TOPOLOGICAL RECURSION FOR GENERALIZED bc-MOTZKIN NUMBERS

COOPER JACOB

Abstract. We present a higher genus generalization of bc-Motzkin numbers, which are themselves a generalization of Catalan numbers, and we derive a recursive formula which can be used to calculate them. Further, we show that this leads to a topological recursion which is identical to the topological recursion that had previously been proved for generalized Catalan numbers, and which is an example of the Eynard-Orantin topological recursion.
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1. Introduction

In this paper, we show that a generalization of the bc-Motzkin numbers, which were originally defined in [21], satisfies a topological recursion. It is known (see [7]) that the Catalan numbers can be given a higher genus analogue, and this generalization satisfies a topological recursion. Thus, it is a natural question to ask whether the bc-Motzkin numbers, which are defined in terms of Catalan numbers, also satisfy a topological recursion.

Our main result in this paper is the following:

Theorem 1.1. Define symmetric $v$-linear differential forms on $(\mathbb{P}^1)^v$ for $2g - 2 + v > 0$, called Eynard-Orantin differential forms, by

$$W_{g,v}(b,c)(t_1, t_2, \ldots, t_v) = d_{t_1} \cdots d_{t_v} F_{g,v}(b,c)(t_1, t_2, \ldots, t_v),$$
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and for \((g, v) = (0, 2)\) by
\[ W_{0,2}^\widetilde{M}(b,c)(t_1, t_2) = \frac{dt_1 dt_2}{(t_1 - t_2)^2}. \]

Here, \(F_{g,v}^\widetilde{M}(t_1, t_2, \ldots, t_v)\) is the discrete Laplace transform of the generalized bc-Motzkin numbers.

Then, these differential forms satisfy the following integral recursion formula:
\[
W_{g,v,c}^\widetilde{M}(t_1, t_2, \ldots, t_v) = -\frac{1}{64} \frac{1}{2\pi i} \int_\gamma \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) (t^2 - 1)^3 \frac{1}{t^2} \, dt \, dt_1
\]
\[
\sum_{j=2}^v \left( W_{0,2}^\widetilde{M}(b,c)(t_1, t_j) W_{g,v-1}^\widetilde{M}(b,c)(-t, t_2, \ldots, \hat{t}_j, \ldots, t_v) \right)
\]
\[
+ W_{0,2}^\widetilde{M}(b,c)(-t, t_j) W_{g,v-1}^\widetilde{M}(b,c)(t, t_2, \ldots, \hat{t}_j, \ldots, t_v)
\]
\[
+ W_{g-1,v+1}^\widetilde{M}(b,c)(t, t_1, t_2, \ldots, t_v)
\]
\[
+ \sum_{g_1 + g_2 = g, |I| + |J| = (2, \ldots, v)} W_{g_1,|I|+1}^\widetilde{M}(b,c)(t, t_I) W_{g_2,|J|+1}^\widetilde{M}(b,c)(-t, t_J)
\]

where the curve \(\gamma\) is as given in Figure 1.1. Here, \(t_I = (t_{i_1}, t_{i_2}, \ldots, t_{i_{|I|}})\) for an index set \(I\), and the notation \(\hat{t}_j\) means that we delete \(t_j\) from this sequence. The last sum in the above formula is for all partitions of \(g\) and all set partitions of \(\{2, \ldots, v\}\), and the “stable” summation means \(2g_1 + |I| - 1 > 0\) and \(2g_2 + |J| - 1 > 0\).

![Figure 1.1. The curve \(\gamma\).](image-url)
Since then, many examples of topological recursion formulas have been discovered. As discussed in the preface to [16], such formulas have appeared in topological quantum field theory and cohomological field theory, intersection numbers of cohomology classes on the moduli space $\overline{M}_{g,n}$ of stable curves, Gromov-Witten theory, $A$-polynomials and polynomial invariants of hyperbolic knots, WKB analysis of classical ordinary differential equations, enumeration of Hurwitz numbers, Witten-Kontsevich intersection numbers, and moduli spaces of Higgs bundles (see, for example, [2], [5], [8], [11], [22], [23]).

Further, and of particular interest for this paper, topological recursion formulas have also come from various different counting problems in combinatorics, such as counting Grothendieck’s dessins d’enfants, and more general counting problems related to graphs drawn on surfaces (see [3], [9], [6], [19], [21]). One example of this is a generalization of the Catalan numbers, which is described in detail in [7] and is also discussed briefly in Section 2 of this paper. This topological recursion for the generalized Catalan numbers is what prompted the author to look for a topological recursion based on $bc$-Motzkin numbers, which can be viewed as a generalization of the Catalan numbers. It has been observed in [9] that the discrete Laplace transform of edge contraction operations in many graph counting problems corresponds to a topological recursion, and this can be seen in the examples mentioned above, which well as for the $bc$-Motzkin numbers as will be described later in this paper. More generally, the Laplace transform can be identified as a mirror symmetry between the $A$-model side of enumerative geometry and the $B$-model side of holomorphic geometry.

We will not discuss the definition of topological recursion in detail in this paper. The reader is referred to the excellent survey papers [10] by Eynard and [1] by Borot to learn more about topological recursion. We will, however, give a short definition of topological recursion, tailored to combinatorial examples, later in this section.

Our topological recursion for generalized $bc$-Motzkin numbers gives yet another example of such a combinatorial topological recursion formula. Surprisingly, this formula turns out to be identical, up to a change of variable, to the topological recursion obtained in [8] for generalized Catalan numbers.

In the Catalan case, an analogy with counting graphs on the genus $g$ surface was used to generalize Catalan numbers to the case of higher genus and greater number of vertices. The $k$th Catalan number is given by

$$C_k = \frac{1}{k+1} \binom{2k}{k}.$$  

The first few Catalan numbers for $n = 0, 1, 2, 3, \ldots$ are

$$1, 1, 2, 5, 14, 42, 132, 429, 1430, \ldots$$

Catalan numbers appear in numerous different counting problems. For example, the $k$th Catalan number (roughly) counts the number of graphs drawn on a sphere with one vertex and $k$ edges, where one of the half-edges incident on this vertex is chosen to be marked with an arrow. (See Figure 1.2.)

This graph analogy leads to the definition of generalized Catalan numbers, from which a differential recursion formula on the discrete Laplace transform of these numbers can be proved, and this subsequently gives a topological recursion (see [7]).

Thus, it is natural to ask if any other numbers frequently appearing in combinatorial problems admit a generalization of this kind, and if this generalization satisfies a topological
recursion. Our focus in this paper is to study \(bc\)-Motzkin numbers, which are themselves a generalization of Motzkin numbers.

The \(n\)th Motzkin number is defined in terms of the Catalan numbers as

\[
M_n = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n}{2k} C_k.
\]

The first few Motzkin numbers for \(n = 0, 1, 2, 3, \ldots\) are

\[1, 1, 2, 4, 9, 21, 51, 127, 323, \ldots\]

Motzkin numbers were first introduced by Theodore Motzkin in 1948 in his paper \[25\]. There are many different well-known combinatorial interpretations of Motzkin numbers. For example, the \(n\)th Motzkin number counts the number of routes on a grid from the coordinate \((0,0)\) to the coordinate \((n,0)\) in \(n\) steps, subject to the requirement that the path does not cross below the \(x\)-axis. (See Figure 1.3)

\[M_n = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n}{2k} C_k b^{n-2k} c^k, \tag{1.1}\]

where \(b, c \in \mathbb{N}\). These numbers were introduced by Sun in 2014 \[24\], and they appear, for example, in the work of lattice models of statistical physics.

In particular, when \((b, c) = (1, 1)\), we recover the definition of Motzkin numbers,

\[M_n(1, 1) = M_n.\]

And, Catalan numbers are the special case of \(bc\)-Motzkin numbers when \((b, c) = (0, 1)\),

\[M_n(0, 1) = C_n.\]

Thus, we can also consider these \(bc\)-Motzkin numbers as a generalization of Catalan numbers, as well as a generalization of Motzkin numbers.
This leads us to ask the following questions.

**Question 1.1.** Do the \( bc \)-Motzkin numbers admit a higher genus generalization?

**Question 1.2.** If so, then does this generalization satisfy a Catalan-like recursion formula?

**Question 1.3.** If we define the discrete Laplace transform for these higher genus \( bc \)-Motzkin numbers, does this satisfy a recursion formula? Do we also obtain a topological recursion?

**Question 1.4.** How does the fact that these \( bc \)-Motzkin numbers are a generalization of Catalan numbers translate into the properties of these recursion formulas?

In this paper, we answer all these questions affirmatively by giving concrete formulas. An unexpected result is that the recursion formula for the discrete Laplace transform, and hence the topological recursion, is (almost) identical to those for the Catalan numbers. The difference between these results for the Catalan numbers and the generalized \( bc \)-Motzkin numbers is the coordinate transformation between the defining variables for the discrete Laplace transform and the variables appearing in these recursion formulas. These coordinate transformations give a family of deformations of the “spectral curve” of the topological recursion. It is very interesting to see that a surprisingly simple deformation of the spectral curve produces a vast generalization of the Catalan numbers.

Note that Catalan numbers are a special case of \( bc \)-Motzkin numbers, so this is a two-parameter generalization of the results for generalized Catalan numbers.

Using an analogy with graph colorings, discussed in more detail in Section 3, we define the generalized \( bc \)-Motzkin numbers as follows.

**Definition 1.2.** For \( b, c \in \mathbb{R} \) with \( b \geq 0 \) and \( c > 0 \), we define the generalized \( bc \)-Motzkin numbers by

\[
\tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) = \sum_{\mu_1=0}^{n_1} \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_v=0}^{n_v} \left( \begin{array}{c} n_1 \\ \mu_1 \\ \end{array} \right) \left( \begin{array}{c} n_2 \\ \mu_2 \\ \end{array} \right) \cdots \left( \begin{array}{c} n_v \\ \mu_v \\ \end{array} \right) 
\cdot C_{g,v}(\mu_1, \mu_2, \ldots, \mu_v) b^{n_1+n_2+\cdots+n_v-(\mu_1+\mu_2+\cdots+\mu_v)} c^{\mu_1+\mu_2+\cdots+\mu_v}.
\]

From this definition, in Section 4 we prove the following recursion formula for these generalized \( bc \)-Motzkin numbers:

**Theorem 1.3.** The generalized \( bc \)-Motzkin numbers satisfy the following formula:

\[
\tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) = b \tilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c) 
- c^2 \left\{ \sum_{j=2}^{v} n_j \tilde{M}_{g,v-1}(n_1 + n_j - 2, n_2, \ldots, n_j, \ldots, n_v; b, c) 
+ \sum_{\zeta + \xi = n_1 - 2} \left[ \tilde{M}_{g-1,v+1}(\zeta, \xi, n_2, \ldots, n_v; b, c) \right. 
+ \sum_{g_1 + g_2 = g \ I \cup J = \{2, \ldots, v\}} \tilde{M}_{g_1,|I|+1}(\zeta, n_I; b, c) \tilde{M}_{g_2,|J|+1}(\xi, n_J; b, c) \right] \right\}
\]

Note that this is not truly a recursion formula, as the \((g, v)\) term also appears on the right side in this formula.
Then, in Section 5 using this formula and the definition of the discrete Laplace transform of the \(bc\)-Motzkin numbers,

\[
F_{g,v}(x_1, \ldots, x_v) = \left\{ \begin{array}{ll}
\sum_{n=1}^{\infty} \frac{\widetilde{M}_{0,1}(n; b, c)}{n!} x_1^n - \widetilde{M}_{0,1}(0; b, c) \log x_1 & \text{if } (g, v) = (0, 1), \\
\sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \frac{\widetilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c)}{n_1 n_2 \cdots n_v} x_1^{-n_1} \cdots x_v^{-n_v}, & \text{if } g, v > 0,
\end{array} \right.
\]

we prove that these functions satisfy a differential recursion formula.

**Theorem 1.4.** The discrete Laplace transform \(F_{g,v}(t_1, t_2, \ldots, t_v)\) satisfies the following differential recursion formula, for every \((g, v) \neq (0, 1), (0, 2)\):

\[
\frac{\partial}{\partial t_1} F_{g,v}(t_1, t_2, \ldots, t_v) = -\frac{1}{16} \sum_{j=2}^{v} \left[ \frac{t_j}{t_1^2 - t_j^2} \left( \frac{t_j^2 - 1}{t_j^2} \right)^3 \frac{\partial}{\partial t_j} F_{g,v-1} \right] - \frac{1}{16} \sum_{j=2}^{v} \left[ \frac{t_j^2 - 1}{t_1^2} \right] \frac{\partial}{\partial t_1} F_{g,v-1} + \frac{1}{32} \frac{t_j^2 - 1}{t_1^2} \frac{\partial}{\partial u_1} F_{g-1,v+1}(u_1, u_2, t_2, \ldots, t_v) \bigg|_{u_1 = u_2 = t_1} - \frac{1}{32} \frac{t_j^2 - 1}{t_1^2} \sum_{g_1 + g_2 = g, I \cup J = \{2, \ldots, v\}, \text{stable}} \frac{\partial}{\partial t_1} F_{g_1,|I|+1}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} F_{g_2,|J|+1}(t_1, t_J)
\]

where the “stable” summation means \(2g_1 + |I| - 1 > 0\) and \(2g_2 + |J| - 1 > 0\).

We have the initial conditions

\[
\frac{\partial}{\partial t} F_{0,1}(t) = \frac{8t}{(t + 1)(t - 1)^3}
\]

and

\[
\frac{\partial}{\partial t_1} F_{0,2}(t_1, t_2) = \frac{(t_2 + 1)}{(t_1 - 1)(t_1 + t_2)}.
\]

Here, we have used the change of variable \(t_i = t_i(x_i, b, c)\), for \(i \in \{1, 2, \ldots, v\}\), defined by

\[
x_i - b \equiv 2 + \frac{4}{t_i^2 - 1}.
\]

This leads to the topological recursion stated in Theorem 1.1.

Thus, in response to the questions posed above, we see that:

1. The \(bc\)-Motzkin numbers can indeed be generalized to a higher genus case, just like the Catalan numbers.
2. These generalized \(bc\)-Motzkin numbers satisfy a recursion formula.
3. We can obtain a differential recursion formula on the discrete Laplace transform of these generalized \(bc\)-Motzkin numbers, and this leads to a topological recursion.
4. The differential recursion and the topological recursion are (almost) identical to those for the Catalan numbers. The difference is in the coordinate transformation from \(x_i\) to \(t_i\) given above.
Now, what, precisely, is topological recursion? The combinatorial definition of topological recursion which we will be using in this paper is as given in \cite{EOM}.

**Definition 1.5.** Let $t$ be a choice of coordinate on $\mathbb{P}^1$. Let $S \subset \mathbb{P}^1$ be a finite collection of points and compact real curves such that the complement $\Sigma = \mathbb{P}^1 \setminus S$ is connected. The spectral curve of genus 0 is the data $(\Sigma, \pi)$ consisting of a Riemann surface $\Sigma$ and a simply ramified holomorphic map

$$\pi : \Sigma \ni t \mapsto \pi(t) = x \in \mathbb{P}^1$$

so that its differential $dx$ has only simple zeros. Let $R = \{p_1, p_2, \ldots, p_r\} \subset \Sigma$ denote the ramification points, and let $U = \sqcup_{j=1}^r U_j$ denote the disjoint union of small neighborhoods $U_j$ around each $p_j$, such that $\pi : U_j \rightarrow \pi(U_j) \subset \mathbb{P}^1$ is a double-sheeted covering ramified only at $p_j$. We denote by $\bar{t}$ the local Galois conjugate of $t \in U_j$ (i.e., interchanging the two sheets). The canonical shell of $\Sigma$ is denoted by $\mathcal{K}$. Because of our choice of coordinate $t$, we have a preferred basis $dt$ for $\mathcal{K}$ and $\partial / \partial t$ for $\mathcal{K}^{-1}$. The meromorphic differential forms $W_{g,n}(t_1, t_2, \ldots, t_v)$ are said to satisfy the Eynard-Orantin topological recursion if the following conditions are satisfied:

1. $W_{0,1}(t) \in H^0(\Sigma, \mathcal{K})$.
2. We have

$$W_{0,2}(t_1, t_2) = \frac{dt_1 \cdot dt_2}{(t_1 - t_2)^2} - \pi^* \frac{dx_1 \cdot dx_2}{(x_1 - x_2)^2} \in H^0(\Sigma \times \Sigma, \mathcal{K} \otimes 2(2\Delta)),$$

where $\Delta$ is the diagonal of $\Sigma \times \Sigma$.

3. The recursion kernel $K_j(t, t_1) \in H^0(U_j \times \Sigma, (\mathcal{K}_U^{-1} \otimes \mathcal{K})(\Delta))$ for $t \in U_j$ and $t_1 \in \Sigma$ is defined by

$$K_j(t, t_1) = \frac{1}{2} \frac{\int_t^\bar{t} W_{0,2}(\cdot, t_1)}{W_{0,1}(\bar{t}) - W_{0,1}(t)}.$$

The kernel is an algebraic operator that multiplies $dt_1$ while contracting $dt$.

4. The general differential forms $W_{g,n}(t_1, t_2, \ldots, t_v) \in H^0(\Sigma^v, \mathcal{K}(R)^{\otimes v})$ are meromorphic symmetric differential forms with poles only at the ramification points $R$ for $2g - 2 + v > 0$, and are given by the recursion formula

$$W_{g,v}(t_1, t_2, \ldots, t_v) = \frac{1}{2\pi i} \sum_{j=1}^r \oint_{U_j} K_j(t, t_1) \left[ W_{g-1,v+1}(t, \bar{t}, t_2, \ldots, t_v) + \sum_{g_1 + g_2 = g} \sum_{I, J \subset \{2, \ldots, v\}, \text{no } (0,1) \text{ terms}} W_{g_1,|I|+1}(t, t_I)W_{g_2,|J|+1}(\bar{t}, t_J) \right].$$

Here, the integration is taken with respect to $t_j \in U_j$ along a positively oriented simple closed loop around $p_j$, and $t_I = (t_i)_{i \in I}$ for a subset $I \subset \{1, 2, \ldots, v\}$.

5. The differential form $W_{1,1}(t_1)$ requires a separate treatment since $W_{0,2}(t_1, t_2)$ is regular at the ramification points but has poles elsewhere.

$$W_{1,1}(t_1) = \frac{1}{2\pi i} \sum_{j=1}^r \oint_{U_j} K_j(t, t_1) \left[ W_{0,2}(u, v) + \pi^* \frac{dx(u) \cdot dx(v)}{(x(u) - x(v))^2} \right]_{u=t, v=\bar{t}}$$

$$= \frac{1}{2\pi i} \sum_{j=1}^r \oint_{U_j} K_j(t, t_1) \left[ \frac{dt \cdot dt}{(t - \bar{t})^2} \right].$$
Let $y : \Sigma \to \mathbb{C}$ be a holomorphic function defined by the equation

$$W_{0,1}(t) = y(t) \, dx(t).$$

Equivalently, we can define the function by contraction $y = i_X W_{0,1}$, where $X$ is the vector field on $\Sigma$ dual to $dx(t)$ with respect to the coordinate $t$. Then, we have an embedding

$$\Sigma \ni t \mapsto (x(t), y(t)) \in \mathbb{C}^2.$$ 

(6) If the spectral curve has at most two branches, then we choose a preferred coordinate $t$ with the branch points located at $t = \infty$ and $t = 0$. This results in differentials $W_{g,v}$ that are Laurent polynomials in $t$ and serves to simplify many of the residue calculations.

This paper is organized as follows. In the second section, we review the results in [7] regarding generalized Catalan numbers, first defining these generalized Catalan numbers via an analogy with graphs on the genus $g$ surface. This gives a recursive definition of the generalized Catalan numbers. From this formula, one can then prove a differential recursion formula on the discrete Laplace transform of these numbers, then from this formula prove a subsequent topological recursion. In the third section, we introduce our definition of higher genus $bc$-Motzkin numbers, which we define via an analogy with counting colored graphs on the genus $g$ surface. In the fourth section, we state and give a combinatorial proof of a recursion formula for these generalized $bc$-Motzkin numbers. An algebraic proof is given in the appendix. In the fifth section, we show that this recursion formula does actually lead to a differential recursion formula on the discrete Laplace transform of these generalized $bc$-Motzkin numbers, and, further, that with a particular choice of change of variable the differential recursion formula is identical to the differential recursion formula for generalized Catalan numbers. Finally, in the sixth section, we show that this differential recursion formula for generalized $bc$-Motzkin numbers leads to the topological recursion given in Theorem 1.1 above.

2. **Background: Higher Genus Catalan Numbers**

In this section we summarize some results obtained by Dumitrescu and Mulase in [7], regarding generalized Catalan numbers.

As introduced in Section 1, the $k$th Catalan number (roughly) counts the number of graphs drawn on a sphere with one vertex and $k$ edges, where one of the half-edges incident on this vertex is chosen to be marked with an arrow. (See Figure 1.2.)

This analogy with counting graphs on a sphere and having one vertex can be extended, and is used to define the generalized Catalan numbers

$$C_{g,v}(\mu_1, \mu_2, \ldots, \mu_v),$$

which count the number of graphs drawn on the (oriented) genus $g$ surface with $v$ vertices that give a cell decomposition of the surface, where the $i$th vertex has degree $\mu_i$, and at each vertex one of the incident half-edges is chosen to be marked with an arrow (see [7] and [20]).

We will call such a graph a Catalan graph of degree $(\mu_1, \mu_2, \ldots, \mu_v)$ on the genus $g$ surface. (See Figure 2.1 for an example of such a graph.)

Now, the Catalan numbers are known to satisfy the recursion formula,

$$C_n = \sum_{a+b=n-1} C_a C_b.$$  

(2.1)
This formula has the higher genus analogue given in the following proposition.

**Proposition 2.1.** The generalized Catalan numbers satisfy

\[
C_{g,v}(\mu_1, \mu_2, \ldots, \mu_v) = \sum_{j=2}^{v} \mu_j C_{g,v-1}(\mu_1 + \mu_j - 2, \mu_2, \ldots, \tilde{\mu}_j, \ldots, \mu_v)
+ \sum_{\alpha + \beta = \mu_1 - 2} \left[ C_{g-1,v+1}(\alpha, \beta, \mu_2, \ldots, \mu_v) \right]
+ \sum_{g_1 + g_2 = g, I \cup J = \{2, \ldots, v\}} C_{g_1,|I|+1}(\alpha, \mu_I) C_{g_2,|J|+1}(\beta, \mu_J)
\]

(2.2)

where \(\mu_I = (\mu_{i_1}, \mu_{i_2}, \ldots, \mu_{|I|})\) for an index set \(I\), the notation \(\tilde{\mu}_j\) means that we delete \(\mu_j\) from this sequence, and the third sum in the above formula is for all partitions of \(g\) and set partitions of \(\{2, \ldots, v\}\).

**Remark 2.2.** Observe that this is not truly a recursion formula, since the \((g,v)\) term also appears on the right side of the equation.

This formula serves to define the generalized Catalan numbers.

**Remark 2.3.** With this definition, \(C_{0,1}(\mu)\) is actually the aerated Catalan numbers,

\[
C_{0,1}(\mu) = \begin{cases} 
C_{\mu/2} & \text{if } \mu \text{ is even,} \\
0 & \text{if } \mu \text{ is odd.}
\end{cases}
\]

In Section 4 of this paper, we will show that the generalized \(bc\)-Motzkin numbers satisfy a similar formula, which reduces to the Catalan formula when \(b = 0\) and \(c = 1\).

To prove this formula, we may proceed as follows. A proof of this result is also given in [7].

**Proof.** We start by contracting the edge \(E\) corresponding to the arrowed half-edge which is incident on \(v_1\). There are two cases which we need to study.

**Case 1.** Assume \(E\) connects \(v_1\) and \(v_j\) \((j \neq 1)\).

Contracting \(E\) replaces the two vertices \(v_1\) and \(v_j\) with one vertex, of degree \(\mu_1 + \mu_j - 2\). To make this counting bijective, we need to be able to go back to the original graph if we are given \(\mu_1\) and \(\mu_j\), which are the degrees of \(v_1\) and \(v_j\), respectively. We do this by putting an arrow on the half-edge next to \(E\) with respect to the counterclockwise cyclic ordering that comes from the orientation on the surface. (See Figure 2.2.) However, we must first delete the arrow that was assigned to a half-edge incident on \(v_j\) in the original graph. So, there are \(\mu_j\) different graphs which produce the same result.
Case 2. Assume \( E \) is a loop on \( v_1 \).

Contracting \( E \) separates the incident half-edges at \( v_1 \) into two collections, with \( \alpha \) edges on one side and \( \beta \) edges on the other (note that \( \alpha \) or \( \beta \) may be zero). Since \( E \) is a loop, contracting it causes pinching on the surface and produces a double point. We separate the double point into two new vertices. The result may be a surface of genus \( g - 1 \), or two surfaces, of genus \( g_1 \) and \( g_2 \) with \( g_1 + g_2 = g \). We assign an arrow to the half edge(s) next to \( E \), again with respect to the counterclockwise cyclic ordering that comes from the orientation on the surface. (See Figure 2.3)

This gives the remaining terms in the Catalan recursion.

Let us now look at some examples.

**Example 2.4.** Contracting the arrowed half-edge in the Catalan graph of degree 4 on the genus 1 surface in Figure 2.4 gives a Catalan graph of degree \((1, 1)\) on the genus 0 surface.

**Example 2.5.** Contracting the arrowed half-edge in the Catalan graph of degree \((4, 4)\) on the genus 1 surface in Figure 2.5 gives a Catalan graph of degree \((4, 1)\) on the genus 1 surface and a Catalan graph of degree 0 on the genus 0 surface.
Example 2.6. Contracting the arrowed half-edge in the Catalan graph of degree 6 on the genus 0 surface in Figure 2.6 gives a Catalan graph of degree 2 on the genus 0 surface and a Catalan graph of degree 2 on the genus 0 surface.

To obtain a topological recursion from Proposition 2.1, we first need to look at the discrete Laplace transform for the generalized Catalan numbers.

This is defined by

\[
F_{g,v}^{C}(x_1, x_2, \ldots, x_v) = \begin{cases} 
\sum_{n=1}^{\infty} \frac{C_{0,1}(n)}{n} x_1^{-n} - C_{0,1}(0) \log x_1 & \text{if } (g,v) = (0,1), \\
\sum_{\mu_1=1}^{\infty} \cdots \sum_{\mu_v=1}^{\infty} \frac{C_{g,v}(\mu_1, \mu_2, \ldots, \mu_v)}{\mu_1 \mu_2 \cdots \mu_v} x_1^{-\mu_1} x_2^{-\mu_2} \cdots x_v^{-\mu_v} & \text{otherwise}, 
\end{cases}
\] (2.3)

and it can be calculated by a recursion formula. The recursion formula is actually a “differential” recursion, on

\[
\frac{\partial}{\partial t_1} F_{g,v}^{C}(t_1, t_2, \ldots, t_v),
\]

where \((t_1, t_2, \ldots, t_v)\) is a particular choice of change of variables, given by

\[
x_i = 2 + \frac{4}{t_i^2 - 1}, \quad i \in \{1, 2, \ldots, v\}. \tag{2.4}
\]

One may compute from the definition of the discrete Laplace transform, using Proposition 2.1 and the above choice of change of variable, that we have

\[
\frac{\partial}{\partial t} F_{0,1}^{C}(t) = \frac{8t}{(t+1)(t-1)^3} \tag{2.5}
\]

and

\[
\frac{\partial}{\partial t_1} F_{0,2}^{C}(t_1, t_2) = \frac{(t_2 + 1)}{(t_1 - 1)(t_1 + t_2)}. \tag{2.6}
\]

More generally, the following result is given in [7].
Proposition 2.7 (Dumitrescu, Mulase, Safnuk, Sorkin ’13). The discrete Laplace transform $F_{g,v}^C(t_1, t_2, \ldots, t_v)$ satisfies the following differential recursion equation for every $(g, v) \neq (0,1), (0,2)$.

$$
\frac{\partial}{\partial t_1} F_{g,v}^C(t_1, t_2, \ldots, t_v) = -\frac{1}{16} \sum_{j=2}^v \left[ \frac{t_j}{t_1^3} - \frac{(t_j^2 - 1)^3}{t_1^2} \sum_{j=2}^v \frac{\partial}{\partial t_j} F_{g,v-1}(t_1, \ldots, \hat{t}_j, \ldots, t_v) \right] 
$$

$$
- \frac{1}{16} \sum_{j=2}^v \frac{(t_j^2 - 1)^2}{t_1^2} \left[ \frac{\partial}{\partial t_1} F_{g,v-1}(t_1, \ldots, \hat{t}_j, \ldots, t_v) \right] 
$$

$$
- \frac{1}{32} \frac{(t_2 - 1)^3}{t_1^2} \left[ \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} F_{g-1,v+1}(u_1, u_2, t_2, \ldots, t_v) \right]_{u_1 = u_2 = t_1} 
$$

$$
- \frac{1}{32} \frac{(t_2 - 1)^3}{t_1^2} \sum_{g_1 + g_2 = g, t_1 \cup \{t_2, \ldots, v\}, \text{stable}} \frac{\partial}{\partial t_1} F_{g_1,|I|+1}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} F_{g_2,|J|+1}(t_1, t_J),
$$

where the “stable” summation means $2g_1 + |I| - 1 > 0$ and $2g_2 + |J| - 1 > 0$.

Remarkably, the discrete Laplace transform of the generalized $bc$-Motzkin numbers satisfies an identical differential recursion formula, with the only difference being that the change of variable from $x_i$ to $t_i$ depends also on $b$ and $c$. When $b = 0$ and $c = 1$, it reduces to the same change of variables as in the Catalan case.

The proof of Proposition 2.7 is very similar to the proof in the $bc$-Motzkin numbers case (see Section 3 and Appendix D), hence a proof of this result is not given here.

The differential recursion formula in Proposition 2.7 leads to a recursion in $2g - 2 + v$ on the Eynard-Orantin differential forms on $(\mathbb{P}^1)^v$, defined by

$$
W_{g,v}^C(t_1, t_2, \ldots, t_v) = d_{t_1} \cdots d_{t_v} F_{g,v}^C(t_1, t_2, \ldots, t_v).
$$

The resulting recursion formula is called the topological recursion for these generalized Catalan numbers.

Proposition 2.8 (Dumitrescu, Mulase, Safnuk, Sorkin ’13). For $2g - 2 + v > 0$, these differential forms satisfy the following integral recursion equation:

$$
W_{g,v}^C(t_1, t_2, \ldots, t_v) = -\frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{1}{t^2} \frac{1}{dt} dt_1 
$$

$$
\cdot \left[ \sum_{j=2}^v \left( W_{0,2}^C(t, t_j) W_{g,v-1}^C(-t, t_2, \ldots, \hat{t}_j, \ldots, t_v) + W_{0,2}^C(-t, t_j) W_{g,v-1}^C(t, t_2, \ldots, \hat{t}_j, \ldots, t_v) \right) 
$$

$$
+ W_{g-1,v+1}^C(-t, t_2, \ldots, t_v) + \sum_{g_1 + g_2 = g, t_1 \cup \{t_2, \ldots, v\}, \text{stable}} W_{g_1,|I|+1}^C(t_I, t) W_{g_2,|J|+1}^C(\hat{t}_j, t_J) \right],
$$

where $\gamma$ is the contour in Figure 1.1.

To prove this result, one may apply the definition of the Eynard-Orantin differential forms to the differential recursion formula in Proposition 2.7 to obtain a formula for the $W_{g,v}^C(t_1, t_2, \ldots, t_v)$, then simplify the integral around the contour $\gamma$ on the right side of the
equation in Proposition 2.8 to show that the two formulas for $W_C^{g,v}(t_1, t_2, \ldots, t_v)$ are indeed equal.

Similarly to the case of the differential recursion formula, the generalized $bc$-Motzkin numbers satisfy an identical result, again with the only difference being that the change of variables from $x_i$ to $t_i$ now depends on $b$ and $c$. Since the differential recursion formula is identical to the (more general) $bc$-Motzkin numbers case, a proof of the Catalan case is not given here. The proof of the topological recursion for generalized $bc$-Motzkin numbers is given in Section 6 and Appendix E.

3. Higher Genus $bc$-Motzkin Numbers

Recall that in Section 1 we defined the $bc$-Motzkin numbers $M_n(b, c)$ by equation (1.1), following the definition in [24]. Now, we will define a slightly different version of $bc$-Motzkin numbers, which are better suited for our purposes in this paper, by

$$\tilde{M}_{0,1}(n; b, c) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n}{2k} C_k b^{n-2k} c^{2k},$$

where $b \in \mathbb{R}_{\geq 0}$ and $c \in \mathbb{R}_{> 0}$.

The difference is that we now write $c^{2k}$ rather than $c^k$, and we also allow $b$ to be a nonnegative real number, and we allow $c$ to be a positive real number, instead of restricting to the natural numbers.

Thus, we may write these $(0, 1)$-$bc$-Motzkin numbers in terms of the $(0, 1)$-Catalan numbers as

$$\tilde{M}_{0,1}(n; b, c) = \sum_{\mu=0}^{n} \binom{n}{\mu} C_{0,1}(\mu) b^{n-\mu} c^\mu.$$ (3.2)

The $(0, 1)$-$bc$-Motzkin numbers satisfy a recursion formula, similar to the $(0, 1)$-Catalan numbers.

**Proposition 3.1.** For $n \geq 1$, the $(0, 1)$-$bc$-Motzkin numbers $M_{0,1}(n; b, c)$ satisfy

$$\tilde{M}_{0,1}(n; b, c) - b \tilde{M}_{0,1}(n-1; b, c) = c^2 \sum_{\alpha + \beta = n-2} \tilde{M}_{0,1}(\alpha, b, c) \tilde{M}_{0,1}(n_2, b, c).$$ (3.3)

This recursion formula was initially proved by Wang and Zhang in [27]. A proof of this recursion formula is also given in Appendix [E].

We would like to generalize the $(0, 1)$-$bc$-Motzkin numbers, just as was done for Catalan numbers. To do this, we first construct an analogy with colorings of Catalan graphs on the genus $g$ surface. We are led to make the following new definition.

**Definition 3.2.** Let

$$\Gamma_{g,v}(n_1, n_2, \ldots, n_v; \mu_1, \mu_2, \ldots, \mu_v)$$

denote the number of ways to color Catalan graphs of degree $(\mu_1, \mu_2, \ldots, \mu_v)$ on the genus $g$ surface, subject to the following requirements, for all $i \in \{1, 2, \ldots, v\}$.

1. The degree $\mu_i$ of the $i$th vertex is less than or equal to the number of colors $n_i$ with which the half-edges adjacent to that vertex can be colored.
2. We choose $\mu_i$ colors from the set of $n_i$ colors with which to color the half-edges adjacent to the $i$th vertex.
(3) The set of \( n_i \) colors associated with the \( i \)th vertex is ordered. Of the \( \mu_i \) colors chosen from this set, the lowest-indexed color is assigned to the arrowed half-edge incident on that vertex, and the colors increase in ordering as we traverse the edges by going counterclockwise around the vertex.

Then, we define the generalized \( bc \)-Motzkin number to be equal to the following weighted sum of cardinalities of this set:

\[
\widetilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) = \sum_{\mu_1=0}^{n_1} \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_v=0}^{n_v} |\Gamma_{g,v}(n_1, n_2, \ldots, n_v; \mu_1, \mu_2, \ldots, \mu_v)| \\
\cdot b^{(n_1+n_2+\cdots+n_v)-(\mu_1+\mu_2+\cdots+\mu_v)} c^{\mu_1+\mu_2+\cdots+\mu_v}.
\] (3.4)

Here, \( b \in \mathbb{R}_{\geq 0} \) and \( c \in \mathbb{R}_{>0} \).

**Example 3.3.** The degree \((6,8)\) Catalan graph in Figure 3.1 has been colored according to the requirements in Definition 3.2 with 6 colors \((k^{(1)}_2, k^{(1)}_3, k^{(1)}_5, k^{(1)}_6, k^{(1)}_7, k^{(1)}_{10})\) chosen from a set of 10 possible colors and assigned to the first vertex \( v_1 \), going counterclockwise around this vertex with respect to the orientation on this genus 2 surface and starting with the lowest indexed color on the arrowed half-edge in the underlying Catalan graph. And, 8 colors \((k^{(2)}_1, k^{(2)}_2, k^{(2)}_3, k^{(2)}_4, k^{(2)}_5, k^{(2)}_6, k^{(2)}_7, k^{(2)}_{8})\) have been chosen from a set of 8 possible colors and assigned to the second vertex \( v_2 \). (The superscript \( (1) \) on the first set of colors denotes that they are to be assigned to the vertex \( v_1 \), and similarly for \( v_2 \).)

![Figure 3.1](image)

**Remark 3.4.** In the case when \( g = 0 \) and \( v = 1 \), we see that Definition 3.2 gives

\[
\widetilde{M}_{0,1}(n; b, c) = \sum_{\mu=0}^{n} |\Gamma_{0,1}(n; \mu)| b^{n-\mu} c^{\mu},
\]

and \( |\Gamma_{0,1}(n; \mu)| = \binom{n}{\mu} C_{0,1}(\mu) \), since once we have chosen \( \mu \) different colors from the set of \( n \) possible colors, this uniquely determines the coloring on the Catalan graph of degree \( \mu \). Thus, this definition does indeed coincide with our earlier definition of \((0,1)-bc\)-Motzkin numbers in equation (3.2).

More generally, we have the following equivalent definition of the generalized \( bc \)-Motzkin numbers, in terms of the generalized Catalan numbers defined in Section 2.

**Definition 3.5.** For \( b, c \in \mathbb{R} \) with \( b \geq 0 \) and \( c > 0 \), we define the generalized \( bc \)-Motzkin numbers by
\[ \tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) = \sum_{\mu_1=0}^{n_1} \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_v=0}^{n_v} \binom{n_1}{\mu_1} \binom{n_2}{\mu_2} \cdots \binom{n_v}{\mu_v} \cdot C_{g,v}(\mu_1, \mu_2, \ldots, \mu_v) b^{(n_1 + n_2 + \cdots + n_v) - (\mu_1 + \mu_2 + \cdots + \mu_v)} c^{\mu_1 + \mu_2 + \cdots + \mu_v}. \] (3.5)

Note that, as expected, this definition is symmetric in its arguments \( n_i \), since the generalized Catalan numbers are symmetric in their arguments \( \mu_i \).

**Remark 3.6.** If \((b, c) = (0, 1)\), then we recover the generalized Catalan numbers,
\[ \tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; 0, 1) = C_{g,v}(n_1, n_2, \ldots, n_v). \] (3.6)
Hence these generalized \( bc \)-Motzkin numbers are also a generalization of Catalan numbers.

### 4. The Recursion Formula for Generalized \( bc \)-Motzkin Numbers

We wish to obtain a recursion formula for generalized \( bc \)-Motzkin numbers. To do this, we first observe that the generalized \( bc \)-Motzkin numbers are defined in terms of the generalized Catalan numbers in Definition 3.5, and Proposition 2.1 gives a “recursion” formula for the generalized Catalan numbers. Thus, we are led to prove the following result.

**Theorem 4.1.** The generalized \( bc \)-Motzkin numbers satisfy the following formula:

\[ \tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) - b\tilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c) \]
\[ = c^2 \left\{ \sum_{j=2}^{v} n_j \tilde{M}_{g,v-1}(n_1 + n_j - 2, n_2, \ldots, n_v; b, c) \right. \]
\[ + \sum_{\zeta + \xi = n_1 - 2} \left[ \tilde{M}_{g-1,v+1}(\zeta, \xi, n_2, \ldots, n_v; b, c) \right. \]
\[ + \sum_{g_1 + g_2 = g, I \sqcup J = \{2, \ldots, v\}} \tilde{M}_{g_1,|I|+1}(\zeta, n_I; b, c) \tilde{M}_{g_2,|J|+1}(\xi, n_J; b, c) \left\} \right. \] (4.1)

Observe that, as in the Catalan case, this is not truly a recursion formula, since the \((g, v)\) term also appears on the right side of the equation.

**Remark 4.2.** The \((0, 1)\) case of Theorem 4.1 for the \((0, 1)\)-bc-Motzkin numbers, is the same as in Proposition 3.1 of Section 3, as expected. Further, when \( b = 0 \) and \( c = 1 \), we recover the formula in Proposition 2.1 for generalized Catalan numbers.

The above theorem may be proved algebraically, and a complete proof is given in Appendix C. In brief, one applies Definition 3.5 of the generalized \( bc \)-Motzkin numbers and Pascal’s identity to simplify the left side of the above relation, then plugs in the Catalan formula from Proposition 2.1 simplifies, and re-writes the result entirely in terms of generalized \( bc \)-Motzkin numbers. The key ingredients in this proof are Vandermonde’s identity,
\[ \sum_{i+j=k} \binom{a}{i} \binom{b}{j} = \binom{a+b}{k}, \] (4.2)
and the “Vandermonde-like” identity
\[ \sum_{a+b=n} \binom{a}{i} \binom{b}{j} = \binom{n+1}{i+j+1}, \] (4.3)
of which a proof is provided in Appendix A.

Alternatively, this theorem can be proved combinatorially, using Definition 3.2 for generalized \( be \)-Motzkin numbers in terms of the graph coloring analogy, and following the same approach as for the proof of the Catalan “recursion” formula.

In particular, referencing the proof of Proposition 2.1 in Section 2 for the Catalan case, this combinatorial proof goes as follows.

Proof. Recall that \( \tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) \) equals the number of ways to color all Catalan graphs of degree \((\mu_1, \mu_2, \ldots, \mu_v)\) on the genus \( g \) surface and having \( v \) vertices, subject to the coloring requirements in Definition 3.2 where \( \mu_i \leq n_i \) for all \( i \), and the sum of cardinalities of sets of colored Catalan graphs is weighted in a particular way by \( b \) and \( c \).

Now, in each underlying Catalan graph, we fix the color on the arrowed half-edge incident on \( v_1 \) to be the lowest indexed color in the set of possible colors for \( v_1 \), call it \( k_1^{(1)} \). Then, the resulting number of ways to color such Catalan graphs, subject to the necessary restrictions and weightings, is

\[
\tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) - b\tilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c).
\]

This can be seen by observing that \( \tilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c) \) gives the number of ways to color the graphs in the definition of \( M_{g,v}(n_1, n_2, \ldots, n_v; b, c) \) without using the color \( k_1^{(1)} \) on the vertex \( v_1 \). The exponent of \( b \) essentially counts the difference between the number of possible colors which can be assigned to a vertex and the degree of that vertex.

To show that this equals the right side of the above formula, we will to contract the edge \( E \) corresponding to the edge incident on \( v_1 \) which is colored by \( k_1^{(1)} \). As in the proof of the analogous result for generalized Catalan numbers, there are two cases.

Case 1. Assume \( E \) connects \( v_1 \) and \( v_j \) (\( j \neq 1 \)).

Contracting \( E \) reduces the two vertices \( v_1 \) and \( v_j \) with one vertex, call it \( v \). Since there were \( n_1 \) possible colors which could be assigned to \( v_1 \), and \( n_j \) possible colors which could be assigned to \( v_j \), we see that there are \( n_1 + n_j - 2 \) possible colors which can be assigned to this resulting vertex \( v \).

For notational convenience, assume that the colors on vertex \( v_1 \) are \( (k_1^{(1)}, k_{a_2}^{(1)}, \ldots, k_{a_{n_1}}^{(1)}) \) and the colors on vertex \( v_j \) are \( (k_{b_1}^{(j)}, k_{b_2}^{(j)}, \ldots, k_{b_{n_j}}^{(j)}) \), with the color on the other half-edge of \( E \) being \( k_{b_j}^{(j)} \). We will make the convention that all colors on vertex \( v_j \) have higher index than those on vertex \( v_1 \), so that our list of colors on the vertex \( v \) is, in order,

\[
(k_{a_2}^{(1)}, \ldots, k_{a_{n_1}}^{(1)}, k_{b_1}^{(j)}, \ldots, k_{b_{n_j}}^{(j)}).
\]

Then, we color the half-edges incident on the new vertex \( v \) starting with the lowest indexed color \( k_{a_2}^{(1)} \) on the half-edge that is next to \( E \) with respect to the counterclockwise cyclic ordering coming from the orientation on the surface, and continue by going counterclockwise around the vertex \( v \). Observe that this will not change the coloring on the half-edges that were originally assigned to \( v_1 \). (See Figure 4.1.)

Since there are \( n_j \) choices for the color \( k_{b_j}^{(j)} \), we see that there are \( n_j \) different graphs which produce the same result, which gives the factor of \( n_j \) in the sum.

Further, since the weight \( c \) counts the degree of the underlying Catalan graph, and the graph resulting from contracting edge \( E \) has degree two less than the original graph, we thus have a factor of \( c^2 \) in front of the resulting term.
This gives the first term in the above formula,
\[ c^2 \sum_{j=2}^{v} n_j \tilde{M}_{g,v-1}(n_1 + n_j - 2, n_2, \ldots, n_{v-1}; b; c). \]

**Case 2.** Assume \( E \) is a loop on \( v_1 \).

Just as in the proof of the analogous result for generalized Catalan numbers, contracting \( E \) separates the incident half-edges at \( v_1 \) into two collections, with \( \alpha \) edges on one side and \( \beta \) edges on the other (note that \( \alpha \) or \( \beta \) may be zero). Since \( E \) is a loop, contracting it causes pinching on the surface and produces a double point. We separate the double point into two new vertices. The result may be a surface of genus \( g-1 \), or two surfaces, of genus \( g_1 \) and \( g_2 \) with \( g_1 + g_2 = g \). Note that we do not need to re-assign the colorings in this case.

Observe that, since we contracted an edge which was incident twice on \( v_1 \), there are two less colors with which we can color the resulting vertices. Further, the remaining colors must now be shared between two vertices. (See Figure 4.2.)

As in the previous case, since the weight \( c \) counts the degree of the underlying Catalan graph, and the sum of the degrees of the graphs resulting from contracting edge \( E \) is two less than the degree of the original graph, we are left with a factor of \( c^2 \) in front of the resulting terms.

This gives the remaining terms in the above formula,
\[
c^2 \sum_{\zeta+\xi=n-1-2} \left[ \tilde{M}_{g-1,v+1}(\zeta, \xi, n_2, \ldots, n_v; b, c) \right. \\
+ \left. \sum_{g_1+g_2=g, I \cup J=\{2, \ldots, v\}} \tilde{M}_{g_1,|I|+1}(\zeta, n_I; b, c) \tilde{M}_{g_2,|J|+1}(\xi, n_J; b, c) \right].
\]

\( \square \)
5. Differential Recursion for Generalized bc-Motzkin Numbers

We now wish to use the formula in Theorem 4.1 to obtain a topological recursion. In analogy with the approach in [7], we first define the discrete Laplace transform of the generalized bc-Motzkin numbers, from which we will then obtain a differential recursion formula.

\textbf{Definition 5.1.} We define the discrete Laplace Transform of the generalized bc-Motzkin numbers by

\[
\tilde{M}_{g,v}(1, \ldots, x_v) = \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) x_1^{-n_1} \cdots x_v^{-n_v}. \tag{5.1}
\]

We would like to obtain a recursion on \( \partial \partial_t \tilde{M}_{g,v}(t_1, t_2, \ldots, t_v) \), for a particular choice of change of variable \( t_i \), similar to the Catalan differential recursion given in Proposition 2.7.

We will first study the case when \( (g, v) = (0, 1) \). We differentiate the definition of \( \tilde{M}_{0,1}(x) \) with respect to \( x = x_1 \) and apply the recursion formula for \( (0, 1) \)-bc-Motzkin numbers from Proposition 3.1 to obtain

\[
\begin{align*}
\frac{\partial}{\partial t} \tilde{M}_{0,1}(t_1) &= 8t_1(t_1 + 1)(t_1 - 1). \tag{5.2}
\end{align*}
\]

Solving for \( \partial / \partial t \tilde{M}_{0,1}(t) \) and applying the quadratic formula then implies

\[
\frac{\partial}{\partial t} \tilde{M}_{0,1}(t) = \frac{1}{2c} \left[ - \left( \frac{x - b}{c} \right) - \sqrt{\left( \frac{x - b}{c} \right)^2 - 4} \right].
\]

Thus, we want to make a particular choice of change of variable so that the quantity under the square root is a perfect square, and we can simplify the expression for \( \partial / \partial x \tilde{M}_{0,1}(t) \) further. We also want to choose the change of variable in such a way that it reduces to the change of variables for the Catalan case, which was given in equation (2.4), when \( b = 0 \) and \( c = 1 \).

With this in mind, we let

\[
\frac{x - b}{c} = 2 + \frac{4}{t^2 - 1} = 2 + \frac{t^2 + 1}{t^2 - 1}. \tag{5.2}
\]

Then, after applying this change of variable,

\[
\frac{\partial}{\partial t} F_{0,1}(t) = \frac{8t}{(t + 1)(t - 1)^3}. \tag{5.2}
\]
Observe this is precisely the same formula in terms of $t$ as was obtained for $\partial/\partial t F_{0,1}^C(t)$ in the Catalan case, and, when $b = 0$ and $c = 1$, the above change of variable formula does indeed reduce to the change of variable formula (2.4) used in the Catalan case.

More generally, let $t_i = t_i(x_i, b, c)$, for $i \in \{1, 2, \ldots, v\}$, be defined by

$$\frac{x_i - b}{c} = 2 + \frac{4}{t_i^2 - 1}. \tag{5.3}$$

Then, we are led to prove the following new result.

**Theorem 5.2.** The discrete Laplace transform $F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v)$ satisfies the following differential recursion formula, for every $(g, v) \neq (0, 1), (0, 2)$:

$$\begin{align*}
\frac{\partial}{\partial t_1} F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) &= -\frac{1}{16} \sum_{j=2}^{v} \left[ \frac{t_j}{t_1^2 - t_j^2} \left( \frac{t_j^2 - 1}{t_1^2} \right)^3 \frac{\partial}{\partial t_1} F_{g,v-1}^{\tilde{M}(b,c)}(t_1, \ldots, \tilde{t}_j, \ldots, t_v) \right] \\
&\quad - \frac{1}{16} \sum_{j=2}^{v} \left[ \frac{(t_j^2 - 1)^2}{t_1^2} \left( \frac{\partial}{\partial t_1} F_{g,v-1}^{\tilde{M}(b,c)}(t_1, \ldots, \tilde{t}_j, \ldots, t_v) \right) \right] \\
&\quad - \frac{1}{32} \sum_{j=2}^{v} \left( \frac{t_j^2 - 1}{t_1^2} \right)^3 \frac{\partial}{\partial t_1} \left. \left( \frac{\partial}{\partial u_1} F_{g-1,v+1}^{\tilde{M}(b,c)}(u_1, u_2, t_2, \ldots, t_v) \right) \right|_{u_1 = u_2 = t_1} \\
&\quad - \frac{1}{32} \sum_{j=2}^{v} \left( \frac{t_j^2 - 1}{t_1^2} \right)^3 \sum_{g_1 + g_2 = g, I \cup J = \{2, \ldots, v\}, \text{stable}} \left. \left( \frac{\partial}{\partial t_1} F_{g_1,|I|+1}^{\tilde{M}(b,c)}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} F_{g_2,|J|+1}^{\tilde{M}(b,c)}(t_1, t_J) \right) \right|_{I \cup J = \{2, \ldots, v\}}.
\end{align*} \tag{5.4}$$

where the “stable” summation means $2g_1 + |I| - 1 > 0$ and $2g_2 + |J| - 1 > 0$.

And,

$$\frac{\partial}{\partial t_1} F_{0,2}^{\tilde{M}(b,c)}(t_1, t_2) = \frac{(t_2 + 1)}{(t_1 - 1)(t_1 + t_2)}. \tag{5.5}$$

**Remark 5.3.** With this choice of change of variable, the formula in Theorem 5.2 has no dependence on $b$ and $c$. The dependence on $b$ and $c$ only appears in the definition of $t_i(x_i, b, c)$. Further, this result has precisely the same form as the Catalan differential recursion formula in Proposition 2.7 and the choice of $t_i$ in that case corresponds to $t_i(x_i, 0, 1)$, which is as expected, since the $bc$-Motzkin numbers reduce to the Catalan numbers in the case when $b = 0$ and $c = 1$.

Below is the proof of this result. Detailed computations are provided in Appendix D.

**Proof.** We first differentiate the formula for $F_{g,v}^{\tilde{M}(b,c)}(x_1, x_2, \ldots, x_v)$ with respect to $x_1$, then plug in the $bc$-Motzkin “recursion” formula from Theorem 4.1.

Since that formula has four terms, for notational convenience we may write

$$\begin{align*}
\frac{\partial}{\partial x_1} F_{g,v}^{\tilde{M}(b,c)}(x_1, x_2, \ldots, x_v) &= -\sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \frac{\tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c)}{n_2 \cdots n_v} x_1^{-n_1-1} x_2^{-n_2} \cdots x_v^{-n_v} \\
&= \text{I}_{g,v}(x_1, x_2, \ldots, x_v) + \text{II}_{g,v}(x_1, x_2, \ldots, x_v) \\
&\quad + \text{III}_{g,v}(x_1, x_2, \ldots, x_v) + \text{IV}_{g,v}(x_1, x_2, \ldots, x_v). \tag{5.6}
\end{align*}$$
Then, for the first term, we may compute

\[ I_{g,v}(x_1, x_2, \ldots, x_v) = - \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \left[ b \widetilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c) \right] x_1^{-n_1-1} x_2^{-n_2} \cdots x_v^{-n_v} \]

\[ = bx_1^{-1} \frac{\partial}{\partial x_1} F_{g,v}^{\hat{\mathcal{M}}(b,c)}(x_1, x_2, \ldots, x_v). \]

For the second term,

\[ \Pi_{g,v}(x_1, x_2, \ldots, x_v) \]

\[ = - \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \left[ c^2 \sum_{j=1}^{v} n_j \widetilde{M}_{g,v-1}(n_1 + n_j - 2, n_2, \ldots, n_v; b, c) \right] x_1^{-n_1-1} x_2^{-n_2} \cdots x_v^{-n_v} \]

\[ = -c^2 \sum_{j=2}^{v} \frac{1}{x_1(x_j - x_1)} \left[ - \frac{\partial}{\partial x_1} F_{g,v-1}^{\hat{\mathcal{M}}(b,c)}(x_1, \ldots, x_j, \ldots, x_v) + \frac{\partial}{\partial x_j} F_{g,v-1}^{\hat{\mathcal{M}}(b,c)}(x_2, \ldots, x_v) \right] \]

where we used the fact that

\[ \sum_{n_1 + n_j = k+2, n_1, n_j > 0} x_1^{-n_1-1} x_j^{-n_j} = \frac{x_1^{-k-1} - x_j^{-k-1}}{x_1(x_j - x_1)}. \]

For the third term,

\[ \Pi_{g,v}(x_1, x_2, \ldots, x_v) = - \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \left[ c^2 \sum_{\zeta+\xi=\eta=0} \widetilde{M}_{g-1,v+1}(\zeta, \xi, n_2, \ldots, n_v; b, c) \right] x_1^{-n_1-1} x_2^{-n_2} \cdots x_v^{-n_v} \]

\[ = -c^2 x_1^{-1} \frac{\partial}{\partial u_1} \left. \frac{\partial}{\partial u_2} F_{g-1,v+1}^{\hat{\mathcal{M}}(b,c)}(u_1, u_2, x_2, \ldots, x_v) \right|_{u_1=u_2=x_1}. \]

For the fourth term,

\[ \Pi_{g,v}(x_1, x_2, \ldots, x_v) \]

\[ = - \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \left[ c^2 \sum_{\zeta+\xi=\eta=0} \sum_{g_1+g_2=2} \sum_{l \cup J = \{2, \ldots, v\}} \widetilde{M}_{g_1,|l|+1}(\zeta, n_l; b, c) \widetilde{M}_{g_2,|J|+1}(\xi, n_J; b, c) \right] x_1^{-n_1-1} x_2^{-n_2} \cdots x_v^{-n_v} \]

\[ = -c^2 x_1^{-1} \sum_{g_1+g_2=2} \frac{\partial}{\partial x_1} F_{g_1,|l|+1}^{\hat{\mathcal{M}}(b,c)}(x_1, x_l) \cdot \frac{\partial}{\partial x_1} F_{g_2,|J|+1}^{\hat{\mathcal{M}}(b,c)}(x_1, x_J). \]
Upon substituting these four terms back into the original equation (5.6), we obtain
\[
\frac{\partial}{\partial x_1} \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v) = bx_1^{-1} \frac{\partial}{\partial x_1} \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v) \\
- c^2 \sum_{j=2}^{v} \frac{1}{x_1(x_j - x_1)} \left[ - \frac{\partial}{\partial x_1} \tilde{M}_{g,v-1}(x_1, \ldots, \hat{x}_j, \ldots, x_v) + \frac{\partial}{\partial x_j} \tilde{M}_{g,v-1}(x_2, \ldots, x_v) \right] \\
- c^2 x_1^{-1} \frac{\partial}{\partial u_1} \tilde{M}_{g,v-1}(u_1, x_2, \ldots, x_v) \bigg|_{u_1 = x_1} \\
- c^2 x_1^{-1} \sum_{g_1 + g_2 = g, \ I \cup J = \{2, \ldots, v\}} \frac{\partial}{\partial x_1} \tilde{M}_{g_1,|I|+1}(x_1, x_I) \cdot \frac{\partial}{\partial x_1} \tilde{M}_{g_2,|J|+1}(x_1, x_J).
\]

We will first look at the particular case when \((g, v) = (0, 2)\). Then, this becomes
\[
\frac{\partial}{\partial x_1} F_{0,2}(x_1, x_2) = bx_1^{-1} \frac{\partial}{\partial x_1} F_{0,2}(x_1, x_2) \\
- c^2 \frac{1}{x_1(x_2 - x_1)} \left[ - \frac{\partial}{\partial x_1} F_{0,1}(x_1) + \frac{\partial}{\partial x_2} F_{0,1}(x_2) \right] \\
- 2c^2 x_1^{-1} \frac{\partial}{\partial x_1} F_{0,1}(x_1) \cdot \frac{\partial}{\partial x_1} F_{0,2}(x_1, x_2).
\]

After changing variables to \(t_i\) using equation (5.3) and solving for \(\partial/\partial t_1 \tilde{M}_{0,2}(t_1, t_2)\), we then obtain
\[
\frac{\partial}{\partial t_1} F_{0,2}(t_1, t_2) = \frac{(t_2 + 1)}{(t_1 - 1)(t_1 + t_2)}, \quad (5.7)
\]
as was claimed.

Now, returning to the general case, we may separate out the \((0, 1)\) and \((0, 2)\) terms from the sum in \(\text{IV}_{g,v}(x_1, x_2, \ldots, x_v)\) to obtain
\[
\text{IV}_{g,v}(x_1, x_2, \ldots, x_v) \\
= -c^2 x_1^{-1} \sum_{g_1 + g_2 = g, \ I \cup J = \{2, \ldots, v\}, \ \text{stable}} \frac{\partial}{\partial x_1} F_{g_1,|I|+1}(x_1, x_I) \cdot \frac{\partial}{\partial x_1} \tilde{M}_{g_2,|J|+1}(x_1, x_J) \\
+ 2 \frac{\partial}{\partial x_1} \tilde{M}_{0,1}(x_1) \cdot \frac{\partial}{\partial x_1} \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v) \\
+ 2 \frac{\partial}{\partial x_1} \tilde{M}_{0,2}(x_1, x_j) \cdot \frac{\partial}{\partial x_1} \tilde{M}_{g,v-1}(x_1, x_2, \ldots, \hat{x}_j, \ldots, x_v).
\]

Substituting this and the other three terms into equation (5.6) again, and rearranging terms so that \(\partial/\partial x_1 \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v)\) appears only on the left side, gives
\[
\frac{\partial}{\partial x_1} F_{g,v}(x_1, x_2, \ldots, x_v)
\]
Example 5.5. When \( g, v \neq (0,1), (0,2), \) by integrating the right side of the equation in Theorem 5.2 from \(-1\) to \(t_1\) with respect to the variable \(t_1\). We will now look at two examples.

Example 5.4. For the case when \((g, v) = (1, 1)\), we see that

\[
\frac{\partial}{\partial t} F_{1,1}^M(t) = -\frac{1}{32} \left( t^2 + 1 \right)^3 \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} F_{0,2}^M(u_1, u_2) \bigg|_{u_1 = u_2 = t} = -\frac{1}{128} \frac{(t^2 - 1)^3}{t^4},
\]

so

\[
F_{1,1}^M(t) = -\frac{1}{128} \int_{-1}^{t} \frac{(\tau^2 - 1)^3}{\tau^4} d\tau = -\frac{1}{384} \left( 1 + \frac{1}{t} \right)^4 \left( t - 4 + \frac{1}{t} \right). \tag{5.8}
\]

Example 5.5. When \((g, v) = (0, 3)\), we see that

\[
F_{0,3}^M(t_1, t_2, t_3) = -\frac{1}{16} (t_1 + 1)(t_2 + 1)(t_3 + 1) \left( 1 + \frac{1}{t_1 t_2 t_3} \right). \tag{5.9}
\]

Remark 5.6. Since \(F_{1,1}^M(t)\) and \(F_{0,3}^M(t_1, t_2, t_3)\) are both Laurent polynomials, the differential recursion formula in Theorem 5.2 implies that all higher order discrete Laplace transforms \(F_{g,v}^M(t_1, t_2, \ldots, t_v)\) will also be Laurent polynomials. This can be seen by observing that \(F_{g,v}^M\), \((g, v) \neq (0,1), (0,2), (0,3),\) and \((1,1)\) depends only on \(F_{1,1}^M, F_{0,3}^M\), and higher order \(F_{g,v}^M\), which, recursively, must be Laurent polynomials, because \(F_{1,1}^M\) and \(F_{0,3}^M\) are Laurent polynomials.

It follows from Theorem 2.7 and Theorem 5.2 that, since the differential recursion formulas for the bc-Motzkin numbers and the Catalan numbers are identical (up to the change of variable) and have the same initial conditions, their discrete Laplace transforms must be the same. This gives the following Corollary.
Corollary 5.7. We have
\[ F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) = F_{g,v}^{C}(t_1, t_2, \ldots, t_v), \]
where on the left side the \( t_i \) are defined by equation (5.3) and on the right side the \( t_i \) are defined by equation (2.4).

Therefore, we see that the following results which are known to hold for generalized Catalan numbers are also true for the case of generalized \( \text{bc} \)-Motzkin numbers. (See also [3], [7], [9], and [19].)

For all \((g, v)\) with \(2g - 2 + v > 0\), the discrete Laplace transform \( F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v)\) satisfies the following corollaries of Theorem 5.2, where the \( t_i \) are as defined above.

Corollary 5.8. \( F_{g,v}^{\tilde{M}(b,c)}(t_1, \ldots, t_v) \) is a Laurent polynomial in the \( t_i \)-variables, of degree \( 3(2g - 2 + v) \). And,
\[ F_{g,v}^{\tilde{M}(b,c)}(1/t_1, 1/t_2, \ldots, 1/t_v) = F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v). \]

Corollary 5.9. The special values at \( t_i = -1 \) are given by
\[ F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v)|_{t_i=-1} = 0, \]
for each \( i \).

The diagonal value at \( t_i = 1 \) gives the orbifold Euler characteristic of the moduli space \( \mathcal{M}_{g,n} \),
\[ F_{g,v}^{\tilde{M}(b,c)}(1, 1, \ldots, 1) = (-1)^n \chi(\mathcal{M}_{g,n}). \]

Corollary 5.10. The restriction of the Laurent polynomial \( F_{g,v}^{\tilde{M}(b,c)}(t_1, \ldots, t_v) \) to its highest degree terms gives a homogeneous polynomial defined by
\[ F_{g,v}^{\tilde{M}(b,c),\text{highest}}(t_1, \ldots, t_v) = (-1)^v \frac{\sum_{d_1+\cdots+d_v=3g-3+v} \langle \tau_{d_1} \cdots \tau_{d_v} \rangle_{g,n}}{2^{2g-2+v}} \prod_{i=1}^v |2d_i - 1|!! \left( \frac{t_i}{2} \right)^{2d_i+1}, \]
where the \( \langle \tau_{d_1} \cdots \tau_{d_v} \rangle_{g,n} \) represent the intersection numbers on the moduli space of stable curves.

6. Topological Recursion for Generalized \( \text{bc} \)-Motzkin Numbers

Just as for the Catalan case, as discussed in Section 2 of this paper and in [7], the differential recursion formula for generalized \( \text{bc} \)-Motzkin numbers in Theorem 5.2 leads directly to the following topological recursion for generalized \( \text{bc} \)-Motzkin numbers. Note that, since the \( \text{bc} \)-Motzkin differential recursion formula has the same form, with the same initial conditions, as the differential recursion formula for Catalan numbers which was given in Proposition 2.7 (up to the slightly different change of variables from \( x_i \) to \( t_i \)), the topological recursion for generalized \( \text{bc} \)-Motzkin numbers and its proof are identical to those in the Catalan case, as given in Proposition 2.8.

Remark 6.1. Just as with the differential recursion formula, the dependence on \( b \) and \( c \) only appears in this change of variable from the \( x_i \) to the \( t_i \). This tells us that there does indeed exist a topological recursion for these generalized \( \text{bc} \)-Motzkin numbers, and furthermore it has precisely the same form as the result which was obtained in [7] for the generalized Catalan numbers.

Thus, we have the following new theorem for the generalized \( \text{bc} \)-Motzkin numbers.
**Theorem 6.2.** Define symmetric $v$-linear differential forms on $(\mathbb{P}^1)^v$ for $2g - 2 + v > 0$ by

$$W_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) = dt_1 \cdots dt_v F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v), \quad (6.1)$$

and for $(g,v) = (0,2)$ by

$$W_{0,2}^{\tilde{M}(b,c)}(t_1, t_2) = \frac{dt_1 dt_2}{(t_1 - t_2)^2}. \quad (6.2)$$

Then, these differential forms satisfy the following integral recursion equation:

$$W_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) = -\frac{1}{64} \frac{1}{2\pi i} \int_\gamma \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \left( \frac{t^2 - 1}{t^2} \right)^3 \frac{dt}{t^4} \left[ \sum_{j=2}^v \left( W_{0,2}^{\tilde{M}(b,c)}(t_1, t_j) W_{g,v-1}^{\tilde{M}(b,c)}(-t, t_2, \ldots, \hat{t}_j, \ldots, t_v) \right. \right.$$

$$+ W_{0,2}^{\tilde{M}(b,c)}(-t, t_j) W_{g,v-1}^{\tilde{M}(b,c)}(t, t_2, \ldots, \hat{t}_j, \ldots, t_v) \right)$$

$$+ W_{g-1,v+1}^{\tilde{M}(b,c)}(t, -t, t_2, \ldots, t_v)$$

$$\left. + \sum_{g_1 + g_2 = g, I \cup J = (2, \ldots, v), \text{ stable}} W_{g_1,|I|+1}^{\tilde{M}(b,c)}(t, t_I) W_{g_2,|J|+1}^{\tilde{M}(b,c)}(-t, t_J) \right]. \quad (6.3)$$

The “stable” summation means $2g_1 + |I| - 1 > 0$ and $2g_2 + |J| - 1 > 0$.

The curve $\gamma$ is as given in Figure [1.1].

As in the Catalan case, given in Proposition 2.8 these differential forms are called the Eynard-Orantin differential forms, and the recursion is called the topological recursion for the generalized $bc$-Motzkin numbers.

**Remark 6.3.** Observe that, using Equation 5.5 above for $\partial / \partial t_1 F_{0,2}^{\tilde{M}(b,c)}(t_1, t_2)$ gives

$$\frac{\partial}{\partial t_1} \frac{\partial}{\partial t_2} F_{0,2}^{\tilde{M}(b,c)}(t_1, t_2) dt_1 dt_2 = \frac{dt_1 dt_2}{(t_1 + t_2)^2} - \frac{dt_1 dt_2}{(t_1 - t_2)^2} - (\bar{\pi} \times \bar{\pi})^2 \frac{dx_1 dx_2}{(x_1 - x_2)^2}, \quad (6.4)$$

where $\bar{\pi} : \mathbb{P}^1 \to \mathbb{P}^1$ is the variable transformation

$$x_i = 2c \left( \frac{t_i^2 + 1}{t_i^2 - 1} \right) + b \quad (6.5)$$

which was defined in [5.3].

Below is the proof of Theorem 6.2. Detailed computations are provided in Appendix E.

**Proof.** For notational convenience, we define the functions $w_{g,v}^{\tilde{M}(b,c)}$ by

$$W_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) = w_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) dt_1 dt_2 \cdots dt_v. \quad (6.6)$$

We will use the following observations:

1. When $(g,v)$ is stable, the $w_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v)$ are symmetric in the variables $t_i$. And, they are Laurent polynomials, so the only singularities can be when one of the $t_i$ is zero.

2. Further, $W_{g,v}^{\tilde{M}(b,c)}$ is an odd differential form, so $w_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v)$ is an even function.
We first apply the definition of the Eynard-Orantin differential forms to the differential recursion formula in Theorem 5.2. Since there are four terms in this formula, we may write

$$W_{g,v}^{M(b,c)}(t_1, t_2, \ldots, t_v) = \frac{\partial}{\partial t_2} \ldots \frac{\partial}{\partial t_v} \left[ \frac{\partial}{\partial t_1} F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) \right] dt_1 dt_2 \ldots dt_v$$

$$= I_{g,v}(t_1, t_2, \ldots, t_v) + II_{g,v}(t_1, t_2, \ldots, t_v) + III_{g,v}(t_1, t_2, \ldots, t_v) + IV_{g,v}(t_1, t_2, \ldots, t_v). \quad (6.7)$$

Then, we will show that the result is equal to the formula given in equation (6.3) of Theorem 6.2.

We see that

$$I_{g,v}(t_1, t_2, \ldots, t_v) = \frac{1}{16} \sum_{j=2}^{v} \left[ \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 - 1)^3}{t_j^2} W_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) \right) dt_1 \right.$$  

$$\left. - \frac{(t_j^2 + t_2^2)(t_1^2 - 1)^3}{t_1^2(t_1^2 - t_j^2)^2} W_{g,v-1}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_j, \ldots, t_v) dt_j \right].$$

And, we may compute

$$- \frac{1}{64} 2\pi i \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \frac{1}{dt} dt_1$$

$$\times \sum_{j=2}^{v} \left( W_{0,2}^{\tilde{M}(b,c)}(t, t_j) W_{g,v-1}^{\tilde{M}(b,c)}(-t, t_2, \ldots, \tilde{t}_j, \ldots, t_v) + W_{0,2}^{\tilde{M}(b,c)}(-t, t_j) W_{g,v-1}^{\tilde{M}(b,c)}(t, t_2, \ldots, \tilde{t}_j, \ldots, t_v) \right)$$

$$= \frac{1}{64} \sum_{j=2}^{v} \left[ \frac{1}{2\pi i} \int_{\gamma} \left( \frac{2(t^2 - 1)^3}{(t + t_1)(t - t_1)} \left( \frac{1}{(t - t_j)^2} + \frac{1}{(t + t_j)^2} \right) \right. \right.$$

$$\left. \cdot w_{g,v-1}^{\tilde{M}(b,c)}(t, t_2, \ldots, \tilde{t}_j, \ldots, t_v) dt \right] dt_1 dt_2 \ldots dt_v.$$

Applying the Cauchy Residue Theorem to evaluate this integral around the contour $\gamma$ given in Figure 1.1 and simplifying the result, shows that these two formulas are indeed equal.

The second term in the differential recursion formula of Theorem 5.2 becomes zero when we differentiate with respect to $t_j$, so

$$\Pi_{g,v}(t_1, t_2, \ldots, t_v) = 0.$$

Further, we may compute from the third term in the differential recursion formula that

$$III_{g,v}(t_1, t_2, \ldots, t_v) = - \frac{1}{32} \frac{(t_1^2 - 1)^3}{t_1^2} W_{g-1,v+1}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) \frac{1}{dt_1}.$$

And, we have

$$- \frac{1}{64} 2\pi i \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \frac{1}{dt} dt_1 \times W_{g-1,v+1}^{\tilde{M}(b,c)}(t, -t, t_2, \ldots, t_v)$$

$$= \frac{1}{64} \left[ \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \frac{dt}{dt} \right] \times w_{g-1,v+1}^{\tilde{M}(b,c)}(t_1, t_1, t_2, \ldots, t_v) dt_1 dt_2 \ldots dt_v.$$
Again applying the Cauchy Residue Theorem to this integral around \( \gamma \) and simplifying the result shows that these two formulas are equal.

Finally, from the fourth term in the differential recursion formula, we have

\[
IV_{g,v}(t_1, t_2, \ldots, t_v) = -\frac{1}{32} \sum_{g_1+g_2=g, \ I\cup J=\{2,\ldots,v\}, \text{stable}} W^{M(c)}_{g_1,|I|+1}(t_1, t_I) W^{N}_{g_2,|J|+1}(t_1, t_J) \frac{1}{dt_1}.
\]

And,

\[
-\frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \frac{1}{dt} dt_1 \\
\times \left[ \sum_{g_1+g_2=g, \ I\cup J=\{2,\ldots,v\}, \text{stable}} \frac{\partial}{\partial t_1} W^{M(c)}_{g_1,|I|+1}(t, t_I) W^{N}_{g_2,|J|+1}(-t, t_J) \right]
\]

\[
= \frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} dt \\
\times \sum_{g_1+g_2=g, \ I\cup J=\{2,\ldots,v\}, \text{stable}} w^D_{g_1,|I|+1}(t_1, t_I) w^D_{g_2,|J|+1}(t_1, t_J) dt_1 dt_2 \cdots dt_v.
\]

Applying the Cauchy Residue Theorem yet again shows that these two formulas are indeed equal.

This concludes the proof of Theorem 6.2.

From this topological recursion in Theorem 6.2 and the initial case of \( W^{M(c)}_{0,2}(t_1, t_2) \) given in that theorem, we can recursively compute all of the Eynard-Orantin differential forms \( W^{M(c)}_{g,v}(t_1, t_2, \ldots, t_v) \).

Let us now look at some examples.

**Example 6.4.** When \( (g, v) = (1, 1) \), we have

\[
W^{M(c)}_{1,1}(t_1) = -\frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \frac{1}{dt} dt_1 \times W^{M(c)}_{0,2}(t, -t) \\
= \frac{1}{128} \frac{1}{2\pi i} \left[ \int_{\gamma} \frac{(t^2 - 1)^3}{t^3} \frac{1}{dt} dt_1 \right] \\
= -\frac{1}{128} \frac{1}{2\pi i} \left[ -2\pi i \text{Res}_{t_1=t_1} \frac{(t^2 - 1)^3}{t^3} \frac{1}{(t + t_1)(t - t_1)} - 2\pi i \text{Res}_{t_1=-t_1} \frac{(t^2 - 1)^3}{t^3} \frac{1}{(t + t_1)(t - t_1)} \right] \\
= -\frac{1}{128} \frac{(t^2 - 1)^3}{t_1^4} dt_1.
\]

**Example 6.5.** Similarly, when \( (g, v) = (0, 3) \), we may compute

\[
W^{M(c)}_{0,3}(t_1, t_2, t_3) = \frac{1}{16} \left( \frac{1}{t_1 t_2 t_3} - 1 \right).
\]
7. Appendices

A. Proof of the “Vandermonde-Like” Identity. In this appendix, we prove the “Vandermonde-like” identity which was used in the proof of the recursion formula for generalized $bc$-Motzkin numbers.

**Proposition 7.1.** For all $0 \leq i + j \leq n$, we have

$$
\sum_{a+b=n} \binom{a}{i} \binom{b}{j} = \binom{n+1}{i+j+1}.
$$

**Proof.** We will prove this statement using induction on $n$.

**Base case.** Assume $n = 0$. This implies that we must have $i = j = 0$, so

$$
\sum_{a+b=0} \binom{a}{0} \binom{b}{0} = \binom{0}{0} \binom{0}{0} = 1 \cdot 1 = \binom{0+1}{0+0+1}.
$$

Thus the claim holds for $n = 0$.

**Inductive case.** Assume we know

$$
\sum_{a+b=n} \binom{a}{i} \binom{b}{j} = \binom{n+1}{i+j+1}
$$

is true for all $0 \leq i + j \leq n$.

Then, using Pascal’s Identity and the inductive hypothesis,

$$
\binom{(n+1)+1}{i+j+1} = \frac{(n+1)!}{(i-1)! (j+1)!} + \frac{(n+1)!}{i! (j+1)!} = \sum_{a+b=n} \binom{a}{i-1} \binom{b}{j} + \sum_{a+b=n} \binom{a}{i} \binom{b}{j}
$$

$$
= \sum_{a+b=n} \left[ \binom{a}{i-1} + \binom{a}{i} \right] \binom{b}{j}
$$

$$
= \sum_{a+b=n} \binom{a+1}{i} \binom{b}{j} + \sum_{a+b=n+1} \binom{a}{i} \binom{b}{j}
$$

which proves Proposition 7.1. □

B. Proof of the Recursion Formula for $(0,1)$-bc-Motzkin Numbers. Here, we provide a proof the recursion formula for $(0,1)$-bc-Motzkin numbers which was given in Proposition 3.1.

**Proof.** Using equation (3.2) as the definition of the $(0,1)$-bc-Motzkin numbers, we may compute

$$
\tilde{M}_{0,1}(n; b, c) - b \tilde{M}_{0,1}(n-1; b, c)
$$

$$
= \sum_{\mu=0}^{n} \binom{n}{\mu} C_{0,1}(\mu) b^{n-\mu} c^{\mu} - b \sum_{\mu=0}^{n-1} \binom{n-1}{\mu} C_{0,1}(\mu) b^{n-1-\mu} c^{\mu}
$$
\[ C_{0,1}(n) c^n + \sum_{\mu=0}^{n-1} \left[ \binom{n}{\mu} - \binom{n-1}{\mu} \right] C_{0,1}(\mu) b^{n-\mu} c^\mu \]
\[ = C_{0,1}(n) c^n + \sum_{\mu=0}^{n-1} \left( \binom{n-1}{\mu-1} \right) C_{0,1}(\mu) b^{n-\mu} c^\mu \]
\[ = \sum_{\mu=0}^{n} \binom{n-1}{\mu-1} C_{0,1}(\mu) b^{n-\mu} c^\mu \]
\[ = \sum_{\mu=0}^{n} \binom{n-1}{\mu-1} \left[ \sum_{i+j=\mu-2} C_{0,1}(i) C_{0,1}(j) \right] b^{n-\mu} c^\mu \]
\[ = c^2 \sum_{\mu=0}^{n-2} \sum_{i+j=\mu-2} \binom{n-2}{\mu-2} \binom{n-1}{i} \binom{n-1}{j} C_{0,1}(i) C_{0,1}(j) b^{(n-2)-(\mu-2)} c^{i+j} \]
\[ = c^2 \sum_{\mu=0}^{n-2} \sum_{i+j=\mu} \binom{n-2}{i+j} C_{0,1}(i) C_{0,1}(j) b^{(n-2)-(i+j)} c^{i+j} \]
\[ = c^2 \sum_{\alpha+\beta=n-2} \left[ \sum_{i=0}^{\alpha} \binom{\alpha}{i} C_{0,1}(i) b^{\alpha-i} c^i \right] \left[ \sum_{j=0}^{\beta} \binom{\beta}{j} C_{0,1}(j) b^{\beta-j} c^j \right] \]
\[ = c^2 \sum_{\alpha+\beta=n-2} \tilde{M}_{0,1}(\alpha, b, c) \tilde{M}_{0,1}(\beta, b, c) \]

Here, we recall from equation (2.1) that the Catalan numbers satisfy the recursion formula
\[ C_{0,1}(\mu) = \sum_{i+j=\mu} C_{0,1}(i) C_{0,1}(j). \]
And, we also used the “Vandermonde-like” identity
\[ \sum_{\alpha+\beta=n} \binom{\alpha}{i} \binom{\beta}{j} = \binom{n+1}{i+j+1}, \quad (7.1) \]
which is proved in Appendix A.
This proves Proposition 3.1. \(\Box\)

C. Algebraic Proof of the Recursion Formula for Generalized bc-Motzkin Numbers. Here, we provide a complete algebraic proof of the recursion formula for generalized bc-Motzkin numbers, which was given in Theorem 4.1.

Proof. We first apply Definition 3.5 of the generalized bc-Motzkin numbers, and Pascal’s identity, to simplify the left side of the formula in Theorem 4.1.

\[ \tilde{M}_{g,v}(n_1, n_2, \ldots, n_v; b, c) - b \tilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c) \]
and a particular version of the “Vandermonde-like” identity proved in Appendix A, the term in brackets becomes

\[
\sum_{\mu_1=0}^{n_1} \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_v=0}^{n_v} \left( \begin{array}{c} n_1 - 1 \\ \mu_1 - 1 \end{array} \right) \left( \begin{array}{c} n_2 \\ \mu_2 \end{array} \right) \cdots \left( \begin{array}{c} n_v \\ \mu_v \end{array} \right) \cdot C_{g,v}(\mu_1, \ldots, \mu_v) b^{(n_1 + \cdots + n_v) - (\mu_1 + \cdots + \mu_v)} \epsilon^{\mu_1 + \cdots + \mu_v} \tag{7.2}
\]

Then, we plug in the Catalan “recursion” formula of Proposition 2.1 to the above equation, simplify the resulting three terms, and re-write them in terms of generalized $bc$-Motzkin numbers. The key ingredients in this proof are Vandermonde’s identity,

\[
\sum_{i+j=k} \binom{a}{i} \binom{b}{j} = \binom{a+b}{k}, \tag{7.3}
\]

and a particular version of the “Vandermonde-like” identity proved in Appendix A,

\[
\sum_{\zeta + \xi = k} \binom{\zeta - 1}{\alpha - 1} \binom{\xi}{\beta} = \binom{k}{\alpha + \beta}. \tag{7.4}
\]

For notational convenience, we let

\[
\tilde{M}_{g,v}(n_1, \ldots, n_v; b, c) - b \tilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c) = I_{g,v}(n_1, \ldots, n_v; b, c) + \Pi_{g,v}(n_1, \ldots, n_v; b, c) + \Pi_{g,v}(n_1, \ldots, n_v; b, c), \tag{7.5}
\]

where the three terms correspond to the three terms of the Catalan “recursion” formula.

To shorten notation, we will sometimes write

\[
\vec{n} = (n_1, \ldots, n_v)
\]

and

\[
|\vec{n}| = n_1 + \cdots + n_v,
\]

and similarly for $\vec{\mu}$.

For the first term, we have

\[
I_{g,v}(\vec{n}; b, c) = \sum_{j=2}^{v} \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_{j-1}=0}^{n_{j-1}} \sum_{\mu_{j+1}=0}^{n_{j+1}} \cdots \sum_{\mu_v=0}^{n_v} \binom{n_2}{\mu_2} \cdots \binom{n_{j-1}}{\mu_{j-1}} \binom{n_{j+1}}{\mu_{j+1}} \cdots \binom{n_v}{\mu_v} \\
\cdot \left[ \sum_{\mu_1=0}^{n_1} \sum_{\mu_j=0}^{n_j} \binom{n_1 - 1}{\mu_1 - 1} \binom{n_j}{\mu_j} \mu_j C_{g,v-1}(\mu_1 + \mu_j - 2, \mu_2, \ldots, \mu_j, \ldots, \mu_v) b^{\vec{n} - |\vec{n}|} c^{\mu_1 + \cdots + \mu_v} \right].
\]

Now, since

\[
\binom{n_j}{\mu_j} \cdot \mu_j = \binom{n_j - 1}{\mu_j - 1} \cdot n_j,
\]

the term in brackets becomes

\[
\sum_{\mu_1=1}^{n_1} \sum_{\mu_j=1}^{n_j} \binom{n_1 - 1}{\mu_1 - 1} \binom{n_j - 1}{\mu_j - 1} n_j C_{g,v-1}(\mu_1 + \mu_j - 2, \mu_2, \ldots, \mu_j, \ldots, \mu_v) b^{\vec{n} - |\vec{n}|} c^{\mu_1 + \cdots + \mu_v}
\]

\[
= \sum_{\mu_1=0}^{n_1-1} \sum_{\mu_j=0}^{n_j-1} \binom{n_1 - 1}{\mu_1} \binom{n_j - 1}{\mu_j} n_j C_{g,v-1}(\mu_1 + \mu_j - 2, \mu_2, \ldots, \mu_j, \ldots, \mu_v) b^{\vec{n} - (2+|\vec{n}|)} c^{2+|\vec{n}|}
\]

\[
= \sum_{k=0}^{n_1+n_j-2} \sum_{\mu_1+\mu_j=k} \binom{n_1 - 1}{\mu_1} \binom{n_j - 1}{\mu_j} n_j C_{g,v-1}(k, \mu_2, \ldots, \hat{\mu_j}, \ldots, \mu_v) \\
\cdot b^{\vec{n} - (2+k+\mu_2+\cdots+\hat{\mu_j}+\cdots+\mu_v)} c^{(2+k+\mu_2+\cdots+\hat{\mu_j}+\cdots+\mu_v)}
\]

\[
\sum_{k=0}^{n_1+n_j-2} \binom{n_1+n_j-2}{k} n_j C_{g,v-1}(k, \mu_2, \ldots, \mu_v) \cdot c^2 b^{(n_1+n_j-2)+n_2+\ldots+n_v} (k+\mu_2+\ldots+\mu_v) c^{(k+\mu_2+\ldots+\mu_v)}
\]

where we have applied Vandermonde’s identity \[7.3\).

Substituting this back into the above expression for \(I_{g,v}(\vec{n}; b, c)\) then gives

\[
I_{g,v}(\vec{n}; b, c) = c^2 \sum_{j=2}^{v} n_j M_{g,v-1}(n_1+n_j-2, n_2, \ldots, n_v; b, c).
\]

Now, for the second term, we may proceed as follows, using the Vandermonde-like identity of equation \[7.4\).

\[
II_{g,v}(\vec{n}; b, c) = \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_v=0}^{n_v} \binom{n_2}{\mu_2} \cdots \binom{n_v}{\mu_v} \left[ \sum_{\mu_1=0}^{n_1} \sum_{\alpha+\beta=\mu_1-2}^{n_1-1} \frac{\binom{n_1-1}{\mu_1-1}}{\binom{n_1}{\mu_1}} \right] \\
\cdot C_{g-1,v+1}(\alpha, \beta, \mu_2, \ldots, \mu_v) b^{\left|\vec{n}\right|-l_c n_c} \\
= \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_v=0}^{n_v} \binom{n_2}{\mu_2} \cdots \binom{n_v}{\mu_v} \left[ \sum_{\mu_1=0}^{n_1} \sum_{\alpha+\beta=\mu_1-2}^{n_1-2} \sum_{k=0}^{n_1-2} \binom{k}{\mu_1-2} \binom{\binom{n_1-1}{\mu_1-1}}{\binom{n_1}{\mu_1}} \right] \\
\cdot C_{g-1,v+1}(\alpha, \beta, \mu_2, \ldots, \mu_v) b^{\left|\vec{n}\right|-l_c n_c} \\
= \sum_{\mu_2=0}^{n_2} \cdots \sum_{\mu_v=0}^{n_v} \binom{n_2}{\mu_2} \cdots \binom{n_v}{\mu_v} \left[ \sum_{k=0}^{n_1-2} \sum_{\gamma+k=0}^{\alpha} \sum_{\beta=0}^{\mu_2+\ldots+\mu_v} \binom{\gamma}{\alpha} \binom{\beta}{\mu_2} \right] \\
\cdot C_{g-1,v+1}(\alpha, \beta, \mu_2, \ldots, \mu_v) b^{\left|\vec{n}\right|-((\alpha+\beta+2)+\mu_2+\ldots+\mu_v)} c^{(\alpha+\beta+2)+\mu_2+\ldots+\mu_v} \\
= c^2 b^{(n_1-2)-k} \sum_{\gamma+k=0}^{\alpha-1} \left[ \tilde{M}_{g-1,v+1}(\zeta, \xi, n_2, \ldots, n_v; b, c) \\
- b \tilde{M}_{g-1,v+1}(\zeta-1, \xi, n_2, \ldots, n_v; b, c) \right] \\
= c^2 \sum_{k=1}^{n_1-2} b^{(n_1-2)-k} \sum_{\gamma+k=0}^{\alpha-1} \tilde{M}_{g-1,v+1}(\zeta, \xi, n_2, \ldots, n_v; b, c)
\]
where we again used the Vandermonde-like identity of equation (7.4).

Motzkin numbers, which was given in equation (5.2) and Theorem 5.2.

Finally, for the third term, we have

Putting all this back into equation (7.5) thus completes the proof. □

III

\[ III_{g,v}(n; b, c) = \sum_{g_1+g_2=g, I\cup J=\{2,\ldots,v\}} \sum_{\mu_0=0}^{n_2} \sum_{\mu_v=0}^{n_v} \left( \begin{array}{c} n_2 \\ \mu_2 \end{array} \right) \cdots \left( \begin{array}{c} n_v \\ \mu_v \end{array} \right) \]

\[ \cdot \left[ \sum_{\mu_1=0}^{n_1} \sum_{\alpha+\beta=\mu_1-2}^{n_1-1} \left( \begin{array}{c} n_1-1 \\ \mu_1-1 \end{array} \right) \right] C_{g_1,|I|+1}(\alpha, \mu_I) C_{g_2,|J|+1}(\beta, \mu_J) b^{\bar{\mu}|\bar{\mu}|-|\bar{\mu}|c^{\bar{\mu}}} \]

\[ = \sum_{g_1+g_2=g, I\cup J=\{2,\ldots,v\}} \sum_{\mu_0=0}^{n_2} \sum_{\mu_v=0}^{n_v} \left( \begin{array}{c} n_2 \\ \mu_2 \end{array} \right) \cdots \left( \begin{array}{c} n_v \\ \mu_v \end{array} \right) \]

\[ \cdot \left[ \sum_{\mu_1=0}^{n_1} \sum_{\alpha+\beta=\mu_1-2}^{n_1-1} \sum_{\zeta+\xi=\mu_1-2}^{n_1-1} \left( \begin{array}{c} \zeta \\ \alpha \end{array} \right) \left( \begin{array}{c} \xi \\ \beta \end{array} \right) \right] C_{g_1,|I|+1}(\alpha, \mu_I) C_{g_2,|J|+1}(\beta, \mu_J) \]

\[ \cdot b^{((\zeta+\xi)+n_2+\cdots+n_v)-((\alpha+\beta)+\mu_2+\cdots+\mu_v)} c^{(\alpha+\beta+2)+\mu_2+\cdots+\mu_v} \]

\[ = c^2 \sum_{g_1+g_2=g, I\cup J=\{2,\ldots,v\}} \sum_{\mu_0=0}^{n_2} \sum_{\mu_v=0}^{n_v} \left( \begin{array}{c} n_2 \\ \mu_2 \end{array} \right) \cdots \left( \begin{array}{c} n_v \\ \mu_v \end{array} \right) \]

\[ \cdot \left[ \sum_{\zeta+\xi=|n_1-2}^{n_1} \sum_{\alpha=0}^{\zeta} \sum_{\beta=0}^{\xi} \left( \begin{array}{c} \zeta \\ \alpha \end{array} \right) \left( \begin{array}{c} \xi \\ \beta \end{array} \right) \right] C_{g_1,|I|+1}(\alpha, \mu_I) C_{g_2,|J|+1}(\beta, \mu_J) \]

\[ \cdot b^{(\zeta+\xi+n_2+\cdots+n_v)-((\alpha+\beta+\mu_2+\cdots+\mu_v)} c^{(\alpha+\beta+2)+\mu_2+\cdots+\mu_v} \]

\[ = c^2 \sum_{g_1+g_2=g, I\cup J=\{2,\ldots,v\}} \sum_{\zeta+\xi=|n_1-2}^{n_1} \tilde{M}_{g_1,|I|+1}(\zeta, n_I; b, c) \tilde{M}_{g_2,|J|+1}(\xi, n_J; b, c) \]

where we again used the Vandermonde-like identity of equation (7.4).

Putting all this back into equation (7.5) thus completes the proof. □

D. Detailed Proof of the bc-Motzkin Differential Recursion Formula. In this section, we provide a detailed proof of the differential recursion formula for generalized bc-Motzkin numbers, which was given in equation (5.2) and Theorem 5.2.
For the case when \((g, v) = (0, 1)\), we may compute
\[
\frac{\partial}{\partial x} F_{0,1}\tilde{M}^{(b,c)}(x) = -\sum_{n=1}^{\infty} \tilde{M}_{0,1}(n; b, c)x^{-n-1} - \tilde{M}_{0,1}(0; b, c)x^{-1}
\]
\[
= -x^{-1} - \sum_{n=1}^{\infty} \left(b\tilde{M}_{0,1}(n-1; b, c) + c^2 \sum_{\zeta+\xi=n-2}^{\infty} \tilde{M}_{0,1}(\zeta; b, c)\tilde{M}_{0,1}(\xi; b, c)\right)x^{-n-1}
\]
\[
= -x^{-1} - b \sum_{k+1=1}^{\infty} \tilde{M}_{0,1}(k; b, c)x^{-(k+1)-1}
\]
\[
- c^2 \sum_{k=0}^{\infty} \sum_{\zeta=0}^{\infty} \tilde{M}_{0,1}(\zeta; b, c)\tilde{M}_{0,1}(\xi; b, c)x^{-(\zeta+\xi+2)-1}
\]
\[
= -x^{-1} - bx^{-1} \sum_{k=0}^{\infty} \tilde{M}_{0,1}(k; b, c)x^{-k-1}
\]
\[
- c^2 x^{-1} \sum_{\zeta=0}^{\infty} \sum_{\xi=0}^{\infty} \tilde{M}_{0,1}(\zeta; b, c)\tilde{M}_{0,1}(\xi; b, c)x^{-\xi-1}x^{-\zeta-1}
\]
\[
= -x^{-1} - bx^{-1} \left( -\frac{\partial}{\partial x} F_{0,1}\tilde{M}^{(b,c)}(x) \right) - c^2 x^{-1} \left( -\frac{\partial}{\partial x} F_{0,1}\tilde{M}^{(b,c)}(x) \right)^2
\]
which implies
\[
c^2 \left( \frac{\partial}{\partial x} F_{0,1}\tilde{M}^{(b,c)}(x) \right)^2 + (x - b) \left( \frac{\partial}{\partial x} F_{0,1}\tilde{M}^{(b,c)}(x) \right) + 1 = 0.
\]
Thus,
\[
\frac{\partial}{\partial x} F_{0,1}\tilde{M}^{(b,c)}(x) = \frac{1}{2c} \left[ - \left( \frac{x - b}{c} \right) - \sqrt{\left( \frac{x - b}{c} \right)^2 - 4} \right],
\]
where we took the negative square root in the quadratic formula.

Now, we define \(t(x, b, c)\) to be such that
\[
\frac{x - b}{c} = 2 + \frac{t^2 + 1}{t^2 - 1} = 2\frac{t^2 + 1}{t^2 - 1}.
\]
Then,
\[
\frac{\partial x}{\partial t} = c \frac{-8t}{(t^2 - 1)^2},
\]
and we obtain
\[
\frac{\partial}{\partial t} F_{0,1}\tilde{M}^{(b,c)}(t) = \frac{\partial x}{\partial t} \frac{\partial}{\partial x} F_{0,1}\tilde{M}^{(b,c)}(x)
\]
\[
= \left( c \frac{-8t}{(t^2 - 1)^2} \right) \frac{1}{2c} \left[ - \frac{t^2 + 1}{t^2 - 1} - \sqrt{\left( \frac{t^2 + 1}{t^2 - 1} \right)^2 - 4} \right].
\]
With notation as in Section 5, we have the following computations.

Proof. With notation as in Section 5, we have the following computations.

For the first term,

$$I_{g,v}(x_1, x_2, \ldots, x_v) = \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \left[ b \tilde{M}_{g,v}(n_1 - 1, n_2, \ldots, n_v; b, c) \right] \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_v^{n_v}}{n_2 \cdots n_v}$$

$$= bx_1^{-1} \sum_{k=1}^{\infty} \sum_{n_2=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v}(k, n_2, \ldots, n_v; b, c) \frac{x_1^{-k-1} x_2^{n_2} \cdots x_v^{n_v}}{n_2 \cdots n_v}$$

$$= -bx_1^{-1} \frac{\partial}{\partial x_1} F_{\tilde{M}(b,c)}(x_1, x_2, \ldots, x_v).$$

For the second term,

$$II_{g,v}(x_1, x_2, \ldots, x_v)$$

$$= \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \left[ c \sum_{j=2}^{v} n_j \tilde{M}_{g,v-1}(n_1 + n_j - 2, n_2, \ldots, n_v; b, c) \right] \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_v^{n_v}}{n_2 \cdots n_v}$$

$$= c \sum_{j=2}^{v} \sum_{n_1=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v-1}(n_1 + n_j - 2, n_2, \ldots, n_v; b, c) \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_v^{n_v}}{n_2 \cdots n_j \cdots n_v}$$

$$= c \sum_{j=2}^{v} \sum_{k=1}^{\infty} \sum_{n_2=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v-1}(k, n_2, \ldots, n_v; b, c) \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_v^{n_v}}{n_2 \cdots n_j \cdots n_v}$$

$$\cdot \left( x_1^{n_1-1} x_j^{n_j-1} \right) x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}$$

$$= c \sum_{j=2}^{v} \sum_{k=1}^{\infty} \sum_{n_2=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v-1}(k, n_2, \ldots, n_v; b, c) \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}}{n_2 \cdots n_j \cdots n_v}$$

$$\cdot \left( x_1^{n_1-1} x_j^{n_j-1} \right) x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}$$

$$= c \sum_{j=2}^{v} \sum_{k=1}^{\infty} \sum_{n_2=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v-1}(k, n_2, \ldots, n_v; b, c) \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}}{n_2 \cdots n_j \cdots n_v}$$

$$\cdot \left( x_1^{n_1-1} x_j^{n_j-1} \right) x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}$$

$$= c \sum_{j=2}^{v} \sum_{k=1}^{\infty} \sum_{n_2=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v-1}(k, n_2, \ldots, n_v; b, c) \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}}{n_2 \cdots n_j \cdots n_v}$$

$$\cdot \left( x_1^{n_1-1} x_j^{n_j-1} \right) x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}$$

$$= c \sum_{j=2}^{v} \sum_{k=1}^{\infty} \sum_{n_2=1}^{\infty} \cdots \sum_{n_v=1}^{\infty} \tilde{M}_{g,v-1}(k, n_2, \ldots, n_v; b, c) \frac{x_1^{n_1-1} x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}}{n_2 \cdots n_j \cdots n_v}$$

$$\cdot \left( x_1^{n_1-1} x_j^{n_j-1} \right) x_2^{n_2} \cdots x_j^{n_j-1} x_v^{n_v}$$

This gives equation (5.2).

More generally, for the case when \((g, v) \neq (0, 1)\), we may proceed as follows to prove Theorem 5.2.
For the third term,

\[ \text{III}_{g,v}(x_1, x_2, \ldots, x_v) \]

\[ = \sum_{n_1=1}^{\infty} \ldots \sum_{n_v=1}^{\infty} \left[ c^2 \sum_{\zeta+\xi=n_1-2}^{\infty} \sum_{\zeta_1=1}^{\infty} \sum_{\zeta_2=1}^{\infty} \ldots \sum_{\zeta_v=1}^{\infty} \tilde{M}_{g-1,v+1}(\zeta, \xi, n_2, \ldots, n_v; b, c) \right] \frac{x_1^{-n_1-1} x_2^{-n_2} \ldots x_v^{-n_v}}{n_2 \cdot \ldots \cdot n_v} \]

\[ = c^2 x_1^{-1} \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} F_{g-1,v+1}^{\tilde{M}(b,c)}(u_1, u_2, x_2, \ldots, x_v) \bigg|_{u_1=u_2=x_1}. \]

For the fourth term,

\[ \text{IV}_{g,v}(x_1, x_2, \ldots, x_v) \]

\[ = \sum_{n_1=1}^{\infty} \ldots \sum_{n_v=1}^{\infty} \left[ c^2 \sum_{\zeta+\xi=n_1-2}^{\infty} \sum_{\zeta_1=1}^{\infty} \sum_{\zeta_2=1}^{\infty} \ldots \sum_{\zeta_v=1}^{\infty} \tilde{M}_{g_1,|I|+1}(\zeta, n_I; b, c) \tilde{M}_{g_2,|J|+1}(\xi, n_J; b, c) \right] \]

\[ \cdot \frac{x_1^{-n_1-1} x_2^{-n_2} \ldots x_v^{-n_v}}{n_2 \cdot \ldots \cdot n_v} \]

\[ = c^2 \sum_{g_1+g_2=g, I \cup J = \{2, \ldots, v\}} \left[ \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{l=1}^{\infty} \sum_{m=1}^{\infty} \tilde{M}_{g_1,|I|+1}(\zeta, n_I; b, c) \tilde{M}_{g_2,|J|+1}(\xi, n_J; b, c) \right] \]

\[ \cdot \frac{x_1^{-\zeta+\xi+2-1} \prod_{i \in I} x_i^{-n_i} \prod_{j \in J} x_j^{-n_j}}{\prod_{i \in I} n_i \prod_{j \in J} n_j} \]

\[ = c^2 x_1^{-1} \sum_{g_1+g_2=g, I \cup J = \{2, \ldots, v\}} \frac{\partial}{\partial x_1} F_{g_1,|I|+1}(x_1, x_I) \cdot \frac{\partial}{\partial x_1} F_{g_2,|J|+1}(x_1, x_J). \]

Now, when \((g, v) = (0, 2)\), we have

\[ \frac{\partial}{\partial x_1} F_{0,2}^{\tilde{M}(b,c)}(x_1, x_2) = bx_1^{-1} \frac{\partial}{\partial x_1} F_{0,2}^{\tilde{M}(b,c)}(x_1, x_2) \]
Hence, changing variables from $x_i$ to $t_i$ and plugging in for $F_{0,1}^{\tilde{M}(b,c)}(t_1)$ gives

$$0 = \left( \frac{t_1^2 + 1}{c_t_1 - 1} + 2 \frac{\partial}{\partial x_1} F_{0,1}^{\tilde{M}(b,c)}(t_1) \right) \frac{\partial}{\partial x_1} \frac{\partial}{\partial t_1} F_{0,2}^{\tilde{M}(b,c)}(t_1, t_2)$$
$$+ \frac{1}{4c} \left( \frac{t_1^2 - 1)(t_2^2 - 1)}{(t_1^2 - t_2^2)} \left[ - \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_1} F_{0,1}^{\tilde{M}(b,c)}(t_1) + \frac{\partial}{\partial x_2} \frac{\partial}{\partial t_2} F_{0,1}^{\tilde{M}(b,c)}(t_2) \right]$$
$$= \left( \frac{t_1^2 + 1}{c_t_1 - 1} + 2 \frac{(t_1^2 - 1)^2}{8ct_1} \frac{8t_1}{(t_1 + 1)(t_1 - 1)^3} \right) \left( t_1^2 - 1 \right)^2 \frac{\partial}{\partial t_1} F_{0,2}^{\tilde{M}(b,c)}(t_1, t_2)$$
$$+ \frac{1}{4c} \left( \frac{t_1^2 - 1)(t_2^2 - 1)}{(t_1^2 - t_2^2)} \left[ - \frac{(t_1^2 - 1)^2}{8ct_1} \frac{8t_1}{(t_1 + 1)(t_1 - 1)^3} + \frac{(t_2^2 - 1)^2}{-8ct_2} \frac{8t_2}{(t_2 + 1)(t_2 - 1)^3} \right]$$
$$= \left( \frac{t_1^2 + 1}{c_t_1 - 1} - \frac{8t_1}{t_1 + 1} \right) \frac{8t_1}{(t_1 - 1)(t_1 + 1)(t_1 - 1)^3} + \frac{(t_2^2 - 1)^2}{-8ct_2} \frac{8t_2}{(t_2 + 1)(t_2 - 1)^3}$$
$$+ \frac{1}{4c} \left( \frac{t_1^2 - 1)(t_2^2 - 1)}{(t_1^2 - t_2^2)} \left[ - \frac{(t_1^2 - 1)^2}{8ct_1} + \frac{(t_2^2 - 1)^2}{-8ct_2} \right]$$
$$= \left( \frac{t_1^2 + 1}{c_t_1 - 1} - \frac{8t_1}{t_1 + 1} \right) \frac{8t_1}{(t_1 - 1)(t_1 + 1)(t_1 - 1)^3} + \frac{(t_2^2 - 1)^2}{-8ct_2} \frac{8t_2}{(t_2 + 1)(t_2 - 1)^3}$$
$$+ \frac{1}{4c} \left( \frac{t_1^2 - 1)(t_2^2 - 1)}{(t_1^2 - t_2^2)} \left[ - \frac{(t_1^2 - 1)^2}{8ct_1} + \frac{(t_2^2 - 1)^2}{-8ct_2} \right]$$

This implies

$$0 = \left( \frac{x_1 - b}{c^2} + 2 \frac{\partial}{\partial x_1} F_{0,1}^{\tilde{M}(b,c)}(x_1) \right) \frac{\partial}{\partial x_1} F_{0,2}^{\tilde{M}(b,c)}(x_1, x_2)$$
$$+ \frac{1}{(x_2 - x_1)} \left( - \frac{\partial}{\partial x_1} F_{0,1}^{\tilde{M}(b,c)}(x_1) + \frac{\partial}{\partial x_2} F_{0,1}^{\tilde{M}(b,c)}(x_2) \right).$$
\begin{align*}
&= \frac{(t_1^2 - 1)^2}{-4c^2 t_1} \left( \frac{-2t_1}{(t_1 - 1)(t_1 + 1)} \right) \frac{\partial}{\partial t_1} \tilde{F}_{0,2}^{(b,c)}(t_1, t_2) \\
&\quad + \frac{1}{4c^2} \left( \frac{(t_1^2 - 1)(t_2^2 - 1)}{(t_1 - t_2)^2} \right) \frac{(t_1^2 - 1)}{(t_1 - 1)^2} \frac{(t_2^2 - 1)}{(t_2 - 1)^2} \\
&= \frac{(t_1^2 - 1)}{2c^2} \frac{\partial}{\partial t_1} \tilde{F}_{0,2}^{\tilde{M}(b,c)}(t_1, t_2) + \frac{1}{4c^2} \left( \frac{(t_1^2 - 1)(t_2^2 - 1)}{(t_1 - 1)^2} \right) \frac{(t_1^2 - 1)}{(t_2 - 1)^2}.
\end{align*}

Therefore,
\[ \frac{\partial}{\partial t_1} \tilde{F}_{0,2}^{\tilde{M}(b,c)}(t_1, t_2) = -1 \frac{2c^2}{4c^2} \left( \frac{(t_1^2 - 1)(t_2^2 - 1)}{(t_1 - 1)^2} \right) \frac{(t_1^2 - 1)}{(t_2 - 1)^2} \]
\[ = \frac{1}{2} \left( \frac{t_2 + 1}{t_1 - 1} \right) - \frac{2(t_1 - t_2)}{(t_1 - 1)(t_2 - 1)} \]
\[ = \frac{(t_2 + 1)}{(t_1 - 1)(t_1 + t_2)}. \]

Now, returning to the general case, we want to write the sum in \( IV_{g,v}(x_1, x_2, \ldots, x_v) \) in such a way that it does not contain any \((g, v)\) or \((g, v - 1)\) terms (so that we can combine these terms with the comparable terms occurring elsewhere in the formula). And, after pulling out the \((g, v)\) and \((g, v - 1)\) terms from this sum, the remaining terms are precisely the “stable” terms, i.e. when \(2g_1 + |I| - 1 > 0\) and \(2g_2 + |J| - 1 > 0\).

Thus, we see that
\[ IV_{g,v}(x_1, x_2, \ldots, x_v) \]
\[ = c^2 \sum_{g_1 + g_2 = g, \ L \cup J = \{2, \ldots, v\}, \ \text{stable}} \frac{\partial}{\partial x_1} F_{g_1, |I| + 1}^{\tilde{M}(b,c)}(x_1, x_I) \cdot \frac{\partial}{\partial x_1} F_{g_2, |J| + 1}^{\tilde{M}(b,c)}(x_1, x_J) \]
\[ + 2 \frac{\partial}{\partial x_1} F_{0,1}^{\tilde{M}(b,c)}(x_1) \cdot \frac{\partial}{\partial x_1} F_{g,v}^{\tilde{M}(b,c)}(x_1, x_2, \ldots, x_v) \]
\[ + 2 \sum_{j=2}^v \frac{\partial}{\partial x_1} F_{0,2}^{\tilde{M}(b,c)}(x_1, x_j) \cdot \frac{\partial}{\partial x_1} F_{g,v-1}^{\tilde{M}(b,c)}(x_1, x_2, \ldots, \hat{x}_j, \ldots, x_v). \]

Therefore, putting all four terms back into the original equation, we obtain
\[ \frac{\partial}{\partial x_1} F_{g,v}^{\tilde{M}(b,c)}(x_1, x_2, \ldots, x_v) \]
\[ = - \left\{ - b x_1^{-1} \frac{\partial}{\partial x_1} F_{g,v}^{\tilde{M}(b,c)}(x_1, \ldots, x_v) \right. \]
\[ \left. + c^2 \sum_{j=2}^v \frac{1}{x_1 (x_j - x_1)} \left[ - \frac{\partial}{\partial x_1} F_{g,v-1}^{\tilde{M}(b,c)}(x_1, \ldots, \hat{x}_j, \ldots, x_v) \right. \right. \]
\[ \left. \left. + \frac{\partial}{\partial x_j} F_{g,v-1}^{\tilde{M}(b,c)}(x_2, \ldots, x_v) \right] \right\} \]
\[ 0 = \left( \frac{x_1 - b}{c^2} \right) \left[ \frac{\partial}{\partial x_1} \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v) \right] \]

This implies

\[ 0 = \left( \frac{x_1 - b}{c^2} \right) \left[ \frac{\partial}{\partial x_1} \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v) \right] \]

And, hence,

\[ 0 = \left( \frac{x_1 - b}{c^2} + \frac{\partial}{\partial x_1} \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v) \right) \]

\[ + \sum_{j=2}^{v} \frac{1}{(x_j - x_1)} \left[ \frac{\partial}{\partial x_j} \tilde{M}_{g,v-1}(x_2, \ldots, x_v) \right] \]

\[ + \sum_{j=2}^{v} \left( \frac{2}{\partial x_1} \tilde{M}_{g,v}(x_1, x_2, \ldots, x_v) \right) - \frac{1}{(x_j - x_1)} \left[ \frac{\partial}{\partial x_1} \tilde{M}_{g,v-1}(x_1, \ldots, x_j, \ldots, x_v) \right] \]

\[ + \left[ \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} \tilde{M}_{g,v-1}(u_1, u_2, x_2, \ldots, x_v) \right]_{u_1 = u_2 = x_1} \]

\[ + \sum_{g_1 + g_2 = g, I \cup J = \{2, \ldots, v\}, \text{stable}} \frac{\partial}{\partial x_1} \tilde{M}_{g_1,|I|+1}(x_1, x_I) \cdot \frac{\partial}{\partial x_1} \tilde{M}_{g_2,|J|+1}(x_1, x_J) \]
After applying the substitution for $x_i$ in terms of $t_i$ from equation (5.3), this becomes

$$0 = \left( \frac{2}{c^2 t_1^2} + \frac{1}{t_1^2} \right) + 2 \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} \tilde{M}(b,c)(t_1) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}(t_1) \right]$$

$$+ \sum_{j=2}^{v} \left( \frac{1}{4c} \frac{(t_j^2 - 1)(t_j^2 - 1)}{t_j^2} \right) \left[ \frac{\partial t_j}{\partial x_j} \frac{\partial}{\partial t_j} F_{g,v}(t_2, \ldots, t_v) \right]$$

$$+ \sum_{j=2}^{v} \left( \frac{1}{4c} \frac{(t_j - 1)(t_j^2 - 1)}{t_j^2} \right) \left[ \frac{\partial t_j}{\partial x_j} \frac{\partial}{\partial t_j} F_{g,v-1}(t_2, \ldots, t_v) \right]$$

$$\cdot \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v-1}(t_1, \ldots, t_j, \ldots, t_v) \right]$$

$$+ \left( \frac{2}{c^2 t_1^2} + \frac{1}{t_1^2} \right) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v-1}(u_1, u_2, t_1, \ldots, t_v) \right]_{u_1 = u_2 = t_1}$$

$$+ \sum_{g_1 + g_2 = g, \ n,J = \{2, \ldots, v\}, \ \text{stable}} \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}(t_1) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}^J(t_1, t_1) \right]$$

$$= \left( \frac{2}{c^2 t_1^2} + \frac{1}{t_1^2} \right) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}(t_1) \right]$$

$$+ \sum_{j=2}^{v} \left( \frac{1}{4c} \frac{(t_j^2 - 1)(t_j^2 - 1)}{t_j^2} \right) \left[ \frac{\partial t_j}{\partial x_j} \frac{\partial}{\partial t_j} F_{g,v}(t_2, \ldots, t_v) \right]$$

$$+ \sum_{j=2}^{v} \left( \frac{1}{4c} \frac{(t_j - 1)(t_j^2 - 1)}{t_j^2} \right) \left[ \frac{\partial t_j}{\partial x_j} \frac{\partial}{\partial t_j} F_{g,v-1}(t_2, \ldots, t_v) \right]$$

$$\cdot \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v-1}(t_1, \ldots, t_j, \ldots, t_v) \right]$$

$$+ \left( \frac{2}{c^2 t_1^2} + \frac{1}{t_1^2} \right) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v-1}(u_1, u_2, t_1, \ldots, t_v) \right]_{u_1 = u_2 = t_1}$$

$$+ \sum_{g_1 + g_2 = g, \ n,J = \{2, \ldots, v\}, \ \text{stable}} \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}(t_1) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}^J(t_1, t_1) \right]$$

$$= \left( \frac{2}{c^2 t_1^2} + \frac{1}{t_1^2} \right) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}(t_1) \right]$$

$$- \sum_{j=2}^{v} \left( \frac{1}{4c} \frac{(t_j^2 - 1)(t_j^2 - 1)}{t_j^2} \right) \left[ \frac{\partial t_j}{\partial x_j} \frac{\partial}{\partial t_j} F_{g,v-1}(t_2, \ldots, t_v) \right]$$

$$+ \sum_{j=2}^{v} \left( \frac{1}{32c^2 t_1} \frac{(t_j - 1)(t_j^2 + 1)}{t_j} \right) \left[ \frac{\partial t_j}{\partial x_j} \frac{\partial}{\partial t_j} F_{g,v-1}(t_2, \ldots, t_v) \right]$$

$$+ \left( \frac{2}{c^2 t_1^2} + \frac{1}{t_1^2} \right) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v-1}(u_1, u_2, t_1, \ldots, t_v) \right]_{u_1 = u_2 = t_1}$$

$$+ \sum_{g_1 + g_2 = g, \ n,J = \{2, \ldots, v\}, \ \text{stable}} \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}(t_1) \left[ \frac{\partial t_1}{\partial x_1} \frac{\partial}{\partial t_1} F_{g,v}^J(t_1, t_1) \right]$$
\[
\begin{align*}
&\frac{(t_1^2 - 1)^2}{-4c^2 t_1} \left( \frac{(t_1^2 + 1) - (t_1 + 1)^2}{t_1 (t_1 + 1)(t_1 - 1)} \right) \left[ \frac{\partial}{\partial t_1} F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) \right] \\
&- \sum_{j=2}^{v} \frac{(t_1^2 - 1)(t_1^2 - 1)^3}{32c^2 t_j (t_1^2 - t_j^2)} \left[ \frac{\partial}{\partial t_j} F_{g,v}^{\tilde{M}(b,c)}(t_2, \ldots, t_v) \right] \\
&+ \sum_{j=2}^{v} \frac{(t_1^2 - 1)^3}{32c^2 t_1} \left( \frac{t_1 + 1}{t_1 - t_j} \right) \left( \frac{t_j + 1}{t_1 + t_j} \right) \left[ \frac{\partial}{\partial t_1} F_{g,v}^{\tilde{M}(b,c)}(t_1, \ldots, t_j, \ldots, t_v) \right] \\
&+ \frac{(t_1^2 - 1)^4}{64c^2 t_1^2} \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} F_{g,v}^{\tilde{M}(b,c)}(u_1, u_2, t_2, \ldots, t_v) \bigg|_{u_1 = u_2 = t_1} \\
&+ \frac{(t_1^2 - 1)^4}{64c^2 t_1^2} \sum_{g_1 + g_2 = g, \ I \cup J = \{2, \ldots, v\}, \ \text{stable}} \frac{\partial}{\partial t_1} F_{g_1,|I|+1}^{\tilde{M}(b,c)}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} F_{g_2,|J|+1}^{\tilde{M}(b,c)}(t_1, t_J) \\
&= \frac{(t_1^2 - 1)}{2c^2} \left[ \frac{\partial}{\partial t_1} F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) \right] \\
&- \sum_{j=2}^{v} \frac{(t_1^2 - 1)(t_1^2 - 1)^3}{32c^2 t_j (t_1^2 - t_j^2)} \left[ \frac{\partial}{\partial t_j} F_{g,v}^{\tilde{M}(b,c)}(t_2, \ldots, t_v) \right] \\
&+ \sum_{j=2}^{v} \frac{(t_1^2 - 1)^3}{32c^2 t_1^2} \left( 1 + \frac{(t_1^2 - 1)t_j}{t_1^2 - t_j^2} \right) \left[ \frac{\partial}{\partial t_1} F_{g,v}^{\tilde{M}(b,c)}(t_1, \ldots, t_j, \ldots, t_v) \right] \\
&+ \frac{(t_1^2 - 1)^4}{64c^2 t_1^2} \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} F_{g,v}^{\tilde{M}(b,c)}(u_1, u_2, t_2, \ldots, t_v) \bigg|_{u_1 = u_2 = t_1} \\
&+ \frac{(t_1^2 - 1)^4}{64c^2 t_1^2} \sum_{g_1 + g_2 = g, \ I \cup J = \{2, \ldots, v\}, \ \text{stable}} \frac{\partial}{\partial t_1} F_{g_1,|I|+1}^{\tilde{M}(b,c)}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} F_{g_2,|J|+1}^{\tilde{M}(b,c)}(t_1, t_J).
\end{align*}
\]

Therefore,

\[
\frac{\partial}{\partial t_1} F_{g,v}^{\tilde{M}(b,c)}(t_1, t_2, \ldots, t_v) = -\frac{2c^2}{(t_1^2 - 1)} - \sum_{j=2}^{v} \frac{(t_1^2 - 1)(t_1^2 - 1)^3}{32c^2 t_j (t_1^2 - t_j^2)} \left[ \frac{\partial}{\partial t_j} F_{g,v}^{\tilde{M}(b,c)}(t_2, \ldots, t_v) \right]
\]
This completes the proof of Theorem 5.2.

E. Detailed Proof of the $bc$-Motzkin Topological Recursion. In this section, we provide a detailed proof of the topological recursion for generalized $bc$-Motzkin numbers, which was given in Theorem 6.2.

Proof. With notation as in Section 6, we have the following computations.

For the first term,

$$I_{g,v}(t_1, t_2, \ldots, t_v) = \left. \frac{\partial}{\partial t_2} \cdots \frac{\partial}{\partial t_v} \right| \left[ \sum_{j=2}^{v} \frac{(t_j^2 - 1)^3}{32c^2 t_j^1} \left( t_j + \frac{(t_j^2 - 1)t_j}{t_j^1 - t_j^2} \right) \left[ \frac{\partial}{\partial t_1} \tilde{F}_{g,v-1}^{\tilde{M}(b,c)}(t_1, \ldots, \tilde{t}_j, \ldots, t_v) \right] \right|_{t_1 = t_2 = \ldots = t_{g+1} = g, I \cup J = \{2, \ldots, v\}, \text{stable}}$$

where $g, v, I, J \in \{2, \ldots, v\}$.

$$+ \left. \frac{(t_j^2 - 1)^4}{64c^2 t_j^1} \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} \tilde{F}_{g-1,v+1}^{\tilde{M}(b,c)}(u_1, u_2, t_2, \ldots, t_v) \right|_{u_1 = u_2 = t_1}$$

$$+ \left. \frac{(t_j^2 - 1)^4}{64c^2 t_j^1} \sum_{g+g_2 = g, I \cup J = \{2, \ldots, v\}} \frac{\partial}{\partial t_1} \tilde{F}_{g_1,|I|+1}^{\tilde{M}(b,c)}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} \tilde{F}_{g_2,|J|+1}^{\tilde{M}(b,c)}(t_1, t_J) \right\}$$

$$= \sum_{j=2}^{v} \frac{(t_j^2 - 1)^3}{16t_j^1(t_j^2 - t_j^3)} \left[ \frac{\partial}{\partial t_j} \tilde{F}_{g,v-1}^{\tilde{M}(b,c)}(t_1, \ldots, t_j, \ldots, t_v) \right]$$

$$- \sum_{j=2}^{v} \left[ \frac{(t_j^2 - 1)^3 t_j}{16t_j^1(t_j^2 - t_j^3)} + \frac{(t_j^2 - 1)^2}{16t_j^1} \right] \left[ \frac{\partial}{\partial t_1} \tilde{F}_{g,v-1}^{\tilde{M}(b,c)}(t_1, \ldots, t_j, \ldots, t_v) \right]$$

$$- \frac{(t_j^2 - 1)^3}{32t_j^1} \left. \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} \tilde{F}_{g-1,v+1}^{\tilde{M}(b,c)}(u_1, u_2, t_2, \ldots, t_v) \right|_{u_1 = u_2 = t_1}$$

$$- \frac{(t_j^2 - 1)^3}{32t_j^1} \sum_{g+g_2 = g, I \cup J = \{2, \ldots, v\}, \text{stable}} \frac{\partial}{\partial t_1} \tilde{F}_{g_1,|I|+1}^{\tilde{M}(b,c)}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} \tilde{F}_{g_2,|J|+1}^{\tilde{M}(b,c)}(t_1, t_J).$$
\[
\frac{1}{16} \sum_{j=2}^{v} \left[ \frac{\partial}{\partial t_j} \left( \frac{t_j^2 - 1}{t_j^2 - t_j^2} \left( \sum_{j=1}^{103} 64 \sum_{t=1}^{92} \tilde{M}_{g,v-1}(t,v) \right) dt_1 
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\right.
\r
\[
\begin{align*}
&= -\frac{1}{16} \sum_{j=2}^{v} \left\{ \left( \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3}{t_j^2(t_1 + t_j)(t_1 - t_j)^2(t_1 + t_j)^2} + \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3(-t_1)}{(-t_1 - t_1)(-t_1 - t_j)^2(-t_1 + t_j)^2} \right) w_{g,v-1}^{M(b,c)}(t_1, t_2, \ldots, \hat{t}_j, \ldots, t_v) \\
&\quad + \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3/t}{(t + t_1)(t - t_1)(t + t_j)(t - t_j)^2} \times w_{g,v-1}^{M(b,c)}(t_2, \ldots, \hat{t}_j, \ldots, t_v) \right) \bigg|_{t=t_j} \\
&\quad + \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3/t}{(t + t_1)(t - t_1)(t + t_j)(t - t_j)^2} \times w_{g,v-1}^{M(b,c)}(t_2, \ldots, \hat{t}_j, \ldots, t_v) \right) \bigg|_{t=-t_j} \right\} \, dt_1 \cdot dt_2 \cdots \, dt_v \\
&= -\frac{1}{16} \sum_{j=2}^{v} \left\{ 2 \left( \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3}{2t_j^2(t_1 + t_j)^2(t_1 - t_j)^2} \right) w_{g,v-1}^{M(b,c)}(t_1, t_2, \ldots, \hat{t}_j, \ldots, t_v) \\
&\quad + \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 - 1)^3}{t_j(t_j^2 - t_j^2)} w_{g,v-1}^{M(b,c)}(t_2, \ldots, t_v) \right) \bigg|_{t=t_j} \right\} \, dt_1 \cdot dt_2 \cdots \, dt_v \\
&= -\frac{1}{16} \sum_{j=2}^{v} \left[ \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3}{t_j^2(t_1^2 - t_2^2)^2} W_{g,v-1}^{M(b,c)}(t_1, t_2, \ldots, \hat{t}_j, \ldots, t_v) \, dt_j \\
&\quad + \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 - 1)^3}{t_j(t_j^2 - t_j^2)} W_{g,v-1}^{M(b,c)}(t_2, \ldots, t_v) \right) \bigg|_{t_1} \right] \\
&= -\frac{1}{16} \sum_{j=2}^{v} \left[ \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 - 1)^3}{t_j(t_j^2 - t_j^2)} W_{g,v-1}^{M(b,c)}(t_2, \ldots, t_v) \right) \bigg|_{t_1} \right] \\
&= \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3}{t_j(t_j^2 - t_j^2)^2} W_{g,v-1}^{M(b,c)}(t_1, t_2, \ldots, \hat{t}_j, \ldots, t_v) \, dt_j \\
&\quad - \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3}{t_j(t_j^2 - t_j^2)^2} W_{g,v-1}^{M(b,c)}(t_1, t_2, \ldots, \hat{t}_j, \ldots, t_v) \, dt_j \\
&= I_{g,v}(t_1, t_2, \ldots, t_v),
\end{align*}
\]

where we used that

\[
\begin{align*}
\frac{\partial}{\partial t_j} \left( \frac{(t_j^2 + t_j^2)(t_j^2 - 1)^3/t}{(t + t_1)(t - t_1)(t + t_j)(t - t_j)^2} \times w_{g,v-1}^{M(b,c)}(t_2, \ldots, \hat{t}_j, \ldots, t_v) \right) \bigg|_{t=t_j} \\
&= \left[ \frac{(t^2 - 1)^3}{t(t + t_1)(t - t_1)} w_{g,v-1}^{M(b,c)}(t_2, \ldots, \hat{t}_j, \ldots, t_v) \left( \frac{\partial}{\partial t} \frac{(t^2 + t_j^2)}{(t + t_1)(t - t_1)} \left( \frac{(t^2 - 1)^3}{w_{g,v-1}^{M(b,c)}(t_2, \ldots, \hat{t}_j, \ldots, t_v)} \right) \right) \right]_{t=t_j} \\
&= \frac{(t_j^2 - 1)^3}{t_j(t_j^2 - t_j^2)} w_{g,v-1}^{M(b,c)}(t_2, \ldots, t_v) \left( \frac{(t_j + t_j^2)(2(t_j) - (t_j + t_j^2)2(t_j)2(t_j + 1)}{(t_j + t_j^2)^4} \right) \\
&\quad + \frac{(t_j^2 + t_j^2)}{t_j(t_j + t_1)(t_j - t_1)} \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 - 1)^3}{t_j(t_j + t_1)(t_j - t_1)} w_{g,v-1}^{M(b,c)}(t_2, \ldots, t_v) \right) \\
&= \frac{(t_j^2 - 1)^3}{t_j(t_j + t_1)(t_j - t_1)} w_{g,v-1}^{M(b,c)}(t_2, \ldots, t_v) \left( \frac{8(t_j^3 - 8t_j^3)}{(2t_j)^4} \right)
\end{align*}
\]
\[
\frac{2t_j^2}{(2t_j)^2} \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 - 1)^3}{t_j(t_j + t_1)(t_j - t_1)} \tilde{M}(b,c)(t_2, \ldots, t_v) \right) \\
= \frac{1}{2} \frac{\partial}{\partial t_j} \left( \frac{(t_j^2 - 1)^3}{t_j(t_j^2 - t_1^2)} w_{g,v-1}(t_2, \ldots, t_v) \right)
\]

and
\[
\frac{\partial}{\partial t} \left( \frac{(t^2 + t_j^2)(t^2 - 1)^3/t}{(t + t_1)(t - t_j)^2} \times \tilde{M}(b,c)(t_2, \ldots, \hat{t}_j, \ldots, t_v) \right) \bigg|_{t = -t_j} \\
= \left[ \frac{(t^2 - 1)^3}{t(t + t_1)(t - t_j)^2} w_{g,v-1}(t, t_2, \ldots, \hat{t}_j, \ldots, t_v) \left( \frac{\partial}{\partial t} \frac{(t^2 + t_j^2)}{(t - t_j)^2} \right) \\
+ \frac{(t^2 + t_j^2)}{(t - t_j)^2} \frac{\partial}{\partial t} \left( \frac{(t^2 - 1)^3}{t(t + t_1)(t - t_j)^2} w_{g,v-1}(t, t_2, \ldots, \hat{t}_j, \ldots, t_v) \right) \right]_{t = -t_j} \\
= \frac{(t^2 - 1)^3}{-t_j(-t_j + t_1)(-t_j - t_1)} w_{g,v-1}(t, t_2, \ldots, t_v) \left( \frac{-t_j - t_2^3(-2t_j) - (t^2 + t_j^2)2(-t_j - t_2)}{(-t_j - t_2)^4} \right) \\
+ \frac{(t^2 + t_j^2)}{(-t_j - t_2)^2} \left( - \frac{\partial}{\partial t} \right) \left( \frac{(t^2 - 1)^3}{-t_j(-t_j + t_1)(-t_j - t_1)} w_{g,v-1}(t, t_2, \ldots, t_v) \right) \\
= \frac{(t^2 - 1)^3}{-t_j(-t_j + t_1)(-t_j - t_1)} w_{g,v-1}(t, t_2, \ldots, t_v) \left( -\frac{8t_j^2 + 8t_j^3}{(2t_j)^4} \right) \\
+ \frac{2t_j^2}{(2t_j)^2} \left( - \frac{\partial}{\partial t} \right) \left( \frac{(t^2 - 1)^3}{t_j(-t_j + t_1)(t_j + t_1)} w_{g,v-1}(t_2, \ldots, t_v) \right) \\
= \frac{1}{2} \frac{\partial}{\partial t_j} \left( \frac{(t^2 - 1)^3}{t_j(t_j^2 - t_1^2)} \tilde{M}(b,c)(t_2, \ldots, t_v) \right).
\]

The second term in the differential recursion becomes zero when we differentiate with respect to \( t_j \), so we have
\[
\Pi_{g,v}(t_1, t_2, \ldots, t_v) = 0.
\]

Now, we may compute
\[
- \frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \, dt \\
= \frac{1}{64} \left[ \text{Res}_{t=t_1} \frac{2(t^2 - 1)^3/t}{(t + t_1)(t - t_1)} + \text{Res}_{t=-t_1} \frac{2(t^2 - 1)^3/t}{(t + t_1)(t - t_1)} \right] \\
= \frac{1}{64} \left[ \frac{2(t^2 - 1)^3/t_1}{2t_1} + \frac{2(t^2 - 1)^3/(-t_1)}{-2t_1} \right] \\
= \frac{1}{32} \frac{(t^2 - 1)^3}{t_1^2}.
\]

Thus, for the third term in the differential recursion, we have
\[
\Pi_{g,v}(t_1, t_2, \ldots, t_v)
\]
Finally, for the fourth term, we have
\[
\begin{align*}
&= \frac{\partial}{\partial t_2} \cdots \frac{\partial}{\partial t_v} \left[ - \frac{1}{32} \left( \frac{t_1^2 - 1}{t_1^2} \right) \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} F_{g_1,|I|+1}(u_1, u_2, t_2, \ldots, t_v) \right] \bigg|_{u_1 = u_2 = t_1} dt_1 dt_2 \cdots dt_v \\
&= - \frac{1}{32} \frac{t_1^2 - 1}{t_1^2} W_{g_1,|I|+1}(u_1, u_2, t_2, \ldots, t_v) \left. \frac{1}{du_1 \, du_2} \right|_{u_1 = u_2 = t_1} dt_1 \\
&= - \frac{1}{32} \frac{t_1^2 - 1}{t_1^2} W_{g_1,|I|+1}(t_1, t_1, t_2, \ldots, t_v) \frac{1}{dt_1}.
\end{align*}
\]

And, from the topological recursion formula, we have
\[
\begin{align*}
&= \frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \cdot \frac{1}{dt} \times W_{g_1,|I|+1}(t, -t, t_2, \ldots, t_v) \\
&= \frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \cdot \frac{1}{dt} dt \cdot (-dt) \cdot dt_2 \cdots dt_v \\
&= \frac{1}{64} \left[ \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \times W_{g_1,|I|+1}(t, t_2, \ldots, t_v) dt \right] dt_1 \cdot dt_2 \cdots dt_v \\
&= \frac{1}{32} \frac{t_1^2 - 1}{t_1^2} W_{g_1,|I|+1}(t_1, t_1, t_2, \ldots, t_v) dt_1 \cdot dt_2 \cdots dt_v \\
&= \frac{1}{32} \frac{t_1^2 - 1}{t_1^2} W_{g_1,|I|+1}(t_1, t_1, t_2, \ldots, t_v) \frac{1}{dt_1} \\
&= III_{g_1,|I|+1}(t_1, t_2, \ldots, t_v).
\end{align*}
\]

Finally, for the fourth term, we have
\[
IV_{g_1,|I|+1}(t_1, t_2, \ldots, t_v) \\
= \frac{\partial}{\partial t_2} \cdots \frac{\partial}{\partial t_v} \left[ - \frac{1}{32} \left( \frac{t_1^2 - 1}{t_1^2} \right) \right. \\
\left. \sum_{g_1 + g_2 = g, \, I \cup J = \{2, \ldots, v\}, \text{ stable}} \frac{\partial}{\partial t_1} F_{g_1,|I|+1}(t_1, t_I) \cdot \frac{\partial}{\partial t_1} F_{g_2,|J|+1}(t_1, t_J) \right] dt_1 dt_2 \cdots dt_v \\
= - \frac{1}{32} \frac{t_1^2 - 1}{t_1^2} \sum_{g_1 + g_2 = g, \, I \cup J = \{2, \ldots, v\}, \text{ stable}} \frac{\partial}{\partial t_1} \frac{\partial}{\partial t_I} F_{g_1,|I|+1}(t_1, t_I) dt_1 dt_I \\
\left. \cdot \frac{\partial}{\partial t_J} \frac{\partial}{\partial t_J} F_{g_2,|J|+1}(t_1, t_J) dt_1 dt_J \right. \bigg|_{t_1 = t_J} \\
= - \frac{1}{32} \frac{t_1^2 - 1}{t_1^2} \sum_{g_1 + g_2 = g, \, I \cup J = \{2, \ldots, v\}, \text{ stable}} W_{g_1,|I|+1}(t_1, t_I) \cdot W_{g_2,|J|+1}(t_1, t_J) \frac{1}{dt_1}. \\

\end{align*}
\]

And, from the topological recursion formula, we have
\[
\begin{align*}
&= - \frac{1}{64} \frac{1}{2\pi i} \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \frac{(t^2 - 1)^3}{t^2} \cdot \frac{1}{dt} \cdot dt_1
\end{align*}
\]
\begin{align*}
& \times \left[ \sum_{g_1+g_2=g, \ I \cup J = \{2, \ldots , v\}, \ \text{stable}} \frac{\partial}{\partial t_1} W_{M(b,c)}^{\tilde{M}(b,c)} g_{1,|I|+1}(t, t_1) W_{M(b,c)}^{\tilde{M}(b,c)} g_{2,|J|+1}(-t, t_1) \right] \\
& = - \frac{1}{64} 2\pi i \int_{\gamma} \left( \frac{1}{t + t_1} + \frac{1}{t - t_1} \right) \left( \frac{t^2 - 1}{t^2} \right)^3 \frac{1}{dt} \cdot dt_1 \\
& \times \sum_{g_1+g_2=g, \ I \cup J = \{2, \ldots , v\}, \ \text{stable}} \left[ w_{g_1,|I|+1}(t, t_1) \ dt \cdot \prod_{i \in I} dt_i \right] \left[ w_{g_2,|J|+1}(-t, t_1) \ (-dt) \cdot \prod_{j \in J} dt_j \right] \\
& = - \frac{1}{32} \left( \frac{t_1^2 - 1}{t_1^2} \right)^3 \sum_{g_1+g_2=g, \ I \cup J = \{2, \ldots , v\}, \ \text{stable}} w_{g_1,|I|+1}(t_1, t_1) w_{g_2,|J|+1}(t_1, t_1) \ dt_1 \cdot dt_2 \cdots dt_v \\
& = - \frac{1}{32} \left( \frac{t_1^2 - 1}{t_1^2} \right)^3 \sum_{g_1+g_2=g, \ I \cup J = \{2, \ldots , v\}, \ \text{stable}} W_{g_1,|I|+1}(t_1, t_1) W_{g_2,|J|+1}(t_1, t_1) \ \frac{1}{dt_1} \\
& = \nIV_{g,v}(t_1, t_2, \ldots , t_v).
\end{align*}

This completes the proof of the theorem. \hfill \Box

**Acknowledgements.** The author would like to thank her thesis advisor, Motohico Mulase, for many helpful conversations about this project. She would also like to thank the UC Davis mathematics department for their financial support during her time studying there as a graduate student, as well as the generous donors of the Schwarze Scholarship in mathematics, whose funding helped to make the completion of this project possible. The author is also very grateful to the many folks who have helped her to improve her problem-solving and critical thinking skills. Without their help and advice, this project would likely have not been completed.

**References**

[1] Gaëtan Borot, *Lecture Notes on Topological Recursion and Geometry*, [arXiv:1705.09980v1] [math-ph] (2017).

[2] Vincent Bouchard, Daniel Hernández Serrano, Xiaojun Liu, and Motohico Mulase, *Mirror Symmetry for Orbifold Hurwitz Numbers*, J. Differential Geom. 98 (2014), no. 3, 375-423.

[3] Kevin Chapman, Motohico Mulase, and Brad Safnuk, *The Kontsevich Constants for the Volume of the Moduli of Curves and Topological Recursion*, Communications in Number Theory and Physics 5, 643-698 (2011).

[4] Leonid Chekhov, Bertrand Eynard, and Nicolas Orantin, *Free Energy Topological Expansion for the 2-Matrix Model*, J. High Energy Phys. 12 (2006).

[5] Norman Do, Oliver Leigh, and Paul Norbury, *Orbifold Hurwitz Numbers and Eynard-Orantin Invariants*, Math. Res. Lett. 23 (2016), no. 5, 1281-1327.

[6] Norman Do and Paul Norbury, *Counting Lattice Points in Compactified Moduli Spaces of Curves*, [arXiv:1012.5923] [math.GT] (2011).

[7] Olivia Dumitrescu and Motohico Mulase, *Lectures on the Topological Recursion for Higgs Bundles and Quantum Curves*, in *The Geometry, Topology, and Physics of Moduli Spaces of Higgs Bundles*, Richard Wentworth and Graeme Wilkin, Editors, Lecture Notes Series, Institute for Mathematical Sciences, National University of Singapore Vol. 36 (2018), 103-198.

[8] Olivia Dumitrescu and Motohico Mulase, *Quantum Curves for Hitchin Fibrations and the Eynard-Orantin Theory*, Lett. Math. Phys. 104 (2014), no. 6, 635-671.

[9] Olivia Dumitrescu, Motohico Mulase, Brad Safnuk, and Adam Sorkin, *The Spectral Curve of the Eynard-Orantin Recursion via the Laplace Transform*, in “Algebraic and Geometric Aspects of Integrable Systems and Random Matrices,” Dzhumay, Maruno and Pierce, Eds. Contemporary Mathematics 593, 263-315 (2013).
[10] Bertrand Eynard, An Overview of the Topological Recursion, Proceedings of the International Congress of Mathematicians, Seoul 2014. Vol. II, Kyung Moon Sa, Seoul, 2014, 1063-1085.
[11] Bertrand Eynard, Motohico Mulase, and Bradley Safnuk, The Laplace Transform of the Cut-and-Join Equation and the Bouchard-Marino Conjecture on Hurwitz Numbers, Publ. Res. Inst. Math. Sci. 47 (2011), no. 2, 629-670.
[12] Bertrand Eynard and Nicolas Orantin, Invariants of Algebraic Curves and Topological Expansion, Commun. Number Theory Phys. 1 (2007), no. 2, 347-452.
[13] Bertrand Eynard and Nicolas Orantin, Weil-Petersson Volume of Moduli Spaces, Mirzakhani’s Recursion, and Matrix Models, arXiv:0705.3600v1 [math-ph] (2007).
[14] John Harer and Don Zagier, The Euler Characteristic of the Moduli Space of Curves, Inventiones Mathematicae 85, 457-485 (1986).
[15] Maxim Kontsevich, Intersection Theory on the Moduli Space of Curves and the Matrix Airy Function, Communications in Mathematical Physics 147, 1-23 (1992).
[16] Chiu-Chu Melissa Liu and M. Mulase, editors, Topological Recursion and its Influence in Analysis, Geometry, and Topology: 2016 AMS von Neumann Symposium, July 4-8, 2016, Charlotte, North Carolina, Amer. Math. Soc. (2018).
[17] Maryam Mirzakhani, Simple Geodesics and Weil-Petersson Volumes of Moduli Spaces of Bordered Riemann Surfaces, Invent. Math. 167 (2007), no. 1, 179-222.
[18] Maryam Mirzakhani, Weil-Petersson Volumes and Intersection Theory on the Moduli Space of Curves, J. Amer. Math. Soc. 20 (2007), no. 1, 1-23.
[19] Motohico Mulase and Michael Penkava, Topological Recursion for the Poincaré Polynomial of the Combinatorial Moduli Space of Curves, Adv. Math. 230 (2012), no. 3, 1322-1339.
[20] Motohico Mulase and Brad Safnuk, Mirzakhani’s Recursion Relations, Virasoro Constraints and the KdV Hierarchy, Indian J. Math. 50 (2008), no. 1, 189-218.
[21] Motohico Mulase and Piotr Sulkowski, Spectral Curves and the Schrödinger Equations for the Eynard-Orantin Recursion, Adv. Theor. Math. Phys. 4 (2015), no. 5, 955-1015.
[22] Motohico Mulase and Naizhen Zhang, Polynomial Recursion Formula for Linear Hodge Integrals, Commun. Number Theory Phys. 10 (2016), no. 2, 267-293.
[23] Paul Norbury, Quantum Curves and Topological Recursion, String-Math 2014, Proc. Sympos. Pure Math., vol. 93, Amer. Math. Soc., Providence, RI, 2016, pp. 41-65.
[24] Zhi-Wei Sun, Congruences Involving Generalized Central Trinomial Coefficients, Sci. China Math 57 (2014), 1375-1400.
[25] Theodore Motzkin, Relations Between Hypersurface Cross Ratios, and a Combinatorial Formula for Partitions of a Polygon, for Permanent Preponderance, and for Non-Associative Products, Bull. Amer. Math. Soc. 54 (1948), 352-360.
[26] T.R.S. Walsh and A.B. Lehman, Counting Rooted Maps by Genus. I, Journal of Combinatorial Theory B-13 (1972), 192-218.
[27] Yi Wang and Zhi-Hai Zhang, Combinatorics of Generalized Motzkin Numbers, Journal of Integer Sequences, Vol. 18 (2015), Article 15.2.4.
[28] Edward Witten, Two Dimensional Gravity and Intersection Theory on Moduli Space, Surveys in Differential Geometry 1, 243-310 (1991).

COOPER JACOB: DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA, DAVIS, CA, USA, 95616
Email address: cooperjacob@math.ucdavis.edu