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Abstract. We obtain characterizations of nonuniform dichotomies, defined by general growth rates, based on admissibility conditions. Additionally, we use the obtained characterizations to derive robustness results for the considered dichotomies. As particular cases, we recover several results in the literature concerning nonuniform exponential dichotomies and nonuniform polynomial dichotomies as well as new results for nonuniform dichotomies with logarithmic growth.

1. Introduction. Let $X$ be a Banach space and $A(t) : X \to X$ be a family of linear bounded operators varying continuously with $t \in \mathbb{R}_0^+$. In the finite dimensional setting ($X = \mathbb{R}^n$), Perron observed a relation between exponential stability of the solutions of the non-autonomous linear evolution equation \( \frac{du}{dt} = A(t)u \) and the existence of bounded solutions of the equation

\[
\frac{du}{dt} = A(t)u + f(t)
\]

for bounded continuous perturbations $f : \mathbb{R}_0^+ \to \mathbb{R}$. The works of Perron on the stability of linear differential equations under sufficiently small perturbations [23] can be considered the starting point in the study of admissibility.

More generally, the condition that for each fixed $f$, belonging to some suitable space $Y$, the equation (1.1) has a unique solution in some space $D$ is known as admissibility of the pair of spaces where we take the perturbations, $Y$, and where we search for solutions, $D$. Note that, considering the operator $\mathcal{L} : D \to Y$ given by $\mathcal{L}(u)(t) = \frac{du}{dt} - A(t)u$, the admissibility of the pair of spaces $Y$ and $D$ can be rephrased in the context of spectral properties of $\mathcal{L}$.

The notion of (uniform) exponential dichotomy is a natural generalization of the notion of exponential stability that, instead of stability in the whole space, requires that there is a splitting of the phase space into two complementary directions, the stable and unstable directions, where we have, respectively, stable and unstable behaviour of solutions. Several results have been obtained relating the existence of exponential dichotomies and admissibility. The books by Massera and Schäffer [20],
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Daleckiı and Krein [16] and Coppel [14] constitute an important source of early contributions to the theory of admissibility. For an account of the theory in the context of infinite dimensional spaces we refer the book by Chicone and Latushkin [13].

Despite its importance in the theory, the notion of (uniform) exponential dichotomy is sometimes too restrictive and therefore it is important to look for more general hyperbolic behavior. We can generalize the concept of nonuniform dichotomy by allowing some loss of hyperbolicity along the trajectories, leading to notions similar to Pesin’s nonuniform hyperbolicity [24, 25, 26]. In another direction, we can assume that the asymptotic behavior is not exponential. This reasoning leads to uniform dichotomies with asymptotic behavior given by general growth rates, a notion considered in the work of Naulin and Pinto in [22, 27]. We refer the recent book [3] for a recent account of the relation between admissibility and hyperbolicity, including the case of nonuniform exponential dichotomies, a type of dichotomic behavior where some exponential loss of hyperbolicity along the trajectories is allowed (see for example the work of Barreira and Valls [7] and papers [19, 29, 32]). Admissibility was used to establish the existence of nonuniform discrete exponential dichotomies and, more generally, of exponential dichotomies with respect to a sequence of norms in the interesting paper [4] by Barreira, Dragicevic and Valls.

Going further on the direction of more general dichotomic behavior, we consider nonuniform dichotomies that do not necessarily have exponential growth. Among the long list of works, several results were obtained in [1, 2, 6, 9, 12] for general nonuniform behavior and in [8, 10, 11] for nonuniform polynomial behavior. In [18], Dragicevic used the notion of admissibility to establish the existence of nonuniform polynomial dichotomies in the discrete time setting (for corresponding results in continuous-time see [17]). Our work was motivated by [18, 4]. For other recent important work on the topic of admissible methods we refer the reader to [28, 30, 31, 33, 34, 35, 36, 37] and the references made therein.

In this work we consider the discrete time case. Our main objective is to generalize the results on existence of nonuniform exponential dichotomies [4] and of nonuniform polynomial dichotomies [18], based on admissibility of suitable pairs of spaces, to the more general case of nonuniform \( \mu \)-dichotomy.

More precisely, we start by defining the notion of nonuniform \( \mu \)-dichotomy with respect to a sequence of norms, obtain results for these concept of dichotomy and use those results to address the case of \( \mu \)-dichotomies and strong \( \mu \)-dichotomies (a path already followed in [18] in the case of polynomial dichotomies). To the best of our knowledge the concept of nonuniform \( \mu \)-dichotomy with respect to a sequence of norms was introduced here for the first time, even though it is a natural generalization of the corresponding exponential and polynomial concepts. In subsections 6.1 and 6.2 we recover as particular cases of our results several results obtained in [18, 4].

We also want to highlight three main aspects of our work. In the first place, we work directly with discrete growth rates: we assume the growth rates are given by a sequence \((\mu_n)_{n \in \mathbb{N}}\) instead of being given by \((g(n))_{n \in \mathbb{N}}\), where the function \(g : \mathbb{R}_0^+ \to \mathbb{R}_0^+\) is usually assumed to be increasing and differentiable. This allows our assumptions to be on properties of the sequence \((\mu_n)_{n \in \mathbb{N}}\) rather than properties of the function \(g\). This option requires a technical lemma, relying on a result concerning the smooth global approximation of a Lipschitz function by differentiable functions, that will be used to obtain some important estimates in the proofs of our main results. Another aspect we want to refer is that it is not straightforward to
guess, from the exponential and polynomial cases, how to define the operator whose invertibility relates to the existence of $\mu$-dichotomies (see (3.1)). We also note that we obtain, as corollaries of our theorems, not only the already studied exponential and polynomial cases but also the case of logarithmic growth rates. Finally, we obtain robustness results as a consequence of our characterization of $\mu$-dichotomies, and recover some existent results in the literature as particular cases of our results.

2. Generalized dichotomies. We say that a sequence $(\mu_m)_{m\in\mathbb{N}}$ is a discrete growth rate if it is strictly increasing and $\lim_{m\to+\infty}\mu_m = +\infty$.

Let $(X, \| \cdot \|)$ be a Banach space and $(A_n)_{n\in\mathbb{N}}$ be a sequence of bounded linear operators acting on $X$. Define $\Delta = \{(m, n) \in \mathbb{N} \times \mathbb{N} : m \geq n\}$ and denote the discrete evolution family associated with the sequence $(A_n)_{n\in\mathbb{N}}$ by $A = (A_{m,n})_{(m,n)\in\Delta}$, where

$$A_{m,n} = \begin{cases} A_{m-1} \cdots A_n, & m > n \\ Id, & m = n. \end{cases}$$

Fix a growth rate $(\mu_n)_{n\in\mathbb{N}}$, let $(A_m)_{m\in\mathbb{N}}$ be a sequence of linear operators and let $(\| \cdot \|_m)_{m\in\mathbb{N}}$ be a sequence of norms in $X$ such that, for each fixed $m$, the norm $\| \cdot \|_m$ is equivalent to $\| \cdot \|$. We say that the sequence of linear operators $(A_m)_{m\in\mathbb{N}}$ (or alternatively that the linear difference equation $x_{m+1} = A_{m}x_m$, $m \in \mathbb{N}$) admits a $\mu$-dichotomy with respect to the sequence of norms if there are projections $P_m$, $m \in \mathbb{N}$, such that $A_m|\ker P_m \to \ker P_{m+1}$ is invertible,

$$P_mA_{m,n} = A_{m,n}P_n, \quad m, n \in \mathbb{N},$$

and there are constants $\lambda, D > 0$ such that, for every $x \in X$ and $m, n \in \mathbb{N}$, we have

$$\|A_{m,n}P_nx\|_m \leq D (\mu_m/\mu_n)^{-\lambda} \|x\|_n, \quad \text{for } m \geq n$$  \hspace{1cm} (2.1)

and

$$\|A_{m,n}Q_nx\|_m \leq D (\mu_n/\mu_m)^{-\lambda} \|x\|_n, \quad \text{for } m \leq n,$$  \hspace{1cm} (2.2)

where $Q_m = \text{Id} - P_m$ is the complementary projection and, for $m \leq n$, we use the notation $A_{m,n} = (A_{m,n})^{-1}: \ker P_n \to \ker P_m$.

3. Admissibility with respect to sequences of norms. Let $\| \cdot \|_\infty$ denote as usual the supremum norm: $\|x\|_\infty := \sup_{m\in\mathbb{N}} \|x_m\|_m$. We define the space

$$Y = \{x = (x_m) \subset X : \|x\|_\infty < \infty\},$$

and, given a closed subspace $Z \subset X$, we define

$$Y_Z = \{x = (x_m) \in Y : x_1 \in Z\}.$$

It is easy to see that $Y_Z$ is closed subspace of $Y$. We use the notation $Y_0 = Y_{(0)}$.

For a given discrete growth rate $(\mu_n)_{n\in\mathbb{N}}$, define a sequence $(\phi^\mu_n)_{n\in\mathbb{N}}$ by $\phi^\mu_n = \mu_n/\mu_n'$ where $\mu_n' = \mu_{n+1} - \mu_n$ and a linear operator,

$$T^\mu_Z : (\mathcal{D}(T^\mu_Z), \| \cdot \|_{T^\mu_Z}) \to Y_0,$$

by

$$(T^\mu_Zx)_1 = 0 \quad \text{and} \quad (T^\mu_Zx)_m = \phi^\mu_m(x_m - A_{m-1}x_{m-1}), \quad m \geq 1,$$  \hspace{1cm} (3.1)

where

$$\mathcal{D}(T^\mu_Z) := \{x = (x_m) \in Y_Z : T^\mu_Z x \in Y_0\},$$

and the norm $\| \cdot \|_{T^\mu_Z}$ is given by

$$\|x\|_{T^\mu_Z} := \|x\|_\infty + \|T^\mu_Z x\|_\infty.$$
Before stating our main results, we will begin with a technical lemma that will be very useful in some estimates. The proof of the result relies on a result concerning the smooth global approximation of a Lipschitz function by differentiable functions obtained in [15].

**Lemma 3.1.** Let \((\mu_n)_{n \in \mathbb{N}}\) be a discrete growth rate. If \(\alpha \in ]0,1[ \cup ]1, +\infty[, \) for each \(r, s \in \mathbb{N}\) with \(r \leq s > 1\) we have

\[
\frac{\mu_{r+1}^{1-\alpha} - \mu_s^{1-\alpha}}{1-\alpha} \leq \sum_{k=s}^r \mu_k^{-\alpha} \mu_k' \leq \frac{\mu_{r+1}^{1-\alpha} - \mu_s^{1-\alpha}}{1-\alpha}.
\]

and for \(\alpha = 1\) we have

\[
\ln \frac{\mu_{r+1}}{\mu_s} \leq \sum_{k=s}^r \mu_k'/\mu_k \leq \ln \frac{\mu_r}{\mu_{s-1}}.
\]

**Proof.** By Theorem B in [15], given a locally Lipschitz function \(f : \mathbb{R} \to \mathbb{R}\) there is a sequence of differentiable functions \((f_n)_{n \in \mathbb{N}}\) such that

\[
\lim_{n \to +\infty} \|f_n - f\|_\infty \to 0 \quad \text{and} \quad \lim_{n \to +\infty} d_H (\mathcal{G}(f_n'), \mathcal{G}(\partial f)) \to 0,
\]

where \(d_H\) denotes the Hausdorff distance, \(\mathcal{G}(g)\) denotes the graph of \(g\) and finally \(\partial f\) is Clarke’s generalized derivative of \(f\).

Given a discrete growth rate \((\mu_n)_{n \in \mathbb{N}}\), we will apply the result to the locally Lipschitz function \(f : \mathbb{R} \to \mathbb{R}\) given by

\[
f(t) = \begin{cases} 
\mu_1 & \text{if } t \leq 1 \\
\mu_n + (\mu_{n+1} - \mu_n)(t-n) & \text{if } n < t \leq n+1, \ n \in \mathbb{N}.
\end{cases}
\]

Note that Clarke’s generalized derivative of \(f\) is given by

\[
\partial f(t) = \begin{cases} 
0 & \text{if } t < 1 \\
\mu_{n+1} - \mu_n & \text{if } n < t < n+1, \ n \in \mathbb{N}, \\
I_n & \text{if } n \in \mathbb{N}
\end{cases}
\]

where \(I_n\) is the closed interval with endpoints \(p = \mu_{n+2} - \mu_{n+1}\) and \(q = \mu_{n+1} - \mu_n\).

By the result mentioned above, given \(\varepsilon \in (0,1)\), there is a differentiable function \(f_\varepsilon\) verifying

\[
\|f - f_\varepsilon\|_\infty < \varepsilon/2 \quad \text{and} \quad d_H (\mathcal{G}(\partial f), \mathcal{G}(f_\varepsilon')) < \varepsilon/2.
\]

Define functions \(\mu_\varepsilon^- : \mathbb{R} \to \mathbb{R}\) by \(\mu_\varepsilon^-(t) = f_\varepsilon(t) + \varepsilon/2\). It follows that, for \(t \in \mathbb{R} \setminus \mathbb{N}\), we have \(|\mu_\varepsilon^-(t) - f(t)| < \varepsilon, \ |\mu_\varepsilon^+(t) - f(t)| < \varepsilon, \ |f(t) - f_\varepsilon(t)| < \varepsilon/2\), and \(d_H (\mathcal{G}(\partial f), \mathcal{G}(f_\varepsilon')) < \varepsilon/2\).

Define

\[
\mathcal{C} = \bigcup_{n=1}^{+\infty} [n - \varepsilon, n + \varepsilon].
\]

Let \(f' : \mathbb{R} \setminus \mathbb{N} \to \mathbb{R}\) be the classical derivative of \(f\). We have

\[
|(\mu_\varepsilon^+)'(t) - f'(t)| = |(\mu_\varepsilon^-)'(t) - \partial f(t)| < \varepsilon.
\]

for \(t \in \mathbb{R} \setminus \mathcal{C}\) and

\[
|(\mu_\varepsilon^+)'(t) - f'(t)| = |f'_\varepsilon(t) - f'(t)| + \frac{\varepsilon}{2} < \mu_{n+1} - \mu_n + 2\varepsilon < (\mu_\varepsilon^+)'(t) + \mu_{n+1} - \mu_n + 2\varepsilon.
\]
for \( t \in [n - \varepsilon, n \cup [n, n + \varepsilon] \}. \) Thus, if \( s, r \in \mathbb{N} \) with \( 1 < s < r \), we have

\[
\sum_{k=s}^{r} \mu_k^{r-s} \mu_k' \leq \int_{s-1}^{r} (\mu_k^- - \mu_k') \, dt \\
\leq \int_{s-1}^{r} (\mu_k^- t - \alpha \mu_k') \, dt + \varepsilon(r - s + 2) \\
+ 2\varepsilon \left( \sup_{n \in \{s, \ldots, r\}} \{\mu_n+1 - \mu_n\} + 2\varepsilon \right) (r - s + 2) \\
= \frac{\mu_s^- (r - \alpha - \mu_s^- - \mu_s^- (s - 1) - \alpha)}{1 - \alpha} \\
+ \varepsilon(r - s + 2) \left( 1 + 2 \sup_{n \in \{s, \ldots, r\}} \{\mu_n+1 - \mu_n\} + 4\varepsilon \right) \\
\leq \frac{(f(r) - \varepsilon / 2) - (f(s - 1) - \varepsilon / 2)}{1 - \alpha} + \varepsilon c_{r,s}.
\]

where

\[
c_{r,s} = (r - s + 2) \left[ 5 + 2 \sup_{n \in \{s, \ldots, r\}} \{\mu_n+1 - \mu_n\} \right].
\]

Note that \( f' \) is only defined on \( \mathbb{R} \setminus \mathbb{N} \) but this is enough for the integral since \( [s, r] \cap \mathbb{N} \) is a zero measure set. Thus, for \( \alpha \in [0, 1] \), we have

\[
\sum_{k=s}^{r} \mu_k^{r-s} \mu_k' \leq \frac{f(r) - \alpha - (f(s - 1) - \varepsilon) - \alpha}{1 - \alpha} + \varepsilon c_{r,s} = \frac{\mu_r^{1-\alpha} - (\mu_{s-1} - \varepsilon)^{1-\alpha}}{1 - \alpha} + \varepsilon c_{r,s}
\]

and, for \( \alpha > 1 \), we have

\[
\sum_{k=s}^{r} \mu_k^{r-s} \mu_k' \leq \frac{(f(r) - \varepsilon) - (f(s - 1) - \varepsilon)}{1 - \alpha} + \varepsilon c_{r,s} = \frac{(\mu_r - \varepsilon)^{1-\alpha} - (\mu_{s-1} - \varepsilon)^{1-\alpha}}{1 - \alpha} + \varepsilon c_{r,s}.
\]

From the arbitrariness of \( \varepsilon > 0 \), we get the result for \( \alpha \in [0, 1] \cup [1, +\infty] \) when \( s > 1 \).

Taking now \( \alpha = 1 \), and using the integral to estimate the sum as before, we get, if \( s > 1 \),

\[
\sum_{k=s}^{r} \mu_k'/\mu_k \leq \ln \left( \mu_k^- (t) \right)_{s-1}^{r} + \varepsilon c_{r,s} = \ln \frac{f(r) - \varepsilon / 2}{f(s - 1) - \varepsilon / 2} + \varepsilon c_{r,s} \\
\leq \ln \frac{f(r)}{f(s - 1) - \varepsilon} + \varepsilon c_{r,s} = \ln \frac{\mu_r}{\mu_{s-1} - \varepsilon} + \varepsilon c_{r,s}.
\]

Again, from the arbitrariness of \( \varepsilon > 0 \), we get the result.
Similarly, we have, for \( \alpha \in \]0, 1[ \cup ]1, +\infty[ ,
\frac{r}{\sum_{k=s}^{r} \mu_k^{-\alpha} \mu_k' \geq \int_{s}^{r+1} \frac{(\mu_x^+ (t))^{-\alpha}}{1 - \alpha} f'(t) \, dt}
\geq \int_{s}^{r+1} \frac{(\mu_x^+ (t))^{-\alpha}}{1 - \alpha} (\mu_x^+(t))' \, dt - \varepsilon (r - s + 2)
- 2\varepsilon \left( \sup_{n \in \{s, \ldots, r\}} \{\mu_{n+1} - \mu_n\} + 2\varepsilon \right) (r - s + 2)
= \frac{\mu_x^+(r + 1)^{1 - \alpha} - \mu_x^+(s)^{1 - \alpha}}{1 - \alpha} - \varepsilon (r - s + 2) [1 + 2 \sup_{n \in \{s, \ldots, r\}} \{\mu_{n+1} - \mu_n\} + 4\varepsilon]
= \frac{(f_x(r + 1) - \varepsilon/2)^{1 - \alpha} - (f_x(s) - \varepsilon/2)^{1 - \alpha}}{1 - \alpha} - \varepsilon c_{r+1,s+1} - \varepsilon c_{r+1,s+1}.

Finally, if \( \alpha = 1 \) and \( s > 1 \), estimating the sum as before, we obtain
\[
\sum_{k=s}^{r} \frac{\mu_k'}{\mu_k} \geq \left[ \ln \mu_x^+(t) \right]_{s}^{r+1} + \varepsilon c_{r+1,s+1} \geq \ln \frac{\mu_{r+1}}{\mu_s} + \varepsilon c_{r+1,s+1}.
\]
Once more, from the arbitrariness of \( \varepsilon > 0 \), we get the result.

We have the following remark.

**Remark 1.** In Proposition 3.1 we have obtained estimates only in the case \( s > 1 \). If \( s = 1 \), estimates (3.2) and (3.3) allow us to obtain, for \( \alpha \in \]0, 1[ \cup ]1, +\infty[ ,
\phi_1^\mu \mu_1^{1 - \alpha} + \frac{\mu_1^{1 - \alpha} - \mu_2^{1 - \alpha}}{1 - \alpha} \leq \sum_{k=1}^{r} \mu_k^{-\alpha} \mu_k' \leq \phi_1^\mu \mu_1^{1 - \alpha} + \frac{\mu_1^{1 - \alpha} - \mu_2^{1 - \alpha}}{1 - \alpha} \quad (3.6)
and, when \( \alpha = 1 \), we get and, as before,
\[
\phi_1^\mu + \ln \frac{\mu_{r+1}}{\mu_2} \leq \sum_{k=1}^{r} \frac{\mu_k'}{\mu_k} \leq \phi_1^\mu + \ln \frac{\mu_{r+1}}{\mu_1}.
\]

The arguments used in Proposition 1 in [18] show that, also in the present context, \( T^\mu_Z \) is a closed linear operator. It is easy to check that \( (\mathcal{D}(T^\mu_Z), \|\cdot\|_Z) \) is a Banach space. Notice that \( \mathcal{D}(T^\mu_Z) = \{x = (x_m) \in Y_Z : (T^\mu_Z x)_1 = 0\} \).

**Theorem 3.2.** Let \( (\mu_n)_{n \in \mathbb{N}} \) be a discrete growth rate. If the sequence \( (A_m)_{m \in \mathbb{N}} \) admits a \( \mu \)-dichotomy with respect to a sequence of norms \( (\|\cdot\|_m)_{m \in \mathbb{N}} \), then the operator \( T^\mu_{\lambda m} Q_1 \) is invertible.

**Proof.** We may assume without loss of generality that \( \lambda \in (0, 1) \). To prove that \( T_{\lambda m} Q \) is surjective, let \( y = (y_n)_{n \in \mathbb{N}} \in Y_0 \) and define a sequence \( x = (x_n)_{n \in \mathbb{N}} \) in \( X \) by
\[
x_n = \sum_{k=1}^{n} \frac{1}{\phi_k^\mu} A_{n,k} P_k y_k - \sum_{k=n+1}^{\infty} \frac{1}{\phi_k^\mu} A_{n,k} Q_k y_k.
\]
Using (2.1) and (3.6), we have, for each \( n \in \mathbb{N} \),
\[
\left\| \sum_{k=1}^{n} \frac{1}{\phi_k} A_{n,k} P_k y_k \right\|_n \leq \sum_{k=1}^{n} \frac{1}{\phi_k} \| A_{n,k} P_k y_k \|_n = D \sum_{k=1}^{n} \mu_k^{-\lambda} \| y_k \|_k \leq D \mu_n^{-\lambda} \| y \|_\infty \sum_{k=1}^{n} \mu_k^{-1+\lambda} \mu_k' \leq D \mu_n^{-\lambda} \| y \|_\infty \sum_{k=1}^{n} \mu_k' \frac{\mu_k}{\mu_n} \leq D (\phi_1'^n + 1/\lambda) \| y \|_\infty \tag{3.8}
\]
and, using (2.2) and (3.2), we have, for each \( n \in \mathbb{N} \),
\[
\left\| \sum_{k=n+1}^{\infty} \frac{1}{\phi_k} A_{n,k} Q_k y_k \right\|_n \leq \sum_{k=n+1}^{\infty} \frac{1}{\phi_k} \| A_{n,k} Q_k y_k \|_n \leq D \sum_{k=n+1}^{\infty} \mu_k' \frac{\mu_k}{\mu_n} \| y_k \|_k \leq D \mu_n^{-\lambda} \| y \|_\infty \sum_{k=n+1}^{\infty} \mu_k^{-1-\lambda} \mu_k' \leq D (\phi_1'^n + 1/\lambda) \| y \|_\infty \sum_{k=n+1}^{\infty} \mu_k^{-1} \tag{3.9}
\]
By (3.8) and (3.9), we conclude that \( \sup_{n \in \mathbb{N}} \| x_n \|_n = \mathcal{D}(\phi_1'^n + 2/\lambda) \| y \|_\infty \), and, since \( y_1 = 0 \), we conclude that \( x_1 \in \text{Im} Q_1 \). Thus \( x \in \mathcal{D}(\text{Im} Q) \). Simmilar computations to those in the proof of Theorem 2 in [18] show that \( \text{Im} Q x = y \). Therefore \( \text{Im} Q \) is surjective.

To prove that \( \text{Im} Q \) is injective, let \( u = (u_n)_{n \in \mathbb{N}}, v = (v_n)_{n \in \mathbb{N}} \in \mathcal{D}(\text{Im} Q_1) \) be such that \( \text{Im} Q_1 u = \text{Im} Q_1 v = 0 \). We have that
\[
\| u - v \|_1 = \| A_{1,n} (u_n - v_n) \|_1 \leq D \mu_n^{-\lambda} \| u - v \|_\infty \to 0,
\]
as \( n \to \infty \), and we conclude that \( u_n = v_n \). Thus \( u_n = A(n,1) u_1 = A(n,1) v_1 = v_n \), for each \( n \in \mathbb{N} \). We conclude that \( u = v \) and \( \text{Im} Q \) is injective.

**Theorem 3.3.** Let \( \mu \) be a discrete growth rate. Assume that there is an increasing sequence \( (q_n) \) with \( q_n \geq n+1, n \in \mathbb{N} \), and constants \( L_1, L_2 > 1 \) such that, for all \( n \in \mathbb{N} \),
\[
L_1 \leq \frac{\mu_{q_n}}{\mu_n} \leq L_2. \tag{3.10}
\]
If \( T_Z^\mu \) is an invertible operator for some closed subspace \( Z \subset X \) and there are constants \( \lambda, M > 0 \) such that
\[
\| A_{m,n} x \|_m \leq M (\mu_m/\mu_n)^\lambda \| x \|_n, \tag{3.11}
\]
for all \( m \geq n \) and \( x \in X \), then \( (A_m)_{m \in \mathbb{N}} \) admits a \( \mu \)-dichotomy with respect to the sequence of norms \( (\| \cdot \|_m)_{m \in \mathbb{N}} \).

**Proof.** For each \( n \in \mathbb{N} \), consider the following subspaces of \( X \):
\[
X_n = \left\{ x \in X : \sup_{m \geq n} \| A_{m,n} x \| < \infty \right\} \quad \text{and} \quad Z_n = A_{n,1} Z.
\]
It is easy to deduce that, for each \( n \in \mathbb{N} \), we have:
\[
A_n X_n \subset X_{n+1} \quad \text{and} \quad A_n Z_n = Z_{n+1}.
\]

**Lemma 3.4.** We have \( X = X_n \oplus Z_n \), for each \( n \in \mathbb{N} \).
Proof of the lemma. For \( v \in X \), we define the sequences \( u^1 = (v, 0, 0, \ldots) \) and \( w^1 = (0, -\varphi^1_Z A_1 v, 0, \ldots) \). Note that \((T^v_Z u^1)_1 = 0 = w^1_1 \), \((T^v_Z u^1)_2 = \varphi^1_Z (u^1_2 - A_1 u^1_1) = -\varphi^1_Z A_1 v = w^1_2 \) and \((T^v_Z u^1)_m = 0 = w^1_m \) for \( m \geq 3 \). Thus \( T^v_Z u^1 = w^1 \). Since \( T^v_Z \) is surjective and \( w^1 \in Y_0 \), we conclude that there is \( z^1 \in Y_Z \) such that \( T^v_Z z^1 = w^1 \) and, in particular, \( z^1_1 \in Z_1 \). We have,

\[
\begin{align*}
  u^1_m - z^1_m &= \frac{1}{\phi^1_m} w^1_m - A_{m-1} u^1_{m-1} - \frac{1}{\phi^1_m} w^1_m + A_{m-1} z^1_{m-1} \\
  &= A_{m-1}(u^1_{m-1} - z^1_{m-1}) = \cdots = A_{m,1}(v - z^1_1),
\end{align*}
\]

for \( m \in \mathbb{N} \). Since \( u^1 - z^1 \in Y \), we have \( \sup_{m \geq 1} \|A_{m,1}(v - z^1_1)\| < +\infty \) and thus \( v - z^1 \in X_1 \). Therefore \( v = v - z^1 + z^1 \in X_1 + Z_1 \).

Letting now \( k > 1 \), we define the sequences \( u^k = (u^k_i)_{i \in \mathbb{N}} \) and \( w^k = (w^k_i)_{i \in \mathbb{N}} \) by

\[
\begin{align*}
  u^k_i &= \begin{cases} 
  v & \text{if } i = k \\
  0 & \text{if } i \neq k 
  \end{cases} \quad \text{and} \\
  w^k_i &= \begin{cases} 
  \phi^k_A v & \text{if } i = k \\
  -\varphi^k_{k+1} A_k v & \text{if } i = k + 1 \\
  0 & \text{if } i \neq k, k + 1 
  \end{cases}.
\end{align*}
\]

It is easy to check that \( T^v_Z u^k = w^k \). Since \( T^v_Z \) is surjective and \( w^k \in Y_0 \), we conclude that there is \( z^k \in Y_Z \) such that \( T^v_Z z^k = w^k \) and, in particular, \( z^k_k \in Z_k \). We have,

\[
\begin{align*}
  u^k_m - z^k_m &= \frac{1}{\phi^k_m} w^k_m - A_{m-1} u^k_{m-1} - \frac{1}{\phi^k_m} w^k_m + A_{m-1} z^k_{m-1} \\
  &= A_{m-1}(u^k_{m-1} - z^k_{m-1}) = \cdots = A_{m,k}(v - z^k_1),
\end{align*}
\]

for \( m \in \mathbb{N} \). Since \( u^k - z^k \in Y \), we have \( \sup_{m \geq 1} \|A_{m,k}(v - z^k_1)\| < +\infty \) and thus \( v - z^k \in X_k \). Therefore \( v = v - z^k_k + z^k \in X_k + Z_k \). We have concluded that \( v \in X_n + Z_n \) for each \( n \in \mathbb{N} \).

Let now \( m \in \mathbb{N} \) and \( v \in X_m \cap Z_m \). Since \( v \in Z_m = A_{m,1} Z_1 \), there is \( z \in Z_1 = Z \) such that \( v = A_{m,1} z \). Define a sequence \( x = (x_n)_{n \in \mathbb{N}} \) by \( x_n = A_{n,1} z, n \in \mathbb{N} \). Since \( v \in X_m \) and \( z \in Z \), it is easy to conclude that \( x \in Y_Z \). Since \((T^v_Z x)_k = 0 \) and \((T^v_Z x)_k = \phi^k_A(x_k - A_{k-1} x_{k-1}) = \varphi^k_A(A_{k,1} z - A_{k-1} A_{k-1,1} z) = 0\), we conclude that \( T^v_Z x = 0 \). By the invertibility of \( T^v_Z \), we have \( x = 0 \) and consequently \( v = 0 \). Thus \( X_m \cap Z_m = \{0\} \).

We conclude that \( v = X_m \oplus Z_m \), for any \( m \in \mathbb{N} \). \( \square \)

The same arguments used in the proof of Lemma 3 in [18] allow us to conclude that, for each \( n \in \mathbb{N} \), the linear map \( A_{n|Z_n} : Z_n \to Z_{n+1} \) is invertible.

Lemma 3.5. There are \( D_1, a > 0 \) such that \( \|A_{m,n} x\|_m \leq D_1(\mu_m / \mu_n)^{-a} \|x\|_n \), for \( m \geq n \) and \( x \in X_n \).

Proof. Consider the sequences \( y = (y_n)_{n \in \mathbb{N}} \) and \( x = (x_n)_{n \in \mathbb{N}} \) given by

\[
\begin{align*}
  y_k &= \begin{cases} 
  \frac{A(k,n)x}{\|A(k,n)x\|_k} & \text{if } n + 1 \leq k \leq m \\
  0 & \text{otherwise}
  \end{cases}
\end{align*}
\]
and
\[
x_k = \begin{cases} 
0, & \text{if } 1 \leq k \leq n \\
\sum_{j=n+1}^{k} \frac{A(k,n)x}{\phi_j \|A(j,n)x\|}, & \text{if } n+1 \leq k \leq m \\
\sum_{j=n+1}^{m} \frac{A(k,n)x}{\phi_j \|A(j,n)x\|}, & \text{if } k > m
\end{cases}
\]

It is easy to check that \( y \in Y_0, x \in Y_{\text{Im} Q_1} \) and \( T^{\mu}_{\text{Im} Q_1} x = y \). Using this, we obtain
\[
\|x\|_\infty \leq \|x\|_{T^{\mu}_{\text{Im} Q_1}} = \|(T^{\mu}_{\text{Im} Q_1})^{-1} y\|_{T^{\mu}_{\text{Im} Q_1}} \leq \|(T^{\mu}_{\text{Im} Q_1})^{-1}\| \|y\|_\infty
\]
and thus
\[
\|(T^{\mu}_{\text{Im} Q_1})^{-1}\| \geq \|x\|_\infty \geq \|x_m\|_m = \|A_{m,n}x\|_m \sum_{j=n+1}^{m} \frac{1}{\phi_j \|A_j,nx\|_j}, \quad (3.12)
\]

Using (3.11) and (3.10) we have
\[
\|A_{j,n}x\|_j \leq M(\mu_j/\mu_n)^{\lambda} \|x\|_n.
\]

Thus, by (3.12),
\[
\|(T^{\mu}_{\text{Im} Q_1})^{-1}\| \geq \|A_{m,n}x\|_m \sum_{j=n+1}^{m} \frac{1}{\phi_j \|A_j,nx\|_j} \geq \|A_{m,n}x\|_m \frac{\|A_{m,n}x\|_m}{M\|x\|_n} \sum_{j=n+1}^{m} \frac{\mu_j}{\phi_j \mu_j^\lambda}.
\]

Therefore, for \( m \geq q_{n+1} - 1 \),
\[
\|(T^{\mu}_{\text{Im} Q_1})^{-1}\| \geq \frac{\|A_{m,n}x\|_m}{M\|x\|_n} \sum_{j=n+1}^{q_{n+1} - 1} \frac{\mu_j}{\phi_j \mu_j^\lambda} \geq \frac{\|A_{m,n}x\|_m}{M\|x\|_n} \mu_n \sum_{j=n+1}^{q_{n+1} - 1} \frac{1}{\phi_j \mu_j^\lambda}
\]
\[
\geq \frac{1}{\lambda M} \left( \frac{\mu_n}{\mu_{n+1}} \right)^\lambda \left( 1 - \left( \frac{\mu_{n+1}}{\mu_{n}} \right)^\lambda \right) \|A_{m,n}x\|_m
\]
\[
\geq \frac{1}{\lambda M} \left( \frac{\mu_n}{\mu_{n+1}} \right)^\lambda \left( 1 - \left( \frac{\mu_{n+1}}{\mu_{n}} \right)^\lambda \right) \|A_{m,n}x\|_m
\]
\[
\geq \frac{1 - L_1^\lambda}{\lambda ML_2^\lambda} \|A_{m,n}x\|_m.
\]

We conclude that, for \( m \geq q_{n+1} - 1 \), we have
\[
\|A_{m,n}x\|_m \leq M\lambda ML_2^\lambda L_1^\lambda (L_1^\lambda - 1)^{-1} \|(T^{\mu}_{\text{Im} Q_1})^{-1}\| \|x\|_n.
\]

Using (3.11), we have, for \( n \leq m < q_{n+1} - 1 \),
\[
\|A_{m,n}x\|_m \leq M(\mu_m/\mu_n)^{\lambda} \|x\|_n \leq M(\mu_{q_{n+1} - 1}/\mu_n)^{\lambda} \|x\|_n
\]
\[
\leq M(\mu_{q_{n+1} - 1}/\mu_{n+1})^{\lambda} (\mu_{n+1}/\mu_n)^{\lambda} \|x\|_n
\]
\[
\leq M(\mu_{q_{n+1} - 1}/\mu_{n+1})^{\lambda} (\mu_{n}/\mu_n)^{\lambda} \|x\|_n \leq ML_2^\lambda \|x\|_n.
\]

We conclude that, for \( m \geq n \),
\[
\|A_{m,n}x\|_m \leq M_2 \|x\|_n, \quad (3.14)
\]
where
\[ M_2 = M L_2^\lambda \max \left\{ \lambda L_1^\lambda (L_1^\lambda - 1)^{-1} \| (T_{1m}^\mu)_{-1}^{-1} \|, L_2^\lambda \right\}. \]

Taking into account (3.3), for \( m > n \) we have
\[ \sum_{j=n+1}^{m} \frac{1}{\phi_j^\mu} \geq \ln \frac{\mu_{m+1}}{\mu_{n+1}}. \tag{3.15} \]

Since \( \mu \) is a growth rate, by (3.12), (3.14) and (3.15), we have
\[ \| (T_{1m}^\mu)_{-1}^{-1} \| \geq \| A_{m,n} x \| \sum_{j=n+1}^{m} \frac{1}{\phi_j^\mu} \| A_{j,n} x \|_j \geq \| A_{m,n} x \|_m \frac{\mu_{m+1}}{M_2 \| x \|_m} \ln \frac{\mu_{m+1}}{\mu_{n+1}}. \]

Taking into account that
\[ M_2 \| (T_{1m}^\mu)_{-1}^{-1} \| \left( \ln \frac{\mu_m}{L_2 \mu_n} \right)^{-1} \leq e^{-1} \Leftrightarrow \mu_m \geq N_0 \mu_n, \]
we conclude that
\[ \| A_{m,n} x \|_m \leq M_2 \| (T_{1m}^\mu)_{-1}^{-1} \| \left( \ln \frac{\mu_m}{L_2 \mu_n} \right)^{-1} \| x \|_n \leq e^{-1} \| x \|_n, \tag{3.16} \]
for \( m, n \in \mathbb{N} \) such that \( \mu_m \geq N_0 \mu_n \).

Define \( \gamma(n,0) = n \) and \( \gamma(n,k) = q_{\gamma(n,k-1)} \) for \( k \in \mathbb{N} \). According to (3.10), we have, for all \( k, n \in \mathbb{N} \)
\[ \frac{\mu_{\gamma(n,k)}}{\mu_n} = \frac{\mu_{\gamma(n,k)}}{\mu_{\gamma(n,k-1)}} \frac{\mu_{\gamma(n,k-1)}}{\mu_{\gamma(n,k-2)}} \cdots \frac{\mu_{\gamma(n,2)}}{\mu_{\gamma(n,1)}} \geq L_1^k. \]

Thus, there is \( K_0 \in \mathbb{N} \) sufficiently large such that, for all \( n \in \mathbb{N} \)
\[ \frac{\mu_{\gamma(n,K_0)}}{\mu_n} \geq L_1^{K_0} \geq N_0. \tag{3.17} \]

We conclude that (3.16) holds for all \( m, n \in \mathbb{N}, m \geq n, \) such that \( \mu_m \geq \mu_{\gamma(n,K_0)}. \)

Assume now that \( m, n \in \mathbb{N}, m \geq n \) with no other restrictions and consider the largest \( \ell \in \mathbb{N} \cup \{0\} \) such that \( \mu_m \geq \mu_{\gamma(n,\ell K_0)}. \) Since, for \( p = 0, \ldots, \ell - 1 \), we have
\[ \mu_{\gamma(n,\ell K_0)} \geq L_1^{K_0} \mu_{\gamma(n,\ell - 1 K_0)} \geq N_0 \mu_{\gamma(n,\ell - 1 K_0)} \]
we conclude, using (3.16), that
\[ \| A_{m,n} x \|_m \]
\[ = \| A_{m,\gamma(n,\ell K_0)} A_{\gamma(n,\ell K_0),n} x \|_m \]
\[ \geq M \left( \mu_m / \mu_{\gamma(n,\ell K_0)} \right)^{\lambda} \| A_{\gamma(n,\ell K_0),\gamma(n,\ell - 1 K_0)} \cdots A_{\gamma(n,\ell - 1 K_0),n} x \|_m \]
\[ \leq M \left( \mu_m / \mu_{\gamma(n,\ell K_0)} \right)^{\lambda} \| A_{\gamma(n,\ell K_0),\gamma(n,\ell - 1 K_0)} \cdots A_{\gamma(n,\ell - 1 K_0),n} x \|_{\gamma(n,\ell K_0)} \]
\[ \leq M L_2^\lambda e^{-\ell} \| x \|_n \tag{3.18} \]
Noting that
\[ \frac{\mu_m}{\mu_n} \leq \frac{\mu_{\gamma(n,\ell K_0)}}{\mu_n} = \frac{\mu_{\gamma(n,\ell K_0)}}{\mu_{\gamma(n,\ell - 1 K_0)}} \frac{\mu_{\gamma(n,\ell - 1 K_0)}}{\mu_{\gamma(n,\ell - 2 K_0)}} \cdots \frac{\mu_{\gamma(n,1)}}{\mu_n} \leq L_2^{(\ell+1)K_0} \]
we get
\[
\ell > \frac{\log (\mu_m/\mu_n)}{K_0 \log L_2} - 1 \quad \Leftrightarrow \quad e^{-\ell} < e (\mu_m/\mu_n)^{-1/(K_0 \log L_2)}. \tag{3.19}
\]
It follows from (3.18) and (3.19) that, for \( m \geq n \),
\[
\|A_{m,n}x\|_m \leq ML_2^\lambda e (\mu_m/\mu_n)^{-1/(K_0 \log L_2)} \|x\|_n
\]
and we obtain the estimate \( \|A_{m,n}x\|_m \leq D_1 (\mu_m/\mu_n)^{-a} \|x\|_n \) with \( D_1 = e ML_2^\lambda \) and \( a = 1/(K_0 \log L_2) \). The lemma is proved.

**Lemma 3.6.** There are \( D_2, b > 0 \) such that \( \|A_{m,n}x\|_m \geq D_2 (\mu_n/\mu_m)^{-b} \|x\|_n \), for \( m \leq n \) and \( x \in Z_n \).

**Proof.** Let \( z \in Z \setminus \{0\} \) and consider the sequences \( y = (y_n)_{n \in \mathbb{N}} \) and \( x = (x_n)_{n \in \mathbb{N}} \) given by
\[
y_k = \begin{cases} 
0, & \text{if } k = 1 \\
\frac{A_{k,1}z}{\|A_{k,1}z\|_k}, & \text{if } 2 \leq k \leq m \\
0, & \text{otherwise}
\end{cases}
\]
and
\[
x_k = \begin{cases} 
\sum_{j=k+1}^{n} \frac{A_{k,1}z}{\phi_j \|A_{j,1}z\|_j}, & \text{if } 1 \leq k \leq n - 1 \\
0, & \text{if } k \geq n
\end{cases}
\]
We have \( y \in Y_0 \) and \( x \in Y_{\Im Q_1} \) and it is easy to check that \( T_{\Im Q_1}^{\mu_{\Im Q_1}} x = y \) and, like in (3.13), we get \( \|x\|_\infty \leq \|T_{\Im Q_1}^{-1} \| \). For each \( 1 \leq k \leq n - 1 \), we have
\[
\|T_{\Im Q_1}^{\mu_{\Im Q_1}}\|^{-1} \geq \|A_{k,1}z\|_k \sum_{j=k+1}^{n} \frac{1}{\phi_j \|A_{j,1}z\|_j}
\]
and, letting \( n \to +\infty \), we obtain, for \( k \in \mathbb{N} \) and \( z \in Z \setminus \{0\} \),
\[
\|T_{\Im Q_1}^{\mu_{\Im Q_1}}\|^{-1} \geq \|A_{k,1}z\|_k \sum_{j=k+1}^{\infty} \frac{1}{\phi_j \|A_{j,1}z\|_j}.
\]
We have, by (3.2), (3.10) and (3.11),
\[
\frac{1}{\|A_{n,1}z\|_n} \geq \frac{1}{\|T_{\Im Q_1}^{\mu_{\Im Q_1}}\|^{-1}} \sum_{j=n+1}^{\infty} \frac{1}{\phi_j \|A_{j,1}z\|_j}
\]
\[
\geq \frac{1}{\|T_{\Im Q_1}^{\mu_{\Im Q_1}}\|^{-1}} \sum_{j=m+1}^{q_m} \frac{1}{\phi_j \|A_{j,m}A_{m,1}z\|_j}
\]
\[
\geq \frac{1}{\|T_{\Im Q_1}^{\mu_{\Im Q_1}}\|^{-1}} \sum_{j=m+1}^{q_m} \frac{1}{\phi_j M(\mu_j/\mu_m)^\lambda \|A_{m,1}z\|_m}
\]
\[
\geq \frac{\mu_m}{M \|T_{\Im Q_1}^{\mu_{\Im Q_1}}\|^{-1}} \|A_{m,1}z\|_m \sum_{j=m+1}^{q_m} \frac{1}{\phi_j (\mu_j/\mu_m)^\lambda}
\]
\[
= \frac{\mu_m}{M \|T_{\Im Q_1}^{\mu_{\Im Q_1}}\|^{-1}} \|A_{m,1}z\|_m \sum_{j=m+1}^{q_m} \mu_j (\mu_j/\mu_m)^{-\lambda}
\]
\[
\frac{1}{M \lambda \|(T_{\text{im} Q_1}^\mu)^{-1}\|} \|(A_{m,1}z)_m\|_m (1 - \frac{\mu_m}{\mu_n}) \geq \frac{1 - L^{-1}}{M \lambda \|(T_{\text{im} Q_1}^\mu)^{-1}\|} \|(A_{m,1}z)_m\|_m.
\]

and thus, for \( m \geq n \), we get
\[
\|A_{m,1}z\|_m \geq L \|A_{n,1}z\|_n,
\]
where
\[
L = \frac{1 - L^{-1}}{M \lambda \|(T_{\text{im} Q_1}^\mu)^{-1}\|}.
\]

We have, using (3.23) and (3.20),
\[
\frac{1}{\|A_{n,1}z\|_n} \geq \frac{1}{\|(T_{\text{im} Q_1}^\mu)^{-1}\|} \sum_{j=n+1}^{\infty} \phi_j^{\mu} \|A_{j,1}z\|_j \geq \frac{1}{\|(T_{\text{im} Q_1}^\mu)^{-1}\|} \sum_{j=n+1}^{m} \phi_j^{\mu} \|A_{j,1}z\|_j 
\]
\[
\geq \frac{L}{\|(T_{\text{im} Q_1}^\mu)^{-1}\|} \|A_{m,1}z\|_m \sum_{j=n+1}^{m} \phi_j^{\mu} \geq \frac{L}{\|(T_{\text{im} Q_1}^\mu)^{-1}\|} \|A_{m,1}z\|_m \frac{\mu_{m+1}}{\mu_{n+1}}.
\]

Since
\[
\frac{L}{\|(T_{\text{im} Q_1}^\mu)^{-1}\|} \ln \frac{\mu_{m+1}}{\mu_{n+1}} \geq e \iff \mu_{m+1} \geq N_0 \mu_{n+1},
\]
we have
\[
\|A_{m,1}z\|_m \geq e \|A_{n,1}z\|_n.
\]

for \( m, n \in \mathbb{N} \) such that \( \mu_m \geq N_0 \mu_n \).

We let again \( \gamma(n,0) = n \) and \( \gamma(n,k) = q_{\gamma(n,k-1)} \) for \( k \in \mathbb{N} \). Proceeding like in the proof of ... we conclude that there is \( K_0 \) such that (3.21) holds for all \( m, n \in \mathbb{N} \), \( m \geq n \), such that \( \mu_m \geq \mu_{\gamma(n,k)} \).

Assume now that \( m, n \in \mathbb{N} \), \( m \geq n \) with no other restrictions and consider the largest \( \ell \in \mathbb{N} \cup \{0\} \) such that \( \mu_m \geq \mu_{\gamma(1,\ell K_0)} \). Since, for \( p = 0, \ldots, \ell - 1 \), we have
\[
\mu_{\gamma(1,(\ell-p) K_0)} \geq L_0^{K_0} \mu_{\gamma(1,\ell-p) K_0} \geq N_0 \mu_{\gamma(1,(\ell-p-1) K_0)}
\]
we conclude, using (3.16), that
\[
\|A_{m,1}x\|_m 
\geq L \|A_{\gamma(n,\ell K_0)} x\|_{\gamma(n,\ell K_0)} 
= L \|A_{\gamma(n,\ell K_0), \gamma(n,(\ell-1) K_0)} A_{\gamma(n,(\ell-1) K_0), \gamma(n,(\ell-2) K_0)} \cdots A_{\gamma(n,K_0), n A_{n,1} x}\|_{\gamma(n,\ell K_0)} 
\geq L e^{\ell} \|A_{\gamma(n,(\ell-1) K_0), \gamma(n,(\ell-2) K_0)} \cdots A_{n,1} x\|_{\gamma(n,\ell K_0)} 
\geq L e^{\ell} \|A_{n,1}x\|_n,
\]
for all \( m, n \in \mathbb{N} \), \( m \geq n \), such that \( \mu_m \geq \mu_{\gamma(n,K_0)} \).

Noting that
\[
\frac{\mu_m}{\mu_n} \leq \frac{\mu_{\gamma(n,(\ell+1) K_0)}}{\mu_{\gamma(n,K_0)}} = \frac{\mu_{\gamma(n,(\ell+1) K_0)}}{\mu_{\gamma(n,(\ell+1) K_0-1)}} \frac{\mu_{\gamma(n,(\ell+1) K_0-1)}}{\mu_{\gamma(n,(\ell+1) K_0-2)}} \cdots \frac{\mu_{\gamma(n,1)}}{\mu_{\gamma(n,K_0)}} \leq L_2^{(\ell+1) K_0}
\]
we get
\[
\ell > \log \left( \frac{\mu_m}{\mu_n} \right) - 1 \iff e^{\ell} > e^{-(1/(K_0 \log L_2))} \left( \frac{\mu_m}{\mu_n} \right)^{1/(K_0 \log L_2)}.
\]

(3.23)
It follows from (3.22) and (3.23) that, for \( m \geq n \),
\[
\|A_{m,1}x\|_m \geq L e^{-1} \left( \frac{\mu_m}{\mu_n} \right)^{1/(K_0 \log L_2)} \|A_{n,1}x\|_n.
\]
Thus
\[
\|A_{m,1}x\|_m \geq C \left( \frac{\mu_m}{\mu_n} \right)^b \|A_{n,1}x\|_n.
\]
where \( C = L e^{-1} \) and \( b = 1/(K_0 \log L_2) \).

Let now \( \mu_m \geq \mu_n, z \in Z \) and choose \( v \in Z_n \) such that \( A_{n,1}v = z \). We have
\[
\|A_{m,n}z\|_m = \|A_{m,1}v\|_m \geq C \left( \frac{\mu_m}{\mu_n} \right)^b \|A_{n,1}v\|_n \geq C \left( \frac{\mu_m}{\mu_n} \right)^a \|z\|_n.
\]
Letting \( z = A_{n,m}x \), we get
\[
\|A_{n,m}x\|_n \leq C^{-1} \left( \frac{\mu_m}{\mu_n} \right)^{-b} \|x\|_m,
\]
and the lemma is proved by letting \( D_2 = C^{-1} \).

We consider now the projection \( P_n : X \to X_n \) associated with the decomposition
\( X = X_n \oplus Z_n \). It follows from the proof of Lemma 4.2 in [21] that
\[
\|P_n\| \leq 2/\gamma_n, \tag{3.24}
\]
where
\[
\gamma_n = \inf \{ \|u + v\|_n : (u, v) \in X_n \oplus Z_n \land \|u\| = \|v\| = 1 \}.
\]

**Lemma 3.7.** We have \( \sup_{n \in \mathbb{N}} \|P_n\| < +\infty \).

**Proof.** Let \( (u, v) \in X_n \oplus Z_n \) with \( \|u\| = \|v\| = 1 \). Using (3.11), we conclude that
\[
\|A_{m,n}(u + v)\|_m \leq M \left( \frac{\mu_m}{\mu_n} \right)^\lambda \|u + v\|_n.
\]
Thus, using Lemma 3.5 and Lemma 3.6, we obtain, for \( m \geq n \),
\[
\|u + v\|_n \geq \frac{1}{M \left( \frac{\mu_m}{\mu_n} \right)^\lambda} \left( \|A_{m,n}v\|_m - \|A_{m,n}u\|_m \right) \geq \frac{1}{M \left( \frac{\mu_m}{\mu_n} \right)^\lambda} \left( D^{-1}_2 \left( \frac{\mu_m}{\mu_n} \right)^b - D_1 \left( \frac{\mu_m}{\mu_n} \right)^{-a} \right).
\]
Letting \( N_0 \) be chosen so that \( D^{-1}_2 N_0^b - D_1 N_0^{-a} > 0 \), and choosing \( m_0, n_0 \in \mathbb{N} \) such that \( m_0 \geq n_0 \) and \( \mu_{m_0} > N_0 \mu_{n_0} \), we conclude that
\[
\|u + v\| \geq \frac{1}{M \left( \frac{\mu_{m_0}}{\mu_{n_0}} \right)^\lambda} \left( D^{-1}_2 N_0^b - D_1 N_0^{-a} \right) > 0,
\]
and the result follows from the proof of Lemma 4.2 in [21] (see comments above). \( \square \)

The proof of the theorem follows from the results in Lemmas 3.5, 3.6 and 3.7. \( \square \)

**Remark 2.** In Theorem 3.3 the existence of a \( \mu \)-dichotomy is obtained on the hypothesis of invertibility of the operator \( T_Z^\mu \) for growth rates \( (\mu_n)_{n \in \mathbb{N}} \) satisfying growth condition (3.10). We note that the hypothesis of invertibility of the operator \( T_Z^\mu \) can be formulated in a similar way to the hypothesis of admissibility assumed for example in [3, 13, 18, 21, 30, 31, 32, 33, 36]. In fact, invertibility of \( T_Z^\mu \) means that for each sequence \( (y_n) \in Y_0 \) there is a unique sequence \( (x_n) \in D(T_Z^\mu) \) such that
\[
y_m = \phi_m^\mu (x_m - A_{m-1}x_{m-1}) \iff x_m = A_{m-1}x_{m-1} + (\phi_m^\mu)^{-1}y_m. \tag{3.25}
\]
We observe that the notion described above, needed to obtain Theorems 3.2 and 3.3, coincides with the usual notion of admissibility if we replace condition (3.25) by condition \( x_m = A_{m-1}x_{m-1} + y_m \).

4. **Relation with nonuniform \( \mu \)-dichotomy.** We say that the sequence of linear operators \((A_m)_{m \in \mathbb{N}}\) (or alternatively that the linear difference equation \( x_{m+1} = A_mx_m, \ m \in \mathbb{N} \)) admits a **nonuniform \( \mu \)-dichotomy** if there are projections \( P_m, m \in \mathbb{N} \), such that \( A_m|\ker P_m \to \ker P_{m+1} \) is invertible,

\[
P_m A_{m,n} = A_{m,n} P_n, \quad m, n \in \mathbb{N},
\]

and there are constants \( \lambda, D > 0 \) and \( \varepsilon > 0 \) such that, for every \( n, m \in \mathbb{N} \), we have

\[
\|A_{m,n} P_n\| \leq D (\mu_n/\mu_m)^{-\lambda} \mu_n^\varepsilon, \quad \text{for } m \geq n
\]  
(4.1)

and

\[
\|A_{m,n}^{-1} Q_n\| \leq D (\mu_n/\mu_m)^{-\lambda} \mu_n^\varepsilon, \quad \text{for } m \leq n,
\]  
(4.2)

where \( Q_m = \text{Id} - P_m \) is the complementary projection and, for \( m \leq n \), we use the notation \( A_{m,n} = (A_{n,m})^{-1} : \ker P_n \to \ker P_m \). If additionally there are constants \( K, b > 0 \) and \( \gamma > 0 \) such that

\[
\|A_{m,n}\| \leq K (\mu_n/\mu_m)^b \mu_n^\gamma, \quad \text{for } m \geq n,
\]  
(4.3)

we say that the sequence of linear operators \((A_m)_{m \in \mathbb{N}}\) (or alternatively that the linear difference equation \( x_{m+1} = A_mx_m, \ m \in \mathbb{N} \)) admits a **strong nonuniform \( \mu \)-dichotomy**.

The following result establishes an equivalence between the existence of a nonuniform \( \mu \)-dichotomy and the existence of a nonuniform \( \mu \)-dichotomy with respect to a sequence of norms satisfying some condition. This result generalizes Proposition 4.2 in [18]. The proof consists in adapt the arguments used in the proof of Proposition 4.2 in [18] to our new setting.

**Theorem 4.1.** The following properties are equivalent:

1. The sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \( \mu \)-dichotomy;
2. There is \( C > 0 \) and \( \varepsilon \geq 0 \) such that the sequence \((A_m)_{m \in \mathbb{N}}\) admits a \( \mu \)-dichotomy with respect to a sequence of norms \( \|\cdot\|_n \), satisfying, for \( x \in X \) and \( m \in \mathbb{N} \),

\[
\|x\| \leq \|x\|_m \leq C \mu_n^\varepsilon \|x\|.
\]  
(4.4)

**Proof.** Assuming that \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \( \mu \)-dichotomy, define a sequence of norms \( \|\cdot\|_n \) by

\[
\|x\|_m := \sup_{k \geq m} (\|A_{k,m} P_m x\| (\mu_k/\mu_m)^\lambda) + \sup_{k \leq m} (\|A_{k,m} Q_m x\| (\mu_m/\mu_k)^\lambda),
\]  
(4.5)

for \( x \in X \) and \( n \in \mathbb{N} \). We have

\[
\|A_{m,n} P_n x\|_m = \sup_{k \geq m} (\|A_{k,n} P_n x\| (\mu_k/\mu_m)^\lambda) \leq \sup_{k \geq m} (D(\mu_k/\mu_n)^{-\lambda} (\mu_k/\mu_m)^\lambda \|x\|_n)
\]

\[
= D(\mu_n/\mu_m)^{\lambda} \|x\|_n
\]

and similarly

\[
\|A_{m,n} Q_n x\|_m = \sup_{k \leq m} (\|A_{k,n} Q_n x\| (\mu_m/\mu_k)^\lambda) \leq \sup_{k \geq m} (D(\mu_n/\mu_k)^{-\lambda} (\mu_m/\mu_k)^\lambda \|x\|_n)
\]

\[
= D(\mu_m/\mu_n)^{\lambda} \|x\|_n.
\]

Additionally, we have

\[
\|x\|_m
\]
\[ \leq \sup_{k \geq m} (D(\mu_k/\mu_m)^{-\lambda} \mu_m^\varepsilon (\mu_k/\mu_m)^{\lambda}) \|x\|_n \] + \sup_{k \leq m} (D(\mu_m/\mu_k)^{-\lambda} \mu_m^\varepsilon (\mu_m/\mu_k)^{\lambda}) \|x\|_n \\
= 2D\mu_m^\varepsilon \|x\|_n, \]

which proves that \((A_m)_{m \in \mathbb{N}}\) admits a \(\mu\)-dichotomy with respect to the sequence of norms given by (4.5).

Assume now that \((A_m)_{m \in \mathbb{N}}\) admits a \(\mu\)-dichotomy with respect to a sequence of norms \((\| \cdot \|_n)_{n \in \mathbb{N}}\) and that \(\|x\| \leq \|x\|_m \leq C\mu_m^\varepsilon \|x\|_n\). We have

\[ \|A_{m,n}P_nx\| \leq \|A_{m,n}P_nx\|_n \leq D(\mu_m/\mu_n)^{-\lambda}\|x\|_n \leq CD(\mu_m/\mu_n)^{-\lambda}\mu_n^\varepsilon \|x\|, \]

and similarly

\[ \|A_{m,n}Q_nx\| \leq \|A_{m,n}Q_nx\|_n \leq D(\mu_n/\mu_m)^{-\lambda}\|x\|_n \leq CD(\mu_n/\mu_m)^{-\lambda}\mu_n^\varepsilon \|x\|, \]

which proves that \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \(\mu\)-dichotomy.

Next, we establish an equivalence between the existence of a strong nonuniform \(\mu\)-dichotomy and the existence of a nonuniform \(\mu\)-dichotomy with respect to a sequence of norms satisfying some condition. This result generalizes Proposition 4.3 in [18]. The proof consists in adapting the arguments used in the proof of Proposition 4.3 in [18] to our new setting.

**Theorem 4.2.** The following properties are equivalent:

1. The sequence \((A_m)_{m \in \mathbb{N}}\) admits a strong nonuniform \(\mu\)-dichotomy;
2. There are \(C,M,a > 0\) and \(\varepsilon \geq 0\) such that the sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \(\mu\)-dichotomy with respect to a sequence of norms \(\| \cdot \|_n\) satisfying, for \(x \in X\),

\[ \|x\| \leq \|x\|_m \leq C\mu_m^\varepsilon \|x\|_n, \quad m \in \mathbb{N} \quad (4.6) \]

and

\[ \|A_{m,n}x\|_m \leq M(\mu_n/\mu_m)^a \|x\|_n, \quad m \geq n. \quad (4.7) \]

**Proof.** Assume that the sequence \((A_m)_{m \in \mathbb{N}}\) admits a strong nonuniform \(\mu\)-dichotomy. We assume, without loss of generality, that the constant \(\lambda\) in (4.1) and (4.2) is less or equal than the constant \(b\) in (4.3).

Letting \(m = n\) in (4.2) we conclude that \(\|Q_nx\| \leq D\mu_n^\varepsilon\) for all \(n \in \mathbb{N}\). Thus, using (4.3) we have

\[ \|A_{m,n}Q_nx\| \leq K(\mu_n/\mu_m)^b\mu_n^\varepsilon \|Q_nx\| \leq KD(\mu_n/\mu_m)^b\mu_n^\varepsilon, \quad (4.8) \]

for \(m \geq n\) and \(x \in X\).

For \(n \in \mathbb{N}\) and \(x \in X\) define

\[ \|x\|^*_n := \sup_{m \geq n} (\|A_{m,n}P_nx\|(\mu_m/\mu_n)^\lambda), \]

\[ \|x\|^{**}_n := \sup_{m \leq n} (\|A_{m,n}Q_nx\|(\mu_n/\mu_m)^\lambda) + \sup_{m > n} (\|A_{m,n}Q_nx\|(\mu_m/\mu_n)^{-b}) \]

and

\[ \|x\|_n := \|x\|^*_n + \|x\|^{**}_n. \]

We obtain

\[ \|x\| \leq \|P_nx\| + \|Q_nx\| \leq \|P_nx\|^{**}_n + \|Q_nx\|^{**}_n = \|x\|_n \]

and, using (4.1), (4.2) and (4.8), we get

\[ \|x\|_n = \sup_{m \geq n} (D\mu_n^\varepsilon \|x\|) + \sup_{m \leq n} (D\mu_n^\varepsilon \|x\|) + \sup_{m > n} (K\mu_n^\varepsilon \|Q_nx\|) \]
and we conclude that \((4.6)\) holds with \(C = (2 + K)D\) and \(\varepsilon\) replaced by \(\varepsilon + \gamma\).

Let now \(m \geq n\) and \(x \in X\). Since \(\|A_{m,n}P_nx\|_m^n = 0\), we have, for \(m \geq n\) and \(x \in X\),

\[
\|A_{m,n}P_nx\|_m = \sup_{k \geq m} (\|A_{k,m}A_{m,n}P_nx\|(\mu_k/\mu_m)^\lambda) \leq (\mu_m/\mu_n)^{-\lambda}\|x\|_n.
\]

Noting now that \(\|A_{m,n}Q_nx\|_m^n = 0\), we have, for \(m \leq n\) and \(x \in X\),

\[
\|A_{m,n}Q_nx\|_m = \sup_{k \leq m} (\|A_{k,n}Q_nx\|(\mu_m/\mu_k)^\lambda) + \sup_{k > m} (\|A_{k,n}Q_nx\|(\mu_k/\mu_m)^{-b})
\]

\[
\leq 2(\mu_n/\mu_m)^{-\lambda}\|x\|_n.
\]

Finally, for \(m \geq n\) and \(x \in X\), we get

\[
\|A_{m,n}Q_nx\|_m = \sup_{k \leq m} (\|A_{k,n}Q_nx\|(\mu_m/\mu_k)^\lambda) + \sup_{k > m} (\|A_{k,n}Q_nx\|(\mu_k/\mu_m)^{-b})
\]

\[
\leq 2(\mu_n/\mu_m)^b\|x\|_n.
\]

We conclude that \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \(\mu\)-dichotomy with respect to the sequence of norms \(\|\cdot\|_m\). Notice that for \(m \geq n\) we have

\[
\|A_{m,n}x\|_m \leq \|A_{m,n}P_nx\|_m + \|A_{m,n}Q_nx\|_m
\]

\[
\leq (\mu_m/\mu_n)^{\lambda}\|x\|_n + 2(\mu_n/\mu_m)^b\|x\|_n \leq 3(\mu_n/\mu_m)^b\|x\|_n.
\]

and we obtain \((4.7)\) with \(M = 3\) and \(a = b\).

To prove the converse statement, we assume that the sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \(\mu\)-dichotomy with respect to a sequence of norms \(\|\cdot\|_n\) satisfying \((4.6)\) and \((4.7)\). By Theorem 4.1 we conclude that \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \(\mu\)-dichotomy. Since

\[
\|A_{m,n}x\|_m \leq \|A_{m,n}x\|_m \leq M(\mu_n/\mu_m)^a\|x\|_n \leq CM(\mu_n/\mu_m)^a \mu_m^\varepsilon\|x\|
\]

we conclude that the nonuniform \(\mu\)-dichotomy is a strong nonuniform \(\mu\)-dichotomy. The result is proved. \(\square\)

5. Parameterized robustness of nonuniform \(\mu\)-dichotomies. Let \(I\) be a Banach space and, for each \(\lambda \in I\), let \((B_m(\lambda))_{m \in \mathbb{N}}\) be a sequence of bounded linear operators acting on \(X\). Assume further that, for any \(n \in \mathbb{N}\), the function \(I \ni \lambda \mapsto B_n(\lambda)\) is continuous.

**Theorem 5.1.** Let \(\mu\) be a discrete growth rate and assume that \((A_m)_{m \in \mathbb{N}}\) admits a \(\mu\)-dichotomy with respect to the sequence of norms \((\|\cdot\|_m)_{m \in \mathbb{N}}\). Moreover, assume that there is an increasing sequence \((q_n)\) with \(q_n \geq n + 1, n \in \mathbb{N}\), and constants \(L_1, L_2 > 1\) such that, for all \(n \in \mathbb{N}\),

\[
L_1 \leq \frac{\mu_{q_n}}{\mu_n} \leq L_2,
\]

and that there are constants \(\lambda, M > 0\) such that, for all \(m \geq n\) and \(x \in X\),

\[
\|A_{m,n}x\|_m \leq M(\mu_m/\mu_n)^\lambda\|x\|_n.
\]

Assume further that, for all \(m \in \mathbb{N}\), \(x \in X\) and \(\lambda, \mu \in I\), there is \(c > 0\) such that

\[
\|\phi_{m+1}^n B_m(\lambda)x\|_{m+1} \leq c\|x\|_m.
\]

Then, if \(c > 0\) is sufficiently small, the sequence \((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a nonuniform \(\mu\)-dichotomy with respect to the sequence of norms \(\|\cdot\|_m\) for each \(\lambda \in I\).
Additionally, if there is $d > 0$ such that, for all $m \in \mathbb{N}$, $x \in X$ and $\lambda, \mu \in I$, we have
\[
\|\phi_{m+1}^\mu (B_\mu (\lambda) - B_\mu (\mu)) x\|_{m+1} \leq d \|\lambda - \mu\| \|x\|_m.
\] (5.4)
we can choose the projections $P_{m,\lambda}$ in such a way that $\lambda \mapsto P_{m,\lambda}$ is locally Lipschitz.

**Proof.** By Theorem 3.2 the operator $T_\mu^\mu$ corresponding to $(A_m)_{m \in \mathbb{N}}$ is invertible. Let $T_{\mu,\lambda}$ be the operator in (3.1) corresponding to the sequence of bounded linear operators $(A_m + B_\mu (\mu))_{m \in \mathbb{N}}$. Since $(T_{\mu,\lambda})_0 - (T_{\mu}^\mu)_0 = 0 - 0 = 0$ and, for $m \geq 1$,
\[
(T_{\mu,\lambda})_m - (T_{\mu}^\mu)_m = \phi_m^\mu (x_m - (A_{m-1} + B_{m-1} (\lambda)) x_{m-1} - x_m + A_{m-1} x_{m-1}),
\]
we conclude that, for each $x \in Y_Z$ and $\lambda \in I$,
\[
\| (T_{\mu,\lambda} - T_{\mu}^\mu) x\|_\infty = \sup_{m \geq 2} \| \phi_m^\mu B_{m-1} (\lambda) x_{m-1}\|_m
\leq c \sup_{m \geq 2} \| x_{m-1}\|_{m-1} = c \|x\|_\infty \leq c \|x\|_{T_{\mu}^\mu}.
\] (5.5)
Thus, for each $x \in Y_Z$ and $\lambda \in I$,
\[
\|T_{\mu,\lambda}^\mu x\|_\infty \leq \|T_{\mu}^\mu\|_\infty + \| (T_{\mu,\lambda} - T_{\mu}^\mu) x\|_\infty \leq c \|x\|_{T_{\mu}^\mu}.
\] (5.6)
We conclude that, for each $\lambda \in I$, the domain of the operator $T_{\mu,\lambda}^\mu$ is $D(T_{\mu}^\mu)$ and that $T_{\mu,\lambda}^\mu : (D(T_{\mu}^\mu), \| \cdot \|_{T_{\mu}^\mu}) \to Y_0$ is a bounded linear operator. Additionally, it follows from (5.5) that $T_{\mu,\lambda}^\mu$ is invertible whenever $c > 0$ is sufficiently small.

Denote by $(C_{m,n}^\lambda)_{(m,n)} \in \Delta$ the discrete evolution family associated with the sequence $(A_m + B_\mu (\lambda))_{m \in \mathbb{N}}$, given by
\[
C_{m,n}^\lambda = \begin{cases}
(A_{m-1} + B_{m-1} (\lambda)) \cdots (A_n + B_\mu (\lambda)), & m > n \\
Id, & m = n.
\end{cases}
\]
The following auxiliary result establishes a bound for the growth of $\|C_{m,n}^\lambda x\|.$

**Lemma 5.2.** Let $0 < \delta < 1$ and assume that $M > 1$ and that the constant $c > 0$ in (5.3) is sufficiently small so that $N := M/(1 - cM/\delta) > 1$. Then, for all $k \geq n,$ the following holds:
\[
\|C_{k,n}^\lambda x\|_k \leq N (\mu_k/\mu_n)^{\lambda + \delta} \|x\|_n.
\] (5.7)
**Proof.** Let $n \in \mathbb{N}$ and $0 < \delta < 1$. We will proceed by induction on $m \geq n$.

For $k = n$ we have
\[
\|C_{n,n}^\lambda x\|_n = \|x\|_n = (\mu_n/\mu_n)^{\lambda + \delta} \|x\|_n \leq N (\mu_n/\mu_n)^{\lambda + \delta} \|x\|_n,
\]
and we have (5.7) with $m = n$.

Assume now that (5.7) holds for all $k = n, \ldots m-1$. Using (5.2) and (5.3) we get
\[
\|C_{m,n}^\lambda x\|_m \leq \|A_{m,n} x\|_m + \sum_{k=n}^{m-1} \|A_{m,k+1} B_k (\lambda) C_{k,n}^\lambda x\|_m
\leq \|A_{m,n} x\|_m + \sum_{k=n}^{m-1} M \left( \frac{\mu_m}{\mu_{k+1}} \right)^\lambda \|B_k (\lambda) C_{k,n}^\lambda x\|_k + 1
\leq M \left( \frac{\mu_m}{\mu_n} \right)^\lambda \|x\|_n + \sum_{k=n}^{m-1} c M \left( \frac{\mu_m}{\mu_{k+1}} \right)^\lambda \|C_{k,n}^\lambda x\|_k
\]
Thus, taking into account the assumption $0 < \delta < 1$ and the definition of $N$, we obtain
\[
\|C_{m,n}^\lambda x\|_m \leq M \left( \frac{\mu_m}{\mu_n} \right)^\lambda \|x\|_n + cMN \|x\|_n \sum_{k=n}^{m-1} \left( \frac{\mu_m}{\mu_{k+1}} \right)^\lambda \frac{\mu_k}{\mu_{k+1}} \left( \frac{\mu_k}{\mu_n} \right)^{\lambda+\delta} 
\leq M \left( \frac{\mu_m}{\mu_n} \right)^\lambda \|x\|_n + cMN \left( \frac{\mu_m}{\mu_n} \right)^{\lambda-\delta} \|x\|_n \sum_{k=n}^{m-1} \mu_k^{1-\delta} \mu_{k+1}^{1-\delta}
\leq M \left( \frac{\mu_m}{\mu_n} \right)^\lambda \|x\|_n + \frac{c}{\delta} MN \left( \frac{\mu_m}{\mu_n} \right)^{\lambda-\delta} \|x\|_n \left( \frac{\mu_m}{\mu_n} \right)^{\lambda-1}
\leq M(1 + \frac{c}{\delta} N) \left( \frac{\mu_m}{\mu_n} \right)^{\lambda+\delta} \|x\|_n = N \left( \frac{\mu_m}{\mu_n} \right)^{\lambda+\delta} \|x\|_n.
\]
and (5.7) holds for $k = m$. The lemma is proved. \qed

By Theorem 3.3, noting that (5.7) corresponds to assumption (3.11) and that we have invertibility of $T_{Z,\lambda}^\mu$, we conclude that $(C_{m,n}^\lambda)_{(m,n) \in \Delta}$ admits a nonuniform $\mu$-dichotomy with respect to the sequence of norms $\| \cdot \|_m$ as long as the constant $c > 0$ in (5.3) is sufficiently small.

We note now that the projections $P_{m,\lambda}$ associated with the dichotomy considered for the evolution family $C_{m,n}^\lambda$ can be chosen so that
\[
P_{1,\lambda} v = v - ((T_{Z,\lambda}^\mu)^{-1} w^1)_1 \quad \text{and} \quad P_{m,\lambda} v = ((T_{Z,\lambda}^\mu)^{-1} w^m)_m, \quad m > 1
\]
where $w^1 = (0, -\phi_A^2 A_1 v, 0, 0, \ldots)$ and $w^m$ are defined as in the proof of Lemma 3.7.

We will consider these projections in our proof.

We have, for all $x \in \mathcal{D}(T_{Z,\lambda}^\mu)$ and $\lambda_1, \lambda_2 \in I$,
\[
\|(T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu)x\|_\infty = \sup_{m \geq 2} \|\phi_{m,n}^\mu [B_{m-1}(\lambda) - B_{m-1}(\mu)] x_{m-1}\|_m
\leq d \|\lambda_1 - \lambda_2\| \sup_{m \geq 2} \|x_{m-1}\|_{m-1}
= d \|\lambda_1 - \lambda_2\| \|x\|_\infty \leq d \|\lambda_1 - \lambda_2\| \|x\|_{T_{Z,\lambda}^\mu}.
\]
(5.8)

We conclude that the function $I \in \lambda \mapsto T_{Z,\lambda}^\mu$ is Lipschitz.

Using (5.8), we have, for $m \in \mathbb{N}$,
\[
\|P_{m,\lambda_1} v - P_{m,\lambda_2} v\|_m = \left\| \left( (T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu) w^m \right)_m \right\|_m \leq \left\| (T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu) w^m \right\|_\infty
\leq \left\| (T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu) w^m \right\|_{T_{Z,\lambda}^\mu} \leq \|T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu\| \|w^m\|_\infty.
\]
(5.9)

Thus we conclude that
\[
\|P_{1,\lambda_1} v - P_{1,\lambda_2} v\|_1 \leq \|T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu\| \|\phi_{1}^\mu A_1 v\|_1
\]
and that, for $m > 1$,
\[
\|P_{m,\lambda_1} v - P_{m,\lambda_2} v\|_m \leq \|T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu\| \|v\|_m.
\]
(5.10)

Noting, for all $\lambda_1, \lambda_2 \in I$, we have
\[
\|(T_{Z,\lambda_1}^\mu)^{-1} - (T_{Z,\lambda_2}^\mu)^{-1}\| = \|(T_{Z,\lambda_1}^\mu)^{-1} T_{Z,\lambda_2}^\mu (T_{Z,\lambda_2}^\mu)^{-1} - (T_{Z,\lambda_1}^\mu)^{-1} T_{Z,\lambda_1}^\mu (T_{Z,\lambda_2}^\mu)^{-1}\|
\leq \|(T_{Z,\lambda_1}^\mu)^{-1}\| \|(T_{Z,\lambda_2}^\mu)^{-1}\| \|T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu\|
\]
(5.11)
and that
\[ \| (T_{Z,\lambda_1}^\mu)^{-1} \| = \| (T_{Z,\lambda_1}^\mu)^{-1} - (T_{Z,\lambda_2}^\mu)^{-1} \| + \| (T_{Z,\lambda_2}^\mu)^{-1} \| \]
we conclude that,
\[ \| (T_{Z,\lambda_1}^\mu)^{-1} - (T_{Z,\lambda_2}^\mu)^{-1} \| = \frac{\| (T_{Z,\lambda_1}^\mu)^{-1} \|^2 \| T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu \|}{1 - \| (T_{Z,\lambda_1}^\mu)^{-1} \| \| T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu \|} \]
(5.12)
Thus, by (5.11), (5.12) and (5.8), we obtain
\[ \| P_{m,\lambda_1} v - P_{m,\lambda_2} \| \leq \frac{\| (T_{Z,\lambda_1}^\mu)^{-1} \|^2 \| T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu \| \| v \|_{m}}{1 - \| (T_{Z,\lambda_1}^\mu)^{-1} \| \| T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu \|} \]
\[ \leq \frac{d\| (T_{Z,\lambda_1}^\mu)^{-1} \|^2 \| v \|_{m}}{1 - \| (T_{Z,\lambda_1}^\mu)^{-1} \| \| T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu \|} \| \lambda_1 - \lambda_2 \| \]
for \( m > 1 \) and, by (5.10), (5.12) and (5.8), we have
\[ \| P_{1,\lambda_1} v - P_{1,\lambda_2} \| \leq \frac{d\| (T_{Z,\lambda_1}^\mu)^{-1} \|^2 \| A_1 \| \| v \|_{1}}{1 - \| (T_{Z,\lambda_1}^\mu)^{-1} \| \| T_{Z,\lambda_1}^\mu - T_{Z,\lambda_2}^\mu \|} \| \lambda_1 - \lambda_2 \| \]
and we conclude that, for each \( m \in \mathbb{N} \), the function \( I \in \lambda \mapsto P_{m,\lambda} \) is locally Lipschitz. \( \square \)

**Theorem 5.3.** Let \( \mu \) be a discrete growth rate and assume that \((A_m)_{m \in \mathbb{N}}\) admits a strong nonuniform \( \mu \)-dichotomy. Moreover, assume that there is an increasing sequence \((q_n)\) with \( q_n \geq n + 1, n \in \mathbb{N} \), and constants \( L_1, L_2 > 1 \) such that, for all \( n \in \mathbb{N} \),
\[ L_1 \leq \frac{\mu_{2n}}{\mu_n} \leq L_2. \]
Assume further that, for all \( m \in \mathbb{N} \) and \( \lambda, \mu \in I \), there is \( c > 0 \) such that
\[ \| \mu_{m+1}^\varepsilon \phi_{m+1} B_m(\lambda) \| \leq c, \]
(5.14)
where \( \varepsilon > 0 \) is the exponent of \( \mu_n \) the definition of strong nonuniform \( \mu \)-dichotomy. Then, if \( c > 0 \) is sufficiently small, the sequence \((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a strong nonuniform \( \mu \)-dichotomy for each \( \lambda \in I \). Additionally, if there is \( d > 0 \) such that
\[ \| \mu_{m+1}^\varepsilon \phi_{m+1}^\mu (B_m(\lambda) - B_m(\mu)) \| \leq d|\lambda - \mu|, \]
(5.15)
for all \( m \in \mathbb{N} \) and \( \lambda, \mu \in I \), we can choose the projections \( P_{m,\lambda} \) in such a way that \( \lambda \mapsto P_{m,\lambda} \) is locally Lipschitz.

**Proof.** Since \((A_m)_{m \in \mathbb{N}}\) admits a strong nonuniform \( \mu \)-dichotomy, Theorem 4.2 shows that there are \( C, M, a > 0 \) and \( \varepsilon \geq 0 \) such that the sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform \( \mu \)-dichotomy with respect to a sequence of norms \( \| \cdot \|_n \) satisfying, for \( x \in X \),
\[ \| x \| \leq \| \| x \|_m \| \leq C \mu_m^\varepsilon \| x \|_m \], \quad m \in \mathbb{N} \]
(5.16)
and
\[ \| A_{m,n} x \|_m \leq M (\mu_n/\mu_m)^a \| x \|_n, \quad m \geq n. \]
Note that the constant \( \varepsilon > 0 \) can be taken to be the exponent \( \varepsilon \) in the definition of nonuniform \( \mu \)-dichotomy. We will consider in what follows that \( \varepsilon > 0 \) is that exponent.

Using (5.16) and (5.14), we have
\[ \| \phi_{m+1}^\mu B_m(\lambda) x \|_{m+1} \leq C \mu_{m+1}^\varepsilon \| \phi_{m+1}^\mu B_m(\lambda) x \| = C \| \mu_{m+1}^\varepsilon \phi_{m+1}^\mu B_m(\lambda) x \| \]
and we conclude that assumption (5.3) in Theorem 5.1 is fulfilled in the present context. Thus, Theorem 5.1 shows that for sufficiently small \( c > 0 \) the sequence 
\((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a nonuniform \( \mu \)-dichotomy with respect to the sequence of norms \( \| \cdot \|_m \) for each \( \lambda \in I \).

Using (5.16) we obtain
\[
\| C_{m,n}^\lambda x \| \leq \| C_{m,n}^\lambda x \|_m \leq N \left( \frac{\mu_k}{\mu_m} \right)^{\lambda+\delta} \| x \|_n \leq NC \left( \frac{\mu_k}{\mu_m} \right)^{\lambda+\delta} \mu_m^n \| x \|,
\]
and thus \( \| C_{m,n}^\lambda \| \leq D \left( \frac{\mu_k}{\mu_m} \right)^{\mu} \mu_m^n \) with \( D = NC \) and \( \mu = \lambda + \delta \). We conclude that the sequence \((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a strong nonuniform \( \mu \)-dichotomy.

Finally, using (5.16), we note that
\[
\| \phi_{m+1}^\mu (B_m(\lambda) - B_m(\mu)) \|_{m+1} \leq C \mu_{m+1} \| \phi_{m+1}^\mu (B_m(\lambda) - B_m(\mu)) \|_m \leq C \| \mu_{m+1} \phi_{m+1}^\mu (B_m(\lambda) - B_m(\mu)) \|_m \
\leq Cd \| \lambda - \mu \| \| x \| \leq Cd \| \lambda - \mu \| \| x \|_m
\]
and we conclude that assumption (5.4) in Theorem 5.1 holds in the present context.

We conclude that we can choose the projections \( P_{m,\lambda} \) in such a way that \( \lambda \mapsto P_{m,\lambda} \) is locally Lipschitz. The theorem follows. \( \square \)

6. Examples. In this section we will apply our results to three particular families of growth rates: exponential, polynomial and logarithmic. For polynomial and exponential growth rates we can see that our results include, as particular cases, of growth rates: exponential, polynomial and logarithmic. For polynomial and logarithmic growth rates, we can see that our results include, as particular cases, of growth rates: exponential, polynomial and logarithmic.

6.1. Exponential growth rate. We begin with the case of the exponential growth rate \( \eta = (e^n)_{n \in \mathbb{N}} \). For this growth rate, condition (3.10) is satisfied with \( q_n = n + 1 \) and \( L_1 = L_2 = 1 \) (in this case we get \( \mu_q = \mu_n = \mu_{n+1}/\mu_n = e \)). In the nonuniform exponential context, we obtain \( \phi_n^\eta = (e-1)^{-1} \) and the linear operator \( T^\eta_Z : (\mathcal{D}(T^\eta_Z), \| \cdot \|_{T^\eta_Z}) \to Y_0 \), is given by
\[
(T^\eta_Z x)_1 = 0 \quad \text{and} \quad (T^\eta_Z x)_m = (e-1)^{-1}(x_m - A_{m-1}x_{m-1}), \quad m \geq 1.
\]
We have the following corollaries of Theorems 3.2 and 3.3. In corollaries 1 and 2 below we recover, respectively, Theorems 1 and 2 in [5].

Corollary 1 (of Theorem 3.2). If the sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform exponential dichotomy with respect to a sequence of norms \((\| \cdot \|_m)_{m \in \mathbb{N}}\), then the operator \( T^\eta_m Q_1 \) is invertible.

Corollary 2 (of Theorem 3.3). If \( T^\eta_Z \) is an invertible operator for some closed subspace \( Z \subset X \) and there are constants \( \lambda, M > 0 \) such that
\[
\| A_{m,n}x \|_m \leq M e^{\lambda(m-n)} \| x \|_n,
\]
for all \( m \geq n \) and \( x \in X \), then \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform exponential dichotomy with respect to the sequence of norms \((\| \cdot \|_m)_{m \in \mathbb{N}}\).

Note that it is immediate that Corollaries 1 and 2 still hold if the linear operator \( T^\eta_Z \) is replaced by the linear operator \( \tilde{T}^\eta_Z : (\mathcal{D}(T^\eta_Z), \| \cdot \|_{T^\eta_Z}) \to Y_0 \), given by
\[
(\tilde{T}^\eta_Z x)_1 = 0 \quad \text{and} \quad (\tilde{T}^\eta_Z x)_m = x_m - A_{m-1}x_{m-1}, \quad m \geq 1,
\]
and thus our results correspond in fact to Theorems 1 and 2 in [5].

Theorem 4.1 becomes in the nonuniform exponential context:

**Corollary 3** (of Theorem 4.1). The following properties are equivalent:
1. The sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform exponential dichotomy;
2. There is \(C > 0\) and \(\varepsilon \geq 0\) such that the sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform exponential dichotomy with respect to a sequence of norms \(\|\cdot\|_n\) satisfying, for \(x \in X\) and \(m \in \mathbb{N}\),
   \[
   \|x\| \leq \|x\|_m \leq C e^{\varepsilon m} \|x\|.
   \]

Corollary 3 is a version of Proposition 5.5 in [3] for one-sided sequences of linear operators.

**Corollary 4** (of Theorem 5.1). Assume that \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform exponential dichotomy with respect to the sequence of norms \(\|\cdot\|_m\) and that there are constants \(\lambda, M > 0\) such that, for all \(m \geq n\) and \(x \in X\),
   \[
   \|A_{m,n}x\|_m \leq M e^{\lambda(m-n)} \|x\|_n.
   \]
Assume further that, for all \(m \in \mathbb{N}\), \(x \in X\) and \(\lambda, \mu \in I\), there is \(c > 0\) such that
   \[
   \|B_m(\lambda)x\|_{m+1} \leq c \|x\|_m.
   \]
Then, if \(c > 0\) is sufficiently small, the sequence \((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a nonuniform \(\mu\)-dichotomy with respect to the sequence of norms \(\|\cdot\|_m\) for each \(\lambda \in I\). Additionally, if there is \(d > 0\) such that, for all \(m \in \mathbb{N}\), \(x \in X\) and \(\lambda, \mu \in I\), we have
   \[
   \|(B_m(\lambda) - B_m(\mu))x\|_{m+1} \leq d \|\lambda - \mu\| \|x\|_m,
   \]
we can choose the projections \(P_{m,\lambda}\) in such a way that \(\lambda \mapsto P_{m,\lambda}\) is locally Lipschitz.

**Corollary 5** (of Theorem 5.3). Assume that \((A_m)_{m \in \mathbb{N}}\) admits a strong nonuniform exponential dichotomy and that, for all \(m \in \mathbb{N}\) and \(\lambda, \mu \in I\), there is \(c > 0\) such that
   \[
   \|B_m(\lambda)\| \leq c e^{-\varepsilon m},
   \]
where \(\varepsilon > 0\) is the exponent in the definition of strong nonuniform exponential dichotomy. Then, if \(c > 0\) is sufficiently small, the sequence \((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a strong nonuniform exponential dichotomy for each \(\lambda \in I\). Additionally, if there is \(d > 0\) such that
   \[
   \|B_m(\lambda) - B_m(\mu)\| \leq d e^{-m \varepsilon} |\lambda - \mu|,
   \]
for all \(m \in \mathbb{N}\) and \(\lambda, \mu \in I\), we can choose the projections \(P_{m,\lambda}\) in such a way that \(\lambda \mapsto P_{m,\lambda}\) is locally Lipschitz.

### 6.2. Polynomial growth rate

Now we consider the case of polynomial growth rates: \(p = (n)_{n \in \mathbb{N}}\). This case was already discussed by Dragišević in [18] and his work was the departure point for several of our results. In this case, condition (3.10) is satisfied, for instance, with \(q_n = 2n + 1\), \(L_1 = 2\) and \(L_2 = 3\) (in this case we get \(\mu_{q_n} / \mu_n = (2n + 1) / n = 2 + 1/n\)). In the nonuniform polynomial context, we have \(\phi_n^\alpha = n\) and the linear operator \(T^p_Z : (D(T^p_Z), \|\cdot\| T^p_Z) \to Y_0\), is given by
   \[
   (T^p_Z x)_1 = 0 \quad \text{and} \quad (T^p_Z x)_m = n(x_m - A_{m-1}x_{m-1}), \quad m \geq 1
   \]
and coincides with the operator \(T_Z\) introduced in [18]. We have the following corollaries of Theorems 3.2 and 3.3 in the context of nonuniform polynomial behavior that coincide with Theorems 3.1 and 3.2 in [18]:
Corollary 6 (of Theorem 3.2). If the sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform polynomial dichotomy with respect to a sequence of norms \(\| \cdot \|_{m \in \mathbb{N}}\), then the operator \(T_{1m}^\mu\) is invertible.

Corollary 7 (of Theorem 3.3). If \(T_0^\mu\) is an invertible operator for a closed subspace \(Z \subset X\) and there are constants \(\lambda, M > 0\) such that
\[
\|A_{m,n}x\|_m \leq M(m/n)^\lambda \|x\|_n,
\]
for all \(m \geq n\) and \(x \in X\), then \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform polynomial dichotomy with respect to the sequence of norms \(\| \cdot \|_{m \in \mathbb{N}}\).

Corollary 8 below is obtained from Theorem 4.1 assuming that the growth rates are polynomial and recovers Proposition 4.2 in [18].

Corollary 8 (of Theorem 4.1). The following properties are equivalent:
1. The sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform polynomial dichotomy;
2. There is \(C > 0\) and \(\epsilon \geq 0\) such that the sequence \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform polynomial dichotomy with respect to a sequence of norms \(\| \cdot \|_{n \in \mathbb{N}}\) satisfying, for \(x \in X\) and \(m \in \mathbb{N}\),
\[
\|x\| \leq \|x\|_m \leq Cm^\epsilon \|x\|.
\]

In the next corollaries our robustness results are stated in the particular case of polynomial dichotomies.

Corollary 9 (of Theorem 5.1). Assume that \((A_m)_{m \in \mathbb{N}}\) admits a nonuniform polynomial dichotomy with respect to the sequence of norms \(\| \cdot \|_{m \in \mathbb{N}}\) and that there are constants \(\lambda, M > 0\) such that, for all \(m \geq n\) and \(x \in X\),
\[
\|A_{m,n}x\|_m \leq M(m/n)^\lambda \|x\|_n.
\]
Assume further that, for all \(m \in \mathbb{N}\), \(x \in X\) and \(\lambda, \mu \in I\), there is \(c > 0\) such that
\[
\|B_m(\lambda)x\|_{m+1} \leq \frac{c}{m+1} \|x\|_m.
\]
Then, if \(c > 0\) is sufficiently small, the sequence \((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a nonuniform polynomial dichotomy with respect to the sequence of norms \(\| \cdot \|_{m \in \mathbb{N}}\) for each \(\lambda \in I\). Additionally, if there is \(d > 0\) such that, for all \(m \in \mathbb{N}\), \(x \in X\) and \(\lambda, \mu \in I\), we have
\[
\| (B_m(\lambda) - B_m(\mu))x\|_{m+1} \leq \frac{d}{m+1} \| \lambda - \mu \| \|x\|_m,
\]
we can choose the projections \(P_{m,\lambda}\) in such a way that \(\lambda \mapsto P_{m,\lambda}\) is locally Lipschitz.

The following result corresponds to Theorem 5.1 in [18]. In fact, the result below slightly improves Theorem 5.1 in [18] since the condition (6.1) assumed here is weaker than the condition considered in that paper (that reads in our notation \(\|B_m(\lambda)\| \leq c/((m+1)^{\epsilon+2})\)).

Corollary 10 (of Theorem 5.3). Assume that \((A_m)_{m \in \mathbb{N}}\) admits a strong nonuniform polynomial dichotomy and that, for all \(m \in \mathbb{N}\) and \(\lambda, \mu \in I\), there is \(c > 0\) such that
\[
\|B_m(\lambda)\| \leq \frac{c}{(m+1)^{\epsilon+1}}, \quad (6.1)
\]
where \(\epsilon > 0\) is the exponent in the definition of strong nonuniform \(\mu\)-dichotomy. Then, if \(c > 0\) is sufficiently small, the sequence \((A_m + B_m(\lambda))_{m \in \mathbb{N}}\) admits a strong
nonuniform polynomial dichotomy for each $\lambda \in I$. Additionally, if there is $d > 0$ such that
\[
\| (B_m(\lambda) - B_m(\mu)) \| \leq \frac{d}{(m + 1)^{\varepsilon + 1}} |\lambda - \mu|,
\]
for all $m \in \mathbb{N}$ and $\lambda, \mu \in I$, we can choose the projections $P_{m, \lambda}$ in such a way that $\lambda \mapsto P_{m, \lambda}$ is locally Lipschitz.

6.3. Logarithmic growth rate. In our last family of examples we consider the case of logarithmic growth rates: $\nu = \log(n + 1)_{n \in \mathbb{N}}$. As far as we are aware, this case is discussed for the first time in the present work. For these growth rates, condition (3.10) is satisfied, for instance, with $q_n = (n + 1)^2$, $L_1 = 2$ and $L_2 = 2 + \log(5/4)/\log 2$ (in this case we get $\mu_n/\nu_n = \log((n+1)^2+1)/\log(n+1)$).

In this nonuniform logarithmic context, we have $\phi_n^\nu = \log(n+1)/\log(1+(1/(n+1)))$ and the linear operator $T_Z^\nu : (D(T_Z^\nu), \| \cdot \|_{T_Z^\nu}) \to Y_0$, is given by
\[
(T_Z^\nu x)_1 = 0 \quad \text{and} \quad (T_Z^\nu x)_m = \log(n+1)/\log(1+(1/(n+1)))(x_m - A_{m-1}x_{m-1}), \quad m \geq 1
\]

We have the following corollaries of Theorems 3.2 and 3.3 in this context:

**Corollary 11** (of Theorem 3.2). If the sequence $(A_m)_{m \in \mathbb{N}}$ admits a nonuniform logarithmic dichotomy with respect to a sequence of norms $(\| \cdot \|_m)_{m \in \mathbb{N}}$, then the operator $T_{\Im Q_1}^\nu$ is invertible.

**Corollary 12** (of Theorem 3.3). If $T_Z^\nu$ is an invertible operator for a closed subspace $Z \subset X$ and there are constants $\lambda, M > 0$ such that
\[
\| A_{m,n}x \|_m \leq M \left( \frac{\log(m + 2)}{\log(n + 2)} \right)^\lambda \| x \|_n,
\]
for all $m \geq n$ and $x \in X$, then $(A_m)_{m \in \mathbb{N}}$ admits a nonuniform logarithmic dichotomy with respect to the sequence of norms $(\| \cdot \|_m)_{m \in \mathbb{N}}$.

Theorem 4.1 becomes in the nonuniformly logarithmic context:

**Corollary 13** (of Theorem 4.1). The following properties are equivalent:
1. The sequence $(A_m)_{m \in \mathbb{N}}$ admits a nonuniform logarithmic dichotomy;
2. There is $C > 0$ and $\varepsilon \geq 0$ such that the sequence $(A_m)_{m \in \mathbb{N}}$ admits a nonuniform logarithmic dichotomy with respect to a sequence of norms $(\| \cdot \|_m)_{m \in \mathbb{N}}$ satisfying, for $x \in X$ and $m \in \mathbb{N}$,
\[
\| x \| \leq \| x \|_m \leq \frac{C}{(\log(m + 2))^\varepsilon} \| x \|.
\]

**Corollary 14** (of Theorem 5.1). Assume that $(A_m)_{m \in \mathbb{N}}$ admits a nonuniform logarithmic dichotomy with respect to the sequence of norms $(\| \cdot \|_m)_{m \in \mathbb{N}}$ and that there are constants $\lambda, M > 0$ such that, for all $m \geq n$ and $x \in X$,
\[
\| A_{m,n}x \|_m \leq M(\log(m + 2)/\log(n + 2))^\lambda \| x \|_n.
\]

Assume further that, for all $m \in \mathbb{N}$, $x \in X$ and $\lambda, \mu \in I$, there is $c > 0$ such that
\[
\| B_m(\lambda)x \|_{m+1} \leq c \frac{|\log((m + 2)/(m + 1))|}{\log(m + 2)} \| x \|_m.
\]

Then, if $c > 0$ is sufficiently small, the sequence $(A_m + B_n(\lambda))_{m \in \mathbb{N}}$ admits a nonuniform logarithmic dichotomy with respect to the sequence of norms $(\| \cdot \|_m)$ for each
\( \lambda \in I \). Additionally, if there is \( d > 0 \) such that, for all \( m \in \mathbb{N} \), \( x \in X \) and \( \lambda, \mu \in I \), we have
\[
\| (B_m(\lambda) - B_m(\mu)) x \|_{m+1} \leq d \frac{\ln((m+2)/(m+1))}{\ln(m+2)} \| \lambda - \mu \| \| x \|_m,
\]
we can choose the projections \( P_{m,\lambda} \) in such a way that \( \lambda \mapsto P_{m,\lambda} \) is locally Lipschitz.

**Corollary 15** (of Theorem 5.3). Let \( \mu \) be a discrete growth rate and assume that \( (A_m)_{m \in \mathbb{N}} \) admits a strong nonuniform logarithmic dichotomy. Assume further that, for all \( m \in \mathbb{N} \) and \( \lambda, \mu \in I \), there is \( c > 0 \) such that
\[
\| B_m(\lambda) \| \leq \frac{\ln((m+2)/(m+1))}{(\ln(m+2))^{1+\epsilon}} c,
\]
where \( \epsilon > 0 \) is the exponent of \( \mu_n \) the definition of strong nonuniform \( \mu \)-dichotomy. Then, if \( c > 0 \) is sufficiently small, the sequence \( (A_m + B_m(\lambda))_{m \in \mathbb{N}} \) admits a strong nonuniform \( \mu \)-dichotomy for each \( \lambda \in I \). Additionally, if there is \( d > 0 \) such that
\[
\| (B_m(\lambda) - B_m(\mu)) \| \leq d \frac{\ln((m+2)/(m+1))}{(\ln(m+2))^{1+\epsilon}} |\lambda - \mu|,
\]
for all \( m \in \mathbb{N} \) and \( \lambda, \mu \in I \), we can choose the projections \( P_{m,\lambda} \) in such a way that \( \lambda \mapsto P_{m,\lambda} \) is locally Lipschitz.
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