Abstract—Over the years, the increasingly complex and interconnected vehicles raised the need for effective and efficient Intrusion Detection Systems against on-board networks. In light of the stringent domain requirements and the heterogeneity of information transmitted on Controller Area Network, multiple approaches have been proposed, which work at different abstraction levels and granularities. Among these, RNN-based solutions received the attention of the research community for their performances and promising results.

In this paper, we improve CANnolo, an RNN-based state-of-the-art IDS for CAN, by proposing CANdito, an unsupervised IDS that exploits Long Short-Term Memory autoencoders to detect anomalies through a signal reconstruction process. We evaluate CANdito by measuring its effectiveness against a comprehensive set of synthetic attacks injected in a real-world CAN dataset. We demonstrate the improvement of CANdito with respect to CANnolo on a real-world dataset injected with a comprehensive set of attacks, both in terms of detection and temporal performances.

Index Terms—Automotive Security; Controller Area Network; Intrusion Detection System; Unsupervised Learning.

1 INTRODUCTION

In the last decades, vehicles have become more complex, especially for what concerns their electronics [1]. Car manufacturers nowadays implement entertainment and autonomous drive-related technologies. As a result, the number of Electronic Control Units (ECUs) grew to reach more than one hundred units in the most complex vehicles. This ever-growing complexity, however, raises security risks, as firstly demonstrated by Koscher and Checkoway in [2,3], allowing the attacker to gain control of the vehicle’s functionalities, even remotely. To manage such risks, the scientific research community is focusing its effort on developing countermeasures and security solutions, amongst which intrusion detection techniques for Controller Area Network (CAN) have proven effective. Intrusion Detection Systems (IDSs) for vehicular systems analyze the stream of packets and monitor the events on on-board networks for signs of intrusions. Among these, machine learning-based, and in particular RNN-based solutions, have proven to be effective in recognizing anomalous behavior [4,5].

Based on the approach and the results of CANnolo [5], in this paper, we propose CANdito, an RNN-based, unsupervised IDS that exploits Long Short-Term Memory (LSTM) autoencoders to detect anomalies through a signal reconstruction process. After a preprocessing stage, it learns the legitimate signal behavior through an LSTM-based autoencoder. Then, it computes the anomaly score for each CAN ID based on their reconstruction error. In particular, we improve the overall architecture and lighten CANnolo computational requirements to meet real-world timing constraints of the automotive domain.

We prove the effectiveness of CANdito by conducting experiments on a real dataset of CAN traffic augmented with a set of synthetic but realistic attacks. With respect to existing works, we consider a broader spectrum of attacks and implement a tool to inject them into real-world CAN traffic logs. This tool is available at [url to be released once published]. We demonstrate that CANdito outperforms its predecessor CANnolo, with improved detection rates and a reduction of more than 50% of the timing overheads.

In summary, our contributions are the following:

- We improve CANnolo with CANdito, an RNN-based, unsupervised IDS that exploits LSTM autoencoders to detect anomalies through a signal reconstruction process.
- CANtack, a tool to generate and inject synthetic attacks in real datasets, which can be used as a benchmarking suite for IDS in the automotive domain.
- An evaluation of CANdito from the point of view of detection and timing performances on a more comprehensive dataset with respect to state-of-the-art works.

The remainder of the paper is structured as follows:

In Section 2, we provide an overview of the security issues of the CAN protocol relevant for our dissertation, while in Section 3, we present a discussion on related works. These two sections together constitute the motivation for our work. In Section 4, we present CANdito, discussing our approach and its improvements in relation to CANnolo. In Section 5, we present CANtack, the tool that we use to generate the attacks on which we evaluate our system against CANnolo. The experimental validation, including the setup and results of the systems, is presented in Section 6. Finally, in Section 7, we sum up our contributions and provide insights on promising research directions.
2 Primer on CAN Security

CAN has been the de-facto standard communication protocol for vehicular on-board networks since the ‘80. In brief, it is a bus-based multi-master communication protocol whose data packets are composed mainly of an ID and a payload (and a set of flags and control fields). The ID field (11 or 29 bits long) defines the meaning of the payload of the packet and is the first field of the packet. Each node may send multiple IDs, but an ID cannot be sent by only one node. Arbitration is implemented at a physical level: each node that wants to send a packet at a specific time starts writing the ID simultaneously on the bus. Given the physical properties of CAN, a lower ID overwrites a higher one, and the overwritten node assumes to have lost arbitration. The payload is up to 8 bytes long for CAN and up to 64 bytes long for CAN-FD. The meaning and structure of the payload of a packet with a specific ID are fixed in a specific on-board network (e.g., we may define that in our on-board network ID 0x28’s payload first two bytes send the sensor data regarding the speed of the vehicle, and the second two bytes the sensor data of the RPM. We expect this structure in every packet on the bus with ID 0x28). For further details on the CAN specification, we refer the reader to [6].

Attacks on CAN. CAN security weaknesses are nowadays well known and discussed in multiple works [7, 8]. As demonstrated by Miller and Valasek in [9, 10], one of the most common known vulnerabilities derives from the lack of authentication of messages on CAN. A node should not be allowed to send IDs that it does not own, but there is no mechanism to enforce this rule. Therefore, an attacker that takes control of an ECU that has access to a CAN bus can ideally send any ID and payload. In worst-case scenarios, the attacker is also capable of silencing the owner of the packet to avoid conflicts, as presented in [11]. Given the IDS nature of the work at hand, we present the capabilities of the attacker through the effects of its actions on the payload and flow of packets on the bus: A weak attacker may inject forged packets with one or multiple specific IDs on the bus, without silencing their owner. In this situation, the receivers may or may not consider the attacker’s packets valid due to the incongruities on the bus. To solve this conflict, a stronger attacker may silence the owner and then forge packets with its ID, leading to a masquerade attack. Such masquerade attack can be implemented with or without consideration of the existence of an IDS checking the bus. If it is considered, the attacker may want to implement a replay attack, where she/he does not create a new payload but repeats a payload previously captured on the bus, or a seamless change attack, where the attacker drives a signal from its current value to a tampered one by changing it slowly through multiple packets. If it is not considered, an attacker may want to study the effects of various payloads and IDs on the system, implementing a fuzzing attack. Finally, an attacker may have the only goal to silence a node without replacing it, creating a drop attack. As further discussed in Section 5, when we present our attack tool, we generate datasets that consider these attacks and evaluate the systems against all of them.

3 Related Works

Intrusion detection for automotive ecosystems has been proposed both off-board, for VANETs [12, 13], both for on-board and intra-vehicle communication. Intra-vehicle intrusion detection is a wide research topic for which we refer the reader to Al-Jarrah et al. [14] that present a comprehensive survey of intra-vehicle IDSs, which can be divided into flow-based, payload-based, and hybrid. Flow-based IDSs (e.g., [15, 16, 17]) monitor the CAN bus, extract distinct features as message frequency or packet inter-arrival time, and use them to detect anomalous events without inspecting the payloads of the messages. On the contrary, payload-based IDSs (e.g., [5, 18, 19]) examine the payload of CAN packets (usually only data frames). Finally, hybrid IDSs (e.g., [20, 21]) are a combination of the previous two techniques. In this section, we focus on payload-based IDSs and their characteristics since they are more related to CANdito.

Kang and Kang [18] propose a supervised payload-based IDS based on Deep Neural Network (DNN). The input feature does not use the entire payload, but only the mode information, which represents the command state of an ECU, and the value information, which represents the value of the mode (e.g., wheel angle or speed). The approach is tested on a synthetic dataset created with OCTANE [23] and shows a False Positive Ratio (FPR) of 1.6% and a False Negative Rate (FNR) of 2.8%. Nevertheless, this work has some critical limitations: the FPR is high, the testing time between 2ms and 5ms (on a not specified hardware) makes it suitable for real-time detection only on a limited set of CAN IDs (e.g., in our dataset the average packet interarrival time on all CAN IDs was 0.4ms) and not on the entire network traffic, it is a supervised method, able to detect the specific type of attacks it is trained on, but it cannot generalize to detect novel anomalous events.

Longari et al. [5] propose an unsupervised IDS based on a LSTM autoencoder, and represents the starting point of CANdito. This approach shows good performances on various data field anomalies, with an overall Area Under Curve (AUC) of 0.9677, higher than state-of-the-art solutions. However, it has some significant limitations: slow computation time, and it has been tested only on a limited set of CAN IDs. In this work, we aimed at improving CANdito and studying a broader set of CAN IDs.

Hanselmann et al. proposed CANet [19], an IDS based on an autoencoder that has a separate input LSTM network for the traffic of each CAN ID. The inputs of each LSTM sub-network are the signals of the correspondent CAN IDs rescaled with a signal-wise 0-1 normalization. This approach has the unique advantage compared to other state-of-the-art methods of potentially detecting a more significant number of anomalies thanks to the fact that it considers every CAN ID at the same time. Nonetheless, the time to test each packet has proven to be too long in order to use this method for real-time detection on a large set of CAN IDs or in series with other IDSs. Our implementation on Tensorflow 2.1 and tested on a system with an Intel Core i5-8300H Central Processing Unit (CPU) and an NVIDIA GeForce GTX 1050 Graphics Processing Unit (GPU) showed a testing time per packet of 2.5ms, which is much higher than the average time between packets of 0.4ms of our dataset.
3.1 Motivation
The main limitation of current state-of-the-art approaches is that, while different methods work well on different problems, none of them can achieve results that are good enough on any anomaly and, at the same time, provide fast enough results to process the network’s traffic in real-time. The way this limitation compels a system largely depends on the different types of IDS approach adopted. Generally, flow-based approaches can provide fast predictions while being limited to the detection of specific kinds of vulnerabilities, while payload-based approaches have a broader scope, but it is often a problem to make them work in real-time on the total traffic. Moreover, the traffic on different CAN IDs has different characteristics, but the current state-of-the-art methods rarely consider them in order to provide better results.

4 CANdito
In this section, we describe CANdito, an improved version of CANnolo [5], a state-of-the-art IDS for CAN that exploits Recurrent Neural Network (RNN)-based autoencoders. RNN-based architectures are effective in modeling time-series and have been successfully proposed for CAN traffic anomaly detection [4]. On the other hand, autoencoders do not require a labeled training dataset since target signals are generated automatically from the input sequence. Moreover, being unsupervised, they learn a model of the legitimate network traffic and not specific anomalies, making them able to potentially recognize novel attacks.

Figure 1 shows an overview of the architecture of the system, which works by reconstructing time series of CAN packets for each ID and computes their anomaly score based on the reconstruction error. The effectiveness of reconstructing the signal (opposed to predicting the successive one) has been demonstrated by Malhotra et al. [23], which uses LSTM encoder-decoder architectures as reconstructors to detect anomalies in multi-sensor contexts. It comprises three modules: a data preprocessing module, an LSTM-based autoencoder, which learns the legitimate signal behavior, and an anomaly detector, which compares the reconstruction errors.

4.1 Data Preprocessing
The first module of CANdito builds the input sequences by applying the READ algorithm [24] and associating to each CAN ID the corresponding ranges of the signals. Using this information, the payloads of each packet are converted into the list of their signals rescaled in the [0-1] range, excluding constant bits, counters, and Cyclic Redundancy Checks (CRCs). In Table 1, an example of how two IDs and their payloads may be cataloged by READ. Our resulting input sequence is composed by a matrix $X$ of $n \times k$, where $n = 40$ is the dimension of the window of CAN packets, $k$ is the number of signals per packet (rescaled in the [0-1] range).

### Table 1: Examples of READ-parsed CAN IDs, from Marchetti and Stabili’s [24]

| CAN ID | Signals |
|--------|---------|
| 0x1D0  | Wh.Speed FL (phys, 0-15) |
| 0x201  | Wh.Speed FR (phys, 16-31) |
|        | Wh.Speed RL (phys, 32-47) |
|        | Wh.Speed RR (phys, 48-63) |
|        | Counter (counter, 34-35) |
|        | Checksum (CRC, 36-39) |

4.2 LSTM-based autoencoder
As shown in Figure 2, the second module of CANdito is based on an autoencoder whose encoder and decoder layers are implemented with two recurrent LSTMs.

The encoder is composed of a dense layer, which consists of 128 units with an Exponential Linear Unit (ELU) [25] activation function. The dense layer is followed by a 20% dropout layer and two recurrent LSTM layers with $L = 64$ units each. The cell and hidden states of the last LSTM layer of the encoder are used to initialize the states of the first LSTM layer of the decoder. The output of the encoder is reversed before being fed into the decoder. Symmetrically, the decoder consists of two recurrent LSTM layers with 64 units each, a dense layer, consisting of 128 units with ELU activation function, and a second output dense layer with $k$ units with sigmoid activation function (to scale the results to the [0,1] interval).

4.2.1 Training and Tuning
The input data of the training and threshold calculation processes are composed by sliding one time step at a time a window of $n$ packets, while for the testing process, in order to have a lightweight detection process, the windows of packets do not overlap. A dataset consisting only of legitimate data sequences has been used as the baseline to establish the ‘normal’ behavior for any given...
As previously stated, CANdito is based on CANnolo [5], in light of its promising results in the detection of attacks on CAN. In particular, CANdito required an in-depth study of CANnolo. To do so, we implemented CANnolo from scratch and tested it on our extended dataset. This evaluation brought the improvements described below.

**Generalization and computation improvements.** The number of artificial neurons of all layers has been halved. This reduction in dimensions has a twofold scope. The networks of several CAN IDs are prone to overfitting, reducing the dimension of the layers mitigated this problem. Moreover, reducing the dimension of the layers has a substantial impact on the improvement of the computation times of the network.

**Overfitting and vanishing gradient mitigation.** The activation functions of the two symmetric dense layers of the encoder and decoder have been modified from hyperbolic tangent to ELU. This was proven to mitigate the vanishing gradient problem and to improve the generalization capabilities of the network [25, 19].

**Input bloat reduction.** The inputs of CANnolo are bit-strings composed of the condensed notation of the packets (i.e., excluding constant bits). In our solution, we also exclude signals marked by READ as counters or CRCs. In fact, counters and CRCs do not carry relevant information for the reconstruction module, as demonstrated by the fact that considering them did not improve the effectiveness of the system. Moreover, CANdito’s input is not composed of bit-strings but by each signal detected by READ rescaled in the [0-1] range. This significantly reduces the input dimensions, further lowering computing times, while comparative tests with the two input methods did not show meaningful effects on detection performances.

**Underfitting mitigation.** The output sequence of the encoder is reversed before being fed into the decoder. This operation is meant to help the network reconstruct the target sequence, which is also reversed as suggested by Sutskever et al. [27]. While for some CAN IDs the network results are similar with or without reversing the encoder output, other CAN IDs networks are affected by severe underfitting if the encoder output is not reversed. The same CAN IDs networks perform well after the change.

**Lower computational requirements.** To lower the computational effort, we do not feed the reconstructed sequence back into the decoder. Evaluations at design time did not show improvements in detection performances between the two implementations.

**Anomaly score computation improvement.** CANnolo uses the Mahalanobis distance between the reconstruction error of the window under evaluation and the distribution of errors in untampered scenarios. While such distance has been considered for the anomaly scores computation, it has underperformed with our model. Instead, we opted to compute the anomaly score as the squared l2-norm of the reconstruction error, with a 99.99 percentile of the scores as a detection threshold, as suggested in [19].

## 5 CANtack

We designed CANtack to have an easy, partially automated way to consistently generate different types of anomalies in our datasets while starting from datasets of real CAN
traffic. The tool is available at 1 alongside instructions on how to use it. The output of the tool is a dataset structured similarly to the ReCAN dataset [28], but with an additional isTampered column, which indicates whether a log entry has been tampered with or not.

The tool allows choosing between the different attack implementations, which enable to deploy all the attacks presented in Section 2. Moreover, all different types of attacks (except for cases in which this does not make sense, i.e., drop and DoS) can be either performed in an injection fashion (i.e., without modifying the original packets of the traffic and specifying an injection rate) or in a masquerade fashion (i.e., substituting the original packets with the tampered ones). We proceed to present the list of attacks and their user-defined parameters. Note that for all attacks, the user needs to set the ID to tamper and the beginning time for the attack in seconds.

**Basic injection.** The user can specify a payload and a number of tampered packets. The tool injects or replaces a number of packets with the new tampered payload.

**Progressive injection.** As above, the value of every single payload can be specified.

**DoS.** The network is flooded with packets with ID “0” for the specified duration. It is possible to define the percentage of the bus to fill.

**Drop.** A set amount of messages from the given ID are deleted from the dataset.

**Fuzzy.** The payloads are injected or tampered with random values. It is also possible to choose a bit range in which to fuzzy a value, e.g., simulating the fuzzing only of a sensor data.

**Replay.** The payloads are values sniffed from the dataset. To implement this attack, it is necessary to define the initial sniffing time and whether to partially randomize the position of the first copied packet among the sniffed ones. Moreover, a series of replacements can be specified to modify only some bit-ranges with other values. These values can be set with the following options:

- **payloads** replaces the bit-ranges with explicitly defined data;
- **fuzzy** randomizes the bit-range;
- **min** and **max** respectively find the minimum and maximum value (considered as an integer) registered in the dataset for that bit-range;
- **seamless change** defines a final value to reach and increases or decreases the bit-range from the value read in the last untampered line to the chosen one;
- **counter** increases the values of the bit-range by one per packet, in a counter-like fashion.

6 **EXPERIMENTAL VALIDATION**

In this experiment, we compare CANdito with CANnolo [5] from both the point of view of the detection and the temporal performances. In particular, the experiment consists of evaluating the performance of CANnolo and CANdito over different datasets tampered with our novel attack tool 5.

We evaluate the systems both on the entire dataset (see Table 3) and on the subset of CAN IDs on which CANnolo is considered optimal by its authors (see Table 2). CANnolo’s implementation has been kept almost untouched; threshold computation criterion included. This consideration must be explicitly made since the authors used as a comparison metric for their experiment just the AUC without focusing over the threshold computation criterion, which was demonstrated to be sub-optimal.

We evaluate the detection performances of the systems under analysis by considering the most common metrics used to evaluate unbalanced datasets. Specifically, we make use of Detection Rate (DR), FPR, F1 score, Matthews Correlation Coefficient (MCC). Moreover, to evaluate the timing performances, we use the Testing Time per Packet (TTP).

In order to comprehend the results of the evaluated IDSs, one clarification is needed: We aim to detect anomalous behavior. This defines the scope of our IDS, which is not to find and suppress one single anomalous message but to detect the presence of anomalies or intrusions and raise an alarm. Although detecting all and only attack packets would be optimal, this does not carry any evident advantage for the IDS in the vast majority of cases. The only exception occurs when the final goal of the IDS is that of deleting the attack messages, which is a drastic measure generally not considered given the safety issues of vehicular networks. Therefore, we do not evaluate the results per packet, but by using a window of dimension \( n = 40 \) (the same dimension of the input window of CANdito) and consider a window non-anomalous only if none of its 40 packets is anomalous. It is enough to find one positive prediction to consider the whole window anomalous.

Both the systems have been tested by serving the dataset split in windows of pre-defined size as it should happen at runtime, instead of testing the entire sequence in one batch; doing so permits to have a measure of the testing time that is more accurate.

6.1 **Datasets**

To build and evaluate CANdito, we chose the ReCAN dataset [28], a public dataset of CAN logs retrieved in real-world scenarios. We then select the C-1 sub-dataset, which has been retrieved from multiple test drives of an Alfa Giulia. In more detail, we use sub-datasets 1, 2, 6, 8, and 9 to train the model, sub-dataset 4 to calculate thresholds, sub-dataset 5 for validation and hyper-parameter tuning, and finally, sub-dataset 7 for testing.

We then use our attack tool to generate the attack datasets. All the datasets are generated starting from sub-dataset 7 of the ReCAN C-1 dataset. The datasets have the goal of building attacks as presented in our background Section 2. All the datasets, their details, and implementation parameters are available on the CANtack webpage 4.

**Injection Dataset.** This dataset contains generic injection attacks, which consists of added packets on the network, leaving all packets already present in the dataset unchanged. The new packets are sniffed from previous traffic and only one physical signal is modified (recognized through the READ algorithm [24]), although the value changes inside the range of already existing values of the signal. This is
done in an attempt to comply as much as possible with the behavior of the ID and increase the difficulty of detection. The packets are added at 20 times the frequency of the original packet and continue for a sequence of 50 packets.

**Drop Dataset.** This dataset simulates the event where an attacker turns off an ECU or its CAN controller. The attack consists of removing a sequence of valid packets from the original traffic. Twenty-five consecutive packets are removed each time.

**Masquerade Dataset.** This dataset contains generic masquerade attacks that would not be detectable only through frequency-based or rule-based features. The modified packets are sniffed from previous traffic and one or more physical signals are modified in the same fashion as the injection dataset. Moreover, the anomalous packets maintain the same timestamps as the packet they replace, alongside its ID. Each anomalous sequence has a length of 25 packets.

**Fuzzed Dataset.** This dataset represents the event where an attacker is testing random values of signals in order (usually) to trigger unexpected behavior. The attack is made in a masquerade fashion (the original packets are removed and replaced), but only the bits included in some of the signals are fuzzed, while, for example, constant bits are left untampered. As above, 25 consecutive packets are removed each time. As above, each anomalous sequence has a length of 25 packets.

**Seamless Change Dataset.** This dataset contains masquerade attacks that attempt to evade detection by changing the payload of the packets progressively until the desired value is reached. The physical values in the tampered ID have to be at least 4 bits long. The new packets are sniffed from previous traffic and only one physical signal is modified. As above, each anomalous sequence has a length of 25 packets.

**Full Replay Dataset.** This dataset contains masquerade attacks that attempt to evade detection by copying exact sequences on the bus. No additional check is made while generating the attacks. Consequently, there is no warranty that the new sequence is taken from a moment where the condition of the car is very different, lowering the detection capabilities but also the actual effects of the attacks. This dataset is primarily interesting to compare the ability of IDSto detect anomalous sequences that are perfectly valid in a different context. As above, each anomalous sequence has a length of 25 packets.

### 6.2 Results

As shown in Table 2 and Table 3, our solution is not only twice as fast as CANnolo in providing the predictions, but it is also more effective in almost all the considered attack scenarios. In particular, in Table 3 we show the results on the entire dataset, while in Table 2 we show the results of the two models on the same set of CAN IDs (i.e., $0DE, 0EE, 0FB, 0FC, 0FE, 0FF, 1F7, 1FB, 11C, 100, 104, 116$).

Focusing on payload-based anomalies, CANdito generally outperforms CANnolo on both the entire dataset and on the subset of the dataset composed of the selected CAN IDs. For the Masquerade dataset, CANdito performs evidently better, with an F1 score and MCC both over .15 point higher than CANnolo. We explain the better performances obtained with the different approaches used to compute the detection threshold. For the Fuzzy datasets, CANdito shows similar performances to CANnolo, with a higher DR, F1-score, and MCC. For the Seamless Change dataset, the better performances of our new architecture are more evident. In fact, both the F1 score and MCC improvements range between .07 and .09. For the Full replayed dataset, the original model is slightly more effective, but the performances of the two systems are comparable. However, in light of the stringent requirements of the automotive domain, where the lack of computational power is critical [29], CANdito is preferable to CANnolo since it provides detection results in less than half of the time.

As expected, both systems perform poorly on flow-based anomalies (i.e., Injection and Drop datasets) since they implement payload-based detection and do not detect changes in the frequency of packets arrivals.

It is interesting to note that CAN ID 0xe1340000 is responsible for the 18% of overall false positives and features a very different behavior between the train set and the test set with the presence of flipping bits that were static for the entire duration of the training set. This said, it is encouraging to know that a large part of the FPR depends on a small set of CAN IDs because this demonstrates that future works may improve the results of finding a different
classification of these “pathological” CAN IDs. Another possible alternative that is not particularly time-consuming, considering the small dimension of this set of CAN IDs is to perform a human supervised fine-tuning of the model for these specific CAN IDs on top of the automatic classification.

6.3 Discussion

Comparing the results of CANdito with the ones provided by other state-of-the-art techniques might be complicated considering that usually the results of the systems are not provided on a large set of CAN IDs; on the other hand, it is still possible to make some considerations about this topic. As we discuss in Section 3, flow-based IDSs are not able to detect any payload-based anomaly, so it is not easy to compare them with a more general approach.

Taking into consideration payload-based approaches, besides CANnollo [3], one of the most interesting state-of-the-art techniques is the autoencoder CANet proposed by Henselmann et al. [19]. The results provided by the authors are promising, but they are performed only on a set of 13 CAN IDs that have a high correlation between them, and this makes it difficult to compare the two systems, given that in our tests, it is easy to find both CAN IDs on which our system performs well and others on which the performances are lower. This said, the only attack on which CANet performs better is what the authors call “playback attack”, which is similar to the attacks performed in our full replay dataset, thanks to the fact that their system is able to take into consideration the correlation between the different CAN IDs.

7 Conclusions

In this paper, we presented CANdito, an improved RNN-based and unsupervised IDS that exploits LSTM autoencoders to detect anomalies through a signal reconstruction process in CAN traffic. We evaluated CANdito from the point of view of the detection and timing performances on a more comprehensive real-world dataset augmented with synthetic attacks generated with CANack, a tool to generate and inject synthetic attacks in real datasets, which can be used as a benchmarking suite for IDS in the automotive domain. We demonstrated that CANdito is able to out-perform the state of the art, improving the detection rate by 11.85% on average and reducing the timing overheads by 50%. We plan to overcome CANdito limitation in detecting attacks that work in the frequency domain by complementing the improved detection power of the payload-based detection system presented in this work with the power of frequency-based approaches to building an end-to-end hybrid IDS able to fully exploit all CAN IDs.
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