Abstract. Determining whether an arbitrary subring $R$ of $k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$ is a normal domain is, in general, a nontrivial problem, even in the special case of a monomial generated domain. In this paper, we provide a complete characterization of the normality and normalizations of quadratic-monomial generated domains. For a quadratic-monomial generated domain $R$, we develop a combinatorial structure that assigns, to each quadratic monomial of the ring, an edge in a mixed signed, directed graph $G$, i.e., a graph with signed edges and directed edges. We classify the normality and the normalizations of such rings in terms of a generalization of the combinatorial odd cycle condition on $G$.

1. Introduction

It is, in general, a nontrivial problem to determine whether an arbitrary subring of a Laurent polynomial ring $k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$ over a field $k$ is a normal domain, even in the special case of monomial generated domains, see, e.g., [17, 30, 34]. Hibi and Ohsugi [20] and Simis, Vasconcelos, and Villarreal [25] independently study the special case of quadratic-monomial generated subrings of the polynomial ring $k[x_1, \ldots, x_n]$ (see also [4, 24, 31, 32]). In their work, they construct a quadratic-monomial generated subring $k[G]$, called the edge ring, from a graph $G$. From the graph, they give a combinatorial characterization, called the odd cycle condition, of the normality of $k[G]$ in terms of $G$. Moreover, when $k[G]$ is not a normal domain, they use the combinatorial data of $G$ to construct the normalization of $k[G]$.

In this paper, we generalize their work and provide a complete characterization of the normality of and normalizations for quadratic-monomial generated domains in the Laurent polynomial ring $k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$. This case is considerably more complicated than the situation in the previous work because the negative powers allow exponents to cancel. In order to address these difficulties, we introduce new proofs; in particular, our proofs are more graph-theoretic in nature than in the previous work. Combinatorially, we study mixed signed, directed graphs, i.e., graphs with signed edges and directed edges and provide generalizations of the odd cycle condition and the combinatorial data of $G$ for the normalization of $k[G]$ in this case.

Since edge rings come equipped with an accessible combinatorial structure, these rings have been studied extensively in the commutative algebra setting, see, e.g., [1, 2, 6, 9–16, 19, 21–23, 29, 33]. These papers classify commutative algebraic properties for edge rings and use edge rings to easily construct rings which are examples and non-examples for these properties. We expect that our generalization of edge rings will naturally extend to these settings, and thereby extend the results and examples in these papers. In particular, the study of Serre’s conditions in [13] has already been extended to this more general setting in [18] by providing a more general theorem with new examples. Additionally, in the field of algebraic statistics, normal domains and semigroups have several applications, see, for example [26, 28] and the references included therein for examples.

---

1The edge ring is a different object than the edge ideal of a graph. The edge ring and edge ideal are generated by the same elements, but one as a subring and the other as an ideal of $k[x_1, \ldots, x_n]$. For more details on the edge ideal, see, for example, [24, 27] and the references included therein. It is also distinct from the edge algebra (sometimes also called the edge ring), see, for example [7, 8] and the references included therein. There is another distinct concept called the edge ring, see, for example [35].
By extending the collection of examples of normal and non-normal graphs, our results may have applications in these associated fields.

1.1. Main Results. Suppose that $R$ is a quadratic-monomial generated subring of $k[x_1^{\pm1}, \ldots, x_n^{\pm1}]$. From $R$, we construct a mixed signed, directed graph $G$, i.e., the edges of $G$ are either directed or signed, such that the edge ring $k[G]$ associated to $G$ equals $R$. Our first main result characterizes the normality of $R$ in terms of the combinatorial properties of $G$:

**Theorems 3 and 5.** Let $G$ be a mixed signed, directed graph. $k[G]$ is normal if and only if $G$ satisfies the generalized odd cycle condition, i.e., for any two disjoint cycles, each with an odd number of signed edges, between them there is either no path or a generalized alternating path, see Definition 1.7.

When $k[G]$ is not normal, we call pairs of disjoint cycles exceptional if they fail the odd cycle condition, i.e., each cycle has an odd number of signed edges and between them there is a path, but no generalized alternating path. For each pair $\Pi$ of exceptional cycles, we define a monomial $M_{\Pi}$ in Definition 3.18. These monomials then generate the normalization of $k[G]$.

**Theorems 4 and 6.** Let $G$ be a mixed signed, directed graph. Suppose that $\Pi_1, \ldots, \Pi_q$ are the exceptional pairs of cycles in $G$. Then, the normalization of $k[G]$ is generated as an algebra by $M_{\Pi_1}, \ldots, M_{\Pi_q}$ over $k[G]$.

1.2. Outline of Paper. The remainder of this paper is organized as follows: In Section 2, we provide the background and notation used throughout the paper. In Section 3 we prove our main theorems for the edge ring of a signed graph. In particular, we characterize when $k[G]$ is normal and provide the normalization when it is not normal. In Section 4, we extend the results of Section 3 to graphs with signed edges and directed edges. This completes the characterization of normality for all quadratic-monomial generated domains. Finally, we conclude in Section 5.

2. Background and Notation

In this section, we recall notation, definitions, and results from graph theory, semigroup theory, and edge ring theory for use in this paper. Our notation for edge rings follows the notation of Hibi and Ohsugi [20].

2.1. Graph Theory. One main object of study in this paper is a signed graph. We give the basic definitions for a signed graph in this section.

**Definition 2.1.** A signed graph $(G, \text{sgn})$ is an undirected graph $G = (V, E)$ and a sign function $\text{sgn} : E \to \{-1, +1\}$ where $\text{sgn}(e)$ denotes the sign of the edge $e \in E$. For notational convenience, an edge $ij$ with $\text{sgn}(ij) = +1$ is denoted $+ij$, and an edge $ij$ with $\text{sgn}(ij) = -1$ is denoted $-ij$. We omit the sign when it is understood from context.

**Definition 2.2.** Let $G$ be a signed graph. $H$ is a component of $G$ if it is a maximal connected subgraph. We say a component $H$ is a bipartite component if the vertices of $H$ can be partitioned into two sets $L$ and $R$ so that all the edges of $H$ have exactly one vertex in $L$ and one vertex in $R$. $G$ is bipartite if each component is a bipartite component.

The construction of a ring from a graph proceeds by first constructing a semigroup from the graph. We now define the map used in this construction.

**Definition 2.3 (cf [20]).** Let $G$ be a signed graph with $d$ vertices, possibly with loops, and without multiple edges. Define a map $\rho : E(G) \to \mathbb{R}^d$ as $\rho(e) = \text{sgn}(e)(e_i + e_j)$ where $e = +ij$ or $e = -ij$ is an edge of the graph. When $e$ is a loop, $i = j$ and $\rho(ii) = 2\text{sgn}(ii)e_i$. Let $\rho(E(G))$ be the image of $E(G)$ and define the edge polytope of $G$ as $P_G := \text{conv}\{\rho(E(G))\}$.

Observe that in [20], the authors do not consider signed graphs, and, hence, all edges $e$ in $G$ have positive sign, i.e., $\rho(e) = e_i + e_j$. 
2.2. **Semigroups.** The rings considered in this paper are constructed as semigroup rings. In this section, we recall the definition and pertinent properties of affine semigroups, see, for example, [3] for more details.

**Definition 2.4.** An affine semigroup $C$ is a finitely generated semigroup containing zero which, for some $n$, is isomorphic to a subsemigroup of $\mathbb{Z}^n$. Over a field $k$, the affine semigroup ring $k[C]$ of $C$ is the ring generated by the elements of $\{x_{1}^{c_{1}} \ldots x_{n}^{c_{n}} : (c_{1}, \ldots, c_{n}) \in C\}$. We often use multi-index notation for clarity, where $x^c = x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}$ with $c = (c_{1}, \ldots, c_{n})$.

For the remainder of this section, we assume that $C$ is an affine subsemigroup of $\mathbb{Z}^n$. Let $\mathbb{Z}C$ denote the smallest subgroup of $\mathbb{Z}^n$ that contains $C$, and denote $\mathbb{R}_{+}C := \mathbb{R}_{+} \oplus \mathbb{Z}_{+}$ that is, the elements of $\mathbb{R}_{+}C$ consist of a finite positive linear combinations of elements of $C$.

**Definition 2.5.** An affine semigroup $C$ is normal if it satisfies the following condition: if $mz \in C$ for some $z \in \mathbb{Z}C$ and $m$ a positive integer, then $z \in C$.

Normality can be interpreted geometrically as follows: suppose that $mz \in C$. If the semigroup is normal, then every point of $\mathbb{Z}^n$ that lies on the line segment between the origin and $mz$ is either in both $C$ and $\mathbb{Z}C$ or neither. In fact, normality can be determined by studying the interaction between $\mathbb{R}_{+}C$ and $\mathbb{Z}C$. Gordan’s lemma gives characterizations of and connections between the normality of an affine semigroup and its semigroup ring.

**Proposition 2.6** (Gordan’s Lemma [3 Proposition 6.1.2 and Theorem 6.1.4]).

a) If $C$ is a normal semigroup, then $C = \mathbb{Z}C \cap \mathbb{R}_{+}C$.

b) Let $G$ be a finitely generated subgroup of $\mathbb{Q}^n$ and $D$ a finitely generated rational polyhedral cone in $\mathbb{R}^n$. Then, $G \cap D$ is a normal semigroup.

c) Let $C$ be an affine semigroup and $k$ a field. $C$ is a normal semigroup if and only if $k[C]$ is a normal domain.

2.3. **Integral Closures of Edge Rings.** We recall the constructions of edge rings and their normalizations from [20] and [25], with slight generalizations. Suppose that $R \subseteq k[x_{1}^{\pm 1}, \ldots, x_{n}^{\pm 1}]$ is a quadratic-monomial generated domain with generators of the form $(x_{i}x_{j})^{s}$ with $s = \pm 1$.

From $R$, we construct the signed graph $G$ with vertex set $\{1, \ldots, n\}$ and edges $s \cdot ij$ for each monomial of the form $(x_{i}x_{j})^{s}$ in $R$. Moreover, we construct the edge polytope $\mathcal{P}_{G}$ as in Definition 2.8. From the edge polytope, we consider the following two affine semigroups:

**Definition 2.7.** Let $G$ be a signed graph, possibly with loops. Define the edge lattice as the subgroup of $\mathbb{Z}^n$ generated by $\rho(E(G))$, i.e., $\mathcal{L}_G := \mathbb{Z}\rho(E(G)) = \{\sum_{e \in G} e \cdot \rho(e) : z \in \mathbb{Z}\}$ There are two semigroups associated to $\mathcal{P}_{G}$.

- $T_{1} := \text{cone}(\mathcal{P}_{G}) \cap \mathcal{L}_G = \mathbb{R}_{+}\rho(E(G)) \cap \mathbb{Z}\rho(E(G))$,
- $T_{2} := \mathbb{Z}_{+}\rho(E(G))$, i.e., the semigroup generated by $\rho(E(G))$.

Each of these semigroups generates a semigroup ring of interest as follows:

**Definition 2.8.** Let $G$ be a signed graph, $T_{1}$ and $T_{2}$ as defined above, and let $\mathcal{A}(\mathcal{P}_{G})_{n}$ be the vector space over $k$ which is spanned by the monomials of the form $x^{a}$ such that $a \in n\mathcal{P} \cap \mathbb{Z}d$. We define the following subrings of $k[x_{1}^{\pm 1}, \ldots, x_{d}^{\pm 1}]$:

- the *Ehrhart Polynomial ring*:

  \[ k[T_{1}] := \mathcal{A}(\mathcal{P}_{G}) = \bigoplus_{n=0}^{\infty} \mathcal{A}(\mathcal{P}_{G})_{n} \text{ and} \]

- the *Edge ring of $G$*:

  \[ k[T_{2}] = k[G] := \langle x^{a} : a \in \rho(E(G)) \rangle. \]

\[ \text{The authors of [20] and [25] only consider generators with } s = 1. \]
We observe that the ring $R$ can be recovered from the graph $G$ as $R = k[T_2]$. Even though several signed graphs $G$ can generate the same ring $R$, this construction from $G$ motivates the notation $k[G]$ for the edge ring. By construction, $A(P_G)$ is a normal ring, and, in \cite{20} and \cite{25}, the authors prove that when all edges have positive sign, $A(P_G)$ is the normalization of $k[G]$. Moreover, they explicitly describe the generators of $A(P_G)$ as an algebra over $k[G]$ in terms of the structure of the graph $G$.

In the remainder of this paper, we extend these results in a more general setting. In particular, we extend these results to graphs where $s$ can be both $+1$ and $-1$ in Section 3. Then, we extend the results to arbitrary quadratic-monomial generated domains in Section 4.

**Notation 2.9.** Throughout the remainder of this paper, ring notation or semigroup notation is used depending on which is clearer in the particular context. We recall that the coordinates in $\mathbb{Z}^n$ correspond to the exponents of the $x_i$'s in the edge ring.

3. **Algebraic Properties**

In this section, we classify the normality of $k[G]$ in terms of combinatorial properties of the graph $G$. Additionally, when $k[G]$ is not normal, we use the structure of $G$ to determine the additional elements needed to normalize $k[G]$. This combinatorial condition is a generalization of the odd cycle condition of \cite{20}, but is more nuanced due to the more general class of signed graphs. Our goal throughout this section is to use the combinatorial properties of $G$ to relate $k[G]$ to $A(P_G)$. In particular, we compute generators of $A(P_G)$ over $k[G]$ in terms of properties of the graph.

### 3.1. Odd Cycle Condition

In this section, we define the main combinatorial property, called the odd cycle condition, for signed graphs. Moreover, we show that if a signed graph $G$ does not satisfy this property, then $k[G]$ is not normal.

**Example 3.1.** Let $G$ be the signed graph in Figure 11 i.e., $G$ has vertex set $\{1, 2, 3\}$ and edge set $\{+11, +12, +23, -33\}$. The monomial $x_1x_3^{-1}$ is in $A(P_G)$, but it is not in $k[G]$. We demonstrate this by showing $(1, 0, -1) \in T_1 \setminus T_2$ since the elements of the $T_i$'s represent the exponents of the variables.

To show that $(1, 0, -1) \in T_1$ we give two ways of writing $(1, 0, -1)$: one in cone($P_G$) and the other in $L_G$. To show that $(1, 0, -1) \in \text{cone}(P_G)$, we write $(1, 0, -1)$ as a nonnegative real combination of the edges of $G$:

$$(1, 0, -1) = \frac{1}{2} \rho(11) + \frac{1}{2} \rho(-33) = \frac{1}{2}(2, 0, 0) + \frac{1}{2}(0, 0, -2).$$

Similarly, to show that $(1, 0, -1) \in L_G$, we write $(1, 0, -1)$ as an integral combination of the edges of $G$:

$$(1, 0, -1) = \rho(12) - \rho(23) = (1, 1, 0) - (0, 1, 1).$$

Thus, $(1, 0, -1) \in T_1$ and hence $x_1x_3^{-1} \in A(P_G)$.

We now argue that $(1, 0, -1)$ is not in $T_2$ because it cannot be written as a nonnegative integral combination of the edges of $G$. In particular, if $(1, 0, -1)$ were in $T_2$, then we could write $(1, 0, -1) = \sum e \in G z_e \rho(e)$ for $z_e \in \mathbb{Z}_{\geq 0}$. Since the only two edges incident to vertex 1 are $+11$ and $+12$, the coefficient of one of these must be at least one. However, the vectors $(2, 0, 0)$ and $(1, 1, 0)$ contain coordinates that are strictly larger than the corresponding coordinates in $(1, 0, -1)$ and there is no way to cancel these coordinates. Therefore, $(1, 0, -1)$ cannot be written as a nonnegative integral combination of the edges of $G$, $(1, 0, -1) \notin T_2$, and $x_1x_3^{-1} \notin k[G]$.

Observe that $(x_1x_3^{-1})^2 = (x_1^2)(x_3^{-2}) \in k[G]$, and, hence, the monomial $z^2 - (x_1x_3^{-1})^2$ has the rational solution $x_1x_3^{-1} = \frac{11/12}{10/13}$. Since $x_1x_3^{-1}$ is not in $k[G]$, is in the fraction field of $k[G]$, and is a solution to a monic polynomial with coefficients in $k[G]$, $k[G]$ is not normal.
Figure 1. The edge ring for the graph $G$ is not normal. In particular, $(x_1 x_3^{-1})^2$ is in $k[G]$, but its square root is not in $k[G]$. By changing the sign on the edge 23, the edge ring for the graph $H$ is normal. In this case, $x_1 x_3^{-1}$ can be formed by observing that since the pair of edges $+12$ and $-23$ differ in signs, the corresponding powers on $x_2$ cancel in the product.

Example 3.2. Let $H$ be the signed graph in Figure 1, i.e., $H$ has vertex set $\{1, 2, 3\}$ and edge set $\{+11, +12, -23, -33\}$. Observe that $H$ is the same graph as $G$ from Example 3.1 except that edge $+23$ has been replaced by $-23$. In this case, we can see that $(1, 0, -1) \in T_1$ by a similar set of coefficients as in Example 3.1. On the other hand, $(1, 0, -1) \in T_2$ since $(1, 0, -1)$ can be written as a nonnegative integral combination of the edges.

\[ (1, 0, -1) = \rho(+12) + \rho(-23). \]

Therefore, $x_1 x_3^{-1}$ is not a witness to non-normality. In fact, $k[H]$ is normal.

Examples 3.1 and 3.2 illustrate a subtlety in detecting normality in the case of a signed graph since the normality depends not only on the structure of the graph, but also the signs of the edges. These examples lead to the odd cycle condition for signed graphs:

Definition 3.3. Let $G$ be a signed graph, we say that $G$ satisfies the odd cycle condition if for every pair of odd cycles $C$ and $C'$ of $G$, at least one of the following occurs:

1. $C$ and $C'$ are in distinct components,
2. $C$ and $C'$ have a vertex in common,
3. $C$ and $C'$ have a sign alternating $i,j$-path in $G$, where $i$ is a vertex of $C$ and $j$ is a vertex of $C'$.

Note that the definition of the odd cycle condition extends the definition from [20] and [25]. In particular, since the graphs considered by Hibi and Ohsugi are connected and they have only positive edges, the only possible alternating paths are of length one. By restricting to that case, the odd cycle condition of [20] follows. For connected graphs with all positive edges, [20] shows that the odd cycle condition is equivalent to normality of the edge ring $k[G]$. We now begin the generalization of this proof to the case of a disconnected signed graph by showing that the odd cycle condition is a necessary condition on $G$ for $k[G]$ to be normal.

Definition 3.4. Let $G$ be a signed graph, $C$ be a cycle in $G$, and $\{u_1, \ldots, u_n\}$ be the vertices of $C$. We define the signature of vertex $u_i$ in $C$ as the average of the signs of the edges incident to $i$ in $C$, i.e., $\text{sig}_C(u_i) = \frac{1}{2} (\text{sgn}(u_{i-1} u_i) + \text{sgn}(u_i u_{i+1}))$ where the subscripts are computed modulo $n$. Observe that the signature of a vertex is one of 1, 0, or $-1$.

Observation 3.5. Let $G$ be a signed graph and suppose that $W$ is an alternating walk with vertices $\{i_0, \ldots, i_n\}$ and edges $\{i_0 i_1, \ldots, i_{n-1} i_n\}$. Then,

\[ \prod_{j=1}^{n} (x_{i_{j-1} i_j})^{\text{sgn}(i_{j-1} i_j)} = x_{i_0}^{\text{sgn}(i_0 i_1)} x_{i_n}^{\text{sgn}(i_{n-1} i_n)}. \]
The intermediate variables cancel because each $x_{i_j}$, with $j \not\in \{0, n\}$, appears in two factors with opposite signs. Moreover, if $G$ contains a cycle $C$, $W \subseteq C$, and $i_0$ and $i_n$ have nonzero signature in $C$, then, $\text{sgn}(i_0 i_1) = \text{sig}_C(i_0)$ and $\text{sgn}(i_{n-1} i_n) = \text{sig}_C(i_n)$, so, in this case, the product equals $x_0^{\text{sig}_C(i_0)} x_n^{\text{sig}_C(i_n)}$.

Throughout the remainder of this section, we fix a signed graph $G$ which does not satisfy the odd cycle condition. Since $G$ does not satisfy the odd cycle condition, $G$ contains cycles $C$ and $C'$ that violate the odd cycle condition, i.e., $C$ and $C'$ are disjoint, are in the same component, and do not have an alternating path between them. We prove that the following monomial is a witness to the fact that $k[G]$ is not normal.

\begin{equation}
\prod_{\ell \in C} x_\ell^{\text{sig}_C(\ell)} \prod_{\ell \in C'} x_\ell^{\text{sig}_{C'}(\ell)}
\end{equation}

**Lemma 3.6.** Let $G$ be a signed graph, which does not satisfy the odd cycle condition, then Expression (1) is in $A(\mathcal{P}_G)$.

**Proof.** To prove this statement, we write the monomial in Expression (1) as both a positive real combination and an integral combination of the images of the edges of $E$ under $\rho$.

First, observe that this product can be constructed by putting the weight of $\frac{1}{2}$ on all the edges of $C \cup C'$. In particular,

\begin{equation}
\prod_{\pm \ell \in C \cup C'} (x_k x_\ell)^{\frac{1}{2} \text{sgn}(k \ell)} = \prod_{\ell \in C} x_\ell^{\text{sig}_C(\ell)} \prod_{\ell \in C'} x_\ell^{\text{sig}_{C'}(\ell)}.
\end{equation}

Since all the exponents (weights) are positive real numbers, Expression (1) is in $k[\text{cone}(\mathcal{P}_G)]$.

Since $C$ and $C'$ are odd cycles, by a parity argument, there exists vertices $i$ in $C$ and $j$ in $C'$ with nonzero signature. Since $C$ and $C'$ are in the same component, let $P$ be any path between $i$ and $j$. We choose a walk $W$ in $G$ between $i$ and $j$ with the following property: if $\text{sig}_C(i) = \text{sig}_{C'}(j)$, then $W$ has odd length, and if $\text{sig}_C(i) = -\text{sig}_{C'}(j)$, then $W$ has even length. Such a walk can be constructed by considering $W = P$ or $W = P \cup C$, depending on the parity of $P$.

Suppose that the vertices of $W$ are $\{i = i_0, \ldots, i_n = j\}$ and the edges of $W$ are $\{i_0 i_1, i_1 i_2, \ldots, i_{n-1} i_n\}$ (possibly with repeated vertices or edges). Let $a_1, \ldots, a_n$ be $\pm 1$ so that $a_\ell \text{sgn}(i_{\ell-1} i_\ell) = (-1)^{\ell-1} \text{sig}_C(i)$ for $1 \leq \ell \leq n$. In other words, $a_1 \text{sgn}(i_0 i_1) = \text{sig}_C(i)$, $a_2 \text{sgn}(i_1 i_2) = -\text{sig}_C(i)$, and, due to choice of the length of the walk, $a_n \text{sgn}(i_{n-1} i_n) = (-1)^n \text{sig}_C(i) = \text{sig}_{C'}(j)$. Therefore, while the signs on $W$ may not alternate, the products $a_\ell \text{sgn}(i_{\ell-1} i_\ell)$ alternate. Therefore, in the following product, the intermediate terms cancel by Observation 3.5.

\begin{equation}
\prod_{\ell=1}^{n} (x_{i_{\ell-1}} x_{i_\ell})^{a_\ell \text{sgn}_{C'}(i_{\ell-1} i_\ell)} = x_i^{\text{sig}_C(i)} x_j^{\text{sig}_{C'}(j)}.
\end{equation}

Consider $C \setminus i$, which is a path with an even number of vertices. Let $\{u_1, \ldots, u_{2m}\}$ be the vertices of $C \setminus i$, in order. We now construct the product

\begin{equation}
\prod_{\ell \in C \setminus i} x_\ell^{\text{sig}_C(\ell)}.
\end{equation}

Observe that, since the signature is a weighted sum of the signed edges, we can rearrange a sum of signatures into a sum over edges as follows:

\begin{equation}
\sum_{\ell \in C} \text{sig}_C(\ell) = \sum_{\ell \in C} \frac{1}{2} \sum_{\pm j \in E} \text{sgn}(j \ell) = \sum_{e \in E} \text{sgn}(e).
\end{equation}
Since \( \text{sig}_C(i) = \frac{1}{2} \left( \sum_{j \in C} \text{sgn}(ij) \right) \), we can write a similar equation for \( C \setminus i \):

\[
\sum_{\ell \in C \setminus i} \text{sig}_C(\ell) = \frac{1}{2} \sum_{j \pm ij \in C} \text{sgn}(ij) + \sum_{e \in C \setminus i} \text{sgn}(e) = \text{sig}_C(i) + \sum_{k=1}^{2m-1} \text{sgn}(u_k u_{k+1}).
\]

Equation (6) may be justified as follows: every edge \( e \in C \) (except those incident to \( i \)) appears twice with weight \( \frac{1}{2} \) in the LHS of Equation (6). Additionally, the edges incident to \( i \) appear once, with weight \( \frac{1}{2} \) from the signature of each of the neighbors of \( i \).

Since the right-hand-side of Equation (6) contains an even number of terms which are all equal to \( \pm 1 \), we know that both sides of the equation are even. Hence, using a parity argument, we see that there are an even number of vertices in \( C \setminus i \) with nonzero signature. Let \( \{u_1, \ldots, u_{2p}\} \) be the vertices of \( C \setminus i \) with nonzero signature, in order around \( C \). Then, there are disjoint alternating paths \( \{W_1, \ldots, W_p\} \) such that \( W_k \) ends at \( u_{j_{2k-1}} \) and \( u_{j_{2k}} \); these paths are alternating because otherwise there would be a vertex with nonzero signature between \( u_{j_{2k-1}} \) and \( u_{j_{2k}} \). For each \( W_k \), we assign an edge weight of 1 on the edges of \( W_k \) so that the corresponding ring element is \( x_{j_{2k-1}}^{\text{sgn}(u_{j_{2k-1}})} x_{j_{2k}}^{\text{sgn}(u_{j_{2k}})} \) by Observation 3.5. By multiplying these products over all paths, the product is Expression (4).

Similarly, we can construct \( \prod_{\ell \in C \setminus j} x_\ell^{\text{sig}_C(\ell)} \). By multiplying Equation (3) with Expression (4) as well as the corresponding expression for \( C' \setminus j \), the result is

\[
\left( x_i^{\text{sig}_C(i)} x_j^{\text{sig}_C(j)} \right) \prod_{\ell \in C \setminus i} x_\ell^{\text{sig}_C(\ell)} \prod_{\ell \in C' \setminus j} x_\ell^{\text{sig}_{C'}(\ell)} = \prod_{\ell \in C} x_\ell^{\text{sig}_C(\ell)} \prod_{\ell \in C'} x_\ell^{\text{sig}_{C'}(\ell)}.
\]

Therefore, the exponents in Expression (1) can be written as an integral combination of \( \rho(e) \) for \( e \in G \), i.e., Expression (1) is in \( k[L_G] \). Thus, Expression (1) is in \( \mathcal{A}(P_G) \).

**Lemma 3.7.** Let \( G \) be a signed graph, which does not satisfy the odd cycle condition, then Expression (1) is not in \( k[G] \)

**Proof.** Suppose, for contradiction, that there are nonnegative integer weights on the edges of \( G \) whose corresponding ring element is Expression (1).

Let \( \mathcal{E} \) be the multiset of the edges of \( G \) with multiplicity according to their weights. All vertices other than those in \( C \) or \( C' \) with nonzero signature do not appear in Expression (1). Therefore, for any such vertex \( v \), the number of positive or negative edges in \( \mathcal{E} \) incident to \( v \) must be equal. Thus, we can partition \( \mathcal{E} \) into a collection of closed alternating walks and alternating walks whose endpoints are points in \( C \) or \( C' \) with nonzero signature. With this construction, there are four types of walks: (1) closed walks, (2) walks with both endpoints in \( C \), (3) walks with both endpoints in \( C' \), and (4) walks with one endpoint in \( C \) and the other in \( C' \). Since \( C \) and \( C' \) violate the odd cycle condition, there are no walks of Type (4). Similarly, Type (1) closed walks correspond to the identity in the ring and can be discarded, see Theorem 3.10. Therefore, we reduce to the case where \( \mathcal{E} \) can be partitioned into walks of Types (2) and (3). By Observation 3.5 for any walk of Type (2), with endpoints \( i_0 \) and \( i_n \), the corresponding ring element is \( x_{i_0}^{\text{sgn}(i_0)} x_{i_n}^{\text{sgn}(i_n)} \); a similar statement holds in \( C' \) for walks of Type (3). We established in Lemma 3.6 that \( C \) and \( C' \) each have an odd number of vertices with nonzero signature. However, since each walk of Type (2) introduces a monomial of even total degree, it is impossible for the product \( \prod_{\ell \in C} x_\ell^{\text{sgn}_C(\ell)} \), which is of odd total degree, to be the product of walks of Type (2).

**Theorem 3.8.** Let \( G \) be a signed graph which does not satisfy the odd cycle condition, then \( k[G] \) is not normal.

**Proof.** Since Expression (1) is in \( k[L_G] \), by Lemma 3.6, the monomial is in the fraction field of \( k[G] \). Moreover, since the square of Equation (2) has all nonnegative integral weights, the square
of Expression (1) is in $k[G]$. Therefore, since Expression (1) is the root of a monic polynomial in $k[G]$, is in the fraction field of $k[G]$, and is not in $k[G]$, by Lemma 3.7 it follows that $k[G]$ is not normal.

In the remainder of this section, we prove that the odd cycle condition is also a sufficient condition for $k[G]$ to be normal. To reach this result, we reduce the graphs of interest to a few special cases in the next section. The proof of Theorem 3.3 includes an important construction for these structural results that we collect here:

**Observation 3.9.** If $C$ is an odd cycle in a graph $G$ and $i$ is a vertex of $C$ such that $\text{sgn}_C(i) \neq 0$, then there are edge weights of 0 and 1 on $C$ whose product is

$$\prod_{\ell \in C \setminus i} x_{\ell}^{\text{sgn}_C(\ell)}.$$ 

3.2. **Reductions in $T_1$.** In this section, we explicitly translate between certain combinatorial graph properties and ring properties. We then use this translation to reduce the graphs under consideration to simpler forms, which are easier to study. In particular, we provide the combinatorial property such that the corresponding product in $\mathcal{A}(\mathcal{P}_G)$ is 1. We then use this combinatorial property to reduce elements of $\mathcal{A}(\mathcal{P}_G)$. This is the main link we use to determine normality in the remainder of this section.

**Theorem 3.10.** Let $G$ be a signed graph, and, for each edge $ij$ in $G$, let $a_{ij}$ be an integer. The following are equivalent:

1. $\prod_{\pm ij \in E(x;x_j)} \text{sgn}(ij)^{a_{ij}} = 1$.
2. For all vertices $i$, $\sum_{j \sim i} \text{sgn}(ij)a_{ij} = 0$ where the sum is taken over all $j$ adjacent to $i$.
3. There is a multiset of closed walks allowing loops with weights $w_{ij} = \pm 1$ so that the products $w_{ij} \text{sgn}(ij)$ alternate along the closed walks and $a_{ij}$ is the sum of the weights of the occurrences of edge $ij$ in the closed walks.

**Proof.** Since the exponent of $x_i$ in 1 is the sum in 2, the equivalence of Conditions 1 and 2 is straightforward.

We now prove the equivalence of 2 and 3. If a collection of closed walks satisfying Condition 3 exist, then, let $ji$ and $ik$ be consecutive edges along one such closed walk. Since the weighted walks are alternating, $w_{ji} \text{sgn}(ji) + w_{jk} \text{sgn}(jk) = 0$. Therefore, for a fixed vertex $i$, the weighted sum over all incident edges is 0 because the edges come in alternating pairs. By reorganizing this sum to combine repeated edges into the $a_{ij}$’s, the sum over all edges incident to $i$ is precisely the sum $\sum_{j \sim i} \text{sgn}(ij)a_{ij}$, and is zero. Since $i$ is arbitrary, the first statement follows.

On the other hand, suppose that the sums in Condition 2 are zero for all vertices. Let $E$ be the multiset of pairs of signed edges of $G$ and $\pm 1$. In particular, for each edge $jk \in G$ with $j \neq k$, the pair $(jk, \text{sgn}(a_{jk}))$ occurs $|a_{jk}|$ times, and, for each loop, the pair $(jj, \text{sgn}(a_{jj}))$ occurs $2|a_{jj}|$ times. We observe that for fixed $i$, by assumption, the number of pairs $(ij, +1)$ and $(ik, -1)$ in $E$ are equal where $j$ and $k$ vary over the neighbors of $i$. For each $i$, choose a perfect matching between $(ij, +1)$ and $(ik, -1)$, where $j$ or $k$ may equal $i$. The walks formed by following the matched edges form a collection of alternating closed walks since $E$ is finite.

**Theorem 3.10** is used to simplify the graph under consideration. We now explicitly describe the condition that we use in our reductions.

**Definition 3.11.** Let $G$ be a signed graph and $W$ a closed walk in $G$. $W$ is a **reducing closed walk** if $W$ has even length and if $e \in G$, appears in $W$ multiple times, the number of edges between occurrences of $e$ is odd.

**Corollary 3.12.** Let $G$ be a signed graph and $W$ a reducing closed walk of $G$. Then there are nonzero edge weights $a_{ij}$ on the edges of $W$ satisfying the equivalence of Theorem 3.10.
Proof. We assign weights \( w_e = \pm 1 \) to the edges of \( W \) so that \( w_e \text{sgn}(e) \) is alternating around \( W \). For an edge \( e \) that occurs multiple times in \( W \), since the number of edges between occurrences of \( e \) is odd, \( w_e \) has the same sign for every occurrence. For each edge \( e \), let \( a_e \) be the number of occurrences of \( e \) in \( W \) times \( w_e \). In other words, the sum of the weights for that edge for the multiple occurrences in \( W \). We observe that \( a_e \) is never zero for edges in \( W \) since the weights all have the same sign and cannot cancel. Since \( w_e \text{sgn}(e) \) is alternating in \( W \), the sum in Condition 2 is a collection of pairs which sum to zero, so the conditions of Theorem 3.10 hold.

We now use Corollary 3.12 to reduce the graph under consideration by rewriting the elements of \( T_1 \) in alternate ways. This reduction allows us to reduce our attention to trees and unicyclic graphs with odd cycles. In Section 3.3, these reductions are used to complete the proof that the odd cycle condition is equivalent to the normality of \( k[G] \).

**Lemma 3.13.** Let \( G \) be a signed graph, and assume that, for each edge \( e \) of \( G \), the weight \( a_e \) is positive. Suppose that \( G \) contains a reducing closed walk \( W \). Then there is a proper subgraph \( H \) of \( G \) with fewer edges and positive edge weights \( b_e \) so that \( \sum_{e \in G} a_e \rho(e) = \sum_{e \in H} b_e \rho(e) \).

**Proof.** Let \( c_e \) be the weights on \( W \) constructed in Corollary 3.12. Let \( e' \) be the edge of \( W \) so that \( \frac{a_{e'}}{c_{e'}} \) is minimized (which is negative). For each edge \( e \in W \), we add \( \frac{a_{e'}}{c_{e'}} \) \( c_e \) to its weight. In other words, the weights on the edges \( e \in G \setminus W \) are unchanged, i.e., \( b_e = a_e \), and the weights on the edges \( e \in W \) are \( b_e = a_e + \frac{a_{e'}}{c_{e'}} c_e \). By the minimality of \( e' \), all the weights \( b_e \) are nonnegative, and edge \( e' \) has weight 0 (since \( c_{e'} \) is negative). Let \( H \) be the subgraph of \( G \) whose edges have nonzero weights. By Corollary 3.12, we know that \( \sum_{e \in W} c_e \rho(e) = 0 \). Therefore, since the sums differ by a multiple of 0, the desired equality holds.

We now use this lemma to reduce any graph to one of a simpler form, which is easier to study.

**Corollary 3.14.** Let \( G \) be a signed graph, and assume that for each edge \( e \) of \( G \), the weight \( a_e \) is positive. Then, there is a subgraph \( H \) where each component of \( H \) is a tree or a unicyclic graph with an odd cycle and there are positive edge weights \( b_e \) on \( H \) so that \( \sum_{e \in G} a_e \rho(e) = \sum_{e \in H} b_e \rho(e) \).

**Proof.** Iteratively applying the reduction in Lemma 3.13, we assume that \( H \) is a subgraph of \( G \) which does not contain a reducing closed walk. We observe that \( H \) cannot contain an even cycle because an even cycle is a reducing closed walk. Moreover, if \( H \) contains two odd cycles \( C \) and \( C' \) which are not disjoint, then their union contains an even cycle, which is a reducing closed walk. Finally, if \( H \) contains two disjoint odd cycles \( C \) and \( C' \) in the same component, let \( P \) be a path between them whose interior is disjoint from \( C \) and \( C' \). Let \( W \) be the walk formed by walking around \( C \) and \( C' \) once and path \( P \) twice. \( W \) has even length since \( C \) and \( C' \) both have odd length and \( P \) is covered twice. Moreover, the only edges which occur multiple times are those in \( P \), but the edges between a repeated edge consist of a portion of \( P \) covered twice and one of the cycles, i.e., an odd number of edges. Therefore, \( W \) is a reducing closed walk. The only possible cases are those in the statement of the corollary.

### 3.3. Sufficiency of Odd Cycle Condition

In this section, we use Corollary 3.14 to show that the odd cycle condition for the graph \( G \) is equivalent to the normality of the ring \( k[G] \). We begin with two lemmas that give key structural results in the main theorem.

**Lemma 3.15.** Let \( G \) be a signed graph and \( \alpha \in T_1 \). Let \( H \) be a subgraph of \( G \) such that each component of \( H \) is a tree or a unicyclic graph with an odd cycle. Suppose that \( \alpha = \sum_{e \in H} a_e \rho(e) \) where \( 0 < a_e < 1 \) for all \( e \in H \).

**Proof.** We recall that since \( \alpha \in T_1 \), \( \alpha \) is an integral sum of \( \rho(e) \) for \( e \in G \). Therefore, for any vertex \( i \), \( \sum_{j \sim i} \text{sgn}(ij) a_{ij} \) is an integer, where the sum is taken over all \( j \) adjacent to \( i \).
Suppose, for contradiction, that \( i \in H \) is a leaf. Since \( i \) is a leaf, the sum \( \sum_{j \sim i} sgn(ij)a_{ij} \) consists of a single term, which is not an integer, a contradiction. Therefore, \( H \) is a union of disjoint odd cycles.

Let \( C \) be a cycle in \( H \). If \( C \) is a loop at \( i \), then, by the observation above, we know that \( 2sgn(ii)a_{ii} \) is an integer, so \( a_{ii} = \frac{1}{2} \). If \( C \) is not a loop, suppose that \( k, i, \) and \( \ell \) are consecutive vertices in \( C \). Then, the sum \( \sum_{j \sim i} sgn(ij)a_{ij} \) reduces to \( sgn(ik)a_{ik} + sgn(\ell i)a_{\ell i} \). By our assumptions, the sum is one of \(-1, 0, \) or \( 1 \). By a case-by-case analysis, we see that either \( a_{\ell i} = a_{ik} \) or \( a_{\ell i} = 1 - a_{ik} \). By repeating this argument for each vertex of \( C \), we see that we can partition the edges of \( C \) into two classes, those with weight \( a_{ik} \) and those with weight \( 1 - a_{ik} \). By a parity argument, there is either: (1) some vertex \( s \) with neighbors \( r \) and \( t \) so that \( a_{rs} = 1 - a_{st} \) and \( sgn(rs)a_{rs} + sgn(st)a_{st} = 0 \) or (2) some vertex \( s \) with neighbors \( r \) and \( t \) so that \( a_{rs} = a_{st} \) and \( sgn(rs)a_{rs} + sgn(st)a_{st} = \pm 1 \). In either case, we find that \( a_{rs} = \frac{1}{2} \), so all weights of \( C \) are \( \frac{1}{2} \).

**Lemma 3.16.** Let \( G \) be a signed graph with \( C_1 \) and \( C_2 \) disjoint odd cycles in the same component. Suppose that \( P \) is an alternating path between \( C_1 \) and \( C_2 \) whose interior is disjoint from \( C_1 \cup C_2 \). Then \( k[G] \) contains

\[
\prod_{i \in C_1} x_i^{\text{sgn}(C_1(i))} \prod_{j \in C_2} x_j^{\text{sgn}(C_2(j))}.
\]

**Proof.** Suppose \( P \) has vertices \( \{i_0 = i, \ldots, i_n = j\} \) and edges \( \{i_0i_1, \ldots, i_{n-1}i_n\} \), where \( i \in C_1 \) and \( j \in C_2 \). Let \( P' \) be a maximal alternating walk of the form \( P' = P_1P_2P_1 \) where \( P_1 \) and \( P_2 \) are, possibly empty, walks in \( C_1 \) and \( C_2 \), respectively. We observe that if \( sgn(i_0i_1) = \text{sgn}(C)(i) \), then the path \( P \) cannot be extended. Consider the case where the equality does not hold. In this case, at least one incident edge to \( i \) in \( C \) extends the alternating walk. We continue to add edges to \( P_1 \) until encountering a vertex with nonzero signature. There always exists such a vertex because, by Lemma [3.6], there are an odd number of vertices in \( C_1 \) with nonzero signature. A similar statement holds for \( j \in C_2 \).

Let \( P' \) have vertices \( \{j_0 = j', \ldots, j_m = j'\} \) and edges \( \{j_0j_1, \ldots, j_{m-1}j_m\} \), where \( j' \in C_1 \) and \( j' \in C_2 \). Then \( P' \) is an alternating path such that \( \text{sgn}(j_0j_1) = \text{sgn}(C_1(i')) \) and \( \text{sgn}(j_{m-1}j_m) = \text{sgn}(C_2(j')) \). Therefore, by assigning a weight of 1 to all the edges in \( P' \), it follows from Observation 3.5 that \( k[G] \) contains

\[
\prod_{i \in C_1 \setminus j'} x_i^{\text{sgn}(j_0j_1)} x_j^{\text{sgn}(j_{m-1}j_m)} = x_i^{\text{sgn}(C_1(i'))} x_j^{\text{sgn}(C_2(j'))}.
\]

To complete the theorem, it is enough to show that \( k[G] \) contains

\[
\prod_{\ell \in C_1 \setminus j'} x_\ell^{\text{sgn}(C_1(\ell))} \quad \text{and} \quad \prod_{\ell \in C_2 \setminus j'} x_\ell^{\text{sgn}(C_2(\ell))}.
\]

By Observation 3.1 there are weights of 1 and 0 on the edges of \( C_1 \) and \( C_2 \) to achieve this product. Therefore, by combining Equation 7 and Expression 8, we get the desired monomial.

With these lemmas in hand, we are able to prove our main theorem of this section and characterize the normality of edge rings.

**Theorem 3.17.** Let \( G \) be a signed graph, then \( k[G] \) is normal if and only if \( G \) satisfies the odd cycle condition.

**Proof.** Theorem 3.8 shows that a graph which is normal must satisfy the odd cycle condition. We now prove the other direction. Suppose that \( G \) is a signed graph which satisfies the odd cycle condition, and suppose that \( \alpha \) is in \( T_1 \). Our goal is to show \( \alpha \) is in \( T_2 \). Since \( \alpha \in T_1 \), we can write \( \alpha = \sum_{\epsilon \in G} a_{\epsilon} \rho(\epsilon) \) with \( a_{\epsilon} \geq 0 \). Let \( G' \) be the subgraph of \( G \) consisting of the edges \( \epsilon \in G \) where \( a_{\epsilon} \) is positive. By Corollary 3.14 we can find a subgraph \( H' \) whose components are trees or unicyclic graphs with odd cycles such that \( \alpha = \sum_{\epsilon \in H} a'_{\epsilon} \rho(\epsilon) \) with \( a'_{\epsilon} \) positive.
Let $|\alpha| = \sum_{e \in H'} |a'_e| \rho(e)$, since $|\alpha|$ is a nonnegative integral combination of $\rho(e)$ for $e \in G$, it follows that $|\alpha| \in T_2$. Let $\beta = \alpha - |\alpha|$. In other words, $\beta = \sum_{e \in H'} b_e \rho(e)$ where $b_e = a'_e - |a'_e|$. We observe that $\beta$ can be written as both (1) a nonnegative linear combination of $\rho(e)$ for $e \in G$ and (2) a difference of two integral linear combinations of $\rho(e)$ for $e \in G$. Therefore, $\beta \in T_1$. Throughout the rest of the proof, we prove that $\beta \in T_2$ because then $\alpha = \beta + |\alpha|$ would be in $T_2$ as it would be a sum of elements of $T_2$.

Let $H$ be the subgraph consisting of the edges $e \in H'$ where $b_e$ is positive. By Lemma 3.15, we know that $H$ is a set of odd cycles and $b_e = \frac{1}{2}$. For a cycle $C$ of $H$, let $\beta_C$ be the restriction of $\beta$ to $C$, i.e., $\beta_C = \sum_{e \in C} b_e \rho(e)$. Then, 

$$x^{\beta_C} = \prod_{\ell \in C} x^{\text{sig}_C(\ell)},$$

which is the same monomial considered in Theorem 3.8. Therefore, we observe that normality of $k[G]$ is completely based on these products on cycles.

Let $G_1$ be a component of the original graph $G$ and $\{C_1, \ldots, C_m\}$ the cycles of $H$ contained in $G$. We prove that the number of these cycles is even. Let $\beta_{G_1} = \sum_{e \in G_1} b_e \rho(e)$. Observe that $x^{\beta_{G_1}} = \prod x^{\beta_C}$. Since $\beta \in T_1$, $\beta$ can be written as an integral combination of $\rho(e)$ for $e \in G$. Moreover, since $x^{\rho(e)}$ has even degree, $x^{\beta_{G_1}}$ has even degree. On the other hand, by Theorem 3.8, we know that each $x^{\beta_C}$ has odd degree. Therefore, by considering the parity, there must be an even number of cycles in $\{C_1, \ldots, C_m\}$. Let $C_1$ and $C_2$ be any two cycles in $G_1$. Since $G_1$ satisfies the odd cycle condition, there is an alternating path between $C_1$ and $C_2$. By Lemma 3.16, $x^{\beta_{C_1} x^{\beta_{C_2}}}$ is in $k[G]$. Therefore, by pairing up cycles, $x^{\beta_{G_1}} = \prod x^{\beta_C}$ is in $k[G]$. Finally, since the choice of component was arbitrary, $x^{\beta} = \prod x^{\beta_C}$ is in $k[G]$. Hence, $\beta \in T_2$, so $\alpha \in T_2$.

The characterization of the normality of toric varieties in Theorem 3.17 can be strengthened by describing the generators $A(P_G)$ over $k[G]$.

**Definition 3.18.** Let $G$ be a signed graph. A pair $\Pi = \{C, C'\}$ of disjoint odd cycles in a component of $G$ is exceptional if there does not exist an alternating path connecting $C$ and $C'$. For an exceptional pair $\Pi = \{C, C'\}$, define 

$$\frac{1}{2} \rho(\Pi) = \frac{1}{2} \sum_{ij \in C} \rho(ij) + \frac{1}{2} \sum_{ij \in C'} \rho(ij),$$

and, in $k[x_1, \ldots, x_n]$, let 

$$M_\Pi = x^{\frac{1}{2} \rho(\Pi)} = \prod_{\ell \in C} x^{\text{sig}_C(x_\ell)} \prod_{\ell \in C'} x^{\text{sig}_{C'}(x_\ell)}.$$

Observe that for a pair of exceptional odd cycles $\Pi = \{C, C'\}$, the monomial $M_\Pi$ is precisely the monomial which appears in Theorems 3.8 and 3.17.

**Theorem 3.19.** Let $G$ be a signed graph and $k[G]$ the edge ring of $G$. Let $\Pi_1 = \{C_1, C'_1\}, \ldots, \Pi_q = \{C_q, C'_q\}$ denote the exceptional pairs of odd cycles in $G$. Then, $A(P_G)$ is generated by the monomials $M_{\Pi_1}, \ldots, M_{\Pi_q}$ as an algebra over $k[G]$.

**Proof.** By [25] Lemma 2.7, the normalization for an edge ring with several components is the tensor product of the normalizations of the edge rings of the components. Therefore, to compute the normalization of $k[G]$, it is sufficient to assume that $G$ is connected. In the proof of Theorem 3.17, proving that $\alpha \in T_1$ was equivalent to proving that $\beta_{C_1} + \beta_{C_2} \in T_2$ for a pair of odd cycles $C_1$ and $C_2$. By Lemma 3.16, if $\{C_1, C_2\}$ is not an exceptional pair, then the sum is in $T_2$. Therefore, monomials corresponding to exceptional pairs are the only extra monomials needed. \qed
4. Normal Domains for Mixed Signed, Directed Graphs

In Section 3 we provided a combinatorial characterization of the normality of quadratic-monomial generated rings where the generators are of the form $x_i x_j$ or $x_i^{-1} x_j^{-1}$. This section contains one of the main results of this paper, where we extend this characterization to all quadratic-monomial generated domains, i.e., we allow generators of the form $x_i^{-1} x_j$.

4.1. Reductions to Signed Graphs. In this section, we develop the combinatorial properties to describe arbitrary quadratic-monomial generated domains. In particular, we show that generators of the form $x_i^{-1} x_j$ correspond, combinatorially, to directed edges and relate the edge rings of mixed signed, directed graphs to those of signed graphs.

Definition 4.1. A mixed signed, directed graph is a pair $G = (V, E)$ of vertices, $V$, and edges, $E$, where $E$ consists of a set of signed edges and directed edges between distinct vertex pairs. As before, we denote a positive edge between $i$ and $j$ as $+ij$ and a negative edge between $i$ and $j$ as $-ij$. A directed edge from $i$ to $j$ is denoted $(i, j)$.

Note that, for any vertex $i$, there may be positive and negative loops at $i$ denoted $+ii$ and $-ii$ respectively, but not directed loops (since directed loops correspond to the identity). Also, for a pair $i$ and $j$ of distinct vertices, any subset of the four possible edges $+ij, -ij, (i, j)$ and $(j, i)$ can be edges in $G$. We now extend the definitions pertaining to edge rings to this case.

Definition 4.2. Let $G$ be a mixed signed, directed graph with $d$ vertices, possibly with loops, and multiple edges. Define $\rho : E(G) \rightarrow \mathbb{R}^d$ as $\rho(e) = \text{sgn}(e)(e_1 + e_j) \in \mathbb{R}^d$ when $e = \text{sgn}(ij)ij$ is a signed edge of the graph and as $\rho(e) = e_j - e_i$ when $e = (i, j)$ a directed edge of the graph.

Using this definition for $\rho$, the edge polytope of $G$ is defined as in Definition 2.8. The semigroups $T_1$ and $T_2$ are defined as in Definition 2.7 and the Ehrhart and edge rings are defined as in Definition 2.8.

Let $G$ be a mixed signed, directed graph with vertices $i$, $j$, and $t_{(i,j)}$. Suppose that $(i, j)$ is a directed edge of $G$ and $-it_{(i,j)}$ and $+t_{(i,j)}j$ are signed edges of $G$. Observe that $\rho((i, j)) = \rho(-it_{(i,j)}) + \rho(+t_{(i,j)}j)$, see Figure 2. We use this equality to construct a signed graph $\tilde{G}$ from $G$, on a possibly larger vertex set, such that the algebraic properties of $k[\tilde{G}]$ and $k[G]$ are related.

\[
\begin{array}{ccc}
  i & \rightarrow & j \\
  G & & \\
  i & - & t_{(i,j)} & + & j \\
  \tilde{G}
\end{array}
\]

Figure 2. The construction of the augmented signed graph $\tilde{G}$ from the mixed signed, directed graph $G$ replaces directed edges $(i, j)$ with pairs of signed edges $-it_{(i,j)}$ and $+t_{(i,j)}j$. Since $\rho((i, j)) = \rho(-it_{(i,j)}) + \rho(+t_{(i,j)}j)$, many algebraic properties, such as normality, of $k[G]$ are preserved in $k[\tilde{G}]$.

Definition 4.3. Let $G$ be a mixed signed, directed graph. The augmented signed graph $\tilde{G}$ of $G$ is a signed graph where each directed edge $(i, j)$ in $G$ is replaced by a vertex $t_{(i,j)}$ and a pair of edges $-it_{(i,j)}$ and $+t_{(i,j)}j$. The new vertex $t_{(i,j)}$, adjacent to only $i$ and $j$, is called an artificial vertex.

By the observation above, any monomial $x^\alpha \in k[G]$ also appears in $k[\tilde{G}]$ by replacing each use of a directed edge $(i, j)$ with the pair $-it_{(i,j)}$ and $+t_{(i,j)}j$ from $\tilde{G}$. Therefore, $k[G] \subseteq k[\tilde{G}]$, and, similarly $\mathcal{A}(P_G) \subseteq \mathcal{A}(P_{\tilde{G}})$. The following lemma and Figure 3 provide details on these inclusion relationships.
Corollary 4.6. Theorem 3.19 can be mapped from the root of a monic polynomial with coefficients in \( k \) to all quadratic-monomial generated domains. In particular, for all quadratic-generated domains, we prove a complete combinatorial characterization of the normality and provide the illustrated equalities between \( k[G] \), \( k[\tilde{G}] \), \( \mathcal{A}(\mathcal{P}_G) \) and \( \mathcal{A}(\mathcal{P}_{\tilde{G}}) \). The illustrated equalities are proved in Lemma 4.4.

**Lemma 4.4.** Let \( G \) be a mixed signed, directed graph with augmented signed graph \( \tilde{G} \). Consider \( k[\tilde{G}] \) and \( \mathcal{A}(\mathcal{P}_{\tilde{G}}) \) as subrings of \( k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}, t_1^{\pm 1}, \ldots, t_m^{\pm 1}] \). Then \( k[\tilde{G}] \cap k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] = k[G] \) and \( \mathcal{A}(\mathcal{P}_{\tilde{G}}) \cap k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] = \mathcal{A}(\mathcal{P}_G) \).

**Proof.** The inclusion in one direction has been discussed above. Let \( x^\alpha \) be a monomial in \( k[\tilde{G}] \cap k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \). Therefore, \( \alpha \) can be represented by nonnegative integral edge weights. Let \((i, j)\) be a directed edge of \( G \), then \(-it(i, j) + t(i, j)\) have the same weight \( w_{i,j} \) because \( e_{i,j} \) has a zero coefficient. Since \( \rho((i, j)) = \rho(-it(i, j)) + \rho(t(i, j)) \), we can assign weights on the edges of \( G \) which generate \( x^\alpha \): in particular, for any signed edge \( e \) of \( G \), assign \( e \) the same weight as the corresponding signed edge in \( \tilde{G} \), and, for any directed edge \((i, j)\) in \( G \), assign \((i, j)\) weight \( w_{i,j} \). Since the edge weights are integral, \( \alpha \in \mathbb{T}_2 \) for \( G \).

The proof for \( \mathcal{A}(\mathcal{P}_G) \) is identical by replacing nonnegative integral edge weights with nonnegative real edge weights.

4.2. Normality. We prove another main result in this section, which generalizes the results of Section 3 to all quadratic-monomial generated domains. In particular, for all quadratic-generated domains, we prove a complete combinatorial characterization of the normality and provide the generators of the normalization of the edge ring \( k[G] \).

**Theorem 4.5.** Let \( G \) be a mixed signed, directed graph and \( \tilde{G} \) the augmented signed graph of \( G \), then \( k[G] \) is normal if and only if \( \tilde{G} \) satisfies the odd cycle condition.

**Proof.** By Theorem 3.17, \( \tilde{G} \) satisfies the odd cycle condition if and only if \( k[\tilde{G}] \) is normal, which occurs if and only if \( k[\tilde{G}] = \mathcal{A}(\mathcal{P}_{\tilde{G}}) \). By Lemma 4.4, if \( \tilde{G} \) satisfies the odd cycle condition, then

\[
\begin{align*}
k[G] &= k[\tilde{G}] \cap k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] = \mathcal{A}(\mathcal{P}_{\tilde{G}}) \cap k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] = \mathcal{A}(\mathcal{P}_G).
\end{align*}
\]

Since \( \mathcal{A}(\mathcal{P}_G) \) is normal, \( k[G] \) is normal.

On the other hand, suppose \( \tilde{G} \) does not satisfy the odd cycle condition. From Theorem 3.19, there is a monomial \( M_{\Pi} \) in \( \mathcal{A}(\mathcal{P}_{\tilde{G}}) \), but not in \( k[\tilde{G}] \), where \( \Pi \) is a pair of exceptional cycles in \( \tilde{G} \). Moreover, we observe that if \( t_{(i,j)} \) is any artificial node in \( \tilde{G} \), then the exponent of \( t_{(i,j)} \) in \( M_{\Pi} \) is zero since in any cycle \( C \) containing \( t_{(i,j)} \), \( \text{sig}_C(t_{(i,j)}) = 0 \). Therefore, \( M_{\Pi} \in \mathcal{A}(\mathcal{P}_{\tilde{G}}) \cap k[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] = \mathcal{A}(\mathcal{P}_G) \), and, similarly, \( M_{\Pi} \notin k[G] \). Moreover, in Theorem 3.19 we know that \( (M_{\Pi})^2 \notin k[\tilde{G}] \), so \( M_{\Pi} \) is a root of a monic polynomial with coefficients in \( k[G] \). By the proof of Lemma 4.4, the weights in Theorem 3.19 can be mapped from \( \tilde{G} \) to \( G \), and, so, \( k[G] \) is not normal.

An interesting consequence of Theorem 4.5 occurs for directed graphs, i.e., a mixed signed, directed graph which does not have any signed edges.

**Corollary 4.6.** Let \( G \) be a directed graph, then \( k[G] \) is normal.
Definition 4.7. Suppose $P$ is a sequence of incident edges in $G$ with vertex set \{i_0, i_1, \ldots, i_n\}. We say $P$ is a \textit{generalized alternating path} if:

- The subsequence of signed edges obtained by deleting the directed edges alternates,
- If $(i_{a-1}, i_a)$ is a directed edge, then $\text{sgn}(i_{a-2}i_{a-1}) = +1$ and $\text{sgn}(i_{a-1}i_a) = -1$ for the signed edges $i_{a-2}i_{a-1}$ or $i_{a-1}i_a$ preceding or following the directed edge, if they exist.
- If $(i_a, i_{a+1})$ is a directed edge, then $\text{sgn}(i_{a-2}i_{a+1}) = -1$ and $\text{sgn}(i_{a}i_{a+1}) = +1$ for the signed edges $i_{a-2}i_{a+1}$ or $i_{a}i_{a+1}$ preceding or following the directed edge, if they exist.
- If $(i_{a-1}, i_a)$ and $(i_{b}, i_{b+1})$ are directed edges pointing in opposite directions in $P$ then there are an odd number of signed edges between them,
- If $(i_{a-1}, i_a)$ and $(i_{b}, i_{b+1})$ are directed edges pointing in the same direction in $P$ then there are even an number of signed edges between them.

Definition 4.8. Let $G$ be a mixed signed, directed graph, we say that $G$ satisfies the \textit{generalized odd cycle condition} if for every pair of cycles $C$ and $C'$ of $G$ where $C$ and $C'$ both have an odd number of signed edges, at least one of the following occurs:

1. $C$ and $C'$ are in distinct components,
2. $C$ and $C'$ have a vertex in common,
3. $C$ and $C'$ have a generalized alternating $i, j$-path in $G$, where $i$ is a vertex of $C$ and $j$ is a vertex of $C'$.

We compute the normalization of $k[G]$ from the normalization of $k[\tilde{G}]$:

Theorem 4.9. Let $G$ be a mixed signed, directed graph, and $\tilde{G}$ the associated augmented signed graph. If the normalization of $k[\tilde{G}], A(\mathcal{P}_G)$, is generated by monomials $M_{\Pi_1}, \ldots, M_{\Pi_m}$, over $k[\tilde{G}]$, then the normalization of $k[G], A(\mathcal{P}_G)$, is generated by $M_{\Pi_1}, \ldots, M_{\Pi_m}$ over $k[G]$.

Proof. By the argument in Theorem 4.5 we know that each $M_{\Pi_\ell}$ is in $A(\mathcal{P}_G) \cap k[x_1^\pm 1, \ldots, x_n^\pm 1] = A(\mathcal{P}_G)$. Moreover, we know, from Theorem 3.19, that the $M_{\Pi_\ell}$'s generate $A(\mathcal{P}_G)$ over $k[\tilde{G}]$. Our goal is to show that these monomials generate $A(\mathcal{P}_G)$ over $k[\tilde{G}]$.

We observe that $k[\tilde{G}]$ and $A(\mathcal{P}_G)$ are monomial-generated since each $\rho(\epsilon)$ and $M_{\Pi}$ is a monomial. Therefore, $\alpha \in A(\mathcal{P}_G)$ if and only if each of its terms are in $A(\mathcal{P}_G)$. A similar statement holds for $k[\tilde{G}]$. Let $\alpha \in A(\mathcal{P}_G)$, then $\alpha \in A(\mathcal{P}_G)$. Therefore, each term of $\alpha$ is in $A(\mathcal{P}_G)$, and let $\alpha_1$ a term of $\alpha$. Since $A(\mathcal{P}_G)$ is generated as an algebra over $k[\tilde{G}]$ by the $M_{\Pi_\ell}$'s, we know that $\alpha_1 = \beta \prod M_{\Pi_{\ell_0}}$ where $\beta \in k[\tilde{G}]$. Since none of the artificial vertices appear in $M_{\Pi_\ell}$ for any $\ell$ or in $\alpha_1$, it follows that $\beta \in k[x_1^\pm 1, \ldots, x_n^\pm 1]$, and, so, by Lemma 4.4 the equation for $\alpha_1$ is true in $k[G]$. Therefore, $A(\mathcal{P}_G)$ is generated over $k[G]$ by the $M_{\Pi_\ell}$'s. □
5. Conclusion

In this paper, we have extended the normality characterization of edge rings, originally presented by Hibi and Ohsugi \cite{20} and Simis, Vasconcelos, and Villarreal \cite{25}, to arbitrary mixed signed, directed graphs. This results in a complete characterization of the normality and the normalization of quadratical-monomial generated polynomial rings in terms of the combinatorial properties of the associated graphs. The proofs in this paper are new and have additional subtleties when compared to \cite{20} and \cite{25} due to the possibility of cancellation.
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