Hardware Chip Performance of CORDIC Based OFDM Transceiver for Wireless Communication
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Abstract: The fourth-generation (4G) and fifth-generation (5G) wireless communication systems use the orthogonal frequency division multiplexing (OFDM) modulation techniques and subcarrier allocations. The OFDM modulator and demodulator have inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT) respectively. The biggest challenge in IFFT/FFT processor is the computation of imaginary and real values. CORDIC has been proved one of the best rotation algorithms for logarithmic, trigonometric, and complex calculations. The proposed work focuses on the OFDM transceiver hardware chip implementation, in which 8-point to 1024-point IFFT and FFT are used to compute the operations in transmitter and receiver respectively. The coordinate rotation digital computer (CORDIC) algorithm has read-only memory (ROM)-based architecture to store FFT twiddle factors and their angle generators. The address generation unit is required to fetch the data and write the results into the memory in the appropriate sequence. CORDIC provides low memory, delay, and optimized hardware on the field-programmable gate array (FPGA) in comparison to normal FFT architecture for the OFDM system. The comparative performance of the FFT and CORDIC-FFT based OFDM transceiver chip is estimated using FPGA parameters: slices, flip-flops, lookup table (LUTs), frequency, power, and delay. The design is developed using integrated synthesis environment (ISE) Xilinx version 14.7 software, synthesized using very-high-speed integrated circuit hardware description language (VHDL), and tested on Virtex-5 FPGA.
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1 Introduction

OFDM [1] is a multicarrier modulation technique used to modulate multiple carriers over a channel. It divides the input data stream into several parallel data streams. These streams are used to modulate multiple carriers and divide the available spectrum. OFDM efficiently uses spectrum by proving the space in the
channels, closer to each other. The multiple carriers are orthogonal to each other and eliminate the problem of interference. There are several advantages of multicarrier modulation techniques in wireless communication such as delay spread tolerance, and spectral efficiency. In the OFDM technique, multiple carriers share the data among each other due to its orthogonal nature available in the spectrum band. The OFDM transmission technology has gained popularity in the broadband community due to its robust behavior against fading caused by multipath propagation [2]. The block diagram of the OFDM transceiver [3] is shown in Fig. 1.

In the OFDM transmitter, the set of symbols as input streams are loaded serially. The input serial data stream is converted to a parallel data stream to load the number of symbols onto ‘N’ subcarriers using the de-multiplexing technique. The Institute of Electrical and Electronics Engineers (IEEE) standard wireless local area network (WLAN)-54 megabit per second (Mbps) is applied to map the data for complex symbols based on 64-quadrature amplitude modulation (QAM) modulation. The 64-QAM uses 6-bit per symbol. The QAM mapping is based on the constellation diagram in which the adjacent symbols in the transmitter should not vary more than 1-bit. It is achieved by changing the input symbols to gray coded symbols and then mapping to the preferred QAM constellation [4].

The ‘N’ point IFFT is applied on subcarriers symbols. The IFFT generates the transmitted samples. The IFFT output is passed to parallel to the serial converter, also known as the multiplexing operation to generate the serial stream. The cyclic prefix [5], as guard band is added to the serial stream to avoid inter-block interference. The digital to analog converter (DAC) converts the data in digital form to data in an analog form which is transmitted over the additive white Gaussian noise (AWGN) channel. It presents the complete description of the transmitter section. In the receiver section, the receiver takes the samples from the channel and converted them into a digital signal with the help of an analog to digital converter (ADC).

In the cyclic prefix, the samples are affected by inter-block interference (IBI). Therefore, it is required to remove the output corresponding to the cycle prefix. The output is given to serial to parallel converter or de-multiplexer. The output of the de-multiplexer is given to the ‘N’ point FFT block. The FFT has the received samples after the cyclic prefix and its transformation provides the output against subcarriers. The size of IFFT and FFT [6] is variable, varies from 8-point to 1024-point. After removing the cyclic prefix of a specific length, the signal at the receiver end is decomposed into multiple subcarriers using discrete Fourier
transform (DFT). After this subcarriers are multiplied to the inverse of frequency response. It equalizes the gain of the desired signal. The FFT output is given to the de-mapper at the sample detection section. The detected samples are following parallel to serial conversion using a multiplexer. Afterward, the multiplexed output is converted back to the serial stream, generated from the receiver section of OFDM. In the baseband receiver design, the behavior of the receiver is affected by the non-ideality and noise in the channel [7]. The radiofrequency (RF) is also considered along with sampling clock offset, carrier frequency offset (CFO), power amplifier design, in-phase/quadrature (I-Q) imbalance, and phase noise. The radiofrequency hardware design with ideal frequency is difficult to design, such as oscillator phase noise and power amplifier non-linearity. The CFO synchronization occurs when the local oscillator signal for down-conversion in the receiver section is not synchronized with the carrier signal confined in the received signal. The phenomenon is experienced based on two important factors: firstly, Doppler effects due to the movement of transmitter & receiver secondly, a frequency mismatch [8] in the OFDM transmitter and receiver. In OFDM the orthogonality and the behavior of carrier mismatch can result from inter-carrier interference (ICI) [9].

2 Related Work

FFT is the core component of the OFDM system. The 2000/4000/8000-points FFT [10] was used for the CORDIC-based OFDM system. CORDIC architecture was used for channel state information (CSI) for the OFDM system [11]. The CORDIC algorithm hardware [12] architecture was designed for the OFDM receiver. The hardware was based on the CORDIC algorithm to get FFT to twiddle factor values. CORDIC-based OFDM architecture provides the platform for concurrent execution with time as well as frequency offset estimation in OFDM data packet delivery. CORDIC algorithm was used for synchronization of CFO [13] in OFDM receiver. The hardware architecture is implemented in FPGA and compact CORDIC provided the optimized results in terms of FPGA resource utilization and latency. The CORDIC algorithm was used to generate a rotation sequence [14] with lookup tables of small size based on synthesized pipelined FFT works at the speed of 222 megahertz (MHz). The memory-based 8192-point FFT was used for pipelined architecture [15] for OFDM. The design provided the best results in terms of space utilization, cost reduction, and delay on 2.04 mm chip area and frequency support of 198 MHz. An innovative 128-point based radix-2^4 FFT/IFFT architecture [16] was used for the OFDM system for complex multiplications. CORDIC algorithm was used for WLAN [17] based OFDM. They suggested that the OFDM receiver section can be processed with the help of the CORDIC algorithm-based FFT and save the hardware resources on FPGA. The hardware implementation of a CORDIC processor was done [18] for OFDM applications. The design was based on VHDL and synthesized on the Xilinx Spartan-3A FPGA kit. The Xilinx ISE synthesis tool was used to configure the design for XC3S200–4ft256. The CORDIC algorithm was used for residual frequency offset (RFO) [19] for OFDM communication. The hardware implementation has proved that the results are significant and achievable for low complexity. The detailed architecture of the rotational CORDIC algorithm was proposed [20,21] for digital signal processing (DSP) applications, software-defined radio, biomedical signal processing, neural networks, and multiple-input-multiple-output (MIMO) systems. A high-speed 128 to 8192-point FFT processor using a split radix FFT [22] was implemented OFDM systems for optimal power and area. The very large scale of integration (VLSI) architecture of CORDIC for the pipelined FFT [23] processor was designed using Verilog hardware description language (HDL) on 130 nanometers (nm) technology and compared Spartan-2, Spartan-3E, and Virtex-2 Pro FPGA. CORDIC integrated WLAN receiver [24] was designed for OFDM in Xilinx ISE and analyzed in Matrix Laboratory (MATLAB) simulation environment. The CORDIC algorithm was used to generate the angle coefficients for FFT computations to get the precise values. A low power, reduced memory-based CORDIC architecture [25] was designed for faster computations of FFT. The suggested algorithm occupies the ROM space based on the angle
generation and new address allocation for the specified ROM memory. The radix-2 and 4 FFT are used for FPGA implementation. The synthesized results and theoretical results are matched. The observation predicts that CORDIC FFT uses 20% less memory utilization and 15% less power consumption in comparison to normal FFT operation. CORDIC-based OFDM system [26] was implemented in which pipelined data was processed for the optimal solution in terms of area and speed. The OFDM is a viable method for efficient bandwidth and high data rate in wireless communication. (I-Q) imbalance [27] and insufficient cyclic prefixes can degrade the performance of the OFDM system, result interblock interference (IBI) especially for MIMO-OFDM in doubly selective channels. The hardware chip designed for the FFT processor [28] was used for the OFDM transceiver system. The chip design is compiled in Xilinx 14.2 using VHDL and synthesized on Virtex-5 FPGA to estimate hardware as well as timing parameters. The CORDIC-based OFDM baseband receiver was utilized for the gain adjustment, initial gain/phase estimation, and phase compensation. The FFT processor was designed for MIMO-OFDM [29] and synthesized on the Altera cyclone II DE2 board for full support in real-time communication with pipelined architecture. The system performance is estimated based on Radix 2-multi-path delay commutator (MDC) based FFT, radix 2, and radix 4-FFT from a hardware utilization point of views such as slices, LUTs, and power. Radix 2-MDC FFT algorithm consumes less power, slices, and LUT for the targeted FPGA. The OFDM hardware chip implementation was done on Virtex-5 FPGA [30]. The CORDIC algorithm provides the precise values of sine and cosine angles in the system. The radix 2 FFT algorithm was implemented on Virtex-7 FPGA [31] based on decimal in frequency algorithm and FFT intellectual property (IP) core in Xilinx software. The design is optimized based on hardware resource utilization, speed, throughput, latency, and accuracy, of computation on an FPGA device. The CORDIC method was synthesized on the FPGA hardware for online learning of CORDIC Izhikevich neurons [32] to validate the competitive Hebbian-based learning. The cascaded CORDIC [33] was used to meet the time and area constraints in hardware design. They discussed the design of hybrid cascaded-recursive CORDIC. The design utilized 31.1% less area in comparison to fully pipelined CORDIC.

The OFDM is a type of digital transmission that encodes digital data onto multiple carrier frequencies. There are several platforms to realize the behavior of OFDM systems such as DSP processors, microcontrollers, and FPGA. The FPGA-based system can be reprogrammed with advanced features to meet the system requirements like frequency, optimal hardware, delay, memory, and power. It is found to be the best choice amongst all for OFDM implementation as it gives better flexibility to the program design at a low cost. OFDM is used in 4G and 5G wireless technology at the physical layer such as worldwide interoperability for microwave access (WiMAX), 3rd generation partnership project (3GPP), long-term evolution (LTE), and high-speed LAN standards. The 4G cellular technology needs high data rate support such as 100 Mbps to multicast broadband applications and video processing. Therefore, it is identified to implement the OFDM system with higher-end FPGA that can provide minimum chip area, faster speed, and larger throughput.

3 FFT and CORDIC Algorithm

The architecture of the OFDM transmitter and receiver consists of IFFT and FFT respectively. The general equation of DFT for input sequence x(n) over a length ‘N’ is given by

\[ X(k) = \sum_{n=0}^{N-1} x(n)W_N^{nk}, \quad k = 0, 1, \ldots, N - 1 \]  

(1)
In the same way, IDFT is given as

\[ x(n) = \frac{1}{N} \sum_{k=0}^{N-1} X(k) W_{N}^{-nk} \quad n = 0, 1, \ldots, N - 1 \]  

(2)

The term \( W_{N}^{nk} = e^{-j2\pi nk/N} \) is the twiddle factor and \( X(k) \) is a complex-valued sequence. The FFT algorithm follows decimation in frequency (DIF) and decimation in time (DIT) algorithms.

Jack E. Volder [34] implemented the CORDIC in 1959 for the computations of logarithms, square roots, trigonometric functions, data type conversions, rotational angle, multiplication, division operations. The algorithm is iterative and works in two modes: rotation and vector mode. In rotation mode, the input is an angle and outputs are sine and cosine angles. In the vector mode of operation, the output is the angle of the vector. Both of the modes of operations follow the following equations.

\[ x_{i+1} = x_i + y_i \times d_i \times 2^{(-i)} \]  

(3)

\[ y_{i+1} = y_i + x_i \times d_i \times 2^{(-i)} \]  

(4)

\[ z_{i+1} = z_i - d_i \times \arctan\left(2^{(-i)}\right) \]  

(5)

Here, \( x \) = Real component of the input vector, \( y \) = Imaginary component of the input vector, and \( z \) = Angle of the vector. The difference between the rotation and vector modes is in the formula for generating the signed \( d \) value.

\[ d_i = -1 \quad \text{if} \quad z_i < 0, \text{and} \]

\[ d_i = +1 \quad \text{if} \quad z_i \geq 0 \]

For vector mode,

\[ d_i = +1 \quad \text{if} \quad y_i > 0 \text{ and} \]

\[ d_i = -1 \quad \text{if} \quad y_i \leq 0 \]

The description of the FFT algorithms and CORDIC is not given in the article. These are well-known algorithms, their description is also covered in Section-2.

4 CORDIC Based FFT Design

Fig. 2 presents the block diagram of CORDIC-based FFT. It consists of the main unit, an input unit, and an output unit. The input unit is associated with random access memory (RAM), demultiplexer, registers, and multiplexer. The main unit consists of a butterfly structure and angle generator. The output unit is associated with multiplexer, registers, and demultiplexer. The binary data is considered as the input data, stored in RAM based on the address counted by the address counter as incremental addressing. The same data is accepted by the demultiplexer and stored in the corresponding register. The selection lines of the demultiplexer decide the registers to store the data and the same data is given to the multiplexer unit. The multiplexer proceeds the inputs to the main unit. The main unit follows the butterfly structure to compute the FFT algorithm. It follows the CORDIC algorithm to replace the number of complex multipliers required for FFT calculations with the twiddle factor.

An angle generator unit generates the intermediate phases of the twiddle factor angles generated by the rotation and pipelined architecture of the CORDIC algorithm. The demultiplexer takes the data from butterfly output, stores it in corresponding registers, and sends using multiplexers. In the FFT computation, researchers
have used the multibank addressing scheme to realize the pipelined and parallel architecture of FFT, but these techniques will not be suitable for less memory hardware following the CORDIC algorithm. In their solution, the twiddle factor angle is not increasing and enriches the complexity in design for angle generator unit.

Fig. 3 shows the block diagram of the angle generator unit, which follows the regular incremental steps generated by a simple accumulator. The accumulator is comprised of an adder and a register. The phase angle \(2\pi/N\) values are given to the adder and stored in the register enabled by the clock signal. The registered output is feedback to the adder for increment in input angle value. Further, the angle is given to the latch to provide the actual generated angle as output based on the control input.

![Figure 2: CORDIC based FFT functional blocks](image)

Tab. 1 lists the angle generator for radix-2 FFT twiddle factor \(N = 2, 4, 8, 16, 32\ldots1024\). Tab. 2 lists RAM address generation and corresponding twiddle factor angles for 32-point radix-2 FFT. The twiddle factor angle is increasing sequentially concerning the 4-bit butterfly counter \(n_3, n_2, n_1, n_0\) for 32-point FFT. Each angle is the multiplication of the \(2\pi/N\), which is \(\pi, \pi/2, \pi/4, \pi/8\) and \(\pi/16\) for FFT \(N = 2, 4, 8, 16,\) and 32) respectively. It is easily understood that the twiddle factors for 16-point FFT and 32-point FFT are increasing with a one-step increment of the clock signal.

![Figure 3: Angle generation scheme](image)

**Table 1:** Twiddle factor values and phase angle

| S. No. | Twiddle Factor, \(W_N^k = e^{-j(k\pi)/N}\) |
|--------|---------------------------------|
| \(N = 2\) | \(W_2^0 = e^{-j(0\pi)/2} = \cos(0) - j\sin(0) = 1\) |
| \(N = 4\) | \(W_4^0 = e^{-j(0\pi)/4} = \cos(0) - j\sin(0) = 1\) |
|       | \(W_4^1 = e^{-j(\pi)/4} = \cos(\pi/4) - j\sin(\pi/4) = 1\) |
|       | \(W_4^3 = e^{-j(3\pi)/4} = \cos(3\pi/4) - j\sin(3\pi/4) = -1\) |
Table 1 (continued).

| S. No. | Twiddle Factor, $W_N^k = e^{-j(\frac{\pi}{N})^k}$ |
|--------|--------------------------------------------------|
| $N = 8$ | $W_8^0 = e^{-j(\frac{\pi}{8})^0} = \cos(\frac{2\pi \times 0}{8}) - j\sin(\frac{2\pi \times 0}{8}) = \cos(0) - j\sin(0) = 1$<br>$W_8^1 = e^{-j(\frac{\pi}{8})^1} = \cos(\frac{2\pi \times 1}{8}) - j\sin(\frac{2\pi \times 1}{8}) = \cos(\frac{\pi}{8}) - j\sin(\frac{\pi}{8})$<br>$W_8^2 = e^{-j(\frac{\pi}{8})^2} = \cos(\frac{2\pi \times 2}{8}) - j\sin(\frac{2\pi \times 2}{8}) = \cos(\frac{\pi}{4}) - j\sin(\frac{\pi}{4})$<br>$W_8^3 = e^{-j(\frac{\pi}{8})^3} = \cos(\frac{2\pi \times 3}{8}) - j\sin(\frac{2\pi \times 3}{8}) = \cos(\frac{3\pi}{8}) - j\sin(\frac{3\pi}{8})$ |
| $N = 32$ | $W_{32}^0 = e^{-j(\frac{\pi}{32})^0} = \cos(\frac{2\pi \times 0}{32}) - j\sin(\frac{2\pi \times 0}{32}) = \cos(0) - j\sin(0) = 1$<br>$W_{32}^1 = e^{-j(\frac{\pi}{32})^1} = \cos(\frac{2\pi \times 1}{32}) - j\sin(\frac{2\pi \times 1}{32}) = \cos(\frac{\pi}{16}) - j\sin(\frac{\pi}{16})$<br>$W_{32}^2 = e^{-j(\frac{\pi}{32})^2} = \cos(\frac{2\pi \times 2}{32}) - j\sin(\frac{2\pi \times 2}{32}) = \cos(\frac{\pi}{8}) - j\sin(\frac{\pi}{8})$<br>$W_{32}^3 = e^{-j(\frac{\pi}{32})^3} = \cos(\frac{2\pi \times 3}{32}) - j\sin(\frac{2\pi \times 3}{32}) = \cos(\frac{3\pi}{16}) - j\sin(\frac{3\pi}{16})$<br>$W_{32}^4 = e^{-j(\frac{\pi}{32})^4} = \cos(\frac{2\pi \times 4}{32}) - j\sin(\frac{2\pi \times 4}{32}) = \cos(\frac{\pi}{4}) - j\sin(\frac{\pi}{4})$<br>$W_{32}^5 = e^{-j(\frac{\pi}{32})^5} = \cos(\frac{2\pi \times 5}{32}) - j\sin(\frac{2\pi \times 5}{32}) = \cos(\frac{5\pi}{16}) - j\sin(\frac{5\pi}{16})$<br>$W_{32}^6 = e^{-j(\frac{\pi}{32})^6} = \cos(\frac{2\pi \times 6}{32}) - j\sin(\frac{2\pi \times 6}{32}) = \cos(\frac{3\pi}{16}) - j\sin(\frac{3\pi}{16})$<br>$W_{32}^7 = e^{-j(\frac{\pi}{32})^7} = \cos(\frac{2\pi \times 7}{32}) - j\sin(\frac{2\pi \times 7}{32}) = \cos(\frac{7\pi}{16}) - j\sin(\frac{7\pi}{16})$<br>$W_{32}^8 = e^{-j(\frac{\pi}{32})^8} = \cos(\frac{2\pi \times 8}{32}) - j\sin(\frac{2\pi \times 8}{32}) = \cos(\frac{\pi}{8}) - j\sin(\frac{\pi}{8})$<br>$W_{32}^9 = e^{-j(\frac{\pi}{32})^9} = \cos(\frac{2\pi \times 9}{32}) - j\sin(\frac{2\pi \times 9}{32}) = \cos(\frac{9\pi}{16}) - j\sin(\frac{9\pi}{16})$<br>$W_{32}^{10} = e^{-j(\frac{\pi}{32})^{10}} = \cos(\frac{2\pi \times 10}{32}) - j\sin(\frac{2\pi \times 10}{32}) = \cos(\frac{10\pi}{16}) - j\sin(\frac{10\pi}{16})$<br>$W_{32}^{11} = e^{-j(\frac{\pi}{32})^{11}} = \cos(\frac{2\pi \times 11}{32}) - j\sin(\frac{2\pi \times 11}{32}) = \cos(\frac{11\pi}{16}) - j\sin(\frac{11\pi}{16})$<br>$W_{32}^{12} = e^{-j(\frac{\pi}{32})^{12}} = \cos(\frac{2\pi \times 12}{32}) - j\sin(\frac{2\pi \times 12}{32}) = \cos(\frac{12\pi}{16}) - j\sin(\frac{12\pi}{16})$<br>$W_{32}^{13} = e^{-j(\frac{\pi}{32})^{13}} = \cos(\frac{2\pi \times 13}{32}) - j\sin(\frac{2\pi \times 13}{32}) = \cos(\frac{13\pi}{16}) - j\sin(\frac{13\pi}{16})$<br>$W_{32}^{14} = e^{-j(\frac{\pi}{32})^{14}} = \cos(\frac{2\pi \times 14}{32}) - j\sin(\frac{2\pi \times 14}{32}) = \cos(\frac{14\pi}{16}) - j\sin(\frac{14\pi}{16})$<br>$W_{32}^{15} = e^{-j(\frac{\pi}{32})^{15}} = \cos(\frac{2\pi \times 15}{32}) - j\sin(\frac{2\pi \times 15}{32}) = \cos(\frac{15\pi}{16}) - j\sin(\frac{15\pi}{16})$ |
| $N = 1024$ | $W_{1024}^{0} = e^{-j(\frac{\pi}{1024})^{0}} = \cos(\frac{2\pi \times 0}{1024}) - j\sin(\frac{2\pi \times 0}{1024}) = \cos(0) - j\sin(0) = 1$<br>$W_{1024}^{511} = e^{-j(\frac{\pi}{1024})^{511}} = \cos(\frac{2\pi \times 511}{1024}) - j\sin(\frac{2\pi \times 511}{1024}) = \cos(\frac{511\pi}{512}) - j\sin(\frac{511\pi}{512})$ |

Figs. 4 and 5 present the radix-2 FFT and radix-4 FFT architecture based on the CORDIC algorithm respectively. The architecture does not have a twiddle factor memory, and CORDIC based angle generator [35] module is associated with the butterfly structure of the design. The design of radix-2 is based on 4 registers, 4 multiplexers, and 4 de-multiplexer. In the same way, radix-4 will require 8 registers and 8 multiplexers, and 8 de-multiplexer. The registers are used to store the contents present prior and post the butterfly module for buffering the intermediate data for the collection of two consecutive butterfly operations together and sine and cosine operations are performed [36]. The register buffer operation can be extended to any value of radix FFT design. The radix-r, FFT design will require $2 \times r$ registers.
### Table 2: Address generation process of the proposed design for 32-point radix-2 FFT

| Butterfly Counter | Stage 0 | Stage 1 | Stage 2 | Stage 3 | Stage 4 |
|-------------------|---------|---------|---------|---------|---------|
| RAM Address n3n2n1n0 | RAM Address n0n3n2n1 | RAM Address n1n0n3n2 | RAM Address n2n1n0n3 | RAM Address n3n2n1n0 |
| n3n2n1n0 RAM Address | n3n2n1n0 RAM Address | n3n2n1n0 RAM Address | n3n2n1n0 RAM Address | n3n2n1n0 RAM Address |
| 0000 | 0000 | 0000 | 0000 | 0000 |
| 0010 | 0010 | 2π/16 | 0001 | 2π/16 |
| 0011 | 0011 | 3π/16 | 1001 | 2π/16 |
| 0100 | 0100 | 4π/16 | 0010 | 4π/16 |
| 0101 | 0101 | 5π/16 | 1010 | 4π/16 |
| 0110 | 0110 | 6π/16 | 0011 | 6π/16 |
| 0111 | 0111 | 7π/16 | 1011 | 6π/16 |
| 1000 | 1000 | 8π/16 | 0100 | 8π/16 |
| 1001 | 1001 | 9π/16 | 1100 | 8π/16 |
| 1010 | 1010 | 10π/16 | 0101 | 10π/16 |
| 1011 | 1011 | 11π/16 | 1101 | 10π/16 |
| 1100 | 1100 | 12π/16 | 0110 | 12π/16 |
| 1101 | 1101 | 13π/16 | 1110 | 12π/16 |
| 1110 | 1110 | 14π/16 | 0111 | 14π/16 |
| 1111 | 1111 | 15π/16 | 1111 | 14π/16 |

### Figure 4: CORDIC based radix-2 FFT [25]
5 Results & Discussions

The design of the OFDM transceiver chip is followed based on the bottom-up approach in which all the submodules of the transmitter and receiver are designed independently. The OFDM transceiver is designed in Xilinx Vivado 17.4 and synthesized on the Virtex-5 FPGA kit. The process of FPGA synthesis is depicted in Fig. 6.

The design is simulated for a variable length of 8 point-1024-point FFT and IFFT. The simulation waveform for the successful data stream transfer is shown in Fig. 7a and experimental verification on Virtex-5 FPGA is shown in Fig. 7b. The register transfer level (RTL) of the OFDM system has a clock, reset, OFDM_data_in [15:0], as the inputs of the transmitter section, and OFDM_data_out [15:0] as the output of the receiver section. The 16-bit transmitted data is shown in the LEDs of Virtex-5 FPGA against a synthesized bit file of the OFDM receiver section. This data is analyzed serially one byte at a time. The real-time signal processing inside the FPGA is visualized using Chipscope Pro-Analyzer, which is the inbuilt tool in Xilinx to see the internal signal in FPGA. Fig. 8 depicts the internal signal processing of FFT and OFDM transmitter and receiver in FPGA. The simulation is carried for three test cases with 16-bit data transfer from OFDM transmitter to receiver with 50% duty cycle clock signal. The OFDM_data_in is given using switches on FPGA and OFDM_data_out is observed on corresponding LEDs.

**Case 1:** OFDM_data_in [15:0] = “1010101010101010” and OFDM_data_out [15:0] = “1010101010101010”.

**Case 2:** OFDM_data_in [15:0] = “1111000011110000” and OFDM_data_out [15:0] = “1111000011110000”.

**Case 3:** OFDM_data_in [15:0] = “0011001100110011” and OFDM_data_out [15:0] = “0011001100110011”.

---

**Figure 5:** CORDIC based radix-4 FFT [25]
**Design Constraints and Algorithm**

- Select the size of the input data stream (16-bit), output data stream (16-bit), type of channel, size of QAM, IFFT, differential quadrature amplitude modulation (DQAM), FFT, cyclic prefix etc.
- CORDIC algorithm is the integral part of FFT to carry the mathematical computations.

**RTL Design**

- Transmitter design: 64-QAM, 1024 point IFFT
- Receiver design: 64-DQAM, 1024 point FFT
- Channel estimation: AWGN Channel
- Integrate the single chip of OFDM transceiver

**HDL Simulation**

- The function simulation is carried using Xilinx simulator graphical user interface (GUI) for the different test cases

**FPGA Synthesis**

- Perform real time synthesis to check the feasibility of the hardware chip. It includes the FPGA synthesis operations such as technology mapping, logic placement and routing.
- Burn the FPGA with the code of transceiver and verify the chip functionality using input switches and light emitting diode (LED).
- Analyze the internal signal of the FPGA using Chipscope

**Figure 6:** FPGA synthesis

**Figure 7:** (b) Data transfer in CORDIC based OFDM transceiver
The hardware design report is extracted from the Xilinx software which consists of the information about the hardware used for the FPGA device and its design parameters such as the number of flip flops, the number of logic gates, memory utilization, number of slices, and LUTs. The designer has the right to decide the level of optimization required for the design. The hardware synthesis is done on Digilent manufactured Virtex-5 FPGA kit. The target FPGA device is xc5vlx20t-2-f0323, programmed in Virtex-5 FPGA kit. The timing parameter details are presented in terms of total path delay in nanoseconds (ns), input arrival time before clock pulse, frequency support (maximum), output time after clock pulse, and power consumption in mill watts (mW). Tabs. 3 and 4 present the hardware device utilization and the timing summary of OFDM transceiver with radix-2 and 4 FFT, and OFDM transceiver with CORDIC radix-2 and CORDIC radix-4 FFT algorithm.

**Figure 8:** Chipscope results (a) FFT (b) OFDM signal in FPGA

| S.No | FFT/IFFT Size (point) | Slices | Flip-Flops | LUTs | Frequency (MHz) | Delay (ns) | Power (mW) |
|------|-----------------------|--------|------------|------|----------------|-----------|------------|
| OFDM With FFT/IFFT | 8 | 152 | 256 | 35 | 135.00 | 12.08 | 64.00 |
| | 16 | 210 | 315 | 50 | 146.00 | 13.10 | 68.20 |
| | 32 | 345 | 405 | 58 | 175.00 | 14.24 | 75.16 |
| | 64 | 450 | 496 | 72 | 195.00 | 15.19 | 78.21 |
| | 128 | 615 | 720 | 115 | 214.00 | 17.10 | 81.30 |
| | 256 | 810 | 915 | 185 | 225.00 | 20.80 | 92.15 |
| | 512 | 1218 | 1310 | 205 | 230.00 | 21.40 | 116.32 |
| | 1024 | 1500 | 1625 | 220 | 235.00 | 25.00 | 132.10 |
| OFDM With CORDIC FFT/IFFT | 8 | 124 | 212 | 32 | 148.00 | 10.51 | 56.15 |
| | 16 | 186 | 289 | 46 | 152.00 | 12.20 | 60.50 |
| | 32 | 314 | 368 | 52 | 186.00 | 13.50 | 64.17 |
| | 64 | 412 | 410 | 68 | 205.00 | 13.95 | 69.23 |
| | 128 | 575 | 650 | 110 | 220.00 | 15.19 | 72.16 |
| | 256 | 750 | 820 | 175 | 245.00 | 18.20 | 75.12 |
| | 512 | 1018 | 1225 | 198 | 275.00 | 19.41 | 89.10 |
| | 1024 | 1275 | 1575 | 205 | 295.00 | 22.00 | 104.25 |
Fig. 9 shows the comparative graph of hardware utilization parameters of 1024-point radix-2 and 1024-point radix-4 FFTs for the OFDM system on FPGA. The graph depicts that slices, flip-flops, LUTs utilization for radix-2, CORDIC-FFT based OFDM are less in comparison to normal radix-2, FFT based OFDM. The frequency support of 1024 point, radix-2 and radix 4, CORDIC-FFT based OFDM system is greater than 1024-point radix 2 and radix 4, normal FFT based OFDM system that signifies the higher speed of the developed chip. In the same way, the combinational path delay and power consumption are less in the CORDIC-based OFDM system.

Sood et al. [28] implemented the OFDM transceiver chip using radix-2 variable FFT targeted Virtex-5 FPGA. The hardware resource utilization on FPGA was: slices (1775), flip-flops (2217), and LUTs (2217). In our design of the OFDM transceiver chip, the hardware resource utilization on FPGA is slices (1500), flip-flops (1625), and LUTs (220). The OFDM transceiver chip with CORDIC, the hardware resources utilization on FPGA is slices (1275), flip-flops (1575), and LUTs (205). The OFDM system chip design using CORDIC-based FFT is optimal in terms of FPGA hardware utilization.

**Table 4: OFDM hardware and timing values utilization for radix-4 FFT**

| S.No | FFT/IFFT Size (point) | Slices | Flip-Flops | LUTs | Frequency (MHz) | Delay (ns) | Power (mW) |
|------|-----------------------|--------|------------|------|-----------------|------------|------------|
| **OFDM With FFT/IFFT** | 8 | 430 | 510 | 98 | 192.00 | 18.10 | 110.50 |
| | 16 | 620 | 715 | 124 | 210.00 | 19.20 | 117.25 |
| | 32 | 917 | 1034 | 145 | 276.00 | 20.43 | 145.20 |
| | 64 | 1220 | 1310 | 196 | 292.00 | 21.76 | 164.12 |
| | 128 | 1575 | 1650 | 315 | 310.00 | 23.50 | 195.18 |
| | 256 | 2276 | 1925 | 458 | 316.00 | 26.10 | 251.90 |
| | 512 | 3025 | 2520 | 560 | 325.00 | 27.98 | 310.39 |
| | 1024 | 4100 | 3225 | 610 | 356.00 | 32.00 | 400.50 |
| **OFDM With CORDIC FFT/IFFT** | 8 | 375 | 412 | 76 | 215.00 | 16.20 | 95.16 |
| | 16 | 498 | 650 | 115 | 245.00 | 17.98 | 109.10 |
| | 32 | 720 | 945 | 124 | 298.00 | 18.20 | 135.18 |
| | 64 | 1005 | 1157 | 162 | 315.00 | 19.45 | 155.29 |
| | 128 | 1240 | 1435 | 298 | 342.00 | 21.50 | 167.21 |
| | 256 | 1972 | 1620 | 360 | 356.00 | 25.00 | 210.71 |
| | 512 | 2812 | 2100 | 486 | 376.00 | 24.36 | 255.40 |
| | 1024 | 3550 | 2835 | 515 | 400.00 | 30.00 | 315.00 |
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