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\caption{Illustration of the state-of-the-art survey on optimization methods for cyber-physical networks.}
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\section{Introduction}

Cyber-physical systems (CPS) integrate computation, communication, sensor, and network technologies equipped with feedback loops for managing interdependency among their physical and cyber components (Gürdür and Asplund, 2018; Tu et al., 2019). Indeed, the modern networked world in which we live has made it possible to have near-ubiquitous information at hand, leading to the increased embedding of this information into CPS approaches (Jazdi, 2014). CPS have emerged by integrating Information and Communication Technology with Critical Infrastructures such as water, energy, and transportation systems, leading to increased complexity (Oughton et al., 2018). In specific, water infrastructure includes physical elements (pipeline, pump stations, detention basins, treatment facilities), cyber elements (SCADA systems). Similarly, transportation infrastructures entail physical (roads, railways), cyber (traffic control technologies and sensors) elements Samih (2019). Although this novel integration enhances the efficiency and service level of CPS, it also significantly increases the connections among system components and the interdependencies between different sectors of CPS such as the cyber-physical-social interdependency between water, transportation, and cyber infrastructure systems (Mohebbi et al., 2020).

Nowadays, CPS are ubiquitous, with different functionalities and capabilities, often supporting critical missions that have significant economic and societal importance. The emerging CPS, such as smart cities, autonomous vehicles, and modern transportation systems are expected to be highly intelligent, electrified, and connected (Broo et al., 2021). Indeed, major trends in new wireless technologies (e.g., 5G/6G) focus on enabling wide-area connectivity for remote control of previously unconnected assets (Oughton and Lehr, 2022). Thus, this trend will have significant ramifications for CPS. While there are many definitions of what constitutes critical infrastructures, the United States has a sixteen-sector definition ranging from financial services to the defence industrial base (DHS, 2021).

In recent decades, the CPS around the world experienced disastrous situations, such as Hurricane Katrina in 2005, the earthquakes in Japan in 2011, and Hurricanes Harvey, Irma, and Maria in 2017, all of which profoundly impacted...
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the economic growth, social development, and public safety (Mohebbi et al., 2020). For instance, Hurricane Irma caused a widespread power outage to customers in Florida, and Hurricane Harvey triggered a significant disruption in the transportation system of Houston, Texas (Rahimi-Golkhandan et al., 2022). Given the presence of such threats to CPS, decision-makers seek to have decision-making tools (both quantitative and qualitative) to protect the standard functionality of such systems in dealing with disruptions (Aslani and Mohebbi, 2022). In particular, researchers have attempted to utilize optimization methods for proactive and restoration decisions among CPS.

The development of state-of-the-art commercial solvers, such as Gurobi and CPLEX, and the interpretability of results could be mentioned as main drivers for the increasing trend of optimization algorithms in this application area. Even though some review papers focus on the solution approaches and interdependencies among CPS (e.g., Ouyang (2014) and Mohebbi et al. (2020)), a systematic evaluation of mathematical models and optimization methods developed in the context of CPS is absent in the literature. In addition, the previous reviews mainly focus on interdependent networks, while a significant share of related studies investigate standalone infrastructure systems. Therefore, a comprehensive analysis of optimization methods for CPS will provide insightful directions for future research in theory and application.

We devised a comprehensive strategy in this study to identify the main trends in the literature and pinpoint the gaps worthy of investigation in future works. In the mathematical modeling aspect, we attempted to decompose the models based on essential elements such as objective function, decision variables, and constraints to summarize a large body of information in an interpretable format. On the other hand, we separated the literature for deterministic and stochastic models to analyze the optimization-based solution algorithms for each class regarding their specific features. We also thoroughly investigated the scale of CPS networks and failure types to highlight the missing conceptual assumptions in the literature. The complementary element of our analysis is the bibliographic analysis to explore the link between methodology-based and application-based keywords, publication outlets, and how these two aspects are interconnected in practice.

The main contribution of this paper is providing a comprehensive review of optimization methods and mathematical modeling for CPS. We explored all major databases prudently to select the most reliable pool of papers based on the scope and methodology. The result of the search process, 108 articles, has been organized and analyzed based on the formulation type, optimization solution approach, modeling elements, network size, and failure types. The review focuses on the studies developing mathematical models and applying an optimization method to solve the underlying problem. In addition, we utilize a holistic approach to relate the solution algorithm design, CPS network features, and conceptual/modeling practices to provide insights into developing practical decision support systems with enriched optimization frameworks for city-scale CPS.

The remainder of the paper is structured as follows: In section 2, we present the definition of fundamental concepts and technical terms. Next, section 3 explains the search process and selection criteria to establish the pool of literature to be reviewed. In section 4, we categorize the selected studies based on multiple criteria. Additionally, section 5 includes detailed solution methods and mathematical modeling analyses. Finally, the discussion and future research directions are provided in section 6.

2. Definition of Concepts and Assumptions

2.1. Mathematical Modeling

Mathematical modelling is the art of capturing and describing a real-world problem in the form of mathematical terms, usually in the form of equations, and then using these equations both to help understand the original problem, and also to discover new features about the problem. The modeling process can be construed as an iterative process in which real-life problems are translated into mathematical language, solved within a symbolic system, and the solutions is implemented within the real-life problem environment. Mathematical modeling aims to capture the essential characteristics of a complex real-life problem and transform them into a more abstract representation (Keller, 2017). In this work, we focus on optimization problems where the objective function(s) and constraints for a system can be expressed by linear or non-linear functions in the form of standard mathematical models.

2.1.1. Deterministic Models

In a deterministic mathematical model, it is assumed that a set of all variable states is uniquely determined by parameters in the model and by sets of previous states of these variables. In other words, the parameters and variables of the system are fully known and invariable over the optimization horizon. The general form of a deterministic model
will be as follows:

\[
\begin{align*}
\text{minimize } & f(x) = c_1 x_1 + \ldots + c_n x_n \\
\text{subject to } & a(x_i) \geq b_i, i = 1, 2, \ldots, p \\
& x_j \geq 0, j = 1, 2, \ldots, n \\
& c \in C, a \in A, b \in B, x \in X
\end{align*}
\]  

(1)

Where the information about tuple \(A|B|C\) is fully known prior to the optimization and assumes to be unvarying over the time horizon.

- **Single-objective Models**: A single-objective optimization problem refers to a problem where a number of decision variables \(x_i\) are defined to minimize (or maximize) one desired objective function \(f\) over a set of constraints \(C\).

\[
\begin{align*}
\text{minimize } & f(x) \\
\text{subject to } & x \in X \subseteq \mathbb{R}^n
\end{align*}
\]  

(2)

where \(X\) is the feasible set of solutions for the optimization problem.

We can define the single-objective optimization problem with both equality and inequality set of constraints. Formally, a minimization problem, with \(p\) inequality constraints and \(m\) equality constraints is represented by:

\[
\begin{align*}
\text{minimize } & f(x) \\
\text{subject to } & g_i(x) \geq 0, i = 1, 2, \ldots, p \\
& h_j(x) = 0, j = 1, 2, \ldots, m \\
& x \in X \subseteq \mathbb{R}^n
\end{align*}
\]  

(3)

- **Multi-objective Models**: Optimization problems in practice can include several conflicting objectives to minimize or maximize simultaneously. A general continuous multi-objective problem aims to find \(n\) decision variables \(x \in \mathbb{R}^n\) that simultaneously minimize (or maximize) \(k\) objective functions such as \(f_r : \mathbb{R}^n \rightarrow \mathbb{R}, r = 1, \ldots, k\) (Kadziński et al., 2017). Similar to single-objective models, the decision variables and objectives are subject to a set of bounds and constraints. A feasible solution to the Multi-Objective Optimization problem satisfies all the bounds for a decision variable, together with the \(p\) and \(m\) inequalities and equality constraints. The standard form of a multi-objective optimization problem will be as follows:

\[
\begin{align*}
\text{minimize } & f(x, p) \equiv (f_1(x), f_2(x), \ldots f_k(x)) \\
\text{subject to } & h_i(x) = 0, i = 1, 2, \ldots, m \\
& g_j(x) \geq 0, i = 1, 2, \ldots, p \\
& x_l \in [x_l^L, x_l^U], l = 1, 2, \ldots, n
\end{align*}
\]  

(4)

2.1.2. Stochastic Models

The underlying assumption in stochastic models is the presence of uncertainty in the parameters and decision variables of the model. In other words, the variable and parameter states are not unique values but rather are presented in the form of probability distributions. Let \(X\) be the domain of all feasible decisions and \(x\) a specific decision. The optimization goal is to search over \(X\) to find a decision that minimizes (or maximizes) an \(F\) function. Let \(\xi\) denote random information available only after the decision is made. In the general form of stochasric modeling, we define the objective function as a random cost function such as \(F(x, \xi)\) and constraints can also be written as random function.
Since $F(x, \xi)$ cannot be optimized directly, the focus will be on the expected value, $E[F(x, \xi)]$. The general form of a stochastic optimization problem can be presented as follows (Hannah, 2015):

$$
\zeta^* = \min_{x \in X} \{ f(x) = E[F(x, \xi)] \}
$$

(5)

Where the optimal solution will be the set of $S^* = \{ x \in X : f(x) = \zeta^* \}$.

- **Two-stage stochastic models**: Two-stage stochastic mathematical model is the most common formulation in the field of stochastic programming. The basic idea of this modeling approach is that optimal decisions should be based on data available at the time the decisions are made and cannot depend on future observations. A general two-stage stochastic programming problem is given by (Shapiro and Philpott, 2007):

$$
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad c^T x + E_\xi [Q(x, \xi)] \\
\text{subject to} & \quad Ax = b \\
& \quad x \geq 0
\end{align*}
$$

(6)

where $Q(x, \xi)$ is the optimal value of the second-stage problem given below:

$$
\min_y \{ q(y, \xi) | T(\xi) x + W(\xi) y = h(\xi) \}.
$$

(7)

In such formulation, $x \in \mathbb{R}^n$ is the first-stage decision variable vector, $y \in \mathbb{R}^m$ is the second-stage decision variable vector, and $\xi(q, T, W, h)$ contains the data of the second-stage problem. In the first stage, we have to make a "here-and-now" decision $x$ before the realization of the uncertain data $\xi$, viewed as a random vector, is known. In the second stage, after a realization of $\xi$ becomes available, we optimize the decisions by solving a new optimization problem updated with the new information. The general case of a two-stage problem is linear with linear terms for objective function and the constraint. However, conceptually this is not essential, and integer or nonlinear assumptions could also be incorporated into two-stage models (Pichler and Tomasgard, 2016).

- **Multi-stage stochastic models**: This stochastic formulation has been introduced as a generalization of two-stage models to capture the sequential realization of uncertainties and labelled as multistage stochastic programming. In this setting, the time horizon is discretized into “stages” where each stage has the realizations of uncertainties at the current stage. A wide range of complex and dynamic optimization problems are effectively modeled as multi-stage stochastic programs, possessing key decision variables in one or more of the stages. In the multi-stage setting, the uncertainty of the problem is revealed sequentially in $T$ stages. The random variable $\xi$ is split into $T - 1$ chunks, $\xi = (\xi_1, ..., \xi_{T-1})$, and the problem at hand is to decide at each stage $t = 1, ..., T$ what is the optimal action, $x_t(\xi_{[1,t-1]})$, given the previous observations $\xi_{[1,t-1]} := (\xi_1, ..., \xi_{t-1})$. The global variable of this problem can be written as follows (Bakker et al., 2020):

$$
x(\xi) = (x_1, x_2(\xi_1), ..., x_T(\xi_{[1,T-1]})) \in \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_T}
$$

(8)

where $(n_1, ..., n_T)$ are the size of the decision variable at each stage and $n = \sum_{t=1}^{T} n_t$ is the total size of the problem.

- **Markov Decision Process (MDP)**: MDP is a mathematical framework for sequential decision making under uncertainty that has informed decision making in a discrete-time stochastic environment. This branch of stochastic programming has been adopted in a variety of application areas including inventory control, scheduling, and medicine (Steimle et al., 2021).

A Markov decision process is formulated in the form of a tuple such as $\langle S, A, P_a, R_a \rangle$, where:
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- \( S \) is a set of states or the state space.
- \( A \) is a set of actions or the action space.
- \( \Pr(s_{t+1} = s' \mid s_t = s, a_t = a) = P_a(s, s') \) is the probability that action \( a \) in state \( s \) at time \( t \) will lead to state \( s' \) at time \( t + 1 \).
- \( R_a(s, s') \) is the immediate reward (or expected immediate reward) received after transitioning from state \( s \) to state \( s' \), due to action \( a \).

A policy function \( \pi \) is a probabilistic mapping from state space \( (S) \) to action space \( (A) \).

At each time step, the process is in some state \( s \), and the decision-maker may choose any action \( a \) that is available in state \( s \). The process responds at the next time step by randomly moving into a new state \( s' \), and giving the decision-maker a corresponding reward \( R_a(s, s') \). The probability that the process moves into its new state \( s' \) is influenced by the chosen action; however, it is independent of all previous states and actions to satisfy the Markov property.

The goal of a Markov decision process is to find an optimal policy for the decision-maker: a function \( \pi(s) \) that specifies the action \( \pi(s) \) that the decision-maker will choose when in state \( s \). The objective of a general MDP is to choose a policy \( \pi \) that will maximize some cumulative function of the random rewards over an infinite horizon:

\[
\max(Z) = E \left[ \sum_{t=0}^{\infty} \gamma^t R_{a_t}(s_t, s_{t+1}) \right]
\]

(9)

Where \( a_t = \pi(s_t) \) is the selected actions given by the policy, and the expectation is taken over \( s_{t+1} \sim P_{a_t}(s, s_{t+1}) \).

In this equation, \( \gamma \) is a discount factor satisfying \( 0 \leq \gamma \leq 1 \), which is usually close to 1.

2.2. Optimization Solution Algorithms

Global optimization algorithms can be broadly divided into three groups including exact methods (e.g., branch-and-bound, cutting planes, and decomposition) and heuristic methods, and evolutionary methods (e.g., Genetic Algorithm (GA)). The main difference in these classes originates in the search process and the optimality guarantee. In other words, while in the exact methods can provide solution with guaranteed optimality, there is no certainty about the optimal status of the output for heuristic and evolutionary methods.

- **Exact methods:** Exact methods can comb the solution space of any optimization problem to find the optimal solution among all candidate feasible solutions. This guaranteed optimality is the primary rationale for implementing these approaches for different classes of optimization problems. An exact optimization method is essentially a solution method of choice that can solve an optimization problem with an effort that grows polynomially with the problem size. The most common classes are branch-and-bound, cutting plane, and decomposition methods.

- **Heuristic methods** Approximation algorithms are a diverse family of solution methods for optimization problems that return an approximate solution without any promise of optimality. Specifically, heuristics solution methods are problem-specific approximate algorithms attempting to exploit the underlying rules of the problem at hand to obtain a high-quality solution. Even though heuristics do not guarantee to find an optimal solution, they are simple and much faster than exact approaches. There are two different types of heuristics: Construction heuristics, which construct one solution from scratch by performing iterative construction steps, and Improvement heuristics, which start with a complete solution and iteratively apply problem-specific search operators to search the solution space. Among the well-known heuristics, nearest neighbor heuristic, cheapest insertion heuristic, and k-opt heuristic are noteworthy that are developed for Travelling Salesman Problem (TSP) problem but are applicable to other optimization problems as well (Rothlauf, 2011).

- **Evolutionary methods** Evolutionary algorithms (or interchangeably Meta-heuristics) are computationally efficient methods for solving complex optimization problems approximately, particularly for the Combinatorial Optimization Problems class of optimization problems with discrete decision variables and finite search space. Since these methods can provide near-optimal solutions in reasonable computational time for NP-Hard class
of optimization problems, they are often considered a good substitution for exact solution algorithms (Karimi-Mamaghani et al., 2022). From a technical perspective, evolutionary methods are approximate optimization methods constructed based on the interaction between local search procedures and higher-level search strategies to generate an iterative search process able to escape from local optimality and perform a comprehensive exploration of the search space (Gendreau et al., 2010). Typical examples of evolutionary algorithms are GA, Simulated Annealing (SA), Tabu Search (TS), and Greedy Randomized Adaptive Search Procedure (GRASP).

2.3. Machine Learning

Machine learning (ML), a sub-field of artificial intelligence, is referred to as a set of algorithmic and statistical methods attempting to learn from data to improve the performance of computational methods in solving challenging classes of problems (Bishop and Nasrabadi, 2006). These intelligent methods autonomously improve their learning quality over time, using extracted knowledge from data and information through observations and real-world interactions. Assuming we have a set of input variables \( x_i \in X \) that are used to determine an output variable \( y \), the goal of ML is to quantify the mapping function \( f \) between the input variables and the output variable in such as \( Y = f(\{x_i \in X\}) \).

ML algorithms can be classified into three main groups Bishop and Nasrabadi (2006):

- **Supervised Learning Algorithms**: In this class of ML methods, the values of input variables \( x_i \in X \) and the corresponding values of the output variables \( y \) are known a priori. A supervised learning algorithm aims to automatically discover the relationship between input variables and output to predict the outcome \( y' \) for new input variables \( X' \). The supervised learning algorithms can be classified into two sub-classes of classification and regression algorithms based on their scope. Classical supervised learning algorithms include Linear Regression, Support Vector Machine, Naive Bayes, Gradient Boosting, Decision Tree, Random Forest, and k-Nearest Neighbor.

- **Unsupervised Learning Algorithms**: The ML methods in this class are adopted when the values of input variables \( x_i \in X \) are known while there are no associated values for the output variables. The learning goal of these techniques is to detect and utilize the hidden patterns in the input data. Classical unsupervised learning algorithms include k-means clustering, Self-Organizing Map, and Principal Component Analysis.

- **Reinforcement Learning (RL) algorithms**: In these more recent ML algorithms, an agent learns from interactions with the surrounding environment to take actions that maximize the pre-defined reward iteratively. At each iteration, the agent automatically decides the optimal action within a specific context to optimize its performance based on a reward feedback mechanism. RL algorithms include Q-Learning, Learning Automata, opposition-based RL, and Deep Reinforcement Learning.

3. Search process and selection criteria

To find the most reliable and diverse pool of papers, well-known scientific databases, including Elsevier, IEEE Explore, Springer, Wiley, and INFORMS, have been carefully searched. To this end, we tested a series of keywords and refined the keyword combination based on the quality of search results (in terms of relevance and diversity). Finally, the search process is conducted using the following search rule:

\{
("Cyber-infrastructure" OR "Cyber-physical") AND ("Infrastructure") AND ("Optimization" OR "Optimize") OR ("Restoration")\}

1

In the next step, we selected the literature review papers based on the following key points:

- The paper should define a clear mathematical model (decision variables, objective function(s), and constraints).
- The paper should develop an optimization-based solution algorithm, including pure optimization algorithms, hybrid game theory and optimization models, and simulation-optimization methods.
- The paper should focus on cyber-physical infrastructure systems dealing with disruptive incidents. However, the scope of the paper can be a combination of network design (high-level decision-making), preventive maintenance (proactive efforts), and restoration (reactive actions).

---

1 We also considered the British spelling of optimise and optimisation terms.
The paper should provide information about the network size of the case study or random instances to be analyzed from the scalability viewpoint.

In this review, we divided the CPS networks studied in the literature in terms of size into three categories of small, medium-sized, and large-scale networks. The small class is referred to a network with less than 100 overall components (node and edges). We also denote any network with more than 100 and less than 400 components as medium-scale. Finally, without loss of generality, we consider a CPS network with more than 400 overall components (node and edges) as a large-scale network.

3.1. Final Review Pool

After scrutinizing the search results based on the outlined criteria, 108 papers are selected for the pool of literature to be reviewed. The final set of papers formulated a mathematical model for an infrastructure network dealing with disruption. In addition, all studies designed an optimization solution algorithm and applied their framework to real-life case studies or artificially generated networks. Fig. 1 shows the distribution of the selected papers in each solution approach class and the database sources.

![Figure 1: Summary of the publisher sources for the final selected documents](image)

3.2. Mission Areas

The term mission area is defined by the United States Department of Homeland Security and Federal Emergency Management Agency. It is one of five different classes of corrective actions capable of enhancing the preparedness of infrastructure systems in dealing with threats and hazards that pose the greatest risk to the security of the United States (DHS, 2011). In this context, the concept of mathematical modeling and optimization for CPS can cover these distinct mission areas in different phases as depicted in Fig. 2:

- **Proactive planning**: When the optimization problem is defined in a pre-disaster situation and the actions are planned to be taken before a disruptive incident. This category covers the prevention/protection mission areas defined in the DHS guideline.

- **Real-time planning**: When the optimization problem is defined during a disaster and the actions are planned and taken during or immediately after a disruption. This category covers the mitigation/response mission areas defined in the DHS guideline.
• **Reactive planning**: When the optimization problem is defined in a post-disaster situation and the mitigating actions are planned to be taken completely after the impacts of an extreme event. This category covers the *recovery* mission areas defined in the DHS guideline.

![Mission Areas](image)

*Figure 2: Mission areas mapping for the optimization frameworks in the context of CPSs*

The focus of this literature review is on the reactive planning scope in the post-disaster phase. Therefore, all the selected documents defined a problem and implemented optimization techniques to restore affected CPSs to a normal service level following a disruption.

4. **Classifications of selected studies**

In the first classification step, we separated the studies based on the modeling assumptions into deterministic and stochastic formulations. Fig. 3 shows the number of papers for each year along with the individual numbers for each modeling approach during this time horizon. We then divided the studies in each formulation class based on the proposed optimization solution approaches (i.e., exact, heuristic, and evolutionary).

4.1. **Deterministic Formulation**

In this section, we focus on the studies that developed deterministic mathematical models and categorize them based on the adopted solution approach. We present a comprehensive overview of the solution algorithms in each subsection and some representative studies. Fig. 4 shows the frequency of each solution approach for the deterministic formulation based on the publication date of papers.

4.1.1. **Exact Solution Approach**

Exact methods can thoroughly explore the solution space to find the optimal solution for any optimization problem. Therefore, a significant share of selected studies adopted these solution algorithms to guarantee the optimality of the proposed solution for decision-makers in CPS networks facing disruption. From a mathematical modeling perspective, the studies developed conventional mathematical models, as well as bi-level, and tri-level optimization models.

Mathematical models for exact solution methods are present in the selected studies in different flavors, including Mixed Integer Programming (MIP), Integer Programming (IP), and Linear Programming (LP). Among linear models, Lee II et al. (2007) is the first work that proposed a mathematical model to minimize the total cost of flow and slack through time for a disrupted infrastructure system restoration problem. This model established the foundation of the subsequent variation of models in other studies. For instance, Cavdaroglu et al. (2013) provided a modified model for the extended problem of integrated restoration and planning of interdependent infrastructures to track the recovery trajectory over the restoration horizon. Likewise, the models presented in Sharkey et al. (2015) aimed to find the optimal restoration strategy and assignment of available work crews was structurally similar to the mentioned studies.
Among other similar works, González et al. (2016) developed a model for the Interdependent Network Design Problem to minimize the restoration cost of a partially disrupted system from hypothetical earthquakes in Shelby County, TN. As another example, Baidya and Sun (2017) modeled the restoration planning of physically interconnected infrastructure networks and solved the model optimally to prioritize the restoration activities of disrupted components while minimizing the number of required actions for complete recovery. The detailed list of linear models for each paper is presented in Table 1.

However, linear models mainly fail to capture the real-life relationship among different variables appropriately. As a result, nonlinear models, while complex and computationally challenging, are valuable tools for describing more
realistic assumptions. The term nonlinear is assigned to a model where the objective function or constraints include a form of nonlinearity. Among notable nonlinear mathematical models for restoring CPS, Ouyang and Fang (2017) proposed a tri-level model with nonlinear terms in both objective function and constraints for a worst-case analysis for the resilience of interdependent CIs under Spatially Localized Attacks. In a recent work, Li et al. (2021) developed a mixed-integer nonlinear program for the recovery of an interconnected system of electricity-water-gas with functional interdependencies. In this model, the operational constraints of networks, posed by physical laws such as hydraulic characteristics of pumps, are the source of nonlinearity.

A particular case of mathematical models known as constrained quadratic is the other non-conventional modeling approach in the literature. In this category, Mohagheghi (2014) is the only study that formulated the optimization problem as a model with a constrained quadratic term in the objective function. They provided a mathematical framework for power grids during natural disaster events to enhance resilience against natural disasters.

Bi-level models are also adopted in the literature to capture even more complex problems arising in CPS. Bi-level models are special mathematical models in which one problem is nested within another. In the optimization literature, the outer problem is referred to as the upper-level, and the inner problem is commonly referred to as the lower-level optimization task. These specific mathematical models can be found in a limited number of studies. For example, Li et al. (2015) formulated a bi-level model for analyzing the impact of coordinated cyber-physical attacks, aiming at identifying the most damaging and undetectable physical attacks constrained by the budget limitation of the attacker. The other studies are summarized in the relevant sub-section in Table 1.

Regarding the optimization strategy, there are two main approaches in the literature (see Table 1). The analysis revealed that the most common approach is implementing the developed mathematical models in commercial solvers (such as CPLEX, Gurobi, and AMPL) and reporting the objective function value and computational time. We refer to this solution strategy as Direct Optimization in all following references. The analysis of studies adopting this approach shed light on the technical limitation of direct optimization. This optimization option seems to apply to more miniature complex models and small-scale networks.

On the other hand, large-scale optimization models are complex. Because of their high-dimensional decision space, this class of problems poses a significant challenge to conventional optimization methods. When dealing with large-scale optimization problems, one viable idea is to decompose the original large-scale problem into a series of smaller and simpler sub-problems that are easier to solve. With such a decomposition strategy, the whole problem can be solved by optimizing the individual sub-problems independently. There are two primary decomposition directions in dealing with large-scale problems, one of which performs decomposition in the decision space by decomposing decision vectors into smaller components. In contrast, the other direction performs decomposition in the objective space by decomposing a multi-objective problem into scalar optimization sub-problems or simple single-objective sub-problems. Benders decomposition (which decomposes a problem into a master problem and a sub-problem by separating the decision variables in two groups) has been the popular decomposition method in the selected papers. Several studies adopted more unique solution algorithms, though. For example, Nested Column-and-Constraint Generation (NCCG) in Fang and Zio (2017), two-stage solution algorithm in Li et al. (2015), and Multi-Criteria Decision Making (MCDM) techniques in Karakoc et al. (2020) are among the noteworthy unconventional solution methods for mathematical models.

4.1.2. Heuristic Solution Approach

Given the intractable behavior of exact solution approaches for medium-scale and large-scale networks, heuristic methods have emerged initially to reduce the computational complexity of mathematical models and sustain the scalability of exact methods. Heuristic methods for optimization models can be implemented for the following purposes:

- **Complexity reduction**: Heuristics can be adopted to provide an initial solution to help the exact methods in the exploration of a significantly reduced solution space. As the generated warm start solution by a heuristic method can be embedded into the commercial solvers, this application area is trendy in the literature. For instance, Smith
Table 1
Summary of studies developing deterministic optimization models and exact solution algorithms

| Model type      | Documents                          | Solution approach               |
|-----------------|------------------------------------|---------------------------------|
| LP              | Gao et al. (2009)                  | Direct optimization             |
| IP              | Abdel-Mottaleb et al. (2019)      | Direct optimization             |
| nonlinear IP    | He and Nwafor (2017)               | Direct optimization             |
| MIP             | Lee et al. (2007)                  | Direct optimization             |
|                 | Gong et al. (2009)                 | Direct optimization             |
|                 | Matiszw et al. (2010)              | Direct optimization             |
|                 | Cavdaroglu et al. (2013)           | Direct optimization             |
|                 | Ahmadi et al. (2014)               | Direct optimization             |
|                 | Sharkey et al. (2015)              | Direct optimization             |
|                 | Azad et al. (2016)                 | Direct optimization             |
|                 | Wei et al. (2016)                  | Direct optimization             |
|                 | Ouyang and Fang (2017)             | Direct optimization             |
|                 | Abbasi et al. (2017)               | Direct optimization             |
|                 | González et al. (2017)             | Direct optimization             |
|                 | Baidya and Sun (2017)              | Direct optimization             |
|                 | Rong et al. (2018)                 | Direct optimization             |
|                 | Karakoc et al. (2019)              | Direct optimization             |
|                 | Almoglashawi et al. (2019)         | Direct optimization             |
|                 | Morshedlou et al. (2019)           | Direct optimization             |
|                 | Ge et al. (2019)                   | Direct optimization             |
|                 | Ouyang et al. (2019)               | Direct optimization             |
|                 | Almoglashawi and Barker (2019)     | Direct optimization             |
|                 | Karakoc et al. (2020)              | Direct optimization             |
|                 | Chen et al. (2020)                 | Direct optimization             |
|                 | Sang et al. (2021)                 | Direct optimization             |
|                 | Mohebbi et al. (2021)              | Direct optimization             |
|                 | Almoglashawi et al. (2021)         | Direct optimization             |
|                 | Rodriguez-Garcia et al. (2022)     | Direct optimization             |
| MINLP           | Li et al. (2021)                   | Direct optimization             |
| Constrained Quadratic | Li et al. (2015)                   | Direct optimization             |
| Bi-level MIP    | Xiang et al. (2017)                | Direct optimization             |
|                 | Zhao and Zhang (2020)              | Direct optimization             |
|                 | Moaenzi and Khazaeei (2021)        | Direct optimization             |
|                 | Fang and Zio (2017)                | Direct optimization             |
|                 | Lai et al. (2019)                  | Direct optimization             |
| Tri-level MIP   | Ghorbani-Renani et al. (2020)      | Direct optimization             |
|                 | Ghorbani-Renani et al. (2021)      | Direct optimization             |
|                 | He et al. (2021)                   | Direct optimization             |
|                 | Ouyang (2017)                      | Direct optimization             |

et al. (2020) reduced the computational time needed to find the optimal solution for their proposed model by applying a best-response heuristic to incorporate the emergency nature of the restoration decisions.

- **Performance guarantee**: The heuristic solution algorithms can also provide an upper bound or a near-optimal solution with a performance guarantee. It should be noted that the heuristics are still considered complementary tools to exact methods in this scope. Among others, Morshedlou et al. (2018) proposed a heuristic algorithm to obtain the lower bound for the restoration crew routing problem for a relaxed formulation of the original mathematical model. The heuristic was designed to provide a feasible initial solution aligned with policies for enhancing the resilience of infrastructure networks.

- **Approximation solution algorithms**: Despite the problem-dependent nature of heuristics, these approaches
Table 2

Summary of studies developing deterministic optimization models and heuristic solution algorithms

| Model type | Document                        | Heuristic method description                                      |
|------------|---------------------------------|--------------------------------------------------------------------|
| IP         | Nurre et al. (2012)             | Reduce computational complexity                                    |
|            | Iloglu and Albert (2018)        | Provides an upper bound to the original model                      |
|            | Tan et al. (2019)               | Approximation algorithms with performance guarantees               |
|            | Sándor et al. (2019)            | Reduce the computational burden of optimally exact solving         |
|            | Zhang et al. (2019)             | Obtain the near-optimal solution                                   |
|            | Iloglu and Albert (2020)        | Identifying near-optimal solutions                                |
|            | Habib et al. (2021)             | Solve large instances of the problem                               |
| MIP        | Kalinowski et al. (2015)        | Greedy heuristics with performance guarantees                      |
|            | Kasaei and Salman (2016)        | Achieve near-optimal or optimal solutions quickly                  |
|            | Akbari and Salman (2017)        | Heuristics with performance guarantees                             |
|            | Smith et al. (2020)             | Heuristics with performance guarantees                             |
|            | Morshedlou et al. (2018)        | Provide an upper bound on the solution                             |
|            | Morshedlou et al. (2021)        | Generates reliable solution for large-scale problems               |
|            | Kong et al. (2021)              | Identifying near-optimal solutions                                 |
|            | Li et al. (2018)                | A greedy heuristic to solve the optimization problem              |
| Tri-level MIP | Fakhry et al. (2022)           | A trade-off between solution quality and computational time        |
|            | Wu et al. (2022)                | Variable neighborhood heuristic to solve the model                 |

can be considered easy to implement and powerful approximate solution methods for optimization problems. In this context, heuristics are utilized as custom-tailored computational tools to find near-optimal solutions of problems directly. For example, Wu et al. (2022) adopted a nested heuristic algorithm to solve the challenging Defense-Attack-Recovery tri-level optimization model. The proposed heuristic could provide high-quality feasible resource allocation decisions for defensive and restorative resources to improve the strategic resilience of a power supply system.

Table 2 summarizes the studies that adopted a heuristic solution algorithm for exact mathematical models in terms of the model type and the scope of the specific proposed heuristic method.

4.1.3. Evolutionary Solution Approach

As the size of models increases (in terms of decision variables and constraints) and the exact and heuristics solution algorithms face difficulties, adopting evolutionary algorithms to find near-optimal solutions seems to be an emerging direction in the literature. The evolutionary algorithms in the selected papers can be divided based on the nature of the objective function in the model. For single objective models, for example, Maya Duque and Sörensen (2011) proposed an evolutionary solution algorithm based on the GRASP and Variable Neighborhood Search (VNS) metaheuristics for the resource allocation problem in the recovery of a rural road network after a natural or man-made disaster. The solution method was applicable to a range of problems, from small and medium-size instances to a large real-life motivated instances. As for multi-objective models, Fang et al. (2014) developed an Non-dominated Sorting Genetic Algorithm (NSGA-II), the multi-objective extent ion of the GA algorithm, to tackle the power transmission network resilience problem in the presence of cascading failures with limited investment costs. The problem was formulated as a multi-objective optimization problem to find a trade-off between cost and the system’s vulnerability to cascading failures. Table 3 presents a summary of evolutionary algorithms for deterministic models, including Dynamic Programming (DP), in the context of CPS regarding the type of model and the adopted evolutionary solution algorithm. The summarized information for evolutionary methods for deterministic models shows that using GA and NSGA-II are the most popular solution methods due to their flexibility in dealing with various models and technical assumptions. However, a change of direction towards more powerful algorithms such as GWO in Kumar et al. (2022) and ACO (which is shown to be effective in dealing with network-based problems) in Li et al. (2019) is noticeable in this area.
Table 3
Summary of studies developing deterministic optimization models and evolutionary solution algorithms

| Model type     | Document                      | Evolutionary solution approach          |
|----------------|-------------------------------|----------------------------------------|
| Constrained MIP| Kumar et al. (2022)           | Grey Wolf Optimization (GWO)            |
|                | Zhang et al. (2018a)          | GA                                     |
|                | Duque et al. (2016)           | Iterated Greedy-Randomized Constructive Procedure |
|                | Örabi et al. (2009)           | Multi-objective genetic algorithm       |
|                | Orabi et al. (2010)           | NSGA-II                                 |
|                | Sen et al. (2011)             | GA                                     |
|                | Maya Duque and Sörensen (2011)| GRASP and VNS                           |
|                | Vodák et al. (2018)           | Ant Colony Optimization (ACO)            |
|                | Zhang et al. (2018b)          | Particle Swarm Optimization (PSO)       |
|                | Li et al. (2019)              | ACO                                     |
|                | Sharma et al. (2020)          | GA                                     |
|                | Ghiasi et al. (2021)          | GWO                                     |
|                | Zhu et al. (2021)             | Probabilistic Solution Discovery Algorithm |
|                | Pramudita and Taniguchi (2014)| TS                                     |
|                | Ouyang and Wang (2015)        | GA                                     |
|                | Zuloaga et al. (2020)         | GA                                     |
|                | Poudel et al. (2020)          | GA                                     |
| MIP            | Pramudita and Taniguchi (2014)| NSGA-II                                 |
| Nonlinear LP   | Fang et al. (2014)            | Non-dominated Sorting Binary Differential Evolution |
| Nonlinear MIP  | Fang et al. (2015)            | Orthogonal GA                           |
| Nonlinear bi-level MIP | Song et al. (2016)       | Orthogonal GA                           |
|        | Wang and Chang (2013)         | SA                                     |

4.2. Stochastic Formulation

In this section, we focus on the studies that developed optimization solution methods for stochastic mathematical models and classify those works based on their solution approach. We present a comprehensive overview of the solution algorithms in each sub-section and some representative studies. We also explore how selected papers incorporated the concept of uncertainty in their modeling step. Fig. 5 shows the frequency of each solution approach for stochastic formulation based on the publication date of documents.

Figure 5: Number of papers per year and per each type of solution method for stochastic mathematical model.
4.2.1. Exact Solution Approach

Given the high level of uncertainty in the post-disaster environment (e.g., the aftershock in the case of earthquakes or secondary disruptions), increasing attention has been dedicated to developing stochastic optimization models for cyber-physical networks. Focusing on the solution algorithm, decomposition methods such as Benders decomposition and accelerated L-shape algorithms are popular options for two-stage stochastic models. For instance, Arab et al. (2015) formulated a proactive resource allocation model to repair and restore potential damages to the power system infrastructure as a two-stage stochastic integer model with complete recourse. They adopted Benders decomposition to handle the computational hurdle of their model’s large-scale mixed-integer equivalence counterpart. Several studies such as Kavousi-Fard et al. (2018) utilized simulation-based methods as a complementary tool for the optimization algorithms in an uncertain environment. Zhao et al. (2017) is one unique work in this class by developing a Hybrid Hidden Markov Model (HMM) to optimize dispatch strategy in post-disruption stage to maximize system resilience and ensure the acceptable system functionality level. Table 4 summarizes the studies with an exact solution algorithm for the stochastic model and associated sources of uncertainty in the stochastic formulation. The information in this table shows that repair time, demand, and failure are the most common source of randomness in the developed models.

4.2.2. Heuristic Solution Approach

A few papers adopted heuristic methods to solve the computationally challenging stochastic models. Similar to deterministic models, heuristics have been developed for two various purposes. First, the heuristic methods aimed to reduce the computational complexity. For instance, Çelik et al. (2015); Yang et al. (2018) used a heuristic scheme to simplify the core optimization problem, Stochastic Dynamic Programming (SDP), of link recovery selection in a transportation network to improve the resilience. Second, solving the model approximately was sought in Ulusan and Ergun (2021) by developing an Approximate Dynamic Programming (ADP) approach to solve the stochastic road network recovery problem heuristically. Table 5 summarizes the studies with a heuristic solution algorithm for the stochastic model and associated sources of uncertainty in the stochastic formulation. In this category, repair time, and failure (or equivalently disruption) are the most common source of uncertainty.

4.2.3. Evolutionary Solution Approach

The literature for this solution approach is minimal, and only a handful of papers developed evolutionary algorithms for stochastic problems for CPS affected by extreme disruptive events. For example, Liu et al. (2021b) employed NSGA-II to solve the multi-objective stochastic optimization problem for simultaneously minimizing cost and maximizing the resilience of an infrastructure network. Table 6 summarizes the studies with an evolutionary solution algorithm for the stochastic model and associated sources of uncertainty in the stochastic formulation. Similar to other sub-sections of stochastic programming, repair time is the most common source of uncertainty.
Table 5
Summary of studies developing stochastic optimization models and heuristic solution algorithms

| Model type | Document | Sources of uncertainty | Heuristic scope |
|------------|----------|------------------------|-----------------|
| SDP        | Çelik et al. (2015) | Debris amount | Reduce the computational time |
|            | Yang et al. (2018) | Recovery time | Reduce computational complexity |
| MDP        | Nozhati et al. (2020) | Repair time | Rollout technique to find optimal policy for an MDP |
|            | Ulusan and Ergun (2021) | Demand | Solve the model approximately |
| MIP        | Liu et al. (2021a) | Disruption severity | Solve the problem approximately |
|            | Che and Tang (2009) | Disruption duration | Find near optimal solutions |
|            | Fang et al. (2019) | Disruption | Variable Neighborhood Search For solving the problem |

Table 6
Summary of studies developing stochastic optimization models and heuristic solution algorithms

| Model type | Document | Source of uncertainty | Solution method |
|------------|----------|-----------------------|-----------------|
| IP         | Xu et al. (2007) | Restoration time | GA |
|            | Zou and Chen (2019) | Disruptions, traffic demands, and repair cost | Binary PSO |
| MIP        | Furuta et al. (2008) | Restoration time | GA considering uncertainty (GACU) |
|            | Zhang et al. (2016) | Restoration time | NSGA-II |
| SDP        | Liu et al. (2021b) | Restoration time and horizon | NSGA-II |

4.3. Machine Learning-Enabled Solution Approaches

As CPS networks become more comprehensive, the optimization problems associated with the city-scale systems exhibit computational difficulties. From another point of view, ML has been regarded as a promising research direction to address the challenges mentioned above in conventional optimization algorithms (Mirshekarian and Sormaz, 2018). ML can improve traditional solution algorithms for a range of optimization problems from two aspects. First, assuming that there is a piece of expert knowledge (a priori knowledge) about the optimization algorithm, learning can be used to build approximations to alleviate the computational effort (Lodi et al., 2020). Second, in the absence of expert knowledge, the goal of a learning procedure is to explore the decision (or objective) space of these problems to lead the search process to the optimal (or near-optimal) performing behavior. Consequently, these intelligent decisions improve the performance of optimization algorithms in terms of solution quality, convergence rate, and robustness (Karimi-Mamaghan et al., 2020).

There are a few studies in recent years leveraging ML algorithms and data-driven methods to augment the optimization algorithms for CPS. For example, Alemzadeh et al. (2020) developed a data-driven approach based on Artificial Neural Networks (ANNs) to estimate the optimal restoration sequence for disrupted infrastructure networks after natural disasters such as earthquakes. Zhao et al. (2020) also proposed a data-driven framework for solving the optimal two-stage stochastic optimization problem to enhance the reliability of planning and operation of a power-gas network against seismic attacks. Yang and Martí (2021) combined the pre-training of an artificial intelligent agent and optimization techniques to accelerate calculating the optimum recovery path in the case of electrical faults in an interdependent network. Most recently, Aslani and Mohebbi (2022) embedded a learning component to learn from the obtained non-dominated solutions of a decomposition-based evolutionary algorithm periodically and consequently improve the performance of the optimization algorithms for multi-objective models in restoration of large-scale infrastructure networks.

5. Literature Analysis

This section provides a comprehensive set of analyses from bibliography, modeling, and scalability points of view. In each sub-section, we highlight the key observations and patterns to shed light on the current trends and significant gaps in the optimization solution algorithms for CPS.

5.1. Bibliographic Analysis

As the first step, we analyzed the pool of literature review to obtain key insights from the current patterns. Specifically, we focus on two bibliographic analyses, keyword clustering and bibliographic coupling. The analyses were
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carried out in VOSviewer™ software, which is developed based on Eck and Waltman (2007) to present a new method for visualizing similarities between objects. As a preliminary step, we explored all the selected papers in Web of Science (WOS) core collection. Among the chosen articles, 3 studies were not indexed in this database, which is less than 3% of the pool for review. In the next step, we imported all the bibliographic information of papers into the VOSviewer™. We then conducted two clustering procedures as follows:

- **Keyword clustering**: In this part, we focused on the keywords of selected papers. The output of this analysis is visualized in Fig. 6. Following a series of trial and error, we set the parameter $n = 7$ as the threshold for the overall occurrence of a keyword to be included in the clustering process. In this figure, the label size and the circle indicate the frequency of the associated keyword. Therefore, the keywords with higher frequency are depicted in a larger font and are more legible. In addition, the color of a keyword mirrors the assigned cluster to the keyword. Finally, the distances between keywords show the relatedness in the literature regarding co-occurrence links. In other words, closer terms indicate closer relatedness and more dense lines represent the strongest co-occurrences. The output shows that there is a balance among methodology-focused keywords (e.g., optimization, model, and design clustered in green) and application-based keywords (e.g., risk, resilience, and reliability clustered in red). In addition, the term power is a frequent keyword, showing that power networks are among the most investigated CPS. This observation is consistent with the further analysis conducted in section 5.7.

- **Bibliographic coupling**: In this analysis, we focused on the peer-reviewed journals (imported from WOS) published the selected set of papers in the review. Bibliographic coupling is defined when two works cite a

![Figure 6: Keywords clustering based on co-occurrence visualized by VOSviewer™ (n = 7)](image)
third common work in their bibliographies. This index is an indication that a probability exists that the two coupled research papers approached a related subject matter. The coupling strength of two papers is higher when they have more citations to other papers they share (reflected with a thicker line in the final figure). The output of this analysis is visualized in Fig. 7. Similar to the other experiment, we conducted a parameter tuning method and set $n = 2$ as the threshold for inclusion, meaning there is a coupling if two papers at least cited two common references. Each color in this figure represents one cluster of journals, and the connections show that there is a strong mutual coupling among the works published in Operations Research (OR) methodological journals (denoted by green nodes) such as European Journal of Operational Research (EJOR) and Computers and Industrial Engineering (CAIE) and application-focused journals (blue and red nodes) such as Sustainable cities and society and safety science. In addition, we can observe a strong clustering among the journals related to transportation (green cluster) and power (red cluster) infrastructure systems.

**Figure 7:** Bibliographic coupling visualized by VOSviewer™ ($n = 2$)

### 5.2. Decision Variables

Decision variables are the major component of mathematical modeling as they form the model and drive the set of constraints. In a general classification, decision variables can be continuous (accepting values from zero to an upper bound) or integer (taking only integer values). Binary decision variables are a specific class of integer category by taking only 0 and 1 values. In the literature of CPS, both types of decision variables are present in high density. Table 7 shows a summary of decision variables with one representative study for each variable type.

Continuous decision variables have been utilized to capture the specific features of infrastructure networks. For instance, the flow of an arc (defined as a physical connection among two nodes like a water pipe) is a standard decision variable and is present in several works such as Lee II et al. (2007) and Sharkey et al. (2015). A more flow-related specific decision variable is the cumulative flow of demand nodes (supply nodes should provide the commodity to meet demand requirements), which is employed in Morshedlou et al. (2019). The excess supply in González et al. (2017) and unmet demand in Almoghathawi and Barker (2019) are the other popular continuous decision variables in this application area.

On the other hand, binary decision variables are more diverse. As many decision in the restoration phase is of a binary nature, this type of variables can adequately capture the complexity of decision-making procedure. For instance,
the arc traversal decision variable in Kasaei and Salman (2016), protection in Zhu et al. (2021), attacker decision in Ghorbani-Renani et al. (2021), and resource allocation in Nurre et al. (2012) reflect a similar decision about the incorporation of a component in the restoration from different perspectives. Likewise, the network design decision variables in Iloglu and Albert (2018) and temporary arc installment in Cavdaroglu et al. (2013) have a similar nature in the physical extension of a network permanently and temporarily, respectively. Finally, the scheduling decision variables in a variety of works such as Karakoc et al. (2019), child-parent interdependency in Sharkey et al. (2015), and functionality in Matisziw et al. (2010) aim to capture more sophisticated aspects of recovery planning.

5.3. Objective Functions

The studies in the literature defined various objective functions to capture significant aspects of a disrupted CPS. This section briefly provides a classification of objective functions and their characteristics. Table 8 presents a classification of objective functions for all papers reviewed in this study. Fig. 8 also shows the classification of objective functions present in the literature.

The financial part of restoration plays a crucial role in both low-level (i.e., the component level) and high-level (i.e., the network level) decision-making layers. On the high level, the network administrators aim to minimize the total cost of the CPS system. The term \textit{total cost} in the literature referred to a summation of different cost components forming a monolithic cost figure. For example, Almoghathawi et al. (2019) defined the system cost as the objective function, including restoration cost, flow cost, and disruption cost (i.e., unmet demand). The system design cost is another example of a high-level cost function considered in the work of Zhang et al. (2018c). On the other hand, several papers focused on the low-level cost, such as transportation cost in Bhuiyan et al. (2020), restoration (or recovery) cost in Smith et al. (2020). Finally, there are some unique financial objective functions, such as maximizing the expected reward in Ulusan and Ergun (2021) and minimizing the psychological costs during the restoration phase in Hu and Sheu (2013).

As the restoration problem is essentially a scheduling problem, time-related objective functions are also a common option in the modeling phase. Among others, Zhang et al. (2016) defined the makespan (the time difference between the start of restoration and finishing the last assigned repair) to expedite the recovery of an affected system to the standard performance level. Minimizing the restoration time is also investigated in Vodák et al. (2018), and Orabi et al. (2010) attempted to reduce the duration of service loss. Finally, several papers such as Kasaei and Salman (2016); Akbari and Salman (2017); Zhang et al. (2019), which focused on transportation infrastructures, defined specific objective functions to minimize the traversal cost of disrupted arcs or the longest walk (transformed into an equivalent time component).

Operational objective functions are the next category, in which the focus of the optimization is devoted to the system-level performance. For instance, Fang and Zio (2017) formulated the defender-attacker-defender optimization model for the resilience against intentional attacks to maximize the system performance quantified as the normalized total satisfied demand level. Maximizing \textit{operational capacity} of infrastructure systems is another relevant objective function defined in Ahmadi et al. (2014) for an interdependent network, including a hospital, to save more lives in...
the case of a natural disaster. Besides, the total met demand can also reflect the performance level of an infrastructure network, which is captured in several works such as maximizing the total met demand (Liu et al., 2021a) and minimizing the unmet demand in Ghorbani-Renani et al. (2020). A share of literature body also defined objective functions solely based on the network flow (e.g., Matisziw et al. (2010)).

The term resilience is also defined as the objective function of many papers from different perspectives. While this performance metric is essentially an operational measure, this objective function has been approached from distinct points of view in the CPS literature. Resilience, as a dynamic property of complex systems, is a performance measure for characterizing the behavior of CPS networks in the presence of disruptive events. Resilience generally implies the ability of a system to return to normal condition after a disturbance (Ouyang and Wang, 2015). However, this term has been defined differently across various disciplines, including ecology, emergency management, engineering, and national security. In other words, there is no consensus on the definition of this term. For example, the National Research Council defines resilience as "The ability to prepare and plan for, absorb, recover from, or more successfully adapt to actual or potential adverse events", which is more focused on the emergency management discipline. As another definition, Social–ecological viewpoint further emphasizes transformability, learning, and innovation as crucial aspects of complex systems resilience. The community resilience is also defined as "the ability of a community to prepare for anticipated hazards, adapt to changing conditions, and withstand and recover rapidly from disruptions" (see Sharkey et al. (2021) for a comprehensive review).

There are a few studies that defined distance-based objective functions such as cumulative multiple coverage of emergency demand in Iloglu and Albert (2018) and the longest walk in Akbari and Salman, 2017). Societal goals are also present in terms of Human well-being level in Yang and Martí (2021) and the social impact of failed component restoration in Aslani and Mohebbi (2022). Finally, Aslani and Mohebbi (2022) is the only study that embedded an environmental-related objective function (in terms of CO₂ footprint of physical components) in a multi-objective model. We classified these rare objective functions under miscellaneous category in our analysis visualized in Fig. 8.

![Objective function classification diagram](image_url)

*Figure 8: Objective function classification*
### Table 8: Classification of objective function in optimization models

| Main category | Sub-category | Document |
|---------------|--------------|----------|
| **Financial** | Total cost   | Lee II et al. (2007) Fu et al. (2009) Gong et al. (2009) Matisziw et al. (2010) Cavdaroglu et al. (2013) Azad et al. (2016) Wei et al. (2016) González et al. (2017) He and Nwafor (2017) Karakoc et al. (2019) Almoghaithawi et al. (2019) Karakoc et al. (2020) Chen et al. (2020) Almoghaithawi et al. (2021) Rodriguez-Garcia et al. (2022) Smith et al. (2020) Li et al. (2018) Pramudita and Taniguchi (2014) Fang et al. (2014) Fang et al. (2015) Sharma et al. (2020) Ghiassi et al. (2021) Zuloaga et al. (2020) Song et al. (2016) Holden et al. (2013) González et al. (2016) Arab et al. (2015) Sanci and Daskin (2019) Gomeze and Baker (2019) Che and Tang (2009) Fang et al. (2019) Liu et al. (2021b) Zhang et al. (2016) Alemzadeh et al. (2020) Zhao et al. (2020) |
| **Financial** | Financial loss | Abdel-Mottaleb et al. (2019) |
| **Financial** | Recovery cost | Orabi et al. (2010) Wang and Chang (2013) Aslani and Mohebbi (2022) |
| **Financial** | System design cost | Zhang et al. (2018c) |
| **Financial** | Transportation cost | Bhuinya et al. (2020) |
| **Financial** | Expected Reward | Nozhati et al. (2020) Ulusan and Ergun (2021) |
| **Financial** | Psychological cost | Hu and Sheu (2013) |
| **Time** | Makespan | Gong et al. (2009) Zhang et al. (2016) |
| **Time** | Restoration time | Tan et al. (2019) Vodák et al. (2018) |
| **Time** | Traversal time | Kasaei and Salman (2016) Zhang et al. (2019) Maya Duque and Sørensen (2011) |
| **Time** | Service loss duration | Xu et al. (2007) |
| **Time** | System performance | Fang and Zio (2017) Orabi et al. (2009) Duque et al. (2016) Jena et al. (2021) Beheshitian et al. (2018) Furuta et al. (2008) Zou and Chen (2019) Ahmad et al. (2014) Abdel-Mottaleb et al. (2019) |
| **Operational** | Demand | He and Nwafor (2017) Ghorbani-Renani et al. (2020) Li et al. (2021) Iloglu and Albert (2020) Sen et al. (2011) Li et al. (2019) Liu et al. (2021a) Mohebbi et al. (2021) Aslani and Mohebbi (2022) |
| **Operational** | Service Level | Mollaheghi (2014) Sharkey et al. (2015) Xiang et al. (2017) Baidya and Sun (2017) Ge et al. (2019) Lar et al. (2019) He et al. (2021) Sándor et al. (2019) Habib et al. (2021) Poudel et al. (2020) Arif et al. (2018) Abassi et al. (2020) Loggins and Wallace (2015) |
| **Operational** | Resource allocation | Li et al. (2015) Matisziw et al. (2010) Rong et al. (2018) Nurre et al. (2012) Kalinowski et al. (2015) Celik et al. (2015) |
| **Operational** | Network Flow | Ouyang and Fang (2017) Abbasi et al. (2017) Ouyang (2017) Karakoc et al. (2019) Almoghaithawi et al. (2019) Morshedlou et al. (2019) Ouyang et al. (2019) Zhao and Zhang (2020) Karakoc et al. (2020) Almoghaithawi and Barker (2019) Moazeni and Khazaee (2021) Ghorbani-Renani et al. (2021) Sang et al. (2021) Almoghaithawi et al. (2021) Morshedlou et al. (2021) Kong et al. (2021) Huang et al. (2022) Fakhry et al. (2022) Wu et al. (2022) Fang et al. (2014) Ouyang and Wang (2015) Fang et al. (2015) Zhang et al. (2018) Sharma et al. (2020) Zhang et al. (2018a) Zhu et al. (2021) Zhao et al. (2017) Kavousi-Fard et al. (2018) Fang and Sansavini (2019) Fang and Zio (2019) Wang et al. (2020) Wu and Wang (2021) Alkhaleel et al. (2022) Yang et al. (2018) Ye and Ukkusuri (2015) Liu et al. (2021b) |
| **Resilience** | Distance | Aksari and Salman (2017) Iloglu and Albert (2018) |
| **Resilience** | Societal | Yang and Martí (2021) Aslani and Mohebbi (2022) |
| **Resilience** | Environmental | Aslani and Mohebbi (2022) |
| **Miscellaneous** | Distance | |
| **Miscellaneous** | Societal | |
| **Miscellaneous** | Environmental | |
5.4. Constraints

Mathematical models attempt to capture technical limitations and rules (e.g., precedence) in CPS in terms of constraints. The constraints for optimization models reviewed in this work are very diverse and problem-dependant. However, in this section, we provide a general scheme of a mathematical model for CPS to provide a practical guideline for researchers to build novel models based on the well-established models in the literature.

A general structure of an optimization model is presented in algorithm 1. Infrastructure networks provide a service (in terms of commodity flow) from supply nodes to their target customers (demand nodes). Therefore, the first set of constraints are flow balance constraints) to preserve the balance between the inflow and outflow for demand, supply, and transshipment nodes (see Sharkey et al. (2015) for a detailed explanation). The next constraints are the technical limitation constraints to guarantee that the features such as capacity and upper limit for met demand of nodes are preserved during the optimization process (see Lee II et al. (2007) for more information). These constraints can be in the form of equality and inequality equations based on the nature of technical limitations. As the problems in the literature considered isolated infrastructure systems and interdependent networks, these constraints can be different. Regardless of these differences, a set of dependency or Interdependency constraints are included to capture the complex relationship among components (see Cavdaroglu et al. (2013) for detailed explanation). The resource allocation and scheduling set of constraints also aim to describe the assignment of repair crews and the sequence of recovery in the network, respectively (see Nurre et al. (2012) for more information). Finally, Application-focused constraints are included to satisfy the specific requirements for the application area. One good example is the work of Abessi et al. (2020), where they defined a set of specific equations to capture the assumption in power distribution systems that there are no switches on some lines in the system.

5.5. Network Size

As the network expands to a city-scale level (a large number of nodes and arcs), the number of decision variables for mathematical models increases, and the consequent computational time rises exponentially (Cavdaroglu et al., 2013). Therefore, developing scalable and reliable solution algorithms for large-scale infrastructure networks is a demanding task from a purely technical perspective. As depicted in Figure 9, most developed optimization frameworks are designed for partial networks belonging to a much more extensive network. For example, Sharkey et al. (2015), Baidya and Sun (2017), and Kalinowski et al. (2015) considered small and medium-sized networks (based on the definitions presented in section 3). In contrast, regarding the definition of a large-scale network, only a small share of studies including Kasaei and Salman (2016) and Vodák et al. (2018) with approximately 1000, Nurre et al. (2012) with 760, and Mohebbi et al. (2021) and Aslani and Mohebbi (2022) with a city-scale interdependent network with around 12000 components developed heuristic and evolutionary approaches to tackle the computational burden of deterministic optimization problems. For stochastic optimization, Gomez and Baker (2019) with 8400, and Çelik et al. (2015) with 600 components are among the few studies focusing on a large-scale CPS network.

5.6. Failure Types

A failure can be broadly defined as an interruption of a CPS normal service level in providing the basic needs, such as communications, health, mobility, power, water, and sewer. The failure can be an immediate impact of an external factor such as cyber-attacks or aging of physical components. However, cascading failures are also common in these systems where a disruption in one CPS propagates into an interdependent CPS. Based on the source of failures, we categorized the failures in the literature into three main groups:

- **Functional Failures**: This type of failure is defined as the inability of a physical component to fulfill the intended function(s) to a standard performance level (Lee II et al., 2007). The functional failures, originating from the internal mechanisms of cyber-physical systems, have been considered as random failures due to aging in several works such as Bhuiyan et al. (2020) and Karakoc et al. (2019) and the cascading failure in others such as Rahimi-Golkhandan et al. (2022) and Alkhaleel et al. (2022).

- **Intentional Failures**: This type of failure is formally defined as a targeted failure by an intentional threat attempting to alter the normal operational level of a system (Fang and Zio, 2017). Intentional failures have been investigated in the form of intentional attacks in several papers including Ouyang and Fang (2017) and Fang and Zio (2017). The cyber-attacks, a special case of intentional failures that aim to interfere with cyber components, are also explored in some works such as Wei et al. (2016) and Moazeni and Khazaee (2021). Finally, the localized attacks, spatially concentrated attacks, are investigated in Ouyang (2017) and Fang et al. (2019).
1. General structure of a mathematical model for cyber-physical infrastructure system

\[
\begin{align*}
\sum_m x_{ijt}^m - \sum_n x_{ijt}^n &= x_{i}^m \\
\sum_m x_{ijt}^m - \sum_n x_{ijt}^n &= 0 \\
\sum_m x_{ijt}^m - \sum_n x_{ijt}^n &= -v_{it}^m \\
\end{align*}
\]
Flow balance constraints

\[
\begin{align*}
0 \leq x_{ijt}^m &\leq u_{ij}^m \\
\sum_i v_{it}^m = d_i^m \\
\end{align*}
\]
Technical limitation constraints

\[
\begin{align*}
0 \leq d_i^m - v_{it}^m &\leq (1 - y_{n,j,t}^m)(d_i^m) \\
\sum_n x_{jht}^n &\leq s_j^t y_{n,j,t}^m \\
\end{align*}
\]
Dependency or Interdependency constraints

\[
\sum_k a_{kij}^m \leq 1 \\
\vdots
\]
Resource allocation constraints

\[
\begin{align*}
\beta_{ij}^m - \beta_{ij(t-1)}^m &= \sum_k a_{kij}^m \\
\sum_i x_{ij} &\leq U \\
\sum_j y_{ij} &\leq E \\
\vdots
\end{align*}
\]
Scheduling constraints

\[
\begin{align*}
v_{it}^m &> 0 \\
x_{jht} &\in \{0, 1\} \\
\end{align*}
\]
Decision variables

---

**Figure 9:** No. of papers in different network size categories separated based on the solution methodology.
• **Natural Disaster**: This failure class is defined as any disruptions resulted from the immediate extreme event or the associated consequent events (Akbari and Salman, 2017). The failures initiated by natural disasters are diverse in the literature with different triggering incidents such as earthquake in Hu and Sheu (2013), flooding in Sharkey et al. (2015), Hurricane in Baidya and Sun (2017), and windstorm in Fang and Zio (2019). The failures resulting from natural disasters can be the immediate consequence of the incident or the secondary aftermath (e.g., the subsequent flooding of a hurricane).

### 5.7. Application Area

Fig. 10 shows the type of cyber-physical infrastructure network considered for the optimization frameworks in the selected studies. The analysis shows that power and transportation networks are the most popular cyber-physical networks in the literature. This popularity can be stemmed from the availability of public data for these networks and their visibility. The numbers in this figure also reflect that the interdependent networks based on power and transportation and other sectors such as gas are also present numerous in the literature. On the other hand, gas, communication, and cyber networks (in the general sense) are among the least investigated application areas for optimization solution methods. In Fig. 10, the term multiple infrastructures in is refereed to studies that used more than 3 networks, like power, telecommunications, transportation, and wastewater in Sharkey et al. (2015) in their case studies. It should be noted that a share of selected documents, including Kalinowski et al. (2015) and Duque et al. (2016), generated random networks for their case studies.

![Classification of application areas for optimization in the context of cyber-physical systems](image_url)

**Figure 10**: Classification of application areas for optimization in the context of cyber-physical systems
5.8. Interdependency Types

The term interdependency has been defined as bidirectional relationships between infrastructure systems where the state of one infrastructure affects the state of another network. Conceptually, the interdependencies are the complex connections among individual systems (networks) in a general system of systems functioning in an adaptive environment (Rinaldi et al., 2001). The interconnection in the context of CPS can emerge in four types: a) functional, b) cyber, c) geospatial (co-location), and d) logical (Mohebbi et al., 2020). The concept of functional interdependency refers to an interconnected network in which a component of one infrastructure requires services provided by another system to function correctly (Sharkey et al., 2015). Co-location interdependency mirrors two infrastructure networks that can be affected by the same local disruptive event, where the initial failure propagates to the interdependent network and generates a cascading failure pattern (Rong et al., 2018). Cyber relationships among infrastructures reflect the situation where the state of one infrastructure system depends on information transmitted through the information infrastructure. Finally, logical interdependency also captures the relationship among the states of infrastructure systems by a mechanism that cannot be attributed to physical, cyber, or geospatial class (Ouyang, 2014).

Fig. 11 shows the distribution of different types of interdependencies incorporated in the modeling for the selected studies. The functional and geospatial types are the most common as well-established methods (e.g., precedence constraints and spatial analysis) can capture these classes of relationships. On the other hand, only a few studies such as Holden et al. (2013) and Wang et al. (2020) included the logical type considering the difficulty and vagueness in the definition of this category. Surprisingly, cyber interdependencies are missing in the literature of restoration of infrastructure systems. This absence can be attributed to the lack of a unanimously clear definition for cyber components and cyber relationships among physical elements of infrastructure networks.

![Figure 11: Distribution (No. of studies) of interdependencies among infrastructure systems in the literature of optimization for cyber-physical systems](image)

6. Discussion and Future Research

In this review, we attempted to provide a detailed analysis of the literature on optimization methods for CPS systems to answer two overarching questions: 1) What are the fundamental constructs of the developed mathematical models?
and 2) What are the main trends for optimization-based solution algorithms for CPS? To answer the first question, we scrutinized the mathematical models in terms of the objective function, decision variables, and constraints. We critically analyzed the literature in each sub-category to provide concise yet insightful information for researchers and practitioners in developing customized models based on their specific needs. We also summarized the diverse pool of models in the literature to present an encapsulated mathematical model. Moving to the second question, we divided the selected documents in the review based on the modeling type (e.g., deterministic and stochastic) and solution method (e.g., exact, heuristic, and evolutionary). In each class, we identified the trends in the literature and the evolution over the time horizon between 2007 and 2022. In addition, we performed a bibliographic analysis to show how the methodology and application area are interconnected regarding keywords and publication outlets. The following sections, focusing on the significant gaps in the literature, prescribe possible future directions in the modeling and solution design perspectives.

6.1. Scalable Solution Algorithms

The term scalability for optimization methods can be attributed to the ability of a solution algorithm to preserve an acceptable level of solution quality for large-scale instances of an optimization problem. The quality of solutions for an optimization method can be evaluated based on the optimality gap and computational time. While, generally speaking, the optimality gap for linear and convex models is zero (the solution is optimal), there are computational challenges for nonlinear and non-convex models. The optimality of a solution is not guaranteed for a nonlinear model when the non-convexity is present, implying there is a gap (usually presented in percentage format). In this context, the higher quality is attributed to a solution with a lower relative gap. Computational time is another feature to measure the solution quality, meaning that an optimization algorithm’s ability to reach a good solution (not necessarily optimal) in lower computational time reflects the better quality. However, the two criteria should be assessed simultaneously to have an informative evaluation. In other words, a method’s ability to provide solutions with a lower optimality gap in lower computational time is ideal. As a result, if a method can maintain this performance level for large-scale problem instances, we can label the method as a scalable solution algorithm. For example, (Xavier et al., 2021) developed such scalable hybrid ML-optimization method for unit commitment problems in power networks, showing that the large-scale instances can be solved on average 4.3 times faster with the optimality guarantee compared to conventional optimization methods.

Specifically, the scalability of optimization methods is a major concern for decision-makers when dealing with city-scale CPS with several thousands of cyber-physical components. As the literature analysis revealed (section 5.5), the majority of developed optimization methods are designed for small (with lower than 100 overall components) and medium-scale (with lower than 400 overall components) networks. On the other hand, only a small share of studies approached large-scale networks and even fewer discussed the scalability feature. In specific, (Morshedlou et al., 2021) is the only paper that mentioned developing a local search heuristic to generate reliable solutions for large-scale problems. The current trends in the literature and the expansion of widespread CPS to modern communities reflect that developing scalable optimization methods to facilitate timely decision-making needs more attention and has remained an open search avenue.

6.2. Hybrid Machine Learning and Optimization Algorithms

A global optimization process includes exploring search space from an initial solution to find an optimal or near-optimal final solution. During this search mechanism, the optimization of the current problem is restarted from the beginning multiple times (using several heuristics to guide the search), and the algorithm collects some information about each iteration (Alvarez et al., 2017). While these pieces of information contain valuable insights about the problem and recognizable patterns in the search space, the conventional optimization solution methods (e.g., using commercial solvers) usually discard these aspects of the search process (Lodi et al., 2020). However, by identifying the sources of information, exploiting the data, and informing machine learning algorithms, the optimization algorithms can be guided intelligently to search the more promising areas and reach the final solution (optimal or near-optimal based on the nature of the algorithm) more efficiently. As a result, future research needs to focus on the interface of ML and optimization algorithms to exploit the values information and improve the scalability of solution methods.

In the case of learning and optimization integration, all main learning streams (supervised, unsupervised, and reinforcement learning) can be embedded in the optimization algorithms for both deterministic and stochastic models. The choice of learning approach depends on the ability to collect relevant training data during the optimization procedure and the scope. If the optimization framework is known and the goal is to solve a class of problems (e.g., offline
learning), the output of each problem instance can be used to guide a supervised/unsupervised learning process (i.e., training data) to solve the more challenging problems. A practical example is the work of Xavier et al. (2021), where they adopted two classical supervised learning methods for binary classification, k-nearest neighbors and support vector machines, to learn from the optimization output of small-scale problems and accelerate the solution process for large-scale cases of a deterministic MIP model. Misra et al. (2021) took one further step by designing an algorithm to learn the relevant active constraints from training samples (e.g., input parameters and the corresponding optimal solution) without any restrictions on the problem type, problem structure, or probability distribution of the input parameters.

On the other hand, in the online learning framework, the learning and optimization happen simultaneously as solving a problem. In general, the choice of supervised/reinforcement learning for both deterministic and stochastic models in frameworks such as hyper-heuristic has been an active research direction in global optimization. For example, Zhang et al. (2021) proposed a deep reinforcement learning-based hyper-heuristic framework to leverage a data-driven heuristic selection module on parameter-controlled low-level heuristics, to improve their handling of uncertainties while optimizing across combinatorial optimization problems.

There are other applications for ML-optimization integration for stochastic models (two-stage and multi-stage), where the uncertainty of parameters is presented in the form of scenarios. The large number of scenarios and computational challenges in Benders decomposition are the main bottlenecks of conventional methods. While supervised ML techniques can be implemented to cluster (or bundle) the scenarios, unsupervised ML algorithms can intelligently guide the decomposition algorithms and alleviate the computational burden. In the first research line, Jiang et al. (2021) presented a clustering method based on Fuzzy C-Means and Gaussian Mixture Models to bundle large-scale scenarios in a progressive hedging heuristic solution algorithm for multi-stage stochastic models. Defourny et al. (2013) also proposed a hybrid strategy based on ML and statistical inference from a given scenario-tree solution and out-of-sample simulation for multi-stage stochastic optimization problems. For the second direction, Jia and Shen (2021) developed a learning-enhanced Benders decomposition (augmented with a support vector machine classifier) to only generates promising cuts for solving two-stage stochastic programs with complete recourse based on finite samples of the uncertain parameters.

6.3. Modular Optimization Framework

The literature of optimization solution algorithms for CPS includes a pool of various methods, including direct optimization (e.g., Lee II et al. (2007)), heuristic search (e.g., Wu et al. (2022)), evolutionary methods (e.g., Li et al. (2019)), and decomposition-based methods (e.g., Alkhaleel et al. (2022)). Even though different solution algorithms have been developed in the literature for CPS, the methods are highly problem-dependant and cannot be generalized to other problem instances. In practice, decision-makers need to have easily reconfigurable solution methods to adapt to evolving situations and new problems with minimum technical efforts. In this regard, future research should investigate the modular design of the optimization framework, which makes the solution algorithms easily applicable to a wide range of problems and replaces the individual components based on the user’s preferences.

Object-oriented programming has emerged as a paradigm based on the concept of objects, including data in the form of fields (often known as attributes or properties), and code, in the form of procedures (often known as methods). Inspired by this concept, one of the critical design requirements of optimization frameworks is the strict separation between algorithm and problem formulation. Hence, an optimization framework is divided into problem-specific (or domain) and general optimizer objects. While the former class of object should be tailored for each problem (in terms of solution representation and evaluation function), the latter group is independent of the domain. In addition, this object-oriented approach provides the flexibility of each object of the frameworks to be replaced with a similar one or compared in a computational way.

All in all, modular optimization frameworks are emerging general method-free solutions in other application areas. For example, Andersen et al. (2022) developed a modular optimization framework to create a flexible tool for users to easily incorporate new optimization algorithms, methods, or engineering design problems into the framework. In a similar work, Kiss and Szalay (2020) designed modules that are replaceable and verifiable independently from each other to develop a framework capable of minimizing the life cycle environmental impact of a building design through automated optimization.

6.4. State-of-the-art Optimization Methods

As the summary of the literature in section 4 revealed, the majority of solution algorithms for both deterministic and stochastic models are heavily biased towards conventional optimization methods. Even though we observe some
Aslani et al. focus on the importance of developing novel hybrid strategies for exact solution algorithms, highlighting the need to shift towards more novel methods. They introduce the concept of hyper-heuristic approaches, which are promising in leveraging the data-driven approaches and developing innovative yet effective solutions.

As another future direction, combining simulation techniques with heuristic/evolutionary algorithms as simheuristics is suggested to explore how problem-specific information can be used to enhance the solution method for combinatorial optimization problems with stochastic components. The temporal feature of CPS is another unique feature of cyber-physical systems, which is utilized in (Rodriguez-Garcia et al., 2022) to capture the temporal interdependency.

6.5. Network Features for Optimization Methods

Networks are considered powerful tools to capture the complex dynamics of real-life systems. In the context of CPS, a spatial network is a graph in which the nodes are located in a space equipped with a specific metric, and the edges are spatial elements associated with nodes. The spatial features have been used mainly to capture the geospatial (co-location) interdependency among CPS networks in several studies such as Rong et al. (2018) and Ge et al. (2019). The temporal feature of CPS, defined as the dynamic behavior of components over time, is another unique feature of networks. In this context, the temporal element of networks is utilized in (Rodriguez-Garcia et al., 2022) to capture the temporal interdependency.

However, the spatiotemporal characteristics can be used at a higher level to inform optimization frameworks. For instance, the spatial information of cyber-physical components can be a decomposition criterion for focusing on decision variables decomposition. The temporal aspect also can be utilized to capture the uncertainty propagation in time-dependent optimization frameworks such as multi-stage stochastic models. In addition to spatiotemporal characteristics, Evans and Minieka (2017) argue that network measures (such as centrality) of individual elements (i.e., nodes or links) can quantify the associated connectivity profiles of elements and reflect how they are embedded in the network. Therefore, another promising area for optimizing CPS is exploiting such network features that can enrich the optimization algorithms designed specifically for large-scale networks.

6.6. Formulation and Modeling Approaches

Despite the rich literature on mathematical modeling and conceptual frameworks related to CPS, there are certain deficiencies in methodology and application. As the first shortcoming, the optimization literature for CPS mainly focused on conventional modeling methods for capturing uncertainty, such as two-stage stochastic models. While this type of modeling is a popular choice in several application areas, there is a need to migrate towards more recent modeling approaches. In specific, Distributionally Robust Optimization (DRO) and Chance constrained optimization methods have been introduced as promising directions to capture uncertainty for stochastic models. For instance, Zhao et al. (2020) formulated the reliability of power-gas network in dealing with seismic attacks as a two-stage DRO model. The case studies showed that this novel modeling outperforms robust optimization and a single-stage optimization model to minimize the investment cost and expected economic loss. In addition, multi-stage stochastic modeling seems to be another modeling option that needs more attention, considering the nature of problems arising in CPS. While two-stage models are present in the works such as Arab et al. (2015), Arif et al. (2018), and Abessi et al. (2020), the multi-stage stochastic models have not been explored in the literature deeply.

Other missing elements in the conceptual frameworks for CPS are the definition of cyber networks and cyber interdependency. The compound integration of cyber and physical levels for CPS shows the importance of identifying the cyber elements and cyber interdependencies to have more informative frameworks. While the analysis in section 5.7 showed the term cyber network is used interchangeably with communication networks in several papers including Huang et al. (2022) and Baidya and Sun (2017), the Sándor et al. (2019) defined industrial control systems as the cyber network. This variation in the definition of cyber networks shows the need to conceptually develop a clear understanding among researchers of what constructs a cyber network. Moreover, the output of section 5.8 revealed that
the literature failed to capture and incorporate the cyber interdependency among CPS networks. Mohebbi et al. (2020) is among a few studies that attempted to identify cyber interdependencies for water and transportation infrastructure systems and how they may influence organizational resilience. They even recommended some design and operational strategies in this area. Nonetheless, these aspects are not reflected in conceptual frameworks and, consequently, optimization formulations in a comprehensive manner.

The analysis of objective functions in section 5.3 demonstrated that a large share of studies defined the objective function of the developed models as the resilience of a CPS system. However, despite the dynamic nature of resilience in CPS, almost all studies in the literature simplified the term to a static measure (usually the proportional met demand). This conflict indicates that implementing dynamic modeling approaches for deterministic, multi-stage stochastic, and MDP models for stochastic formulation need further attention to capture the resilience evolution over time appropriately.

Lastly, the summarized information in section 5.6 indicates that the literature has been mainly focused on standalone physical and cyber failures (under intentional failure class). However, the term CPS denotes that compound cyber-physical failures are major concerns in city-scale networks. Although some studies in the literature such as Li et al. (2015), He et al. (2021), and Jena et al. (2021) focused on cyber-physical failures, future works should explore the impacts of such compound failures on CPS in a more detailed analysis.

In summary, there are multiple future directions to extend the theory and application of mathematical modeling and optimization methods for CPS. As CPS become increasingly indispensable in modern communities, decision-makers seek to access practical optimization tools to prepare, respond, and adapt to evolving challenges.
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