Study of the phase diagram of evaporation-condensation systems with a Histogram Reweighting adaptation method
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The critical point of the condensation transition for linear molecules adsorbed on square lattices, was studied by using an adaptation of the Histogram Reweighting technique. The results were obtained by means of grand canonical Monte Carlo simulations within the lattice gas model, along with finite size scaling using the fourth order Binder cumulant. The Method was tested in a system of interacting monomers in which the critical point can be determined exactly. The application of this method to the determination of the critical point in dimer systems with attractive interactions, gave better results than the previous reported studies to the best knowledge of the authors. In addition, the adsorption isotherms at different temperatures, as well as the phase diagrams for monomer and dimer systems were obtained, achieving significant improvements in the phase diagram for dimers.

PACS numbers: 68.43.-h, 68.35.Rh, 64.60.De, 47.11.Qr, 87.55.kh, 74.62.-c

I. INTRODUCTION

The statistics and thermodynamics of adsorbed dimers have been one of the most interesting problems in surface science and statistical mechanics [1, 2, 3, 4, 5, 6, 7, 8, 9]. An early seminal contribution to dimer statistics was made by Fowler and Rushbrooke [9], while an exact solution was found by Kasteleyn [13, 14], but only at close-packed density.

At intermediate coverage, an intriguing problem is the ordering of repulsive dimers on various lattices. Phares et al. [21] studied interacting dimers on a semi-infinite square lattice using the transfer-matrix method. The authors concluded that there was a finite number of ordered structures for dimers with repulsive nearest-neighbor interactions. Later, the simulation analysis of the phase diagram of dimers with repulsive nearest-neighbor interactions on a square lattice [22] confirmed the presence of the two well-defined structures: a $\theta(4 \times 2)$ ordered phase at $\theta = 1/2$ and a “zigzag” (ZZ) order at $\theta = 1/2$, being $\theta$ the surface coverage.

In a later work [23], from the $(4 \times 2)$ phase appearing in dimers at half coverage, it was possible (1) to predict the existence of a $(2k \times 2)$ structure for $k$-mers at half coverage and (2) to obtain the critical temperature $T_c(k)$ characterizing the transition from the disordered state to the $(2k \times 2)$ phase as a function of the size $k$ of the adsorbed molecules. Ref. [20] went a step further, analyzing the universality class of the phase transition at $\theta = 1/2$. By using Monte Carlo (MC) simulations and finite-size scaling (FSS) analysis, the critical behavior of the system was studied. The obtained results indicated that the nature of the phase transition occurring at half coverage in a system of repulsive rigid $k$-mers on a square lattice changes from second order for $k = 1$ to first order for $k \geq 2$.

The ZZ order corresponding to repulsive dimers on square lattices at 2/3 coverage was studied in Ref. [24]. The calculations were performed by using exchange MC simulations and FSS theory. The exhaustive determination of the complete set of static critical exponents, along with the behavior of Binder cumulants, confirmed previous results in the literature [21, 22] namely, the existence of a continuous phase transition at 2/3 coverage. Although it was not possible to exclude the existence of a more complex critical behavior, the results suggest that the phase transition does not belong to the universality class of the two-dimensional Ising model.

In the case of attractive lateral interactions, the phase diagram corresponding to homonuclear dimers adsorbed on square lattices was studied by using MC simulations [22]. For temperatures below the critical value, the system undergoes a first-order phase transition which was observed in the clear discontinuity in the adsorption isotherms. The critical temperature was obtained from the measurement of the maximum in the specific heat, which was calculated in the canonical ensemble for each surface coverage $\theta$ in the range $[0, 1]$. The resulting phase diagram is similar to that reported for a simple lattice gas of monomers (or equivalently, an Ising ferromagnet) with the critical temperature shifted to a higher value by a factor of $\approx 1.2$. The critical temperature for the simple lattice gas is given by $k_B T_c/w \approx 0.56725$ [10] ($k_B$ is the Boltzmann constant, $T_c$ is the critical temperature and $w$ is the magnitude of the lateral interaction energy).

By using MC simulations, multiple-histogram reweighting and finite size-scaling techniques, Ryszko and M. Borwko [25, 26, 27, 28, 29, 30] studied a wide variety of systems in presence of multisite occupancy. Among them, attracting dimers in the presence of energetic heterogeneity [4], heteronuclear dimers consisting of different segments, A and B, adsorbed on square lattices [25, 27, 28, 30], and trimers with different structures...
adsorbed on square lattices and pores \cite{3, 28}. In these papers, a rich variety of phase transitions was reported along with a detailed discussion about critical exponents and universality class. In the particular case of attractive homonuclear dimers on square lattices, the authors corroborated the results previously obtained in Ref. \cite{22}.

The attractive phase diagram reported in Ref. \cite{22} was obtained from the extrapolation of $T_c(L)$ towards the thermodynamic limit, where $T_c(L)$ is the temperature of the maximum in the specific heat for a $L \times L$ lattice. This quantity scales with the size of the system as $L^2$ \cite{2}. The calculations were performed in the canonical ensemble, using the coverage as the control parameter. This procedure does not allow to simultaneously obtain critical coverage and critical temperature. In fact, the value of $T_c$ reported in Ref. \cite{22} was calculated at 1/2 coverage, and not at the critical coverage (which is expected to be shifted from 0.5). In addition, recent results in the literature \cite{1, 10} show that fixing the density in models such as that discussed here, corresponds to introducing a constraint that renormalizes the critical parameters characterizing the phase transition.

To remedy this situation, we perform new simulations in the grand canonical ensemble, using the chemical potential as control parameter. The primary objective of this paper is to provide a detailed description of this new scenario, revisiting the classical problem of attractive dimers on square lattices. In order to do so, extensive MC simulations in the grand canonical ensemble, based on an efficient histogram reweighting (HR) technique and using high-performance computational capabilities, have been carried out.

All the quantities measured in Ref. \cite{22} were recalculated. In addition, the study was complemented with new measurements such as density distribution, energy distribution and order parameter cumulant over a wide range of temperatures. The obtained results indicated that the critical coverage is shifted to a lower value than 0.5, resulting in a slightly asymmetric phase diagram. In the same way, the critical temperature is found to be $T_c = 0.692$ which is a higher value than the one mentioned previously. This technique was tested successfully contrasting the results with the exact solution of the monomer adsorption system and the results obtained in the attractive dimers problem, clearly corrects and complete the ones obtained in Ref. \cite{22}.

This paper is organized as follows. The model is described in Section 2. Details of the Monte Carlo simulations and HR technique are presented in section 3. The developed methodology which is based in an adaptation of the HR technique applied to the fourth order Binder cumulant is detailed in Section 4. Finally, in Section 5 the results and conclusions are presented.

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{Schematic representation of the adsorption-desorption system for the case of dimers $k = 2$.}
\end{figure}

\section{Model}

The system consisting of linear molecules adsorbing on a flat surface (see Fig. 1), was modelled by $k$-mers adsorbing on a two-dimensional square lattice of linear size $L$ with periodic boundary conditions. A $k$-mer of size $k$, consists of $k$ identical consecutive segments, each one occupying exactly one lattice site. The distance between $k$-mer segments is equal to the lattice constant, so each adsorbed $k$-mer will occupy $k$ consecutive lattice sites and may be adsorbed in two directions ($x$ and $y$). Each segment of a $k$-mer interacts only with nearest neighbouring segments of other $k$-mers with interaction energy $w$. In order to characterize the occupancy state of each lattice site the occupancy variable $c_i$ was introduced, so that when site $i$ is empty (occupied) $c_i = 0$ ($c_i = 1$). Then, the generalized grand canonical Hamiltonian is,

$$H = \sum_{<i,j>} wc_i c_j - N(k - 1)w + \varepsilon_0 \sum_i c_i$$

where $w$ is the nearest-neighbour (NN) interaction and it is considered attractive (negative) and $<i,j>$ denotes pairs of NN sites. This summation overestimates the number of pairs by $N(k - 1)$, so the middle term $N(k - 1)w$ corrects the total interaction energy. Finally, $\varepsilon_0$ represents the adsorption energy of one site, but since the surface is considered homogeneous this energy has been neglected. It is necessary to mention that $w$ is expressed in $k_B T$ units.

\section{Monte Carlo and Histogram Reweighting Simulations}

The problem was studied by means of grand canonical Monte Carlo simulations using a Parallel-Tempering
algorithm \[5, 12, 31\], that allows the system to reach equilibrium in a considerable shorter time than the standard Monte Carlo simulations. The Parallel Tempering is applied on chemical potential ($\mu$), generating a collection of $N_{\text{rep}}$ replicas, each one at a different value of $\mu$ ranging from $\mu_0$ to $\mu_f$ where, $N_{\text{rep}}$, $\mu_0$ and $\mu_f$ are parameters of the simulation. The algorithm selects one of the $N_{\text{rep}}$ replicas at random and then a set of $k$ consecutive sites (linear $k$-uple) is chosen randomly in that particular replica. Then, the operating dynamics consists in an attempt to change the occupancy state of the selected $k$-uple: if it is an "empty $k$-uple", adsorption is followed with probability $P_{\text{ads}} = \min\{1, \exp(-\Delta H/k_B T + \mu \Delta N/k_B T)\}$, and if it is an occupied $k$-uple, desorption is tried out with probability $P_{\text{des}} = \min\{1, \exp(-\Delta H/k_B T - \mu \Delta N/k_B T)\}$. Where $\Delta H$ is the difference between the Hamiltonians and $\Delta N$ is the difference in the number of adsorbed $k$-mers respectively between the initial and final states. It is worth mentioning that the chemical potential $\mu$ is expressed in $k_B T$ units, where $k_B$ is the Boltzmann’s constant.

After $M = L \times L$ attempts of changing different $k$-uple states, an attempt of interchanging configurations between neighbouring replicas is tried out with probability $P = \min\{1, \exp(-\Delta N \Delta \mu)\}$, where $\Delta N$ is the difference in the number of molecules and $\Delta \mu$ is the difference in chemical potential between the two interchanging replicas.

A Monte Carlo Step (MCS) consist of $L \times L$ attempts per replica of changing a $k$-uple occupation state, i.e. $\text{MCS} = L \times L \times N_{\text{rep}}$, where the linear dimensions of the system $L$ ranges between 20 and 120.

For each replica a random initial configuration is generated, and it was checked that equilibrium is reached after $r = 2 \times 10^6$ MCS; the next $2 \times 10^6$ MCS where used to compute averages.

The Parallel Tempering algorithm is used mainly to unblock freezing states using a given number of replicas of the system. The number of replicas in the simulations, must be one such that the exchange probability is large, typically greater than 0.5. On the other hand, this number should not be too large to compromise the calculation time. Given the above, the simulations of the present work were run with a hundred replicas ($N_{\text{rep}} = 100$).

Typical quantities monitored in the simulations are the surface coverage $\theta$ and energy per site $\epsilon$ which are calculated as simple averages,

$$\theta = \frac{1}{M} \sum_i^M < c_i > \quad (1)$$

$$E = \frac{1}{M} < H > \quad (2)$$

where $< ... >$ means time average over the Monte Carlo simulation.

Histogram reweighting methods are great tools for extracting as much information as possible from a single simulation. This technique is well detailed elsewhere \[6, 7, 10\], so here we will give a short explanation of the subject. Near first or second order phase transitions, some thermodynamical quantities or their derivatives, such as specific heat or, in our case, the lattice coverage, show pronounced peaks or discontinuities. This effect is a big obstacle when trying to obtain results from direct simulations. In condensation transitions, such as in this work, the isotherms shows a sharp jump between the two states (Fig. 2) near the critical temperature.

This jump makes it very difficult to obtain information of the system in that region from a direct simulation, since little variations in the chemical potential lead to very large changes in the lattice coverage. In addition, due to the fluctuations, it is necessary to take a lot of samples in order to minimize the statistical errors, which has a high computational cost. Here is when the Single-HR technique is very useful.

From a grand canonical simulation of $J$ steps run at $\mu = \mu_0$ and $T = T_0$, one can create a two-dimensional histogram $H_{T_0, \mu_0}(U, N)$, where $U$ is the total energy and $N$ is the number of molecules. The probability distribution is related to the histogram in the following way,

$$P(U, N; T_0, \mu_0) = \frac{H_{T_0, \mu_0}(U, N)}{J}$$

FIG. 2. Schematic representation of the typical behaviour of the adsorption isotherms for different temperatures near a first-order phase transition. In finite systems, the discontinuity shown for $T < T_c$ is actually a sharp jump.
Single-HR technique allows us to obtain the probability distribution at a slightly different \( \mu \) and \( T \) from,

\[
P(U, N, T, \mu) = \frac{e^{\beta (U - h_0)} \exp[-(\beta - h_0)U + N(\beta \mu - \beta h_0) + N((\mu - \beta h_0))]}{Z_{\beta}(T, U, N, \mu)}
\]  

(3)

where \( \beta = 1/(k_B T) \).

This is a very powerful relationship, since the average values of any function of \( N \) and \( U \) can be estimated from,

\[
\langle A \rangle = \sum_N \sum_U A(U) P(N,U,T,\mu)
\]  

(4)

IV. METHODOLOGY: HISTOGRAM REWEIGHTING FOR BINDER CUMULANT CURVES

In order to determine the condensation critical temperature, the fourth order Binder cumulant \( t_4 \) of the order parameter \( m \) was calculated using HR techniques, where the Binder cumulant is defined as,

\[
\langle U \rangle_L = 1 - \frac{< m >^4}{3 < m^2 >^2}
\]  

(5)

where \( \langle ... \rangle \) denotes average over configurations, and \( m = \theta - < \theta > \) is the standard order parameter for liquid-vapor transition. Plotting \( U_L \) vs \( T \) for different system sizes \( L \), the curves will meet in an intersection point where the cumulant takes a fixed universal value \( U^* \). The temperature at which this intersection occurs, is the critical temperature. Therefore, we are looking for plots of \( U_L \) vs \( T \), as the one shown in Fig. 3.

The simulations were performed in the grand canonical ensemble at different temperatures, so \( m_L \) as well as \( U_L \), are functions of \( T \) and also functions of \( \mu \). The plot in Fig. 3 is a projection of a \((\mu, T, U_L)\) graphic onto a \((T, U_L)\) plane.

The question that naturally arises is, which are the values of \( \mu \) that give the correct intersection plot projection. At low temperatures the isotherms show a discontinuity for a given \( \mu \) that highlights the condensation phase transition occurring in the system (Fig. 2). As the temperature increases, the size of the discontinuity decreases. At the precise temperature at which this discontinuity becomes a point, the system goes from experiencing a first order phase transition to experiencing a second order phase transition; being the system at the so-called critical point. Correspondingly, the isotherms go from having a discontinuity to having an inflection point. It is for this reason that if we move in the plane \((\mu, T)\) following a trajectory \( Z(\mu, T) = 0 \) (or \( \mu = h(T) \)) defined by the inflection point of the different isotherms, we will eventually encounter the critical point as shown in Fig. 4. We can evaluate the \( U_L \) cumulant along this trajectory finding a three-dimensional curve in a space \((\mu, T, U_L)\). Due to the scale invariance of \( U_L(T_c) \), if we repeat this procedure for the different sizes of the system \( L \), we will find a family of curves that intersect at a given point, "the critical point". Due to the previously established relationship between \( \mu \) and \( T \), \( Z(\mu, T) = 0 \), we can detach from a degree of freedom and work with a single independent variable: \( T \). Therefore, to find \( T_c \), it would be enough to draw the curves in the bidimensional space \((\mu(T), U_L)\) for each \( L \), such as those shown in Fig. 3, and find the intersection point.

In order to find the location of the inflection point for a given isotherm, the second derivative of the isotherm should be obtained. It is known that to obtain an accurate enough derivative of a function, it is necessary that the primitive consists of a very large number of points, so the case of a second derivative requires even more points, demanding a very large computational cost since the isotherms typically show very sharp increases near first-order phase transitions. On the other hand, it can be seen in Fig. 5 that over an isotherm (fixed \( T \)) the fourth order Binder cumulant experiences a maximum at the same point where the isotherm’s inflection point occurs, giving us a method to obtain the value of \( \mu^*(T) \) and hence the value of \( U_L(\mu^*(T), T) \). Repeating this procedure for a group of isotherms of a system of size \( L \), we can obtain a \( U_L(T) \) curve. If the procedure is repeated for the different system sizes \( L \), we will obtain a family of curves \( U_L(T) \) whose intersection point determines the critical temperature \( T_c \).

This methodology is further detailed at next:

- For a given temperature a histogram is obtained directly from the simulation at a chemical potential
FIG. 4. 3D plot of a set of isotherms at different temperatures. It can be seen the trajectory followed in the \((\mu, w)\) plane in order to obtain the critical temperature, corresponding to the projection of the inflexion points. From front to back the isotherms correspond to \(w = -1.43, -1.44, -1.45, -1.46, -1.47, -1.48\) in \(k_B T\) units.

as near as we can find it from the inflection point.

- Using HR technique the cumulant \(\langle U \rangle_L = 1 - \frac{\langle m^4 \rangle}{3\langle m^2 \rangle^2}\) is calculated for different values of \(\mu\) near the original one, tuning the chemical potential.

- The maximum value of \(U_L\) is taken from a \(U_L\) vs \(\mu\) plot.

- We repeat this sequence for different temperatures and finally build the \(U_L\) vs \(T\) plot for different lattice sizes \((L)\) and find the intersection point.

Once we have found the critical temperature, we use HR technique one more time to calculate the critical isotherm. Finding the inflexion point of this isotherm we find the critical coverage \((\theta_c)\).

In order to obtain the phase diagram, the two-state approximation was used \([32]\) along with HR technique. For a given isotherm, we construct a histogram for a value of the chemical potential as near as possible to the inflection point. Now, the reweighting method is applied to this histogram, then the chemical potential is “tuned” until the areas under the two peaks becomes equal. The two density values at which this peaks occur are the equilibrium points in the coexistence curve, see Fig. 6.

\section{RESULTS AND CONCLUSIONS}

Monte Carlo simulations along with the HR technique were performed to determine the critical temperature in two different “rod-like” molecule condensation-
evaporation systems. In order to test the methodology described in the last section, the case of monomer (k=1) adsorption on square lattices was studied. It is well known that this problem has an exact solution [11], making it ideal for testing the accuracy of the method. For this purpose, we ran MC simulations for attracting monomers in different lattice sizes L = 50, 60, 80, 100, 120 and with various interaction energies w = −1.70, −1.71...−1.80. The typical behavior of the adsorption isotherms at different values of w is shown in Fig. 7.

At first, the accuracy of the method was tested contrasting the value of the critical temperature given by the exact solution and the value obtained from the methodology used here. From the two-dimensional histograms \( H(N, U) \) obtained directly from the simulations employing the procedure described in section (4) the fourth order Binder cumulant was calculated as a function of temperature \( U_L(T) \) for different lattice sizes as shown in Fig. 8.

It can be seen from Fig. 8, that the cumulants \( U_L(T) \) corresponding to different lattice sizes (L) intersect at a well defined point, giving a value of the critical temperature of \( T_c = 0.56721 \). Since the exact value is \( T_c = 0.56725 \), it can be concluded that the methodology is accurate enough, to be used in this type of systems. In addition, the critical density of this system was calculated by the methodology described previously, finding the value \( \theta_c = 0.501 \). Again, this result is in excellent agreement with the exact solution, and provides further confidence and evidence that the methodology presented here is valid to find characteristic behaviours of the critical point.

Once the validity and the accuracy of the methodology were tested, the study of a system of attracting homonuclear dimers (k = 2) adsorbed on square lattices was carried out. The objective in this case, is to revisit the study realized by Ramirez-Pastor et.al [22] where the critical temperature of the phase transition of such a system was determined along with the corresponding phase diagram. In this work, the authors used canonical Monte Carlo simulations at a fixed value of lattice coverage \( \theta = 0.5 \) given that, for symmetry arguments, they assumed that the critical coverage should be the same as the one for the monomer case, i.e. \( \theta = 0.5 \). This assumption presupposes a symmetric phase diagram around \( \theta = 0.5 \), a fact that as will be seen later, is not correct since the phase diagram is actually slightly asymmetric. For the determination of the critical temperature the authors employed a method based on the extrapolation of the maximum of the specific heat. Although this is a valid method, it is not as precise as others, such as the crossing of the fourth order Binder cumulants. In addition, taking into account that what is being looked for is actually a critical point \( (T_c \) and \( \theta_c \) and not only \( T_c \), leaving the lattice coverage at the fixed value of 0.5 implies that the critical temperature found will be incorrect if the true critical coverage is other than \( \theta_c = 0.5 \).

As was mentioned in section (3), simulations in the present work were run in the grand canonical ensemble with the aim of studying the problem in a wide range of both temperature and density with the chemical potential as a control parameter, and determine a precise critical point. The simulations for attractive dimers were run on square lattices of sizes \( L = 20, 40, 60, ..., 120 \), with
interaction energies \( w = -1.40, -1.41, \ldots, -1.50 \).

At first, the dimer adsorption isotherms were obtained directly from the simulation for different lateral interaction energies as shown in Fig. 9. The figure highlights the typical jump that characterizes a first order transition in a condensation-evaporation system.

Figure 10 shows the resulting Binder cumulant plot for the dimers case obtained by applying the technique presented in section (4). It can be seen from the figure a well located intersection point for the determination of the critical interaction energy \( w_c = -1.444 \) corresponding to a critical temperature \( T_c = 1/w_c = 0.692 \). The critical temperature found here corrects the previous values obtained by other authors (Ramirez-Pastor et al. found \( T_c = 0.689 \) \cite{22}) giving a bit higher value than the preceding ones.

For the determination of the phase diagram for the dimer system we have employed, as was mentioned earlier in section (4), the two state approximation along with HR technique. The resulting phase diagram is shown in Fig. 11, where it can be seen that unlike the one obtained by Ramirez-Pastor et al. this phase diagram is slightly asymmetric. In addition, the critical coverage obtained in the present work is \( \theta_c = 0.489 \) showing a small shift from the value \( \theta_c^* = 0.5 \) predicted by previous works.

In summary, we can conclude that the method presented is adequate to find the critical temperature in a condensation-evaporation system, since it was successfully tested in a monomer system with attractive interactions, which has exact solution. The result obtained in this work was \( T_c = 0.56721 \), while the exact value is \( T_{c,exact} = 0.56725 \), exhibiting an error less than 1/1000. Using this method, the critical temperature for dimers with attractive interactions was found to be \( T_c = 0.692 \), which was compared with Ramirez et al. \cite{22}, who reported a critical temperature \( T_c = 0.689 \) which in light of the accuracy of the method is clearly lower than the corresponding critical temperature reported in the present work. We believe that the value reported in this work is more accurate, not only because of the precision of the method used, but because Ramirez et al. \cite{22}, assume...
that the phase diagram is symmetric, so the critical density is assumed to be \( \theta = 0.5 \). From our studies we have been able to conclude that the diagram is asymmetric and that the critical density is approximately \( \theta_c = 0.489 \). The fact that the phase diagram is not symmetrical can be understood since there is no equivalence between occupied and empty sites in the case of dimers. The results obtained in the present work clearly correct and complement previous results in the literature.
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