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ABSTRACT
It is very challenging for speech enhancement methods to achieve robust performance under both high signal-to-noise ratio (SNR) and low SNR simultaneously. In this paper, we propose a method that integrates an SNR-based teachers-student technique and time-domain U-Net to deal with this problem. Specifically, this method consists of multiple teacher models and a student model. We first train the teacher models under multiple small-range SNRs that do not coincide with each other so that they can perform speech enhancement well within the specific SNR range. Then, we choose different teacher models to supervise the training of the student model according to the SNR of the training data. Eventually, the student model can perform speech enhancement under both high SNR and low SNR. To evaluate the proposed method, we constructed a dataset with an SNR ranging from -20dB to 20dB based on the public dataset. We experimentally analyzed the effectiveness of the SNR-based teachers-student technique and compared the proposed method with several state-of-the-art methods.

Index Terms—speech enhancement, knowledge distillation, teacher-student technique, low SNR

1. INTRODUCTION
Speech enhancement is to separate clean speech from noisy speech [1]. It is an essential branch of speech signal processing and has been widely studied in the past few decades. It can be used in hearing aids, voice recorders, and smart speakers, as well as the front end of tasks such as speech recognition [2] and speaker recognition [3]. In recent years, a large number of speech enhancement methods based on deep learning have been proposed [4] [5] [6] [7] [8], showing stronger robustness than traditional signal-based methods. These methods can generally be divided into time-domain methods and frequency-domain methods. The time-domain methods [9] [10] use the neural network to directly map noisy speech waveform to clean speech waveform and usually do not require any preprocessing. The frequency-domain methods generally use short-term Fourier transform (STFT) to convert the noisy speech from the time domain to the frequency domain. They then use the neural network to map the magnitude spectrum of the noisy speech to some masking [4] or the magnitude spectrum of the clean speech [5]. Compared with the chaotic time-domain sampling points, the magnitude spectrum contains more geometric information, which makes it easier to calculate losses and analyze frequency components. As the SNR of noisy speech decreases, the correct phase becomes more and more important for speech intelligibility and quality [12]. However, since the mapping of the phase spectrum is complicated (no obvious geometric structure), the speech enhancement methods in the time domain are also widely used.

With the increasing demand for speech-related services in recent years, the scenarios that need to be addressed for speech enhancement are becoming more and more challenging. A noticeable trend is that the range of SNR of the noisy speech is significantly expanded. Typical scenarios include stations, factories, subways, and shopping malls. The increased range of SNR means that speech enhancement needs to have the ability to enhance a wide range of background noises of different intensities. When the background noise is low, the main goal of the speech enhancement is to improve the hearing sense of the speech. When the background noise is high (in extreme cases below -10dB), noisy speech is even hard to be heard, the speech enhancement needs to enhance the speech that is difficult to be heard to a clearer speech.

To better perform speech enhancement in the above scenarios, this paper proposes a speech enhancement method based on knowledge distillation [13] and time-domain U-Net. Our motivation is as follows. Speech enhancement can be viewed as a particular task of speech separation. In speech separation, Wave-U-Net [14], a model in the time domain, has achieved state-of-the-art performance. It can perform feature mapping directly in the time domain to avoid processing the phase. Inspired by it, we built a powerful time-domain model suitable for speech enhancement.

To enable the speech enhancement model to handle both high SNR and low SNR, there are usually two solutions. The first solution is providing a large amount of training data at each SNR and training a large-scale neural network. The second solution is to integrate multiple different models for a specific SNR range to process the noisy speech in paral-
We usually use knowledge additional knowledge that the teacher model obtained when putting the student model to minimize the difference between its probability output and the teacher's probability output. Knowledge distillation forces the student model to extract knowledge from a large teacher model and improve the performance of a small student model. It is also called the teacher-student technique. In this paper, we extend the traditional teacher-student technique and propose an SNR-based teachers-student technique. We first build multiple teacher speech enhancement models and train them independently with the datasets of small SNR range. Then we build a student model. To make the student model have the ability to handle both high SNR and low SNR, we will use different teacher models to guide its training according to the SNR of the training data.

To evaluate the proposed method, we construct a challenging speech enhancement dataset that covers a wide range of SNR (-20dB to 20dB). We experimentally analyzed the effectiveness of the SNR-based teachers-student technique and compared the proposed method with several state-of-the-art (SOTA) methods.

1.1. Method

1.2. SNR-based teachers-student technique

We show the standard knowledge distillation in Figure 1. The idea behind knowledge distillation is that the soft probability output of a pre-trained teacher model contains more information than the correct class label. If the teacher model gives higher probabilities for specific categories, then this indicates that the categories of the input image should be near these categories. Knowledge distillation forces the student model to minimize the difference between its probability output and the teacher's probability output to extract the additional knowledge that the teacher model obtained when calculating the correct probability. We usually use knowledge distillation to distill the information learned by large networks and pass it to networks with small parameters and weak learning capabilities. In this paper, we extend the standard knowledge distillation. The workflow are shown in Figure 2. First, we train multiple teacher models who are proficient in speech enhancement at a specific small SNR range. Then we use the teacher models to guide the training of the student model so that the student model can perform speech enhancement under both high SNR and low SNR. Below we describe the entire process.

Train the teacher models. We use \( f_T = \{f_{t_1}, f_{t_2}, \ldots \} \) to represent the set of teacher models. We use \( f_{t_i} \) represents the \( i \)-th teacher model. The dataset of each teacher model covers only a small range of SNRs, and the range of SNRs covered by each teacher’s dataset does not overlap each other. After sufficient training, we get multiple teacher models that are good at dealing with the SNR covered by their dataset. We fixed the weights of the teacher models.

Forward calculation. We use \( x \) to represent a noisy speech, and \( y \) to represent the clean speech corresponding to the \( x \). We input the \( x \) to the SNR-based teacher models. According to the SNR of \( x \), the training algorithm will select a teacher model \( f_{t_i} \) to obtain the enhanced speech \( f_{t_i}(x) \). We also input \( x \) to the student model \( f_s \) to get the enhanced speech \( f_s(x) \).

Distill knowledge from the teacher model. We use a \( L_2 \) loss function to minimize the difference between the output of the student model and the teacher model. This loss can extract additional knowledge from the teacher model during the student training process, and strengthen the student model’s ability to enhance speech at a specific SNR. We still need to preserve the loss between the enhanced speech of the student model \( f_s(x) \) and the clean speech \( y \). The overall loss \( L \) is as follows:

\[
L = \alpha \frac{1}{2} ||f_s(x) - y||^2 + (1 - \alpha) \frac{1}{2} ||f_s(x) - f_t(x)||^2
\]  

where \( \alpha \) is the weight of the knowledge obtained from the teachers, which is determined based on the validation dataset.
1.3. Model structure

As the SNR of noisy speech decreases, the correct phase becomes more and more critical for speech enhancement. However, since the phase spectrum mapping is complicated, we conduct speech enhancement in the time domain. Inspired by Wave-U-Net [14], we designed a time-domain speech enhancement model based on one-dimensional (1D) convolutional neural networks. The teacher models and student model both take such the network structure. The input of the model is a fixed-length noisy speech signal, and the output is an enhanced speech signal. The model contains three parts: Encoder, Bottleneck, and Decoder, and its structure is shown in Figure 3. Below we describe it in detail.

The Encoder part consists of 12 consecutive encoder blocks. The first seven encoder blocks use the same structure: “1D convolutional layer + batch normalization + leaky ReLU + downsampling layer”. 1D convolutional layers can be used for feature extraction and integration. The parameters of the convolutional layers are listed above each encoder block. These seven encoder blocks all contain a downsampling layer, which can select one sampling point from two adjacent sampling points as output. After their processing, the size of the input signal in the time dimension will gradually become smaller. The structure of the remaining five encoder blocks in the Encoder is similar to that of the previous seven encoder blocks, but they do not contain a downsampling layer. For the time-domain model, since the first convolution layer of the model plays a critical role [17], we set the number of convolution kernels in the first convolution layer to a larger value (48), so that the model can better extract the features of the speech waveform. The number of convolution kernels in the remaining convolutional layers increases with the step size of 24 as the number of layers of the network increases. The structure of the Bottleneck section is the same as that of the Encoder.

The Decoder part contains 12 consecutive decoder blocks. The beginning of each decoder block contains the concatenation operation, which is used to concatenate the underlying features passed through the skip-connection. In order to maintain symmetry, the last seven decoder blocks in the decoder part all include the upsampling layer. The upsampling layer doubles the size of the feature map in the time dimension by linear interpolation, and finally restores the size corresponding to the input speech waveform. The remaining structure of the decoder blocks are similar to the encoder blocks.

2. EXPERIMENT

2.1. Dataset

We use public datasets to evaluate the proposed method.

For SNR-based teacher models: In this paper, we set up four teacher models. In order to train the teacher models for different SNR ranges, we randomly select 950 clean speeches from the TIMIT [18] training dataset, and mixed speech shaped noise, babble, destroy engine, destroyer ops and factory floor 1 (from NoiseX-92 dataset [19]) under different SNRs to generate the noisy speech dataset. The SNRs of the four teacher models are {-20, -17, -13, -11} dB, {-10, -7, -3, 1} dB, {0, 3, 7, 9} dB, and {10, 13, 17, 20} dB. In the end, we generated 19,000 noisy speeches for each teacher model, of which 18,000 speeches were used as the training dataset and the rest were used as the validation dataset.

For student model: We randomly selected 950 speeches from the TIMIT training dataset and mixed them with the five noises that appeared in the training dataset of the teacher models at {-20, -10, 0, 10, 20} dB. This produces 23,750 noisy speeches. Among them, 22,000 were used as the training dataset, and 1,750 were used the validation dataset. To evaluate the student model, we randomly selected 100 speeches from the TIMIT test dataset, mixing with five noises that appeared in the above two datasets and four noises from the CHiME-4 [20] dataset (pedestrian area noise, on the bus noise, cafe noise, and street noise) at {-20, -15, -10, -5, 0, 5, 10, 15, 20} dB. The resulting 8,100 noisy speeches act as the test dataset. It is worth mentioning that the test dataset of the student model contains noises, SNRs, and speakers that have not appeared in the training dataset, which makes speech enhancement very challenging.

We use PESQ [21] and STOI [22] to measure speech quality and intelligibility, respectively.
two are mapping features on the frequency domain. one is to mapping features on the time domain, and the last denoising [7], PSM-BiLSTM [24], and CRN [6]. The first We compared with the three methods, which are Wavenet-denoising: It is an end-to-end method for speech denoising based on wavenet [25]. It retains wavenets powerful acoustic modeling capabilities, while significantly reducing time complexity by eliminating its autoregressive nature. We used its official implementation. • Wavenet-denoising: It is an end-to-end method for speech denoising based on wavenet [25]. It contains a convolutional encoder-decoder and a LSTM bottleneck. We implemented it and used the same hyperparameters as that in the original paper.

3. RESULT

3.1. Performance of the proposed method

Table 1 presents the noisy speech and the enhanced speech from -20dB to 20dB in terms of PESQ and STOI. The "Noisy lines in the table represent the noisy speech, and the "Enhanced lines represent the enhanced speech using the proposed method. The "Seen columns mean the SNRs exist in the training dataset of the student model while the Unseen columns indicate the SNRs that do not exist in the training dataset of the student model.

When comparing the noisy and enhanced speech, we can found that the PESQ and STOI are improved after speech enhancement with the proposed method even some noises do not appear in the training dataset (the last four noises). It is also clear that our method improves the PESQ and STOI for both Seen SNR and Unseen SNRs. The SNRs lower than -5dB are generally considered as extremely low SNRs, and the speech enhancement under such conditions is very challenging. However, our method works well, even if the range of the SNR of the dataset is so wide (-20dB to 20dB). The average improvement of the PESQ and STOI is 38.71% and 12.73%, respectively. This improvement indicates that the proposed method is effective.

Table 1. The PESQ and STOI of the proposed method at different SNRs and different noises.
Table 2. An Illustration of average performance on noisy speech (Noisy), the SNR-based teacher models (T1, T2, T3, and T4), the student without teacher (S1), and the student with SNR-based teachers (S2).

| SNR  | Noisy | T1 | T2 | T3 | T4 | S1 | S2 |
|------|-------|----|----|----|----|----|----|
| -20dB| 0.761 | 1.132 | 1.400 | 1.720 | - | 0.081 | 1.172 |
| -15dB| 0.660 | 1.710 | 2.121 | 2.461 | - | 1.177 | 1.720 |
| -10dB| 0.892 | - | - | - | 2.387 | 2.761 | 2.461 |
| -5dB | 1.155 | - | - | - | 3.109 | - | - |
| 0dB  | 1.531 | - | - | - | - | - | - |
| 5dB  | 1.936 | - | - | - | - | - | - |
| 10dB | 2.314 | - | - | - | - | - | - |
| 15dB | 2.666 | - | - | - | - | - | - |
| 20dB | 3.039 | - | - | - | - | - | - |

3.2. Effectiveness of SNR-based teachers

To demonstrate the effectiveness of the SNR-based teacher models, Table 2 lists the performance of the four SNR-based teacher models (T1, T2, T3, T4), the student model trained without teacher supervision (S1), and the proposed method (S2). As shown in Table 2, we only test the teacher models on the trained small range of SNRs. For clarity, the PESQ and STOI of the noisy speech are also listed in the table.

Comparing with the noisy speech, there are notable improvements on the PESQ and STOI for the teacher models on their corresponding SNRs. This suggests that the teacher models can perform well on a small range of SNRs. The S1 and the S2 use the same training dataset and network structure. Compared to all the above models, the S1 performs the worst no matter which SNR. We guess that this is because the SNR range of the dataset is too large. With the learning ability of the S1, it is very difficult to consider all the SNRs from low to high.

The PESQ and STOI of the proposed method S2 approximate those of the teacher models at the corresponding SNR, and are far better than the S1 at all SNRs. These results indicate that the proposed SNR-based teachers-student technique can help the student model improve its ability to handle high SNR and low SNR at the same time.

We calculated the PESQ and STOI on the validation dataset for every ten epochs during the training process of the S1 and S2. The growth curves are shown in Figure 4. The horizontal axis indicates the epoch of training, and the vertical axis is the average metric. We can clearly notice that from about the 200th epoch, the PESQ and STOI of S2 exceed the PESQ and STOI of S1. In the subsequent training process, the performance gap between the two models is still increasing.

3.3. Comparison of our method with the baselines

Table 3 reports the performances of the proposed method and the baseline methods on the test dataset (-20dB to 20dB). We can easily notice that the proposed method (S2) achieves the best performance, whether it is PESQ or STOI. Compared to the most robust method CRN in the baseline methods, we still improved 0.143 on PESQ and 0.021 on STOI. In the scenario that contains both high SNR and low SNR noisy speeches, our proposed method based on SNR-based teachers-student technique and time-domain U-Net is undoubtedly more advantageous.

Table 3. Comparison of the proposed method and the baselines.

| Method                | PESQ  | STOI  |
|----------------------|-------|-------|
| Noisy                | 1.661 | 0.660 |
| Wavenet-denoising    | 1.948 | 0.711 |
| PSA-BiLSTM           | 2.020 | 0.719 |
| CRN                  | 2.161 | 0.723 |
| S2                   | 2.304 | 0.744 |

4. CONCLUSION

Speech enhancement for both low SNR and high SNR is a very challenging task. This paper proposes a method that integrates an SNR-based teachers-student technique and time-domain U-Net to deal with this problem. The student model is trained with the supervision of multiple teacher models. Each teacher model is well trained in an SNR-based way, which means they are only responsible for speech enhancement of a small SNR range. The experimental result shows that our method achieves state-of-the-art performance and suggests the effectiveness of SNR-based knowledge distillation in speech enhancement. The result also proves that our method is robust on “Seen” and “Unseen” noise and SNRs. To our best knowledge, this is the first time that knowledge distillation is investigated in speech enhancement.
5. ACKNOWLEDGMENTS

This work was funded by National Natural Science Foundation of China (Grant No.61762069, 61773224), Natural Science Foundation of Inner Mongolia Autonomous Region (Grant No. 2017BS0601), and Inner Mongolia University Research and Innovation Project (Grant No. 10000-15010109).

6. REFERENCES

[1] Philipos C Loizou, *Speech enhancement: theory and practice*, CRC press.

[2] John HL Hansen and Mark A Clements, “Constrained iterative speech enhancement with application to speech recognition,” vol. 39, no. 4, pp. 795–805.

[3] Javier Ortega-Garca and Joaquin Gonzalez-Rodriguez, “Overview of speech enhancement techniques for automatic speaker recognition,” vol. 2, pp. 929–932, IEEE.

[4] DeLiang Wang and Jitong Chen, “Supervised speech separation based on deep learning: An overview,” vol. 26, no. 10, pp. 1702–1726.

[5] Yong Xu, Jun Du, Li-Rong Dai, and Chin-Hui Lee, “A regression approach to speech enhancement based on deep neural networks,” vol. 23, no. 1, pp. 7–19.

[6] Ke Tan and DeLiang Wang, “A convolutional recurrent neural network for real-time speech enhancement,” pp. 3229–3233.

[7] Dario Rethage, Jordi Pons, and Xavier Serra, “A wavenet for speech denoising,” pp. 5069–5073, IEEE.

[8] Xiangdong Su, Xiang Hao, Zhiyu Wang, Yun Liu, Huali Xu, Tongyang Liu, Guangli Gao, and Feilong, “Learning an Adversarial Network for Speech Enhancement Under Extremely Low Signal-to-Noise Ratio Condition,” in *Neural Information Processing*, Cham, 2019, pp. 86–97.

[9] Xiang Hao, Xiangdong Su, Zhiyu Wang, Hui Zhang, and A Batushiren, “UNetGAN: A robust speech enhancement approach in time domain for extremely low signal-to-noise ratio condition,” in *Interspeech 2019*, pp. 1786–1790, ISCA.

[10] Ashutosh Pandey and DeLiang Wang, “TCNN: Temporal convolutional neural network for real-time speech enhancement in the time domain,” pp. 6875–6879, IEEE.

[11] DeLiang Wang, “On Ideal Binary Mask As the Computational Goal of Auditory Scene Analysis,” in *Speech Separation by Humans and Machines*, Pierre Divenyi, Ed., pp. 181–197. Kluwer Academic Publishers, Boston, 2005.

[12] Kuldip Paliwal, Kamil Wjciecki, and Benjamin Shannon, “The importance of phase in speech enhancement,” vol. 53, no. 4, pp. 465–494.

[13] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean, “Distilling the knowledge in a neural network,” *arXiv preprint arXiv:1503.02531*, 2015.

[14] Daniel Stoller, Sebastian Ewert, and Simon Dixon, “WaveU-net: A multi-scale neural network for end-to-end audio source separation,”  .

[15] Guobin Chen, Wongoon Choi, Xiang Yu, Tony Han, and Mammohan Chandraker, “Learning efficient object detection models with knowledge distillation,” in *Advances in Neural Information Processing Systems*, 2017, pp. 742–751.

[16] Vimal Manohar, Pegah Gahreman, Daniel Povey, and Sanjeev Khudanpur, “A teacher-student learning approach for unsupervised domain adaptation of sequence-trained asr models,” in *2018 IEEE Spoken Language Technology Workshop (SLT)*, IEEE, 2018, pp. 250–257.

[17] Mirco Ravanelli and Yoshua Bengio, “Speaker recognition from raw waveform with sinnet,” pp. 1021–1028, IEEE.

[18] John S Garofolo, Lori F Lamel, William M Fisher, Jonathan G Fiscus, and David S Pallet, “DARPA TIMIT acoustic-phonetic continuous speech corpus CD-ROM. NIST speech disc 1-1.1.” vol. 93.

[19] Andrew Varga and Herman JM Steeneken, “Assessment for automatic speech recognition: II. NOISEX-92: A database and an experiment to study the effect of additive noise on speech recognition systems,” vol. 12, no. 3, pp. 247–251.

[20] Emmanuel Vincent, S Watanabe, Jon Barker, and Ricard Marxer, “The 4th CHiME speech separation and recognition challenge,”  .

[21] Antony W Rix, John G Beerends, Michael P Hollier, and Andries P Hekstra, “The 4th CHiME speech separation and recognition challenge,”  .

[22] Cees H Taal, Richard C Hendriks, Richard Heusdens, and Jesper Jensen, “A short-time objective intelligibility measure for time-frequency weighted noisy speech,” pp. 4214–4217, IEEE.

[23] Diederik P Kingma and Jimmy Ba, “Adam: A method for stochastic optimization,” *arXiv preprint arXiv:1412.6980*, 2014.

[24] H. Erdogan, J. R. Hershey, S. Watanabe, and J. Le Roux, “Phase-sensitive and recognition-boosted speech separation using deep recurrent neural networks,” in *2015 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pp. 708–712.

[25] Airon van den Oord, Sander Dieleman, Heiga Zen, Karen Simonyan, Oriol Vinyals, Alex Graves, Nal Kalchbrenner, Andrew Senior, and Koray Kavukcuoglu, “Wavenet: A generative model for raw audio,” in *9th ISCA Speech Synthesis Workshop*, pp. 125–125.