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Abstract: Cryptocurrency has drastically increased its growth in recent years and Bitcoin (BTC) is a very popular type of currency among all the other types of cryptocurrencies which is been used in most of the sectors nowadays for trading, transactions, bookings, etc. In this paper, we aim to predict the change in bitcoin prices by using machine learning techniques on data from Investing.com. We interpret the output and accuracy rate using various machine learning models. To see whether to buy or sell the bitcoin we created exploratory data analysis from a year of data set and predict the next 5 days change using machine learning models like logistic Regression, Logistic Regression with PCA (Principal Component Analysis), and Neural network.
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I. INTRODUCTION

In the modern era, the cryptocurrency created an impact on the financial sector. It is one of the greatest revolutions that the future might see after the introduction of Artificial intelligence. Blockchain technology kept a rigid foundation for the greater growth of cryptocurrency. Bitcoin has become one of the buzzwords in the market that has gained traction ever since this virtual currency touched an all-time high. The topic of cryptocurrencies has become extremely popular recently, and as cryptocurrencies have become more popular in the mainstream, some of their prices have greatly increased as well. Blockchain is the technology that enables the existence of cryptocurrency (among other things). Bitcoin is the name of the best-known cryptocurrency, the one for which blockchain technology was invented. A cryptocurrency is a medium of exchange, such as the US dollar, but is digital and uses encryption techniques to control the creation of monetary units and to verify the transfer of funds. In this project, we decided to focus purely on Bitcoin, as it was the cryptocurrency with the most data and the highest volume of trading aim of our internship project is to check whether we can buy or sell the bitcoin and also predict for 5 days change of the bitcoin pricing using the dataset from investing.com. One year dataset helps to predict the 5 days the change so that the decision regarding the buy or sell can be made. Using the data set we create three models for examining the price data for the bitcoin. From the bitcoin pricing, dataset exploratory data analysis is done and also the machine models ie. Logistic Regression, Logistic Regression with PCA (Principal component analysis), and Neural network (LSTM MODEL).

II. DATASET AND FEATURES

We performed data analysis on the Bitcoin data to create a profitable algorithmic trading strategy. The Data that was collected ranges between the period of April 2021 and October 2021.

Trading days – 184 Days

A. Main Dataset Used Is

Bitcoin historical dataset from in.investing.com website

Original format of the dataset: CSV

Columns in the dataset with a brief description:

1) Date: Format: DD-MM-YY
2) Price: Price of the stock
3) Open: Open Price of stock i.e. The price at which stock opened
4) High: The highest price the stock touched
5) Low: The lowest price the stock touched
6) Volume: The number of shares that changed hands during a given day
7) Change percentage
III. EXPLORATORY DATA ANALYSIS

In statistics, exploratory data analysis is an approach to analyzing data sets to summarize their main characteristics, often using statistical graphics and other data visualization methods. A statistical model can be used or not, but primarily EDA is for seeing what the data can tell us beyond the formal modeling or hypothesis testing task. EDA refers to the exploration (or explanation of the data) of the given data for future usage. It is a good practice that we need to understand our data and gather as many insights out of the data.

IV. STEPS TO CREATING AN EXPLORATORY DATA ANALYSIS

A. The float values are in strings so we need to convert it to float & perform numeric operations onto it. The numeric data which is of string type is converted to float type (Label Encoded) and also % will be removed:

```
In [5]:
# Remove % and from last two columns to perform numeric operations onto it
# The numeric data which is of string type is converted to float type and also % will be removed/
data = df.replace(['\d.'], '', regex=True).astype(float)
```

```
| Date     | Price | Open  | High  | Low  | Vol. | Change % |
|----------|-------|-------|-------|------|------|----------|
| 2021-10-03 | 47878.9 | 47665.4 | 48097.0 | 47123.0 | 36.99 | 0.44     |
| 2021-10-02 | 47966.9 | 48147.2 | 48306.9 | 47451.7 | 39.82 | 1.00     |
| 2021-10-01 | 48146.0 | 43624.4 | 48345.2 | 43292.9 | 94.66 | 9.86     |
| 2021-09-30 | 43823.3 | 41534.5 | 44101.2 | 41416.7 | 64.32 | 5.50     |
| 2021-09-29 | 41536.8 | 41023.1 | 42571.2 | 40815.0 | 48.21 | 1.25     |
| ...        |       |       |       |      |      |          |
| 2021-04-07 | 55948.7 | 57966.3 | 58277.7 | 55499.3 | 110.69 | 3.53     |
| 2021-04-06 | 57966.3 | 59169.0 | 59487.0 | 57483.3 | 77.15 | 1.89     |
| 2021-04-05 | 58993.4 | 58202.3 | 59205.1 | 56842.7 | 54.13 | 1.36     |
| 2021-04-04 | 58199.9 | 57059.7 | 58464.8 | 56470.6 | 57.21 | 2.00     |
| 2021-04-03 | 57059.9 | 58976.8 | 59770.5 | 56966.7 | 68.74 | 3.25     |

184 rows × 6 columns

B. Assigning New Column “Buy” Based on Price with Values 0 and 1:

```
In [9]:
# Assigning New Column “Buy” Based on Price with Values 0 and 1:
data.loc[data['Price'] < data['Open'], 'Buy'] = 0
data.loc[data['Price'] > data['Open'], 'Buy'] = 1
```

```
| Date     | Price | Open  | High  | Low  | Vol. | Change % | Buy |
|----------|-------|-------|-------|------|------|----------|-----|
| 2021-10-03 | 47878.9 | 47665.4 | 48097.0 | 47123.0 | 36.99 | 0.44     | 1.0 |
| 2021-10-02 | 47966.9 | 48147.2 | 48306.9 | 47451.7 | 39.82 | 1.00     | 0.0 |
| 2021-10-01 | 48146.0 | 43624.4 | 48345.2 | 43292.9 | 94.66 | 9.86     | 1.0 |
| 2021-09-30 | 43823.3 | 41534.5 | 44101.2 | 41416.7 | 64.32 | 5.50     | 0.0 |
| 2021-09-29 | 41536.8 | 41023.1 | 42571.2 | 40815.0 | 48.21 | 1.25     | 1.0 |
| ...        |       |       |       |      |      |          |     |
| 2021-04-07 | 55948.7 | 57966.3 | 58277.7 | 55499.3 | 110.69 | 3.53     | 0.0 |
| 2021-04-06 | 57966.3 | 59169.0 | 59487.0 | 57483.3 | 77.15 | 1.89     | 0.0 |
| 2021-04-05 | 58993.4 | 58202.3 | 59205.1 | 56842.7 | 54.13 | 1.36     | 1.0 |
| 2021-04-04 | 58199.9 | 57059.7 | 58464.8 | 56470.6 | 57.21 | 2.00     | 1.0 |
| 2021-04-03 | 57059.9 | 58976.8 | 59770.5 | 56966.7 | 68.74 | 3.25     | 0.0 |

184 rows × 7 columns
C. Finding the Null Values Present in the Given Series of Objects

In [11]: data.isnull().sum()
Out[11]:
|        | count |
|--------|------|
| Price  | 0    |
| Open   | 0    |
| High   | 0    |
| Low    | 0    |
| Vol    | 0    |
| Change % | 0 |
| Buy    | 0    |
dtype: int64

D. Boxplots are a measure of how well distributed the data in a dataset is. Here is the example below

E. Ax Object Plotting on Column “High”:

F. ax object plotting on column on “Low”
G. ax object plotting on column “Price”:

H. A histogram is a representation of the distribution of data. Here is an example of Vol. column:

I. Kernel density estimation (KDE) is a non-parametric way to estimate the probability density function (PDF) of a random variable. This function uses Gaussian kernels and includes automatic bandwidth determination:
J. Exponential smoothing is a time series forecasting method for univariate data that can be extended to support data with a systematic trend or seasonal component. Here we are doing it on “Price” column:

```
import statsmodels.tsa.holtwinters
from statsmodels.tsa.holtwinters import SimpleExpSmoothing
model = SimpleExpSmoothing(data['Price']).fit(smoothing_level=0.1, optimized = False)
data['Price'].plot(marker='o', color='red')
model.fittedvalues.plot(marker='o', color='blue')
```

K. Checking Randomness in the Price Column

```
from pandas.plotting import lag_plot
lag_plot(data['Price'])
```

L. Creating a grid of Axes such that each numeric variable in data will be shared across the y-axes across a single row and the x-axes across a single column:
V. PRINCIPAL COMPONENT ANALYSIS.
A. When we have a lot of variables in the dataset we can reduce them using PCA.
B. In our dataset we principal component analysis as the second model.
C. We applied Principal Component Analysis (PCA) to the data in order to figure out the correlations between our features and remove the noise in our data set.
D. First, we normalized our data by subtracting the mean of each feature and dividing by the standard deviation of each feature from each training point.

VI. LOGISTIC REGRESSION WITH PCA
A. PCA is an unsupervised machine learning algorithm that is used for dimensionality reduction.
B. If the variables are not measured on a similar scale, we need to do feature scaling before applying PCA for our data.
C. This is because PCA directions are highly sensitive to the scale of the data.
D. The most important part of PCA is selecting the best number of components for the given dataset.
E. PCA technique is basically used for dimensional reduction. We can import PCA from sklearn decomposition from this library we called PCA.

VII. STEPS IN LOGISTIC REGRESSION WITH PCA
A. Model 1:
Logistic Regression Model with PCA
1) Split the data into X and y
2) Split the data into training and test data set
3) Decide the number of PCA components based on the explained variance
4) Train the PCA model
5) Check the correlations between components
6) Apply the PCA model to the test data
7) Train the Logistic Regression model

VIII. REGRESSION WITHOUT PCA
A logistic regression model on the transformed dataset (the dataset obtained by applying PCA) is done. One of the weaknesses of PCA is that we won’t know which variables are the top predictors. To know the top predictors we will have to build the Linear Regression model without PCA. As we don’t use PCA, to reduce the number of variables will use RFE + manual. One of the advantages of PCA is that we don’t need to worry about multicollinearity in the data (highly correlated features). So on the second model where we don’t use PCA, have to handle the multicollinearity, i.e. remove the highly correlated features using VIF (Variance Inflation Factor)

IX. SUMMARY
PCA is useful to remove multicollinearity. It acts as a data pre-processing step. PCA has many other use cases. It is just one of the dimensionality reduction techniques
X. LSTM

LSTMs are widely used for sequence prediction problems and have proven to be extremely effective. The reason they work so well is that LSTM can store past important information and forget the information that is not.

LSTM has three gates:
1) The input gate: The input gate adds information to the cell state,
2) The forget gate: It removes the information that is no longer required by the model,
3) The output gate: Output Gate at LSTM selects the information to be shown as output.

While Implementing any LSTM, we should always reshape our X train in 3D, add 1 the reason behind is the time step and the 1 is given to the LSTM.

Code:

```python
X_train = X_train.reshape(X_train.shape[0], X_train.shape[1], 1)
X_test = X_test.reshape(X_test.shape[0], X_test.shape[1], 1)
```

Then import required modules for the stacked LSTM.

Code:

```python
from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Dense
from tensorflow.keras.layers import LSTM
```

We will be using a sequential model and adding the layers of the LSTM as said, in the above sentence. The first layer should be the time step in 1.

Code:

```python
model = Sequential()
model.add(LSTM(50, return_sequences=True, input_shape=(100, 1)))
model.add(LSTM(50, return_sequences=True))
model.add(LSTM(50))
model.add(Dense(1))
model.compile(loss='mean_squared_error', optimizer='adam')
```

Let’s see the summary: The final part is to fit the X_train and the y_train.
Prediction: Predict both the X_train and the X_test, now let’s scaler inverse transform because I want to see the root mean square performance.
train_predict=model.predict(X_train)

test_predict=model.predict(X_test)

train_predict=scaler.inverse_transform(train_predict)

test_predict=scaler.inverse_transform(test_predict)

import math

from sklearn.metrics import mean_squared_error

math.sqrt(mean_squared_error(y_train,train_predict))

Here the time step is 100, Whatever the values in train predict and test predict. I got I am just plotting it don’t forget we have to inverse the scalertransform.

1) Green indicates the Predicted Data
2) Blue indicates the Complete Data
3) Orange indicates the Train Data

XI. MODEL EVALUATION

1) Logistic Regression: We decided to transition into a weighted logistic regression model based on the sign of the price change so that our loss function would be accurately correlated to the gains we were making with our strategy of either investing at each time step or doing nothing. We made a prediction of the sign of the price change by applying the indicator function on outputs and using the absolute value of the outputs as the individual weights. This way the loss function that we are minimizing is calculated as below, and our logistic regression aims to minimize loss, which correlates to us maximizing our gains:

\[
\mathcal{L}(\hat{y}, y) = \sum_i w_i (z_i \log(\hat{y}_i) + (1 - z_i) \log(1 - \hat{y}_i))
\]

\[
w_i = |y_i|, z_i = 1[y_i > 0]
\]
After running the weighted regression, we defined a few metrics; namely, the weighted accuracy \( WA \) and gains, \( G \). The weighted accuracy is a weighted measurement to judge the accuracy of our algorithm in proportion to the gains that we’re receiving. The gains correspond to the average price ratio increase we get each time step.

\[
WA(y, \hat{y}) = \frac{\sum_i w_i \mathbb{1}[\hat{y}_i - z_i < 0.5]}{\sum_i w_i}
\]

\[
G(y, \hat{y}) = \sum_i y_i \mathbb{1}[\hat{y}_i > 0.5]
\]

2) **Principal Component Analysis**

In our second model, we applied Principal Component Analysis (PCA) to the data in order to figure out the correlations between our features and remove the noise in our data set. First, we normalized our data by subtracting the mean of each feature and dividing by the standard deviation of each feature from each training point. We then created the covariance matrix, where \( m \) is the number of time steps we have in the training set, and \( x_i \) represented the features from the \( i \)'th training data point. To find the \( k \) principal components, we took the \( k \) eigenvectors corresponding to the \( k \) largest eigenvalues.

\[
\frac{1}{m} \sum_{i=1}^{m} x_i x_i^T
\]

\[
\frac{1}{m} \sum_{i=1}^{m} \hat{x}_i \hat{x}_i^T
\]

By looking at the most significant eigenvectors, we projected the relationships between our features and did some self-selection to remove either low variance features or highly correlated features. We decided on removing WAP, VR, and R as a result of our analysis.

Then, we projected each data point onto the principal components by taking the matrix product between the training points and the matrix of concatenated eigenvectors, which got us our new feature set and once again ran weighted linear regression.

Given that \( \hat{v}_i \) is our \( i \)'th principal component, our new features for our data would be as below for our \( k \) principal components and \( X \) is them by \( p \) matrix containing all our \( m \) training examples and their \( p \) features:

To find the optimal number of principal components to use, we utilized our development set in order to find the optimal \( k \) that maximized the gains for our development set.
3) **LSTM**: LSTM is a type of recurrent neural network but is better than traditional recurrent neural networks in terms of memory. Having a good hold over memorizing certain patterns LSTMs perform fairly better. As with every other NN, LSTM can have multiple hidden layers and as it passes through every layer, the relevant information is kept and all the irrelevant information gets discarded in every single cell.

**XII. CONCLUSION**

Long Short-Term Memory (LSTM) has better predictions than the other models since it works well on time series datasets and the accuracy of it is better than other models trained. Bitcoin Being the most volatile cryptocurrency the predictions made are fairly correct and using the LSTM model would be a better choice to use and predict the future prices and can invest wisely into bitcoin by using the model we built. In this paper, we predict the price of Cryptocurrencies(Bitcoin) by using an LSTM, Logistic Regression, and Logistic Regression with PCA. We introduced a technique to adaptively learn the pattern of the market’s reaction to any updated information. Moreover, alternate reaction functions can be tested to learn the pattern of the market’s reaction to fresh data. These functions can themselves be stochastic in nature to better simulate market volatility. In addition to that, there are a lot of unexplored territories in the cross-disciplinary field of stochastic processes and neural networks that can be exploited in Cryptocurrency markets.
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