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ABSTRACT
Transformers are a popular choice for classification tasks and as backbones for object detection tasks. However, their high latency brings challenges in their adaptation to lightweight classification and object detection systems. We present an approximation of the self-attention layers used in the transformer architecture. This approximation significantly reduces the latency of the classification system while incurring minimal loss in accuracy. We also present a method that uses a transformer encoder layer for multi-resolution feature fusion for object detection. This feature fusion improves the accuracy of the state-of-the-art lightweight object detection system without significantly increasing the number of parameters. These modules can be easily integrated into existing CNN and Transformer architecture to reduce latency and increase the accuracy of the system. Finally, we provide an abstraction for the transformer architecture called Generalized Transformer (gFormer) that can guide the design of novel transformer-like architectures.
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1. INTRODUCTION
Convolutional neural networks (CNNs)1 have been widely used as backbones for object detection systems. MobileNets2 use depthwise separable convolutions to develop lightweight CNNs. MobileNetV23 further improves MobileNets using inverted residuals and linear bottlenecks. It also introduced efficient ways of applying depthwise separable convolutions to the heads of Single Shot MultiBox Detector (SSD),4 which resulted in the lightweight object detection system, SSDLite.

Recently, Vision Transformers (ViTs)5 are gaining popularity due to their ability to extract global information. However, they lack the spatial inductive biases present in CNNs. MobileViT6 presented a hybrid architecture based on CNNs and ViTs that leverages the inductive biases of CNNs and also includes global information through ViTs. MobileViT achieves impressive performance on the ImageNet-1k classification dataset.7 But, its high latency makes it less attractive for mobile devices. In this research, we significantly improve the latency of MobileViT8 while preserving its impressive performance on classification and detection.

In this work, we propose Convolution as Transformer (CAT): a module that approximates the self-attention layer in transformers. CAT has low latency and thus can be used in lightweight systems for image classification and object detection. We replace expensive transformer blocks used in MobileViT with our CAT blocks, and we show that they are competitive with the self-attention modules for image classification tasks. Moreover, CAT blocks have complexity $O(n \times d)$, unlike self-attention that has complexity $O(n^2 \times d)$, where $n$ is the sequence length, and $d$ is feature vector size.

Existing lightweight systems for object detection4,6 mainly consist of a backbone to extract features from images, followed by heads to extract features from multiple output resolutions. Predictions on object labels and localization are made directly from these multi-scale features. It is challenging to learn the relationship between these features from multiple scales, carrying different semantic information. To overcome this, we propose the module Transformer Encoder as Feature Fusion (TAFF): a single-layered transformer encoder9 which fuses...
features from multiple resolutions at different scales. We show empirically that the feature fusion performed by TAFF improves the accuracy of state-of-the-art object detection models like MobileViT\textsuperscript{8} by a large margin.

Finally, we propose Generalized TransFormer (gFormer): a general architecture that binds multiple variations of attention and transformer mechanisms under a common umbrella. From this perspective, MetaFormer,\textsuperscript{10} Transformer,\textsuperscript{9} Squeeze and Excitation Networks,\textsuperscript{11, 12} and our CAT block are all variations of gFormer. Thus it serves as a model to design new transformer-like architectures by using different functions for different blocks shown in Figure 4.

2. SYSTEM

2.1 Convolution as Transformer (CAT)

The baseline for this architecture is the MobileViT architecture\textsuperscript{8} that uses MobileNetV2 blocks along with MobileViT blocks that contain transformer layers for extracting global information. We refer to\textsuperscript{8} for the full architecture and only show the MobileViT block in Fig. 1.

![Figure 1. MobileViT block used in the MobileVit\textsuperscript{8}](image)

![Figure 2. Convolution As a Transformer (CAT) block](image)

The MobileViT architecture extracts global information with transformers. The major disadvantage of the above method is that it has high latency because of the self-attention layers used in the transformer block. We hypothesize and prove empirically that we can extract global information using a simpler function that has lower latency and a lower number of computations. Thus, we propose Convolution as Transformer (CAT)
blocks (Fig. 2) that approximate the self-attention for global feature extraction. We propose to use the following function to approximate the transformer block:

- Depthwise separable convolutional filter to extract global information:
  \[
  \text{global\_information} == \text{dep\_sep\_conv}(x)
  \]
  This is a combination of depthwise convolution with a kernel size of \((h, w)\) and a pointwise convolution. This can also be interpreted as a combination of spatial MLP and channel MLP where spatial MLP extracts information from the spatial domain and channel MLP extracts information from the channel dimension. Thus, the output vector represents approximate global information from spatial and channel dimensions.

- Broadcast global information to the same shape as intermediate feature map:
  \[
  y = \text{reshape}(\text{global\_information}, (H, W, D))
  \]

- Elementwise product between global information and intermediate feature map:
  \[
  x = \text{elementwise\_product}(x, y)
  \]
  Here, \(\odot\) represents the elementwise product between two tensors. This is similar to multi-head attention with a number of heads equal to the number of features, where the attention is calculated with respect to the single global feature vector.

2.2 Transformer Encoder as Feature Fusion (TAFF)

Fig. 3 shows the architecture of our TAFF block: We extract features from multiple-resolution intermediate feature maps. We extract \(d\) dimensional features from each anchor box from multiple resolution feature maps, we then use the Transformer encoder layer that first projects these features \([n \times d]\) feature tensor into key, query, and values tensors. It then applies multi-headed attention to these features giving each network head the ability to not only look at the feature vector at the corresponding location but also look at other feature vectors to make an informed decision. For example, the locations at the lower level can look at the features of the semantically higher layers to make a good prediction.

2.3 gFormer

MetaFormer\(^{10}\) abstracts different variations of the transformer architectures into a general framework. We further generalize multiple variations of the attention architecture into a common framework that even includes the squeeze and excite networks. Fig. 4 shows the general transformer (gFormer) architecture:

Where \(\oplus\) represents summation, and \(\odot\) represents any pairwise interaction function (e.g. elementwise product). This allows us to design new transformer-like architectures. For example,

- Transformer: If we remove residual-3, use multi-headed attention for spatial mixing, and use MLP for channel mixing with normalization layers, we recover the Transformer architecture.
• MetaFormer: If we remove residual-3 and pairwise interaction function we obtain the MetaFormer.

• Squeeze and excite networks: If we remove residual-1, residual-2, use global pooling as spatial mixing, use a linear layer with "MLP-ReLU-MLP-sigmoid" as channel mixing, repeat the output of this linear layer to original input tensor shape and take Hadamard product, we obtain squeeze and excite networks.

• MLP-Mixer: If we remove residual-3, and pairwise interaction function, use MLP for spatial mixing and MLP for channel mixing, we obtain the MLP-Mixer.

The gFormer abstraction helps us create new architectures that are optimized for different needs and still have the benefits of transformers for capturing global information. We designed our CAT block from this abstraction by using operations that can reduce the latency of the system.

3. EXPERIMENTS

3.1 Classification with CAT

For classification experiments, we use a subset of ImageNet-1k dataset which consists of 100 balanced classes from ImageNet-1k keeping the original train-validation split. We used a subset of the dataset because of the computational overhead of training on the whole ImageNet-1k. The training dataset consists of 130k images, while the validation dataset consists of 5k images. We follow and report accuracy on the validation dataset. We used PyTorch for our experiments. We trained our model up to 300 epochs with the stochastic gradient descent (SGD) algorithm with weight decay of $4e^{-5}$ and momentum of 0.5, at a batch size of 64 per GPU on 4 Nvidia RTX 2080Ti GPUs. We used the Cosine Annealing scheduler with an initial learning rate of 0.05, increasing to 0.4 within 7500 iterations, and ultimately decreasing to a minimum of $2e^{-4}$. We use an input image resolution of $256 \times 256$. We used the Swish activation function as our default activation function. We compare our results with MobileViT as a baseline method. Note that we replaced the multiple transformer layers used in MobileViT with a single layer of our CAT block. Also, our CAT block doesn’t use any feedforward layers used by the transformer layers in MobileViT.
3.2 Detection with TAFF

We use the COCO\textsuperscript{15} dataset for object detection experiments with the same setting and same hyperparameters as MobileViT.\textsuperscript{6} The input image resolution is $320 \times 320$. We evaluated the performance on the validation dataset using mAP@IOU 0.50:0.05:0.95. We first train MobileViT with SSDLite as the baseline method.

We then extract features from MobileViT and SSDLite and fuse features from multiple layers using our TAFF module. The fused features are used to make the prediction for the class and bounding box. Note that we didn’t even use positional encoding for the feature fusion that helps in keeping the small memory footprint when deployed on mobile devices. It’s interesting that the single layer of the transformer encoder was able to fuse features from multiple scales and multiple anchor boxes. We hypothesize that the projection matrices in the transformer encoder project feature from multiple scales and anchor boxes to a common domain suitable for feature fusion.

4. RESULTS

4.1 Classification with CAT

Table 1 shows the accuracy, number of parameters (in Million), number of floating point operations (FLOPS), and latency (measured for a single image on Nvidia RTX 2080 Ti by averaging over 1000 runs). The results show that our CAT block closely approximates the self-attention module of the MobileViT architecture with a slight decrease in accuracy but with less than half the number of parameters, FLOPs, and latency.

| Model     | Accuracy | Parameters | FLOPS | Latency | Complexity |
|-----------|----------|------------|-------|---------|------------|
| MobileViT | 84.84    | 5.7 M      | 4 G   | 11.17 ms| $O(n^2d)$  |
| CAT       | 83.84    | 2.4 M      | 1.27 G| 4.69 ms | $O(nd)$    |

Table 1 also shows the advantage of our method compared to other methods in terms of the run-time complexity of the self-attention module. We can see that our method has linear complexity $O(n)$ with respect to sequence length, while MobileViT has $O(n^2)$ complexity.

4.2 Detection with TAFF

Table 2 shows the effectiveness of our TAFF module in object detection tasks on the COCO validation dataset, which is a challenging object detection dataset. We demonstrate that adding this module on top of the SSD architecture with the MobileViT backbone significantly increases the accuracy of object detection by about 2.5mAP on the COCO validation dataset without increasing the number of parameters by a large amount.

| Method     | mAP  | Parameters |
|------------|------|------------|
| MobileNetv1| 22.2 | 5.1 M      |
| MobileNetv2| 22.1 | 4.3 M      |
| MobileNetv3| 22.0 | 4.9 M      |
| MobileViT  | 27.7 | 5.7 M      |
| TAFF(ours) | 30.1 | 6.1 M      |

5. CONCLUSION

In this paper, we have proposed the CAT block that can decrease the latency and FLOPs of transformer-based backbones such as MobileViT, while increasing the inference speed using simple approximation functions composed of depthwise-separable convolution and Hadamard product. Then, we proposed the TAFF module that improves the accuracy of existing anchor-based object detection systems by fusing features from multiple scales. Finally, we have presented a general framework called gFormer that helps us design new architectures.
There are multiple ways to combine these ideas with existing systems to develop further lightweight, accurate, and fast object detection systems. One such approach would be fusing these ideas to anchor-free object detection systems. For example, our CAT block and TAFF module can be integrated with DETR. We will explore this approach in future research.
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