Global expressions for high-order structure functions in Burgers turbulence
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Since the famous work by Kolmogorov on incompressible turbulence, the structure-function theory has been a key foundation of modern turbulence study. Due to the simplicity of Burgers turbulence, structure functions are calculated to arbitrary orders, which provides numerous implications for other compressible turbulent systems. We present the derivation of exact forcing-scale resolving expressions for high-order structure functions of the burgers turbulence. Compared with the previous theories, where the structure functions are calculated in the inertial range based on the statistics of shocks, our expressions link high-order structure functions in different orders without extra information on the flow structure and are valid beyond the inertial range, therefore they are easily checked by numerical simulations.
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1. Introduction

Burgers equation [1] is almost the simplest model to study the shock-involved compressible turbulence [2]. Similar to the vortex turbulence, e.g., Ref. [3], the study of Burgers turbulence focuses on the inertial range where the forcing and dissipation are believed to be irrelevant. But due to the simplicity of Burgers equation, more information such as the probability distribution of the velocity is calculated [4].

Structure functions are used to quantify the statistical properties of turbulence. In vortex-dominant turbulence, the exact theory for structure functions is most explored for the third order in the inertial ranges when the flow is incompressible, e.g., three-dimensional (3D) turbulence [3], two-dimensional (2D) turbulence [5-7], turbulence with bidirectional energy transfer [8-10], and anisotropic sheared turbulence [11-13]. The third-order structure function is important as it provides information on energy transfer across scales.

But to fully understand the statistics high-order structure function is also needed; however, for the high-order structure functions, the number of unknown independent variables is larger than the number of equations [14], leaving the expressions for high-order structure functions not directly calculated. The situation becomes more complicated when the flow is compressible (cf. [15-19]), where the steady correlation equations contain not only velocity structure functions but also the density and pressure. Even for the low-order structure functions corresponding to the energy transfer across scale, compressible turbulence is still a complicated target because of the coexistence of multiple modes with distinctive features [20]. So to obtain a partial understanding of high-order structure functions in compressible turbulence, this paper focuses on the less complicated Burger turbulence.

In the inertial range, Ref. [21] made impressive progress by deriving the expressions of structure functions for Burgers equation in all orders. Their asymptotic derivation bases on the shock statistics such as the density and moments of the shocks, which makes it not easily justified by numerical
simulations.

This paper derives the exact relations of high-order structure functions for Burgers equation following the procedure based on the Kármán-Howarth-Monin (KHM) equation [22, 23]. So we do not need to consider the flow structures such as the shocks; therefore, our expressions avoid the appearance of shock statistics and are easier to be justified by numerical simulations. Following the KHM approach, odd-order structure functions are obtained in the inertial range [24, 25]. Comparing with these work, we capture the forcing (energy injection) scale beyond the inertial range (cf. [9, 10, 26]), which also makes our expressions easier to be justified by numerical results since identifying the inertial range potentially brings about artificial error. Also, the forcing-scale resolving result can be applied to analyze measured data to obtain information on external forcing.

The structure of this paper is as follows. We present our derivation in Sect. 2, in which the details of the third- and fifth-order structure functions are shown in Sects. 2.1 and 2.2, respectively, and the procedure for calculating the general odd high-order structure functions is shown in Sect. 2.3. We numerically check our theoretical results in Sect. 3. Finally, we summarize and discuss our results in Sect. 4.

2. Derivation of the global expression for structure functions

We study the one-dimensional Burgers equation:

\[ u_t + uu_x = F + D, \]  

(1)

where \( F \) and \( D \) are external forcing and dissipation terms to be specified.

One special property for Burgers equation is that when the forcing and dissipation effects are absent, i.e., \( F = 0 \) and \( D = 0 \), all high-order momentums are preserved:

\[ \frac{1}{n}u^n_t + \frac{1}{n+1} \partial_x u^{n+1} = 0, \]  

(2)

where \( n \neq -1 \) is an arbitrary number. This flux form is important to derive high-order structure-function relations [27].

In a statistically steady turbulent state, we consider two-point measurements at locations \( x \) and \( x' = x + r \) with the displacement \( r \). By assuming homogeneity, we obtain

\[ \partial_x = -\partial_r = -\partial_x. \]  

(3)

Multiplying the governing equation at one point, \( x \), with velocity at the other point, \( u' = u(x') \), adding the conjugate equation, and taking the ensemble average, we obtain equations for correlations with arbitrary \( a \) and \( b \) \((a \neq 1 \) and \( b \neq 1 )):

\[ \partial_t \overline{u^a u^b} + \partial_x \left( \frac{a}{a+1} u^{a+1} u^b - \frac{b}{b+1} u^a u^{b+1} \right) \]

\[ = au^{a-1}u^b F' + bu^{a-1}u^b F + au^{a-1}u^b D' + bu^{a-1}u^b D, \]  

(4)

where the overbar denotes the ensemble average and the homogeneity relation (3) is used.

In one dimension, high-order structure functions are simply linked to correlation functions as follows:

\[ \overline{u^5} = -3\overline{u^2 u^3}, \]  

(5a)

\[ \overline{u^4} = \overline{u^2} - 4\overline{u^3 u} + 6\overline{u^2 u^2} - 4\overline{u^2 u} + \overline{u^4}, \]  

(5b)

\[ \overline{u^3} = -5\overline{u^4} u + 10\overline{u^3 u^2} - 10\overline{u^2 u^3} + 5\overline{u^4}, \]  

(5c)

\[ \overline{u^2} = \overline{u^2}, \]  

(5d)

Our present work is based on the idea that we can use linear combination of the advection terms (the second term on the l.h.s.) in Eq. (4) to recover the r.h.s. of Eq. (5) for the odd-order, \( 2n + 1 \)-order with \( n \) an integer, structure functions. Moreover, due to the quadratic nonlinearity, we need to use the linear combination of Eq. (4) with \( a + b = 2n \). The coefficients of the linear combination are obtained by solving a linear equation system with \( n \) equations and \( n \) variables. Unfortunately, this is not possible for even-power, say \( 2n \)-order structure functions, because the number of equations, \( m \), is larger than the number of variables, \( m - 1 \).

When the external forcing is white-noise in time with zero mean, we can calculate the forcing impact:

\[ d \left( u^a u^b \right) = (u' + d u')^a (u + d u')^b - u^a u^b \]

\[ = au^{a-1}u^b d u' + bu^{a-1}u^b d u' + \frac{a^2 + b^2}{2} u^{a-2}u^b d u^2 + abu^{a-1}u^b - 1 d u' d u' + h.o.t., \]

(6)

Since \( d u = d F + O(\delta t) \), taking the ensemble average and to the leading order, we obtain

\[ \frac{d\overline{u^a u^b}}{d r} = \overline{a \frac{d}{2} u^{a-2}u^b C(0) + \frac{b}{2} u^{b-2}u^a C(0) + abu^{a-1}u^b C(r) + h.o.t.,} \]

(7)

where the terms linear in \( du \) or \( du' \) are identical to zero due to the external forcing’s zero mean.

The white-noise forcing implies that

\[ dF^*dF = C(r) dt \]  

(8)

with \( C(r) \) is the externally prescribed forcing correlation.

And when defining

\[ P = \frac{C}{2} = \frac{1}{2} \left( u F' + u' F \right), \]

(9)

we have \( P(0) = \epsilon \), the energy injection rate.
Thus, we can write Eq. (4) as
\[
\frac{a}{a+1}D_{\alpha\beta}\partial_\gamma \left( \frac{a}{a+1}D_{\alpha\beta} + \frac{b}{b+1}D_{\alpha\beta} \right) = \frac{a(a-1)}{2} \partial_\gamma \left( \frac{a}{a+1}D_{\alpha\beta} - \frac{b}{b+1}D_{\alpha\beta} \right) + ab \nu^{a+2}D_{\alpha\beta} + bu^{a+1}D_{\alpha\beta} + \nu^{a+1}D_{\alpha\beta} + \nu^{a+1}D_{\alpha\beta}.
\]

(10)

Here, we have not prescribed the form of damping since other than the linear damping most damping forms bring no simplification [28]. And we will justify that in the limit of infinite Reynolds number the impact of dissipation on the structure functions vanishes. Note that differing from the derivation for the inertial range results [25] where the forcing effect is taken to be a constant, we calculate the globally valid expression for the forcing effect, which later makes our results for structure functions valid beyond the inertial range. Therefore our structure-function expressions are more easily checked by numerical simulations since identifying the inertial ranges of numerical data may bring about artificial error.

We present the details of the third- and fifth-order structure functions and sketch the procedure of calculating other high-order structure functions in the following subsections. The expression for the third-order structure resolves the forcing with the following subsections.

2.1 Exact relation for \( \partial u^3 \)

Choosing \( a = b = 1 \) in Eq. (4), we obtain
\[
\partial_\mu \partial_\nu u + \partial_\mu \left( \frac{1}{2} \partial_\mu \partial_\nu u - \frac{1}{2} \partial_\mu \partial_\nu u \right) = 2P + u D + \nu D.
\]

(11)

In a statistically steady state, using Eq. (5a), Eq. (11) becomes
\[
\frac{1}{6} \partial_\mu \partial_\mu u = 2P + u D + \nu D.
\]

(12)

When the external forcing is white-noise in time, using Eq. (10) and taking \( D = 0 \), we obtain
\[
\partial_\mu \partial_\mu u = -6 \int_0^\infty \partial_\mu u s \partial_\mu s,
\]

(13)

which is a forcing-scale-resolving exact result (cf. [29]).

Here, it is legal to take \( D = 0 \) since energy transfers downscale in the Burgers turbulence. We can justify this argument based on dimensional analysis which implies that the contribution of small-scale viscosity tends to zero as the viscosity tends to zero (cf. [26] for 2D turbulence).

In the limit of small \( r \), we obtain
\[
\partial u^3 = -12r,
\]

(14)

which recovers the classic inertial-range results [21].

Note that when the external forcing centers at one wavenumber the expression (13) is already more generally calculated in Ref. [9] with bidirectional energy transfer, but the coefficient 4 in their expression (4.1) should be replaced by 12.

2.2 Exact relation for \( \partial u^5 \)

Because of the quadratic nonlinearity in the Burger equation (1), to obtain the fifth-order structure function, we consider the correlation equations with \( a + b = 4 \) (cf. Eq. (4)):
\[
\nu^3 \partial_\mu \partial_\nu u + \partial_\mu \left( \frac{3}{4} \nu^3 \partial_\nu u - \frac{1}{2} \nu^3 \partial_\nu u \right) = 3 \nu^2 \partial_\mu u \partial_\nu u + \nu^3 \partial_\mu u \partial_\nu u + \nu^4 \partial_\mu u \partial_\nu u + \nu^5 \partial_\mu u \partial_\nu u,
\]

(15a)

\[
\nu^3 \partial_\mu \partial_\nu u + \partial_\mu \left( \frac{3}{4} \nu^3 \partial_\nu u - \frac{1}{2} \nu^3 \partial_\nu u \right) = 2 \nu^2 \partial_\mu u \partial_\nu u + 2 \nu^2 \partial_\mu u \partial_\nu u + 2 \nu^2 \partial_\mu u \partial_\nu u + 2 \nu^2 \partial_\mu u \partial_\nu u,
\]

(15b)

\[
\nu^3 \partial_\mu \partial_\nu u + \partial_\mu \left( \frac{3}{4} \nu^3 \partial_\nu u - \frac{1}{2} \nu^3 \partial_\nu u \right) = \nu^3 \partial_\mu \partial_\nu u + 3 \nu^2 \partial_\nu u \partial_\nu u + 3 \nu^2 \partial_\nu u \partial_\nu u.
\]

(15c)

To get the expression for \( \partial u^5 \) (cf. Eq. (5c)), we take the combination: \(-20/3 \) (15a) + 10(15b) - 20/3 (15c), which in a statistically state leads to
\[
\partial_\mu \partial_\mu \partial_\nu u \partial_\nu u = -20 \nu^2 \partial_\mu u \partial_\nu u + 20 \nu^2 \partial_\mu u \partial_\nu u + 20 \nu^2 \partial_\mu u \partial_\nu u
\]

\[
-20 \nu^2 \partial_\mu u \partial_\nu u + 20 \nu^2 \partial_\mu u \partial_\nu u - \frac{20}{3} \nu^5 \partial_\mu u \partial_\nu u + 20 \nu^2 \partial_\mu u \partial_\nu u - \frac{20}{3} \nu^5 \partial_\mu u \partial_\nu u
\]

\[
+ 20 \nu^2 \partial_\mu u \partial_\nu u + 20 \nu^2 \partial_\mu u \partial_\nu u - \frac{20}{3} \nu^5 \partial_\mu u \partial_\nu u + 20 \nu^2 \partial_\mu u \partial_\nu u.
\]

(16)

When the external forcing is white-noise in time, by making use of Eq. (10) and taking \( D = 0 \), we obtain
\[
\partial_\mu \partial_\mu \partial_\mu \partial_\nu u \partial_\nu u = 20 \left( \partial_\mu \partial_\mu \partial_\nu u \partial_\nu u - \partial_\mu \partial_\mu \partial_\nu u \partial_\nu u \right),
\]

(17)

which is an exact global relation linking the 2nd- and 5th-order structure functions in the “zero-viscosity limit” in the range away from the viscous scale. Here, for high-order conserved quantities \( E_n = \int u^n d\nu/2 \), corresponding to the KHM equations with \( a + b = 2n\), the viscous scale can be defined as \( l_{\nu,\nu} = \sqrt{n+1}/(2n+2)\epsilon_\nu^{(2n+2)} \) with \( \epsilon_\nu \) defined as the dissipation rate for \( E_n \). Note that \( l_{\nu,\nu} \) is the Kolmogorov viscous scale. Our zero-viscosity limiting process bases on the fact that the conserved quantities transfer downscale and finally dissipate at small scales, therefore in the corresponding KHM equation, the dissipation effect is only of \( O(1) \) in the viscous range \( r \leq l_{\nu,\nu} \), while the scale is much larger than the viscous scale \( l_{\nu,\nu} \), the dominate balance is between...
the nonlinear term and the forcing term. We justify our limiting process by the numerical simulations in the next section.

In the sublimit \( r \to 0 \), Eq. (17) implies the inertial range result
\[
\overline{\delta u^2} = -20\overline{\delta u^2}C(0)r,
\]
which consists with Eq. (16) in Ref. [21].

### 2.3 Higher-odd-order exact relations

Similar to the calculation of \( \overline{\delta u^3} \), considering

\[
\begin{bmatrix}
C_{2n+1}^1 \\
-C_{2n+1}^2 \\
\vdots \\
(-1)^{j+1}C_{2n+1}^j \\
\vdots \\
(-1)^{n+1}C_{2n+1}^n
\end{bmatrix} =
\begin{bmatrix}
\frac{2n-1}{2n} \\
\frac{2n-2}{2n-1} \\
\vdots \\
\frac{j-1}{j} \\
\vdots \\
\frac{n-1}{n}
\end{bmatrix}
\]

where the lower-triangular coefficient matrix \( M \) enables us to solve it by back substitution.

After solving \( d \), in a statistically steady state, taking \( D = 0 \) and assuming a temporal white-noise forcing (cf. Eq. (10)), we obtain
\[
\overline{\delta u^{2n+1}} = D_1(\overline{u'^n u'^3})C(0) + D_2(\overline{u'^n u'^3})C(r),
\]
where \( D_1 \) depends on the correlation functions with \( a + b = 2n - 2 \).

In the limit of small \( r \), Eq. (21) reduces to the inertial-range result
\[
\overline{\delta u^{2n+1}} = D(d)\overline{u^{2n+3}}C(0)r,
\]
where \( D(d) = n(2n-1)(2 \sum_{j=1}^{n} d_j + d_n) = -2n(2n+1) < 0 \). The negative signs confirm that the high-order conserved quantities transfer downscale, which is consistent with taking \( D = 0 \). The limiting result (22) again is consistent with the results of Ref. [21] which is calculated based on the statistics of shocks. In addition, considering that \( 2e_n = n(2n-1)\overline{u'^n}C(0) \), we can express Eq. (22) as
\[
\overline{\delta u^{2n+1}} = -\frac{4(2n-1)}{2n+1}e_n r,
\]
which recovers the result obtained in Refs. [24, 30].

\[
\frac{\partial u^{2n+1}}{\partial t} = -C_{2n+1}^1 u'^2 u + \cdots + (-1)^j C_{2n+1}^j u'^{2n+1-j} u^j + \cdots + C_{2n+1}^n u'^n u^n,
\]

we make linear combination of Eq. (4) with \( a + b = 2n \) to calculate the expressions for the odd high-order structure functions. This is possible due to the symmetry when \( a + b = 2n \) and therefore we only need to solve \( n \) variables from \( n \) equations.

In this linear combination, we define the coefficients in front of the equations \( (a = 2n-j, b = j) \) and \( (a = j, b = 2n-j) \) as \( d_j \) due to symmetry. Then, Eqs. (19) and (4) lead to the following equation for \( d_j \):

\[
\begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_f \\
\vdots \\
d_n
\end{bmatrix} = M^{-1}
\begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_f \\
\vdots \\
d_n
\end{bmatrix}
\]

### 3. Numerical simulations

In this section, we run second-order finite-volume numerical simulations for the temporal white-noise forced Burgers equation to check the above derived theoretical results. The resolution varies with a periodic domain size of \( 2\pi \). We add no explicit dissipation and the injected energy is absorbed by the numerical dissipation of the finite-volume scheme to reach statistically steady states.

We specify the external forcing as
\[
F = A_1 \sin (k_1 x) + B_1 \cos (k_1 x) + A_2 \sin (k_2 x) + B_2 \cos (k_2 x),
\]
where \( A_i \) and \( B_i \) are Gaussian Random variables with variation \( \sigma^2 = 0.04 \), and we choose \( k_1 = 3 \) and \( k_2 = 17 \) to fully test our globally valid theoretical result. Thus, we can analytically calculate the forcing correlation function
\[
C(r) = 2\sigma^2 (\cos k_1 r + \cos k_2 r).
\]

The expression of third-order structure function (13) is checked in Fig. 1. The left panel of Fig. 1 shows that the numerical and theoretical results match well not only in the short inertial range but also globally. And our global expression matches well the inertial-range result in the limit of
small displacement. The discrepancy brings about by the numerical dissipation is localized around \( r = 0 \) as what is shown in the right panel of Fig. 1.

We show the second-order structure function in the left panel of Fig. 2. Then we substitute this numerical result into the r.h.s. of Eq. (17) to calculate the fifth-order structure function. Based on the expression of Eq. (17), the domain average of both sides should be zero because the l.h.s. has a derivative form in a periodic domain, however, after substituting the numerically obtained second-order structure function we find the domain average of the r.h.s. is nonzero. So in the theoretical result of the fifth-order structure function shown in the right panel of Fig. 2, we subtracted the domain-averaged mean value in the expression of \( \delta u^5 \):

\[
\partial_r \delta u^5_{\text{theo}} = 20 \left( (C(0) - C(r)) \delta u^3 - C(0) \delta u^3 \right) - \left(20 \left( (C(0) - C(r)) \delta u^2 - C(0) \delta u^2 \right) \right),
\]

where the angle bracket denotes the domain average. And correspondingly in the small \( r \) limit, we define

\[
\overline{u^2} C(0)^{\frac{3}{2}} = \overline{u^2} C(0) - \left( (C(0) - C(r)) \overline{u^2} - C(0) \overline{u^2} \right).
\]

After subtracting the domain average, we find in the right panel of Fig. 2 that the theoretical and numerical results match well globally and the classic inertial-range result is recovered. Also, the inset in the right panel of Fig. 2 shows that similar to the impact on the third-order structure function, the numerical and theoretical result of the fifth-order structure function has discrepancy around \( r = 0 \) due to the numerical dissipation.

The numerical dissipation is also the reason for the domain-average discrepancy in Eq. (17). The finite-volume scheme captures the weak solution to the viscous Burgers equation with dissipation term \( D = \nu \nabla^2 \delta u \) in Eq. (1) in the limit \( \nu \to 0 \), but the finite-resolution numerical simulation makes the finite-\( \nu \) effect manifest. Therefore in Appendix we calculate the normal viscosity’s impact on the fifth-order structure function, \( D_5 \). We justify in Fig. 3 that the domain-average discrepancy is a result of numerical dissipation by the matching of the theoretical and numerical viscous effects. Since we do not know the value of \( \nu \), in Fig. 3 the numerical viscosity is fitted as \( \nu = 7 \times 10^{-4} \).

Our theoretical derivation where \( D = 0 \) is taken requires the justification of a vanishing viscous impact in the limit of infinite resolution. So we run numerical simulations with resolutions 512, 1024, 2048, and 4096 to obtain the best-fit viscosities. In Fig. 4, we find that the numerical viscosity is inversely proportional to the resolution, indicating a vanish-
By studying high-order KHM equations, we obtain forcing-scale-resolving exact relations between the \((2n + 1)\)th and \((2n - 2)\)th-order structure functions for Burgers turbulence with temporal white-noise forcing in the limit of zero viscosity. In the sublimit of the small distance of two measured points, our result recovers the classic linear dependence of the high-order structure function on the distance (cf. [21, 25, 30]). In the special case of \(n = 1\), Kolmogorov-like result is recovered where the third-order structure function is proportional to the energy injection rate and the distance of two measured points. Comparing with Refs. [24, 30], we take the limit of zero viscosity to the very last step, which allows us to obtain global relations for structure beyond the inertial range.

We check our results using finite-volume numerical simulations, where finite numerical dissipation must be present. The viscous effect only impacts the third-order structure function expression at \(r = 0\), but for higher-order structure functions, the viscosity introduces finite domain-averaged discrepancy. By tuning the resolution, we show that the viscous effect tends to zero as the resolution increases, therefore we justify our results’ validity in the limit of zero viscosity (infinite resolution). This check of the dissipation effect is inconsistent with the existence of dissipation anomalies in compressible turbulence [31].

Compared with the results in Ref. [21], our result is also valid in the forcing scale besides from the inertial range; also in our expression, the structure functions are the only quantities that are required, while their results need the statistics of the shocks which are harder to obtain and therefore not easy to be justified by numerical simulations. But the shock physics is important for our calculation. The conserved quantities dissipate dominantly at the shocks, which has a characteristic scale proportional to the viscosity. So in the limit of zero viscosity, the effect of dissipation is confined at small scales, leaving the dominant balance between the nonlinear term and the forcing term in the KHM equations as long as the scale considered is much larger than the viscous scale. Nevertheless, our calculation is limited to odd-order expressions.

We show that the KHM equation and its high-order forms are suitable to study the structure functions in the zero viscosity limit by merely taking the viscosity equal to zero due to the downscale energy flux. We have reasoned this procedure in Ref. [26] for the third-order structure functions in two-dimensional vortex turbulence. In this paper, by studying the Burgers equation we show that this procedure of dealing with the zero viscosity limit is also valid for high orders. Compared with the inertial-range expressions for odd-order structure functions which are also derived using the KHM approach [25], by resolving the forcing scale, our expressions are valid beyond the inertial range and therefore more easily justified by numerical simulations. But we need to note that we only derive the high-order structure-function relations when the external forcing is homogeneous white-noise in time, and obtaining the forcing-scale resolving expressions for high-order structure functions is still an open question when the forcing differs from a temporal white noise.

Even though the results obtained from one-dimensional Burgers turbulence is limited to its simple setup, when shocks are abundant the properties of two- and three-dimensional polytropic gas turbulence [32, 33] and three-dimensional compressible turbulence [34] share similar properties with
the one-dimensional Burgers turbulence. Our future work will seek the implication of our high-order structure-function results on high-dimensional compressible turbulence. Considering that different types of external forcing lead to distinctive statistics in compressible turbulence (cf. [35,36]), the global expressions that link forcing statistics with structure function would be practically useful because they can obtain external forcing information using statistics of measured data.
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Burgers 涡流中高阶结构函数的整体表达式

谢金翰

摘要 自从著名的 Kolmogorov 关于不可压缩湍流的研究以来，惯性函数中的结构函数理论一直是现代湍流研究的关键，由于 Burgers涡流的简单性，惯性区内的结构函数计算为任意阶，这为其他可压缩湍流系统提供了许多启示。本文推导了 Burgers涡流高阶结构函数的精确解析表达式，与以往基于激励统计数据计算得到的惯性区内结构函数理论相比，我们的表达式连接了不同阶次的高阶结构函数 (这些高阶结构函数不使用流动结构的信息)，并且在惯性区外有效，因此它们很容易通过数值模拟进行检验。