Reabsorption and reemission of photons, or photon recycling (PR) effect, represents an outstanding mechanism to enhance the carrier and photon densities in semiconductor thin films. This work demonstrates the propagation of recycled photons over several mm by integrating a thin film of CsPbBr₃ nanocrystals into a planar waveguide. An experimental set-up based on a frequency modulation spectroscopy allows to characterize the PR effect and the determination of the effective decay time of outcoupled photons. A correlation between the observed photoluminescence redshift and the increase of the effective decay time is demonstrated, which grows from 3.5 to near 9 ns in the best device. A stochastic Monte Carlo model reproduces these experimental results and allows the extraction of the physical mechanisms involved. In the waveguide under study recycled photons follow a drift (directional enhancement) velocity \( \approx 5.7 \times 10^5 \text{ m s}^{-1} \), dominating over the diffusive regime observed in a standard thin film \( (D = 420 \text{ m}^2 \text{ s}^{-1}) \). This means that recycled photons propagate mm-distances in shorter traveling times in the waveguide \( (\approx 5 \text{ ns}) \) as compared to the film \( (>20 \text{ ns}) \). These results are expected to pave the road for exploiting the PR effect in future optoelectronic and photonic devices.

1. Introduction

Photon recycling (PR) is a physical mechanism from which a fraction of the photons radiatively generated by a semiconductor is sequentially absorbed and emitted before being extracted.[3]

Dr. J. Navarro-Arenas, Prof. J. P. Martínez-Pastor
Instituto de Ciencia de Materiales (ICMUV)
Universidad de Valencia
C/ Catedrático José Beltrán, 2, Paterna 46980, Spain
E-mail: juan.mtnnez.pastor@uv.es

Dr. I. Suárez
Escuela Técnica Superior de Ingeniería
Universidad de Valencia
C/ Avenida de la Universidad s/n, Burjassot 46100, Spain
E-mail: isaac.suarez@uv.es

Dr. A. F. Gualdrón-Reyes, Prof. I. Mora-Seró, Prof. J. Bisquert
Institute of Advanced Materials (INAM)
University Jaume I
Avenida de Vicent Sos Baynat s/n, Castellón 12071, Spain

The ORCID identification number(s) for the author(s) of this article can be found under https://doi.org/10.1002/adom.202100807.

© 2021 The Authors. Advanced Optical Materials published by Wiley-VCH GmbH. This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any medium, provided the original work is properly cited and is not used for commercial purposes.

DOI: 10.1002/adom.202100807

Reabsorption and reemission of photons can be found under https://doi.org/10.1002/adom.202100807.

Juan Navarro-Arenas, Isaac Suárez,* Andrés F. Gualdrón-Reyes, Iván Mora-Seró, Juan Bisquert, and Juan P. Martínez-Pastor*

Recycled Photons Traveling Several Millimeters in Waveguides Based on CsPbBr₃ Perovskite Nanocrystals

Such multiple (re)absorption/(re)emission cycles result in a certain population of “recycled photons” concentrated inside the semiconductor. Consequently, an efficient PR effect provides another degree of freedom to control the photon and carrier densities in a semiconductor[41] and hence a way to tailor-made its optoelectronic properties.[3,4] Demonstrated applications include solar cells, light-emitting diodes, or optical modulators.[2] In this context, PR has been recently claimed in halide perovskites (HP), as an effect that could contribute to a certain extent to the excellent conversion efficiencies and emission rates reported for this family of semiconductors.[5,6] Indeed, the strong absorption coefficient above the bandgap and sharp (excitonic) band edge,[7,8] the small Stokes shift (SS) between photoluminescence (PL) and absorption,[9,10] and the high PL quantum yield (PLQY)[11,12] are outstanding characteristics of HPs and needed ingredients for leading to important PR effect. In this way, over the last 3–4 years, different experimental and theoretical reports have analyzed the efficiency of PR in HPs and the potential benefits in solar cells[13–15] or light-emitting diodes,[15,16] among other devices.[15] In particular, experimental studies carried out in CH₃NH₃PbX₃ (X = Cl, Br, I) polycrystalline thin films,[17,18] CH₃NH₃PbBr₃ single crystals,[10,19,20] CsPbBr₃ nanowires[21–23] or CsPbBr₃ nanocrystals[24] always show that PL spectra experience an important redshift and an elongation of the decay time after traversing some microns of the HP material. Although there has been a controversy about the impact of PR in the total PL spectra,[19,24] or if PR dominates or not over carrier diffusion on the effective decay time,[23,25] recent studies on perovskite single crystals[6] and MAPI polycrystalline thin films[28] confirm that PR is the dominant transport mechanism for propagation lengths longer than the diffusion of carriers. Besides, the theoretical analysis predicts that multiple absorption and emission processes produce a certain “diffusive regime of traveling photons” that increases the effective lifetime of photons outcoupled from the sample (thin film, microwire, single crystal ...).[26]

Indeed, recent theoretical and experimental works demonstrated an enhancement of the open-circuit voltage in solar cells[14,18,27,28] or radiation efficiency in light-emitting diodes[29] when PR is optimized. The standard optical configuration that has been chosen to demonstrate the PR effect in most works consists of a semiconductor thin film deposited on a specific
substrate, see Figure 1a.[13,16,18,19,30] Nevertheless, the random propagation of the photons in this simple architecture does not favor long propagation distances nor confinement of light, and hence it does not provide an efficient extraction/use of the recycled photons. In fact, the design of the optical architecture can significantly increase the PR efficiency. In this sense, more sophisticated examples found in literature include the use of HP nanofilms/microwires where emitted photons can propagate over tenths of microns,[18] scattering with silver nanoparticles to increase the effective length of the optical path for emitted photons,[31] or the enhancement of outcoupled light (low-index/high-index layer structure, textured substrate, and active layer).[32,33] These configurations, however, are again limited by the absence of a directional path for the emitted photons, the lack of an efficient mechanism to confine the light, or nonradiative plasmonic losses if metal nanoparticles are integrated. The ideal photonic structure should confine the PL in the HP, enable a long path for emitted photons, and provide an efficient light outcoupling at a desired place of the HP active layer.

In this work, we propose a photonic architecture that fulfills all necessary conditions to optimize PR on HP films. This structure consists of a thin (50–200 nm) semiconductor layer sandwiched between two poly(methyl methacrylate) (PMMA) films, see Figure 1b. This elegant planar waveguide configuration efficiently exploits the efficient emission properties of the semiconductor by the high confinement of light within the active film, provides an in-plane light propagation with a reduced attenuation due to the absence of losses in the polymer, and allows efficient extraction of emitted light (waveguided PL) by end-fire coupling or diffraction grating methods. Indeed, we have already used this configuration for the case of CdSe/ZnS quantum dots (QD)[34] or organic compounds[35] as active layers, in order to demonstrate an enhancement of the waveguided PL or an efficient optical amplification, respectively.

Thin films based on CsPbBr3 perovskite nanocrystals (PNCs) are chosen here as the active material with appropriate absorption and emission features given above. Layers of PNCs have demonstrated excellent performances for light emission.[36]
optical amplification,\textsuperscript{[32–39]} and photovoltaics.\textsuperscript{[40]} Despite these promising properties, the study of PR on perovskites has been mainly focused on CH$_3$NH$_3$PbI$_3$ (MAPbI$_3$) films or single crystals, while the choice of PNCs was made in a few works.\textsuperscript{[9]}

The proposed PMMA/PNC/PMMA waveguide architecture represents a suitable photonic structure for efficient propagation of recycled photons up to several millimeters, as we demonstrate in this work. In fact, the effective PR propagation length is obtained experimentally in the mm range, which is near two orders of magnitude longer than estimations in perovskite single crystals,\textsuperscript{[6,43]} microwires,\textsuperscript{[24]} or polycrystalline thin films.\textsuperscript{[38]} We have measured an increased effective decay time for outcoupled photons increasing with the length of the waveguide, from 3.5 ns to about 9 ns. A combination of the variable stripe length method\textsuperscript{[42]} with a frequency modulated PL technique\textsuperscript{[43]} is used in the present work in a similar way to the case of the study of carrier transport. This set-up analyzes the dependence of the emitted PL as a function of a modulating frequency (40 kHz to 2 MHz in our case) of the excitation laser, as recently proposed by Ansari-Rad and Bisquert,\textsuperscript{[44]} in order to extract the recombination parameters (traps, diffusion, non-radiative channels ...) at time scales ranging between 1 ns and several µs. To explain these results, we have first quantified the effect of PR as a feedback mechanism for carriers introduced in a rate equation model indicating that the PR effect could be interpreted as gain, but leading to compensation of losses during propagation. However, although a set of rate equations are usually chosen to theoretically predict the consequences of the PR effect,\textsuperscript{[6,18,23–26]} they cannot easily incorporate the evolution of the photons with the propagation distance and the effect of the reabsorption in the shape of the PL spectrum. For this reason, we proposed a stochastic Monte Carlo model that reproduces both such experimental PL redshift and delay time introduced by photon reabsorption/reemission events during propagation in the PR effect. The model predicts more than 30 recycled photon events per injected/pumping photon and mm-propagation, which is possible by the relatively high PL quantum yield (relatively small influence of nonradiative recombination). The secondary photon flux formed by recombination of recycled photons in our optical waveguides can be interpreted as a fluorescent converter, for example.

2. A Suitable Architecture for Enhancing the Propagation of Recycled Photons

The common configuration chosen to analyze the PR consists of a ~1 µm thick film of the semiconductor deposited on a given substrate and illuminated by a small spot, see the illustration in Figure 1a. Propagation of recycled photons in this structure takes place through optical modes depicted in Figure 1a$_1$, and hence restricted to distances in the range of 10 µm due to absorption and scattering losses (Figure 1a$_2$) and some emitted light is lost through air or substrate radiative modes (Figure 1a$_3$). Here, propagation modes and the respective effective refractive indices are obtained with a transfer matrix method algorithm.\textsuperscript{[45]} losses ($\alpha$) are estimated from the imaginary part of the effective refractive index at the operation wavelength ($\alpha = 4 \cdot \pi \cdot $Im($N_{\text{eff}}$)/$\lambda$) and the radiation pattern is calculated considering dipole sources in the planar structures following the method detailed elsewhere.\textsuperscript{[46]} Moreover, the illumination of this thin film by a small spot results in a random path for the emitted photons and, with it, in a limited PR effect and poor photon extraction/outcoupling efficiencies.

In the present work, this structure is replaced by the sandwich-like optical waveguide configuration illuminated by a stripe line, Figure 1b. This alternative geometry consists of a thin film (50–200 nm) of PNCs sandwiched between two PMMA layers and deposited onto a commercial SiO$_2$/Si wafer (see Figure 1b and more details in Section S1 of the Supporting Information). In particular, this architecture is based on the different index contrast between the PNC layer ($n = 1.9–0.009$ at 520 nm),\textsuperscript{[47]} the PMMA claddings ($n = 1.492$ at 520 nm),\textsuperscript{[48]} the air ($n = 1$), and the SiO$_2$ ($n = 1.4613$ at 520 nm) films.\textsuperscript{[48]} Thicknesses of the layers are properly designed to provide the single-mode propagation of the TE$_0$ (TM$_0$) mode highly confined within the active thin film, see Figure 1b$_1$. Indeed, the mode size, defined as the depth where the maximum of the power distribution of the mode decreases to 1/e$^2$, calculated for this mode is around 0.57·$\lambda$, which is ~3 times smaller than the modes propagated along a standard thin film ~1 µm thick (Figure 1a$_1$). In this way, the emitted PL will be concentrated in a small volume (depth at 1/e$^2$ ~100 nm) which optimizes the light-matter interaction and reabsorption/reemission probability in the same way as a nanowire does in a polariton cavity.\textsuperscript{[49]} Besides, the PMMA claddings alleviate the attenuation of propagating light, see Figure 1b$_2$, and recover part of the radiated light, see Figure 1b$_3$. Finally, the illumination by a stripe proposed here increases the production and provides a preferential direction for the propagation of emitted light, resulting in long traveling paths and the enhanced extraction of recycled photons by end-fire coupling techniques. Thus, in the proposed structure, the (re)absorption–(re)emission events are significantly enhanced and a large proportion of recycled photons can propagate along longer distances in shorter times as compared to the case of the standard film. Indeed, after a certain propagation distance, emitted photons propagating along the waveguide will come from a secondary photon flux (photons suffering several (re)absorption–(re)emission cycles), which will be efficiently outcoupled from the edge of the waveguide. In the last section of the manuscript, we will present theoretical simulations that demonstrate semiquantitatively these asseverations and hence the observed experimental results described below.

The CsPbBr$_3$ PNCs used in this work were grown following the hot-injection method developed by Kovalenko et al.,\textsuperscript{[41]} with some modifications detailed elsewhere.\textsuperscript{[19]} Synthesized PNCs present a cubic shape (see inset in Figure 2a) with an average size ($L$) of 9 nm and a size dispersion of 1.5 nm, approximately.
The ratio $L/2a_0$, where $a_0$ is the Bohr radius, is only 1.3, which corresponds to a weak quantum size confinement regime.

The absorption spectrum at room temperature of a thin film made of CsPbBr$_3$ PNCs exhibits an excitonic resonance at 509 nm (blue curve in Figure 2a) with a high absorption coefficient $\approx 1 \mu m^{-1}$, in agreement with results reported in previous publications for similar PNCs.[12, 39] Similarly, the PL spectrum (green curve in Figure 2a) measured under backscattering geometry in the same film at low excitation fluency ($\approx 10$ W cm$^{-2}$) shows a Gaussian shape centered at 520 nm with a full width at half maximum (FWHM) of 20 nm. The absorption coefficient at the PL peak wavelength, 522 nm, is $\approx 0.1 \mu m^{-1}$. This would result in a propagation length at this wavelength ($1/e$) inside a PNC film of around $\approx 10$ $\mu m$. The self-absorption phenomenon over sufficiently long optical paths $>10$ $\mu m$ has important consequences in the behavior of a photonic architecture containing PNCs. For example, it determines the observation of the amplified stimulated emission toward the red side of the excitonic spontaneous emission spectrum, effect that becomes more important in thicker films.[10, 39]

Besides, since the PLQY reported for PNCs is above 40%[12] the reabsorption of the primary flux of photons initially emitted by the radiative exciton recombination in CsPbBr$_3$ PNCs would give rise to the creation of a secondary flux of photons at longer wavelengths (whose spectrum is illustrated by the brown shadowed curve in Figure 2a), due to the strong overlap between PL and absorption spectra below 525 nm, where the absorption coefficient increases from 0.1 to 1 $\mu m^{-1}$. Consequently, the waveguided PL photons extracted at a certain distance would contain two different contributions: i) primary emitted photons not absorbed by the film along the propagation direction and ii) secondary photons generated from multiple (re)absorption and (re)emission processes.[5] The ratio between both contributions, (i)/(ii), will decrease with the propagation distance until outcoupling. A certain thickness dependence would also appear by the overlap between the waveguide propagation mode and the active material. In particular, the PMMA/PNC/PMMA sandwich-like waveguide geometry proposed in this work (Figure 2b) optimizes the absorption and generation of light compared to the case of the single thin film, as we
demonstrated for colloidal QDs\(^{[34]}\) and organic compounds.\(^{[35]}\) The steps followed to fabricate the sandwich-like waveguide are depicted in Figure 2c (see Section 1 of the Supporting Information for more details).

The experimental set-up chosen for a suitable and simple extraction of physical properties induced by the PR effect consists of a combination between the variable stripe length (VSL) method\(^{[42]}\) and the measurement of the frequency-modulated waveguided PL, as illustrated in Figure 2d (more technical details can be found in Section 2 of the Supporting Information). On the one hand, the VSL method consists of illuminating the surface of the waveguide with a laser spot focused on a 800 × 200 μm stripe, and allows the characterization of the signal losses by the dependence of the PL intensity as a function of the distance between the line and the waveguide edges \(z\), as indicated in Figure 2d. On the other hand, the phase shift \(\Delta \phi\) between the excitation and collected PL signal can be analyzed as a function of \(z\) (Figure 2e), as the basis to extract the effective PL decay time \(\tau\) following the frequency modulation spectroscopy principles (see next section for the specific equations).\(^{[43]}\) Figure 2f presents an illustrative characterization of the PL at \(z = 0\) (green curve) and \(z = 2.5\) mm (dark yellow curve). The PL spectrum at \(z = 0\) (green curve in Figure 2f) is very similar to that measured in the colloidal solution (green curve in Figure 2a); hence this PL spectrum is mainly determined by primary photons produced after the absorption of the laser pumping beam; accordingly, a decay time \(\tau = 3\) ns is deduced from \(\Delta \phi(1)\) (green symbols and fitting curve in Figure 2e) that agrees with the excited recombination time reported for CsPbBr\(_3\) PNCs at room temperature.\(^{[50]}\) Besides, the waveguided PL spectrum measured at \(z = 2.5\) mm (dark yellow curve in Figure 2f) is clearly red-shifted and, accordingly, an effective PL time decay \(\tau = 7\) ns is deduced from \(\Delta \phi(2)\) (dark yellow symbols and fitting curve in Figure 2e). Both signatures are due to the reabsorption effect and the propagation of a secondary photon flux produced by several (re)absorption/(re)emission events.

3. Outcouling of Recycled Photons at Long Distances: \(\omega\)-Modulated PL

Figure 3a–c presents the PL spectra decoupled at the output edge of the waveguide as a function of \(z\), using PNC films of different thicknesses: \(d_i = 50, 100\) and 200 nm, in Figure 3a–c, respectively. The geometrical parameter \(d_i\) has an important impact on the outcoupled PL spectra because it dictates the confinement of the fundamental mode within the PNC region, \(\Gamma\):

\[
\Gamma = \frac{\int_{0}^{L} S(x) \, dx}{\int_{-L}^{0} S(x) \, dx} \tag{1}
\]

where \(S(x)\) is the pointing vector of the fundamental optical mode of the waveguide, whose spatial dependence has been obtained with a transfer matrix algorithm by considering the refractive index of each layer. It is worth noting here that the limit values for \(\Gamma\) would mean:

i. \(\Gamma\) tends to 0, indicates that incident laser beam is not producing at all a primary (nor secondary photon beam at the PNC emission wavelengths), i.e., the structure would be practically “transparent.”

ii. \(\Gamma\) tends to 1, indicates that incident laser beam will be mostly absorbed at short \(z\) and primary (photons emitted subsequently) and secondary (photons produced after more than one absorption/emission process) photon fluxes are traveling exclusively along the PNC film (ideal waveguide).

For the three samples with different film thicknesses of CsPbBr\(_3\) PNCs, the PL spectra at \(z = 0\) are similar to that measured in standard thin films (see for example ref. [39] in which we used nanocrystals similarly synthesized), indicating that the primary photons are dominant in the illuminated area, like in backscattering geometry for PL measurements. However, when a path for the primary photons is available without pumping \((z > 0)\) the outcoupled PL spectra experience a redshift caused by a non-negligible PR effect. For \(d_i = 50\) nm (Figure 3a), waveguided PL spectra at different \(z\) exhibit a small redshift and, accordingly, a very weak PR effect, which is ascribed to the small \(\Gamma = 20\%\) of the total power distribution for this thin layer. Indeed, this case can be analogous to an incident light spot (normal incidence) much larger than the lateral dimensions of the sample. On the opposite, \(\Gamma\) increases up to \(= 80\%\) in the sample with \(d_i = 200\) nm and, consequently, the PL spectra shift to longer wavelengths, see Figure 3b,c. In particular, for \(d_i = 100–200\) nm the PL peak exhibits a monotonous redshift from 523 up to 531 nm for \(z = 2.5\) mm (brown and black symbols in Figure 3d), as compared to the practically constant value for \(d_i = 50\) nm (red symbols in Figure 3d).

The redshift observed in these samples (Figure 3a–c) is correlated with the attenuation of the PL presented in Figure 3e. The PL intensity \(I_{PL}(z)\) measured as a function of \(z\) obeys the equation:\(^{[42]}\)

\[
I_{PL}(z) = A_1 e^{-z/\lambda_{1}} + A_2 e^{-z/\lambda_{2}} \tag{2}
\]

where \(I_{PL}(0) = A_1 + A_2\) defines the PL intensity at \(z = 0\), being \(A_i\) and \(L_{\lambda_i}\) the relative intensity and propagation length of the mode \(i\). In this way, \(I_{PL}(z)\) follows two exponential decays that depend on emitted light losses at the PL peak wavelength. The first one is characterized by \(L_{\lambda_1} = 180 \pm 10, 100 \pm 20,\) and \(150 \pm 20\) μm for \(d_i = 50, 100,\) and 200 nm, respectively, and corresponds to the fundamental mode. The higher value of \(L_{\lambda_1}\) as compared to that deduced with the mode analysis (≈10 μm) can be attributed here to a filling factor (ratio of space volume filled by PNCs over total volume) smaller than one in PNC films, and the fact that \(L_{\lambda_1}\) is integrated for the whole PL spectra. The second propagation length is about \(L_{\lambda_2} = 750 \pm 250\) μm for all samples and represents about 20–25% \((A_i/(A_i + A_j))\) of the total PL intensity. We believe that this second propagation length can be directly related to the PR effect, i.e., associated with the secondary photon flux formed by the multiple (re)absorption and (re)emission processes that occur in the waveguide. In this way, the second propagation length \(L_{\lambda_2}\) could be understood as a gain-assisted mechanism (arrow in Figure 3e) for the self-absorption losses. That is, in the absence of PR, the propagation of emitted photons will be limited by \(L_{\lambda_1}\) (dashed line...
indicated in Figure 3e), but PR results in a longer propagation length or an enhancement of the PL signal at a given propagation distance $z$ (indicated by a blue arrow in Figure 3e), as will be discussed below and in the next section.

Since PR comes from a sequence of multiple absorption and emission events during establishing the light signal propagation in the waveguide, different physical mechanisms influence its efficiency and potential applications. For example, this process can be modified by the radiative lifetime, non-radiative channels, Auger recombination, carrier diffusion, optical path associated with the optical geometry, diffusion of photons, among other mechanisms.$[^{[18,26]}]$ In this way, a fast characterization technique able to separate most of the contributions would be needed to provide the required information to engineer photon recycling in each device. Here, we propose the application of frequency-domain fluorescence spectroscopy (FD-spectroscopy)$[^{[43]}]$ to study the photon recycling effect on waveguided PL signal, which is mainly spectral (PL peak redshift) and temporal (slowdown of the PL decay time). The analysis of the frequency-modulated PL will give us the latter information, in analogy to the impedance spectroscopy significantly used for the analysis of photogenerated carrier transport in solar cells.$[^{[51]}]$ In particular, the finite exciton lifetime in the sample under study would affect the intensity and phase of the PL signal under sufficiently high modulation frequencies through the following transfer function:$[^{[43]}]$

$$m(\omega) = \left(1 + \omega^2 \tau^2\right)^{-1/2}$$  \hspace{1cm} (3)

$$\phi(\omega) = \tan^{-1}(\omega \tau) = \cos^{-1}\left[\left(1 + \omega^2 \tau^2\right)^{-1/2}\right]$$  \hspace{1cm} (4)

Here, $m(\omega)$ is the absolute value of the PL normalized by the response of the laser, $\phi(\omega)$ is the phase difference between the reference signal and the PL, $\tau$ is the effective decay time, and $\omega = 2\pi f$, where $f$ is the frequency of the modulation introduced to the excitation laser.

For a multiexponential decay time function, Equations (3) and (4) can be generalized to:

$$N(\omega) = \sum_k \frac{\alpha_k \cdot \omega \tau_k^2}{\left(1 + \omega^2 \cdot \tau_k^2\right)} / \sum_k \alpha_k \cdot \tau_k$$  \hspace{1cm} (5)

$$D(\omega) = \sum_k \frac{\alpha_k \cdot \tau_k}{\left(1 + \omega^2 \cdot \tau_k^2\right)} / \sum_k \alpha_k \cdot \tau_k$$  \hspace{1cm} (6)

where $\alpha$ corresponds to the weight of the $k$ decay ($\tau_k$), and $N(\omega)$ and $D(\omega)$ corresponds to the real and imaginary part of the detected signal, respectively. In order to provide the highest accuracy in the measurements, each experimental point was obtained after five averages and the signal was always kept at

---

**Figure 3.** Waveguided PL spectra and outcoupled intensity. a–c) Normalized PL spectra collected for different waveguide lengths from $z = 0$ to $z = 2000 \mu m$ that integrate PNC films of thicknesses a) $d_1 = 50 \text{ nm}$, b) $d_1 = 100 \text{ nm}$ and c) $d_1 = 200 \text{ nm}$, where numbers indicate the PL peak intensity referred to the value at $z = 0$. d,e) PL peak wavelength and PL intensity as a function of $z$, respectively. Red, brown, and black symbols refer to $d_1 = 50 \text{ nm}$, $d_1 = 100 \text{ nm}$, and $d_1 = 200 \text{ nm}$ PNC films. Solid lines in (e) represent the fitting of the data to a bi-exponential decay function.
least one-fold higher than the noise. Furthermore, since our experimentally available ω range is restricted to 1–2 MHz, very short as compared to the case of the electrical modulation in the well-known impedance spectroscopy, m(ω) is not very sensitive given that the exciton lifetime τ ∼ 1/ω = 3 × 10⁻³ s. For this reason, we have chosen tan(φ(ω)) in Equation (4) as the most sensitive magnitude to extract θ. This is also because φ(ω) can be measured by the lock-in amplifier with accuracy as low as 0.01 radians.

Figure 4a–c shows representative measurements for waveguides defined by PNC films with thicknesses d₁ = 50, 100, and 200 nm. Green, dark green, and dark yellow symbols correspond to z = 0 mm, z = 1 mm, and z = 2 mm, respectively. In all cases, the low dispersion of the experimental data allows a nice fitting with the low pass filter model given by Equations (5) and (6). The PL kinetics is not only influenced by the spontaneous recombination of excitons (>3.5 ns), but also from trapping/detrapping mechanisms that delay PL decay times of HP materials up to 1 μs, as we proposed in previous works.[50,52,53] Here, we believe that each process (exciton and trapping/detrapping) can be observed at its specific frequency range. Above 0.5 MHz or so, experimental data follows a linear variation whose slope is consistent with an effective decay time τ₁ (τ later) in the range 3 to 9 ns depending on the thickness of the active layer, d₁, and the propagation distance, z, as shown in Figure 4a–c. See Section 2 of the Supporting Information for the complete variation of the fitting parameters with z and the different samples changing d₁. The decay time measured at short z, 3–3.5 ns, agrees with the recombination time of excitons reported for CsPbBr₃ PNCs under low power excitation conditions at room temperature (<1 μJ cm⁻²).[39] Furthermore, we need to introduce a longer decay time τ₂ = 1.25 ± 0.50 μs to reproduce the variation of the phase with a smaller slope in the low-frequency range (30–300 kHz). This longer second time is ascribed here to the trapping/detrapping mechanism and remains constant for the whole range of the geometrical parameters, d₁, and z, studied here. The ratio of weights (α₁/α₂) in Equations (5) and (6) lies in the range 10⁻³ to 10⁻⁴, which means a small contribution of the second and long decay time, i.e., small slope of phase for frequencies below 0.3 MHz in Figure 4a–c.

The radiative recombination of excitons (or exciton lifetime ≈3–3.5 ns) would be the dominant mechanism at short propagation distances (z). As z increases, a delay time is introduced in waveguided PL due to the enhancement of the PR effect by the longer path for secondary (re)absorbed/(re)emitted photons. As it was earlier proposed for CsPbBr₃ microwires,[21] MAPI crystals,[10] MAPI films,[18] PR becomes more and more effective for longer z as most of primary/pumping photons are absorbed in less than one micron. This effect is not only giving rise to the red-shift of the PL spectrum of the PNC film, but also to an increase of the “effective” PL decay time.[21,12] In the present work, for z < 100 μm we measure τ = 3–4 ns for the three samples with different thicknesses of the active layer, which means that PR propagation distance is significantly longer than 100 μm. In measurements of waveguided PL at longer optical paths (z > 100 μm), more and more multiple (re)absorption and (re)emission cycles are taking place, which in turn will introduce an additional delay for outcoupled photons, coming from a “secondary photon flux”, as observed in Figure 4d. The proposed waveguide structure allows the propagation of the recycled photons at distances longer than 1 mm, which is much higher than the “photon propagation length”

**Figure 4.** Measured phase and fitting to Equations (5) and (6) for extracting the effective decay time of waveguided PL. Tan(φ(ω)) data for z = 0 mm (green symbols), z = 1 mm (dark green symbols) and z = 2 mm (dark yellow symbols) for waveguides with: a) d₁ = 50 nm, b) d₁ = 100 nm, c) d₁ = 200 nm. Solid lines show the data fitted through Equations (4) and (5). d) Decay times extracted in Figure 4a–c as a function of z for d₁ = 50 nm (red symbols), d₁ = 100 nm (brown symbols) and d₁ = 200 nm (black symbols). The solid lines (with the same color code) correspond to the best fitting curves with the rate equation model defined by Equations (7) and (8). e) Correlation between the effective decay time and the Stokes shift for d₁ = 100 nm (brown symbols), d₁ = 200 nm (black symbols). Dotted lines correspond to a quadratic polynomial fitting representative of such strong correlation between both magnitudes.
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estimated from other architectures (see Table S2, Supporting Information). Consequently, the present geometry introduces a certain increase of the decay time, from $\tau = 3$ ns for $z = 0$ mm to $\tau = 9$ ns for $z = 3$ mm, which results in a ratio $(\tau / \tau_0) = 2$, only reached with single crystals (see Table S2, Supporting Information). Moreover, $\tau$ increases from 7 to 9 ns at $z = 3$ mm) with the PNC thickness $d_1$ (100 and 200 nm, respectively), because the TE$_0$ mode is more and more confined in the active layer ($\Gamma = 80\%$ for $d_1 = 200$ nm). We could take account of this phenomenon by the following rate equation system for the exciton and photon populations:

$$\frac{\partial n(z)}{\partial t} = \alpha \beta \gamma (z) - \frac{n(z)}{\tau}$$

(7)

$$\gamma(z) = I(0) \frac{\alpha}{\alpha + \beta}(1 - e^{-\alpha z})$$

(8)

where $\beta$ is a parameter related to the reabsorption, $I(0)$ the flux of primary photons at $z = 0$, $\gamma(z)$ the integration of the primary flux of photons at the position $z$, and $\alpha$ the attenuation of the primary photons. Equation (7) is the rate equation of the exciton population ($n(z)$), where the term $\alpha \beta \gamma$ represents an excitonic generation rate dependent on the primary PL photon flux. Equation (8) indicates the integrated population of primary photons at a distance $z$. The experimental variation of the effective decay time with the propagation distance can be nicely fitted by means of Equations (7) and (8), see solid lines in Figure 4d, with the following parameters: $\tau = 3.5$ ns, $\alpha = 0.0005$ mm$^{-1}$, and $\beta = 0.06, 0.07$, and 0.1 J$^{-1}$ m$^{-1}$ for waveguides with $d_1 = 50, 100$, and 200 nm, respectively. The large value of $\beta$ required to reproduce the experiments confirms the importance of the PR effect and indicates that PR can be interpreted as a photon gain mechanism in the waveguides. The increase of $\beta$ with $d_1$ can be ascribed to the increase of the electric field confinement in the waveguide.

Furthermore, the value of $\tau$ is strongly correlated with the redshift of the corresponding PL spectra measured at the same propagation distance in the three waveguides, as shown in Figure 4e (data symbols and the square-polynomial fitting). However, this correlation is not straightforward and cannot be accounted for by means of the rate equation system (7 and 8). For including the light wavelength, it would be necessary to consider the $\lambda$-variation of the exciton population proportional to PL spectrum and the absorption coefficient, other than the possible and unknown variation of $\beta$. These drawbacks can be better solved using the 1D Monte Carlo modeling proposed in the next section.

4. The Physics behind the PR Effect and Enhancement in the Waveguide Architecture

The results presented in the previous section clearly indicate the influence of the PR in the dynamics of the light propagation along the waveguide. In particular, the photons extracted at the output edge of the sample are influenced by the PR effect that results in a redshift of the spectra and an increase of the apparent PL decay time. We propose here to apply a 1D Monte Carlo ray-tracing technique to simulate the photon population with time and distance within the optical waveguide. This modeling will be the basis to understand the experimental results presented in Figures 3 and 4 and extract (semi-)quantitative information of the PR effect, which is important for imaging and developing new architectures in future optoelectronic and photonic devices with increased efficiency due to the PR effect.

This 1D Monte Carlo model explains quite reasonably how is taking place the propagation of photons generated by exciton recombination (in the different absorption/emission cycles) inside the waveguide (see the qualitative illustrations in Figure 5a and the Video S1, Supporting Information, animation). For this purpose, the model analyses the temporal evolution of each photon injected in the waveguide following the next steps:

i. A flux of a primary is spontaneously generated at the excitation stripe spot.

ii. There is a probability of photon absorption by the PNCs embedded inside the structure as a function of the wavelength and the propagation distance ($z$).

iii. The absorbed photons generate a secondary flux of emitted photons whose propagation is, again, analyzed by the probability of absorption.

In fact, the simulated photon flux at distances above 2.5 mm yields a redshift in the order of 10 nm (see the 2D map in Figure 5b), in agreement with experimental data represented in Figure 3d. Moreover, the population of photons at each propagation distance indicates the influence of the PR by adding a delay that increases the effective PL decay time (over the value of the exciton recombination time), as shown in Figure 5c. Clearly, the photon age increases with $z$ and the most probable value for the photon population (dotted line in Figure 5c) explains the experimental values obtained for $\tau$ in Figure 4d, as described in the previous section.

Under these conditions, the influence of the PR can be evaluated by calculating the number of reabsorption/reemission events (or PR events) along the waveguide. According to the map presented in Figure 5d, the photon propagation distance ($z$) is linearly correlated with the number of PR events. For example, the number of PR events is around 35 per primary photon to travel a distance of 1 mm. In our experiments, the density of primary photons injected in the waveguide can be estimated as:

$$N = \frac{P \cdot \tau}{h \nu}$$

(9)

where $\alpha$ is the absorption of the excitation beam at 450 nm (around 1 $\mu$m$^{-1}$), $\tau$ the exciton recombination time without PR ($\approx 3.5$ ns), $P$ the excitation fluency (30 mW cm$^{-2}$) and $h \nu$ the photon energy (2.375 eV). These numbers yield $N = 2.75 \times 10^{12}$ photons cm$^{-3}$, hence a total number of primary photons of $8.8 \times 10^8$ injected in the excitation volume of around $3.2 \times 10^{-8}$ cm$^3$ ($800 \times 200 \times 0.2$ $\mu$m$^3$), which give rise to a total number of $3.08 \times 10^6$ PR photons along 1 mm of propagation distance. In particular, our 1D Monte Carlo model predicts that, under steady-state conditions, from $N_0$ (total) injected photons (the algorithm imposes an injection of $n_0$ photons per iteration—every $\Delta t$—until reaching the steady-state conditions,
typically after >20 000 iterations, i.e., \( N_0 = 20 \, 000 \, n_0 \) we get only \( 5 \times 10^{-5} \, N_0 \) of primary injected photons and 0.01 \( N_0 \) of secondary photons outcoupled at \( z = 3 \, \text{mm} \). That is, outcoupled secondary (recycled) photons are important at long propagation distances, being as high as 1% of injected photons in the waveguide, whereas the proportion of primary photons is negligible, only 0.005%, because they are mostly absorbed (as indicated in Figure 3e). This important claim would imply a significant increase of electron–hole pairs promoted to conduction-valence bands of the PNC film, which could be interpreted as a gain-assisted mechanism, in the sense of a propagation length enhancement, for the collected PL. The derived benefits in optoelectronic devices include an increase of the conversion efficiency in solar cells, with a major improvement of the photo voltage, or the enhancement of the outcoupling efficiency in light-emitting diodes.

Finally, the nature of the PR in the waveguide can be analyzed by studying the evolution of the photon density (S) with the propagation distance. Figure 5e presents the spatial distribution of the photon population at different photon ages (integrating over a window of 1 ns) as a function of \( z \). Such spatial distribution for the different photon ages is represented by Gaussians (Figure 5e), as a result of the corresponding fitting applied to simulated data. The peak position of the Gaussians increases with photon age, as also occurs for the variance (at least up to 8.5 ns). Therefore, the evolution of the secondary photon flux can be explained by Fick’s law, where the drift term \( \nu \) indicates the shift of the peak position with time (cyan circles in Figure 5f) and the diffusion term \( D \) the broadening of the Gaussian variance (red circles in Figure 5f):

\[
\frac{\partial S(z,t)}{\partial t} = D \frac{\partial^2 S(z,t)}{\partial z^2} - \nu \frac{\partial S(z,t)}{\partial z}
\]

Figure 5. Simulation with a Monte Carlo algorithm. a) Illustration of the steps taken into account within the Monte Carlo algorithm: injected primary photons (top panel), generation of excitons (electron–hole pairs) and photons by exciton recombination (middle panel), (re)absorption–(re)emission processes giving rise to the secondary photon flux (bottom panel). b) Simulated map made from (time integrated) PL spectra as a function of the propagation distance. c) Spatial and temporal variation of the photon population (dotted line indicates the most probable value given by the photon population). d) Population of photons as a function of the propagation distance and the number of PR events. All 2D maps are normalized to the maximum photon density with the color scale indicated at the right of (c). e) Spatial distribution (Gaussian-like) of the photon population at different photon ages (averaged 1 ns around the indicated values, 5.5 to 9.5 ns). f) Peak position of the photon population (cyan symbols, right axis) and Gaussian variance \( \sigma^2 \) as a function of the averaged photon age (red symbols, left axis). The variation of these magnitudes can be fitted (dashed lines in the plot) by a drift velocity of \( 5.7 \times 10^5 \, \text{m} \, \text{s}^{-1} \) and a diffusion coefficient \( D = 450 \, \text{m}^2 \, \text{s}^{-1} \).
(cyan dashed line in Figure 5f) that corresponds to the “drift velocity” of photons along the propagation direction. With this velocity, one can estimate a transit (delay) time for recycled photons \( \tau_0 \approx 5 \) ns to travel 3 mm in the waveguide. If this time is added to the exciton recombination time, one obtains the measured effective decay time of near 9 ns. Since the secondary flux depends on the reabsorption efficiency and the exciton lifetime of emitted photons (here we take also into account the PL shape as in the above given illustration for question 2) inside the optical waveguide, we believe that these physical parameters and the geometrical and dielectric parameters of the structure (the thickness of the film, its dielectric constant and that of claddings determining the confinement factor in Equation 1), together with the size distribution of nanocrystals, are the main factors determining “drift velocity” and “diffusion coefficient” of photons in the perovskite nanocrystal structure studied here.

Simultaneously, a diffusion coefficient of around \( D \approx 450 \text{ m}^2 \text{s}^{-1} \) is deduced from the variance of the spatial distribution of the photon population (red dashed line in Figure 5f). The diffusion term saturates because the drift is dominant in the proposed photonic architecture. Moreover, this D constant is consistent with the one obtained in the case of a standard thin film (Figure 1a), \( D \approx 420 \text{ m}^2 \text{s}^{-1} \), see Figure S3 (Supporting Information), where no directionality was imposed in our 1D Monte Carlo model. As expected, in the thin film case, only diffusive regime for the secondary photon flux is deduced from our simulation, i.e. represented by a linear increase of the Gaussian variance with time, as shown in Figure S3 (Supporting Information) (red dotted symbols and dashed fitting line). Furthermore, if diffusive regime dominated, as occurs for the thin film case, the time for traveling 3 mm would be 20 ns, four times longer than the value in the waveguide, considering that distance, 3 mm, as the diffusion length. It is also worth mentioning that our thin film made of PNCs does not hold carrier diffusion. This simplifies the modeling above, but it will be necessary to be considered in next future investigations involving the optimization of PR for photovoltaic devices.

\[
D = 450 \text{ m}^2 \text{s}^{-1}
\]

\[
D = 420 \text{ m}^2 \text{s}^{-1}
\]

5. Conclusions

In this work, PR mechanism is studied in thin films made of PNCs deposited by doctor blading and sandwiched by PMMA to define a waveguide structure on a Si/SiO\(_2\) substrate. This configuration highly confines emitted photons in the perovskite nanocrystal structure studied here. Furthermore, if diffusive regime dominated, as occurs for the thin film case, the time for traveling 3 mm would be 20 ns, four times longer than the value in the waveguide, considering that distance, 3 mm, as the diffusion length. It is also worth mentioning that our thin film made of PNCs does not hold carrier diffusion. This simplifies the modeling above, but it will be necessary to be considered in next future investigations involving the optimization of PR for photovoltaic devices.

\[
\tau_0 \approx 5 \text{ ns}
\]

\[
\Delta \tau \approx 5.3 \text{ ns}
\]
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