Modelling the effect of image shadowing from Differential Interference Contrast Microscopy on Differential Dynamic Microscopy
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Abstract

During In Vitro Fertilisation (IVF), combining time-lapse contrast microscopy with suitable image processing techniques could facilitate non-invasive classification of oocyte health, driving oocyte selection to maximise success rates. One image processing technique, Differential Dynamic Microscopy (DDM), has been used in a variety of microscopy settings including bright field, dark field and fluorescence. However, in some applications, effects stemming from the choice of microscopy may invalidate underlying assumptions of DDM. Here, we study the DDM analysis of differential interference contrast (DIC) microscopy movies. DIC exhibits a characteristic shadowing effect that gives the illusion of a 3D appearance, which we show causes deformation of the output DDM matrix. We present a mathematical description of this deformation, and conclude that, when studying isotropic motion, no account of the DIC shadow needs to be considered during DDM analysis. We validate our conclusions with simulated particle data, and with DIC images of colloidal dispersions. Although this conclusion does not generally extend to anisotropic motion, we demonstrate that for directed advection and diffusion behaviour, parameter fitting invariance still holds. These results validate the current practice of applying DDM to DIC, and are a foundation for further exploration of DDM in other phase-contrast image datasets.
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1 Introduction

Quantifiable assessment of the rate of movement within image data is required in a wide variety of medical diagnostic settings. For example, characterising spermatazoa motility is crucial for fertility assessment of both farm animals and humans [1], and there are established links between the rate of so-called basal speed, or ‘active diffusion’, in the cytoplasm of mouse zygotes and their potential for embryo development [2]. Although important, the usefulness of such data depends on the availability of suitable techniques that can accurately extract quantifiable movement data from images.

Differential Dynamic Microscopy (DDM) is one such technique, designed to interpret and analyse time lapse microscopy images to extract statistical motility parameters [3]. DDM has been applied to a number of problems, including characterising the diffusion rate of Brownian motion in colloidal dispersions [3], describing the swimming speed distribution of bacteria [4] and spermatozoa [1], and characterising active diffusive processes in Drosophila oocytes [5]. The applications of DDM cover many types of microscopy, including bright field [3], fluorescence [6], confocal fluorescence [7], dark-field [8] and phase contrast [4, 9].

The specific phase contrast application we consider here is characterising the rate of cytoplasmic flow in Drosophila oocytes [5], which could pave the way for non-invasive techniques to assess IVF success. This application uses differential interference contrast (DIC) microscopy, which utilises dual beam interference to convert phase gradients into light and dark intensities [10, 11], and can generate images with very high resolution.
and contrast [12], even at very large magnification [13]. A characteristic feature of DIC is that the images appear 'shadow-cast' [10] as demonstrated in Figure 1, depicting a DIC image of a mouse oocyte.

Figure 1: Several mouse oocytes imaged with DIC microscopy, as described in Section 2.3. A visual shadow can be seen, as if a light source were supplied at the top right of the image. Image by Wang, Borri and Langbein.

DIC is bright field transmission modulated by the sample phase gradients along a given direction, the shear. This contrast is similar to the relief-type contrast of the brightness of a surface profile with a height representing the phase, obliquely illuminated along the shear, providing highlights and shadows, and thus can be understood by human observers as such a surface profile, which they are trained to see during their development [10]. The anisotropy introduced by the shear raises the question of how to interpret the output statistics from image processing techniques such as DDM in terms of the underlying object motion. For example, in dark-field imaging, DDM is only robust under the condition that gradients in the background illumination are small relative to the length scale of imaged motion [8]. Although phase contrast microscopy has been used for DDM in various studies [4, 5, 9, 14], the authors of this paper are not aware of investigations into how the shade-off and halo artifacts in traditional phase contrast microscopy using annular illumination and a phase ring [10] affects the output statistics from DDM.

This work evaluates the use of DDM on DIC movies and demonstrates the effects of the changed contrast on the DDM algorithm. Importantly, we show that current DDM analysis approaches will yield equivalent summary statistics under certain conditions. First, we give an overview of DIC microscopy in Section 2, including methods of acquisition of images used in this work. We then give a brief overview of the DDM technique in Section 3, and establish a mathematical formulation for the DDM matrix generated by a DIC image stack. From this formulation, in Section 4 we immediately prove that in the case of isotropic motion, the DDM analysis is invariant under the DIC shadowing, up to a scaling. We further extend this conclusion in Section 5 to include a system with advection and diffusion, which constitutes a specific case of anisotropic motion.

2 DIC Microscopy

2.1 DIC Principle

A DIC image is formed by pairs of closely spaced polarised beams [10], with their separation denoted as the 'shear', which is typically similar to optical resolution in the focal plane. The beams are then recombined and analysed, converting a mutual phase difference into an intensity difference in the resulting image.

A sketch of a DIC microscope with de-Sénarmont compensation and its workings is given in Figure 2. Starting from a bright-field transmission microscope in Köhler illumination, the illumination is linearly polarised at

2
Figure 2: A sketch of the principle of operation of a DIC microscope with de-Sénarmont compensation. After adjusting a transmission microscope for Köhler illumination, a linear polariser at $45^\circ + \theta$ to the sample $x$ (horizontal) and $y$ (out of plane) directions creates a linear polarisation (see electric field sketches on the right), which is converted by a quarter wave plate to a relative phase shift of $2\theta$ of the $x$ and $y$ polarised field components $E_x$ and $E_y$ of equal amplitude (see sketch of temporal field oscillations on the right). A Wollaston prism splits the two fields, creating two focal points separated by the shear $s$. The transmitted fields, which experienced a relative phase shift $\delta(r)$ as function of sample position $r = (x, y)$, are collimated by the objective, recombined in direction by a second Wollaston prism, and projected by the analyser of $-45^\circ$ orientation, providing an intensity proportional to $1 - \cos(\psi - \delta(r))$. Using $\psi = 90^\circ$, a nearly linear dependence of the intensity on the phase shift $\delta(r)$ is obtained, leading to the relief-type contrast.
$45^\circ + \theta$, and then transmitted through a quarter-wave plate with the fast axis at $45^\circ$, resulting in electric field components $E_x$ and $E_y$ in $x$ and $y$ direction, respectively, of equal amplitude and a relative phase shift of $\psi = 2\theta$. A Wollaston prism splits the propagation direction of $E_x$ and $E_y$ in the condenser back focal plane, resulting in a relative displacement of the corresponding focal points at the sample by the shear $s$ along the x direction. The fields are probing the sample properties accordingly at two positions displaced by $s$, and acquiring a spatially dependent phase difference $\delta(r)$, with the in-plane sample position $r = (x, y)$. After transmission through the sample, the two fields are recombined in direction at the back focal plane of the objective by a Wollaston prism matched to the first one (a Nomarski prism can be used instead, which allows to have the effective recombination position displaced from the prism and thus to position the prism at a accessible place in the beam path after the objective). A second polariser, called analyser, orientated at $-45^\circ$, orthogonal to the first one, is projecting the recombined fields along its axis to provide an intensity interference. The resulting transmitted intensity $I_t$ has a dependence on the phase shift $\delta(r)$ given by

$$I_t(r, \psi) = \frac{I_0}{2} \left[ 1 - \cos (\psi - \delta(r)) \right],$$

with the excitation intensity $I_0$, the position in the sample plane $r$, the phase offset $\psi$, and the difference $\delta(r)$ of the optical phase shift $\phi$ for the two beams that pass through the sample in two adjacent points separated by the shear vector $s$.

Adjusting the phase offset $\psi$, the contrast can be changed from a dark-field type at $\psi = 0$, where the intensity is proportional to $\delta^2(r)$, to a bright field image modulated by a term linear with the phase shift, with the largest linear range for $\psi = 90^\circ$, for a polariser angle of $\theta = 45^\circ$.

More details on the theory of DIC can be found in Ref. [15] for two-dimensional samples, in Ref. [16] for three-dimensional samples, and a fully vectorial treatment of the fields is given in Ref. [17].

### 2.2 Samples

As test standard for the DDM analysis, polystyrene (PS) beads, having a nominal radius of 100 nm with less than 3% coefficient of variance (cv), were purchased (Alpha Nanotech Colloidal PS Beads NP-PA07CPSX78). These PS beads were dispersed in 30% v/v glycerol/water mixtures to a particle concentration of 0.1 mg/mL, than 3% coefficient of variance (cv), were purchased (Alpha Nanotech Colloidal PS Beads NP-PA07CPSX78).

As test standard for the DDM analysis, polystyrene (PS) beads, having a nominal radius of 100 nm with less than 3% coefficient of variance (cv), were purchased (Alpha Nanotech Colloidal PS Beads NP-PA07CPSX78). These PS beads were dispersed in 30% v/v glycerol/water mixtures to a particle concentration of 0.1 mg/mL, than 3% coefficient of variance (cv), were purchased (Alpha Nanotech Colloidal PS Beads NP-PA07CPSX78).

2.2 Samples

2.3 Optical Setup

DIC images were obtained using an inverted Nikon Ti-U microscope as in [13, 19]. Samples were illuminated using a 100 W halogen lamp (Nikon V2-A LL 100 W) followed by a Schott BG40 filter to remove wavelengths above 650 nm (for which the DIC polarisers are not suited) and a Nikon green interference filter (Nikon GIF), to define the wavelength range centred at 550 nm and having a full-width at half maximum (FWHM) of 53 nm. This illumination was then passed through a de-Sénarmont compensator (a rotatable linear polariser and quarter-wave plate, Nikon T-P2 DIC Polariser HT MEN51941) and a Nomarski prism (Nikon N2 DIC module MEH52400 or MEH52500) and focused onto the sample by a condenser (MELO01600) of 0.72 numerical aperture (NA). The shear of the Nikon N2 DIC was measured to be $(238 \pm 10)$ nm. The objective used was a $20\times 0.75$ NA planapochromat (MRD00205). After the objectives, light passes through a suited Nomarski prism (DIC slider MBH76220) and a linear polariser (Nikon Ti-A-E DIC analyser block MEN 51980). Images were detected by a Hamamatsu Orca 285 CCD camera (18,000 electrons full well capacity, 7 electrons read noise, and 4.6 electrons per count, 12 bit digitiser, $1344 \times 1024$ pixels, pixel size 6.45 µm, 192 counts offset). The microscope was adjusted for Köhler illumination, and the field aperture was set to be slightly larger than the imaged sample region.
For the images of colloids, a sequence of \( N \) frames (up to 256) were acquired, with 120 ms exposure time per frame (given by highest stably achievable frame rate), with the lamp intensity adjusted to provide a mean intensity of about 3000 counts (13000 photoelectrons) per pixel. Data for de-Sénarmont polariser angles \( \pm \theta \) as well as zero were taken to enable qDIC analysis, for \( \theta \) of 15, 30, and 45 degrees. The rotation of the de-Sénarmont polariser was motorized (by a home-built modification) to improve positioning speed and reproducibility. DIC images of the colloids were acquired with a 20 x objective and 1.5 x tubular lens at a polarisation angle of 15°.

For DM analysis, a total of 7680 frames were taken at +15° and an average of 256 frames at -15° were used to post process the data.

For the mouse oocyte in Figure 1, DIC images were acquired with 20x objective with 1.5 tubular lens, by a monochrome ORCA285 Hamamatsu CCD camera with 120 ms frame exposure time and a 12.5° polarisation angle in the de-Sénarmont DIC illuminator (yielding a 25° phase offset). A motorized stage and z-drive (Prior ProScan III) enabled lateral xy sample movement and axial z focus movement for focusing. For DM analysis, polarisation angle was changed to the opposite side every 30s, during which 256 frames of DIC images were acquired.

### 3 Differential Dynamic Microscopy (DDM) applied to DIC images

#### 3.1 The DDM algorithm

Comprehensive descriptions of the DDM technique are available in literature [20], alongside MATLAB/Python codes and datasets [21]. Here, we provide a brief overview of the DDM algorithm.

Consider an image stack \( I(r, t) \) consisting of \( N \) digital images that are \( L \times W \) pixels long and wide, respectively, taken at regularly spaced times \( t \in \{0, \Delta t_{\text{min}}, 2\Delta t_{\text{min}} \ldots (N - 1)\Delta t_{\text{min}}\} = T \), where \( t_{\text{min}} \) is the time between consecutive frames. Here, \( r \) denotes the Cartesian location of each pixel. Define the time between any two given frames as \( \Delta t \), if \( t + \Delta t \in T \). Then define the image difference

\[
\Delta I(r, t, \Delta t) = I(r, t + \Delta t) - I(r, t).
\]

Denoting the spatial Fourier transform by \( \tilde{\cdot} \), the spatial frequency vector by \( q = (q_x, q_y) \), and the time average by \( \langle \cdot \rangle_t \), we define the DDM tensor as

\[
D(q, \Delta t) = \langle |\Delta I|^2 \rangle_t = \frac{1}{N-n} \sum_{k=1}^{N-n} \left| \Delta \tilde{I}(q, k\Delta t_m, \Delta t) \right|^2,
\]

where \( n \) is the number of frames elapsed during the time lag \( \Delta t \). Denoting the complex conjugate by * and commutative element-wise matrix multiplication (Hadamard product) by \( \odot \), the DDM tensor can be expanded and written as [3, 21]

\[
D(q, \Delta t) = 2 \left\langle |\tilde{I}(q, t)|^2 \right\rangle_t \odot \left( 1 - \frac{\Re \left( \langle \tilde{I}^*(q, t + \Delta t) \odot \tilde{I}(q, t) \rangle_t \right)}{\left\langle |\tilde{I}(q, t)|^2 \right\rangle_t} \right).
\]

Unless otherwise stated, throughout this work matrix multiplication will be element wise, so we drop the explicit \( \odot \) notation. The term

\[
\frac{\Re(\tilde{I}^*(q, t + \Delta t)\tilde{I}(q, t))}{\langle |\tilde{I}|^2 \rangle_t} = f(q, \Delta t),
\]

is the real part of the Intermediate Scattering Function (ISF) [20, 21], which is equal to the real part of the Fourier transform of the van Hove function \( G(r, t) \), which counts the expected number of particles \( j \) found at the location \( r \) at time \( t \) given a particle \( i \) is located at the origin at time \( t = 0 \) [22]. When particles act independently, this can be used to describe the probability density function describing motion of particles in the system (further explanation for this relationship is given in the Supplementary Materials).

Assuming the imaged motion is isotropic and that the images are not spatially heterogeneous, an azimuthal average can be applied to Equation (3) for dimensional reduction and to average over random movement within.
the image stack. We express this as the contour integral
\[
D(q, ∆t) = \frac{1}{||Γ||} \oint_Γ D(q, ∆t)dΓ = \frac{1}{2π} \int_{−π}^{π} D(q, ∆t) dθ,
\]
where \(||·||\) is the length of the contour \(Γ\), and
\[
Γ = q(\cos(θ), \sin(θ)), \quad θ \in [0, 2π).
\]
The azimuthal average of \(D(q, ∆t)\) is a matrix, commonly expressed as
\[
D(q, ∆t) = A(q)(1 − f(q, ∆t)),
\]
where
\[
A(q) = \frac{2}{||Γ||} \oint_Γ \left\langle \left|f^2(q, t)\right| \right\rangle dt,
\]
is a scaling parameter depending on the appearance of particles [3]. In practice, it is necessary to add an additional term \(B(q)\) to Equation (5), which accounts for random noise from the camera [5, 9, 21]. If an analytic form of \(f(q, ∆t)\) is known, we can evaluate \(D(q, ∆t)\) numerically by iterating Equation (2) over the image stack, and then employ numerical fitting approaches to Equation (5) to determine parameters within \(f(q, ∆t)\). For example, in Brownian motion, it is known that \(f(q, ∆t)\) has the form
\[
f(q, ∆t) = e^{-q^2D∆t},
\]
where \(D (\mu m^2/s)\) is the diffusion coefficient [3, 21, 23]. If we fix \(q\) in the DDM matrix, both \(A(q)\) and \(B(q)\) in Equation (5) become constant, allowing us to first probe the time dependency of \(f(q, ∆t)\), and then fit again to probe the dependency on \(q\). Often for diffusion problems [3, 5, 21], this two step approach first numerically fits some \(q\) dependent term \(\tau_q = (q^2D)^{-1}\), and then determines \(D\) by fitting
\[
\log(\tau_q) = -2 \log(q) − \log(D).
\]

DIC microscopy induces anisotropy in the DDM tensor
In Figure 3, we plot \(D(q, ∆t)\) at the smallest time lag available for two different movies of colloidal dispersions; 3a comes from bright field images of a colloidal dispersion [21], with concentric rings demonstrating that the underlying process is isotropic [21]. However, 3b, derived from DIC images of a similar colloidal dispersion, shows an asymmetric ‘kidney bean’ shape, where the highest peaks align along the orientation of the shear \(s\) in the DIC image, and the lowest are orthogonal to it.

Since we know the colloidal dispersion is subject only to isotropic Brownian motion [24], the anisotropy in Figure 3, right, is an artefact of the DIC imaging process. We now derive an expression to characterise and resolve this anisotropy.

DIC images as the difference of two phase images
A single DIC image can be expressed as the difference between overlapping identical offset images [25], where each polarised beam in the pair generates a different image. For a DIC image stack \(I(r, t)\), there exists image stacks \(X(r, t)\) and \(Y(r, t)\) such that
\[
I(r, t) = Y(r, t) − X(r, t),
Y(r, t) = X(r + s, t),
\]
for a shear \(s = (x_0, y_0)\). For some initial time, \(t\), and some time displacement \(∆t\), let \(I_2 = I(r, t + ∆t)\) and \(I_1 = I(r, t)\), with the relation \(I_j = Y_j - X_j\), \(j \in [1, 2]\). Hence, \(ΔI = ∆Y − ∆X\), and we construct the DDM matrix for the DIC image, denoted \(D_Y\), as follows;
\[
D_Y(q, ∆t) = \left\langle \left|ΔY^*\right|^2 \right\rangle_t + \left\langle \left|ΔX^*\right|^2 \right\rangle_t − \left\langle ΔY ΔX^* \right\rangle_t − \left\langle ΔX ΔY^* \right\rangle_t.
\]
Comparing to Equation (2), \(D_Y \equiv \left\langle \left|ΔY^*\right|^2 \right\rangle_t\) and \(D_X \equiv \left\langle \left|ΔX^*\right|^2 \right\rangle_t\). In DIC microscopy, shear distances may be as small as 0.2-0.3 \(\mu m\) [10, 25, 26], which means that this displacement is small relative to the size of the
Figure 3: Isocontours of $D(q, \Delta t)$ for 3a bright field images of colloidal dynamics [21] and 3b DIC images of colloidal dynamics. Both sets of images are displayed for the smallest available time separation: $\Delta t = 2.5$ ms for bright field and 0.12s for DIC. The bright field images yield concentric circular isocontours, but in DIC images, there is a clear asymmetry aligned with the direction of the DIC microscope shear, denoted by the white arrow $s$.

image. Hence, it is unlikely that the sampled dynamics between the image sets will differ significantly, and we conclude that $D_Y \approx D_X$.

By the translation property of the Fourier transform,

$$\tilde{Y}_j(q) = \tilde{X}_j(q)e^{-i(q \cdot s)},$$

and rearranging the definition of the ISF in (4), we may rewrite Equation (6) as

$$\langle |\Delta \tilde{I}|^2 \rangle_t = 2D_X(q, \Delta t) - 4|\tilde{X}|^2 \cos(q \cdot s)(1 - f(q, \Delta t)).$$

Assuming a sufficiently high signal to noise ratio, such that noise is negligible, Equation (5) defines the DDM tensor on a DIC image stack as

$$D_I(q, \Delta t) = 4|\tilde{X}|^2(1 - f(q, \Delta t))(1 - \cos(q \cdot s)).$$

As previously, the next step in the DDM analysis is to apply an azimuthal average. We first simplify our analysis by assuming the underlying motion, and therefore $f(q, \Delta t)$, is isotropic, for example in the case of swimming bacteria [4] or colloidal dispersions [3].

### 4 Fitting invariance for isotropic ISF

Assuming that $f(q, \Delta t)$ is isotropic, and noting that any circular contour along $D(q, \Delta t)$ centered on $q = (0, 0)$ is periodic with period $\pi$, the azimuthal average of (8) can be written as

$$D_I(q, \Delta t) = \frac{1}{|\Gamma|} \oint_{\Gamma} D_I(q, \Delta t) d\Gamma = (1 - f(q, \Delta t)) \frac{1}{|\Gamma|} \oint_{\Gamma} 4|\tilde{X}|^2(1 - \cos(q \cdot s)).$$

Defining some new scaling term depending only on $q$ by

$$A_I(q) = \frac{1}{|\Gamma|} \oint_{\Gamma} 4|\tilde{X}|^2(1 - \cos(q \cdot s)),$$

we can express $D_I(q, \Delta t)$ in the form

$$D_I(q, \Delta t) = A_I(q)(1 - f(q, \Delta t)).$$
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Hence, the functional form of the ISF remains unchanged, despite the shadow in DIC images, and hence running parameter fitting on either $D_X$ or $D_I$ will yield equivalent motility parameters. A more specific form of $A_I(q)$ can be found when $|X|^2$ does not depend on the orientation of $q$, a realistic condition which holds for collections of well mixed particles that share no common orientation. Under this condition, by the definition of the Bessel function of order zero [27],

$$J_0(x) = \frac{1}{\pi} \int_0^\pi \cos(x \cos(\theta)) \, d\theta,$$

the scaling term reduces to

$$A_I(q) = 4|X|^2(1 - J_0(qs)) = 2A_X(q) (1 - J_0(qs)),$$

where $s = |s| = \sqrt{u_x^2 + y_0^2}$. Thus, we express the radially averaged DDM matrix for the DIC image as

$$\mathcal{D}_I(q, \Delta t) = 2(1 - J_0(qs))\mathcal{D}_X(q, \Delta t).$$

Hence, $\mathcal{D}_I(q, \Delta t)$ is a rescaled version of $\mathcal{D}_X(q, \Delta t)$, implying that DDM is robust even under the shadowing effect leading to the deformation of the DDM matrix in DIC images. We now validate this expression, through both simulated datasets and real DIC images.

**Validation in simulations and colloid data**

We generate simulations of 150 particles moving inside a $490 \times 490$ window, with diffusion coefficient $D = 0.5 \mu m^2/s$, where 1 pixel represents 1 $\mu m$, for a duration of 4000 frames at a frequency of 8 frames per second. From these simulations, we generate the phase image stack $X(r,t)$ and the corresponding DIC image stack $I(r,t)$ using a DIC shift of 1 pixel to the right, i.e $s = (1,0)$. The first frame of each image stack is visualised in Figure 4. From each image stack, we generate the corresponding DDM matrices $D_X$ and $D_I$, respectively. More details about the simulations are available in Supplementary Material, and the code is available at https://github.com/OstlerT/DIC_DDM_Ostler.git.

![Figure 4](image-url)  
**Figure 4:** The first frame of the simulated phase image, $X$, and the corresponding DIC image, $I$, which is generated by $X(r+s,t)-X(r,t)$.

In Figure 5, we demonstrate that the decomposition in Equation (11) holds for all frequencies $q < 2 \mu m^{-1}$. For different sets of simulation parameters, the agreement can deteriorate at very high and very low frequencies, but it is standard practice in DDM analysis to restrict fitting to some interval on $q$ away from the lowest available frequencies, where statistical sampling of the radial average is poor, and away from large frequencies where the signal to noise ratio is poor [21]. As such, as long as the relationship holds over the optimal fitting region, we can conclude that the analysis of $D_X$ and $D_I$ will yield equivalent results.

We now show that the diffusion coefficients generated by fitting $D_X$ and $D_I$ are equivalent. We generate 150 movies of diffusing particles, choosing the diffusion coefficient to be $D = 0.5 \mu m^2/s$ to remain consistent with literature simulation approaches [8], and perform fitting over the frequency interval $0.3 \mu m^{-1} < q < 0.8 \mu m^{-1}$. The average diffusion coefficients generated by the simulations of $X$ and $I$ are $D_X = 0.481 \pm 0.009 \mu m^2/s$, and $D_I = 0.482 \pm 0.010 \mu m^2/s$, respectively, with the distribution of the fitted diffusion coefficients plotted in Figure 6a. Although a wide spread of fitted diffusion coefficients arises in the simulations, plotting the values $D_X - D_I$ as a histogram in Figure 6b shows the fitting difference is small between $D_X$ and $D_I$. Hence, DIC shadowing has a minimal effect on the fitted diffusion coefficient.
Figure 5: Snapshots of $D_I(q, \Delta t)$ and the rescaled form $2(1 - J_0(qs))D_X(q, \Delta t)$, plotted at fixed times over all spatial frequencies. There is excellent agreement for all frequencies $q < 2 \mu m^{-1}$ hence the relationship (11) is valid over this interval.

Additionally, we show that DDM is accurate in a single image stack formed of 7680 DIC images of a colloidal dispersion, as described in Section 2.2. The images are $1344 \times 1024$ pixels representing a $433.44 \times 330.24 \mu m$ real region (pixel length 322.5 nm), from which we take a square subset with a side length of 1024 pixels. The shearing distance is measured to be $238 \pm 10 \text{ nm}$ [26], the pixel length is 322.5 nm, with a shear angle of $\phi = \pi/4$ and a phase offset of $90^\circ$. From the corresponding DDM matrix, $D_I$, we fit a diffusion coefficient of $0.676 \mu m^2/s$. Comparing this to the Stokes-Einstein relation [3, 21],

$$D = \frac{K_B T}{6\pi \eta r},$$

the expected diffusion coefficient is $0.667 \mu m^2/s$, where $K_B$ is the Boltzmann constant, $T = 291.25 K$ is absolute temperature, $\eta = 3.20 \text{ mPa} (s^{-1})$ is the dynamic viscosity of a 30% glycerol solution, and $r$ the particle radius. Hence, $D$ is comparable to the fitted value. We visualise $\tau_{D_I}$, $A(q)$, $B(q)$ and the fitting regime in Figure 7.

Although we have only shown that our results hold for Brownian motion, the relationship (10) holds for all forms of isotropic motion. However, we cannot make the same claims for anisotropic motion, since the azimuthal average of Equation (8) contains the term

$$\int_G f(q, \Delta t) \cos(q \cdot s),$$

which we cannot evaluate without knowing the exact form of $f(q, \Delta t)$. For now, we consider directed advection-diffusion, a specific form of anisotropy present in the motivating example of classifying the rate of cytoplasmic movement in oocytes [5].
Figure 6: For 150 simulations of Brownian motion, we generate phase stacks $X(r,t)$ and corresponding DIC images $I(r,t)$. DDM analysis on each stack yields a diffusion coefficient, $D_X$ and $D_I$, respectively.  

6a Although the fitted diffusion coefficients have some spread around the true value $D = 0.5\mu m^2/s$, 
6b the difference $D_X - D_I$ is small, so the DIC shear has minimal effect on the fitting accuracy.
Figure 7: DDM analysis of the diffusion coefficients for fitted colloidal DIC data, yielding a fitted diffusion coefficient of 0.676 µm²/s. The fitting region 1.1 µm⁻¹ < q < 3.3 µm⁻¹, marked between the vertical blue dashed lines, is chosen where the signal \( A_I(q) \) to noise \( B_I(q) \) ratio is sufficiently high.
5 Exploring anisotropy; Fitting invariance for an advection-diffusion process

In order to distribute vesicles carrying important cell content, directed transport occurs in the cytoplasm of the oocyte, which induces a large-scale net flow known as cytoplasmic streaming [5]. This process results in particles having a constant, directed velocity, superimposed on the diffusive random processes. The probability density function \( u(r, \Delta t) \) describing the distribution of displacements of particles as they diffuse and move with velocity \( \mathbf{v} \) satisfies the advection-diffusion equation,

\[
\frac{\partial u(r, \Delta t)}{\partial \Delta t} = D \nabla^2 u(r, \Delta t) - \mathbf{v} \cdot \nabla u(r, \Delta t),
\]

where \( D \) is the diffusion coefficient as in Section 3, and \( \mathbf{v} \left( \mu \text{m}^{-1} \right) \) is assumed to be constant. The corresponding ISF is [20]

\[ f(q, \Delta t) = e^{-q^2 D \Delta t} \cos(q \cdot \mathbf{v} \Delta t). \]

The formulation of the DDM matrix for DIC images, advection-diffusion processes, follows the same argument as in Section 3.1, up to Equation (8). Substituting the new ISF into the definition of \( D_I(q, \Delta t) \) yields

\[
D_I(q, \Delta t) = 4|\tilde{X}|^2 \left( 1 - e^{-q^2 D \Delta t} \cos(q \cdot \mathbf{v} \Delta t) - \cos(q \cdot s) + e^{-q^2 D \Delta t} \cos(q \cdot \mathbf{v} \Delta t) \cos(q \cdot s) \right).
\]

We convert to polar coordinates, using

\[
\mathbf{v} = v (\cos \phi_1, \sin \phi_1), \\
\mathbf{s} = s (\cos \phi_2, \sin \phi_2), \\
q = q (\cos \theta, \sin \theta),
\]

and \( \frac{1}{||\Gamma||} \int_{\Gamma} D(q, \Delta t) d\Gamma = \frac{1}{2\pi q} \int_{-\pi}^{\pi} D(q, \theta, \Delta t) q d\theta = \frac{1}{2\pi} \int_{-\pi}^{\pi} D(q, \theta, \Delta t) d\theta. \)

Since the contour on which we take the azimuthal average of \( D(q, \theta, \Delta t) \) is \( \pi \)-periodic, we restrict \( \phi_1, \phi_2 \in [-\pi/2, \pi/2] \) and take the azimuthal average as

\[
D_I(q, \Delta t) = \frac{4|\tilde{X}|^2}{\pi} \int_{-\pi/2}^{\pi/2} \left( 1 - e^{-\kappa} \cos \left( \lambda \cos (\theta - \phi_1) \right) - \cos (\xi \cos (\theta - \phi_2)) \\
+ e^{-\kappa} \cos \left( \lambda \cos (\theta - \phi_1) \right) \cos (\xi \cos (\theta - \phi_2)) \right) d\theta,
\]

where we have introduced the non-dimensional parameters

\[ \lambda = qv \Delta t, \quad \xi = qs, \quad \kappa = q^2 D \Delta t. \]

We may rewrite the final term of the integral in Equation (12) as

\[
e^{-\kappa} \int_{-\pi/2}^{\pi/2} \cos \left( \lambda \cos (\theta - \phi_1) \right) \cos (\xi \cos (\theta - \phi_2)) d\theta \\
= e^{-\kappa} \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \cos(R^+ \cos(\theta - \psi_+)) d\theta + e^{-\kappa} \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \cos(R^- \cos(\theta - \psi_-)) d\theta,
\]

where

\[
R^\pm \cos(\theta - \psi^\pm) = R^\pm \cos(\theta) \cos(\psi^\pm) + R^\pm \sin(\theta) \sin(\psi^\pm),
\]

and

\[
R^\pm = \sqrt{\lambda^2 + \xi^2 \pm 2\lambda \xi \cos (\phi_1 - \phi_2)}, \quad \psi^\pm = \arctan \left( \frac{\lambda \sin(\phi_1) \pm \xi \sin(\phi_2)}{\lambda \cos(\phi_1) \pm \xi \cos(\phi_2)} \right).
\]

Noting that \( \psi^\pm \) does not depend on \( \theta \), we may express the integral in Equation (12) using Bessel functions of order 0,

\[
D_I = 4|\tilde{X}|^2 \left( 1 - e^{-\kappa} J_0(\lambda) - J_0(\xi) + \frac{e^{-\kappa}}{2} \left( J_0(R^+) + J_0(R^-) \right) \right),
\]

(13)
which gives us a new ISF,
\[ f(q, \Delta t) = J_0(\xi) + e^{-\kappa}J_0(\lambda) - \frac{e^{-\kappa}}{2} \left( J_0 \left( \sqrt{\lambda^2 + \xi^2 + 2\lambda\xi \cos(\phi_1 - \phi_2)} \right) + J_0 \left( \sqrt{\lambda^2 + \xi^2 - 2\lambda\xi \cos(\phi_1 - \phi_2)} \right) \right). \]  

Unlike the case of isotropic motion, the ISF now depends on the DIC shear parameters \( \xi \) and \( \phi_2 \), and we cannot immediately conclude that the DDM analysis on DIC images will yield accurate fitting parameters for an advection-diffusion process. However, we can use the fact that the DIC shear is small relative to the advective displacements to obtain an approximation to Equation (14), and extend our isotropic conclusion to advection-diffusion processes. Consider the term
\[ h(\lambda, \xi, \phi_1, \phi_2) = \frac{1}{2} \left( J_0 \left( \sqrt{\lambda^2 + \xi^2 + 2\lambda\xi \cos(\phi_1 - \phi_2)} \right) + J_0 \left( \sqrt{\lambda^2 + \xi^2 - 2\lambda\xi \cos(\phi_1 - \phi_2)} \right) \right), \]
and define
\[ g(\lambda, \xi) = J_0(\lambda)J_0(\xi), \]
which we will evaluate as an approximation to \( h(\lambda, \xi, \phi_1, \phi_2) \). A Taylor series of both \( h \) and \( g \) about \( \xi = 0 \) becomes
\[ h(\lambda, \xi, \phi_1, \phi_2) = J_0(\lambda) + \frac{1}{4} \left( J_2(\lambda) \left( \cos(2(\phi_1 - \phi_2)) \right) - J_0(\lambda) \right) \xi^2 + O(\xi^4), \]
\[ g(\lambda, \xi) = J_0(\lambda) \left( 1 - \frac{1}{4} \xi^2 \right) + O(\xi^4). \]

Thus, the difference between \( h(\lambda, \xi, \phi_1, \phi_2) \) and \( g(\lambda, \xi) \) for small \( \xi \) is approximately
\[ h(\lambda, \xi, \phi_1, \phi_2) - g(\lambda, \xi) = \frac{\xi^2}{4} J_2(\lambda) \left( \cos \left( 2(\phi_1 - \phi_2) \right) \right) + O(\xi^4). \]

Therefore the functions \( h \) and \( g \) are approximately equal, since \( J_2(\lambda) < 1/2 \) [28] and, thus, the error term is bounded above by \( \xi^2/8 \). So, for sufficiently small \( \xi \) we may rewrite the DDM matrix as
\[ \mathcal{D}_I = 4|\tilde{X}|^2 \left( 1 - e^{-\kappa}J_0(\lambda) - J_0(\xi) + e^{-\kappa}J_0(\lambda)J_0(\xi) \right), \]
\[ = 4|\tilde{X}|^2 \left( 1 - e^{-\kappa}J_0(\lambda) \right) (1 - J_0(\xi)), \]
which suggests that essentially the same DDM analysis can be applied to DIC images for anisotropic images without consideration of the DIC shear, since the effect of the DIC shear is accounted for entirely by a reparametrisation of the scaling term. We demonstrate this numerically, in Figure 8, by generating one simulation as in Section 4, with the addition of a directed velocity of \( v = 0.5 \mu \text{m s}^{-1} \) orthogonal to the DIC shear direction, and plotting the remapped DDM matrix \( \mathcal{D}_C(q, \Delta t) \) against \( \mathcal{D}_I(q, \Delta t) \). Our choice of \( v \) means that the displacement from velocity is equal to the DIC shear when \( \Delta t = 2s \), which occurs after 16 frames out of the potential 4000, so the small DIC shear approximation is satisfied over almost all times.

We now summarise the conclusions of this work, and outline potential future developments.
6 Discussion

We have shown that applying Differential Dynamic Microscopy (DDM) to Differential Interference Contrast (DIC) images results in deformation of the DDM matrix as a result of the characteristic shadowing of contrast microscopy. We also show that, for isotropic applications, this deformation can be described through multiplication by a time-independent scaling factor, such that the fitted output statistics from DDM remain invariant under the deformation. This result agrees with the results observed in [5], in which DDM applied to isotropic regions of the Drosophila oocyte yielded motility parameters consistent with Particle Image Velocimetry (PIV).

The power of this result lies in its simplicity for future applications of DDM; when studying isotropic motion in DIC images, no consideration is required to account for the DIC shadow, which from first inspection of the DDM tensor, might have appeared to have significant impact on the fitting of motility parameters. We highlight that one immediate application of this result is in the IVF clinic, since we validated that DDM would be robust in the phase-contrast images of human oocytes available to clinics, enabling the exploration of DDM as a tool non-invasive assessment of oocyte health in the clinic. However, our conclusions hold for any application of DDM.

We have additionally extended our analysis to advection-diffusion processes, under the realistic assumption that the rate of advection is much larger than the size of the DIC shear. This is a reasonable physical assumption, since the DIC shear is small by necessity. However, this does pose the question of what might happen when the shear and displacement from advection are of a similar order of magnitude. Exploratory simulations suggest that effect of the DIC shadow is negligible for any combination of shear displacement and velocity, such that DDM is always robust, but a more thorough analysis is required.

Since the only anisotropic form of motion we have considered is advection-diffusion, it would be tenuous to make more general comments about the interaction between the DIC shear and anisotropic motion. If there exists some form of motion for which the interaction between DDM and DIC is significant, further adjustment would be imperative during the fitting phase to guarantee accuracy. Unless we can prove that no form of anisotropic motion will significantly interact with DIC, potentially under some assumptions on the microscope setup and the underlying motion observed, caution should be exercised when applying DDM to anisotropic motion in DIC microscopy.

Although our results suggest that, in the case of DIC, no adjustment should be made for the application of DDM, there might be other forms of microscopy which have significant interactions with the output statistics of DDM. There is evidence of DDM being successfully applied in a variety of microscopy settings, but more in-
depth mathematical investigation of the interaction between the output statistics of DDM, and the nuance of the imaging method, is more scarce. In Ref. [8] it was shown that the inhomogeneous illumination inherent in dark field imaging will not significantly impact output statistics from DDM, under the condition that displacement is small relative to the gradient of the illumination, but an avenue for future research is to check the validity of the output statistics over the wide range of microscopy settings in different microscopy fields.
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In this work, we follow the simulation methodology outlined in Ref. [1]. Simulated images depict 150 particles undergoing Brownian motion, with initial locations being uniformly randomly distributed throughout a square domain with length 600 µm, partitioned into a 600 × 600 pixel grid such that the length of a pixel is 1 µm. At each time step, each particle is given a displacement in both the horizontal and vertical direction, drawn from a normal distribution \( \mathcal{N}(0, 2D\Delta t) \) with diffusion coefficient \( D = 0.5 \mu m^2/s \) and time step \( \Delta t = 0.125 s \). In this way we construct a set of particle locations \((x_n(t), y_n(t))\), \( n \in \{1, ..., 150\} \) for 4000 time steps (hence, the total time is 500 s).

We assume that the Point Scattering Function, or PSF (See Section 1) applies to each particle as a Gaussian separately,

\[
X(r, t) = X(i, j, t) = \sum_{n=1}^{150} \alpha e^{-\frac{(i-x_n(t))^2+(j-y_n(t))^2}{2\sigma^2}},
\]

where \( \alpha = 50 \) (a.u) describes the magnitude of the phase shift and \( \sigma = 3 \) pixels\(^{-2} \) prescribes the effective beam width [1]. The phase contributed by each particle is additive.

We assume periodic boundary conditions, so that particles exiting the domain over one boundary re-enter the domain through the opposite boundary; this ensures conservation of the particle number to preserve ergodicity. The image stack \( X(r, \Delta t) \) is taken as a 490-pixel square window in the centre of the domain, visualised as the red square in Figure 1, such that the boundaries are not included in the images. Given our timescale \( t = 500 s \) and \( D = 0.5 \mu m^2/s \), the Mean Square Displacement (MSD) for these simulations in two dimensions is

\[
MSD = 4Dt = 1000 \mu m^2,
\]

implying the expected displacement is much smaller than the image window size. As such, it is unlikely that particles will travel a sufficiently large distance to exit the imaging window, cross the boundary and re-enter on the opposite side; hence it is not necessary to account for this type of motion, which simplifies the problem.

We also generate the image stack \( Y(r, \Delta t) \) by shifting the imaging window right by a shear distance of 1 pixel, or \( s = (1, 0) \) µm. The effective DIC image stack is defined as \( I(r, \Delta t) = Y(r, \Delta t) - X(r, \Delta t) \). We display the first frame of the stacks \( X(r, \Delta t) \) and \( I(r, \Delta t) \) in Figure 1.
Figure 1: The first frame of the simulated phase image $X$ is found in the red square at the centre of the imaging domain, left. The corresponding DIC image, $I$, is generated by subtracting $X(r, \Delta t)$ from its shifted partner $Y(r, \Delta t)$ which is the image formed by shifting the red square right by one pixel.

### 1 The relationship between images and probability density functions in Fourier space

When imaging multiple objects, it is convenient to consider their density in space, rather than their specific position. We define spatial density by $c(r, \Delta t)$, which may either be a continuous scalar field (for example, concentration of a fluid) or, for $N$ discrete particles,

$$c(r, t) = \sum_{i=1}^{N} \delta(r - r_{i}(t)), \quad (1)$$

where $\delta(r)$ is the Dirac delta function. We consider the relationship between the time-dependent image intensity distribution $I(r, t)$, and the time-dependent 3D sample density $c(r, z, t)$, to be Linear Space-Invariant (LSI),\cite{2}, i.e

$$I(r, t) = i_{0} + \int dz \int d^{2}r' K(r - r', z)c(r, z, t), \quad (2)$$

where $i_{0}$ is some approximately constant background illumination, $z$ is the location of the object in the axis orthogonal to the imaging plane, and $K(r - r', z)$ is known as the Point Spread Function (PSF)\cite{3}, which describes how an object is visualised by microscopy. Whilst there is an established PSF for DIC images\cite{4–6}, it has also been shown that a linear approximation of the PSF coincides with the form of Equation (2)\cite{7}.

We describe the way in which particles move via the van Hove function, defined by\cite{8}

$$G(\Delta r, \Delta t) = N^{-1} \left\{ \sum_{i,j=1}^{N} \int \delta(\Delta r + r - r_{j}(t))\delta(r - r_{i}(0))dr \right\}, \quad (3)$$

where $\langle \cdot \rangle$ denotes the ensemble average or temporal average, which are equivalent for ergodic systems\cite{9}. The van Hove function may be physically interpreted as the number of particles $j$ located within the unit volume $\Delta r$ at time $t$, given a particle $i$ is located at the origin at time $t = 0$\cite{9, 10}. We can easily separate $G(\Delta x, \Delta t)$ into the sum of the ‘self’ and ‘distinct’ parts, $G_{s}(\Delta r, \Delta t)$ and $G_{d}(\Delta r, \Delta t)$,
for when the \( i = j \) or \( i \neq j \) respectively, as follows [8]:

\[
G(\Delta r, t) = G_s(\Delta r, t) + G_d(\Delta r, t),
\]

\[
G_s(\Delta r, t) = \sum_{i=1}^{N} \int \delta(\Delta r + r_i(t) - r_i(0))dr
\]

\[
G_d(\Delta r, t) = N^{-1} \sum_{j \neq i=1}^{N} \int \delta(\Delta r + r_j(t) - r_i(0))dr,
\]

When particle trajectories are statistically independent, such that displacement of a particle is not affected by the position or displacement of any other particle, \( G_d(\Delta r, t) = 0 \), and we need only consider the self-correlating term \( G_s \). By inspection, we see that \( G_s \) effectively describes the probability that any given particle undergoes a displacement \( \Delta r \) during the time period \( \Delta t \).

The relationship between particle density, \( c(r, t) \), and the van Hove function, \( G(\Delta r, \Delta t) \), is given by [9]

\[
G(\Delta r, \Delta t) = \frac{1}{N} \left\langle \sum_{i,j=1}^{N} \int \delta(\Delta r + r_i(t) - r_j(0))dr \right\rangle
\]

\[
= \frac{1}{N} \left\langle \int c(\Delta r + r_i, t)c(0, 0)dr \right\rangle
\]

\[
= \frac{1}{\rho} \left\langle c(\Delta r, \Delta t)c(0, 0) \right\rangle,
\]

(4)

where \( \rho = N/V \) is the particle density describing the expected number of particles found in a given volume \( V \). Denoting the Fourier transform by \( \tilde{\cdot} \) and the complex conjugate by \( \cdot^* \), we define the Intermediate Scattering Function (ISF), as [3, 9]

\[
f(q, \Delta t) = \frac{1}{N} \left\langle \tilde{c}(q, \Delta t)\tilde{c}^*(q, 0) \right\rangle = \tilde{G}(q, \Delta t),
\]

(5)

where the second equality is derived by applying Parseval’s theorem to Equation (4). Hence, the ISF allows us to relate particle density and the van Hove function in the Fourier domain. This is useful when images can be expressed by Equation (2), since we can define

\[
S(q, \Delta t) = \frac{\langle \tilde{I}(q, t + \Delta t)\tilde{I}(q, t) \rangle_t}{\langle |\tilde{I}(q, t)|^2 \rangle_t} = \frac{\int dq_z |\tilde{K}(q, q_z)|^2 |\tilde{c}(q, q_z, t + \Delta t)^*\tilde{c}(q, q_z, t)|_t}{\int dq_z |\tilde{K}(q, q_z)|^2 |\tilde{c}(q, q_z, 0)|^2_t}.
\]

(6)

In systems where dynamics can be well approximated in two dimensions, for example in forms of microscopy where the image generated is a projection to the 2D plane, or where motion in the \( z \) direction is negligible, the \( q_z \) dependence can be neglected, and (6) becomes

\[
S(q, \Delta t) = \frac{|\tilde{c}(q, t + \Delta t)^*\tilde{c}(q, t)|_t}{|\tilde{c}(q, 0)|^2}.
\]

(7)

From Equation (5), we can clearly see that

\[
S(q, \Delta t) = \frac{f(q, \Delta t)}{f(q, 0)}.
\]

(8)

Therefore, from the image stack \( I(r, \Delta t) \), we can extract information about the Fourier transform of the van Hove function. We may further simplify this relationship in the case where particle trajectories are independent: In this case, \( f(q, 0) = 1 \) [9], and we deduce
\[ S(q, \Delta t) = \tilde{G}(q, \Delta t). \]

Therefore, DDM works by numerically determining \( S(q, \Delta t) \), and then comparing to some known analytic form of \( \tilde{G}(q, \Delta t) \) in order to extract specific parameters governing the rate of movement within the movie.
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