FP-GROWTH ALGORITHM BASED INCREMENTAL ASSOCIATION RULE MINING ALGORITHM FOR BIG DATA
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Abstract: Discovering associations among huge collection of transactions is beneficial to rectify and to take appropriate decision made by decision makers. Discovering frequent itemsets is the key process in association rule mining. Since association rule mining process generates large number of rules which makes the algorithm inefficient is the biggest challenge for any and makes it difficult for the end users to comprehend the generated rules. The better idea is to use iterative technique to discover association rules. To overcome this problem, incremental updating of frequent itemsets is proposed in this paper. Proposed incremental data mining algorithm is based on FP-Growth and uses the concept of heap tree to address the issue of incremental updating of frequent itemsets. The proposed uses good tricks of FP-Growth, and significantly reduces the complexity. The experimental results show that the proposed algorithm reduces the execution time substantially and outperforms other algorithms.
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1. INTRODUCTION

The size and phase at which data is generated has increased at a fast rate in recent years. This is due to the enormous outreach of information technology to most of the people [1]. As volume of data has increased, there is growing demand for the tools to analyze the data for automatic extraction of useful patterns from the data. KDD deals with automatic discovery of useful, implicit information or knowledge from huge amount of data [2]. KDD is having applications in many domains like healthcare systems, financial analysis, stock market, E-commerce, manufacturing, etc.

The task of data mining process is categorized as predictive or descriptive. In the former one, it predicts the value of a particular attributed based on other attribute analysis whereas descriptive tasks extract useful information like associations, changes, anomalies, associations and significant structures from large databases[3]. The main tools of data mining are classification, clustering, association rule mining, sequential pattern mining and analysis, etc. In this, association rule mining is the important tool of data mining having wide applications in so many fields [4].

Association Rule Mining is the process of discovering useful knowledge from huge volumes of data and generates the rules that can be applied for development of a business in real time [5]. These rules can be effectively used to uncover unknown relationships, producing results that can provide a basis for forecasting and decision making. Association rule mining is one of the most studied technique and it is the heart of the data mining system. Examples of association rule mining technique include market-basket analysis[6]. Analyzing and mining important association rules from sales transaction data set is an important research.

In the beginning, association rule mining is used to find the correlation among sales of different products and now it is having extensive range of applications in almost all the domains viz. banking, manufacturing, healthcare and communications, etc [7]. Big data deals with huge collection of heterogeneous and unstructured data being recorded in all the instances of the business. Analyzing the big data and getting useful patterns for business improvement is a much needed activity [7]. Traditional association rule mining technique cannot be applied on big data as big data varies with volume, variety and velocity. In this paper, an efficient association rule mining method is proposed which uses modified FP-growth tree to find the frequent item sets. The paper is structured as follows: section 1 gives introduction to data mining, association rule mining and big data. Lucid literature survey is presented in section 2. Introduction to ARM process, incremental mining is discussed in detail in section 3. Full detail explanation of the proposed method is explained in section 4. The experimental results are presented in section 5 and paper ends by briefing concluding remarks in section 6.

2. RELATED WORK

Many association rule mining techniques have been developed that are broadly classified as generation approach and pattern growth approach. Example of generation based approach is Apriori algorithm which is having high influence among the researchers. Apriori algorithm utilizes iterative method for finding frequent itemsets.
Chen et al [8] proposed an algorithm to discover association rules in large databases and it contains two phases. A initial sample, generally large, transactions are collected and support count for item in the dataset is estimated in the first phase. In the next phase, estimated supports are sorted as outliers or representaties. Final sample is formed using set of representative transactions that can accurately reflect the statistical features of the entire database. Finding association rules is performed after this operation.

Toivonen et al [9] presented sampling technique based Association rule mining algorithm for handling large volumes of data. This method also works in two phases with sampling the database is performed in the first phase and generating association rules in the second phase. The results of the sampling phase are used to validate the entire database. Minimum support count is used to enhance the effectiveness of the approach. All the associations selected in the first phase may not deemed fit to be frequent in the second phase that constructs the complete set of associations.

Venkatesan et al [10] proposed a work structure that can be used for analyzing the different view of the quality of solution. Here a sample size is extracted from the entire database and used to obtain frequent item sets. The notations of e-close frequent item sets and e-close association rule mining help to assess the quality of sample size extracted. Association rules are generated using this sample size. The computation speed of this method is inversely proportional to the size of the sampling data. But in order to gain high efficiency, there should some tradeoff between computation time requirement and sample size.

Wontae Hwang and Dongseung Kim [11] presented a new method called IFAST. This uses two phase sampling technique proposed by Chen et al [8] algorithm for execution time reduction. The drawback of [8] method is that it considers frequent 1-item sets in trimming and growing phase and hence it does not consider n-item set. IFAST algorithm uses multi-item sets in sampling transaction and improves the association rule mining process by adjusting support counts of missing item sets and noise item sets.

Ling Y et al [12] proposed an algorithm to determine frequent itemsets using incremental method. This method is useful for cases having problems like inclusion, removal, and alteration of transactions. Proposed algorithm is called AFPIM, adjusts Frequent Pattern tree structures to gain efficiency. Frequent items sets and ordinary items from the original database are stored in FP tree structure. Adjustments of FP tree are done to cuts the number of scans on database. Experimental results exhibit that AFPIM is more superior than traditional existing algorithms.

Syed et al [20] proposed an ARM algorithm for large volumes of data. A tree called CP-tree is used in this algorithm that mines the data similar to FP-growth method. But it captures the database information in one database scan. CP-tree created compact and descending in order, and uses dynamic tree restructuring concept. CP tree also uses prefix tree branch-by-branch to restructure the tree. CP provides efficient mining of frequent patterns with interactive and incremental mining with single scan over a database.

Tzung and Ching [13] proposed FUFP, Fast Updated FP tree algorithm for the process association rule mining. It is also an incremental algorithm and FUFP-tree minimizes the execution time for tree reconstruction. Experimental results exhibit that apart from creating a tree structure similar to that created by the FPTree algorithm, fresh transactions are handled faster by this algorithm compared with batch FP tree construction algorithm. A trade-off is achieved among execution time and tree complexity if this approach.

The study on above methods reveals that the existing mining algorithms are having certain demerits like usage of several scans on the whole database, generating huge number of association rules and lack of prior knowledge in mining process. Hence it becomes important to propose a method that can eradicate the above difficulties.

3. ASSOCIATION RULE MINING

Association rule mining, abbreviated as ARM, is the process of finding association relationships or correlations among a set of items [14]. The problem is defined as follows: Let \( I = \{i_1, i_2, ..., i_m\} \) be a set of binary attributes, called items. Let \( D \) represents a set of transactions such that each transaction \( T \) is a set of items, where \( T \subseteq I \). Let \( X \) represents a set of items [14]. A transaction \( T \) is said to contain \( X \) if and only if \( X \subseteq T \). An association rule is an implication of the form \( X \Rightarrow Y \), where \( X \subseteq I \), \( Y \subseteq I \), and \( X \cup Y = \emptyset \).

Furthermore, the rule \( X \Rightarrow Y \) [5,14] for the transaction set \( D \) holds the confidence \( c \) if there exists \( c\% \) of transaction set \( D \) containing \( X \) along with \( Y \) [14]. Also rule \( X \Rightarrow Y \) for the transaction set \( D \) is said to have support \( s \) if there exist \( s\% \) of transactions in \( D \) containing \( X \cup Y \). Association rules are selected based how much support and confidence a rule possesses [14]. The strength of the implication rules is indicated by confidence value whereas support factor represents the frequencies at which patterns occurs in the rule.

Association rule mining process works in two phases, viz. discovery of frequent itemsets and the generation of association rules [15]. The first step finds itemsets such that the co-occurrence rate of these items is above the minimum support, and these itemsets are called as large itemsets or frequent itemsets. In the second phase, association rules are generated from the frequent itemsets that are generated in the first step [15]. The second step is rather straightforward. Association rule generation becomes easy once all the large itemsets are found. The first phase consumes much of the processing time and for that reason, it has been one of the most popular research fields in data mining [16].

3.1 Incremental Mining

Incremental mining is performed using original database, which is always massive in storage. Incremental
mining delivers more superior performance by extracting rules from incremental database and combining it with original rules without original database scan which is contradictory to the traditional systems that tries to reduce the number of database scans [17].

Traditional methods always use support count that acts as a threshold value for selecting frequent itemsets [18]. Usage of support count increases the efficiency of the ARM algorithms but invites many problems. With big data, amount of new transaction are added at an exponential rate and infrequent items can be eliminated by constructing a tree [18]. If the itemset want to become frequent by adding subsequent data, it cannot be considered and hence execution of incremental mining is always required as all the data has to be rescanned.

4. PROPOSED METHOD

In the proposed method, we use Quickly Update algorithm to eradicate the usage of minimum support count to increase the flexibility of incremental association rule mining. Heap frequent pattern tree is used to extract the correct rules of adjustment order of a tree node. The counting table of Quickly Update algorithm contains three dimensions such as item, count and link node where item represents current node, count represents support count of the item and link node representing the node ID connected with heap tree.

Heap frequent pattern tree is used to store patterns. The root of this tree is set to NULL just like FP-tree and all the nodes from the root contains several dimensions such as node ID, branch count and link node. Let the below table represents a sample database with transaction number and items of a transaction.

Table 1. Instance of Dataset

| TID | Items       |
|-----|-------------|
| 1   | ABCDEFG     |
| 2   | ABFG        |
| 3   | BDEFGH      |
| 4   | ABFH        |
| 5   | ABF         |
| 6   | ACDEGH      |
| 7   | ABH         |
| 8   | BCDFG       |
| 9   | ABF         |
| 10  | ABGH        |

Heap frequent pattern tree for the above table is constructed as follows: For example, item B has nine transactions, and the B. linking node is node 1. On the node itself in the diagram, the label B: 9 indicate that the item is B with the branch B-root having a frequency of nine. The node ID of the node is indicated in the lower left, whereas the lower right shows the linking node. Another example, item A has eight transactions, and the B. linking node is node 2. The label A: 7 show that the item is A with the branch A-B-root having a frequency of seven. Node 2 links to node 19 and A: 1 shows the item is A with the branch A-root having a frequency of one. Node 20 is the last node of item A and does not have a linking node, which is indicated by N (null). The resulting tree is shown in figure 1.

Figure 1. Heap Frequent Pattern Tree

Our proposed method works in three phases. In the first phase, it scans the incremental database and updates the counting table, in the second stage Counting Table is adjusted to design the HFP-tree, and the final stage inserts new patterns.

5. EXPERIMENTAL RESULTS

The performance of our proposed method is tested with the measurements of algorithm efficiency and compression rate. We used T10I4D100k generated by IBM which contains around 10 Million transactions and 1000 items [19]. Since this is an incremental method, we first used 50,000 transactions as original data repository and later 1K records are added. During each addition, performance of this method is compared with traditional methods.

To the efficiency of the proposed method, support count is made to 0 and data is continuously increased with 1000 record each time and computation time is calculated for our method as well as with traditional methods. It is observed from the experimental results that our method is more efficient than other methods. Traditional methods require multiple intersection operations which makes them computationally very costly.

The superior performance of QUM is attributed to its need to only perform an incremental calculation when analyzing new data; i.e., there is no need to scan the original database. Therefore, the execution time of QUM will not increase because accessing the original database would increase the amount of data processing. Thus, the execution time is maintained at the same level.

Compression ratio of our method is also calculated and compared with traditional algorithms. The number of nodes processed by our method and FP-growth method is almost same. But with other methods, our method is very effective in compression aspects. Experimental results show that heap frequent pattern tree and FP-growth tree achieves good compression and the nodes are too scattered to fully exploit the tree structure for data compression.
6. CONCLUSION

In this paper, we presented novel incremental approach for association rule mining process. The proposed method uses Heap Frequent Pattern tree structure which is the modification of FP-growth tree algorithm. This algorithm was applied on big data environment and quantum of data steadily increased. We have used IBM’s T10I4D100k data set to test the effectiveness of the proposed method. The proposed method provides steady efficiency with less computation time and high compression ratio. In future, this concept can be applied on analyzing high-profit itemsets in order to achieve efficient market basket analysis.
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