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Abstract  It is well known that the classification of the Weyl tensor in Lorentzian manifolds of dimension four, the so called Petrov classification, was a great tool to the development of general relativity. Using the bivector approach it is shown in this article a classification for the Weyl tensor in all four-dimensional manifolds, including all signatures and the complex case, in an unified and simple way. The important Petrov classification then emerges just as a particular case in this scheme. The boost weight classification is also extended here to all signatures as well to complex manifolds. For the Weyl tensor in four dimensions it is established that this last approach produces a classification equivalent to the one generated by the bivector method.
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1 Introduction

Weyl tensor algebraic classification in space-times of dimension four, the Petrov classification, provides many useful techniques to deal with general relativity. In particular it can be used in the search of new solutions to Einstein’s equation, the main example being [1], where it was found all type D vacuum solutions. This classification is also related to important geometric properties of space-times, as shows the celebrated Goldberg–Sachs theorem [2].

There are many methods to state the Petrov classification [3,4], the original one was worked out by Petrov [5] and is based on the fact that the Weyl tensor can be seen as an operator on the bivector space. An extensive review of this approach to
the Petrov classification and a thorough analysis of the bivector space in Lorentzian four-dimensional manifolds can be found in reference [7]. This bivector method is the one adopted here to generalize this classification to all four-dimensional manifolds endowed with a metric and a Levi-Civita connection. The method presented in this article provides an unified local classification scheme to the Weyl tensor in four-dimensional complex manifolds and real manifolds of all signatures.

The classification of the Weyl tensor in complex manifolds of complex dimension four was already done in [6], but using a spinorial method. Weyl tensor classification in Euclidean spaces of dimension four was also developed before [8,9], but again using different methods than the one adopted here. The (2,2) signature case was studied in [10–12] using the bivector approach, but the classification schemes in these references are different from the one obtained here, while in [13] the spinorial method was used to produce a classification that has direct relation with the one presented in this article. So the classification presented here is not new, thus the originality of the present work comes only on the approach used. It is also important to stress the unification achieved in this article, the classification of the different signatures comes easily from a common origin, this certainly helps to understand the meaning of the Weyl tensor classification and can be useful in the physical study of Wick rotated space-times. The advantages of the bivector approach are that it is simple to understand and it is useful in the analysis of the integrability of null structures on algebraically special manifolds [14]. The fact that the Weyl tensor can be seen as an operator on the bivector space is valid in all dimensions and reference [15] took advantage of this to refine the CMPP classification of this tensor in higher-dimensional Lorentzian manifolds.

It is worth to mention that there are other forms to classify the curvature of a manifold other than the Petrov classification and its generalization presented here. The Ricci tensor, for example, can be seen as an operator on the space of vectors and the Segre classification can be used to define the different types that this operator can have [3]. Also the CMPP approach, which is based on the boost transformations, is a useful form to classify any tensor in Lorentzian spaces of all dimensions [16]. Another important method to classify the curvature is by means of the scalar invariants [17].

In Sect. 2 it will be reviewed some properties of the bivectors and of the Weyl tensor that will be required for the development of the classification. Section 3 treats the complex manifolds, this case being the paradigm to the other classifications. In Sects. 4, 5 and 6 the classification of Lorentzian, Euclidean and (2,2) signatures are respectively done, they are seen as particular cases of the complex one. Finally, in Sect. 7 the classification scheme based on the boost weight obtained in [18] in enhanced to include also Complex and Euclidean manifolds. It is also shown that in four dimensions the Weyl tensor classification obtained by the boost weight technique is equivalent to the one furnished by the bivector approach in all cases.

2 Bivectors in four dimensions

Let $M$ be a differential manifold of dimension four endowed with a metric $g_{\mu\nu}$ of signature $s$. In Euclidean case $s = 4$, in Lorentzian $s = 2$ and in the case (2,2), where the metric can be put in the form $\text{diag}(+, +, -, -)$, the signature is $s = 0$. The volume
form, $\epsilon_{\mu_1\ldots\mu_4\nu_1\ldots\nu_{4-p}}$, is a completely skew-symmetric tensor whose non-zero components in an orthonormal frame are $\pm 1$. This tensor obeys the following equation:

$$
\epsilon_{\mu_1\ldots\mu_p\nu_1\ldots\nu_{4-p}} \epsilon_{\mu_1\ldots\mu_p\sigma_1\ldots\sigma_{4-p}} = (-1)^{\frac{4-s}{2}} p!(4-p)!\delta_{\sigma_1}^{[\nu_1} \ldots \delta_{\sigma_{4-p}}^{\nu_{4-p}]}.
$$

(1)

A contravariant tensor of rank two which is skew-symmetric in its indices, $B^{\mu\nu} = -B^{\nu\mu}$, is called a bivector. In what follows it will also be used the term bivectors to denote the covariant and the mixed versions of these tensors. This is not inconsistent because the metric provides a map between these distinct kinds of tensors. In four dimensions the dual of a bivector $B_{\mu\nu}$ is defined by

$$
\tilde{B}_{\mu\nu} \equiv \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} B^{\rho\sigma}.
$$

(2)

It is easy to see that given any two bivectors, $B_{\mu\nu}$ and $F_{\mu\nu}$, we have

$$
\tilde{B}_{\mu\nu} F^{\mu\nu} = B_{\mu\nu} \tilde{F}^{\mu\nu}.
$$

(3)

Taking the double dual of a bivector and using Eq. (1) we get:

$$
\tilde{\tilde{B}}_{\mu\nu} = \frac{1}{4} \epsilon_{\mu\nu\rho\sigma} \epsilon^{\rho\sigma\alpha\beta} B_{\alpha\beta} = (-1)^{\frac{s}{2}} B_{\mu\nu}.
$$

(4)

Let us concentrate at a specific point of the manifold, $p \in M$, and denote by $T_p M$ the tangent space at this point. From now on all considerations of this paper are at this arbitrary point. In four dimensions the space of bivectors constructed from $T_p M$ has 6 dimensions, denote this space and its complexification by $\mathcal{B}$ and $\mathcal{B}_C$ respectively. The action of the dual operation can be extended form $\mathcal{B}$ to $\mathcal{B}_C$ in the usual way. Let us investigate the consequences of Eq. (4) in the various signatures and in the complex case.

- **Lorentzian signature**
  In this case we shall let the duality be an operation in the complexification of the bivector space, $\sim: \mathcal{B}_C \rightarrow \mathcal{B}_C$. Since $\tilde{B}_{\mu\nu} = -B_{\mu\nu}$ when $s = 2$ it follows that the eigenvalues of $\sim$ are $\pm i$. This permits to split the space $\mathcal{B}_C$ into a direct sum of invariant subspaces under the dual operation:

$$
\mathcal{B}_C = \mathcal{D}^+ \oplus \mathcal{D}^-,
$$

$$
\mathcal{D}^+ = \{Z_{\mu\nu}^+ \in \mathcal{B}_C | \tilde{Z}_{\mu\nu}^+ = i Z_{\mu\nu}^+ \}; \quad \mathcal{D}^- = \{Z_{\mu\nu}^- \in \mathcal{B}_C | \tilde{Z}_{\mu\nu}^- = -i Z_{\mu\nu}^- \}.
$$

(5)

The complex dimension of both spaces $\mathcal{D}^+$ and $\mathcal{D}^-$ is three. We call the former the space of self-dual bivectors and the later the space of anti-self-dual bivectors.

- **Euclidean and (2,2) signatures**
  In these cases we do not need to complexify $\mathcal{B}$ in order to split it into the sum of invariant subspaces by the dual operation. This happens because by (4) we have
\( \widetilde{B}_{\mu \nu} = B_{\mu \nu} \) when \( s = 4 \) or 0, so that the eigenvalues of the duality operator, \( \sim : \mathfrak{B} \to \mathfrak{B} \), are real, \( \pm 1 \). This enables us to split \( \mathfrak{B} \) into a direct sum of two three-dimensional invariant subspaces under the dual operation:

\[
\mathfrak{B} = \mathfrak{D}^+ \oplus \mathfrak{D}^-,
\]

\( \mathfrak{D}^+ = \{ Z^+_{\mu \nu} \in \mathfrak{B} | Z^+_{\mu \nu} = Z^+_{\mu \nu} \} \); \( \mathfrak{D}^- = \{ Z^-_{\mu \nu} \in \mathfrak{B} | Z^-_{\mu \nu} = -Z^-_{\mu \nu} \} \).

- **Complex case**

In complex manifolds of complex dimension four the duality operator is such that its square can give both results, the identity or minus the identity. This happens because in this kind of manifold vectors of an orthonormal frame can be multiplied by a factor of \( i \), changing the apparent signature of the metric. The important thing is that once a choice of volume form is made, the bivector space \( \mathfrak{B}_C \), can be split in a direct sum of invariant subspaces, under the duality operation, of complex dimension three, as in Eq. (5). Here it will be assumed, without loss of generality, that the volume form is conveniently chosen is such a way that the dual operation squared gives the identity map.

Note that in the various signatures the same symbols, \( \mathfrak{D}^+ \) and \( \mathfrak{D}^- \), were used to denote different spaces. This shall make no confusion since it will be clear in the context which space it is meant. It is worth to keep in mind that there is nothing intrinsic to the manifold which distinguishes these two spaces, it is just a choice of orientation sign. If we change the sign of \( \epsilon_{\mu \nu \rho \sigma} \) the spaces \( \mathfrak{D}^+ \) and \( \mathfrak{D}^- \) are interchanged. Note also that (3) implies that if \( Z^+_{\mu \nu} \in \mathfrak{D}^+ \) and \( Z^-_{\mu \nu} \in \mathfrak{D}^- \) then \( Z^+_{\mu \nu} Z^-_{\mu \nu} = 0 \). Until the end of this section the calculations are valid to all signatures and also to the complex case.

The Weyl tensor of the manifold \( (M, g_{\mu \nu}) \) has the following symmetries:

\[
C_{\mu \nu \rho \sigma} = C_{[\mu \nu] \rho \sigma} = C_{\mu \nu [\rho \sigma]} = C_{\rho \sigma \mu \nu}; \quad C^\mu \nu \rho \sigma = 0; \quad C_{\mu [\nu \rho \sigma]} = 0. \tag{6}
\]

Because of the skew-symmetry in the first and second pairs of the Weyl tensor indices it is natural to define

\[
C_{\mu \nu \rho \sigma} \equiv \frac{1}{2} \epsilon_{\rho \sigma \alpha \beta} C_{\mu \nu}^{\alpha \beta}; \quad C_{\mu \nu \rho \sigma} \equiv \frac{1}{2} \epsilon_{\mu \nu \alpha \beta} C^{\alpha \beta}_{\rho \sigma}. \tag{7}
\]

It is then trivial to see that \( C_{\mu \nu \rho \sigma} = C_{\rho \sigma \mu \nu} \), but it less obvious that \( C_{\mu \nu \rho \sigma} = C_{\mu \nu \rho \sigma} \), let us prove this.

Define, \( T_{\mu \nu \rho \sigma} \equiv C_{\mu \nu \rho \sigma} - C_{\mu \nu \rho \sigma} \).

Note that \( T_{\mu \nu \rho \sigma} = T_{\mu \nu [\rho \sigma]} = T_{\mu \nu \rho \sigma} = -T_{\rho \sigma \mu \nu} \).

\[\text{\footnotesize{1}}\] It is assumed that the connection on the manifold is torsion-free and compatible with the metric, the so called Levi-Civita connection.
\[ \epsilon^{\mu\rho\alpha\beta} T_{\mu\nu\rho\sigma} = \epsilon^{\mu\rho\alpha\beta} \left[ \frac{1}{2} \epsilon_{\rho\sigma\theta\gamma} C_{\mu\nu}^{\theta\gamma} - \frac{1}{2} \epsilon_{\mu\nu\theta\gamma} C_{\rho\sigma}^{\theta\gamma} \right] \]

\[ = -3(-1)^{\frac{1}{2}} \left( \delta_{\mu}^{[\nu} \delta_{\rho]}^{\alpha} \delta_{\sigma}^{\beta] \right) C_{\mu\nu}^{\theta\gamma} + \delta_{\nu}^{[\mu} \delta_{\rho]}^{\alpha} \delta_{\sigma}^{\beta]} C_{\rho\sigma}^{\theta\gamma} \]

\[ = -(-1)^{\frac{1}{2}} \left( C_{\sigma\nu}^{\alpha\beta} + C_{\nu\sigma}^{\alpha\beta} \right) = 0, \quad (8) \]

where in the second equality it was used (1) and in the third (6). In particular, Eq. (8) means that \( T_{\mu\nu\rho\sigma} = T_{\rho\nu\mu\sigma} \). Further if we contract \( \alpha \) and \( \nu \) in Eq. (8) we get \( T_{\mu\nu\rho\sigma} = 0 \). Using the symmetries of \( T_{\mu\nu\rho\sigma} \) in this equation it is easily seen that this tensor vanishes, which implies the wanted relation. Summing-up we have,

\[ C_{\mu\nu\rho\sigma} = C_{\rho\sigma\mu\nu}; \quad C_{\mu\nu\rho\sigma} = C_{\mu\nu\rho\sigma}. \quad (9) \]

The above identities are the most important relations of this paper, since from them it is trivial to deduce that the Weyl operator, to be defined next section, has the interesting property of sending elements of \( \mathcal{D}^\pm \) into elements of \( \mathcal{D}^\pm \).

### 3 Complex Weyl tensor

The intent of this section is to produce an algebraic classification for the Weyl tensor in complex manifolds. This was already done in [6] by means of Penrose’s spinor techniques, while here the bivector approach is taken, but at the end the possible algebraic types are the same. The complex case will be used in forthcoming sections to extract the Weyl tensor classification in real manifolds of arbitrary signature in an easy and quick way.

Let us assume that \((M, g_{\mu\nu})\) is a complex manifold of complex dimension four. The metric can be complex, so that the Weyl tensor is, in general, not real. The classification scheme done in this article is based on the possibility of seeing the Weyl tensor as an operator on the complex bivector space, \( C : \mathcal{B}_C \rightarrow \mathcal{B}_C \), with action given by:

\[ C(B) = F \quad \text{where} \quad F_{\mu\nu} = C_{\mu\nu\rho\sigma} B^{\rho\sigma}. \quad (10) \]

By making an analysis of the non-trivial solutions of the eigenvalue equation \( C(B) = \lambda B \) it is possible to classify the Weyl tensor. But this approach may be laborious if the Weyl operator action is studied in the whole \( \mathcal{B}_C \), as Petrov did in the Lorentzian case [5]. However a shortcut can be taken using the restrictions of this operator to the subspaces of self-dual and anti-self-dual bivectors. This makes possible to attack this eigenvalue problem working with two \( 3 \times 3 \) matrices instead of the \( 6 \times 6 \) matrix which represents the Weyl operator on the full bivector space.

Many calculations in this section will be done in such a way to include not only the complex manifold case, but also real manifolds of all signatures, this shall be clear in the context. Let \( Z^{\pm}_{\mu\nu} \) be a self-dual bivector, this means that \( \tilde{Z}^{\pm}_{\mu\nu} = \epsilon Z^{\pm}_{\mu\nu} \), where \( \epsilon \) is \(+i\) in Lorentzian signature and \(+1\) in the other two signatures as well in the complex case. Then if \( T_{\mu\nu} \) is the image of this bivector under the Weyl operator, \( T_{\mu\nu} = C_{\mu\nu\rho\sigma} Z^{+\rho\sigma} \), it must be self-dual:
\[
\tilde{T}_{\mu\nu} = C_{\tilde{\mu}\tilde{\nu}\rho\sigma} Z^{+\rho\sigma} = C_{\mu\nu\rho\sigma} Z^{+\rho\sigma} = C_{\mu\nu\rho\sigma} \tilde{Z}^{+\rho\sigma} = \varepsilon C_{\mu\nu\rho\sigma} Z^{+\rho\sigma} = \varepsilon T_{\mu\nu}. \quad (11)
\]

Where in the second equality it was used Eq. (9), in the third eq. (3) and in the fourth it was used the self-duality of \( Z^{+}_{\mu\nu} \). Equation (11) implies that \( T_{\mu\nu} \) is self-dual. In an analogous way this operator sends anti-self-dual bivectors into anti-self-dual bivectors. This together with (5) guarantees that the Weyl operator is the direct sum of its restrictions to \( D^{+} \) and \( D^{-} \),

\[
C_{\mu\nu\rho\sigma} = C_{+\mu\nu\rho\sigma} + C_{-\mu\nu\rho\sigma}; \quad C_{\pm\mu\nu\rho\sigma} = \frac{1}{2} \left( C_{\mu\nu\rho\sigma} \pm \varepsilon^{3} C_{\mu\nu\rho\sigma} \tilde{\sigma} \right). \quad (12)
\]

Where \( C^{+} (C^{-}) \) is called the self-dual (anti-self-dual) part of the Weyl tensor, its action in \( D^{-} (D^{+}) \) gives zero. For example, if \( Z_{-\mu\nu} \) is an element of \( D^{-} \) then using (3) and the relation \( \tilde{Z}_{-} = -\varepsilon Z_{-} \), we have:

\[
C^{+}_{\mu\nu\rho\sigma} Z^{-\rho\sigma} = \frac{1}{2} \left( C_{\mu\nu\rho\sigma} Z^{-\rho\sigma} + \varepsilon^{3} C_{\mu\nu\rho\sigma} \tilde{Z}^{-\rho\sigma} \right) = \frac{1}{2} \left( C_{\mu\nu\rho\sigma} + \varepsilon^{3} (\varepsilon) C_{\mu\nu\rho\sigma} \right) Z^{-\rho\sigma} = 0.
\]

Thus to classify the Weyl tensor is equivalent to classify the operators \( C^{+} : D^{+} \rightarrow D^{+} \) and \( C^{-} : D^{-} \rightarrow D^{-} \). Now let us see that the these two operators have vanishing trace. Using Eqs. (6), (7) and (12) we see that:

\[
C_{\pm\mu\nu\rho\sigma} = \frac{1}{2} \left( C_{\mu\nu\rho\sigma} \pm \varepsilon^{3} \frac{1}{2} \varepsilon_{\mu\sigma\alpha\beta} C_{\nu}^{\alpha\beta} \right) = \mp \varepsilon^{3} \frac{1}{4} \varepsilon_{\mu\sigma\alpha\beta} C_{\nu}^{[\mu\alpha\beta]} = 0.
\]

In particular this implies that \( C^{\pm\mu\nu}_{\mu\nu} = 0 \), proving that the operators \( C^{\pm} \) have zero trace. Below it will be explicitly shown that in complex manifolds these two operators are independent of each other and have in general no simplifying property other than the vanishing trace. Thus the Weyl tensor classification in complex manifolds reduces to the classification of two trace-free operators acting on three-dimensional spaces. The three eigenvalues, \((\lambda_{1}, \lambda_{2}, \lambda_{3})\), of a trace-free operator acting on a three-dimensional vector space can have the following features: (a) All eigenvalues are different, \((\lambda_{1}, \lambda_{2}, -\lambda_{1} - \lambda_{2})\); (b) There is a non-zero repeated eigenvalue, \((\lambda, \lambda, -2\lambda)\); (c) All eigenvalues are zero, \((0, 0, 0)\). In the case (a) the operator is called type I, in the case (b) there are two algebraically distinct possibilities, if the operator can be put in a diagonal form it is type D, otherwise it is type II, finally the case (c) allows three distinctions, when the operator vanishes it is called type O, when it is non-zero but with vanishing square it is type N and when its square is different from zero it is said to be type III. These types are summarized by the bellow algebraic characteristics:
It is worth to note that such classification was made at a specific point of the manifold, \( p \in M \), and in general the Weyl tensor can change its type from point to point. Now to understand better this classification let us find explicit representations for the operators \( C^\pm \). In the complex tangent space it is always possible to construct a null tetrad frame, \( \{l, n, m_1, m_2\} \), defined to be such that the only non-zero contractions are

\[
l^\mu n_\mu = 1 \quad \text{and} \quad m_1^\mu m_2^\mu = -1. \tag{13}
\]

In particular all basis vectors are null. For example, if \( \{e_1, e_2, e_3, e_4\} \) is an orthonormal frame such that \( e^{a(\mu)}e_{b(\mu)} = \delta_{ab} \), then the vectors \( l = \frac{1}{\sqrt{2}}(e_1 + ie_2) \), \( n = \frac{1}{\sqrt{2}}(e_1 - ie_2) \), \( m_1 = \frac{1}{\sqrt{2}}(e_3 + ie_4) \) and \( m_2 = -\frac{1}{\sqrt{2}}(e_3 - ie_4) \) form a null tetrad frame.

The Weyl tensor in a real four-dimensional manifold has 10 independent real components, because of the symmetries shown in Eq. (6), while in complex manifolds it has 10 independent complex components. In the complex case it is convenient to choose these independent components to be

\[
\Psi_0^+ \equiv C_{\mu\nu\rho\sigma}\rho_{m_1^\sigma}^\mu m_2^\nu m_1^\rho m_2^\rho; \quad \Psi_1^+ \equiv C_{\mu\nu\rho\sigma}\rho_{m_1^\nu}^\mu m_2^\rho m_1^\rho m_2^\sigma; \quad \Psi_2^+ \equiv C_{\mu\nu\rho\sigma}\rho_{m_1^\rho}^\mu m_2^\sigma m_1^\nu m_2^\nu
\]

\[
\Psi_3^+ \equiv C_{\mu\nu\rho\sigma}\rho_{m_2^\nu}^\mu m_2^\rho m_1^\sigma m_2^\sigma; \quad \Psi_4^+ \equiv C_{\mu\nu\rho\sigma}\rho_{m_2^\rho}^\mu m_2^\sigma m_1^\nu m_2^\nu
\]

\[
\Psi_0^- \equiv C_{\mu\nu\rho\sigma}\rho_{m_1^\sigma}^\mu m_2^\nu m_1^\rho m_2^\rho; \quad \Psi_1^- \equiv C_{\mu\nu\rho\sigma}\rho_{m_1^\nu}^\mu m_2^\rho m_1^\rho m_2^\sigma; \quad \Psi_2^- \equiv C_{\mu\nu\rho\sigma}\rho_{m_1^\rho}^\mu m_2^\sigma m_1^\nu m_2^\nu
\]

\[
\Psi_3^- \equiv C_{\mu\nu\rho\sigma}\rho_{m_2^\nu}^\mu m_2^\rho m_1^\sigma m_2^\sigma; \quad \Psi_4^- \equiv C_{\mu\nu\rho\sigma}\rho_{m_2^\rho}^\mu m_2^\sigma m_1^\nu m_2^\nu. \tag{14}
\]

These scalars are called the Weyl scalars. The main advantage of using a null tetrad frame when dealing with the Weyl tensor is that the trace-free property and the Bianchi identity, (6), are easily written. Equations below are the explicit forms of these two properties of the Weyl tensor in this kind of frame:
\[ C_{11n} = C_{21n} = C_{1i2} = C_{n1n2} = 0; \]
\[ C_{i12} = \Psi_1^+, \ C_{2i1} = \Psi_1^-; \ C_{1n12} = \Psi_3^-; \ C_{2n21} = \Psi_3^+; \]
\[ C_{12i} = C_{i21} = \Psi_2^+ + \Psi_2^-; \ C_{i2n} = \Psi_2^- - \Psi_2^+. \]  

Where, for example, \( C_{12i} \) means \( C_{\mu\nu\rho\sigma} m_1^\mu m_2^\nu m_3^\rho m_4^\sigma \). In particular, from Eq. (15) we see that the Weyl scalars, defined in (14), are indeed independent of each other in complex manifolds, so that they can be used to represent the Weyl tensor degrees of freedom. Choosing the manifold orientation to be such that \( \epsilon_{\mu\nu\rho\sigma} \epsilon_1^\mu \epsilon_2^\nu \epsilon_3^\rho \epsilon_4^\sigma = 1 \), then convenient bases for spaces \( \mathcal{D}^+ \) and \( \mathcal{D}^- \) are respectively given by:

\[ Z_{\mu\nu}^{+1} = 2l_{[\mu}m_{1\nu]}; \ Z_{\mu\nu}^{+2} = 2m_{2[\mu}n_{\nu]}; \ Z_{\mu\nu}^{+3} = \sqrt{2}n_{[\mu}l_{\nu]} + \sqrt{2}m_{1[\mu}m_{2\nu]} \]
\[ Z_{\mu\nu}^{-1} = 2l_{[\mu}m_{2\nu]}; \ Z_{\mu\nu}^{-2} = 2m_{1[\mu}n_{\nu]}; \ Z_{\mu\nu}^{-3} = \sqrt{2}n_{[\mu}l_{\nu]} + \sqrt{2}m_{2[\mu}m_{1\nu]}. \]

The only non-zero full contractions of the elements of these bases are:

\[ Z^{+1\mu\nu} Z_{\mu\nu}^{+2} = 2; \ Z^{+3\mu\nu} Z_{\mu\nu}^{+3} = -2; \ Z^{-1\mu\nu} Z_{\mu\nu}^{-2} = 2; \ Z^{-3\mu\nu} Z_{\mu\nu}^{-3} = -2. \]  

Using Eqs. (14), (15), (16) and (17) it is straightforward to see that the Weyl scalars can be written in the form

\[ \Psi_0^\pm = \frac{1}{4} C_{\mu\nu\rho\sigma} Z^{\pm1\mu\nu} Z^{\pm1\rho\sigma}; \ \Psi_1^\pm = \frac{-\sqrt{2}}{8} C_{\mu\nu\rho\sigma} Z^{\pm1\mu\nu} Z^{\pm3\rho\sigma} \]
\[ \Psi_2^\pm = \frac{1}{4} C_{\mu\nu\rho\sigma} Z^{\pm1\mu\nu} Z^{\pm2\rho\sigma} = \frac{1}{8} C_{\mu\nu\rho\sigma} Z^{\pm3\mu\nu} Z^{\pm3\rho\sigma} \]
\[ \Psi_3^\pm = \frac{-\sqrt{2}}{8} C_{\mu\nu\rho\sigma} Z^{\pm2\mu\nu} Z^{\pm3\rho\sigma}; \ \Psi_4^\pm = \frac{1}{4} C_{\mu\nu\rho\sigma} Z^{\pm2\mu\nu} Z^{\pm2\rho\sigma}. \]  

The matrix representations of operators \( C^\pm \) in these bivector bases are \( C^\pm_{ij} \), defined to be such that \( C^\pm(Z^{\pm i}) = C^\pm_{ij} Z^{\pm j} \) or, in component form, \( C^\pm_{ij} Z^{\pm j}_{\mu\nu} = C_{\mu\nu\rho\sigma} Z^{\pm i \rho\sigma} \). Where it was used the fact that \( C^\pm_{\mu\nu\rho\sigma} Z^{\pm i \rho\sigma} = C_{\mu\nu\rho\sigma} Z^{\pm i \rho\sigma} \), which stems from (12) and from the triviality of \( C^\pm \) action on the spaces of opposite duality. Now using these definitions and Eqs. (18) and (19) we get that the matrix representations of operators \( C^\pm \) are:

\[ C^\pm_{ij} = 2 \begin{bmatrix} \Psi_2^\pm & \Psi_4^\pm & -\sqrt{2}\Psi_3^\pm \\ \Psi_0^\pm & \Psi_3^\pm & -\sqrt{2}\Psi_1^\pm \\ \sqrt{2}\Psi_1^\pm & \sqrt{2}\Psi_3^\pm & -2\Psi_2^\pm \end{bmatrix}. \]  

Note that these matrices have vanishing trace, as it should be. In next section these matrix representations will be used to find a canonical form for each classification type seen above. Complex results will be used to generate a Weyl tensor classification on real four-dimensional manifolds in the forthcoming sections.
4 Lorentzian case, the Petrov classification

Real Lorentzian manifolds are characterized by the local existence of a real frame \( \{ e_t, e_x, e_y, e_z \} \) such that the only non-zero contractions are \( e^\mu_t e_{t\mu} = 1 \) and \( e^\mu_x e_{x\mu} = e^\mu_y e_{y\mu} = e^\mu_z e_{z\mu} = -1 \). This kind of frame is called a Lorentz frame or a tetrad. From these real vectors it is possible to construct a null tetrad frame in the complexified tangent space, \( \mathbb{C} \otimes T_p M \), given by \( l = \frac{1}{\sqrt{2}}(e_t + e_z) \), \( n = \frac{1}{\sqrt{2}}(e_t - e_z) \), \( m_1 = \frac{1}{\sqrt{2}}(e_x + ie_y) \) and \( m_2 = \frac{1}{\sqrt{2}}(e_x - ie_y) \).

Since this null tetrad frame has exactly the same inner products as the null tetrad frame seen in the previous section it follows that basically the whole formalism is the same in the present case. The differences that must be stressed are that now the Weyl tensor is assumed to be real, \( C^\mu_{\nu\rho\sigma} = C^\mu_{\nu\rho\sigma} \), and the basis vectors \( l \) and \( n \) are real while \( m_1 \) and \( m_2 \) are complex and conjugates to each other, \( \overline{m_1} = m_2 \). These simple observations make huge restrictions on the possible classifications of the Weyl tensor, since now the Weyl scalars \( \Psi^+_a \) and \( \Psi^-_a \) are complex conjugates to each other, \( \overline{\Psi^+_a} = \Psi^-_a \), which stems from their definitions, (14). This reduces the number of independent components of the Weyl tensor from 10 complex numbers to 5 complex numbers, or 10 real parameters, as it should be in a real manifold.

So by Eq. (20) we have that \( C^{+i}_j \) and \( C^{-i}_j \) are complex conjugates to each other.\(^2\) This implies that if the operator \( C^{+}_j \) has certain algebraic type then the operator \( C^{-}_j \) will have the same type. Thus the only allowable classifications are \( (O,O); (I,I); (D,D); (II,II); (III,III) \) and \( (N,N) \). The notation can now be condensed and we say that the Weyl tensor in a real Lorentzian manifold can have just six types of classification: O, I, D, II, III and N, where type D, for example, means \( (D,D) \). These types are the well known Petrov types, which are widely studied since its discovery in 1954 [5].\(^3\)

There are various ways to approach the Petrov classification [3], probably the most elegant is Penrose’s spinor method [20]. It is worth to make a connection between the classification as presented in this text and some of the other ones. In spinorial approach it is easy to see that the different Petrov types are featured by the possibility of choosing convenient bases where some Weyl scalars are zero. The final result of this analysis is summarized in the table below.

| Weyl scalars that can be made to vanish by a suitable choice of basis |
|---------------------------------------------------------------|
| Type O—All \( \Psi_0^\pm, \Psi_1^\pm, \Psi_4^\pm \) | Type I—\( \Psi_0^\pm, \Psi_4^\pm \) | Type D—\( \Psi_0^\pm, \Psi_1^\pm, \Psi_3^\pm, \Psi_4^\pm \) |
| Type II—\( \Psi_0^\pm, \Psi_1^\pm, \Psi_4^\pm \) | Type III—\( \Psi_0^\pm, \Psi_1^\pm, \Psi_2^\pm, \Psi_4^\pm \) | Type N—\( \Psi_0^\pm, \Psi_1^\pm, \Psi_2^\pm, \Psi_3^\pm \) |

This approach to the characterization of Petrov types, which identify the many types with the possibility to annihilate different Weyl tensor components, is the origin of the main extension of this classification to higher dimensions, the so called CMPP

---
\(^2\) In particular this implies that if \( \lambda \) is an eigenvalue of the full Weyl operator then its complex conjugate, \( \overline{\lambda} \), is also an eigenvalue. This result was proved by Petrov in [5].

\(^3\) When created by Petrov the classification consisted only of three non-trivial types, called types 1, 2 and 3. Type 1 later was split into types I and D, type 2 was refined to give types II and N, while type 3 was the now called type III [19].
classification [16]. Now it is easy matter to see that the classification obtained here using the algebraic properties of the operators $C^\pm$ is equivalent to the classification depicted in the above table. For example, if the Weyl tensor is Petrov type N according to the above table it is possible, using Eq. (20), to find a basis such that the representations of $C^+$ and $C^-$ are respectively:

$$ C^+_i = 2 \begin{bmatrix} 0 & \Psi_4^+ & 0 \\ \Psi_2^+ & 0 & 0 \\ 0 & \sqrt{2} \Psi_3^+ & 0 \end{bmatrix} \quad \text{and} \quad C^-_i = 2 \begin{bmatrix} 0 & 0 & -\sqrt{2} \Psi_3^+ \\ 0 & 0 & 0 \\ 0 & \sqrt{2} \Psi_3^+ & 0 \end{bmatrix}. $$

Where $\Psi_4^+ \neq 0$ and it was used the fact that $\Psi_4^+ = \Psi_4^-$ in Lorentzian signature. It is now trivial to see that $(C^+)^2 = 0 = (C^-)^2$, which means that the Weyl tensor, according to classification defined in Sect. 3, is type (N,N), or type N in the condensed notation. This illustrates the equality of type N Petrov classification in both approaches. It is also easy to verify the equivalence of the other types.

As a final comment, note that the above table enables to determine the canonical forms of operators $C^\pm$ matrix representations in the various classification types. For example, type (II,II) is characterized by the following canonical forms:

$$ C^+_i = 2 \begin{bmatrix} \Psi_2^+ & 0 & 0 \\ 0 & \Psi_2^+ & 0 \\ 0 & \sqrt{2} \Psi_3^+ & 0 \end{bmatrix} \quad \text{and} \quad C^-_i = 2 \begin{bmatrix} \Psi_2^+ & 0 & -\sqrt{2} \Psi_3^+ \\ 0 & \Psi_2^+ & 0 \\ 0 & \sqrt{2} \Psi_3^+ & -2 \Psi_2^+ \end{bmatrix}, $$

with $\Psi_2^+ \neq 0 \neq \Psi_3^+$. Since a complex manifold of complex dimension four can always be seen locally as a complexified Lorentzian manifold of real dimension four, it follows that canonical forms to the complex case can also be easily found by using the above table. For example, if the Weyl tensor on a complex manifold has type (D,III) then it can be found a basis for space $D^+$ and an independent basis for $D^-$ (the bases of these two spaces may be not related to each other as they are in Eqs. (16) and (17)) where the representations of the operators $C^\pm$ are:

$$ C^+_i = 2 \begin{bmatrix} \Psi_2^+ & 0 & 0 \\ 0 & \Psi_2^+ & 0 \\ 0 & 0 & -2 \Psi_2^+ \end{bmatrix} \quad \text{and} \quad C^-_i = 2 \begin{bmatrix} 0 & 0 & -\sqrt{2} \Psi_3^- \\ 0 & 0 & 0 \\ 0 & \sqrt{2} \Psi_3^- & 0 \end{bmatrix}. $$

As a last comment note also that by definition of types $I^\pm$ in the preceding section, the matrix representations of the operators $C^\pm$ with these types can always be put in a diagonal form with three different eigenvalues whose sum is zero. So $\text{diag}(\lambda_1^\pm, \lambda_2^\pm, \lambda_3^\pm)$, with $\lambda_i^\pm \neq \lambda_j^\pm$ if $i \neq j$ and $\lambda_1^\pm + \lambda_2^\pm + \lambda_3^\pm = 0$, may be convenient choices of canonical forms for the types $I^\pm$.

### 5 Euclidean signature

Now suppose that $(M, g_{\mu\nu})$ is an Euclidean four-dimensional real manifold. In this case it is possible to find an orthonormal frame \{"$e_{(1)}$, $e_{(2)}$, $e_{(3)}$, $e_{(4)}$"\} made of real
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vectors such that $e_{(a)}^{\mu} e_{(b)\mu} = \delta_{ab}$. Thus a null tetrad frame, $(l, n, m_1, m_2)$, can be constructed in the complexified tangent space by defining the vectors $l = \frac{1}{\sqrt{2}} (e_1 + i e_2)$, $n = \frac{1}{\sqrt{2}} (e_1 - i e_2)$, $m_1 = \frac{1}{\sqrt{2}} (e_3 + i e_4)$ and $m_2 = \frac{1}{\sqrt{2}} (e_3 - i e_4)$.

Since $\{e_{(a)}, a = 1, 2, 3, 4\}$ are real vectors it follows that $l$ is the complex conjugate of $n$, while $m_1$ is minus the complex conjugate of $m_2$. Also the Weyl tensor is real, because it is assumed that the metric is real. Using these relations it is easy to see that the Weyl scalars, (14), are such that: $\Psi_0^+ = \Psi_4^+; \Psi_1^+ = -\Psi_3^+$ and $\Psi_2^+ = \Psi_2^-$. These equalities together with Eq. (20) implies that the matrix representations of $C^+$ and $C^-$ are hermitian and independent of each other. Since these matrices have vanishing trace and every hermitian matrix can be put in a diagonal form by a suitable choice of basis, it follows that there are just three algebraically distinct canonical forms for the matrix representations of $C^+$ and $C^-$, they are: $diag(\lambda_1^+, \lambda_2^+, -\lambda_1^-, -\lambda_2^-)$ with all eigenvalues different, $diag(\lambda^+, \lambda^-, -2\lambda)$ with $\lambda \neq 0$ and $diag(0, 0, 0, 0)$. This means that $C^\pm$ can be just of types $I^\pm$, $D^\pm$ or $O^\pm$. Since the operators $C^+$ and $C^-$ are independent of each other, there are also just six realizable classification types in the Euclidean case, they are: $(O, O); (O, I); (O, D); (I, I); (I, D)$ and $(D, D)$. This classification was already obtained in [8], using a mixture of null tetrad and spinorial formalisms, and in [9], by means of splitting the four-dimensional Weyl tensor into two three-dimensional independent tensors of rank two and using the $SO(4|\mathbb{R})$ group to find canonical forms for these tensors.

6 (2,2) Signature

In a real four-dimensional manifold of signature (2,2) it is possible to find a real frame $\{e_1, e_2, e_3, e_4\}$ such that the only non-zero inner products between the basis vectors are $e_1^\mu e_{1\mu} = e_2^\mu e_{2\mu} = 1$ and $e_3^\mu e_{3\mu} = e_4^\mu e_{4\mu} = -1$. Because of this, in such signature it is possible to construct a null tetrad frame made only of real vectors: $l = \frac{1}{\sqrt{2}} (e_1 + e_3)$, $n = \frac{1}{\sqrt{2}} (e_1 - e_3)$, $m_1 = \frac{1}{\sqrt{2}} (e_2 + e_4)$, $m_2 = \frac{1}{\sqrt{2}} (e_2 - e_4)$. From the reality of these vectors and the reality of Weyl tensor it follows that all the Weyl scalars, (14), are real in this case. These scalars form a total of ten real independent components of the Weyl tensor, as it should be in a real manifold of dimension four.

But, differently from the other two signatures, there are no relations connecting the different Weyl scalars, so that all classification types are possible in (2,2) case. There are thus 21 possible algebraic types for the Weyl tensor in a four-dimensional real manifold of zero signature, they are $(O,O); (O,I); (O,D); (O,II); (O,III); (O,N); (I,I); (I,D); \ldots$, just as in the complex case. Where, as commented before, type $(X,Y)$ is equivalent to type $(Y,X)$. The canonical forms of these types are given in the same way as described at the end of Sect. 4.

A classification in signature (2,2) directly related to this one was obtained before in [13], by means of spinors. The relation of the present classification for $C^+$ and the one defined in [13] is the following: $I^+ \rightarrow \{1111\}, \{1\overline{1}1\}$ or $\{\overline{11}1\}; II^+ \rightarrow \{211\}$

---

4 It is possible that the bivector basis where the operators $C^\pm$ take the canonical forms is formed by complex bivectors. For example, when $C^+$ is type $I^+$ the null tetrad frame where $\Psi_0^+ = \Psi_4^+ = 0$ may be composed by complex vectors, in particular in such a frame the Weyl scalars assume, in general, non-real values.
or \{1\overline{2}\}; D^+ \rightarrow \{22\} or \{2\overline{2}\}; III^+ \rightarrow \{31\} and N^+ \rightarrow \{4\}. There are more Weyl tensor types in [13] because there the reality of principal spinors is used to refine the classification. An analogous refinement could be done in the bivector approach, but probably this refinement do not bring any useful geometric information.

7 Boost weight method

The most famous and, up to now, fruitful tensor classification scheme for higher-dimensional Lorentzian manifolds is the so called CMPP classification [16], in particular when used to classify the Weyl tensor in four dimensions it reduces to the Petrov classification. This classification is based on the so called boost weight decomposition. In Ref. [18] Hervik and Coley extended the boost weight classification to pseudo-Riemannian manifolds of arbitrary dimension, but as depicted in [18] this classification can not be applied to Euclidian nor complex manifolds. It will be argued in the present section that this classification can be easily extended to complex manifolds and the results on real manifolds, including Euclidean signature, can be extracted from the complex case by imposition of suitable reality conditions. In particular, the boost weight classification for the four-dimensional Weyl tensor will be shown to be equivalent to the classification obtained here by the bivector approach.

When the metric of a real manifold has signature \((p, q)\) the isometry group on each point of the manifold (gauge group of the null frame) is \(SO(p, q|\mathbb{R})\). But if the manifold is complexified the isometry group is enhanced to \(SO(p+q|\mathbb{C})\). In [18] the analysis is restricted to the real manifolds with real isometry groups, so that the boost weight classification as treated there does not applies to the complex manifolds nor to the Euclidean signature, since in this last case real null directions are not allowed. But this treatment can be easily generalized to include complex and Euclidean manifolds. In complex manifolds there is nothing special to do, just apply directly the boost weight decomposition while keeping in mind that the isometry group is \(SO(n|\mathbb{C})\), where \(n\) is the complex dimension of the manifold. In the Euclidean case the tangent bundle must be complexified so that the isometry passes from \(SO(n|\mathbb{R})\) to \(SO(n|\mathbb{C})\), after this the boost weight classification is done and at the end the reality condition must be imposed. As an example it will be shown below the classification of the Weyl tensor in Euclidean four-dimensional manifolds.

In the previous sections it was shown that in four dimensions it is always possible to locally find a null tetrad frame \([l, n, m_1, m_2]\), although it may be necessary to complexify the tangent bundle. In order to agree with the notation of Hervik and Coley [18] let us define the following null basis: \(l^1 = n, n^1 = l, l^2 = -m_2\) and \(n^2 = m_1\). When the component of a tensor, \(\gamma_A\), transforms as \(\gamma_A \rightarrow \lambda^{-r} \tau^{-s} \gamma_A\) under the boost \(l^1 \rightarrow \lambda l^1, n^1 \rightarrow \lambda^{-1} n^1, l^2 \rightarrow \tau l^2\) and \(n^2 \rightarrow \tau^{-1} n^2\) this component is said to have boost weight \([r, s]\). Now looking to the definition of the Weyl scalars \(\Psi^+_a\), (14), it is easily seen that they have the following boost weights:

\[
\begin{align*}
\Psi^+_0 & \rightarrow [2, 2] \\
\Psi^+_1 & \rightarrow [1, 1] \\
\Psi^+_2 & \rightarrow [0, 0] \\
\Psi^+_3 & \rightarrow [-1, -1] \\
\Psi^+_4 & \rightarrow [-2, -2]
\end{align*}
\]
The important thing to be observed in the above table is that the components of $C^+$ are such that the boost weights relative to the null vectors $\{l^1, n^1\}$ are always equal to the boost weights relative to $\{l^2, n^2\}$. So in the language of Coley [16], Hervik and Coley [18] the only allowed types for $C^+$ are $[O,O]$, $[I,I]$, $[D,D]$, $[II,II]$, $[III,III]$ and $[N,N]$. These are respectively what in the present article was called types $O^+$, $I^+$, $D^+$, $II^+$, $III^+$ and $N^+$. Obviously the operator $C^-$ can have only the same six types. Finally, to apply the boost weight classification to the whole Weyl tensor, the classifications of $C^+$ and $C^-$ should be composed. It is then clear that in the Lorentzian and $(2,2)$ signatures the boost weight classification for the Weyl tensor furnishes the same types as the bivector approach presented here. Obviously it must be considered, as was shown in Sect. 4, that in the Lorentzian case $C^+$ is the complex conjugate of $C^-$, so that the type of the first operator is the same of the second one. Analogously the boost weight classification for the Weyl tensor for the complex and Euclidean cases, in the form explained above, follows easily and produces the same types as the bivector approach presented here. As an example let us treat explicitly the Euclidean signature.

As explained in the preceding paragraph, the operator $C^+$ can have only six types of boost weight: $[O,O]$, $[I,I]$, … $[N,N]$. Analogously the operator $C^-$ can have only the same six types. In the particular case of the Euclidean signature, as shown in Sect. 5, the Weyl scalars are such that $\overline{\Psi}^\pm_0 = \Psi^\pm_4$ and $\overline{\Psi}^\pm_1 = -\Psi^\pm_3$. This implies that for both operators $C^+$ and $C^-$ the type $[II,II]$ collapses to type $[D,D]$ while types $[III,III]$ and $[N,N]$ collapse to type $[O,O]$. So that in this signature both operators $C^+$ and $C^-$ must have one of the following three types: $[O,O]$, $[I,I]$ or $[D,D]$. This agrees perfectly with the result obtained by means of the bivector approach.

8 Conclusion

A local classification for the Weyl tensor, based on the map of bivectors into bivectors that this tensor provides, was developed in all four-dimensional manifolds endowed with a metric and a Levi-Civita connection. The classification was presented in an unified way, so that the classification on real spaces can be seen as particular cases of the complex classification, where different signatures correspond to different choices of reality condition on the complex manifold. In the complex case and in the real one of signature $(2,2)$ there are 21 possible classifications. In the Lorentzian and Euclidean signatures special relations appear when the reality condition is imposed so that just 6 types of classifications can be realized. It was also discussed the canonical forms of the Weyl tensor in the various classification types. Finally it was proved that trivially extending the boost weight classification of Hervik and Coley [18] to include complex and Euclidean manifolds we get a classification scheme for the Weyl tensor that is equivalent to the bivector approach presented here in all signatures as well in complex manifolds.

5 For example, if the operator $C^+$ is type $[II,II]$ then, by definition, there exists a basis in which $\Psi^+_0 = \Psi^+_4 = 0$. Now because of the identities $\overline{\Psi}^\pm_0 = \Psi^\pm_4$ and $\overline{\Psi}^\pm_1 = -\Psi^\pm_3$ that are valid in the Euclidean signature it follows that in this basis $\Psi^+_3$ and $\Psi^+_4$ must also vanish. So that the type of $C^+$ is indeed $[D,D]$ instead of $[II,II]$. 
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