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Abstract—An advanced reliable low-cost form of screening method, Digital mammography has been used as an effective imaging method for breast cancer detection. With an increased focus on technologies to aid healthcare, mammogram images have been utilized in developing computer-aided diagnosis systems that will potentially help in clinical diagnosis. Researchers have proved that artificial intelligence with its emerging technologies can be used in the early detection of the disease and improve radiologists’ performance in assessing breast cancer. In this paper, we review the methods developed for mammogram mass classification in two categories. The first one is classifying manually provided cropped region of interests (ROI) as either malignant or benign, and the second one is the classification of automatically segmented ROIs as either malignant or benign. We also provide an overview of datasets and evaluation metrics used in the classification task. Finally, we compare and discuss the deep learning approach to classical image processing and learning approach in this domain.

I. Introduction

HIGHEST funded cancer in research in the US with low growth and high mortality rate, Breast Cancer is seen by researchers as a key to understanding and researching the evolution of tumor cells [1]. Therefore, early detection of this genetic disease will aid in further tumor analysis. In addition, having one woman diagnosed with breast cancer every 10 minutes, countries like the UK needs to raise attention to the treatment of the disease promptly. Breast Cancer, the most common cancer in women globally, has challenged researchers to find a treatment for it. With early detection as a major key in its treatment, Breast Cancer can be diagnosed in various ways, biopsy, ultrasound, mammograms, and MRI findings. Early detection of the disease is the way to decrease the mortality rate. Breast cancer mortality rate is usually higher in underdeveloped and developing countries, where women are unaware and unable to access healthcare services. Breast cancer type whether benign or malignant depends on the cell that turns into cancer in the breast. For example, benign tumor cells have elliptical or round shapes with their edges being soft. On the other hand, malignant tumor cells tend to have spiculation, irregular shape, and ambiguous edges. Breast cancer is usually indicated by the existence of a mass with or without calcification accumulation. The radiologist usually examines the size of the mass, its shape, its location, its density to give a possible output about the nature of the mass whether it indicates cancer or not. Therefore, in a computer-aided diagnosis system, segmentation of the mass is essential for accurate and robust classification.
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A. Scope

The number of papers released to aid the early detection of breast cancer in mammograms is incredibly high beyond the scope of the reasonably required paper length. Consequently, we limited our review to papers within high-impact factor journals as well as articles in the top journal’s quartile (Q1). This survey provides a review of classical image processing with machine learning and deep learning-based mammograms classification methods. The paper provides an in-depth analysis and explanation of the mammogram mass classification task in two categories. The first category is classifying regions of interest that are manually segmented as either malignant or benign. The second category by processing the whole mammogram for automated segmentation and classification of regions of interest as either malignant or benign. Both classical imaging processing and deep learning techniques are examined in each category.

B. Outline of the Survey

The rest of this paper is organized as follows. In II-A and II-B, the problem of mammogram classification and its challenges are discussed. Datasets and evaluation metrics referenced in our chosen paper are listed in II-C. In section III-A we discuss the first category of the manually provided ROIs through both image processing and deep learning approaches. Then, the second category of automated segmentation and classification is analyzed and reviewed in section III-B. The paper is discussed and concluded in section IV and section V respectively.

II. Mammograms Breast Cancer Classification

A. The problem

A low-dose X-ray examination, mammogram, is used for the early detection of breast cancer. Multiple studies demonstrated that mammograms decrease the mortality rate of breast cancer by providing an early diagnosis. However, performance benchmarks showed that nearly 80% of biopsies performed after potential mammogram suspects are benign. Thus, the false-positive rate in mammograms is a critical problem that requires a more critical solution from researchers. The cost induced by the false positive rate is estimated to be several billion dollars. Thus, it is important to reduce the biopsy rates to reduce the costs as well as give more attention to real potential suspects. Moreover, mammogram reading by radiologists is tiring, requires a significant amount of time, is expensive, and is prone to errors. Double mammogram reading
TABLE I: Mammograms Datasets Comparison

| Dataset         | Size                  | Different Resources | Description                                                                 |
|-----------------|-----------------------|---------------------|-----------------------------------------------------------------------------|
| NYU Dataset     | 229,426 exams         | No                  | benign findings in 5,556 breast, malignant in 985, 236 with both.          |
| DDSM            | 2,620 exams           | Yes                 | benign findings in 96 exams, malignant in 89, 3 with both.                  |
| MIAS            | 322 mammograms        | Yes                 | benign findings in 61 images, malignant in 51, 1 with both.                |
| IRMA            | 2795 ROI              | Yes                 | 1863 abnormal ROI                                                          |

*a*The number of malignant findings and benign findings is reported for biopsy proven images

*b*We report the size of the dataset that is utilized by the article reviewed

was found to improve the performance of classification, thus it can be proven that there is room for improvement in the classification of mammograms that a single reader did not reach yet. Consequently, work towards a computer-aided diagnosis system is essential for such a task.

### B. Main Challenges

The ideal mammogram classification task is to develop a general-purpose algorithm that achieves both optimal accuracy and robustness with high efficiency and a low false-positive rate. Classification efficiency depends on the segmentation quality of the region of interest in the mammogram. Deployment of the ideal algorithm in multiple settings requires the algorithm to be robust and potentially explainable. With the rise of deep learning in the past few years and the high availability of data, Convolutional neural networks became the most popular method to be used in most computer vision problems. Breast cancer tumor cells come in different shapes and masses. Thus, the trade-off between accuracy and robustness of breast cancer models is also considered a major challenge and not yet well examined. Recent studies have shown that a model trained on a dataset fails to generalize when cross evaluated on another with small distributions shift. Comparative studies of models trained on different dataset distributions are not consistent and require researchers to develop a common benchmark for consistent comparison between models utilizing cross-evaluation to ensure that models do not exhibit data bias. Moreover, access to most of the datasets is difficult considering their confidentiality. Algorithms like federated learning have been released to train models to preserve the privacy of datasets [6]. However, it is prone to multiple privacy attacks. Imaging conditions vary also dependent on the device used to acquire those images. Such variations along with artifacts, poor resolution, and noise corruption can make it hard to reach the ideal general-purpose algorithm that will be able to generalize like a radiologist.

### C. Datasets

Most of the datasets for medical imaging usually suffer the problem of not being publicly available, thus making it hard to compare consistently model performances. Moreover, specific algorithms or techniques tend to show data-bias to specific dataset, making it hard for the algorithm to be applicable in other clinical settings. We examine here the datasets that are used and utilized in the reviewed articles as shown in Table I. A subset of the the NYU dataset is the NYU test set that also was used to form the NYU Reader Study Set. NYU Reader study set was mainly developed to compare model performance to that of radiologists. The study set contains labels collected from fourteen radiologist reader. Only the NYU dataset contains at least four images for each exam that corresponds to the four standard views in mammograms left and right cranio-caudal, (L-CC), and (R-CC) respectively, and left and right mediolateral oblique ,(L-MLO) and (R-MLO) respectively.

### D. Performance Metrics

The metrics used in the reviewed articles are area under the receiver operating characteristic (AUC), areas under the precision-recall curve (AP), specificity, sensitivity, F1-score, and accuracy. Before exploring the metrics, we need to define True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN).

*TP* is the outcome when the algorithm classified the positive class correctly, a model output the mass is malignant and it is actually malignant.

*FP* is the outcome when the algorithm classify the negative class as being positive class, a model output the mass is malignant and it is actually not.

*TN* is the outcome when the algorithm classify the negative class correctly, a model output the mass is not malignant and it is actually not.

*FN* is the outcome when the algorithm fail to detect the positive class correctly, a model output the mass is not malignant and it is actually malignant.

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

The specificity measures how good is your classifier in detecting the negative class.

\[
Specificity = \frac{TN}{TN + FP} \tag{2}
\]
Fig. 1: (a) Mohanty et al Approach (b) 4 gray-level image example. (c) GLCM for distance 1 and direction 0°. (d) GLRL matrix. e) Architecture for VGG-16 network.

The sensitivity, recall, measures how good is your classifier in detecting the positive class.

\[
Sensitivity = \frac{TP}{TP + FN} \tag{3}
\]

AUC is calculated as the Area Under the Sensitivity(TPR)-(1 − Specificity)(FPR) Curve.

The F1-score is the harmonic mean of both the precision and recall described in equation (4).

\[
F1 = \frac{2 * PR * Recall}{PR + Recall} \tag{4}
\]

As the average precision calculated (AP) is the precision for 11 equally spaced recall values \([0, 0.1, 0.2, 0.3 \ldots 0.9, 1.0]\) on the Precision-Recall , a Pascal VOC metric described in equation (5) and (6) [7].

\[
AP_{11} = \frac{1}{11} \sum_{R \in \{0,0.1,\ldots,1.0\}} P_{intrep}(R) \tag{5}
\]

\[
P_{intrep} = \max_{r' : r' > r}(P(r')) \tag{6}
\]

### III. Detection and classification of masses

Masses in mammograms are usually dense regions that differ in shape and size. A benign tumor mass usually has an elliptical or round shape with its edges being soft. Malignant tumors on the other hand tend to have spiculation, irregular shape, and ambiguous edges. Researchers have been developing algorithms to correctly detect and classify breast masses. We will present here the classification of masses after manual and automatic segmentation of regions of interest.

#### A. Manually Cropped ROIs

Mohanty et al reported on the use of texture-based features for the classification of regions of interest as either malignant or benign [8]. Mohanty et al utilized the DDSM database for their classification purpose. The steps are taken to output their classification can be observed in figure 1a. First, a low pass filter was used in the region of interest to suppress important features and preserve calcification within the mass. Then, a feature extraction approach was followed by computing the gray-level co-occurrence matrix (GLCM) and gray-level run-length matrix (GLRLM) of the image. GLCM gives information about the texture of an image by generating a co-occurrence matrix that describes how often a combination of grey level values in an image appears in a specific direction within a specific distance as shown in figure 1c [9]. Texture features can also be extracted from GLRLM that is a 2D matrix where each entry in the matrix \(X_{ij}\) is the number of elements \(j\) with the grey level value \(i\), in the direction \(j\) as shown in 1d [10]. 19 features were extracted from the two matrices. From the GLCM,14 features were extracted namely following Haralick et al intuition with correlation, entropy, inertia, and homogeneity as the popular ones [9]. Another 5 texture features were extracted from GLRLM following Tang suggestions [10]. The texture is independent of the image intensity thus reflecting the intrinsic phenomenon of the image and making the feature extraction method robust to other data distributions. Texture features extracted from the images are then used to construct a C5.0 decision tree, which differs from the normal decision tree method by utilizing boosting, winnowing, and pruning in tree construction. Decision tree is based on the idea of constructing a conditional tree with test points as nodes with different branches. At each node, a decision is made to follow a specific branch and traverse down the tree. Finally, a leaf point is reached, and a prediction can
be made. Their results can be shown on Table [II] [11].

Deep learning has succeeded in outperforming most classical imaging processing techniques in mammogram mass classification. Gardezi1 et al implemented a deep learning approach based on the VGG-16 CNN architecture to classify mammograms manually cropped ROIs as either normal or abnormal [12]. Gardezi1 et al utilized the IRMA dataset in training and testing the model. VGG comes with different architecture but in general, it processes the image by a series of convolution and max-pooling layers to increase the receptor field and extract a feature vector that is usually an encoding of the input image [13]. The used VGG-16 can be seen in figure [1c]. As the goal of the paper was to highlight the efficiency of deep learning models when used in the medical imaging domain, the model was not fine-tuned but original imageNet pre-trained weights were loaded. A feature matrix is then extracted at the first fully connected layer as shown in figure [1c]. The dimension of the feature matrix is 2795 × 4096, where 2795 is the total ROIs used, images batch, and 1x4096 as the encoding of each ROIs. Following, the feature matrix is then used to perform classification of the region as either normal or abnormal with four different classifiers, Support vector machine (SVM), K nearest neighbor (KNN) classifier with k=1,3,5, binary decision tree, and simple logistic classifier. Summary of their important results for their methods is shown in Table. [II]

B. Automatic segmentation and Classification

Automated segmentation and classification of masses in mammograms is still being researched on a large scale. Sadada et al proposed a fuzzy c-means and region growing based automatic segmentation followed by hybrid texture feature extraction to aid in the classification of tumors as either benign or malignant [14]. Sadad et al pipeline can be shown in figure [2a]. The proposed method utilizes the two datasets DDSM and MIAS and was evaluated on 72 and 109 images from DDSM and MIAS respectively. The approach begins by firstly cropping the image to highlight the ROIs and suppress unwanted portions. Then, a newly described method called FCMRG was used. FCMRG refers to the use of fuzzy c means clustering followed by a region growing technique. Fuzzy c means clustering tends to assign membership to each pixel in every cluster [15]. For example, An image with N pixels that is represented by set X = (x1, x2, . . . , xN) is divided into L clusters. where every pixel has a membership value r_{ij}, where j is the pixel index and i is the clustered index. The goal is to minimize the loss function described in equation [7] where \( \sum_{i=1}^{L} r_{ij}^{m} \). After iteratively updating the cluster centers and the membership value for every pixel as described in until an accepted error margin for the loss function [15].

\[
L_m = \sum_{i=1}^{L} \sum_{j=1}^{N} r_{ij}^{m} \left| x_j - c_i \right|^2 \tag{7}
\]

Cluster having the highest intensity values is then processed with a morphological operation to extract the tumor part. Then, a region-based algorithm is used to add the remaining pixels that were missed during extraction. After segmentation of the tumor part, two feature extraction methods followed, LBP-GLCM and LPQ. LBP-GLCM works by applying GLCM texture analysis on the image coded by the local binary patterns method instead of the original image. On the other hand, Heikkila et al introduced LPQ that depends on the characteristic of blur invariance of the Fourier phase spectrum, generating a code for every location forming a histogram similar to the LBP [16]. Texture features extracted from GLCM and LPQ are then fed to a Minimum-redundancy maximum-relevancy (mRMR) algorithm proposed by that is used for feature selection [17]. The algorithm obtains a subset of the feature vector with minimum redundancy and maximum relevance. The performance of classification with the selected features from LPQ, LBP-GLCM and hybrid features featuring both are evaluated and compared separately using four different classifiers, SVM, Logistic regression, linear discriminant analysis (LDA), decision trees, KNN, and an ensemble method. Summary of the results for the approach can be noted in Table [III].

Deep learning on the other hand has been emerging in the classification of masses in mammograms in an incredible way. Wu et al revolutionized CAD systems by proposing a deep learning architecture that was proven as accurate as radiologists when evaluated on the same test set. Wu et al showed that an ensemble model utilizing radiologist prediction, as well as their model prediction, is more accurate than either separately [18]. DMV-CNN proposed by Wu et al expect the four views of the exam to be present. The model was built after experimenting with four different model architectures with the proposed model concatenating L-CC and R-CC representations, and L-MLO and R-MLO representations. The architecture of the model can be seen in figure [2b]. The model outputs prediction for MLO and CC separately then those predictions are averaged during inference. Thus, for each breast, the model output two probabilities, the probability of having a malignant tumor in that breast and the probability of having a benign tumor in that breast. The model was further enhanced by adding to the input channel of every view two heatmaps that were produced by a patch-level classifier with DenseNet-121 architecture to get the benefit from pixel-level labels [20]. Each of the two heatmaps corresponds to the probability of the pixel having a malignant tumor or benign tumor respectively. Surpassing radiologists AUC by a margin of 0.11, Shen et al utilize a weakly supervised network in the classification of mammograms [19]. Proposed by Shen et al, globally-aware multiple instance classifier, (GMIC), works by extracting two saliency maps that correspond to the probability of having a benign or malignant tumor in that pixel from the high-resolution image with a global module that is a low capacity network then extract regions of interest from the saliency map to process with a local high capacity network, and in the end, makes a prediction based on the fusing of feature vectors from both branches. The low capacity network global network is implemented as ResNet-22 [21]. The network was weakly supervised by training it only using image levels without pixel-level annotations. To map the saliency maps with the image-level labels to calculate the loss while training, a greedy
TABLE II: Summary of Results of Reviewed Methods

| Method                                      | Segmented ROIs | Output Classes | Dataset         | Results                                                                 |
|---------------------------------------------|----------------|----------------|-----------------|-------------------------------------------------------------------------|
| GLCM & GLRLM with DT [8]                    | Manual         | Malignant/Benign | DDSM            | 19 features reached 96.7% accuracy with 0.995 AUC                      |
| VGG-16 with different classifiers [12]       | Manual         | Normal/Abnormal | IRMA            | 100% accuracy with 1 AUC for all classifiers slightly less for logistic regression. |
| Hybrid LBP-GLCM-LPQ with FCMRG segmentation & different classifiers [14] | Manual         | Malignant/Benign | DDSM-MIAS       | 98.2% accuracy (0.98 AUC) for MIAS dataset with hybrid features by Decision Tree classifier and 93.1% accuracy (0.97 AUC) for DDSM using SVM classifier with only LPQ features. |
| DMV-CNN [18]                                | Automatic      | Malignant/Benign | NYU Dataset     | 0.779 AUC on NYU Reader Study, 0.824 AUC on NYU Test Set, and 0.532 AUC on DDSM. |
| GMIC [19]                                    | Automatic      | Malignant/Benign | NYU Dataset     | 0.857 AUC on NYU Reader Study, 0.901 AUC on NYU Test Set, and 0.604 AUC on DDSM. |

aggregator function was used to efficiently map the output with the label and backpropagate the gradient efficiently. Saliency maps produced are used to retrieve regions of interest in the original high-resolution mammogram to form a patch of ROIs that is then fed to a high-capacity local module. The local module output feature vector for each ROI is then weighted using a gated attention network to be fused with feature maps from the global network to output the two final class predictions for the whole mammogram. The whole architecture of the model can be seen in figure 2c and summary of the results is mentioned on Table II.

IV. Discussion

Medical images differs from the normal nature images in a variety of ways. For example, mammograms comes with high resolution and the region of interests are very small compared to such resolution. Thus, many works that has been done for nature images may not be applicable in the medical imaging domain. Image processing with classical machine learning techniques tend to be effective in the classification
of mammograms. However, deep learning outperformed all previous techniques as well as radiologists’ classification in such task. Deep learning can surpass human level in vision task applications but the problems of deep learning remains unsolved till our day. Deep learning suffers from the problem of inexplicable output as it can not be divided to smaller explainable tasks as classical image processing techniques. Also, it required a high memory and computational power for usage in clinical settings. Moreover, the robustness and generalization capabilities of deep learning has been an issue for years. A model trained on a specific distribution fails to generalize when cross evaluated on another. Mammograms is acquired from different populations and different machines, thus making it difficult to trust the deep learning models completely in such domain. The future trend works on gathering more data for training in a private decentralized manner, federated learning, towards a robust generalized model that can be deployed in more than one setting [6].

V. Conclusion

The vast emerging research in the mammogram classification has proved that CAD systems will improve clinical diagnosis in a significant way in the future. Image processing techniques with classical machine learning has been reviewed and discussed with the deep learning approach in the classification of mammograms. Deep learning has been also compared extensively with other approaches in our discussion.
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