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Abstract: Moving object tracking techniques using machine and deep learning require large datasets for neural model training. New strategies need to be invented that utilize smaller data training sizes to realize the impact of large-sized datasets. However, current research does not balance the training data size and neural parameters, which creates the problem of inadequacy of the information provided by the low visual data content for parameter optimization. To enhance the performance of moving object tracking that appears in only a few frames, this research proposes a deep learning model using an abundant encoder-decoder (a high-resolution transformer (HRT) encoder-decoder). An HRT encoder-decoder employs feature map extraction that focuses on high resolution feature maps that are more representative of the moving object. In addition, we employ the proposed HRT encoder-decoder for feature map extraction and fusion to reimburse the few frames that have the visual information. Our extensive experiments on the Pascal DOC19 and MS-DS17 datasets have implied that the HRT encoder-decoder abundant model outperforms those of previous studies involving few frames that include moving objects.
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1. Introduction

Tracking of moving objects is an important area of research and a very important task in the field of security automation monitoring systems. The major research of deep learning models for moving object tracking includes region-based CNNs [1] and SSDs, which are single-shot models [2]. Moving object tracking has developed excellent research propositions, namely Overfat [2–4] and R-CNN with fast training [4–7]. These models need a great amount of visual data on a span of many frames for temporal feature maps to enable better performance. Labeling data instances can produce high computational costs as they can be hard to find. This problem has induced the challenges to deep learning, to some extent, and stalled the research of artificial intelligence, which has produced the need to employ a small training data size to track objects in dynamic environments.

Human brains recognize and track moving objects when only sighting a few instances, and we consider that deep neural models should also devise this capability. Assuming a sufficient abundant class of dynamic objects, a different class with few frames can be utilized to track a moving object. As depicted in Figure 1, the training phase is partitioned into two steps: abundant training and scarce training. In abundant training, adequate data training instances are employed to create a feature map space that can characterize the dynamic feature maps of moving objects. In scarce training, a tuning process of the deep learning model allows the new scarce class to be characterized in the feature map space. The authors of [3] considered a few-frames moving object tracking system. It amended the meta-tracking properties by defining the dynamic object vector. Two stages of meta-training process [5] and meta region-based CNN [5–7] models were proposed.
The authors of [8] proposed a meta-properties trainer and a property scoring process using the Googlenetv2 model [9] to allow the detection model to adjust to new classes. The feature map learner utilizes enough instances (in the training phase) from abundant labeled data instances to mine meta-feature generalization for future dynamic object classification. Accumulating scores transforms some ancillary instances from the scarce class into vectors that specify the global significance and the high correlation of the computed meta-feature map of the analogous tracked moving object. The process of incorporating the meta-feature map is learned by the feature-map trainer with the score vector computed by the scored procedure. The regression and the prediction information of the dynamic object can be computed. Nevertheless, these models are too solitary for feature map extraction, and many feature representations are unrestricted. Further, the scores are computed by a naive convolution function, which does not take advantage of the current dynamic object classes data.

The proposed HRT encoder–decoder abundant model can tackle this problem. The HRT encoder–decoder can extract all feature representations of a given surveillance video sequence and utilize the support set to achieve feature map fusion and track the dynamic object. The HRT encoder–decoder model extracts the meta feature map of the broad-spectrum dynamic object from the abundant tracking class and then allocates the learned generalized meta feature map to predict other dynamic objects. The proposed model is trained on a large number of labeled instances to mine and compute the selective feature map discriminating vectors that can be employed for some new classes. The proposed model is designed to generate generalization vectors. When utilizing a small number of instances from the new object class to tune the model parameters, the deep learning model can predict the dynamic object of the new scarce class, which is the same for the information extracted from the abundant class transferring to the new class.

The fundamental features of the abundant class represent the common features of both the abundant and new class. Therefore, the basic features of the moving objects have multiple resemblances. For instance, a horse has four tube-shaped legs, as do the new classes of cows and dogs, and so few-frames training resembles a transfer learning concept. For more perception, our model needs two-phase training comprising abundant training with a large dataset that does not have the new class, followed by scarce training which is tuned according to the new class.
In general, the major contributions of this research are discussed as follows:

- Our research presents an HRT encoder–decoder model that extracts abundant features and an encoder–decoder for feature map fusion to support few-frame moving object tracking.
- Our research proposes a deep learning model that extracts abundant feature maps and employs parallel temporal and attention procedures.

2. Related Works

2.1. Moving Object Tracking

Machine learning models for moving object tracking utilize surveillance video processing [6–12]. Moving object tracking utilizes moving object predictions abundant in moving object positions. The current models of moving object tracking comprise of one or many phases for tracking moving objects [13–17], which are defined using the surrounding borders’ geometry computations. The multi-phase model requires the computation of nominee borders with possible moving objects, and then predicts and validates the boundaries of the mined borders [18]. The former model executes a grid technique focused on the moving object to compute prediction parameters to identify the moving object without computing any of the borders. The multi-phase model has a higher performance [19–21]. The single phase model is lower compared to the multi-phase model in terms of precision, but it outperforms other models in speed, and it is characterized by a real-time paradigm. Nevertheless, these models have a shortcoming wherein they require more labelled data instances for model training.

2.2. Few-frames Moving Object Tracking

Few-frames learning is a state-of-the-art model that utilizes only a few frames for object tracking in both training and prediction classification [22–24]. The few-frames model includes the few-frames prediction for computing the moving object’s position in surveillance videos. It is used to identify the moving objects with little training data. Usually, we can define this technique as a scarce learning model [25].

The scarce learning model defines the moving object tracking attained from a few analogous data as the starting learning phase. It can be modified to new tracking situations using regression models. The authors of [26] presented a learning algorithm to enhance the performance of the classification of the moving object tracking with little data. The authors of [27] designated moving object information from the moving object province while performing adaptation to augment the cases of few-frames moving object tracking. The model of presenting a preprocessing learning algorithm is usually applied in the moving object tracking paradigm. The notion of a transfer learning technique highly decreases the model training epochs, but it can yield to an overfitting difficulty, which can be solved by the systematic model. Further, while transfer learning with scarce data can converge faster, the classifier still faces an unsatisfactory generalization setting.

Transfer learning allows the model to learn faster. Transfer learning utilizes the pre-learning of similar tasks, and transfer learning is utilized to produce hyper parameters from previous training to attain a worthy model initialization. The transfer learning model presented in [28] syndicates the transfer learning phase and the moving object classification, which can acquire knowledge and fast learning techniques, and train the classifier on how to utilize few data instances. The transfer learning CNN presented in [6] utilizes transfer learning on specific region features and enhances the moving object division through an R-CNN. The authors of [29] use the grouping of moving object tracking and few-frames tracking in an independent transfer learning to offer an approach for adjusting the classifier, and they proposed a higher accuracy tracking system and embraced an optimization technique for few data instances. The authors of [30] proposed a transfer learning initiator to a CNN. Once utilized, given a few surveillance video frames of new moving object, the transfer initiator can yield the classifier impact in the prediction stage of augmented learning of new instances in a feed loop manner. Compared with the Google net model, the
authors of [30] utilized the data of many classes, and they utilized the transfer features and adjusted them to obtain fast learning of other classes.

2.3. Attention Model

Encoder–decoder models (E-DM) are always utilized in natural language processors and utilize a transformer model [29–32]. E-DM models transform the input map M into the following matrices and vectors: support matrix V, key vector K, and value vector VA. E-DMs compute the dot product between V and K to yield the attention score of input instances. This procedure is known as the attention computation, and it is the principal process of encoder–decoder models. The score action of feature map M using the attention scores yields the feature map outputs with specific links between input words. Encoder–decoder models and their deviations have accomplished better results in NLP paradigms. An encoder–decoder model such as the BERT transformer model depicted in [33] trains transformers for unknown translations by mutually restricting the contexts.

Attention models such as the one depicted in [33] employ an encoder–decoder model for spatial data. It was proven that such an encoder–decoder model can enhance the performance of deep learning, especially in computer vision. The authors of [34] introduced a CNN architecture that utilizes an encoder–decoder pair for moving object tracking. In [35], the authors presented an encoder–decoder model to tackle computer vision and accomplished a high accuracy on the data of several surveillance video frame detection inputs. Due to the high accuracy of encoder–decoder models, many computer vision algorithms that depend on the encoder–decoder pair have been introduced. To utilize the encoder–decoder models for few-frames moving object tracking, we propose some alterations to the methodology of the typical encoder–decoder pair model.

3. The Proposed Approach

This research proposes a deep learning model using an abundant encoder–decoder (high resolution transformer (HRT) encoder–decoder). An HRT encoder–decoder employs a feature map extraction that focuses on high-resolution feature maps that are more representative of the moving object. In addition, our research employs the proposed HRT encoder–decoder for feature map extraction and fusion to reimburse the few frames that have the visual information. In the proposed model, we present an abundant class with plenty of data features, while a new scarce class is represented by a small amount of data. Our aim is to utilize the abundant and scarce classes to induce model learning that can predict moving objects in both classes. In Figure 2, the employed double training phase is depicted. The first phase utilizes the preceding information to define the surveillance video frame feature map learned from the abundant class (A). The second phase is the adjusting phase, where tuning of the training of the scarce class occurs to provide adaptation of the neural model to the new moving objects in the scarce class (S). Double data inputs are defined as the support data \(b\) and the support data \(v\). The abundant learning phase depicts the definition of the data of the support set to \(A_b\) and the support data set to \(A_v\), which is similarly defined in the new scarce class. If the number of classes in the new class is \(M\) and the count of frames in each class is \(f\), the problem is formulated as \(M\)-way \(f\)-frames moving object tracking.
The proposed HRT encoder–decoder model: a support phase and a support learning phase. The HRT encoder–decoder has three processes: support extraction module, auto encoder, and encoder–decoder.

### 3.1. The Deep CNN Model

The proposed deep CNN model mainly encompasses a feature map extraction process from the abundant representations, which is utilized to extract feature maps from the support set. Subsequently, the extracted feature representations are depicted into feature map flat vectors, and they are fed to the encoder–decoder input layer. In addition, these vectors are utilized in the auto encoders and decoders to perform feature map fusion. Flat vectors computed from the support and the support sets are utilized to acquire the fusion vectors.

To extract the abundant feature map and decrease the feature map loss of the surveillance video frames, our model employs an abundant feature map training model, as depicted in Figure 3 below.

![Feature map extraction model consisting of multiple parallel phases followed by a fusion model.](image)

**Figure 3.** Feature map extraction model consisting of multiple parallel phases followed by a fusion model.

### 3.2. The Proposed Support Model

In the proposed support model, the partitioning of the model into multiple parallel phases of self-attention encoders is followed by pooling. Each self-attention encoder is fed
by abundant class images and only the last two phases are fed by the scarce class images. Multiple feature sets are extracted from each phase. All feature sets are collected and utilized through a stride fusion model of the feature maps. The resolution from the pooling modules is of a lower resolution than the auto encoder stage. Each parallel phase extracts feature map vectors and then the fusion model performs multi-stride fusion. The feature maps of both the abundant and scarce resolutions are merged, and our model employs stride encoders for the abundant surveillance video frames and down-sampling for the pooling layers. The fusion technique utilizes pixel averaging, and the multiple channels of the resolution feature maps are adjusted to the same value. In addition, to enhance the receptive value, stride convolution computes the feature map vectors in the first phase. In order to improve the focus of the locus of the feature map, we utilize parallel temporal attention at the completion of each phase.

The PTAP process is depicted in Figure 3 and the algorithm is as shown in Algorithm 1. The process encompasses parallel temporal attention threads and is linked via a structural residual model. The attention usually consists of a pooling layer and two $3 \times 3$ convolution layers, and in between them, an ReLU activation is utilized. The temporal attention process has four convolutions. The attention PTAP centers the attention to decide which channels encompass the main features of the moving dynamic object. The temporal attention process emphasizes the temporal trajectory and detects which frame includes the main data of the moving dynamic object. The detail of the process is depicted as follows:

\begin{align*}
    \text{Map}_F &= I_C \psi(\text{Map}_{TA} + F_{CA}) \\
    \text{Map}_{SA} &= C_P(C_G(I_c)) \\
    \text{Map}_{CA} &= C_u(\mu(C_D(\text{Map}_P(I_c))))
\end{align*}

\(\text{Map}_F\) defines the feature map of the output and the input \((I_C)\). The activation functions \(\psi\) and \(\mu\) indicate Sigmoid and ReLu activation functions. \(C_P\), \(C_D\), and \(C_u\) define convolution functions, and \(\text{Map}_P\) indicates the maximum pooling average value. \(\text{Map}_{TA}\) represents the temporal attention output value and \(\text{Map}_{CA}\) depicts the channel attention output.

Our attention model employs a parallel design to learn surveillance video frame complex feature representations. The parallel temporal attention modules can compute the channel features correlation at each point and adjust them to improve the representative ability of feature representations mapping.

3.3. The Encoder–Decoder Model

The encoder–decoder model was introduced by Google [35–40]. An HRT encoder–decoder utilizes a self-attention method to compute the feature maps in a parallelized mechanism from the surveillance video input. To keep the input correlation, the model utilizes position-coding to compute the location coordinates. Consequently, the encoder–decoder model can guarantee the correlation between the previous and subsequent data; but, due to the parallel nature of the input, the model training period is decreased. The encoder–decoder model has a transformer structure encoder. When extracting the feature map, the parallel input is fed to the encoder for the correlation computation and other data feature maps are acquired and decoded.

3.3.1. The Encoder Structure

The key module of the encoder in the encoder–decoder model is the self-attention method. To compute the attention vector, the three inputs of the location, namely \(I_1, I_2, I_3\), are utilized as depicted in Algorithm 1.
**Algorithm 1: The Encoder Framework**

1. Compute the correlation in the input. The correlation is computed by the dot product, which is to compute the dot product for the vectors in $I_1$ and each vector in $I_2$. The specific formula is:

$$\text{Corr} = I_1 \cdot I_2^T$$  \hspace{1cm} (4)

2. The computed correlation is divided by the parameter $d$ to alleviate the gradient in the learning phase, as depicted in Equation (5):

$$\text{Corr} = \frac{\text{Corr}}{d}$$  \hspace{1cm} (5)

where $d$ defines the distribution parameter of the classifier softmax and denotes the model degeneration learning curve.

3. Change the normalized correlation vector into a value in the range of zero and one using the softmax classifier. The correlation is converted into a probability matrix $Z$ with values in the range of zero and one, as follows:

$$Z = \text{Attention}(I, J) = \text{Softmax}\left(\frac{II^T}{d}\right)$$  \hspace{1cm} (6)

4. Compute the value of the dot product of $Z$ and $K$.

$$X = Z \cdot K$$  \hspace{1cm} (7)

The purpose of accumulating a residual instance RES is to avoid the degradation in the deep neural model of the training model. Degradation implies that with the accumulation of the layers’ number in the deep neural model, the loss yields to attain saturation and the layer count increases.

Normalization can speed up the learning process and enhance the learning curve stability. Nevertheless, normalization has to solve the small size of the data. The normalization layer is linked to the input size, and if the input is small, it will face high interference. The mean and variance of the input will yield a misrepresentation of the data distribution. This can yield to usage of a large amount of memory, as well as an extended learning time. The learning phase may fail due to the static gradient path. In this case, we can utilize channel normalization, which splits the channel into sub-channels and computes inside the batch. The computation does not depend on the sub-channel size, and the performance can be more stabilized in bigger batches. Channel normalization can prevent batch normalization problems. For surveillance video frames with batch sizes of $M$, $G$, $H$, and $C$, channel normalization defines the channels into sub-channels and computes averages and standard deviations in each sub-channel, forcing each layer input to follow the range of zero to one distribution, which resolves the covariance problem of relocation and speeds up the model’s convergence. This is depicted as follows:

$$r = \frac{I - E[I]}{\sqrt{\text{SD}[I]} + \epsilon} \ast p1 + p2$$  \hspace{1cm} (8)

where $I$ is the input, $r$ is the normalized input, $E[I]$ is the expected value, $\text{SD}[I]$ is the standard deviation, $p1$ and $p2$ are the training parameters, and $\epsilon$ is the threshold that stops the denominator from reaching zero.

3.3.2. The Decoder Structure

In the encoder–decoder model the decoder structure transmits the support map to the support feature map. The support set vector and the support vector are fed as inputs to the encoder’s $I$ and $J$. Concurrently, we subdue the background external to the support moving object, and we use the label of the support vector as the training phase input with the computed support vector from the equation $B \otimes M$. Then, we compute the transformed
feature map using the attention equation of $Z_{B \rightarrow I}(B \otimes M)$. The computation is depicted as follows:

$$I_{\text{channel}} = \text{channel.Norm} \left( Z_{B \rightarrow I}(B \otimes M, J, I) + I \right)$$  \hspace{1cm} (9)

Compared with $I$, the feature-map-enhanced $I_{\text{channel}}$ groups various moving object maps from the support feature map $I$ to enhance its value.

The input of the combined feature maps form a feed forward network (FF) with ‘Avoid Connection’. Its importance lies in the process of the ReLU layer. The feature map vector is extracted by the attention process to a feature map adaptation, which enhances the model’s expressiveness. The FF model is a double/multi-layer perceptron model (D-MLP), which has a fully connected (FC) layer and an ReLU activation layer, which is employed to each location distinctly. The computation is as follows:

$$FF(O') = \text{ReLU} \left( O'C^1 + a^1 \right)C^2 + a^2$$  \hspace{1cm} (10)

Here, $O'$ is the output from the prior layer, and

where, $C^1 \in S^{D_w \times D_f}$,

$C^2 \in S^{D_f \times D_w}$,

$a^1 \in S^{D_f}$, and

$a^2 \in S^{D_w}$.

These are all the hyper-parameters of the training phase. The value of the parameter $D_f$ is higher than the value of $D_w$. After the transitory stage of the FF network, we utilize the Acc and the channel normalization processes.

4. Experiments

In this section, we will compare and test the HRT encoder–decoder model through a model simulation. In this article, an encoder–decoder model is utilized to identify few-frames moving object tracking. The experiments are depicted in the following subsections.

4.1. Datasets

We utilized public data for moving object tracking surveillance to train and test our model. There were two datasets: DOC19 and DS17. The data set description of the HRT encoder–decoder model is depicted in [12].

4.1.1. The Dataset DOC19

We utilized the DS17 and DOC19 datasets for model training using 12,000 video frames. The validation process used video frames from both datasets (5300). The training dataset chose abundant classes, while the prediction process used new instances. The abundant classes contained many labelled surveillance video frame data, and the new class had few surveillance video frames. For the N-class and M-frames surveillance tracking process, we defined the new class as N classes, and each single class had M video frames with tagged labels. In the beginning, we accomplished model training on the abundant classes to get a primary model score, and at the next stage, we performed a fine tuning of the model on the new class. In the new class, we accumulated the moving object in the abundant class so that the trained encoder–decoder model could identify both the new and the abundant classes. To avoid the non-generality of the model processing tracking, we split the dataset into three subsets to train and test the model. In each subset, for the 22-class, five classes were selected as the new classes, and the other classes were utilized as the abundant-class data. For each subset, we took 3, 7, and 9 for the K parameter of the new class for training and validation. When evaluating the datasets, we utilized the mean accuracy of the new class to test. When the join and difference ratio between the result and the true label was higher than 0.5, then the result was correct, that is, JD50.
4.1.2. The Dataset DS17

The DS17 dataset enclosed rich classes and a large number of video frames. It will be utilized for testing surveillance video frame object tracking. In the paradigm of the moving object tracking process, DS17 included 76 different classes with 10,000 video frames for training and 5000 video frames for validation. We selected 18 classes as the new class sets and the remaining classes were the abundant class set.

4.1.3. Training Process

The simulation environment of our experiment was a TX208 GPU with 64 GB of memory. It was executed using Python on Linux sun stations and utilized deep learning PyTorch to construct the encoder–decoder models. The model parameter gradient utilized stochastic descent computation with an energy of 0.8, and score tuning was defined as being of value equal to 0.0005, with batch defined as 32 in size. In addition, the training surveillance video frames were handled by a model of horizontal, vertical overturning, and color exposure to increase the training data size.

4.2. Comparison

4.2.1. Results on the Dataset DOC19

In this section, we describe the experimental results. Table 1 illustrates the results of the model when trained on the dataset DOC19 of the HRT encoder–decoder model on the new class. We also compare the results with current single-phase models, such as SPD [41], Meta Googlenet [42], and Det [43]. The proposed HRT encoder–decoder predictor performs at higher tracking results when the number of video frames of the new class is high. In the first subset, we developed 1.4% more than the others in five frames, 3.3% points more than the others in seven frames, and 1.3% over the others in eleven frames.

Table 1. Results using DOC19 where the first subset used five frames, seven frames, and eleven frames, and the JD50 result was obtained.

| Frames | New Subset 1 | New Subset 2 | New Subset 3 |
|--------|--------------|--------------|--------------|
|        | 3  | 5  | 11 | 3  | 5  | 10 | 3  | 5  | 10 |
| SPD    | 12.4| 29.1| 38.5| 5.0| 15.7| 31.0| 15.0| 27.3| 36.3|
| Meta Googlenet | 26.7| 33.9| 47.2| 22.7| 30.1| 40.5| 28.4| 42.8| 45.9|
| Det    | 28.9| 35.0| 48.8| 25.9| 30.6| 41.5| 27.9| 41.9| 42.9|
| Our HRT model | 29.4| 37.7| 49.9| 27.8| 36.8| 47.5| 28.9| 44.2| 49.2|

4.2.2. Results on the Dataset DS17

Compared with the DOC19 dataset, DS17 show more complications in moving object tracking processes due to the DS17 set having more video frames. We performed the training of the model with 60 abundant classes of DS17, and then we performed the fine-tuning process of the model when the frames were 13 or 23, separately. The results are depicted in Table 2. Our proposed model outperforms previous models. When the frame number was 13, our model enhanced the performance by 8.1% at JD45: 90, and for a frame number of 23, our model enhanced the performance by 9.3% at JD45: 90. The results are illustrated in Figures 4 and 5.
Table 2. Results of the proposed HRT encoder–decoder model using the DS17 data set with frame numbers of 13 and 23 compared to other models in few-frames moving object tracking.

| Frame Number | Model          | JD45: 90 | 0.5 | 0.75 |
|--------------|----------------|----------|-----|------|
| k = 13       | SPD            | 84       | 81  | 81   |
|              | Meta Googlenet | 82       | 88  | 86   |
|              | Det            | 83       | 86  | 81   |
|              | Our HRT encoder–decoder | 94 | 96  | 97   |
| k = 23       | SPD            | 87       | 86  | 81   |
|              | Meta Googlenet | 81       | 87  | 86   |
|              | Det            | 83       | 87  | 81   |
|              | Our HRT encoder–decoder | 95 | 96  | 98.4 |

Figure 4. Average accuracy for k = 13.

Figure 5. Average accuracy for k = 23.

4.3. Ablation Experiments

The ablation results are decisive in utilizing the encoder–decoder HRT for infusion and in using an abundant extraction model. The ablation training and testing were performed
on the DOC19 dataset, and the frame number was defined to be 7, with the abundant and the new class splitting of the dataset.

To test the temporal attention in the abundant CNN, we accumulated the ablation results of these processes. We performed the experiments in the CNN abundant model. As depicted in Table 3, the experimental results are enhanced when temporal attention was accumulated. When channel attention was accumulated in the model, the results were enhanced more. Consequently, we found that the accumulative receptive parameter of the model and a higher defined score of the feature map using the attention method is highly operative.

Table 3. The ablation results with the feature map extraction model accumulated with the channel and temporal attention.

| Temporal Attention | Channel Attention | Accumulated Temporal and Channel Attention | JD50  |
|-------------------|------------------|------------------------------------------|-------|
|                   | √                |                                          | 0.531 |
| √                 |                 |                                          | 0.542 |
| √                 | √                |                                          | 0.546 |
| √                 | √                |                                          | 0.558 |

Using the attention method in the encoder–decoder model shows an enhancement of the encoder–decoder in the computer vision model in [33]. Table 4 depicts the ablation results. The fusion of the abundant set feature map vector with the scarce vector shows a better performance. In addition, when a facade is utilized to substitute the preceding temporal location in the decoding phase of the encoder–decoder model, the moving object tracking ablation result of the model can also be enhanced.

Table 4. Ablation results of facade and attention fused with the encoder–decoder.

| Facade | Attention | JD50  |
|--------|-----------|-------|
|        |           | 0.6006|
| √      |           | 0.6220|
| √      | √         | 0.6642|
| √      | √         | 0.6462|

After the ablation simulation on the feature map computational model and encoder–decoder, the best arrangement of the models is found to perform the ablation computation on the abundant feature map model and encoder–decoder. Table 5 depicts the results after 200 epochs of training. We also confirmed the impact of the accumulated procedures with our training models. Through this accumulation, the scarce model results can be highly enhanced for moving object tracking.

Table 5. Ablation results of abundant feature map extraction model, encoder–decoder, and scarce model utilized in the proposed HRT model.

| Scarce Model | Abundant Model | Combined Abundant and Scarce Model | JD50  |
|--------------|----------------|-----------------------------------|-------|
|              |                |                                   | 0.8545|
| √            |                |                                   | 0.8202|
| √            | √              |                                   | 0.8548|
| √            |                |                                   | 0.8482|
| √            | √              |                                   | 0.8550|

5. Conclusions

In this research, we introduced an HRT encoder–decoder model to recognize few-frames moving object tracking. In the model, we utilize an abundant feature map extraction
model to extract model feature maps, as well as an attention encoder–decoder to infuse the support set feature maps and the support feature maps. An effective predictor is proposed by merging the abundant model and the encoder–decoder model to be applied to new scarce instances. The experimental results proved that our proposed HRT encoder–decoder model performs better than the preceding classifiers when the number of video frames is higher than three. We also confirmed the impact of the accumulated procedures with our training models. Through this accumulation, the scarce model results can be highly enhanced for moving object tracking.
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