We summarise some of our recent works on \(L_\infty\)-algebras and quasi-groups with regard to higher principal bundles and their applications in twistor theory and gauge theory. In particular, after a lightning review of \(L_\infty\)-algebras, we discuss their Maurer–Cartan theory and explain that any classical field theory admitting an action can be re-formulated in this context with the help of the Batalin–Vilkovisky formalism. As examples, we explore higher Chern–Simons theory and Yang–Mills theory. We also formulate in this context with the help of the Batalin–Vilkovisky approach in this article. To set up the stage, we shall provide a few mathematical tools first. See e.g. \[A\text{commutative differential graded algebra}\]

\[k\in\text{are called homogeneous and of degree}\]

\[\text{composition} A \rightarrow A \rightarrow A\text{is graded commutative,}\]

\[a_1 a_2 = (-1)^{|a_1||a_2|} a_2 a_1 \quad (1)\]

for \(a_{1,2} \in A\) of homogeneous degrees \(|a_{1,2}| \in \mathbb{Z}\). Being differential means that \(A\) is equipped with differential derivations \(d_k : A_k \rightarrow A_{k+1}\) of homogeneous degree 1. Concretely, the \(d_k\) obey \(d_{k+1} \circ d_k = 0\) and

\[d_k(a_1 a_2) = (d_k a_1) a_2 + (-1)^{|a_1|} a_1 (d_k a_2) \quad (2)\]

for \(a_{1,2} \in A\) and \(a_1\) of homogeneous degree \(|a_1| \in \mathbb{Z}\). For the sake of brevity, we denote the \(d_k\) collectively by \(d\) and write \((A,d)\) for a differential graded algebra.

A morphism \(f : (A,d) \rightarrow (A',d')\) between two differential graded algebras \((A,d)\) and \((A',d')\) is a collection \(f\) of degree 0 maps \(f_k : A_k \rightarrow A'_k\) which respect the differentials \(f_{k+1} \circ d_k = d'_k \circ f_k\) for all \(k \in \mathbb{Z}\).

The prime example of a differential graded algebra is the de Rham complex \((\Omega^*(X),d)\) on a smooth manifold \(X\).

In the following, we shall need the degree-shift operation and dualisation which are defined as follows. For any \(\mathbb{Z}\)-graded vector space \(V\) we define the degree shift by \(l \in \mathbb{Z}\) according to \(V[l] = \bigoplus_{k \in \mathbb{Z}} (V[l])_k\) with \((V[l])_k := V_{k+l}\). Moreover, for the (vector space) dual \(V^*\) of \(V\), we have \((V^*)_k := (V_{-k})^*\).

To motivate the notion of a \(Q\)-manifold, let us recall the following fact: differential forms \(\Omega^*(X)\) on a \(d\)-dimensional smooth manifold \(X\) can be understood as the smooth functions \(\mathcal{C}^\infty(T[1]X)\) on the degree-shifted tangent bundle \(T[1]X\) of \(X\). Indeed, working locally with coordinates \(x^i, i = 1, \ldots, d\), on \(X\) and coordinates \(\xi^i\) up the fibres of \(T[1]X\), functions on \(T[1]X\) are polynomials
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in $\xi^i$, that is, $f(x, \xi) = f_0(x) + \xi^i f_i(x) + \frac{1}{2} \xi^i \xi^j f_{ij}(x) + \cdots \in \mathcal{C}^\infty(T[1]X)$. The identification of $\xi^i$ with $dx^i$ amounts to $\mathcal{C}^\infty(T[1]X) \cong \Omega^*(X)$. In addition, the de Rham differential $d$ corresponds to the vector field $Q = \xi^i \frac{\partial}{\partial x^i}$ under this identification. The manifold $T[1]X$ together with the degree 1 vector field $Q$ form what is known as a $Q$-manifold.

The proper definition of a $Q$-manifold requires the somewhat heavier machinery of locally ringed spaces which we recall here for the reader’s convenience. A ringed space $X$ is a pair $([X], \mathcal{S}_X)$ where $[X]$ is a topological space and $\mathcal{S}_X$ a sheaf of rings on $[X]$ called the structure sheaf of $X$. A locally ringed space is then a ringed space $([X], \mathcal{S}_X)$ such that all stalks of $\mathcal{S}_X$ are local rings, that is, they have unique maximal ideals.

A morphism $([X], \mathcal{S}_X) \rightarrow ([X'], \mathcal{S}_X')$ of locally ringed spaces is a pair $(\phi, \phi^\sharp)$ where $\phi : [X] \rightarrow [X']$ is a morphism of topological spaces and $\phi^\sharp : \mathcal{S}_{X'} \rightarrow \phi_* \mathcal{S}_X$ a morphism of local rings i.e. a map that respects the maximal ideals. Here, $\phi_* \mathcal{S}_X$ is the zeroth direct image of $\mathcal{S}_X$ under $\phi$ i.e. for any open subset $U'$ of $[X']$ there is a morphism $\phi^\sharp_{U'} : \mathcal{S}_{X'}|_{U'} \rightarrow \mathcal{S}_X|_{\phi^{-1}(U')}$. If the structure sheaves carry extra structure such as a $\mathbb{Z}$-grading, then the morphism is assumed to respect this structure.

For instance, an ordinary smooth manifold can be defined as a locally ringed space $([X], \mathcal{S}_X)$ for $[X]$ a topological manifold such that for each $x \in [X]$ there is an open neighbourhood $U \ni x$ and an isomorphism of locally ringed spaces $(U, \mathcal{S}_X|_U) \cong (U', \mathcal{C}^{\infty}_U)$ where $\mathcal{C}^{\infty}_U$ is the sheaf of smooth functions on an open subset $U' \subseteq \mathbb{R}^d$. The stalk of $\mathcal{S}_X$ at a point $x \in [X]$ is the set of all germs of smooth functions at $x \in [X]$, and the maximal ideal of the stalk are the functions that vanish at $x \in [X]$. Furthermore, if $f : [X] \rightarrow [X']$ is a continuous function between two topological manifolds $[X]$ and $[X']$ for the two manifolds $(U, \mathcal{S}_X|_U)$ and $(U', \mathcal{S}_X'|_{U'})$ and if there is a comorphism $\Phi : \mathcal{S}_{X'} \rightarrow \phi_* \mathcal{S}_X$ of local rings, then $\Phi$ must also be smooth and $\Phi = \phi^\sharp$.

With this in mind, a smooth $\mathbb{Z}$-graded manifold is a locally ringed space $X = ([X], \mathcal{S}_X)$ for $[X]$ a topological manifold such that for each $x \in [X]$ there is an open neighbourhood $U \ni x$ and an isomorphism of locally ringed spaces $(U, \mathcal{S}_X|_U) \cong (U', \mathcal{C}^{\infty}_U \otimes \mathcal{E}|_U)$ where $U' \subseteq E$ is open for $E$ a Frechét space, $\mathcal{C}^{\infty}_U$ is the sheaf of smooth functions on $U'$, and $\mathcal{E}|_U$ is a locally free $\mathbb{Z}$-graded sheaf of $\mathcal{C}^{\infty}_U$-modules on $U'$. We shall write $\mathcal{C}^{\infty}(X) := \Gamma([X], \mathcal{S}_X)$ to denote the global functions on $X$.

It can be shown [10, 11] that any smooth $\mathbb{Z}$-graded manifold must take the form of a vector bundle over an ordinary smooth manifold with the typical fibre being a $\mathbb{Z}$-graded vector space. This is called globally split\(^1\) and essentially due to the existence of a partition of unity and the fact that any smooth $\mathbb{Z}$-manifold can be smoothly deformed into said vector bundle form. Note, however, that complex $\mathbb{Z}$-graded manifolds are not necessarily globally split. We shall mostly be working in the real setting and hence often drop the prefix ‘smooth’ in the following.

A vector field $V$ on a $\mathbb{Z}$-graded manifold $X$ is simply a graded derivation $V : \mathcal{C}^{\infty}(X) \rightarrow \mathcal{C}^{\infty}(X)$. Specifically, for homogeneous $V$ of degree $|V| \in \mathbb{Z}$ and homogeneous $f, g \in \mathcal{C}^{\infty}(X)$, we have the graded Leibniz rule

$$V(fg) = V(f)g + (-1)^{|V||f|}fV(g). \quad (3)$$

The tangent bundle $TX$ of a $\mathbb{Z}$-graded manifold $X$ is then simply defined to be the disjoint union of the tangent spaces which in turn are the vector spaces of derivations as in the ordinary case. Furthermore, differential forms can be defined by setting $\Omega^*(X) := \mathcal{C}^{\infty}(T[1]X)$ upon recalling our above discussion.

We now have introduced all the necessary mathematical background to give the definition of a $Q$-manifold. A $Q$-manifold [5–7] is a $\mathbb{Z}$-graded manifold $X$ equipped with a homogeneous degree 1 vector field such that $[Q, Q] = 2Q^2 = 0$ where $[\cdot, \cdot]$ is the graded Lie bracket on the sheaf of vector fields on $X$. In addition, the pair $(\mathcal{C}^{\infty}(X), Q)$ forms a differential graded algebra.

1.2 $L_{\infty}$-algebras

To begin with, consider a $\mathbb{Z}$-graded manifold concentrated (i.e. non-trivial) only in degree 1.\(^2\) Such a manifold is necessarily of the form $\mathfrak{g}[1]$ for $\mathfrak{g}$ an ordinary (real) vector space. Now, let $\xi^a$ be local coordinates. The most general degree 1 vector field $Q$ is of the form

$$Q := -\frac{1}{2} \xi^a \xi^b \xi^c f_{abc} \frac{\partial}{\partial \xi^d}, \quad (4)$$

where the $f_{abc}^\gamma$ are constants. It is straightforward to check that $Q^2 = 0$ is equivalent to requiring the constants $f_{abc}^\gamma$ to satisfy the Jacobi identity. Thus, $(\mathcal{C}^{\infty}(\mathfrak{g}[1]), Q)$ can be identified with the Chevalley–Eilenberg algebra $\mathcal{C}(\mathfrak{g}) := (\Lambda^\infty \mathfrak{g}^\ast, d_{CE})$ of a Lie algebra $(\mathfrak{g}, [\cdot, \cdot, \cdot])$ with $[\cdot, \cdot]$ the Lie bracket.

\(^1\) Note that by definition, $Q$-manifolds are locally split.

\(^2\) Here we mean that the coordinate ring is generated by degree 1 coordinates.
Generalising the above, for a $Q$-manifold $X$ concentrated in degrees $1, \ldots, n$ we declare the pair $(\mathcal{E}^\infty(X), Q)$ to be the Chevalley–Eilenberg algebra $CE(L)$ of an $n$-term $L_\infty$-algebra $(L, \mu_i)$ over $\mathbb{R}$ with $\mu_i$, $i = 1, \ldots, n$, being the higher brackets generalising the Lie bracket. Indeed, such a $Q$-manifold is necessarily of the form $L[1]$ for a $\mathbb{Z}$-graded vector space $L = \bigoplus_{k = -n}^{-\infty} L_k$ and, letting $\xi^a$ be local coordinates of degree $|\xi^a| \in [1, \ldots, n]$ on $L[1]$, the vector field $Q$ given in (4) generalises to

$$Q := \sum_{i=1}^n \frac{(-1)^{\ell(i)} i!}{i!} \xi^{a_1} \cdots \xi^{a_i} f_{a_1 \cdots a_i} \beta \frac{\partial}{\partial \xi^\beta}.$$  \hspace{1cm} (5)

The $f_{a_1 \cdots a_i}$ are constants again but not all of them are non-zero due to the requirement of $Q$ being of degree 1. The constants $f_{a_1 \cdots a_i} \beta$ encode multilinear totally graded antisymmetric maps $\mu_i : L \times \cdots \times L \to L$ of degree 2 $- i$. Indeed, letting $\tau_a$ be a basis of $L$ with $|\tau_a| = -|\xi^a| + 1 \in (-n, 0, \ldots)$, we may write

$$\mu_i(\tau_{a_1}, \ldots, \tau_{a_i}) := f_{a_1 \cdots a_i} \beta \tau_\beta.$$  \hspace{1cm} (6)

The condition $Q^2 = 0$ amounts to the higher or homotopy Jacobi identities

$$\sum_{j,k = \ell = i} \chi(\sigma; \ell_1, \ldots, \ell_{j}) (-1)^k \times \mu_{k+1}(\mu_j(\ell_{a(j)}), \ldots, \ell_{a(j+1)}), \ldots, \ell_{a(i)}) = 0$$  \hspace{1cm} (7a)

for $\ell_1, \ldots, \ell_j \in L$ as a straightforward but lengthy calculation shows. Here, the sum over $\sigma$ is taken over all $(j; i)$ shuffles which consist of permutations $\sigma$ of $[1, \ldots, i]$ such that the first $i$ and the last $j - i$ images of $\sigma$ are ordered: $\sigma(1) < \cdots < \sigma(j)$ and $\sigma(j + 1) < \cdots < \sigma(i)$. In addition, $\chi(\sigma; \ell_1, \ldots, \ell_i)$ is the graded Koszul sign defined implicitly by

$$\ell_1 \wedge \cdots \wedge \ell_i = \chi(\sigma; \ell_1, \ldots, \ell_i) \ell_{a(1)} \wedge \cdots \wedge \ell_{a(i)}.$$  \hspace{1cm} (7b)

In particular, for $i = 1$ we find that $\mu_1$ is a differential, for $i = 2$ we find that $\mu_1$ is a derivation with respect to $\mu_2$, for $i = 3$ we find a generalisation of the Jacobi identity for the 2-bracket $\mu_2$, and so on.

Upon recalling the fact that any $\mathbb{Z}$-graded manifold is a fibration over an ordinary manifold with the typical fibre being a $\mathbb{Z}$-graded vector space, we call $(\mathcal{E}^\infty(X), Q)$ for a $Q$-manifold $X$ fibred over a point the Chevalley–Eilenberg–Eilenberg algebra $CE(L)$ of an $L_\infty$-algebra $(L, \mu_i)$ over $\mathbb{R}$ for $i \in \mathbb{N}$ and $L = \bigoplus_{k \in \mathbb{Z}} L_k$. This extension to a $\mathbb{Z}$-grading is needed when talking about the Batalin–Vilkovisky formalism later on.

To complete our brief exposition on $L_\infty$-algebras, we wish to introduce two more ingredients: inner products on $L_\infty$-algebras and morphisms between $L_\infty$-algebras. We shall start with the former.

Inner product $L_\infty$-algebras, also known as cyclic $L_\infty$-algebras are $L_\infty$-algebras that come with a bi-linear non-degenerate graded symmetric pairing $\langle - , - \rangle : L \times L \to \mathbb{R}$ which is cyclic in the sense of

$$\langle \ell_1, \mu_i(\ell_2, \ldots, \ell_i) \rangle =$$

$$= (-1)^{i+j+|\ell_i|+|\ell_{i+1}|+|\ell_{i+2}|+\ldots+|\ell_{i+j}|} \times$$

$$\times \langle \ell_{i+1}, \mu_j(\ell_1, \ldots, \ell_i) \rangle$$  \hspace{1cm} (8)

for all $i \in \mathbb{N}$ for homogeneous $\ell_1, \ldots, \ell_{i+1} \in L$ with $|\ell_i| \leq |\ell_1|$ the $L_\infty$-degree of $\ell_i \in L$. The inner product may carry a degree itself. In the $Q$-manifold picture, the inner product corresponds to a symplectic form, and the cyclicity is encoded in the requirement of the vector field $Q$ to be symplectic with respect to the symplectic form.

Before moving on to morphisms, let us point out that given a commutative differential graded algebra $(A, d)$ and an $L_\infty$-algebra $(L, \mu_i)$ we can always form their tensor product which again comes with an $L_\infty$-structure. Explicitly, we have

$$\hat{L} := \bigoplus_{k \in \mathbb{Z}} (A \otimes L)_k \text{ with } (A \otimes L)_k := \bigoplus_{i+j = k} A_i \otimes L_j$$  \hspace{1cm} (9a)

so that the homogeneous degree in $\hat{L}$ is given by $|a \otimes \ell| := |a| + |\ell|$ for homogeneous $a \in A$ and $\ell \in L$. The higher products $\hat{\mu}_i$ on $\hat{L}$ read as

$$\hat{\mu}_1(a_1 \otimes \ell_1) := da_1 \otimes \ell_1 + (-1)^{|a_1|} a_1 \otimes \mu_1(\ell_1),$$

$$\hat{\mu}_i(a_1 \otimes \ell_1, \ldots, a_i \otimes \ell_i) :=$$

$$= (-1)^{i \sum_{j=1}^i |a_j| + \sum_{j=1}^i \sum_{k=1}^j |a_j| \sum_{k=1}^{j-1} |\ell_k|} \times$$

$$\times (a_1 \cdots a_i) \otimes \mu_i(\ell_1, \ldots, \ell_i)$$  \hspace{1cm} (9b)

for $i \geq 2$ and homogeneous $a_1, \ldots, a_i \in A$ and $\ell_1, \ldots, \ell_i \in L$, and these products extend to general elements by linearity. If, in addition, both $A$ and $L$ come with inner products, then $\hat{L}$ admits a natural inner product defined by

$$\langle a_1 \otimes \ell_1, a_2 \otimes \ell_2 \rangle := (-1)^{|a_2||\ell_1|} \langle a_1, a_2 \rangle \langle \ell_1, \ell_2 \rangle$$  \hspace{1cm} (10)

for homogeneous $a_1, a_2 \in A$ and $\ell_1, \ell_2 \in L$ and again extended to general elements by linearity. Detailed proofs on checking the higher Jacobi identities for the products $\hat{\mu}_i$ and the cyclicity of this inner product can be found in [12].

The prime example of such a tensor product $L_\infty$-algebra is the tensor product of the de Rham complex.
\((\Omega^*(X),d)\) on a \(d\)-dimensional manifold \(X\) for \(d \geq 3\) with a finite-dimensional \(L_\infty\)-algebra \((L,\mu_1)\) with \(L = \bigoplus_{k=-d+3}^0 L_k\). In this case we shall write \(\Omega^*(X,L)\). If one assumes that \(X\) is also compact, oriented, and without boundary, then there is a natural inner product on \(\Omega^*(X)\) given by \(\langle \omega_1, \omega_2 \rangle = \int_X \omega_1 \wedge \omega_2\). Provided \(L\) is cyclic then \(\Omega^*(X,L)\) comes with a natural inner product by means of the above construction. We shall come back to this example later on when discussing higher Chern–Simons theory.

Morphisms between \(L_\infty\)-algebras, also known as \(L_\infty\)-morphisms generalise the notion of Lie algebra morphisms, and are most straightforwardly understood in the \(Q\)-manifold picture. In particular, an \(L_\infty\)-morphism is described by a degree 0 morphism \((f,f^\flat) : (X,Q) \to (X',Q')\) of \(\mathbb{Z}\)-graded manifolds that preserves the homological vector fields in the sense that \(Q \circ f^\flat = f^\flat \circ Q'\). In the \(L_\infty\)-picture this corresponds to a collection of multilinear totally graded antisymmetric maps \(\phi_i : L \times \cdots \times L \to L'\) of degree \(1-i\) for two \(L_\infty\)-algebras \((L,\mu_1)\) and \((L',\mu'_1)\) such that

\[
\sum_{j+k=i \sigma \in Sh(j;i)} (-1)^k \epsilon(\sigma;\ell_1,\ldots,\ell_i) \times \phi_k(1)(\mu_j(\ell_{\sigma(1)},\ldots,\ell_{\sigma(j)}),\ell_{\sigma(j+1)},\ldots,\ell_{\sigma(i)}) = \\
= \sum_{j=1}^i \frac{1}{j!} \sum_{k_1+\cdots+k_j=i} \sum_{\sigma \in Sh(k_1,\ldots,k_{j-1};i)} \times \chi(\sigma;\ell_1,\ldots,\ell_i) \zeta(\sigma;\ell_1,\ldots,\ell_i) \times \mu'_1(\phi_k(1)(\ell_{\sigma(1)},\ldots,\ell_{\sigma(k)}),\ldots) \times \phi_k(1)(\ell_{\sigma(k+1)},\ldots,\ell_{\sigma(i)}),
\]

where \(\chi(\sigma;\ell_1,\ldots,\ell_i)\) is the aforementioned Koszul sign and \(\zeta(\sigma;\ell_1,\ldots,\ell_i)\) for a \((k_1,\ldots,k_{j-1};i)\)-shuffle \(\sigma\) is given by

\[
\zeta(\sigma;\ell_1,\ldots,\ell_i) := \\
:= (-1)^{\sum_{1 \leq m \leq j} k_m n_m + \sum_{m=1}^{j-1} k_m(j-m)} \times (-1)^{\sum_{m=1}^{j-1}(1-k_m) \sum_{k=1}^{k_m} (-1)^{k_m-1} |\ell_{\sigma(i)}|}.
\]

Since \(\mu_1\) is a differential, we can consider the cohomology ring of an \(L_\infty\)-algebra \((L,\mu_1)\), denoted by \(H^*_\mu(L)\), and whenever the map \(\phi_1\) for an \(L_\infty\)-morphism \((L,\mu_1) \to (L',\mu'_1)\) induces an isomorphism \(H^*_\mu(L) \cong H^*_{\mu'_1}(L')\), the \(L_\infty\)-morphism is called an \(L_\infty\)-quasi-isomorphism. Importantly, quasi-isomorphisms induce an equivalence relation on the space of all \(L_\infty\)-algebras.

A differential graded Lie algebra, which is a \(\mathbb{Z}\)-graded vector space equipped with graded Lie bracket and a differential that is a graded derivation with respect to the Lie bracket, is, evidently, an example of an \(L_\infty\)-algebra. Importantly, however, it can be shown [13] that any \(L_\infty\)-algebra is \(L_\infty\)-quasi-isomorphic to a differential graded Lie algebra. This is known as the strictification of an \(L_\infty\)-algebra. Whilst this result is crucial for making general statement about \(L_\infty\)-algebras, in practical applications it often very difficult to construct the strictification \(L_\infty\)-quasi-isomorphism explicitly.

Besides this strictification theorem, there is another important theorem, known as the minimal model theorem [14, 15], which says that any \(L_\infty\)-algebra \((L,\mu_1)\) is quasi-isomorphic to an \(L_\infty\)-algebra \((L',\mu'_1)\) with \(\mu'_1 = 0\). An \(L_\infty\)-algebra with \(\mu_1 = 0\) is known as a minimal model. Essentially, \(L'\) is, unique up to \(L_\infty\)-isomorphism, the cohomology ring \(H_\mu^*(L)\) of \((L,\mu_1)\) and the \(L_\infty\)-quasi-isomorphism determined by the maps \(\phi_1 : L' \times \cdots \times L' \to L\) and products \(\mu'_1\) are constructed recursively as [15]

\[
\phi_1(\ell_1') := e(\ell_1'),
\phi_2(\ell_1',\ell_2') := -h(\mu_2(\phi_1(\ell_1'),\phi_1(\ell_2'))),
\]

\[
\phi_i(\ell_1',\ldots,\ell_i') := -\sum_{j=2}^i \frac{1}{j!} \sum_{k_1+\cdots+k_j=i} \sum_{\sigma \in Sh(k_1,\ldots,k_{j-1};i)} \times \chi(\sigma;\ell_1',\ldots,\ell_i') \zeta(\sigma;\ell_1',\ldots,\ell_i') \times \mu_j(\phi_k(1)(\ell_{\sigma(1)}'),\ldots,\ell_{\sigma(k)}'),
\]

\[
\phi_k(1)(\ell_{\sigma(k+1)}',\ldots,\ell_{\sigma(i)}'),
\]

\[
\mu'_1(\ell_1') := 0,
\mu'_2(\ell_1',\ell_2') := p(\mu_2(\phi_1(\ell_1'),\phi_1(\ell_2'))),
\]

\[
\mu'_i(\ell_1',\ldots,\ell_i') := \sum_{j=2}^i \frac{1}{j!} \sum_{k_1+\cdots+k_j=i} \sum_{\sigma \in Sh(k_1,\ldots,k_{j-1};i)} \times \chi(\sigma;\ell_1',\ldots,\ell_i') \zeta(\sigma;\ell_1',\ldots,\ell_i') \times p(\mu_j(\phi_k(1)(\ell_{\sigma(1)}'),\ldots,\ell_{\sigma(k)}'),
\]

\[
\phi_k(1)(\ell_{\sigma(k+1)}',\ldots,\ell_{\sigma(i)}'))
\]

where \(\ell_1',\ldots,\ell_i' \in L'\). Here, \(\chi(\sigma;\ell_1',\ldots,\ell_i')\) is the Koszul sign and \(\zeta(\sigma;\ell_1',\ldots,\ell_i')\) the sign factor introduced above, and \(h\) and \(e\) are maps appearing in

\[
h \sum_{i=0}^{p} L \xrightarrow{e} H^*_\mu(L)
\]
with \( p \circ e = 1 \) and \( h \) is a contracting homotopy. The latter means that \( h \) is a collection of degree \(-1\) morphisms \( h_k : L_k \rightarrow L_{k-1} \) that obey \( \mu_1 = \mu_1 \circ h \circ \mu_1 \). It then follows that we can introduce the three projectors

\[
P_1 := e \circ p, \quad P_2 := h \circ \mu_1, \quad P_3 := \mu_1 \circ h, \quad P_1 \circ P_j = \delta_{ij} P_1, \quad \text{id} = P_1 + P_2 + P_3
\]

(13)

implying the decomposition

\[
L \cong H^p_{\mu_1}(L) \oplus \text{im}(h \circ \mu_1) \oplus \text{im}(\mu_1 \circ h).
\]

(14)

This is known as the abstract Hodge–Kodaira decomposition, see e.g. [15].

## 2 Quasi-groups

Having discussed \( L_{\infty} \)-algebras as higher generalisations of Lie algebras, we now face the question about their finite counter parts. In particular, Lie algebras integrate to Lie groups and, vice versa, Lie groups differentiate to Lie algebras. It turns out that this question in the context of \( L_{\infty} \)-algebras is rather involved. Eventually, the finite counter part of an \( L_{\infty} \)-algebra is equivalent to a quasigroup [16–18]. To define the latter, we shall need the machinery of simplicial geometry which we briefly recap for the reader’s convenience. For more details, see e.g. [19] or the text books [20–22].

### 2.1 Simplicial manifolds

Let us start by introducing the simplex category \( \Delta \). This is the category which has totally ordered sets \( [p] := \{0, 1, \ldots, p\} \) for \( p = 0, 1, 2, \ldots \) as objects and order-preserving maps \( [p] \rightarrow [p'] \) as morphisms. The latter are generated by the coface maps \( \phi^p_i \) and codegeneracy maps \( \delta^p_i \) both of which are given by

\[
\phi^p_i : [p-1] \rightarrow [p], \quad \delta^p_i : [p+1] \rightarrow [p]
\]

\[
\begin{array}{ccccccc}
0 & \rightarrow & 0 \\
n & \rightarrow & 1 \\
\vdots & & \vdots \\
i-1 & \rightarrow & i-1 \\
i & \rightarrow & i \\
\vdots & & \vdots \\
p-1 & \rightarrow & p \\
\end{array}
\]

\[
\begin{array}{ccccccc}
0 & \rightarrow & 0 \\
n & \rightarrow & 1 \\
\vdots & & \vdots \\
i & \rightarrow & i \\
i+1 & \rightarrow & i+1 \\
\vdots & & \vdots \\
p & \rightarrow & p \\
\end{array}
\]

(15)

Indeed any order-preserving map \( \phi : [p] \rightarrow [p'] \) can be decomposed as

\[
\phi = \phi_{i_n} \circ \cdots \circ \phi_{i_1} \circ \delta_{j_1} \circ \cdots \circ \delta_{j_n}
\]

(16)

with \( p + m - n = p', 0 \leq i_1 < \cdots < i_m \leq p \), and \( 0 \leq j_1 < \cdots < j_n < p \). In addition, if we let \( \text{Top} \) be the category of topological spaces, then the objects in the simplex category \( \Delta \) have a geometric realisation in terms of the standard topological \( p \)-simplices,

\[
[\Delta^p] := \left\{ (t_0, \ldots, t_p) \in \mathbb{R}^{p+1} \left| \sum_{i=0}^{p} t_i = 1 \text{ and } t_i \geq 0 \right. \right\},
\]

(17)

by means of the functor \( \Delta \rightarrow \text{Top} \) defined by \( [p] \mapsto [\Delta^p] \) and

\[
\left( \begin{array}{c}
[p] \\
\phi
\end{array} \right) \mapsto \left( \begin{array}{c}
[\Delta^p] \\
\delta^p_i
\end{array} \right)
\]

\[
\left( \begin{array}{c}
(t_0, \ldots, t_p) \\
\sum_{\phi(i)=0} t_i, \ldots, \sum_{\phi(i)=p} t_i
\end{array} \right)
\]

(18)

Thus, the coface map \( \phi^p_i \) induces the injection \( [\Delta^p] \hookrightarrow [\Delta^{p+1}] \) given by \( (t_0, \ldots, t_p) \mapsto (t_0, \ldots, t_{i-1}, 0, t_i, t_{i+1}, \ldots, t_p) \) and sending \( [\Delta^p] \) to the \( i \)-th face of \( [\Delta^{p+1}] \). Likewise, the codegeneracy map \( \delta^p_i \) induces the projection \( [\Delta^p] \rightarrow [\Delta^{p-1}] \) by \( (t_0, \ldots, t_p) \mapsto (t_0, \ldots, t_i + t_{i+1}, \ldots, t_p) \) sending \( [\Delta^p] \) to \( [\Delta^{p-1}] \) by collapsing together the vertices \( i \) and \( i+1 \).

With this in mind, let \( \mathcal{S} \) be the category of sets. A simplicial set \( \mathcal{X} \) is simply a \( \mathcal{S} \)-valued presheaf on \( \Delta \), that is, is a functor \( \mathcal{X} : \Delta^{op} \rightarrow \mathcal{S} \) where the superscript \('op'\) refers to the opposite category in which the objects are the same but the morphisms reversed. We could replace \( \mathcal{S} \) by the category of groups \( \text{Grp} \) or the category of (Frechêt) manifolds \( \text{Mfd} \) to obtain simplicial groups or simplicial manifolds, respectively. Explicitly, this definition means that \( \mathcal{X} \) is a collection of sets \( \mathcal{X}_p := \mathcal{X}([p]) \) called the simplicial \( p \)-simplices and maps \( f^p_i : \mathcal{X}_p \rightarrow \mathcal{X}_{p-1} \) called the face maps and \( d^p_i : \mathcal{X}_{p} \rightarrow \mathcal{X}_{p+1} \) called the degeneracy maps subject to the simplicial identities

\[
f_i \circ f_j = f_{j-1} \circ f_i \quad \text{for} \quad i < j,
\]

\[
d_i \circ d_j = d_{j+1} \circ d_i \quad \text{for} \quad i \leq j,
\]

\[
f_i \circ d_j = d_{j-1} \circ f_i \quad \text{for} \quad i < j,
\]

\[
f_j \circ d_i = d_{i+1} \circ f_j \quad \text{for} \quad i > j+1,
\]

\[
f_i \circ d_i = \text{id} = f_{i+1} \circ d_i.
\]

(19)

These identities straightforwardly follow from similar identities for the coface and codegeneracy maps. In the following, we shall depict simplicial sets by writing arrows for the face maps, that is,

\[
\cdots \xrightarrow{\cdots} \mathcal{X}_2 \xrightarrow{\mathcal{X}_1} \mathcal{X}_0 \}.
\]

(20)
We define morphisms of simplicial sets, also called simplicial maps, to be the natural transformation between the functors defining the simplicial sets as presheaves. Put differently, a simplicial map \( g : \mathcal{X} \to \mathcal{X}' \) between two simplicial sets is a collection of maps \( g^p : \mathcal{X}_p \to \mathcal{X}'_p \) that commute with the face and degeneracy maps on \( \mathcal{X} \) and \( \mathcal{X}' \). Simplicial sets together with simplicial maps for the category of simplicial sets \( \text{sSet} \) is the functor category \( \text{Fun}(\Delta^p, \text{sSet}) \) for all \( p \). More succinctly, \( \text{sSet} \) is the functor category \( \text{Fun}(\Delta^0, \text{Set}) \).

The prime examples of a simplicial set is the standard simplicial \( p \)-simplex \( \Delta^p \) which is the simplicial set \( \text{hom}_{\Delta}(\ast, [p]) : \Delta^p \to \text{Set} \). This simplicial set has a unique non-degenerate simplicial \( p \)-simplex. By virtue of the Yoneda lemma, any simplicial map \( \Delta^p \to \Delta^q \) corresponds bijectively to a morphism \([p] \to [q]\) in the simplex category \( \Delta \). Moreover, the Yoneda lemma also implies the bijection

\[
\mathcal{X}_p \cong \text{hom}_{\text{sSet}}(\Delta^p, \mathcal{X})
\]

that for any simplicial set \( \mathcal{X} \).

Given any two simplicial sets \( \mathcal{X} \) and \( \mathcal{X}' \), we may form their product \( \mathcal{X} \times \mathcal{X}' \) by defining it to be the simplicial set with simplicial \( p \)-simplices \( \mathcal{X} \times \mathcal{X}' \; p := \mathcal{X}_p \times \mathcal{X}'_p \) together with the face and degeneracy maps acting as

\[
f^i_p : \left( \Delta^p \times \mathcal{X} \times \mathcal{X}' \right) \to \left( \Delta^{(p-1)} \times \mathcal{X} \right)
\]

\[
d^i_p : \left( \Delta^p \times \mathcal{X} \times \mathcal{X}' \right) \to \left( \Delta^{(p+1)} \times \mathcal{X} \right)
\]

for any \( i = 0, \ldots, p \). This makes \( \text{sSet} \) into a (strict) monoidal category.

Furthermore, for any two simplicial sets \( \mathcal{X} \) and \( \mathcal{X}' \) we define the simplicial set \( \text{hom}(\mathcal{X}, \mathcal{X}') \), called the internal \text{hom}, by letting \( \text{hom}(\mathcal{X}, \mathcal{X}') := \text{hom}_{\text{sSet}}(\mathcal{X} \times \mathcal{X}', \mathcal{X}) \) be its simplicial \( p \)-simplices and its face and degeneracy maps are given by

\[
f^i_p : \left( \Delta^p \times \mathcal{X} \times \mathcal{X}' \right) \times \left( \mathcal{X} \times \mathcal{X}' \right) \to \left( \Delta^{(p-1)} \times \mathcal{X} \right)
\]

\[
d^i_p : \left( \Delta^p \times \mathcal{X} \times \mathcal{X}' \right) \times \left( \mathcal{X} \times \mathcal{X}' \right) \to \left( \Delta^{(p+1)} \times \mathcal{X} \right)
\]

for any \( i = 0, \ldots, p \). By virtue of the Yoneda lemma, it follows that

\[
\text{hom}_{\text{sSet}}(\Delta^p \times \mathcal{X}, \mathcal{X}') \equiv \text{hom}_{\text{sSet}}(\Delta^p, \text{hom}(\mathcal{X}, \mathcal{X}'))
\]

and this can be generalised further to

\[
\text{hom}_{\text{sSet}}(\mathcal{X} \times \mathcal{X}', \mathcal{X}'' \times \mathcal{X}'') \equiv \text{hom}_{\text{sSet}}(\mathcal{X}, \text{hom}(\mathcal{X}', \mathcal{X}''))
\]

for any three simplicial sets \( \mathcal{X}, \mathcal{X}', \) and \( \mathcal{X}'' \).

We are now ready to introduce simplicial homotopies. A simplicial homotopy between two simplicial maps \( g, \tilde{g} : \mathcal{X} \to \mathcal{X}' \) for two simplicial sets \( \mathcal{X} \) and \( \mathcal{X}' \) is an element \( h \in \text{hom}_\Delta(\mathcal{X}, \mathcal{X}') = \text{hom}_{\text{sSet}}(\Delta^1 \times \mathcal{X}, \mathcal{X}') \) that renders the diagram

\[
\begin{array}{ccc}
\Delta^0 \times \mathcal{X} & \cong & \mathcal{X} \\
\downarrow \phi^1_0 \times \text{id}_\mathcal{X} & & \downarrow g \\
\Delta^1 \times \mathcal{X} & \to & \mathcal{X}' \\
\downarrow \phi^1_0 \times \text{id}_\mathcal{X} & & \downarrow \tilde{g} \\
\Delta^0 \times \mathcal{X} & \cong & \mathcal{X}' \\
\end{array}
\]

commutative. Equivalently, using (24), a simplicial map \( h \in \text{hom}_{\text{sSet}}(\mathcal{X}, \text{hom}(\mathcal{X}, \mathcal{X}')) \), which is a collection of maps \( h^p : \mathcal{X}_p \to \text{hom}_{\text{sSet}}(\Delta^1 \times \mathcal{X}, \mathcal{X}') \) for \( i = 0, \ldots, p \), is a simplicial homotopy between the simplicial maps \( g^p := f^0_0 \circ h^0_0 : \mathcal{X}_p \to \mathcal{X}'_p \) and \( \tilde{g}^p := f^0_0 \circ h^0_0 : \mathcal{X}_p \to \mathcal{X}'_p \). In this spirit, higher simplicial homotopies will be elements of \( \text{hom}_\Delta(\mathcal{X}, \mathcal{X}') \equiv \text{hom}_{\text{sSet}}(\mathcal{X}, \text{hom}(\Delta^k \times \mathcal{X}', \mathcal{X}')) \) for \( k \geq 2 \).

In (21) we have seen how the simplicial simplices of a simplicial set \( \mathcal{X} \) can be understood in terms of simplicial maps from the standard simplicial simplex \( \Delta^p \) to \( \mathcal{X} \). For each \( i \), we may define the \((p, i)\)-horn \( \Lambda^i_p \) of \( \Delta^p \) to be the simplicial subset of \( \Delta^p \) that is generated by the union of all faces of \( \Delta^p \) except for the \( i \)-th one, and, more generally, the \((p, i)\)-horns of a simplicial set \( \mathcal{X} \) are the elements of \( \text{hom}_{\text{sSet}}(\Delta^p, \mathcal{X}) \). Equivalently, since all the horns \( \Lambda^i_p \) of \( \Delta^p \) arise by removing the unique non-degenerate simplicial \( p \)-simplex from \( \Delta^p \) and the \( i \)-th non-degenerate simplicial \( (p - 1) \)-simplex, they can be completed again to simplicial simplices. However, the horns \( \text{hom}_{\text{sSet}}(\Delta^p, \mathcal{X}) \) of a general simplicial set \( \mathcal{X} \) may not always be completed to simplicial simplices \( \text{hom}_{\text{sSet}}(\Delta^p, \mathcal{X}) \). Whenever this can be done, that is, whenever there is a simplicial map \( \tilde{\delta} : \Delta^p \to \mathcal{X} \).
for any horn $\lambda : \Delta^p_i \to \mathcal{X}$ such that

\[
\begin{array}{c}
\Delta^p_i \\
& \lambda \downarrow \\
\Delta^p \\
\end{array}
\]

is commutative, we call $\mathcal{X}$ a Kan simplicial set. Put differently, the natural restriction mappings

\[
\text{hom}_{sSet}(\Delta^p, \mathcal{X}) \to \text{hom}_{sSet}(\Delta^p_i, \mathcal{X})
\]

are surjective for all $p \geq 1$ and $0 \leq i \leq p$. For Kan simplicial manifolds, we replace the category of sets by the category of (Fréchet) manifolds, and we also require the above restrictions to be submersions. Notice that whenever $\mathcal{X}$ is Kan, so is the internal hom $\text{hom}(\mathcal{X}, \mathcal{X}')$.

An important example of a Kan simplicial manifold is the nerve of the Čech groupoid: let $\phi : Y \to X$ be a surjective submersion between two manifolds $Y$ and $X$ and denote the fibre product of $Y$ with itself over $X$ by $Y \times_X Y := \{(y_1, y_2) \in Y \times Y | \phi(y_1) = \phi(y_2)\}$. The Čech groupoid $\hat{\mathcal{C}}ech(Y \to X)$ of $f$ is the groupoid $Y \times_X Y \rightrightarrows Y$ with pairs $(y_1, y_2)$ for $y_1, y_2 \in Y$ satisfying $\phi(y_1) = \phi(y_2)$ as its morphisms. It has the source, target, composition, and identity maps given by $s(y_1, y_2) := y_2$, $t(y_1, y_2) := y_1$, $id_Y := (y, y)$, and $(y_1, y_2) \circ (y_2, y_3) := (y_1, y_3)$. The nerve of the Čech groupoid, also known as the Čech nerve, is the simplicial set

\[
\text{N}([\hat{\mathcal{C}}ech(Y \to X)]) := \{\cdots \longrightarrow Y \times_X Y \times_X Y \rightrightarrows Y \times_X Y \rightrightarrows Y\}
\]

with face and degeneracy maps defined as

\[
f_i^p(y_0, \ldots, y_p) := (y_0, \ldots, y_{i-1}, y_{i+1}, \ldots, y_p),
\]

\[
d_i^p(y_0, \ldots, y_p) := (y_0, \ldots, y_{i-1}, y_i, y_{i+1}, \ldots, y_p).
\]

It can be shown that this is a Kan simplicial manifold.

### 2.2 Quasi-groups and $L_\infty$-algebras

Importantly, whilst in general simplicial homotopy does not induce an equivalence relation on $\text{hom}_{sSet}(\mathcal{X}, \mathcal{X}')$ it always does when $\mathcal{X}'$ is a Kan simplicial set. Amongst other things, this fact will be essential below when introducing higher principal bundles.

Kan simplicial sets are also known as quasi-groupoids and Kan simplicial manifolds as Lie quasi-groupoids, respectively. Furthermore, if there is only one single simplicial 0-simplex, a Kan simplicial set (manifold) is called a reduced (Lie) quasi-groupoid. We shall follow the delooping hypothesis and identify reduced (Lie) quasi-groupoids with (Lie) quasi-groups. Importantly, the categories of (Lie) quasi-groups and simplicial (Lie) groups are equivalent due to a classical result of Quillen’s [23]. In addition, whenever all the $(p, i)$-horns for a (Lie) quasi-group can be filled uniquely for all $p > n$, we shall speak of a (Lie) $n$-quasi-group.

In Section 1.1, we have introduced the notion of a $\mathbb{Z}$-graded manifold. Using the forgetful functor, we may map $\mathbb{Z}$-graded manifolds to $\mathbb{Z}_2$-graded manifolds which are also known as supermanifolds. We let $\text{SMfd}$ be the category of (Fréchet) supermanifolds. Moreover, denote by $\text{SurSub}$ the category of surjective submersions $Y \to X$ between supermanifolds $Y$ and $X$ as its objects and maps as its morphisms such that

\[
\begin{array}{c}
Y_1 \longrightarrow Y_2 \\
\downarrow \\
X_1 \longrightarrow X_2
\end{array}
\]

are commutative for surjective submersions $Y_{1,2} \to X_{1,2}$. As before, we set $s\text{SMfd} := \text{Fun}(\Delta^{op}, \text{SMfd})$ and call it the category of simplicial supermanifolds.

Since the nerve $\text{N}$ of the Čech groupoid of an object in $\text{SurSub}$ is an object in $s\text{SMfd}$, any object $\mathcal{X} \in s\text{SMfd}$ can be used to define a Set-valued presheaf $\text{hom}_{s\text{SMfd}}(\text{N}(\mathcal{X}), \mathcal{X}) : \text{SurSub}^{op} \to \text{Set}$ on $\text{SurSub}$. We are now interested in the linearisations of this presheaf, which we shall call the $k$-jets of $\mathcal{X}$ in spirit of an analogous construction in ordinary differential geometry. Specifically, let us consider the subcategory $\text{SurSub}_k$ of $\text{SurSub}$ defined to be the category whose objects are surjective submersions of the form $X \times \mathbb{R}^{0,k} \to X$. We have the identification

\[
\text{hom}_{\text{SurSub}_k}(X_1 \times \mathbb{R}^{0,k} \to X, X_2 \times \mathbb{R}^{0,k} \to X_2) \cong \text{hom}_{s\text{SMfd}}(X_1 \times \mathbb{R}^{0,k} \to \mathbb{R}^{0,k}) \cong \text{hom}_{s\text{SMfd}}(X_1, X_2) \times \text{hom}_{s\text{SMfd}}(X_1 \times \mathbb{R}^{0,k}, \mathbb{R}^{0,k}).
\]

Evidently, this implies that a presheaf on $\text{SurSub}_k$ is equivalent to a presheaf on $\text{SMfd}$ together with an action of $\text{hom}_{s\text{SMfd}}(\mathbb{R}^{0,k}, \mathbb{R}^{0,k})$. We shall denote this by $\text{SMfd}_k$. For instance, $\text{SMfd}_1$ is the category of $Q$-supermanifolds since the action of $\text{hom}_{s\text{SMfd}}(\mathbb{R}^{0,1}, \mathbb{R}^{0,1})$ corresponds to the action of the vector field $Q$. Following Severa [16], for any presheaf on $\text{SurSub}$, we may consider its restriction to $\text{SurSub}_k$ to obtain a presheaf on $\text{SMfd}_k$ the latter of which we call the $k$-jet of the presheaf on $\text{SurSub}$. In addition, the $k$-jet of
a simplicial supermanifold \( \mathcal{X} \) is the \( k \)-jet of the presheaf \( \text{hom}_{\text{SMfd}}(\mathcal{N}(-), \mathcal{X}) \).

It turns out that the 1-jet of a Lie quasi-group is an \( L_\infty \)-algebra [16]; see also [24] for a constructive proof. In particular, letting
\[
\mathcal{G} := \{ \cdots \rightarrow \mathcal{G}_2 \rightarrow \mathcal{G}_1 \rightarrow \ast \}
\]
be a Lie quasi-group with face maps \( f_i \) and degeneracy maps \( d_i \), the 1-jet of \( \mathcal{G} \) is parametrised as [24]
\[
L[1] = \bigoplus_{k \leq 0} L_k[1] \quad \text{with} \quad L_k[1] := \bigoplus_{i=0}^{k} \ker(f_{i+1}^1 - k) \cdot 1 \quad \text{, (31)}
\]
where \( f_i \) denotes the linearisation of \( f_i \). Furthermore, \( \mu_1|_{L_1[1]} = f_1^1 \) and the \( \mu_i \) for \( i > 1 \) are given in terms of the \( j \)-th order derivatives of the face maps with \( j \leq i \).4

The converse is also true though this is a much more involved problem due to topological questions: every \( L_\infty \)-algebra integrates to a Lie quasi-group. See [17, 18] for details.

### 3 Higher principal bundles

Let us now discuss how principal bundles with quasi-groups as their structure groups are formulated. The following constructions have a long history, and we refer to e.g. [25–38, 24] for details.

#### 3.1 Principal \( \mathcal{G} \)-bundles

Let \( G \) be a Lie group and consider its delooping \( BG \) which is the Lie groupoid \( G \rightarrow \ast \) for which the source and target maps are trivial, \( \text{id}_\ast = \mathbb{1}_G \), and the composition is group multiplication in \( G \). Consider its nerve
\[
N(BG) := \{ \cdots \rightarrow \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G} \}
\quad \text{, (33)}
\]
with the obvious face and degeneracy maps.

Furthermore, recall the Čech nerve (28) for a surjective submersion \( \bigcup_{a \in A} U_a \rightarrow X \) given by an open cover \( \{ U_a \}_{a \in A} \) of \( X \). With these ingredients, a principal \( G \)-bundle is a simplicial map \( g : N(\mathcal{G}(\bigcup_{a \in A} U_a \rightarrow X)) \rightarrow N(BG) \). Indeed, \( g \) is a collection of maps
\[
g^p : N_p(\mathcal{G}(\bigcup_{a \in A} U_a \rightarrow X)) \rightarrow N_p(BG)
\]
explicitly given by
\[
g_a(x) := g_0(x, a) = \ast, \quad g_{ab}(x) := g^1(x, a, b) \in G, \quad g_{abc}(x) := g^2(x, a, b, c) = (g^1_{abc}(x), g^2_{abc}(x)) \in G \times G.
\quad \text{(34)}
\]

Being simplicial, the \( g^p \) commute with the face and degeneracy maps so that
\[
\begin{align*}
g_{abc}(x) &= g_{ab}(x), \\
g^1_{abc}(x) &= g^1_{abc}(x), \\
g^2_{abc}(x) &= g^2_{abc}(x).
\end{align*}
\quad \text{(35)}
\]
that is, we obtain the standard cocycle conditions in terms of the transition functions \( g_{ab} : U_a \cap U_b \rightarrow G \).

Moreover, it is an easy exercise to check that a simplicial homotopy \( h : \mathcal{G}(\bigcup_{a \in A} U_a \rightarrow X)) \rightarrow N(BG) \) between two principal \( G \)-bundles \( g, \bar{g} : N(\mathcal{G}(\bigcup_{a \in A} U_a \rightarrow X)) \rightarrow N(BG) \) amounts to a collection of maps \( h_a : U_a \rightarrow G \) with
\[
g_{ab}(x)h_b(x) = h_a(x)\bar{g}_{ab}(x),
\quad \text{(36)}
\]
that is, the standard coboundary conditions.

Generally, for any Lie quasi-group \( \mathcal{G} \), we define a principal \( \mathcal{G} \)-bundle over a manifold \( X \) subordinate to an open cover \( \bigcup_{a \in A} U_a \rightarrow X \) to be a simplicial map \( g : N(\mathcal{G}(\bigcup_{a \in A} U_a \rightarrow X)) \rightarrow \mathcal{G} \) [34, 35]. Two such bundles are said to be equivalent, whenever there is a simplicial homotopy between the defining simplicial maps. It should be emphasised that this notion of equivalence is well-defined since \( \mathcal{G} \) is Kan.

#### 3.2 Higher non-Abelian Deligne cohomology

Besides principal bundles, we shall also need connective structures to discuss gauge theory. Recall that a connection or connective structure on a principal \( G \)-bundle on a manifold \( X \) subordinate to an open cover \( \bigcup_{a \in A} U_a \rightarrow X \) is a collection of \( g \)-valued differential 1-forms \( \{ A_a \in \Omega^1(U_a, g) \} \), with \( g \) being the Lie algebra of \( G \), which obey
\[
A_b(x) = g_{ab}^{-1}(x)A_a(x)g_{ab}(x) + g_{ab}^{-1}(x)dg_{ab}(x)
\quad \text{(37)}
\]
on non-empty intersections \( U_a \cap U_b = \emptyset \). Here, the \( g_{ab} \) are the transition functions of the principal \( G \)-bundle.

In addition, the coboundary transformations (36) yield the transformations
\[
\tilde{A}_a(x) = h_a^{-1}(x)A_a(x)h_a(x) + h_a^{-1}(x)dh_a(x).
\quad \text{(38)}
\]

---

4 Note that \( \mu_1|_{L_0[1]} = f_{1+1}^1 = 0 \) as \( \mathcal{G} \) has only one simplicial 0-simplex.
This allows use to introduce the Deligne cocycle \( \{ A_a, g_{ab} \} \) which defines a principal G-bundle with connection, and two such cocycles are called equivalent if there is a coboundary transformation of the form (36) and (38).

It is clear now how this generalises to higher principal bundles. Concretely, let \( \mathcal{G} \) be a Lie n-quasi-group and \( (L, \mu_l) \) with \( L = \bigoplus_{k=0}^{n-1} L_k \) be the associated n-term \( L_\infty \)-algebra obtained by computing the 1-jet of \( \mathcal{G} \) (see Section 2.2). As before, let \( X \) be a manifold with an open cover \( \bigcup_{a \in A} U_a \to X \). The transition functions

\[
g_{a_0 \cdots a_k} : U_{a_0} \cap \cdots \cap U_{a_k} \to \mathcal{G},
\]

(39a)

for \( k = 1, \ldots, n \), which are encoded in a simplicial map \( g : N(\bigcup_{a \in A} U_a \to X) \to \mathcal{G} \) defining a principal \( \mathcal{G} \)-bundle, are supplemented, when \( n \geq 2 \), by differential-form-valued transition functions

\[
\lambda_{a_0 \cdots a_k} \in \bigoplus_{i+j = 1-k} \Omega^1(U_{a_0} \cap \cdots \cap U_{a_k}) \otimes L_i,
\]

(39b)

for \( k = 1, \ldots, n - 1 \). A connective structure on the principal \( \mathcal{G} \)-bundle is given by a set of local \( L_\infty \)-valued differential forms

\[
A_a \in \bigoplus_{i+j = 1} \Omega^1(U_a) \otimes L_j,
\]

(40)

and (40) together with (39) forms what is known as a higher Deligne cocycle. Rather than listing the somewhat involved cocycle conditions and coboundary conditions for such a cocycle in full generality, let us instead exemplify our discussion with the example of a strict Lie 2-quasi-group [25-33]. See [34-38, 24] for details for the general case.

A strict Lie 2-quasi-group can equivalently be described by a Lie crossed module and the corresponding strict 2-term \( L_\infty \)-algebra by a differential crossed module. Specifically, a Lie crossed module is a pair of Lie groups \( (G, H) \) together with an automorphism action \( \triangleright \) of \( G \) on \( H \) and a group homomorphism \( t : H \to G \) such that the homomorphism \( t \) is equivariant with respect to conjugation, \( t(g \triangleright h) = gt(h)g^{-1} \), and the Peiffer identity, \( t(h_1) \triangleright h_2 = h_1h_2h_1^{-1} \), holds for all \( g \in G \) and \( h_1, h_2 \in H \). Furthermore, a differential crossed module is the 1-jet of a Lie crossed module (see Section 2.2), and is given by a pair of Lie algebras \( (g, h) \) with \( g := \text{Lie}(G) \) and \( h := \text{Lie}(H) \) with \( t_* : h \to g \) such that \( t_*(V \triangleright_* U) = [V, t_*(U)] \) and \( t_*(U_1) \triangleright_* U_2 = [U_1, U_2] \) for all \( V \in g \) and \( U, U_1, U_2 \in h \) where \( t_* \) and \( \triangleright_* \) are the linearisations of \( t \) and \( \triangleright \), respectively.\(^5\)

\(^5\) Differential crossed modules and 2-term \( L_\infty \)-algebras \( (L, \mu_l) \) with \( L = L_{-1} \oplus L_0 \) and \( \mu_3 = 0 \) are actually the same thing.

A Deligne cocycle in the crossed module language is then given by

\[
\{ g_{ab}, h_{abc}, \lambda_{ab}, A_a, B_b \}
\]

(41)

with \( g_{ab} : U_a \cap U_b \to G, h_{abc} : U_a \cap U_b \cap U_c \to H, \lambda_{ab} \in \Omega^1(U_a \cap U_b), A_a \in \Omega^1(U_a; g), \) and \( B_b \in \Omega^2(U_a; h) \) subject to the cocycle conditions

\[
t(h_{abc})g_{ab}g_{bc} = g_{ac},
\]

\[
h_{acd}h_{abc} = h_{ab}d(g_{ab} \triangleright dcd),
\]

\[
\lambda_{ac} = \lambda_{bc} + g_{bc}^{-1} \triangleright \lambda_{ab} - g_{ab}^{-1} \triangleright (h_{abc} \triangleright a^{-1}bc),
\]

\[
A_b = g_{ab}^{-1}A_ag_{ab} + g_{ab}^{-1}d(g_a - t_*(\lambda_a)),
\]

\[
B_b = g_{ab}^{-1}B_a - \nabla_B \lambda_b - \frac{1}{2}[\lambda_{ab}, \lambda_a]
\]

(42)

on appropriate non-empty overlaps and \( \nabla_a := d + A_a \triangleright_* \). Furthermore, two such cocycles \( \{ g_{ab}, h_{abc}, \lambda_{ab}, A_a, B_b \} \) and \( \{ \tilde{g}_{ab}, \tilde{h}_{abc}, \tilde{\lambda}_{ab}, \tilde{A}_a, \tilde{B}_b \} \) whenever there is a coboundary transformation, mediated by

\[
\{ g_a, h_{ab}, \lambda_{ab} \}
\]

(43)

with \( g_a : U_a \to G, h_{ab} : U_a \cap U_b \to H, \) and \( \lambda_a \in \Omega^1(U_a; h) \), and explicitly given by

\[
t(h_{ab})g_{ab}g_{bc} = g_a \tilde{g}_{ab}\]

\[
h_{ac}h_{abc} = (g_a \triangleright \tilde{h}_{abc})h_{ab}(g_{ab} \triangleright h_{bc}),
\]

\[
\lambda_a = \tilde{\lambda}_a + \Lambda_a + g_{ab}^{-1} \triangleright \lambda_{ab} - g_{ab}^{-1} \triangleright (h_{abc} \triangleright a^{-1}bc),
\]

\[
\tilde{A}_a = g_{ab}^{-1}A_ag_{ab} + g_{ab}^{-1}d(g_a - t_*(\lambda_a)),
\]

\[
\tilde{B}_a = g_{ab}^{-1}B_a - \nabla_B \lambda_a - \frac{1}{2}[\lambda_{ab}, \lambda_a].
\]

Indeed, given such an \( L_\infty \)-algebra, the corresponding differential crossed module is \( g := L_0 \) and \( h := L_{-1} \), \( \mu_1 := 1, \) \( V \triangleright U := \mu_2(U, V), \) \( [U_1, U_2] := \mu_2(\mu_1(U_1), U_2), \) and \( [V_1, V_2] := \mu_2(V_1, V_2) \) for \( U, U_1, U_2 \in h \) and \( V, V_1, V_2 \in g \). The antisymmetry and the Jacobi identities for the Lie brackets \([-,-]\) as well as the equivariance condition \( t_*(V \triangleright_* U) = [V, t_*(U)] \) follow from the higher Jacobi identities for \( \mu_1 \) and \( \mu_2 \), and the Peiffer condition \( t_*(U_1) \triangleright_* U_2 = [U_1, U_2] \) is evidently satisfied. Obviously, the converse is also true, i.e. we can use the same identifications to construct a 2-term \( L_\infty \)-algebra \( (L, \mu_l) \) with \( L = L_{-1} \oplus L_0 \) and \( \mu_3 = 0 \) from a differential crossed module, and the graded antisymmetry as well as the higher Jacobi identities for \( \mu_1 \) and \( \mu_2 \) follow from the Jacobi identities for the Lie brackets together with the equivariance and Peiffer conditions.
It is rather straightforward to see that with the help of these coboundary transformations, we can always set \( h_{aaa} = 1_H \), which, in turn, yields \( g_{aa} = 1_G \) and \( h_{aab} = 1_H \). Residual coboundary transformations are then those with \( h_{aa} = 1_H \).

## 4 Homotopy Maurer–Cartan theory

### 4.1 Homotopy Maurer–Cartan equation and action

Let \( (L, \mu_i) \) be an \( L_\infty \)-algebra. An element \( a \in L_1 \) is called a gauge potential. We define its curvature \( f \in L_2 \) by

\[
f := \sum_{i \geq 1} \frac{1}{i!} \mu_i (a, \ldots, a) .
\]

(45)

As is easily seen, due to the higher Jacobi identities (7), the curvature satisfies the Bianchi identity

\[
\sum_{i \geq 0} \frac{1}{i!} \mu_{i+1} (a, \ldots, a, f) = 0 .
\]

(46)

Furthermore, gauge transformations are mediated by elements \( c_0 \in L_0 \) and are given by

\[
\delta_{c_0} a := \sum_{i \geq 0} \frac{1}{i!} \mu_{i+1} (a, \ldots, a, c_0) .
\]

(47)

Consequently,

\[
\delta_{c_0} f = \sum_{i \geq 0} \frac{1}{i!} \mu_{i+2} (a, \ldots, a, f, c_0) .
\]

(48)

Again using the higher Jacobi identities (7), one can check that

\[
[\delta_{c_0}, \delta_{c_0}] a = \delta_{c_0}^2 a + \frac{1}{i!} \mu_{i+3} (a, \ldots, a, f, c_0, c_0')
\]

(49a)

with

\[
c_0' := \sum_{i \geq 0} \frac{1}{i!} \mu_{i+2} (a, \ldots, a, c_0, c_0') .
\]

(49b)

Hence, if

\[
f = 0
\]

(50)

gauge transformations do close. This equation is called the homotopy Maurer–Cartan equation, and solutions \( a \in L_1 \) satisfying this equation are known as Maurer–Cartan elements.

The gauge parameters \( c_0 \in L_0 \) enjoy, in general, a gauge freedom mediated by next-to-lowest gauge parameters \( c_{-1} \in L_{-1} \). Likewise, the next-to-lowest gauge parameters \( c_{-1} \in L_{-1} \) enjoy, in general, a gauge freedom mediated by next-to-next-to-lowest gauge parameters \( c_{-2} \in L_{-2} \), and so on. These are the higher gauge transformations which are given by

\[
\delta_{e_{-k}} c_{-k} := \sum_{i \geq 0} \frac{1}{i!} \mu_{i+1} (a, \ldots, a, c_{-k-1}) ,
\]

(51)

with \( c_{-k} \in L_{-k} \). As one may check, if \( f = 0 \), also the higher gauge transformations close.

Provided \((L, \mu_i, (\cdot, \cdot))\) is a cyclic \( L_\infty \)-algebra with an inner product \((\cdot, \cdot)\) of degree −3, the homotopy Maurer–Cartan equation is variational. Indeed, \( f = 0 \) follows from varying the gauge invariant action functional

\[
S_{MC} := \sum_{i \geq 1} \frac{1}{(i+1)!} (a, \mu_i (a, \ldots, a)) .
\]

(52)

### 4.2 \( L_\infty \)-morphisms revisited

Let us now consider how Maurer–Cartan elements behave under \( L_\infty \)-morphisms. To this end, let \((L, \mu_i)\) and \((L', \mu'_i)\) be two \( L_\infty \)-algebras related by an \( L_\infty \)-morphism (11). Under such a morphism, the gauge potential transforms according to

\[
L_1 \ni a \mapsto a' := \sum_{i \geq 1} \frac{1}{i!} \phi_i (a, \ldots, a) \in L'_1 .
\]

(53)

Correspondingly, the curvatures (45) are related as

\[
L_2 \ni f \mapsto f' = \sum_{i \geq 0} \frac{1}{i!} \phi_{i+1} (a, \ldots, a, f) \in L'_2 .
\]

(54)

Consequently, Maurer–Cartan elements are mapped to Maurer–Cartan elements under \( L_\infty \)-morphisms.

In addition, a gauge transformation \( a \mapsto a + \delta_{c_0} a \) with gauge parameter \( c_0 \) of a Maurer–Cartan element \( a \in L_1 \) is transformed under an \( L_\infty \)-morphism to \( a' \mapsto a' + \delta_{c'_0} a' \) with \( a' \) given by (53) and

\[
L_0 \ni c_0 \mapsto c'_0 := \sum_{i \geq 0} \frac{1}{i!} \phi_{i+1} (a, \ldots, a, c_0) \in L'_0 .
\]

(55)

Hence, gauge equivalence classes of Maurer–Cartan elements are mapped to gauge equivalence classes of Maurer–Cartan elements.

The above can be extended so that for an \( L_\infty \)-quasiisomorphism between two \( L_\infty \)-algebras \((L, \mu_i)\) and \((L', \mu'_i)\),

---

Note that for 1-term \( L_\infty \)-algebras they always close since there are no \( \mu_i \) with \( i \geq 3 \).

---
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the moduli space of Maurer–Cartan elements for \((L, \mu_1)\) (i.e. the space of solutions to the Maurer–Cartan equation modulo gauge transformations) is isomorphic to the moduli space of Maurer–Cartan elements for \((L', \mu'_1)\).

### 4.3 Higher Chern–Simons theory

Recall from Section 1.2 the tensor product \(L_\infty\)-algebra \(\Omega^*(X, L)\) between the de Rham complex \((\Omega^*(X, d, f))\) on a \(d\)-dimensional compact oriented manifold \(X\) without boundary for \(d \geq 3\) with a finite-dimensional cyclic \(L_\infty\)-algebra \((L, \mu_1, (\cdot, \cdot, \cdot))\) with \(L = \bigoplus_{k=-d+3}^0 L_k\).

When \(d = 3\), \(L = L_0\) and a gauge potential \(a \in \Omega^*_1(X, L)\) is given by \(A \in \Omega^1(X, L_0)\). Correspondingly, the curvature \(f \in \Omega^2_2(X, L)\) is given as \(F := dA + \frac{1}{2}[A, A] \in \Omega^2(X, L_0)\). Likewise, a gauge parameter \(c_0 \in \Omega^*_0(X, L)\) is given by an element \(c \in \mathcal{E}(X, L_0)\) and, consequently, gauge transformations \(\delta_{c_0} a\) and \(\delta_{c_0} f\) read as \(\delta_{c_0} A = dc + [A, c]\) and \(\delta_{c_0} F = -[c, F]\), respectively. The Maurer–Cartan action (52) then becomes

\[
S_{MC} = \int_X \left\{ \frac{1}{2} \langle A, dA \rangle + \frac{1}{4!} \langle [A, [A, A]] \rangle \right\},
\]

that is, we obtain ordinary Chern–Simons theory.

When \(d = 4\), we have \(L = L_1 \oplus L_0\) and a gauge potential \(a \in \Omega^*_1(X, L)\) is given by \(A + B \in \Omega^1(X, L_0) \oplus \Omega^2(X, L_{-1})\) and the curvature \(f \in \Omega^2_2(X, L)\) is given by an element \(F + H \in \Omega^2(X, L_0) \oplus \Omega^3_1(X, L_{-1})\) with

\[
F := dA + \frac{1}{2} \mu_2(A, A) + \mu_1(B), \\
H := dB + \mu_2(A, B) - \frac{1}{2} \mu_3(A, A, A).
\]

Furthermore, a gauge parameter \(c_0 \in \Omega^*_0(X, L)\) is given by an element \(c + \lambda \in \mathcal{E}(X, L_0) \oplus \Omega^1(X, L_{-1})\) and so, gauge transformations \(\delta_{c,\lambda} a\) and \(\delta_{c,\lambda} f\) read as

\[
\delta_{c,\lambda} A = dc + \mu_2(A, c) + \mu_1(A), \\
\delta_{c,\lambda} B = -\mu_2(c, B) + d\lambda + \mu_2(A, A) + \frac{1}{2} \mu_3(c, A, A), \\
\delta_{c,\lambda} F = -\mu_2(c, F), \\
\delta_{c,\lambda} H = -\mu_2(c, H) + \mu_2(F, \lambda) - \mu_3(F, A, c).
\]

Finally, the Maurer–Cartan action (52) reads in this case as

\[
S_{MC} = \int_X \left\{ \langle B, dA + \frac{1}{2} \mu_2(A, A) + \frac{1}{2} \mu_1(B) \rangle + \\
+ \frac{1}{4!} \langle \mu_3(A, A, A), A \rangle \right\}.
\]

This is an instance of higher Chern–Simons theory. It is clear how this generalises to any dimension \(d > 4\). Note that this can also be generalised to Calabi–Yau manifolds to define higher holomorphic Chern–Simons theory [39] instead of using the de Rham complex one works with the Dolbeault complex and to define an action one uses the holomorphic measure. We shall come back to this in Section 5.5.

### 4.4 Batalin–Vilkovisky formalism

Let us now discuss the Batalin–Vilkovisky formalism [40–44] adapted to the context of \(L_\infty\)-algebras and the Maurer–Cartan action (52).

To this end, let \((L, \mu_1, (\cdot, \cdot, \cdot))\) be an \(L_\infty\)-algebra. In Section 1.2, we introduced the coordinate functions \(\xi^a\) with \(|\xi^a| \in \mathbb{Z}\) on \(L[1]\) and the basis vectors \(\tau_{\ell}\) with \(|\tau_{\ell}| = -|\xi^a| + 1\) on \(L\). It is convenient to define the contracted coordinate functions \(\xi := \xi^a \tau_{\ell}\) with total degree \(|\xi| = 1\). Effectively, we are considering \(L' := \mathcal{E}(L[1]) \oplus L\) and this \(\mathbb{Z}\)-graded vector space can be given an \(L_\infty\)-structure by

\[
\mu'_1(\xi \otimes \ell) := (-1)^{|\xi|} \xi \otimes \mu_1(\ell), \\
\mu'_1(\xi_1 \otimes \ell_1, \ldots, \xi_\ell \otimes \ell_\ell) := (-1)^{\sum_{i,j=1}^\ell |\xi_i| + \sum_{i,j=2}^\ell |\xi_i| |\xi_j| - 1} \xi_1 \cdots \xi_\ell \otimes \mu_1(\ell_1, \ldots, \ell_\ell),
\]

and we shall refer to \(|\xi| \in \mathbb{Z}\) as the ghost degree [12]. In this formulation, the action of the homological vector field (5) is simply

\[
Q \xi = -\sum_{i \geq 1} \frac{1}{i!} \mu'_i(\xi, \ldots, \xi).
\]

Then,

\[
Q^2 \xi = -\sum_{i \geq 0, j \geq 1} \frac{(-1)^i}{i! j!} \mu_{i+j}(\xi, \ldots, \xi, \xi, \ldots, \xi) = 0
\]

by virtue of the Bianchi identity (46). If, in addition, \((\cdot, \cdot, \cdot)\) is an inner product on \(L\) of degree \(k\), then we can make \(L'\) cyclic by setting

\[
(\xi_1 \otimes \ell_1, \xi_2 \otimes \ell_2)' := (-1)^{k(|\xi_1| + |\xi_2|) + |\ell_1| |\xi_2|} (\xi_1 \xi_2)(\ell_1, \ell_2).
\]

To BRST quantise the Maurer–Cartan action (52), it is evident that we need to introduce ghosts due to the gauge invariance of the action. Moreover, due to the higher gauge redundancy, we also need to introduce higher ghosts i.e. ghosts-for-ghost, ghosts-for-ghost-for-ghosts, etc. In particular, we need
which is known as fermion and 'b' for boson, respectively. Thus, the BRST field space is

\[ \mathfrak{g}_{\text{BRST}} := L_{\text{red}}[1] \text{ with } L_{\text{red}} := \bigoplus_{k \leq 1} L_k. \]  

(64)

Inspired by our above discussion, we set

\[ L'_{\text{red}} := \mathcal{C}^{\infty}(L_{\text{red}}[1]) \otimes L_{\text{red}} \]  

(65)

and use

\[ a_{\text{red}} := a + \sum_{k \geq 0} c_{-k} \]  

(66)

so that

\[ Q_{\text{BRST}} a_{\text{red}} = - \sum_{i \geq 1} \frac{1}{i!} \mu_i'(a_{\text{red}}, \ldots, a_{\text{red}}) = -f_{\text{red}}. \]  

(67)

As we essentially truncated an \( L_{\infty} \)-algebra, \( L'_{\text{red}} \) is, in general, not an \( L_{\infty} \)-algebra and thus, we do not expect to get \( Q_{\text{BRST}}^2 = 0 \). Indeed, it is a straightforward but lengthy exercise to show that generically we have

\[ Q_{\text{BRST}}^2 = 0 \text{ mod } f = 0, \]  

(68)

where \( f \) is the curvature of \( a \). This is due to the fact that gauge transformations close generically only on-shell, see Section 4.1 which is known as open symmetries in the physics literature.

It is now obvious as how to cure this problem. We simply consider the whole of \( L \) thus effectively doubling the field content. Hence, in addition to the above fields, we also have

| \( L_{\infty} \)-degree | \[ c_{-k} \] | \[ c_{-1} \] | \[ \ldots \] | \[ c_{-2} \] | \[ \ldots \] |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| ghost degree                 | 0               | 1               | 2               | \[ k + 1 \]     | \[ \ldots \]    |
| field type                   | b               | f               | b               | \[ f/b \]       | \[ \ldots \]    |
| \( L_{\infty} \)-degree | \[ a \] | \[ c_0 \] | \[ c_{-1} \] | \[ \ldots \] | \[ c_{-2} \] | \[ \ldots \] |
| ghost degree                 | 0               | 1               | 2               | \[ k + 1 \]     | \[ \ldots \]    |
| field type                   | b               | f               | b               | \[ f/b \]       | \[ \ldots \]    |

and which are known as anti-fields. This is known as the Batalin–Vilkovisky formalism. In particular, the Batalin–Vilkovisky field space is

\[ \mathfrak{g}_{\text{BV}} := L[1] \cong T^* [-1] \mathfrak{g}_{\text{BRST}}. \]  

(69)

Therefore,

\[ L' := \mathcal{C}^{\infty}(L[1]) \otimes L \]  

(70)

so that

\[ a := a + a^\ast + \sum_{k \geq 0} (c_{-k} + c_k^\ast) \]  

(71)

and

\[ Q_{\text{BV}} a = - \sum_{i \geq 1} \frac{1}{i!} \mu_i'(a, \ldots, a) = -f \implies Q_{\text{BV}}^2 = 0. \]  

(72)

Furthermore, \( \mathfrak{g}_{\text{BV}} \) comes with a natural symplectic structure of degree \(-1\) given by

\[ \omega_{\text{BV}} := - \frac{1}{2} (da, da)' \]  

(73)

with \((-,-)'\) given in (63). In addition, letting \( \{ -,- \}_{\text{BV}} \) be the Poisson bracket induced by \( \omega_{\text{BV}} \) and defining the Maurer–Cartan–Batalin–Vilkovisky action [12]

\[ S_{\text{BV}} := \sum_{i \geq 1} \frac{1}{(i+1)!} (a, \mu_i'(a, \ldots, a))' \]  

(74)

then

\[ Q_{\text{BV}} = \{ S_{\text{BV}}, - \}_{\text{BV}} \]  

(75)

with the nil-potency \( Q_{\text{BV}}^2 = 0 \) being equivalent to the classical master equation

\[ \{ S_{\text{BV}}, S_{\text{BV}} \}_{\text{BV}} = 0. \]  

(76)

Notice that \( \{ S_{\text{BV}}, S_{\text{BV}} \}_{\text{BV}} = - (f,f)' \) with the right-hand-side being identically zero for any \( L_{\infty} \)-algebra [12].

4.5 Yang–Mills theory

It is evident from our above considerations that any variational theory comes with an underlying \( L_{\infty} \)-structure [12] that is encoded in the homological vector field \( Q_{\text{BV}} \). Furthermore, the action for such theory can be recast as a Maurer–Cartan–Batalin–Vilkovisky action (74).

As a concrete example, let us consider Yang–Mills theory on a 4-dimensional compact Riemannian manifold \( X \) without boundary and with gauge Lie algebra \( \mathfrak{g} \). We introduce the second-order Yang–Mills complex by setting [45–48]

\[
\begin{align*}
\Omega^0(X,\mathfrak{g}) & \xrightarrow{\mu_1 := d} \Omega^1(X,\mathfrak{g}) \\
\Omega^1(X,\mathfrak{g}) & \xrightarrow{\mu_1 := d \star d} \Omega^2(X,\mathfrak{g}) \\
\Omega^2(X,\mathfrak{g}) & \xrightarrow{\mu_1 := d} \Omega^3(X,\mathfrak{g}) \\
\Omega^3(X,\mathfrak{g}) & \xrightarrow{\mu_1 := d} \Omega^4(X,\mathfrak{g})
\end{align*}
\]  

(77a)

where \( \star \) is the Hodge operator on \( X \). This complex can be given an \( L_{\infty} \)-structure by defining the non-vanishing
products by [45–48]

\[ \mu_1(c_1) := dc_1, \]
\[ \mu_1(A_1) := d \star dA_1, \]
\[ \mu_1(A_1^+):=dA_1^+, \]
\[ \mu_2(c_1, c_2) := [c_1, c_2], \]
\[ \mu_2(c_1, A_1) := [c_1, A_1], \]
\[ \mu_2(c_1, A_1^+) := [c_1, A_1^+], \]
\[ \mu_2(c_1, c_2^+) := [c_1, c_2^+], \]
\[ \mu_2(A_1, A_1^+) := [A_1, A_1^+], \]
\[ \mu_2(A_1, A_2) := d \star [A_1, A_2] + [A_1, dA_2] + [A_2, \star dA_1], \]
\[ \mu_3(A_1, A_2, A_3) := [A_1, [A_2, A_3]] + [A_2, [A_3, A_1]] + [A_3, [A_1, A_2]]. \]

(77b)

for \(c_1, c_2 \in L_0\), \(A_{1,2,3} \in L_1\), \(A_1^+ \in L_2\), and \(c_2^+ \in L_3\), respectively. This \(L_\infty\)-algebra can be made cyclic by

\[ \langle \alpha_1 \otimes t_1, \alpha_2 \otimes t_2 \rangle := \int_X \alpha_1 \wedge \alpha_2 \langle t_1, t_2 \rangle, \]

(78)

where \(\langle -, - \rangle\) on the right-hand-side is a metric on \(\mathfrak{g}\).

With these ingredients, it is a straightforward exercise to verify that the Maurer–Cartan–Batalin–Vilkovisky action (74) for the \(L_\infty\)-algebra (70) with \(L\) as given above yields

\[ S_{BV} = \int_X \left\{ \frac{1}{2} \langle F, F \rangle - \langle A^+, \nabla c \rangle + \frac{1}{2} \langle c^+, [c, c] \rangle \right\} \]

(79)

with \(F := dA + \frac{1}{2}[A, A]\) and \(\nabla := d + [A, -]\). This is simply the Batalin–Vilkovisky action for Yang–Mills theory [41]. The action of \(Q_{BV}\) is then given by

\[ Q_{BV}c = -\frac{1}{2}[c, c], \]
\[ Q_{BV}A = \nabla c, \]
\[ Q_{BV}A^+ = -\nabla \star F - [c, A^+], \]
\[ Q_{BV}c^+ = \nabla A^+ - [c, c^+] \]

as one can check using (75).

Yang–Mills theory in four dimensions admits an alternative formulation that only makes use of first-order and has only cubic interactions [49] which again can be formulated in \(L_\infty\)-language [50, 12]. In particular, consider the decomposition of differential 2-forms

\[ \Omega^2(X, g) \equiv \Omega^2_+(X, g) \oplus \Omega^2_-(X, g) \]

into self-dual and anti-self-dual parts, respectively. We define the first-order Yang–Mills complex [51]

\[ \Omega^0(X, g) \xrightarrow{\mu_1 := d} \Omega^2_+(X, g) \oplus \Omega^1(X, g) \xrightarrow{\mu_2 := (\epsilon + d) + P_+d} \Omega^2_+(X, g) \oplus \Omega^3(X, g) \]

(82a)

where \(P_+\) is the projector onto the self-dual 2-forms and \(\epsilon \in \mathbb{R}^+\). It can be augmented to a cyclic \(L_\infty\)-algebra by setting [50, 12]

\[ \mu_1(c_1) := dc_1, \]
\[ \mu_1(B_+ + A_1) := (\epsilon B_+ + P_+dA_1) + dB_+, \]
\[ \mu_1(A_1^+) := dA_1^+, \]
\[ \mu_2(c_1, c_2) := [c_1, c_2], \]
\[ \mu_2(c_1, B_+ + A_1) := [c_1, B_+] + [c, A_1], \]
\[ \mu_2(c_1, B_+^+ + A_1^+) := [c_1, B_+^+] + [c, A_1^+], \]
\[ \mu_2(c_1, c_2^+) := [c_1, c_2^+], \]
\[ \mu_2(B_+ + A_1, B_+ + A_2) := P_+[A_1, A_2] + [A_1, B_+] + [A_2, B_+], \]
\[ \mu_2(B_+ + A_1, B_+^+ + A_2^+) := [A_1, A_2^+] + [B_1, B_+^+]. \]

(82b)

where \(c_i \in L_0\), \((B_+ + A_i) \in L_1\), \((B_+^+ + A_i^+) \in L_2\), and \(c_i^+ \in L_3\) for \(i = 1, 2\) together with the inner product (78).

The Maurer–Cartan–Batalin–Vilkovisky action (74) for the \(L_\infty\)-algebra (70) with this \(L\) then reads as

\[ S_{BV} = \int_X \left\{ \langle F, B_+ \rangle + \frac{1}{2} \langle B_+, B_+ \rangle - \langle A^+, \nabla c \rangle - \langle B_+^+, [B_+, c] \rangle + \frac{1}{2} \langle c^+, [c, c] \rangle \right\} \]

(83)

and the action of \(Q_{BV}\) is given by

\[ Q_{BV}c = -\frac{1}{2}[c, c], \]
\[ Q_{BV}(B_+ + A) = -[c, B_+] + \nabla c, \]
\[ Q_{BV}(B_+^+ + A^+) = -[(F_+ + \epsilon B_+ + [c, B_+]^+) - (\nabla B_+ + [c, A^+]^+) + \frac{1}{2} \langle c^+, [c, c] \rangle \]

(84)
Upon integrating out the fields $B_0$ and $B_1^+$, the first-order Yang–Mills action (83) is the same as the second-order Yang–Mills action (79) plus a topological term $\int_X \langle F, F \rangle$ [52, 12]. Importantly, the $L_\infty$-algebras for the first-order and second-order formulations are, in fact, $L_\infty$-quasi-isomorphic [50, 12].

4.6 Interpretation of the Batalin–Vilkovisky $L_\infty$-algebra

Upon inspecting the second-order Yang–Mills complex (77a), we realise that $L_0$ encodes the gauge parameters, $L_1$ the fundamental fields, and $L_2$ the equations of motion. Moreover, the vector space $L_3$ encodes all conserved currents (i.e. co-closed 1-forms) as can be immediately seen by using the equivalent complex

$$
\begin{align*}
\Omega^0(X, g) &\overset{\mu_1 := d}{\longrightarrow} \Omega^1(X, g) \\
&\overset{\mu_1 := d}{\longrightarrow} \Omega^2(X, g) \\
&\overset{\mu_1 := d}{\longrightarrow} \Omega^3(X, g)
\end{align*}
$$

(85)

where $d^\dagger$ is the standard adjoint of $d$.

In general, the $L_\infty$-algebra underlying a classical field theory has the following interpretation:

| gauge symmetries | classical fields | equations of motion | Noether identities |
|-----------------|-----------------|--------------------|-------------------|
| $L_0, L_1, L_2$ | $L_1, L_2$      | $L_2, L_3, L_4$    |

(86)

5 Twistor and field theories

Twistors [53] have been playing a fundamental role in the exploration of gauge and gravity theories as well as string theories. For instance, as an extension of encoding solutions to linear field equations in four dimensions in terms of cohomology groups on Penrose’s twistor space by means of the Penrose transform [53–56], Ward [57] (see also [58]) proved that all solutions to the non-linear self-dual Yang–Mills equation on flat space-time have a natural interpretation in terms of holomorphic principal bundles over Penrose’s twistor space. One often refers to this approach as the Penrose–Ward transform. This was generalised to the curved setting in [59] (see also [60, 61]).

For detailed expositions on twistor theory and its applications see, for example, the text books [62–65] or the recent reviews [66–69]. We shall now explain how the ideas twistor geometry can be combined with those of higher geometry to formulate higher gauge theories.

5.1 A 6-dimensional twistor space

For the sake of concreteness, let us discuss the twistor space of [70–72] that is associated with flat 6-dimensional complexified space-time $M := \mathbb{C}^6$.

In particular, the spin bundle on $M$ decomposes into the direct sum $S \oplus \tilde{S}$ of chiral and anti-chiral spinors leading to the identifications $TM \cong S \oplus \tilde{S} \oplus S \oplus \tilde{S}$. We shall use $A, B, \ldots = 1, \ldots, 4$ to denote the chiral spinor indices, and because of these identifications, we may coordinatise $M$ by

$$
x^{AB} = -x^{BA} = \frac{1}{2} \varepsilon^{ABCD}x_{CD},
$$

(87)

where $\varepsilon^{ABCD}$ is the Levi-Civita symbol in four dimensions. The next step is to consider the projectivisation $F := \mathbb{P}(S^* \cong M \times \mathbb{P}^3$, often called the correspondence space, which we equip with coordinates $(x^{AB}, \lambda_A)$ with $\lambda_A$ being homogeneous coordinates on $\mathbb{P}^3$. The correspondence space carries a natural rank-3 distribution, called the twistor distribution, generated by the vector fields $V^A = \lambda_B \partial^{AB}$ with $\partial^{AB} = \frac{1}{2} \varepsilon^{ABCD} \partial_{CD}$ and $\partial_{AB} := \frac{\partial}{\partial x^{AB}}$. Since the vector fields $V^A$ commute, the distribution they generate is integrable, and the corresponding 6-dimensional leaf space is denoted by $P$ and called the twistor space. We thus have established the double fibration

$$
\begin{array}{ccc}
F & \downarrow \pi_2 & \downarrow F \\
P & \rightarrow & \pi_1 & \rightarrow M
\end{array}
$$

(88)

Here, $\pi_2$ is the trivial projection. The projection $\pi_1$ is given by

$$
\pi_1 : (x^{AB}, \lambda_A) \mapsto (x^{AB}, \lambda_B, \lambda_A)
$$

(89)

and hence, the twistor space $P$ can be equipped with coordinates $(z^A, \lambda_A)$ subject to the constraint

$$
z^A \lambda_A = 0.
$$

(90)

---

7 Reality conditions (to obtain e.g. Minkowskian signature) can be imposed at any stage of the constructions. See [71] for details.
Hence, the subformations of 2-dimensional Levi-Civita symbols. Evidently, the transformation $H = dB$ reads in spinor notation as $H = (H_{AB}, H^{AB} = \partial_C(A_{B}^C) + \partial_C^G(A_{B}^C))$ with $H_{AB}$ representing the self-dual part of $H$ and $H^{AB}$ the anti-self-dual part, respectively. Hence, imposing self-duality amounts to putting $H^{AB} = 0$ and the three polarisation states of a helicity 1 field $H_{AB}$ are then given as

$$H_{AB} = k_A(k_{BB})e^{i p \cdot x}. \quad (93)$$

See [79, 72] for more details.

Next, we define the sheaf $\mathcal{Z}_h$ of chiral rest-mass fields of helicity $h$ by

$$\mathcal{Z}_{h = 0} := \ker \{ \square := \frac{1}{4} \partial^{AB} \partial_{AB} : \det(S^*) \to \mathcal{O}^2 \det(S^*) \}, \quad \mathcal{Z}_{h > 0} := \ker \{ \partial^{AB} : (\mathcal{O}^{2h} S^*) \otimes \det(S^*) \to (\mathcal{O}^{2h-1} S^* \otimes S)_0 \otimes \mathcal{O}^2 \det(S^*) \}. \quad (94)$$

The powers of the determinant of $S^*$ are included to render the zero-rest-mass field equations conformally invariant. As was proved in [70–72], we have the identifications for any open convex subset $U \subseteq M$

$$H^3(\hat{U}, \mathcal{O})(-2h - 4) \equiv H^0(U, \mathcal{Z}_h) \equiv H^2(\hat{U}, \mathcal{O}(2h - 2)), \quad (95)$$

where $\hat{U} := \pi_1(\pi_2^{-1}(U)) \subseteq P$.

The first isomorphism is a direct generalisation of the Penrose transform, and it can be expressed in terms of contour integral formulæ as

$$\phi_{A_1 \cdots A_{2h}}(x) = \oint \Omega^{(0, 2)}(x \cdot \lambda, \lambda) \lambda_{A_1} \cdots \lambda_{A_{2h}} f_{2h-2}(x \cdot \lambda, \lambda) \quad (96a)$$

for $f_{2h-4}$ a representative of $H^3(\hat{U}, \mathcal{O})(-2h - 4)$ and

$$\Omega^{(0, 2)} := \frac{1}{\pi} e^{A B C D} \lambda_A d \lambda_B \wedge d \lambda_C \wedge d \lambda_D. \quad (96b)$$

It is easily checked that fields arising from such integral formulæ satisfy the appropriate zero-rest-mass field equations. The second isomorphism in (95) is a generalisation of the Penrose–Ward transform (in the Abelian setting).

These two isomorphisms allow for a twistor space action for chiral zero-rest-mass fields [71, 72]. Indeed, the

---

8 Note that $\mu_A$ cannot be proportional to $\lambda_A$. 

---
holomorphic measure on $P$ is a $(6,0)$-form of homogeneity $+6$ given by
\[
\Omega^{(6,0)} := \int_\mathcal{C} \frac{\Omega^{(4,0)}(z) \wedge \Omega^{(3,0)}(\lambda)}{z^3A},
\]
where $\mathcal{C}$ is any contour encircling $P$ inside $\mathbb{C}P^3(1) \otimes \mathbb{C}^4 \to \mathbb{P}^3$, $\Omega^{(3,0)}(\lambda)$ is given by $(96b)$, and $\Omega^{(4,0)}(z)$ is $\Omega^{(4,0)}(z) := \frac{1}{i} \varepsilon_{ABCD} dz^A \wedge dz^B \wedge dz^C \wedge dz^D$. We then consider the twistor space action
\[
S := \int_\mathcal{O} \Omega^{(6,0)} \wedge B^{(0,2)} \wedge \delta C^{(3)}
\]
for the differential forms $\Omega^{(3)} \in \Omega^{(3)}(\hat{U}, \mathcal{O}_\mathcal{O}(-2h-4))$ and $B^{(0,2)} \in \Omega^{(2)}(\hat{U}, \mathcal{O}_\mathcal{O}(2h-2))$. Hence, on-shell, we find $\delta C^{(3)} = 0 = \delta B^{(0,2)}$, and, consequently, by the Čech–Dolbeault correspondence, these differential forms correspond to representatives of the Čech cohomology groups $H^2(\hat{U}, \mathcal{O}_\mathcal{O}(-2h-4))$ and $H^2(\hat{U}, \mathcal{O}_\mathcal{O}(2h-2))$, respectively.

5.3 Generalisations: non-Abelian fields

Firstly, we would like to generalise the above to a non-Abelian setting. Helicity $h$ zero-rest-mass fields are described by $H^2(\hat{U}, \mathcal{O}_\mathcal{O}(2h-2))$, and for $h = 1$, that is, a self-dual 3-form curvature, we have $H^2(\hat{U}, \mathcal{O}_\mathcal{O})$. To analyse this Čech cohomology group, we consider the exponential sheaf sequence
\[
0 \to \mathbb{Z} \to \mathcal{O} \to \mathcal{O}_\mathcal{O} \to 0.
\]

The corresponding induced long exact cohomology sequence then yields
\[
\begin{align*}
H^1(\hat{U}, \mathcal{O}_\mathcal{O}^\times) & \xrightarrow{\ell_1} H^2(\hat{U}, \mathcal{O}_\mathcal{O}) \\
& \to H^2(\hat{U}, \mathcal{O}_\mathcal{O}^\times) \xrightarrow{\partial} H^3(\hat{U}, \mathbb{Z}),
\end{align*}
\]
where $c_1$ is the first Chern class and DD the Dixmier–Duaudy class. Here, $H^1(\hat{U}, \mathcal{O}_\mathcal{O}^\times)$ is the moduli space of holomorphic line bundles and $H^2(\hat{U}, \mathcal{O}_\mathcal{O}^\times)$ the moduli space of holomorphic gerbes over $\hat{U}$, respectively. Since $c_1$ is surjective and $H^3(\hat{U}, \mathbb{Z}) = 0$, we obtain the identification
\[
H^2(\hat{U}, \mathcal{O}_\mathcal{O}) \cong H^2(\hat{U}, \mathcal{O}_\mathcal{O}^\times).
\]

This means that a holomorphic gerbe becomes holomorphically trivial when restricted to $\pi_1(\pi_2^{-1}(x)) \to P$ for all $x \in M$. In spirit of the 4-dimensional case [62], we shall call this property $M$-triviality.

In [33, 36, 38, 24], the cohomology group $H^2(\hat{U}, \mathcal{O}_\mathcal{O})$ and its identification with the moduli space of solutions to certain field equations was generalised to the cohomology set of principal $\mathcal{G}$-bundles for $\mathcal{G}$ a Lie quasi-group. This, in turn, can be understood as a direct generalisation of the Penrose–Ward transform to higher principal bundles.\footnote{In fact, it has been generalised to Lie quasi-groupoids [24].} For concreteness, let $\mathcal{G}$ be a Lie 2-quasi-group with the associated $L_\infty$-algebra $(L, \mu_1)$. On $\hat{U} \subseteq M$ we consider the equations
\[
F = 0 \quad \text{and} \quad H = \star H
\]
with $H$ and $F$ given by (57). It was then shown in [33, 36, 38, 24] that the moduli space of solutions to these equations is equivalent to the moduli space of holomorphic principal $\mathcal{G}$-bundles over $\hat{U} \subseteq P$ which are $M$-trivial when restricted to $\pi_1(\pi_2^{-1}(x)) \to P$ for all $x \in M$.

The question as how to extend the twistor action (98) to this setting has remained open. Here, we would like to offer a solution. The Čech–Dolbeault correspondence extends to higher principal bundles [33, 36, 38, 24]. Consequently, a holomorphic principal $\mathcal{G}$-bundle for $\mathcal{G}$ a Lie 2-quasi-group can be equivalently described by a complex principal $\mathcal{G}$-bundle equipped with a connective structure locally given by $A^{(0,1)} + B^{(0,2)} \in \Omega^{(0,1)}(\hat{U}, L_0) \oplus \Omega^{(0,2)}(\hat{U}, L_{-1})$ subject to the equations
\[
\begin{align*}
F^{(0,2)} &= 0 \quad \text{and} \quad H^{(0,3)} = 0, \\
& \quad \text{where} \\
F^{(0,2)} &= : \overline{\partial} A^{(0,1)} + \frac{1}{2} \mu_2(A^{(0,1)}, A^{(0,1)}) + \mu_1(B^{(0,2)}), \\
H^{(0,3)} &= : \overline{\partial} B^{(0,2)} + \mu_2(A^{(0,1)}, B^{(0,2)}) - \frac{1}{3} \overline{\mu}_3(A^{(0,1)}, A^{(0,1)}, A^{(0,1)}).
\end{align*}
\]
Evidently, this action reduces to (98) in the Abelian case. It also reproduces the equations (103) plus some equations for $C^{(0,3)}$ and $D^{(0,4)}$ in the background of $A^{(0,1)}$ and $B^{(0,2)}$, respectively.

5.4 Generalisations: supersymmetry

As was shown in [80, 33, 81], the twistor space $P$ admits an extension to accommodate $\mathcal{N} = (n, 0)$ supersymmetry. In particular, one replaces space-time by chiral superspace $M := \mathbb{C}^{6|8n}$ equipped with coordinates $(x^A, \eta_J^A)$ for $I, J, \ldots = 1, 2, 2n$. The supersymmetry algebra then is

$$\{D_A^I, D_B^J\} = -4\Omega^I_J P_{AB}$$

(105a)

where $\Omega^I_J$ is an $\text{Sp}(n)$-invariant $(2n \times 2n)$-matrix and

$$D_A^I := \frac{\partial}{\partial \eta^A_I} - 2\Omega^I_J \eta_B^J \frac{\partial}{\partial x^B} \quad \text{and} \quad P_{AB} := \frac{\partial}{\partial x^A} \frac{\partial}{\partial x^B}.$$  

(105b)

The correspondence space then becomes $F := \mathbb{C}^{6|4n} \times \mathbb{P}^3$ with coordinates $(x^A, \eta_J^A, \lambda_A)$. The twistor distribution is now generated by the same bosonic vector fields $V^A := \lambda_B P^A_{AB}$ together with the fermionic vector fields $V^I A B := i \varepsilon^{A B C D} \lambda_C D^I_{D'}$, and it is of rank $3|6n$. The twistor space $P$ is again the leaf space obtained by quotienting $F$ by the twistor distribution and of dimension $6|2n$. It can be equipped with the coordinates $(z^A, \eta_I, \lambda_A)$ subject to quadric constraint

$$z^A \lambda_A = \Omega^I_J \eta_I \eta_J,$$

(106)

and the Penrose incidence relations take the form

$$z^A = (x^A + \Omega^I_J \eta^I_J \eta_J^B) \lambda_B \quad \text{and} \quad \eta_I = \eta^I_J \lambda_J.$$

(107)

In [33, 36, 38, 24] it was proved, that the moduli space of $M$-trivial holomorphic principal $\mathcal{G}$-bundles, for $\mathcal{G}$ a Lie quasi-group, over this twistor space is naturally identified with the moduli space of solutions to the constraint system of supercurvatures describing $\mathcal{N} = 3$ supersymmetric Yang–Mills theory on $\mathcal{N} = 3$ superspace is naturally identified with the moduli space of $M$-trivial holomorphic principal $G$-bundles, for $G$ a Lie group, over ambitwistor space $L$. This constraint system is equivalent to the $\mathcal{N} = 3$ supersymmetric Yang–Mills equations on ordinary space-time [85, 86], which, in turn, are equivalent to the maximally supersymmetric Yang–Mills equations. The ambitwistor space is a supermanifold, and because of the peculiar choice of supersymmetry, a Calabi–Yau supermanifold [87]. However, as the bosonic part of this ambitwistor space is 5-dimensional, an action on ambitwistor space for $\mathcal{N} = 3$ supersymmetric Yang–Mills theory à la ordinary holomorphic Chern–Simons theory (via the Čech–Dolbeault correspondence) appears not possible. In [39] a solution to this conundrum was proposed in terms of higher holomorphic Chern–Simons theory. It is important to note that the action proposed in [39] differs from an earlier proposal [88] in that it makes solely use of the underlying complex geometry and works for any spacetime signature.

In particular, the ambitwistor space $L$ is a 5|6-dimensional supermanifold and hence, a natural candidate to consider is higher holomorphic Chern–Simons theory for a Lie 3-quasi-group. Indeed, in this case the connective structure is given by a $(0, 1)$-form $A^{(0,1)}$, a $(0, 2)$-form $B^{(0,2)}$, and a $(0, 3)$-form $C^{(0,3)}$. The $M$-triviality is encoded in the assumption of the existence of a gauge in which these differential forms have no components along certain submanifolds which in the case at hand is biholomorphic to $\mathbb{P}^1 \times \mathbb{P}^1$. In addition to this, we shall work in a gauge [87] in which these differential forms have only a holomorphic dependence on the fermionic coordinates and, in addition, have no anti-holomorphic fermionic directions. Under these assumptions, we may consider the action

$$S := \int_L \Omega^{5|6,0} \wedge \left\{ (A^{0,1} \partial C^{0,3}) + \frac{1}{2} (B^{0,2} \partial B^{0,2}) + \langle B^{0,2}, \mu_1 (C^{0,3}) \rangle + \frac{1}{2} \langle A^{0,1}, \mu_2 (A^{0,1}, C^{0,3}) \rangle + \frac{1}{2} \langle A^{0,1}, \mu_2 (B^{0,2}, B^{0,2}) \rangle + \frac{1}{3} \langle A^{0,1}, \mu_3 (A^{0,1}, A^{0,1}, B^{0,2}) \rangle + \frac{1}{3} \langle A^{0,1}, \mu_4 (A^{0,1}, A^{0,1}, A^{0,1}, A^{0,1}) \rangle \right\},$$

(108)

where $\Omega^{5|6,0}$ is the globally defined no-where vanishing holomorphic measure on ambitwistor space. Here, the integration over the holomorphic fermionic directions has to be understood in the sense of Berezin.

5.5 Yang–Mills theory

Finally, we would like to revisit $\mathcal{N} = 3$ supersymmetric Yang–Mills theory in four dimensions in the context of twistor theory.\(^{11}\)

---

\(^{10}\)Note that $H^1(U, \mathcal{O}_U) = 0$ and $H^4(U, \mathcal{O}_U(-6)) = 0.$

\(^{11}\)See [82–84] for a twistorial discussion of (maximally supersymmetric) Yang–Mills theory in six dimensions.
Upon varying this action, we find, for instance,

\[ 3A^{(0,1)} + \frac{1}{2} \mu_2(A^{(0,1)}, A^{(0,1)}) + \mu_1(B^{(0,2)}) = 0. \]  

(109)

Thus, transitioning to the minimal model as discussed in Section 1.2, we recover the equations which are equivalent to the constraint system of \( \mathcal{N} = 3 \) supersymmetric Yang–Mills theory [73–75].
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