INFINITE-DIMENSIONAL THURSTON THEORY
AND TRANSCENDENTAL DYNAMICS III:
ENTIRE FUNCTIONS WITH ESCAPING SINGULAR ORBITS
IN THE DEGENERATE CASE

KONSTANTIN BOGDANOV

Abstract. We classify transcendental entire functions that are compositions
of a polynomial and the exponential for which all singular values escape on
disjoint rays. We focus on the case where the escape is degenerate in the sense
that points from different singular orbits are arbitrarily close to each other. As
in the general case we employ an iteration procedure on an infinite-dimensional
Teichmüller space, analogously to the Thurston’s classical Topological Char-
acterization of Rational Functions, but for an infinite set of marked points.

Contents

1. Introduction 1
2. Prerequisites 3
3. Preliminary constructions 6
4. Compact invariant subset 14
5. Appendix A 18
6. Acknowledgements 19
References 20

This is the third out of four articles publishing the results of the author’s doc-
toral thesis [B0]. The machinery needed for the Thurston iteration on an infinite-
dimensional Teichmüller space is developed in [B1]. In this article and in [B2]
we classify transcendental entire functions that are compositions of a polynomial and
the exponential for which their singular values escape on disjoint dynamic rays. [B2]
covers the general case of such escape when the distance between points on different
singular orbits is bounded below, whereas in this paper we get rid of this restric-
tion. In the fourth article we investigate continuity of such families of functions
with respect to potentials and external addresses and use the continuity argument
to extend our classification to the case of escape on the (pre-)periodic rays.

1. Introduction

In transcendental dynamics, as for polynomials, an important dynamically nat-
ural subset of the complex plane is the escaping set. For a transcendental entire
function $f$, its escaping set is defined as

$$I(f) = \{z \in \mathbb{C} : f^n(z) \to \infty \text{ as } n \to \infty\}.$$ 

Since the Julia set is the boundary of $I(f)$, the Julia and Fatou sets can be recon-
structed from $I(f)$, which is thus one of the most fundamental invariant sets for
the dynamics of entire functions. It is proved in [RRRS] for transcendental entire
functions of bounded type and finite order that the escaping set of every function in the family is organized as the union dynamic rays and their endpoints. About the escaping points that belong to a dynamic ray one says that they escape on rays. This is the standard mode of escape for many important families of transcendental entire functions.

In [B2] we classified entire functions of the form \( p \circ \exp \) where \( p \) is a monic polynomial such that all their singular points escape on disjoint rays (i.e. every dynamic ray contains no more than one post-singular point) and distance between points on different singular orbits is bounded below. Denote

\[
N_d := \{ p \circ \exp : p \text{ is a monic polynomial of degree } d \}.
\]

As for the exponential family [SZ], for functions of the form \( p \circ \exp \) the points escaping on rays can be described by their potential (or “speed of escape”) and external address (or “combinatorics of escape”, i.e. the sequence of dynamic rays containing the escaping orbit). So the classification was accomplished in terms of potentials and external addresses. To be more precise, for every function \( f = p \circ \exp \) the classification was obtained within the parameter space of \( f \). The parameter space of an entire function \( g \) is the set of entire functions \( \phi \circ f \circ \psi \) where \( \phi, \psi \) are quasiconformal self-homeomorphisms of \( \mathbb{C} \). For the exponential family \( N_1 \) this definition of the parameter space coincides with the parametrization of \( e^z + \kappa \) (up to affine conjugation). Earlier classification results for \( N_1 \) were obtained in [FRS, FS, F].

In this article we want to extend this classification to the case when points from different singular orbits come arbitrarily close to each other, that is, to prove the following more general version of [B2, Classification Theorem 1.4].

**Theorem 1.1 (Classification Theorem).** Let \( f_0 \in N_d \) be a transcendental entire function with singular values \( \{v_i\}_{i=1}^m \). Let also \( \{s_i\}_{i=1}^m \) be exponentially bounded external addresses that are non-(pre-)periodic and non-overlapping, and \( \{T_i\}_{i=1}^m \) be real numbers such that \( T_i > t_{s_i} \). Then in the parameter space of \( f_0 \) there exists a unique entire function \( g = \phi \circ f_0 \circ \psi \) such that each of its singular values \( \varphi(v_i) \) escapes on rays, has potential \( T_i \) and external address \( s_i \).

Conversely, every function in the parameter space of \( f_0 \) such that its singular values escape on disjoint rays is one of these.

Precise definitions of terms used the Classification Theorem are given in Subsection 2.1. In particular, the condition that external addresses are non-(pre-)periodic and non-overlapping means that the singular values of \( g \) escape on disjoint rays.

The second paragraph of the Classification Theorem follows immediately from Theorem 2.3 and we added it to the statement in order to show that we indeed have a classification of function in \( N_d \) with singular values escaping on rays (subject to some restrictions).

We use the same general scheme of the proof developed in [B0, B1, B2] involving a special generalization of the Thurstons Topological Characterization of Rational Functions [DH, H] for infinitely many marked points.

1. Construct a (non-holomorphic) “model map” \( f \) for which the singular values escape on rays with the desired potential and external address. It will define the Thurston \( \sigma \)-map acting on the Teichmüller space \( T_f \) of \( \mathbb{C} \) with \( P_f \) removed, where \( P_f \) is the postsingular set of \( f \) (Definition 2.4).
2. Construct a compact subset \( C_f \) of \( T_f \) which is invariant under \( \sigma \).
3. Prove that \( \sigma \) is strictly contracting in the Teichmüller metric on \( C_f \).
4. Prove that \( \sigma \) has a unique fixed point in \( C_f \), and this point corresponds to the entire function with the desired conditions on its singular orbits.
Items (1), (3) and (4) and a big part of (2) are almost completely proved in [B1, B2], so in this article we will mainly be focused on the upgrade of (2).

The compact invariant subset $C_f$ for the non-degenerate case is constructed in [B2] approximately as follows. For some initially chosen constant $\rho > 0$, it is the set of points represented by quasiconformal maps $\varphi$ that can be obtained from the identity via an isotopy $\phi_u$ such that:

1. for very point $z \in P_f$ outside of $D_\rho(0)$, $\varphi_u(z)$ is contained in a small disk $U_z$ around $z$ so that the disks $U_z$ are mutually disjoint;
2. inside of $D_\rho(0)$ the distances between marked points $\varphi_u(z)$ are bounded from below;
3. the isotopy type of $\varphi_u$ relative points of $P_f$ outside of $D_\rho(0)$ is “almost” the isotopy type of identity;
4. the isotopy type of $\varphi_u$ relative points of $P_f$ inside of $D_\rho(0)$ is not “too complicated”, i.e. there are quantitative bounds on how many times the marked points “twist” around each other.

Conditions (2), (3) create a separation of the plane into the two subsets: $D_\rho(0)$ without much control on the behavior of $\phi_u$ but containing only finitely many marked points, and the complement of $D_\rho(0)$ where the homotopy information is trivial but there are infinitely many marked points.

However, it is not enough to consider such $C_f$ for the case when points belonging to different singular orbits come arbitrarily close to each other: it might be simply impossible to construct such disjoint disks $U_z$ so that they stay invariant under the $\sigma$-map (see [B2, Remark 5.10]). Instead, outside of $D_\rho(0)$ we consider clusters of points (Definition 3.2) — finite subsets of $P_f$ formed by points that are “very close” to each other. Therefore, in condition (1) we require that the disjoint disks $U_z$ contain clusters of points rather than a single point and add the condition

5. If $U_z$ contains more than one point, then these points “almost” do not move relative to each other.

What exactly this “almost” means is described in Proposition 3.7.

Another rather technical addition comparing to the older $C_f$ from [B2] is that we also need to partially control the clusters inside of $D_\rho(0)$, that is, we need an additional estimate like in (2) to prevent the marked points come too close to the asymptotic value — otherwise after one iteration of the $\sigma$ map they might be “thrown” towards $-\infty$, i.e. outside of $D_\rho(0)$. The construction of $C_f$ in full generality is the content of Theorem 4.1.

2. Prerequisites

In this section we assemble some statements and definitions mainly from [B1, B2] that will be needed in our constructions.

2.1. Escaping set of functions in $N_d$. It follows from [RRRS] that for every function $f \in N_d$ its escaping set is modeled on dynamic rays. In particular, that every escaping point is mapped on a dynamic ray after finitely many iterations. A related notion is a ray tail.

**Definition 2.1** (Ray tails). Let $f$ be a transcendental entire function. A ray tail of $f$ is a continuous curve $\gamma : [0, \infty) \to I(f)$ such that for every $n \geq 0$ the restriction $f^n|_\gamma$ is injective with $\lim_{t \to \infty} f^n(\gamma(t)) = \infty$, and furthermore $f^n(\gamma(t)) \to \infty$ uniformly in $t$ as $n \to \infty$. 
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Definition 2.2 (Dynamic rays, escape on rays). A dynamic ray of a transcendental entire function $f$ is a maximal injective curve $\gamma : (0, \infty) \to I(f)$ such that $\gamma|_{[t, \infty)}$ is a ray tail for every $t > 0$.

If $z \in I(f)$ belongs to a dynamic ray, we say that $z$ escapes on rays.

We showed in [B2] that for functions in $\mathcal{N}_d$ its dynamic rays (at least their parts near $\infty$) are characterized by an exponentially bounded external address and parametrized by potential.

Fix an integer $d > 0$, and denote by $F : \mathbb{R}^+ \to \mathbb{R}^+$ the function

$$F(t) := \exp(dt) - 1.$$ 

The external address $s = (s_0s_1s_2...)$ is an infinite sequence of integers $s_0, s_1, s_2, ...$

On the set of all external addresses we can consider the standard shift-operator $\sigma : (s_0s_1s_2...) \to (s_1s_2s_3...)$. Two external addresses $s_1$ and $s_2$ are called overlapping if there are integers $k, t \geq 0$ so that $\sigma^k s_1 = \sigma^t s_2$.

Further, an external address $s = (s_0s_1s_2...) \in \mathcal{N}_d$ is called exponentially bounded if there exists $t > 0$ such that $s_n/F^n(t) \to 0$ as $n \to \infty$. The infimum of such $t$ is denoted by $t_s$.

As can be seen in the following theorem, exponentially bounded external addresses correspond to dynamic rays (at least to their part near $\infty$) of functions in $\mathcal{N}_d$. Moreover, from the formula 2.1, dynamic rays look near $\infty$ almost like straight horizontal lines with the imaginary part that can be recovered from their external address.

**Theorem 2.3** (Escape on rays in $\mathcal{N}_d$ [B2]). Let $f \in \mathcal{N}_d$. Then for every exponentially bounded external address there exists a dynamic ray realizing it.

If $\mathcal{R}_s$ is dynamic ray having an exponentially bounded external address $s = (s_0s_1s_2...)$, and no strict forward iterate of $\mathcal{R}_s$ contains a singular value of $f$, then $\mathcal{R}_s$ is the unique dynamic ray having external address $s$, and it can be parametrized by $t \in (t_s, \infty)$ so that

$$\mathcal{R}_s(t) = t + \frac{2\pi is_0}{d} + O(e^{-t/2}),$$

and $f^n \circ \mathcal{R}_s = \mathcal{R}_{\sigma^n s} \circ F^n$. Asymptotic bounds $O(.)$ for $\mathcal{R}_{\sigma^n s}(t)$ are uniform in $n$ on every ray tail contained in $\mathcal{R}_s$.

If none of the singular values of $f$ escapes, then $I(f)$ is the disjoint union of dynamic rays and their escaping endpoints.

The parametrization 2.1 allows us to define the potential of a point on a dynamic ray: if $z \in \mathcal{R}_s$ corresponds to the parameter $t$ of formula 2.1 we say that $t$ is the potential of $z$. From Theorem 2.3 follows immediately that the potential is defined in a canonical way, and if the potential of $z$ is equal to $t$, then the potential of $f(z)$ is equal to $F(t)$. Note that different points on the same ray have different potentials.

### 2.2. Setup of Thurston iteration and contraction

In this subsection we review a few important definitions from [B2] and sketch the setup of the Thurston iteration.

One starts with the construction of a quasiregular function $f$ modeling escaping behavior of singular values. Let $f_0 \in \mathcal{N}_d$, and $v_1, ..., v_m$ be the finite singular values of $f_0$. Further, let $O_1 = \{a_{i1}\}_{j=0}^{\infty}, ..., O_m = \{a_{mj}\}_{j=0}^{\infty}$ be some orbits of $f_0$ escaping on disjoint rays $\mathcal{R}_{ij}$, and let $R_{ij}$ be the part of the ray $\mathcal{R}_{ij}$ from $a_{ij}$ to $\infty$ (containing also $a_{ij}$).
Now, we introduce the capture. Choose some bounded Jordan domain \( U \subset \mathbb{C} \setminus \bigcup_{j=1}^{m} R_{ij} \) containing all singular values of \( f_0 \) and the first point \( a_0 \) on each escaping orbit \( O_i \). Define an isotopy \( c_0 : \mathbb{C} \to \mathbb{C} \) through quasiconformal maps, such that \( c_0 = \text{id}, c_u = \text{id} \) on \( \mathbb{C} \setminus U \), and for each \( i \in \{1, m\} \) we have \( c_i(v_i) = a_{ij} \). Denote \( c = c_1 \). Thus, \( c \) is a quasiconformal homeomorphism mapping singular values to the first points on the orbits \( O_i \).

Define a function \( f := c \circ f_0 \). It is a quasiregular function whose singular orbits coincide with \( \{O_i\}_{i=1}^{m} \). Its post-singular set of \( f \) is defined in a standard way:

\[
P_f := \bigcup_{i=1}^{m} O_i.
\]

We also call \( P_f \) the set of marked points.

The Thurston \( \sigma \)-map acts on the Teichmüller space of \( \mathbb{C} \setminus P_f \).

**Definition 2.4** (Teichmüller space of \( \mathbb{C} \setminus P_f \)). The Teichmüller space \( \mathcal{T}_f \) of the Riemann surface \( \mathbb{C} \setminus P_f \) is the set of quasiconformal homeomorphisms of \( \mathbb{C} \setminus P_f \) modulo post-composition with an affine map and isotopy relative \( P_f \).

The map

\[
\sigma : [\varphi] \in \mathcal{T}_f \mapsto [\tilde{\varphi}] \in \mathcal{T}_f
\]

is defined in the standard way via the Thurston diagram.

\[
\begin{align*}
\mathbb{C}, P_f & \xrightarrow{\tilde{\varphi}} \mathbb{C}, \varphi(P_f) \\
\mathbb{C}, P_f & \xrightarrow{\varphi} \mathbb{C}, \varphi(P_f)
\end{align*}
\]

More precisely, for every quasiconformal map \( \varphi : \mathbb{C} \to \mathbb{C} \) there exists another quasiconformal map \( \tilde{\varphi} : \mathbb{C} \to \mathbb{C} \) such that \( g = \varphi \circ f \circ \tilde{\varphi}^{-1} \) is entire function. We define \( \sigma[\varphi] := [\tilde{\varphi}] \). For more details and the proof that this setup is well defined see \cite{B1}.

As in \cite{B2}, we need to consider the subset of asymptotically conformal points of \( \mathcal{T}_f \) and to use the fact that the \( \sigma \)-map is strictly contracting on this subset.

**Definition 2.5** (Asymptotically conformal points \cite{GL}). A point \([\varphi] \in \mathcal{T}_f\) is called asymptotically conformal if for every \( \epsilon > 0 \) there is a compact set \( \mathcal{C} \subset \mathbb{C} \setminus P_f \) and a representative \( \psi \in [\varphi] \) such that \( |\mu_{\psi}| \leq \epsilon \) a.e. on \( \mathcal{C} \setminus P_f \cap \mathcal{C} \).}

2.3. Id-type maps. One of the key notions in our constructions are id-type maps.

Let \( f = c \circ f_0 \) be the quasiregular function defined in Section 2.2 where \( f_0 = p \circ \exp \). The union of post-singular ray tails \( S_0 = \bigcup_{1,j} R_{1j} \) is called the standard spider of \( f \).

**Definition 2.6** (Id-type maps \cite{B2}). A quasiconformal map \( \varphi : \mathbb{C} \to \mathbb{C} \) is of id-type if there is an isotopy \( \varphi_u : \mathbb{C} \to \mathbb{C} \), \( u \in [0,1] \) such that \( \varphi_1 = \varphi \) and \( |\varphi_u(z) - z| \to 0 \) uniformly in \( u \) as \( S_0 \ni z \to \infty \).

We also say that \([\varphi] \in \mathcal{T}_f\) is of id-type if \([\varphi]\) contains an id-type map. Further, \( \psi_u, u \in [0,1] \) is an isotopy of id-type maps if \( \psi_u \) is an isotopy through maps of id-type such that \( |\psi_u(z) - z| \to 0 \) uniformly in \( u \) as \( S_0 \ni z \to \infty \).

The following theorem says that the \( \sigma \)-map is invariant on the subset of id-type points in \( \mathcal{T}_f \).

**Theorem 2.7** (Invariance of id-type points \cite{B2}). If \([\varphi]\) is of id-type, then \( \sigma[\varphi] \) is of id-type as well.
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More precisely, if $\varphi$ is of id-type, then there is a unique id-type map $\hat{\varphi}$ such that $\varphi \circ f \circ \hat{\varphi}^{-1}$ is entire.

Moreover, if $\varphi_u$ is an isotopy of id-type maps, then the functions $\varphi_u \circ f \circ \hat{\varphi}_u^{-1}$ have the form $p_u \circ \exp$ where $p_u$ is a monic polynomial with coefficients depending continuously on $u$.

**Remark 2.8.** We keep using the hat-notation from Theorem 2.7. $\hat{\varphi}$ denotes the unique id-type map so that $\varphi \circ f \circ \hat{\varphi}^{-1}$ is entire.

### 2.4. Spiders.

Another important tool in the construction of the invariant compact subset of $T_f$ are infinite-legged spiders. However, in this article we only need to prove one rather simple fact about them (Lemma 3.11); all other applications of spiders are already involved in [B2].

**Definition 2.9 (Spider).** An image $S_{\varphi}$ of the standard spider $S_0$ under an id-type map $\varphi$ is called a spider.

Naturally, the image of a ray tail $R_{ij}$ under a spider map is called a leg.

Let $V = \{w_n\} \subset \mathbb{C}$ be a finite set. Further, let $\gamma : [0, \infty) \to \mathbb{C}$ be a curve such that $\gamma(0) \in V$, $\gamma(\infty) = \infty$, $\gamma_{[x]} \subset \mathbb{C} \setminus V$ and $\text{Re} \gamma(t) \to +\infty$ as $t \to \infty$. On the set of all such pairs $(V, \gamma)$ one considers a map

$$W : (V, \gamma) \mapsto W(V, \gamma) \in F(V),$$

where $F(V)$ is the free group on $V$. This map uniquely encodes the homotopy type of $\gamma$ (with fixed endpoints) in $\mathbb{H}_r \setminus V$ where $\mathbb{H}_r = \{z \in \mathbb{C} : \text{Re} z > r\}$ contains $V$ and $\gamma$ (a particular value of $r$ is irrelevant). Roughly speaking, we homotope $\gamma$ into a concatenation of a horizontal straight ray from $\gamma(0)$ to $+\infty$, and a loop with the base point at $\infty$, and by $W(V, \gamma)$ denote the representation of the loop via “straight horizontal” generators of the fundamental group of $(\mathbb{H}_r \setminus V) \cup \infty$. For the details of the construction we refer the reader to [B1, Subsection 6.1]. We use this type of information for every leg of a spider to obtain a description of the id-type points.

For every pair of $i \in \{1, 2, ..., m\}$, $j \geq 0$ denote

$$O_{ij} := \{a_{kl} \in P_f : l < j \text{ or } l = j, k \leq i\}.$$

**Definition 2.10 (Leg homotopy word).** Let $S_{\varphi}$ be a spider. Then the leg homotopy word of a leg $\varphi(R_{ij})$ is

$$W_{ij}^\varphi := W(\varphi(O_{ij}), \varphi(R_{ij})).$$

Since $W_{ij}^\varphi$ is an element of a free group, by $|W_{ij}^\varphi|$ we naturally denote the length of the word representing this element.

### 3. Preliminary constructions

We consider the quasiconformal function $f = c \circ f_0$ with $m$ singular orbits $O_i = \{a_{ij}\}$ constructed in Subsection 2.2 with its associated $\sigma$-map. We denote by $t_{ij}$ the potential of $a_{ij}$ and by $s_{ij}$ the first number in the external address of $a_{ij}$ (recall that the imaginary part of $R_{ij}$ tends to $2\pi s_{ij}/d$). Denote by $\text{SV}(f)$ the set of finite singular values of $f$, i.e. the image of (finite) singular values of $f_0$ under the capture $c$. In this subsection we prove a few preliminary lemmas needed for the construction of the compact invariant subset $C_f$. Note that we provide only the statements that are needed to upgrade the construction in [B2] to the degenerate case and mainly avoid duplicating results from [B2].

Let $P = \{t_i\}_{i=1}^\infty$ be the set of all potentials of points in $P_f$ ordered so that $t_i < t_{i+1}$. Further, we define a set

$$P' := \{\rho_i : \rho_i = \frac{t_i + t_{i+1}}{2}\}.$$
The next lemma separates $P_f$ and $S_0$ into two parts: one near $\infty$ with good estimates and “straight” spider legs, and one near the origin where the points are located somewhat more chaotically. This is a statement solely about $f_0$ and its standard spider.

**Lemma 3.1.** (Good estimates for $S_0$ near $\infty$ \cite{B2}). There exists $t' > 0$ such that:

1. if $t_i > t_j > t'$, then $t_i - t_j > 2$,
2. if $t_{kl} > t_{ij} > t'$, then $|a_{kl}| > |a_{ij}| + 2$,
3. if $\rho \in \mathcal{P'}$ is bigger than $t'$, then all $a_{ij}$ with potential less that $\rho$ are contained in $\mathbb{D}_{\rho-1}(0)$, while all $a_{ij} \in P_f$ with potential bigger than $\rho$ are contained in the complement of $\mathbb{D}_{\rho+1}(0)$.

For all $\rho \in \mathcal{P'}$ we use the following notation. Denote $D_\rho := \mathbb{D}_\rho(0)$, and for $i \in \{1, \ldots, m\}$ let $N_i = N_i(\rho)$ be the maximal $j$-index of the points $a_{ij}$ contained in $D_\rho$. For $\rho > t'$ the disk $D_\rho$ contains first $N_i + 1$ points $\{a_{i0}, \ldots, a_{IN_i}\}$ of $\mathcal{O}_i$, whereas the other points of $\mathcal{O}_i$ are in $\mathbb{C} \setminus D_\rho$.

### 3.1. Clusters.
First of all, we define the central object of this article.

**Definition 3.2.** (Cluster \cite{B2}). We say that $a_{ij}$ and $a_{kl}$ are in the same cluster $\mathcal{C}(t, s)$ if they have the same potential $t = t_{ij} = t_{kl}$ and the same first entry $s = s_{ij} = s_{kl}$ in the external address.

A cluster is called non-trivial if it contains more than one point of $P_f$.

Note that the set $P_f$ is a disjoint union of clusters and each cluster contains at most $m$ points. As can be seen from the asymptotic formula \cite{2.1} for points $a_{ij}$ and $a_{kl}$ with big potentials being in the same cluster implies that distance between them is very small, whereas the distance between any pair of clusters is bounded from below.

The main reason, why we have to take clusters into account, is that if we have infinitely many non-trivial clusters, we cannot use the same model for $\mathcal{C}_f$ as in the non-degenerate case \cite{B2}; we cannot separate points in the same clusters by disjoint discs that stable under the Thurston iteration (see discussion after \cite{B2} Remark 5.10). On the other hand, we can control the behavior of marked points in clusters in a sense that under the Thurston iteration this position is basically getting scaled by a real constant (see Proposition 5.7).

Now, we are going to define two types of sets that will help us to describe the behavior of points inside of a cluster under the Thurston iteration. Their definitions might seem redundantly technical for the moment but this will pay out by simpler computations later.

**Definition 3.3.** ($A_{x,n}$). For $x > 0$ and integer $n \geq 0$ let $A_{x,n}$ be the set of all complex numbers $\alpha$ such that

1. $|\log |\alpha|| < e^{-x/3} + \ldots + e^{-F^n(x)/3}$,
2. $|\arg \alpha| < e^{-x/3} + \ldots + e^{-F^n(x)/3}$.

Visually $A_{x,n}$ is an annular sector containing 1, see Figure 3.1. If $x$ increases, due to the fast convergence of the series $\sum_n e^{-F^n(x)/3}$, the sets $A_{x,n}$ shrink to arbitrarily small neighborhoods of 1 uniformly in $n$.

The next lemma is the direct corollary of Definition 3.3. It presents a property that allows us to reduce the amount of computations later on.

**Lemma 3.4.** (Pseudo-Multiplicativity of $A_{x,n}$). If $\alpha_i \in A_{F^{i-1}(x), 0}$ for $i \in \{1, \ldots, k\}$, then $\alpha_1 \cdots \alpha_k \in A_{x,k-1}$.
The next notion helps to characterize the difference between marked point that have the same potential but are in different clusters.

**Definition 3.5** ($D^{kl}_{ij}$). For $a_{ij}$ and $a_{kl}$ having the same potential but belonging to different clusters define

$$D^{kl}_{ij} := \left\{ \frac{d(w - z)}{2\pi i(s_{kl} - s_{ij})} : w \in \mathbb{D}_{1/l}(a_{kl}), z \in \mathbb{D}_{1/j}(a_{ij}) \right\}.$$

![Figure 3.1. Schematic example of $A_{x,0}$.](image1)

![Figure 3.2. Schematic construction of $D^{kl}_{ij}$.](image2)
Note that the statement of the theorem is vacuous if
where a = 0. Hence Im ̂D → ∞.

It is easy to see from Definition 3.5 that ̂D ij is just a disk.

**Lemma 3.6.** \( D_{ij}^{kl} = D_{ij}^{kl} \left( \frac{d(a_{kl} - a_{ij})}{2\pi i(s_{kl} - s_{ij})} \right) \) where \( r_{ij}^{kl} = \frac{d(1/1+1/j)}{2\pi i|s_{ij} - s_j|}. \)

If \( j \) and \( l \) are big enough, then

1. \( 1 \in D_{ij}^{kl}, \)
2. \( D_{ij}^{kl} \) is contained in arbitrarily small neighborhoods of 1.

**Proof.** That \( D_{ij}^{kl} = D_{ij}^{kl} \left( \frac{d(a_{kl} - a_{ij})}{2\pi i(s_{kl} - s_{ij})} \right) \) is a direct consequence of Definition 3.5.

1. It is implied by Definition 3.5 that the potentials of \( a_{ij} \) and \( a_{kl} \) are equal: \( t_{ij} = t_{kl}. \) Hence from the asymptotic formula follows that

\[
\frac{d(a_{kl} - a_{ij})}{2\pi i(s_{kl} - s_{ij})} = \frac{(s_{kl} - s_{ij}) + O(e^{-t_{ij}/2})}{(s_{kl} - s_{ij})} = 1 + \frac{O(e^{-t_{ij}/2})}{s_{kl} - s_{ij}}.
\]

The second summand is smaller than \( r_{ij}^{kl} \) for big \( j, l. \) The claim follows.

2. Since \( a_{ij} \) and \( a_{kl} \) belong to different clusters, we have \( |s_{kl} - s_{ij}| \geq 1. \) Hence \( r_{ij}^{kl} \to 0 \) as \( j, l \to \infty. \)

Next lemma provides an estimate on how the Thurston iteration changes the relative position of marked points inside of the clusters with sufficiently high potentials: for points \( a_{ij}, a_{kl} \) belonging to the same cluster with potential \( t, \) the number \( \varphi(a_{kl}) - \varphi(a_{ij}) \) is equal to \( \varphi_u(a_{kl(t+1)}) - \varphi_u(a_{ij(t+1)}) \) scaled by \( F'(t) \) and multiplied by a correcting coefficient \( \alpha \in A_t,0 \) (which is getting arbitrarily close to 1 as \( t \) grows).

**Proposition 3.7** (Negligible rotation within clusters). For all \( \rho \in \mathcal{P}' \) big enough holds the following statement.

If \( a_{ij}, a_{kl} \notin D_{ij} \) belong to the same cluster \( Cl(t, s), \) and \( \varphi_u, u \in [0, 1] \) is an isotopy of \( id \)-type maps such that \( \varphi_0 = c^{-1} \) and for all \( u \in [0, 1], \)

1. \( \varphi_u(SV(f)) \subset D_{ij}, \)
2. \( \| \varphi_u(a_{ij(t+1)}) - a_{ij(t+1)} \| < 1/(j + 1), \)
3. \( \| \varphi_u(a_{kl(t+1)}) - a_{kl(t+1)} \| < 1/(l + 1), \)

then for every \( u \in [0, 1] \) holds

\[
\varphi_u(a_{kl}) - \varphi_u(a_{ij}) = \frac{\varphi_u(a_{kl(t+1)}) - \varphi_u(a_{ij(t+1)})}{F'(t)} \alpha_u,
\]

where \( \alpha_u \in A_t,0. \)

**Proof.** Note that the statement of the theorem is vacuous if \( d = 1: \) we do not have clusters containing more than one point if we only have one singular orbit.

Let \( g_u = \varphi_u \circ f \circ \varphi_u^{-1} = g_u \circ \exp \) with \( g_u(z) = z^d + b_d z^{d-1} + \ldots + b_0 + \frac{1}{j} b_0 \) and \( g_0 = f_0. \)

From [B2] Proposition 5.3 we know that for \( \rho \) big enough and every \( a_{ij} \notin D_{ij} \) holds

\[
|\varphi_u(a_{ij}) - a_{ij}| < \frac{1}{j}.
\]

On the other hand, from the formula [2.1] we know that \( \Im a_{ij} - 2\pi s_{ij} \to 0 \) as \( j \to \infty. \) Hence \( \Im \varphi_u(a_{ij}) - 2\pi s_{ij} \to 0 \) as \( j \to \infty. \)
Now let $a_{ij}, a_{kl} \notin D_\rho$ belong to the same cluster $Cl(t, s)$, and $\gamma_u$ is the straight line segment joining $\hat{\phi}_u(a_{ij})$ and $\hat{\phi}_u(a_{kl})$. For all $\rho$ big enough we have

$$\varphi_u(a_{kl}) - \varphi_u(a_{ij}) = g_u(\hat{\phi}_u(a_{kl})) - g_u(\hat{\phi}_u(a_{ij})) =$$

$$\int_{\gamma_u} g'_u(z) dz = F'(t) \int_{\gamma_u} g'_u(z) \frac{dz}{F'(t)}$$

From Lemma 5.1 we know that $|b_k^u| < L \rho^{\frac{d-1}{2}}$. Since $t/\rho \to \infty$ as $\rho \to \infty$ and $d > 1$, the last expression is equal to

$$F'(t) \int_{\gamma_u} \left( e^{d(z-t)} + O \left( e^{-t/2} \right) \right) dz =$$

$$F'(t) \int_{\gamma_u} \left( 1 + O \left( e^{-t/2} \right) \right) dz = F'(t) (\hat{\varphi}_u(a_{kl}) - \hat{\varphi}_u(a_{ij})) \left( 1 + O \left( e^{-t/2} \right) \right)$$

$$= \frac{F'(t)}{1 + O \left( e^{-t/2} \right)} (\hat{\varphi}_u(a_{kl}) - \hat{\varphi}_u(a_{ij})).$$

Let $\alpha_u = 1 + O \left( e^{-t/2} \right)$ be the denominator in the last expression, and let $\left| O \left( e^{-\frac{t}{2}} \right) \right| < Ce^{-\frac{t}{2}}$ for some $C > 0$. Choose $\rho$ big enough so that

$$2Ce^{-\frac{t}{2}} < e^{-\frac{t}{2}} < 1/2.$$ 

Then

$$1 - e^{-\frac{t}{2}} < |\alpha_u| < 1 + e^{-\frac{t}{2}}.$$ 

After taking logarithm we obtain $|\log |\alpha_u|| < e^{-t/3}$. Also we have

$$|\sin \arg \alpha_u| < \frac{Ce^{-t/2}}{1 - Ce^{-t/2}} < 2Ce^{-t/2}.$$ 

Hence,

$$-e^{-t/3} < \arg \alpha_u < e^{-t/3}.$$ 

Thus $\alpha_u \in A_{t, 0}$. 

We also need another piece of notation.

**Definition 3.8** $(H, L)$. For every pair $a_{ij}, a_{kl}$ belonging to the same cluster define

- $H = H(a_{ij}, a_{kl})$ to be the smallest positive integer such that $a_{i(j+H)}$ and $a_{k(l+H)}$ belong to different clusters,
- $L = L(a_{ij}, a_{kl})$ to be the smallest positive integer such that $a_{i(j-L)}$ and $a_{k(l-L)}$ are defined and belong to different clusters, if there is no such integer we define $L := \infty$. 
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Note that $H(a_{ij}, a_{kl})$ is always less than infinity: otherwise this would mean that the points $a_{ij}, a_{kl}$ had the same potential and external address. From Theorem 3.3 it then follows $a_{ij} = a_{kl}$.

Now, we prove an easy corollary of Proposition 3.7 which provides cluster estimates for the singular orbits of $f$. Roughly speaking, it says that if two points are in the same cluster, we can estimate the distance between them if we know after how many iterations they land in different clusters. Basically, this is a scaling by the real constant $d(F^tH(t))'$ multiplied by correcting coefficients $\nu$ and $\delta$.

**Lemma 3.9** (Cluster estimates for $P_f$). For all $j$ big enough holds the following statement.

If $a_{ij}$ and $a_{kl}$ are in the same cluster, then

$$a_{kl} - a_{ij} = \frac{2\pi i(s_{k(t+H)} - s_{i(j+H)})}{d(F^tH(t))'} \nu \delta,$$

where $t$ is the potential of $a_{ij}$ and $a_{kl}$, $H = H(a_{ij}, a_{kl})$, $\nu = \nu(i, j, k, l) \in A_{t, H-1}$ and $\delta = \delta(i, j, k, l) \in D^{k(t+H)}_{ij}$.

**Proof.** One simply needs to note that

$$a_{k(t+H)} - a_{ij} = \frac{2\pi i(s_{k(t+H)} - s_{i(j+H)})}{d} \delta$$

where $\delta \in D^{k(t+H)}_{ij}$, and to apply $H$ times the Proposition 3.7 with $\varphi_u \equiv c^{-1}$, obtaining at the step $n$ the estimates for $a_{k(t+H-n)} - a_{ij}$.

We also need to introduce special coefficients $\beta(a_{ij}, a_{kl})$, in order to estimate relative distances between marked points outside of $D_p$.

**Definition 3.10** ($\beta$). Let $a_{ij}, a_{kl} \in P_f$. Denote

$$\beta(a_{ij}, a_{kl}) := \begin{cases} \frac{\pi(s_{k(t+H)} - s_{i(j+H)} - s_{i(j+m)})}{d(F^tH(t))'} & \text{if } a_{ij}, a_{kl} \text{ are in the same cluster } Cl(t, s); \\ \pi/2d & \text{if } a_{ij}, a_{kl} \text{ are in different clusters}; \end{cases}$$

where $H = H(a_{ij}, a_{kl})$.

From Lemma 3.9 and the asymptotic formula 2.3 follows immediately that for all pairs $a_{ij}, a_{kl}$ such that $j$ is big enough holds

$$|a_{ij} - a_{kl}| > \beta(a_{ij}, a_{kl});$$

and for all pairs $a_{ij}, a_{kl}$ belonging to the same cluster such that $j$ is big enough holds

$$|a_{ij} - a_{kl}| < 4\beta(a_{ij}, a_{kl}).$$

**3.2. No combinatorics near $\infty$ (almost).** The next proposition is analogous to [B2, Proposition 5.6] and is supposed to provide estimates on the homotopy type of spider legs in presence of non-trivial clusters.

**Proposition 3.11** (No combinatorics near $\infty$). There exists a constant $C > 0$ such that the following statement holds for all $\rho \in P'$ big enough.

If $\varphi, u \in [0, 1]$ is an isotopy of id-type maps satisfying:

1. $\varphi_{|\rho \leq 0} = \text{id}$,
2. $\varphi_{|\rho \leq j} \in D_\rho$ for $j \leq N_i$,
3. $|\varphi_{a_{ij}} - a_{ij}| < 1/j + N_i$.
(4) for all $a_{ij}, a_{kl}$ with $j > N_i, l > N_k$, belonging to the same cluster holds

$$\varphi_u(a_{kl}) - \varphi_u(a_{ij}) = \frac{2\pi i(s_{kl} - s_{ij})}{d(F_{s_{kl}}H(t))} \nu_u \delta_u$$

where $t$ is the potential of $a_{ij}$ and $a_{kl}$, $H = H(a_{ij}, a_{kl})$, $\nu_u = \nu_u(\varphi_u, i, j, k, l) \in A_{t,H-1}$ and $\delta_u = \delta_u(\varphi_u, i, j, k, l) \in D_{i,j,H}^k$.

then for every $u$ and every $j > N_i$ we have

$$|W_{ij}^{\delta_u}| < C.$$ 

Proof. The proof is almost the same as of [B2, Proposition 5.6] except that we need to take care of possible non-trivial clusters.

Note that if $j$ is big enough, than the points $a_{ij} \notin D_p$ belonging to different clusters move under $\varphi_u$ inside of mutually disjoint disks $D_{i,j}(a_{ij})$, and mutual distance between such disks is bounded from below by $\pi/2d$.

On the other hand, since for big $t$ the sets $A_{t,H-1}$ and $D_{i,j,H}^k$ are contained in arbitrarily small neighborhoods of 1, for all essentially big $t$ the marked points $\varphi_u(a_{ij})$ inside of a cluster with potential $t$ have different imaginary parts and this holds for all $u \in [0,1]$, i.e. the points inside of clusters with high enough potentials are vertically linearly ordered.

In [B2, Lemma 2.14] we proved that for all big enough $j$ the ray tail $R_{ij} = \varphi_0(R_{ij})$ has the strictly increasing real part. Hence, for every $u \in [0,1]$ in the homotopy class (relative $P_f$) of $\varphi_u$ is a representative with the strictly increasing real part.

Next, due to the asymptotic formula [2.1] there is a universal constant $M > 0$ such that for every $a_{ij} \in P_f$, every isometry $\varphi_u$ satisfying conditions of the proposition, and every $u \in [0,1]$ there is at most $M$ points $a_{kl} \in O_{ij}$ with $\Re \varphi_u(a_{kl}) > \Re \varphi_u(a_{ij}) - 1$. Hence, from [B1, Lemma 6.6] and [B1, Lemma 6.8] we see that there exists a universal constant $C$ such that for all $\rho$ big enough and all $j > N_i$ we have $|W_{ij}^{\delta_u}| < C$. \hfill $\square$

3.3. Separation of preimages in $D_p$. As in [B2], we need a tool to “separate” the marked points inside of $D_p$. This tools is a simple “division over the maximum of derivative”. However, as will be seen in the Theorem 4.1 more control will be needed than in the non-degenerate case [B2].

Definition 3.12 (Maximum of the derivative [B2]). For $\rho = \frac{t_n + t_{n+1}}{2} \in P'$, define

$$M_\rho := \sup_{g \in N_\rho} \sup_{SV(g) \subset D_\rho} \sup_{z \in (d+1) \tau_n} |g'(z)|.$$ 

For all $\rho$ big enough, $M_\rho$ satisfies the following inequalities:

$$\rho < M_\rho < Ke^{d \tau_n}$$

for some $K > 0$ depending only on $d$. The former inequality follows directly from the definition of $M_\rho$, and the latter from Lemma 5.1.

Next proposition helps to estimate mutual distances between marked points inside of $D_p$.

Proposition 3.13 (Separation of preimages [B2]). For all $\rho \in P'$ big enough holds the following statement.

If $\varphi$ is an $id$-type map such that $\varphi(SV(f)) \subset D_p$, and points $x, y \in C \setminus SV(f)$ are satisfy

$$\varphi \circ f(x), \varphi \circ f(y) \in \Phi_{\max}(|a_{i(N_i+1)}| + 1)(0),$$


then
\[ |\hat{\varphi}(x) - \hat{\varphi}(y)| \geq \frac{|\varphi \circ f(x) - \varphi \circ f(y)|}{M_\rho}. \]

Finally, in the last lemma before the construction of the invariant compact subset \( C_\rho \) we prove certain estimates on mutual distances between points in \( P_f \). Roughly speaking, the lemma gives estimates on how close the marked points may be close to each other based on the combinatorial information (with a special attention in (2) on the case when the orbit of the asymptotic value is involved).

Note that it can be in principle formulated without the “\( \rho \)-notation”, but we prefer to use it for the sake of the more convenient application in Theorem 4.1.

From now on we agree that \( \mathcal{O}_1 = \{a_{ij}\}_{i=0}^\infty \) is the orbit of the asymptotic value of \( f \), i.e. \( a_{10} = c(\text{as. val. of } f_0) \).

**Lemma 3.14** (Distance between points in \( P_f \)). For all \( \rho \in \mathcal{P}' \) big enough hold the following two statements.

1. If \( j \leq N_i, i \leq N_k, ij \neq kl, \) and \( n = \min\{N_i + 1 - j, N_k + 1 - l\} \), then
\[
|a_{kl} - a_{ij}| > \frac{\beta \left(a_{ii+j}, a_{kk+l}\right)}{(M_\rho)^n}.
\]

2. If \( a_{kk+1} \) and \( a_{11+1} \) are in the same cluster, \( L = L(a_{kk+1}, a_{11+1}) \), and \( N = \max_{i \leq m} N_i \), then:
   a. If \( 0 \leq n < L \), then
   \[
   |a_{kk+1-n} - a_{11+1-n}| < 4\beta \left(a_{kk+1}, a_{11+1}\right) M_\rho^{2dNn},
   \]
   b. If \( n \geq L \), then
   \[
   |a_{kk+1-n} - a_{11+1-n}| > \left(\frac{1}{M_\rho}\right)^{2dNn-L}.
   \]

**Proof.** (1) Applying Proposition 3.13 with \( \hat{\varphi} = c^{-1} \) to the pair \( a_{i+j+n+1}, a_{k+l+n+1} \) with \( 0 \leq n_1 \leq n \) we obtain
\[
|a_{i+j+n} - a_{k+l+n}| > \frac{|a_{i+j+n+1} - a_{k+l+n+1}|}{M_\rho}.
\]

At the same time due to formula 3.2
\[
|a_{i+j+n} - a_{k+l+n}| > \beta \left(a_{i+j+n}, a_{k+l+n}\right).
\]

The conclusion follows after multiplication of the inequalities above.

(2) Without loss of generality assume that \( L < N_1 \), otherwise increase \( \rho \). The proof of (a) goes by induction. The case \( n = 0 \) coincides with formula 3.3.

Assume that \( n + 1 < L \) and
\[
|a_{kk+1-n} - a_{11+1-n}| < 4\beta \left(a_{kk+1}, a_{11+1}\right) M_\rho^{2dNn}.
\]

Let \( \gamma \) be the straight line segment joining \( a_{kk+1-n} \) and \( a_{11+1-n} \). After increasing \( \rho \) if needed, we might assume that the distance from \( \gamma \) to the singular values of \( f_0 \) is bigger than \( 1/(M_\rho)^{N+2} \); the number \( 4\beta \left(a_{kk+1}, a_{11+1}\right) M_\rho^{2dNn} \) tends to 0 as \( \rho \to \infty \) since \( a_{kk+1}, a_{11+1} \) are in the same cluster, which makes \( \beta \left(a_{kk+1}, a_{11+1}\right) \) very small even comparing to \( 1/(M_\rho)^{2dNn} \).

Further, without loss of generality we might assume that the preimage \( \hat{\gamma} \) of \( \gamma \) under \( f_0 = \rho \circ \exp \) which starts at \( a_{11+1-n} \) ends at \( a_{kk+1-n} \): this is true for all big enough \( \rho \). Hence, it is enough to estimate the length of \( \hat{\gamma} \), in order to bound the distance between \( a_{11+1-n} \) and \( a_{kk+1-n} \).
If \( z \in \bar{\gamma} \), then the distance from \( e^z \) to 0 and the critical points of \( p \) is bigger than the distance between \( f_0(z) \) and the singular values of \( f_0 \) divided over \( M_\rho \), i.e. bigger than \( 1/(M_\rho)^{N+3} \). Hence,

\[
|f'_0(z)| = |p'(e^z)e^z| > d \left( \frac{1}{M_\rho^{N+3}} \right) > \frac{1}{M_\rho^{2dN}}.
\]

Thus,

\[
|a_{k(N_k-n)} - a_{1(N_1-n)}| \leq \frac{|a_{k(N_k+1-n)} - a_{1(N_1+1-n)}|}{\min_{z \in \gamma} |f'_0(z)|} < \frac{\rho}{\min_{z \in \gamma} |f'_0(z)|}.
\]

\[
|a_{k(N_k+1-n)} - a_{1(N_1+1-n)}| M_\rho^{2dN} < 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_\rho^{2dN(n+1)}.
\]

To prove (b), first let \( n = L \). From Lemma 5.4 we know that the distance between different preimages of \( a_{1(N_1+2-L)} \) is bigger than \( (1/(M_\rho)^{N+2})^d > 1/(M_\rho)^d(N+3) \). On the other hand, since \( a_{1(N_1+1-L)} \) and \( a_{k(N_k+1-L)} \) are in different clusters, exactly as in (a) we obtain that

\[
|a_{k(N_k+1-L)} - \tilde{a}| < 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_\rho^{2dNL}
\]

where \( \tilde{a} \) is a preimage of \( a_{1(N_1+2-L)} \) other than \( a_{1(N_1+1-L)} \). But since for big \( \rho \) the number \( 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_\rho^{2dNL} \) is much smaller than \( 1/(M_\rho)^d(N+3) \), we obtain

\[
|a_{k(N_k+1-L)} - a_{1(N_1+1-L)}| > \frac{1}{2} \frac{1}{M_\rho^{d(N+3)}} > \frac{1}{M_\rho^{2dN}}.
\]

The inequality (b) for \( n > L \) is obtained by straightforward inductive application of Proposition 3.13 as in the proof of (a).

4. COMPACT INVARIANT SUBSET

Now, we construct the compact invariant subset \( C_f \). First, we prove invariance. Recall that we agreed that \( O_1 = \{a_{ij}\}_{j=0}^\infty \) is the orbit of the asymptotic value of \( f \).

**Theorem 4.1 (Invariant subset).** Let \( f = c \circ \exp \) be the quasiregular function defined in Subsection 2.2. Further, let \( \rho \in \mathcal{P}' \) and \( C_f(\rho) \subset T_f \) be the closure of the set of points in the Teichmüller space \( T_f \) represented by id-type maps \( \varphi \) for which there exists an isotopy \( \varphi_u, u \in [0,1] \) of id-type maps such that \( \varphi_0 = \text{id}, \varphi_1 = \varphi \), and the following conditions are simultaneously satisfied.

1. (Marked points stay inside of \( D_\rho \)) If \( j \leq N_i \),

\[
\varphi_u(a_{ij}) \in D_\rho.
\]

2. (Precise asymptotics outside of \( D_\rho \)) If \( j > N_i \), then

\[
|\varphi_u(a_{ij}) - a_{ij}| < 1/j.
\]

3. (Separation inside of \( D_\rho \)) If \( j \leq N_i, l \leq N_k, ij \neq kl \), and \( n = \min\{N_i + 1 - j, N_k + 1 - l\} \), then

\[
|\varphi_u(a_{kl}) - \varphi_u(a_{ij})| > \frac{\beta(a_{ij+n}, a_{kl+n})}{(M_\rho)^n}.
\]

4. (Bounded homotopy) If \( j \leq N_i \), then

\[
|W_{ij}^n| < A^{N_i+j} \left( \frac{(N_i + 1)!}{j!} \right)^4 C
\]

where \( A \) and \( C \) are constants from [12] Theorem 4.11 and Proposition 3.12, respectively.
(5) (Rigidity in clusters) For all \( a_{ij}, a_{kl} \) with \( j > N_i, l > N_k \) belonging to the same cluster, holds

\[
\varphi_u(a_{ij}) - \varphi_u(a_{kl}) = \frac{2\pi i (s_{k(l+H)} - s_{i(j+H)})}{d(F^{nH}(i))} \nu_u \delta_u
\]

where \( t \) is the potential of \( a_{ij} \) and \( a_{kl}, H = H(a_{ij}, a_{kl}) \), \( \nu_u = \nu_u(\varphi_u, i, j, k, l) \in A_1, H^{-1} \) and \( \delta_u = \delta_u(\varphi_u, i, j, k, l) \in L_{i,j}(H) \).

(6) (Clusters inside of \( D_\rho \)) If \( a_{k(N_k+1)} \) and \( a_{l(N_l+1)} \) belong to the same cluster, \( L = L(a_{k(N_k+1)}, a_{l(N_l+1)}) \), and \( N = \max_{i \leq m} N_i \), then:

(a) if \( 0 \leq n < L \), then

\[
|\varphi_u(a_{k(N_k+1-n)}) - \varphi_u(a_{l(N_l+1-n)})| < 4 \beta (a_{k(N_k+1)}, a_{l(N_l+1)}) M^{2dNn},
\]

(b) if \( n \geq L \), then

\[
|\varphi_u(a_{k(N_k+1-n)}) - \varphi_u(a_{l(N_l+1-n)})| > \left( \frac{1}{M_\rho} \right)^{2dN+n-L}.
\]

Then if \( \rho \in \mathcal{P}' \) is big enough, the subset \( \mathcal{C}_f(\rho) \) is well-defined, invariant under the \( \sigma \)-map and contains \([id] \).

Before the proof let us explain informally the meaning of conditions (1)-(6).

(1)-(2) say that the maps \( \varphi \) are “uniformly of id-type”, that is, the marked points outside of a disk \( D_\rho \) have precise asymptotics, while inside of \( D_\rho \) we allow some more freedom.

(3) and (6b) say that the points inside of \( D_\rho \) cannot come very close to each other. Moreover, it is required to control the distance to the asymptotic value — if a marked point is too close to it, then after Thurston iteration its preimage has its real part close to \(-\infty\), and this spoils condition (1).

(4) describes the homotopy information and provides bounds for leg homotopy words of legs with endpoints inside of \( D_\rho \). Analogous bounds for marked points outside of \( D_\rho \) are encoded implicitly in conditions (2),(3) and (5).

(5) helps us to control the behavior of marked points within clusters. Note that we do not need it if there are no clusters — in this case the marked points outside of \( D_\rho \) are contained in small disjoint disks. If there are clusters, we cannot have such nice separation of orbits, but have a good control over the relative behavior of points. This condition prevents points within clusters to approach and rotate around each other.

(6) is needed for the same reason as (3) but in the very special case: when a marked point \( a_{l(N_l+1)} \) is in the same cluster with the the marked point \( a_{l(N_l+1)} \) on the orbit of the asymptotic value. In this case the estimate \( \beta \) is very small. If we use the same estimates as in (3) to bound the distance between their preimages changes under iteration of the \( \sigma \)-map, then we obtain a marked point that is too close to the asymptotic value — after one more iteration its preimage will be “spit” towards \(-\infty\). To avoid this we do the following trick. We make preimages of this pair of points stay “very close” as long as \( a_{l(N_l+1-n)} \) and \( a_{l(N_l+1-n)} \) are in the same cluster (condition (6a)). The first time they are in different clusters leads to a better estimate on the distance (condition (6b)).

**Proof of Theorem 4.4**. A big part of the proof repeats the proof of \([B2, Theorem 5.9] \). Whenever this is the case we avoid unnecessary repetitions and send the reader to \([B2, Theorem 5.9] \) for details.
Let $C^k_f(\rho) \subset C_f(\rho)$ be the set of points in $T_f$ of which we take the closure in the statement of the theorem, that is, represented by id-type maps $\varphi$ for which there exists an isotopy $\varphi_u, u \in [0, 1]$ of id-type maps such that $\varphi_0 = \text{id}, \varphi_1 = \varphi$ and the conditions (1)-(4) are simultaneously satisfied. Since the $\sigma$-map is continuous, it is enough to prove invariance of $C^k_f(\rho)$.

First, we prove that for big $\rho$ the set $C^k_f(\rho)$ contains $[e^{-1}]$: $e^{-1}$ can be joined to identity via the isotopy $c_u^{-1}$ where $c_u$ was constructed in Subsection 2.2 and this isotopy satisfies the conditions (1)-(6).

That $c_u^{-1}$ satisfies (1)-(4) is discussed in [12] Theorem 5.9, while (5) and (6) follow from Lemma 3.9 and Lemma 3.14, respectively.

For all $\varphi \in C^k_f(\rho)$ after concatenation with $c_u^{-1}$ we can obtain the isotopy $\psi_u$ of id-type maps with $\psi_0 = e^{-1}, \psi_1 = \varphi$ and satisfying conditions (1)-(6). Then $\psi_u$ is an isotopy of id-type maps with $\psi_1 = \text{id}$. Let $g_u(z) = \psi_u \circ f \circ \psi^{-1}_u(z) = p_u \circ \exp(z)$. Now, we prove that $\psi_u$ satisfies each of the items (1)-(6): it will follow that $\hat{\varphi} \in C^k_f(\rho)$.

We are going to prove that each of the conditions (1)-(6) for $\psi$ follows from the conditions (1)-(6) for $\psi_u$.

(4) Literally repeats the proof of (4) in [12] Theorem 5.9 using Proposition 3.11 instead of [12] Proposition 5.6.

(3) Follows directly from Proposition 3.13.

(2) The proof fully repeats the proof of [12] Theorem 5.9(2).

(1) We show that $\pm \rho/2$ are upper and lower bounds for both the real and imaginary parts of $\psi_u(a_{ij})$ for $a_{ij} \in D_\rho$: this will give the desired bound on $|\psi_u(a_{ij})|$. We will only show that $\text{Re } \psi_u(a_{ij}) > -\rho/2$, the other bounds are obtained exactly as in [12] Theorem 5.9.

Let $a_{ij}$ be such that $j \leq N_i$ and $N = \max N_i$. If $j + 1 + N_1 = N_i$ and $a_{1N_1}, a_{1N_i}$ are in the same cluster, then from (6b)

$$|\varphi_u(a_{ij+1}) - \varphi_u(a_{10})| > \left(\frac{1}{M_\rho}\right)^{2d^4N+N+1-L}.$$

Otherwise for $u = \min\{N_i - j, N_1 + 1\}$ from (3) we have

$$|\varphi_u(a_{ij+1}) - \varphi_u(a_{10})| > \frac{\beta(a_{ij+u}, a_{k(i+u)})}{(M_\rho)^{N+1}} > \frac{\pi}{2d(M_\rho)^{N+1}}.$$

In any case we might assume that the first inequality holds (this is true for big enough $\rho$). Then

$$|p_{u,1}(\psi_u(a_{ij+1})) - p_{u,1}(\psi_u(a_{10}))| = \left|\exp(\hat{\psi}_u(a_{ij})) - 0\right| > \left(\frac{1}{M_\rho}\right)^{2d^4N+N+1-L+1}.$$

Hence,

$$\text{Re } \hat{\psi}_u(a_{ij}) > -\left(N(2d^4 + 1) + 2 - L\right) \log M_\rho.$$

If $\rho$ is big, using the inequality 3.4 we see that the right hand side of the last expression is bigger than $-\rho/2$.

(5) From Proposition 3.7 we see that for all $j > N_i, l > N_k, a_{ij}, a_{kl}$ belonging to the same cluster with potential $t$

$$\hat{\psi}_u(a_{kl}) - \hat{\psi}_u(a_{ij}) = \frac{\psi_u(a_{k(l+1)}) - \psi_u(a_{(j+1)i})}{F(t)}\alpha_u =$$

$$\frac{2\pi i(s_{k(l+1)} - s_{ij+j+1})}{d(F^{(1)} - 1) \circ F(t) F'(t)}(\nu_u(\psi_u, i, j + 1, k, l + 1)\alpha_u)\delta_u(\psi_u, i, j + 1, k, l + 1).$$

where \( \alpha_u \in A_{i,0} \) and \( H = H(a_{ij}, a_{kl}) \).

(6) The proof of (6) is goes analogously to the proof of Lemma 3.14 (2).

Without loss of generality assume that \( L < N_1 \), otherwise increase \( \rho \). The case \( n = 0 \) follows from (4).

Assume that \( n + 1 < L \) and

\[
|\psi_u(a_{k(N_k+1-n)}) - \psi_u(a_{1(N_1+1-n)})| < 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_{1}^{2dNn}.
\]

Let \( \gamma_u \) be the straight line segment joining \( \psi_u(a_{k(N_k+1-n)}) \) and \( \psi_u(a_{1(N_1+1-n)}) \). After increasing \( \rho \) if needed, assume that the distance from \( \gamma_u \) to the singular values of \( f_0 \) is bigger than \( 1/(M_{1})^{N+2} \); the number \( 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_{1}^{2dNn} \) tends to 0 as \( \rho \to \infty \) since \( a_{k(N_k+1)}, a_{1(N_1+1)} \) are in the same cluster. Hence, \( \beta (a_{k(N_k+1)}, a_{1(N_1+1)}) \) is very small even comparing to \( 1/(M_{1})^{2dNn} \).

Without loss of generality assume that the preimage \( \tilde{\gamma}_u \) of \( \gamma_u \) under \( g_u = p_u \circ \exp \) which starts at \( \tilde{\psi}_u(a_{1(N_1-n)}) \) and ends at \( \tilde{\psi}_u(a_{k(N_k-n)}) \): this is true since this holds for \( \psi_0 = e^{-1} \) and under the isotopy \( \psi \), the singular values of \( g_u \) do not cross \( \gamma_u \). Hence, it is enough to estimate the length of \( \tilde{\gamma}_u \), in order to bound the distance between \( \tilde{\psi}_u(a_{1(N_1-n)}) \) and \( \tilde{\psi}_u(a_{k(N_k-n)}) \).

If \( z \in \tilde{\gamma}_u \), then the distance from \( e^z \) to 0 and the critical points of \( p_u \) is bigger than \( 1/(M_{1})^{N+3} \). Hence,

\[
|g_u(z)| = |p_u'(e^z)e^z| > d\left(\frac{1}{M_{1}^{N+3}}\right) > \frac{1}{M_{1}^{2dN}}.
\]

Thus, as in Lemma 3.14 (2),

\[
|\tilde{\psi}_u(a_{k(N_k-n)}) - \tilde{\psi}_u(a_{1(N_1-n)})| \leq \frac{|\psi_u(a_{k(N_k+1-n)}) - \psi_u(a_{1(N_1+1-n)})|}{\min_{z \in \gamma_u} |g_u'(z)|} < M_{1}^{2dN} < 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_{1}^{2dN(n+1)}.
\]

To prove (b), first consider \( n = L \). From Lemma 3.4 as in Lemma 3.14 (2) follows that the distance between different preimages of \( \psi_u(a_{1(N_1+2-L)}) \) under \( g_u \) is bigger than \( 1/(M_{1})^{d(N+3)} \). On the other hand, since \( a_{1(N_1+1-L)} \) and \( a_{k(N_k+1+L)} \) are in different clusters, as in (a) we have

\[
|\tilde{\psi}_u(a_{k(N_k+1-L)}) - \tilde{\psi}_u(a_{1(N_1-L)})| < 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_{1}^{2dNL}
\]

where \( \tilde{\psi}_u(a_{1(N_1+2-L)}) \) under \( g_u \) other than \( \tilde{\psi}_u(a_{1(N_1+1-L)}) \). Since for big \( \rho \) the number \( 4\beta (a_{k(N_k+1)}, a_{1(N_1+1)}) M_{1}^{2dNL} \) is much smaller than \( 1/(M_{1})^{d(N+3)} \), we have

\[
|\tilde{\psi}_u(a_{k(N_k+1-L)}) - \tilde{\psi}_u(a_{1(N_1-L)})| > \frac{1}{2M_{1}^{d(N+3)}} > \frac{1}{M_{1}^{2dN}}.
\]

The inequality (6b) for \( n > L \) can be obtained by application of Proposition 3.13 as in the proof of (3).

Remark 4.2. Every point of \( C_f \) is evidently asymptotically conformal. Indeed, near infinity the marked points are separated into clusters that move inside of disjoint small disks, whereas there is only a negligible relative movement of marked points under isotopies inside of every cluster.
Remark 4.3. Note that Theorem 4.1 defines an invariant set also in the case when $s_i$ is (pre-)periodic. Indeed, absence of (pre-)periodicity is not used in the proof. But we do not have enough tools to prove that in the (pre-)periodic case the set $C_f(\rho)$ would be compact. An alternative way to prove Theorem 1.1 in the (pre-)periodic case is to use the continuity argument which we do in the subsequent article.

Next, we prove that $C_f(\rho)$ is compact.

**Theorem 4.4 (Compactness).** $C_f(\rho)$ is a compact subset of $T_f$.

*Proof.* The proof of the theorem is identical to the proof of [B2, Theorem 5.11], except of a small detail that in our case we are allowed to have non-trivial clusters. This obviously does not violate the convergence argument [B2, Theorem 5.11] since there is almost no relative movement of point inside of clusters outside of $D_\rho$. □

Now, we have all ingredients for the proof Classification Theorem 1.1.

*Proof of Classification Theorem 1.1.* The proof literally repeats the proof of [B2, Theorem 1.4] after obvious replacement of invariance and compactness theorems by our upgraded versions: Theorem 4.1 and Theorem 4.4. □

5. APPENDIX A

In this appendix we provide some properties of polynomials and of their compositions with the exponential.

The following lemma gives estimates on the coefficients of polynomials $p$ if we know an estimate on the magnitude of singular values of $p \circ \exp$.

**Lemma 5.1 (Singular values bound coefficients [B2]).** Fix some integer $d > 0$. There exists a universal constant $L > 0$ such that if $g = p \circ \exp$ where $p(z) = z^d + b_{d-1}z^{d-1} + \ldots + b_1z + b_0$, and singular values of $g$ are contained in the disk $D_\rho(0)$ with $\rho$ big enough, then $|b_k| < L^k \rho^{\frac{d-k}{2}}$.

Next statement describes the behavior of polynomials $p$ outside of a disk containing singular values of $p \circ \exp$ subject to the condition that this disk is big enough.

**Lemma 5.2 (Preimages of outer disks [B2]).** Fix some integer $d > 1$. If $\rho > 1$ is big enough, then for every $g = p \circ \exp$ with monic polynomial $p$ of degree $d$ and singular values contained in $D_\rho(0)$ for all $r \geq \rho$ we have

$$p^{-1}(D_r(0)) \subset D_r(0).$$

For a polynomial $p$ we denote by $\text{Crit}(p)$ the set of its critical points. By $\text{dist}(A, B)$ we denote the Euclidean distance between sets $A, B \subset \mathbb{C}$.

**Lemma 5.3 (Distance between preimages under polynomials).** Let $d > 1$ be an integer. Then there exists a real constant $K > 0$ such that for every real $\epsilon \in (0, 1)$ and $r > 1$ holds the following statement.

If $p$ is a monic polynomial of degree $d$ and $\alpha \in \mathbb{C}$ is such that all roots $z_1, z_2, \ldots, z_d$ of the equation $p(z) = \alpha$ are contained in $D_r(0)$ and $\text{dist}(\{z_1, \ldots, z_d\}, \text{Crit}(p)) > \epsilon$, then for every pair of indices $i, j$ such that $1 \leq i < j \leq d$ we have

$$|z_i - z_j| > K \left(\frac{\epsilon}{r}\right)^d.$$
Proof. It is enough to prove the lemma for $i = 1, j = 2$.

Let $q(z) := p(z) - \alpha = (z - z_1) \cdot \cdots \cdot (z - z_d)$, and let $\Delta_q$ be the discriminant of $q$. Then

$$\Delta_q = \prod_{i<j} (z_i - z_j)^2 = (-1)^{\frac{d(d-1)}{2}} p'(z_1)p'(z_2) \cdot \cdots \cdot p'(z_d).$$

If $p'(z) = d(z-c_1) \cdot \cdots \cdot (z-c_{d-1})$, then for $n \in \{1, \ldots, d\}$ we obtain $|p'(z_n)| \geq d e^{d-1}$. Hence

$$|\Delta_q| \geq d^d e^{d(d-1)}.$$ 

Finally,

$$|z_1 - z_2| = \frac{|\Delta_q|}{|\Delta_q/(z_1 - z_2)|} > \frac{|\Delta_q|}{(2\rho)^{d(d-1)-1}} \geq \frac{d^d e^{d(d-1)}}{(2\rho)^{d(d-1)-1}} > K \left( \frac{\epsilon}{1} \right)^d$$

where $K = d^d/2^{d(d-1)-1}$.

Recall that for an entire function $g \in \mathcal{N}_d$ we denote by $\text{SV}(g)$ the set of its finite singular values.

**Lemma 5.4** (Distance between preimages under $f \in \mathcal{N}_d$). Fix an integer $d > 1$. For all $\epsilon \in (0, 1)$ and all big enough $\rho > 0$ holds the following statement.

If $p$ is a monic polynomial of degree $d$ and $g = p \circ \exp$ satisfy $\text{SV}(g) \subset \mathbb{D}_2(0)$, and $\alpha \in \mathbb{D}_2(0)$ is such that $\text{dist}(\alpha, \text{SV}(g)) > \epsilon$, then for every pair of distinct complex numbers $w_1, w_2 \in g^{-1}(\alpha)$ holds

$$|w_1 - w_2| > \left( \frac{\epsilon}{\rho} \right)^d.$$ 

Proof. Pick $\zeta \in p^{-1}(\alpha)$, and let $c$ be a critical point of $p$. Due to Lemma 5.2 for all $\rho$ big enough we have $|\zeta| < 2\rho$ and $|c| < 2\rho$. But then

$$|\zeta - c| > \max_{|z| < 2\rho} |p'(z)| > \max_{|z| < 2\rho} |p'(z)|.$$ 

From Lemma 5.3 follows that for all $\rho$ big enough

$$\max_{|z| < 2\rho} |p'(z)| < \rho^d.$$ 

Hence, if $\zeta_1, \zeta_2 \in p^{-1}(\alpha)$, from Lemma 5.3 follows that

$$|\zeta_1 - \zeta_2| > K \left( \frac{\text{dist}(p^{-1}(\alpha), \text{Crit}(p))}{2\rho} \right)^d > \frac{K}{2^d} \left( \frac{\epsilon}{\rho^d+1} \right)^d.$$ 

Further, if $e^{\omega_1} = \zeta_1$ and $e^{\omega_2} = \zeta_2$, then for big $\rho$

$$|w_1 - w_2| > \max_{\Re z < \log 2\rho} |\exp' z| > \frac{K}{2^d} \left( \frac{\epsilon}{\rho^d+1} \right)^d \frac{1}{2\rho} > \left( \frac{\epsilon}{\rho} \right)^d.$$ 

\[\Box\]
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