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Abstract Single image super-resolution (SISR) in unconstrained environments are challenging because of various illuminations, occlusion and complex environments. Recent researches have achieved great progress on super-resolution due to the development of deep learning in the field of computer vision. In this letter, a Dense U-net with shuffle pooling method is proposed. First, a modified U-net with dense blocks, called dense U-net, is proposed for SISR. Second, a novel pooling strategy called shuffle pooling is designed, which is applied to the dense U-Net for super-resolution task. Third, a mix loss function, which combined with Mean Square Error (MSE), Structural Similarity Index (SSIM) and Mean Gradient Error (MGE), is proposed to solve the perception loss and high-frequency information loss. The proposed method achieves superior accuracy over previous state-of-the-arts on the three benchmark datasets: SET14, BSD300, ICDAR2003. Code is available online
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1 Introduction

Single image super-resolution can be used as an effective data argumentation method for most image processing tasks, such as object detection, object recognition, target tracking and instance segmentation. However, various image types
under different complex environments impose great challenges for super-resolution in real-world applications.

He et al. [1] introduced the first deep learning method for single image super-resolution (SISR) task called Super-Resolution Convolution Neural Network (SRCNN). SRCNN simply constructs a multi-layer convolutional network directly without considering transmission loss and computational complexity. In order to reduce the computational complexity of the SRCNN, Fast Super-Resolution Convolutional Neural Network (FSRCNN) [2] built a lightweight framework to solve the real-time problem. FSRCNN Instead of taking interpolated image by Bicubic [3] as input, FSRCNN directly put the LR image into the network, and up-scaled by deconvolution layer finally. Although FSRCNN has reduced the running time of the SRCNN by more than 70%, its low accuracy made it difficult to be applied to real scenes. Efficient Sub-Pixel Convolutional Neural (ESPCN) [4] introduced an efficient sub-pixel convolution layer which learns an array of up-scaling filters to upscale the low-resolution image into the high-resolution output. Inspired by ResNet [5], Very Deep network for Super-Resolution (VDSR) [6] was proposed to solve the training problem of deeper super-resolution networks. VDSR built an end-to-end network with 20 convolution layers by cascading small filters many times in a deep network structure. Super-Resolution Generative Adversarial Networks (SRGAN) [7] were the first Generative Adversarial Networks (GAN) [8] for super-resolution task the first to consider the human subjective evaluation of reconstructed images. In order to improve the accuracy and perceptual evaluation, SRGAN was extremely hard to converge during the training process. Enhanced Deep Residual Networks for Super-Resolution (EDSR) [9] achieved the highest score in the NTIRE2017 Super-Resolution Challenge Competition [10]. The most significant performance improvement of EDSR was to remove the redundant modules of SRResNet, the generator network of SRGAN [7], so that the size of the model can be enlarged to improve the image quality. Deeply-Recursive Convolutional Networks (DRCN) [11] and Deep Back-Projection Networks (DBPN) [12] exploited iterative up-sampling and down-sampling and DBPN had better performance because it provided an error feedback mechanism. Although DRCN and DBPN reduced the number of parameters, these methods did not actually solve the problem of high computational complexity due to too much repetitive calculations. The U-net for Super-Resolution (UnetSR) [13] modified the basic U-net architecture to adapt to the field of SISR and proposed a mix gradient loss function to enhance the sharpness of reconstructed images. Although the problem of image blur is considered, UnetSR still has many defects in network transmission.

In short, previous works inherently limited to defective transfer structures. First, the skip-connections between the same depth convolution layers are only one-way. Second, traditional pooling method caused more than $2^{k-1}$ of information loss in each down-sampling block when down-scale is $k$. Third, previous methods focus on evaluation method of Peak Signal to Noise Ratio (PSNR), which result in the high performance on PSNR, but largely ignored the gradient error. In general, previous methods lacked lossless mechanisms to handle information transfer processing. To solve these problems, we propose a new network called Dense UnetSR, which combines the Dense U-net for super-resolution with shuffle pooling method, that greatly enhances the capability of the information transfer mechanism.
In summary, this paper has the following four contributions:

1) The Dense U-net architecture is proposed for single image super-resolution. Compare with U-net [14] for SISR, Dense U-net enhances the skip-connection part by transmitting all feature layers from different depth to each up-sampling layer. It reduces the information transmission loss because the up-sampling block combines all down-sampling feature maps from all depth of contracting blocks.

2) A novel pooling method called shuffle pooling is designed for the Dense U-net, which can effectively avoid information loss in traditional pooling processing. As shown in Fig. 3, shuffle pooling module consists of 2 steps: 1) Sampling the input feature map by specified intervals; 2) Reshaping sampled values into down-sampled feature maps.

3) The mix loss function, which combined with Mean Square Error (MSE) [15], Structural Similarity Index (SSIM) [16] and Mean Gradient Error (MGE) [13], basically solves the perception loss and high-frequency information loss. Besides MSE loss, the MixE loss considers SSIM loss which helps to better restore brightness, contrast and structure, and MGE loss which helps to better restore sharpness of images.

4) Though Dense UnetSR is a large parameter number deep learning method, it achieves the state-of-the-art performance, especially in the task of text.

2 Approach

In this section, we describe the architecture of convolutional spatial propagation Dense U-net for super-resolution with shuffle pooling layer.

![Architecture of Dense U-net for super-resolution task](image)

Fig. 1: Architecture of Dense U-net for super-resolution task, where the depth of the network is 3 and the up-scale is 2.
2.1 Overall Framework

The overall pipeline of our approach is shown in Fig. 1 and Algorithm 1. The network consists of three main parts: upscale path for the pre-upsampling, contracting path for the feature extraction and expanding path for the image reconstruction. The proposed Dense U-net is taken as the backbone of the network. The novel shuffle pooling strategy is designed to replace traditional pooling methods.

Algorithm 1: Training processing of Dense UnetSR

| Line | Description |
|------|-------------|
| 1    | initialize the weight \( \theta \) of Dense UnetSR; |
| 2    | repeat |
| 3    | compute the network output of low-resolution image: \( \hat{Y}(i, j) = D(I_L(i, j)) \); |
| 4    | Calculate the MSE between result and GT: \( L_{MSE} = MSE(\hat{Y}(i, j) - Y(i, j)) \); |
| 5    | Calculate the SSIM between result and GT: \( L_{SSIM} = SSIM(\hat{Y}(i, j), Y(i, j)) \); |
| 6    | Calculate the gradient map of network output: \( G(i, j) = Sobel(\hat{Y}(i, j)) \); |
| 7    | Calculate the gradient map of GT: \( G(i, j) = Sobel(Y(i, j)) \); |
| 8    | Calculate the MGE between result and GT: \( L_{MGE} = MSE(G(i, j), G(i, j)) \); |
| 9    | Fuse the \( L_{MSE}, L_{SSIM} \) and \( L_{MGE} \): \( \text{MixE}(Y, \hat{Y}) = MSE + \lambda G MGE + \lambda SSIM \); |
| 10   | Update the weight gradients of network: \( J(\theta_t) = Adam(\text{MixE}) \); |
| 11   | Update the weight of network: \( \theta_{t+1} = \theta_t - \eta J(\theta_t) \); |
| 12   | until \( \text{MixE}(Y, \hat{Y}) \) converges; |

2.2 Dense U-net

The Dense UnetSR for super-resolution is an improved UnetSR by combining dense blocks into the network. As illustrated in Fig. 1, the network consists of four parts:

2.2.1 Contracting path

The left side of Dense UnetSR is the contracting path for extracting features. The contracting path contains the continues part of one \( 3 \times 3 \) kernel, followed by a Rectified Linear Unit (ReLU) layer, and then a \( 2 \times 2 \) max-pooling operation with stride 2 for down-sampling. The U-Net is modified for SISR task by removing all batch normalization layers and one convolution layer in each block. To improve the down-sampling method, shuffle pooling method is applied into Dense UnetSR to replace the max-pooling method.

2.2.2 Expanding path

The right side of Fig. 1 is expanding path for decoding. Each block in the expansive includes an up-sampling of the feature map, which followed by a \( 2 \times 2 \) kernel that halves the number of feature maps, and one \( 3 \times 3 \) convolution kernel, followed by a ReLU layer.
2.2.3 Upscale path

The upscale path includes an up-sampling layer and a convolutional layer and meant to keep the same depth of contracting path and expanding path. The input image is up-sampling by bicubic interpolation and builds the symmetric feature extraction layer corresponds to the same depth up-sampling layer in expanding path.

2.2.4 Dense skip connection

The dense data skip-connections are constructed for transferring feature maps from all depth of contracting blocks into every expanding block. Because the up-sampling block combines all down-sampling feature maps from all depth of contracting blocks instead of feature maps from the one-way down-sampling path, theoretically the dense skip connection establishes a multi-path data transmission and reduces the information transmission loss.

2.3 Shuffle pooling

In most network architectures, general pooling methods including max pooling and average pooling were applied for down-sampling. In this letter, a new pooling strategy called shuffle pooling is presented. As illustrated in Fig. 2, this module consists of 2 steps: 1) Sampling the input feature map by specified intervals; 2) Reshaping sampled values into down-sampled feature maps. According to the different arrangement of pooling layer, the shuffle pooling have two different strategies, namely directive and insertive shuffle pooling, which are shown in Fig. 3. Different from the max-pooling and average-pooling which keep one-quarter sampling, the proposed shuffle pooling maintains all information in the feature map of the previous layer. Meanwhile, shuffle pooling brings four times the channel number and four times the parameter amount.

Fig. 2: Shuffle pooling flow diagram, where the down-scale is 2.
2.4 Mix loss function

In this subsection, we first analyze the problem of existing SISR which were only trained with Mean Square Error (MSE) loss. Then the three losses used for the proposed mix loss function, namely MSE loss, Structural Similarity Index (SSIM) loss and Mean Gradient Error (MGE) loss are introduced respectively. The mix loss function is presented at the end of the subsection.

2.4.1 Problem analysis

As shown in Fig. 4, most previous works on SISR task only trained by MSE loss function, therefore these methods had some shortcomings.

Fig. 4: Super-resolution results by previous works with MSE loss (× 4).

First, previous studies of SISR trained only by MSE loss had not dealt with the problem of blurred edge, shown as reconstructed results by DRCN and VDSR in Fig. 4. To preserve the sharpness of the reconstructed edges, it is necessary to take image gradient as one of the SISR constraints.

Second, MSE only focused on the error between each pixel and ground truth, which ignores the neighboring structure of pixels. SSIM gave us a new method to measure the structural similarity between reconstructed images and the ground truth, which can be applied in SISR task as a neighboring structure constraint to improve the structural similarity.
2.4.2 MSE loss

MSE reflects the variance between the current image and the source image at each pixel. Two criteria are described as follows. Let $Y$ donates the ground truth and $\hat{Y}$ donates the reconstructed high-resolution images respectively.

$$MSE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (\hat{Y}(i,j) - Y(i,j))^2$$  \hspace{1cm} (1)

2.4.3 SSIM loss

The criterion of SSIM between patches $P_{\hat{Y}}$ and $P_Y$ at the same location on ground truth images $\hat{Y}$ and reconstructed high-resolution image $Y$ is defined as

$$SSIM(P_{\hat{Y}}, P_Y) = \frac{(2\mu_{P_{\hat{Y}}}\mu_{P_Y} + c_1)(2\sigma_{P_{\hat{Y}}}\sigma_{P_Y} + c_2)}{((\mu_{P_{\hat{Y}}}^2 + \mu_{P_Y}^2 + c_1)(\sigma_{P_{\hat{Y}}}^2 + \sigma_{P_Y}^2 + c_2))}$$  \hspace{1cm} (2)

where $\mu_{P_{\hat{Y}}}$ and $\mu_{P_Y}$ are the mean of patch $P_{\hat{Y}}$ and $P_Y$ respectively. Meanwhile, $\sigma_{P_{\hat{Y}}}$ and $\sigma_{P_Y}$ are the deviation of patch $P_{\hat{Y}}$ and $P_Y$. $c_1$ and $c_2$ are small constants.

Then, The criterion of $SSIM(\hat{Y}, Y)$ is the average of patch-based SSIM over the image.

2.4.4 MGE loss

To solve the gradient error measurement problem, we introduce classic gradients to the SISR loss function called Sobel operator [17]. The gradient map $G$ in $x$ and $y$ direction of the ground truth image $Y$ shows below:

$$G_x = Y * \begin{bmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{bmatrix}$$  \hspace{1cm} (3)

$$G_y = Y * \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (4)

where * is the convolution operation.

Then we combine the gradient value of $x$ and $y$ direction as follows:

$$G(i,j) = \sqrt{G_x^2(i,j) + G_y^2(i,j)}$$  \hspace{1cm} (5)

Let $G$ donates the ground truth and $\hat{G}$ donates the reconstructed high-resolution results. The aim of measure the gradient error is to learn a sharp edge which is close to the ground truth edge. The Mean Gradient Error (MGE) shows as follows:

$$MGE = \frac{1}{nm} \sum_{i=1}^{n} \sum_{j=1}^{m} (\hat{G}(i,j) - G(i,j))^2$$  \hspace{1cm} (6)
2.4.5 Mix loss function

After achieving the MGE, it should be emphasized in the mix gradient error. As the main component of mix gradient error, Mean Square Error forms a Mix Error (MixE) by adding Mean Gradient Error with a weight of \( \lambda_G \) and SSIM with a weight of \( \lambda_S \).

\[
MixE(Y, \hat{Y}) = MSE + \lambda_G MGE + \lambda_S SSIM
\]  

Previous researches on SISR has tended to focus on network architecture rather than loss function. Therefore, the modified form of the loss function is applied to this experiment. To illustrate the superiority of mix loss function, a much more systematic inference would try to identify how network performance interacts with MixE that is believed to be linked to the fusion method.

3 Experiment

3.1 Dataset

ICDAR2003 \[18\] is a dataset of the ICDAR Robust Reading Competition for text detection and recognition tasks. Though the ICDAR2003 dataset is not commonly used for SISR task, it reflects the performance of these methods on text images. The ICDAR2003 dataset consists of 258 training images and 249 testing images, which contains texts in most of the common life complex circumstances. Because of the resolution of images varies from 422×102 to 640×480, we resize them into 224×224 with bicubic interpolation. This network is also compared with other existing methods over standard benchmark datasets: SET14 \[19\], BSD300 \[20\].

3.2 Evaluation method

Two widely used evaluation methods, Peak Signal to Noise Ratio (PSNR) \[15\] and Structural Similarity Index (SSIM) \[16\], are applied for comparison on image quality and similarity.

PSNR, which derived from MSE, reflects the ratio of peak signal to noise. The criteria of PSNR and SSIM are all based on luminance. The higher the value of these criteria, the better the performance of image reconstruction. Compared with MSE, the value of PSNR is positively correlated with image quality, which is more conducive to intuitive comparison.

\[
PSNR(Y, \hat{Y}) = 10\log_{10} \frac{255^2}{MSE}
\]
3.3 Implement details

Three datasets, SET14 [19], BSD300 [20] and ICDAR2003 [18], are chosen to evaluate these existed SISR methods. SET14 and BSD300 dataset consist of natural scenes and ICDAR2003 contain various types of texts in a robust common scene. In order to generate low-resolution and high-resolution image pairs for training and testing, the source images are down-scaled by bicubic interpolation on Table 1. Meanwhile, all images are converted into RGB colour space.

Table 1: Image size of different scales

| Scale | Image size |
|-------|------------|
| LR    | HR         |
| ×2    | 112×112    | 224×224   |
| ×4    | 56×56      | 224×224   |
| ×8    | 28×28      | 224×224   |

The MSE, which widely used in image reconstruction tasks, is chosen to be the loss function in this experiment. Two widely used evaluation methods, PSNR [15] and Structural Similarity Index (SSIM) [16], are applied for comparison on image quality and similarity in our experiment.

In the training parameter set, the batch of data is set to 1. Our method is trained by Adam optimizer [21] with $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 10^{-8}$. The learning rate is set to $10^{-3}$ initially and decreases to half every 50 epochs. The PyTorch implement of our method is trained with one RTX 2080 GPU and this project is proposed online.

3.4 Network analysis

3.4.1 Dense U-net

To evaluate U-net and Dense U-net architecture, we train them on U-net and Dense U-net backbone with 5-layer depth over SET14, BSD300 and ICDAR2003 datasets. Data from the Table 2 shows that the backbone of Dense U-net performs much better than the U-net on all three datasets. Because the insert method of shuffle pooling is better than the direct method from the Table 2, the insert method is applied into all the following shuffle pooling method. U-net for super-resolution is simplified as UnetSR and Dense U-net for super-resolution without shuffle pooling is DensetSR. Dense U-net with shuffle pooling layer is simplified as DensetSR+.

3.4.2 Shuffle pooling

As Table 2 shown, there is a significant improvement by replacing the max-pooling method with shuffle pooling. A comparison of the two arrangement methods in Table 2 reveals the insert method of shuffle pooling achieves the higher PSNR than the direct method, with +0.94 dB on SET14 dataset, +0.97 dB on BSD300 dataset and +1.10 dB on ICDAR2003 dataset.
Table 2: Comparison of different shuffle pooling arrangements over SET14, BSD300 and ICDAR2003 datasets

| Scale=2 | Method       | SET14 PSNR/SSIM | BSD300 PSNR/SSIM | ICDAR2003 PSNR/SSIM |
|---------|--------------|-----------------|------------------|---------------------|
|         | UnetSR\(^a\) | 26.724/0.8889   | 29.424/0.8832    | 35.814/0.9307       |
|         | UnetSR(Direct\(^b\)) | 27.158/0.8984 | 29.501/0.8854    | 35.986/0.9312       |
|         | UnetSR(Insert\(^c\)) | 27.322/0.9014 | 29.718/0.8902    | 36.424/0.9392       |
|         | DenseSR      | 27.401/0.9027   | 29.490/0.8851    | 35.982/0.9325       |
|         | DenseSR(Direct) | 27.428/0.9033 | 29.513/0.8858    | 35.984/0.9327       |
|         | DenseSR(Insert) | 28.391/0.9236 | 29.847/0.8965    | 36.924/0.9409       |

\(^a\) The max-pooling method is default to UnetSR and DenseSR.
\(^b\) This is the direct method of shuffle pooling.
\(^c\) This is the insert method of shuffle pooling.

3.4.3 Mix loss function

In order to determine the best value of the weight, the result of an ablation experiment on the scale of 8 over BSD300 dataset is proposed in Fig. 5.

![Fig. 5](image)

Fig. 5: An ablation experiment of \(\lambda_G\) and \(\lambda_S\) over BSD300 dataset (\(\times 8\)).

The main point in Fig. 5 to note is that MGE has a greater effect on PSNR than SSIM. A reliable explanation is that they have serious homogeneity because SSIM and MSE are both in the RGB domain, but MGE is in the gradient domain and provides a cross-domain information. Under the guidance of the ablation experiment result, \(\lambda_G\) is set to 0.1 and \(\lambda_S\) is set to 0.1 in all subsequent experiments.
Table 3: Evaluation of Mix Loss on U-net and Dense U-net backbone over SET14, BSD300 and ICDAR2003 datasets

| Scale=2 | Method  | Loss | SET14       | BSD300       | ICDAR2003    |
|---------|---------|------|-------------|--------------|--------------|
|         | PSNR/SSIM |      | PSNR/SSIM   | PSNR/SSIM   | PSNR/SSIM   |
| UnetSR  | MSE      | 26.72 /0.88 | 29.12 /0.88 | 35.81 /0.99 |             |
| UnetSR  | MixE     | 27.13 /0.89 | 29.63 /0.88 | 36.09 /0.93 |             |
| DenseSR | MSE      | 27.40 /0.90 | 29.49 /0.88 | 35.98 /0.93 |             |
| DenseSR | MixE     | 27.77 /0.91 | 29.98 /0.90 | 36.29 /0.94 |             |

| Scale=4 | Method  | Loss | SET14       | BSD300       | ICDAR2003    |
|---------|---------|------|-------------|--------------|--------------|
|         | PSNR/SSIM |      | PSNR/SSIM   | PSNR/SSIM   | PSNR/SSIM   |
| UnetSR  | MSE      | 20.89 /0.67 | 24.83 /0.68 | 29.33 /0.82 |             |
| UnetSR  | MixE     | 21.35 /0.68 | 25.18 /0.70 | 29.82 /0.81 |             |
| DenseSR | MSE      | 21.45 /0.70 | 24.97 /0.69 | 30.43 /0.83 |             |
| DenseSR | MixE     | 21.99 /0.71 | 25.40 /0.71 | 31.00 /0.85 |             |

| Scale=8 | Method  | Loss | SET14       | BSD300       | ICDAR2003    |
|---------|---------|------|-------------|--------------|--------------|
|         | PSNR/SSIM |      | PSNR/SSIM   | PSNR/SSIM   | PSNR/SSIM   |
| UnetSR  | MSE      | 16.70 /0.41 | 21.98 /0.52 | 25.77 /0.71 |             |
| UnetSR  | MixE     | 16.97 /0.42 | 22.22 /0.52 | 25.87 /0.71 |             |
| DenseSR | MSE      | 18.93 /0.57 | 24.06 /0.66 | 29.04 /0.80 |             |
| DenseSR | MixE     | 19.50 /0.61 | 24.48 /0.66 | 29.51 /0.84 |             |

The MSE and MixE are only applied for network training. The MSE and MixE are independent of evaluation methods.

The evaluation of mix loss function on Dense U-net backbone in Table 3 illustrates its effectiveness. The modification of loss function obtains a great improvement on PSNR in most instances, which means approximately +0.8dB increment.

3.5 Comparison with the state-of-the-arts

The comparison between our method and previous works, includes ESPCN[4], SRCNN[1], VDSR[6], EDSR[9], FSRCNN[2], DRCN[11], SRGAN[7], DBPN[12] and Bicubic[3], are shown as Table 5 and Fig. 6(a)(b). In Table 5, red numbers mark the highest score and blue numbers mark the second best results. It can be clearly seen that the DenseSR+ performs the best and the DenseSR performs the second best under most circumstances. Table 4 shows the comparison of parameter numbers and running time between different deep learning methods. Though DenseSR+ is a large parameter number deep learning method, it achieves the state-of-the-art performance.

4 Conclusion

In this letter, we propose a Dense U-net with shuffle pooling layer for super-resolution tasks and it achieves the state-of-the-art result. The Dense U-net, which is modified from U-net, reduces information loss effectively. The shuffle pooling
Table 4: Comparison of PSNR and SSIM with the parameter number and running time on different methods over BSD300 and ICDAR2003 datasets

| Method   | Params | Time (ms) | BSD300 PSNR/SSIM | ICDAR2003 PSNR/SSIM |
|----------|--------|-----------|-------------------|----------------------|
| Bicubic  | 21.31  | 21.3115/0.4933 | 21.38/0.6831 |
| ESPCN    | 75552  | 21.6447/0.5064 | 25.11/0.6964 |
| SRCNN    | 171488 | 21.8101/0.5075 | 22.62/0.6103 |
| VDSR     | 224640 | 21.9697/0.5181 | 25.63/0.7104 |
| EDSR     | 775923 | 21.6573/0.5067 | 23.55/0.5987 |
| FSRCNN   | 77267  | 21.3311/0.5011 | 22.57/0.6155 |
| DRCN     | 114307 | 21.2771/0.4934 | 24.25/0.6725 |
| SRGAN    | 6535494| 21.8766/0.5121 | 23.56/0.6425 |
| DBPN     | 23205878| 22.0577/0.5229  | 26.34/0.7196 |
| UnetSR   | 8495907| 21.9865/0.5231 | 25.77/0.7105 |
| DenseSR  | 19196451| 24.0628/0.6591  | 29.04/0.8051 |
| DenseSR+ | 123152587| 25.51/0.6874   | 30.60/0.8413 |

Red numbers mark the highest score.
Blue numbers mark the second best score.

method greatly surpassed the previous pooling methods and can be applied into
Table 5: Comparison of our method and previous works over on SET14, BSD300 and ICDAR2003 datasets

| Scale=2 | | | |
|---|---|---|---|
| Method | SET14 | BSD300 | ICDAR2003 |
| | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
| Bicubic | 24.4523/0.8482 | 26.6638/0.7924 | 32.9327/0.9028 |
| ESPCN | 26.7606/0.8999 | 28.9832/0.8732 | 35.6041/0.9243 |
| SRCNN | 25.9711/0.8681 | 28.6943/0.8671 | 35.2711/0.9234 |
| VDSR | 28.6617/0.9269 | 29.3889/0.8785 | 36.2323/0.9375 |
| EDSR | 24.0624/0.8383 | 28.3119/0.8621 | 34.5047/0.9258 |
| FSRCNN | 21.1284/0.8123 | 23.7534/0.8681 | 35.0533/0.9355 |
| DRCN | 24.4234/0.8458 | 27.5089/0.8088 | 33.7849/0.9185 |
| SRGAN | 23.9553/0.8195 | 28.7072/0.8633 | 33.2834/0.9135 |
| DBPN | 28.4092/0.9202 | 29.8675/0.8834 | 36.2344/0.9401 |
| UnetSR | 26.7241/0.8889 | 29.4241/0.8832 | 35.8147/0.9307 |
| DenseSR | 27.4011/0.9097 | 29.6902/0.8851 | 35.9829/0.9325 |
| DenseSR+ | 29.1197/0.9331 | 30.2264/0.9086 | 37.4785/0.9487 |

Red numbers mark the highest score.
Blue numbers mark the second best score.

| Scale=4 | | | |
|---|---|---|---|
| Method | SET14 | BSD300 | ICDAR2003 |
| | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
| Bicubic | 19.7167/0.6089 | 23.5053/0.6157 | 28.1135/0.7875 |
| ESPCN | 20.6292/0.6333 | 24.8999/0.6641 | 29.4861/0.8214 |
| SRCNN | 20.5825/0.6288 | 24.2323/0.6597 | 28.1906/0.7661 |
| VDSR | 21.4763/0.6991 | 24.7077/0.6816 | 30.5267/0.8321 |
| EDSR | 19.9784/0.6369 | 23.9192/0.6513 | 27.9732/0.7101 |
| FSRCNN | 19.3255/0.5941 | 23.2899/0.6599 | 28.0251/0.7652 |
| DRCN | 19.7077/0.6078 | 23.9462/0.6182 | 27.7174/0.7764 |
| SRGAN | 19.8387/0.5976 | 24.1675/0.6485 | 27.5605/0.7654 |
| DBPN | 21.7657/0.7171 | 25.0644/0.6967 | 29.8832/0.8224 |
| UnetSR | 20.8891/0.6933 | 24.8332/0.6843 | 29.3374/0.8202 |
| DenseSR | 21.4532/0.7009 | 24.9723/0.6927 | 30.4531/0.8392 |
| DenseSR+ | 22.2568/0.7292 | 25.9924/0.7386 | 32.0652/0.8829 |

| Scale=8 | | | |
|---|---|---|---|
| Method | SET14 | BSD300 | ICDAR2003 |
| | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
| Bicubic | 16.1132/0.3673 | 21.3115/0.4933 | 24.3856/0.6831 |
| ESPCN | 16.4411/0.3628 | 21.6447/0.5084 | 25.1132/0.6964 |
| SRCNN | 16.3853/0.3614 | 21.8101/0.5075 | 22.6281/0.6103 |
| VDSR | 16.7994/0.4095 | 21.9697/0.5181 | 25.6303/0.7104 |
| EDSR | 15.7257/0.3209 | 21.6573/0.5067 | 23.5578/0.5987 |
| FSRCNN | 14.5788/0.2541 | 21.3314/0.5011 | 22.5721/0.6155 |
| DRCN | 16.1497/0.3685 | 21.2771/0.4934 | 24.2561/0.6725 |
| SRGAN | 15.7133/0.3221 | 21.8766/0.5121 | 23.5621/0.6425 |
| DBPN | 16.7398/0.4122 | 22.0577/0.5229 | 26.3482/0.7196 |
| UnetSR | 16.7001/0.4093 | 21.9865/0.5231 | 25.7734/0.7105 |
| DenseSR | 18.9654/0.5752 | 24.0628/0.6591 | 29.0465/0.8051 |
| DenseSR+ | 20.9134/0.6746 | 25.5143/0.6874 | 30.6992/0.8213 |
most CNNs. The mix loss function, which combined with MSE, SSIM and MGE, greatly reduces the perception loss and high-frequency information loss.
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