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Abstract

Deep convolutional neural networks have considerably improved state-of-the-art results for semantic segmentation. Nevertheless, even modern architectures lack the ability to generalize well to a test dataset that originates from a different domain. To avoid the costly annotation of training data for unseen domains, unsupervised domain adaptation (UDA) attempts to provide efficient knowledge transfer from a labeled source domain to an unlabeled target domain. Previous work has mainly focused on minimizing the discrepancy between the two domains by using adversarial training or self-training. While adversarial training may fail to align the correct semantic categories as it minimizes the discrepancy between the global distributions, self-training raises the question of how to provide reliable pseudo-labels. To align the correct semantic categories across domains, we propose a contrastive learning approach that adapts category-wise centroids across domains. Furthermore, we extend our method with self-training, where we use a memory-efficient temporal ensemble to generate consistent and reliable pseudo-labels. Although both contrastive learning and self-training (CLST) through temporal ensembling enable knowledge transfer between two domains, it is their combination that leads to a symbiotic structure. We validate our approach on two domain adaptation benchmarks: GTA5 → Cityscapes and SYNTHIA → Cityscapes. Our method achieves better or comparable results than the state-of-the-art. We will make the code publicly available.

1. Introduction

The goal in semantic image segmentation is to assign the correct class label to each pixel. This makes it suitable for complex image-based scene analysis that is required in applications like automated driving. However, in order to generate a labeled training dataset, pixel-level annotation must first be performed by humans. Since detailed manual labeling can take 90 minutes per image [8], it is associated with high costs. A potential workaround would be to generate the images and corresponding segmentation maps synthetically using computer game environments like Grand Theft Auto V (GTA5) [29]. However, even current segmentation models [2, 34, 1] do not generalize well to data from a different domain. In fact, their segmentation performance decreases drastically when there is a discrepancy between the training and test distribution as in a synthetic-to-real scenario.

The research field of unsupervised domain adaptation (UDA) studies how to transfer knowledge from a labeled source domain to an unlabeled target domain. The aim is to achieve the best possible results in the target domain, whereas the performance in the source domain is not considered. Current methods for UDA address the problem by minimizing the distribution discrepancy between the domains while doing a supervised training on source data. The distribution alignment can take place in the pixel space [15, 23, 56, 44], feature space [16, 17, 41, 45], output space [38, 40, 39, 41, 24], or even in several spaces in parallel.

While adversarial training (AT) [10] is commonly used to minimize the distribution discrepancy between domains, it can fail to align the correct semantic categories. This is because adversarial training minimizes the mismatch between global distributions rather than class-specific ones, which can negatively affect the results [7]. This is also true for discrepancy measures such as the maximum mean discrepancy [31], which can be minimized without aligning the correct class distributions across domains [19]. To address the problem of misaligned classes across domains, we rely on contrastive learning (CL) [12]. The basic idea of CL is to encourage positive data pairs to be similar and negative data pairs to be apart. To perform domain adaptation and match the features of the correct semantic categories, positive pairs consist of features from the same class but different domains while negative pairs are from different classes and possibly from different domains [19, 27].

Due to the lack of labels in the target domain, the class of each target feature must be determined based on the predictions of the model. However, since different class
prior probabilities can bias the final segmentation layer towards the source domain, we extend our approach with self-training (ST), i.e., using target predictions as pseudo-labels. We start from the observation that target pixels are predicted with high uncertainty [40]. Moreover, these uncertain predictions may also vary between different classes during training and are therefore usually not considered for self-training. By using a memory-efficient temporal ensemble that combines the predictions of a single network over time [21], we obtain the predictive tendency of the model. This allows us to create robust pseudo-labels even for the uncertain predictions that have high information content. The temporal ensemble has the additional advantage that pseudo-labels are updated directly during training, which reduces the computational complexity compared to a separate stage-wise recalibration [45, 26, 22, 49, 44].

We summarize our contributions as follows: First, we extend contrastive learning and self-training using a memory-efficient temporal ensemble to UDA for semantic segmentation. Second, we empirically show that both approaches are able to transfer knowledge between domains. Furthermore, we show that combining our contrastive learning and self-training (CLST) approach leads to a symbiotic setup that yields competitive and superior state-of-the-art results for GTA5 → Cityscapes and SYNTHIA → Cityscapes, respectively.

2. Related works

While the focus of UDA was initially on classification, interest in UDA for semantic segmentation has grown rapidly in the last few years. Since this work investigates UDA for semantic segmentation, the following literature review will mainly focus on this topic. In addition, we give a short review on self-ensembling and contrastive learning.

Adversarial Learning: AT can be applied to align the distributions of two domains in pixel space, feature space, and output space. In pixel space, the main idea is to transfer the appearance of one domain to the style of another. Thus, it is assumed that the geometric structure in both domains is approximately the same and the difference is mainly in texture and color. A very common approach uses a CycleGAN-based architecture [48] to transfer source images to the style of the target domain [15, 23, 36]. Since the transformation does not change the content, the source labels can be reused to train the model on target-like images in a supervised manner. Similarly, [7] uses adaptive instance normalization [18] in combination with a single Generative Adversarial Network [10] to augment source images into different target-like styles. Another option is to use adversarial training to minimize the discrepancy between feature distributions. In this case, the discriminator takes on the role of a domain classifier, which must decide whether the features belong to the source or target domain. For semantic segmentation, this approach was first proposed in [16] and is also used in [15, 36, 32]. In [6], this approach is extended by additionally giving each class its own domain classifier, which further matches the individual class distributions between domains. [38, 40, 39] use adversarial training to align the output spaces on pixel-level and patch level, respectively. Meanwhile, aligning the output distributions with adversarial training is also used in several publications as either a basic component or for warm-up [41, 46, 45].

Self-Training: In ST, the target predictions are converted into pseudo-labels, which are then used to minimize the cross-entropy. Since the quality of the pseudo-labels is crucial to this approach, [44] combines the predictions of three models and iteratively repeats the training of the models, followed by the recalculation of the pseudo-labels. Similarly, [46] improves their quality by averaging the predictions of two different outputs of the same network. Another commonly used strategy tries to convert only the correct target predictions into pseudo-labels. [32], for example, attempts to find them by combining the output of two discriminators with the confidence of a segmentation classifier. [47] does this by considering the pixel-wise uncertainty of the predictions, which is estimated during training. [45] converts predictions into pseudo-labels only if the target features are within a certain range of the nearest category-wise source feature mean. [50, 41, 22, 26] use the softmax output as confidence measure and incorporate only predictions above a certain threshold into the training process. In doing so, they assume that a higher prediction probability is associated with higher accuracy. In order to make self-training less sensitive to incorrect pseudo-labels, [49] uses soft pseudo-labels and smoothed network predictions. Unlike the previously mentioned approaches, [40] and [3] do not explicitly create pseudo-labels but exploit entropy minimization and a maximum squares loss to conduct self-training. Again, both methods can further improve performance when only confident samples are considered.

Self-Ensembling: An ensemble considers the outputs of multiple independent models for the same input sample to arrive at a more reliable prediction. The basic idea is that different models make different errors, which can be compensated for in the majority. Ensembling can be employed in ST to create better pseudo-labels for the next training stages [44]. In semi-supervised learning, a special variant called self-ensembling has shown remarkable results [21, 35]. In this case, there is usually only one trainable model that minimizes an additional consistency loss between two different predictions of the same sample. While one prediction remains the output of the trainable network, current methods differ mainly in the creation of the second prediction. [21] uses an exponential moving average (EMA) to combine predictions generated at different times during training. This is also known as temporal ensemble.
also proposes to generate the second prediction with the same model using a different dropout mask and augmentations. [35] extends this idea and proposes a Mean Teacher (MT) framework where there is a second (non-trainable) model whose weights are updated with an EMA over the actual trainable weights. While [9] extends the former idea to UDA for classification, [7][27][37] apply the MT framework to UDA for semantic segmentation.

**Contrastive Learning:** CL [12] is a framework that learns representations by contrasting positive pairs against negative pairs. It has recently dominated the field of self-supervised representation learning [14][13][4][5]. Contrastive learning encourages representations of positive pairs (typically different augmentations from an image, preserving semantic information) to be similar and negative pairs (different image instances) to be apart. In the area of domain adaptation (DA) for classification [19][27], CL has been applied to align the feature space of different domains. Positive pairs are generated by using samples of the same class, but different domains. Negative pairs are chosen so that they belong to different classes and potentially different domains. In [27], the contrastive loss is realized through minimizing a Frobenius norm. [19] modifies the maximum mean discrepancy [31] to correspond to a contrastive loss. Whereas existing ideas in DA compute the contrastive loss in the feature space, recent work [4][11] shows that using a separate projection space for the contrastive loss is very beneficial in the setting of self-supervised representation learning.

### 3. Method

**Definitions:** In UDA, we have a set $X^s = \{x^s_i, y^s_i\}_{i=1}^N$ of $N$ source images $x^s_i$ with corresponding segmentation maps $y^s_i$, as well as $M$ unlabeled target images $X^t = \{x^t_i\}_{i=1}^M$. The indices $s$ and $t$ denote the source and target domain. For simplicity, the image dimensions of both domains are described by $x^s_i, x^t_i \in \mathbb{R}^{H \times W \times 3}$. Furthermore, we explicitly divide the network into a feature extractor $F$ with parameters $\theta_F$ and a segmentation head $D$ with parameters $\theta_D$. The latter outputs a softmax probability map $p^t_i \in \mathbb{R}^{H \times W \times C}$, where $C$ is the total number of classes. The corresponding hard prediction $\hat{y}_i$ and the source segmentation maps have dimensions $\hat{y}_i, y^s_i \in \{0,1\}^{H \times W \times C}$ and are thus one-hot encoded. As shown in Fig. [2] a), we follow recent findings in self-supervised representation learning and integrate a projector $P$ with parameters $\theta_P$ into our network [4][11]. Its task is to project the extracted feature maps $f^s_i \in \mathbb{R}^{H' \times W' \times M'}$ into a projection space $z^t_i \in \mathbb{R}^{H' \times W' \times K'}$, where $K'$ is usually smaller than $M'$. Below is the representation of this document:

Formulating a weighted pixel-wise cross-entropy (CE) loss

$$L_{CE}^s = -\frac{1}{HWC} \sum_{h=1}^H \sum_{w=1}^W \sum_{c=1}^C \alpha^s_c y^s_{i(h,w,c)} \log(p^s_{i(h,w,c)}),$$

where $\alpha^s_c$ is a class balancing term that will be explained later. Although there is no label information available in the target domain, it is possible to minimize a second CE loss by converting the network predictions into pseudo-labels $\hat{y}^t_i$. The cross-entropy loss is then given by

$$L_{CE}^t = -\frac{1}{HWC} \sum_{h=1}^H \sum_{w=1}^W \sum_{c=1}^C \alpha^t_c \hat{y}^t_{i(h,w,c)} \log(p^t_{i(h,w,c)}),$$

(2)

where $\alpha^t_c$ is again a weighting term. Minimizing both losses jointly will close the domain gap if reliable pseudo-labels can be provided. Although there may be many noisy predictions, especially in the early stages of the training, it is likely that some pixels will be correctly predicted by the model with some confidence. This is because not all pixels have the same transfer difficulty and some may be easier to transfer than others [50][20][22][26]. To find these pixels during training, we use the entropy of the softmax values

$$e^t_{i(h,w)} = -\sum_{c=1}^C p^t_{i(h,w,c)} \log(p^t_{i(h,w,c)}).$$

Then, only the predictions that are among the most certain 30% in terms of their entropy are converted into pseudo-labels, while all other predictions are ignored. This approach has already proven successful for MinEnt [40].

Although using the entropy as a guidance for selecting more reliable pseudo-labels works, their quality may remain moderate because there can be false predictions with high confidence. Therefore, we switch to the following strategy after a few epochs.

**Temporal Ensemble:** As mentioned earlier, most of the current self-training approaches try to find the correct target predictions by using confidence measures like the entropy or softmax probability. While this strategy can help to avoid including too many false predictions in the training, the information of uncertain but mostly correct predictions is also neglected. Since it is the uncertain forecasts that contain a lot of information, we try to generate reliable pseudo-labels for them as well. This is achieved by considering the predictive tendency of the model for a given sample over time. More precisely, this tendency is extracted by using a temporal ensemble. It considers the numerous target predictions made by the model during training for a specific image. This leads to a smoothing of the noisy predictions. Note that due to the high uncertainty contained in target predictions [40], they may even vary between a few classes, especially at the beginning of the training.
For a given image \(x_i^t\), the temporal ensemble is realized through a tensor \(t_i \in \mathbb{N}_{0}^{H \times W \times C}\) that additively collects the target predictions \(\hat{y}_i^t \in \{0, 1\}^{H \times W \times C}\) at time \(n\). (Eq. 4)

As the quality of the predictions improves during training, \(\hat{y}_i^t\) is multiplied by a stepwise increasing integer \(\gamma_n \in \mathbb{N}\)

\[
t_{i,n} \leftarrow t_{i,n-1} + \gamma_n \hat{y}_i^{t,n}. \tag{4}
\]

This ensures that more recent predictions have a larger impact on the final decision. To generate pseudo-labels from the tensor \(t_i\), majority-voting is used. It selects the class with the most votes as hard prediction \(\hat{y}_i^t\). Although it would be possible to exclude pseudo-labels that have only a slight majority in the temporal ensemble, we do not apply any thresholds here and leave this open to further research.

The advantage of this realization is that the ensemble can be implemented in a memory-efficient way. First, depending on the number of epochs and \(\gamma\), it allows to use the uint8 format for \(t_i\). (In our experiments, \(\gamma_n\) did not exceed 4). Second, due to the one-hot encoding of \(\hat{y}_i^t\), the ensemble can be realized as a sparse tensor. This drastically reduces memory requirements when the number of classes \(C\) is large. For example, in one of our experiments with \(C = 19\), only 7.2% of the elements were non-zero.

**Class Balancing:** The motivation for the class balancing terms \(\alpha_c^s\) and \(\alpha_c^o\) in Eq. 1 and Eq. 2 arises from the possibility that there may be a discrepancy between the source and target class prior probabilities \(43\). Such a difference can bias the final segmentation layer towards the source domain and thus negatively affect the segmentation of target samples \(43\). To circumvent this problem, we use the source labels and the target pseudo-labels to compute \(\alpha_c^s\) and \(\alpha_c^o\). Since pseudo-labels can better capture the presence of a class in an image than its exact number of pixels, the following strategy is used for both source and target domain. Instead of computing pixel-wise class prior probabilities, only the occurrence probability \(\alpha_c^s, \alpha_c^o \in [0, 1]\) of each class \(c\) in the dataset is considered. For the source domain, it is given by \(\alpha_c^s = N_c / N\), where \(N_c\) is the number of images containing class \(c\), while \(N\) is the total number of images in the dataset \(43\). To save computational resources, \(\alpha_c^s\) and \(\alpha_c^o\) are approximated online during training starting from probability one for each class. The weighting terms for the source and target domain are then defined by

\[
\alpha_c(o_c) = \frac{\min(1/\alpha_c, \beta)}{\sum_{c'=1}^{C} \min(1/\alpha_c, \beta)}, \tag{5}
\]

where \(\beta \geq 1\) is a hyperparameter to avoid a too large weighting of very rare classes. The class balancing terms have the following effects. First, by using \(\alpha_c^o\), the model now focuses less on classes that occur frequently in the target dataset. This allows for better knowledge transfer for classes that are rare and perhaps more difficult to transfer \(50\). Second, by additionally using \(\alpha_c^o\), the class prior probabilities of both domains are approximately aligned \(43\).

### 3.2. Contrastive Learning

Similar to \(45\), our method is based on the observation that pixels of the same class cluster in the feature space. However, due to the discrepancy between the feature distributions, this observation only applies to features of the source domain and not across domains. This circumstance is also reflected on the left side of Figure 1. To cluster features of the same class across domains, we use a contrastive loss (right side of Fig. 1). Following \(4\) \(11\) and in contrast to previous CL approaches proposed for UDA for classification \(19\) \(27\), the contrastive loss is computed in a projection space \(z_i \in \mathbb{R}^{H' \times W' \times K'}\), see Fig. 2(a).

First, class-wise mean projections are calculated using all source images in the current batch. For this, it is assumed that the source segmentation masks can be used to assign a class to each projection. Since projections of misclassified features can have an unfavorable effect on the corresponding class means, only the correctly segmented ones are considered. They can be extracted by comparing each prediction with its corresponding ground truth, as in \(41\):

\[
\tilde{y}_i^{s(h,w,c)} = \begin{cases} 1 & \text{if } y_i^{s(h,w,c)} = y_i^{s(h,w,c)} = 1, \\ 0 & \text{otherwise.} \end{cases} \tag{6}
\]

Note that the predictions and labels from Eq. 6 can have a different height and width than the source projections \(z_i\). In this case, \(\bar{y}_i^t\) and \(\bar{y}_i^o\) are first resized using nearest neighbor interpolation. Then for each class contained in the current batch, class-wise mean projections are calculated. This is accomplished by averaging over the height \(H'\) and width \(W'\) of all \(B\) source projection maps in the current batch

\[
m_c^s = \frac{\sum_{i=1}^{B} \sum_{h,w} \tilde{y}_i^{s(h,w,c)} Z_i^{s(h,w)}}{\sum_{i=1}^{B} \sum_{h,w} \tilde{y}_i^{s(h,w,c)}}, \quad \in \mathbb{R}^{K'} \tag{7}
\]

This approach is also illustrated in Fig. 2(b) for a batch consisting of only one source image. While Eq. 7 could...
be calculated using the entire source dataset rather than $B$ samples, this would require propagating all source images through the network once. Furthermore, this procedure would have to be repeated several times, since the projections and thus their mean values will most likely change during training. To still extract a global source centroid, we also show in yellow in Fig. 1. For the target image $x_i$, this would require propagating all source images through the network once. Furthermore, this procedure would have to be repeated several times, since the projections and thus their mean values will most likely change during training.

By combining self-training through temporal ensembling and contrastive learning, we create a symbiotic framework in which both methods can directly benefit each other. ST mitigates the bias of the last segmentation layer towards the source domain improving the target predictions. Needless to say, both ST and CL profit from better pseudo-labels. Additionally, for CL, better pseudo-labels improve the quality of the target class means $m_{i,c}$. This allows the semantic categories to be clustered more accurately across domains, resulting again in a better target prediction $\hat{y}_i$.

To sum up, the following loss function is minimized

$$\mathcal{L} = \mathcal{L}_{CE} + \lambda_{ST} \mathcal{L}_{CE} + \lambda_{CL} \mathcal{L}_{CL},$$

where $\lambda_{ST}$ and $\lambda_{CL}$ are two hyperparameters balancing the influence of self-training and contrastive learning. Our overall training procedure is shown in Algorithm 1. The derivatives of the losses are computed as $\nabla_{\theta_F} \mathcal{L}, \nabla_{\theta_D} (\mathcal{L}_{CE}, \mathcal{L}_{CL})$ and $\nabla_{\theta_D} \mathcal{L}_{CL}$.

4. Experiments

4.1. Experimental Settings

Network Architecture: Similar to [40, 38, 46, 41, 23, 20, 22, 3] we deploy the DeepLab-V2 [11] framework with a ResNet-101 as feature extractor $\mathcal{F}$. As is common practice, we initialize $\mathcal{F}$ with weights pre-trained on ImageNet and freeze all batch normalization layers. The final segmentation head $\mathcal{D}$ consists of an Atrous Spatial Pyramid Pooling (ASPP) head. We fix the dilation rates of the ASPP head to $\{6, 12, 18, 24\}$ as it was done in previous work. To create a symmetrical network architecture, we use a similar ASPP head for the projector $\mathcal{P}$ as described before. The only difference is that the projector outputs a tensor with $K' = 256$ channels and does not use any non-linearity.
Algorithm 1 CLST Training Procedure

Require: Iterations $T$, Iterations for warm-up $R$
1: Initialize $\theta_D$ and $\theta_P$ randomly
2: Initialize $\theta_F$ with ImageNet pre-trained weights
3: Initialize ensemble tensor $t$ with zeros
4: for $j = 1, 2, \ldots, T$ do
5: Sample minibatch $\{x^i_t, y^i_t\} \cup \{x^i_t\}$ from $X^s$ and $X^t$
6: Update source weighting $\alpha^s_i$ using Eq. $5$
7: Calculate $L^t_{CE}$ using Eq. $1$
8: Calculate $m^t$ using Eq. $7$
9: Update $\psi$ using a cosine decay
10: Update global source centers $g^s$ using Eq. $8$
11: Get target softmax probability maps $p^t_i$
12: if $j > R$ then
13: Update ensemble using Eq. $4$
14: end if
15: if $j > K$ then
16: Create pseudo-labels from ensemble
17: else
18: Generate pseudo-labels for most certain 30%
19: end if
20: Update target weighting $\alpha^t_i$ using Eq. $5$
21: if $j > R$ then
22: Calculate $L^t_{CE}$ and $L^t_{CL}$ using Eq. $2$ and $9$
23: end if
24: Update parameters $\theta_F, \theta_D, \theta_P$
25: end for

Implementation Details: Our implementation adopts the PyTorch deep learning framework [28]. Most of the hyperparameters are taken directly from the base architecture from [38]. We train the network using SGD with Nesterov acceleration to speed up convergence. We deploy a polynomial learning rate decay with an initial learning rate set to $2.5 \times 10^{-4}$ and an exponent of 0.9. The momentum of the optimizer is set to 0.9 and we use a weight decay of $5 \times 10^{-4}$. Furthermore, we use 0.1 for both $\lambda_{ST}$ and $\lambda_{CL}$. For the momentum term $\psi$ in Eq. $8$ we use a cosine decay starting from 0.02. For training and testing, we rescale all source images to size $720 \times 1280$ and all target images to $512 \times 1024$ [38]. In addition, we also investigate the impact of color jittering and Gaussian blur, which was recently used in [37]. We train our model using batches with 2 source images and 2 target images. The model is pre-trained for 6k iterations on the source domain before we switch to the loss function from Eq. $10$. The pseudo-labels from the temporal ensemble are used after 15k iterations. $\gamma$ is initially set to 1 and incremented by 1 every 25k iterations. All iteration-related parameters were chosen to be approximately multiples of the number of target images and received no tuning. We set $\beta$ to 5, which limits the weight-

Datasets and Metric: We evaluate our approach in the challenging synthetic-to-real scenario, where Cityscapes [8] is used as the real-world target domain. Cityscapes contains 2975 training and 500 validation images with a resolution of $1024 \times 2048$. One of the synthetic source datasets is GTA5 [29], which contains 24966 synthesized frames of size $1052 \times 1914$ of the well known Grand Theft Auto V video game. We evaluate GTA5 $\rightarrow$ Cityscapes using the common 19 classes. The second synthetic source dataset is SYNTHIA [30], which has 9400 images in total and only shares 16 classes with Cityscapes. Following [40, 50, 20, 37, 26], we evaluate this transfer with respect to all 16 classes and for a subset consisting of 13 classes. We train our model using all source images and evaluate it on the Cityscapes validation set. As a metric, we use the widely adopted mean-intersection-over-union (mIoU).

4.2. Ablation Studies

We begin by examining the impact of contrastive learning and self-training on the final results by setting either $\lambda_{ST}$ or $\lambda_{CL}$ to zero. Table $1$ a) shows the best mIoU for GTA5 $\rightarrow$ Cityscapes. In addition, it includes the results of the adversarial approach AdaptSegNet [38] that uses two discriminators to align the output distributions of the segmentation model at different depths. As can be seen, both CL and ST outperform the adversarial baseline and enable knowledge transfer between domains. When CL is combined with ST (CLST), the result improves by 1.3% mIoU compared to plain ST and we reach 49.1% mIoU. This illustrates that CL and ST can indeed benefit from each other. To test, why the contribution of contrastive learning is much lower than that of self-training, we examined the influence of the two class balancing terms $\alpha^s_i$ and $\alpha^t_i$. We observed

| Method | $L_{CL}$ | $L_{CE}$ | mIoU |
|--------|---------|---------|------|
| AdaptSegNet [38] | ✓ | ✓ | 42.4 |
| CL | ✓ | ✓ | 43.7 |
| ST | ✓ | ✓ | 47.4 |
| CLST | ✓ | ✓ | 49.1 |
| CLST + Aug | ✓ | ✓ | 50.6 |

Table 1. Component analysis for a) GTA5 $\rightarrow$ Cityscapes and b) SYNTHIA $\rightarrow$ Cityscapes. In the latter case, the results are shown with respect to all 16- and only 13-classes (mIoU*).
a drop in performance of 1.0% mIoU when only $\alpha_t^c$ was used and more than 3% mIoU when neither $L_{CE}$ nor $L_{tCE}$ were weighted. Since contrastive learning cannot mitigate harmful biases in the final segmentation layer towards the source domain, or easy-to-transfer classes, the quality of the pseudo-labels remains moderate. As a result, the target means $m_{t,c}$ include more false predictions, causing a worse alignment. Finally, we added color jittering and Gaussian blur (+Aug), which increased the performance further.

Similar trends can be observed for SYNTHIA $\rightarrow$ Cityscapes, where the results with respect to all 16- and only 13-classes (mIoU*) are presented in Table 1 b). Again, the contribution of $L_{tCE}$ is crucial, but the results can be improved by 1.3% mIoU by adding the contrastive component $L_{CL}$. In this case, the effect of the augmentations is even larger and an increase of 2.3% mIoU can be observed.

To investigate the influence of our ASPP projector, we calculated the contrastive loss directly on the feature space $f_i$. As it turned out, the results without projector were around 0.5% mIoU worse for GTA5 $\rightarrow$ Cityscapes. We also experimented with different non-linear projectors having different number of layers and kernels. We found that none of them performed better than our linear ASPP projector, which is symmetrical to our segmentation head and therefore may calculate similar local and global features.

4.3. Feature Space Visualization

To visualize the quality of our learned representations, we compute for each target image in the Cityscapes validation set its own category-wise feature mean and visualize all of them using UMAP [25]. This allows us to make a direct comparison with a model trained on source data only. The results are illustrated in Fig. 3. If a model is trained on source data only a), the clusters are close to each other and are overlapping. As can be seen in b), our CLST algorithm forms much more separable clusters. In c), the global source centroids $g^s_c$ are now visible in black. Both source and target domain are in similar regions of the feature space, suggesting successful transfer. Note that these experiments were conducted without any data augmentation.

4.4. Comparisons with state-of-the-art methods

In Table 2, we compare our method with the current state-of-the-arts. We mainly show results that also use the DeepLab-V2 with a ResNet-101 as backbone. The only exception to this is CAG [45], which uses the more powerful DeepLabv3+ [2]. However, since this method minimizes an $l_2$-norm between source and target features and also uses self-training, it was included in the comparison. Furthermore, we cite the results of other approaches directly from the corresponding papers. It is worth mentioning that the cited results may include several training stages [45, 41, 46, 23, 22, 26] or transferred source images [41, 23].

GTA5 $\rightarrow$ Cityscapes: As shown in Table 2 a), by using similar augmentations like DACS [37], our method (CLST+Aug) beats most of the state-of-the-arts without exiting the training loop to recompute pseudo-labels. While this makes our method significantly less computationally expensive, it comes with slightly worse performance. This is due to the batch normalization layers, which in our experiments give better results in validation mode than in the training mode that is used for the temporal ensemble. If performance is most important, the results can be further improved by creating new pseudo-labels and then fine-tune (FT) the model on the target domain, minimizing only $L_{tCE}$ from Eq. 2. This approach was also used by IAST and improves our results by 1% mIoU for a model that was trained with augmentation (CLST + Aug + FT) and without augmentation (CLST + FT) in the previous stage. Note that the pseudo-labels were created without applying a certainty based threshold. Although other self-training based methods like CAG or IAST may yield competitive results, they rely on an adversarial warm-up. For example, CAG reports a drop of 6.3% mIoU when the model was not pre-trained.
with AT. Our approach, on the other hand, does not require such a warm-up, but may also benefit from it.

**SYNTHIA → Cityscapes:** Similar results can be observed in Table 2 b), where we show the mIoU with respect to all 16- and only 13-classes, excluding all classes marked with "*". Again, CLST + Aug outperforms most of the other methods, including DACS. If we apply the same strategy as explained before and fine-tune our model on the target domain, we observe an increase of 1.3% mIoU for a model that was trained with augmentation in the first stage. When trained without augmentation, the increase was 1.6% mIoU. Overall, we achieve equivalent results to IAST for 16 classes and better results for 13 classes.

### Table 2. Comparison to state-of-the-art results for Cityscapes validation set and task a) GTA5 → Cityscapes and b) SYNTHIA → Cityscapes. In the latter case, we report the mIoU with respect to all 16- and only 13-classes, excluding all classes marked with "*".

### 5. Conclusion

In this work, we proposed a symbiotic setup for UDA for semantic segmentation. It combines recent ideas in contrastive learning, using a separate projection space, with self-training. For reliable and consistent pseudo-labels over time a memory-efficient temporal ensemble is used. Each individual component already contributes to a knowledge transfer between domains. It is their combination that yields better or equivalent results than the state-of-the-art on two common synthetic-to-real benchmarks: GTA5 → Cityscapes and SYNTHIA → Cityscapes.
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