Emergent Quantum State Designs from Individual Many-Body Wave Functions
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Quantum chaos in many-body systems provides a bridge between statistical and quantum physics with strong predictive power. This framework is valuable for analyzing properties of complex quantum systems such as energy spectra and the dynamics of thermalization. While contemporary methods in quantum chaos often rely on random ensembles of quantum states and Hamiltonians, this is not reflective of most real-world systems. In this paper, we introduce a new perspective: across a wide range of examples, a single nonrandom quantum state is shown to encode universal and highly random quantum state ensembles. We characterize these ensembles using the notion of quantum state $k$-designs from quantum information theory and investigate their universality using a combination of analytic and numerical techniques. In particular, we establish that $k$-designs emerge naturally from generic states in a Hilbert space as well as physical states associated with strongly interacting Hamiltonian dynamics. Our results offer a new approach for studying quantum chaos and provide a practical method for sampling approximately uniformly random states; the latter has wide-ranging applications in quantum information science from tomography to benchmarking.
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1. INTRODUCTION

Analysis of the exact dynamics of general strongly interacting quantum many-body systems is intractable using existing analytic and numerical tools. However, there is a widely used heuristic for understanding chaotic quantum dynamics: the eigenstates and eigenvalues of chaotic Hamiltonians have properties as if they were sampled from a random ensemble. This heuristic leads one to leverage statistical approaches, such as random matrix theory [1,2], to address many physical problems and has become a foundational principle in understanding chaos and thermalization in quantum systems [3–6]. Examples of this heuristic include Berry’s conjecture [7] and the eigenstate-thermalization hypothesis (ETH) [8–10], which have been supported by an overwhelming amount of numerical evidence [11–13].

While these statistical approaches hinge on the presence of random ensembles, realistic quantum systems are often described by a fixed Hamiltonian. Crucially, physical Hamiltonians are very special and highly structured from a mathematical and statistical point of view, as they must satisfy multiple constraints imposed by locality and energy conservation. Thus, it is a surprising empirical finding that deterministic functions of physical Hamiltonians, such as eigenstates, eigenvalues, and states evolved by Hamiltonian dynamics, can still be well characterized by typical instances of random ensembles. It remains as a fundamental question to establish a connection between isolated quantum systems and the emergence of random ensembles that dictate their statistical properties.

In this paper, we present a new perspective on the emergence of statistical behavior in chaotic quantum many-body systems: instead of imagining that a physical state is sampled from a random ensemble, we use a single many-body wave function to generate an ensemble of pure states on a subsystem. This approach goes beyond using the reduced density matrix, as the ensemble encodes higher-order statistical moments of the wave functions on the
subsystem, as well as certain types of correlations between the subsystem and its complement. In contrast to using reduced density matrices, our approach allows the characterization of information-theoretic properties of the subsystem that cannot be otherwise described by expectation values of conventional observables.

Applying our approach to a wide class of examples, we discover a novel type of universality: under robust conditions, the generated ensemble approaches a universal value that follows the maximally entropic distribution over the subsystem Hilbert space. This universality establishes a connection between quantum many-body dynamics and information theory, with several implications. In quantum chaos and thermalization, our findings suggest that physical quantum many-body systems drive not only local observables to thermal values but also other information-theoretic properties of a subsystem (encoded in higher statistical moments) to certain universal values. This presents a generalized form of “thermalization” manifested in higher moments of quantum states. In quantum information science, the generation of maximally random pure states is known to be useful [14–19] but computationally difficult [20]. Here, such random states arise approximately in the natural setting of quantum many-body Hamiltonians with local interactions, independent of their microscopic details. Our results provide a new hardware-efficient way to generate pseudorandom quantum states. Finally, in quantum nonequilibrium dynamics, exotic phase transitions induced by measurements have been recently discovered. This manifests in higher-moment statistical properties of quantum states such as the entanglement, state purity, and variance in charge [21–24]. The statistical nature of these transitions necessitates considering an ensemble of random evolutions. The novel perspective presented here allows the analysis of statistical properties of quantum states from a single time-independent Hamiltonian evolution, providing a new framework to analyze this new physics.

Our key idea is to note that an ensemble of states can be generated from a single wave function by performing local measurements over only part of the total system. Concretely, we consider a many-body system partitioned into a subsystem $A$ and its complement $B$. Performing local measurements on $B$, we obtain exponentially many different pure states $|\Psi_A(z_B)\rangle$ on $A$, each corresponding to a distinct measurement outcome $z_B$ on $B$. We call the set of pure states on $A$, along with the associated measurement probabilities $p(z_B)$, the projected ensemble on $A$ [see Figs. 1(a) and 1(b)]; see also Ref. [25].

To quantify the degree of randomness of an ensemble, we use a well-established notion from quantum information theory, namely quantum state $k$-designs [26,27]. An ensemble of pure states is said to form a quantum state $k$-design if its first $k$ moments agree with those of the uniform distribution over the entire Hilbert space. Forming a higher $k$-design implies that the ensemble is more uniformly distributed over the Hilbert space. In addition to quantitatively characterizing the randomness of an ensemble, $k$-designs are also relevant for applications that only require randomness up to the first $k$ moments [14–19].

Our claimed universality is that approximate $k$-designs arise from a variety of quantum many-body states. We establish two theorems showing that the projected ensemble coming from a generic many-body quantum state forms an approximate $k$-design as long as the size of $B$ is sufficiently larger than the size of $A$.

Furthermore, a concurrent work [25] finds evidence that approximate $k$-designs emerge from projected ensembles in a Rydberg quantum simulator. We argue that this is a much more general phenomenon: we find strong numerical evidence across several models that approximate $k$-designs arise from both quantum states obtained by quenched time evolution and energy eigenstates of chaotic Hamiltonians [see Fig. 1(c)]. In the former case, we find that the degree of randomness in a projected ensemble continues to grow even after conventional local thermalization has occurred. Specifically, we establish numerically that states evolved for a longer amount of time form higher approximate $k$-designs. We also find that a subsystem forms a projected $k$-design in a time independent of global system size, suggesting that the same phenomenology persists in the thermodynamic limit. In particular, this implies that a projected $k$-design can form from global wave functions that are not typical instances of random states, going beyond the predictions of our rigorous theorems.

The above results hold only for the case of infinite-temperature thermalization. We then study energy eigenstates at infinite and finite effective temperatures. We find that approximate $k$-designs emerge from states in the middle of the energy spectrum corresponding to effective infinite temperature. For finite-temperature eigenstates, we observe that the projected ensembles converge to a universal ensemble that smoothly varies with respect to the energy density.

Our findings suggest that for a wide range of physically relevant many-body states, projected ensembles exhibit a universal form of randomness. This allows us to quantify the chaotic nature of Hamiltonian dynamics and to study the growth of complex nonlocal correlations between a subsystem and its complement beyond the conventional paradigm of quantum thermalization [8–11,13,28–30]. Postthermalization physics in quantum many-body systems exhibits interesting quantitative and qualitative differences from its classical counterpart (see, e.g., Ref. [31]) and the current work clarifies and extends this paradigm. Furthermore, our work presents a simple protocol to efficiently produce an ensemble of random pure states from fixed time-independent Hamiltonian dynamics that does not require highly fine-tuned controls. This may open up new possibilities for utilizing analog quantum simulators.
in wide-ranging applications from quantum cryptography [14,15] to benchmarking [17–19,32–34]. Indeed, a new benchmarking protocol based on emergent-state 2-designs is demonstrated using a Rydberg quantum simulator in a parallel work [25].

II. QUANTUM STATE DESIGNS FROM PROJECTED ENSEMBLES

A. Ensemble of quantum states

The study of properties of random quantum states is useful because they often encode universal phenomena found in nature. Randomness is not a property of an individual wave function or density matrix but is a property of an ensemble of quantum states. An ensemble of states \( \mathcal{E} = \{ p_i, |\Psi_i\rangle \} \) is a set of quantum states \(|\Psi_i\rangle\) weighted by probabilities \( p_i \). This is simply a (discrete or continuous) probability distribution of quantum states, capturing a random process that stochastically gives pure states \(|\Psi_i\rangle\).

State ensembles capture more information than the density matrix. An ensemble \( \mathcal{E} \) uniquely specifies a density matrix \( \rho = \sum_i p_i |\Psi_i\rangle \langle \Psi_i| \). Then, the density matrix captures the average of the expectation values of any observable \( O \): \( \sum_i p_i O_i = \text{tr}(\rho O) \), where \( O_i := \langle \Psi_i| O |\Psi_i\rangle \). However, a given density matrix \( \rho \) does not uniquely specify a state ensemble. For example, Fig. 1(d) shows several ensembles of single-qubit states that have the same density matrix \( \rho \)—the maximally mixed state \( \mathbb{I}/2 \)—but are qualitatively different. For example, these ensembles can be distinguished through their higher moments of the observable expectation values \( O_i \), e.g., the second moment \( \sum_i p_i O_i^2 \) is related to the variance of \( O_i \) and can be computed given \( \mathcal{E} \) but not \( \rho \). While such higher moments are difficult to measure, they can be statistically estimated with access to many (labeled) samples from the ensemble \( \mathcal{E} \).

The \( k \)th moment of any observable \( O \) can be calculated from the \( k \)th moment of \( \mathcal{E} \):

\[
\rho^{(k)}_\mathcal{E} = \mathbb{E}_{|\Psi\rangle\langle\Psi|} [|\Psi\rangle\langle\Psi|]^k = \sum_i p_i (|\Psi_i\rangle\langle\Psi_i|)^\otimes k. \tag{1}
\]

The \( k \)th moment of \( O \) is \( \sum_i p_i O_i^k \equiv \text{tr}(\rho^{(k)}_\mathcal{E} \rho^{(k)}_\mathcal{E}) \). \( \rho^{(k)}_\mathcal{E} \) is the conventional density matrix and \( \rho^{(k)}_\mathcal{E} \) can be viewed as a density matrix on \( k \) copies of the Hilbert space \( \mathcal{H}^{\otimes k} \) describing an incoherent sum of \( k \) copies of identical states \(|\Psi_i\rangle\). Just as higher moments such as variance and skewness are used to characterize a conventional probability distribution, knowledge of higher moments characterizes a state ensemble.

The higher moments of an ensemble are required to measure nonlinear quantities associated with the ensemble. For example, the Renyi entropy of a state \(|\Psi\rangle\), across a bipartition \( A_1, A_2 \), is given by \( S^{(n)}(|\Psi\rangle) \equiv 1/(1 - n) \log \left( \text{tr}_{A_1}\left[ (|\Psi\rangle\langle\Psi|)^\otimes n \right] \right) \). The average Renyi entropy of states in the ensemble \( \mathcal{E} \) is given by \( \bar{S}^{(n)} = \sum_i p_i S^{(n)}(|\Psi_i\rangle) \). This, and other nonlinear quantities, necessitates the knowledge of all \( k \)th moments \( \rho^{(k)}_\mathcal{E} \). For a single state, the Renyi entropy is fully defined via its

FIG. 1. The emergence of a universal quantum state ensemble from a single many-body wave function. (a) A subsystem \( B \) of a pure many-body wave function \(|\Psi\rangle\) is measured in a fixed local basis; the remaining unmeasured qubits in \( A \) are in a pure state that depends on the measurement outcome on \( B \). (b) For quantum systems consisting of qubits, the measurement on \( B \) samples random outcomes, each characterized as a bit string \( z_B \) (binary numbers in the blue and yellow arrows). Different measurement outcomes \( z_B \) occur with probability \( p(z_B) \) and lead to distinct quantum states \(|\Psi_A(z_B)\rangle\), forming the projected ensemble \( \mathcal{E} = \{ p(z_B), |\Psi_A(z_B)\rangle \} \).

(c) Many-body wave functions \( A \) are in a pure state that depends on the measurement outcome on \( B \). (d) An illustration of minimal quantum state designs include the typical output states of random unitary circuit evolution, quantum states obtained from quenched time evolution, and energy eigenstates of a chaotic Hamiltonian at infinite temperature. (d) An illustration of minimal quantum state \( k \)-designs for a single qubit on the Bloch sphere. The formation of higher \( k \)-designs requires a larger number of pairwise nonorthogonal quantum states. In the limit of \( k \to \infty \), a \( k \)-design approaches the so-called Haar ensemble, which is the uniform distribution over all pure quantum states.
reduced density matrix in a nonlinear fashion. This reduced density matrix is distinct from the density matrix of the ensemble $\rho^{(k)}_E$. The average Renyi entropy $S^{(n)}$ taken over an ensemble requires knowledge of all higher moments $\rho^{(k)}$ and hence is a nonlinear quantity of the ensemble.

Such nonlinear quantities have been the subject of recent theoretical interest. For example, recent works [21–24] have discovered a measurement-induced phase transition in quantities such as the entanglement entropy, state purity, Fisher information, or charge variance. These are all nonlinear quantities: the measurement-induced phase transition cannot be detected by any linear observable. In the cited works, the detection of these transitions requires keeping track of each measurement outcome and averaging the above nonlinear quantities over their corresponding pure states.

Lastly, we highlight a theoretically important ensemble of states: the Haar ensemble. This is the uniform distribution over all pure states in a Hilbert space, formally defined as the unique ensemble that is invariant under any unitary transformation $U$. It is the maximally entropic distribution of quantum states and we can quantify the randomness of an ensemble of states by its proximity to the Haar ensemble.

**B. Quantum state designs**

The randomness of an ensemble of states is quantified through its $k$th moments. Conventionally, the distance of an ensemble $E$ from the Haar ensemble can be systematically measured by comparing their $k$th moments. The $k$th moment of the Haar ensemble $\rho^{(k)}_{\text{Haar}}$ is of interest because of its application to quantum information science [14–19]. An ensemble is called a quantum state $k$-design if its $k$th moment equals the $k$th moment of a Haar-random ensemble: $\rho^{(k)}_E = \rho^{(k)}_{\text{Haar}}$.

While the Haar ensemble can be studied analytically using various statistical tools [35], it is extremely challenging to realize experimentally, as doing so requires an exponential amount of resources (such as the number of quantum gates or experimental operations) [20]. Instead, ensembles that form quantum state designs are considered because they mimic the Haar ensemble and can be efficiently realized in physical systems [14,36–40].

To build intuition, let us consider quantum state designs for a single qubit [see Fig. 1(d)]. For example, the ensemble of single-qubit states $\{|0\rangle, |1\rangle\}$ with equal probabilities has the same mean (first moment) as the Haar ensemble: $\rho^{(1)} = 1/2 \langle |0\rangle \langle 0| + |1\rangle \langle 1| \rangle$ = $E_{\text{Ψ→Haar}}[|\Psi\rangle\langle\Psi|]$, where $E_{\text{Ψ→E}}$ denotes averaging $|\Psi\rangle$ over the ensemble $E$. We say that such a two-state ensemble forms a 1-design. However, the two-state ensemble does not form a 2-design because its second moment $1/2 \langle |0\rangle \langle 0| \otimes |0\rangle \langle 0| + |1\rangle \langle 1| \otimes |1\rangle \langle 1| \rangle$ differs from that of the Haar ensemble. To form a 2-design for a single qubit, one can use four distinct nonorthogonal quantum states uniformly spread over the Bloch sphere [Fig. 1(d)]. In general, for an ensemble to form a higher-order design, it must be supported over a larger number of states [41].

Formally, we say that an ensemble $E$ is an $\varepsilon$-approximate quantum state $k$-design if

$$\|\rho^{(k)}_E - \rho^{(k)}_{\text{Haar}}\|_1 \leq \varepsilon,$$  

where $\| \cdot \|_1$ denotes the trace norm. Further details of the Haar $k$th moments are provided in Appendix A. This definition means that the $k$th moment of $E$ is nearly indistinguishable from the $k$th moment of the Haar ensemble up to a small error $\varepsilon$. It can be shown that an $\varepsilon$-approximate $k$-design is also an $\varepsilon$-approximate $j$-design for any $j \leq k$ and, accordingly, larger values of $k$ indicate that an ensemble looks more uniformly random.

Unlike the Haar ensemble, approximate designs arise in physical settings [14,36–40]. A canonical example is that of random unitary circuits [14,36,38], where a set of random two-qubit unitary gates in a certain geometric arrangement are sequentially applied to simple initial states [for an example, see Fig. 1(e)]. Then the ensemble of resulting states over different choices of unitary gates forms an $\varepsilon$-approximate $k$-design as long as the depth of the circuit is sufficiently large, scaling polynomially in $k$, $\log(1/\varepsilon)$, and the number of qubits $N$ [14]. Similarly, there are a number of proposals to generate approximate designs based on time-dependent local Hamiltonian evolution [37,40].

**C. Projected ensembles**

In the above examples, states are sampled from approximate $k$-designs by realizing many distinct highly engineered quantum evolutions. By contrast, we show that approximate $k$-designs arise naturally from the projected ensemble of a single many-body wave function. More precisely, consider a many-body wave function $|\Psi\rangle$ in the Hilbert space $\mathcal{H}$ for a bipartite system consisting of $N_A$ qubits in $A$ and $N_B$ qubits in $B$. The projected ensemble for $A$ is generated by performing projective measurements on all $N_B$ qubits in $B$ in a local basis $|z_B\rangle$, where a bit string $z_B \in \{0, 1\}^{N_B}$ enumerates over all $2^{N_B}$ measurement outcomes. After the measurement, with probability $p(z_B)$, the system is described by the normalized wave function $|\Psi_A(z_B)\rangle \otimes |z_B\rangle$, where

$$p(z_B) := \langle \Psi | (\mathbb{I}_A \otimes |z_B\rangle \langle z_B|) |\Psi\rangle \quad \text{(3)}$$

$$|\Psi_A(z_B)\rangle := (\mathbb{I}_A \otimes |z_B\rangle |\Psi\rangle) / \sqrt{p(z_B)} \quad \text{(4)}$$

and $\mathbb{I}_A$ is the identity operator acting on qubits in $A$. This defines a projected ensemble:

$$E_{\Psi,A} := \{ p(z_B), |\Psi_A(z_B)\rangle \}. \quad \text{(5)}$$
The ensemble consists of $2^{N_d}$ states that are generally not pairwise orthogonal. We call $|\Psi\rangle$ the generator state of $\mathcal{E}_{\theta,A}$. Conversely, we can reconstruct $|\Psi\rangle$ from $\mathcal{E}_{\theta,A}$, assuming that we also know the global phase of each projected state $|\Psi_A(z_B)\rangle$: $|\Psi\rangle = \sum_B P(z_B) |\Psi_A(z_B)\rangle \otimes |z_B\rangle$.

Projected ensembles have been considered in previous works. Specifically, Refs. [42,43] use a related construction to define localizable entanglement, Refs. [44,45] discuss the projected ensemble generated by typical microcanonical states, and Refs. [46,47] discuss using a projected ensemble to generate $k$-designs from a fine-tuned state. In this work, we find that projected ensembles form approximate $k$-designs for many physically relevant many-body wave functions, including special analytically soluble cases.

D. Solvable example I: Graph states from time-independent Hamiltonian evolution

A generator state for an $\varepsilon$-approximate $k$-design can be efficiently prepared by a simple protocol, in which an initial product state is evolved by a Hamiltonian over a short time duration. The Hamiltonian can be time independent and only has nearest-neighbor Ising interactions (Fig. 2). This is possible because a universal resource state for measurement-based quantum computation can be prepared within a constant time independent of system size [46–48].

This has been explicitly shown in Ref. [47]. More specifically, let us consider $N = N_r \times N_c$ qubits arranged in a square lattice with $N_r$ rows and $N_c$ columns (see Fig. 2). We assume a periodic boundary condition along each column, for the concreteness and simplicity of our analysis. For later convenience, we associate every qubit in the system with one of the four distinct groups $\{a, b, c, d\}$, as indicated in Fig. 2(b). All qubits are initially prepared in $|\Psi_0\rangle = |0\rangle^{\otimes N}$ states and time evolved under the Hamiltonian

$$H_{\text{Ising}} = \sum_i h_i \sigma_i^z + \sum_{(i,j) \in E} J_{0} \sigma_i^x \sigma_j^x,$$  \hspace{1cm} (6)

for duration $\tau = \pi/(4J_0)$. Here, the on-site field strength $h_i$ takes one of the four values $\{h_a = 0, h_b = J_0/2, h_c = -J_0/2, h_d = J_0\}$, depending on which group the qubit at site $i$ belongs to. The Ising interactions with strength $J_0$ are present only for nearest-neighboring qubit pairs connected by edges of the graph shown in Fig. 2(a).

The results from Ref. [47], when viewed in the context of our currently proposed framework, show that if all $(N_c - 1)$ qubits in the first $N_c - 1$ columns are measured in the computational basis, the projected ensemble for the remaining $N_c$ qubits forms a $\varepsilon$-approximate $k$-design as long as $N_c \geq C(N_c k + \log_2(1/\varepsilon))$ with some constant $C$ [48]. Note that the state-preparation time $\tau$ in this protocol is independent of the subsystem size $N_r$, which can be arbitrarily large as $N_c$ is sufficiently larger.

The formation of the approximate $k$-design can be rigorously shown by using results in measurement-based quantum computation as follows [48]. Since all terms in $H_{\text{Ising}}$ commute with one another, we can decompose the time evolution under $H_{\text{Ising}}$ into products of two unitary evolutions, each generated by single-qubit terms and two-qubit Ising terms. When the initial state is evolved under Ising interactions without on-site field terms for duration $\tau$, the resultant state is equivalent to the graph state [49] associated with the graph in Fig. 2(a) up to local unitary rotations along the $x$ axis. The graph state forms a universal resource for measurement-based quantum computation: by sequentially measuring qubits column by column, one can simulate the quantum circuit dynamics of depth $N_c - 1$ consisting of $N_c$ qubits. The output of the quantum circuit is encoded in the remaining unmeasured $N_c$ qubits. In this simulation, the choices of quantum gates are determined by the combination of the measurement basis and the measurement outcomes. Since measurement outcomes are probabilistic, quantum gates are also random, forming an ensemble of random quantum circuits. In our case, the measurement basis is along the $z$ direction (computational basis), which is effectively rotated along the $x$ axis due to
the unitary evolution generated by single-qubit terms. The values of \( h \) are chosen such that the set of measurements represents an ensemble of quantum circuits that forms an approximate unitary \( k \)-design for large \( N_c \) [47].

**E. Solvable example II: Generic quantum states**

While the example in the preceding section is fine tuned, we show that, in fact, generic many-body wave functions are good generator states for \( \varepsilon \)-approximate \( k \)-designs.

**Theorem 1.** Let \( |\Psi\rangle \) be chosen uniformly at random from the Hilbert space \( \mathcal{H} \). The ensemble \( \mathcal{E}_{A,\Psi} \) forms an \( \varepsilon \)-approximate \( k \)-design with probability at least \( 1 - \delta \) if

\[
N_B = \Omega \left( k N_A + \log \left( \frac{1}{\varepsilon^3} \right) \right)
\]

Here, \( \Omega (\cdot) \) denotes a lower bound up to a constant multiplicative factor and subleading terms. A proof sketch for this theorem is given in Appendix E, along with a full proof in Appendix F. This theorem establishes that all but a tiny fraction (of order approximately \( 1/2^{2^{2^d}} \)) of the states in the Hilbert space are generator states for approximate \( k \)-designs if \( N_B \) is asymptotically larger than \( k \) times \( N_A \). However, a quantum state randomly sampled from the entire Hilbert space is not so physical, since such a state is extremely difficult to produce experimentally [20]. To this end, we also present the following theorem.

**Theorem 2.** Let \( |\Psi\rangle \) be a state sampled from an ensemble on \( \mathcal{H} \) that forms an \( \varepsilon' \)-approximate \( k' \)-design. Then the projected ensemble \( \mathcal{E}_{A,\Psi} \) forms an \( \varepsilon \)-approximate \( k \)-design with probability at least \( 1 - \delta \) if

\[
N_B = \Omega \left( k N_A + \log \left( \frac{1}{\varepsilon^3} \right) \right)
\]

The proof is given in Appendices E and F and relies on higher-order concentration of measure results [50] as well as a polynomial approximation technique used in quantum algorithms for solving linear systems [51]. This theorem shows that if the generator state is complex enough, in the sense that it is a typical state from an \( \varepsilon' \) \( k' \)-design for small \( \varepsilon' \) and large \( k' \) [52], then the projected ensemble will well approximate a quantum \( k \)-design.

**III. QUANTUM STATE DESIGNS FROM CHAOTIC SYSTEMS**

Motivated by Theorems 1 and 2, we numerically investigate projected ensembles that arise from chaotic Hamiltonian dynamics. In particular, we study the projected ensembles of time-evolved states and find that finite-temperature dynamics does indeed generate projected ensembles that look Haar random in a quantifiable way, i.e., they form approximate \( k \)-designs. Crucially, we go beyond the intuition from our theorems and find that projected ensembles form in a constant time, before the global state has equilibrated, and hence very distinct from typical random states. We further investigate projected ensembles at finite temperature and find the emergence of a universal ensemble.

**A. Model**

We start with the paradigmatic example of the one-dimensional quantum Ising spin system with mixed fields (QIMF), described by the Hamiltonian

\[
H_{\text{QIMF}} = h^x \sum_{j=1}^{N} \sigma_j^x + h^y \sum_{j=1}^{N} \sigma_j^y + J \sum_{j=1}^{N-1} \sigma_j^x \sigma_{j+1}^x,
\]

where \( N \) is the number of spins, \( \sigma_j^\mu \) with \( \mu = x, y, z \) are the Pauli operators for a spin at site \( j \), \( J \) is the strength of the Ising interactions, and \( h^x \) and \( h^y \) are the strengths of the longitudinal and transverse fields, respectively. In the absence of the longitudinal field (\( h^z = 0 \)), the Hamiltonian can be mapped to an integrable model of noninteracting fermions via the Jordan-Wigner transformation, leading to nonergodic dynamics. However, for any nonzero longitudinal field (\( h^z \neq 0 \)), the Hamiltonian is ergodic and its eigenvalues and eigenvectors are expected to have properties consistent with ETH predictions. This has been explicitly checked for a specific parameter set \((h^x, h^y, J) = (0.8090, 0.9045, 1)\) [53], which we adopt for our study. We note that we do not find a qualitative differences in our results when using nearby parameter values.
FIG. 3. Emergent quantum state designs from chaotic time evolution. (a) Quenched dynamics under a time-independent Hamiltonian $H$ starting from an initial product state $|0\rangle^\otimes N$, for a $N$-qubit system. The system is partitioned into two subsystems, $A$ and $B$, with sizes $N_A$ and $N_B$, respectively. At time $t$, a projective measurement in the local $z$ basis is performed on subsystem $B$, resulting in a specific outcome $z_B$ of length $N_B$. (b) The trace distances $\Delta^{(k)}$ between the $k$th moments of the Haar ensemble and projected ensembles for an $N_A = 3$ subsystem as a function of the evolution time for various total system sizes $N = 12, 14, \ldots, 24$ (darker colors for increasing $N$). The dashed lines are a phenomenological power-law fit, yielding a scaling of $\Delta^{(k)} \sim t^{-1.2}$. (c) The design time $t_\text{design}$ defined by the evolution time to achieve a trace distance of $\Delta^{(k)} = 0.02$. We find that longer time evolution is required to form a higher approximate $k$-design. (d) Late-time trace distances at $t \approx 10^3$. For a mixed-field chaotic Hamiltonian (circles), the late-time trace distances exhibit an exponential scaling with $N_B$ while they remain nearly constant for an integrable nonergodic Hamiltonian (crosses; time traces not shown). The dashed lines represent the trace distances $\Delta^{(k)}_\text{em}$ between the $k$th moments of the Haar ensemble and a finite set of $2^{N_B}$ states sampled from the Haar ensemble on $A$.

**B. Infinite-temperature projected ensembles**

We first consider the many-body state $|\Psi(t)\rangle = e^{-iH QIMF t} |\Psi_0\rangle$ resulting from time evolution of the initial state $|\Psi_0\rangle = |0\rangle^\otimes N$ [Fig. 3(a)]. Here, $|0\rangle_j$ and $|1\rangle_j$ are the eigenstates of $\sigma^z_j$ with eigenvalues $+1$ and $-1$, respectively. The initial product state, $|\Psi_0\rangle$, has a zero energy expectation value with respect to $H_{QIMF}$, corresponding to the total energy of an infinite-temperature state. This implies that local subsystems will relax to an infinite-temperature ensemble after a local thermalization time $[8–10]$.

At any time $t$, the projected ensemble for a subsystem $A$ is obtained by simulating projective measurements on the rest of the $N_B = N - N_A$ qubits in the local $z$ basis [Fig. 3(a)] [54]. In order to check if the projected ensemble forms an approximate $k$-design, we compare the $k$th moment of the ensemble, $\rho^{(k)}_E$ in Eq. (1), to that of the uniform ensemble $\rho^{(k)}_{\text{Haar}}$, using the trace distance $\Delta^{(k)} = 1/2 \left\| \rho^{(k)}_E - \rho^{(k)}_{\text{Haar}} \right\|_1$. For a fixed subsystem size of $N_A = 3$, we numerically compute the trace distance $\Delta^{(k)}$ up to $k = 4$ as a function of time for various $N_B$ [Fig. 3(b)]. In all cases, $\Delta^{(k)}$ decays in time, following a phenomenological power-law scaling $\Delta^{(k)} \sim 1/t^{1.2}$, until it saturates to a value that is governed by finite-size effects. This slow power-law decay could be due to emergent hydrodynamics associated with energy conservation [55] and is absent when the Hamiltonian is geometrically nonlocal or time dependent (see Appendix C and Fig. 6). The saturation value of $\Delta^{(k)}$ decreases exponentially with $N_B$ [Fig. 3(d), circles], exhibiting the scaling $\Delta^{(k)} \sim 1/\sqrt{2N_B}$. If the power-law scaling persists at larger system sizes, then $\Delta^{(k)}$ may decrease over an exponentially long time scale.

As a comparison, we also present $\Delta^{(k)}_\text{em}$, which is the trace distance between the $k$th moments of the Haar ensemble and the empirical Haar ensemble consisting of $2^{N_B}$ states sampled uniformly at random on $A$ [Fig. 3(d), dashed lines]. Since the empirical ensemble asymptotically approaches the Haar ensemble in the limit of infinite samples, $\Delta^{(k)}_\text{em}$ is determined only by statistical fluctuations associated with having a finite number of quantum states (see Appendix B). Remarkably, we find that the projected ensemble obtained from the quench dynamics shows a trace distance almost identical to that of the empirical ensemble of the same size, suggesting that the former is as uniformly random as the latter. By contrast, repeating similar calculations for the integrable model ($h^2 = 0$), we observe qualitatively different behavior where the trace distance to the Haar ensemble is much larger than in the nonintegrable case [Fig. 3(d), crosses]. Furthermore, there is no appreciable dependence on system size. This is expected, since integrable systems do not locally thermalize and instead relax to a generalized Gibbs ensemble.
and hence will not form 1-designs at effective infinite temperature [56].

Given the emergence of $k$-designs in asymptotic regimes for a chaotic Hamiltonian, it is natural to ask how long it takes for a subsystem to achieve an approximate design up to a small fixed precision. To this end, we introduce a design time $\tau_k$, defined as the time at which $\Delta^{(k)}$ becomes smaller than a certain fixed threshold $\varepsilon$. For a chosen threshold $\varepsilon = 0.02$, we find that the formation of higher $k$-designs requires longer time evolution [Fig. 3(e)]. This observation is consistent with the idea that typical quantum states from higher $k$-designs are more complex and hence more difficult to prepare [52,57,58].

We note that our numerical results cannot be explained by, and go beyond, our theorem in Sec. II. Naively, one could argue that the global time-evolved wave function behaves as if it is a typical instance of a random state. If so, based on our Theorem 2, its projected ensemble should form an approximate $k$-design. Indeed, Refs. [37,58,59] investigate whether a state design can be generated by evolving a simple state under an ensemble of different Hamiltonians at late times (scaling with system size). In contrast, our numerical simulations suggest that the projected ensemble may form very quickly, well before its global wave function behaves like a random state. Figure 3(b) suggests that for a given $\varepsilon$, we form an $\varepsilon$-approximate projected $k$-design in constant time, independent of the total system size $N$. Therefore in the thermodynamic limit, an $\varepsilon$-approximate projected ensemble may form even though the global state is far from a typical state. The latter is due to locality: e.g., its half-chain entanglement entropy remains at least $O(N)$ time to reach its equilibrium “typical value.” In fact, the global state can never be a typical design state owing to energy conservation.

Our experimental companion paper [25] observes signatures consistent with the formation of a projected $k$-design in quenched states in a Rydberg quantum simulator. Namely, it has been shown that the statistical properties of measurements in the computational basis are consistent with those from a projected $k$-design.

Next, we investigate the properties of energy eigenstates. We repeat an analysis that is similar to the one above by replacing the time-evolved state $|\Psi(t)\rangle$ with an energy eigenstate $|E_i\rangle$ of $H_{QIMF}$. Figure 4 shows the trace distance $\Delta^{(k)}$ as a function of energy $E_i$ for a projected ensemble generated from $|E_i\rangle$. We find a sharp dip at zero energy density corresponding to infinite temperature, which signifies the emergence of approximate quantum state designs [Fig. 4(a)]. At zero energy, $\Delta^{(k)}$ decreases exponentially as a function of the system size for $k = 1, 2, 3$. However, the decay rate is slightly slower than in the case of quenched dynamics [Fig. 4(b)].

In addition to the QIMF, we also study time-dependent dynamics and two other ergodic Hamiltonian models in order to corroborate the universality of our findings (see Appendix C and Fig. 8). Specifically, we consider a system of random all-to-all coupled spin-1/2 particles as well as hard-core bosons with random all-to-all hoppings with particle-number conservation. In both cases, we observe excellent convergence of projected ensembles to approximate $k$-designs. In the latter case, the measurement outcomes in $B$ and the corresponding pure quantum states on $A$ are strongly correlated owing to the particle-number-conservation symmetry; hence a naive approach based on Eq. (5) does not lead to approximate $k$-designs. We instead introduce symmetry-resolved projected ensembles by grouping certain subsets of measurement outcomes from $B$ (for details, see Appendix C 3); this does lead to approximate $k$-designs.

C. Finite-temperature projected ensembles

For chaotic Hamiltonians, projected ensembles forming $k = 1$ designs can be anticipated from the standard picture of quantum thermalization since the first moment of a projected ensemble simply corresponds to the reduced density matrix of a subsystem. The reduced density matrix approaching the maximally mixed state, i.e., the first moment of the Haar ensemble, follows from local thermalization at infinite temperature. However, the convergence of higher moments $k \geq 2$ of the projected ensemble to
higher \( k \)-designs is nontrivial and surprising. Such convergence cannot be explained by ETH alone and suggests a new form of emergent randomness beyond the conventional framework of quantum thermalization.

A natural next step is to generalize our results to a finite-temperature setting. However, we are unaware of any straightforward generalizations of the Haar ensemble and its corresponding quantum state designs at finite temperature.
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FIG. 5. A universal ensemble at finite temperature. (a) The trace distances between the second moments of the projected ensembles generated from a pair of energy eigenstates at \( E_i \) and \( E_j \) for \( N_A = 3 \) subsystems. We plot the pairwise distances \( \Delta_{ij}^{(2)} \) for every pair of eigenstates \( |E_i\rangle, |E_j\rangle \), computed for system size \( N = 11 \). The distances are minimized when \( E_i \approx E_j \). The plot suggests the existence of a universal ensemble that depends smoothly on the energy density. The black dashed line indicates a cut defined by \( (E_i + E_j)/N = -0.6 \). (b) The trace distances plotted as a function of the energy-density difference, \( |E_i - E_j|/N \), along the black dashed line in (a) for various systems sizes \( N = 9, 10, \ldots, 15 \) (darker colors for increasing \( N \)). The inset shows that the distances at zero energy difference \( E_i = E_j \) decay exponentially with the system size. The trace distances from the projected ensemble are comparable to those from the finite-size ensemble, \( \Delta_{\text{emp}}^{(2)} \), of the empirical Haar distribution (dashed line). Such an exponential scaling suggests the existence of a universal random ensemble at finite temperatures, which we hypothesize to be the Scrooge ensemble. (c) The trace distance \( \Delta_{E}^{(2)} \) (dark red, dots) between the second moments of the projected ensemble and the corresponding Scrooge ensemble of eigenstates \( |E\rangle \), for a \( N_A = 3 \) subsystem of a \( N = 14 \) system. \( \Delta_{E}^{(2)} \) remains small for eigenstates \( |E\rangle \) in a wider energy range \( E/N \in [-0.5, 0.5] \), with an average value of \( \Delta_{E}^{(2)} \approx 0.11 \) (dashed line). In contrast, the trace distance between the projected and Haar ensembles (light red, crosses) is strongly energy dependent and is large at energies away from infinite effective temperature \( E = 0 \).

**IV. DISCUSSION**

We introduce a qualitatively different study of equilibrium behavior on a subsystem. Conventional studies of ensembles such as microcanonical or canonical ensembles are fully specified by their corresponding reduced density matrices. In contrast, our formalism concerns more general statistical properties (such as higher moments) of an ensemble with a large number of pure states that are generally pairwise nonorthogonal. As such, a projected ensemble encodes additional information about a subsystem. In particular, a projected ensemble is useful when describing the information-theoretic properties of a subsystem. For example, one can ask the following question: How much information (i.e., classical bits) is required in order to specify the full wave function of a subsystem \( A \)
after its complement $B$ is measured in the standard basis? This question is natural for a classical observer who only has direct access to the subsystem $B$. If the projected ensemble induced by the measurement on $B$ was to be the Haar ensemble, an exponential number of bits would be required to specify the wave function on $A$. By contrast, if the projected ensemble is uniformly distributed only over computational basis states of a subsystem and their relation with the remainder of the system.

V. OUTLOOK

Our findings open up a number of new directions in quantum chaos, thermalization, and quantum information. In particular, our numerical results demonstrate that for an initial product state evolved by a chaotic Hamiltonian, the largest $k$-design attained by the projected ensemble grows as a function of time; moreover, this growth persists significantly past the local thermalization time scale. While it is not presently clear how long this growth will persist, the observed growth is clearly diagnostic of the sustained development of nonlocal correlations after local thermalization has occurred (see, e.g., Refs. [31,61]). There may even be connections to the quantum complexity of a state evolving by chaotic dynamics, which likewise grows long after thermalization has occurred [52,62]. It would also be interesting to fully generalize the above to projected ensembles at finite temperature, in the presence of symmetries, quasi-integrability, or strong disorder resulting in localization [11–13].

In quantum information science, quantum state designs are valuable resources in many applications. Our work establishes projected ensembles as a practical way of sampling states from approximate designs using natural Hamiltonian evolutions of existing quantum simulators without fine control. Further, our work could lead to novel experimental quantum tomography protocols [17,34], cryptographic protocols for hiding information [14], the design of unforgeable quantum encryption [15], and also new methods for quantum device verification [18,19]. Indeed, a parallel work [25] uses projected ensembles to devise and implement a novel benchmarking protocol.

Finally, an important question at the intersection of computer science and quantum many-body physics is whether the computational complexity of simulating natural chaotic dynamics is beyond the capability of contemporary classical computers. In other words, can quantum advantage tests be performed using a fixed chaotic Hamiltonian with analog quantum simulators? Existing sampling-based quantum advantage protocols rely heavily on certain statistical and computational properties of state ensembles formed by applying random unitaries to a fixed state [63–65]. The projected ensemble emerging from generic quantum dynamics may also possess the requisite properties and our work could lead to a new approach to quantum advantage using analog quantum simulators.

Note added.—We recently became aware of Refs. [44,45], where the projected ensemble has been studied in the context of typical microcanonical states.
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APPENDIX A: $k$TH MOMENT OF THE HAAR ENSEMBLE

To quantify the degree of randomness of our projected ensembles, we compute the trace distance $\Delta^{(k)}$ between the $k$th moments of the projected ensemble and the Haar ensemble:

$$\Delta^{(k)} = \frac{1}{2} \| \rho^{(k)}_\varepsilon - \rho^{(k)}_{\text{Haar}} \|_1. \quad (A1)$$

Here, $\rho^{(k)}_{\text{Haar}}$ is the $k$th moment averaged over the Haar ensemble. For a Hilbert space $\mathcal{H}$ with dimension $d$, it has the form [35]

$$\rho^{(k)}_{\text{Haar}} = \mathbb{E}_{\psi \sim \text{Haar}(d)} [(|\Psi\rangle \langle \Psi|)^{\otimes k}] \quad (A2)$$
FIG. 6. Emergent quantum state designs in Floquet dynamics. The trace distance $\Delta^{(k)}$ versus the time for time evolution under the Floquet dynamics in Eq. (C1), for $k = 1, 2, 3, 4$ in (a), (b), (c), and (d), respectively. We plot the trace distance $\Delta^{(k)}$ between the $k$th moments of the Haar ensemble and the projected ensembles for an $N_d = 3$ subsystem and the total system sizes $N = 12, 14, \ldots, 22$ (darker colors denote increasing $N$). The solid lines denote the Floquet dynamics, while the dotted lines denote the time-independent dynamics. The dashed line denotes the power-law fit for time-independent dynamics. The Floquet dynamics quickly saturate to their late-time $\Delta^{(k)}$ value and deviate from power-law behavior. This suggests that the power-law decay of $\Delta^{(k)}$ is associated with hydrodynamic behavior due to energy conservation.

\[
\Delta^{(k)} = \sum_{\pi \in S_k} \text{Perm}_{\mathcal{H}^k}(\pi) \left| d(d+1) \cdots (d+k-1) \right|^k.
\]  

Here, $S_k$ is the symmetric group on $k$ elements and $\pi \in S_k$ is an element of the group. $\text{Perm}_{\mathcal{H}^k}$ is a representation of $S_k$ on $\mathcal{H}^k$, which permutes the tensor factors according to

\[
\text{Perm}_{\mathcal{H}^k}(\pi) \left| \Psi_1 \right\rangle \otimes \cdots \otimes \left| \Psi_k \right\rangle = \left| \Psi_{\pi^{-1}(1)} \right\rangle \otimes \cdots \otimes \left| \Psi_{\pi^{-1}(k)} \right\rangle.
\]  

The inverses in the subscripts are chosen so that $\text{Perm}_{\mathcal{H}^k}(\pi) \cdot \text{Perm}_{\mathcal{H}^k}(\pi') = \text{Perm}_{\mathcal{H}^k}(\pi \circ \pi')$ (i.e., the representation is a homomorphism of $S_k$ and not an anti-homomorphism). It is readily checked that Eq. (A2) can be written as

\[
\sum_{\pi \in S_k} \text{Perm}_{\mathcal{H}^k}(\pi) \left| d(d+1) \cdots (d+k-1) \right|^k = \frac{\Pi_k}{\binom{d+k-1}{k}},
\]

where $\Pi_k$ is simply the projector onto the symmetric subspace of $\mathcal{H}^k$ (i.e., the invariant subspace under $S_k$); this subspace has dimension $\binom{d+k-1}{k}$.

**APPENDIX B: FINITE SAMPLING ERROR FROM THE EMPIRICAL HAAR ENSEMBLE**

In the main text, we construct projected ensembles of size $2^{N_d}$, where $N_d$ is the size of the complementary subsystem. In Figs. 3(d), 4(b), and 5(b), we compare the system-size scaling of $\Delta^{(k)}$ against the trace distance $\Delta_{\text{em}}^{(k)}$ of the empirical Haar ensemble, an ensemble formed by sampling from the Haar ensemble $2^{N_d}$ times. In particular, we have

\[
\rho_{\text{em}}^{(k)} = \frac{1}{2^{N_d}} \sum_{i=1}^{2^{N_d}} (|\Psi_i\rangle \langle \Psi_i|)^{\otimes k}, \quad |\Psi_i\rangle \sim \text{Haar}(d),
\]

\[
\Delta_{\text{em}}^{(k)} = \mathbb{E}_{\Psi_1, \Psi_2, \ldots \sim \text{Haar}(d)} \left[ \frac{1}{2} \| \rho_{\text{em}}^{(k)} - \rho_{\text{Haar}}^{(k)} \| \right].
\]

This comparison is made to estimate the degree to which the error $\Delta^{(k)}$ in our projected ensemble is due to its finite size. We estimate $\Delta_{\text{em}}^{(k)}$ for various values of $N_d$ and find that $\Delta_{\text{em}}^{(k)}$ scales exponentially as $1/\sqrt{2^{N_d}}$.

**APPENDIX C: ADDITIONAL NUMERICAL SIMULATIONS OF ERGODIC DYNAMICS**

1. Floquet evolution

Under the time-independent $H_{\text{QIMF}}$, the observed power-law decay of $\Delta^{(k)}$ over time evolution is likely due to emergent hydrodynamics associated with energy conservation [55]. To illustrate this, we study a time-dependent Floquet variant of $H_{\text{QIMF}}$:

\[
H_{\text{QIMF}}^{\text{Floq}}(t) = h^x(t) \sum_{j=1}^{N} \sigma_j^x + h^y \sum_{j=1}^{N} \sigma_j^y + J \sum_{j=1}^{N-1} \sigma_j^+ \sigma_{j+1}^-, \\
h^x(t) = \begin{cases} 
(1-\delta)h^x, & \text{if } (t \text{ mod } 2T) \in \{0, T\}, \\
(1+\delta)h^x, & \text{if } (t \text{ mod } 2T) \in \{T, 2T\},
\end{cases}
\]

i.e., we modulate the $\sigma^x$ term by $\delta h^x$ with period $2T$. For ease of comparison, we use the same parameters as $H_{\text{QIMF}}$: $(h^x, h^y, J) = (0.8090, 0.9045, 1)$ and the same initial state $|\Psi_0\rangle = |0\rangle^{\otimes N}$. In Fig. 6, we present $\Delta^{(k)}$ data for Floquet parameters $(\delta, T) = (0.5, 1)$. The late-time saturation value is the same as the time-independent case but we see deviations from power-law decay. $\Delta^{(k)}$ reaches its saturated value more quickly under Floquet dynamics.
2. Random-coupling model

In the main text, we present results for the ergodic QIMF model. Here, we discuss an additional ergodic model: a spin-1/2 model with random all-to-all interactions,

\[ H = \sum_{i,j=1}^{N} \sum_{\mu, \nu = \{x, y, z\}, \mu < \nu} J^{\mu, \nu}_{ij} \sigma^\mu_i \sigma^\nu_j, \quad (C2) \]

where \( J^{\mu, \nu}_{ij} \) are random variables drawn from independent identically distributed normal distributions: \( J^{\mu, \nu}_{ij} \sim N(0, 1/N) \). Such random-coupling models are paradigmatic examples of quantum chaotic systems. The variance of the couplings is chosen so that \( \text{Tr}(H^2)/2^N \sim O(N) \). Our model does not have \( \sigma_i^\mu \sigma_j^\nu \) terms, so that our initial state \( |\Psi_0\rangle = |0\rangle^{\otimes N} \) has zero energy and, accordingly, is regarded as being at infinite temperature.

As shown in Fig. 7(a), we see excellent convergence to \( k \)-designs for our projected ensembles constructed from time-evolved quenched states as well as eigenstates. The late-time \( \Delta^{(k)} \) values are very close to \( \Delta^{(k)}_{\text{em}} \). The average \( \Delta^{(k)} \) values for infinite-temperature eigenstates are also close to \( \Delta^{(k)}_{\text{em}} \) and show clear exponential decay [Fig. 7(b)]. Notably, we do not average over disorder realizations: each data point and time series is computed with fixed disorder realizations. This provides additional support for our conjecture that ergodic Hamiltonian systems generate approximate \( k \)-designs via time-evolved states and eigenstates at infinite temperature. Furthermore, the non-power-law behavior of \( \Delta^{(k)}(t) \), along with our Floquet Hamiltonian results, supports our hypothesis that the power-law decay is due to emergent hydrodynamics associated with energy conservation.

3. Random-hopping model with U(1) symmetry

Having established that chaotic models such as the QIMF and the all-to-all random-coupling model provide projected ensembles that converge to \( k \)-designs, we next ask whether quantum models with symmetries do so as well. We specifically study a random-hopping model

\[ H = \sum_{i,j=1}^{N} J^{+}_{ij} (\sigma^x_i \sigma^y_j + \sigma^y_i \sigma^x_j) + J^{-}_{ij} (\sigma^y_i \sigma^x_j - \sigma^x_i \sigma^y_j), \quad (C3) \]

where \( J^{\pm}_{ij} \) are random variables drawn from independent identically distributed normal distributions: \( J^{\pm}_{ij} \sim N(0, 1/N) \).
$N(0, 1/N)$. Like the all-to-all random-coupling model, this model is also expected to exhibit chaos. However, the specific interaction terms are chosen such that this model has a $U(1)$ symmetry: there is conservation of the total magnetization $S_{tot} = 1/2 \sum_j \sigma_j^z$. The model can equivalently be viewed as describing hard-core bosons with random complex all-to-all hopping amplitudes.

Any bit string in the $z$ basis is a suitable infinite-temperature quenched state. For $N$ even, we choose the initial state $|\Psi_0\rangle = [0101 \cdots 01]$, which lies in the $S_{tot} = 0$ sector. Under time evolution by our chaotic Hamiltonian, the wave function is ergodic in the $S_{tot} = 0$ Hilbert space.

Naively forming the projected ensemble, we do not find convergence to an approximate $k$-design. This is shown in the light curves in Fig. 7(c). With increasing system size, $\Delta(k)$ for $k = 1, 2, 3$ saturate at a nonzero value. This is because of large correlations between the bit strings $z_B$ and the projected state $|\Psi_A(z_B)\rangle$: if $z_B$ has total magnetization $S_B = |\Psi_A(z_B)\rangle$ necessarily has total magnetization $S_{tot} - S_B$ due to the global conservation law. The Hilbert space $\mathcal{H}_A$ naturally decomposes into a direct sum of multiple sectors enumerated by the magnetization $S_A$. Accordingly, the projected ensemble now produces multiple ensembles, one for each sector.

In order to properly account for the $U(1)$ conservation law, instead of projecting onto all strings $z_B$, we postselect a subset of all strings: bit strings with fixed total magnetization, e.g., $s_B = 1/2$. The projected states $|\Psi_A(z_B)\rangle$ will also have fixed magnetization and we then ask whether this ensemble forms a $k$-design in the subspace of $\mathcal{H}_A$ with magnetization $s_A = S_{tot} - S_B$. In our numerical examples, we present results with $N_A = 5$ qubits and $s_A = -1/2$ and $s_B = 1/2$. The relevant subspace of $\mathcal{H}_A$ has dimension 10, far smaller than $2^{N_A} = 32$.

Figures 7(c) and 7(d) show the results of our symmetry resolution. We now see excellent convergence toward a $k$-design. As with the random-coupling model, the late-time $\Delta(k)$ values are very close to $\Delta_{cm}^{(k)}$. In order to make a fair comparison, we plot the late-time $\Delta(k)$ against an “effective $N_B$,” defined as $\log_2$ of the number of postselected strings $z_B$. $\Delta_{cm}^{(k)}$ is also computed by sampling the same number of times.

Using this postselection procedure, we find excellent $k$-design convergence for projected ensembles from eigenstates near $E = 0$. Our results indicate that our basic approach remains valid for chaotic models, with additional symmetries if these symmetries are properly addressed.

**APPENDIX D: FINITE-TEMPERATURE PROJECTIONS: SCROOGE ENSEMBLE**

In Fig. 5(e), we compute the trace distance between the second moments of the projected ensemble and the Scrooge ensemble. The Scrooge, or GAP, ensemble has been introduced in Refs. [44,60]. Given a density matrix $\rho$, the corresponding Scrooge ensemble of states can be viewed as a “$\rho$ distortion” of the Haar ensemble such that its first moment is exactly $\rho$.

In order to compute its $k$th moments, we use an explicit expression from Ref. [60]. The probability density of obtaining a wave function $|\psi\rangle$ is given by

$$P_{\text{Scrooge}}(\psi) d\psi = \frac{D!}{2\pi^D \det \rho} \langle \psi | \rho^{-1} | \psi \rangle^{-D-1} d\psi$$

$$= \frac{D!}{2\pi^D \lambda_1 \cdots \lambda_D} \prod_j r_j d\phi_j \left| r_1^2 / \lambda_1 + \cdots + |r_D|^2 / \lambda_D \right|^{D+1},$$

where the $\lambda_j$ are the eigenvalues of $\rho$ and $d\psi$ is the Haar measure. In Eq. (D2), we explicitly write the probability densities in the eigenbasis of $\rho$: $|\psi\rangle = \sum_j r_j \exp(i\phi_j)|\lambda_j\rangle$. This allows us to compute the $k$th moments $P_{\text{Scrooge}}^{(k)}$, in terms of its matrix elements:

$$\langle \lambda_{a_1} \cdots \lambda_{a_k} | P_{\text{Scrooge}}^{(k)} | \lambda_{b_1} \cdots \lambda_{b_k} \rangle = \int \prod_{j=1}^D dr_j^2 d\phi_j \left( \prod_{j=1}^k r_j^{a_j b_j} e^{i(\phi_{a_j} - \phi_{b_j})} \right).$$

After integrating over the phases $\{\phi_j\}$, the only nonzero matrix elements are those with $\{a_j\} = \{b_j\}$ or, equivalently, where the list of indices $\{a_i\}$ is a permutation of $\{b_i\}$. The remaining integral over the probability simplex $\{r_j^2 > 0, \sum_j r_j^2 = 1\}$ can be evaluated either numerically or analytically.

We use this expression for the second moment of the Scrooge ensemble to compute the trace distance $1/2 \parallel \rho^{(2)} - \rho_{\text{Scrooge}}^{(2)} \parallel_1$ in Fig. 5(c).

**APPENDIX E: PROOF SKETCH OF MAIN THEOREMS**

We begin with a sketch of the proof of Theorem 1. We use streamlined notation for clarity. Recall that for a generator state $|\Phi\rangle$ on $\mathcal{H}$, the projected ensemble $\mathcal{E}_{\Phi,A} = \{p_z, |\Phi_z\rangle\}$ has

$$p_z = \langle \Phi | P_z | \Phi \rangle$$

$$|\Phi_z\rangle = (1_A \otimes |z\rangle) |\Phi\rangle / \sqrt{p_z}.$$

It is convenient to define the unnormalized state

$$|\tilde{\Phi}_z\rangle := (1_A \otimes |z\rangle) |\Phi\rangle \quad \text{for} \quad z \in \{0, 1\}^{N_B}.$$
so that \( p_z = \langle \Phi_z \Phi_z \rangle \) and \( |\Phi_z\rangle = |\Phi_z\rangle / \sqrt{p_z} \). We note that, in our new notation, we can write

\[
\mathbb{E}_{\psi \sim E_{A,d}} \left[ (\langle \psi \rangle \langle \psi \rangle)^\otimes k \right] = \sum_{z \in \{0,1\}^{N_B}} p_z \left( |\Phi_z\rangle \langle \Phi_z| \right)^\otimes k
\]

\[
= \sum_{z \in \{0,1\}^{N_B}} \frac{|\langle \Phi_z \rangle \langle \Phi_z| \rangle^\otimes k}{\langle \Phi_z | \Phi_z \rangle^{k-1}} \equiv A(|\Phi\rangle). \tag{E6}
\]

The key to establishing Theorem 1 is to understand the random tensor \( A(|\Phi\rangle) \) when \( |\Phi\rangle \) is a Haar-random state. Here, the Haar-random state is a normalized vector chosen uniformly at random in \( d = d_Ad_B \) complex dimensions, where \( d = 2^N, d_A = 2^{N_A}, d_B = 2^{N_B} \) are the dimensions of the Hilbert space with \( N, N_A, \) and \( N_B \) qubits, respectively. Two ingredients are needed to understand \( A(|\Phi\rangle) \):

1. The expectation value of \( A(|\Phi\rangle) \) over the Haar ensemble
2. The concentration of \( A(|\Phi\rangle) \) around its expectation: this tells us that, with high probability, \( A(|\Phi\rangle) \) is close to its expectation

Let us discuss these two ingredients in more detail.

Using the fact that the uniform measure (i.e., the Haar measure) on the complex sphere is invariant under any unitary random rotations, we can show that \( p_z \) and \( |\Phi_z\rangle \) are independent random variables. Furthermore, \( |\Phi_z\rangle \) is a uniform random vector from a \( d_A \)-dimensional complex sphere. Hence, we have

\[
\mathbb{E}_{\Phi \sim \text{Haar}(d)} A(|\Phi\rangle) = \mathbb{E}_{\Psi \sim \text{Haar}(d_A)} (\langle \psi \rangle \langle \psi \rangle)^\otimes k, \tag{E7}
\]

which is the \( k \)th moment of the uniform ensemble. This means that the expectation of the \( k \)th moment of the projected ensemble of a randomly selected many-body wave function \( |\Phi\rangle \) reproduces the \( k \)th moment of the Haar ensemble in \( d_A \) complex dimensions. Hence the expectation \( \mathbb{E}_{\Phi \sim \text{Haar}(d)} A(|\Phi\rangle) \) is exactly equal to the desired quantity.

To understand the concentration of \( A(|\Phi\rangle) \) around its expectation, we recall the well-known result that the uniform distribution over a high-dimensional sphere has a very sharp concentration. For any Lipschitz function on the sphere, the fluctuation around its expectation value is small and the probability of having a large fluctuation decays exponentially. This is known as Levy’s lemma and it allows us to upper bound the probability that \( A(|\Phi\rangle) \) is far from its expectation. Together with the expectation identity, we have

\[
\mathbb{P}_{\Phi \sim \text{Haar}(d)} \left[ \| A(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}(d_A)} (\langle \psi \rangle \langle \psi \rangle)^\otimes k \|_1 \leq \varepsilon \right]
\]

\[
\leq 2d_A^{2k} \exp \left( -\frac{d_B s^2}{18\pi^2(2k-1) d_A^2} \right). \tag{E8}
\]

The asymptotic relation in Theorem 1 follows immediately from the above probabilistic statement. The detailed proof of Theorem 1 is given in Appendix F.

The proof of Theorem 2 is very different from that of Theorem 1. First, the expectation of \( A(|\Phi\rangle) \) in Theorem 1 is computed using the invariance property of the Haar measure, which does not hold for a measure that only forms a state design. Furthermore, Levy’s lemma only holds for the Haar measure, so we cannot resort to Levy’s lemma to control its statistical fluctuations. To prove Theorem 2, we make use of a technique used in the context of solving linear systems on a quantum computer [51]. The key idea is to add a modulating function that approximates \( A(|\Phi\rangle) \) by a polynomial function in \( |\Phi\rangle \). In particular,

\[
A(|\Phi\rangle) = \sum_{z \in \{0,1\}^{N_B}} \frac{|\langle \Phi_z \rangle \langle \Phi_z| \rangle^\otimes k}{|\Phi_z|^{k-1}}
\]

\[
\approx B(|\Phi\rangle) = \sum_{z \in \{0,1\}^{N_B}} |\langle \Phi_z \rangle \langle \Phi_z| \rangle^\otimes k \mu_{k,b}(d_B |\Phi_z\rangle |\Phi_z\rangle), \tag{E9}
\]

where the modulating function is given by

\[
\mu_{k,b}(s) = (1 - (1 - s^{2(k-1)})^b) \quad \text{for } b \text{ even.} \tag{E10}
\]

Using the binomial expansion, we can check that \( B(|\Phi\rangle) \) is a polynomial function. Furthermore, \( \mu_{k,b}(s) \) is very close to one when \( s = d_B |\Phi_z\rangle |\Phi_z\rangle \) is around one. Taking \( b \) larger allows us to better approximate the constant function \( \mu_{k,b}(s) = 1 \), which corresponds to the target expression \( A(|\Phi\rangle) \). A visualization of \( \mu_{k,b}(s) \) can be found in Fig. 8(a). If \( |\Phi\rangle \) is sampled from the uniform measure on the quantum state space, then \( s = d_B |\Phi_z\rangle |\Phi_z\rangle \) will concentrate around one [see Fig. 8(b)]. So for \( |\Phi\rangle \) sampled from the uniform measure, we can show that \( A(|\Phi\rangle) \approx B(|\Phi\rangle) \). However, \( |\Phi\rangle \) is sampled from a quantum state design, so there is no guarantee that \( s = d_B |\Phi_z\rangle |\Phi_z\rangle \) should concentrate around one. To address this, we utilize the following result proved in Lemma 5 (Appendix F):

\[
\| A(|\Phi\rangle) - B(|\Phi\rangle) \|_1 \leq R(|\Phi\rangle), \tag{E11}
\]

where \( R(|\Phi\rangle) \) is a polynomial function given by

\[
\sum_{z \in \{0,1\}^{N_B}} \langle \Phi_z | \Phi_z \rangle (1 - \mu_{k,b}(d_B |\Phi_z\rangle |\Phi_z\rangle)). \tag{E12}
\]
FIG. 8. A visualization of the modulating function and the concentration of $d_b(\Phi_2, \Phi_2)$. (a) The modulating function $\mu_{k,b}(s)$ defined in Eq. (E10) for varying values of $b$ from 2 to 16. The darker colors correspond to higher $b$. We fix $k = 2$ in the plot. (b) The concentration of $s = d_b(\Phi_2, \Phi_2)$ for the Hilbert-space dimension of subsystem $A$, i.e., $d_A = 2^{N_A} = 16$, when $|\Phi\rangle$ is sampled uniformly at random from the complex sphere. We sample 10 000 different vectors $|\Phi\rangle$ to generate the histogram. The black solid line is a kernel-density-estimation fit of the histogram. If $d_A$ is larger, then $s$ is more concentrated.

Hence, the approximation error can be upper bounded by a polynomial function over which we have better control.

After introducing the key quantities, the proof proceeds by bounding the error between (i) $A(|\Phi\rangle)$, where $|\Phi\rangle$ is sampled from a state design, and (ii) the expectation of $A(|\Psi\rangle)$, where $|\Psi\rangle$ is from the Haar measure. We use $B(|\Phi\rangle)$ as an intermediate point of comparison:

$$\begin{align*}
&\mathbb{E}_{\Phi \sim (\epsilon', \epsilon'') \text{design}} \left\| A(|\Phi\rangle) - A(|\Psi\rangle) \right\|_1 \\
&\quad \leq \mathbb{E}_{(\epsilon', \epsilon'') \text{design}} \left\| A(|\Phi\rangle) - B(|\Phi\rangle) \right\|_1 \\
&\quad + \mathbb{E}_{(\epsilon', \epsilon'') \text{design}} \left\| B(|\Phi\rangle) - A(|\Psi\rangle) \right\|_1.
\end{align*}$$

(E13)

The first term can be upper bounded by $R(|\Phi\rangle)$ and we can use the fact that state designs approximate the expectation of any polynomial function under the Haar measure. Accordingly,

$$\mathbb{E}_{(\epsilon', \epsilon'') \text{design}} \left\| A(|\Phi\rangle) - B(|\Phi\rangle) \right\|_1 \leq \mathbb{E}_{(\epsilon', \epsilon'') \text{design}} R(|\Phi\rangle)$$

$$\approx \mathbb{E}_{\text{Haar}} R(|\Phi\rangle).$$

(E14)

In the second term, we can apply a similar idea by upper bounding the 1-norm with the 2-norm and utilizing the fact that $B(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Psi\rangle)$ is a polynomial function in $|\Phi\rangle$. This gives

$$\begin{align*}
&\mathbb{E}_{(\epsilon', \epsilon'') \text{design}} \left\| B(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Psi\rangle) \right\|_1 \\
&\quad \leq \sqrt{d_A^k \mathbb{E}_{(\epsilon', \epsilon'') \text{design}} \left\| B(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Psi\rangle) \right\|_2^2}.
\end{align*}$$

(E15)

We then approximate $B(|\Phi\rangle)$ by $A(|\Phi\rangle)$ in the above expression, where the error can be upper bounded by $R(|\Phi\rangle)^2$. This gives the approximate relation

$$\begin{align*}
&\mathbb{E}_{(\epsilon', \epsilon'') \text{design}} \left\| B(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Psi\rangle) \right\|_1 \\
&\quad \leq \sqrt{d_A^k \mathbb{E}_{\text{Haar}} \left( R(|\Phi\rangle)^2 + \left\| A(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Psi\rangle) \right\|_2^2 \right)}.
\end{align*}$$

(E17)

Using these steps, all our expressions contain only expectations over the Haar measure. More precisely,

$$\begin{align*}
&\mathbb{E}_{\Phi \sim (\epsilon', \epsilon'') \text{design}} \left\| A(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Psi\rangle) \right\|_1 \\
&\quad \leq \mathbb{E}_{\text{Haar}} R(|\Phi\rangle) + \sqrt{d_A^k \mathbb{E}_{\text{Haar}} R(|\Phi\rangle)^2} \\
&\quad + \sqrt{d_A^k \mathbb{E}_{\text{Haar}} \left\| A(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Psi\rangle) \right\|_2^2}.
\end{align*}$$

(E18)

The first two terms are small because

1. $\mu_{k,b}(s)$ is close to one when $s$ is close to one.
2. If $|\Phi\rangle$ is sampled from the Haar measure, then $s = d_b(\Phi_2, \Phi_2)$ will concentrate around one.

See Fig. 8 for visualizations. The third term is small due to Theorem 1. Finally, we can resort to Markov’s inequality
to show that with a probability of at least 0.99, we have that $\|A(\varPhi) - E_{\Phi_\text{Haar}}A(\varPsi)\|_1$ is small. The full proof of Theorem 2 is given in Appendix F.

APPENDIX F: PROOF OF MAIN THEOREMS

1. Useful identities

We collect here several useful identities that we leverage throughout the remainder of the appendix. The first identity is

$$E_{\Phi_\text{Haar}(d)}[(\tilde{\varPhi}_z | \tilde{\varPhi}_z)^{\otimes k}] = \frac{\sum_{\pi \in S_k} \text{Perm}_{k^d} (\pi)}{d(d+1) \cdots (d+k-1)}.$$  \hspace{1cm} (F1)

Taking the trace, we find

$$E_{\Phi_\text{Haar}(d)}[|\tilde{\varPhi}_z | \tilde{\varPhi}_z|^k] = \frac{d(d+1) \cdots (d+k-1)}{d(d+1) \cdots (d+2k-1)}$$  \hspace{1cm} (F2)

The related identity

$$E_{\Phi_\text{Haar}(d)}[|i | \tilde{\varPhi}_z | i|^k] = k! \frac{d(d+1) \cdots (d+k-1)}{d(d+1) \cdots (d+2k-1)}$$  \hspace{1cm} (F3)

is likewise useful.

2. Proof of Theorem 1

The main ingredient to prove Theorem 1 is Levy’s lemma, which states that if a function is Lipschitz continuous, then it will concentrate around its expectation value if the variable is sampled uniformly from a high-dimensional complex sphere.



Lemma 1 (Levy’s lemma). Let $f : \mathbb{S}^{2d-1} \to \mathbb{R}$ satisfying $|f (v) - f (w)| \leq \eta \|v - w\|_2$. Then, for any $\delta \geq 0$, we have

$$\text{Prob}_{\Phi_\text{Haar}(d)}[|f (\varPhi) - E_{\Phi_\text{Haar}(d)}f (\varPsi)| \geq \delta] \leq 2 \exp \left(-\frac{2d \delta^2}{9\pi^3 \eta^2}\right).$$  \hspace{1cm} (F4)

Before applying Levy’s lemma, we need to define a function of interest. In particular, we consider individual entries in the main quantity $\sum_{z \in \{0,1\}^N} E_{\varPsi}|f (\varPhi) - f (\varPsi)|$. Let $\{|i\}_{i \in \{0,1\}^N}$ be the standard basis on $\mathcal{H}^{\otimes k}$ and write $|i\rangle = \bigotimes_{k=1}^{N} |i^{(k)}\rangle$, where each $|i^{(k)}\rangle \in \mathcal{H}_d$. Similarly, write $|j\rangle = \bigotimes_{k=1}^{N} |j^{(k)}\rangle$. Consider the function $f_{ij} : \mathbb{S}^{2d-1} \to \mathbb{R}$ defined by

$$f_{ij} (|\varPhi\rangle) = \langle i | \sum_{z \in \{0,1\}^N} \frac{E_{\varPhi}|f (\varPhi) - f (\varPsi)|}{|\tilde{\varPhi}_z | \tilde{\varPhi}_z|^k} |j\rangle$$

$$= \sum_{z \in \{0,1\}^N} \Pi_{\ell=1}^{k} \langle i^{(\ell)} | \tilde{\varPhi}_z | j^{(\ell)} \rangle \frac{d}{d\tilde{\varPhi}_z} \langle \tilde{\varPhi}_z | j^{(\ell)} \rangle.$$  \hspace{1cm} (F5)

A nice property of this function is that it is Lipschitz continuous and hence Levy’s lemma can be applied.

Lemma 2 (Lipschitz constant). A Lipschitz constant for $f_{ij}$ is $\eta = 2(2k - 1)$.

Proof. Let $\tilde{\varPhi}$ be an element of $\mathbb{S}^{2d-1}$. Then, $|\varPhi\rangle = |\mathbb{I} i\mathbb{I} \cdot \tilde{\varPhi}\rangle$ is a normalized state in $\mathbb{C}^d$, where $\mathbb{I}$ denotes the $d \times d$ identity matrix. Here, we are using a mix of bra-ket notation and ordinary vector notation, where the latter is reserved for real-valued vectors. Shortly, we also use the notation $\emptyset$ for the $d \times d$ matrix of all zeros. Since our $f_{ij}$ is differentiable, we can choose any $\eta$ such that

$$\eta \geq \left\| \frac{d}{d\tilde{\varPhi}} f_{ij} (|\varPhi\rangle) \right\|_2,$$  \hspace{1cm} (F7)

where here, as above, $|\varPhi\rangle = |\mathbb{I} i\mathbb{I} \cdot \tilde{\varPhi}\rangle$. We have

$$\left\| \frac{d}{d\tilde{\varPhi}} f_{ij} (|\varPhi\rangle) \right\|_2 \leq \sum_{\ell=1}^{k} \sum_{z \in \{0,1\}^N} \frac{\Pi_{\ell \neq \ell'} \langle i^{(\ell')} | \tilde{\varPhi}_z | j^{(\ell')} \rangle \frac{d}{d\tilde{\varPhi}_z} \langle \tilde{\varPhi}_z | j^{(\ell')} \rangle}{\langle \tilde{\varPhi}_z | \tilde{\varPhi}_z \rangle^{2k}}$$

$$+ (k - 1) \left\| \frac{d}{d\tilde{\varPhi}} f_{ij} (|\varPhi\rangle) \right\|_2$$

$$\leq \sum_{\ell=1}^{k} \sum_{z \in \{0,1\}^N} \frac{\Pi_{\ell \neq \ell'} \langle i^{(\ell')} | \tilde{\varPhi}_z | j^{(\ell')} \rangle \frac{d}{d\tilde{\varPhi}_z} \langle \tilde{\varPhi}_z | j^{(\ell')} \rangle}{\langle \tilde{\varPhi}_z | \tilde{\varPhi}_z \rangle^{2k}}$$

$$+ 2(k - 1) \left\| \frac{d}{d\tilde{\varPhi}_z} f_{ij} (|\varPhi\rangle) \right\|_2.$$  \hspace{1cm} (F8)
where we simply explicitly evaluate the derivatives and use the triangle inequality for the 2-norm. Let us bound each of the terms on the right-hand side in turn. For the first one, defining $M_{\ell'}^+ = |\langle \ell' | (j^{(\ell')}) \rangle | \pm |\langle \ell' | (j^{(\ell')}) \rangle |$, we have

$$\left\| \sum_{\ell' = 1}^{k} \sum_{z \in \{0,1\}^N} \frac{\prod_{\ell' \neq \ell} \langle \ell | (j^{(\ell')}) \rangle \langle \ell' | (j^{(\ell')}) \rangle}{\langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle} \sigma_{\ell'}^{(\ell')} \cdot \langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle \right\|_2$$

$$= \left\| \sum_{\ell' = 1}^{k} \sum_{z \in \{0,1\}^N} \frac{\prod_{\ell' \neq \ell} \langle \ell | (j^{(\ell')}) \rangle \langle \ell' | (j^{(\ell')}) \rangle}{\langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle} \left( \begin{bmatrix} M_{\ell'}^+ & -i M_{\ell'}^- \\ iM_{\ell'}^- & M_{\ell'}^+ \end{bmatrix} \right) \otimes |z\rangle \langle z|_B \right\|_2 \cdot \sigma_{\ell'}^{(\ell')} \cdot \langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle \right\|_2.$$  \hspace{1cm} \text{(F9)}

Writing $b_{\ell',x} = (\prod_{\ell' \neq \ell} \langle \ell | (j^{(\ell')}) \rangle \langle \ell' | (j^{(\ell')}) \rangle)/(\langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle)$ and $M_{\ell'} = \begin{bmatrix} M_{\ell'}^+ & -i M_{\ell'}^- \\ iM_{\ell'}^- & M_{\ell'}^+ \end{bmatrix}$, the above evaluates to

$$\left( \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} |b_{\ell',x}| \cdot b_{\ell,\ell'} \langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle \right)^{1/2} \leq \left( \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} |b_{\ell',x}| \cdot b_{\ell,\ell'} \langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle \right)^{1/2},$$  \hspace{1cm} \text{(F10)}

where $|A| := \sqrt{A^TA}$. But since

$$|b_{\ell',x}| = \left\| \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} \left( |j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \right) \cdot \left( |j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \right)^* \right\|_2 \leq 1,$$

Eq. (F10) is less than or equal to

$$\left( \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} \langle j^{(\ell')}(\Phi) | (j^{(\ell')}(\Phi))^{k-1} \rangle \cdot \left( M_{p'}^+ M_{\ell'} \otimes |z\rangle \langle z|_B \right) \right)^{1/2} \leq \left( \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} \left( M_{p'}^+ M_{\ell'} \right)^\infty \right)^{1/2} \cdot \left( \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} \left( M_{p'}^+ M_{\ell'} \right)^\infty \right)^{1/2} \leq \left( \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} \left( M_{p'}^+ M_{\ell'} \right)^\infty \right)^{1/2} \cdot \left( \sum_{\ell',p' = 1}^{k} \sum_{z \in \{0,1\}^N} \left( M_{p'}^+ M_{\ell'} \right)^\infty \right)^{1/2} \leq 2k. \hspace{1cm} \text{(F11)}$$

Since $\|M_{p'}^+ M_{\ell'}\|_{\infty} \leq \|M_{p'}^\infty\| \cdot \|M_{\ell'}\|_{\infty} \leq 4$, the above is $\leq 2k$.

Now, we bound the term in the last line of Eq. (F8). Letting $c_z = (\prod_{\ell = 1}^{k} \langle \ell | (j^{(\ell)}) \rangle \langle \ell' | (j^{(\ell')}) \rangle)/(\langle \ell | (j^{(\ell)}) \rangle \langle \ell' | (j^{(\ell')}) \rangle)^k$, the term can be written as

$$2(k - 1) \left( \sum_{z \in \{0,1\}^N} |c_z|^2 \langle \ell | (j^{(\ell)}) \rangle \cdot \left( \begin{bmatrix} P_z & 0 \\ 0 & P_z \end{bmatrix} \right) \cdot \langle \ell | (j^{(\ell)}) \rangle \right)^{1/2}.$$  \hspace{1cm} \text{(F12)}

Using the bound

$$|c_z| = \left\| \sum_{\ell = 1}^{k} \langle \ell | (j^{(\ell)}) \rangle \cdot \left( \langle \ell | (j^{(\ell)}) \rangle \langle \ell | (j^{(\ell)}) \rangle \right) \right\|_2 \leq \left\| \sum_{\ell = 1}^{k} \langle \ell | (j^{(\ell)}) \rangle \cdot \left( \langle \ell | (j^{(\ell)}) \rangle \langle \ell | (j^{(\ell)}) \rangle \right) \right\|_2 = 1,$$

we can upper bound Eq. (F12) by

$$2(k - 1) \left( \sum_{z \in \{0,1\}^N} \langle \ell | (j^{(\ell)}) \rangle \cdot \left( \begin{bmatrix} P_z & 0 \\ 0 & P_z \end{bmatrix} \right) \cdot \langle \ell | (j^{(\ell)}) \rangle \right)^{1/2} = 2(k - 1) \left( \sum_{z \in \{0,1\}^N} \langle \ell | (j^{(\ell)}) \rangle \cdot \left( \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \otimes P_z \right) \cdot \langle \ell | (j^{(\ell)}) \rangle \right)^{1/2} = 2(k - 1). \hspace{1cm} \text{(F13)}$$
Lemma 3 (Expectation-value identity). We have the identity

\[ \mathbb{E}_{\Phi \sim \text{Haar}(d)} \left[ \sum_{z \in \{0,1\}^N_B} \frac{(|\Phi_z\rangle \langle \Phi_z|)^{\otimes k}}{(\Phi_z|\Phi_2)^k - 1} \right] = \mathbb{E}_{\Psi \sim \text{Haar}(d_A)} \left[ (|\Psi\rangle \langle \Psi|)^{\otimes k} \right]. \]  

(F15)

Therefore, the expectation of \( f_{ij} \) is given by

\[ \mathbb{E}_{\Phi \sim \text{Haar}(d)} \left[ f_{ij} (|\Phi\rangle) \right] = \langle i | \mathbb{E}_{\Psi \sim \text{Haar}(d_A)} \left[ (|\Psi\rangle \langle \Psi|)^{\otimes k} \right] | j \rangle. \]  

(F16)

Proof. Observe that

\[ \frac{(|\Phi_z\rangle \langle \Phi_z|)^{\otimes k}}{(\Phi_z|\Phi_2)^k - 1} = (|\Phi_z\rangle \langle \Phi_z|)^{\otimes k} (\Phi_z|\Phi_2). \]  

(F17)

Furthermore, from a technical lemma given below, we have that \(|\Phi_z\rangle\) is independent from \((\Phi_z|\Phi_2)\). Using this fact and the linearity of expectation, we compute

\[ \mathbb{E}_{\Phi \sim \text{Haar}(d)} \left[ \sum_{z \in \{0,1\}^N_B} \frac{(|\Phi_z\rangle \langle \Phi_z|)^{\otimes k}}{(\Phi_z|\Phi_2)^k - 1} \right] = \sum_{z \in \{0,1\}^N_B} \mathbb{E}_{\Phi \sim \text{Haar}(d_A)} \left[ (|\Phi_z\rangle \langle \Phi_z|)^{\otimes k} \right] \mathbb{E}_{\Psi \sim \text{Haar}(d_A)} \left[ |\Phi_z\rangle \langle \Phi_z| \right] \]

\[ = \mathbb{E}_{\Psi \sim \text{Haar}(d_A)} \left[ (|\Psi\rangle \langle \Psi|)^{\otimes k} \right] \left( \sum_{z \in \{0,1\}^N_B} \frac{1}{d_B} \right), \]  

(F18)

as desired.

During the evaluation of the expectation value, we use a property that the normalized state \(|\Phi_z\rangle\langle \Phi_z|\) and the corresponding probability \(p_z\) are independent random variables. This is proven in the following lemma.

Lemma 4. If \(|\Phi\rangle\) is a Haar-random state on \(\mathcal{H}\), then the random variables \(|\Phi_z\rangle\langle \Phi_z|\) and \(p_z\) are independent.

Proof. Define the map \(\mathcal{P}_z(|\Phi\rangle) := \langle \Phi | P_z | \Phi \rangle\) and let \(\mathcal{R}_z\) be the map taking \(|\Phi\rangle\) to the normalized state \(|\Phi_z\rangle\):

\[ \mathcal{R}_z(|\Phi\rangle) := \text{tr}_B((\mathbb{I}_A \otimes |z\rangle \langle z|_B) \cdot |\Phi\rangle \langle \Phi|)/\mathcal{P}_z(|\Phi\rangle). \]  

(F19)

Let \(U_A\) be a Haar-random unitary operator on \(\mathcal{H}_A\) and let \(U = U_A \otimes \mathbb{I}_B\). Because \(U\) is unitary and \(|\Phi\rangle\) is Haar random, the state \(|U\Phi\rangle\) is also Haar random. Also note that
Proof of Theorem 1.

Let us consider the function \( \mathcal{P}_z(U|\Phi) = \mathcal{P}_z(|\Phi|) \), \( \mathcal{R}_z(U|\Phi) = U_A\mathcal{R}_z(|\Phi|)U_A^\dagger \), where the equivalence is in the sense of random variables. Therefore, for any functions \( F \) and \( G \),

\[
\mathbb{E}_{\Phi \sim \text{Haar}(d)} [F(\mathcal{R}_z(|\Phi|)) G(\mathcal{P}_z(|\Phi|))] = \mathbb{E}_{\Phi \sim \text{Haar}(d)} [F(\mathcal{R}_z(U|\Phi))) G(\mathcal{P}_z(|\Phi|))] = \mathbb{E}_{\Phi \sim \text{Haar}(d)} [F(U_A\mathcal{R}_z(|\Phi|)U_A^\dagger) G(\mathcal{P}_z(|\Phi|))]
\]

\[
= \mathbb{E}_{\Phi \sim \text{Haar}(d)} [F(|\Phi|) \mathcal{P}_z(|\Phi|)] \mathbb{E}_{\Phi \sim \text{Haar}(d)} [G(\mathcal{P}_z(|\Phi|))].
\]

(F21)

To pass from the second line to the third, we use the fact that for any state \(|\Psi\rangle\) on \( \mathcal{H}_A \), the state \( U_A|\Psi\rangle \) is an independent Haar-random state on \( \mathcal{H}_A \). This shows that \( \mathcal{R}_z(|\Phi|) \) and \( \mathcal{P}_z(|\Phi|) \) are independent, as desired. 

With the above lemmas, we now proceed with the proof of Theorem 1.

Proof of Theorem 1.. Let us consider the function \( f_{ij}(|\Phi|) \) defined in Eq. (F5). Because we have bound the Lipschitz constant \( \eta \leq 4k - 2 \), we can leverage Levy’s lemma given in Lemma 1 to obtain

\[
\text{Prob}_{\Phi \sim \text{Haar}(d)} \left[ f_{ij}(|\Phi|) - \mathbb{E}_{\Phi \sim \text{Haar}(d)} [f_{ij}(|\Phi|)] \right] \geq \varepsilon \leq 2 \exp \left( -\frac{d \varepsilon^2}{18\pi^3(2k-1)} \right).
\]

(F22)

Performing a union bound and rescaling \( \varepsilon \rightarrow \varepsilon/d_A^k \), we have

\[
\text{Prob}_{\Phi \sim \text{Haar}(d)} \left[ f_{ij}(|\Phi|) - \mathbb{E}_{\Phi \sim \text{Haar}(d)} [f_{ij}(|\Phi|)] \right] \geq \frac{\varepsilon}{d_A^k}, \text{ for some } i, j \leq 2d_A^{2k} \exp \left( -\frac{d \varepsilon^2}{18\pi^3(2k-1)d_A^{4k}} \right).
\]

(F23)

By comparing with the definition of \( f_{ij} \) in Eq. (F5) and using Lemma 3 to obtain the expectation value of \( f_{ij} \), the above is equivalent to the following concentration inequality:

\[
\text{Prob}_{\Phi \sim \text{Haar}(d)} \left[ \sum_{z \in \{0,1\}^{d_B}} \frac{\langle \Phi_z \rangle \langle \Phi_z \rangle^\dagger}{\langle \Phi_z \rangle^\dagger \langle \Phi_z \rangle} \right] \geq \varepsilon \leq 2d_A^{2k} \exp \left( -\frac{d \varepsilon^2}{18\pi^3(2k-1)d_A^{4k}} \right),
\]

(F24)

where \( \|A\|_{\text{entrywise}, 1} = \sum_{i,j} |A_{ij}| \). Finally, using \( \|A\|_{\text{entrywise}, 1} \geq \|A\|_1 \) and applying Lemma 3, we find that

\[
\text{Prob}_{\Phi \sim \text{Haar}(d)} \left[ \sum_{z \in \{0,1\}^{d_B}} \frac{\langle \Phi_z \rangle \langle \Phi_z \rangle^\dagger}{\langle \Phi_z \rangle^\dagger \langle \Phi_z \rangle} \right] \geq \varepsilon \leq 2d_A^{2k} \exp \left( -\frac{d_B \varepsilon^2}{18\pi^3(2k-1)d_A^{4k}} \right).
\]

(F25)

We can see that if we have

\[
d_B \geq \frac{18\pi^3(2k-1)d_A^{4k}}{\varepsilon^2} (2k \log(d_A) + \log(2/\delta)),
\]

(F26)

then the ensemble \( \mathcal{E}_{\Phi,A} \) forms an \( \varepsilon \)-approximate \( t \)-design with probability at least \( 1 - \delta \). Recall that \( d_A = 2^{N_A}, d_B = 2^{N_B} \); hence taking a logarithm on both side of the above condition gives rise to

\[
N_B = \Omega \left( kN_A + \log \left( \frac{1}{\varepsilon} \right) + \log \log \left( \frac{1}{\delta} \right) \right),
\]

(F27)

which is the result stated in the main text.
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3. Proof of Theorem 2

For convenience, we restate Theorem 2 in the following.

**Theorem 3 (Restatement of Theorem 2).** Let |Ψ⟩ be a state chosen from an ensemble on ℋ that forms an ε'-approximate k'-design. Then the projected ensemble E_{A,W} forms an ε-approximate k-design with probability at least 1 − δ if

\[ N_B = \Omega \left( kN_A + \log \left( \frac{1}{\delta} \right) \right), \quad (F28) \]

\[ k' = \Omega \left( k \left( N_B + \log \left( \frac{1}{\delta} \right) \right) \right), \quad (F29) \]

\[ \log \left( \frac{1}{\delta} \right) = \Omega \left( kN_B \left( N_B + \log \left( \frac{1}{\delta} \right) \right) \right), \quad (F30) \]

\[ N_A = \Omega \left( \log (N_B) + \log(k) + \log \left( \frac{1}{\delta} \right) \right). \quad (F31) \]

In the following subsections, we begin with a discussion of a generalized Levy’s lemma that provides sharper concentration for quadratic functions. We then give a general structure of the proof and provide the detailed proof of several technical lemmas afterward.

### a. Higher-order concentration

In the proof of Theorem 1, Levy’s lemma plays a crucial role in establishing the desired statement. Levy’s lemma tells us about a sharp concentration when the random variables are sampled from a high-dimensional sphere. We continue to utilize concentration on high-dimensional spheres for the proof of Theorem 2. However, the original statement of Levy’s lemma does not provide good bounds for Theorem 2. We instead make use of a higher-order variant of Levy’s lemma. In this section, we recall a higher-order variant of Levy’s lemma that has been established in Ref. [50] and use it to provide a simple proof of a concentration inequality for the quantity \( \langle \Phi_1 | \Phi_2 \rangle \). The higher-order concentration results provided in Ref. [50] are a useful tool for obtaining concentration inequalities for polynomial functions on measures satisfying a log-Sobolev inequality and may prove useful in other problems arising in quantum information theory. For this work, we only need the following result from Ref. [50].

**Theorem 4 (Theorem 1.13 in [50]).** Let \( f \) be a \( C^2 \)-smooth function on an open neighborhood of the sphere \( S^{N-1} \) with \( \int_{S^{N-1}} f \, d\sigma_{N-1} = 0 \). If

\[ \int_{S^{N-1}} \| \nabla f \|_2^2 \, d\sigma_{N-1} \leq \frac{1}{N} \]  

and \( \| \text{Hess} f (\theta) \|_\infty \leq 1 \) for all \( \theta \in S^{N-1} \), then

\[ \int_{S^{N-1}} \exp((N - 1) |f|/(8e)) \, d\sigma_{N-1} \leq 2. \]  

As a corollary, we obtain the following result for quadratic forms.

**Corollary 1 (Concentration for quadratic forms).** Let \( Q : \mathbb{R}^N \rightarrow \mathbb{R}^N \) be a linear map satisfying \( \| Q \|_2 \leq 1/2 \) and \( \| Q \|_\infty \leq 1/2 \) and let

\[ q_0 = \int_{S^{N-1}} \theta^T Q \theta \, d\sigma_{N-1}(\theta). \]

Then,

\[ \int_{S^{N-1}} \exp((N - 1)(\theta^T Q \theta - q_0)/(8e)) \, d\sigma_{N-1} \leq 2. \]  

**Proof.** Let \( f(x) = x^T Q x - a_0 \). Then, \( \nabla f(x) = 2Qx \), so

\[ \int_{S^{N-1}} \| \nabla f \|_2^2 \, d\sigma_{N-1} = 4 \int_{S^{N-1}} \theta^T Q^T Q \theta \, d\sigma_{N-1}(\theta). \]  

Let \( \{u_j\}_{j=1}^N \) be an orthonormal basis of eigenvectors of \( Q^T Q \) with eigenvalues \( \lambda_j^2 \). Then, the latter integral is equal to

\[ 4 \sum_{j} \lambda_j^2 \int_{S^{N-1}} (\theta \cdot u_j)^2 \, d\sigma_{N-1}(\theta) = \frac{4}{N} \sum_{j} \lambda_j^2 = 4N^{-1} \| Q \|_2^2. \]  

If \( \| Q \|_2 \leq 1/2 \), then \( f \) satisfies the condition given in Eq. (F32). Moreover, \( \text{Hess} f = 2Q \), so \( \| \text{Hess} f \|_\infty = 2 \| Q \|_\infty \). We can therefore apply Theorem 4 to \( f \) to obtain (F34).

We only need to use Corollary (1) in the case in which \( Q \) is an orthogonal projection.

**Corollary 2 (Concentration for quadratic forms with projectors).** Let \( V \subset \mathbb{R}^N \) be a subspace of \( \mathbb{R}^N \) with dimension \( m \) and let \( P_V \) be the orthogonal projection onto \( V \). Then,

\[ \mathbb{E}_{\theta \sim S^{N-1}} \left[ \exp \left( \frac{(N - 1) \| P_V \theta \|_2^2 - m/N}{8e \sqrt{2m}} \right) \right] \leq 2 \]  

and, in particular, for \( \theta \) sampled uniformly from the sphere,

\[ \text{Prob}_{\theta \sim S^{N-1}} \left[ \| P_V \theta \|_2^2 - m/N \geq \delta \right] \leq 2 \exp \left( - \frac{1}{8e \sqrt{2}} (N - 1)m^{-1/2} \delta \right). \]  

**Proof.** Observe that \( \| P_V \|_2^2 = m \) and \( \| P_V \|_\infty = 1 \), so the operator \( (2m)^{-1/2} P_V \) satisfies the conditions of Corollary...
tion of polynomial function $H_1$, from which Eq. (F37) follows. Then Eq. (F38) follows from Markov’s inequality applied to Eq. (F37).

Specializing to the case in which $|\Phi\rangle$ is a Haar-random quantum state on $\mathcal{H}$ and $P_\nu$ is the projector $P_\nu = |\bar{z}\rangle\langle z|$, we deduce an exponential concentration inequality for $\langle \Phi|\bar{\varphi}\rangle$.

**Corollary 3 (Concentration for probability in a projected ensemble).** We have the bound

$$\Pr_{\Phi \sim \text{Haar}(d)} \left[ |\langle \Phi|\bar{\varphi}\rangle - \frac{1}{d_B}| \geq \delta \right] \leq 2 \exp \left( - \frac{1}{8\varepsilon^2} d_A^{1/2} d_B \delta \right).$$

**F39**

**b. General structure of the proof**

The proof is based on the idea of modulating the target expression, which is a rational function, with a high-degree polynomial to form a polynomial function. More precisely, we are interested in the following two functions:

$$A(|\Phi\rangle) = \sum_{z \in [0,1]^N_B} \frac{|\langle \Phi|\bar{\varphi}|z\rangle|^k}{\langle \Phi|\bar{\varphi}|\Phi\rangle^{k-1}},$$

**F40**

$$B(|\Phi\rangle) = \sum_{z \in [0,1]^N_B} \frac{|\langle \Phi|\bar{\varphi}|z\rangle|^k}{\langle \Phi|\bar{\varphi}|\Phi\rangle^{k-1}} \times \left(1 - \left(1 - \left(\frac{d_B}{r}\langle \Phi|\bar{\varphi}|\Phi\rangle\right)^{2(k-1)}\right)^b\right),$$

**F41**

where $r, b > 0$ are parameters for tuning the approximation of polynomial function $B(|\Phi\rangle)$ to the target expression $A(|\Phi\rangle)$, which is a rational function. Because the 1 is cancelled in the binomial expansion

$$1 - \left(1 - \left(\frac{d_B}{r}\langle \Phi|\bar{\varphi}|\Phi\rangle\right)^{2(k-1)}\right)^b = \sum_{p=1}^{b} \binom{b}{p} (-1)^p \left(\frac{d_B}{r}\langle \Phi|\bar{\varphi}|\Phi\rangle\right)^{2(k-1)p},$$

**F42**

it is not hard to see that $B(|\Phi\rangle)$ is indeed a polynomial function in the real and imaginary parts of $|\Phi\rangle$.

We consider $|\Phi\rangle$ to be sampled from an $(\nu', k')$-design. We use the basic Markov inequality to bound the concentration. A higher-order concentration inequality can also be used but would require $k'$ to be higher. The central quantity in Markov inequality is the expectation value of the error

$$\Pr_{\Phi \sim (\nu', k') \text{-design}} \left[ |A(|\Phi\rangle) - \frac{1}{d_B} A(|\Phi\rangle)| \leq \varepsilon \right] \leq \frac{1}{\varepsilon^2} d_A^{1/2} d_B \delta.$$
polynomial function that turns expectations over designs into expectations over the Haar measure:

\[
\mathbb{E}_{(e', k')} \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_1
\leq \sqrt{\mathbb{E}_{(e', k')} d_{A}^2 \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_2^2} \tag{F50}
\]

\[
\leq \sqrt{\mathbb{E}_{\text{Haar}} d_{A}^2 \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_2^2 + \epsilon' \times E_2}. \tag{F51}
\]

The first line follows from the relation between the 1-norm and the 2-norm. The second line applies Jensen’s inequality. The third line follows from the observation that \(d_{A}^2 \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_2^2\) is a polynomial function in \(|\Phi\rangle\). Therefore, we can turn the expectation over a quantum state design to one over the Haar measure, which incurs a small error of \(\epsilon' \times E_2\). The exact expression of \(E_2\) is given in Lemma 7. We now upper bound \(\mathbb{E}_{\text{Haar}} \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_2^2\) by turning \(B(|\Phi\rangle)\) back into \(A(|\Phi\rangle)\) and incurring an additional error:

\[
\mathbb{E}_{\text{Haar}} \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_1^2 \leq 2 \mathbb{E}_{\text{Haar}} \left\| B(|\Phi\rangle) \right\|_2^2 - A(|\Phi\rangle) \right\|_2^2 + 2 \mathbb{E}_{\text{Haar}} \left\| A(|\Phi\rangle) \right\|_2^2 \tag{F52}
\]

\[
\leq 2 \mathbb{E}_{\text{Haar}} \left\| B(|\Phi\rangle) - A(|\Phi\rangle) \right\|_1^2 + 2 \mathbb{E}_{\text{Haar}} \left\| A(|\Phi\rangle) \right\|_2^2 \tag{F53}
\]

\[
\leq 2 \mathbb{E}_{\text{Haar}} \left\| B(|\Phi\rangle) - A(|\Phi\rangle) \right\|-- \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_2^2 \tag{F54}
\]

\[
\leq 2 \mathbb{E}_{\text{Haar}} R(|\Phi\rangle)^2 + 2 \mathbb{E}_{\text{Haar}} \left\| A(|\Phi\rangle) \right\|_2^2 \tag{F55}
\]

The first line follows from the triangle inequality and \((a + b)^2 \leq 2(a^2 + b^2), \forall a, b \in \mathbb{R}\). The second line follows from the relation between the 1-norm and 2-norm. The third line uses the inequality given in Eq. (F46), which is proved in Lemma 5. We can now combine Eqs. (F45), (F49), (F52), and (F55) to find

\[
\mathbb{E}_{\Phi \sim (e', k')} \left\| A(|\Phi\rangle) - \mathbb{E}_{\Psi \sim \text{Haar}} A(|\Psi\rangle) \right\|_1 \leq \mathbb{E}_{\text{Haar}} R(|\Phi\rangle) + \epsilon' \times E_1 + \sqrt{2 \mathbb{E}_{\text{Haar}} R(|\Phi\rangle)^2 + 2 \mathbb{E}_{\text{Haar}} \left\| A(|\Phi\rangle) \right\|_2^2} + \epsilon' \times E_2. \tag{F56}
\]

In Lemma 8, we give upper bounds for \(\mathbb{E}_{\text{Haar}} R(|\Phi\rangle)\) and \(\mathbb{E}_{\text{Haar}} R(|\Phi\rangle)^2\). Lemma 8 is the key to Theorem 2. The goodness of fit of the polynomial approximation \(B(|\Phi\rangle)\) to the target expression \(A(|\Phi\rangle)\) is reflected in upper bound of \(\mathbb{E}_{\text{Haar}} R(|\Phi\rangle)\) and \(\mathbb{E}_{\text{Haar}} R(|\Phi\rangle)^2\). By changing the polynomial approximation, one may likely obtain an improved statement of Theorem 2. We leave open the choice of the optimal polynomial approximation and focus mainly on the simple and tractable polynomial approximation given in Eq. (F41). The upper bounds for \(\mathbb{E}_{\text{Haar}} R(|\Phi\rangle)\) and \(\mathbb{E}_{\text{Haar}} R(|\Phi\rangle)^2\) rely on the higher-order variant of Levy’s lemma given in Sec. F3a. In Lemma 9, we obtain an upper bound on \(\mathbb{E}_{\text{Haar}} \left\| A(|\Phi\rangle) - \mathbb{E}_{\text{Haar}} A(|\Phi\rangle) \right\|_2^2\). Along with Lemma 6 that bounds \(\epsilon' E_1\) and Lemma 7 that bounds \(\epsilon' E_2\), we can show that for any \(\epsilon > 0\), as long as we choose \(r = 2\) and \(b\) to be an even integer with

\[
b = \Omega \left( N_A + \log(1/\epsilon) \right), \tag{F57}
\]

\[
N_A = \Omega \left( \log(N_B) + \log(k) + \log \log(1/\epsilon) \right), \tag{F58}
\]

\[
k' = \Omega \left( bk \right), \tag{F59}
\]

\[
\log(1/\epsilon') = \Omega \left( \log(1/\epsilon) + k(bN_B + \log k + N_A) \right), \tag{F60}
\]

\[
N_B = \Omega \left( kN_A + \log \left( \frac{1}{\epsilon} \right) \right), \tag{F61}
\]

\[
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\]
If $b$ is even, then

$$\varepsilon' \times E_1 \leq \varepsilon, \quad \varepsilon' \times E_2 \leq \varepsilon^2,$$

(F63)

$$\mathbb{E}_{\text{Haar}} R((\Phi)) \leq \varepsilon, \quad \mathbb{E}_{\text{Haar}} R((\Phi))^2 \leq \varepsilon^2,$$

(F64)

$$\mathbb{E}_{\text{Haar}} \left\| \mathbb{E}_{\psi \sim \text{Haar}} A((\Phi)) - \mathbb{E}_{\psi \sim \text{Haar}} A((\Psi)) \right\|_2 \leq \varepsilon^2.$$

(F65)

Together with Markov’s inequality, we have the following concentration result:

$$\Pr_{\Phi \sim (\varepsilon', k')\text{-design}} \left[ \mathbb{E}_{\psi \sim \text{Haar}} \left\| A((\Phi)) - \mathbb{E}_{\psi \sim \text{Haar}} A((\Psi)) \right\|_1 \geq \tilde{\varepsilon} \right] \leq \frac{2\tilde{\varepsilon} + \sqrt{5}\varepsilon^2}{\tilde{\varepsilon}} = 5 \frac{\varepsilon}{\tilde{\varepsilon}}$$

(F66)

for any $\varepsilon, \tilde{\varepsilon} > 0$. Using Lemma 3 established in the proof of Theorem 1, we have

$$\mathbb{E}_{\psi \sim \text{Haar}} A((\Psi)) = \mathbb{E}_{\psi \sim \text{Haar}(d_k)} \left[ \left( \langle \psi | \langle \psi \rangle \right)^{\otimes k} \right].$$

(F67)

Therefore, the projected ensemble of a randomly sample state $|\Phi\rangle$ forms an $(\varepsilon, k)$-design on the local subsystem with dimension $d_A = 2^N_k$ under probability at least $1 - \delta$ as long as the following conditions hold:

$$N_B = \Omega \left( kN_A + \log \left( \frac{1}{\varepsilon \delta} \right) \right),$$

(F68)

$$k' = \Omega \left( k \left( N_B + \log \left( \frac{1}{\varepsilon \delta} \right) \right) \right),$$

(F69)

$$\log(1/\varepsilon') = \Omega \left( kN_B + \log \left( \frac{1}{\varepsilon \delta} \right) \right),$$

(F70)

$$N_A = \Omega \left( \log(N_B) + \log(k) + \log \left( \frac{1}{\varepsilon \delta} \right) \right).$$

(F71)

This concludes the proof of Theorem 2.

**c. Technical lemmas**

**Lemma 5 (Error bound on polynomial approximation).**

*If $b$ is even, then $\| A(|\Phi\rangle) - B(|\Phi\rangle) \|_1 \leq R(|\Phi\rangle).$*

**Proof:** Recall the following definitions:

$$A(|\Phi\rangle) = \sum_{z \in \{0,1\}^N_B} \frac{\widetilde{|\Phi_2\rangle\langle\Phi_2|}^{\otimes k}}{\langle \Phi_2 | \Phi_2 \rangle^{k-1}},$$

(F72)

$$B(|\Phi\rangle) = \sum_{z \in \{0,1\}^N_B} \frac{\widetilde{|\Phi_2\rangle\langle\Phi_2|}^{\otimes k}}{\langle \Phi_2 | \Phi_2 \rangle^{k-1}} \left( 1 - \left( \frac{d_B}{r} \langle \Phi_2 | \Phi_2 \rangle^{2(k-1)} \right)^b \right),$$

(F73)

$$R(|\Phi\rangle) = \sum_{z \in \{0,1\}^N_B} \langle \Phi_2 | \Phi_2 \rangle \left( 1 - \left( \frac{d_B}{r} \langle \Phi_2 | \Phi_2 \rangle^{2(k-1)} \right)^b \right).$$

(F74)

We note the definition of trace norm $\| \cdot \|_1$ for Hermitian matrices:

$$\| \mathcal{X} \|_1 = \sup_{O: \|O\|_{1}\leq 1} \text{tr}(OX).$$

(F75)

Hence, we have

$$\| A(|\Phi\rangle) - B(|\Phi\rangle) \|_1 = \sup_{O: \|O\|_{1}\leq 1} \text{tr}(O \sum_{z \in \{0,1\}^N_B} \frac{\widetilde{|\Phi_2\rangle\langle\Phi_2|}^{\otimes k}}{\langle \Phi_2 | \Phi_2 \rangle^{k-1}} \left( 1 - \left( \frac{d_B}{r} \langle \Phi_2 | \Phi_2 \rangle^{2(k-1)} \right)^b \right))$$

(F76)

$$= \sup_{O: \|O\|_{1}\leq 1} \text{tr}(O \sum_{z \in \{0,1\}^N_B} \langle \Phi_2 | \Phi_2 \rangle^{k-1} \left( 1 - \left( \frac{d_B}{r} \langle \Phi_2 | \Phi_2 \rangle^{2(k-1)} \right)^b \right))$$

(F77)

$$\leq \sup_{O: \|O\|_{1}\leq 1} \sum_{z \in \{0,1\}^N_B} \langle \Phi_2 | \Phi_2 \rangle^{k-1} \left( 1 - \left( \frac{d_B}{r} \langle \Phi_2 | \Phi_2 \rangle^{2(k-1)} \right)^b \right)$$

(F78)

$$= R(|\Phi\rangle).$$

(F79)

This concludes the proof.

**Lemma 6 (Quantum state design on the error bound).**

*For $k' \geq 2b(k - 1) + 1$, we have

$$\mathbb{E}_{(\varepsilon', k')\text{-design}} \mathbb{E}_{\text{Haar}} R(|\Phi\rangle) \leq \mathbb{E}_{\text{Haar}} R(|\Phi\rangle) + \varepsilon' E_1,$$

as long as $\varepsilon' E_1 \leq \frac{1}{2}.$*
where the error term is given by

\[ E_1 = \left(1 + \left(\frac{d_B}{r}\right)^{2(k-1)}\right)^b. \]  

(F81)

In particular, if we choose \( r = 2 \leq d_B \) and recall that \( d_B = 2^{N_B} \), then for any \( \varepsilon > 0 \) as long as

\[ k' = \Omega(bk), \]  

(F82)

\[ \log(1/\varepsilon') = \Omega(\log(1/\varepsilon) + bkN_B), \]  

(F83)

we have the following upper bound on the error term: \( \varepsilon' E_1 \leq \varepsilon \).

Proof. Letting \( M_{zz} = I_A \otimes |z\rangle\langle z| \), for \( k' \geq \ell \), we have

\[
\begin{align*}
\left| \sum_{z \in \{0,1\}^N_B} & \mathbb{E}_{\text{design}} (\widetilde{\Phi}_2 |\widetilde{\Phi}_2)^\ell - \sum_{z \in \{0,1\}^N_B} \mathbb{E}_{\text{Haar}} (\widetilde{\Phi}_2 |\widetilde{\Phi}_2)^\ell \right| \\
= \left| \text{tr} \left( \mathbb{1}^{\otimes(k'-\ell)} \otimes \sum_{z \in \{0,1\}^N_B} M_{zz}^{\otimes \ell} \right) \right| \\
\leq & \left| \sum_{z \in \{0,1\}^N_B} M_{zz}^{\otimes \ell} \right| \left| \mathbb{E}_{\text{Haar}} (|\Phi\rangle \langle \Phi|)^{\otimes k'} - \mathbb{E}_{\text{design}} (|\Phi\rangle \langle \Phi|)^{\otimes k'} \right| \\
\leq & \varepsilon'.
\end{align*}
\]

(F84)

where in the last inequality we use \( \left| \mathbb{1}^{\otimes(k'-\ell)} \otimes \sum_{z \in \{0,1\}^N_B} M_{zz}^{\otimes \ell} \right|_\infty = 1 \). Upon examining Eq. (F47), we see that for \( k' \geq 2b(k-1)+1 \), we can leverage (F84) to achieve

\[
\mathbb{E}_{\text{(design)}} R(|\Phi\rangle) \leq \mathbb{E}_{\text{Haar}} R(|\Phi\rangle) + \varepsilon' \left(1 + \left(\frac{d_B}{r}\right)^{2(k-1)}\right)^b,
\]

(F85)

which is the desired bound.

Lemma 7 (Quantum state design on the polynomial approximation). For \( k' \geq 4b(k-1)+2 \),

\[
\mathbb{E}_{\text{(design)}} d_A^k \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi\sim\text{Haar}} [A(|\Psi\rangle)] \right\|_2^2 \leq \mathbb{E}_{\text{Haar}} d_A^k \left\| B(|\Phi\rangle) - \mathbb{E}_{\Psi\sim\text{Haar}} [A(|\Psi\rangle)] \right\|_2^2 + \varepsilon'E_2,
\]

(F86)

where the error term is given by

\[
E_2 = \left(2k! \left[-1 + \left(1 + \left(\frac{d_B}{r}\right)^{2(k-1)}\right)^b\right] + d_A^k \left[-1 + \left(1 + \left(\frac{d_B}{r}\right)^{2(k-1)}\right)^b\right]^2 \right).
\]

(F87)

In particular, if we choose \( r = 2 \leq d_B \) and recall that \( d_B = 2^{N_B} \), then for any \( \varepsilon > 0 \) as long as

\[ k' = \Omega(bk), \]  

(F88)

\[ \log(1/\varepsilon') = \Omega(\log(1/\varepsilon) + k(bN_B + \log k + N_A)), \]  

(F89)

we have the following upper bound on the error term: \( \varepsilon'E_2 \leq \varepsilon^2 \).
Proof: Recall from Lemma 3 that

\[
E_{\Psi \sim \text{Haar}(d)} \left[ A(|\Psi\rangle) \right] = E_{\Phi \sim \text{Haar}(d_A)} \langle \Phi | \Phi \rangle^{\otimes k} = \frac{\Pi_{d,k}}{d_A + k - 1}
\]  
(F90)

where in the last line, \( \Pi_{d,k} \) is the projector onto the symmetric subspace of \( \mathcal{H}_A^{\otimes k} \). Then, we can write \( \|B(\Phi) - E_{\Psi \sim \text{Haar}}[A(|\Psi\rangle)]\|_2^2 \) as

\[
\left\| B(\Phi) - E_{\Psi \sim \text{Haar}}[A(|\Psi\rangle)] \right\|_2^2 = \text{tr}(B(\Phi)^2) - \frac{2 \text{tr}(B(\Phi))}{d_A + k - 1} + \frac{1}{d_A + k - 1}.
\]  
(F91)

Using Eq. (F84), we have for \( k' \geq 2(bk - 1) + 1 \) that

\[
d_k^{k'} \frac{E}{(e',k') \text{design}} \left( \frac{2 \text{tr}(B(\Phi))}{d_A + k - 1} \right) \leq d_k^{k'} \frac{E}{\text{Haar}} \left( \frac{2 \text{tr}(B(\Phi))}{d_A + k - 1} \right) + \epsilon' \cdot 2k! \left[ -1 + \left( 1 + \frac{d_B}{r} \right)^{2(k-1)} \right].
\]  
(F92)

To obtain a similar bound on \( d_k^{k'} \frac{E}{(e',k') \text{design}} \text{tr}(B(\Phi)^2) \), we need the following generalization of the inequality in (F84). Letting \( M_{yz} = 1_A \otimes |y\rangle \langle z| \), for \( k' \geq 2(p + q) \) we have

\[
\left\| \sum_{y, z \in \{0,1\}^{KB}} (|\Phi_2|\langle \Phi_2 |)^{z} (|\Phi_2|\langle \Phi_2 |)^{y} - \sum_{y, z \in \{0,1\}^{KB}} E_{\text{Haar}} (|\Phi_2|\langle \Phi_2 |)^{z} (|\Phi_2|\langle \Phi_2 |)^{y} \right\|_1 \leq \epsilon'.
\]  
(F93)

where we use that \( 1 \otimes (k'-2(p+q)) \otimes \sum_{y, z \in \{0,1\}^{KB}} M_{y_1z_1}^{y} \otimes M_{y_2z_2}^{y} \otimes M_{y_3z_3}^{y} \otimes M_{y_4z_4}^{y} \|_1 = 1. \) Using Eq. (F93), for \( k' \geq 2k + 2(2b - 1)(k - 1) = 4b(k - 1) + 2 \), we have

\[
d_k^{k'} \frac{E}{(e',k') \text{design}} \text{tr}(B(\Phi)^2) \leq d_k^{k'} \frac{E}{\text{Haar}} \text{tr}(B(\Phi)^2) + \epsilon' \cdot d_k^{k'} \left[ -1 + \left( 1 + \frac{d_B}{r} \right)^{2(k-1)} \right].
\]  
(F94)

Putting together Eqs. (F92) and (F94), we arrive at

\[
\left\| \frac{E}{(e',k') \text{design}} B(|\Phi\rangle) - E_{\Psi \sim \text{Haar}}[A(|\Psi\rangle)] \right\|_2^2 \leq d_k^{k'} \frac{E}{\text{Haar}} \left\| B(\Phi) - E_{\Psi \sim \text{Haar}}[A(|\Psi\rangle)] \right\|_2^2 + \epsilon' \left( 2k! \left[ -1 + \left( 1 + \frac{d_B}{r} \right)^{2(k-1)} \right] \right) + d_k^{k'} \left[ -1 + \left( 1 + \frac{d_B}{r} \right)^{2(k-1)} \right]^2.
\]  
(F95)

for \( k' \geq 4b(k - 1) + 2 \) as claimed.
Lemma 8 (Moment bounds on error function). For $k \geq 2, r = 1, b$ even, and $d_A^{1/4} \geq 8k - 6$,

$$
\mathbb{E}_{\text{Haar}} R(\Phi) \leq \frac{d_B}{2^b} + 2d_B^{2b(k-1)+2} \exp \left( - \frac{1}{8e \sqrt{2}} d_A^{1/4} \right),
$$

(F96)

$$
\mathbb{E}_{\text{Haar}} R(\Phi)^2 \leq \frac{d_B^2}{2^b} + 2d_B^{4b(k-1)+3} \exp \left( - \frac{1}{8e \sqrt{2}} d_A^{1/4} \right).
$$

(F97)

In particular, if we fix an $\epsilon > 0$ and recall that $d_A = 2^N_A, d_B = 2^N_B$, then as long as

$$
b = \Omega (N_B + \log(1/\epsilon)),$$

(F98)

$$
N_A = \Omega (\log(N_B) + \log(k) + \log \log(1/\epsilon)),$$

(F99)

we have the following moment bounds on the error function:

$$
\mathbb{E}_{\text{Haar}} R(\Phi) \leq \epsilon,
$$

(F100)

$$
\mathbb{E}_{\text{Haar}} R(\Phi)^2 \leq \epsilon^2.
$$

(F101)

Proof: Recall the following definitions with $r = 1$:

$$
R(\Phi) = \sum_{z \in \{0,1\}^{N_B}} \langle \Phi \hat{\Phi} \rangle \left( 1 - (d_B \langle \Phi \hat{\Phi} \rangle)^{2(k-1)} \right)^b.
$$

(F102)

We note that $\langle \Phi \hat{\Phi} \rangle \in [0,1]$ and we define an associated function

$$
\gamma(s) = s \left( 1 - (d_B s)^{2(k-1)} \right)^b, \forall s \in [0,1].
$$

(F103)

For $s \in [(1 - 1/d_A^{1/4})/d_B, (1 + 1/d_A^{1/4})/d_B]$, we can see that $\gamma(s) \geq 0$ because $b$ is even. We now proceed to upper bound $\gamma(s)$ in this domain. We have the following bound based on the condition that $s \leq (1 + 1/d_A^{1/4})/d_B$:

$$
(d_B s)^{2(k-1)} - 1 \leq \left( 1 + \frac{1}{d_A^{1/4}} \right)^{2(k-1)} - 1 \leq \frac{2(k-1)/d_A^{1/4}}{1 - (2k - 3)/d_A^{1/4}} \leq \frac{4(k-1)}{d_A^{1/4}}.
$$

(F104)

The first inequality follows from the monotonicity of $(d_B s)^{2(k-1)} - 1$. The second inequality follows from the fact that $(1 + x)^n \leq 1 + nx/(1 - (n - 1)x), \forall x \in [-1, 1/(n - 1)], n > 1$. The third inequality uses the condition that $d_A \geq 8k - 6 \geq 2(2k - 3)$. We can also obtain another bound using $s \geq (1 - 1/d_A^{1/4})/d_B$,

$$
1 - (d_B s)^{2(k-1)} \leq \frac{2(k-1)}{d_A^{1/4}},
$$

(F105)

which follows from the fact that $(1 + x)^n \geq 1 + nx, \forall x \geq -1, n \geq 1$. Together, we have $\forall s \in [(1 - 1/d_A^{1/4})/d_B, (1 + 1/d_A^{1/4})/d_B]$, that the function $\gamma(s)$ is bounded as follows:

$$
|\gamma(s)| \leq |(d_B s)^{2(k-1)} - 1|^b \leq \left( \frac{4(k-1)}{d_A^{1/4}} \right)^b \leq \frac{1}{2^b}.
$$

(F106)

The second inequality uses the fact that $d_A^{1/4} \geq 8k - 6 \geq 8(k - 1)$. If the variable $s$ is not within that domain but is in $[0,1]$, we have

$$
|\gamma(s)| \leq d_B^{2b(k-1)}.
$$

(F107)

We consider the event $G$ such that

$$
\langle \bar{\Phi}_z \bar{\Phi} \rangle \in \left[ \frac{1 - 1/d_A^{1/4}}{d_B}, \frac{1 + 1/d_A^{1/4}}{d_B} \right], \forall z \in \{0,1\}^{N_B},
$$

(F108)

which is equivalent to the event that

$$
\left| \langle \bar{\Phi}_z \bar{\Phi} \rangle - \frac{1}{d_B} \right| \leq \frac{1}{d_A^{1/4}d_B}, \forall z \in \{0,1\}^{N_B}.
$$

(F109)

We now utilize the concentration result given in Corollary 3,

$$
\text{Prob}_{\Phi \sim \text{Haar}(d)} \left[ \left| \langle \bar{\Phi}_z \bar{\Phi} \rangle - \frac{1}{d_B} \right| \geq \delta \right] \leq 2 \exp \left( - \frac{1}{8e \sqrt{2}} d_A^{1/2} d_B \delta \right),
$$

(F110)

to derive the probability upper bound for the complement of the event $G$

$$
\text{Prob}_{\Phi \sim \text{Haar}(d)}[ G \text{ did not happen }]
\leq 2d_B \exp \left( - \frac{1}{8e \sqrt{2}} d_A^{1/4} \right),
$$

(F111)

which is obtained by taking the union bound. We can now proceed to upper bound the first and second moments of $R(\Phi)$ by noting that $R(\Phi) = \sum_{z \in \{0,1\}^{N_B}} \gamma(\langle \bar{\Phi}_z \bar{\Phi} \rangle)$.
When the event $G$ happens, we can use Eq. (F106) to obtain
\[ |R(\Phi)| \leq \frac{d_B}{2^b}. \] (F112)

If the event $G$ did not happen, then using Eq. (F107), we have
\[ |R(\Phi)| \leq d_B^{2b(k-1)+1}. \] (F113)

Together, for both $m = 1, 2$, we have
\[
\mathbb{E}_{\text{Haar}} \left[ R(\Phi)^m \right] \leq \left( \frac{d_B}{2^b} \right)^m \text{Prob}_{\Phi \sim \text{Haar}}(G \text{ happened})
\]
\[
+ d_B^{m(2b(k-1)+1)} \text{Prob}_{\Phi \sim \text{Haar}}(G \text{ did not happen})
\]
\[ \leq \frac{d_B^{m}}{2^{bm}} + 2d_B^{m(2b(k-1)+1)+1} \exp \left( - \frac{1}{8e\sqrt{2}} d_A^{1/4} \right), \] (F116)

where the last inequality uses the concentration result given in Eq. (F111). The asymptotic bounds can be obtained from the above result under suitable choices of the parameters given in the statement of this lemma.

**Lemma 9 (Second-moment bound for projected ensemble from Haar measure).**

\[
\mathbb{E}_{\Phi \sim \text{Haar}} \left[ \left\| A(\Phi) - \mathbb{E}_{\Psi \sim \text{Haar}}[A(\Psi)] \right\|^2 \right] \leq 36\pi^3(2k-1)(d_A^{d_A/4}/d_B).
\] (F117)

In particular, recalling that $d_A = 2^{N_A}$, $d_B = 2^{N_B}$, then for any $\varepsilon > 0$, as long as
\[ N_B = \Omega \left( kN_A + \log \left( \frac{1}{\varepsilon} \right) \right), \] (F118)
we have the upper bound
\[ \mathbb{E}_{\Phi \sim \text{Haar}} \left[ \left\| A(\Phi) - \mathbb{E}_{\Psi \sim \text{Haar}}[A(\Psi)] \right\|^2 \right] \leq \varepsilon^2. \] (F119)

**Proof.** Note that Eq. (F25) implies that
\[
\text{Prob}_{\Phi \sim \text{Haar}}\left( \left\| A(\Phi) - \mathbb{E}_{\Psi \sim \text{Haar}}[A(\Psi)] \right\| \geq y \right) \leq 2d_A^2 \exp \left( - \frac{d_B y}{18\pi^2(2k-1)d_A^{1/4}} \right).
\] (F120)

Then, we can use the fact that $\mathbb{E}[X] = \int_0^\infty dx \text{Prob}[X \geq x]$ for any positive random variable $X$ to obtain
\[
\mathbb{E}_{\Phi \sim \text{Haar}} \left[ \left\| A(\Phi) - \mathbb{E}_{\Psi \sim \text{Haar}}[A(\Psi)] \right\|^2 \right] \leq \int_{-\infty}^{\infty} dy \text{Prob}_{\Phi \sim \text{Haar}}(\|A(\Phi)\| \geq y)
\]
\[ \leq \int_0^\infty dy \exp \left( - \frac{d_B y}{18\pi^2(2k-1)d_A^{1/4}} \right), \] (F123)
\[ \leq 36\pi^3(2k-1)(d_A^{d_A/4}/d_B), \] (F124)

which establishes the bound.

---
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