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Abstract. We propose a mean-field optimal control problem for the parameter identification of a given pattern. The cost functional is based on the Wasserstein distance between the probability measures of the modeled and the desired patterns. The first-order optimality conditions corresponding to the optimal control problem are derived using a Lagrangian approach on the mean-field level. Based on these conditions we propose a gradient descent method to identify relevant parameters such as angle of rotation and force scaling which may be spatially inhomogeneous. We discretize the first-order optimality conditions in order to employ the algorithm on the particle level. Moreover, we prove a rate for the convergence of the controls as the number of particles used for the discretization tends to infinity. Numerical results for the spatially homogeneous case demonstrate the feasibility of the approach.

1. Introduction

In the past years, interacting particle or agent systems have been widely used to model collective behavior in biology, sociology and economics. Among the many examples of applications are biological phenomena such as animal herding or flocking [7, 8, 13], cell movement [18], as well as sociological and economical processes like opinion formation [15], pedestrian flow dynamics [6, 27], price formation [4], robotics [26] and data science [22].

Most of these models start from interacting particle systems and encode ‘first principles’ of biological, social or economical interactions, inspired by Newtonian physics with its classical dynamical systems of first or second order. A key feature is the formation of global patterns even if the agents only interact with each other at a local scale. These patterns include consensus, polarisation and clustering. The qualitative results on pattern formation has been achieved by intensive studies of the limit for infinitely many particles.

Interacting particle models have been extended to include control actions. The control of the dynamics has recently become an active research area [1, 9, 12, 17, 24, 25, 28]. The impact of the control on pattern formation has been studied both on the level of agents as well as in the mean-field limit, and has been applied successfully to a wide range of applications including traffic flow [20] and herds of animals [7, 8].

While optimal control has mainly been studied for isotropic interacting particle models such as the Cucker-Smale model [24], this paper focuses on control actions for a class of agent-based models with anisotropic interaction forces. For a large number \( N \) of interacting cells with positions \( x_j = x_j(t) \in \mathbb{R}^2 \), \( j = 1, \ldots, N \), at time \( t \) and interaction forces \( G \), we consider models of the form

\[
\frac{dx_j}{dt} = \frac{1}{N} \sum_{k=1 \atop k \neq j}^{N} G(x_j - x_k, T(x_j)),
\]

equipped with initial data \( x_j(0) = x_j^{\text{in}}, j = 1, \ldots, N \), for given \( x_j^{\text{in}} \in \mathbb{R}^2 \), \( j = 1, \ldots, N \). Here, \( T \) denotes an underlying tensor field influencing the interaction force \( F \) in addition to the distance vector \( x_j - x_k \). This tensor field is responsible for anisotropic pattern formation and [1] can be regarded as a prototype for understanding complex phenomena in nature. An example of this class of models is the Kücken-Champod model [5, 23] describing the formation of fingerprint patterns based on the interaction of \( N \) cells. The interacting particle model [1] has been studied in [5, 10, 11, 14]. In particular, the particles align in line patterns. For spatially homogeneous \( T \), the stationary solution is given by straight line patterns, while for general \( T \), more complex line patterns are observed in numerical simulations as stationary solutions.
Fingerprint identification algorithms are of great importance in forensic science and are increasingly used in biometric applications. Due to data protection and privacy regulations, many of these algorithms are usually developed based on realistic synthetic fingerprint images which motivates the simulation of realistic patterns based on biological models. Using particle models like (1), fingerprint patterns can be produced as stationary solution where the adjustment of one of the model parameters is related to the distances between the fingerprint lines. The motivation of this paper is to produce patterns with desired features, such as certain angles of rotation or scalings. We therefore propose to consider an optimal control problem constrained by (1). This allows us to estimate the model parameters for a given desirable stationary pattern. In this framework, we focus on the estimation of the angle of rotation of the pattern and the strength of the interaction force at each point of the given domain. The spatially inhomogeneous control problem considered here is an inverse problem and can be regarded as the first step towards modeling complex fingerprint patterns with specific features in the future.

The cost functional used for the parameter identification measures the Wasserstein distance of the current states and the desired states and penalizes parameter settings that are too far from some given reference states. The algorithm proposed for the numerical simulations is based on projected gradient descent methods, where the gradient is computed using an adjoint approach. The first-order optimality conditions, required for evaluating the gradient, are derived with the help of a Lagrangian ansatz, similar to the one in [7]. Choosing the first-optimize-then-discretize approach pays off in the numerical implementation. In fact, we can use different time discretizations for the forward and the adjoint solver. This allows us to save a lot of effort, as the forward solver is implemented with an explicit Euler scheme and the linear and stiff adjoint system is solved implicitly.

The main novelties of our approach are the modeling of a spatially inhomogeneous mean-field optimal control problem with periodic boundary conditions, and the treatment of the Wasserstein cost. The latter is, in particular, challenging from the numerical point of view. We show some simulation results on the particle level to demonstrate the feasibility of our approach and show a rate for the convergence of the controls as the number of cells tends to infinity.

This paper is organised as follows. In Section 2, we introduce the mean-field model and the considered spatially inhomogeneous optimal control problem in the macroscopic setting. The first-order optimality conditions are derived in Section 3. In Section 4, we derive the discrete optimal control problem and the first-order optimality conditions by discretizing the forward and adjoint models. We also show the convergence of the discrete optimal control problem. The derived discretizations of the problem form the basis for our numerical schemes and we describe the resulting algorithm in Section 5. Numerical simulation results for the spatially homogeneous case are shown in Section 6 before we conclude the paper in Section 7.

2. Description of the problem

In this section, we introduce an interacting particle model on the torus that includes control actions. Starting from (1), we introduce the considered interaction forces first, then we pass to the continuum model and formulate the optimal control problem.

2.1. Interaction forces. For formulating an optimal control problem, we introduce spatially inhomogeneous interaction forces depending on a control variable \( u \). We introduce a Hilbert space \( \mathcal{H}(\mathbb{R}^2) \) of real-valued functions on \( \mathbb{R}^2 \) and require that it is continuously embedded in \( L^\infty(\mathbb{R}^2) \) and \( C^0(\mathbb{R}^2) \). An example for \( \mathcal{H}(\mathbb{R}^2) \) is given by the Sobolev space \( H^2(\mathbb{R}^2) \) which is continuously embedded in \( L^\infty(\mathbb{R}^2) \) and \( C^0(\mathbb{R}^2) \) in two dimensions. We define the space of controls as \( U = \mathcal{H}(\mathbb{R}^2) \times \mathcal{H}(\mathbb{R}^2) \) and consider controls \( u = (\theta, \eta) \in U \) with \( \theta \in \mathcal{H}(\mathbb{R}^2) \) and \( \eta \in \mathcal{H}(\mathbb{R}^2) \). To introduce a control in (1), we replace the force \( G \) depending on \( T \) in (1) by a force \( F \) depending on a control \( u \in U \). This results in an interacting particle model of the form

\[
\frac{dx_j}{dt} = \frac{1}{N} \sum_{k=1}^{N} F(x_j - x_k, u(x_j)).
\]
A typical aspect of aggregation models is the competition of social interactions (repulsion and attraction) between particles and thus we assume that the force $F$ is of the form

$$F(d = d(x, y), u(x)) = F_A(d, u(x)) + F_R(d, u(x)), \quad \text{where } d = d(x, y) = x - y. \quad \text{Here, } F_R(d, u(x)) \text{ denotes the repulsion force that a particle at location } y \text{ exerts on particle at location } x \text{ subject to the control parameter } u(x), \text{ and } F_A \text{ is the attraction force a particle at location } y \text{ exerts on particle at location } x, \text{ again subject to the control parameter } u(x). \text{ We assume that } F_R \text{ and } F_A \text{ are of the form}

$$F_R(d = d(x, y), u(x)) = \eta(x) f_R(\eta(x)|d|)d$$

and

$$F_A(d = d(x, y), u(x)) = \eta(x) f_A(\eta(x)|d|)R_{\theta(x)}^\top d,$$

where the spatially inhomogeneous control parameter $u(x)$ is defined as $u(x) = (\theta(x), \eta(x))$. Here, we consider $\chi \in [0, 1]$ and radially symmetric coefficient functions $f_R$ and $f_A$, where, again, $d = d(x, y) = x - y \in \mathbb{R}^2$. The rotation matrix $R_{\theta(x)}$ is defined as

$$R_{\theta(x)} = \begin{pmatrix} \cos(\theta(x)) & -\sin(\theta(x)) \\ \sin(\theta(x)) & \cos(\theta(x)) \end{pmatrix}.$$ 

The unusual form of the attraction force $F_A$ is motivated by $[5, 10, 11, 14, 23]$ where the direction of the interaction force depends on a spatially homogeneous or inhomogeneous tensor field $T = T(x)$ with

$$T(x) := \chi s(x) \otimes s(x) + l(x) \otimes l(x) \in \mathbb{R}^{2,2}$$

for orthonormal vector fields $s = s(x)$ and $l = l(x) \in \mathbb{R}^2$. Writing $s, l$ in polar coordinates results in

$$s(x) = (-\sin(\theta(x)), \cos(\theta(x))), \quad l(x) = (\cos(\theta(x)), \sin(\theta(x)))$$

and the tensor field $T$ is given by

$$T(x) = R_{\theta(x)} \begin{pmatrix} 1 & 0 \\ 0 & \chi \end{pmatrix} R_{\theta(x)}^\top.$$ 

This expression occurs in the definition of the attraction force $F_A$ in $[5]$.

The parameter $\chi$ introduces an anisotropy to the force $F$ if $\chi < 1$. The force $F$ along $l(x) = (\cos(\theta(x)), \sin(\theta(x)))$ is independent of $\chi$ and we assume that $F$ is short-range repulsive, long-range attractive along $l$. This implies that $F$ is also short-range repulsive, long-range attractive along $s(x) = (-\sin(\theta(x)), \cos(\theta(x)))$ for $\chi = 1$, while for $\chi = 0$ the total force $F$ along $s$ is purely repulsive.

For the forces $F_R$ and $F_A$, we make the following assumption:

**Assumption 1.** We assume that the force coefficients $f_R$ and $f_A$ are bounded with

$$f_R(|d|) \to 0, \quad f_A(|d|) \to 0 \quad \text{as } |d| \to 0.5.$$

Further, $f_R, f_A$ are continuously differentiable, implying that the partial derivatives of $F_R$ and $F_A$ are bounded, i.e.,

$$\sup_{d \in \mathbb{R}^2} \left| \frac{\partial F_R}{\partial d} \right| < +\infty, \quad \sup_{d \in \mathbb{R}^2} \left| \frac{\partial F_A}{\partial d} \right| < +\infty$$

and

$$\sup_{\eta \in [\eta_{\min}, \eta_{\max}]} \left| \frac{\partial F_R}{\partial \eta} \right| < +\infty, \quad \sup_{\eta \in [\eta_{\min}, \eta_{\max}]} \left| \frac{\partial F_A}{\partial \eta} \right| < +\infty.$$

Note that these conditions are satisfied for the exponentially decaying force coefficients in $[5, 10, 11, 14, 23]$. The rather unusual assumption $[6]$ is considered to guarantee physically relevant forces through periodic extension on the torus which will be introduced in the following.

Motivated by the numerical simulations in $[5, 14]$, the aim of this work is to study $[2]$, $[2]$ on the torus and we consider $\Omega = \mathbb{T}^2 \subset \mathbb{R}^2$. Since the torus $\mathbb{T}^2$ can be associated with the unit square $[0, 1]^2$ with periodic boundary conditions, it is useful to consider periodically defined
forces for the associated discretized problems. Hence, we assume that 
\( \bar{F}: \mathbb{R}^2 \times U \to \mathbb{R}^2 \) is the periodic extension of some force \( F \), defined by
\[
(7) \quad \bar{F}(d + k, u(x)) = F(d, u(x)), \quad x \in \mathbb{R}^2, \quad d = d(x, y) \in [-0.5, 0.5]^2, \quad k \in \mathbb{Z}^2,
\]
for any \( u \in U \), see [11] for more details. As the solutions are very sensitive to the scaling parameter \( \eta \), we restrict the space of controls \( U \) to the space of admissible controls \( U_{ad} \subset U \), defined as
\[
(8) \quad U_{ad} = \{ u = (\theta, \eta) \in U : \eta \in [\eta_{\min}, \eta_{\max}] \, \text{a.s.} \}
\]
for \( 0 < \eta_{\min} < \eta_{\max} \). The force \( F \) and its periodic extension \( \bar{F} \) are Lipschitz continuous with respect to their first variable with Lipschitz constant \( C_d \), i.e.
\[
|F(d, u(x)) - F(d, \bar{u}(x))| \leq C_d |u(x) - \bar{u}(x)|
\]
for all \( u \in U_{ad} \), where the Lipschitz constant \( C_d \) is independent of \( u = (\theta, \eta) \) due to the boundedness of \( \eta \). Clearly, the partial derivatives with respect to \( \theta \) are bounded and hence, due to Assumption [1] there exists a Lipschitz constant \( C_u \) such that
\[
|F(d, u(x)) - F(d, \bar{u}(x))| \leq C_u |u(x) - \bar{u}(x)|
\]
for all \( d \in \mathbb{R}^2 \).

2.2. **State model.** Before formulating the state model on \( \Omega = \mathbb{T}^2 \), we introduce our notation. Let \( \mathcal{P}(\Omega) \) denote the space of Borel probability measures on \( \Omega \). By \( \mathcal{P}_2(\Omega) \), we denote the space of Borel probability measures on \( \Omega \) with finite second moments, endowed with the 2-Wasserstein distance \( W_2 \), and by \( \mathcal{P}_2^c(\Omega) \subset \mathcal{P}_2(\Omega) \) we denote the space of Borel probability measures with finite second moments which are absolutely continuous with respect to the Lebesgue measure. For any map \( g: \Omega \to \mathbb{R}^2 \) and any measure \( \mu: \Omega \to \mathbb{R}^2 \) we denote by \( g_\#\mu: \mathbb{R}^2 \to [0, +\infty] \) the pushforward measure, defined by \( g_\#\mu(B) = \mu(g^{-1}(B)) \) for any Borel set \( B \subset \mathbb{R}^2 \). In the following, we consider the restriction of \( U \) to \( \Omega \), given by \( U = \mathcal{H}(\Omega) \times \mathcal{H}(\Omega) \) and \( U_{ad} \) as defined in [2].

Next, we formulate the state model. For this, we consider a control \( u = (\theta, \eta) \in U \), i.e. \( \theta(x) \in \mathbb{R} \) and \( \eta(x) \in \mathbb{R} \) for all \( x \in \mathbb{R}^2 \), and introduce the interacting particle model
\[
(9) \quad \frac{dx_j}{dt} = \frac{1}{N} \sum_{k=1}^{N} \bar{F}(x_j - x_k, u(x_j))
\]
for the periodic interaction force \( \bar{F} \) on the unit torus \( \Omega = \mathbb{T}^2 \subset \mathbb{R}^2 \). The associated continuum model on \( \Omega \) is given by
\[
(10) \quad \partial_t \rho(t, x) + \nabla_x \cdot \left[ \rho(t, x)(\bar{F}(\cdot, u(x)) \ast \rho(t, \cdot))(x) \right] = 0 \quad \text{in} \quad [0, T] \times \Omega
\]
for any \( T > 0 \) and is equipped with initial data
\[
\rho(0, \cdot) = \rho^\text{in} \quad \text{in} \quad \Omega
\]
for some given probability \( \rho^\text{in} \in \mathcal{P}(\Omega) \).

For \( \bar{F} \) and \( u \) given, [10] has a unique global (weak measure) solution \( \rho \in C([0, T], \mathcal{P}_2(\Omega)) \) for any \( T > 0 \) which can be shown as in [19] Thm 1.3.2. We refer to the weak solution of [10] at time \( T > 0 \) as the solution to the state problem and we often write \( \rho_t := \rho(t, \cdot) \) for the solution of [10] at time \( t \in [0, T] \). We assume that \( T > 0 \) is sufficiently large so that the weak solution to [10] at time \( T \) is close to the corresponding steady state \( \rho_\infty \) of [10] satisfying
\[
(11) \quad \rho_\infty(x)(\bar{F}(\cdot, u(x)) \ast \rho_\infty)(x) = 0, \quad (\bar{F}(\cdot, u(x)) \ast \rho_\infty)(x) = \int_{\Omega} \bar{F}(x - y, u(x))\rho_\infty(y) \, dy
\]
Provided \( \chi \geq 0 \) is chosen sufficiently small, patterns can be obtained as stationary solutions to [10] whose direction is controlled by the angle \( \theta(x) \) for \( x \in \Omega \). Since \( s(x) \) rotates anticlockwise as \( \theta(x) \) increases with \( s(x) = (0, 1) \) for \( \theta(x) = 0 \), \( \theta(x) \) is the angle between the direction of the stationary pattern at \( x \) and the vertical axis. Note that rotations \( \theta(x) + k\pi \) for any \( k \in \mathbb{Z} \) result in the same direction of the pattern at \( x \), implying that it is sufficient to consider \( \theta(x) \in [0, \pi] \) for \( x \in \Omega \). This can also be seen by the fact that we have
\[
F_A(d, (\theta(x), \eta(x))) = F_A(d, (\theta(x) + \pi, \eta(x)))
\]
for any \( \theta(x) \in [0, \pi] \) and hence also for its periodic extension.
The solution of the mean-field PDE (10) depends on the choice of initial data. In particular, this implies that the solution to (11) is not unique. For concentrated initial data, a single vertical line along \( s \) is expected as stationary solution, while for other initial data, more complex patterns may arise as stationary solution. The distance between those lines can be controlled by rescaling the total force which is controlled by the positive function \( \eta \).

**Remark 2.1.** The solution to (11) is not unique in general. To see this, note that any solution \( \rho_{ad} \) of (11) implies that \( \rho_{ad} + c \) for any constant \( c \in \mathbb{R} \) is also a solution to (11) since we have \( \int_{\Omega} F(x - y, u(x)) \, dy = 0 \) for any \( x \in \Omega \). To guarantee a unique solution, we consider an approximation of a stationary solution to (11) as the state problem, given by the solution to the anisotropic aggregation equation (10) after a sufficiently large time \( T > 0 \) for specific initial data.

**Remark 2.2.** The term \( (F(\cdot, u(x)) \ast \rho)(x) \) for \( \rho \in \mathcal{P}(\Omega) \) in the state problem (11) can be regarded as a macroscopic velocity field. We denote the space of Lipschitz continuous functions on \( \Omega \) by \( \text{Lip}(\Omega) \) and we write \( \langle \cdot, \cdot \rangle \) for the scalar product on \( \mathbb{R}^2 \). The velocity field \( v: \mathcal{P}(\Omega) \times U_{ad} \to \text{Lip}(\Omega), v(\rho, u)(x) = (F(\cdot, u(x)) \ast \rho)(x) \) satisfies

\[
\langle v(\rho, u)(x) - v(\rho, u)(y), x - y \rangle \leq C_v |x - y|^2,
\]

for all \( (\rho, u) \in \mathcal{P}(\Omega) \times U_{ad} \) where the Lipschitz constant \( C_v > 0 \) is independent of \( (\rho, u) \).

For any function \( g \) on \( \Omega \), we write \( \|g\|_\infty = \sup_{x \in \Omega} |g(x)| \) for the supremum norm and we have for any \( (\rho, u), (\bar{\rho}, \bar{u}) \in \mathcal{P}(\Omega) \times U_{ad} \):

\[
\|v(\rho, u) - v(\bar{\rho}, \bar{u})\|_\infty \leq \|v(\rho, u) - v(\bar{\rho}, u)\|_\infty + \|v(\rho, u) - v(\bar{\rho}, \bar{u})\|_\infty.
\]

Indeed, we have

\[
\|v(\rho, u) - v(\bar{\rho}, u)\|_\infty \leq C_v W_2(\rho, \bar{\rho})
\]

for some constant \( C_v > 0 \) and

\[
\|v(\bar{\rho}, u) - v(\bar{\rho}, \bar{u})\|_\infty \leq \|v(\rho, u) - v(\bar{\rho}, u)\|_\infty + \|v(\rho, u) - v(\bar{\rho}, \bar{u})\|_\infty.
\]

due to the continuous embedding of \( \mathcal{H}(\Omega) \) in \( L^\infty(\Omega) \). This implies

\[
W_2^2(\rho, \bar{\rho}) \leq W_2^2(\rho^{in}, \bar{\rho}^{in}) + b\|u - \bar{u}\|_\infty^2 + \exp(at)
\]

for all \( t \in [0, T] \), where we used again the continuous embedding of \( \mathcal{H}(\Omega) \) in \( L^\infty(\Omega) \). The proof is based on computing the derivative of \( W_2^2(\rho, \bar{\rho}) \) with respect to \( t \), estimates using the inequalities (12), (13), and the Gronwall inequality, see [2] for more details.

### 2.3. Optimal control problem in the macroscopic setting

With the state problem defined in (11), we can now formulate the associated optimal control problem. For \( F \) and \( u \) given, we identify the solution of the state problem as the weak solution of the macroscopic problem (10) at time \( T > 0 \) and denote it by \( \rho \) in the following. Given the distribution function \( \rho_{des} \in \mathcal{P}(\Omega) \) of a desired fingerprint pattern, the task at hand is to find the force field \( F \) characterized by \( u = (\theta, \eta) \) corresponding to the given density \( \rho_{des} \). This task can be regarded as an inverse problem which is mathematically formulated as an optimal control problem with a PDE constraint. We define the cost functional

\[
\mathcal{J}(\rho_T, u) = \frac{1}{2} W_2^2(\rho_T, \rho_{des}) + \frac{\lambda_1}{2} \|\theta - \theta_{ref}\|_{\mathcal{H}(\Omega)}^2 + \frac{\lambda_2}{2} \|\eta - \eta_{ref}\|_{\mathcal{H}(\Omega)}^2
\]

where \( \lambda_1, \lambda_2 > 0 \) are parameters, and \( \theta_{ref}, \eta_{ref} \in \mathcal{H}(\Omega) \) are given reference values. To summarize, we obtain:

**Problem 1.** Find \( u \in U_{ad} \) such that

\[
(\rho_T(u), u) = \arg\min_{\rho_T, u} \mathcal{J}(\rho_T, u) \quad \text{subject to} \quad (10).
\]
Considering the well-defined solution operator \( S : U \rightarrow \mathcal{P}(\Omega) \) with \( Su = \rho_T \) associated with the unique weak solution of (10), the optimization problem is then given by
\[
\min \tilde{J}(u)
\]
where \( \tilde{J} \) is defined by \( \tilde{J}(u) := J(Su, u) \) and is called the reduced cost functional.

3. First-order optimality conditions in the macroscopic setting

The main objective of this section is to derive the first-order optimality conditions (FOC) for the optimal control problem by using the Lagrangian approach based on Wasserstein calculus. The arguments of this section are similar to the ones in [7]. Since there exists a unique global (weak measure) solution \( \rho \in C([0, T], \mathcal{P}_2(\Omega)) \) of the mean-field PDE (10) for any \( u \in U \), we define the state operator
\[
\tilde{J}(\rho, u) := \min_{\rho, u} \left\{ J_1(\rho) + E(\rho, u)[\varphi] \right\}
\]
for every \( \varphi \in \mathcal{A} := C^1_0([0, T] \times \Omega) \). Further, let
\[
J_1(\rho) := \frac{1}{2} \mathbb{W}_2^2(\rho_T, \rho_{\text{des}}), \quad J_2(u) := \frac{\lambda_1}{2} \| \theta - \theta_{\text{ref}} \|_{H^1(\Omega)}^2, \quad J_3(u) := \frac{\lambda_2}{2} \| \eta - \eta_{\text{ref}} \|_{H^1(\Omega)}^2.
\]
Hence, we have \( J(\rho, u) = J_1(\rho) + J_2(u) + J_3(u) \). Since the functional \( J \) is not handy for deriving the first-order optimality conditions, we consider the extended Lagrangian \( I \) defined by
\[
\begin{align*}
\min_{(\rho, u)} I(\rho, u) &= \min_u \left\{ J_2(u) + J_3(u) + \max_{\varphi \in \mathcal{A}} \left\{ J_1(\rho) + E(\rho, u)[\varphi] \right\} \right\} = \min_u \left\{ J_2(u) + J_3(u) + \kappa(u) \right\},
\end{align*}
\]
with
\[
\kappa(u) = \max_{\varphi \in \mathcal{A}} \left\{ J_1(\rho) + E(\rho, u)[\varphi] \right\}.
\]
Note that \( E \) has the property \( \sup_{\varphi \in \mathcal{A}} E(\rho, u)[\varphi] \geq 0 \) as \( \varphi \equiv 0 \) implies \( E(\rho, u)[0] = 0 \) for every \( (\rho, u) \). Therefore, if \( E(\rho, u)[\varphi] > 0 \) for some \( \varphi \), the linearity in \( \varphi \) of \( E \) yields
\[
E(\rho, u)[a\varphi] = a E(\rho, u)[\varphi]
\]
for every \( a > 0 \) which shows that \( \sup_{\varphi \in \mathcal{A}} E(\rho, u)[\varphi] = +\infty \).

We say a pair \((\rho, u) \in C([0, T], \mathcal{P}_2(\Omega)) \times U\) is admissible if \( E(\rho, u)[\varphi] = 0 \) for all \( \varphi \in \mathcal{A} \). In the following, we derive a necessary condition for an admissible pair \((\rho, u)\) to be a stationary point. For this, we consider perturbations of the admissible pair \((\rho, u)\), given by an admissible perturbation \( u^\delta = u + \delta h \in U \) of \( u \) for \( \delta \geq 0 \) and \( h = (\theta, \eta) \in U \), and the associated \( \rho^\delta \in \mathcal{P}_2(\Omega) \) satisfying \( E(\rho^\delta, u^\delta)[\varphi] = 0 \) for all \( \varphi \in \mathcal{A} \). These conditions result in the following assumption:

**Assumption 2.** Let \((\rho, u)\) be an admissible pair and suppose that \( h \in U \). Suppose \( \tilde{\delta} > 0 \) is given such that for any \( 0 \leq \delta \leq \tilde{\delta} \) the perturbation \( u^\delta := u + \delta h \) satisfies

- \( u^\delta \) is an admissible control, i.e. \( u^\delta \in U \).
- There exists \( \rho^\delta \in C([0, T], \mathcal{P}_2(\Omega)) \) such that \( E(\rho^\delta, u^\delta)[\varphi] = 0 \) for all \( \varphi \in \mathcal{A} \).

For an admissible pair \((\rho, u)\) satisfying Assumption 2 we have
\[
\kappa(u^\delta) = \min_{\varphi \in \mathcal{A}} \left\{ J_1(\rho) + E(\rho, u^\delta)[\varphi] \right\} = J_1(\rho^\delta)
\]
and the directional derivative of \( G := J_2 + J_3 + \kappa \) at \( u \) along \( h \) is given by
\[
\lim_{\delta \to 0} \frac{G(u^\delta) - G(u)}{\delta} = \lim_{\delta \to 0} \frac{|J_1(\rho^\delta) - J_1(\rho)| + [J_2(u^\delta) - J_2(u)] + [J_3(u^\delta) - J_3(u)]}{\delta},
\]
which depends on the relationship between \( \rho^\delta \) and \( \rho \).

**Remark 3.1.** Using estimate (14), we obtain
\[
\mathbb{W}_2(\rho^\delta_T, \rho_T) \leq \sqrt{\delta} \|h\|_{\infty} \exp \left( \frac{aT}{2} \right)
\]
for any \( t \in [0, T] \). Hence, for \( t \in [0, T] \) given, the curve \([0, \infty) \ni \delta \mapsto \rho^\delta \in \mathcal{P}_2(\Omega)\) which starts from \( \rho^\delta_0 \) at \( \delta = 0 \) is absolutely continuous with respect to the 2-Wasserstein distance and there exists \( \psi_t \in L^2(\rho^0_t; \Omega) \) satisfying [2 Proposition 8.4.6]

\[
\lim_{\delta \to 0} W_2(\rho^\delta_0, (id + \delta \psi_t)\# \rho_t) = 0.
\]

Furthermore,

\[
W_2^2((id + \delta \psi_t)\# \rho_t, \rho_t) \leq \int_{\Omega \times \Omega} |x + \delta \psi_t(x) - x|^2 \, d\rho_t(x) = \delta^2 \int_{\Omega \times \Omega} |\psi_t(x)|^2 \, d\rho_t(x).
\]

In particular, we have that

\[
\limsup_{\delta \to 0} \frac{W_2(\rho^\delta_t, \rho_t)}{\delta} = \limsup_{\delta \to 0} \frac{W_2((id + \delta \psi_t)\# \rho_t, \rho_t)}{\delta} \leq \sqrt{\int_{\Omega \times \Omega} |\psi_t|^2 \, d\rho_t(x)}.
\]

In the following we establish an explicit relationship between the perturbations \( \psi_t \) and \( h \) as in [7 Thm 3.4]. Note that we omit the proofs of the following lemma and the theorem because they are very similar to the ones in the reference.

**Lemma 3.1.** Let \((\rho, u)\) be an admissible pair and let \( \delta > 0 \) sufficiently small, \( h \in U \) and \( u^\delta = u + \delta h \) such that

(i) \( u^\delta \in U \), and

(ii) there exists \( \rho^\delta \in \mathcal{C}([0, T], \mathcal{P}^ac_2(\Omega)) \) satisfying \( E(\rho^\delta, u^\delta) = 0 \).

Suppose that \( \psi \in \mathcal{C}^1((0, T) \times \Omega) \) with \( \psi_0 \equiv 0 \) satisfies

\[
\partial_t \psi_t + D\psi_t v(\rho_t, u) = \mathcal{K}(\rho_t, u)[\psi_t, h] \quad \text{for } \rho_t\text{-almost every } x \in \Omega,
\]

where \((t, x) \mapsto \mathcal{K}(\rho_t, u)[\psi_t, h](x)\) is a bounded Borel map satisfying

\[
\lim_{\delta \to 0} \int_0^T \int_{\Omega} \left| \frac{\partial_t \psi_t(x)}{\delta} \right|^2 \, dx \, dt = 0
\]

with \( \psi^\delta := (id + \delta \psi_t)\# \rho_t \). Then, (18) holds for this \( \psi \), i.e.

\[
\lim_{\delta \to 0} \frac{W_2(\mu^\delta_t, (id + \delta \psi_t)\# \mu_t)}{\delta} = 0.
\]

**Remark 3.2.** Note that for any \( h \in U \) we obtain by Taylor expansion:

\[
K(\rho, u)[\psi, h] = Dv(\rho, u)\psi - \int_{\Omega} \left(\nabla_x F\right)(\cdot, y, u)\psi(y) \, d\rho(y) = -\nabla_u v(\rho, u)h + O(\delta),
\]

and (19) may be written as

\[
\partial_t \psi_t + \{\psi_t, v(\rho_t, u)\} = -\int_{\Omega} \left(\nabla_x F\right)(\cdot, y, u)\psi_t(y) \, d\rho_t(y) = -\nabla_u v(\rho_t, u)h,
\]

where \( \{\cdot, \cdot\} \) denotes the Lie bracket given by \( \{\xi, \psi\} = (D\xi)\psi - (D\psi)\xi \) for vector fields \( \xi, \psi \).

The existence of \( \psi \in \mathcal{C}^0(0, T) \times \Omega) \) satisfying the assumptions of Lemma 3.1 is provided in the following statement.

**Theorem 3.1.** Suppose that the assumptions of Lemma 3.1 hold. For the velocity field \( v: \mathcal{P}_2(\Omega) \times U \to \text{Lip}_{\text{loc}}(\Omega) \) given by \( v(\rho, u)(x) = (F(\rho, u) + \rho)(x) \) there exists \( \mathcal{C}^0(0, T) \times \Omega) \) satisfying

\[
\partial_t \psi_t + D\psi_t v(\rho_t, u) = \mathcal{K}(\rho_t, u)[\psi_t, h] \quad \text{for } \rho_t\text{-almost every } (t, x) \in (0, T) \times \Omega,
\]

where \( \mathcal{K} \) is given by (21).

Now, we are able to state the first-order necessary condition for \((\rho, u)\) to be a stationary point. For this, the Gâteaux-derivatives of \( J_1, J_2 \) and \( J_3 \) in [17] are required. By [2 Proposition 8.5.2], we have

\[
\delta_{\rho} J_1(\rho_T)(x) = t_{\rho_T}^{\rho_{\text{des}}}(x) - x
\]

where \( t^{\rho_{\text{des}}}_{\rho_T}(x) \) is the unique optimal transport map from \( \rho_T \) to \( \rho_{\text{des}} \). For \( u = (\theta, \eta) \in U \) and \( h = (h_\theta, h_\eta) \in U \), we have

\[
d_J_2(u)[h] + d_J_3(u)[h] = \lambda_1(h_\theta, \theta - \theta_{\text{ref}})_{\mathcal{H}(\Omega)} + \lambda_2(h_\eta, \eta - \eta_{\text{ref}})_{\mathcal{H}(\Omega)}
\]
for the inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}(\Omega)}$ on $\mathcal{H}(\Omega)$ since the Gâteaux-derivatives are given by
\[
\frac{d||\theta - \theta_{ref}||_{\mathcal{H}(\Omega)}}{d\theta} |_{\theta = \theta_{ref}} = \left\langle h_{\theta}, \frac{\theta - \theta_{ref}}{||\theta - \theta_{ref}||_{\mathcal{H}(\Omega)}} \right\rangle_{\mathcal{H}(\Omega)} \quad \text{for} \quad \theta - \theta_{ref} \neq 0,
\]
\[
\frac{d||\eta - \eta_{ref}||_{\mathcal{H}(\Omega)}}{d\eta} |_{\eta = \eta_{ref}} = \left\langle h_{\eta}, \frac{\eta - \eta_{ref}}{||\eta - \eta_{ref}||_{\mathcal{H}(\Omega)}} \right\rangle_{\mathcal{H}(\Omega)} \quad \text{for} \quad \eta - \eta_{ref} \neq 0.
\]

**Theorem 3.2.** Let $(\bar{\rho}, \bar{u})$ be an optimal pair, $\mathcal{J}_1, \mathcal{J}_2, \mathcal{J}_3$ be Gâteaux-differentiable. Suppose that $h \in U$ and assume that there exists $\delta > 0$ such that for any $0 \leq \delta \leq \delta$ it holds $\bar{u} + \delta h \in U$.

Then,
\[
dJ_2(\bar{u})[h] + dJ_3(\bar{u})[h] + \int_{\Omega} (\delta_{\rho}, J_1(\bar{\rho}_T), \psi_T) d\bar{\rho}_T = \lim_{\delta \to 0} \frac{G(\bar{u} + \delta h) - G(\bar{u})}{\delta} = 0
\]
where $\mathcal{J}_1, \mathcal{J}_2, \mathcal{J}_3$ are defined in (22), (23) and $t \mapsto \psi_t \in L^2(\bar{\rho}_T)$ satisfies (19) with $\psi_0 = 0$. The optimality condition (24) together with (22) and (23) is implicit. In order to formulate an optimization algorithm, we derive an explicit form of the optimality conditions by computing the adjoint. Thus, to derive the adjoint-based first-order optimality system, we begin with the dual problem corresponding to (19). It can be obtained by testing (19) with a family of vector-valued measures $(m_t)_{t \in (0, T)}$ with $m_t \in \mathcal{P}(\Omega; \mathbb{R}^2)$, resulting in
\[
\int_0^T \int_{\Omega} \left( \partial_t \psi_t + D\psi_t v(\bar{\rho}_t, \bar{u}) - K(\bar{\rho}_t, \bar{u})[\psi_t, h] \right) \cdot dm_t dt = 0
\]
or equivalently
\[
\int_0^T \int_{\Omega} \left( \partial_t \psi_t + \{\psi_t, v(\bar{\rho}_t, \bar{u})\} + \langle \nabla_x \bar{F}(\cdot, \bar{u}) \psi_t(y) \rangle d\bar{\rho}_t(y) + \nabla_v(\bar{\rho}_t, \bar{u}) h \right) \cdot dm_t dt = 0.
\]
Integrating by parts and using $\psi_0 = 0$, we obtain
\[
\int_0^T \langle \partial_t m_t + \nabla \cdot (v(\bar{\rho}_t, \bar{u}) \otimes m_t) + \nabla v(\bar{\rho}_t, \bar{u}) m_t - \bar{\rho}_t \int_{\Omega} (\nabla_x \bar{F}(y, \cdot) \psi_t(y) \rangle dt
\]
\[
= \int_{\Omega} \psi_T \cdot dm_T + \int_0^T \int_{\Omega} \nabla_v(\bar{\rho}_t, \bar{u}) h \cdot dm_t dt.
\]
We choose $\bar{m}_t$ such that the dual problem
\[
\partial_t \bar{m}_t + \nabla \cdot (v(\bar{\rho}_t, \bar{u}) \otimes \bar{m}_t) + \nabla v(\bar{\rho}_t, \bar{u}) \bar{m}_t - \bar{\rho}_t \int_{\Omega} (\nabla_x \bar{F}(y, \cdot, \bar{u}) \psi_t(y) \rangle dt = 0
\]
subject to the terminal condition $\bar{m}_T = \bar{\rho}_T \delta_{\rho} J_1(\bar{\rho}_T)$. By using the optimality condition (24), we obtain
\[
- d\mathcal{J}_2(\bar{u})[h] - d\mathcal{J}_3(\bar{u})[h] + \int_0^T \int_{\Omega} \nabla_v(\bar{\rho}_t, \bar{u}) h \cdot d\bar{m}_t dt = 0
\]
for any $h \in U$. The optimality condition can be summarised as:

**Theorem 3.3.** A minimizing pair $(\bar{\rho}, \bar{u})$ satisfies the state problem
\[
\partial_t \bar{\rho}_t + \nabla \cdot (\bar{\rho}_t v(\bar{\rho}_t, \bar{u})) = 0
\]
subject to the initial condition $\bar{\rho}(0, \cdot) = \bar{\rho}_0 = \rho^0$, and the optimality condition
\[
d\mathcal{J}_2(\bar{u}) + d\mathcal{J}_3(\bar{u}) = \int_0^T \int_{\Omega} \nabla_v(\bar{\rho}_t, \bar{u}) \cdot dm_t dt,
\]
where $\bar{m}_t$ solves the adjoint equation given by
\[
\partial_t \bar{m}_t + \nabla \cdot (v(\bar{\rho}_t, \bar{u}) \otimes \bar{m}_t) + \nabla v(\bar{\rho}_t, \bar{u}) \bar{m}_t - \bar{\rho}_t \int_{\Omega} (\nabla_x \bar{F}(y, \cdot, \bar{u}) \psi_t(y) \rangle dt = 0
\]
subject to the terminal condition $\bar{m}_T = \bar{\rho}_T \delta_{\rho} J_1(\bar{\rho}_T)$.

4. Discretization of the optimality conditions

In this section, we formally derive the adjoints and the optimality conditions for the discrete optimal control problem. In addition, we introduce the discretised reduced cost functional and its gradient which are required for applying adjoint-based descent methods to solve the discretised control problems numerically.
4.1. Discrete adjoint system. We derive the discrete system in order to formulate an algorithm for numerical simulations. Note that the domain $\Omega = \mathbb{T}^2$ can be regarded as the unit square $[0,1]^2$ with periodic boundary conditions. First, we make an ansatz, similar to [7], to obtain an equation for the vector-valued adjoint variable. Indeed, assuming $|\bar{m}_t| \ll \bar{\rho}_t$ for every $t \in [0,T]$ yields the existence of a vector field $\bar{\xi}_t : \Omega \to \mathbb{R}^2$ such that $\bar{m}_t = \bar{\xi}_t \bar{\rho}_t$ where $\bar{\rho}_t$ is the weak solution to the state equation [10]. The dual problem allows us to obtain an equation for $\bar{\xi}_t$ given by

$$\partial_t \bar{\xi}_t + D\bar{\xi}_t v(\bar{\rho}_t, \bar{u}) = -\nabla v(\bar{\rho}_t, \bar{u}) \bar{\xi}_t + \int_{\Omega} (\nabla_{\bar{x}} \bar{F})(y - \cdot, \bar{u}) \xi_t(y) d\bar{\rho}_t(y),$$

implying that we can write the adjoint equation as

$$\partial_t \bar{\xi}_t + \nabla(v(\bar{\rho}_t, \bar{u}) \cdot \bar{\xi}_t) = \int_{\Omega} (\nabla_{\bar{x}} \bar{F})(y - \cdot, \bar{u}) \xi_t(y) d\bar{\rho}_t(y).$$

This PDE is equipped with the terminal condition $\bar{\xi}_T = \delta_\rho J_1(\bar{\rho}_T)$ where $\delta_\rho J_1(\bar{\rho}_T)(x) = t_{\bar{\rho}_T}^{\text{des}}(x) - x$ by [22]. Note that (26) has a unique solution $\xi \in C([0,T] \times \Omega)$ such that $\xi(t) \in \text{Lip}_b(\Omega)$ for $t \in [0,T]$. We omit the proof, as it is very similar to [7, Thm 3.10]. Using $\bar{m}_t = \bar{\xi}_t \bar{\rho}_t$, (25) can be written as

$$dJ_2(\bar{u}) + dJ_3(\bar{u}) = \int_0^T \int_{\Omega} \nabla_v v(\bar{\rho}_t, \bar{u}) \xi_t d\bar{\rho}_t dt$$

$$= \int_0^T \int_{\Omega} \int_{\Omega} \nabla_{\bar{x}} \bar{F}(x - y, \bar{u}(x)) \bar{\xi}_t(y) d\bar{\rho}_t(y) d\bar{\rho}_t(x) dt.$$

Now, we formally derive the associated optimality conditions on the particle level. For this, we consider the equation of characteristics for the mean-field PDE [10], given by

$$\frac{dx}{dt} = v(\rho^N, \bar{u}(x)) = \int_{\Omega} \bar{F}(x - y, \bar{u}(x)) d\rho^N(y)$$

with the empirical measure

$$\rho^N(t, x) = \frac{1}{N} \sum_{j=1}^N \delta_0(x - x_j(t))$$

of particle positions $x_i \in \mathbb{R}^2$, $i = 1, \ldots, N$. The periodicity of the boundary conditions in the macroscopic setting is mimicked in the discrete setting by considering periodic forces defined by [7]. We emphasize that this is crucial, as otherwise the same two particles may interact various times. For a given control $u \in U$, this leads to the particle system

$$\frac{dx_i}{dt} = \frac{1}{N} \sum_{j=1}^N \bar{F}(x_i - x_j, u(x_i)), \quad i = 1, \ldots, N,$$

subject to the initial conditions

$$x_i(0) = X_i, \quad i = 1, \ldots, N,$$

where $X_i \in \Omega$, $i = 1, \ldots, N$, are given independent realizations of random variables with law($X_i$) = $\rho_0$. Note that (28) is identical to [9].

We introduce adjoint variables $\xi_i = \xi(x_i) \in \mathbb{R}^2$, $i = 1, \ldots, N$, and the discrete adjoint system reads

$$\frac{d}{dt} \xi_i = \frac{1}{N} \sum_{j=1}^N \nabla_{x} \bar{F}(x_i - x_j, u(x_i)) \xi_i - \frac{1}{N} \sum_{j=1}^N \nabla_{x} \bar{F}(x_i - x_j, u(x_i)) \xi_j$$

with terminal condition $\xi_i(T) = \delta_\rho J_1(x_i(T)) = t_{\rho_T}^{\text{des}}(x_i(T)) - x_i(T)$.

4.2. First-order optimality conditions. We introduce the cost functional in the discrete setting. For this, we replace the probability measure $\rho_{\text{des}}$ by the empirical measure

$$\rho_N^{\text{des}} = \frac{1}{N} \sum_{i=1}^N \delta_{x_i^{\text{des}}},$$
where \( x^\text{des} \in \Omega, \ i = 1, \ldots, N, \) are assumed to be given. Then, the discrete analogue
\( J^N: \mathbb{R}^{2N} \times U \rightarrow \mathbb{R} \) to the cost functional (15) in the continuum setting is given by
\[
J^N((x_1(T), \ldots, x_N(T)), u)
\]
\[
= \frac{N}{2} W_2^2 \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i(T)}, \rho^\text{des}_x \right) + \frac{\lambda_1}{2} \| \theta - \theta_{\text{ref}} \|_\infty^2 + \frac{\lambda_2}{2} \| \eta - \eta_{\text{ref}} \|_\infty^2
\]
where \((\theta_{\text{ref}}, \eta_{\text{ref}}) \in U_{\text{ad}}\) is assumed to be given reference data.

**Remark 4.1.** Note that we rescale the first term of the cost functional by \( N \). This is necessary to have well-balanced terms in the discrete Lagrangian below, see (32). Indeed, as \( N \rightarrow \infty \) we obtain infinity many terms in the dual accounting for the constraint, whereas the Wasserstein distance has fixed order. This scaling is also reported in [31, 32].

Denoting \( x^N = (x_1, \ldots, x_N) \), the discrete optimal control problem is given by

**Problem 2.** For \( N \in \mathbb{N} \) fixed, find \( u^N \in U_{\text{ad}} \) such that
\[
(x^N(T), u^N) = \arg \min_{x^N(T), u^N} J^N(x^N(T), u^N) \quad \text{subject to} \quad (28),
\]
where \( x^N = x^N(u^N) \).

We define the state operator \( e^N \) by
\[
e^N(x, u) = \left( \frac{d}{dt} x(t) - \frac{1}{N} \left( \sum_{j=1}^{N} F(x_j(t) - x_j(t), u(x_i(t))) \right) \right)_{i=1}^{N}
\]
and the discrete state system (28)–(29) can be rewritten as \( e^N(x, u) = 0 \). Its weak formulation is given by
\[
\langle e^N(x, u), (\xi, \zeta) \rangle
\]
\[
= \int_0^T \left( \frac{d}{dt} x(t) - \frac{1}{N} \left( \sum_{j=1}^{N} F(x_j(t) - x_j(t), u(x_i(t))) \right) \right) \cdot \xi(t) \, dt + (x(0) - X) \cdot \zeta
\]
\[
= \sum_{i=1}^{N} \int_0^T \left( \frac{d}{dt} x_i(t) - \frac{1}{N} \left( \sum_{j=1}^{N} F(x_i(t) - x_j(t), u(x_i(t))) \right) \right) \cdot \xi_i(t) \, dt + (x(0) - X) \cdot \zeta
\]
where \( \langle \cdot, \cdot \rangle \) denotes the scalar product on \( \mathbb{R}^2 \). For Lagrange multipliers \( (\xi, \zeta) \), the Lagrangian corresponding to Problem 2 reads
\[
\mathcal{L}(x, u, \eta, \zeta) = J^N((x_1(T), \ldots, x_N(T)), u) + \langle e^N(x, u), (\xi, \zeta) \rangle
\]
for \( N \in \mathbb{N} \) fixed. We have
\[
d_u J^N(x, u)[h] = dJ_2(u)[h] + dJ_3(u)[h]
\]
and
\[
\langle d_u e^N(x, u)[h], (\xi, \zeta) \rangle = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \int_0^T \nabla_u F(x_i(t) - x_j(t), u(x_i(t))) h(x_i(t)) \cdot \xi_i(t) \, dt,
\]
implying
\[
dJ_2(u)[h] + dJ_3(u)[h] - \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \int_0^T \nabla_u F(x_i(t) - x_j(t), u(x_i(t))) h(x_i(t)) \cdot \xi_i(t) \, dt = 0
\]
for any \( h \in U \). The first-order optimality condition in the rescaled (see Remark 4.1) microscopic setting reads:

**Theorem 4.1.** Let \( N \in \mathbb{N} \) be given and let \((x^N, u^N)\) be an optimal pair. The optimality condition corresponding to Problem 2 reads
\[
dJ_2(u^N) + dJ_3(u^N) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \int_0^T \nabla_u F(x_i(t) - x_j(t), u^N(x_i(t))) \xi_i(t) \, dt
\]
where \( \xi \) satisfies (30) with terminal condition
\[
\xi(T) = N \delta_{\text{ref}, \mathcal{J}_1}(x_i(T)) = N (t^{	ext{ref}}_{x_i(T)}(x_i(T)) - x_i(T)).
\]
4.3. Gradient of the reduced cost functional. In this section, we introduce the discretised reduced cost functional and its gradient. Motivated by the control-to-state operator $S$ and the reduced cost functional $\tilde{J}$ in the mean-field setting, introduced in Section 2.3, we consider the control-to-state operator $S^N: U \mapsto \mathbb{R}^{2N}; \ u \mapsto (x_1, \ldots, x_N)$ where $(x_1, \ldots, x_N)$ satisfies the forward particle system (25) on $[0, T]$ with initial conditions (29). The reduced cost functional $\tilde{J}^N$ in the discrete setting is then given by $\tilde{J}^N(u) := J^N(S^N(u), u)$ where $\tilde{J}^N$ is defined in (31). Since the force $F$ satisfies Assumption 1, we can implicitly obtain $dS^N(u)$ via

$$0 = d_x e^N(S^N(u), u)[dS^N(u)] + d_u e^N(S^N(u), u),$$

i.e.

$$dS^N(u)[h] = -(d_x e^N(S^N(u), u))^{-1} d_u e^N(S^N(u), u)[h].$$

The Gâteaux derivative $\tilde{J}^N$ in the direction $h = (h_\theta, h_\eta) \in U$ is obtained from

$$d\tilde{J}^N(u)[h] = (d_x \tilde{J}^N(S^N(u), u), dS^N(u)[h]) + (d_u \tilde{J}^N(S^N(u), u), h)$$

$$= (d_u \tilde{J}^N(S^N(u), u) - (d_u e^N(S^N(u), u))^* (d_x e^N(S^N(u), u))^{-*} d_x \tilde{J}^N(S^N(u), u), h).$$

Defining the adjoint variable $\xi = (\xi_k)_{k=1}^N$ by

$$(d_x e^N(S^N(u), u))^*[\xi] = -d_x \tilde{J}^N(S^N(u), u)$$

yields

$$d\tilde{J}^N(u)[h] = (d_u \tilde{J}^N(S^N(u), u) + (d_u e^N(S^N(u), u))^* \xi, h)$$

$$= dJ_2(u)[h] + dJ_3(u)[h]$$

$$- \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N \int_0^T \nabla_u \tilde{F}(x_i(t) - x_j(t), u(x_i(t))) h(x_i(t)) \cdot \xi_i(t) \, dt.$$ 

Using the variational lemma we can identify the gradient as

$$\nabla \tilde{J}^N(u) = dJ_2(u) + dJ_3(u) - \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N \int_0^T \nabla_u \tilde{F}(x_i(t) - x_j(t), u(x_i(t))) \xi_i(t) \, dt.$$ 

With the gradient of the reduced cost functional (34) at hand, we have everything required to state the gradient descent algorithm used for the computation of optimal controls.

4.4. Convergence of the discrete optimal control problem. As a first step towards the convergence of the discrete optimal control problem, we consider a stability estimate of the solutions to the discrete and the continuous adjoint problems (26) and (30). Similarly as in [7], one can show the following stability estimate for the adjoint solution:

**Lemma 4.1.** Let $x^N = (x_1, \ldots, x_N)$ be the solution to the forward particle system (28) with initial condition (29) and given control $u^N \in U_{ad}$. Let $\rho^N(t, \cdot)$ denote the empirical measure corresponding to $x^N(t)$ for any $t \in [0, T]$. Let $\rho \in C([0, T], P_2(\Omega))$ be the solution to the mean-field state problem (10) for given control $\bar{u} \in U_{ad}$. Let $\xi^N = (\xi_1, \ldots, \xi_N)$ denote the solution to the discrete adjoint system (30) for the pair $(x^N, u^N)$ and suppose that $\xi \in C([0, T], L^p_u(\Omega))$ satisfies (26) for $(\rho, \bar{u})$. Then, there exist positive constants $a$ and $b$, independent of $N \in \mathbb{N}$ such that

$$\sup_{t \in [0, T]} \frac{1}{N} \sum_{i=1}^N |\xi_i(t) - \tilde{\xi}_i(x_i(t))| \leq b \exp(aT) \int_0^T W_2(\rho^N(s, \cdot), \rho(s, \cdot)) + \|u^N - \bar{u}\|_\infty \, ds.$$ 

Denoting by $\rho^N(0, \cdot)$ the empirical measure which corresponds to the particle locations in $x^N(t)$ at time $t$ and using (14), we obtain

$$\sup_{t \in [0, T]} \frac{1}{N} \sum_{i=1}^N |\xi_i(t) - \tilde{\xi}_i(x_i(t))|^2 \leq C_T \left( W_2^2(\rho^N(0, \cdot), \rho^n) + \|u - \bar{u}\|_\infty^2 \right)$$

for some constant $C_T$, depending on $T > 0$ and independent of $N \in \mathbb{N}$. 

Theorem 4.2. Let \((\tilde{\rho}, \tilde{u})\) and \((x^N, u^N)\) be the optimal pairs for Problem \(\mathcal{P}\) and Problem \(\mathcal{P}^N\) with initial data \(\rho^{\text{ini}} \in \mathcal{P}(\Omega)\) and \(X^N = (X_1, \ldots, X_N) \in \Omega^N\), respectively. Let \(\rho^N(0, \cdot)\) denote the empirical measure corresponding to the initial configuration \(X^N\). Then, there exists a constant \(c_0 > 0\) depending only on \(T\), \(\xi\) and \(\bar{F}\) such that for \(\lambda_1, \lambda_2 > c_0\) in \(\mathcal{J}_2, \mathcal{J}_3\), defined in \(\mathcal{P}^N\), it holds
\[
\|u^N - \bar{u}\|_\infty^2 \leq \frac{c_0}{\min\{\lambda_1, \lambda_2\}} - c_0 W_2^2(\rho^N(0, \cdot), \rho^{\text{ini}}).
\]

Proof. Let \(\xi^N = (\xi_1, \ldots, \xi_N)\) denote the solution to the discrete adjoint system \(\mathcal{P}^N\) for the pair \((x^N, u^N)\) and suppose that \(\xi \in C([0, T] \times \Omega)\) satisfies \(\mathcal{P}^N\) for \((\rho, u)\). We denote the empirical measure by \(\bar{\rho}_t^N\) which corresponds to the particle locations in \(x^N(t)\) at time \(t\). Considering the optimality conditions \(\mathcal{P}^N\) and \(\mathcal{P}^{N, \text{m}}\) in the macroscopic and microscopic setting, we have for \(h^N := u^N - \bar{u} \in U\)
\[
(d\mathcal{J}_2(u^N) - d\mathcal{J}_2(\bar{u}))[h^N] + (d\mathcal{J}_3(u^N) - d\mathcal{J}_3(\bar{u}))[h^N]
\]
\[
= \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N \int_0^T \nabla_u \bar{F}(x_i(t) - x_j(t), u^N(x_i(t))) h^N(x_i(t)) \cdot \xi_i(t) dt
datax
\]
\[
- \int_0^T \int_\Omega \nabla_u \bar{F}(x - y, \bar{u}(x)) h^N(x) \cdot \xi_i(x) d\bar{\rho}_t(y) d\bar{\rho}_t(x) dt
\]
\[
= \frac{1}{N} \sum_{i=1}^N \int_0^T \nabla_u \bar{F}(x_i(t) - y, u^N(x_i(t))) h^N(x_i(t)) d\rho^N(t) \cdot \xi_i(t) dt
\]
\[
- \int_0^T \int_\Omega \nabla_u \bar{F}(x - y, \bar{u}(x)) h^N(x) d\bar{\rho}_t(y) \cdot \xi_i(x) d\bar{\rho}_t(x) dt
\]
\[
= \frac{1}{N} \sum_{i=1}^N \int_0^T \nabla_u \bar{F}(x_i(t) - y, u^N(x_i(t))) h^N(x_i(t)) d\rho^N(t) \cdot (\xi_i(t) - \bar{\xi}_i(x_i(t))) dt
\]
\[
+ \int_0^T \int_\Omega \nabla_u \bar{F}(x - y, u^N(x)) h^N(x) \cdot \xi_i(x) d\rho^N(t) \cdot \bar{\rho}_t(y) dt
\]
\[
- \int_0^T \int_\Omega \nabla_u \bar{F}(x - y, \bar{u}(x)) h^N(x) \cdot \bar{\xi}_i(x) d\bar{\rho}_t(x) dt.
\]

Using \(\mathcal{P}^{N, \text{m}}\), the first term can be estimated by
\[
C_T \left( W_2^2(\rho^N(0, \cdot), \rho^{\text{ini}}) + \|u^N - \bar{u}\|_\infty^2 \right)
\]
for some constant \(C_T\) depending on \(T\) and independent of \(N\). Denoting the optimal coupling between \(\rho^N_t\) and \(\bar{\rho}_t\) by \(\pi_t\), the remaining terms can be rewritten as
\[
\int_0^T \int_\Omega \nabla_u \bar{F}(x - y, u^N(x)) h^N(x) \cdot \xi_i(x) - \nabla_u \bar{F}(x - y, u^N(x')) h^N(x') \cdot \bar{\xi}_i(x') dt d\pi_t(x, x') d\rho^N_t(y) dt
\]
\[
+ \int_0^T \int_\Omega \left[ \nabla_u \bar{F}(x - y, u^N(x)) - \nabla_u \bar{F}(x - y, \bar{u}(x)) \right] h^N(x) \cdot \xi_i(x) d\bar{\rho}_t(x) d\rho^N_t(y) dt
\]
\[
+ \int_0^T \int_\Omega \left[ \nabla_u \bar{F}(x - y, \bar{u}(x)) - \nabla_u \bar{F}(x - y', \bar{u}(x)) \right] h^N(x) \cdot \bar{\xi}_i(x) d\bar{\rho}_t(x) dt d\pi_t(y, y') dt
\]
\[
\leq c_T \left( \left\| \nabla_u \bar{F} \right\|_\infty \sup_{t \in [0, T]} \text{Lip}(\bar{\xi}_i) + \left\| \nabla_u \bar{F} \right\|_\infty \sup_{t \in [0, T]} \left\| \bar{\xi}_i \right\|_\infty \right) \left\| u^N - \bar{u} \right\|_\infty W_2(\rho^N_t, \bar{\rho}_t)
\]
\[
+ \left\| \nabla_u \bar{F} \right\|_\infty \sup_{t \in [0, T]} \left\| \xi_i \right\|_\infty \left\| u^N - \bar{u} \right\|_\infty + \left\| \nabla_u \bar{F} \right\|_\infty \sup_{t \in [0, T]} \left\| \bar{\xi}_i \right\|_\infty \left\| u^N - \bar{u} \right\|_\infty W_2(\rho^N_t, \bar{\rho}_t) \right)
\]
for some constant \(c_T\). This yields
\[
(d\mathcal{J}_2(u^N) - d\mathcal{J}_2(\bar{u}))[h^N] + (d\mathcal{J}_3(u^N) - d\mathcal{J}_3(\bar{u}))[h^N] \leq c_0 \left( \left\| u^N - \bar{u} \right\|_\infty^2 + W_2^2(\rho^N_t, \bar{\rho}_t) \right)
\]
where $c_0$ depends on $T$, $\xi$ and $\bar{F}$. For $u^N = (\theta^N, \eta^N)$, $\bar{u} = (\bar{\theta}, \bar{\eta})$ and $h^N = (\theta^N - \bar{\theta}, \eta^N - \bar{\eta})$, we have

$$(dJ_2(u^N) - dJ_2(\bar{u}))[h^N] + (dJ_3(u^N) - dJ_3(\bar{u}))[h^N] = \lambda_1\|\theta^N - \bar{\theta}\|_{\mathcal{H}(\Omega)} + \lambda_2\|\eta - \bar{\eta}\|_{\mathcal{H}(\Omega)}^2 \geq \min\{\lambda_1, \lambda_2\}\|u^N - \bar{u}\|^2$$

by (24) and the continuous embedding of $\mathcal{H}(\Omega)$ in $L^\infty(\Omega)$. This implies

$$\min\{\lambda_1, \lambda_2\} - c_0\|u^N - \bar{u}\|^2 \leq c_0W_2^2(\rho^N_\theta, \bar{\rho}_\theta).$$

Choosing $\lambda_1, \lambda_2 > c_0$ we obtain the desired inequality.

5. Numerical schemes

In this section, we introduce the numerical schemes, used for solving the forward and adjoint initial value problems including the terminal condition of the adjoint problem, as well as the optimal control problem.

5.1. Forward and adjoint initial value problems. For solving the discrete forward problem (28) with initial condition (29) on the unit square $[0,1]^2$ we apply the simple explicit Euler scheme. The discrete adjoint problem (30) is linear and stiff, it is therefore solved implicitly. Note that the force $\bar{F}$ is defined periodically by (7) in both problems. Further, periodic boundary conditions guarantee that the particle positions $x_i$ cannot leave the domain, i.e. $x_i \in [0,1]^2$ for $i = 1, \ldots, N$.

Remark 5.1. We emphasize that the first-optimize then discretize approach allows us to choose different discretizations for the forward and the adjoint solver. This is a huge advantage, as otherwise the computational effort increases tremendously due to very small step sizes or a complicated implementation of the forward solver.

5.2. Terminal condition of the adjoint problem. The main challenge of the implementation of the particle optimization is the evaluation of the terminal condition of the adjoints, given by

$$\xi_k(T) := \xi_T(x_k) = N\delta_{\rho_T}(\bar{\rho}_T)(x_k) = Nt_{\rho^N_\theta}(x_k(T)) - x_k(T).$$

We realize it with the help of the Python Optimal transport library [16].

While $\rho_T$ and $\rho^N_\theta$ are probability densities in the macroscopic setting, we consider the associated empirical measures $\rho^N(T, \cdot) = \frac{1}{N}\sum_{k=1}^N\delta_{x_k(T)}$ and $\rho^N_\theta = \frac{1}{N}\sum_{k=1}^N\delta_{x^\text{des}_k}$, respectively. Let $a, b$ denote the sample weights for the 1D histograms corresponding to $x_k(T)$ and $x^\text{des}_k$ for $k = 1, \ldots, N$, i.e. $a_k = \frac{1}{N} = b_k$ for $k = 1, \ldots, N$. Instead of the usual ground cost matrix, we use a ground matrix $\mathcal{M}$ that accounts for the periodic boundary conditions. We compute the earth mover’s distance (EMD) using the function $G_0 = \text{otemd}(a, b, \mathcal{M})$ where $G_0$ solves Kantorovich’s optimal transport problem:

$$G_0 = \arg\min_{G \in U(a, b)} \{G_0(M) : G \in U(a, b), G^T1_N = b\}$$

for

$$U(a, b) = \{G \in \mathbb{R}^{N,N} : G1_N = a, G^T1_N = b\},$$

where $1_N$ is the vector of ones of length $N$. In particular, each entry $G_{ij}$ of the coupling matrix $G_0$ describes the amount of mass flowing from the mass found at $x_i(T)$ towards $x^\text{des}_j$.

Having $G_0$ at hand, we compute the vectors connecting the $x_k(T)$ with the desired position $\rho^N_T(x_k(T))$ for all $k = 1, \ldots, N$. To do this, we assemble position vectors $\bar{x}, \bar{y} \in \mathbb{R}^N$ containing the first and the second component of the positions of the particles, respectively. We proceed analogously with the positions of the particles of the desired distribution. Then we construct the matrices

$$X_1 = (\bar{x}, \bar{x}, \ldots, \bar{x}), \quad X_2 = (\bar{x}^\text{des}, \bar{x}^\text{des}, \ldots, \bar{x}^\text{des})^T, \quad Y_1 = (\bar{y}, \bar{y}, \ldots, \bar{y}), \quad Y_2 = (\bar{y}^\text{des}, \bar{y}^\text{des}, \ldots, \bar{y}^\text{des})^T.$$

The distances between each particle of the current and the desired distribution, again accounting for the periodic boundary conditions, are contained in the matrices

$$M_X = X_2 - X_1, \quad M_Y = Y_2 - Y_1.$$
For the right-hand side of the adjoints we use
\[ r_x = \sum(M_x \ast (G_0 > 0)), \quad r_y = \sum(M_y \ast (G_0 > 0)), \]
where \( \ast \) denotes componentwise multiplication and entries of \( G_0 \) are only considered for \( G_0 > 0 \).

5.3. Optimal control problem. As mentioned before, the simulation results are very sensitive to the value of \( \eta \). We therefore restrict the domain to \( \eta \in [\eta_{\text{min}}, \eta_{\text{max}}] \). Thus, given a control \( u^N \), we update the control by \( v^N \) via a projected gradient descent \[ 2 \), where the step size \( \tau \) is determined via line search, i.e., we consider
\[ v^N = P_{U_{ad}}(u^N + \tau \nabla J^N(u^N)), \]
where \( \nabla J^N(u^N) \) denotes the gradient of the reduced cost functional in \[ 34 \] and \( P_{U_{ad}} \) is the projection onto \( U_{ad} \). Using the solvers for the state system \[ \ref {28} \], the adjoint system \[ \ref {30} \] and steepest descent to update the control \( u^N \), we obtain Algorithm \[ 1 \].

\begin{algorithm}
\textbf{Algorithm 1: Optimal Control Algorithm}
\begin{enumerate}
  \item \textbf{Data:} Initial data \( x^N(0) = (x_1(0), \ldots, x_N(0)) \) with \( x_i(0) \in [0,1]^2 \) given by \[ 29 \] for \( i = 1, \ldots, N \); simulation time \( T > 0 \); desired values \( x^N_{\text{des}} \); other parameter values;
  \item \textbf{Result:} Control \( u^N \), state \( x^N(T) \) and optimal function value \( J^N(x^N(T), u^N) \) initialization;
  \item solve state problem \[ \ref {28} \] for \( x^N \);
  \item solve adjoint problem \[ \ref {30} \] for \( \xi^N \);
  \item evaluate gradient of the reduced cost functional \( \nabla J^N(u^N) \) in \[ 34 \];
  \item while stopping criterion not satisfied do
    \item perform a line search to update the control \( u^N \), compute \( x^N \) and evaluate \( J^N \);
    \item solve adjoint problem \[ \ref {30} \] for \( \xi^N \);
    \item evaluate gradient of the reduced cost functional \( \nabla J^N(u^N) \) in \[ 34 \];
  \end{enumerate}
\end{algorithm}

6. Numerical results

In this section we discuss numerical results, obtained with the particle algorithm introduced in Algorithm \[ 1 \]. Since we are mainly interested in the Wasserstein distance in the cost functional, we restrict ourselves to the simple case of spatially homogeneous control parameters, i.e., \( u = (\theta, \eta) \in \mathbb{R} \times \mathbb{R} \), for the numerical simulations. Note that the norms in \( J_2 \) and \( J_3 \) reduce to the standard norms in \( \mathbb{R} \).

First, we set the force coefficients and the parameter values. Then we describe how artificial data is obtained for the parameter estimation, as we have no real data available. Finally, we show simulation and convergence results.

6.1. Parameter values for the results. For the numerical examples we set \( N = 1200 \) and choose the force coefficients \( f_R \) and \( f_A \) of the repulsion and attraction forces \[ \ref {4} \] and \[ 5 \] as
\[ f_R(\eta|d)| = (\alpha \eta^2 |d|^2 + \beta) e^{-e_R \eta |d|}, \quad f_A(\eta|d)| = -\gamma \eta |d| e^{-e_A \eta |d|}, \]
resulting in the total forces
\[ F_R(d = d(x,y), u) = \eta f_R(\eta|d)|, \quad F_A(d = d(x,y), u) = \eta f_A(\eta|d)| R^T_\theta \begin{pmatrix} 1 & 0 \\ 0 & \chi \end{pmatrix} R^T_\theta d, \]
with parameters \( \alpha = 270, \beta = 0.1, \gamma = 35, e_R = 100, e_A = 95 \) as in \[ 5 \]. Moreover, we set \( dt = 2 \) and \( T = 10000 \) leading to 5000 time steps for each solve of the forward, adjoint and gradient computation. The optimization iteration is stopped when the relative gradient satisfies the condition
\[ \frac{\| \nabla J_k \|_1}{\| \nabla J_0 \|_1} < \epsilon_{\text{stop}}, \]
where \( \nabla J_0 \) corresponds to the first gradient of the computation and \( \nabla J_k \) denotes the gradient of the current iteration in the optimization procedure. We choose \( \epsilon_{\text{stop}} = 0.05 \) for all simulations. The reference values in the cost function are set to \( \theta_{\text{ref}} = 0.5 \pi \) and \( \eta_{\text{ref}} = 1 \), and
6.2. Artificial data. As we do not have any real data available, we compute some artificial data to validate our approach. We therefore choose the parameters \( \theta_{\text{data}} \) and \( \eta_{\text{data}} \), and consider some random initial condition \( x(0) \) which consists of uniformly distributed positions in \([0,1]^2\). The initial positions for the optimization is another sample of uniformly distributed positions in \([0,1]^2\). This induces some noise and therefore, we do not expect that the algorithm fits the data perfectly. We use different values for the data parameters and give details for every simulation together with the corresponding simulation results.

6.3. Simulation results. Let \( \theta_0, \eta_0 \) denote the initialization values for the optimization procedure and let \( \theta_{\text{data}}, \eta_{\text{data}} \) be the values for the artificial data. The simulation results shown below correspond to the following parameters:

- **P1)** data: \( \theta_0 = 0.3\pi \), \( \theta_{\text{data}} = 0.7\pi \), \( \eta_0 = 0.98 \), \( \eta_{\text{data}} = 1.0 \),
  optimized values: \( \theta_{\text{opt}} = 0.7035\pi \), \( \eta_{\text{opt}} = 1.0221 \)
- **P2)** data: \( \theta_0 = 0.8\pi \), \( \theta_{\text{data}} = 0.3\pi \), \( \eta_0 = 0.98 \), \( \eta_{\text{data}} = 0.9 \),
  optimized values: \( \theta_{\text{opt}} = 0.3003\pi \), \( \eta_{\text{opt}} = 0.9063 \)
- **P3)** data: \( \theta_0 = 0.0\pi \), \( \theta_{\text{data}} = 0.5\pi \), \( \eta_0 = 0.98 \), \( \eta_{\text{data}} = 0.95 \),
  optimized values: \( \theta_{\text{opt}} = -0.4989\pi \), \( \eta_{\text{opt}} = 0.95099 \)

The initial states and the ones corresponding to the optimized parameter values P1), P2), P3) are shown in Figure 1, Figure 2 and Figure 3 respectively. The results indicate a good performance of the algorithm. Indeed, in the eye-norm there is no difference in the states obtained with the artificial data and the states corresponding to the optimized parameters visible, as shown in the plots on the top-right of the Figures 1-3. Moreover, the maximum number of optimization iterations is 9. The cost functional values decrease as usual in optimal control, that means, the first optimization steps reduce the cost more than later steps. As the regularization values \( \lambda_1 \) and \( \lambda_2 \) are chosen very small, the total cost is mainly driven by \( J_1 \) which corresponds to the Wasserstein distance of the discrete densities. This is the desired behaviour.

It is interesting to see that for P3) the optimal angle is approximating the shifted reference angle, i.e., \( \theta_{\text{opt}} \approx \theta_{\text{art}} - \pi \). This occurs as we allow \( \theta \in \mathbb{R} \) and have very small regularization parameters \( \lambda_1 \) and \( \lambda_2 \). We also see the difference in the plots of the cost functional \( J_2 \). Indeed, note that for P3) the value of \( J_2 \) at the end of the optimization is about one order of magnitude larger then the ones corresponding to P1) and P2).

7. Conclusion

We proposed a mean-field optimal control ansatz to identify parameters underlying given, artificially generated patterns. The state system is an agent-based model with anisotropic interaction forces that lives on the torus. The identification algorithm used gradient information that is computed with the help of the first order optimality conditions. The cost functional penalizes the Wasserstein distance of the data pattern and the modelled pattern resulting from the state system for large times. Numerical results on the particle level demonstrate the performance of the proposed method. These results can be seen as a first step towards the modelling of complex fingerprint patterns with specific features in future work.
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