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Abstract

We consider universal variable-to-fixed length compression of memoryless sources with a fidelity criterion. We design a dictionary codebook over the reproduction alphabet which is used to parse the source stream. Once a source subsequence is within a specified distortion of a dictionary codeword, the index of the codeword is emitted as the reproduced string. Our proposed dictionary consists of coverings of type classes in the boundary of transition from low to high empirical lossy rate. We derive the asymptotics of the $\epsilon$-coding rate (up to the third-order term) of our coding scheme for large enough dictionaries.

1 Introduction

We consider variable-to-fixed (VF) length compression of an independent and identically distributed (i.i.d.) sequence of random variables $X^\infty = X_1X_2\cdots$ subject to a fidelity criterion. In VF length coding, a dictionary $D$ of pre-specified size $M$ is used to parse the source stream $X^\infty$. For a $D$-semifaithful VF length code, the source stream $X^\infty$ is parsed to subsequences that each are within a given distortion $D$ of a codeword of the dictionary. Note that the dictionary codewords and hence the parsed source subsequences may have variable length. Each variable length parsed subsequence is then mapped to fixed-length ($\log M$ bits) binary representation of the index of its corresponding dictionary codeword.

For a given memoryless source, Tunstall [1] provided an average-case optimal lossless algorithm to maximize average codeword length. A central limit theorem for the Tunstall algorithm's code length has been derived in [2]. In most applications, however, statistics of the source are unknown or arduous to estimate, especially at short blocklengths, where there are only limited samples for the inference task. Therefore, we adopt a universal setting where we assume the source distribution $P$ is unknown, while we have the partial knowledge that it belongs to a model class $\mathcal{P}$ — the collection of memoryless sources over a finite alphabet $\mathcal{X}$ satisfying mild smoothness conditions on the rate-distortion function.

For block source coding in which the source sequence is of fixed length, Shannon [3, 4] showed that the rate-distortion function characterizes the best achievable compression performance in the limit of large blocklength. In particular, in the asymptotics of large blocklength $n$, sequences $X^n$ drawn from a given i.i.d. source $P$, can be reconstructed within expected distortion $D$ by a binary
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sequence of length greater than \( nR(P, D) \), where \( R(P, D) \) is the rate-distortion function of the underlying source. In a different variant of lossy source coding, a lossy compression in which the reconstructed sequence is within a distortion \( D \) of the source sequence with probability one, is known as the \( D \)-semifaithful code. Rate-distortion function remains a fundamental limit for semifaithful codes by providing a lower bound on the number of \( D \)-balls to cover sequences of length \( n \). For \( D \)-semifaithful coding with a known source statistic achievable schemes to the rate distortion function are derived in e.g. [5, 6, 7]. Subsequently, the speed of convergence to the rate-distortion function is studied in [8] wherein an achievable expected rate of \( R(P, D) + \frac{\ln n}{2n} + o \left( \frac{\ln n}{n} \right) \) as well as a converse bound of \( R(P, D) + \frac{\ln n}{2n} + o \left( \frac{\ln n}{n} \right) \) is derived. For universal block source coding, on the other hand, Yu and Speed [9] derived an achievable \( D \)-semifaithful code of redundancy \( \frac{\ln n}{n} + O \left( \frac{1}{n} \right) \).

Modern applications in the 5G and IoT era, however, require compression within a limited latency (delay) and complexity. This requires a more refined metric than redundancy. We evaluate the performance of the VF length code using the \( \epsilon \)-coding rate — the minimum rate such that the corresponding overflow probability is less than \( \epsilon \). This non-asymptotic figure of merit characterizes the \((1-\epsilon)\) percentile of the code length. Therefore, in contrast to all the aforementioned work which optimize the average codelength, non-asymptotic analysis attempts to optimize the cumulative distribution function of the codelength. This refined non-asymptotic analysis consequently provides central-limit theorem type results that characterize the source dispersion — penalty over the rate-distortion function for compression at a short blocklength. For block source coding, the source dispersion has been characterized in [10, 11] for non-asymptotic lossy source coding. In this work, we conduct a non-asymptotic analysis for VF length universal coding and derive the dispersion. We further derive the third-order coding rate which is the price of universality for lacking the precise knowledge of the underlying source.

From an algorithmic perspective, the main theme of existing universal VF length codes is to define a notion of complexity/information for the source sequences. For lossless compression, such a notion of complexity could be the probability under mixture model [12, 13, 14, 15], or based on the empirical entropy [16]. The dictionary is then consists of sequences in the boundaries of transition from low complexity to high complexity. We follow a similar theme to design the dictionary for the lossy compression. We consider type classes whose empirical lossy rate (to be defined later) is in the transition from low to high rate. We then use the type covering lemma to cover such transitional types. Our designed dictionary consists of the covering (reproduction) codewords for transitional types.

Our goal is to analyze asymptotics of the \( \epsilon \)-coding rate as the size of the dictionary increases. We provide an achievable scheme for lossy compression of the class of all finite alphabet memoryless sources \( \mathcal{P} \). We provide performance guarantee for VF length \( D \)-semifaithful compression of finite alphabet memoryless sources using the proposed dictionary. We upper bound the \( \epsilon \)-coding rate of the proposed VF length code by

\[
R(P, D) + \sigma(P, D) \sqrt{\frac{R(P, D)}{\log M} Q^{-1}(\epsilon)} + C_{\text{Third}} R(P, D) \frac{\log \log M}{\log M} + O \left( \frac{1}{\log M} \right)
\]

where \( \sigma^2(P, D) \) is the excess distortion dispersion of the source as defined in [10], \( C_{\text{Third}} = \Upsilon + |\mathcal{X}| - 1 + C_H (1 + |\mathcal{X}|) \) in which \( \Upsilon \) is a constant provided by the type covering lemma, \( C_H \) is a uniform upper bound for the Frobenius norm of the Hessian of \( R(P, D) \) and \( Q(\cdot) \) is the tail of the standard normal distribution.
Appealing counterpart of this result for the lossless compression of $k$-dimensional parametric model class has been previously derived in [17]:

$$H + \sigma \sqrt{\frac{H}{\log M} Q^{-1}(e)} + H \frac{k \log \log M}{2 \log M} + O\left(\frac{1}{\log M}\right)$$

where $H, \sigma^2$ are the entropy and varentropy of the source, respectively.

The remainder of the paper is organized as follows: In Sec. 2 we introduce the notations and formally state the problem. In Sec. 3 we present our proposed lossy VF length coding scheme. Technical machinaries required to prove the Main result are provided in Sec. 5. We recall the type covering lemma and state the main result is stated in Sec. 4. Proof of the main result is provided in Sec. 6. We conclude in Sec. 7.

2 Notations and Problem Statement

For a set $A$, $|A|$ denotes its cardinality. Let $A^n$ be the $n$-th cartesian product of $A$ and $A^\infty = \bigcup_{n=0}^\infty A^n$.

For two sequences $w^n = w_1 \cdots w_n$ and $z^m = z_1 \cdots z_m$, let $w^n z^m$ be the concatenation of the two. Let $\mathcal{P}$ be the collection of smooth i.i.d. distributions over the source alphabet $\mathcal{X} = \{1, 2, \cdots, |\mathcal{X}|\}$. In the sequel we denote $P \in \mathcal{P}$ as the underlying unknown source model. Let $\mathbb{P}$ and $\mathbb{E}$ denote probability and expectation with respect to the underlying source model $p$. Let $\mathbb{E}_{XY}$ be the expectation with respect to joint distribution of random variables $X$ and $Y$. For a distribution $Q$, let $Q^n$ be the distribution over $n$-length i.i.d. random variables induced by $Q$, i.e. $Q^n(y^n) = \prod_{i=1}^n Q(y_i)$. Denote $P_i = \mathbb{P}(X = i)$ for all $i \in \mathcal{X}$. Let $\mathcal{P}_n$ be the set of all empirical probability mass functions on sequences of length $n$, $n = 1, 2, \cdots$. For a source sequence $x^n$, we denote its empirical probability mass function as $Q_{x^n}$, i.e. $Q_{x^n}(i) = \frac{n_i}{n}$, where $n_i$ is the number of occurrences of the source letter $i$ in $x^n$. Type class of a sequence $x^n$ is the set of all $n$-length sequences of the same empirical probability mass function, i.e. $T_{x^n} = \{z^n : Q_{z^n} = Q_{x^n}\}$. Therefore, all the sequences within the type class $T$ has the same empirical probability mass function which we denote by $Q_T$. $Q_T$ and $Q_{x^n}$ should be distinguished based upon the attribution to a type class $T$ or a source sequence $x^n$. Let $\mathcal{T}_n$ be the set of all type classes over sequences of length $n$, $n = 1, 2, \cdots$.

We assume both the source alphabet $\mathcal{X}$ and the reproduction alphabet $\hat{\mathcal{X}}$ are finite. Moreover, without loss of generality we assume $\mathcal{X} = \hat{\mathcal{X}}$. Let $d: \mathcal{X} \times \hat{\mathcal{X}} \rightarrow [0, \infty)$ be a single letter distortion measure. We assume a separable distortion measure. Precisely, the distortion between length-$n$, $n = 1, 2, \cdots$ source and reproduction sequences $x^n$ and $y^n$ is defined as

$$d_n(x^n, y^n) = \frac{1}{n} \sum_{i=1}^n d(x_i, y_i).$$

For block source coding where the source stream $X^n$ to be compressed is in blocks of fixed length $n$, shannon showed that [3, 4] minimal expected compression rate within average distortion $D$ is asymptotically bounded below by the rate distortion function of the source defined as

$$R(P, D) := \inf_{P_{Y|X}} I(X; Y)$$

where minimization is taken over all pairs of random variables $(X, Y)$ taking values in $\mathcal{X} \times \hat{\mathcal{X}}$ such that $X$ is distributed according to source $P$ and expected distortion between $X$ and $Y$ is less than $D$. 

3
We depart from the block coding setup by considering $D$-semifaithful VF length coding. A VF length encoder $\phi$ consists of a parsing dictionary $D$. Elements of the dictionary (codewords) are variable-length sequences over the reproduction alphabet. Once a source subsequence $x^*$ is found within a distortion $D$ of a codeword $y^* \in D$, the source subsequence is parsed and mapped to the binary representation of its corresponding codeword $y^*$. Let $\ell(x^*)$ be the length of $x^*$. Clearly $\ell(x^*) = \ell(y^*)$ and $d(\ell(x^*), x^*, y^*) \leq D$. Coding continues for the rest of the stream $x^\infty_{\ell(x^*)+1}$. We assume a dictionary of size $M$ and hence the binary representation of $y^*$ within the dictionary is $\log M$ bits.

Let $X^*$ be the random first parsed subsequence of the source stream $X^\infty$. We adopt a one-shot setting and denote $\ell(\phi) := \ell(X^*)$. We gauge the performance of VF length code $\phi$ with a dictionary of size $M$, through the $\epsilon$-coding rate given by

$$ R_M(\epsilon, \phi, P) := \min \left\{ R : \Pr \left( \frac{\log M}{\ell(\phi)} \geq R \right) \leq \epsilon \right\} \quad (2) $$

**Problem Statement:** We aim to analyze the behavior of $R_M(\epsilon, \phi, P)$ for large enough dictionary size $M$.

### 3 Code Construction

In this section, we propose our scheme to design the parsing dictionary. We first extract transitional type classes in the boundary of transition from low to high empirical lossy rate. One might think of empirical lossy rate as a measure of the richness of a type class. More precisely, let $\gamma$ be chosen as the largest positive constant such that the resulting dictionary has at most $M$ codewords; we characterize this $\gamma$ in Subsection 6.1. The type $T$ is a transitional type class if and only if

$$ nR(Q_{x^n}, D) \leq \gamma \quad \text{and} \quad \exists x^n \in T \text{ such that } (n+1)R(Q_{x^n x_{n+1}}, D) > \gamma \quad (3) $$

where $R(Q_{x^n}, D)$ is the rate-distortion function for the empirical distribution $Q_{x^n}$ and distortion level $D$ (empirical lossy rate). Similarly define $R(Q_T, D)$. From lemma 1, let $C(T)$ be the $D$-covering of type class $T$. We include $C(T)$ in the dictionary, i.e.

$$ D = \{ C(T) : T \text{ is transitional} \} \quad (4) $$

Intuitively, sequences with large empirical lossy rate contain more information, and hence our code design compresses largest information into a fixed budget of output bits.

### 4 Main Result

The following type covering lemma is key to design the dictionary codewords.

**Lemma 1 (Type Covering Lemma).** Let $Q \in P_n$, with a corresponding type class $T_Q$. If $\left| \frac{\partial R(Q, D)}{\partial D} \right|$ is bounded in some neighborhood of $Q$, then there exists a codebook $C(T_Q)$ that completely $D$-covers $T_Q$, where for large enough $n$,

$$ \frac{1}{n} \log |C(T_Q)| \leq R(Q, D) + \Upsilon \frac{\log n}{n} \quad (5) $$

where $\Upsilon$ is a constant dependent on $|\mathcal{X}|$ and $|\hat{\mathcal{X}}|$.
We borrow the following notations from \cite{10,18}: let $\frac{\partial R(P,D)}{\partial P}$ be the gradient of the rate-distortion function $R(P,D)$ whenever the rate-distortion function is differentiable w.r.t. its coordinate. Let $R'(i)$ be the $i$-th component of the gradient, i.e.

$$R'(i) := \left. \frac{\partial R(Q,D)}{\partial Q_i} \right|_{Q=P}. $$

Consider $R'(i), i = 1, \ldots, |\mathcal{X}|$ as the values taken by a random variable $R'(X)$ \cite{10}. Similarly, let $\frac{\partial^2 R(P,D)}{\partial P^2}$ denote the Hessian of $R(P,D)$, i.e. the $|\mathcal{X}| \times |\mathcal{X}|$ matrix of second-order partial derivatives $\left\{ \frac{\partial^2 R(P,D)}{\partial P_i \partial P_j} : 1 \leq i, j \leq |\mathcal{X}| \right\}$ whenever it exists.

Let $\sigma^2(P,D)$ be the excess distortion dispersion as defined in \cite{10}

$$\sigma^2(P,D) := \text{Var} \left( R'(X) \right) = \mathbb{E} \left( R'^2(X) \right) - \mathbb{E}^2 \left( R'(X) \right).$$

The following theorem characterizes the $\epsilon$-coding rate up to the third-order term that is achieved by the proposed dictionary in Sec. 3.

**Theorem 2.** Let $\mathcal{P}$ be a class of stationary memoryless sources over a finite alphabet $\mathcal{X}$ such that for some $D \in (0, \infty)$, the Frobenius norm $\left\| \frac{\partial^2 R(P,D)}{\partial P^2} \right\|_F$ is uniformly bounded over $\mathcal{P}$ by a constant $C_H$. Then, for all $P \in \mathcal{P}$, the VF length code $\phi_D\sigma$ using the dictionary $\mathcal{D}$ in \cite{4}, achieves

$$R_M(\epsilon, \phi_D, P) \leq R(P,D) + \sigma(P,D) \sqrt{\frac{R(P,D)}{\log M} \mathbb{E}^{-1}(\epsilon)} + C_{\text{third}} R(P,D) \frac{\log \log M}{\log M} + \mathcal{O} \left( \frac{1}{\log M} \right).$$

where $C_{\text{third}} = \Upsilon + |\mathcal{X}| - 1 + C_H(1 + |\mathcal{X}|)$ in which $\Upsilon$ is the constant provided by the type covering lemma (Lemma \cite{4}).

**Remark 3.** The condition on boundedness of the Frobenius norm is a common assumption in the universal lossy compression setup (See e.g. \cite{4, Theorem 2}).

5 Preliminary Results

For a sequence $x^n \in \mathcal{X}^n$, let $B(x^n, D)$ be a distortion-$D$ ball around $x^n$ defined as

$$B(x^n, D) := \{ z^n \in \mathcal{X}^n : d_n(x^n, z^n) \leq D \}.$$

Measure of a distortion-$D$ ball is a key quantity in lossy compression and plays the role of the self-information in the lossless source coding.

For distributions $P, Q$, we borrow the following operational lossy rate from \cite{19,20}:

$$R_0(P,Q,D) := \inf_{U} \left( I(X_1;U) + D(P_U\|Q) \right)$$

where $X_1$ is a random variable distributed over $\mathcal{X}$ with distribution $P$, $P_U$ is the distribution of auxiliary random variable $U$ over $\mathcal{X}$, $D(P_U\|Q)$ is the divergence between $P_U$ and $Q$, and the infimum is taken over all $\hat{\mathcal{X}}$-valued random variables $U$ which are jointly distributed with $X_1$ and
satisfy \( \mathbb{E}_{XU}(d(X_1, U)) \leq D \). It turns out that it is easier to analyze \( R_0(P, Q, D) \) than \( R(P, D) \) [19]. From (6,1) it is clear that [19]

\[
R(Q_T, D) = \inf_Q R_0(Q_T, Q, D). 
\]

Moreover, for any \( x^n \in \mathcal{X}^n \) and \( Q \in \mathcal{P} \), the following result from [19], provides an expression for the measure under \( Q \) of a \( D \)-ball centered at \( x^n \):

\[
Q^n(B(x^n, d)) = \exp\left\{O(1) - \frac{\ln n}{2} - nR_0(Q_{x^n}, Q, d)\right\}. 
\]

**Lemma 4.** For an arbitrary \( x^{n+1} \in \mathcal{X}^{n+1} \), we have

\[
R(Q_{x^{n+1}}, D) \leq R(Q_{x^{n+1-1}}, D) + \frac{C_0}{n^2}
\]

where \( C_0 > 0 \) is a positive constant and \( x^{n+1-1} \) is derived from \( x^{n+1} \) by dropping the last letter.

**Proof.** For notational convenience, let \( x^n = x^{n+1-1} \). From Taylor’s expansion of \( R(Q_{x^{n+1}}, D) \) in the neighborhood of \( Q_{x^n} \), we have

\[
R(Q_{x^{n+1}}, D) = R(Q_{x^n}, D) + \frac{\partial R(Q, D)}{\partial Q}_{Q=Q_{x^n}} \|Q_{x^{n+1}} - Q_{x^n}\|.
\]

One can show that there exists constants \( \lambda_1, \lambda_2 > 0 \) such that \( \frac{\partial R(Q, D)}{\partial Q}_{Q=Q_{x^n}} \|Q_{x^{n+1}} - Q_{x^n}\| \leq \frac{\lambda_2}{n^2} \). Therefore, there exists a constant \( C_0 > 0 \) such that

\[
R(Q_{x^{n+1}}, D) = R(Q_{x^n}, D) + \frac{C_0}{n^2}.
\]

**Corollary 5 (Codeword Length).** There exists a positive constant \( C > 0 \), such that for any codeword \( y^n \in \mathcal{D} \), we have

\[
n \leq C \gamma. 
\]

**Proof.** Let \( x^n \) be the first parsed subsequence for which the corresponding \( D \)-close codeword is \( y^n \in \mathcal{D} \). Let \( Q \) be a probability distribution over the reproduction alphabet. From code construction, \( x^n \) belongs to a transitional type class \( T \) and \( y^n \in C(Q_T) \). Again, from the dictionary construction, it must hold that \( R(Q_T, D) \leq \gamma \). Let \( Q^* \) be the distribution achieving the infimum in (7). Since \( Q_{x^n} = Q_T \), from (7), we have

\[
nR(Q_T, D) = nR_0(Q_T, Q^*, D) = -\log Q^*(B(x^n, D)) - \frac{\ln n}{2} + O(1),
\]

where (12) is from (8). Hence, \( nR(Q_T, D) \leq \gamma \) implies

\[
-\log Q^*(B(x^n, D)) \leq \gamma + \frac{\ln n}{2} - C_1 
\]
where \( C_1 > 0 \) is a positive constant lower bound for the \( O(1) \) term in (12). From the code construction there exist \( x^n \in T \) and \( x_{n+1} \in \mathcal{X} \), such that \( (n+1)R(Q,x^n,x_{n+1},D) > \gamma \). Therefore, from Lemma 4

\[
(n + 1) \left( R(Q_T,D) + \frac{C_0}{n^2} \right) > \gamma \quad (14)
\]

where \( C_0 > 0 \) is the constant in lemma 4. From (8,14), for a constant \( C_2 > 0 \) (which is a constant upper bound for the \( O(1) \) term in (8)) we have

\[
\frac{n}{n+1} \log Q^* (B(x^n,D)) - \frac{\ln n}{2n} + \frac{C_2}{n} > \gamma.
\]

Therefore

\[
-\log Q^* (B(x^n,D)) > \frac{n}{n+1} \gamma + \frac{\ln n}{2} - C_2.
\]

Lemma follows from (13,16).

We use the following lemma from [18] to bound an error term in a Taylor expansion of \( R(Q_T,D) \) around \( P \). Similar lemmas are also provided in [10, 9].

**Lemma 6.** [18] For any \( a \geq 0 \) such that \( a^2 \geq 2 + 2|\mathcal{X}| \), for all \( P \in \mathcal{P} \) and all \( n = 1, 2, \ldots \), we have

\[
\sum_{Q \in \mathcal{P}_n} P^n(T_Q) \leq e^{\frac{|\mathcal{X}|-1}{n^2}}. \quad (17)
\]

### 6 Proof of Theorem

#### 6.1 Threshold Design

Choosing a high threshold value of \( \gamma \) in (3), results in compressing more information into a fixed budget of output bits. On the other hand, in order to keep the dictionary size below the pre-specified size \( M \), \( \gamma \) cannot be too high. In this subsection, we characterize the largest value of \( \gamma \) for which the resulting dictionary size is below \( M \).

Let \( N_n \) be the number of dictionary codewords with length \( n \). Let

\[
\mathcal{A} = \{ T \in \mathcal{T}_n : nR(Q_T,D) \leq \gamma, \exists x^n \in T \text{ and } x_{n+1} \in \mathcal{X} \text{ such that } (n+1)R(Q,x^n,x_{n+1},D) > \gamma \}.
\]

Motivated by [16] Eq. 3.12, we upper bound \( N_n \) as follows:

\[
N_n = \sum_{T \in \mathcal{A}} |C(T)| \leq \sum_{T \in \mathcal{A}} 2^{nR(Q_T,D)+\Upsilon \log n} \leq |\mathcal{A}|2^{\gamma+\Upsilon \log n} \quad (19)
\]

where (19) is from the Type-Covering lemma [11]. We show in Appendix A that \( |\mathcal{A}| \leq n|\mathcal{X}|^{-2} \). Therefore,

\[
N_n \leq n^{|\mathcal{X}|-2}2^{\gamma+\Upsilon \log n}. \quad (21)
\]
We then upper bound the dictionary size as follows:

\[ |\mathcal{D}| = \sum_{n=0}^{C\gamma} N_n \]

\[ \leq 2^C \sum_{n=0}^{C\gamma} n^{Y+|X|-2} \]

\[ \leq C_3 2^{2\gamma} Y^{T+|X|-1} \]  

(22)

where \( C_3 > 0 \) is a constant. Finally, from (22), one can show that the following choice of \( \gamma \) ensures that the dictionary does not contain more than \( M \) codewords:

\[ \gamma = \log M - (Y + |X| - 1) \log \log M - C_\gamma. \]

(23)

where \( C_\gamma > 0 \) is a constant.

### 6.2 Coding Rate Analysis

In this section, we derive an upper bound for the \( \epsilon \)-coding rate of the code. Let \( X^* \) be the random first parsed source subsequence and \( \ell(X^*) \) be its length. For notational convenience, denote \( n_R = \log M \). Since \( M \) is large, without loss of generality, assume \( n_R \) is an integer. We assume that for all \( P \in \mathcal{P} \), the Frobenius norm of \( \frac{\partial^2 R(P,D)}{\partial P^2} \) is bounded within a neighborhood of \( P \), i.e.

\[ \sup_{Q \in \mathcal{N}(P)} \left\| \frac{\partial^2 R(P,D)}{\partial P^2} \right\|_{F} \leq C_H \]

(24)

where

\[ \mathcal{N}(P) := \left\{ Q \in P : \|Q - P\| \leq \sqrt{2 + 2|X|} \sqrt{\frac{\ln n_R}{n_R}} \right\}. \]

(25)

Similar assumption has been made in [18].
We now upper bound the overflow probability as follows:

\[
\mathbb{P}\left( \frac{\log M}{\ell(X^*)} > R \right) = \mathbb{P}(\ell(X^*) < n_R) \\
  = \mathbb{P}(\exists \ell < n_R : \ell R(Q_{X^\ell}, D) > \gamma) \\
  \leq \mathbb{P}(n_R R(Q_{X^n R}, D) > \gamma) \\
  = \mathbb{P}\left( R(P, D) + \sum_{i=1}^{n_R} (Q_{X_{nR}^i}(i) - p_i) R'(i) + \frac{1}{2} Q_{X^n R} - P \right) \frac{\partial^2 R(P, D)}{\partial P^2} \left|_{P = \bar{P}} \right. (Q_{X^n R} - P) > \frac{\gamma}{n_R} \\
  \leq \mathbb{P}\left( R(P, D) + \sum_{i=1}^{n_R} (Q_{X_{nR}^i}(i) - p_i) R'(i) + C_H(1 + |\mathcal{X}|) \frac{\log n_R}{n_R} > \frac{\gamma}{n_R} \right) \\
  + \mathbb{P}\left( \|Q_{X^\ell} - P\|^2 > (2 + 2|\mathcal{X}|) \frac{\log n_R}{n_R} \right) \\
  \leq \mathbb{P}\left( \frac{1}{n_R} \sum_{i=1}^{n_R} R'(x_k) - \sum_{i=1}^{n_R} p_i R'(i) > \frac{\gamma}{n_R} - C_H(1 + |\mathcal{X}|) \frac{\log n_R}{n_R} - R(P, D) \right) \\
  + e^{\frac{|\mathcal{X}| - 1}{n^2_R}} \\
  \leq Q\left( \frac{\gamma}{n_R} - C_H(1 + |\mathcal{X}|) \frac{\log n_R}{n_R} - R(P, D) \right) + \frac{1}{n^2_R} \\
  + e^{\frac{|\mathcal{X}| - 1}{n^2_R}} \right) + \frac{A}{n^2 R} + \frac{e^{\frac{|\mathcal{X}| - 1}{n^2_R}}}{n^2 R} \right) \\
  \right)
\]

(26)

where \( \bar{P} = P + \lambda(Q_{X^n R} - P) \) for some \( 0 \leq \lambda \leq 1 \). We have \[18\]

\[
(Q_{X^n R} - P) \frac{\partial^2 R(P, D)}{\partial P^2} \left|_{P = \bar{P}} \right. (Q_{X^n R} - P) \leq C_H \|Q_{X^n R} - P\|^2
\]

In Appendix \[13\] we show that for the rate \( R \) specified below, \[20\] and subsequently the overflow probability falls below \( \epsilon \):

\[
R = R(P, D) + \sigma(P, D) \sqrt{\frac{R(P, D)}{\log M}} \sqrt{Q^{-1}(\epsilon)} + (Y + |\mathcal{X}| - 1 + C_H(1 + |\mathcal{X}|)) R(P, D) \frac{\log \log M}{\log M} + O\left( \frac{1}{\log M} \right).
\]

Due to the definition of \( \epsilon \)-coding rate, \( R_M(\epsilon, \phi, P) \leq R \). This completes the achievability proof.

7 Conclusion

For universal VF length lossy compression of the class of all i.i.d. sources over a finite alphabet, we proposed a dictionary to parse the source stream. For such model class, overflow rate of the proposed coding scheme is derived up to the third-order term in the asymptotics of large dictionary size. Extensions of this work to Markov sources as well as parametric model classes which bear some form of structure are interesting future directions of this work.
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Appendices

A Proof of $|A| \leq n^{|\mathcal{X}| - 2}$

From the definition of $T$ let $x^n \in T$ and $x_{n+1} \in \mathcal{X}$ be such that $(n + 1)R(Q_{x^n x_{n+1}}, D) > \gamma$. Exploiting Lemma 4 we have $(n + 1)R(Q_T, D) + (n + 1)C_6/n^2 > \gamma$. From boundedness of $R(Q_T, D) \leq \log |\mathcal{X}|$ we have $nR(Q_T, D) + C_6 > \gamma$ for a constant $C_6 > 0$. Therefore, we have the following subset relationship

$$A \subset \{T \in T_n : \frac{n}{n} \leq \frac{C_6}{n^2} n < R(Q_T, D) \leq \frac{\gamma}{n} \}$$

(27)

Recalling the boundedness of $|\partial R(Q,D)/\partial Q|$, the rest of the proof is similar to [21, 22], which we omit.

B Achievable $\epsilon$-coding Rate

For notational convenience, let $C_5 = C_H(1 + |\mathcal{X}|)$. In order for (26) to be less than or equal to $\epsilon$, it must hold that

$$\gamma - C_5 \log n_R - n_R R(P, D) = \sigma \sqrt{n_R} Q^{-1} \left( \epsilon - \frac{A}{\sqrt{n_R}} - \frac{2|\mathcal{X}|}{n_R^2} \right).$$

(28)

By substituting the values of $\gamma$ from (23) and $n_R = \frac{\log M}{R}$, along with the Taylor expansion of $Q^{-1}(\cdot)$, we obtain

$$R \log M - R(P, D) \log M - R(Y + |\mathcal{X}| - 1 + C_5) \log M - RC_\gamma + C_5 R \log R = R \sigma \sqrt{\frac{\log M}{R}} Q^{-1}(\epsilon) + C_6.$$  

(29)
In order to cancel out the highest order log $M$ term, it must hold that $R = R(P, D) + \delta_1$. Substituting this in (29), and denoting $d := \Upsilon + |\mathcal{X}| - 1 + C_5$ for convenience, as we obtain

$$
\delta_1 \log M - d\delta_1 \log \log M - dR(P, D) \log \log M - C_\gamma R(P, D) - C_\gamma \delta_1 + C_5 R \log R
= \sigma \sqrt{R(P, D)} + \delta_1 \sqrt{\log MQ^{-1}(\epsilon)} + C_7.
$$

(30)

Taylor expansion of $\sqrt{R(P, D) + \delta_1}$ around $R(P, D)$ yields

$$
\sqrt{R(P, D) + \delta_1} = \sqrt{R(P, D)} + C_8 \delta_1.
$$

(31)

Replacing (31) in (30), and equating the highest order terms, we obtain

$$
\delta_1 = \sigma \sqrt{\frac{R(P, D)}{\log M}} Q^{-1}(\epsilon) + \delta_2.
$$

(32)

Finally replacing (32) in (30) and following the same approach, we obtain

$$
\delta_2 = (\Upsilon + |\mathcal{X}| - 1 + C_5) R(P, D) \log \frac{\log M}{\log \log M} + \mathcal{O}\left(\frac{1}{\log M}\right).
$$

(33)