The effects of drugs in chemotherapy as optimal control of tumor growth dynamical model
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Abstract. Cancer is the disease caused by disordered hormone so that it causes the lumps to grow abnormally on body tissue, and it is known as a malignant tumor. Some mortalities in the world are caused by cancer, while in Indonesia, cancer contributes to the third-largest death. This research will explain about stability and optimal control of tumor growth dynamical model by drugs in chemotherapy. In the tumor growth dynamical model, there are normal cells, tumor cells, and immune cells. From the mathematical model of tumor growth, some equilibrium points will be analyzed for their stability using eigenvalue. In this research, from the mathematical model of tumor growth, it will be added control, such as drugs in chemotherapy. The method used for solving optimal control problems and resulting numerical solutions is Forward Backward Sweep Method. Based on simulation results, drugs in chemotherapy give effects in a normal cell, tumor cell, and immune cell.

1. Introduction
Cancer is the disease caused by disordered hormone so that it causes the lumps to grow abnormally on body tissue, and it is known as a malignant tumor. About 16.65 percent, the mortality in the world is caused by cancer. In Indonesia, cancer contributes to the third-largest death. Unhealthy diet and life, smoke are dominant factors causing cancer. Cancer occurs when normal cells become cancer cells through the mutation process or abnormal growth. Some treatments for reducing cancer have been applied, such as chemotherapy and traditional drugs.

There are many diseases which have been constructed to mathematical model such as influenza, bird flu, dengue fever [1][2][3][4]. In the mathematical model of disease spread, generally, there are susceptible population, infected population, and recovered population [5][6]. From three populations, they can be determined by reproduction number based on available parameters for determining the stability. Besides that, the predator-prey model has also been developed for stability in natural selection [7].

This research will explain about stability and optimal control of tumor growth dynamical model by drugs in chemotherapy. In the tumor growth dynamical model, there are normal cells, tumor cells, and immune cells [8]. From the mathematical model of tumor growth, there are some equilibrium points that will be analyzed their stability using eigenvalue. In this research, from the mathematical model of tumor growth, it will be added control, such as drugs in chemotherapy for reducing the number of tumor cells.
However, in practice, this process also affects normal cell and immune cells so that normal cell and immune cells are also reduced. The usage of drugs in chemotherapy should be proportional. Fewer drugs cause tumor cells to stay grow, and over drugs cause expensive cost and bad for the body tissue.

The method used for solving optimal control problems and resulting numerical solutions is Forward Backward Sweep Method [9]. This method uses state variables with initial conditions and adjoint variables with the final condition in its computation [10]. Based on simulation results, drugs in chemotherapy give effects in normal cells, tumor cells, and immune cells.

2. Methods

In the mathematical model of tumor growth, there are three populations included in the system, such as normal cell, tumor cell, and immune cell [8]. It is assumed that normal cell and tumor cells grow based on logistic function and immune cells grow continuously. This model uses the predator-prey model concept in tumor cells and immune cells.

2.1. Mathematical model of tumor growth

The mathematical model of tumor growth is presented in equation (1), (2) and (3) [8]:

\[
\dot{N} = r_1 N (1 - b_1 N) - c_4 N \tag{1}
\]

\[
\dot{T} = r_2 T (1 - b_2 T) - \frac{\rho IT}{\alpha + T_0} - c_2 IT + c_4 N \tag{2}
\]

\[
\dot{I} = s + d_2 \left( \frac{\rho IT}{\alpha + T_0} \right) - c_1 IT - d_1 I \tag{3}
\]

Note that the denominator \( \alpha + T_0 \) is assumed constant with \( N(t) \) is the population of a normal cell, \( T(t) \) is the population of tumor cell, and \( I(t) \) is the population of immune cell. The other parameters can be seen in table 1.

| Notation | Description |
|----------|-------------|
| \( r_1 \) | Intrinsic rate (per capita growth) of tumor cell growth |
| \( r_2 \) | Intrinsic rate (per capita growth) of normal cell growth |
| \( b_1 \) | Carrying capacity of the tumor cell population |
| \( b_2 \) | Carrying capacity of the normal cell population |
| \( \rho \) | Search rate of tumor cell by the immune cell |
| \( d_1 \) | The natural death rate of immune cell |
| \( d_2 \) | Conversion factors |
| \( \alpha \) | Immune threshold rate |
| \( s \) | The growth rate of immune cell (constant) |
| \( c_1 \) | Coefficient of an inactive immune cell due to interaction with tumor cell |
| \( c_2 \) | Coefficient of dead tumor cell due to interaction with immune cell |
| \( c_3 \) | The rate of increasing tumor cell due to normal cell mutation to tumor cell |
| \( c_4 \) | The rate of decreasing normal cell due to normal cell mutation to tumor cell |

Consider the population of tumor cells and immune cells. From the model in equation (2) and equation (3), without the existence of immune cells, the tumor cells grow based on logistic function, and without
the existence of tumor cells, the immune cells grow constantly. When immune cells eat tumor cells, immune cells duplicate their selves for attacking tumor cells.

2.2. Existence of solution
The solutions to this problem can be said to exist if \( N(t) \geq 0, T(t) \geq 0, I(t) \geq 0 \). The equilibrium points also should satisfy these conditions [11].

2.3. Equilibrium point
The equilibrium points can be determined by \( N = 0, T = 0, I = 0 \) in equation (4), equation (5), and equation (6).

\[
\begin{align*}
\frac{r_2 N(1-b_2 N)}{s} - c_1 N &= 0 \quad (4) \\
\frac{r_1 T(1-b_1 T)}{s} - \frac{\rho IT}{\alpha + T_0} - c_1 IT + c_1 N &= 0 \quad (5) \\
s + d_1 \left( \frac{\rho IT}{\alpha + T_0} - c_1 IT - d_1 I \right) &= 0 \quad (6)
\end{align*}
\]

From equation (4), equation (5), and equation (6), we obtain three equilibrium points:

1. Equilibrium point 1: \( N_{e1} = 0, T_{e1} = 0, I_{e1} = \frac{s}{d_1} \)

2. Equilibrium point 2: \( N_{e2} = 0, T_{e2} = \frac{1}{b_1} - \frac{\rho I_{e2}^*}{(\alpha + T_0) r b_1} - \frac{c_1 I_{e2}^*}{r b_1} \), \( I_{e2} = I_{e2}^* \) with \( I_{e2}^* \) is the positive solution of:

\[
s + \left( \frac{1}{b_1} - \frac{\rho I_{e2}^*}{(\alpha + T_0) r b_1} - \frac{c_1 I_{e2}^*}{r b_1} \right) \left( d_2 \left( \frac{\rho I_{e2}^*}{\alpha + T_0} - c_1 I_{e2}^* - d_1 I_{e2}^* \right) - d_1 I_{e2}^* = 0 \right)
\]

3. Equilibrium point 3: \( N_{e3} = \frac{1}{b_2} - \frac{c_4}{b_2 r_2}, T_{e3} = T_{e3}^*, I_{e1} = \frac{-r_1 T_{e3}^*(1-b_1 T_{e3}^*) - c_3 \left( \frac{1}{b_2} - \frac{c_4}{r b_2} \right)}{\alpha + T_0 - c_2 T_{e3}^*} \) with

\( T_{e3}^* \) is the positive solution of :

\[
s + \left( \frac{-r_1 T_{e3}^*(1-b_1 T_{e3}^*) - c_3 \left( \frac{1}{b_2} - \frac{c_4}{r b_2} \right)}{-\rho T_{e3}^* - c_2 T_{e3}^*} \right) \left( d_2 \left( \frac{\rho T_{e3}^*}{\alpha + T_0} - c_1 T_{e3}^* - d_1 \right) = 0 \right)
\]

Because equilibrium point 2 and equilibrium point 3 are complicated to be solved analytically, then they are solved numerically by Gauss Elimination Method. From each equilibrium point, it will be analyzed its stability using the eigenvalue method from the Jacobian matrix.

2.4. Stability analysis
From the differential equation system in equation (1), equation (2), and equation (3), they will be constructed Jacobian matrix in equation (7). Suppose:
\[ f_1 = r_1 N (1 - b_2 N) - c_4 N \]
\[ f_2 = r_2 T (1 - b_3 T) - \frac{\rho IT}{\alpha + T_0} - c_2 IT + c_3 N \]
\[ f_3 = s + d_2 \left( \frac{\rho IT}{\alpha + T_0} \right) - c_1 IT - d_1 I \]

Then the Jacobian matrix is:

\[
\begin{bmatrix}
\frac{\partial f_1}{\partial N} & \frac{\partial f_1}{\partial T} & \frac{\partial f_1}{\partial I} \\
\frac{\partial f_2}{\partial N} & \frac{\partial f_2}{\partial T} & \frac{\partial f_2}{\partial I} \\
\frac{\partial f_3}{\partial N} & \frac{\partial f_3}{\partial T} & \frac{\partial f_3}{\partial I}
\end{bmatrix}
= \begin{bmatrix}
r_2 - 2r_2 b_2 N - c_4 & 0 & 0 \\
c_3 & r_1 - 2r_1 b_1 T - \frac{\rho I}{\alpha + T_0} - c_2 I & -\frac{\rho T}{\alpha + T_0} - c_3 T \\
0 & \frac{d_2 \rho I}{\alpha + T_0} - c_1 I & \frac{d_2 \rho T}{\alpha + T_0} - c_3 T - d_1
\end{bmatrix}
\tag{7}
\]

For analyzing the stability, we determine the eigenvalue from the equilibrium point on the Jacobian matrix using \( \det(\lambda I - Jac) = 0 \). The system is stable if all real of the eigenvalue are \( \lambda_1 < 0, \lambda_2 < 0, \lambda_3 < 0 \) (negative) [11].

In equilibrium point 1, it is stable if \( \frac{d_1 (\alpha + T_0) r_1 T_0 + c_1 \rho s + c_2 s (\alpha + T_0)}{s r_3 + s r_2 c_2 (\alpha + T_0) + c_4 (\alpha + T_0) d_1 r_1} > 1 \)

In equilibrium point 2 and equilibrium point 3, substitute numerical positive equilibrium to the Jacobian matrix. The system is stable if all real of eigenvalue are \( \lambda_1 < 0, \lambda_2 < 0, \lambda_3 < 0 \) (negative) [11].

2.5. Optimal control of tumor growth by drugs

In optimal control of tumor growth, there are drugs in the chemotherapy process as control \( u \) applied to tumor cells to reduce the number of tumor cells. However, in practice, this process also affects normal cell and immune cells so that normal cell and immune cells are also reduced. The effectiveness range \( u \) is \([0, 1]\). Therefore the mathematical model from equation (2), (3), and (4) become the mathematical model in equation (8), (9), and (10), respectively.

\[
\dot{N} = r_2 N (1 - b_2 N) - c_4 N - a_1 u N
\]
\[
\dot{T} = r_3 T (1 - b_3 T) - \frac{\rho IT}{\alpha + T_0} - c_2 IT + c_3 N - a_2 u T
\]
\[
\dot{I} = s + d_2 \left( \frac{\rho IT}{\alpha + T_0} \right) - c_1 IT - d_1 I - a_3 u I
\]

With \( a_1, a_2, a_3 \) is the rate of reducing normal cell, tumor cell, and immune cell due to drugs in chemotherapy.

For the model, the objective function which is minimized is presented in equation (11).

\[
J = \int_0^T A_1 \dot{T} + A_2 u^2 dt
\]

\[ (8) \]

\[ (9) \]

\[ (10) \]
Where weights are $A_i > 0, A_2 > 0$ related to the number of tumor cells and the cost of drugs in chemotherapy, respectively. From the model, the number of tumor cells and the cost of drugs in chemotherapy will be minimized. The goal is to find optimal control $u^*$.

2.6. Pontryagin’s maximum principle
If $u$ is an optimal control corresponding state system, there exist adjoint variables $(\lambda_N, \lambda_T, \lambda_I)$ which satisfy equation (12), (13), (14), and (15) [6].

$$
\dot{\lambda}_N = \frac{\partial H}{\partial N} = -\lambda_N (r_2 - 2r_1 b_2 N - c_4 - a_i u) - \lambda_T c_2
$$
(12)

$$
\dot{\lambda}_T = \frac{\partial H}{\partial T} = -A_i - \lambda_T \left( r_1 - 2r_1 b_2 T - \frac{\rho T}{\alpha + T_0} - c_2 I - a_i u \right) - \lambda_I \left( d_2 \left( \frac{\rho T}{\alpha + T_0} \right) - c_i I \right)
$$
(13)

$$
\dot{\lambda}_I = \frac{\partial H}{\partial I} = -\lambda_i \left( -\frac{\rho T}{\alpha + T_0} - c_i T \right) - \lambda_i \left( d_2 \left( \frac{\rho T}{\alpha + T_0} \right) - c_i T - d_i - a_i u \right)
$$
(14)

$$
\lambda_N(T) = 0, \lambda_T(T) = 0, \lambda_I(T) = 0
$$
(15)

Where the Hamiltonian is expressed in equation (16).

$$
H = A_i T + A_i u^2 + \left( \lambda_N, \lambda_T, \lambda_I \right) \begin{pmatrix}
  r_2 (1 - b_2 N) - c_4 N - a_i u N \\
  r_1 (1 - b_1 T) - \frac{\rho T}{\alpha + T_0} - c_2 I T + c_3 N - a_i u T \\
  s + d_2 \left( \frac{\rho T}{\alpha + T_0} \right) - c_i I T + a_i T - a_i u I
\end{pmatrix}
$$
(16)

Furthermore, we can find the optimal control $u^*$

$$
\frac{\partial H}{\partial u} = 0
$$
(17)

$$
\frac{\partial H}{\partial u} = 2A_i u + \lambda_N (-a_i N) + \lambda_T (-a_i T) + \lambda_I (-a_i I) = 0
$$
(18)

$$
u = \min \left( 1, \max \left( 0, \frac{\lambda_N a_i N + \lambda_T a_i T + \lambda_I a_i I}{2A_i} \right) \right)
$$
(19)

2.7. Forward-backward sweep method
The forward-backward sweep method applied to optimal control of tumor growth can be designed as follows [12][9]:

Suppose state variables and adjoint variables are:

$$
f_1 = r_2 (1 - b_2 N) - c_4 N - a_i u N
$$

$$
f_2 = r_1 (1 - b_1 T) - \frac{\rho T}{\alpha + T_0} - c_2 I T + c_3 N - a_i u T
$$

$$
f_3 = s + d_2 \left( \frac{\rho T}{\alpha + T_0} \right) - c_i I T - d_i - a_i u I
$$
The forward-backward sweep method algorithm is as follows:

1. Compute the solution of state variables forward with the initial condition \( N_0, T_0, I_0 \) are given using Runge Kutta fourth-order.

\[
k_{ij} = f_j \left( N_i, T_i, I_i, u_i \right), \quad j = 1, 2, 3
\]

\[
k_{2j} = f_j \left( N_i + \frac{h}{2} k_{11}, T_i + \frac{h}{2} k_{12}, I_i + \frac{h}{2} k_{13}, \frac{u_i + u_{i+1}}{2} \right), \quad j = 1, 2, 3
\]

\[
k_{3j} = f_j \left( N_i + \frac{h}{2} k_{21}, T_i + \frac{h}{2} k_{22}, I_i + \frac{h}{2} k_{23}, \frac{u_i + u_{i+1}}{2} \right), \quad j = 1, 2, 3
\]

\[
k_{4j} = f_j \left( N_i + h k_{31}, T_i + h k_{32}, I_i + h k_{33}, u_{i+1} \right), \quad j = 1, 2, 3
\]

\[
N_{i+1} = N_i + \frac{h}{6} \left( k_{11} + 2 k_{21} + 2 k_{31} + k_{41} \right)
\]

\[
T_{i+1} = T_i + \frac{h}{6} \left( k_{12} + 2 k_{22} + 2 k_{32} + k_{42} \right)
\]

\[
I_{i+1} = I_i + \frac{h}{6} \left( k_{13} + 2 k_{23} + 2 k_{33} + k_{43} \right)
\]

2. Compute the solution of adjoint variables backward with the final condition \( \lambda_{N(T)}, \lambda_{T(T)}, \lambda_{T(I)} \) are given using Runge Kutta fourth-order.

\[
l_j = g_j \left( \lambda_{N(i)}, \lambda_{T(i)}, \lambda_{I(i)}, N_i, T_i, I_i, u_i \right), \quad j = 1, 2, 3
\]

\[
l_{2j} = g_j \left( \lambda_{N(i)} - \frac{h}{2} l_{11}, \lambda_{T(i)} - \frac{h}{2} l_{12}, \lambda_{I(i)} - \frac{h}{2} l_{13}, \frac{N_i + N_{i+1}}{2}, \frac{T_i + T_{i+1}}{2}, \frac{I_i + I_{i+1}}{2}, \frac{u_i + u_{i+1}}{2} \right), \quad j = 1, 2, 3
\]

\[
l_{3j} = g_j \left( \lambda_{N(i)} - \frac{h}{2} l_{21}, \lambda_{T(i)} - \frac{h}{2} l_{22}, \lambda_{I(i)} - \frac{h}{2} l_{23}, \frac{N_i + N_{i+1}}{2}, \frac{T_i + T_{i+1}}{2}, \frac{I_i + I_{i+1}}{2}, \frac{u_i + u_{i+1}}{2} \right), \quad j = 1, 2, 3
\]

\[
l_{4j} = g_j \left( \lambda_{N(i)} - h l_{31}, \lambda_{T(i)} - h l_{32}, \lambda_{I(i)} - h l_{33}, N_{i-1}, T_{i-1}, I_{i-1}, u_{i+1} \right), \quad j = 1, 2, 3
\]

\[
\lambda_{N(i+1)} = \lambda_{N(i)} - \frac{h}{6} \left( l_{11} + 2 l_{21} + 2 l_{31} + l_{41} \right)
\]

\[
\lambda_{T(i+1)} = \lambda_{T(i)} - \frac{h}{6} \left( l_{12} + 2 l_{22} + 2 l_{32} + l_{42} \right)
\]

\[
\lambda_{I(i+1)} = \lambda_{I(i)} - \frac{h}{6} \left( l_{13} + 2 l_{23} + 2 l_{33} + l_{43} \right)
\]

3. Compute the optimal control \( u^* \) using equation (19)

4. Update optimal control
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\[ u \leftarrow \frac{u + u_{old}}{2} \]  

(20)

5. Compute performance index as an objective function

\[ J(u) = \sum_{k=0}^{n-1} \left( A_1 T(k)^2 + A_2 u(k)^2 \right) \]  

(21)

3. Result and discussion

It is assumed that there are between \(10^8\) and \(10^9\) cells per cubic centimeters of tissue [8]. It is important to be noted that because the amount of normal cell, tumor cell, and the immune cell is various in the type of tumor disease, then the model is only as a general model in simulation so that it is assumed dimensionless and does not require the units. Parameters used in optimal control of tumor growth simulation and initial condition can be seen in table 2.

| Table 2. Simulation parameters. | Value |
|-------------------------------|-------|
| The population of normal cell \(N(0)\) | 10 |
| The population of tumor cell \(T(0)\) | 5 |
| The population of immune cell \(I(0)\) | 10 |
| Intrinsic rate (per capita growth rate) of tumor cell growth \(r_1\) | 1 |
| Intrinsic rate (per capita growth rate) of normal cell growth \(r_2\) | 1 |
| Carrying capacity of the tumor cell population \(b_1\) | \(1/2\) |
| Carrying capacity of the normal cell population \(b_2\) | \(1/50\) |
| Search rate of tumor cell by the immune cell \(\rho\) | 0.01 |
| Conversion factors \(d_1\) | 0.5 |
| The natural death rate of immune cell \(d_1\) | 0.2 |
| Immune threshold rate \(\alpha\) | 0.3 |
| The growth rate of immune cell (constant) \(s\) | 5 |
| Coefficient of an inactive immune cell due to interaction with tumor cell \(c_1\) | 0.2 |
| Coefficient of dead tumor cell due to interaction with immune cell \(c_2\) | 0.6 |
| The rate of increasing tumor cell due to normal cell mutation to tumor cell \(c_3\) | 0.3 |
| The rate of decreasing normal cell due to normal cell mutation to tumor cell \(c_4\) | 0.3 |
| Weight-related to the amount of tumor cell \(A_1\) | 1 |
| Weight-related to the cost of drugs in chemotherapy \(A_2\) | 5 |

Figures 1, 2, and 3 show the numerical solution of a normal cell, tumor cell, and immune cell with and without drugs in chemotherapy as control, respectively. From the graph, the effect of drugs in chemotherapy can reduce the number of normal cells in figure 1, the number of tumor cells in figure 2, and the number of immune cells in figure 3. The value of the rate of reducing normal cells due to drugs in chemotherapy \(a_1\) is 0.2, the rate of reducing tumor cell due to drugs in chemotherapy \(a_2\) is 0.8, and the rate of reducing immune cell due to drugs in chemotherapy \(a_3\) is 0.2.
Figure 1. Numerical solutions of tumor growth of a normal cell.

In normal cells without control, the simulation is stable. Its growth follows the logistic function for preventing the blow-up population. When drugs in chemotherapy are applied, they affect normal cell so that normal cell is reduced. In tumor cells without control, the simulation is stable. Its growth decreases because tumor cells are eaten by immune cells, then it increases because of mutation from a normal cell to a tumor cell. When drugs in chemotherapy are applied, they devastate part of the tumor cell population so that the tumor cell is reduced. In immune cells without control, the simulation is stable. The growth increases because immune cells eat tumor cells so that they duplicate themselves for attacking tumor cells. Then immune cell decreases because there are dead immune cells. When drugs in chemotherapy are applied, they affect immune cell so that immune cell is reduced.

Figure 2. Numerical solutions of tumor growth of tumor cell.
Figure 3. Numerical solutions of tumor growth of the immune cell.

Figure 4 shows the control function of drugs in chemotherapy. The control function has the interval of effectiveness between 0 to 1 with 0 represents control functions fail (not effective in the whole population), and 1 represents control functions are a success (effective in the whole population).

Figure 4. Optimal control of drugs in chemotherapy.

4. Conclusion
In the tumor growth dynamical model, there are normal cells, tumor cells, and immune cells. From the mathematical model of tumor growth, there are some equilibrium points that will be analyzed their stability using eigenvalue. In this research, from the mathematical model of tumor growth, it will be added control, i.e., drugs in chemotherapy. The method used for solving optimal control problems and resulting numerical solutions is Forward Backward Sweep Method. Based on simulation results, drugs
in chemotherapy give effects in a normal cell, tumor cell, and immune cell. The development of this research is optimizing the weights of the performance index so that the performance index is more optimal.
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