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Abstract

The mathematical modeling and numerical simulation of semiconductor-electrolyte systems play important roles in the design of high-performance semiconductor-liquid junction solar cells. In this work, we propose a macroscopic mathematical model, a system of nonlinear partial differential equations, for the complete description of charge transfer dynamics in such systems. The model consists of a reaction-drift-diffusion-Poisson system that models the transport of electrons and holes in the semiconductor region and an equivalent system that describes the transport of reductants and oxidants, as well as other charged species, in the electrolyte region. The coupling between the semiconductor and the electrolyte is modeled through a set of interfacial reaction and current balance conditions. We present some numerical simulations to illustrate the quantitative behavior of the semiconductor-electrolyte system in both dark and illuminated environments. We show numerically that one can replace the electrolyte region in the system with a Schottky contact only when the bulk reductant-oxidant pair density is extremely high. Otherwise, such replacement gives significantly inaccurate description of the real dynamics of the semiconductor-electrolyte system.
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1 Introduction

The mathematical modeling and simulation of semiconductor devices have been extensively studied in past decades due to their importance in industrial applications; see [1, 31, 35, 37].
41, 44, 50, 51, 61, 77, 79] for overviews of the field and [9, 38, 76, 85] for more details on the physics, classical and quantum, of semiconductor devices. In the recent years, the field has been boosted significantly by the increasing need for simulation tools for designing efficient solar cells to harvest sunlight for clean energy. Various theoretical and computational results on traditional semiconductor device modeling are revisited and modified to account for new physics in solar cell applications. We refer interested readers to [28] for a summary of various types of solar cells that have been constructed, to [46, 63] for simplified analytical solvable models that have been developed, and to [19, 73, 54, 34] for more advanced mathematical and computational analysis of various models. Mathematical modeling and simulation provide ways not only to improve our understanding of the behavior of the solar cells under experimental conditions, but also to predict the performance of solar cells with general device parameters, and thus they enable us to optimize the performance of the cells by selecting the optimal combination of these parameters.

One popular type of solar cells, besides those made of semiconductor p-n junctions, are cells made of semiconductor-liquid junctions. A typical liquid-junction photovoltaic solar cell consists of four major components: the semiconductor, the liquid, the semiconductor-liquid interface and the counter electrode; see a rough sketch in Fig. 1 (left). There are many possible semiconductor-liquid combinations; see for instance, [25] for Si/viologen$^{2+/+}$ junctions, [72] for n-type InP/Me$_2$Fc$^{+/0}$ junctions, and [28, Tab. 1] for a summary of many other possibilities. The working mechanism of this type of cell is as follows. When sunlight is absorbed by the semiconductor, free conduction electron-hole pairs are generated. These electrons and holes are then separated by an applied potential gradient across the device. The separation of the electrons and holes leads to electrical current in the cell and concentration of charges on the semiconductor-liquid interface where electrochemical reactions and charge transfer occur. We refer interested reader to [36, 37, 45] for physical principles and technical specifics of various types of liquid-junction solar cells.

Charge transport processes in semiconductor-liquid junctions have been studied in the past by many investigators; see [53] for a recent review. The mechanisms of charge generation, recombination, and transport in both the semiconductor and the liquid are now well understood. However, the reaction and charge transfer process on the semiconductor-liquid interface is far less understood despite the extensive recent investigations from both physical [32, 33, 52, 68] and computational [63, 82] perspectives. The objective of this work is to mathematically model this interfacial charge transfer process so that we could derive a complete system of equations to describe the whole charge transport process in the semiconductor-liquid junction.

To be specific, we consider here semiconductor-liquid junction with the liquid being electrolyte that contains reductant $r$, oxidant $o$ and some other charged species that do not interact with the semiconductor. We denote by $\Omega \subset \mathbb{R}^d$ ($d \geq 1$) the domain of interest which contains the semiconductor part $\Omega_S$ and the electrolyte part $\Omega_E$. We denote by $\Sigma \equiv \partial \Omega_E \cap \partial \Omega_S$ the interface between the semiconductor and electrolyte, $\Gamma_C$ the surface of the current collector at the semiconductor end, and $\Gamma_A$ the surface of the counter (i.e., auxiliary) electrode. $\Gamma_S = \partial \Omega_S \setminus (\Sigma \cup \Gamma_C)$ is the part of the semiconductor boundary that is neither the interface $\Sigma$ nor the contact $\Gamma_C$, and $\Gamma_E = \partial \Omega_E \setminus (\Sigma \cup \Gamma_A)$ the part of electrolyte that is neither the interface $\Sigma$ nor the surface of the counter electrode $\Gamma_A$. We denote by $\nu(x)$ the unit
outer normal vector at a point \( x \) on the boundary of the domain \( \partial \Omega = \Gamma_C \cup \Gamma_S \cup \Gamma_A \cup \Gamma_E \). To deal with discontinuities of quantities across the interface \( \Sigma \), we use \( \Sigma_- \) and \( \Sigma_+ \) to denote the semiconductor and the electrolyte sides, respectively, of \( \Sigma \). On the interface, we use \( \mathbf{\nu}^-(x) \) and \( \mathbf{\nu}^+(x) \) to denote the unit normal vectors at \( x \in \Sigma \) pointing to the semiconductor and the electrolyte domains, respectively.

The rest of the paper is structured as follows. In the next three sections, we present the three main components of the mathematical model. We first model in Section 2 the dynamics of the electrons and holes in the semiconductor \( \Omega_S \). We then model in Section 3 the dynamics of the reductants and oxidants, as well as other charged species, in the electrolyte \( \Omega_E \). In Section 4 we model the reaction-transfer dynamics on the interface \( \Sigma \). Once the mathematical model has been constructed, we develop in Section 5 some numerical schemes for the numerical simulation of the device in simplified settings. We present some numerical experiment in Section 6 where we exhibit the benefits of modeling the complete semiconductor-electrolyte system. Concluding remarks are offered in Section 7.

## 2 Transport of electrons and holes

The modeling of transport of free conduction electrons and holes in semiconductor devices has been well studied in recent decades [1, 31, 35, 41, 44, 61, 77, 79]. Many different models have been proposed, such as the Boltzmann-Poisson system [6, 13, 17, 20, 27, 43, 44, 60, 67, 74], the energy transport system [23, 30, 44] and the drift-diffusion-Poisson system [2, 14, 22, 21, 44, 61, 73, 75, 80, 83, 84]. For the purpose of computational efficiency, we employ the reaction-drift-diffusion-Poisson model in this work. Let us denote by \( (0, T] \) the time interval in which we interested. The bipolar drift-diffusion-Poisson model can be written in the following form:

\[
\begin{align*}
\partial_t \rho_n + \nabla \cdot \mathbf{J}_n &= -R_{np}(\rho_n, \rho_p) + \gamma G_{np}(x), \quad \text{in} \ (0, T] \times \Omega_S \\
\partial_t \rho_p + \nabla \cdot \mathbf{J}_p &= -R_{np}(\rho_n, \rho_p) + \gamma G_{np}(x), \quad \text{in} \ (0, T] \times \Omega_S \\
-\nabla \cdot (\varepsilon_p \nabla \Phi) &= \frac{q}{\varepsilon_0} [C(x) + \alpha_p \rho_p + \alpha_n \rho_n], \quad \text{in} \ (0, T] \times \Omega_S.
\end{align*}
\]
with the fluxes of electrons and holes are given respectively by

\[ J_n = -D_n \nabla \rho_n - \alpha_n \mu_n \rho_n \nabla \Phi, \quad J_p = -D_p \nabla \rho_p - \alpha_p \mu_p \rho_p \nabla \Phi. \]  

(2)

Here \( \rho_n(t, x) \) and \( \rho_p(t, x) \) are the densities of the electrons and the holes, respectively, at time \( t \) and location \( x \), and \( \Phi(t, x) \) is the electrical potential. The notation \( \partial_t \) denotes the derivative with respect to \( t \), while \( \nabla \) denotes the usual spatial gradient operator. The constant \( \epsilon_0 \) is the dielectric constant in vacuum, and the function \( \epsilon_r^S(x) \) is the relative dielectric function of the semiconductor material. The function \( C(x) \) is the doping profile of the device. The coefficients \( D_n \) (resp., \( D_p \)) and \( \mu_n \) (resp., \( \mu_p \)) are the diffusivity and the mobility of electrons (resp., holes). These parameters can be computed from the first principles of statistical physics. In some practical applications, however, they can be fitted from experimental data as well; see, for example, the discussion in [76]. The parameter \( q \) is the unit electric charge constant, while \( \alpha_n = -1 \) and \( \alpha_p = 1 \) are the charge numbers of electrons and holes, respectively. The diffusivity and the mobility coefficients are related through the Einstein relations \( D_n = U_T \mu_n \) and \( D_p = U_T \mu_p \) with \( U_T \) the thermal voltage at temperature \( T \) given by \( U_T = k_B T / q \), and \( k_B \) being the Boltzmann constant.

2.1 Charge recombination and generation

The function \( R_{np}(\rho_n, \rho_p) \) describes the recombination and generation of electron-hole pairs due to thermal excitation. It represents the rate at which the electron-hole pairs are eliminated through recombination (when \( R_{np} > 0 \)) or the rate at which electron-hole pairs are generated (when \( R_{np} < 0 \)). Due to the fact that electrons and holes are always recombined and generated in pairs, we have the same rate function for the two species. To be specific, we consider in this work the Auger model of recombination that is based on interactions between multiple electrons and holes, but we refer interested readers to [9, 29, 48, 61] for discussions on other popular recombination models such as the Shockley-Read-Hall (SRH) model and the Langevin model. The Auger model is relevant in cases where the carrier densities are high (for instance in doped materials). It is expressed as

\[ R_{np}(\rho_n, \rho_p) = (A_n \rho_n + A_p \rho_p)(\rho_{isc}^2 - \rho_n \rho_p), \]  

(3)

where \( A_n \) and \( A_p \) are the Auger coefficients for electrons and holes respectively. For given materials, \( A_n \) and \( A_p \) can be measured by experiments. The parameter \( \rho_{isc} \) is the intrinsic carrier density that is often calculated from the following formula (see [48]):

\[ \rho_{isc} = \sqrt{N_c N_v} \left( \frac{T}{300} \right)^{1.5} e^{-\frac{E_g}{2k_B T}} \]  

(4)

where the band gap \( E_g = E_{g0} - \alpha T^2 / (T + \beta) \) with \( E_{g0} \) the band gap at \( T = 0K \) (\( E_{g0} = 1.17q \) for silicon for instance), \( \alpha = 4.73 \times 10^{-4}q \), and \( \beta = 636 \). The parameters \( N_c \) and \( N_v \) are effective density of states in the conduction and the valence bands, respectively, at \( T = 300K \).

When the semiconductor device is illuminated by sunlight, the device absorbs photon energy. The absorbed energy creates excitons (bounded electron-hole pairs). The excitons
are then separated into free electrons and holes which can then move independently. This generation of free electron-hole pairs is modeled by the source function $G_{np}(x)$ in the transport equation (1). Once again, due to the fact that electrons and holes are always generated in pairs, the generating functions are the same for electrons and holes. We take a model that assumes that photons travel across the device in straight lines. That is, we assume that photons do not get scattered by the semiconductor material during their travel inside the device. This is a reasonable assumption for small devices that have been utilized widely [45]. Precisely, the generation of charges is given as

$$G_{np}(x) = \begin{cases} \sigma(x)G_0(x_0)e^{-\int_0^s \sigma(x_0+s\theta_0)ds}, & \text{if } x = x_0 + s\theta_0 \\ 0, & \text{otherwise} \end{cases}$$

where $x_0 \in \Gamma_S$ is the incident location, $\theta_0$ is the incident direction, $\sigma(x)$ is the absorption coefficient (integrated over the usable spectrum), and $G_0(x_0)$ is the surface photon flux at $x_0$. The control parameter $\gamma \in \{0, 1\}$ in (1) is used to turn on and off the illumination mechanism, and $\gamma = 0$ and $\gamma = 1$ are the dark and illuminated cases, respectively.

### 2.2 Boundary conditions

We have to supply boundary conditions for the equations in the semiconductor domain. The semiconductor boundary, besides the interface $\Sigma$, is split into two parts, the current collector $\Gamma_C$ and the rest. The boundary condition on the current collector is determined by the type of contacts formed there. There are mainly two types of contacts, the Ohmic contact and the Schottky contact.

**Dirichlet at Ohmic contacts.** Ohmic contacts are generally used to model metal-semiconductor junctions that do not rectify current. They are appropriate when the Fermi levels in the metal contact and adjacent semiconductor are aligned. Such contacts are mainly used to carry electrical current out and into semiconductor devices, and should be fabricated with little (or ideally no) parasitic resistance. Low resistivity Ohmic contacts are also essential for high-frequency operation. Mathematically, Ohmic contacts are modeled by Dirichlet boundary conditions which can be written as [9, 48, 61, 65]

$$\rho_n(t, x) = \rho_n^e(x), \quad \rho_p(t, x) = \rho_p^e(x), \quad \Phi(t, x) = \varphi_{bi} + \varphi_{app},$$

on $(0, T) \times \Gamma_C$, (6)

where $\varphi_{bi}$ and $\varphi_{app}$ are the built-in and applied potentials, respectively. The boundary values $\rho_n^e, \rho_p^e$ for the Ohmic contacts are calculated following the assumptions that the semiconductor is in stationary and equilibrium state and that the charge neutrality condition holds. This means that right-hand-side of the Poisson equation disappears so that

$$C + \rho_n^e - \rho_p^e = 0.$$  (7)

Thermal equilibrium implies that generation and recombination balance out, so $R_{np} = 0$ at Ohmic contacts. This leads to the mass-action law, between the density of electrons and holes:

$$\rho_n^e\rho_p^e - \rho^2_{isc} = 0.$$  (8)
The system of equations (7) and (8) admit a unique solution pair \((\rho_n, \rho_p)\), which is given by

\[
\rho_n(t, x) = \frac{1}{2} \sqrt{C^2 + 4\rho_{isc}^2 + C}, \quad \rho_p(t, x) = \frac{1}{2} \sqrt{C^2 + 4\rho_{isc}^2 - C}.
\]

These densities result in a built-in potential that can be calculated as

\[
\varphi_{bi} = U_T \ln(\rho_n/\rho_{isc}).
\]

Note that due to the fact that the doping profile \(C\) varies in space, these boundary values are different on different part of the boundary.

**Robin (or mixed) at Schottky contacts.** Schottky contacts are used to model metal-semiconductor junctions that have rectifying effects (in the sense that current flow through the contacts is rectified). They are appropriate for contacts between a metal and a lightly doped semiconductor. Mathematically, at a Schottky contact, Robin- (also called mixed-) type of boundary conditions are imposed for the n- and p-components, while Dirichlet-type of conditions are imposed for the \(\Phi\)-component. More precisely, these boundary conditions are [9, 48, 61, 65]:

\[
\begin{align*}
\nu \cdot J_n(t, x) &= v_n(\rho_n - \rho_n^e)(x), \quad \nu \cdot J_p(t, x) = v_p(\rho_p - \rho_p^e)(x), \quad \text{on} \quad (0, T] \times \Gamma_C, \\
\Phi(t, x) &= \varphi_{Stky} + \varphi_{app}, \quad \text{on} \quad (0, T] \times \Gamma_C.
\end{align*}
\]

Here the parameters for the Schottky barrier are the recombination velocities \(v_n\) and \(v_p\), and the height of the potential barrier, \(\varphi_{Stky}\), which depends on the materials of the semiconductor and the metal in the following way:

\[
\varphi_{Stky} = \begin{cases} 
\Phi_m - \chi, & \text{n-type} \\
\frac{E_g}{q} - (\Phi_m - \chi), & \text{p-type}
\end{cases}
\]

where \(\Phi_m\) is the work function, i.e., the potential difference between the Fermi energy and the vacuum level, of the metal and \(\chi\) is the electron affinity, i.e., the potential difference between the conduction band edge and the vacuum level. \(E_g\) is again the band gap. The values of the parameters \(v_n\), \(v_p\), \(\Phi_m\), and \(\chi\) are given in Tab. 1 of Section 6.

**Neumann at insulating boundaries.** On the part of the semiconductor boundary that is not the current collector, it is natural to impose insulating boundary conditions which ensures that there is no charge or electrical currents through the boundary. The conditions are

\[
\begin{align*}
\nu \cdot D_n \nabla \rho_n(t, x) &= 0, \quad \nu \cdot D_p \nabla \rho_p(t, x) = 0, \quad \text{on} \quad (0, T] \times \Gamma_S, \\
\nu \cdot \varepsilon_n \nabla \Phi(t, x) &= 0, \quad \text{on} \quad (0, T] \times \Gamma_S.
\end{align*}
\]

In solar cell applications, part of the boundary \(\Gamma_S\) is where illumination light enters the semiconductor.

We finish this section with the following remarks. It is generally believed that the Boltzmann-Poisson model [44] is a more accurate model for charges transport in semiconductors. However, the Boltzmann-Poisson model is computationally more expensive to solve
and analytically more complicated to analyze. The drift-diffusion-Poisson model (1) can be regarded as a macroscopic approximation to the Boltzmann-Poisson model. The validity of the drift-diffusion-Poisson model can be justified in the case when the mean free path of the charges is very small compared to the size of the device and the potential drop across the device is small (so that the electric field is not strong); see, for instance, [7, 12, 14, 15, 44] for such a justification.

3 Charge transport in electrolytes

We now present the equations for the reaction-transport dynamics of charges in an electrolyte. To be specific, we consider here only electrolytes that contain reductant-oxidant pairs (denoted by \( r \) and \( o \)) that interact directly with the semiconductor through electrons transfer (which we will model in the next section), and \( N \) other charged species (denoted by \( j = 1, \ldots, N \)) that do not interact directly with the semiconductor through electron transfer.

We also limit our modeling efforts to reaction, recombination, transport, and diffusion of the charges. Other more complicated physical and chemical processes are neglected.

We model the charge transport dynamics in electrolyte again with a set of reaction-drift-diffusion-Poisson equations. In the electrochemistry literature, this mathematical description of the dynamics is often called the Poisson-Nernst-Planck theory [4, 8, 24, 26, 40, 57, 47, 58, 62, 59, 69, 78, 81]. Let us denote by \( \rho_r(t, x) \) the density of the reductants, by \( \rho_o(t, x) \) the density of the oxidants, and by \( \rho_j \) (\( 1 \leq j \leq N \)) the density of the other \( N \) charge species. Then these densities solve the following system that is of the same form as (1):

\[
\begin{align*}
\partial_t \rho_r + \nabla \cdot \mathbf{J}_r &= + R_{ro}(\rho_r, \rho_o), & \text{in } (0, T] \times \Omega_E, \\
\partial_t \rho_o + \nabla \cdot \mathbf{J}_o &= - R_{ro}(\rho_r, \rho_o), & \text{in } (0, T] \times \Omega_E, \\
\partial_t \rho_j + \nabla \cdot \mathbf{J}_j &= R_j(\rho_1, \ldots, \rho_N), & 1 \leq j \leq N \text{ in } (0, T] \times \Omega_E, \\
- \nabla \cdot \varepsilon \nabla \Phi &= \frac{q}{\epsilon_0} (\alpha_o \rho_o + \alpha_r \rho_r + \sum_{j=1}^{N} \alpha_j \rho_j), & \text{in } (0, T] \times \Omega_E.
\end{align*}
\]

(14)

with the fluxes given respectively by

\[
\begin{align*}
\mathbf{J}_r &= - D_r \nabla \rho_r - \alpha_r \mu_r \rho_r \nabla \Phi, & \mathbf{J}_o &= - D_o \nabla \rho_o - \alpha_o \mu_o \rho_o \nabla \Phi, \\
\mathbf{J}_j &= - D_j \nabla \rho_j - \alpha_j \mu_j \rho_j \nabla \Phi, & 1 \leq j \leq N
\end{align*}
\]

(15)

where again the diffusion coefficient \( D_r \) (resp., \( D_o \) and \( D_j \)) is related to the mobility \( \mu_r \) (resp., \( \mu_o \) and \( \mu_j \)) through the Einstein relation \( D_r = U_T \mu_r \) (resp., \( D_o = U_T \mu_o \) and \( D_j = U_T \mu_j \)). The parameters \( \alpha_o, \alpha_r \) and \( \alpha_j \) (\( 1 \leq j \leq N \)) are the charge numbers of the corresponding charges species. Depending on the type of the redox pairs in the electrolyte, the charge numbers can be different; see, for instance, [28] for a summary of various types of redox electrolytes that have been developed.

Let us remark that in the above modeling of the dynamics of reductant-oxidant pair, we have implicitly assumed that the electrolyte, in which the redox pairs live, is not perturbed by charge motions. In other words, there is no macroscopic deformation of the electrolyte that can occur. If this is not the case, we have to introduce the equations of fluid dynamics, mainly the Navier-Stokes equation, for the fluid motion, and add an advection term (with advection velocity given by the solution of the Navier-Stokes equation) in the current expressions in (15). The dynamics will thus be far more complicated.
3.1 Charge generation through reaction

The reaction mechanism between the oxidants and the reductants is modeled by the reaction rate function $R_{ro}$. Note that the elimination and generation of the redox pairs are different from those of the electrons and holes. An oxidant is eliminated (resp., generated) when a reductant is generated (resp., eliminated) and vice versa. This is the reason why there is a negative sign in front of the function $R_{ro}$ in the second equation of (14). The oxidation-reduction reaction requires free electrons which are only available through the semiconductor. Therefore this reaction occurs mainly on the semiconductor-electrolyte interface. We thus assume in general that there is no oxidation-reduction reaction in the bulk electrolyte; that is,

$$R_{ro}(\rho_r, \rho_o) = 0, \quad \text{in } (0, T] \times \Omega_E. \quad (16)$$

This is what we adopt in the simulations of Section 6. The oxidation-reduction reaction on the interface $\Sigma$ will be modeled in the next section.

The reactions among other charged species in the electrolyte are modeled by the reaction rate functions $R_j$ ($1 \leq j \leq N$). The exact forms of these rate functions can be derived following the law of mass action once the types of reactions among the charged species presented in the electrolyte are known. We refer to [11, 18] for the rate functions for various chemical reactions.

3.2 Boundary conditions

It is generally assumed that the interface of semiconductor and electrolyte is far from the counter electrode. Therefore the values for the densities of redox pairs on the electrode $\Gamma_A$ are set as their bulk values. Mathematically, this means that Dirichlet boundary conditions have to be imposed:

$$\rho_r(t, x) = \rho_r^\infty(x), \quad \rho_o(t, x) = \rho_o^\infty(x), \quad \Phi(t, x) = \phi_{app}^A, \quad \text{on } (0, T] \times \Gamma_A, \quad (17)$$

where $\rho_r^\infty$ and $\rho_o^\infty$ are the bulk concentration of the respective species, and $\phi_{app}^A$ is the applied potential on the counter electrode. The values of these parameters are given in Tab. 1 in Section 6.

On the rest of the electrolyte boundary, $\Gamma_E$, we impose again insulating boundary conditions:

$$\nu \cdot D_r \nabla \rho_r(t, x) = 0, \quad \nu \cdot D_o \nabla \rho_o(t, x) = 0, \quad \nu \cdot \epsilon_r \nabla \Phi(t, x) = 0, \quad \text{on } (0, T] \times \Gamma_E. \quad (18)$$

4 Interfacial reaction and charge transfer

In order to obtain a complete mathematical model for the semiconductor-electrolyte system, we have to couple the system of equations in the semiconductor with those in the electrolyte through interface conditions that describe the interfacial charge transfer process.
4.1 Electron transfer between electron-hole and redox

The microscopic electrochemical processes on the semiconductor-electrolyte interface can be very complicated, depending on the types of semiconductor materials and electrolyte solutions. There is a vast literature in physics and chemistry devoted to the subject; see, for instance, [5, 32, 33, 45, 52, 53, 63, 68, 70, 71, 82] and references therein. We are only interested in deriving macroscopic interface conditions that are consistent with the dynamics of charge transport in the semiconductor and the electrolyte modeled by the equation systems (1) and (14). Without attempting to construct models in the most general cases, we focus here on oxidation-reduction reactions described by the following process,

\[ \text{Ox}^{\alpha_o} + e^- (S) \rightleftharpoons \text{Red}^{\alpha_r} - , \tag{19} \]

with \( \alpha_o - \alpha_r = 1 \), Ox and Red denoting respectively the oxidant and the reductant, and \( e^- (S) \) denoting an electron from the semiconductor. Experimental studies semiconductor-electrolyte interface with this type of reaction can be found in [25] for Si/viologen\(^{2+/+} \) interfaces and in [72] for n-type InP/Me\(_2\)Fc\(^{+/-} \) interfaces.

The changes of the concentrations of the redox pairs on \( \Sigma_+ \), after taking into account the conservation of \( \rho_r + \rho_o \), can be written respectively as:

\[
\frac{d\rho_r}{dt} = k_f \rho_o - k_b \rho_r \quad \text{and} \quad \frac{d\rho_o}{dt} = k_b \rho_r - k_f \rho_o,
\tag{20}
\]

where \( k_f \) and \( k_b \) are the pseudo first-order forward and backward reaction rates, respectively. The forward reaction rate \( k_f \) is proportional to the product of the electron transfer rate \( k_{et} \) through the interface and the density of the electrons on \( \Sigma_- \). The backward reaction rate \( k_b \) is proportional to the product of the hole transfer rate \( k_{ht} \) and the density of the holes on \( \Sigma_- \). More precisely, we have [32, 33, 53, 63]:

\[
k_f(t, x) = k_{et}(x)(\rho_n - \rho_n^e) \quad \text{and} \quad k_b(t, x) = k_{ht}(x)(\rho_p - \rho_p^e), \quad \text{on} \quad (0, T] \times \Sigma. \tag{21}
\]

The changes of the concentrations lead to, following the relations \( \nu^+ \cdot J_r = -\frac{d\rho_r}{dt} \) and \( \nu^+ \cdot J_o = -\frac{d\rho_o}{dt} \), fluxes of redox pairs through the interface that can be expressed as follows [32, 33, 53, 63]:

\[
\begin{align*}
\nu^+ \cdot J_r &= k_{ht}(x)(\rho_p - \rho_p^e)\rho_r(t, x) - k_{et}(x)(\rho_n - \rho_n^e)\rho_o(t, x), \quad \text{on} \quad (0, T] \times \Sigma \\
\nu^+ \cdot J_o &= -k_{ht}(x)(\rho_p - \rho_p^e)\rho_r(t, x) + k_{et}(x)(\rho_n - \rho_n^e)\rho_o(t, x), \quad \text{on} \quad (0, T] \times \Sigma \tag{22}
\end{align*}
\]

where the unit normal vector \( \nu^+ \) points toward the electrolyte domain.

The fluxes of the redox pairs from the interface given in (22) consists of two contributions: the flux induced from the transfer of electrons from the semiconductor to the electrolyte, often called the cathodic current after being brought up to the right dimension, \( \nu^+ \cdot J_n \), and the flux induced from the transfer of electrons from the electrolyte to the conduction band, often called the anodic current after being brought up to the right dimension, \( \nu^+ \cdot J_p \):

\[
\begin{align*}
\nu^+ \cdot J_n &= (-\nu^-) \cdot J_n = -k_{et}(x)(\rho_n - \rho_n^e)\rho_o(t, x), \quad \text{on} \quad (0, T] \times \Sigma \\
\nu^+ \cdot J_p &= (-\nu^-) \cdot J_p = -k_{ht}(x)(\rho_p - \rho_p^e)\rho_r(t, x), \quad \text{on} \quad (0, T] \times \Sigma \tag{23}
\end{align*}
\]
The interface conditions (22) and (23) can now be supplied to the semiconductor equations in (1) and the redox equations in (14) respectively. The values of the electron and hole transfer rates, \( k_{et} \) and \( k_{ht} \), in the interface conditions can be calculated approximately from the first principles of physical chemistry [5, 32, 33, 45, 52, 63, 68, 70, 71, 82]. Theoretical analysis shows that both parameters can be approximately treated as constant; see, for instance, [53] for a summary of various ways to approximate these rates. The dependence of the forward and reverse reaction rates, \( k_f \) and \( k_b \), on the electric potential \( \Phi \) is encoded in the electron and hole densities (i.e. \( \rho_n \) and \( \rho_p \)) on the interface. In fact, we can recover the commonly used Butler-Volmer model [3, 66] from our model as follows. Consider a one-dimensional semiconductor-electrolyte system (just for the purposes of presentation). At the equilibrium of the system, the net reaction rate is zero, i.e
\[
\nu^+ \cdot J_o = -\nu^+ \cdot J_r = \nu^+ \cdot J_n - \nu^+ \cdot J_p = k_f \rho_o - k_b \rho_r = 0 \quad \text{on} \quad \Sigma_+.
\]
This leads to, by the expression for the fluxes (15), the following relation between densities of redox pairs and the electric potential:
\[
\rho_r = \rho_r^e \exp \left( \frac{\Phi - \Phi^e}{U_T} \right), \quad \rho_o = \rho_o^e \exp \left( \frac{\Phi - \Phi^e}{U_T} \right)
\]
(24)
where we have used the Einstein relations \( D_r = U_T \mu_r \) and \( D_o = U_T \mu_o \), \( \Phi^e \) is the equilibrium potential of the electrolyte, and \( \rho_r^e, \rho_o^e \) are the corresponding densities. Therefore at the system equilibrium the forward and reverse reaction rates satisfy:
\[
\frac{k_f}{k_b} = \frac{\rho_o}{\rho_r} = \frac{\rho_o^e}{\rho_r^e} \exp \left( \frac{-2(\Phi - \Phi^e)}{U_T} \right).
\]
(25)
This implies that
\[
-\frac{1}{2} U_T \left( \frac{d \ln k_f}{d \Phi} - \frac{d \ln k_b}{d \Phi} \right) = 1.
\]
(26)
If we define the reductive symmetry factor (related to the forward reaction) \( \alpha = -\frac{U_T}{2} \frac{d \ln k_f}{d \Phi} \), the above relation then implies that \( \frac{U_T}{2} \frac{d \ln k_b}{d \Phi} = 1 - \alpha \). Moreover, the definition leads to \( k_f = k^0 \exp(-\alpha \eta(\Phi - \Phi^e)) \) and \( k_b = k^0 \exp((1 - \alpha) \eta(\Phi - \Phi^e)) \) with \( \eta = 2/U_T \), where \( k^0 \) is the standard rate constant. We can therefore have the following Butler-Volmer model [3, 42, 66] for the interface flux:
\[
\nu^+ \cdot J_o = -\nu^+ \cdot J_r = k^0 \left[ e^{-\alpha \eta(\Phi - \Phi^e)} \rho_o(t, x) - e^{(1-\alpha) \eta(\Phi - \Phi^e)} \rho_r(t, x) \right].
\]
(27)

4.2 Interface conditions for nonredox charges

For the \( N \) charged species in the electrolyte that do not interact directly with the semiconductor through electron transfer, we impose insulating boundary conditions on the interface:
\[
\nu^- \cdot J_j = 0, \quad 1 \leq j \leq N, \quad \text{on} \quad (0, T) \times \Sigma
\]
(28)
We need to specify the interface condition for the electric potential as well. This is done by requiring \( \Phi \) to be continuous across the interface and have continuous flux. Let us denote
We also introduce the following rescaled quantities, by $\Sigma_+$ and $\Sigma_-$ the semiconductor and the electrolyte sides, respectively, of $\Sigma$; then the conditions on the electric potential are given by

$$\Phi|_{\Sigma_-} - \Phi|_{\Sigma_+} = 0, \quad \left[\epsilon_r \frac{\partial \Phi}{\partial \nu}\right]|_{\Sigma_-} = \left(\epsilon_r \frac{\partial \Phi}{\partial \nu}\right)|_{\Sigma_+} = 0, \quad \text{on } (0, T) \times \Sigma. \quad (29)$$

Note that these continuity conditions would not prevent large the electric potential drops across a narrow neighborhood of the interface, as we will see in the numerical simulations.

The interface conditions that we constructed in this section ensure the conservation of the total flux $J$ across the interface. To check that we recall that the total flux in the system is given as $[11, 26, 39, 79]$

$$J(x) = \begin{cases} \alpha_p J_p + \alpha_n J_n, & x \in S \\ \alpha_o J_o + \alpha_r J_r + \sum_{j=1}^N \alpha_j J_j, & x \in E \end{cases} \quad (30)$$

Using (22), (23), (28) and the fact that $\alpha_o - \alpha_r = 1$, we verify that $\nu^+ \cdot J|_{\Sigma_-} = \nu^+ \cdot J|_{\Sigma_+}$.

## 5 Numerical discretization

The drift-diffusion-Poisson equations in (1) and (14), together with the boundary conditions given in (6) (resp., (11), (13), (17), (18), and the interface conditions (22), (23), (28), and (29) form a complete mathematical model for the transport of charges in the system of semiconductor-electrolyte for solar cell simulations. We now present a numerical procedure to solve the system.

### 5.1 Nondimensionalization

We first introduce the following characteristic quantities in the simulation regarding the device and its physics. We denote by $l^*$ the characteristic length scale of the device, $t^*$ the characteristic time scale, $\Phi^*$ the characteristic voltage, and $C^*$ the characteristic density. The values (and units) for these characteristic quantities are respectively (see $[48, 50, 51, 65, 70]$),

$$l^* = 10^{-4} \text{ (cm)}, \quad t^* = 10^{-12} \text{ (s)}, \quad \Phi^* = U_T \text{ (V)}, \quad C^* = 10^{16} \text{ (cm}^{-3}). \quad (31)$$

We now rescale all the physical quantities. For any quantity $Q$, we use $Q'$ to denote its rescaled version. To be specific, we introduce the rescaled Debye lengths in the semiconductor and electrolyte regions, respectively, as

$$\lambda_S = \frac{1}{t^*} \sqrt{\frac{\Phi^* \epsilon_S}{qC^*}}, \quad \lambda_E = \frac{1}{t^*} \sqrt{\frac{\Phi^* \epsilon_E}{qC^*}}.$$

We also introduce the following rescaled quantities,

$$t' = t/t^*, \quad x' = x/l', \quad \Phi' = \Phi/\Phi^*, \quad \rho'_z = \rho_z/C^*, \quad z \in \{n, p, r, o, 1, \ldots, N\}$$

$$R^t_{np}(\rho'_n, \rho'_p) = \frac{t^*}{C^*} R_{np}(C^* \rho'_n, C^* \rho'_p), \quad R^t_{ro}(\rho'_r, \rho'_o) = \frac{t^*}{C^*} R_{ro}(C^* \rho'_r, C^* \rho'_o)$$

$$R'_j(\rho'_1, \ldots, \rho'_j) = \frac{t^*}{C^*} R_j(C^* \rho'_1, \ldots, C^* \rho'_j), \quad 1 \leq j \leq N \quad (32)$$

$$G_0' = \frac{t^*}{l^* C^*} G_0, \quad D'_z = D_z \frac{t^*}{l^*}, \quad \mu'_z = \mu_z \frac{t^* \Phi^*}{l^*}, \quad z \in \{n, p, r, o, 1, \ldots, N\}$$

$$T' = T/t^*, \quad C' = C/C^*, \quad A'_p = t^* C^* A_p, \quad A'_n = t^* C^* A_n, \quad \rho_{isc} = \rho_{isc}/C^*$$
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for the model equations (1) and (14), and the following rescaled variables,

\[
\begin{align*}
    k'_{ct} &= k_{ct} \frac{t^*}{l^*}, & k'_{ht} &= k_{ht} \frac{t^*}{l^*}, & v'_n &= v_n \frac{t^*}{l^*}, & v'_p &= v_p \frac{t^*}{l^*} \\
    \varphi'_{bi} &= \varphi_{bi} \frac{1}{\Phi^*}, & \varphi'_{app} &= \varphi_{app} \frac{1}{\Phi^*}, & \varphi'_{stk} &= \varphi_{stk} \frac{1}{\Phi^*}, & \varphi'_{app} &= \varphi_{app} \frac{1}{\Phi^*} \\
    \rho'_n &= \rho_n \frac{1}{C^*}, & \rho'_p &= \rho_p \frac{1}{C^*}, & \rho'_\infty &= \rho_\infty \frac{1}{C^*}, & z \in \{r, o, 1, \cdots, N\}
\end{align*}
\]

for the boundary and interface conditions described in (6), (11), (13), (17), (18), (22), (23), (28), and (29).

We can now summarize the mathematical model in rescaled (nondimensionalized) form as the following,

\[
\begin{align*}
    \partial_t \rho_n' - \nabla \cdot (D_n' \nabla \rho_n' + \alpha_n \mu_n \rho_n' \nabla \Phi') &= -R_{np}'(\rho_n', \rho_p'), + \gamma G_{np}'(\rho_n', \rho_p'), & \text{in } (0, T'] \times \Omega_S \\
    \partial_t \rho_p' - \nabla \cdot (D_p' \nabla \rho_p' + \alpha_p \mu_p \rho_p' \nabla \Phi') &= -R_{np}'(\rho_n', \rho_p') + \gamma G_{np}'(\rho_n', \rho_p'), & \text{in } (0, T'] \times \Omega_S \\
    -\nabla \cdot \lambda_\alpha^2 \nabla \Phi' &= C' + \alpha \rho_p' + \alpha_n \rho_n', & \text{in } (0, T'] \times \Omega_S \\
    \Phi'_\Sigma = \varphi'_{bi} + \varphi'_{app} \text{ (or } \Phi' = \varphi'_{stk} + \varphi'_{app}), & \rho_n' = \rho_n, & \rho_p' = \rho_p') & \text{on } (0, T'] \times \Gamma_C \\
    \mathbf{v} \cdot \varepsilon \nabla \Phi' = 0, & \mathbf{v} \cdot D_n' \nabla \rho_n' = 0, & \mathbf{v} \cdot D_p' \nabla \rho_p' = 0 & \text{on } (0, T'] \times \Gamma_S \\
    \Phi' &= \varphi'_u, & \text{on } (0, T'] \times \Gamma_A \\
    \mathbf{v} \cdot \varepsilon \nabla \Phi' = 0, & \text{on } (0, T'] \times \Gamma_E
\end{align*}
\]

for the transport dynamics in the rescaled semiconductor domain \(\Omega_S\), as the following,

\[
\begin{align*}
    \partial_t \rho_n' - \nabla \cdot (D_n' \nabla \rho_n' + \alpha_n \mu_n \rho_n' \nabla \Phi') &= +R_{ro}'(\rho_n', \rho_o'), & \text{in } (0, T'] \times \Omega_E \\
    \partial_t \rho_o' - \nabla \cdot (D_o' \nabla \rho_o' + \alpha_o \mu_o \rho_o' \nabla \Phi') &= -R_{ro}'(\rho_n', \rho_o'), & \text{in } (0, T'] \times \Omega_E \\
    \partial_t \rho_r' - \nabla \cdot (D_r' \nabla \rho_r' + \alpha_r \mu_r \rho_r' \nabla \Phi') &= R_r'(\rho_1', \cdots, \rho_N'), & \text{in } (0, T'] \times \Omega_E \\
    -\nabla \cdot \lambda_\alpha^2 \nabla \Phi' &= \alpha_o \rho_o' + \alpha_r \rho_r' + \sum_{j=1}^N \alpha_j \rho_j', & \text{in } (0, T'] \times \Omega_E \\
    \rho_r' &= \rho_r', & \rho_o' &= \rho_o', & \rho_\infty' &= \rho_\infty' & \text{on } (0, T'] \times \Gamma_A \\
    \mathbf{v} \cdot D_r' \nabla \rho_r' = 0, & \mathbf{v} \cdot D_o' \nabla \rho_o' = 0, & \mathbf{v} \cdot D_r' \nabla \rho_r' = 0, & \text{on } (0, T'] \times \Gamma_E
\end{align*}
\]

for the transport dynamics in the (rescaled) electrolyte domain \(\Omega_E\), and as the following,

\[
\begin{align*}
    [\Phi']_\Sigma = 0, & \quad \left[\varepsilon \frac{\partial \Phi'}{\partial n}\right]_\Sigma = 0, & \quad \mathbf{v} \cdot D_r' \nabla \rho_r' = 0 & \text{on } (0, T'] \times \Sigma \\
    \mathbf{v}^+ \cdot \mathbf{j}_n' = -k'_ct(\rho_n' - \rho_n') \rho_o', & \quad \mathbf{v}^- \cdot \mathbf{j}_p' = -k'_ht(\rho_p' - \rho_p') \rho_r', & \text{on } (0, T'] \times \Sigma \\
    \mathbf{v} \cdot \mathbf{j}_r' = -\mathbf{v} \cdot \mathbf{j}_o' &= k'_ct(\rho_n' - \rho_p') \rho_r' - k'_ht(\rho_n' - \rho_p') \rho_o', & \text{on } (0, T'] \times \Sigma
\end{align*}
\]

for the dynamics on the interface \(\Sigma\). Here the rescaled Auger generation-recombination rate \(R_{np}'\) takes exactly the same form as in (3), i.e.,

\[
R_{np}'(\rho_n', \rho_p') = (A'_n \rho_n' + A'_p \rho_p' \rho_r' \rho_o' \rho_\infty' - \rho_n' \rho_p'),
\]

and the rescaled photon illumination function \(G_{np}'\) takes the form

\[
G_{np}'(\mathbf{x}') = \begin{cases} 
\sigma'(\mathbf{x}') G_0(\mathbf{x}_0') \exp \left( -\int_0^s \sigma'(\mathbf{x}_0' + s \theta_0) ds \right), & \text{if } \mathbf{x}' = \mathbf{x}_0 + s \theta_0 \\
0, & \text{otherwise}
\end{cases}
\]

In the rest of the paper, we will work on the numerical simulations of the semiconductor-electrolyte system based on the above nondimensionalized systems (34) and (35).
5.2 Time-dependent discretization

For the numerical simulations in this paper, we discretize the time-dependent systems of reaction-drift-diffusion-Poisson equations (34) and (35) by standard finite difference method in both spatial and temporal variables. In the spatial variable, we employ a classical upwind discretization of the advection terms (such as $\nabla \Phi' \cdot \nabla \rho'_n$) to ensure the stability of the scheme. To avoid solving nonlinear systems of equations in each time step (since the models (34) and (35) are nonlinear), we employ the forward Euler scheme for the temporal variable. Since this is a first-order scheme and is explicit, we do not need to perform any nonlinear solve in the solution process, as long as we can supply the right initial conditions. We are aware that there are many efficient solvers for similar problems that have been developed in the literature; see, for instance, [86].

To solve stationary problems, we can evolve the system for a long time so that the system reaches its stationary state. We use the magnitude of the relative $L^2$ update of the solution as the stopping criterion. An alternative, in fact more efficient, way to solve the nonlinear system is the following iterative scheme.

5.3 A Gummel-Schwarz iteration for stationary problems

This method combines domain decomposition strategies with nonlinear iterative schemes. We decompose the system naturally into two subsystems, the semiconductor system and the electrolyte system. We solve the two subsystem alternatively and couple them with the interface condition. This is the Schwarz decomposition strategy that has been used extensively in the literature; see [16, 64] for similar domain decomposition strategies in semiconductor simulation. To solve the nonlinear equations in each sub-problem, we adopt the Gummel iteration scheme [6, 10, 49]. This scheme decomposes the drift-diffusion-Poisson system into a drift-diffusion part and a Poisson part and then solves the two parts alternatively. The coupling then comes from the source term in the Poisson equation. Our algorithm, in the form of solving the stationary problem, takes the following form.

GUMMEL-SCHWARZ ALGORITHM.

1. Gummel step $k = 0$, construct initial guess $\{\rho'_n, \rho'_p, \rho'_r, \rho'_o, \{\rho'_j\}_{j=1}^N\}$

2. Gummel step $k \geq 1$:

   - Solve the Poisson problem for $\Phi^k$ in $\Omega_E \cup \Omega_S$ using the densities $\rho'_n^{k-1}, \rho'_p^{k-1}, \rho'_r^{k-1}, \rho'_o^{k-1}$, and $\{\rho'_j^{k-1}\}_{j=1}^N$:
     
     \begin{align*}
     - \nabla \cdot \lambda_S^2 \nabla \Phi^k &= C' + \alpha_p \rho'_n^{k-1} + \alpha_n \rho'_n^{k-1}, \quad \text{in } \Omega_S \\
     - \nabla \cdot \lambda_E^2 \nabla \Phi^k &= \alpha_o \rho'_o^{k-1} + \alpha_r \rho'_r^{k-1} + \sum_{j=1}^N \alpha_j \rho'_j^{k-1}, \quad \text{in } \Omega_E \\
     \Phi^k &= \varphi_{bi}' + \varphi_{app}', \quad \text{or } \Phi^k = \varphi_{Stky}' + \varphi_{app}', \quad \text{on } \Gamma_C \\
     \nu \cdot \mathbf{e}_r \nabla \Phi^k &= 0, \quad \text{on } \Gamma_S \\
     \Phi^k &= \varphi_{app}', \quad \text{on } \Gamma_A \\
     \nu \cdot \mathbf{e}_r \nabla \Phi^k &= 0, \quad \text{on } \Gamma_E \\
     [\Phi^k]_{\Sigma} &= 0, \quad [\epsilon_r \frac{\partial \Phi^k}{\partial n}]_{\Sigma} = 0, \quad \text{on } \Sigma 
     \end{align*}
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Note that since (40) and (41) are solved to use finer finite difference grids around the interface, this leads to the formation of boundary layers of charge densities local to the interface; see, the magnitudes of the densities in the semiconductor and electrolyte domains. Physically, model is the stiffness of the system across the interface, caused by the large contrast between the one major issue in the numerical solution of the mathematical systems. The details will be in [55, 56]. The stiffness of the system. If convergence criteria satisfied, stop; Otherwise, set \( k = k + 1 \) and go to step [2].

Note that since (40) and (41) are solved sequentially, we are able to replace the \( \rho_n^{i,k,\ell-1} \) and \( \rho_p^{i,k,\ell-1} \) terms in (41) in the boundary conditions on \( \Sigma \) with \( \rho_n^{k,\ell} \) and \( \rho_p^{k,\ell} \) respectively. This slightly improves the speed of convergence of the numerical scheme. If the mathematical system is well-posed, the convergence of this iteration can be established following the lines of work in [55, 56]. The details will be in a future work.

5.4 Computational issues

Initial conditions. To solve the time-dependent problem, we need to supply the system with appropriate initial conditions. Our initial conditions are given only for the densities. The initial condition on the potential is obtained by solving the Poisson equation with appropriate boundary conditions using the initial densities. That is done by solving problem (39).

Stiffness of the system. One major issue in the numerical solution of the mathematical model is the stiffness of the system across the interface, caused by the large contrast between the magnitudes of the densities in the semiconductor and electrolyte domains. Physically, this leads to the formation of boundary layers of charge densities local to the interface; see, for instance, discussions in [3, 63]. To capture the sharp transition at the interface, we have to use finer finite difference grids around the interface.
Computation of stationary states. The Gummel-Schwarz iteration is attractive when stationary state solutions are to be sought since it is computationally much more efficient than the time-stepping method. However, due to the nonlinearity of the system, multiple solutions could exist, as illustrated, for instance, in [84] in similar settings. Starting from different initial guesses for the nonlinear solver could lead us to different solutions (and some of them could be unphysical). The time-stepping scheme, however, will lead us to the desired steady state for any given initial state. We can combine the two methods. For a given initial state, we use the time-stepping scheme to evolve the system for some time, say $T'$ (which we select empirically as a time when the fastest initial evolution of the solution has passed); we then use the solution at $T'$ as the initial guess for the Gummel-Schwarz iteration to find the corresponding steady state solution. In our numerical simulations, we did not observe the existence of multiple steady states. However, this is an issue to keep in mind when more complicated (for instance multidimensional) simulations are performed.

6 Numerical simulations

We present some numerical simulations based on the mathematical model that we have constructed for the semiconductor-electrolyte system.

6.1 General setup for the simulations

To simplify the numerical computation, we assume some symmetry in the semiconductor-electrolyte system so that we can reduce the problem to one dimension. We showed in Fig. 1 (middle and right) two typical two-dimensional systems where such dimension reductions can be performed. In the first case, if we assume that the system is invariant in the direction parallel to the current collector, then we have a one-dimensional system in the direction that is perpendicular to the current collector. In the second setting, we have a radially symmetric system that is invariant in the angular direction in the polar coordinate. The system can then be regarded as a one-dimensional system in the radial direction.

In all the simulations we have performed, we use an $n$-type semiconductor to construct the semiconductor-electrolyte system. We also select the electrolyte such that the charge numbers $\alpha_o - \alpha_r = 1$. Furthermore, we assume in our simulation that the reductants and oxidants are the only charges in the electrolyte. Therefore the equations for $\rho'_j$ ($1 \leq j \leq N$) are dropped. In Tab. 1, we list the values of all the model parameters that we use in the simulations. They are mainly taken from [9, 48, 76, 85] and references therein. These values may depend on the materials used to construct the system and the temperature of the system (which we set to be $T = 300K$). They can be tuned to be more realistic by careful calibrations.

We perform simulations on two devices of different sizes. The two devices are designed to mimic a large (Device I) and small (Device II) nano- to micro-scale solar cell building block, as follows.

Device I. The device is contained in $\Omega = (-1.0, 1.0)$ with the semiconductor $\Omega_S = (-1.0, 0)$ and $\Omega_E = (0, 1.0)$ separated by the interface $\Sigma$ located at $x' = 0$. The semiconductor
boundary \( \Gamma_S \) is thus at the point \( x' = -1.0 \), while the electrolyte boundary \( \Gamma_E \) is at the point \( x' = 1.0 \).

**Device II.** The device is contained in \( \Omega = (-0.2, 0.2) \) with the semiconductor \( \Omega_S = (-0.2, 0) \) and \( \Omega_E = (0, 0.2) \) separated by the interface \( \Sigma \) located at \( x' = 0 \). The semiconductor boundary \( \Gamma_S \) is thus at the point \( x' = -0.2 \), while the electrolyte boundary \( \Gamma_E \) is at the point \( x' = 0.2 \).

### 6.2 General dynamics of semiconductor-electrolyte systems

We now present simulation results on general dynamics of the semiconductor-electrolyte systems we have constructed. We perform the simulations using the first system, i.e., Device I. General parameters in the simulations are listed in Tab. 1. We consider three different cases.

**Case I (a).** In this simulation, we show typical dynamics of the semiconductor-electrolyte system in dark and illuminated cases. We consider the case when the densities of the reductant-oxidant pair are very high compared to the densities of the electron-hole pair. Specifically, we take \( \rho_n' = 30.0, \rho_o' = 29.0 \). The system starts from the initial conditions: \( \rho_n'^0 = 2, \rho_p'^0 = 1.0, \rho_o'^0 = \rho_r'^\infty \), and \( \rho_o'^0 = \rho_o'^\infty \). We first perform simulation for the dark case, i.e., when the parameter \( \gamma = 0 \). In the left column of Fig. 2, we show the distributions of the charge densities, electric field and total fluxes in the semiconductor and the electrolyte at time \( t' = 0.05 \). The corresponding distributions at stationary state are shown in the right column.

We now repeat the simulation in the illuminated environment by setting the parameter \( \gamma = 1 \). In this case, the surface photon flux is set as \( G_0' = 1.2 \times 10^{-7} \) to mimic a solar spectral irradiance with air mass 1.5. The simulation results are presented in Fig. 3. In both the dark and illuminated cases shown here, the applied potential bias is 19.3, and Ohmic contact (i.e. Dirichlet condition) is assumed at the left end of the semiconductor.

| Parameter | Value | Unit         | Parameter | Value | Unit         |
|-----------|-------|--------------|-----------|-------|--------------|
| \( q \)   | \( 1.6 \times 10^{-19} \) | \( \text{[A s]} \) | \( k_B \)   | \( 8.62 \times 10^{-5} \) | \( \text{[J K}^{-1}] \) |
| \( \epsilon_0 \) | \( 8.85 \times 10^{-14} \) | \( \text{[A s V}^{-1}\text{ cm}^{-1}] \) | \( \epsilon_r^S \)   | 11.9 | \( \text{[cm}^2\text{ V}^{-1}\text{ s}^{-1}] \) |
| \( \mu_n \)   | 1500 | \( \text{[cm}^2\text{ V}^{-1}\text{ s}^{-1}] \) | \( \mu_p \)   | 450 | \( \text{[cm}^2\text{ V}^{-1}\text{ s}^{-1}] \) |
| \( A_n \)   | \( 2.8 \times 10^{-31} \) | \( \text{[cm}^6\text{ s}^{-1}] \) | \( A_p \)   | \( 9.9 \times 10^{-32} \) | \( \text{[cm}^6\text{ s}^{-1}] \) |
| \( N_c \)   | \( 2.80 \times 10^{19} \) | \( \text{[cm}^{-3}] \) | \( N_v \)   | \( 1.04 \times 10^{19} \) | \( \text{[cm}^{-3}] \) |
| \( v_n \)   | \( 5 \times 10^9 \) | \( \text{[cm s}^{-1}] \) | \( v_p \)   | \( 5 \times 10^9 \) | \( \text{[cm s}^{-1}] \) |
| \( \Phi_m \) | 2.4 | \( \text{[V]} \) | \( \chi \)   | 1.2 | \( \text{[V]} \) |
| \( k_{et} \) | \( 1 \times 10^{-21} \) | \( \text{[cm}^4\text{ s}^{-1}] \) | \( k_{ht} \) | \( 1 \times 10^{-17} \) | \( \text{[cm}^4\text{ s}^{-1}] \) |
| \( \mu_o \) | \( 2 \times 10^{-1} \) | \( \text{[cm}^2\text{ V}^{-1}\text{ s}^{-1}] \) | \( \mu_r \) | \( 0.5 \times 10^{-4} \) | \( \text{[cm}^2\text{ V}^{-1}\text{ s}^{-1}] \) |
| \( \epsilon_r \) | 1000 | \( \text{[J K}^{-1}] \) | \( G_0 \) | \( 1.2 \times 10^{17} \) | \( \text{[cm}^2\text{ s}^{-1}] \) |

Table 1: Values of physical parameters used in the numerical simulations. The numbers are given in unit of cm, s, V, A.
Case I (b). We now perform a set of simulations with the same parameters as in the previous numerical experiment but with a lower bulk reductant and oxidant pair densities: $\rho_r^\infty = 4.0$, $\rho_o^\infty = 5.0$. The initial conditions for the simulation are: $\rho_n^0 = 2.5$, $\rho_p^0 = 1.0$, $\rho_r^0 = \rho_r^\infty$ and $\rho_o^0 = \rho_o^\infty$. The results in the dark and the illuminated environments are shown in Fig. 4 and Fig. 5, respectively. We observe from the comparison of Fig. 2 and Fig. 3 with Fig. 4 and Fig. 5, that when all other factors are kept unchanged, lowering the density of the redox pair leads to significant change of the electric field across the device, especially at the semiconductor-electrolyte interface. The charge densities in the semiconductor also change significantly. In both cases, however, the charge densities in the electrolyte remain as almost constant across the electrolyte. There are two reasons for this. First, the charge densities in the electrolyte are significantly higher than those in the semiconductor (even in Case I (b)). Second, the relative dielectric constant of the electrolyte is much higher than that in the semiconductor, resulting in a relatively constant electric field inside the electrolyte. If we lower the relative dielectric function, we observe a significant variation in charge density distributions in the electrolyte, as we can see from the next numerical simulation.

Case I (c). There are a large number of physical parameters in the semiconductor-electrolyte system that control the dynamics of the system. To be specific, we show in this numerical simulation the impact of the relative dielectric constant in the electrolyte $\epsilon_r^E$ on the system performance. The setup is exactly as in Case I (b) except that $\epsilon_r^E = 100$ now. We perform simulations in both the dark and illuminated environments. We plot in Fig. 6 the densities, the electric field, and the flux distributions at time $t' = 0.05$ and the stationary state. The corresponding results for illuminated case are shown in Fig. 7. It is not hard to observe the dramatic change in all the quantities shown after comparing Fig. 6 with Fig. 4, and Fig. 7 with Fig. 5. More detailed study of the parameter sensitivity problem will be
Figure 3: Case I (a) in illuminated environment ($\gamma = 1$). Left column: charge densities (black solid for $\rho'_p$, black dashed for $\rho'_n$, red solid for $\rho'_o$, and red dashed for $\rho'_r$), electric field, and flux distributions at time $t' = 0.05$. Right column: charge densities, electric field and flux distributions at the stationary state.

6.3 Comparison with Schottky approximation

In simulations done for practical applications, it is often assumed that the densities for the reductants and oxidants in the electrolyte are extremely high, so that reductant-oxidant dynamics changes very little compared to the electron-hole dynamics in the semiconductor; see, for instance, [50, 51]. In this case, it is usually common to completely fix the electrolyte system and only evolve the electron-hole system. This is done by treating the electrolyte system as a Schottky contact and thus replacing the semiconductor-electrolyte interface conditions with Robin-type of boundary conditions such as (11); see more discussions in [50, 51, 26, 42, 63].

Our previous simulations, such as those shown in Fig. 2 and Fig. 3, indicate that such a simplification indeed can be accurate as the densities of the redox pair are roughly constant inside the electrolyte. We now present two simulations where we compare the simulations based on our model of the whole system with the simulations based on Schottky approximation. Our simulations focus on Device II, which is significantly smaller than Device I. Simulations for Device I show similar behavior which we omit here to avoid repetition.

Due to the fact that the Schottky boundary condition contains no information on the parameters of the electrolyte system, it is impossible to make a direct quantitative comparison between the simulations. Instead, we will perform a comparison as follows. For each configuration of the electrolyte system, we select the parameters $\Phi_m, \chi$ and $E_g$ such that total potential on the Schottky contact, $\varphi_{S_{tgy}} + \varphi_{app}'$, equals the applied potential on the counter electrode, $\varphi_{app}'$.

We performed two sets of simulations on Device II. In the simulations with Schottky approximation
approximation, the Schottky contact locates at $x' = 0$.

**Case II (a).** In the first set of simulations, we compare the whole system simulation with the Schottky approximation when the bulk reductant-oxidant pair density are more than 20 times higher than that of the electron-hole pair density. Precisely, the bulk densities for reductant and oxidant are respectively $\rho_{r}^{\infty} = 30.0$ and $\rho_{o}^{\infty} = 35.0$. The results in the semiconductor part are shown in Fig. 8. We observed that in this case, the simulations with Schottky approximation are sufficiently close to the simulations with the whole system. This is to say that, under such a case, replacing the electrolyte system with a Schottky contact provides a good approximation to the original system.

**Case II (b).** In the second set of simulations, we compare the two simulations when the bulk reductant-oxidant pair density is much lower than that in Case II(a). Precisely, $\rho_{r}^{\infty} = 2.0$ and $\rho_{o}^{\infty} = 3.0$. The results for the semiconductor part are shown in Fig. 9. While the qualitative behavior of the two systems is similar, the quantitative results are very different. We were not able to find a set of parameters in the boundary condition (11) that produced identical behavior of the semiconductor system. In this type of situations, simulation of the whole semiconductor-electrolyte system provides more accurate description of the physical process in the device.

The results above show that even though one can often replace the electrolyte system with a Schottky contact, modeling the whole semiconductor-electrolyte system offers more flexibilities in general. In the case when the bulk densities of the reductant and the oxidant are not extremely high compared to the densities of electrons and holes in the semiconductor, replacing the electrolyte system with a Schottky contact can cause large inaccuracy in predicted quantities.
Figure 5: Case I (b) in illuminated environment ($\gamma = 1$). Left column: charge densities (black solid for $\rho'_p$, black dashed for $\rho'_n$, red solid for $\rho'_o$, and red dashed for $\rho'_r$), electric field, and flux distributions at time $t' = 0.05$. Right column: charge densities, electric field, and flux distributions at the stationary state.

### 6.4 Voltage-current characteristics

In the last set of numerical simulations, we study the voltage-current, or more precisely the voltage-flux (since all quantities are nondimensionalized), a characteristic of the semiconductor-electrolyte system. We again focus on simulations with Device II, although we observe similar results for Device I.

#### Case II’ (a).

We first compare simulations with forward potential bias with simulations with reverse potential bias in a dark environment. We take a device with low bulk reductant-oxidant densities ($\rho'_\infty r = 4.5, \rho'_\infty o = 5.0$) and high relative dielectric constant in electrolyte ($\epsilon_\text{r}_E = 1000$). Shown on the left column of Fig. 10 are electron-hole and redox pair densities and the corresponding electric fields for applied forward potential bias of 35.0. The same results for the applied reverse bias of $-35.0$ are presented in the right column of the same figure. Aside from the obvious differences in the densities and electric field distributions, the fluxes through the system with forward and reverse biases are very different, as can be seen later on Fig. 12.

The simulations are repeated in Fig. 11 in the illuminated environment. It is clear from the plots in Fig. 10 and Fig. 11 that illumination dramatically changes the distribution of charges (and thus the electric field) inside the device as we have seen in the previous simulations.

#### Case II’ (b).

We now attempt to explore the whole voltage-flux (I-V) characteristics of Device II. To do that, we run the simulations for various different applied potentials and compute the flux through the system under each applied potential. We plot the flux data as a function of the applied potential to obtain the I-V curve of the system. The parameters
are taken as $\rho_{p}^{\infty} = 35$, $\rho_{o}^{\infty} = 30$), and $\varepsilon_{r}^{E} = 1000$ to mimic those in realistic devices.

Fig. 12 shows the I-V curve obtained in both dark (line with stars) and illuminated (solid line with circles) environments. The applied potential bias lives in the range $[-58.0, 73.5]$. The intersections of the dash-dotted vertical lines with the $x$-axis (horizontal) show the maximum power voltage ($\Phi_{mp}$, red) and open circuit voltage ($\Phi_{oc}$, blue). The intersections of the dashed horizontal lines with the $y$-axis show the maximum power flux ($J_{oc}$, red) and short circuit flux ($J_{sc}$, blue).

7 Conclusion and remarks

We have considered in this paper the mathematical modeling of semiconductor-electrolyte systems for applications in liquid-junction solar cells. We presented a complete mathematical model, a set of nonlinear partial differential equations with reactive interface conditions, for the simulation of such systems. Our model consists of a reaction-drift-diffusion-Poisson system that models the transport of electron-hole pairs in the semiconductor and an equivalent system that describes the transport of reductant-oxidant pairs in the electrolyte. The coupling of the two systems on the semiconductor-electrolyte interface is modeled with a set of reaction and flux transfer types of interface conditions. We presented numerical procedures to solve both the time-dependent and stationary problems, for instance with Gummel-Schwarz double iteration. Some numerical simulations for one-dimensional devices were presented to illustrate the behavior of these devices.

Past study on the semiconductor-electrolyte system usually completely neglected the charge transfer processes in the electrolyte [50, 51, 26, 42, 63]. The mathematical models developed thus only cover the semiconductor part with the interface effect modeled by a
Figure 7: Case I (c) in illuminated environment ($\gamma = 1$). Shown are: charge densities (black solid for $\rho'_p$, black dashed for $\rho'_n$, red solid for $\rho'_o$ and red dashed for $\rho'_r$ respectively), electric field and flux distributions at time $t' = 0.05$ (left column); and charge densities, electric field, and flux distributions at the stationary state (right column).

Robin type of boundary condition. The rationale behind this simplification is the belief that the density of the reductant-oxidant pairs is so high compared to the density of the electron-hole pairs in the semiconductor such that the density of the redox pair would not be perturbed by the charge transfer process through the interface. While this might be a valid approximation in certain cases, it can certainly go wrong in other cases. For instance, it is generally observed that due to the strong electric field at the interface, there are dramatic change in the density of charges (both the electron-hole and the redox pairs) near the interface. What we have presented is, to our knowledge, the first complete mathematical model for semiconductor-electrolyte solar cell systems that would allow us to accurately study the charge transfer process through the interface.

There are a variety of problems related to the model that we have constructed in this work that deserve thorough investigations. On the mathematical side, a detailed mathematical analysis on the well-posedness of the system is necessary. On the computational side, more detailed numerical analysis of the model, including convergence of the Gummel-Schwarz iteration, efficient high-order discretization, and fast solution techniques, has to be studied. On the application side, it is important to calibrate the model parameters with experimental data collected from real semiconductor-electrolyte solar cells. Once the aforementioned issues are addressed, we can use the model to help design more efficient solar cells by, for instance, optimizing the various model parameters. We are currently investigating several of these issues.
Figure 8: Case II (a): comparison between simulations from whole-system (red) and Schottky approximation (black) for Device II in dark ($\gamma = 0$, left column) and illuminated ($\gamma = 1$, right column) environments.
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