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[1] We use 39Ar in conjunction with CFCs, natural radiocarbon, and the cyclostationary tracers PO4*, temperature, and salinity to estimate the ocean’s transit time distributions (TTDs). A maximum entropy method is employed to deconvolve the tracer data for the TTDs. The constraint provided by the 39Ar data allows us to estimate TTDs even in the deep Pacific where CFCs have not yet penetrated. From the TTDs, we calculate the ideal mean age, Γ, the TTD width, Δ, and the mass fraction of water with transit times less than a century, 𝑓1. We also quantify the entropic uncertainties due to the nonuniqueness of the deconvolutions. In the Atlantic, the patterns of Γ and 𝑓1 reflect the distribution of the major water masses. At the deepest locations in the North Atlantic Γ ≈ 300±150 100 a, while at the deepest locations in the South Atlantic Γ ≈ 500±200 100 a. The Pacific is nearly homogeneous below 2000 m with Γ ≈ 1300±200 50 a in the North Pacific and Γ ≈ 900±200 100 a in the deep South Pacific. The Southern Ocean locations have little vertical structure, with Γ ranging from 300 to 450 a with an uncertainty of about ±150 a. The importance of diffusion compared to advection as quantified by Δ/Γ has most probable values ranging from 0.2 to 3 but with large entropic uncertainty bounds ranging from 0.2 to 9. For the majority of locations analyzed, the effect of 39Ar is to reduce 𝑓1 and to correspondingly increase Γ by about a century. The additional constraint provided by 39Ar reduces the entropic uncertainties of 𝑓1 by roughly 50% on average.
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1. Introduction

[2] Transport from the mixed layer into the ocean interior is fundamentally quantified by the boundary propagator Green function, 𝐺, an integral representation of the ocean’s transport operator for transport from the surface. (We emphasize that the real ocean has a transport operator, not just ocean models.) Because the tracer concentrations at an interior point are convolutions in time and space of the mixed layer concentrations with the boundary propagator, tracer measurements in the ocean interior provide data constraints on 𝐺, and hence on oceanic transport from the surface. Here we apply a maximum entropy (ME) method to hydrographic bottle data to deconvolve for 𝐺. Physically, every fluid element in the bottle carries the tracer concentration of the mixed layer from the time and place when the fluid element was last in contact with the surface. The concentration measured for the bottle represents an admixture of these fluid elements, each of which has taken a different advective-diffusive path, with a different transit time, from the surface to the bottle. When integrated globally or regionally over source locations, the boundary propagator reduces to the transit time distribution (TTD), which is the distribution of the transit times from the surface represented by the collection of fluid elements in the bottle.

[3] Deconvolution of tracer data for the boundary propagator at a given point in the ocean interior is highly underdetermined: For a given interior bottle location 𝐺 must be determined for each time and location of possible last surface contact using only a few tracers, typically sampled sparsely in time and space. In particular, only a few tracers constrain the transit time dependence of 𝐺. For global coverage the chlorofluorocarbons (CFCs) and radiocarbon are the only readily available candidates, although the CFC’s have not penetrated into the deep ocean everywhere. The CFC’s and radiocarbon encode timescales that are separated by 2 orders of magnitude, with CFCs only going back some 70 years with an effective half-life of approximately 30 years and radio carbon with a half-life of 5730 years. The cosmodically produced radio isotope 39Ar with a half-life of 269 years, roughly placed near the geometric mean of the CFC and radiocarbon timescales, is therefore an attractive tracer to bridge the gap in CFC and
radiocarbon timescales. Because of its low abundance, traditional methods of determining the $^{39}$Ar concentration require large water volumes, and available data are therefore sparse. Nevertheless, new analytic techniques [e.g., Gaelens et al., 2005; Welte et al., 2010] make $^{39}$Ar concentrations more widely available and it is worth quantifying how estimates of $G$ are improved when $^{39}$Ar is available. In this paper we ask the following key questions: (1) What do the deconvolutions of oceanic tracers, including $^{39}$Ar, reveal about ocean transport in terms of basic diagnostics such as ideal mean age, and the mass fraction of water in certain transit time classes? (2) How does the inclusion of $^{39}$Ar change the results of maximum entropy deconvolutions of TTDs and what are the systematics of these changes? (3) To what degree does the additional information carried by $^{39}$Ar reduce the uncertainty associated with the underdetermined nature of the deconvolution problem?

[4] To this end we apply ME deconvolutions to the $^{39}$Ar data obtained by Loosli [1989] as tabulated in the thesis of Rodriguez [1993], in conjunction with CFCs and natural (“prebomb”) radiocarbon from the GLODAP data set [Key et al., 2004; Sabine et al., 2005], and potential temperature, $\theta$, salinity, $S$, and the quasi-conserved tracer PO$_4^-$ ≡ PO$_4$ + O$_2$/175 [Broecker et al., 1998] as computed from the World Ocean Atlas 2005 (WOA05) [Locarnini et al., 2006; Antonov et al., 2006; Garcia et al., 2006a, 2006b].

[5] The value of $^{39}$Ar as a transport tracer has been recognized in previous studies. Maier-Reimer [1993] used a simple argument based on one-dimensional advection-diffusion to interpret the $^{39}$Ar–$^{14}$C scatter diagram as carrying distinct signatures for advective and diffusive transport. [Broecker and Peng, 2000] contrast $^{39}$Ar and $^{14}$C ages in the deep ocean assuming two end members whose proportions were inferred from the distribution of PO$_4^-$ and attribute the difference between these tracer ages to diffusive mixing. Our approach emphasizes the estimation of tracer-independent transport diagnostics intrinsic to the flow by deconvolving tracer concentrations for the ocean’s boundary propagator.

2. Deconvolution Method

[6] The ME method as applied to deconvolving tracer data to determine the boundary propagator was described in detail in the work of Holzer et al. [2010], which we now summarize: The concentration $C_j^f(r, t)$ of passive tracer species $j$ at $(r, t)$ is the admixture of surface concentrations from surface points $r_s$ at earlier times $t'$ given by the convolution

$$ C_j^f(r, t) = \int d^2r_s \int_{t'=-\infty}^{t} dt' G(r, t; r_s, t') C_j^i(r_s, t') e^{-\gamma_j(t-t')}, $$

where the boundary propagator Green function $G$ is an integral representation of the transport from the surface [e.g., Holzer and Hall, 2000], and $\gamma_j$ is the decay constant for radioactive species ($\gamma_j = 0$ for nonradioactive species). The superscripts $I$ and $S$ emphasize interior and surface tracer concentrations, respectively. Assuming the ocean to be cyclostationary and discretizing time into 12 month per year, the discretized version of $G$ is the probability $P(s, n, m|r, m_0)$. In terms of $P$ the convolution (1) becomes

$$ C_j^f(r, t) = \sum_{s} \sum_{n=0}^{\infty} \sum_{m=1}^{M(n)} P(s, m, n|r, m_0) C_j^S(s, t - \tau_{n,m}) e^{-\gamma_j s n} \equiv \mathcal{C}_j^f(P), $$

where $\tau_{n,m} = [n + (m_0 - m)/12] \tau_a$ with $\tau_a = 1a$ and $M(0) = m_0$ and $M(n) = 12$ for $n > 0$. Equation (2) also defines the notation $\mathcal{C}_j^f[P]$ for the value of the interior tracer concentration obtained by propagating the boundary conditions $C_j^i$ with a given $P$. Physically, $\mathcal{P}(s, n, m|r, m_0)$ is the mass fraction of water at $r$ during month $m_0$ that had last contact with the $s$th surface patch $n$ years previously during month $m$, and thus had a transit time $\tau_{n,m}$ from the surface to the point of observation. Equivalently, $\mathcal{P}(s, n, m|r, m_0)$ is the probability that a fluid element at $r$ had a transit time $\tau_{m,n}$ since last surface contact with patch $s$, conditional on the fluid element currently being at $r$ during month–of–year $m_0$. To account for all the water at $(r, m_0), \mathcal{P}$ has the normalization $\sum_{s,n,m} \mathcal{P}(s, m, n|r, m_0) = 1$. For less cumbersome notation below, we will also use the abbreviated notation $\mathcal{P}(s, m|r, m_0)$.  

2.1. Information Entropy, $S$

[7] Following Jaynes [1957], we now assert that the best choice for $P$ is that which is maximally noncommittal with regard to missing information by maximizing the information entropy $S$ [Shannon, 1951] subject to any data constraints. Enforcing the data constraints with Lagrange multipliers $\lambda_j$, the information entropy of $P$ takes the form

$$ S = -\sum_{j,n,m} \mathcal{P} \log_\mu \mathcal{P} + \sum_{j=1}^{J} \lambda_j \left( \mathcal{C}_j^f[\mathcal{P}] - \mathcal{C}_j^f[P] \right). $$

In (3) the measure, or “prior”, $\mu$ provides a prior guess at $\mathcal{P}$ in the sense that the maximum of $S$ in the absence of data constraints is $S = \mu$. By setting the functional derivative of $S$ with respect to $\mathcal{P}$ to zero it follows that $S$ is maximized by

$$ \mathcal{P} = \frac{\mu}{Z} \exp \left( \sum_{j} \lambda_j C_j^f(s, t - \tau_{n,m}) e^{-\gamma_j s n} \right), $$

where $Z$ normalizes $\mathcal{P}$. The $J$ Lagrange multipliers are found by substituting (4) into the $J$ constraints (2). This results in equations that are nonlinear in the $\lambda_j$ that are then solved numerically. (Note that while the normalization of $\mathcal{P}$ could formally be imposed with an additional Lagrange multiplier, normalizing the ME solution subject to only the data constraints is mathematically equivalent.)

[8] As in the work of Holzer et al. [2010], we consider both a uniform prior and a prior based on coarse resolution solutions of a steady advection-diffusion equation. We refer to the latter as the advective-diffusive (AD) prior. The uniform prior has the property that in the absence of any information all surface locations and all times since last contact, up to a maximum time $\tau_{\text{max}} = 20000$ a, are equally
likely. The details of how the priors were constructed can be found by Holzer et al. [2010]. Additional details on how transit time was discretized is provided in Appendix A.

2.2. Entropic Distribution

[9] To quantify the uncertainty associated with the underdetermined nature of finding \( P \), one must be able to assign a probability to functions \( P \) that do not maximize the constrained entropy, but that still satisfy the data constraints. We assume here that the uncertainty associated with the underdetermined nature of the inversion is the dominant uncertainty and ignore instrumental error and uncertainty due to temporal variability in the data. Support for this assumption has been provided by Monte Carlo simulations of ME inversions of WOCE line A20 data [Holzer et al., 2010]. In the case of negligible data uncertainty the probability distribution of \( P \) can be argued [e.g., Skilling and Gull, 1991; Press et al., 2007] to take the form

\[
p(P) \propto \exp \left( -\frac{N S[P]}{2 S_{\text{max}}} \right),
\]

where \( S_{\text{max}} \) is the maximum of the data-constrained entropy, and \( N \) is the number of effective constraints on \( P \) provided by the data. Equating \( N S[P] = 0.5 \) with the number of constraints [e.g., Skilling and Gull, 1991] is the choice of the so-called “classic” maximum entropy method [e.g., Skilling and Gull, 1991]. Here we take \( N = J \), the number of tracer constraints used. Thus, when all the tracers considered (T, S, PO4*, CFC-11, CFC-12, 14C, and 39Ar) are available for a given location, \( N = 7 \).

[10] Typically we wish to determine the probability density function (pdf) of a diagnostic \( D[P] \) that can be obtained as a moment of \( P \), that is, \( D[P] = \sum_{s,m,n} P(s, n, m|s, m_0)F(s, n, m) \), for a suitable function \( F(s, n, m) \). An example is \( D = \Gamma \), the ideal mean age for which \( F = \gamma_{n,m} \). The pdf of \( D \) taking a particular value in the interval \( (D_1, D_2 + dD) \) is given by equation (5), where the entropy \( S[P] \) is computed for a propagator \( P \) that is forced to satisfy the additional constraint that \( D = D[P] \), which we add to the constraints of equation (3) with the additional Lagrange multiplier term \( \lambda_D(D - D) \). (The maximum data-constrained entropy, \( S_{\text{max}} \), corresponds to the value of \( D \) for \( \lambda_D = 0 \).)

[11] Finding \( p(D) \) requires solving \( J + 1 \) nonlinear equations for the Lagrange multipliers for each value of \( D \). To reduce the computational burden, we proceed as in the work of Holzer et al. [2010] and compute the entropy \( S(D) \) only at two values of \( D \) on each side of the ME value of \( D^* \) and use these points to fit \( S \) to a power law \( S = b|D - D^*|\alpha \) separately on each side of the maximum. We summarize the width of \( p(D) \) in terms of half-width and probability-based error bars. We summarize the half-width error bar stretches from the left to the right half-peak value of \( p(D) \). The probability-based error bar stretches from \( D_L \) to \( D_R \), where \( \int_{D_L}^{D_R} p(D) dD = 0.5 \) and \( \int_{D_R}^{\infty} p(D) dD = 0.5 \). In other words the probability error bars stretch from half the cumulative probability to the left of \( D^* \) to half the cumulative probability to the right of \( D^* \). For a symmetric distribution \( D_L \) and \( D_R \) locate the left and right quartiles of the distribution. In all cases, the probability of \( D \) lying in the range of the probability error bar is 0.5. For convenience, we refer to the probability-based error bars as quartile error bars, even in the case of asymmetric distributions.

3. Data

[12] The 39Ar data used in this study was taken from the doctoral thesis of Rodriguez [1993], which tabulates 125 39Ar measurements taken by Hugo Loosli and collaborators during the 1980s and early 1990s. The data is sparse because the low abundance of 39Ar required thousand liter samples for the counting of electrons produced by the radioactive decay at a rate of only a few per hour for surface water samples. The analytical techniques are discussed by Loosli [1983], and the data are discussed by Schlitzer et al. [1985] and Rodriguez [1993]. The data are in the form of the ratio of 39Ar to total Ar in the water sample relative to the 39Ar/Ar ratio in the atmosphere, that is, \( \chi_{\text{Ar}} = (39\text{Ar}/\text{Ar})_{\text{sample}}/(39\text{Ar}/\text{Ar})_{\text{atmos}} \), and carries a typical uncertainty of about 5%. Because of the rapid air-sea exchange of argon, solubility plays no role and the surface can be considered to be saturated [e.g., Maier-Reimer, 1993]. We therefore treat \( \chi_{\text{Ar}} \) as a passive tracer with a surface boundary condition of \( \chi_{\text{Ar}} = 1 \), independent of surface location. Because the focus of this study is on the constraints provided by 39Ar, we perform the ME inversions at the locations where the water samples analyzed for 39Ar data were obtained.

[13] The other time-dependent tracers employed are CFC-11, CFC-12, and natural (“prebomb”) 14C, whose annual mean interior and surface concentrations are taken from the GLODAP data set [Key et al., 2004; Sabine et al., 2005]. For the surface boundary conditions, the smaller GLODAP domain was extended to that of the WOA05 domain, as described by Holzer et al. [2010]. Where gridded CFC concentrations fell below the detection limit, the CFC data was not used. The time-evolving CFC boundary conditions were constructed as in the study of Holzer et al. [2010] by scaling the nominal 1994 GLODAP surface values to the other years using the time series of atmospheric CFC concentrations [Walker et al., 2000]. Temperature, salinity, phosphate, and oxygen data were taken from the WOA05 [Locarnini et al., 2006; Antonov et al., 2006; Garcia et al., 2006a, 2006b], with annual means for the interior concentrations, and monthly means for the surface boundary conditions.

[14] Argon data whose location fell outside the GLODAP domain were not considered. We also did not consider data in the upper 250 m of the ocean because our neglect of seasonal and interannual variability in the CFC and 14C boundary conditions is particularly troublesome in the upper ocean. This leaves 70 39Ar measurements for which the other tracers are also available. The geographical locations of the tracer data sets used in this study are plotted in Figure 1. Of these we could not find a numerically exact maximum entropy inversion for 9 data points because of either data inconsistencies (no linear combination of the boundary values can result in the interior values) or numerical difficulties. We thus present results for 61 sets
of tracer data, comparable to the number of $^{39}$Ar data that were analyzed by Broecker and Peng [2000].

4. One-Dimensional Idealized Model

[15] Before analyzing the oceanographic data it is useful to consider a simple one-dimensional (1d) model to illustrate the role of $^{39}$Ar in constraining TTDs and to provide a sense of the nature of the solutions and the entropic uncertainty.

[16] The boundary conditions at the sea surface for the four time-dependent tracers CFC-11, CFC-12, $^{14}$C, and $^{39}$Ar are specified as follows: For the CFCs we use the globally averaged atmospheric concentrations taken from the work of Walker et al. [2000], scaled to some suitable mixed layer concentration, which is arbitrary here. For $^{14}$C, and $^{39}$Ar we have $C_0^t(\tau) = \exp(-\gamma \tau)$, where the decay rate constant $\gamma = \ln(2)/t_1^*$, with half lives $t_1^* = 269a$ and $t_0^* = 5730a$. These idealized boundary conditions are shown in Figure 2. Note that the surface concentration of the CFCs is identically zero for $\tau > 70a$, which has consequences for the inversions as discussed below.

[17] Synthetic interior tracer concentrations were generated by convolving these boundary conditions with a model boundary propagator that is independent of surface location, that is, with a model TTD. The natural choice is an inverse Gaussian (IG), $G_{IG}$, which is also a solution to the 1d advection diffusion equation [e.g., Hall and Plumb, 1994]. The IG is a function of two parameters, its mean age $\Gamma$ and its width $\Delta$. The mean age parameter can be thought of as being proportional to depth, $z$. For constant coefficient advection-diffusion with advection speed $v$ one has $z = vt$. The mode of $G_{IG}$, that is, the time $\tau_m$ for which $G_{IG}$ is peaked is given by $\tau_m = \left(\sqrt{1 + (3/\text{Pe}^2)} - 3/\text{Pe}^2\right)\Gamma$, where Pe $\equiv \Gamma/\Delta$ is the Péclet number of the 1d flow.

[18] Given the boundary conditions and the synthetic data for a given $\Gamma$ and Pe, we can then imagine that the boundary propagator is unknown and use the ME deconvolution to provide an estimate for $G$, which can then be compared against the true answer, our assumed IG. The ME deconvolutions for this 1d model were performed using a uniform prior out to $\tau = 20000a$.

[19] Figure 3 shows the deconvolved TTDs with and without $^{39}$Ar compared to the true model $G_{IG}$ for Pe = 1.5 and Pe = 10. A value of Pe = 1.5 is thought to be typical of the real ocean ([e.g., Waugh et al., 2004] and see below), while Pe = 10 represents more advectively dominated flow. The main message of Figure 3 is that without $^{39}$Ar, the ME solution for the TTD cannot form a mode beyond the CFC period of $\sim 70a$. Without $^{39}$Ar the tail of the ME solution for $\tau > 70a$ is determined only by $^{14}$C, and because the TTD must approach zero for large $\tau$ the Lagrange multiplier of $^{14}$C must be positive, which implies that the TTD decreases monotonically for $\tau > 70a$. On the other hand if both $^{39}$Ar and $^{14}$C are available, the Lagrange multipliers of the two tracers can be of opposite sign, allowing the solution to have both growth and ultimate long-$\tau$ decay beyond the CFC period so that a mode at long $\tau$ is possible. This is particularly evident for Pe = 10, but also visible at large mean ages for Pe = 1.5.

[20] Figure 3 allows us to emphasize another important point: Even with error-free tracer data, such as used in this example, one cannot expect the ME deconvolutions to recover the true underlying TTD with only a handful of tracer constraints. The ME solution is the exponentiated linear combination of the surface values of the few available tracers as expressed by equation (4). While this solution guarantees to satisfy the available tracer constraints (2), constraining the functional shape of the TTD amounts to constraining the TTD for an infinite number of transit times. (Alternatively, constraining the detailed functional form of the TTD is equivalent to constraining an infinite number of its moments.) Thus, the ME deconvolution can only recover the underlying TTD exactly for an infinite number of (independent) tracer constraints. The fact that the ME deconvolution is able to provide an estimate of the functional form of the TTD with only a few tracer constraints is due to the smoothing property of the entropy functional [e.g., Press et al., 2007], which spreads out the probabilities $P$ as much as possible relative to the prior $\mu$. The functional form of the ME deconvolutions (4) is not constrained to be unimodal and is therefore in principle able to capture multimodal TTDs arising from multiple advective-diffusive pathways. However, it must be kept firmly in mind that the functional shape constrained by only a few tracer observations has significant uncertainty and the detailed structure of the deconvolved TTD should not be overinterpreted as underscored by the spurious bimodality of the inversion for Pe = 1.5 and $\tau_m = 25a$ ($\Gamma = 75a$) in Figure 3. A key strength of the ME method is that we can quantitatively assess the uncertainty associated with the paucity of constraints.

[21] To illustrate the nature of the entropic uncertainty due to the underdetermined nature of the deconvolutions, we
focus on the mass fractions of water in the three transit time bands \([t_{\text{min}}, t_{\text{max}}]\) = [0, 100), [100, 500), and [500, 2000]\(\text{a}\), where the mass fraction is simply \(f = \int_{t_{\text{min}}}^{t_{\text{max}}} \text{d}t G(\tau)\). We denote the mass fractions in the three bands \(f_1, f_2,\) and \(f_3\), with \(f_1\) containing the youngest water, and \(f_3\), the oldest. Note that \(f_1 + f_2 + f_3 = 1\). Figure 4 shows the probability distributions for these fractions for \(P_e = 1.5\), as obtained with and without \(^{39}\text{Ar}\) for five different modal times \(\tau_m\) (and hence five different ideal mean ages) of the underlying assumed IG TTD. The pdfs of the water mass fractions are generally quite broad, except where the ME values of \(f\) lie near the extremes of \(f = 0\) or 1 (none or all the water in the band). This broadness reflects the fact that we are using only three or four data constraints to estimate a TTD of arbitrary functional form (as opposed to fixing the functional form from the outset and estimating only a few parameters). Including \(^{39}\text{Ar}\) narrows the pdfs reflecting the additional constraint and the reduced entropic uncertainties in the maximum entropy values. Including \(^{39}\text{Ar}\) generally also changes the maximum entropy value, but these changes are small compared to the width of the pdfs.

To quantify the changes \(\delta f\) in the inferred water mass fractions in each transit time band due to the inclusion of \(^{39}\text{Ar}\), Figure 5 shows these changes as a function of the true ideal mean age, \(\Gamma\), that is, the mean age of the assumed \(G\). Note that conservation of mass demands \(\delta f_1 + \delta f_2 + \delta f_3 = 0\). For waters with \(\Gamma \lesssim 750\text{a}\), inclusion of \(^{39}\text{Ar}\) gives estimates with less water in the mid-\(\tau\) band, and correspondingly more water in the short-\(\tau\) and long-\(\tau\) bands. For older ideal mean ages, inclusion of \(^{39}\text{Ar}\) increases the long-\(\tau\) content of the water at the expense of the mass fraction in the short-\(\tau\) and mid-\(\tau\) bands.

The ideal mean age of the deconvolved TTD is surprisingly close to the true mean age of the assumed model transport. The discrepancy between inferred and true mean age for \(P_e = 1.5\) is only about 2\% when \(^{39}\text{Ar}\) is not used, and less than 1\% when \(^{39}\text{Ar}\) is used. Though less relevant for the real ocean, at \(P_e = 10\) the discrepancy without \(^{39}\text{Ar}\) can be several percent for waters with young ideal mean ages, but with \(^{39}\text{Ar}\) becomes negligible for \(\Gamma \gtrsim 150\text{a}\).

5. Deconvolutions of Hydrographic Data

Because our focus here is on the utility of \(^{39}\text{Ar}\) for which the surface boundary conditions were approximated as perfectly uniform, we consider here only the temporal structure of the boundary propagator. In particular, we focus on the mass fraction \(f_1\) of water younger than \(\tau_1 \sim 105\text{a}\) and on the mean and centered second moment of the distribution of transit times since last contact anywhere on the surface (TTD). (Note that the mass fraction older than \(\tau_1\) is simply \(1 - f_1\).) We first present these diagnostics as computed using the AD prior and all available tracer constraints, including \(^{39}\text{Ar}\), that is, we first analyze our results obtained using the maximum available information. We then systematically investigate the effect of \(^{39}\text{Ar}\) by comparing the diagnostics and their uncertainties computed with and without \(^{39}\text{Ar}\) and with each prior.

5.1. Oceanographic Significance of the Results With \(^{39}\text{Ar}\)

Figure 6 shows the inversion results for the mass fraction, \(f_1\), of water with \(\tau \in (0, 105)\) \(\text{a}\) for all the bottles below 250 m separately for the North Atlantic, South plus Equatorial Atlantic, Pacific and Southern Ocean basins. To a first approximation, we can consider the plots to represent vertical profiles for each basin, but we note that for each basin data from all latitudes and longitudes has been collapsed onto a single plot. (Only for the Pacific does the data actually consist of three vertical profiles at the locations shown in Figure 1.)

The \(f_1\) profiles reveal important differences in the water mass structure and ventilation pathways of the different basins. In the North Atlantic the vertical structure of
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\[ f_1 \] as revealed by our inversions is consistent with what one expects given the known distribution of the ocean’s major water masses. Relatively large values of \( f_1 \) are found between \( \sim 2000 \) and \( \sim 4000 \) m depth, where North Atlantic Deep Water (NADW) separates Antarctic Intermediate water (AAIW) above from Antarctic Bottom Water (AABW) below. (These water mass identifications were checked to be consistent with density (not shown).) The longer transit time from the surface of the Southern Ocean to the North Atlantic for AAIW and AABW is reflected in the relatively smaller \( f_1 \) values for the deepest bottles (AABW) and for the two bottles at 850 m depth (AAIW). The data point with \( f_1 \sim 0.9 \) at 680 m depth comes from the center of the Labrador Sea, a well known deep water formation site where we expect to find recently ventilated water with \( f_1 \) near unity. Consistent with the longer time needed for NADW to be transported into the South Atlantic, the values of \( f_1 \) for the South and Equatorial Atlantic in the depth range where one would expect to find NADW has generally decreased from the corresponding North Atlantic values. In contrast, \( f_1 \) values at \( \sim 900 \) m depth have increased, consistent with AAIW being closer to its source in the South and Equatorial Atlantic than in the North Atlantic. The Pacific profiles are consistent with the notion that the thermocline waters of the North Pacific are ventilated by subduction, downward Ekman pumping, and relatively shallow convection, whereas the deep Pacific waters are ventilated from remote deep water formation sites in the Southern Ocean and North Atlantic. The Pacific \( f_1 \) values are seen to decrease with depth down to about \( \sim 1000 \) m below which \( f_1 \) is near zero. For the profile near Baja California at
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Figure 5. The change, $\Delta f$, of the water mass fractions (with $^{39}$Ar minus without $^{39}$Ar) in each transit time band for the idealized 1d model with $Pe = 1.5$ as a function of the true mean age, $\Gamma$, of the underlying TTD. The change in the water mass fraction with $\tau \in [0, 100)a$ is plotted in green, with $\tau \in [100, 500)a$ in red, and with $\tau \in [500, 20000)a$ in black.

(28.5°N, 122.2°W, grey squares), the values of $f_1$ in the thermocline are significantly smaller than for the other two Pacific locations. The thermocline at the Baja location is thus relatively poorly ventilated, consistent with its proximity to the North Pacific shadow zone [Luyten et al., 1983; Gehrie et al., 2006]. In the Southern Ocean, apart from a suggestion that $f_1$ increases slightly with depth, the vertical structure is much more uniform than elsewhere. This is consistent with the fact that in the Southern Ocean we have both formation of deep waters and reexposure of older waters to the atmosphere. The somewhat larger mass fraction in the youngest transit time band found for the deepest Southern Ocean bottles, if taken at face value, is consistent with the ventilation of the bottom waters by shelf slope convection along the Antarctic coast and subsequent upward mixing with older overlaying waters [e.g., Foster and Carmack, 1976; Orsi et al., 1999].

[28] The vertical structure of $\Gamma$ seen in Figure 7 is broadly consistent with the structure that we saw for $f_1$ in Figure 6. In the North Atlantic the youngest mean ages are found in the core of NADW between 2000 and 3000 m. Water above and below this depth tends to have older mean ages consistent with AAIW and AABW, which must travel farther to reach the North Atlantic. In the South and Equatorial Atlantic, the youngest mean ages (where we have $^{39}$Ar data) are found above 1000 m where one would expect to find AAIW (see also Holzer et al. [2010]). Mean ages in the South and Equatorial Atlantic tend to increase gradually with depth except perhaps below 4000 m, where there is a sharp increase, but the large uncertainties preclude any firm conclusions. It is interesting to note that the deepest water masses tend to be older in the South Atlantic than in the North Atlantic suggesting that there is a gradual entrainment of NADW as AABW flows northward into the North Atlantic. In the Pacific we find mean ages that tend to increase from a minimum at the surface to a maximum at a depth of $\sim$2000 m, below which mean age remains fairly constant throughout the homogeneous deep Pacific water mass. Consistent with the idea that the deep Pacific is ventilated from the south, the mean ages tend to be younger in the South Pacific (blue squares) than in the North Pacific (black and gray squares). Interestingly, the age profiles of the two North Pacific locations are very similar in spite of their different $f_1$ profiles. This is consistent with the fact that the TTDs at (31.1°N, 150°W) are significantly broader in the thermocline than those near Baja California (see Figure 8 discussed below). In contrast to the other basins, ideal mean ages in the Southern Ocean are more uniform with depth again suggesting that the Southern Ocean is an important location for the blending of different water masses, and where deep waters are not only newly formed but where old waters are also reexposed to the surface.

[29] Figure 8 shows the width, $\Delta$, of the TTD defined by $2\Delta^2 = \int_0^{\infty} (\tau - \Gamma)^2 \mathcal{Q}(\tau) d\tau$. The uncertainties of $\Delta$ were estimated from the entropic uncertainties of $m_2 = \int_0^{\infty} \tau^2 \mathcal{Q}(\tau) d\tau$ as described in section B1. Larger widths imply a greater multiplicity of transit times from the sea surface. This can be achieved by having a larger multiplicity of paths and transport timescales from a single water mass formation region or by mixing water from multiple source regions. As a general rule, one expects higher-order moments to be less well constrained than lower-order moments ($\Gamma$ being the first-order moment, or mean, and $2\Delta^2$ being the second-order moment). Consistent with this expectation, $\Delta$ is seen to have much greater uncertainty than $\Gamma$. Despite the large uncertainties, our inversions suggest that the widths tend to increase with depth except perhaps for the Southern Ocean where $\Delta$ is nearly uniform with depth. As a general rule of thumb, one expects a large correlation between $\Gamma$ and $\Delta$ because older water masses with large $\Gamma$ have had more time to mix and thus to produce broader TTDs with larger values of $\Delta$. This correlation is seen most places, with the old deep waters of the Pacific and Atlantic having large values of $\Delta$, although the uncertainties for the Atlantic bottom waters are so large that their true width could be considerably smaller. An interesting exception to the rule is the thermocline waters of the North Pacific, where the values of $\Delta$ are roughly the same as those at depth even though thermocline waters have much smaller mean age than deep waters. There
is even a suggestion that the largest North Pacific values of $D$ occur in the uppermost bottles analyzed, but the large uncertainties for these two bottles prevent definite conclusions. The weak dependence of $D$ on depth in the North Pacific in spite of the strong vertical gradients of $G$ above 2000 m suggests a subtle, complex structure of the TTDs in the North Pacific thermocline (see also Figure 10 below), perhaps resulting from upward diffusing older waters mixing with more recently ventilated water.

[30] The ratio of $\Delta/G$ is useful for characterizing the relative importance of diffusive and advective transport. If $\Delta/G \ll 1$, advection dominates over diffusion, while the converse is true if $\Delta/G \gg 1$. There have been few estimates of $\Delta/G$ from transient tracer data in the ocean. The only studies we are aware of are those of Waugh et al. [2003] and Hall et al. [2004], where measurements of CFC-11 and CFC-12 were used in conjunction to constrain both $\Gamma$ and $\Delta$. Because CFCs have relatively fast timescales, those studies could only estimate $\Delta$ and $\Gamma$ for the relatively young water masses of the upper ocean where measurable CFC concentrations are present. Because we are using $^39$Ar and $^{14}$C tracer data in addition to the CFC data, we are able to constrain $\Gamma$ and $\Delta$ for deep waters as well. Furthermore, the previously estimated values of $\Delta/G$ were based on a parametric inversion approach in which the functional form of the TTD is assumed to be a two-parameter IG distribution that is completely specified given $\Gamma$ and $\Delta$. The IG approach turns an underdetermined problem into one that is exactly determined even with only two tracers whose timescales are similar. As such, the IG approach is poorly suited for quantifying what we call the entropic uncertainty, that is, the uncertainty in $\Delta/G$ associated with the fact that the functional form of the TTD is not known.

[31] In Figure 9 we plot estimates of $\Gamma/\Delta$ obtained from our ME inversions. (For convenience we plot $\Gamma/\Delta$ and its error bars rather than $\Delta/G$ so that a single scale suffices to show the error estimates in all basins.) While the corresponding ME estimates for $\Delta/G$ are generally greater than 0.2, the uncertainty is large and we cannot rule out a value of $\Delta/G$ as low as 0.1 in some locations. Nevertheless, it is generally true that eddy diffusive transport is significant everywhere and cannot be neglected. The so-called TTD method for estimating anthropogenic CO$_2$ in the ocean [e.g., Waugh et al., 2006] generally assumes a value of $\Delta/G$ close
to unity. Within the framework of this TTD method, Waugh et al. [2006] report that anthropogenic CO$_2$ estimates are most sensitive to the assumed value of $D/G$ when $D/G$ is in the range between 0.2 and 0.8. For the upper ocean Waugh et al. [2006] show that the CFC data is sufficient to exclude this range, but for deeper water our results suggest that values of $D/G$ in the range between 0.2 and 0.8 cannot be ruled out.

Figure 7. The ideal mean age, $\Gamma$, (left) without and (right) with $^{39}$Ar and the AD prior. Thick error bars cover half the probability of the associated entropic distribution, and thin error bars are associated with the width at half maximum of these distributions. Symbol shapes and colors identify the location of the $^{39}$Ar measurements as in Figure 1. Note that the Pacific has a different age scale. For $\Gamma$ obtained with $^{39}$Ar, open symbols with error bars in lighter color (four Atlantic and one Pacific location) indicate that the corresponding estimate without $^{39}$Ar was not available because of numerical problems.
In Figure 10 we plot the ME TTDs (black curves) for the North Pacific station at 28.5°N, 122.2°W (Figure 10, top) and for the stations in the Southern Ocean (Figure 10, bottom). Superposed on each ME TTD is an IG distribution (red curves) with the same $G$ and $D$ as the ME TTD. Only for the North Pacific profile below the thermocline is there relatively good agreement between the IG distribution and the ME TTD. In the North Pacific thermocline above 600 m and for all depths in the Southern Ocean, the ME TTDs have an additional mode for $\tau \leq 50a$, which is absent in the less flexible IG distribution. It is difficult to know for certain if these short-$\tau$ modes are real or artifacts of the underdetermined nature of the inversion. However, their existence does not contradict what is known about the ventilation of the ocean: In the North Pacific subduction of newly ventilated water masses could easily explain the short-$\tau$ mode and in the Southern Ocean one expects to find recently ventilated water masses close to the deep water formation sites. It may be worth remarking that for most locations the TTDs of the corresponding AD prior (not shown) bear little resemblance to the ME TTDs. Details on the character of the AD prior TTDs may be found in the paper by Holzer et al. [2010].

5.2. Effect of $^{39}$Ar as an Extra Constraint

We now turn our attention to comparing ME inversions with and without $^{39}$Ar to quantify the effect of including $^{39}$Ar as an additional constraint. To this end, we focus on four key quantities: The mass fraction of water in each of the three transit time bands $0–10^5$, $10^5–550$, $550–20000a$ (band 1, 2, and 3), and the ideal mean age $G$. We refer to the three transit time bands as the short-$\tau$, mid-$\tau$, and long-$\tau$ bands. Figure 11 shows the effect of $^{39}$Ar on the inversions for the mass fraction in each transit time band as a function of the ideal mean age of the bottle (determined with $^{39}$Ar).

Note that different basins have different scales for $\Delta$. Different basins have different scales for $D$.

**Figure 8.** The TTD width, $\Delta$, using $^{39}$Ar and the model prior. Error bars were estimated as discussed in Appendix B. Symbol shapes and colors identify the location of the $^{39}$Ar measurements as in Figure 1.
bottles with the oldest ideal mean age, which contain generally more water in the long-τ band with $^{39}\text{Ar}$ than without. The Atlantic bottles are generally younger and hence there is little change in the long-τ band, which contains little water. When $^{39}\text{Ar}$ is included, the dominant effect on the Atlantic bottles is an increase in the mass fraction in the mid-τ band at the expense of the mass in the short-τ band, with less systematic behavior for the AD prior than for the uniform prior.

Figure 12 quantifies the reduction in the entropic uncertainty of the mass fractions in each of the three transit time bands due to including $^{39}\text{Ar}$ as an extra constraint. The uncertainty reduction is simply defined as the ratio, $R$, of the quartile error bar without $^{39}\text{Ar}$ to the error bar with $^{39}\text{Ar}$. For the uniform prior, including $^{39}\text{Ar}$ reduces the uncertainty ($R > 1$) for essentially all bottles. The small amount of scatter below $R = 1$ is likely an artifact of approximating the entropic pdf of $f_1$ by fitting it to two points on either side of the ME value (a five-point fit). For the AD prior including $^{39}\text{Ar}$ reduces the uncertainty ($R > 1$) for essentially all bottles. The small amount of scatter below $R = 1$ is likely an artifact of approximating the entropic pdf of $f_1$ by fitting it to two points on either side of the ME value (a five-point fit). For the AD prior it is very interesting to note that while the uncertainty is reduced ($R > 1$) for most bottles, for some 18 bottles inclusion of $^{39}\text{Ar}$ turns out to increase the uncertainty ($R < 1$). We have closely examined our estimates of the entropic pdfs of $f_1$ to ensure that the effect is not merely an artifact of our five-point fit, although the approximation likely accounts for some of the points with $R$ below unity by only a small amount (~0.05). We find that significant increases in uncertainty ($R < 1$) can occur with the AD prior when the inversion without $^{39}\text{Ar}$ gives a ME value of $f_1$ close to either extreme of $f_1 = 0$ or $f_1 = 1$, which is then shifted significantly away from its extreme when $^{39}\text{Ar}$ is included. We have yet to uncover the detailed mechanism by which a nonuniform prior can lead to uncertainty increases when an extra constraint is included, but we are able to reproduce the effect with the idealized 1d model of section 4 when the prior consists of an IG distribution with a prior mean age that is significantly larger (by a factor of ~1.5) than that of the true underlying boundary propagator.

The reductions in the uncertainty of the water mass fractions averaged over the bottles for which $R \geq 1$ are similar for the uniform and AD prior cases: approximately 50% for the short-τ, 20% for the mid-τ, and 30% for the long-τ band, with $R$ exceeding a factor of two for about a dozen bottles. Including $^{39}\text{Ar}$ thus provides the greatest constraint on the short and long transit time water mass fractions. The dependence of the uncertainty reduction on
ideal mean age, $\Gamma$, shows a great deal of scatter, but generally most bottles with $\Gamma \geq 700$ show a significant reduction in uncertainty, while most bottles younger than that (largely from the Atlantic) have smaller uncertainty reductions.

The uncertainty reduction for ideal mean age, $\Gamma$, that results from including $^{39}$Ar as an extra constraint is evident in Figure 7, particularly for the Pacific and Southern Ocean locations. Detailed examination of the uncertainty reduction ratio showed that in the case of the AD prior about a dozen bottles, most in the Atlantic thermocline and abyss and four in the Pacific thermocline, again experience an increase in uncertainty when $^{39}$Ar is included. Some of the effect may be due to our five-point approximation when the entropic pdfs of $\Gamma$ are highly skewed, but for most of these bottles the effect is likely similar to what was seen for the water mass fractions. Importantly, however, for most locations $^{39}$Ar reduces the uncertainty in $\Gamma$ with average reduction ratios of 1.3 in the Atlantic, 1.3 in the Pacific, and 2.0 in the Southern Ocean.

Figure 10. (top) The global TTDs for the Pacific profile at 28.5°N, 122.2°W and (bottom) for the Southern Ocean data. The black curves correspond to the ME solutions, while the red curves are inverse Gaussians of the same ideal mean age, $\Gamma$, and width, $\Delta$, as indicated next to the curves. Every pair of ME TTD and corresponding inverse Gaussian has been normalized by the peak value of the ME TTD.
additional degree of freedom afforded by $^{39}$Ar, which allows the TTD to have a mode beyond 70a, and hence less water with transit times within the CFC period. For the case of the AD prior with its nontrivial structure, there is no obvious mechanism that should lead to reduced $f_1$ values. The outlier point for the AD prior case that shows a large increase from $f_1 = 0.15$ to $f_1 = 0.92$ lies at 37.3°N, 45.4°W, and 3970 m depth in the North Atlantic. This point has similar behavior in the uniform prior case with an increase from $f_1 = 0.47$ to $f_1 = 0.80$, which does not show as prominently on the plot. An increase of $f_1$ as the result of $^{39}$Ar as an extra constraint simply means that the observed $^{39}$Ar concentration is larger than expected on the basis of the other tracer constraints.

[39] It is very interesting to note that the mass fractions obtained with $^{39}$Ar are roughly the same regardless of whether we use the uniform or AD prior. This is emphasized in Figure 13 (bottom) by plotting the inversions for $f_1$ with the AD prior versus those using the uniform prior, both with $^{39}$Ar. The scatter around the diagonal is much smaller than the changes in $f_1$ resulting from the inclusion of $^{39}$Ar. While we expect that the choice of prior becomes secondary once enough data is used in the inversion, it is remarkable that just four transient tracers (CFC-11, CFC-12, $^{14}$C, and $^{39}$Ar) already places the still highly underdetermined inversions in a regime of insensitivity to the choice of prior.

[40] The changes in the estimates of ideal mean age, $\Gamma$, that result from including $^{39}$Ar in the ME inversions are quantified in Figure 14 for the uniform and AD prior cases. (Only bottles with $\Gamma \leq 500$a are shown to make the changes more visible. For the older Pacific bottles, in the case of the AD prior, the changes in $\Gamma$ are much smaller.) As expected from the reductions in the water mass fractions with $t < 105$a, for most bottles the ideal mean age is estimated to be older when $^{39}$Ar is included. Note that this is not a statement about either the AD or uniform priors having a young bias. (In fact, the uniform prior has an old bias with a mean age of 10000a.) Instead, the inclusion of $^{39}$Ar corrects a young bias in the ME TTDs as constrained by all the other tracers. The bottom plot of Figure 14 shows that for most locations the choice of prior is secondary for determining the ME value of $\Gamma$ when $^{39}$Ar is included. This insensitivity to the choice of prior is similar to that seen for $f_1$ in Figure 13 and is particularly striking in light of the fact that the ideal mean age of the uniform prior is 10000 a for all

Figure 11. The change of the mass fraction, $\delta f$, (with $^{39}$Ar minus no $^{39}$Ar) in each of the three transit time bands considered (short- $\tau$ in green, mid- $\tau$ in red, long- $\tau$ in black) versus ideal mean age (determined with $^{39}$Ar) for the Pacific and Atlantic bottles. Shown are the (left) uniform prior case and (right) AD prior case. Note the different age scales for the Pacific and Atlantic.
locations, while the AD prior has a more realistic distribution of ideal mean age [Holzer et al., 2010].

6. Discussion

[41] In this paper we quantified the extent to which $^{39}$Ar helps constrain specific diagnostic properties of the ocean’s TTDs, namely ideal mean age, TTD width, and the water mass fraction in specified transit time bands. It is important to appreciate, however, that the value of any tracer constraint depends on the particular diagnostic property one is interested in. For example, we found that $^{39}$Ar helped reduce the uncertainty in the water mass fractions with short and long transit times, but had much less effect on the uncertainties in the 105–550a transit time band even though this band brackets the $^{39}$Ar decay timescale. The utility of a given transient tracer not only depends on its time dependence, but also critically on the spatial pattern of its surface boundary condition. Thus, $^{39}$Ar with its nearly uniform boundary condition is not well matched to the uniform boundary condition of the ideal mean age [Holzer et al., 2010; DeVries and Primeau, 2010]. In contrast, $^{39}$Ar has a uniform boundary condition, but its faster decay projects less well onto the linear dependence desired to constrain mean age. The utility of $^{39}$Ar as a constraint will also depend on what other tracer constraints are available. In general, the incremental reduction in uncertainty with each additional constraint is expected to decrease as the total number of constraints increases. Finally, the impact of $^{39}$Ar data on the maximum entropy inversion will depend on the choice of prior. For example, if the prior already encodes the information contained in $^{39}$Ar, then $^{39}$Ar would have no effect on the inversions. For the uniform and AD priors employed here, $^{39}$Ar provided additional constraints in about equal measure.

[42] It is worth contrasting TTD estimates using the now popular parametric IG approach [e.g., Waugh et al., 2003; Huhn et al., 2008; Tanhua et al., 2009; DeVries and Primeau, 2010] to the ME approach employed here. The parametric approach assumes that the TTD can be captured to a good approximation by an IG distribution that is completely specified by two parameters: its mean and variance, or equivalently, $\Gamma$ and $\Delta$. With three transient tracer constraints, IG deconvolutions are thus formally overdetermined and the residual from a best fit could be used to
estimate an uncertainty in the IG parameters. However, this apparent overdeterminedness is artificial for several reasons. First, the unimodal IG functional form cannot properly account for the mixing of different end-members, information that is encoded in tracers such as radiocarbon that have large spatial variations in their surface concentration. Indeed, the most probable shape of the TTDs as estimated by the ME deconvolutions is typically multimodal and not everywhere well approximated by an IG. While a superposition of multiple IG functions could in principle take into account multiple end-members, the number of parameters that would need to be estimated from the data quickly exceeds the number of available tracer constraints. Second, the deconvolution is fundamentally highly underdetermined. Even if the tracer boundary conditions were spatially uniform, each radioactive tracer with decay constant \( \lambda \) can be thought of as constraining only a single point of the Laplace transform of the TTD, \( \mathcal{G}(s) = \int_0^\infty \exp(-s\tau)\mathcal{G}(\tau)d\tau \), at \( s = \lambda \), underscoring the fact that the available tracer constraints leave the problem highly underdetermined. A key advantage of the ME deconvolutions is that it allowed us to estimate the uncertainty associated with this underdeterminedness. Legislating the TTD to be of IG form artificially suppresses the true uncertainty of the deconvolutions except for the case where there is certain prior knowledge that the TTD should closely follow the IG form. In this regard parametric inversions of tracer data for the TTD are analogous to the OMP method for determining water mass fractions [e.g., Tomczak, 1981; Tomczak and Large, 1989] where the number of possible end-members is fixed by hand, thereby artificially suppressing the underdetermined nature of the data inversions [Holzer et al., 2010].

7. Conclusions

[43] The focus of this paper has been on the transit time information provided by passive oceanographic tracers when \(^{39}\)Ar measurements are used to bridge the gap between the short-timescale CFCs and the long-timescale radiocarbon. To this end, we analyzed the transient tracers CFC-11, CFC-12, \(^{39}\)Ar, and \(^{14}\)C, as well as the climatologically cyclostationary scalars \( \theta \), \( S \), and \( \text{PO}_4^\text{a} \), which contain additional information on where a fluid element was last in the mixed layer. The vastly underdetermined problem of deconvolving the tracer concentrations at point \( r \) for the mass fractions \( P(s, \tau | r) \) that had a transit time \( \tau \) from surface grid box \( s \) to \( r \), was regularized using a maximum entropy method. Because our focus is on the effect of \(^{39}\)Ar,
which contains virtually no surface origin information, we
limited analysis to the global integral of $P$ over surface
origin, otherwise also known as the TTD, its ideal mean age,
$G$, and width, $D$, and the mass fractions in specified transit
time bands. The uncertainties of these quantities were
estimated from their entropic probability distributions,
neglecting uncertainties associated with the variability of the
tracer concentrations [Holzer et al., 2010]. Our conclusions
are as follows:

\[44\] 1. Our ME deconvolutions revealed a spatial structure
in the ideal mean age $G$ and in the water mass fraction $f_1$
with $\tau \lesssim 105$ a that is consistent with the known distribu-
tions of NADW, AAIW, and AABW in the Atlantic and
with the simpler water mass structure of the Pacific. In
addition to this qualitative consistency, our deconvolutions
allowed us to obtain quantitative estimates of $G$, the TTD
width $D$, and $f_1$, together with estimates of their entropic
uncertainties (Figures 6, 7, and 8). Inclusion of $^{39}$Ar led to
reduced values of $f_1$ for the majority of the locations ana-
lyzed with mean ages that were correspondingly longer by
about a century (Figures 13 and 14).

\[45\] 2. For the Southern Ocean, a region of vigorous over-
turning where deep waters are both formed and upwelled,
our ME deconvolutions produced TTDs with little depth
dependence compared to other basins. At all depths, our
inferred TTDs for the Southern Ocean had a mode at short
transit times indicating the presence of newly ventilated waters
and a long slowly decaying tail indicating the upwelling of old
waters back to the surface.

\[46\] 3. Having $^{39}$Ar available as an additional transient
tracer tends to reduce the entropic uncertainty in our esti-
mates of ideal mean age, TTD width, and water mass frac-
tions. For the water mass fractions the reductions range on
average from $\sim 20\%$ to $\sim 50\%$ depending on the transit time
band considered, and for ideal mean age the uncertainty is
halved in the Southern Ocean with reductions of $\sim 30\%$
elsewhere. With the uniform prior, including $^{39}$Ar either
reduced or left unchanged the size of the entropic error bars at
all locations. With the nonuniform AD prior, including $^{39}$Ar
reduced the uncertainty for most locations, but for some
bottles the uncertainty actually increased. Increases in
uncertainty are typically accompanied by a substantial shift in
the ME value of the diagnostic. Thus, while ME deconvo-
lutions are guaranteed to uncover the true boundary propa-
gator and its moments in the limit of an infinite number of
tracer constraints, the reduction of entropic uncertainty in the
approach to this limit can be nonmonotonic with a nonuni-
form prior.

\[47\] 4. The ME deconvolutions highlight the fact that
TTDs generally do not have a simple unimodal IG form that
is determined by only two parameters. Our ME deconvo-
lutions do not fix the functional form of the TTD at the outset,
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Figure 14. Ideal mean age, $G$, with $^{39}$Ar versus $G$ without $^{39}$Ar as determined by the ME deconvo-
lutions. The bottom plot shows $G$ computed with the AD prior versus $G$ computed with the uniform prior,
both with $^{39}$Ar. Symbol shapes and colors identify the location of the $^{39}$Ar measurements as in Figure 1.
which is reflected in substantial entropic uncertainties for mean age, \( \Gamma \), and even greater uncertainties for the TTD width, \( \Delta \). The ratio \( \Gamma/\Delta \) is also not as narrowly constrained as parametric inversions suggest [Waugh et al., 2003; Hall et al., 2004]. The implication is that IG-based estimates of \( \Gamma \) and \( \Delta \) are insufficient to characterize transport from the surface because they ignore the large uncertainty associated with the undetermined nature of the inversion.

[54] 5. In the deep Pacific were CFCs have not yet penetrated, using both \(^{39}\)Ar and \(^{14}\)C allows determination of a TTD with a realistic shape even when a uniform prior without any transit time information is used. With only \(^{14}\)C and a uniform prior the ME solution would give a TTD with an unrealistic shape of a monotonically decreasing function with a nonzero value at \( \tau = 0 \).

[55] 6. The additional transient tracer \(^{39}\)Ar gives the maximum entropy solution for the boundary propagator additional freedom. In the case of the uniform prior, having only CFCs and radiocarbon unrealistically constrains the mode of the propagator to lie within the CFC period (~70a) regardless of the tracer concentrations. Including \(^{39}\)Ar relaxes this constraint so that even with a uniform prior the deconvolved TTD is free to place its mode at any transit time.

[56] 7. The Pacific profiles come closest to approximating the behavior of simple 1d advection-diffusion, particularly below the thermocline where the TTDs become unimodal with a shape that is at least roughly approximated by an IG functional form. In the case of the ME inversions with the uniform prior for the Pacific data, the effect of including \(^{39}\)Ar on the estimated water mass fractions in a given transit time interval is similar to the effect seen for a simple 1d model with synthetic data generated by an IG TTD.

[57] 8. Remarkably, \(^{39}\)Ar in combination with the other six tracers already provides a sufficient number of constraints to make the inversions relatively insensitive to the choice of prior. Deconvolutions using either the uniform or AD prior give similar results both in the case of the mass fraction of water with transit times less than ~100a and in the case of ideal mean age.

[58] Using \(^{39}\)Ar as an additional transient tracer led to substantial changes in our ME estimates of ideal mean age, TTD width, and water mass fractions, while at the same time reducing their entropic uncertainties. There is no question that an effort to produce a globally gridded \(^{39}\)Ar data set would greatly help reduce the uncertainty in our knowledge of oceanic transport and ventilation, which in turn would greatly benefit rigorous estimates of the ocean’s ability to take up and sequester anthropogenic carbon.

Appendix A: Numerical Details

[59] For the inversions with the oceanographic data (as opposed to the 1d model), transit time was resolved as follows: \( \tau \in [0, 3, 6, 7.5, 8, 90, 120, 160, 200, 250, 300, 400, \ldots, 1000, 1200, 1500, 2000, \ldots, 4000, 5000, 7000, 9000, 11000, 15000, 20000] \) a. Integrations over transit time bands were performed by zeroing \( \tau \in [120, 20000] \) a for band one, \( \tau \in [0, 90] \cup [600, 20000] \) a for band two, and \( \tau \in [600, 20000] \) a for band three, followed by trapezoidal integration over all transit times. Thus, for example, the edge of the youngest transit time band has a linear taper from 90 to 120a. The approximate boundaries between the transit time bands therefore lie at 105 and 550a.

Appendix B: Uncertainty Propagation

[60] While entropic uncertainties in moments of the TTD’s can straightforwardly be computed, uncertainties in nonlinear functions of these moments are more difficult to compute. Here we approximate the error in the TTD width \( \Delta \equiv \sqrt{(m_2 - \Gamma^2)/2} \) by making the ansatz that the uncertainties in the mean age (first moment) and in the second moment \( m_2 \equiv \int_0^\infty \tau^2 \mathcal{D} \tau d\tau \) can be treated as statistically independent for the purpose of estimating the error in \( \Delta \). Given uncertainties \( \Gamma_{\text{min}} \) and \( \Delta_{\text{min}} \), we therefore approximate the error in \( \Delta \) as \( \delta \Delta = \sqrt{(\partial \Delta/\partial \Gamma)^2 (\delta \Gamma_{\text{min}})^2 + (\partial \Delta/\partial m_2)^2 (\delta m_2)^2} \). Asymmetric error bounds for \( \Delta \) were calculated by separately using the right and left entropic error bars calculated for \( \Gamma \) and \( m_2 \).

[61] The uncertainty bounds on the ratio \( \Gamma/\Delta \) was estimated roughly as \( \left[ \Gamma_{\text{min}}/\Delta_{\text{max}}, \Gamma_{\text{max}}/\Delta_{\text{min}} \right] \), where \( \Gamma_{\text{min}}, \Gamma_{\text{max}} \) are the probability bounds on the entropic uncertainty of the mean age (the left and right limits of our entropic error bars), and \( \Delta_{\text{min}}, \Delta_{\text{max}} \) are the uncertainty bounds calculated as described in the previous paragraph.
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