Abstract—In this paper, we tackle the new language-based audio retrieval task proposed in DCASE 2022. Firstly, we introduce a simple, scalable architecture which ties both the audio and text encoder together. Our approach requires very minimal training, and allows us to use many publicly available models without needing to fine-tune them. Secondly, we show that using this architecture along with contrastive loss allows the model to beat the performance of the baseline model. Finally, in addition to having an extremely low training memory requirement, we are able to utilize pretrained models as it is without needing to finetune them. We test our methods and show that using a combination of our methods beats the baseline scores by 0.08 in R@1 and 0.13 in mAP.

I. INTRODUCTION

The language-based audio retrieval task is a new form of cross modal learning [1] which aims to rank a list of audio clips according to their relevance given a query caption. These query captions [2] are descriptive natural language sentences annotated by humans, and they describe the acoustic events happening in both foreground and background of the audio clip. Being able to model and interpret the relationship between audio clips and a text sequence is helpful towards many applications. Language-based audio retrieval can be applied to many practical applications in real life, such as acoustic monitoring and human-computer interaction [1].

The language-based audio retrieval task is formulated in this way. The audio clips and the query caption is passed to an audio encoder and text encoder respectively. From the two encoders, output audio embeddings corresponding to audio clips and a output text embedding corresponding to the query caption are obtained. To determine the relevance between the audio clip and query caption, a similarity measure is used to calculate similarity scores between the output text embedding of the query caption and the output audio embedding of each audio clip. Using these similarity scores, we can calculate the top 10 average precision, and the top 1, top 5, and top 10 recall scores.

The baseline system proposed for language-based audio retrieval in DCASE2022 uses a dual encoder structure with two disjoint pathways to produce the output audio and text embeddings. The CRNN model [3], [4] was used as the audio encoder while the pretrained word2vec [5] model was used as the text encoder. The model is trained using the Triplet ranking Loss [6] to maximize the distance between the anchor sample and the negative sample, while minimizing the distance between the anchor sample and the positive sample. During inference, the output audio and text embeddings are extracted from the encoders. Then, the dot product is used as the similarity measure to determine the relevance of the audio clips to the query caption. We hypothesize that maximizing the similarity between the output embeddings of two disjoint and separate encoders for audio and text in language-based audio retrieval is non-trivial. Instead, we find that we can increase efficiency and performance by tying the audio and text encoder together and sharing their parameters. In addition to having tied layers to produce output embeddings, we find that using contrastive loss is instrumental in getting the model to converge and perform well. By using the tied layers, we also show the computational footprint of our methods is relatively low and that our method is efficient.

Our contributions are as follows:

1) We introduce Converging Tied Layers and show that using Converging Tied Layers for language-based audio retrieval is an efficient and straightforward method.

2) We examine the importance of using contrastive loss and observe that contrastive loss is crucial for using transformers effectively.

3) We demonstrate that using Converging Tied Layers and contrastive loss outperforms the baseline method by a significant factor.

II. RELATED WORK

A. Datasets

The Clotho Dataset v2.1 consists of 6974 15 to 30 seconds long audio samples. Each audio clip has 5 corresponding 8 to 20 words long human-annotated captions that describe the acoustic events happening in the audio. During training, the ground truth captions for that audio are used as the positive samples and the ground truth captions for the other audios are used as the negative samples. During evaluation, all of the audio clips are passed to the model to rank each audio’s similarity to the query caption. Another dataset is the Audio Grounding dataset has also been used by [4] for Audio and Caption Retrieval. Though there are many other audio captioning datasets where language-based audio retrieval can
be applied to, our knowledge active work is ongoing only on the Clotho dataset and Audio Grounding dataset.

In this work, we focus only on the Clotho Dataset v2.1 as proposed in the DCASE2022 challenge\(^2\), henceforth referred to as the Clotho Dataset.

### B. Model Architectures

Prior work so far uses disjoint audio and text encoders to produce a vector representation of the inputs. The baseline model\(^3\) presented in DCASE 2022 uses 2 disjoint audio and text models to encode the audio clip and text from the Clotho Dataset v2.1. The input audio is encoded by a Convolutional Recurrent Neural Network (CRNN)\(^3\) and is trained from scratch. For the input text sequence, a pretrained word2vec\(^3\) already trained on the Google News dataset\(^7\) is used to encode the text sequence to obtain a text vector representation. The pretrained word2vec is not finetuned.\(^3\)

### C. Contrastive Loss

During the advent of large scale pretrained language models\(^8\),\(^9\), many authors focused on different predictive objectives such as masked language modelling\(^8\),\(^9\) for pretraining. Over time, the focus shifted to a different form of pretraining. Contrastive objectives such as the contrastive loss started to gain popularity to help the model learn better and more informative multimodal representations and embedding spaces. There has been several variations of contrastive loss\(^10\),\(^11\),\(^12\). In this work, we use the contrastive objective from CLIP\(^10\),\(^11\).

The CLIP contrastive objective extracts feature representations of the different input modalities from the model and projects these representation to a contrastive embedding space via a linear projection. The projected representations are then normalized. The cosine similarities between every possible pairwise representations of different modalities in the same batch are calculated to obtain logits for both text and audio. Finally, the contrastive loss is the average of the two cross entropy loss applied to the text and audio logits with their labels being their respective index in the batch.

In our work, we use a similar contrastive objective. The output embeddings of different modalities from the Converging Tied Layers are passed

### III. PROPOSED METHOD

Our proposed model consists of two main parts. The first component refers to the use of pretrained audio and text encoders as audio and text embeddings. There is no finetuning of these embeddings and the weights of these encoders are frozen. The second component refers to the use of Converging Tied Layers. These layers are shared between the audio and text input. Unlike prior work\(^4\), where the

\(^2\)https://dcase.community/challenge2022/task-language-based-audio-retrieval

\(^3\)https://code.google.com/archive/p/word2vec/

\(^4\)https://dcase.community/challenge2022/task-language-based-audio-retrieval
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**a) baseline**

- Baseline system. A CRNN is trained for the audio encoder while a word2vec model pretrained on Google News is used without any finetuning.

**b) proposed**

- Proposed system. Both audio embeddings and text embeddings are used with frozen weights without any finetuning. We use CNN10, CNN14 for the audio embeddings and BERT, RoBERTa for the text embeddings. Both embeddings are passed to the tied layers which are trained on both Triplet Ranking Loss and Contrastive Loss. Shaded red boxes in the figure refers to models with frozen parameters (not finetuned) while green boxes refers to layers/models with trainable parameters.
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**Figure 2: Evaluation process:** The logmel spectrogram of each audio clip in the evaluation set is encoded to obtain its corresponding vector representation. The query caption is likewise encoded to obtain the sentence vector representation. The similarity metric is then applied between each audio representation and the sentence representation to obtain a list of similarity values. These values are then ranked to obtain the relevance of each audio clip to the query caption.

output embeddings are extracted via two disjoint and separate
models, we use the same layers to produce both audio and text embeddings. We visualize this in Figure 1 and 2.

### A. Pretrained Embeddings

| Model      | Parameters |
|------------|------------|
| BERT<sub>base</sub> | 110M       |
| BERT<sub>large</sub> | 340M       |
| RoBERTa<sub>base</sub> | 123M       |
| RoBERTa<sub>large</sub> | 354M       |
| CNN10      | 5M         |
| CNN14      | 80M        |

Table I: Number of parameters for both audio and text embeddings. Unless otherwise stated, these parameters are not trainable, thereby reducing the computational footprint.

There is a plethora of pretrained models available publicly. These pretrained models are often used for transfer learning to another related domain [13], hence there is a need for finetuning. In our case, we find that it is sufficient to simply use these pretrained models as it is without finetuning. Therefore, there is a very low computational footprint from these embeddings. However, we also performed some experiments where we finetuned on these pretrained embeddings and we found that doing so yields a minimal performance boost. We include a count of these parameters for the audio and text encoders that we use in Table IV.

Our model takes in as inputs the logmel spectrogram precomputed from the audio clip and the tokenized caption and passes both inputs to the pretrained audio and text embeddings.

\[
\text{Emb}_A = \text{pool}_\text{mean}(\text{Embedding}_A(x_A)) \\
\text{Emb}_T = \text{Embedding}_T(x_T)
\]  

We use the CNN10 and CNN14 models already pretrained on audio tagging as the audio encoder to produce audio embeddings, \(\text{Emb}_A\). For the text embeddings, we use BERT and RoBERTa as the text encoder to produce text embeddings, \(\text{Emb}_T\). Unless otherwise stated, these pretrained embeddings are frozen and not finetuned, thereby minimizing the training time.

### B. Converging Tied layers

The Converging Tied Layers take in both the audio embedding, \(\text{Emb}_A\), and text embedding, \(\text{Emb}_T\), and project these embeddings to a common subspace. We first pass both \(\text{Emb}_A\) and \(\text{Emb}_T\) through a linear layer for each modality to project these embeddings to the same dimensionality. The projected audio and text embeddings, \(R_A\) and \(R_T\), are then passed through several shared layer to obtain the final vector representations of the audio and text inputs, \(R_A\) and \(R_T\). While we defaulted to transformer encoder layers due to its ability to encode contextual information, we also experimented with simple feedforward layers.

\[
\begin{align*}
R_A &= \text{FFN}_A(\text{Emb}_A) \\
R_T &= \text{FFN}_T(\text{Emb}_T) \\
R_A &= \text{pool}_\text{mean}(\text{Transformer}_{\text{tied}}(R_A)) \\
R_T &= \text{pool}_\text{mean}(\text{Transformer}_{\text{tied}}(R_T))
\end{align*}
\]

These tied layers share parameters across text and audio inputs and produces both the audio and text vector representations. We hypothesize that using a shared embedding subspace allows the model to perform better on the ranking task, as opposed to having two disjoint encoders with two disjoint embedding subspace.

#### 1) Contrastive Loss: In addition to the Triplet Ranking Loss used, we also use a supplementary Contrastive Loss jointly train the model. We find that using the Contrastive loss is instrumental in helping the model converge. We use the same contrastive loss as that in CLIP [10], [11], [12].

\[
L = L_{\text{Ranking}} + L_{\text{contrastive}}
\]

The model is trained to minimize both the triplet ranking loss, \(L_{\text{Ranking}}\), from positive and negative examples in the minibatch, and the contrastive loss, \(L_{\text{contrastive}}\), from the predicting the correct pair in the batch [12].

### IV. Experimental Details

#### A. Data

We use Clotho dataset v2.1 for all our experiments as mentioned in Section II-A. We extract log mel spectrogram with 64 Mel-bands, sampling rate 44100, and hop length of 441. This is identical to the settings of the previous baseline.

#### B. Training and Evaluation

Our training hyperparameters and settings are as follows. We use a batch size of 32 with no gradient accumulation steps for 150 epochs with early stopping based on the validation performance. We use a learning rate of \(1 \times 10^{-3}\) without any weight decay along with a learning rate scheduler which reduces the learning rate with a factor of 0.1 when the performance plateaus for 5 epochs. For the audio embeddings, we initialized the weights of the pretrained CNN10 and CNN14 model\(^4\). For the text embeddings, we used the pretrained BERT and RoBERTa model provided by Hugging Face\(^5\). Unless explicitly stated, these pretrained embeddings are frozen in our experiments and the weights are not updated.

For inference, the dot product between the vector representations of the audio clips in the evaluation set and the vector representation of each query caption in the evaluation set is used as the similarity measure to determine the relevance of the audio clip to the query caption. The metrics used to gauge performance are mean average precision at 10, top 1, top 5 and top 10 recall.
We provide a summary of our best models and methods in Table II. In the following sections, we will analyse and provide some ablation studies of our methods along with more comprehensive results. As mentioned in Section IV-B, the pretrained weights of the audio and text embeddings are frozen unless otherwise stated.

Our best model uses CNN10 as the audio embedding, RoBERTa base as the text embedding, and a 4 layer 96 dimension transformer encoder layer as the tied layers. In the following sections, we will describe ablative studies to determine the effectiveness of each method.

A. Importance of the Contrastive loss

As mentioned in Section III-B1, we use a supplementary contrastive loss in addition to the Triplet Ranking Loss. We find that without the contrastive loss, the model is unable to converge and performs very badly. Our results are shown in Table III. For all other experiments, we defaulted to using contrastive loss as supplementary objective.

B. Impact of using trainable or frozen pretrained embeddings

We compare the effectiveness of using pretrained embeddings. Results are shown in Table IV. We experimented with using CNN10/CNN14 [14] as the audio embeddings and Bert/RoBERTa as the text embeddings. Using either trainable or frozen pretrained embeddings with the Converging Tied Layers both surpass the baseline performance significantly. We also note that trainable pretrained embeddings do perform marginally better than their frozen counterparts at the cost of more computational power and memory.

Table III: Models trained without contrastive loss. Without contrastive loss, the model fails to perform well.

Table IV: Comparison of the choice of pretrained embeddings for the audio and text embeddings. Italics (last row) indicate that the model is fully trainable and no weights are frozen.
We examined and analysed several design choices such as the choice for converging tied layers and also the preference for smaller embeddings. With our methods, we surpass the baseline model significantly on all metrics, particularly 0.08 in R@1 and 0.13 in mAP_{10}.

ACKNOWLEDGMENT

This research is supported by ST Engineering Mission Software & Services Pte. Ltd under collaboration programme (Research Collaboration No: REQ0149132). The computational work for this research was partially performed on resources of the National Supercomputing Centre, Singapore (https://www.nscc.sg).

REFERENCES

[1] Huang Xie, Okko Räsänen, Konstantinos Drossos, and Tuomas Virtanen, “Unsupervised audio-caption aligning learns correspondences between individual sound events and textual phrases,” Accepted at ICASSP, 2022.
[2] Konstantinos Drossos, Samuel Lipping, and Tuomas Virtanen, “Clotho: An Audio Captioning Dataset,” arXiv:1910.09387 [cs, eess], Oct. 2019, arXiv: 1910.09387.
[3] Xuanan Xu, Heinrich Dinkel, Mengyue Wu, and Kai Yu, “A CRNN-GRU based reinforcement learning approach to audio captioning,” in Proc. Detect. Classif. Acoust. Scenes Events Work. (DCASE), 2020, pp. 222–229.
[4] Xuanan Xu, Heinrich Dinkel, Mengyue Wu, and Kai Yu, “Text-to-audio grounding: Building correspondence between captions and sound events,” in ICASSP 2021 - 2021 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2021, pp. 606–610.
[5] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean, “Efficient estimation of word representations in vector space,” 2013.
[6] Jane Bromley, Isabelle Guyon, Yann LeCun, Eduard Säckinger, and Roopak Shah, “Signature verification using a “siamese” time delay neural network,” in Proc. 6th Int. Conf. Neural Inf. Process. Syst. (NIPS), 1993, pp. 737–744.
[7] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean, “Distributed representations of words and phrases and their compositionality,” 2013.
[8] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova, “Bert: Pre-training of deep bidirectional transformers for language understanding,” 2019.
[9] Yihuan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy, Mike Lewis, Luke Zettlemoyer, and Veselin Stoyanov, “Roberta: A robustly optimized bert pretraining approach,” 2019.
[10] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, Gretchen Krueger, and Ilya Sutskever, “Learning transferable visual models from natural language supervision,” 2021.
[11] Andrey Guzhov, Federico Raue, Jörn Hees, and Andreas Dengel, “Audioclip: Extending clip to image, text and audio,” 2021.
[12] Yuhao Zhang, Hang Jiang, Yasuhide Miura, Christopher D. Manning, and Curtis F. Langlotz, “Contrastive learning of medical visual representations from paired images and text,” 2020.
[13] Andrew Koh, Fuzhao Xue, and Eng Siong Chng, “Automated audio captioning using transfer learning and reconstruction latent space similarity regularization,” 2021.
[14] Qiuqiang Kong, Yin Cao, Turab Iqbal, Yuxuan Wang, Wenwu Wang, and Mark D. Plumbley, “Panns: Large-scale pretrained audio neural networks for audio pattern recognition,” 2020.
[15] Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel R. Bowman, “Glue: A multi-task benchmark and analysis platform for natural language understanding,” 2018.
[16] Guokun Lai, Qizhe Xie, Hanxiao Liu, Yiming Yang, and Eduard Hovy, “Race: Large-scale reading comprehension dataset from examinations,” 2017.
[17] Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang, “Squad: 100,000+ questions for machine comprehension of text,” 2016.
[18] Alexei Baevski, Henry Zhou, Abdelrahman Mohamed, and Michael Auli, “wav2vec 2.0: A framework for self-supervised learning of speech representations,” 2020.