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The primary purpose of this research is to demonstrate an efficient replacement of double transform called the double Laplace–Sumudu transform (DLST) and prove some related theorems of the new double transform. Also, we will discuss the fundamental properties of the double Laplace–Sumudu transform of some basic functions. Then, by utilizing those outcomes, we will apply it to the partial differential equations to show its simplicity, efficiency, and high accuracy.

1. Introduction

Partial differential equations are used to describe many real-world problems arising in all the fields of applied science and issues associated with engineering. Due to the rapid advancement in science and engineering, various integral transforms have been used to solve the differential and integral equations, for instance, the Laplace transform [1], the Sumudu transform [2], the Elzaki transform [3], the natural transform [4], and many other double integral transforms [5, 6]. However, most of the existing integral transforms have some limitations and cannot be used directly to solve nonlinear problems or many complex mathematical models. As a result, some researchers have combined these integral transforms with other methods such as the differential transform method, homotopy perturbation method, Adomian decomposition method and variational iteration method [7–13] for solving many nonlinear differential equations.

The usefulness of these equations has attracted the attention of many scholars throughout the history of applied sciences. One of the problems with these equations is that they are very difficult to solve equations with unknown functions of two variables sometimes. For this reason, this problem was solved by combining the Laplace transform and Sumudu transform to give another double transform which is called the double Laplace–Sumudu transform.

In the present research, we consider linear, one-dimensional, time-dependent partial differential equation (PDE) of the form

\[
\sum_{n=0}^{N} c_n \frac{\partial^n \phi(x, t)}{\partial t^n} = \sum_{m=1}^{M} d_m \frac{\partial^m \phi(x, t)}{\partial x^m} + g(x, t), \quad (x, t) \in \mathbb{R}^2,
\]

with the initial conditions:

\[
\frac{\partial^n \phi(x, 0)}{\partial t^n} = f_n(x), \quad n = 0, 1, \ldots, N - 1, \quad x \in \mathbb{R},
\]

and boundary conditions:

\[
\frac{\partial^m \phi(0, t)}{\partial x^m} = h_m(t), \quad m = 0, 1, \ldots, M - 1, \quad t \in \mathbb{R},
\]

where \(c_n, 0 \leq n \leq N\); \(d_m, 1 \leq m \leq M\) are given coefficients and \(N, M\) are positive integers and \(g(x, t)\) is the source term.
2. Preliminaries

Definition 1. The double Laplace–Sumudu transform of the function $\phi(x, t)$ of two variables $x > 0$ and $t > 0$ is denoted by $L_x S_t[\phi(x, t)] = \Phi(\rho, \sigma)$ and defined as

$$L_x S_t[\phi(x, t)] = \Phi(\rho, \sigma) = \frac{1}{\sigma} \int_0^\infty \int_0^\infty e^{-\rho x - (\sigma t)} \phi(x, t) \, dx \, dt,$$

whenever that integral exists. Here, $\rho$ and $\sigma$ are complex numbers.

Clearly, the double Laplace–Sumudu transform is a linear integral transformation as shown below:

$$L_x S_t[y \phi(x, t) + \eta \psi(x, t)] = \frac{1}{\sigma} \int_0^\infty \int_0^\infty e^{-\rho x - (\sigma t)} \phi(x, t) \, dx \, dt = \frac{1}{\sigma} \int_0^\infty \int_0^\infty e^{-\rho x - (\sigma t)} y \phi(x, t) \, dx \, dt + \frac{\eta}{\sigma} \int_0^\infty \int_0^\infty e^{-\rho x - (\sigma t)} \psi(x, t) \, dx \, dt = y L_x S_t[\phi(x, t)] + \eta L_x S_t[\psi(x, t)],$$

where $y$ and $\eta$ are constants.

Definition 2. The inverse double Laplace–Sumudu transform $L_x^{-1} S_t^{-1}[\Phi(\rho, \sigma)] = \phi(x, t)$ is defined by the following form:

$$L_x^{-1} S_t^{-1}[\Phi(\rho, \sigma)] = \phi(x, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\xi} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \Phi(\rho, \sigma) \, d\rho \, d\sigma.$$

3. Fundamental Properties of Double Laplace–Sumudu Transform

3.1. Existence Condition for the Double Laplace–Sumudu Transform. If $\phi(x, t)$ is an exponential order $c$ and $d$ as $x \to \infty$, $t \to \infty$, then there exists a positive constant $K$ such that $\forall x > X, t > T$.

$$|\phi(x, t)| = Ke^{txd},$$

and we write

$$\phi(x, t) = Oe^{txd},$$

Or, equivalently,

$$\lim_{x \to \infty, t \to \infty} e^{-\rho x - (\sigma t)} |\phi(x, t)| = K \lim_{x \to \infty, t \to \infty} e^{-(\rho - c)x - (\sigma - d)t} = 0, \rho > c, \frac{1}{\sigma} > d.$$

The function $\phi(x, t)$ is called an exponential order as $x \to \infty$, $t \to \infty$, and clearly, it does not grow faster than $Ke^{txd}$ as $x \to \infty$, $t \to \infty$.

Theorem 4. If a function $\phi(x, t)$ is a continuous function in every finite interval $(0, X)$ and $(0, T)$ of exponential order $e^{txd}$, then the double Laplace–Sumudu transform of $\phi(x, t)$ exists for all $\rho$ and $1/\sigma$ provided $Re \{\rho\} > c$ and $Re \{1/\sigma\} > d$.

Proof. From Definition 1, we have

$$|\Phi(\rho, \sigma)| = \frac{1}{\sigma} \int_0^\infty e^{-\rho x - (\sigma t)} \phi(x, t) \, dx \, dt \leq K \int_0^\infty e^{-(\rho - c)x} \, dx \int_0^\infty \frac{1}{\sigma} e^{-(\sigma - d)t} \, dt = \frac{K}{(\rho - c)(1 - d \sigma)}, Re \{\rho\} > c, Re \{1/\sigma\} > d.$$ (11)

Then, from Equation (11), we have

$$\lim_{x \to \infty, t \to \infty} \Phi(\rho, \sigma) = 0, \text{ or } \lim_{x \to \infty, t \to \infty} \Phi(\rho, \sigma) = 0.$$ (12)

3.2. Basic Derivative Properties of the Double Laplace–Sumudu Transform. If $\Phi(\rho, \sigma) = L_x S_t[\phi(x, t)]$, then

$$(I) L_x S_t \left[ \frac{\partial^m \phi(x, t)}{\partial x^m} \right] = \rho^m \Phi(\rho, \sigma) - \sum_{k=0}^{m-1} \rho^{m-k} L_x \left[ \frac{\partial^k \phi(x, 0)}{\partial x^k} \right],$$

$$(II) L_x S_t \left[ \frac{\partial^m \phi(x, t)}{\partial x^m} \right] = \rho^m \Phi(\rho, \sigma) - \sum_{k=0}^{m-1} \rho^{m-k} L_x \left[ \frac{\partial^k \phi(x, 0)}{\partial x^k} \right],$$

$$(III) L_x S_t \left[ \frac{\partial^2 \phi(x, t)}{\partial x^2} \right] = \rho^2 \Phi(\rho, \sigma) - \rho S(\phi(0, t)) - S(\phi(x, 0)).$$
Proof.

(1) Let $u = e^{-px}$, $dv = \frac{\partial \phi(x, t)}{\partial x} dx$, thus

$$L_x S_t \left[ \frac{\partial \phi(x, t)}{\partial x} \right] = \frac{1}{\sigma} \sigma_n \int_0^{\infty} \int_0^{\infty} e^{-px-\sigma x} \frac{\partial \phi(x, t)}{\partial x} dx dt$$

$$= \frac{1}{\sigma} \phi(\rho, \sigma) - \frac{1}{\sigma} \int_0^{\infty} e^{-px} \frac{\partial \phi(x, t)}{\partial x} dx$$

(14)

let $u = e^{-px}$, $dv = (\frac{\partial \phi(x, t)}{\partial x}) dx$, thus

$$L_x S_t \left[ \frac{\partial \phi(x, t)}{\partial x} \right] = \frac{1}{\sigma} \int_0^{\infty} e^{-px} \frac{\partial \phi(x, t)}{\partial x} dx$$

$$= \phi(\rho, \sigma) - \frac{1}{\sigma} \int \frac{\partial \phi(x, t)}{\partial x} dx$$

(15)

Similarly, we can prove that (III), (IV), and (V).

4. Double Laplace–Sumudu Transform (DLST)

Applying the double Laplace–Sumudu transform on both sides of (1), we get

$$L_x S_t \left[ \frac{\partial^2 \phi(x, t)}{\partial x^2} \right] = \frac{1}{\sigma^2} \phi(\rho, \sigma) - \frac{1}{\sigma} L(\phi(x, 0)) - \frac{1}{\sigma} L(\phi(x, 0)),$$

(16)

$$(V) L_x S_t \left[ \frac{\partial^2 \phi(x, t)}{\partial x \partial t} \right] = \frac{\partial}{\partial t} \phi(\rho, \sigma) - \frac{\partial}{\partial t} L(\phi(x, 0)) - S(\phi(0, t)).$$

(17)

Proof.

(1) $L_x S_t \left[ \frac{\partial \phi(x, t)}{\partial x} \right] = \frac{1}{\sigma} \int_0^{\infty} e^{-px} \frac{\partial \phi(x, t)}{\partial x} dx$,

$$= \phi(\rho, \sigma) - \frac{1}{\sigma} \int \frac{\partial \phi(x, t)}{\partial x} dx$$

(14)

let $u = e^{-px}$, $dv = (\frac{\partial \phi(x, t)}{\partial x}) dx$, thus

$$L_x S_t \left[ \frac{\partial \phi(x, t)}{\partial x} \right] = \frac{1}{\sigma} \int_0^{\infty} e^{-px} \frac{\partial \phi(x, t)}{\partial x} dx$$

$$= \phi(\rho, \sigma) - \frac{1}{\sigma} \int \frac{\partial \phi(x, t)}{\partial x} dx$$

(15)

Similarly, we can prove that (III), (IV), and (V).

5. Elucidative Examples

In this section, the applications of the proposed transform are presented. The simplicity, efficiency, and high accuracy of the double Laplace–Sumudu transform are clearly illustrated.

5.1. The Advection-Diffusion Equation. By substituting $N = 1, M = 2, c_0 = g = 0, c_1 = 1$ in (1), we have got the advection-diffusion equation:

$$\frac{\partial \phi(x, t)}{\partial t} = d_2 \frac{\partial^2 \phi(x, t)}{\partial x^2} + d_1 \frac{\partial \phi(x, t)}{\partial x},$$

(20)

with ICs and BCs

$$\phi(x, 0) = f_0(x),$$

$$\phi(0, t) = h_0(t),$$

$$\phi_x(0, t) = h_1(t),$$

(21)

then (19) gives the solution of (20) as

$$\phi(x, t) = L_x^{-1} S_t^{-1} \left[ \frac{1}{1 - d_1 \sigma^2 - d_2 \sigma^2} \left[ \sum f_n(x) \right] \right].$$

(22)

Example 5. Putting $d_1 = -1, d_2 = 1$ in (20), we got

$$\frac{\partial \phi(x, t)}{\partial t} = \frac{\partial^2 \phi(x, t)}{\partial x^2} - \frac{\partial \phi(x, t)}{\partial x},$$

(23)

with the conditions,

$$\phi(x, 0) = e^x - x = f_0(x),$$

$$\phi(0, t) = 1 + t = h_0(t),$$

$$\phi_x(0, t) = 0 = h_1(t).$$

(24)
5.2. The Reaction-Diffusion Equation. By substituting $N = 1$, $M = 2$, $g = 0$, $c_1 = 1$, $d_1 = 0$, and $d_2 > 0$ in (1), we have the reaction-diffusion equation:

$$c_0 \phi(x,t) + \frac{\partial \phi(x,t)}{\partial t} = d_2 \frac{\partial^2 \phi(x,t)}{\partial x^2},$$

(27)

with ICs and BCs:

$$\phi(x,0) = f_0(x),$$

(28)

$$\phi(0,t) = h_0(t),$$

$$\phi_x(0,t) = h_1(t),$$

then (19) gives the solution of (27) as

$$\phi(x,t) = \mathcal{L}_x^{-1} \mathcal{S}_t^{-1} \left[ \frac{1}{(1 + c_0 \sigma - d_2 \sigma \rho^2)} \left[ \mathcal{F}_0(\rho) - d_2 \sigma \rho \mathcal{H}_0(\sigma) - d_2 \sigma \mathcal{H}_1(\sigma) \right] \right].$$

(29)

5.2.1. The Heat (Diffusion) Equation. Taking $c_0 = 0$ in (27), we have the linear heat equation:

$$\frac{\partial \phi(x,t)}{\partial t} = d_2 \frac{\partial^2 \phi(x,t)}{\partial x^2},$$

(30)

with ICs and BCs:

$$\phi(x,0) = f_0(x),$$

(31)

$$\phi(0,t) = h_0(t),$$

$$\phi_x(0,t) = h_1(t),$$

then (29) gives the solution of (30) as

$$\phi(x,t) = \mathcal{L}_x^{-1} \mathcal{S}_t^{-1} \left[ \frac{1}{\rho^2 + 1} \left[ \mathcal{F}_0(\rho) - d_2 \sigma \rho \mathcal{H}_0(\sigma) - d_2 \sigma \mathcal{H}_1(\sigma) \right] \right].$$

(32)

Example 6. Putting $d_2 = 1$ in (30) to yield

$$\frac{\partial \phi(x,t)}{\partial t} = \frac{\partial^2 \phi(x,t)}{\partial x^2},$$

(33)

with the conditions,

$$\phi(x,0) = \sin x = f_0(x),$$

(34)

$$\phi(0,t) = 0 = h_0(t),$$

$$\phi_x(0,t) = e^t = h_1(t).$$

Substituting

$$\mathcal{F}_0(\rho) = \frac{1}{\rho^2 + 1}, \mathcal{H}_0(\sigma) = 0, \mathcal{H}_1(\sigma) = \frac{1}{1 + \sigma},$$

(35)

in (32) and simplifying, we get a solution of (33)

$$\phi(x,t) = \mathcal{L}_x^{-1} \mathcal{S}_t^{-1} \left[ \frac{1}{(\rho^2 + 1)(1 + \sigma)} \right] = e^t \sin x.$$

(36)

5.3. The Telegraph Equation. By substituting $N = M = 2, d_1$
\[ c_0 \phi(x, t) + c_1 \frac{\partial \phi(x, t)}{\partial t} + c_2 \frac{\partial^2 \phi(x, t)}{\partial t^2} = d_2 \frac{\partial^2 \phi(x, t)}{\partial x^2}, \]  
then (19) gives the solution of (43) as

\[ \phi(x, t) = L_x^{-1} S^{-1} \left[ \frac{1}{1 + c_0 \sigma^2 - d_2 \sigma^2 \rho^2} \left[ \tilde{f}_0(\rho) + \sigma \tilde{f}_1(\rho) - d_2 \sigma^2 \tilde{h}_0(\sigma) - d_2 \sigma^2 \tilde{h}_1(\sigma) \right] \right]. \]

Example 7. Putting \( c_0 = -2c_2 = 1 \), and \( g(x, t) = -2 \sin x \sin t \) in (43) to yield

\[ \frac{\partial^2 \phi(x, t)}{\partial t^2} - 2 \phi(x, t) = \frac{\partial^2 \phi(x, t)}{\partial x^2} - 2 \sin x \sin t, \]

with the conditions,

\[ \begin{align*}
\phi(x, 0) &= 0 = f_0(x), \\
\phi_1(x, 0) &= \sin x = f_1(x), \\
\phi(0, t) &= 0 = h_0(t), \\
\phi_x(0, t) &= \sin t = h_1(t).
\end{align*} \]

Substituting

\[ \tilde{f}_0(\rho) = 0, \]

\[ \tilde{f}_1(\rho) = \frac{1}{\rho^2 + 1}, \]

\[ \tilde{h}_0(\sigma) = 0, \]

\[ \tilde{h}_1(\sigma) = \frac{\sigma}{1 + \sigma^2}, \]

\[ \tilde{g}(\rho, \sigma) = -\frac{2\sigma}{(\rho^2 + 1)(1 + \sigma^2)}, \]

in (45) and simplifying, we get a solution of (46)

\[ \phi(x, t) = L_x^{-1} S^{-1} \left[ \frac{\sigma}{(\rho^2 + 1)(1 + \sigma^2)} \right] = \sin x \sin t. \]

5.5. The Dissipative Wave Equation. By substituting \( N = M = 2, c_0 = 0, c_2 = 1 \) in (1), we have the linear dissipative wave equation:

\[ c_1 \frac{\partial \phi(x, t)}{\partial t} + c_2 \frac{\partial^2 \phi(x, t)}{\partial t^2} = d_2 \frac{\partial^2 \phi(x, t)}{\partial x^2} + d_4 \frac{\partial \phi(x, t)}{\partial x} + g(x, t), \]

with ICs and BCs:

\[ \begin{align*}
\phi(x, 0) &= f_0(x), \\
\phi_1(x, 0) &= f_1(x), \\
\phi(0, t) &= h_0(t), \\
\phi_x(0, t) &= h_1(t).
\end{align*} \]
then (19) gives the solution of (50) as

$$
\phi(x, t) = L_x^{-1} S_t^{-1} \left[ \frac{1}{1 + c_1 \sigma - d_1 \sigma^2 \rho^2 - d_1 \sigma^2 \rho} \right. \\
\left. \cdot \left[ c_1 \sigma \bar{f}_0(\rho) + \bar{f}_0(\rho) + c_1 \bar{f}_1(\rho) - d_1 \sigma^2 \rho \bar{h}_0(\sigma) \right] \\
\left. - d_1 \sigma^2 \bar{h}_1(\sigma) - d_1 \sigma^2 \bar{h}_1(\sigma) + \sigma^2 \bar{g}(\rho, \sigma) \right] \right].
$$

(52)

Example 8. Putting $c_1 = d_1 = d_2 = 1$ and $g(x, t) = 2(t - x)$ in (50) to yield

$$
\frac{\partial \phi(x, t)}{\partial t} + \frac{\partial^2 \phi(x, t)}{\partial t^2} = \frac{\partial^2 \phi(x, t)}{\partial x^2} + \frac{\partial \phi(x, t)}{\partial x} + 2(t - x),
$$

(53)

with the conditions,

$$
\begin{align*}
\phi(x, 0) &= x^2 = f_0(x), \\
\phi_x(x, 0) &= 0 = f_1(x), \\
\phi(0, t) &= t^2 = h_0(t), \\
\phi_x(0, t) &= 0 = h_1(t).
\end{align*}
$$

(54)

Substituting

$$
\bar{f}_0(\rho) = \frac{2}{\rho^3}, \\
\bar{f}_1(\rho) = 0, \\
\bar{h}_0(\sigma) = 2\sigma^2, \\
\bar{h}_1(\sigma) = 0, \\
\bar{g}(\rho, \sigma) = 2 \left( \frac{\sigma}{\rho} - \frac{1}{\rho^2} \right),
$$

in (52) and simplifying, we get a solution of (53)

$$
\phi(x, t) = L_x^{-1} S_t^{-1} \left[ \frac{2}{\rho^3} + \frac{2\sigma^2}{\rho} \right] = x^2 + t^2.
$$

(56)

5.6. The Korteweg-de Vries (KdV) Equation. By substituting $N = 1, M = 3, c_0 = d_0 = 2, c_1 = 1$ in (1), we have the linear Korteweg-de Vries (KdV) equation:

$$
\frac{\partial \phi(x, t)}{\partial t} + d_3 \frac{\partial^3 \phi(x, t)}{\partial x^3} + d_1 \frac{\partial \phi(x, t)}{\partial x} + g(x, t),
$$

(57)

with ICs and BCs

$$
\begin{align*}
\phi(x, 0) &= f_0(x), \\
\phi(0, t) &= h_0(t), \\
\phi_x(0, t) &= h_1(t), \\
\phi_{xx}(0, t) &= h_2(t),
\end{align*}
$$

(58)

then (19) gives the solution of (57) as

$$
\phi(x, t) = L_x^{-1} S_t^{-1} \left[ \frac{1}{1 - d_3 \sigma \rho^2 - d_1 \sigma \rho} \right. \\
\left. \cdot \left[ \bar{f}_0(\rho) - d_3 \sigma \rho \bar{h}_0(\sigma) - d_3 \sigma \rho \bar{h}_1(\sigma) \right] \\
\left. - d_1 \sigma \bar{h}_2(\sigma) - d_1 \sigma \bar{h}_1(\sigma) + \sigma \bar{g}(\rho, \sigma) \right] \right].
$$

(59)

Example 9. Putting $d_3 = d_1 = -1$ and $g(x, t) = 0$ in (57) to yield

$$
\frac{\partial \phi(x, t)}{\partial t} = - \frac{\partial^3 \phi(x, t)}{\partial x^3} - \frac{\partial \phi(x, t)}{\partial x},
$$

(60)

with the conditions,

$$
\begin{align*}
\phi(x, 0) &= e^{-x} = f_0(x), \\
\phi(0, t) &= e^{2t} = h_0(t), \\
\phi_x(0, t) &= -e^{2t} = h_1(t), \\
\phi_{xx}(0, t) &= e^{2t} = h_2(t).
\end{align*}
$$

(61)

Substituting

$$
\bar{f}_0(\rho) = \frac{1}{\rho + 1}, \\
\bar{h}_0(\sigma) = \frac{1}{1 - 2\sigma}, \\
\bar{h}_1(\sigma) = \frac{-1}{1 - 2\sigma},
$$

in (59) and simplifying, we get a solution of (60)

$$
\phi(x, t) = L_x^{-1} S_t^{-1} \frac{1}{(\rho + 1)(1 - 2\sigma)} = e^{2t - x}.
$$

(63)

Example 10. Putting $d_3 = 1, d_1 = 0$, and $g(x, t) = 2e^{-x}$ in (57) to obtain the linear third-order dispersive, inhomogeneous equation:

$$
\frac{\partial \phi(x, t)}{\partial t} = \frac{\partial^3 \phi(x, t)}{\partial x^3} + 2e^{-x},
$$

(64)

with the conditions,

$$
\begin{align*}
\phi(x, 0) &= 1 + e^{-x} = f_0(x), \\
\phi(0, t) &= 1 + e^t = h_0(t), \\
\phi_x(0, t) &= -e^t = h_1(t), \\
\phi_{xx}(0, t) &= e^t = h_2(t).
\end{align*}
$$

(65)
Substituting

\[
\begin{align*}
    \tilde{f}_0(\rho) &= \frac{1}{\rho} + \frac{1}{\rho + 1}, \\
    \tilde{h}_0(\sigma) &= 1 + \frac{1}{1 - \sigma}, \\
    \tilde{h}_1(\sigma) &= \frac{-1}{1 - \sigma}, \\
    \tilde{h}_2(\sigma) &= \frac{1}{1 - \sigma}, \\
    \tilde{g}(\rho, \sigma) &= \frac{2}{(\rho + 1)(1 - \sigma)},
\end{align*}
\]

in (59) and simplifying, we get a solution of (64)

\[
\phi(x, t) = L^{-1}_x S^{-1}_t \left[ \frac{1}{\rho} + \frac{1}{\rho + 1} \right] = 1 + e^{-x}.  \tag{67}
\]

5.7. The Euler-Bernoulli Equation. By substituting \( N = 2, M = 4, c_0 = c_1 = d_1 = d_2 = d_3 = 0, c_2 = -1 \) in (1), we have the Euler-Bernoulli equation:

\[
-\frac{\partial^2 \phi(x, t)}{\partial t^2} = d_4 \frac{\partial^4 \phi(x, t)}{\partial x^4} + g(x, t), \tag{68}
\]

with ICs and BCs:

\[
\begin{align*}
    \phi(x, 0) &= f_0(x), \\
    \phi_t(x, 0) &= f_1(x), \\
    \phi(0, t) &= h_0(t), \\
    \phi_x(0, t) &= h_1(t), \\
    \phi_{xx}(0, t) &= h_2(t), \\
    \phi_{xxx}(0, t) &= h_3(t),
\end{align*}
\]

then (19) gives the solution of (68) as

\[
\phi(x, t) = L^{-1}_x S^{-1}_t \left[ \frac{1}{1 + d_4 \sigma^2 \rho^4} \right. \left. \left[ \tilde{f}_0(\rho) + \sigma \tilde{f}_1(\rho) + d_4 \sigma^2 \rho^3 \tilde{h}_0(\sigma) + d_4 \sigma^2 \rho^2 \tilde{h}_1(\sigma) \right. \right. \\
+ \left. d_4 \sigma^2 \rho \tilde{h}_2(\sigma) + d_4 \sigma^2 \rho \tilde{h}_3(\sigma) - \sigma^2 \tilde{g}(\rho, \sigma) \right]. \tag{70}
\]

Example 11. Putting \( d_4 = 1 \) and \( g(x, t) = -x t - t^2 \) in (68) to yield

\[
-\frac{\partial^2 \phi(x, t)}{\partial t^2} = \frac{\partial^4 \phi(x, t)}{\partial x^4} - x t - t^2, \tag{71}
\]

with the conditions,

\[
\begin{align*}
    \phi(x, 0) &= 0 = f_0(x), \\
    \phi_t(x, 0) &= \frac{x^5}{5!} = f_1(x), \\
    \phi(0, t) &= \frac{t^4}{12} = h_0(t), \\
    \phi_x(0, t) &= 0 = h_1(t), \\
    \phi_{xx}(0, t) &= 0 = h_2(t), \\
    \phi_{xxx}(0, t) &= 0 = h_3(t),
\end{align*}
\]

Substituting

\[
\begin{align*}
    \tilde{f}_0(\rho) &= 0, \\
    \tilde{f}_1(\rho) &= \frac{1}{\rho^6}, \\
    \tilde{h}_0(\sigma) &= 2\sigma^4, \\
    \tilde{h}_1(\sigma) &= \tilde{h}_2(\sigma) = \tilde{h}_3(\sigma) = 0, \\
    \tilde{g}(\rho, \sigma) &= -\frac{\sigma}{\rho^2} - \frac{2\sigma^2}{\rho},
\end{align*}
\]

in (70) and simplifying, we get a solution of (71)

\[
\phi(x, t) = L^{-1}_x S^{-1}_t \left[ \frac{\sigma}{\rho^6} + \frac{2\sigma^4}{\rho} \right] = \frac{x^5 t}{5!} + \frac{t^4}{12}. \tag{74}
\]

6. Conclusion

We introduced an efficient integral transform called the double Laplace–Sumudu transform to obtain exact solutions of linear partial differential equations. We presented its existence and inverse transform. Also, we presented some useful properties and theorems to seek out the solution of a wide range of linear partial differential equations. Finally, based on the mathematical formulations, simplicity, and the findings of the proposed integral transform, we conclude that it is highly efficient because of the following advantages:

(i) The single Laplace and Sumudu transform to solve equations with unknown functions of two variables were hard and useless sometimes. For this reason, this problem was solved by combining the Laplace transforms and Sumudu transform to give another double transform which is called the double Laplace–Sumudu transform

(ii) It can easily be applied directly to solve a wide range of linear partial differential equations in mathematical physics by turning these equations into algebraic ones

(iii) For advanced research in physical science and engineering, the proposed integral transform can be considered a stepping stone to solve a wide range of linear partial differential equations.
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