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Abstract—Weight pruning is a powerful technique to realize model compression. We propose PCNN, a fine-grained regular 1D pruning method. A novel index format called Sparsity Pattern Mask (SPM) is presented to encode the sparsity in PCNN. Leveraging SPM with limited pruning patterns and non-zero sequences with equal length, PCNN can be efficiently employed in hardware. Evaluated on VGG-16 and ResNet-18, our PCNN achieves the compression rate up to 8.4× with only 0.2% accuracy loss. We also implement a pattern-aware architecture in 55nm process, achieving up to 9.0× speedup and 28.39 TOPS/W efficiency with only 3.1% on-chip memory overhead of indices.

I. INTRODUCTION

Convolutional Neural Networks (CNN) have been developing rapidly in many applications, such as image classification\textsuperscript{1}, object detection\textsuperscript{2} and natural language processing\textsuperscript{3}. When neural networks achieve higher accuracy with increasing computation and parameters\textsuperscript{4,5}, many accelerators\textsuperscript{6,7,8,9} implemented on ASIC or FPGA with abundant parallel units are proposed to deploy neural networks on edge devices. Although these accelerators can improve throughput, it is still very challenging to deal with tremendous computation and transfer large amounts of data from DRAM to the on-chip memory. Weight pruning is an effective approach to reduce model size. However, the methods proposed in early works\textsuperscript{10,11} prune weights randomly (named irregular pruning). Irregular pruning needs to store weights in Compressed Sparse Column (CSC) format\textsuperscript{12}, which leads to considerable extra indices to represent weights. Besides, imbalance of workload among different computing units in the highly parallel architecture causes resource underutilization, which prevents the hardware from fully leveraging the advantages of weight pruning.

Contrary to irregular pruning, regular pruning is more hardware-friendly. Different granularities are explored in previous works, including irregular sparsity (0D), vector-level sparsity (1D), kernel-level sparsity (2D), and filter-level sparsity (3D)\textsuperscript{13,14,15}. However, the accuracy drops as the increment of pruning regularity\textsuperscript{13}. Therefore, it is imperative to find a new granularity to achieve regular pruning with high accuracy.

In this paper, we firstly propose Sparsity Pattern Mask (SPM), a novel kernel-level format to index non-zero weights of each kernel. Based on SPM, we present PCNN, a fine-grained regular 1-D pruning method with the identical number of non-zero weights in each kernel of one layer. In this case, the computation workload of different convolution windows can be balanced with a few number of kernel patterns in each layer.

To push PCNN to be more regular, we further leverage multiple knapsack framework to distillate patterns (i.e., fewer patterns). In this way, we can employ fewer bits to encode SPM.

Based on PCNN, we implement a pattern-based architecture in 55nm process. Specialized memory optimization is proposed to map the PCNN-based workload with SPM code in hardware. Leveraging the benefit of PCNN, a sparsity-aware PE array is designed to achieve highly parallel computation with a delicate pipeline. Moreover, the sparsity-aware PE array can process sparse weights and activations simultaneously.

In experiments, combined with other pruning methods like channel pruning, the PCNN algorithm can achieve up to 34.4× reduction of model size with negligible accuracy loss, which proves its orthogonality feature. With the power of PCNN, the proposed pattern-aware architecture fully leverages benefits from PCNN and shows up to 9× speedup and 28.39 TOPS/W efficiency with only 3.1% memory overhead of indices.

II. THE PROPOSED PCNN FRAMEWORK

A. Descriptions of PCNN

Generally, there are some zeros in one convolution kernel. To avoid storing zeros in the memory, we propose a kernel-level index format called Sparsity Pattern Mask (SPM) to encode sparse weights. As shown in Figure\textsuperscript{1} the non-zero weights in a kernel are distributed in a specific pattern, which can be encoded with an SPM index. As a result, only the non-zero values and the SPM index need to be stored. Different from Compressed Sparse Column (CSC) format\textsuperscript{12} which employs one index to each weight, we only need to apply one SPM index to each kernel. In contrast, the index overhead is much smaller.

However, there are \[ \sum_{i=0}^{9} \binom{9}{i} = 512 \] in total patterns in \(3 \times 3\) kernels, indicating that the bitwidth of SPM index is 9. Therefore, in order to reduce the bitwidth overhead of SPM encoding and simultaneously maintain the balanced workload for parallel computation, we propose PCNN which keeps identical sparsity in each kernel of one layer (i.e., the numbers of zeros in different kernels are the same). In this way, the number of patterns is reduced to \( \max\{\binom{9}{0}, \binom{9}{1}, \ldots, \binom{9}{9}\} = 126 \). In Figure\textsuperscript{2} there are even some redundant patterns when we...
apply PCNN, which means that the number of patterns can be ulteriorly reduced to some extent.

Based on the above expectations, we consider the optimal pruning manner to deploy PCNN with appropriate sparsity and the number of patterns. Consequently, we establish a framework to describe PCNN with the following terminologies. The set $S = \{s_1, s_2, ..., s_l\}$ is the kernel sparsity of each convolution layer, determined by $n_l/K_l$, where $n_l$ denotes the number of non-zero values while $K_l$ is the kernel size for each layer.

Next, the set $F = \{F_1, F_2, ..., F_l\}$ is a full collection of pattern sets for each layer and the extracted one $P = \{P_1, P_2, ..., P_l\}$ is extracted from $F$ without redundant patterns as shown in Figure 2. Thus, in the PCNN learning framework, we intend to explore the appropriate $s_l$ and $P_l$ for each layer, aiming to achieve a smaller model with fewer patterns.

B. KP-based Pattern Distillation

**Problem modeling** As mentioned above, we intend to further reduce the number of patterns in our PCNN framework. Thus, we employ pattern distillation to choose the dominant ones. Pattern distillation means we have to select finite valuable patterns from a candidate set, which perfectly corresponds with the core idea of the knapsack problem.

With a given Convolutional Neural Network containing $N$ convolution layers, $W_l$ denotes the weights in the $l$-th convolution layer and the set $W = \{W_1, ..., W_l, ..., W_N\}$ is a weight collection of $N$ layers. $n$ denotes the number of non-zero weights in each kernel. We formulate pattern distillation as:

$$\min_{x_i} \sum_{i} \sum_{j} \|w_{ij} - \Pi_{w_{ij}}\|_2,$$

s.t. $\sum x_{li} \leq V_l, x_{li} \in \{0, 1\}, i = 1, ..., t_n, \quad (1)$

where $w_{ij}$ is the $j$-th kernel in $W_l$ and $N_l$ is the number of kernels in $W_l$. $F_n$ denotes the full set or candidate set of the patterns that have uniform sparsity and $t_n$ denotes the total number of patterns in $F_n$ (i.e., $t_n = |F_n|$). $P_l$ is the selected patterns in the $l$-th layer that is derived from $F_n$. Hyper-parameter $V_l$ is the desired number of the selected patterns ($V_l = |P_l|$). The $i$-th pattern in $F_n$ to $P_l$ is selected when $x_{ij} = 1$, and vice versa. $\Pi_{w_{ij}}$ is a projection function that matches $w_{ij}$ to the nearest pattern in $P_l$ by keeping top $n$ absolute values.

The pattern distillation problem is similar to the knapsack problem (KP). If we regard each $w_{ij}$ as a single knapsack, then the capacity of each knapsack is 1. In other words, we can only choose one pattern from the candidate set for $w_{ij}$. Representing $W$ with the selected patterns, the problem can be regarded as the multiple knapsack problem (MKP). Particularly, since all capacities of $w_{ij}$ are 1, KP-based pattern selection is a multiple knapsack problem with identical capacities (MKP).1

**Solution with greedy algorithm.** In the case of our special problem, we propose an efficient greedy algorithm to solve KB-based pattern optimization. For each layer, we first select the most valuable pattern for each $w_{ij}$ and then collect the number of patterns that have been chosen. Finally, we keep the patterns that have the highest frequency (top $V_l$ patterns). Details are shown in Algorithm 1. As a result, the set $P_l$ will contain a fewer number of patterns.

---

**Algorithm 1: Pattern distillation algorithm**

1. **Input:** $F_n$, $V_l$, $l = 1, ..., N$;
2. **Initialization:** $P_l = \emptyset$, $l = 1, ..., N$;
3. for $l \leftarrow 1$ to $N$ do
4. 
5. 
6. 
7. if $w_{ij}$ is nearest to $p_{i}$ then
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. Return: $P_l$, $l = 1, ..., N$. 

---
III. THE ARCHITECTURE FOR PCNN-BASED COMPUTING

A. Mapping PCNN in Memory with SPM

Figure 3a is the overall architecture for PCNN-based computation. Pattern Config (PaC) provides information of kernel sparsity and employs SPM mapping table for the decoder. In the pattern pruning framework, a kernel is denoted by a corresponding SPM code and a non-zero sequence, stored separately in Weight SRAM and Pattern SRAM. For a $3 \times 3$ kernel, the length of the non-zero sequence ranges from 1 to 9. Therefore, the sizes of kernel and SPM registers are 60-word which can integrally store kernels that contain 1 to 6 non-zero weights. For other sparsities, we pad zeros to align the memory. A kernel with non-zero weights is fetched into the register and the corresponding SPM code is simultaneously decoded into a 9-bit weight mask. After generating weight pointers based on the mask, the pattern-aware PE group will properly fetch weights from the kernel register with sparsity pointers which will be presented in the next subsection.

Figure 3 is the memory layout for PCNN. In different sparsity cases, weights are similarly stored in order. The host controller can delicately access memory, fetching data to fill in the registers according to the kernel sparsity configured in PaC.

![Diagram of Memory Design](image)

(b) Storing format for weights.

Next, sparsity pointer generation is shown in Figure 4b. Both the weight mask and activation mask are transferred to the sparsity IO and then the sparsity mask is generated. Later, pointer offsets can be obtained with the sparsity mask (Figure 4c). There is an adder–AND chain to attain nine offsets, each of which denotes the distance to the nearest zero. The offsets can be elaborated as follows. Firstly, NOT operation is applied to each bit of sparsity mask. Secondly, we can obtain the pointer offsets by accumulating the number of zeros between every two non-zero weights. With pointer offsets, we can attain the corresponding pointers to fetch the needed weights from the kernel register. With the help of PCNN and the shared-activation dataflow, the workloads of weights and activations in different PEs are identical, contributing to higher resource utilization and better parallelism.

Figure 5 shows the pipeline strategy in the proposed pattern-aware PE. In order to achieve high throughput, all the operations are pipelined. The first stage is the data pre-process stage. Weights are restored to the original kernel according to the SPM indices. Activations in a convolution window are loaded into the registers and activation sparsity masks are generated simultaneously. In the second stage, non-zero pointers are generated with the calculated offsets, which will select the effectual workload in the next stage to perform MACs. Last, when all partial sums from various input channels are added up together, ReLU is employed to attain the final result.

IV. EVALUATION

A. Methodology

Setup for evaluating the proposed PCNN. We summarize our PCNN results for CNN model compression on a series of benchmarks, including VGG-16 [5] on CIFAR10 [16] and ImageNet [1], and ResNet-18 [4] on CIFAR10. We initialize
our learning framework with pre-trained models on PyTorch, following the pattern distillation. After that, an Alternating Direction Method of Multipliers (ADMM) \cite{ADMM} is employed to fine-tune our model. Considering that convolution layers are getting more and more dominant at present, we mainly focus on convolution layers.

**Setup for evaluating our PCNN-based architecture.**

Based on PCNN encoded with SPM, we implement the pattern-aware architecture with RTL and evaluate VGG-16 based on PCNN with VCS to obtain the performance. The area and power of our architecture are attained with Design Compiler in UMC 55nm standard power CMOS process.

**B. Evaluating the Kernel Sparsity and the Number of Patterns**

In this part, we study different choices of kernel sparsity for VGG-16 and ResNet-18. In ResNet-18, we only process the layers with $3 \times 3$ filters and ignore $1 \times 1$ ones which are too accuracy-sensitive. We set $n$ as 1, 2, 3, and 4 in all layers with at most 8, 32, 32, and 32 patterns respectively.

Table \ref{tab:pruning} shows the pattern pruning results of various $n$ on the VGG-16 model on CIFAR10. PCNN leads to less than 0.5% accuracy loss even when there is one weight left in each filter. When we apply a different sparsity setting over layers, accuracy can be improved with similar compression rates and speedup.

Table \ref{tab:resnet} shows we evaluate $n = 4$ and $n = 2$ with full patterns, 32, 16, 8, and 4 patterns. We use full patterns as baselines with 93.79% and 93.52% for $n = 4$ and $n = 2$ respectively and the weight compression rates are $2.3 \times$ and $4.5 \times$. The results show that there are no obvious accuracy drops with fewer patterns, which can help us to save the overhead of index storing. While in the higher sparsity case, the accuracy is more sensitive to the decrease of patterns. Actually, in the cases with high sparsity, we do not need to focus too much on the number of patterns because the loss of compression is little with SPM in PCNN. Averagely, 16 patterns are enough to maintain accuracy with less index overhead.

**C. Comparison to Other Regular Compression Methods**

In this part, we compare PCNN to other pruning methods in other works for VGG-16 and ResNet-18 on CIFAR10. For various baselines used in different works, we employ

| Benchmark | Top1 acc | Top1 acc Loss | CONV FLOPs | FLOPs Pruned | CONV Parameters | Compression (weight) | Compression (weight+idx) |
|-----------|----------|---------------|------------|--------------|----------------|-------------------|------------------------|
| VGG-16, Baseline | 93.54% | - | $3.13 \times 10^9$ | - | $1.47 \times 10^7$ | - | - |
| VGG-16, $n = 4$ | 93.79% | +0.25% | $1.39 \times 10^9$ | 56.5% | $0.65 \times 10^7$ | 2.3x | 2.2x |
| VGG-16, $n = 3$ | 93.58% | +0.04% | $1.04 \times 10^9$ | 66.7% | $0.49 \times 10^7$ | 3.0x | 2.9x |
| VGG-16, $n = 2$ | 93.52% | -0.02% | $0.30 \times 10^9$ | 77.8% | $0.33 \times 10^7$ | 4.5x | 4.1x |
| VGG-16, $n = 1$ | 93.07% | -0.21% | $0.35 \times 10^9$ | 88.9% | $0.16 \times 10^7$ | 9.0x | 8.4x |
| VGG-16, Various setting | 93.33% | -0.21% | $0.35 \times 10^9$ | 88.8% | $0.16 \times 10^7$ | 9.0x | 8.4x |

Table I: Pruning rate and accuracy of different $n$ for VGG-16 on CIFAR10.

| Benchmark | Top1 acc | Top1 acc Loss | CONV FLOPs | FLOPs Pruned | CONV Parameters | Compression (weight) | Compression (weight+idx) |
|-----------|----------|---------------|------------|--------------|----------------|-------------------|------------------------|
| ResNet-18, Baseline | 96.58% | - | $5.55 \times 10^9$ | - | $1.12 \times 10^7$ | - | - |
| ResNet-18, $n = 4$ | 96.58% | +0.06% | $2.50 \times 10^9$ | 54.5% | $0.51 \times 10^7$ | 2.2x | 2.1x |
| ResNet-18, $n = 3$ | 96.38% | -0.20% | $1.89 \times 10^9$ | 65.5% | $0.38 \times 10^7$ | 3.0x | 2.8x |
| ResNet-18, $n = 2$ | 96.15% | -0.43% | $1.28 \times 10^9$ | 76.7% | $0.26 \times 10^7$ | 4.3x | 4.0x |
| ResNet-18, $n = 1$ | 95.55% | -1.03% | $0.67 \times 10^9$ | 88.0% | $0.14 \times 10^7$ | 7.9x | 7.3x |
| ResNet-18, Various setting | 95.83% | -0.75% | $0.86 \times 10^9$ | 84.5% | $0.14 \times 10^7$ | 7.9x | 7.3x |

Table II: Pruning rate and accuracy of different $n$ for ResNet-18 on CIFAR10.

| Benchmark | Top1 acc | Top1 acc Loss | CONV FLOPs | FLOPs Pruned | CONV Parameters | Compression (weight) | Compression (weight+idx) |
|-----------|----------|---------------|------------|--------------|----------------|-------------------|------------------------|
| VGG-16, Baseline | 92.10% | - | $6.82 \times 10^7$ | - | $1.47 \times 10^7$ | - | - |
| VGG-16, $n = 5$ | 92.49% | +0.37% | $0.85 \times 10^7$ | 44.4% | $0.82 \times 10^7$ | 1.8x | 1.7x |
| VGG-16, $n = 4$ | 92.45% | +0.35% | $0.68 \times 10^7$ | 56.5% | $0.65 \times 10^7$ | 2.3x | 2.2x |

Table III: Pruning rate and accuracy of different $n$ for VGG-16 on ImageNet.
the accuracy loss relative to the respective baseline. The comparison for VGG-16 is shown in Table VII. Our method can remarkably compress parameters and reduce FLOPs simultaneously with negligible accuracy loss. As for ResNet-18 shown in Table VII, PCNN also achieves better performance than other coarse-grained pruning. Especially, PCNN enjoys higher FLOPs reduction.

### D. The Orthogonality to Other Compression Methods

**Combined with kernel level pruning.** As shown in Table VII, we perform some experiments for VGG-16 on ImageNet in the case where \( n = 5 \). We apply 2.4× and 4.1× kernel pruning with 1.8× compression rate from PCNN to achieve fused pruning. Results show that the PCNN is orthogonal to kernel pruning and the combination of them achieves promising results.

**Combined with channel level pruning.** Channel level pruning has been proved to be more regular with a higher compression rate but less friendly to accuracy [13]. As results shown in Table VIII, the fused compression achieves 34.4× compression rate contributed by 3.75× PCNN compression and 9× channel pruning. Therefore, PCNN is also orthogonal to channel pruning.

### E. Evaluation on Pattern-Aware Architecture

**The overhead evaluation.** The layout of our pattern-aware architecture is shown in Figure 6 and the overhead of each component is listed in Table IX. The power consumption is measured under the circumstance of 300 MHz on-chip frequency and 1 V voltage. Contrary to irregular pruning, PCNN requires an SPM index for each kernel rather than the whole chip. According to Table IX, in comparison to the irregular pruning based architecture like EIE [12], 64KB index SRAM is needed to denote 128K weights. The pattern SRAM only takes up 1.9% area and 1.9% power of the whole chip. According to Table IV, 16 patterns are sufficient to maintain accuracy. Consequently, this architecture introduces only 3.1% memory overhead to store indices. The pattern SRAM only takes up 1.9% area and 1.9% power of the whole chip. According to Table VI, 16 patterns in each layer. As shown in analyses in section IV, 16 patterns are sufficient to maintain accuracy. Consequently, this architecture introduces only 3.1% memory overhead to store indices. The pattern SRAM only takes up 1.9% area and 1.9% power of the whole chip. According to Table VII, the fused compression achieves 34.4× compression rate contributed by 3.75× PCNN compression and 9× channel pruning. Therefore, PCNN is also orthogonal to channel pruning.

**E. Evaluation on Pattern-Aware Architecture**

The overhead evaluation. The layout of our pattern-aware architecture is shown in Figure 6 and the overhead of each component is listed in Table IX. The power consumption is measured under the circumstance of 300 MHz on-chip frequency and 1 V voltage. Contrary to irregular pruning, PCNN requires an SPM index for each kernel rather than

| Benchmark | Relative acc | FLOPs | Compression |
|-----------|--------------|-------|-------------|
| PCNN      | -0.02%       | 34.4× |             |

TABLE VIII: Combined with channel-level pruning for VGG-16 on CIFAR10.

**The performance evaluation.** We evaluate VGG-16 based on PCNN with sparsities of 55.6% (n = 4), 66.7% (n = 5), 77.8% (n = 2), and 88.9% (n = 1). The average activation sparsity is 0.8. The results show that we can achieve 2.3×, 3.1×, 4.5×, and 9.0× speedup compared to the dense counterpart. With 256 MAC units running in 300 MHz frequency and 1V voltage, our pattern-aware architecture achieves 3.15 TOPS/W (no sparsity) ~ 28.39 TOPS/W (88.9% sparsity) power efficiency. It can be observed that our pattern-aware architecture can fully leverage the strengths of our PCNN method.

### V. Conclusion

We present PCNN, a novel fine-grained regular pruning method that uses SPM to encode the sparsity. Contrary to irregular pruning, the sparsity of every kernel is the same in each layer, which can achieve regularity and maintain fine granularity. Experiments show that 8× ~ 9× compression rate and computing speed-up can be achieved with less than 1% accuracy loss. Additionally, pattern pruning can be easily
combined with coarse-grained pruning methods, achieving 34.4× compression ratio with negligible accuracy loss. With SPM, we can deploy indices at the kernel level rather than weight level, which helps to save a great amount of memory overhead. For computation, with only 3.1% memory overhead for indices, the proposed architecture can achieve full parallelism and obtain up to 9× speedup and 28.39 TOPS/W efficiency based on the PCNN.

### TABLE IX: Area and power characteristics of the chip (not including PLL and IO).

| Component        | Area (mm²) | Share | Power(mW) | Share |
|------------------|------------|-------|-----------|-------|
| Overall          | 3.25       | 100%  | 39.7      | 100%  |
| Data SRAM        | 3.25       | 100%  | 39.7      | 100%  |
| Weight SRAM      | 2.48       | 20.6% | 13.7      | 28.2% |
| Pattern SRAM     | 0.19       | 2.4%  | 0.9       | 1.9%  |
| Register File    | 1.58       | 19.8% | 13.6      | 27.4% |
| PE group         | 0.50       | 6.2%  | 4.9       | 10.0% |
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