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Abstract—Inspired by biological swarms, robotic swarms are envisioned to solve real-world problems that are difficult for individual agents. Biological swarms can achieve collective intelligence based on local interactions and simple rules; however, designing effective distributed policies for large-scale robotic swarms to achieve a global objective can be challenging. Although it is often possible to design an optimal centralized strategy for smaller numbers of agents, those methods can fail as the number of agents increases. Motivated by the growing success of machine learning, we develop a deep learning approach that learns distributed coordination policies from centralized policies. In contrast to traditional distributed control approaches, which are usually based on human-designed policies for relatively simple tasks, this learning-based approach can be adapted to more difficult tasks. We demonstrate the efficacy of our proposed approach on two different tasks, the well-known rendezvous problem and a more difficult particle assignment problem. For the latter, no known distributed policy exists. From extensive simulations, it is shown that the performance of the learned coordination policies is comparable to the centralized policies, surpassing state-of-the-art distributed policies. Thereby, our proposed approach provides a promising alternative for real-world coordination problems that would be otherwise computationally expensive to solve or intangible to explore.

I. INTRODUCTION

Biological swarms can act in coordination to perform tasks far beyond the capabilities of individuals [1]. In the absence of a centralized control mechanism and global observation, swarm intelligence emerges from the local behaviour of individual agents governed by simple, unified rules [2]. The distributed structure of swarm systems makes them less vulnerable to individual failures. When this robust nature is well-realized in robotic systems, robotic swarms can then be relied upon to solve complex real-world problems such as search and rescue, object transportation, and Mars exploration, where centralized control can be extremely costly or may be impossible [3]–[5].

To explore this domain, this work focuses on studying distributed robotic systems with the following properties:

- All agents are identical (i.e., homogeneous).
- Each agent has only local interactions and observations.
- Each agent follows an identical distributed policy with no presence of a leader.

To coordinate individual agents towards achieving a mutual objective, a key challenge is to relay local actions and observations from agent to agent. A distributed policy, therefore, contains two main components: an action policy that determines what action the agent performs given its inputs, and a communication protocol that defines how agents communicate with each other. To achieve system-level coordination, classical methods rely on human-designed policies, in which communication protocols are usually predefined [6]. This manual design process can be especially difficult for complex coordination tasks with large swarms. Recently, learning-based approaches, such as deep reinforcement learning, have been able to successfully learn communication protocols in coordination tasks [7]–[15]. The biggest drawback of these approaches is the tremendous amount of data and computational resources required for training.

In this paper, we propose a learning-based approach that utilizes pre-designed centralized policies to train the distributed policies. Each agent follows an identical distributed policy, which (i) interprets the agent’s observation and communication information received, (ii) determines the action of the agent, and (iii) generates the communication information to be broadcasted to the neighbouring agents. This distributed policy is modelled by a differentiable deep neural network (DNN) called distributed policy network, where its inputs and outputs are represented as fixed-sized vectors. The distributed policy network serves as a part of a larger neural network that maps from all agents’ multi-step observations to their multi-step actions (see Fig. 1). We refer to this augmented neural network as the multi-step, multi-agent neural network (MSMANN). Since communication vectors sent from agent to agent are hidden states of the MSMANN, we can perform backpropagation on the MSMANN to capture the commu-
nication protocols in addition to the action policies, which completes the distributed policy we aim to learn. Since the input and output vectors for the communication information all have fixed sizes, the distributed policy network must learn how to aggregate information for effective communication. This also enables us to control the communication flow and analyze the communication information sent from agent to agent. This can be regarded as an analogy to controlling the size of the representation layer of an auto-encoder and analyzing the learned representation.

Our learning approach can be applied to a variety of distributed robotic tasks, provided that a well-designed centralized policy is available. On a rendezvous task with limited visibility, this approach consistently outperforms the state-of-the-art distributed control law for systems consisting of different numbers of agents. The generalizability of our proposed approach to other robotic tasks is demonstrated in a task for which no distributed solution exists. Our approach provides a tangible alternative for complex robotic tasks for which centralized policies can be designed. Moreover, we analyze the learned communication protocols and provide insights on their meaning. This analysis of learned coordination policies could potentially benefit the manual design of communication protocols for complex robotic swarm systems.

In the following sections, we begin discussions with a brief overview of related literature in Section II. Upon defining the control framework and the problem statement in Section III and IV, our learning approach is discussed in Section V. The simulation setup and the corresponding results are presented in Section VI and VII.

II. RELATED WORK

In the distributed control literature, most work focused on the manual design and analysis of distributed control laws for simple robotic tasks [6]. For example, [16] and [17] both study rendezvous and flocking tasks and analyze the performance of various distributed control laws. However, these studies are based on simplified robot dynamics (e.g., single or double integrator). Adapting these approaches to more complicated distributed robotic tasks can be challenging.

With little human expertise required, learning-based approaches provide alternatives for challenging distributed robotic tasks. The majority of these works focus on only learning the action policy, and assume pre-defined communication protocols or no communication among the agents at all [18–[20]. These approaches lack the flexibility to adapt the communication information, thus, limiting the capability of the distributed robotic system. Our approach learns both the control policy and the communication protocols among the agents, allowing the emergence of more effective inter-agent communication.

Some recent work has explored learning communication protocols through reinforcement learning. Specifically, [15] and [7] perform independent learning where each agent learns solely from its local observations. Others assume that centralized learning can be performed [8–[10] and [14]. In particular, [14], [9] and [13] assume that the communication channel can be differentiated during backpropagation. While [14] employs multiple communication cycles at each time step, [9] and [13] are similar to our control framework, which assumes that the communication emitted can only be received at the next time step.

Different from all the reinforcement learning approaches above, our approach makes use of pre-designed centralized policies and learns communication protocols by imitating the behaviour of the centralized policies. Compared to the reinforcement learning approaches, our approach can learn communication and action policies more efficiently using the guidance of the centralized policies. This approach is inspired by [14], which performs supervised learning on a simple lever-pulling task using multiple communication cycles at each time step. We perform learning in the distributed robotic domain using a different framework, which assumes a single communication cycle at each time step.

III. DISTRIBUTED CONTROL FRAMEWORK

Consider a group of $K$ homogeneous agents that are to complete a task $T$ with a dynamic connectivity network defined by a bidirectional graph $G(t) = (V, E(t))$, where $t = \{1, 2, \cdots, L\}$ is the discrete time index. Each $v_i \in V$, $V = \{v_1, v_2, \cdots, v_K\}$, represents an agent and each $e(v_i, v_j) \in E(t)$ represents a connection between agent $v_i$ and agent $v_j$.

We define $N_i(t) = \{v_j | e(v_i, v_j) \in E(t)\}$ to be the set of all the neighbours of agent $v_i$. For each neighbour $v_j \in N_i(t)$, we can define $c_{ij}(t)$ to be the communication information sent from agent $v_i$ to agent $v_j$ at time $t$. In this work, we define $c_{ij}(t) \in \mathbb{R}^n$ as a communication vector, where $n$ is the size of the communication information.

For convenience, we also define

$$c_{in}^i(t) = \{c_{ij}(t-1)|v_j \in N_i(t-1)\}, t > 1, \quad (1)$$

to be the communication inflow to $v_i$, with $c_{in}^i(1) = \emptyset$, and

$$c_{out}^i(t) = \{c_{ij}(t)|v_j \in N_i(t)\} \quad (2)$$

to be the communication outflow from $v_i$. This means that the communication information sent at the previous time step ($t-1$) is received at the current time step $t$. When $v_i$ and $v_j$ are the same agent, the communication vector $c_{ij}$ is a special case, which allows the agent to leave information to itself. In this work, we allow this self-talking behaviour.

At each time step, agent $v_i$ obtains an observation information $o_{\text{local}}^i$ and receives information $c_{in}^i$. The agent then sends information, $c_{out}^i$, to its corresponding neighbours $N_i$, and performs an action $a_i \in A$, where $A$ is the unified action space of all agents (see Fig. 2).

We define $\pi_d$ as a unified, distributed policy for all agents with the following equations holding true for all $v_i \in V$:

$$\pi_d(o_{\text{local}}^i, c_{in}^i(t)) = (Q_i(t), c_{out}^i(t)) \quad (3)$$

$$a_i(t) \sim Q_i(t), \quad (4)$$

where $Q_i(t)$ is the probability distribution over the action space $A$ used by $v_i$ at time $t$ (see Fig. 3).
IV. PROBLEM STATEMENT

Consider $K$ agents with the homogeneous, distributed control framework described in Section III. The problem targeted by this work is to learn a mapping from communication inflow $c_{in}$ and local observations $o_{local}$ to communication outflow $c_{out}$ and action probability distribution $Q_i(t)$. This mapping is referred to as the distributed policy $\pi_d$ modelled by a DNN, which interprets the communication inflow and the local observations, and infers the communication outflow and the action probability distribution. The goal is to find a policy that optimizes the performance of the target task $T$. During the learning process, robot actions and observations of a centralized strategy are available (Fig. 1).

V. METHODOLOGY

A. Neighbour Discretization

The amount of communication inflow and outflow for each agent is changing dynamically as the number of its neighbours changes. Since learning a model that has variable input and output dimensions can be challenging, we perform a neighbour discretization to provide constant input/output dimensions. In this process, each agent’s neighbours are partitioned into $P$ groups based on a discretization rule $D$:

$$D(o_{local}^i) : N_i \rightarrow \{P_1^i, P_2^i, \ldots, P_P^i\}, \forall v_i \in V,$$  (5)

where each $P_p^i \subseteq N_i$, $p \in \{1, 2, \ldots, P\}$, represents a subset of neighbouring nodes and $o_{local}^i$ may be used to obtain the discretization. To apply this discretization, we process the communication inflow and average the communication vectors within each group of agents. We also restrict the communication outflow such that the communication vectors sent to the agents in the same group are identical. To formulate this, we define the communication inflow $c_{in}^{i,P}$ and outflow $c_{out}^{i,P}$ after the discretization as follows:

$$c_{in}^{i,P}(t) = \left[c_{in,1}^{i,P}(t)^T \ c_{in,2}^{i,P}(t)^T \cdots c_{in,P}^{i,P}(t)^T\right]^T,$$

$$c_{out}^{i,P}(t) = \left[c_{out,1}^{i,P}(t)^T \ c_{out,2}^{i,P}(t)^T \cdots c_{out,P}^{i,P}(t)^T\right]^T,$$  (7)

with $p \in \{1, 2, \ldots, P\}$, where $c_{in}^{i,P}(t)$ and $c_{out}^{i,P}(t)$ are the concatenations of $P$ communication vectors after discretization, and $\cdot$ represents the cardinality of a set. This renders the dimensions of the communication inflow and outflow constant. Thus, the distributed policy we aim to learn is transformed into

$$\pi_d(o_{local}^i(t), c_{in}^{i,P}(t)) = (Q_i(t), c_{out}^{i,P}(t)), \forall v_i \in V.$$  (8)

In this work, we assume that the neighbour discretization is pre-designed and task-specific. Learning the discretization rule is left for future work.

B. Learning from a Centralized Policy

Using supervised learning, our approach builds upon a pre-designed centralized policy $\pi_c$, which defines the action
probability distributions of all agents based on global full observations. This can be formulated as follows:

\[ \pi_c(o_{\text{global}}(t)) = \{Q^*_i(t)|v_i \in V\}, \tag{9} \]

where

- \( o_{\text{global}} \) is the global observation, which includes all the local observations \( \{o_{\text{local}}|v_i \in V\} \) in the global frame.
- \( Q^*_i \) is the action probability distribution of agent \( v_i \) suggested by the centralized policy \( \pi_c \).

The objective is to make the learned distributed policy \( \pi_d \) behave as similar to the centralized policy \( \pi_c \) as possible.

Directly learning the communication protocols among the agents from the centralized policy is difficult because the centralized policy does not provide correct and labeled communication protocols among the agents. Based on the problem setup, the communication vectors sent at the previous time step are received at the current time step, resulting in a communication information flow across multiple time steps. To learn such a flow of information, we require the learning process to operate across multiple time steps as well.

To formulate the learning target, we first assume \( \pi_d \) can be parametrized by \( \theta \) as \( \pi_d(\theta) \). Over the course of performing task \( T \) with \( L \) time steps using a distributed policy \( \pi_d(\theta) \), we can define the overall mapping we aim to achieve as

\[ \{o_{\text{local}}^i(t)|\forall v_i \in V, t \in \{1, 2, \cdots, L\}\} \rightarrow \{a_i(t)|\forall v_i \in V, t \in \{1, 2, \cdots, L\}\}. \tag{10} \]

This mapping is modeled by a neural network consisting of identical components connected by communication vectors among the agents across multiple time steps (see Fig. 4 for an example of the neural network). We recall that this neural network is a multi-step, multi-agent neural network (MSMANN), where the identical components are the distributed policy network for every agent at each time step. The backpropagation can be performed throughout the MSMANN to optimize the distributed policy with respect to a learning objective, which is minimizing \( J(\theta) \):

\[ J(\theta) = \frac{1}{KL} \sum_{i \in \{1, 2, \cdots, L\}} L(Q_i(t), Q^*_i(t)), \tag{11} \]

where \( K \) is the number of agents and \( L(Q, Q^*) \) is the loss function for evaluating the difference between two action probability distributions.

By minimizing \( J(\theta) \), we can learn the distributed policy \( \pi_d(\theta) \) such that it behaves similarly to the centralized policy. With the guidance of the centralized policy, we hypothesize that this supervised learning process is more efficient than the reward-based learning, which has no direct guidance. An interesting possibility is to use reward-based learning for improvement after having completed supervised learning from the centralized policy. This possibility is left as future work.
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Fig. 5. Radial discretization used in the rendezvous task. The visible area is discretized into 9 components. The vectors \( \{\Delta s_{i}^{P}, \Delta s_{2}^{P}, \cdots, \Delta s_{P}^{P}\} \) from the agent to the center of each area represent the discretized action space.

VI. SIMULATION SETUP: TWO DIFFERENT TASKS

In order to demonstrate our proposed learning approach, we consider two coordination tasks: (i) the rendezvous problem with limited vision range and (ii) the particle assignment task. The former is well-studied in the control literature and our solution is compared against the state-of-the-art distributed control law; the latter is a task that has not been solved in the framework of distributed control before.

A. Rendezvous with Limited Visibility

We demonstrate our learning approach on the rendezvous task with limited visibility given (i) its simplicity, and (ii) its assumption of local interactions which fit our framework.

1) Task Formulation: Consider \( K \) homogeneous agents located in a 2-dimensional plane with the position vectors \( \{s_1, s_2, \cdots, s_K\} \). Each agent is governed by double integrator dynamics and its position is controlled by a PD-type controller. The input to the controller is the desired position vector relative to the agent’s position, which corresponds to the action \( a \) of the agent. We define dynamic connectivity network \( G(t) = (V, E(t)) \) based on visibility:

\[ E(t) = \{e(v_i, v_j)|v_i, v_j \in V, \|s_i(t) - s_j(t)\|_2 \leq d_{\text{lim}}\}, \tag{12} \]

where \( d_{\text{lim}} \) is the visibility range.

We also define that each agent can only observe the relative positions of all its neighbours to itself as \( o_{\text{local}} \).

To formulate the action space and observation space, we discretize the 2-dimensional visibility space \( S^i \) of each agent into \( P \) different components: \( \{S_1^i, S_2^i, \cdots, S_P^i\} \) (see Fig. 5).

The observation of agent \( v_i \) can be approximated by the number of agents in each discretized component:

\[ o_{\text{local}}^i(t)^{(D)} = [n_1^i(t) \ n_2^i(t) \ \cdots \ n_P^i(t)]^T, \tag{13} \]

where \( n_p^i(t) = |\{v_j|s_j \in S_p^i, v_j \in N_i\}| \),

with \( p \in \{1, 2, \cdots, P\} \). Using the same discretization, we restrict the action space to be the set of center points of the discretized components (see Fig. 3):

\[ A = \{\Delta s_1^D, \Delta s_2^D, \cdots, \Delta s_P^D\}. \tag{14} \]

\[ ^{1}\text{The local frame, however, has the same heading as the global frame. This means that the local frame can be transformed to the global frame by only a translational transformation.} \]
The action probability distribution $Q_i(t)$ can be simplified into a vector of probabilities $q_i(t)$ for choosing each discretized action:

$$q_i(t) = [Q_i(t, a = \Delta s_p^1) \ldots Q_i(t, a = \Delta s_p^P)]^T,$$  

(15)

where $Q_i(t, a = \Delta s_p^p)$ represents the probability of agent $v_i$ to choose action $\Delta s_p^p$ at time $t$ for all $p \in \{1, 2, \ldots, P\}$.

The objective of this task is to make all agents converge to a common location as quickly as possible. We assume that the dynamic connectivity network $G(t)$ is connected initially. The task performance is primarily evaluated based on the rendezvous time $t_{RV}$, which is defined as the smallest $t \in \{1, 2, \ldots, L\}$ that satisfies the following condition:

$$\|s_i(t) - s_j(t)\|_2 \leq \epsilon, \forall v_i, v_j \in V,$$  

(16)

where $\epsilon$ is a small constant that defines the maximum distance of the two farthest agents. If the constraint can never be satisfied, we classify this as a failure to converge ($t_{RV} = \infty$).

After evaluating the task for multiple trials, we can define the convergence rate as follows: $CR\% = n_{success}/n_{tot} \times 100\%$, where $n_{success}$ is the number of successful trials and $n_{tot}$ is the number of total trials.

2) Neighbour Discretization: The neighbour discretization rule builds upon the space discretization performed in the task formulation. Using the relative positions to the neighbouring agents, we can define the partition as follows:

$$D_p^i = \{v_k | s_k \in S_p^i, \forall v_k \in N_i\},$$  

(17)

for all $p \in \{1, 2, \ldots, P\}$, $v_i \in V$, where $s_k$ is the position vector of agent $v_k$ and $D_p^i$ is the $p^{th}$ discretization group of agent $v_i$'s neighbours $N_i$ under the discretization rule $D$.

Under this rule, all the neighbouring agents in the same discretized component belong to the same discretization group. The intuition behind this is that the neighbouring agents with similar relative positions should receive similar communication vectors, and the communication vectors they are sending back should also be similar.

3) Centralized Policy: The centralized policy we use computes an optimal rendezvous coordinate $s_{optimal}$ that minimizes $t_{RV}$. It can be proved that $s_{optimal}$ is the center of the smallest circle that encloses all the agents (the smallest enclosing circle). By moving towards the optimal rendezvous coordinate, the optimal solution can be achieved. To adapt to the discrete action space $A$, the optimal action $a_i^*(t)$ for each agent is the closest one to the optimal coordinate:

$$a_i^*(t) = \arg \min_{\Delta s_p^D \in A} \|s_{optimal} - s_i(t) - \Delta s_p^D\|_2,$$  

(18)

Since this centralized policy is deterministic, we define the probability distribution $Q_i^*$ over $A$ as follows:

$$Q_i^*(t, a) = \begin{cases} 1 & a = a_i^*(t), \forall a \in A, \\ 0 & a \neq a_i^*(t), \forall a \in A, \end{cases}$$  

(19)

where $Q_i^*(t, a)$ is the probability of $v_i$ choosing action $a$ at time $t$ suggested by the centralized policy $\pi_c$. This distribution can be represented by a vector $q_i^*$ similar to Eq. 15.

4) Existing Distributed Policies: To the best of our knowledge, the circumcenter law is the state-of-the-art distributed policy for this task that guarantees convergence on single integrator dynamics [16]. This result can be simply extended to second-order systems with double integrator dynamics, which we consider for this task. The circumcenter law is defined as follows: At each time step, all agents pursue the circumcenter of the point set consisting of its neighbours and of itself (or the center of the smallest enclosing circle) [16]. To adapt this control law to our control framework described in Section III we choose the agent’s action $a_i$ based on the relative position of the agent to the circumcenter, equivalently to Eq. 15. The communication inflow $c_{in}^i$ and outflow $c_{out}^i$ consist only of zero vectors at all time steps.

There are other existing distributed policies such as the averaging law and cyclic pursuit. The averaging law requires all agents to pursue the average coordinate of its neighbours and of itself. However, it suffers from convergence issues [17]. Cyclic pursuit usually assumes a fixed connectivity network, which is not given in this task [16].

B. Particle Assignment

We also propose a new distributed robotic task that has no existing solution, to the best of our knowledge. The objective is to move all agents to target points such that all target points are covered by an agent using agents’ local observations of the neighbouring agents and target points, and communication. Different from the cooperative navigation task defined in [10] that assumes unlimited visibility range, we assume limited visibility range.

1) Task Formulation: We consider $K$ homogeneous agents with position vectors $\{s_1, s_2, \ldots, s_K\}$ in a 2-dimensional plane. The agent dynamics, PD-controller, discrete action space $A$, connectivity network $G(t)$ and discretization rule $D$ are the same as described in the rendezvous task. Adding on top of these, we introduce $K$ target points $\tilde{V} = \{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_K\}$ with the position vectors $\{s_{\tilde{1}}, s_{\tilde{2}}, \ldots, s_{\tilde{K}}\}$. We can define $G(t) = (\tilde{V}, \tilde{E}(t))$ as the connectivity of the target points based on the visibility:

$$\tilde{E}(t) = \{e(\tilde{v}_i, \tilde{v}_j) | \tilde{v}_i, \tilde{v}_j \in \tilde{V}, \|s_i(t) - s_j(t)\|_2 \leq d_{lim}\},$$  

(20)

where $d_{lim}$ is the limited visibility range.

We define the set of covered target points $\tilde{V}_{cov}$ as follows:

$$\tilde{V}_{cov}(t) = \{\tilde{v}_i | \tilde{v}_i \in \tilde{V}, \exists v_j \in V, \|s_i(t) - s_j(t)\|_2 < \epsilon\},$$  

(21)

where $\epsilon$ is a small constant that defines the distance requirement for covering a target point.

We assume that $G(t)$, $\tilde{G}(t)$ are both connected initially, and at least one agent can observe one target point initially. Each agent also has a pre-defined potential field layer as a collision avoidance mechanism on top of the PD-controller. For convenience, we can define the neighbouring target points as follows:

$$\tilde{N}_i(t) = \{v_j | v_j \in \tilde{V}, \|s_j(t) - s_i(t)\|_2 \leq d_{lim}\}.$$  

(22)

The observation of each agent is defined as the relative positions of its neighbouring agents and target points to itself.
Using the same space discretization in Section VI-A we represent the observation as follows:

\[ o_{\text{local}}^i(t) = \begin{bmatrix} n_1^i(t) & n_2^i(t) & \cdots & n_p^i(t) \\ \tilde{n}_{1,\text{cov}}^i(t) & \tilde{n}_{2,\text{cov}}^i(t) & \cdots & \tilde{n}_{P,\text{cov}}^i(t) \\ \tilde{n}_{1,\text{uncov}}^i(t) & \tilde{n}_{2,\text{uncov}}^i(t) & \cdots & \tilde{n}_{P,\text{uncov}}^i(t) \end{bmatrix}^T, \]

where \( n_p^i = |\{ v_j \in S_p^i, v_j \in N_i \}|, \)
\( \tilde{n}_{p,\text{cov}}^i = |\{ v_j \in S_p^i, v_j \in N_i, v_j \in \tilde{V}^\text{cov} \}|, \)
\( \tilde{n}_{p,\text{uncov}}^i = |\{ v_j \in S_p^i, v_j \in N_i, v_j \notin \tilde{V}^\text{cov} \}|. \) (23)

To evaluate the performance, we define \( t_{\text{PA}} \) as the smallest \( t \in \{1, 2, \cdots, L\} \) such that \( V^\text{cov}(t) = V \). If the constraint can never be satisfied, \( t_{\text{PA}} = \infty \). The convergence rate \( CR\% \) is defined as in the rendezvous task.

2) Centralized Policy: We design our centralized policy to be an optimal assignment of agents to target points so that the maximum distance travelled by any agent is minimized. This leads to the minimization of the completion time \( t_{\text{PA}} \). The optimization is done by using the Hungarian algorithm [21].

VII. SIMULATION RESULTS

In this section, we demonstrate the training details and our simulation results for the two distributed robotic tasks.

A. Training Details

To perform this learning task, we use a DNN as the distributed policy network to model the mapping we aim to learn:

\[ (o^D_{\text{local}}, c^D_{\text{in}}) \rightarrow (q, c^D_{\text{out}}). \] (24)

where \( o^D_{\text{local}} \) is the local observation after discretization (see Eq. 13 for the rendezvous task, Eq. 23 for the particle assignment task), \( q \) is the action probability vector after discretization (see Eq. 15), \( c^D_{\text{in}} \) and \( c^D_{\text{out}} \) are the communication vectors after discretization (see Eq. 6 and 7).

For both tasks, the DNN is a feedforward neural network (2 layers with 32 neurons per layer for the rendezvous task; and 4 layers with 128 neurons per layer for the particle assignment task). The probability distribution \( q \) is obtained by a softmax layer. The loss function between the two probability distributions \( q \) and \( q^* \) is the cross entropy. To train the DNN, we run \( n_{\text{batch}} \) simulations in parallel with different initial setups. During the simulations, each agent’s action is sampled from the action distribution predicted by the distributed policy network. After every \( \ell \) time steps, we construct the MSMANN model (using the DNN as the identical components) based on the dynamic connectivity of the agents in the past \( \ell \) time steps. Using the action probability distribution from the centralized policy, we perform the Adam algorithm through backpropagation on this MSMANN to minimize the average of loss functions over \( n_{\text{batch}} \) parallel simulations [22]. Each cost function is an approximation of the overall learning objective:

\[ J_{\text{truncated}}(\theta) = \frac{1}{K\ell} \sum_{t \in \{t_e-\ell+1, \cdots, t_e\}} L(Q_i(t), Q_i^*(t)), \] (25)

where \( t_c \) is the current time step and \( \ell \) is the number of time steps we back-propagate. In this work, we choose \( n_{\text{batch}} = 10 \) for both tasks and \( \ell = 6 \) for the rendezvous task, and \( \ell = 3 \) for the particle assignment task. For the rendezvous task, we further simplify the communication inflow as the sum of the \( P \) communication vectors after discretization (\( \{ c^D_{\text{in},1}, \cdots, c^D_{\text{in},P} \} \)) instead of the concatenation of these \( P \) communication vectors as in Eq. 7. This allows us to better analyze the communication content learned.

B. Rendezvous with Limited Visibility

For the rendezvous task, we train our distributed policy network on 10 agents with random initial positions and limit the size of the communication vector \( c_{ij} \) to be \( n = 25 \). We evaluate the performance of the DNN on scenarios with different number of agents where the agent density is similar to the training cases. Agent density is defined as the ratio of number of agents to the area of the smallest circle that encloses all the agents.

We compare the performance of our learning approach against the state-of-the-art circumcenter distributed control law and the centralized policy described in Section VI-A. We also show the performance of our learning approach without communication (i.e., \( n = 0 \)). In Fig. 6 we demonstrate that our learning approach consistently outperforms the state-of-the-art distributed policy for different numbers of agents. However, the learning approach without communication performs poorly under almost all circumstances, which demonstrates the necessity of inter-agent communications in resembling the behaviors of the centralized policy (see Fig. 7). Note that the circumcenter control law does not require communication because it behaves qualitatively different than the centralized strategy.

However, the convergence rate can drop significantly for scenarios with large number of agents, not included in the training data. This is a generalization issue of the DNN learning as it might over-fit to the simple situations that the model is trained on. Provided this limitation, our learning approach
Fig. 7. Comparison of the centralized policy, the state-of-the-art distributed policy, and the learned distributed policy with communication enabled and disabled on a 100-agent rendezvous task. The dots are the agents; the circles are the visible regions of the agents; the red line represents the distance of the two farthest agents. We show that the learned distributed policy can resemble the behaviour of the centralized policy significantly better when communication is available.

Fig. 8. The performance of the learned policy for different communication vector sizes on the rendezvous task. Each data point is the average of 10 trials with different random initial conditions. A sudden drop in performance from \( n = 2 \) to \( n = 1 \) can be observed.

still demonstrates the ability to learn an effective distributed policy with reasonable scalability on this rendezvous task: we train with 10 agents and test on up to 100.

C. Analysis of Communication Learned

We demonstrate that reducing the size of the communication vectors leads to a decrease in task performance with a significant drop from \( n = 2 \) to \( n = 1 \) (see Fig. 8). To provide more insights into this result, we choose to analyze the learned distributed policy with communication size \( n = 2 \) because it is relatively easy to visualize while achieving comparable performance. We keep the observation input of the model \( c_{in}^{D} \) constant and observe the change in the model output \( q \) with the changing communication input. For the constant observation input, we assume a hypothetical situation where an agent has two neighbours that are located in exactly the opposite direction. For convenience, we define \( c_{in}(t) = [c_1 \ c_2]^T \) and \( q(t) = [q_1 \ q_2 \ \ldots \ q_P]^T \). In Fig. 9, we hypothesize that the two communication inflow values can be transformed into a 2-dimensional vector that is correlated to the tendency of choosing the action that is closest to the vector’s direction. We can interpret the communication vector as an “intent vector”, which influences the tendency of the moving direction of the agent that receives this “intent vector”. This explains the sudden drop observed in performance from \( n = 2 \) to \( n = 1 \) since a one-dimensional communication vector cannot fully represent a 2-dimensional direction vector.

D. Particle Assignment

For the particle assignment task, we also train our DNN on 10-agent scenarios and test our approach on various numbers of agents up to 20. Fig. 10 demonstrates some examples of the performance achieved with 2 and 15 agents and the emergence of distributed behaviours. In Fig. 11, we also show that the average performance of our learned distributed policy is comparable with the centralized policy when there are fewer agents. This approach suffers from convergence issues for larger swarms. We hypothesize that this could be attributed to the inherent complexity of the particle assignment task. There are multiple aspects of the task that must be achieved: exploring, resolving assignment conflict, and staying connected with other agents. Achieving all aspects at once can be much more challenging as the number of agents increases.

VIII. CONCLUSIONS AND FUTURE WORK

We present a DNN-based approach that learns distributed action and communication policies from well-designed centralized policies for homogeneous, distributed robotic systems. The main advantages of our proposed approach are summarized: (i) this approach can be applied to various distributed robotic tasks given pre-designed centralized policies
are available; (ii) it requires little human expertise for task-specific control law and communication protocol designs; and (iii) this approach is computationally efficient compared to other reward-based learning approaches. Moreover, the learned communication protocols reveal that meaningful messages are conveyed, which could potentially inspire the coordination and communication designs for real-world distributed robotic systems. Future work will address some of the observed convergence issues in the more complex scenarios, which may be due to over-fitting.

Fig. 10. A behaviour comparison of the centralized policy and the learned distributed policy for 2-agent (top) and 15-agent (bottom) scenarios. Dots represent the agents; lines represent the trajectories of the agents; small circles represent the cover range $\epsilon$ of the agents; large dashed circles represent the visibility of the agents; and diamonds represent the target points. We demonstrate that agents controlled by our learned distributed policy are able to (1) follow other agents who see the targets when there is no target in its sight, (2) explore neighbouring targets rather than stopping at the nearest target, and (3) resolve target assignment conflicts. These distributed behaviours emerge from the learning of a centralized policy.

Fig. 11. A performance comparison of the centralized policy and the learned distributed policy on different numbers of agents for the particle assignment task. Each data point is the average of 100 trials. A video of the simulations is available online at: [http://tiny.cc/DNNswarm](http://tiny.cc/DNNswarm) using DoA estimation,” in Proc. of the International Symposium on Electronics in Marine (ELMAR), 2013, pp. 349–352.

[5] A. Campo, S. Nouyan, M. Birattari, R. Groß, and M. Dorigo, “Negotiation of goal direction for cooperative transport,” in Proc. of the International Conference on Ant Colony Optimization and Swarm Intelligence, 2006, pp. 191–202.

[6] Y. Cao, W. Yu, W. Ren, and G. Chen, “An overview of recent progress in the study of distributed multi-agent coordination,” IEEE Transactions on Industrial Informatics, vol. 9(1), pp. 427–438, 2013.

[7] T. Kasai, H. Temnoto, and A. Kamiya, “Learning of communication codes in multi-agent reinforcement learning problem,” in Proc. of the IEEE Conference on Soft Computing in Industrial Applications, 2008, pp. 1–6.

[8] A. Lazaridou, A. Peysakhovich, and M. Baroni, “Multi-agent cooperation and the emergence of (natural) language,” arXiv preprint arXiv:1612.07182, 2016.

[9] I. Mordatch and P. Abbeel, “Emergence of grounded compositional language in multi-agent populations,” arXiv preprint arXiv:1703.04908, 2017.

[10] R. Lowe, Y. Wu, A. Tamar, J. Harb, P. Abbeel, and I. Mordatch, “Multi-agent actor-critic for mixed cooperative-competitive environments,” arXiv preprint arXiv:1706.02275, 2017.

[11] C. L. Giles and K.-C. Jim, “Learning communication for multi-agent systems,” in Proc. of the Innovative Concepts for Agent-Based Systems: First International Workshop on Radical Agent Concepts (WRAC), 2003, pp. 377–390.

[12] J. N. Foerster, Y. M. Assael, N. de Freitas, and S. Whiteson, “Learning to communicate to solve riddles with deep distributed recurrent Q-Networks,” arXiv preprint arXiv:1602.02672, 2016.

[13] ——, “Learning to communicate with deep multi-agent reinforcement learning,” arXiv preprint arXiv:1605.06676, 2016.

[14] S. Sukhbaatar, R. Fergus, et al., “Learning multiagent communication with backpropagation,” in Advances in Neural Information Processing Systems, 2016, pp. 2244–2252.

[15] A. Das, S. Kottur, J. M. Moura, S. Lee, and D. Batra, “Learning cooperative visual dialog agents with deep reinforcement learning,” arXiv preprint arXiv:1703.06585, 2017.

[16] B. A. Francis and M. Maggiore, Flocking and rendezvous in distributed robotics. Springer, 2016.

[17] F. Bullo, J. Cortes, and S. Martinez, Distributed control of robotic networks: a mathematical approach to motion coordination algorithms. Princeton University Press, 2009.

[18] Y. F. Chen, M. Liu, M. Everett, and J. P. How, “Decentralized non-communicating multiagent collision avoidance with deep reinforcement learning,” in Proc. of the IEEE International Conference on Robotics and Automation (ICRA), 2017, pp. 285–292.

[19] C. Zhang and V. Lesser, “Coordinating multi-agent reinforcement learning with limited communication,” in Proc. of the International Conference on Autonomous Agents and Multi-agent Systems, 2013, pp. 1101–1108.

[20] D. Maravall, J. de Lope, and R. Domínguez, “Coordination of communication in robot teams by reinforcement learning,” Robotics and Autonomous Systems, vol. 61(7), pp. 661–666, 2013.

[21] H. W. Kuhn, “The Hungarian method for the assignment problem,” Naval Research Logistics (NRL), vol. 2(1-2), pp. 83–97, 1955.

[22] D. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014.