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Abstract. We describe all closed permutation groups which act on the set of vectors of a countable vector space \( V \) over a prime field of odd order and which contain all automorphisms of \( V \). In particular, we prove that their number is finite. These groups correspond, up to first-order interdefinability, precisely to all structures with a first-order definition in \( V \).

1. Introduction

When dealing with a structure \( A \), we are often interested in other structures which can be defined in \( A \), but do not retain the full expressiveness of the original structure \( A \). For example, when investigating the affine geometry of a vector space, we consider the affine structure of the vector space, which is, of course, roughly the vector space structure without the distinguished role of the zero vector. We call structures with a first-order definition in \( A \) first-order reducts of \( A \); in the case of the affine structure of a vector space, this structure can be represented by a single 4-ary relation which relates four vectors if the first is an affine combination of the others. If we distinguish different structures by their automorphisms, then giving up some information on \( A \) amounts to more possible transformations; in the example of vector spaces and their affine structure, it means adding the translations to the group of automorphisms of the vector space. If \( A \) is a countable \( \omega \)-categorical structure, i.e., the up to isomorphism unique countable model of its first-order theory, then two first-order reducts of \( A \) are interdefinable (i.e., first-order reducts of one another) if and only if they cannot be distinguished by automorphisms. In fact, the first-order reducts of \( A \), up to interdefinability, correspond precisely to the permutation groups acting on \( A \) which contain all automorphisms of \( A \) and which are closed in the topology of pointwise convergence. Any countable vector space over a finite field is \( \omega \)-categorical, and an example of a closed permutation group containing its automorphisms is the general affine group acting on the vectors.

Vector spaces are homogeneous in the sense that any isomorphism between finitely generated subspaces extends to an automorphism of the entire space. Other examples of structures which are homogeneous in this sense are the countable atomless Boolean algebra, the order of the rationals, or the random graph. It has been conjectured that if \( A \) is a countable homogeneous structure in a finite relational signature, then there are only finitely many first-order reducts of \( A \) up to interdefinability [20]. Since any such structure is \( \omega \)-categorical, this is equivalent to there being only a finite number of closed permutation groups containing the automorphism group of \( A \). This conjecture has been verified for numerous structures including the order of the rationals [14] and the random graph [20], but is still open [21, 4, 16, 9, 18, 17, 10, 8, 19, 2, 7, 6, 11]. For countable homogeneous structures in a finite non-relational signature, it turns out to be false: the countable vector space over the two-element field, with an additionally distinguished non-zero vector, has an infinite number of first-order reducts [12], although it has only finitely many (four) first-order reducts if it is not equipped with any additional structure beyond the vector space structure [13].
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In this article we determine all closed supergroups containing the automorphism group of a countable vector space $V$ over a prime field of odd order; and hence its first-order reducts up to interdefinability. As it turns out, the affine group and the full symmetric group are the only such groups which do not fix the zero vector of $V$. The groups which do fix the zero vector fall into two classes: those which act on the projective space of $V$, and those which do not; the former can be further divided into those which preserve projective lines and those who do not. In all cases, the groups are fully determined by a pair of subgroups of the symmetric group on the underlying field, one of which is normal. Since the field is finite, there are only finitely many possibilities for such pairs.

**Theorem 1.1.** Let $V$ be a countable vector space over a prime field of odd order. Then there is a finite number of closed permutation groups containing the automorphism group of $V$.

We begin with a section in which we establish our notation and provide some fundamental facts on vector spaces and $\omega$-categoricity (Section 2). The largest part of our proof is given in Section 3 dealing with groups which fix the zero vector. In Section 4 we finish the proof by considering those groups which move the zero vector. A summary of the results and the proof is provided in Figure 5 at the end of this article.

## 2. Preliminaries

### 2.1. Relations and functions

Let $S$ be a set and let $n \geq 1$. The cardinality of $S$ is denoted by $|S|$. A subset $R$ of $S^n$ is an $n$-ary relation $R$ of $S$. If $R$ is a binary relation on $S$ and $(a, b) \in S^2$, we write $a \mathrel{R} b$ to indicate $(a, b) \in R$. Let $\sim$ be an equivalence relation on $S$. For an element $s \in S$ the equivalence class of $s$ is denoted by $[s]_\sim$, and any element in $[s]_\sim$ is called a representative of $[s]_\sim$. We define for any subset $S'$ of $S$ the set $[S']_\sim := \bigcup_{s \in S'}[s]_\sim$. An $n$-ary operation on $S$ is a function from $S^n$ into the set $S$.

A (first-order) structure consists of a set, called the domain if the structure, and relations and functions thereon. We will, if not otherwise specified, denote structures by a letter in calligraphic font, such as $\mathcal{A}$, and the corresponding domain by the same letter in plain font, such as $A$. A structure without functions is called a relational structure. A structure $\mathcal{B}$ on the same domain as $\mathcal{A}$ is a first-order reduct of $\mathcal{A}$ iff all operations and all relations of $\mathcal{B}$ are first-order definable over $\mathcal{A}$. Since in this article we are only interested in first-order reducts we shall often omit “first-order” and write that $\mathcal{B}$ is a reduct of $\mathcal{A}$. Two structures are called (first-order) interdefinable if they are first-order reducts of one another.

Let $f : A \to B$ and $g : B \to C$ be functions. We usually write $a \mathrel{f}$ for $f(a)$ ($a \in A$) and $fg$ for the composition $g \circ f : a \mapsto g(f(a))$. For a set $S \subseteq A$ we define $S^f := \{s^f : s \in S\}$. We denote the restriction of $f$ to $S$ by $f|_S : S \to B$. In this case $f$ is an extension of $f|_S$. The identity function on $S$ is denoted by $\text{id}_S : S \to S$.

### 2.2. Groups

Let $\mathcal{G}$ be a group. We write $\mathcal{H} \leq \mathcal{G}$ if $\mathcal{H}$ is a subgroup of $\mathcal{G}$. If a subgroup $\mathcal{N}$ is normal in $\mathcal{G}$ we denote this by $\mathcal{N} \triangleleft \mathcal{G}$. For $\mathcal{H} \leq \mathcal{G}$ and $\mathcal{N} \triangleleft \mathcal{G}$ the group $\mathcal{G}$ is the semi-direct product $\mathcal{H} \ltimes \mathcal{N}$ iff $G = HN = \{hn : h \in H, n \in N\}$ and $H \cap N = \{0\}$.

The group $\text{Sym}(A)$ of all bijective functions on a set $A$ is the full symmetric group on $A$. A group $\mathcal{G}$ is called a permutation group if $\mathcal{G} \leq \text{Sym}(A)$ for some set $A$. For a permutation group $\mathcal{G} \leq \text{Sym}(A)$ and a subset $S$ of $A$ the subgroup of $\mathcal{G}$ consisting of all functions of $\mathcal{G}$ which fix $S$ element-wise is called the stabilizer of $S$ and is denoted by $\mathcal{G}_S$. If $S$ consists only of finitely many elements $x_1, \ldots, x_n \in A$ we write $\mathcal{G}_{x_1,\ldots,x_n}$ instead of $\mathcal{G}_{\{x_1,\ldots,x_n\}}$. For a function $f \in \text{Sym}(A)$ and sets of functions $S, T \subseteq \text{Sym}(A)$ we write $fS := \{fg : g \in S\}, SF := \{gf : g \in S\}$, and $ST := \{gh : g \in S, h \in T\}$.

A subset $S$ of $\text{Sym}(A)$ is closed with respect to the pointwise convergence topology iff for all $f \in \text{Sym}(A)$ such that for every finite subset $F \subseteq A$ there exists a function $g \in S$ such that
$g|_F = f|_F$ we have $f \in S$. A sequence $(f_n)_{n \geq 0}$ of functions in $\text{Sym}(A)$ is convergent if there exists a function $f \in \text{Sym}(A)$ such that for all $a \in A$ exists $N \geq 0$ such that for all $n > N$: $f_n(a) = f(a)$. The function $f$ is the limit of $(f_n)_{n \geq 0}$. Using this we have an equivalent definition of closedness: a subset $S$ of $\text{Sym}(A)$ is closed if and only if the limit of every convergent sequence of functions in $S$ lies in $S$. A permutation group $G \leq \text{Sym}(A)$ is closed if the set of its functions are closed in $\text{Sym}(A)$; this is the case if and only if it is the automorphism group of a structure with domain $A$.

Let $A$ be a set, let $G$ be a permutation group on $A$ and let $s = (s_1, \ldots, s_n) \in A^n$ for some $n \geq 1$. Then the orbit of $s$ is the set $G(s) := \{s^g : g \in G\}$, where $s^g := (s_1^g, \ldots, s_n^g)$. The group $G$ is oligomorphic iff for every $n \geq 1$ the set of orbits of $n$-tuples in $S^n$ is finite. We call countable structures with an oligomorphic automorphism group $\omega$-categorical; for countable structures this definition coincides with the standard model-theoretical definition (see for instance [15]). Note that the countably infinite vector space $V$ over any finite field $F$ is $\omega$-categorical, by its homogeneity and since any $n$-tuple of vectors is contained in an $n$-dimensional subspace of $V$, which has precisely $|F|^n$ elements. If $A$ is a first-order reduct of $\mathcal{V}$, then $\text{Aut}(A) \supseteq \text{Aut}(\mathcal{V})$, and thus $A$ is $\omega$-categorical as well. In general, for countable $\omega$-categorical structures $A, B$ on the same domain, $\text{Aut}(B) \supseteq \text{Aut}(A)$ if and only if $B$ is a reduct of $A$; in particular $\text{Aut}(A) = \text{Aut}(B)$ if and only if $A$ and $B$ are interdefinable. Hence, the reducts of $\mathcal{V}$, up to interdefinability, correspond precisely to the closed permutation groups containing $\text{Aut}(\mathcal{V})$.

2.3. Fields. The addition in a field $F$ shall be denoted by $+$, and the multiplication by $\cdot$; the neutral element of the addition will bear the symbol $0$, and the neutral element of the multiplicative group with domain $F^\times := F \setminus \{0\}$ the symbol $1$. For any two elements $a \in F$ and $b \in F^\times$ we write $\frac{a}{b} := a \cdot b^{-1}$, where $b^{-1}$ denotes the multiplicative inverse of $b$. For any prime number $p$ and $n \geq 1$, we denote the unique field with $p^n$ elements by $\mathbb{F}_p^n$.

2.4. Vector Spaces. Let $\mathcal{V}$ be a vector space over a field $F$. The symbol $0$ denotes the zero vector of $\mathcal{V}$, and for every $c \in F$ and every $v \in V$ we denote by $cv$ the product of $v$ with the scalar $c$. We write $-a$ for the additive inverse of any vector, and $a - b$ is short for $a + (-b)$. The linear closure of a set $S \subseteq V$ is denoted by $\langle S \rangle$. For finitely many vectors $v_1, \ldots, v_n \in V$ we write $\langle v_1, \ldots, v_n \rangle$ instead of $\langle \{v_1, \ldots, v_n\} \rangle$. A subset of $V$ is linearly independent if it is not contained in the linear closure of any proper subset, and a tuple of elements of $V$ is linearly independent if none of its component is contained in the linear closure of the other components. If $S = \langle S \rangle$, i.e., if $S$ is a subspace of $\mathcal{V}$, then we write $S \subseteq \mathcal{V}$. We denote the set of all subspaces of $\mathcal{V}$ by $\text{S}(\mathcal{V})$ and the set of all one-dimensional subspaces of $\mathcal{V}$ by $\text{S}_1(\mathcal{V})$. The dimension of a subspace $W \subseteq \mathcal{V}$ is denoted by $\dim W$. We define the dimension of a tuple $t$ as the dimension of the subspace spanned by its components. Furthermore, abusing notation we write $\langle t \rangle$ for the linear closure of the components of the tuple $t$, and set $\dim t := \dim \langle t \rangle$. For two subspaces $W, U \subseteq \mathcal{V}$ we denote the sum space by $W + U$, and similarly, we write $\sum_{i \in I} W_i$ for the sum space of an arbitrary family of subspaces $(W_i)_{i \in I}$ of $\mathcal{V}$.

An affine subspace of a vector space $\mathcal{V}$ is any subset $A$ of $\mathcal{V}$ such that for any $v \in A$ the set $A - v = \{a - v : a \in A\}$ is a subspace of $\mathcal{V}$. The dimension of an affine subspace of $\mathcal{V}$ is the dimension of the corresponding subspace of $\mathcal{V}$. For a set of vectors $S \subseteq V$ we write $\text{Aff}(S)$ for the affine closure of $S$ in $V$ which is the set of all affine combinations, i.e., all $\sum_{a \in S} c_a a$ such that almost all $c_a \in F$ are zero and the sum $\sum_{a \in S} c_a$ equals $1 \in F$. For finitely many $v_1, \ldots, v_n \in V$ we write $\text{Aff}(v_1, \ldots, v_n)$ instead of $\text{Aff}(\{v_1, \ldots, v_n\})$. We call any one-dimensional affine space, i.e., a set of the form $\text{Aff}(v, w)$ or $v + \langle w - v \rangle$ for some distinct vectors $v, w \in V$, an affine line. An affine mapping between affine subspaces is a mapping which preserves affine combinations. The set of all bijective affine mappings from $V$ to $V$ is denoted by $\text{AGL}(\mathcal{V})$.

We now fix the structure we consider in this article.
3. The closed supergroups of $\text{Aut}(V)$ fixing $0$

Throughout this section we denote by $\mathcal{G}$ a closed permutation group on $V$ such that
\[ \text{Aut}(V) \leq \mathcal{G} \leq \text{Sym}(V)_0. \]

Our goal in this section is to give a full description of the group $\mathcal{G}$. We start by examining the action of $\mathcal{G}$ on the set of equivalence classes of a suitable equivalence relation.

**Definition 3.1.** Let $\Gamma$ be a multiplicative subgroup of $\mathbb{F}_p^\times$. We define an equivalence relation $\sim_\Gamma$ on $V$ by setting for all $v, w \in V$:
\[ v \sim_\Gamma w \text{ iff for some } \lambda \in \Gamma: v = \lambda w. \]

We note that for all $\Gamma \leq \mathbb{F}_p^\times$:
- $\sim_\Gamma$ is an equivalence relation since $\Gamma$ is a group.
- For all $v \in V$ we have $[v]_{\sim_\Gamma} \subseteq \langle v \rangle$.
- The equivalence class of $0$ is $\{0\}$.

For $\mathcal{G}$ to act on the equivalence classes of $\sim_\Gamma$ it will be necessary that $\sim_\Gamma$ be $\mathcal{G}$-invariant, i.e., for every $g \in \mathcal{G}$ and for all $v, w \in V$ we have that $v \sim_\Gamma w$ implies $v^g \sim_\Gamma w^g$. The subgroup $\Gamma$ of $\mathbb{F}_p^\times$ needs to be of a specific form for this to be the case. We now define another equivalence relation $\sim_\mathcal{G}$ which will obviously be $\mathcal{G}$-invariant and then show that there is a group $\Gamma \leq \mathbb{F}_p^\times$ such that $\sim_\mathcal{G} = \sim_\Gamma$.

**Definition 3.2.** We define an equivalence relation $\sim_\mathcal{G}$ on $V$ by setting for all vectors $v, w \in V$:
\[ v \sim_\mathcal{G} w \text{ iff for all } g \in \mathcal{G}: \langle v^g \rangle = \langle w^g \rangle. \]

We note that:
- $\sim_\mathcal{G}$ is an equivalence relation, and it is invariant under $\mathcal{G}$ since $\mathcal{G}$ is a group.
- For all $v \in V$ we have $[v]_{\sim_\mathcal{G}} \subseteq \langle v \rangle$.
- The equivalence class of $0$ is $\{0\}$.

**Lemma 3.3.** There exists a group $\Gamma \leq \mathbb{F}_p^\times$ such that $\sim_\mathcal{G} = \sim_\Gamma$.

**Proof.** We fix an arbitrary vector $v \neq 0$ and consider the set
\[ M_v := \{ \lambda \in \mathbb{F}_p^\times : v \sim_\mathcal{G} \lambda v \}. \]

We claim that $M_v$ does not depend on $v$. This holds, as for any other vector $w \neq 0$ there exists an automorphism $\varphi$ of $V$ which maps $v$ to $w$. Therefore, $\lambda v \sim_\mathcal{G} v$ iff $\lambda w \sim_\mathcal{G} w$ because of the $\mathcal{G}$-invariance of $\sim_\mathcal{G}$.

Observe that $\Gamma := M_v$ contains $1 \in \mathbb{F}_p$ because $\sim_\mathcal{G}$ is reflexive. For any $\lambda \in \Gamma$ its inverse $\lambda^{-1}$ is also an element of $\Gamma$ since $\sim_\mathcal{G}$ is symmetric. Furthermore, $\Gamma$ is closed under multiplication due to $\sim_\mathcal{G}$ being transitive. This shows that $\Gamma$ is a subgroup of $\mathbb{F}_p^\times$. For all elements $\lambda \in \mathbb{F}_p^\times$ and for all vectors $v \in V \setminus \{0\}$ we have
\[ v \sim_\Gamma \lambda v \iff \lambda \in \Gamma \iff v \sim_\mathcal{G} \lambda v. \]

Any vector outside of $\langle v \rangle$ cannot be equivalent to $v$ under $\sim_\mathcal{G}$ or $\sim_\Gamma$, and we have already seen $[0]_{\sim_\mathcal{G}} = [0]_{\sim_\Gamma} = \{0\}$. This shows that $\sim_\mathcal{G}$ and $\sim_\Gamma$ coincide. \hfill \Box

For the rest of Chapter 3 we fix a group $\Gamma \leq \mathbb{F}_p^\times$ as in the conclusion of Lemma 3.3. We will denote the equivalence relation $\sim_\mathcal{G} = \sim_\Gamma$ by $\sim$. In the case $\Gamma = \mathbb{F}_p^\times$ we will distinguish two cases, namely whether or not $\mathcal{G}$ maps two-dimensional subspaces of $V$ to two-dimensional subspaces $V$. The former will be discussed in Section 3.1, the latter will be considered together with the remaining case where $\Gamma \leq \mathbb{F}_p^\times$ in Section 3.2.
3.1. The case where $\mathcal{G}$ preserves projective lines. In this section we will assume that $\Gamma$ is equal to $\mathbb{F}_p^\times$ and that $\mathcal{G}$ preserves projective lines. Since for all $v \in V \setminus \{0\}$ the equivalence class $[v]_{\sim}$ is equal to the linear closure of $v$ without $0$ and since the group $\mathcal{G}$ fixes $0$, the action of $\mathcal{G}$ on the $\sim$-equivalence classes is isomorphic to its action on the set $S_1(V)$ of one-dimensional subspaces of $V$. It will follow that in this case the action of $\mathcal{G}$ on $S_1(V)$ is the same as the action of $\text{Aut}(V)$ thereon.

**Definition 3.4.** Let $W$ be a vector space and let $g: S_1(W) \to S_1(W)$ preserves projective lines if and only if for all $L_0, L_1, L_2 \in S_1(W)$ we have

$$L_0 \subseteq L_1 + L_2 \iff L_0^g \subseteq L_1^g + L_2^g.$$  

A group $\mathcal{H} \leq \text{Sym}(S_1(W))$ preserves projective lines iff all of its elements do.

Let $W$ be a vector space and let $g: S_1(W) \to S_1(W)$ be a bijection which preserves projective lines. Given a two-dimensional subspace $P \subseteq W$, there are $L_1, L_2 \in S_1(W)$ such that $P = L_1 + L_2$, thus by (1) every one-dimensional subspace $L_0 \subseteq P$ of $W$ is mapped into $L_1^g + L_2^g$ by $g$ which, since $g$ is bijective on $S_1(W)$, is a two-dimensional subspace. For any $L \in S_1(W)$ such that $L \subseteq L_1^g + L_2^g$ we have $L^{g^{-1}} \subseteq L_1 + L_2 = P$. Therefore we obtain

$$\bigcup \{L^g : L \leq P \wedge L \in S_1(W)\} = L_1^g + L_2^g.$$  

In particular, $g$ maps the set of one-dimensional subspaces of a given two-dimensional subspace of $W$ (a “projective line”) onto a set of the same form.

When we say that $\mathcal{G}$ preserves projective lines we indicate that the action of $\mathcal{G}$ on $S_1(V)$ preserves projective lines. The following consequence of the Fundamental Theorem of Projective Geometry is a slight generalisation of Section 2.10 of [3, p.87ff] from finite-dimensional to countably infinite-dimensional vector spaces, and follows from the statement there by a straightforward induction.

**Theorem 3.5.** Let $g \in \text{Sym}(S_1(V))$ preserve projective lines. Then there exists a bijective linear function $\varphi: V \to V$ such that the action of $\varphi$ on $S_1(V)$ is $g$.

Consequently, we have the following.

**Proposition 3.6.** Let $\mathcal{G}$ be a closed supergroup of $\text{Aut}(V)$ fixing $0$ which acts on $S_1(V)$ and preserves projective lines. Then $\mathcal{G}$ acts on $S_1(V)$ like $\text{Aut}(V)$, i.e., the permutations on $S_1(V)$ obtained from the former action are precisely those of the latter.

3.2. The remaining cases for $\mathcal{G} \leq \text{Sym}(V)_0$. We now consider the cases where we are not helped by the projective geometry being preserved, namely

- $\Gamma = \mathbb{F}_p^\times$ and the action of $\mathcal{G}$ on $S_1(V)$ does not preserve projective lines, or
- $\Gamma \leq \mathbb{F}_p^\times$ (and hence $\mathcal{G}$ does not act on $S_1(V)$ at all).

Our goal is to show that under these assumptions $\mathcal{G}$ acts on the set of those $\sim$-equivalence classes which are not $\{0\}$ as the full symmetric group.

**Proposition 3.7.** Assume that one of the following conditions holds.

- $\Gamma = \mathbb{F}_p^\times$ and the action of $\mathcal{G}$ on $S_1(V)$ does not preserve projective lines, or
- $\Gamma \leq \mathbb{F}_p^\times$.

Then $\mathcal{G}$ acts as the full symmetric group on $(V \setminus \{0\})/_\sim$.

The proof is split into the following three steps:

1. every tuple of vectors of $V \setminus \{0\}$ can be mapped into a “sufficiently small” subspace of $V$ by an element of $\mathcal{G}$;
2. $\mathcal{G}$ acts transitively on arbitrary large tuples of non-equivalent elements of $V \setminus \{0\}$;
3. $\mathcal{G}$ acts on $(V \setminus \{0\})/_\sim$ as a closed permutation group.
From (ii) and (iii) it immediately follows that \( \mathcal{G} \) acts on \( (V \setminus \{0\})_{\sim} \) as the full symmetric group.

The first step (i) will carry most of the weight. The second step (ii) will follow quite easily from (i). Item (iii) does not depend on (i) and (ii) and it is a straightforward consequence of the fact that all \( \sim \)-equivalence classes are finite. We start with a few basic observations for stabilizers of \( \mathcal{G} \).

**Lemma 3.8.** Let \( S \) be a finite subset of \( V \). Then for all \( v \in V \) the following are equivalent:

1. \( G_S(v) \) is infinite.
2. \( G_S(v) \) contains some vector \( u \notin \langle S \rangle \).
3. \( G_S(v) \supseteq V \setminus \langle S \rangle \).

**Proof.** Let \( v \in V \) be given.

1. \( \Rightarrow \) 2: Assume \( G_S(v) \) to be infinite. Since \( \langle S \rangle \) is finite \( G_S(v) \) has to contain some element outside of \( \langle S \rangle \).

2. \( \Rightarrow \) 3: Already \( \text{Aut}(V) \) acts transitively on the elements of \( V \setminus \langle S \rangle \). Since there exists a vector in \( G_S(v) \) which lies in \( V \setminus \langle S \rangle \), any element outside of \( \langle S \rangle \) is also an element of \( G_S(v) \).

3. \( \Rightarrow \) 1: Since \( V \setminus \langle S \rangle \) is infinite, so is \( G_S(v) \).

\( \square \)

**Lemma 3.9.** Let \( S \) be a subset of \( V \setminus \{0\} \). Then for all \( v \in V \) and all \( g \in G \) the following holds:

1. \( g^{-1}G_Sg = G_{S^g} \).
2. \( G_S(v)^g = G_{S^g}(v^g) \).
3. \( |G_S(v)| = \infty \iff |G_{S^g}(v^g)| = \infty \).

**Proof.** Let \( v \in V \) and \( g \in G \) be given. If \( h \in G_S \) then \( g^{-1}hg \) fixes every element \( s^g \in S^g \) since \( s^g(g^{-1}hg) = h^g = s^g \). For the same reason if \( f \in G_{S^g} \), then \( gfg^{-1} \) fixes \( S \) element-wise. This proves (1).

For (2) we consider \( G_S(v)^g \) which is equal to:

\[
\{v^h : h \in G_S\}^g = \{v^{gfg^{-1}} : f \in G_{S^g}\}^g
= \{(v^g)^f : f \in G_{S^g}\}^{g^{-1}g} = G_{S^g}(v^g).
\]

Finally (3) follows immediately from (2).

\( \square \)

**Definition 3.10.** Let \( S \subseteq V \setminus \{0\} \), and let \( k \geq 1 \). Then \( A_k(S) \) is defined as the set of vectors \( v \in V \) for which the set \( \{v\} \cup S \) can be mapped into a \( k \)-dimensional subspace of \( V \) by an element of \( \mathcal{G} \).

Note that for any set \( S \subseteq V \setminus \{0\} \) and any \( k \geq 1 \), we have \( A_k(S) \neq \emptyset \) if and only if \( S \) can be mapped into a \( k \)-dimensional subspace of \( V \) by an element of \( \mathcal{G} \); in that case, \( A_k(S) \) contains \( 0 \).

**Lemma 3.11.** Let \( S \) be a subset of \( V \setminus \{0\} \), and let \( k \geq 1 \). Then we have:

1. For all \( g \in G \) we have \( A_k(S) = A_k(S^g)^{g^{-1}} \).
2. For all \( M \supseteq S \) we have \( A_k(S) \supseteq A_k(M) \) (antitonicity).
3. For all \( v \in A_k(S) \) we have \( G_S(v) \subseteq A_k(S) \).

**Proof.** (1): Let \( g \in G \), and \( v \in V \). Then clearly \( \{v\} \cup S \) can be mapped into a \( k \)-dimensional subspace by an element of \( \mathcal{G} \) iff \( \{v^g\} \cup S^g \) can be mapped into a \( k \)-dimensional subspace by an element of \( \mathcal{G} \). The equality \( A_k(S) = A_k(S^g)^{g^{-1}} \) follows.

(2): Let \( M \supseteq S \) be given. For any \( v \in V \) if the set \( \{v\} \cup M \) can be mapped into some other given set by a function, then so can any subset of \( \{v\} \cup M \) by the same function. In particular this is the case for \( \{v\} \cup S \).

(3): Let \( v \) be an element of \( A_k(S) \). Any element \( w \) in \( G_S(v) \) can be mapped to \( v \) by some function of \( G_S \). Therefore, since \( \{v\} \cup S \) can be mapped into a \( k \)-dimensional subspace by an element of \( \mathcal{G} \), so can \( \{w\} \cup S \).

\( \square \)

We now show that the set \( A_k(S) \) has always one of three shapes.
Lemma 3.12. Let $S$ be a subset of $V \setminus \{0\}$, and let $k \geq 1$. Then exactly one of the following holds:

1. $A_k(S) = \emptyset$.
2. There exists a $k$-dimensional subspace $W$ of $V$ and a $g \in G$ such that $A_k(S) = W^g$.
3. $A_k(S) = V$.

Proof. For $S = \emptyset$ the set $A_k(S)$ is equal to $V$, thus let $S \neq \emptyset$. If $S$ cannot be mapped into a $k$-dimensional subspace of $V$ by any element of $G$, then $A_k(S) = \emptyset$ which is the case (1). Otherwise clearly $S \subseteq A_k(S)$.

Let $g \in G$ be a function which maps $S$ into a $k$-dimensional subspace $W$ of $V$. By Lemma 3.11 (1) it suffices to prove the statement for $A_k(S^g)$. The subspace $W$ is contained in $A_k(S^g)$. If $A_k(S^g) = W$, then case (2) follows. Otherwise there is an element $w \in A_k(S^g) \setminus W$. We show that from this $A_k(S^g) = V$, i.e., case (3), follows.

Since $S^g \subseteq W$ the element $w$ cannot lie in $S^g$, thus by Lemma 3.8 the set $G_{S^g}(w)$ contains $V \setminus W$. By applying Lemma 3.11 (3) we obtain $V \setminus W \subseteq A_k(S^g)$ and (3) follows. \qed

Note that it is a fairly easy consequence of Proposition 3.7 that case (2) can hold for $S \subseteq V \setminus \{0\}$ and $k \geq 1$ only if the number of non-equivalent elements in $S$ is equal to the number of non-equivalent elements in a $k$-dimensional subspace of $V$ minus one.

We call cases (1) and (3) in Lemma 3.12 trivial. Some of the following properties are also true for the trivial cases but are so obviously and are of no significance for us.

Lemma 3.13. Let $S \subseteq V \setminus \{0\}$ and let $k \geq 1$. Assume that $A_k(S)$ is nontrivial. Then:

1. $S \subseteq \bigcup_{s \in S} [s] \subseteq A_k(S) \subseteq \langle S \rangle$.
2. $A_k(A_k(S)) = A_k(S)$.
3. For all $g \in G$: if $S^g \subseteq A_k(S)$, then $A_k(S) = A_k(S^g) (= A_k(S^g))$.

Proof. We prove (1). The first inclusion is trivial. Let $g \in G$ such that $g$ maps $S$ into a $k$-dimensional subspace $W$. Then $g\left(\bigcup_{s \in S} [s] \right) \subseteq W$. We show the last inclusion, $A_k(S) \subseteq \langle S \rangle$, by contradiction. Suppose there exists an element $v \in A_k(S)$ which lies outside of $\langle S \rangle$. By Lemma 3.8 we know that $|G_{S^g}(v)| = \infty$ and by Lemma 3.11 and Lemma 3.12 we obtain that $A_k(S)$ equals $V$. This contradicts the non-triviality of $A_k(S)$, whence $A_k(S) \subseteq \langle S \rangle$.

(2): The inclusion $A_k(S) \subseteq A_k(A_k(S))$ follows from (1). The other inclusion follows because of antitonicity.

(3): Let $g \in G$ be given. If $S^g \subseteq A_k(S)$ we obtain, by antitonicity, that

$$A_k(S^g) \supseteq A_k(A_k(S)) \overset{(2)}{=} A_k(S).$$

Lemma 3.11 (1) implies that $A_k(S^g) = A_k(S^g) = A_k(S)$ and $A_k(S) = A_k(S^g) = A_k(S)^g$. \qed

The following corollary states that, if we assume that $S$ is a linearly independent subset of $V$, then the set $A_k(S)$ always contains specific linear combinations.

Corollary 3.14. Let $S$ be a linearly independent subset of $V$, let $k, n \geq 1$, and let $(x_1, \ldots, x_n)$ and $(y_1, \ldots, y_n)$ be linearly independent tuples of elements of $A_k(S)$. Then for all $\lambda_1, \ldots, \lambda_n \in \mathbb{F}_p$ the following holds:

$$
\sum_{i=1}^{n} \lambda_i x_i \in A_k(S) \iff \sum_{i=1}^{n} \lambda_i y_i \in A_k(S).
$$

Proof. In the cases of $A_k(S) = V$ and $A_k(S) = \emptyset$ this is trivially true. We assume otherwise. Since $\{x_1, \ldots, x_n\} \subseteq A_k(S) \subseteq \langle S \rangle$ and $(x_1, \ldots, x_n)$ is linearly independent we have $\dim \langle S \rangle \geq n$. Since $A_k(S)$ is nontrivial, it follows that $S \subseteq A_k(S)$ must be finite. Let $a_1, \ldots, a_m$ be an enumeration of $S$. Then we can find $x_{n+1}, \ldots, x_m, y_{n+1}, \ldots, y_m \in S$ such that $\{x_1, \ldots, x_m\}$ and $\{y_1, \ldots, y_m\}$ are
Lemma 3.15. Let $S \subseteq V$ be linearly independent and let $k \geq 1$. Suppose that $A_k(S)$ is non-trivial. Then for all $v \in A_k(S) \setminus \{0\}$:

$$\forall \lambda \in \mathbb{F}_p^* : \lambda v \in A_k(S) \iff \lambda \in \Gamma.$$  

**Proof.** Let $v \in A_k(S) \setminus \{0\}$ be given. If $v \in \langle S \rangle \setminus \{0\}$, then there exists $v \in \text{Aut}(V)$ and $w \in S$ such that $S^w = S \setminus \{w\} \cup \{v\}$. By Lemma 3.13 (3) we obtain $A_k(S^w) = A_k(S)$. Therefore we can assume without loss of generality that $v \in S$.

The implication from right to left of (3) has already been shown in Lemma 3.13 (1). For the other implication let us assume that $\lambda v \in A_k(S)$. Since $\lambda \notin \Gamma$ there exists $h \in G$ such that $\langle (\lambda v)^h \rangle \neq \langle v^h \rangle$. Since the dimension of $V$ is infinite, there is a set $M \subseteq V$ of size $|S| - 1$ such that both $M^h \cup \{v^h, (\lambda v)^h\}$ and $M \cup \{v\}$ are linearly independent. There exists $\varphi \in \text{Aut}(V)$ such that $S^\varphi = M \cup \{v\}$ and such that $\varphi^w = v$. Then $\langle (S \cup \{v\})^{\varphi^w} \rangle$ is a $|S| - 1$-dimensional subspace of $V$. Now $\lambda v \in A_k(S)$ implies $(S \cup \{v\})^{\varphi^w} \subseteq A_k(S^{\varphi^w})$ which is itself contained in $\langle S^{\varphi^w} \rangle$ by Lemma 3.13 (1). The dimension of $\langle S^{\varphi^w} \rangle$ is at most $|S|$, thus this is a contradiction.

We will need the following well-known fact which states that the affine subspaces of a vector space are precisely those subsets which are closed under the construction of affine lines, if the underlying field is not $\mathbb{F}_2$.

**Proposition 3.16.** Let $W$ be a vector space over a field different from $\mathbb{F}_2$. Let $A$ be a non-empty subset of $W$ such that for all distinct $x, y \in A$ also $\text{Aff}(x, y) \subseteq A$. Then $A$ is an affine subspace of $V$.

If $S$ is a linearly independent subset of $V$ we use Proposition 3.16 to show that if $A_k(S)$ contains an affine line not containing $0$, then it contains certain affine spaces.

**Lemma 3.17.** Let $S \subseteq V$ be linearly independent. Let us assume that $A_k(S)$ contains an affine line not containing $0$. Then for all $n \geq 1$ and any set $\{a_1, \ldots, a_n\} \subseteq A_k(S)$ of pairwise linearly independent elements, $A_k(S)$ contains the affine subspace $\text{Aff}(a_1, \ldots, a_n)$ of $V$.

**Proof.** Let a set of pairwise linearly independent elements $\{a_1, \ldots, a_n\} \subseteq A_k(S)$ be given. By Proposition 3.16 it suffices to show that for all distinct $1 \leq i, j \leq n$ we have that the affine line $\text{Aff}(a_i, a_j)$ is contained in $A_k(S)$.

By assumption there exist distinct $v, w \in V$ such that the affine line $\text{Aff}(v, w)$ is contained in $A_k(S)$ and $0 \notin \text{Aff}(v, w)$. Since $\text{Aff}(v, w)$ does not contain $0$ the set $\{v, w\}$ is linearly independent. Therefore, for all $\lambda \in \mathbb{F}_p$, the linear combination $\lambda v + (1 - \lambda)w$ is an element of $A_k(S)$, and by applying Lemma 3.14 to the tuples $(v, w)$ and $(a_i, a_j)$ we obtain that every affine combination $\lambda a_i + (1 - \lambda)a_j$ is also an element of $A_k(S)$. By Proposition 3.16 we have $\text{Aff}(a_1, \ldots, a_n) \subseteq A_k(S)$. 

The pairwise linear independence of the set \( \{a_1, \ldots, a_n\} \) in Lemma 3.17 is necessary. In particular, for a linearly independent set \( S \subseteq V \) it does not hold in general that \( A_k(S) \) is an affine subspace of \( V \). Since \( A_k(S) \) contains \( 0 \), if \( A_k(S) \) was an affine subspace of \( V \), it would also be a subspace of the vector space \( V \). For \( \Gamma \not\subseteq \mathbb{F}_p^\times \) this contradicts Lemma 3.15.

The following lemma gives a sufficient condition for \( A_k(S) \) containing an affine line not containing \( 0 \).

**Lemma 3.18.** Let \( S \subseteq V \) be linearly independent and let \( k \geq 1 \). Assume that \( (a_1, \ldots, a_n) \) is linearly independent and such that \( A_k(S) \) contains \( a_1, \ldots, a_n \) as well as a vector \( v = \lambda_1 a_1 + \cdots + \lambda_n a_n \) with:

- **not all coefficients** \( \lambda_1, \ldots, \lambda_n \) are the same,
- **at least three coefficients** are not equal to zero.

Then \( A_k(S) \) contains an affine line not containing \( 0 \).

**Proof.** Without loss of generality we assume that \( \lambda_1 \neq \lambda_2 \), and define \( \lambda := \lambda_1 - \lambda_2 \neq 0 \). We apply Corollary 3.14 to the tuples \( (a_1, a_2, a_3, \ldots, a_n) \) and \( (a_2, a_1, a_3, \ldots, a_n) \) and we obtain that \( v' \in A_k(S) \) where

\[
v' = \lambda_1 a_2 + \lambda_2 a_1 + \sum_{k=3}^{n} \lambda_k a_k
= \sum_{k=1}^{n} \lambda_k a_k + \lambda (a_2 - a_1) = v + \lambda (a_2 - a_1).
\]

Since \( v \) as a linear combination of \( a_1, \ldots, a_n \) has at least three coefficients not equal to zero, the set \( \{v, a_1, a_2\} \) is linearly independent. Thus the set \( \{v', a_1, a_2\} \) is linearly independent as well. By reapplying Corollary 3.14 to the tuples \( (v, a_2, a_1) \) and \( (v', a_2, a_1) \) we obtain

\[
v + \lambda (a_2 - a_1) = v' \in A_k(S)
\]

\[
\implies v' + \lambda(a_2 - a_1) =: v'' \in A_k(S).
\]

On the other hand \( v'' \) is equal to \( v + 2\lambda(a_2 - a_1) \). We continue in this fashion and eventually obtain that \( v + \mu \lambda (a_2 - a_1) \in A_k(S) \) for all \( \mu \in \mathbb{F}_p \). Since \( \lambda \neq 0 \) we obtain

\[
L := \{v + \mu (a_2 - a_1) : \mu \in \mathbb{F}_p\} \subseteq A_k(S).
\]

The set \( \{v, a_2, a_1\} \) is linearly independent, hence the affine line \( L \) does not contain \( 0 \). \( \square \)

We remark that the proof of Lemma 3.18 relies heavily on \( \mathbb{F}_p \) being a prime field, since any non-prime field is not generated by \( 1 \) and the addition. The next lemma states that it is sufficient to consider linearly independent tuples in Step (i) from the beginning of Section 3.2.

**Lemma 3.19.** Let \( n, k \geq 1 \). If some linearly independent \( n \)-tuple can be mapped into a \( k \)-dimensional subspace of \( V \) by an element of \( G \), then every \( n \)-tuple can be mapped into a \( k \)-dimensional subspace of \( V \) by an element of \( G \).

**Proof.** We fix an arbitrary \( k \geq 1 \) and prove this statement via induction over \( n \). The base case \( n = 1 \) is obvious. For the induction step we assume the statement holds for \( n \) and show it also holds for \( n + 1 \).

Assume there exists a linearly independent tuple \( x \) of size \( n + 1 \) which can be mapped into a \( k \)-dimensional subspace of \( V \). Every linearly independent tuple of size \( n + 1 \) can be mapped to \( x \) via an automorphism of \( V \). Therefore we only have to consider linearly dependent tuples.

Let a tuple \( t = (t_1, \ldots, t_{n+1}) \) of dimension smaller than \( n + 1 \) be given. The tuple \( t \) has at least one component which is a linear combination of all other components of \( t \). Without loss of generality let \( t_{n+1} \) be such a component. By the induction hypothesis the initial segment \( \tilde{t} = (t_1, \ldots, t_n) \) of \( t \) can be mapped into a \( k \)-dimensional subspace \( W \) of \( V \) by some \( g \in G \). Moreover, \( \langle \tilde{t} \rangle \) is a subset of
$W$, thus if $t^g_{n+1} \in \langle \tilde{t}^g \rangle$, then $t^g_{n+1} \in W$ and we are done. Assume otherwise, i.e., $t^g_{n+1} \not\in \langle \tilde{t}^g \rangle$. In that case, by Lemma 3.8 we obtain $|G_{\{t_1, \ldots, t_n\}}(t^g_{n+1})| = \infty$, whence $|G_{\{t_1, \ldots, t_n\}}(t_{n+1})| = \infty$ by Lemma 3.9 (3). Therefore there exists $h \in G_{\{t_1, \ldots, t_n\}}$ such that $t^h_{n+1} \not\in \langle \{t_1, \ldots, t_n\} \rangle$, hence $\dim t^h = 1 + \dim t$.

If $t^h$ is linearly independent, we are done. Otherwise the size of $t^h$ is still $n+1$ and $\dim t^h < n+1$, thus we can repeat this process. Eventually we end with an element $g \in G$ such that $t^g$ is linearly independent. By assumption $t^g$ can be mapped into a $k$-dimensional subspace of $V$ by an element of $G$, whence so can $t$.

Let $S \subseteq V \setminus \{0\}$ be of size $n \geq 1$. We want to map $S$ into a sufficiently small subspace of $V$ by an element of $G$. Since $G$ preserves $\sim$-equivalence classes and $S$ might contain non-equivalent elements, such a subspace of $V$ has to contain at least $n|\Gamma|$ elements. As it turns out for the sake of induction it will be convenient to have the subspace contain one additional equivalence class. This means $|\Gamma| + 1$ additional elements. Since every subspace of $V$ also contains $0$, this sums up to at least $n|\Gamma| + |\Gamma| + 1$ elements. For any $k \geq 0$, a $k$-dimensional subspace of $V$ contains $p^k$ elements. Therefore the following inequalities have to hold:

\[(n+1)|\Gamma| + 1 \leq p^k \iff n \leq \frac{p^k - 1}{|\Gamma|} - 1.\]

(4)

Since $|\Gamma|$ divides $p-1$ it also divides $p^k - 1$, thus the right-hand side of (4) is always a natural number.

**Lemma 3.20.** Assume that one of the following conditions holds.

1. $\Gamma = \mathbb{F}_p^\times$, and the action of $G$ on $S_1(V)$ does not preserve projective lines, or
2. $\Gamma \subseteq \mathbb{F}_p^\times$.

Then for all $n \geq 3$ and all $k \geq 2$ satisfying (4), every $n$-tuple of elements in $V \setminus \{0\}$ can be mapped into a $k$-dimensional subspace of $V$ by an element of $G$.

**Proof.** We proof this by induction over $n$. For the proof assume $k$ to be the smallest natural number which is at least 2 such that (4) holds. For the base case, $n = 3$, we have to distinguish whether the assumption (1) or (2) holds.

**Case 1:** We assume that (1) holds. The inequality (4) holds for $n = 3$ and $k = 2$. Thus we have to show the statement for $k = 2$. There exists a function $g \in G$ whose action on $S_1(V)$ does not preserve projective lines. Thus there exist distinct one-dimensional subspaces $L_0 \subseteq L_1 + L_2$ of $V$ such that $L_0^g \not\subseteq L_1^g + L_2^g$. There are vectors $v_0, v_1, v_2 \in L_1 + L_2$ such that $\langle v_i \rangle = L_i$, for $i = 0, 1, 2$. The tuple $(v_0^g, v_1^g, v_2^g)$ is linearly independent and mapped by $g^{-1}$ into the two-dimensional subspace $L_1 + L_2$ of $V$. By Lemma 3.19 we are done.

**Case 2:** We assume that (2) holds. Again $k = 2$ since the right-hand side of (4) only increases with smaller $\Gamma$. Moreover, because $\Gamma \not\subseteq \mathbb{F}_p^\times$, there are at least two elements $v, w \in V$ which lie in the same one-dimensional subspace of $V$ and are split by some $g \in G$, i.e., $\langle v \rangle = \langle w \rangle$ and $\dim \langle \{v^g, w^g\} \rangle = 2$. We now choose a vector $u \not\in \langle \{v^g, w^g\} \rangle$. Then $\langle v^g, w^g, u \rangle$ is a linearly independent triple, which is mapped by $g^{-1}$ into the at most two-dimensional subspace $\langle \{v^{g^{-1}}, v, w\} \rangle$ of $V$. Again by Lemma 3.19 we are done.

This concludes the base case. The right-hand side of (4) is strictly increasing in $k$. Therefore if in the induction step $n$ increases to $n + 1$ and (4) does not hold for $n + 1$ and $k$ anymore, then it has to hold again for $n + 1$ and $k + 1$. In the base case $n = 3$ and $k = 2$, thus $n > k$ in every step of the induction.

We assume we have already shown that every $n$-tuple can be mapped into a $k$-dimensional subspace of $V$ by an element of $G$. 


If
\[ n + 1 > \frac{p^k - 1}{|\Gamma|} - 1, \]
then we are done. This is because given an \((n + 1)\)-tuple \(t\), the \(n\)-tuple obtained by removing one component of \(t\) can be mapped into a \(k\)-dimensional subspace of \(V\) by some \(g \in G\) by our induction hypothesis. Therefore the \((n + 1)\)-tuple \(t\) is mapped by \(g\) into a subspace of \(V\) of dimension at most \(k + 1\).

Thus for the rest of the proof we assume
\[ n + 1 \leq \frac{p^k - 1}{|\Gamma|} - 1 \iff n|\Gamma| + 2|\Gamma| \leq p^k - 1. \]

By Lemma 3.19 it suffices to find one linearly independent \((n + 1)\)-tuple which is mapped into a \(k\)-dimensional subspace of \(V\) by some element of \(G\). Let \(t = (t_1, \ldots, t_{n+1}) \in V^{n+1}\) be a linearly independent tuple, and let \(\tilde{t} := (t_1, \ldots, t_n)\). If \(A_k(\{t_1, \ldots, t_n\}) = V\), then we are done.

Striving for a contradiction, suppose \(A_k(\{t_1, \ldots, t_n\}) \neq V\). By the induction hypothesis \(\tilde{t}\) can be mapped into a \(k\)-dimensional subspace \(M\) of \(V\) by some \(h \in G\), whence \(A_k(\{t_1, \ldots, t_n\}) \neq \emptyset\). By Lemma 3.12 there exists \(g \in G\) and a \(k\)-dimensional subspace \(W\) of \(V\) such that \(A_k(\{t_1, \ldots, t_n\}) = W^g\). We want to apply Lemma 3.18. The tuple \(\tilde{t}\) is linearly independent, hence so is \(t\).

**Claim:** \(A_k(\{t_1, \ldots, t_n\})\) contains at least one element \(v\) and a linearly independent set \(\{a_1, \ldots, a_n\}\) of size \(n\) such that for some \(\lambda_1, \ldots, \lambda_n \in F\) we have \(v = \lambda_1 a_1 + \cdots + \lambda_n a_n\) and

- not all coefficients \(\lambda_1, \ldots, \lambda_n\) are the same,
- at least three of them are non-zero.

From the inequality (5) we obtain that \(M\) contains two “extra” equivalence classes, i.e., when \(\tilde{t}\) is mapped into the \(k\)-dimensional subspace \(M \leq V\) by \(h\), there exist two non-equivalent vectors \(v, w \neq 0\) such that \([v^h] = [w^h]\) are contained in \(M\) but \(t_1^h, \ldots, t_n^h\) are neither elements of \([v^h]\) nor of \([w^h]\). In particular, \(v, w\) are in \(A_k(\{t_1, \ldots, t_n\}) \subseteq \langle \{t_1, \ldots, t_n\} \rangle\) and non-equivalent to any component of \(\tilde{t}\).

Thus, there exist coefficients \(\lambda_1, \ldots, \lambda_n \in \mathbb{F}_p\) and \(\mu_1, \ldots, \mu_n \in \mathbb{F}_p\) such that \(v = \lambda_1 t_1 + \cdots + \lambda_n t_n\) and \(w = \mu_1 t_1 + \cdots + \mu_n t_n\). By Lemma 3.15 at least two coefficients of each of these linear combinations have to be non-zero. By the same lemma \(\langle v \rangle \neq \langle w \rangle\), thus at least one set of coefficients cannot be all the same. Without loss of generality assume that \(\lambda_1, \ldots, \lambda_n\) are not all equal. If more than three of these coefficients are not equal to zero we are done. Otherwise without loss of generality \(\lambda_3 = \cdots = \lambda_n = 0\), hence
\[ v = \lambda_1 t_1 + \lambda_2 t_2, \text{ with } \lambda_1, \lambda_2 \neq 0. \]

We apply Corollary 3.14 to the tuples \((t_1, t_2)\) and \((t_3, t_2)\). We obtain that \(u := \lambda_1 t_3 + \lambda_2 t_2\) is an element of \(A_k(\{t_1, \ldots, t_n\})\) too. By combining the two equations we obtain
\[ v = \lambda_1 t_1 + (u - \lambda_1 t_3). \]

The set \(\{t_1, u, t_3, t_4, \ldots, t_n\}\) is linearly independent and \(v\) as a linear combination of these vectors has three coefficients which are not zero. The coefficients are not all equal since \(\text{char } \mathbb{F}_p \neq 2\). This shows our claim.

We are finally able to apply Lemma 3.18, which tells us that \(A_k(\{t_1, \ldots, t_n\})\) contains an affine line not containing \(0\). Moreover, by applying Lemma 3.17 to the linearly independent set \(\{t_1, \ldots, t_n\}\) we obtain that \(\text{Aff}(\{t_1, \ldots, t_n\})\) is contained in \(A_k(\{t_1, \ldots, t_n\})\).

We distinguish two cases:

**Case 1:** \(\Gamma = \{1\}\): In this case the \(\sim\)-equivalence class of any \(v \in V\) contains only \(v\). Together with Lemma 3.15 this implies that for any \(v \in A_k(\{t_1, \ldots, t_n\})\) the vector \(\lambda v\) is an element of
$A_k(t_1, \ldots, t_n)$ iff $\lambda$ is either 1 or 0. Furthermore since $\{t_1, \ldots, t_n\} = \bigcup_{v \in \text{Aff}(t_1, \ldots, t_n)} \langle v \rangle$ and $A_k(t_1, \ldots, t_n) \subseteq \{t_1, \ldots, t_n\}$, the set $A_k(t_1, \ldots, t_n)$ is equal to $\text{Aff}(t_1, \ldots, t_n) \cup \{0\}$.

By Lemma 3.12 the set $A_k(t_1, \ldots, t_n)$ contains $p^k$ elements. The set $\text{Aff}(t_1, \ldots, t_n) \cup \{0\}$ contains $p^{(n-1)} + 1$ elements. This is a contradiction.

**Case 2:** $\{1\} \leq \Gamma$: Since $\text{Aff}(t_1, \ldots, t_n)$ does not contain 0, it contains pairwise linearly independent elements. By Lemma 3.15 for any element $v \in A_k(t_1, \ldots, t_n)$ and any element $\lambda \in \Gamma$ also $\lambda v \in A_k(t_1, \ldots, t_n)$. We choose an arbitrary $\lambda \in \Gamma \setminus \{1\}$. Now $\text{Aff}(t_1, \ldots, t_n) \setminus \{t_1\} \cup \{\lambda t_1\}$ is pairwise linearly independent, thus its affine closure is contained in $A_k(t_1, \ldots, t_n)$. We have

$$\text{Aff}(\text{Aff}(t_1, \ldots, t_n) \setminus \{t_1\}) = \text{Aff}(t_1, \ldots, t_n).$$

Therefore $\text{Aff}(\text{Aff}(t_1, \ldots, t_n) \setminus \{t_1\}) \cup \{\lambda t_1\}$ is an affine subspace of $V$ which contains $t_1$ and $\lambda t_1$ and in particular 0. Hence it is a subspace of $V$ and we obtain $\langle \{t_1, \ldots, t_n\} \rangle \subseteq A_k(t_1, \ldots, t_n) \subseteq \langle \{t_1, \ldots, t_n\} \rangle$. The set $\{t_1, \ldots, t_n\}$ contains $p^n$ elements, while the cardinality of $A_k(t_1, \ldots, t_n)$ is $p^k$, which contradicts $n > k$.

This concludes Step (i) from the beginning of Section 3.2. The next step is to show that $G$ acts transitively on arbitrary large tuples of non-equivalent elements of $V \setminus \{0\}$. To show this we restrict Lemma 3.20 to tuples containing non-equivalent elements such that the tuples are of specific but still strictly increasing sizes.

**Corollary 3.21.** Under the assumptions of Lemma 3.20, for all $k \geq 2$ every tuple $t$ which contains exactly $\frac{p^k - 1}{|\Gamma|} - 1$ non-equivalent non-zero elements of $V$ can be mapped into a $k$-dimensional subspace $W$ of $V$ by an element $g$ of $G$. There is exactly one equivalence class $[v]_{\sim}$ in $W \setminus \{0\}$ which is different from $[x^\theta]_{\sim}$ for all components $x$ of $t$.

**Lemma 3.22.** Assume that one of the following conditions holds.

1. $\Gamma = \mathbb{F}_p^k$ and the action of $G$ on $S_1(V)$ does not preserve projective lines, or
2. $\Gamma \leq \mathbb{F}_p^k$.

Then for every $n \geq 1$ the group $G$ acts $n$-transitively on $(V \setminus \{0\})_{/\sim}$.

**Proof.** For every $k > 2$ we define

$$n_k := \frac{p^k - 1}{|\Gamma|} - 1.$$

Since $(n_k)_{k>2}$ is a strictly increasing sequence it suffices to show that $G$ acts $n_k$-transitively on $(V \setminus \{0\})_{/\sim}$ for all $k > 2$.

Let $k > 2$ and $t = (t_1, \ldots, t_{n_k}) \in (V \setminus \{0\})^{n_k}$ containing non-equivalent elements be given. Since $G$ acts transitively on linearly independent tuples of arbitrary size, it is enough to show that $t$ can be mapped to some linearly independent $n_k$-tuple by an element of $G$.

We fix a linearly independent $n_k$-tuple $t = (l_1, \ldots, l_{n_k}) \in (V \setminus \{0\})^{n_k}$. By Corollary 3.21 both $t$ and $l$ can be mapped into a $k$-dimensional subspace of $V$ by $g \in G$ and $h \in G$ respectively. Since $\text{Aut}(V) \leq G$ without loss of generality we may assume that both $t$ and $l$ are mapped into the same $k$-dimensional subspace $W \leq V$.

Let $[v_t]_{/\sim} \subseteq W \setminus \{0\}$ be the unique equivalence class such that $t^g$ does not contain any element of $[v_t]_{/\sim}$, and let $[v_l]_{/\sim} \subseteq W \setminus \{0\}$ be the unique equivalence class such that $l^h$ does not contain any element of $[v_l]_{/\sim}$. There exists an automorphism $\varphi$ of $V$ which maps $v_t$ to $v_l$ and such that $\varphi(W) = W$. The situation is depicted in Figure 1.

Thus, the tuples $t^g h^{n_k - 1}$ and $l$ are equal up to a permutation of their components. Since we only needed some linearly independent tuple to map $t$ to, this concludes the proof. \qed
PERMUTATION GROUPS ON COUNTABLE VECTOR SPACES OVER PRIME FIELDS

It remains to consider the last step from beginning of Section 3.2 which states that the action of $G$ on $(V \setminus \{0\})/\sim$ is closed. A standard compactness argument using the finiteness of the equivalence classes of $\sim$ will show that the closedness of $G$ when acting on $V$ is inherited by its action on $(V \setminus \{0\})/\sim$.

**Lemma 3.23.** Let $S$ be a countable set, let $M \leq \text{Sym}(S)$ be closed, and let $\sim$ be an $M$-invariant equivalence relation on $S$ such that all its equivalence classes are finite. Then the action of $M$ on the set $S/\sim$ of equivalence classes is closed.

**Proof.** Let $\{E_n : n \geq 0\}$ be an enumeration of the $\sim$-equivalence classes and let $(f_n)_{n \geq 0}$ be a sequence in $M$ which converges in the action of $M$ on $S/\sim$ to a function $f \in \text{Sym}(S/\sim)$.

By restricting to a subsequence we may assume that for all $n \geq 0$ we have that for all $k \geq n$: $f_k(E_n) = f(E_n)$. For every $n \geq 0$ the equivalence class $E_n$ is finite, thus there are infinitely many distinct $i, j \geq n$ such that $f_i|_{E_n} = f_j|_{E_n}$. Again by restricting to subsequences we may assume that for all $n$ we have that $\forall i, j \geq n$: $f_i|_{E_n} = f_j|_{E_n}$. Now the sequence $(f_n)_{n \geq 0}$ converges in the action of $M$ on $S$ to a function $\tilde{f} \in \text{Sym}(S)$. Since $M$ is closed we obtain $\tilde{f} \in M$. The action of $\tilde{f}$ on $S/\sim$ is equal to $f$, thus the action of $M$ on $S/\sim$ is closed. \hfill $\square$

**Proof of Proposition 3.7.** Direct consequence of Lemmas 3.22 and 3.23. \hfill $\square$

**3.3. Decomposition of $G$ into two groups.** Our results so far are summarized in Figure 2. We have obtained a complete understanding of the action of $G$ on the equivalence classes of $\sim$. We now consider the elements of $G$ as functions on $V$, and want to describe this action. In order to do this we decompose every element $g \in G$ into two parts, one that acts on $V/\sim$ as the identity and one that may move the $\sim$-equivalence classes. We define

$$\text{Sym}^*(V) := \{g \in \text{Sym}(V) : g \text{ acts on } V/\sim \text{ as the identity}\}.$$  

Our goal of this section is to refine our results so far as indicated in Figure 3. Here, $G^* :=$
\[
G \acts \text{on } V/\sim \text{ as } \text{Aut}(V)
\]
\[
G = G^* \text{ Aut}(V)
\]

\[
G \acts \text{on } V/\sim \text{ as } \text{Sym}(V/\sim)_0\n\]
\[
G = G^* \text{ Sym}((V \setminus \{0\})/\sim)^f
\]

**Figure 3.** Decomposing \(G\).

\[
\begin{array}{c}
\{v\} \sim v \\
\vdots \\
\lambda v \\
\vdots \\
\lambda' v
\end{array}
\]

\[
\begin{array}{c}
\gamma' \\
\vdots \\
\gamma \\
1
\end{array}
\]

\(f\)

**Figure 4.** A \(\Gamma\)-labelling.

\[\text{Sym}^*(V) \cap G, \text{ which clearly is the domain of a closed subgroup } G^* \text{ of } G. \text{ The set } \text{Sym}((V \setminus \{0\})/\sim)^f \text{ will be a subgroup of } \text{Sym}(V) \text{ which still acts like } \text{Sym}(V/\sim)_0 \text{ on } V/\sim \text{ and fixes the } \sim\text{-equivalence classes setwise. We will define it later.}

In the case when \(\Gamma = F_p^x\) and the action of \(G\) on \(S_1(V)\) preserves projective lines the decomposition turns out to be rather simple. We recall that in this case the equivalence classes of \(\sim\) are exactly \(\{0\}\) and the one-dimensional subspaces of \(V\) without \(0\).

**Lemma 3.24.** Assume that \(\Gamma = F_p^x\) and the action of \(G\) on \(S_1(V)\) preserves projective lines. Then
\[G = G^* \text{ Aut}(V).\]

**Proof.** We only need to show the inclusion \(G \subseteq G^* \text{ Aut}(V)\). By Proposition 3.6 for all \(g \in G\) there exists a function \(\varphi \in \text{Aut}(V) \leq G\) such that the action \(\varphi\) on \(S_1(V)\) is the same as the one of \(g\). Thus, \(g\varphi^{-1}\) acts as the identity on \((V/\{0\})/\sim\) and is therefore an element of \(G^*\). \(\square\)

In order to talk about how an element \(g \in G\) acts on elements within a given \(\sim\)-equivalence class we need to label the elements of the equivalence classes in a consistent way.

**Definition 3.25.** For any \(\Lambda \leq F_p^x\) a function \(f: V \to \Lambda\) is a \(\Lambda\)-labelling iff for all \(v \in V\) and all \(\lambda \in \Lambda\) we have \(f(\lambda v) = \lambda f(v)\). For every \(v \in V\) we call \(f(v)\) the label of \(v\).

We recall that \(\Gamma\) is the subgroup of \(F_p^x\) such that for all \(v \in V\) the equivalence class \([v]_\sim\) is equal to \(\Gamma v = \{\lambda v : \lambda \in \Gamma\}\). We can define a \(\Gamma\)-labelling \(f: V \to \Gamma\) by choosing for each \(\sim\)-equivalence class an arbitrary representative \(v\) and setting \(f(v) := 1 \in \Gamma\), as depicted in Figure 4. Since the equivalence class \([v]_\sim\) is equal to \(\Gamma v\) this already determines \(f\) fully.

**Definition 3.26.** Let \(g\) be an element of \(\text{Sym}((V \setminus \{0\})/\sim)\) and let \(f: V \to \Gamma\) be a \(\Gamma\)-labelling. Then the function \(gf\) \in \text{Sym}(V)_0\) is defined by the following properties:

- \(gf\) preserves \(\sim\);
the action of $g^f$ on $(V \setminus \{0\})/\sim$ is equal to $g$;

- for all $v \in V$ we have $f(v^{g^f}) = f(v)$.

For a set $S \subseteq \text{Sym}((V \setminus \{0\})/\sim)$ we define $S^f := \{g^f : g \in S\}$.

Our goal is to show that, if $\Gamma \leq F_p$ or $\Gamma = F_p$ and the action of $G$ on $S_1(V)$ does not preserve projective lines, then for all $\Gamma$-labellings $f$ the set $\text{Sym}((V \setminus \{0\})/\sim)^f$ is contained in $G$. From this it will easily follow that $G = G^* \text{Sym}((V \setminus \{0\})/\sim)^f$. In order to do this we need to know how a given $g \in G$ acts on the “inside of a $\sim$-equivalence class”. We define the following.

**Definition 3.27.** Let $f$ be a $\Gamma$-labelling, let $v \in V \setminus \{0\}$ and let $g \in G$. A function $\sigma_f(g,v) : \Gamma \to \Gamma$ is defined by setting for any $\lambda \in \Gamma$:

$$\lambda \mapsto f \left( \left( \lambda \left( \frac{1}{f(v)} v \right) \right)^g \right).$$

The function performs the following steps.

1. The element $\frac{1}{f(v)} v$ is the element in $[v]_\sim$ which has label $1 \in \Gamma$.
2. The element $\lambda(\frac{1}{f(v)} v) =: x$ is the element in $[v]_\sim$ which has label $\lambda$.
3. $x^g$ is an element in the $\sim$-equivalence class $g([v]_\sim)$.
4. Finally $f(x^g)$ is the label of $x^g$.

In conclusion $\sigma_f(g,v)$ tells us how $g$ acts on the labels of the elements of $[v]_\sim$.

**Lemma 3.28.** Let $f$ be a $\Gamma$-labelling. Then for all $g \in G$ the following hold.

1. For all $v \in V \setminus \{0\}$ we have $\sigma_f(g,v) \in \text{Sym}(\Gamma)$.
2. For all $v, w \in V \setminus \{0\}$ with $v \sim w$ we have $\sigma_f(g,v) = \sigma_f(g,w)$.
3. The element $g$ is contained in $\text{Sym}((V \setminus \{0\})/\sim)^f$ iff for all $w \in V : \sigma_f(g,w) = \text{id}_\Gamma$.

**Proof.** All items follow directly from the definitions. \qed

**Lemma 3.29.** Let $g, h$ be elements of $G$ and let $f$ be a $\Gamma$-labelling. Then for all $v \in V \setminus \{0\}$

$$\sigma_f(gh,v) = \sigma_f(g,v)\sigma_f(h,v^g).$$

**Proof.** Let $v \in V$ be given. By Lemma 3.28 (2) we may assume without loss of generality that $f(v) = 1$. There exist $u, w \in V$ such that $[w]_\sim = [u]_\sim = [v^{gh}]_\sim$ and $f(u) = f(w) = 1$. For all $\lambda \in \Gamma$, there exist $\mu, \nu \in \Gamma$ such that $(\lambda v)^{gh} = (\mu u)^h = \nu v$. Then the situation is illustrated on the following diagram.

Since $\sigma_f(h,v^g) = \sigma_f(h,u)$ this concludes the proof. \qed
From Lemma 3.29 it follows immediately that for all $\Gamma$-labellings $f$, all $g \in G$ and all $v \in V$ the inverse of $\sigma_f(g, v)$ is $\sigma_f(g^{-1}, v)$. Additionally Lemma 3.29 shows that $\text{Sym}(V \setminus \{0\})/\sim^f$ is a subgroup of $\text{Sym}(V)$.

We are now able to find a function in $G \cap \text{Sym}(V \setminus \{0\})/\sim^f$ which acts cyclically on an infinite linearly independent set of vectors.

**Lemma 3.30.** Let $f$ be a $\Gamma$-labelling. Assume that $G$ acts as the full symmetric group on the equivalence classes $(V \setminus \{0\})/\sim$. Then for all infinite and linearly independent sets $\{v_i : i \in \mathbb{Z}\} \subseteq V$ such that $|V \setminus \{v_i : i \in \mathbb{Z}\}| = \infty$ there exists $g \in G \cap \text{Sym}(V \setminus \{0\})/\sim^f$ such that

$$\cdots \xrightarrow{g} [v_{-1}]_{\sim} \xrightarrow{g} [v_0]_{\sim} \xrightarrow{g} [v_1]_{\sim} \xrightarrow{g} \cdots$$

and $g$ acts as the identity on $(V/\sim) \setminus \{[v_i]_{\sim} : i \in \mathbb{Z}\}$.

**Proof.** Let $\{v_i : i \in \mathbb{Z}\} \subseteq V$ be given. Without loss of generality we may assume that for every $i \in \mathbb{Z}$ we have $f(v_i) = 1$. Since $G$ acts as the full symmetric group on $(V \setminus \{0\})/\sim$ there exists an element $s \in G$ such that for all $i \in \mathbb{Z}$ we have $s([v_i]_{\sim}) = [v_{i+1}]_{\sim}$ and such that $s$ acts as the identity on $(V/\sim) \setminus \{[v_i]_{\sim} : i \in \mathbb{Z}\}$. From this $s$ we now construct a function $g$ which acts like $s$ on the $\sim$-equivalence classes and which additionally satisfies $\sigma_f(g, v) = \text{id}_\Gamma$ for all $v \in V$.

Let $\varphi \in \text{Aut}(V)$ be such that $\varphi(v_i) = v_{i+1}$ for all $i \in \mathbb{Z}$. Then for all $i \in \mathbb{Z}$: $\sigma_f(\varphi, v_i) = \text{id}_\Gamma$. For all $n \geq 0$ we define $s_n := \varphi^{-n}s\varphi^n$. Since $s$ acts as the identity on $(V/\sim) \setminus \{[v_i]_{\sim} : i \in \mathbb{Z}\}$ so does $s_n$. By Lemma 3.29 we obtain for all $n \geq 0$ and all $i \in \mathbb{Z}$:

$$\sigma_f(s_n, v_i) = \sigma_f(s, v_{i-n}).$$

Moreover, for all $n \geq 0$ an all $i \in \mathbb{Z}$ the function $s_n$ maps $[v_i]_{\sim}$ to $[v_{i+1}]_{\sim}$. We define $s' := s_0s_1 \cdots s_{|\Gamma|!-1}$ and obtain for all $i \in \mathbb{Z}$:

$$\sigma_f(s', v_i) = \sigma_f(s_0, v_i)\sigma_f(s_1, v_{i+1})\cdots \sigma_f(s_{|\Gamma|!-1}, v_{i+|\Gamma|!-1}) = \sigma_f(s, v_i)^{|\Gamma|!} = \text{id}_\Gamma.$$  

The last equality follows since $|\text{Sym}(\Gamma)| = |\Gamma|!$.

We found $s'$ such that for all $i \in \mathbb{Z}$ we have $\sigma_f(s', v_i) = \text{id}_\Gamma$. We now want $s''$ such that additionally $s''$ acts as the identity inside the equivalence classes $(V/\sim) \setminus \{[v_i]_{\sim} : i \in \mathbb{Z}\}$. For this we set $s'' := (s')^{|\Gamma|!}$. For all $i \in \mathbb{Z}$ we still have $\sigma_f(s'', v_i) = \text{id}_\Gamma$. The function $s'$ acts as the identity on the $\sim$-equivalence classes which are not elements of $\{[v_i]_{\sim} : i \in \mathbb{Z}\}$, therefore for every $u \in V$ which is not equivalent to an element in $\{v_i : i \in \mathbb{Z}\}$ we obtain

$$\sigma_f(s'', u) = \sigma_f(s', u)^{|\Gamma|!} = \text{id}_\Gamma.$$  

By Lemma 3.28 (3) we obtain that $s'' \in G \cap \text{Sym}(V \setminus \{0\})/\sim^f$.

We set $k := |(\Gamma|!)^2$. Then $s''$ acts on $\{v_i : i \in \mathbb{Z}\}$ in the following way:

$$\begin{align*}
\cdots & \xrightarrow{s''} v_{-k} \xrightarrow{s''} v_0 \xrightarrow{s''} v_k \xrightarrow{s''} \cdots, \\
\cdots & \xrightarrow{s''} v_{1-k} \xrightarrow{s''} v_1 \xrightarrow{s''} v_{1+k} \xrightarrow{s''} \cdots, \\
\vdots & \\
\cdots & \xrightarrow{s''} v_{(k-1)-k} \xrightarrow{s''} v_{(k-1)} \xrightarrow{s''} v_{(k-1)+k} \xrightarrow{s''} \cdots
\end{align*}$$

Let a finite set $F \subseteq V$ be given. Since $V \setminus \{v_i : i \in \mathbb{Z}\}$ is infinite there exists an automorphism $\varphi_F \in \text{Aut}(V)$ such that $\varphi_F$ restricted to $\{v_{jk} : j \in \mathbb{Z}\}$ is the identity and

$$\varphi_F(F \setminus \{v_{jk} : j \in \mathbb{Z}\}) \subseteq V \setminus \{v_i : i \in \mathbb{Z}\}.$$

Since $s''$ acts as the identity on $V \setminus \{v_i : i \in \mathbb{Z}\}$ the composition $\varphi_Fs''\varphi_F^{-1}$ acts as the identity on $F \setminus \{v_{jk} : j \in \mathbb{Z}\}$.
Note that $\varphi F s' \varphi^{-1}$ preserves the labels of all elements in $F$. Since $F$ was arbitrary and since $G \cap \text{Sym}((V \setminus \{0\})/\sim)^f$ is closed there exists a function $h$ therein such that

$$\cdots \xrightarrow{h} v_{-k} \sim \xrightarrow{h} v_0 \xrightarrow{h} v_k \xrightarrow{h} \cdots,$$

and $h$ acts as the identity on the complement of $\bigcup\{[v_{jk}]_{\sim} : j \in \mathbb{Z}\}$.

There exists $\varphi \in \text{Aut}(V)$ such that for all $i \in \mathbb{Z}$ we have $v_i^\varphi = v_{ik}$. Then the function $g := \varphi h \varphi^{-1}$ proves our statement. \qed

With the help of Lemma 3.30 we are now able to show that any transposition of two equivalence classes can be achieved by a function in $G \cap \text{Sym}((V \setminus \{0\})/\sim)^f$. From this, we easily obtain the following.

**Lemma 3.31.** Let $f$ be a $\Gamma$-labelling. Assume that $\mathcal{G}$ acts on $(V \setminus \{0\})/\sim$ as the full symmetric group. Then

$$\text{Sym}((V \setminus \{0\})/\sim)^f \leq \mathcal{G}.$$

**Proof.** First, let two linearly independent vectors $v, w \in V$ such that $f(v) = f(w)$ be given. Let $\{v_i : i \in \mathbb{Z}\}$ be an infinite linearly independent subset of $V$ as in Lemma 3.30 and such that $v_{-1} = v$ and $v_0 = w$. By Lemma 3.30 there exists $g \in G \cap \text{Sym}((V \setminus \{0\})/\sim)^f$ such that $g$ is the identity on $V \setminus \{[v_i]_{\sim} : i \in \mathbb{Z}\}$ and such that

$$\cdots \xrightarrow{g} v_{-1} \xrightarrow{g} v_0 \xrightarrow{g} v_1 \xrightarrow{g} \cdots.$$

The set $\{v_i : i \in \mathbb{Z} \setminus \{0\}\}$ still satisfies the assumptions of Lemma 3.30 thus there exists $h \in G \cap \text{Sym}((V \setminus \{0\})/\sim)^f$ such that $h$ is the identity on $V \setminus \{[v_i]_{\sim} : i \in \mathbb{Z} \setminus \{0\}\}$ and such that

$$\cdots \xrightarrow{h} v_{-1} \xrightarrow{h} v_1 \xrightarrow{h} v_2 \xrightarrow{h} \cdots.$$

For all $i \neq -1, 0$ we have $v_{i+1}^gh^{-1} = v_{i+1}^h = v_i$ and

$$v_{i-1}^gh^{-1} = v_{i-1}^h = v_0 = w \quad \text{and} \quad v_0^gh^{-1} = v_0^h = v_0 = v.$$

Therefore, since $g$ and $h$ act as the identity on $V \setminus \{[v_i]_{\sim} : i \in \mathbb{Z}\}$, we obtain that $gh^{-1} \in G \cap \text{Sym}((V \setminus \{0\})/\sim)^f$ is the function which swaps exactly $[v]_{\sim}$ and $[w]_{\sim}$ while fixing everything else. We denote this function by $\pi_{[v]_{\sim}, [w]_{\sim}}$.

For two vectors $v \not= w$ such that $(v) = \langle w \rangle$ we choose $u \in V \setminus \langle v \rangle$. By Lemma 3.30 and by what we showed $\pi_{[v]_{\sim}, [u]_{\sim}}$ and $\pi_{[w]_{\sim}, [u]_{\sim}}$ are both in $G \cap \text{Sym}((V \setminus \{0\})/\sim)^f$. Since

$$\pi_{[v]_{\sim}, [u]_{\sim}}, \pi_{[w]_{\sim}, [u]_{\sim}}, \pi_{[v]_{\sim}, [w]_{\sim}} = \pi_{[v]_{\sim}, [w]_{\sim}}.$$

we obtain that every function which swaps exactly two $\sim$-equivalence classes and preserves labels is an element of $G \cap \text{Sym}((V \setminus \{0\})/\sim)^f$. Considering that the smallest closed group containing all these elements is $\text{Sym}((V \setminus \{0\})/\sim)^f$ we obtain $\text{Sym}((V \setminus \{0\})/\sim)^f \subseteq G$. \qed

From here we show as in Lemma 3.24 that $\mathcal{G}$ decomposes into two groups.

**Corollary 3.32.** Let $f$ be a $\Gamma$-labelling. Assume that $\mathcal{G}$ acts on $(V \setminus \{0\})/\sim$ as the full symmetric group. Then

$$G = G^* \text{ Sym}((V \setminus \{0\})/\sim)^f.$$

**Proof.** The inclusion $G \supseteq G^* \text{ Sym}((V \setminus \{0\})/\sim)^f$ holds by Lemma 3.31. For the other inclusion let an arbitrary $g \in G$ be given. Again by Lemma 3.31 there exists $g' \in \text{Sym}((V \setminus \{0\})/\sim)^f$ which acts like $g$ on the $\sim$-equivalence classes, hence $gg'^{-1} \in G^*$. \qed
3.4. **All groups fixing the zero vector.** The goal of this section is to show that there are only finitely many reducts of $\mathcal{V}$ which define $0$, i.e., there are only finitely many possibilities for the group $G \leq \text{Sym}(V)$ being closed and containing $\text{Aut}(V)$. In Section 3.3 we have seen in Corollary 3.32 and Lemma 3.24 that $G$ can always be decomposed into $G^*$ and $\text{Aut}(V)$ or $\text{Sym}(\langle V \setminus \{0\} \rangle)_{/\sim}$, respectively. In this section we will show that $G^*$ is already fully determined by two subgroups $H$ and $N$ of $\text{Sym}(\Gamma)$. Since $\text{Sym}(\Gamma)$ is finite this will yield the desired result.

For the rest of this section we fix a $\Gamma$-labelling $f : V \to \Gamma$. We first define the sets $N$ and $H$ which will later turn out to be the domains of two permutation groups on $\Gamma$.

**Definition 3.33.** The set $H$ is defined as the set of permutations $\sigma \in \text{Sym}(\Gamma)$ such that there exists a function $g \in G^*$ and a vector $v \in V$ such that $\sigma_f(g,v) = \sigma$. The set $N$ is defined as the set of permutations $\sigma \in \text{Sym}(\Gamma)$ such that there exists such a function $g$ which additionally is the identity on $V \setminus \{v\}_{\sim}$.

For any $\lambda \in \Gamma$ we also write $\lambda$ for the permutation on $\Gamma$ which is induced by the multiplication with $\lambda$.

**Lemma 3.34.** Let $\gamma$ be an automorphism of $\mathcal{V}$, let $v \in V \setminus \{0\}$ and let $g \in \text{Sym}^*(V)$. Then

$$\sigma_f(\gamma g \gamma^{-1}, v) = \left( \frac{f(v^\gamma)}{f(v)} \right) \sigma_f(g, v^\gamma) \left( \frac{f(v)}{f(v^\gamma)} \right).$$

**Proof.** By Lemma 3.29 we obtain

$$\sigma_f(\gamma g \gamma^{-1}, v) = \sigma_f(\gamma, v) \sigma_f(g, v^\gamma) \sigma_f(\gamma^{-1}, v^\gamma g),$$

and

$$\text{id}_\Gamma = \sigma_f(\gamma^{-1}, v^\gamma g) = \sigma_f(\gamma^{-1}, v^\gamma g) \sigma_f(\gamma, v^\gamma g^{-1}).$$

The function $g$ fixes the $\sim$-equivalence classes, hence $[v]_{\sim} = [v^\gamma]_{\sim}$. Combining those two equations we obtain

$$\sigma_f(\gamma g \gamma^{-1}, v) = \sigma_f(\gamma, v) \sigma_f(g, v^\gamma) \sigma_f(\gamma^{-1}, v).$$

Finally for all $\lambda \in \Gamma$ the function $\sigma_f(\gamma, v)$ maps $\lambda$ to

$$f\left(\left(\frac{f(v^\gamma)}{f(v)}\right)^\lambda\right) = f\left(\frac{f(v)}{f(v^\gamma)}\right) = \lambda \frac{f(v^\gamma)}{f(v)}.$$ 

This concludes the proof. \qed

A special case of Lemma 3.34 which we will use repeatedly is the following: if $g \in G^*$, and $\gamma \in \text{Aut}(\mathcal{V})$ maps a vector $v \in V \setminus \{0\}$ to a vector of the same $f$-label, then

$$\sigma_f(\gamma g \gamma^{-1}, v) = \sigma_f(g, v^\gamma).$$

Next we show that any nonzero vector $v$ can be chosen as a witness for an element being in the group $H$ or $N$ as in Definition 3.33.

**Lemma 3.35.** Let $v$ be an element of $V \setminus \{0\}$. The following holds.

- For all $h \in H$ there exists $g_h \in G^*$ such that $\sigma_f(g_h, v) = h$.
- For all $n \in N$ there exists $g_n \in G^*$ such that $\sigma_f(g_n, v) = n$ and such that $g_n$ is the identity on $V \setminus \{v\}_{\sim}$.

**Proof.** We prove only the second item; the proof of the first item is identical. Let $n \in N$ be given. By Definition 3.33 there exists $g \in G^*$ and $u \in V$ such that $\sigma_f(g, u) = n$ and for all non-zero vectors $v \in V \setminus \{u\}_{\sim}$ we have $\sigma_f(g, v) = \text{id}_\Gamma$. Without loss of generality we assume $f(v) = f(u) = 1$. Let $\gamma$ be an automorphism of $\mathcal{V}$ such that $v^\gamma = u$. We define $g' := \gamma g \gamma^{-1}$. The function $g$ acts as the
identity on \( V/\sim \), hence \( g' \in G^* \). Moreover, since \( g|_{V\setminus[u]} = \id_{V\setminus[u]} \) we obtain \( g'|_{V\setminus[v]} = \id_{V\setminus[v]} \).

By Lemma 3.29 and because \( f(v) = f(v^\gamma) = 1 \) we have
\[
\sigma_f(g', v) = \sigma_f(\gamma, v)\sigma_f(g, u)\sigma_f(\gamma^{-1}, v) = \id_{\Gamma} n\id_{\Gamma} = n.
\]

We can now show that \( N \) and \( H \) are the domains of two subgroups \( N \) and \( H \) of \( \text{Sym}(\Gamma) \) and that \( N \) is normal in \( H \).

**Lemma 3.36.** \( N \) and \( H \) induce permutation groups \( N \) and \( H \) in \( \Gamma \).

**Proof.** Let \( h_1, h_2 \) be functions of \( H \). Then by Lemma 3.35 there exist a vector \( v \in V \) and \( g_1, g_2 \in G^* \) such that \( \sigma_f(g_1, v) = h_1 \) and \( \sigma_f(g_2, v) = h_2 \). By Lemma 3.29 since \( [v^{g_1}] \sim = [v] \sim \) we obtain \( \sigma_f(g_1g_2, v) = h_1h_2 \), hence \( h_1h_2 \in H \). Clearly the same holds for \( N \), and so both \( H \) and \( N \) are domains of permutation groups \( H \) and \( N \) in \( \Gamma \). \( \square \)

**Lemma 3.37.** \( N \) is normal in \( H \).

**Proof.** Let \( n \in N \) and \( h \in H \) be given. Then by Lemma 3.35 there exists a vector \( v \in V \) and \( g_n, g_n \in G^* \) such that \( \sigma_f(g_n, v) = n \) and \( \sigma_f(g_n, v) = h \). Moreover, \( g_n^{-1}g_nh \in G^* \) and we obtain
\[
\sigma_f(g_n^{-1}g_nh, v) = \sigma_f(g_n^{-1}, v)\sigma_f(g_n, v)\sigma_f(g_n, v) = h^{-1}nh.
\]
Since \( g_n \) fixes every element in \( V \setminus [v] \), so does \( g_n^{-1}g_nh \), hence \( h^{-1}nh \in N \). \( \square \)

We now want to reconstruct \( G^* \) from \( \mathcal{N} \) and \( \mathcal{H} \). If we manage to do so, then since \( G = G^* \, \text{Aut}(V) \) or \( G = G^* \, \text{Sym}((V \setminus \{0\})/\sim)^f \) we can conclude that there are only finitely many different closed groups fixing \( 0 \) between \( \text{Aut}(V) \) and \( \text{Sym}(V) \).

**Definition 3.38.** Let \( \mathcal{N}' \) and \( \mathcal{H}' \) be two permutation groups on \( \Gamma \). We define \( S(\mathcal{N}', \mathcal{H}') \) as the set of all \( g \in \text{Sym}^*(V) \) such that for all \( v, w \in V \setminus \{0\} \):

1. \( \sigma_f(g, v) \in H' \), and
2. \( \sigma_f(g, v)\sigma_f(g, w)^{-1} \in N' \).

Our goal is to show that \( S(\mathcal{N}, \mathcal{H}) \) is equal to \( G^* \). By Lemma 3.24 and Corollary 3.32 there are two cases, \( G = G^* \, \text{Aut}(V) \) and \( G = G^* \, \text{Sym}((V \setminus \{0\})/\sim)^f \). The second case turns out to be quite straightforward since \( \mathcal{G} \) can map any \( \sim \)-equivalence class to any other \( \sim \)-equivalence class while still preserving the insides of the \( \sim \)-equivalence classes. We shall achieve the desired result for this case in Corollary 3.43. After that, we shall treat the first case.

**Lemma 3.39.** Let \( S \) be a subset of \( V \setminus \{0\} \), and let \( n \in N \). Then there exists \( g \in G^* \) such that for all \( v \in S \) we have \( \sigma_f(g, v) = n \) and \( g|_{\setminus[S]_\sim} = \id_{\setminus[S]_\sim} \).

**Proof.** Let \( M \subseteq [S]_\sim \) such that \( [M]_\sim = S \) and no two elements of \( M \) are \( \sim \)-equivalent. By Lemma 3.35 for every \( v \in M \) there exists \( g_v \in G^* \) such that \( \sigma_f(g_v, v) = n \) and \( g_v|_{\setminus[v]_\sim} = \id_{\setminus[v]_\sim} \).

If \( S \) is finite then the composition of all \( g_v \) such that \( v \in M \) in any order proves the statement. Since \( G^* \) is closed, this holds for all infinite \( S \subseteq V \) as well. \( \square \)

**Lemma 3.40.** Assume that \( G = G^* \, \text{Sym}((V \setminus \{0\})/\sim)^f \). Let \( S \) be an infinite subset of \( V \), and let \( g \in G^* \). If \( g|_{\setminus[S]_\sim} = \id_{\setminus[S]_\sim} \), then for all \( v \in V \setminus \{0\} \) we have \( \sigma_f(g, v) \in N \).

**Proof.** Let \( v \in V \setminus \{0\} \) be given. We need to show the existence of \( g' \in G^* \) such that \( \sigma_f(g', v) = \sigma_f(g, v) \) and \( g'|_{\setminus[v]_\sim} = \id_{\setminus[v]_\sim} \). Let \( F \) be a finite subset of \( V \). Since \( \text{Sym}((V \setminus \{0\})/\sim)^f \leq G \) there exists \( h_F \in G \) preserving labels such that \( v^{h_F} = v \) and \( h_F(F \setminus [v]_\sim) \subseteq [S]_\sim \). Clearly, the function \( g'_F := h_Fg_F^{-1} \) is an element of \( G^* \). We obtain \( \sigma_f(g'_F, v) = \sigma_f(g, v) \) and moreover \( g'_F \) is the identity on \( F \setminus [v]_\sim \). Considering that \( G^* \) is closed we obtain that there exists an element \( g' \in G^* \), with the desired properties. \( \square \)
Lemma 3.41. Assume that $G = G^* \text{Sym}(\mathcal{V} \setminus \{0\})^f$. Let $S$ be an infinite subset of $\mathcal{V} \setminus \{0\}$, and let $g \in G^*$. If for all $v, w \in S$ we have $\sigma_f(g, v) = \sigma_f(g, w) =: h$, then there exists $g' \in G^*$ such that for all $u \in \mathcal{V} \setminus \{0\}$ we have $\sigma_f(g', u) = h$.

Proof. For any finite $F \subseteq \mathcal{V} \setminus \{0\}$ there exists $h_F \in G$ preserving labels such that $h_F(F) \subseteq [S]_\sim$. Thus for all $v \in [F]_\sim$ we have $\sigma_f(h_F h_F^{-1}, v) = h$. Since $G$ is closed this proves the statement. $\square$

Lemma 3.42. Assume that $G = G^* \text{Sym}(\mathcal{V} \setminus \{0\})^f$. Let $g$ be an element of $G^*$. Then for all $v, w \in \mathcal{V}$ the function $\sigma_f(g, v)\sigma_f(g, w)^{-1}$ is an element of $\mathcal{N}$.

Proof. The group $\text{Sym}(\mathcal{G})$ is finite, therefore there is an infinite set $S \subseteq \mathcal{V}$ such that for all $v, w \in S$ we have $\sigma_f(g, v) = \sigma_f(g, w) =: h \in \text{Sym}(\mathcal{G})$. By Lemma 3.41 there exists $g' \in G^*$ such that for every $u \in \mathcal{V}$ the function $\sigma_f(g', u)$ is equal to $h$. The composition $gg^{-1}$ is the identity on $S$, thus by Lemma 3.36 we obtain that $\sigma_f(g, v)\sigma_f(g, w)^{-1} = (\sigma_f(g, v)h) (\sigma_f(g, w)h)^{-1}$ is an element of $\mathcal{N}$. $\square$

We thus have that assuming $G = G^* \text{Sym}(\mathcal{V} \setminus \{0\})^f$, the group $G^*$ can indeed be reconstructed from $\mathcal{N}$ and $\mathcal{H}$.

Corollary 3.43. Assume that $G = G^* \text{Sym}(\mathcal{V} \setminus \{0\})^f$. Then $S(\mathcal{N}, \mathcal{H}) = G^*$.

Proof. The inclusion $S(\mathcal{N}, \mathcal{H}) \leq G^*$ follows from Lemma 3.42 and the definition of $S(\mathcal{N}, \mathcal{H})$. For the other inclusion let $g$ be an element of $S(\mathcal{N}, \mathcal{H})$. We show that for any finite subset $F$ of $\mathcal{V}$ there exists $g' \in G^*$ such that $g|_F = g'|_F$. Since $G^*$ is closed this will be sufficient.

Let $F$ be a finite subset of $\mathcal{V}$. For some $n \geq 1$ we fix a subset $M = \{v_1, \ldots, v_n\}$ of $F \setminus \{0\}$ such that $|M|_\sim \geq F \setminus \{0\}$ and for all distinct $i, j \leq n$ we have $[v_i]_\sim \neq [v_j]_\sim$. By the Definition 3.38 we have $\sigma_f(g, v_1) \in H$, thus there exists $\tilde{g} \in G^*$ such that $\sigma_f(\tilde{g}, v_1) = \sigma_f(g, v_1)$. By Lemma 3.42 we have for all $i \leq n$ that $\sigma_f(\tilde{g}, v_i)\sigma_f(\tilde{g}, v_i)^{-1} \in N$. Since $g \in S(\mathcal{N}, \mathcal{H})$ for all $i \leq n$ we have $\sigma_f(\tilde{g}, v_i)\sigma_f(\tilde{g}, v_i)^{-1}$. By $\sigma_f(g, v_i) = \sigma_f(\tilde{g}, v_i)$ we obtain for all $i \leq n$ that $\sigma_f(g, v_i)\sigma_f(g, v_i)^{-1} \in N$. This implies for every $i \leq n$ the existence of $g_i \in G^*$ such that $\sigma_f(g_i, v_i) = \sigma_f(g, v_i)$ and $g_i|_{\mathcal{V} \setminus [v_i]_\sim} = \text{id}_{\mathcal{V} \setminus [v_i]_\sim}$.

We set $g' := (g_2 g_3 \cdots g_n) \tilde{g} \in G^*$. Then for all $i \leq n$ we have $\sigma_f(g', v_i) = \sigma_f(g, v_i)$. Thus $g|_F = g'|_F$ as desired. $\square$

We now consider the case $G = G^* \text{Aut}(\mathcal{V})$, with the same goal of showing $S(\mathcal{N}, \mathcal{H}) = G^*$.

Lemma 3.44. There exists $N_G \geq 0$ such that for any subspace $U \subseteq \mathcal{V}$ with $\dim U \geq N_G$, for any $g \in G^*$ and for any $v \in U \setminus \{0\}$ the following holds:

$$\forall w \in U \setminus ([v]_\sim \cup \{0\}) : \sigma_f(g, w) \in N \implies \sigma_f(g, v) \in N.$$

Proof. We aim for a contradiction. Assume that the statement does not hold. Then there exist subspaces $(U_i)_{i \geq 0}$ of finite dimension such that $(\dim U_i)_{i \geq 0}$ is strictly increasing, non-zero vectors $(v_i)_{i \geq 0}$ such that $v_i \in U_i$ and functions $(g_i)_{i \geq 0}$ in $G^*$ such that for all $i \geq 0$ we have $\forall w \in U_i \setminus ([v_i]_\sim \cup \{0\}) : \sigma_f(g_i, w) \in N$ and $\sigma_f(g_i, v_i) \notin N$.

We can assume that for all $i \geq 0$ we have $f(v_i) = 1$. By the fact that $\text{Aut}(\mathcal{V})$ acts transitively on subspaces of a fixed dimension we may further assume that for all $i, j \geq 0$ we have $v_i = v_j =: v$ as well as $U_0 \subseteq U_1 \subseteq \cdots$ and $U_i = \mathcal{V}$.
Repeted application of Lemma 3.39 shows that for every $i \geq 0$ there exists $g'_i \in G^*$ such that
\[ \sigma_f(g'_i, v) = \sigma_f(g_i, v) \] and $g'_i|V_{[i][v]} = \id_{V_{[i][v]}}$. Since $\text{Sym}(\Gamma)$ is finite, we are able to restrict ourselves to a subsequence of $(g'_i)_{i \geq 0}$ and $(U_i)_{i \geq 0}$ such that for all $i, j \geq 0$ we have $\sigma_f(g'_i, v) = \sigma_f(g'_j, v) =: \sigma$. Since $G^*$ is closed, there exists $g' \in G^*$ such that $\sigma_f(g', v) = \sigma$ and $g'|V_{[v]} = \id_{V_{[v]}}$. This implies $\sigma \in N$ which is a contradiction and concludes our proof. \( \square \)

For the rest of this section we fix a number $N_G \geq 2$ as in the conclusion of Lemma 3.44. The following observation is a direct consequence of the definition of $N_G$.

**Corollary 3.45.** For any subspace $U \leq V$ with $\dim U > N_G$, for any $g \in G^*$ and for any linearly independent vectors $v, w \in U$ the following holds:
\[ (\forall u \in U \setminus ([v] \cup [w] \cup \{0\}) : \sigma_f(g, u) \in N) \implies \sigma_f(g, v) \in N. \]

**Proof.** Apply the conclusion of Lemma 3.44 to some $N_G$-dimensional subspaces $U_1, U_2$ of $U$ with $v \in U_1 \setminus U_2$ and $w \in U_2 \setminus U_1$. \( \square \)

We first show that if $G = G^* \text{Aut}(\mathcal{V})$, then for all $g \in G^*$ and all $v, w, w' \in V \setminus \{0\}$ the group $N$ contains $\sigma_f(g, v)\sigma_f(g, w)^{-1}$. Striving for a contradiction we will assume that there exists $g \in G^*$ and $v, v' \in V \setminus \{0\}$ such that this is not the case. First we show that there exists some $g' \in G^*$ with the same property such that a certain set of commutators are contained in $N$. We will then use those commutators to derive a contradiction.

**Lemma 3.46.** Assume that $G = G^* \text{Aut}(\mathcal{V})$. Let $U$ be a subspace of $\mathcal{V}$ of finite dimension $\dim U > N_G$. If there exist a function $g \in G^*$ and $v, w \in U \setminus \{0\}$ such that
\[ \sigma_f(g, v)\sigma_f(g, w)^{-1} \notin N, \]
then there exist $g' \in G^*$ and $v', w' \in U$ such that $\sigma_f(g', v')\sigma_f(g', w')^{-1} \notin N$ and for all $x, y \in U \setminus \{0\}$ we have
\[ \sigma_f(g', x)\sigma_f(g', y)\sigma_f(g', x)^{-1}\sigma_f(g', y)^{-1} \notin N. \]

**Proof.** For any $h \in G^*$ we define a subset $W(h)$ of $U$ by
\[ W(h) := \{ v \in U : \sigma_f(h, v) \in N \}. \]
Clearly $[W(h)]_\sim = W(h)$. Let $h \in G^*$ be such that
\[ \exists v, w \in U \text{ such that } \sigma_f(h, v)\sigma_f(h, w)^{-1} \notin N \]
and such that $|W(h)|$ is maximal under all functions in $G^*$ satisfying (11).

We first show that $W(h)$ contains at least one element. Let, as in the statement of the lemma, a function $g \in G^*$ and $v, w \in U$ be given such that $\sigma_f(g, v)\sigma_f(g, w)^{-1} \notin N$. Since $\dim U \geq N_G + 1 \geq 3$ we can choose a vector $u \in U \setminus \langle v, w \rangle$. Then there exists an automorphism $\varphi \in \text{Aut}(\mathcal{V})$ such that $v^\varphi = w$ and $\varphi$ fixes $u$. The function $\varphi g \varphi^{-1} g^{-1}$ is an element of $G^*$ and
\[ \sigma_f(\varphi g \varphi^{-1} g^{-1}, v) = \sigma_f(g, v)\sigma_f(g, w)^{-1} \notin N. \]
therefore $\varphi g \varphi^{-1} g^{-1}$ satisfies (11). On the other hand
\[ \sigma_f(\varphi g \varphi^{-1} g^{-1}, u) = \sigma_f(g, u)\sigma_f(g, u)^{-1} = \id_{\Gamma} \in N, \]
thus $|W(\varphi g \varphi^{-1} g^{-1})| \geq 1$. Because of maximality $|W(h)| \geq 1$.

If for any $x \in U$ we have $\sigma_f(h, x) \in N$, then by $\mathcal{N} \triangleleft \mathcal{H}$ we obtain for all $y \in V \setminus \{0\}$
\[ \sigma_f(h, x)\sigma_f(h, y)\sigma_f(h, x)^{-1}\sigma_f(h, y)^{-1} \in N. \]
This shows that for all \( x, y \in U \), if
\[
\sigma_f(h, x)\sigma_f(h, y)\sigma_f(h, x)^{-1}\sigma_f(h, y)^{-1} \notin N,
\]
then neither \( \sigma_f(g, x) \) nor \( \sigma_f(g, y) \) is an element of \( N \).

We now show that the chosen \( h \) satisfies (9) for all \( x, y \in U \setminus \{0\} \). Striving for a contradiction we assume that there are vectors \( x, y \) such that (9) does not hold. Then \( x, y \notin W(h) \) by the argument above; moreover, clearly \( x, y \) belong to distinct \( \sim \)-classes, which means that they are linearly independent since \( G = G^* \text{Aut}(V) \). By Corollary 3.45 it follows that we can find \( z \in U \setminus ([x]_\sim \cup [y]_\sim) \) such that \( \sigma_f(g, z) \notin N \), that is \( z \notin W(h) \). Without loss of generality we can assume that \( f(x) = f(y) = f(z) \). We construct a function \( h' \) satisfying (11) such that \( W(h) \subseteq W(h') \) which contradicts the maximality of \( W(h) \).

There exists \( \gamma \in \text{Aut}(V) \) such that \( y^\gamma = x \) and \( z^\gamma = w \) for some arbitrary fixed \( w \in W(h) \neq \emptyset \). We define \( g' := \gamma h \gamma^{-1} \in G^* \), and obtain
\[
\sigma_f(g', y) = \sigma_f(\gamma h \gamma^{-1}, y) = \sigma_f(h, x) \quad \text{and} \quad \sigma_f(g', z) = \sigma_f(\gamma h \gamma^{-1}, z) = \sigma_f(h, w) \in N.
\]

Furthermore, we define \( h' := hg^{-1}g'^{-1} \in G^* \) and show that \( h' \) satisfies (11). Since \( N \triangleleft H \) we obtain for \( z \)
\[
(12) \quad \sigma_f(h', z) = \underbrace{\sigma_f(h, z)\sigma_f(h, w)}_{\in N} \underbrace{\sigma_f(h, z)^{-1}\sigma_f(h, w)^{-1}}_{\in N} \in N.
\]

Hence \( z \in W(h') \setminus W(h) \). The elements \( x, y \) are such that
\[
\sigma_f(h', y) = \sigma_f(h, y)\sigma_f(h, x)\sigma_f(h, y)^{-1}\sigma_f(h, x)^{-1} \notin N.
\]
Since \( \sigma_f(h', z) \) is an element of \( N \) we have \( \sigma_f(h', y)\sigma_f(h', z)^{-1} \notin N \), hence \( h' \) satisfies (11).

For all \( v \in W(h) \) by \( N \triangleleft H \) we have
\[
\sigma(h', v) = \underbrace{\sigma_f(h, v)}_{\in N} \underbrace{\sigma_f(g', v)\sigma_f(h, v)^{-1}\sigma_f(g', v)^{-1}}_{\in N} \in N.
\]

We have seen already that \( z \in W(h') \setminus W(h) \), hence \( W(h) \subseteq W(h') \). This contradicts the maximality of \( W(h) \). Therefore for \( h \) all \( x, y \in U \) satisfy (9). 

Since \( N \triangleleft H \) we obtain under the assumptions of Lemma 3.46 that for any \( k \geq 2 \) and for all \( x_1, \ldots, x_k, y_1, y_1, \ldots, y_k \in U \) with \( \{x_1, \ldots, x_k\} = \{y_1, \ldots, y_k\} \) there exists \( n \in N \) such that
\[
(13) \quad n \sigma_f(g', x_1) \cdots \sigma_f(g', x_k) = \sigma_f(g', y_1) \cdots \sigma_f(g', y_k).
\]

In the proof of Lemma 3.48 below we will use a \( \Gamma \)-labelling which might differ from our fixed \( \Gamma \)-labelling. The following lemma shows how to switch between different labellings.

**Lemma 3.47.** Let \( f_1 \) and \( f_2 \) be \( \Gamma \)-labellings. Then for all \( g \in \text{Sym}^*(V) \), all \( v \in V \setminus \{0\} \) and \( \lambda := \frac{f_2(v)}{f_1(v)} \) we have
\[
(14) \quad \sigma_{f_2}(g, v) = \lambda^{-1}\sigma_{f_1}(g, v)\lambda.
\]

Proof. We claim that for all \( w \in [v]_\sim \) we have \( f_2(w) = \lambda f_1(w) \). This is true since there exists \( \mu \in \Gamma^x \) such that \( \mu v = w \) and
\[
f_2(w) = \frac{f_2(w)}{f_1(w)} f_1(w) = \frac{f_2(\mu w)}{f_1(\mu w)} f_1(w) = \frac{\mu f_2(v)}{\mu f_1(v)} f_1(w) = \lambda f_1(w).
\]

Let \( w \in [v]_\sim \) be such that \( f_2(w) = 1 \), then \( f_1(\lambda w) = 1 \). Now for any \( \mu \in \Gamma \) we have \( \sigma_{f_2}(g, v)(\mu) = f_2(\mu v)^g \) and
\[
\sigma_{f_1}(g, v)(\mu) = f_1((\mu(\lambda w))^g) = \lambda^{-1} f_2(((\lambda \mu) w)^g) = \lambda^{-1} \sigma_{f_2}(g, v)(\lambda \mu) = (\lambda \sigma_{f_2}(g, v)\lambda^{-1})(\mu).
\]

\( \square \)
For the proof of the next lemma we need for every $n$-dimensional subspace $U$ of $V$ an element in $\text{Aut}(U)$ of order $p^n - 1$, a so-called Singer cycle. Such an element always exists since we may identify $U$ with $\mathbb{F}_{p^n}$, viewed as a vector space; since the multiplicative group $\mathbb{F}_{p^n}^\times$ of the field $\mathbb{F}_{p^n}$ is cyclic, it is generated by a single element, which then has to have order $p^n - 1$. Since the multiplication by this element is an automorphism of the vector space $\mathbb{F}_{p^n}$, this shows that there exists an automorphism of $U$ of order $p^n - 1$.

We will also refer to Euler’s Phi function $\varphi : \mathbb{N} \to \mathbb{N}$ which assigns to every $n \in \mathbb{N}$ the number of positive integers $k \leq n$ which are coprime to $n$.

**Lemma 3.48.** Assume that $G = G^* \text{Aut}(V)$. Let $g$ be an element of $G^*$. Then for all $v, w \in V \setminus \{0\}$ the function $\sigma_f(g, v) = \sigma_f(g, w)^{-1}$ is an element of $N$.

**Proof.** We strive for a contradiction. Assume that there exists $g \in G^*$ and $\bar{u}, \hat{u} \in V \setminus \{0\}$ such that $\sigma_f(g, \bar{u}) = \sigma_f(g, \hat{u})^{-1} \notin N$. Without loss of generality let $\bar{u}$ and $\hat{u}$ be such that their $f$-labels are 1. Let $n$ be some natural number greater that $N_G$ and which is divisible by $\varphi((p-1)!)$.

Let $U$ be an $n+1$-dimensional subspace of $V$ which contains $\{\bar{u}, \hat{u}\}$, and let $A$ be an $n$-dimensional affine subspace of $U$ which also contains $\{\bar{u}, \hat{u}\}$ but does not contain $\{0\}$. We set $U' := A - \bar{u} \cong A - \hat{u}$ which is a subspace of $U$. Since $A$ does not contain $0$, it follows that the set $A$ is linearly independent. Thus, there exists a $\Gamma$-labelling which is constant on $A$. By Lemma 3.47 since $\lambda \in H$ and $\mathcal{N} \triangle H$ for any $\lambda \in \mathbb{F}_p$ we may assume that $f$ already coincides with this $\Gamma$-labelling. Moreover, by Lemma 3.46 we may also assume that for all $x, y \in U$ we have

$$\sigma_f(g, x) \sigma_f(g, y) \sigma_f(g, x)^{-1} \sigma_f(g, y)^{-1} \in N. \quad (15)$$

As we argued above we know that there exists $\gamma \in \text{Aut}(U')$ of order $p^n - 1$, that is for any $u \in U' \setminus \{0\}$ we have

$$\{u^i : 0 \leq i \leq p^n - 2\} = U' \setminus \{0\}. \quad (16)$$

Let $\bar{\gamma}$ and $\hat{\gamma}$ in $\text{Aut}(V)$ be extensions of $\gamma$ such that $\bar{u}^\bar{\gamma} = \bar{u}$ and $\hat{u}^{\hat{\gamma}} = \hat{u}$. The set $U' = \gamma(U')$ is equal to $\bar{\gamma}(A - \bar{u}) = \gamma(A) - \bar{u}$, thus $\gamma(A) = A$. By similar reasoning $\gamma(A) = A$. We define for all $i \leq p^n - 2$ the functions

$$\bar{g}_i := \gamma^i g \gamma^{-i} \quad \text{and} \quad \hat{g}_i := \hat{\gamma}^i g \hat{\gamma}^{-i}. \quad \text{(15)}$$

For any $a \in A$ and all $i \leq p^n - 2$ we obtain $\sigma_f(\bar{g}_i, a) = \sigma_f(g, a^{\bar{\gamma}^i})$ and $\sigma_f(\hat{g}_i, a) = \sigma_f(g, a^{\hat{\gamma}^i})$. We further define

$$\bar{h} := \bar{g}_1 \bar{g}_2 \cdots \bar{g}_{p^n-2} \quad \text{and} \quad \hat{h} := \hat{g}_1 \hat{g}_2 \cdots \hat{g}_{p^n-2}. \quad \text{(16)}$$

Because of (16) we obtain for all $a \in A \setminus \{\bar{u}\}$:

$$\{a^{\bar{\gamma}^i} : 0 \leq i \leq p^n - 2\} = A \setminus \{\bar{u}\},$$

and likewise for all $a \in A \setminus \{\hat{u}\}$ we have $\{a^{\hat{\gamma}^i} : 0 \leq i \leq p^n - 2\} = A \setminus \{\hat{u}\}$.

We enumerate $A$ such that $A = \{u_k : 0 \leq i \leq p^n - 1\}$ and $\bar{u} = u_0$ as well as $\hat{u} = u_1$. Recall that $n$ was chosen to be a multiple of $\varphi((p-1)!)$, By Euler’s Theorem we know that $(p-1)!$ divides $p^{p^2(p-1)!} - 1$, and thus it also divides $p^n - 1$. The function $\sigma_f(\bar{h}, \bar{u})$ is equal to $\sigma_f(g, \bar{u})^{p^n-1} = \text{id}_{\mathbb{F}_p^x}$.

For all $a \in A \setminus \{\bar{u}\}$ we arrive at

$$\sigma_f(\bar{h}, a) = \sigma_f(g, u_{1}) \cdots \sigma_f(g, u_{p^n-1})$$

such that $\{u_{k_i} : 1 \leq i \leq p^n - 1\} = A \setminus \{\bar{u}\}$. By Lemma 3.46 and by what we remarked in (13) we obtain that for every $a \in A \setminus \{\bar{u}\}$ there exists $n_a \in N$ such that

$$n_a \sigma_f(\bar{h}, a) = (\sigma_f(g, u_0) \cdots \sigma_f(g, u_{p^n-1})) \sigma_f(g, \bar{u})^{-1} =: \bar{\sigma}.$$

Likewise we define $\hat{\sigma} := \sigma_f(g, u_0) \cdots \sigma_f(g, u_{p^n-1}) \sigma_f(g, \hat{u})^{-1}$. With this $\sigma^{-1} \hat{\sigma} = \sigma_f(g, \bar{u}) \sigma_f(g, \hat{u})^{-1}$ which is by assumption not an element of $N$. This implies that either $\bar{\sigma}$ or $\hat{\sigma}$ is not an element of
Corollary 3.49. Assume that \( \mathcal{N} \). Without loss of generality we can assume that \( \bar{\sigma} \not\in \mathcal{N} \). Let \( \psi \in \text{Aut}(\mathcal{V}) \) be a function which fixes every element in \( U' \) and maps \( \bar{u} \) into \( A \setminus \{ \bar{u} \} \). We define \( h := h\bar{\psi}h^{-1}\psi^{-1} \in G^* \). For all \( v \in U' \setminus \{\bar{u}\} \) we obtain

\[
\sigma_f(h, v) = \sigma_f(h, v) (\sigma_f(h\bar{\psi}h^{-1}, v))^{-1} = \sigma_f(h, v) = \text{id}_E \in N.
\]

For any \( v \in U \setminus (U' \cup \{\bar{u}, \bar{u}^{-1}\}) \) there exists \( a \in A \setminus \{\bar{u}, \bar{u}^{-1}\} \) such that \( (a) = (v) \). We obtain

\[
\sigma_f(h, v) = \sigma_f(h, a) (\sigma_f(h\bar{\psi}h^{-1}, a))^{-1} = \sigma_f(h, a) = (n^{-1}_a \bar{\sigma})(n^{-1}_a \bar{\sigma})^{-1} = n^{-1}_a n^{-1}_{a\psi} \in N.
\]

Therefore for all elements \( v \in U \setminus \{\bar{u}, \bar{u}^{-1}\} \) we have \( \sigma_f(h, v) \in N \), hence by Corollary 3.45 also \( \sigma_f(h, \bar{u}) \in N \). On the other hand

\[
\sigma_f(h, \bar{u}) = \sigma_f(h, \bar{u}) (\sigma_f(h\bar{\psi}h^{-1}, \bar{u}))^{-1} = \sigma_f(h, \bar{u}) = (n^{-1}_{\bar{u}} \bar{\sigma})^{-1}.
\]

The second-to-last equality follows since \( \sigma_f(h, \bar{u}) = \text{id}_E \). This contradicts \( \bar{\sigma} \not\in \mathcal{N} \) and therefore concludes the proof. \( \square \)

Corollary 3.49. Assume that \( G = G^* \text{Aut}(\mathcal{V}) \). Then \( S(\mathcal{N}, \mathcal{H}) = G^* \).

Proof. The proof is identical to the one of Corollary 3.43 except that it refers to Lemma 3.48 instead of Lemma 3.42. \( \square \)

We have shown that for every closed group \( \mathcal{G} \) such that \( \text{Aut}(\mathcal{V}) \leq \mathcal{G} \leq \text{Sym}(\mathcal{V})_0 \) the group \( \mathcal{G}^* \) is equal to \( S(\mathcal{N}, \mathcal{H}) \) from Definition 3.38 thus \( \mathcal{G}^* \) is uniquely determined by its corresponding groups \( \mathcal{N} \triangleleft \mathcal{H} \leq \text{Sym}(\Gamma) \) from Definition 3.33. Since there are only finitely many possibilities for \( \mathcal{N} \) and \( \mathcal{H} \) as subgroups of \( \text{Sym}(\Gamma) \) we have shown the following.

Proposition 3.50. Assume that a closed permutation group \( \mathcal{G} \) on \( V \) containing \( \text{Aut}(\mathcal{V}) \) fixes the zero vector \( \mathbf{0} \). Let \( f \) be an arbitrary \( \Gamma \)-labelling. Then \( G = G^* \text{Sym}((V \setminus \{\mathbf{0}\}) \setminus \sim) \) or \( G = G^* \text{Aut}(\mathcal{V}) \), and in either case \( G^* = S(\mathcal{N}, \mathcal{H}) \) for some \( \mathcal{N} \triangleleft \mathcal{H} \leq \text{Sym}(\Gamma) \). In particular, the number of such groups is finite.

4. The closed supergroups of \( \text{Aut}(\mathcal{V}) \) moving \( \mathbf{0} \)

In Section 3 we have shown that there exist only finitely many reducts of \( \mathcal{V} \) which do first-order define the zero vector \( \mathbf{0} \). The goal for this section is to show that there are only two reducts of \( \mathcal{V} \) which do not first-order define \( \mathbf{0} \), namely the infinite dimensional affine space over \( \mathbb{F}_p \) and the pure set. For the rest of the section we fix a closed permutation group \( G \) acting on \( V \) such that

\[
\text{Aut}(\mathcal{V}) \leq \mathcal{G} \leq \text{Sym}(\mathcal{V}) \quad \text{and} \quad \exists \mathbf{g} \in G : g(\mathbf{0}) \neq \mathbf{0}.
\]

The group \( \text{Aut}(\mathcal{V}) \) acts transitively on \( V \setminus \{\mathbf{0}\} \). Since \( \mathbf{0} \) is not fixed by \( \mathcal{G} \) we immediately obtain that \( \mathcal{G} \) acts transitively on \( V \).

If we consider the subgroup \( \mathcal{G}_0 \) of \( \mathcal{G} \) we may apply all results of the previous sections. With this in mind we consider the equivalence relation \( \sim \) given by \( \mathcal{G}_0 \) as before together with \( \Gamma \leq \mathbb{F}_p^\times \) as defined before. We will show that in our setting \( \Gamma \) can only be one of the two trivial subgroups of \( \mathbb{F}_p^\times \).

Lemma 4.1. Assume that \( \Gamma = \{1\} \). Then \( \mathcal{G} = \text{Sym}(\mathcal{V}) \).

Proof. By Proposition 3.4 the group \( \mathcal{G}_0 \) acts as \( \text{Sym}((V \setminus \sim)_0) \) on the \( \sim \)-equivalence classes of non-zero vectors. Since these classes contain only one element and there exists \( \mathbf{g} \in G \) such that \( g(\mathbf{0}) \neq \mathbf{0} \), the claim follows. \( \square \)
We henceforth assume $\Gamma \neq \{1\}$.

**Definition 4.2.** Let $S$ be a set and let $\mathcal{H}$ be a permutation group acting on a set $S$. For all $X \subseteq S$ the algebraic closure $\text{acl}(X)$ of $X$ is defined to be the union of all finite orbits of $H_X$.

As for the linear closure, for finitely many elements $v_1, \ldots, v_n \in V$ we are going to write $\text{acl}(v_1, \ldots, v_n)$ instead of $\text{acl}(\{v_1, \ldots, v_n\})$. It is clear from the definition that acl is a closure operator, that is for all subsets $X, Y \subseteq S$ we have
- $X \subseteq \text{acl}(X)$
- if $X \subseteq Y$ then $\text{acl}(X) \subseteq \text{acl}(Y)$
- $\text{acl}(\text{acl}(X)) = \text{acl}(X)$.

In our case the set $S$ is the set of vectors $V$ and the group $\mathcal{H}$ is $G$. Since $\text{Aut}(V) \leq G$ it follows that for all $u, v, w \in V$ such that $u \in V \setminus \langle v, w \rangle$ the orbit $G_{u,v}(u) \setminus u \subseteq \langle v, w \rangle$, in particular it is infinite. Thus, we have
\[
\langle v, w \rangle = \text{acl}(v, w) \subseteq \langle v, w \rangle.
\]
Our goal is show that in fact $\text{acl}(v, w) = \text{Aff}(v, w)$ for any two vectors $v, w \in V$.

**Lemma 4.3.** Let $v, w$ be distinct vectors in $V$ and let $g \in G$. Then
1. $\text{acl}(v, w)^g = \text{acl}(v^g, w^g)$, and
2. $|\text{acl}(v, w)| = |\Gamma| + 1$.

**Proof.** Clearly, for all $u \in V$ we have
\[
|G_{v,w}(u)| = \infty \iff |G_{v^g,w^g}(u^g)| = \infty.
\]
This shows (1).

It follows easily from the definition of $\sim$ that $\text{acl}(0, u) = [u]_{\sim} \cup \{0\}$ for any $u \in V \setminus \{0\}$. Since $G$ is 2-transitive the general case follows from item (1). \hfill $\Box$

**Lemma 4.4.** $\Gamma = \mathbb{F}_p^\times$.

**Proof.** Let $v$ be an arbitrary nonzero vector in $V$. Since $\Gamma \neq \{1\}$ we can choose $\hat{v} \in [v]_{\sim}$ different from $v$. Clearly, any orbit of $G_{v,\hat{v}}$ outside $[v]_{\sim} \cup \{0\}$ is infinite. Therefore $\text{acl}(v, \hat{v}) \subseteq [v]_{\sim} \cup \{0\}$. On the other hand by Lemma 4.4 we know that $\text{acl}(v, \hat{v}) = |\Gamma| + 1$. Therefore $\text{acl}(v, \hat{v}) = [v]_{\sim} \cup \{0\}$.

Let us assume for contradiction that $\Gamma \neq \mathbb{F}_p^\times$. Then by Proposition 3.7 we know that the group $G_0$ acts on the set of $\sim$-equivalence classes as the full symmetric group. Let $g \in G$ such that $v := 0^g \neq 0$. Let $w \in V$ such that $[w]_{\sim}$ is disjoint from $([u]_{\sim} \cup \{0\})^{p-1}$, and let $\hat{w} \in [w]_{\sim} \setminus \{w\}$. Then we have $u, w^g, \hat{w} \neq 0$ and $[u]_{\sim} \neq [w^g]_{\sim}, [\hat{w}^g]_{\sim}$. By our argument in the previous paragraph we know that $0 \in \text{acl}(w, \hat{w})$, and thus by Lemma 4.3 (1) we have $u = 0^g \in \text{acl}(w^g, \hat{w}^g)$. We claim that $w^g$ and $\hat{w}^g$ are also not $\sim$-equivalent. Indeed, if $w^g \sim \hat{w}^g$ then by applying the result of the previous paragraph with $v = w^g$ and $\hat{v} = \hat{w}^g$ we would obtain $\text{acl}(w^g, \hat{w}^g) = [w^g]_{\sim} \cup \{0\}$. This would imply in particular that $u \in [w^g]_{\sim}$, a contradiction. We have obtained that $u, w^g, \hat{w}^g$ are in pairwise different $\sim$-classes. Then these vectors can be mapped to three linearly independent vectors by some element of $G_0$. This is however impossible since $u \in \text{acl}(w^g, \hat{w}^g)$. \hfill $\Box$

The following is an immediate consequence of Lemma 4.4 and item (2) of Lemma 4.3.

**Corollary 4.5.** Let $v, w$ be distinct vectors in $V$. Then $|\text{acl}(v, w)| = p$.

It also follows immediately from Lemma 4.4 that for all $u \in V \setminus \{0\}$ we have $\text{acl}(0, v) = [v]_{\sim} \cup \{0\} = \langle v \rangle$. For arbitrary vectors $v, w \in V$ the structure of $\text{acl}(v, w)$ is a little more complex to determine. For all $u \in V$, if there is a function in $\mathcal{G}_{v,w}$ which maps $u$ to a vector outside of $\langle v, w \rangle$ then $u$ cannot be in $\text{acl}(v, w)$. On the other hand, if the orbit $G_{v,w}(u)$ is fully contained in $\langle v, w \rangle$, then it is finite and $u$ is an element of the algebraic closure. Therefore
\[
\text{acl}(v, w) = \{u \in V : G_{v,w}(u) \subseteq \langle v, w \rangle\}.
\]
Lemma 4.6. Let $v, w$ be distinct vectors in $V$. For all distinct elements $x, y$ of $\text{acl}(v, w)$, we have
$$\text{acl}(x, y) = \text{acl}(v, w).$$

Proof. Since $x, y \in \text{acl}(v, w)$ we have $\text{acl}(x, y) \subseteq \text{acl}(v, w)$. By Lemma 4.5 we know that $|\text{acl}(x, y)| = |\text{acl}(v, w)| = p$. Therefore $\text{acl}(x, y) = \text{acl}(v, w)$. □

Together with item (1) of Lemma 4.3 we obtain the following.

Corollary 4.7. Let $v, w \in V$ distinct and let $g \in G$ be a function such that $v^g, w^g \in \text{acl}(v, w)$. Then $\text{acl}(v^g, w^g) = \text{acl}(v, w)$.

Lemma 4.8. Let $v, w$ be linearly independent vectors in $V$. Then every pair $(x, y)$ of distinct elements of $\text{acl}(v, w)$ is linearly independent.

Proof. If $x, y$ were distinct linearly dependent elements in $\text{acl}(v, w)$, then by Lemma 4.6 we would obtain $v, w \in \text{acl}(v, w) = \text{acl}(x, y) = \langle x \rangle$ which is impossible. □

Lemma 4.9. Let $v, w \in V$ be two vectors which are linearly independent. For all distinct $x, y \in \text{acl}(v, w)$ and all $\lambda, \mu \in \mathbb{F}_p$ we have: if $\lambda v + \mu w \in \text{acl}(v, w)$, then $\lambda x + \mu y \in \text{acl}(v, w)$.

Proof. Let $x, y \in \text{acl}(v, w)$ be distinct and $\lambda, \mu \in \mathbb{F}_p$ such that $\lambda v + \mu w \in \text{acl}(v, w)$ be given. The set $\{x, y\}$ is linearly independent. Therefore, there exists $\varphi \in \text{Aut}(V)$ such that $v^\varphi = x$ and $w^\varphi = y$. By Corollary 4.7 the set $\text{acl}(v^\varphi, w^\varphi)$ is $\text{acl}(v, w)$. Hence, $(\lambda v + \mu w)^\varphi = \lambda x + \mu y$ is an element of $\text{acl}(v, w)$. □

Lemma 4.10. Let $v, w$ be two vectors in $V$. Then the algebraic closure $\text{acl}(v, w)$ is the affine line $\text{Aff}(v, w)$.

Proof. If $\{v, w\}$ is linearly dependent, then since $|\text{acl}(v, w)| = p$ and $\text{acl}(v, w) \subseteq \langle v \rangle = \langle v \rangle$, we have $\text{acl}(v, w) = \langle v \rangle = \text{Aff}(v, w)$.

We assume that $\{v, w\}$ is linearly independent, and we define a set $I$ as the set of all pairs $(\lambda, \mu) \in \mathbb{F}_p^2$ such that there exist distinct $x, y \in \text{acl}(v, w)$ for which we have: $\lambda x + \mu y \in \text{acl}(v, w)$.

Because of Lemma 4.9 for all $(\lambda, \mu) \in \mathbb{F}_p^2$ the existence of distinct elements $x, y \in \text{acl}(v, w)$ such that $\lambda x + \mu y \in \text{acl}(v, w)$ is equivalent to all distinct elements $x, y \in \text{acl}(v, w)$ fulfilling $\lambda x + \mu y \in \text{acl}(v, w)$.

If $(\lambda, \mu) \in I$, then $\frac{1}{\lambda}(\lambda v + \mu w) - \frac{\mu}{\lambda}w = v$ and since all three $(\lambda v + \mu w), v, w$ are elements of $\text{acl}(v, w)$ we obtain

\begin{equation}
\forall (\lambda, \mu) \in I, \lambda \neq 0 \implies \left(\frac{1}{\lambda}, -\frac{\mu}{\lambda}\right) \in I. \tag{19}
\end{equation}

Furthermore for all $(\lambda, \mu) \in I$ such that $\lambda \neq 0$, the element $\lambda \left(\frac{1}{\lambda}v - \frac{\mu}{\lambda}w\right) + \mu v$ is contained in $\text{acl}(v, w)$ and equal to $v - \mu w + \mu v = (1 + \mu)v - \mu w$. Thus

\begin{equation}
\forall (\lambda, \mu) \in I, \lambda \neq 0 \implies (1 + \mu, -\mu) \in I. \tag{20}
\end{equation}

If $1 + \mu \neq 0$ then by applying (20) again we obtain $(1 - \mu, \mu) \in I$, and thus also $(\mu, 1 - \mu) \in I$.

Claim: For all $\mu \in \mathbb{F}_p$ if $(0, \mu) \in I$, then $\mu = 1$.

This is clear since $(0, 1) \in I$ and by Lemma 4.8 two linearly dependent elements cannot lie in $\text{acl}(v, w)$.

Claim: For all $\lambda \in \mathbb{F}_p$ if $(1, \lambda) \in I$, then $\lambda = 0$.

We assume otherwise, i.e., $\lambda \neq 0$. By (19) we obtain

\( \left(\frac{1}{\lambda}, -\frac{1}{\lambda}\right), (1, -\lambda) \in I. \)
Therefore

\[
\text{acl}(v, w) \ni \frac{1}{\lambda} \left( v + \lambda w - \frac{1}{\lambda} (v - \lambda w) \right) = 2v.
\]

This is again impossible by Lemma 4.8 since \(2v \neq v\).

**Claim:** For all \((\lambda, \mu) \in I\) if \(\lambda \neq 0\), then \(\lambda = 1 - \mu\).

If \(\lambda \neq 0\), then we have seen that \((\mu, 1 - \mu) \in I\), that is \(\mu v + (1 - \mu)w \in \text{acl}(v, w)\), and

\[
1 \cdot (\mu v + (1 - \mu)w) + (\lambda - (1 - \mu))w = \mu v + \lambda w \in \text{acl}(v, w)
\]

Thus, \((1, \lambda - (1 - \mu)) \in I\), and then our second claim implies \(\lambda = 1 - \mu\).

Our three claims show that \(\text{acl}(v, w) \subseteq \text{Aff}(v, w)\). By Corollary 4.5 we have \(|\text{acl}(v, w)| = p\) which is also equal to \(|\text{Aff}(v, w)|\). Therefore \(\text{acl}(v, w) = \text{Aff}(v, w)\).

Lemma 4.3 (1) and Lemma 4.10 immediately show the following.

**Corollary 4.11.** The elements of \(G\) preserve affine lines, i.e., they map affine lines to affine lines.

It thus remains to apply the following formulation of Fundamental Theorem of Affine Geometry. See for example [5, p.52] for a proof in the finite-dimensional case; alternatively, it can easily be derived from Theorem 3.5.

**Theorem 4.12.** Let \(g \in \text{Sym}(V)\) preserve affine lines. Then it preserves affine combinations, and is the composite of a translation and an automorphism of \(V\).

Theorem 4.12 shows that \(G \leq \text{AGL}(V)\). The other inclusion is easy.

**Lemma 4.13.** \(G\) is equal to the group of all affine bijective mappings from \(V\) to \(V\).

**Proof.** By Corollary 4.11 and Theorem 4.12 we have \(G \leq \text{AGL}(V)\). Since \(G\) does not fix \(0\), it contains element which is the composition of a vector space automorphism and a translation by a non-zero vector. Since \(\text{Aut}(V) \leq G\), we have that \(G\) contains a translation by a non-zero vector, and for the same reason it contains all translations. Again by Theorem 4.12 we have that \(G = \text{AGL}(V)\).

We define a relation \(R \subseteq V^4\) by

\[
(a, b, c, d) \in R : \iff a + b = c + d.
\]

The structure \((V, R)\) is clearly a reduct of \(V\). Every translation and every automorphism of \(V\) preserves \(R\), hence by what we have shown, \(\text{Aut}(V, R) = \text{AGL}(V)\) or \(\text{Aut}(V, R) = \text{Sym}(V)\); the latter is clearly absurd.

**Proposition 4.14.** Assume that a closed permutation group \(G\) on \(V\) containing \(\text{Aut}(V)\) does not fix \(0\). Then precisely one of the following holds.

1. \(G = \text{Sym}(V)\);
2. \(G = \text{AGL}(V)\).

In particular there are, up to interdefinability, two first-order reducts of \(V\) which do not first-order define \(0\):

- The pure set with domain \(V\) and no operations or relations.
- The structure \((V, R)\).

Together with Proposition 3.50 Proposition 4.14 shows that every countably infinite vector space over a finite prime field of odd order has, up to interdefinability, only finitely many first-order reducts. This proves Theorem 1.1. Our proof is summarised in Figure 5.
The reducts of $\mathcal{V} \leftrightarrow \text{Closed permutation groups on } \mathcal{V}$ containing $\text{Aut}(\mathcal{V})$

$\mathcal{G}$ closed, such that $\text{Aut}(\mathcal{V}) \leq \mathcal{G} \leq \text{Sym}(\mathcal{V})$

$\mathcal{G}$ does not fix 0

$\Gamma = \{1\}$

$\mathcal{G} = \text{Sym}(\mathcal{V})$

$\Gamma = \mathbb{F}_p^\times$

$\mathcal{G} = \text{AGL}(\mathcal{V})$

Fundamental Theorem of Projective Geometry

$\mathcal{G}$ acts on $\mathcal{V}/\sim$ as $\text{Aut}(\mathcal{V})$

$\mathcal{G}$ acts on $\mathcal{V}/\sim$ as $\text{Sym}(\mathcal{V}/\sim, \{0\})$

Fundamental Theorem of Affine Geometry

$\mathcal{G}^* = S(\mathcal{N}, \mathcal{H})$

$\mathcal{N} \triangleleft \mathcal{H} \leq \text{Sym}(\Gamma)$

$\mathcal{G}^* = S(\mathcal{N}, \mathcal{H})$

$\mathcal{N} \triangleleft \mathcal{H} \leq \text{Sym}(\Gamma)$

$\mathcal{G}$ does fix 0

$\Gamma = \mathbb{F}_p^\times$

$\Gamma \leq \mathbb{F}_p^\times$

$\mathcal{G} = \text{Sym}(\mathcal{V} \setminus \{0\})/\sim$

$\mathcal{G}^* = S(\mathcal{N}, \mathcal{H})$

$\mathcal{N} \triangleleft \mathcal{H} \leq \text{Sym}(\Gamma)$

Figure 5. Summary of the results.
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