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Abstract

The outpouring of various pre-trained models empowers knowledge distillation (KD) by providing abundant teacher resources. Meanwhile, exploring the massive model repository to select a suitable teacher and further extracting its knowledge become daunting challenges. Standard KD fails to surmount two obstacles when training a student with the availability of plentiful pre-trained teachers, i.e., the “faculty”. First, we need to seek out the most contributive teacher in the faculty efficiently rather than enumerating all of them for a student. Second, since the teacher may be pre-trained on different tasks w.r.t. the student, we must distill the knowledge from a more general label space. This paper studies this “faculty distillation” where a student performs teacher assessment and generalized knowledge reuse. We take advantage of optimal transport to construct a unifying objective for both problems, which bridges the semantic gap and measures the relatedness between a pair of models. This objective can select the most relevant teacher, and we minimize the same objective over student parameters to transfer the knowledge from the selected teacher subsequently. Experiments in various settings demonstrate the succinctness and versatility of our proposed method.

1 Introduction

Knowledge distillation (KD) [17] is a promising model reuse technique proposed by [20]. It has been proven to be effective in compressing models [48] and improving model performance [65]. The rapid spring of advanced deep learning algorithms [9, 18, 26] and models [19, 59, 13, 6, 57] brings the availability of plentiful pre-trained models, offering KD abundant teacher resources and the opportunity to be applied to more practical applications. Under such a background, new challenges arise when we want to distill knowledge from a repository of pre-trained models.

Consider product recognition models in supermarkets that target different class sets for different branches. When a new branch opens up, all existing models from other branches may be considered as a teacher to train the new model to improve learning efficiency. However, we do not know which one is the most valuable, and existing models have different label spaces from our target task. These dilemmas reveal the insufficiency of standard KD in two aspects. (1) Standard KD often assumes that a teacher is given in advance. However, with a repository of pre-trained models, we have to efficiently seek out the most contributive teacher. (2) Standard KD requires the label space of teacher and student to be identical, which is too strict to be satisfied for a teacher chosen from the repository.

Figure 1: Comparison between two settings. Left: KD extracts knowledge from a given teacher and assists the training of a student. It requires the teacher and the student to target a same task. Right: When we have access to a group of teachers (faculty), we need to select one and perform generalized knowledge reuse.
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To tackle these two problems, we formulate a new setting called “faculty distillation” where the faculty contains a group of accessible teachers specializing in various tasks. Faculty distillation contains two main phases. In the first phase, a student needs to select the most relevant teacher from the faculty. Since the model repository can be huge, it is not affordable to try each model as a teacher and train the student repeatedly. The second phase is generalized knowledge reuse which means transferring the knowledge of the selected teacher to the target task even though it is pre-trained on a different label set. Figure 1 gives a comparison between standard KD and faculty distillation.

The first problem involves model transferability [58, 40, 67, 66, 51]. Taking no account of the computational budget, we can naively use every teacher belonging to the faculty to teach the student and pick the one that leads to the best result. In practice, we have to design a selection mechanism that evaluates the relatedness of a cross-task teacher precisely and efficiently. The second problem is caused by support mismatch between the teacher’s label distribution and the student’s prediction. Lying at the core of standard KD [20] is the simple idea of distribution matching via KL divergence. This approach does not work when the teacher and student target two different label spaces. An alternative is ignoring the teacher’s classifier and reusing its representation to assist student [44, 50, 64, 68, 8]. However, the potential information contained in the teacher’s predictions is wasted.

This paper proposes a framework named Faculty Distillation with Optimal Transport (FaDiOT) that jointly tackles two problems mentioned above. Although teacher and student target different classes, we can match their predictions by considering the relationship between two class sets, which inspires us to utilize Optimal Transport (OT) [46] to bridge the semantic gap and measure the relatedness between a teacher and the target student. Specifically, after constructing a cost matrix between two class sets by teacher’s embedding network, we use Sinkhorn distance [12] between teacher’s output and student’s output as an objective for both teacher assessment and generalized knowledge reuse. In the first phase, we traverse the faculty to seek the most relevant teacher with the nearest Sinkhorn distance to the target student. This process is free of model training and hence efficient. In the second phase, we optimize the student’s parameters to pull it closer to the teacher in Sinkhorn distance, which successfully transfers the teacher’s generalized knowledge to a distinct label space. Experiments in various settings demonstrate the succinctness and versatility of our proposed FaDiOT.

2 Related Work

Knowledge Distillation. KD is an essential model reuse approach that extracts knowledge from a teacher and assists a student’s training. It was first proposed in [20] and has been proven to be an effective technique for improving student performance. Recent advances in knowledge distillation involve exploring new types of knowledge [50, 45, 27, 23, 44, 64, 55, 2], developing new training styles [16, 62, 39, 30, 15, 43], studying the reasons for its success [47, 37, 56], and applying it to new applications [4, 33]. Existing works often assume that the teacher and student are trained on the same task, but we stress the problem of distilling knowledge from a generalized teacher whose label set can be same as, overlapped with, or totally different from the student’s label set. A similar setting was considered in [64] where the authors studied cross-task knowledge distillation and reused the comparison ability of teacher’s embedding. In FaDiOT, we simultaneously reuse the teacher’s representations and predictions and close the semantic gap between teacher and student through OT.

Optimal Transport for Knowledge Reuse. OT [46] is widely applied to many fields related to knowledge reuse. In [52], the authors softly aligned the neurons of two separate models to fuse them into a single one. Under the setting of domain adaptation, [11, 41, 42, 63] transported source features to target features and then trained a classifier for the target domain. These algorithms only consider the ground metric but ignore the histograms of transported objects and naively set them to empirical distributions (uniform distributions in each batch). A more related line of works is feature distillation through OT [32, 68, 8], which matched teacher’s and student’s representations to pull them closer. However, the information contained in the teacher’s classifier is overlooked. In FaDiOT, we directly use OT to match teacher’s and student’s predictions, and the ground metric is estimated based on class semantics. In this way, the teacher model is utilized to the maximum extent.

Assessment of Pre-Trained Models. More and more large-scale pre-trained models are available nowadays, and digging into the potential of these models is attracting increasing interest. In [66, 67], the authors studied how to rank a group of pre-trained models to find the most contributive ones without fine-tuning them on the target task. They proposed to estimate the maximum value of
label evidence given features extracted by pre-trained models. Similar works [40, 58] evaluated the transferability of existing models to current task. Our proposed FADiOT is different from existing works in two aspects: (1) Existing works mainly focus on the scenario of model fine-tuning, but we study knowledge distillation which is a more flexible setting. Fine-tuning can be seen as a special kind of self-distillation; (2) All these heuristic metrics are designed without considering the subsequent procedure of model reuse. In FADiOT, model assessment is relevant to the distillation process, i.e., they both rely on semantic gaps between label distributions and Sinkhorn distance.

3 Preliminary

Supervised Classification. In a $C$-class classification task, we denote the training set by $D = \{(x_i, y_i)\}_{i=1}^{N}$ where $x_i \in \mathbb{R}^D$ and $y_i \in \{0, 1\}^C$ are instances and the corresponding one-hot labels. A model $f(x) : \mathbb{R}^D \rightarrow \mathbb{R}^C$ receives an instance as input and outputs a $C$-dimensional logit vector. Taking deep neural network as an example, $f(x)$ can be written as $W^\top \phi(x)$ where $\phi(x) : \mathbb{R}^D \rightarrow \mathbb{R}^d$ is the feature extractor and $W \in \mathbb{R}^d \times C$ contains parameters of the classifier. We can empirically optimize some loss function $\ell$ on the training set, i.e., $f^* = \arg\min_{f} \sum_{i=1}^{N} \ell(y_i, f(x_i))$.

Standard Knowledge Distillation. If we already have a well-trained model $f_T$ on label set $C_T$, we can extract “dark knowledge” from it [47, 37] to assist the training of a new model $f_S$ on label set $C_S$. The standard distillation deals with the situation where $C_T = C_S$. The most well-known formulation [20] is $\min_{f_S} \sum_{i=1}^{N} \ell(y_i, f_S(x_i)) + \lambda \text{KL}(\rho_T(f_T(x_i)), \rho_T(f_S(x_i)))$. Here $\rho_T$ is the softmax function with temperature $\tau$, and $\lambda$ balances two terms. This method considers teacher’s output class distribution as a soft label, and uses KL divergence to pull student’s output closer to it. The teacher model usually has a larger capacity [39], and its output can encode more information than one-hot label such as class correlations and instance relationships [56]. Trained with both instance labels and teacher’s supervision, the student model can obtain a higher accuracy and converge faster.

Faculty Distillation. In faculty distillation we have $H$ teachers $\{f_T^h\}_{h=1}^{H}$ trained on diverse tasks. Let $C_T^h$ be the label set of $h$-th teacher, and $C_T^h \neq C_S$ usually holds. Our goal is to select one teacher from the faculty and reuse its general knowledge to assist the training of the student model $f_S$. Ideally, the selected teacher will result in a student that has the lowest generalization error. However, we do not have access to the test set during training phase, and so we consider the following problem:

$$\min_{h, f_S} \sum_{i=1}^{N} \ell(y_i, f_S(x_i)) + \lambda \text{D}(f_T^h(x_i), f_S(x_i)).$$

(1)

Two variables $h$ and $f_S$ are coupled together in Equation (1). Note that $h$ is the index of teacher, but it is unrealistic to enumerate $h \in [H]$ and solve Equation (1) repeatedly. Thus, we decompose faculty distillation into two sub-problems, i.e., Teacher Assessment (TA) and Generalized Knowledge Reuse (GKR). TA aims to use a practical metric to rank all teachers efficiently and select the best one for the subsequent GKR, and we expect the selected teacher to result in a good student. The core of GKR is the implementation of $\mathbb{D}$, which matches two outputs in different label spaces. Intuitively, the metric in TA should be binding with the distillation method, and so we first study GKR in Section 4 by stating the exact design of $\mathbb{D}$. After that, we propose a metric consistent with $\mathbb{D}$ in Section 5.

4 Generalized Knowledge Reuse

After introducing several basic concepts in Section 3, we are ready to present details of FADiOT. In this section, we first discuss how to reuse the knowledge of a teacher that may have a different label space from the student, and study optimization properties of the proposed method.

4.1 Sinkhorn Distance for Distribution Matching

The main obstacle to matching the outputs of teacher and student is support mismatch, which makes KL divergence not applicable in generalized knowledge reuse. However, if we consider the semantic relationship $C_T$ and $C_S$, the teacher’s output can still be instructive. For example, suppose $f_T$ classifies cat and dog while $f_S$ differs tiger from dog. In that case, we can approximately use the teacher’s output probability of cat as a reference because cat and tiger share similar appearance characteristics.
Sinkhorn distance [12] is a regularized variant of OT distance, and it is widely used for matching two distributions in various applications [38, 31] because it considers the metric space of probabilities. This property enables us to use Sinkhorn distance to measure the discrepancy between two predictions in different label spaces. To this end, a key component is the cost matrix that describes the similarities between semantic information encoded by probability dimensions. We first state the definition of Sinkhorn distance and then propose a method to generate the cost matrix.

**Definition 4.1 (Sinkhorn Distance).** Let $\mathcal{P}_R$ be the set of R-dimensional probability simplexes, i.e., $\mathcal{P}_R = \{p \in \mathbb{R}^R | p_r \geq 0, \sum_{r=1}^R p_r = 1\}$. Let $\mu \in \mathcal{P}_{R_1}$ and $\nu \in \mathcal{P}_{R_2}$ be two discrete probability distributions. Define the set of transport polytopes as $\mathbb{H}(\mu, \nu) = \{T \in \mathbb{R}^{R_1 \times R_2} | T_{1R_2} = \mu, T_{R_11} = \nu\}$ which contains all legal transportation plans from $\mu$ to $\nu$. Let $\mathbb{H}(T) = -\sum_{m=1}^{R_1} \sum_{n=1}^{R_2} T_{mn} (\log T_{mn} - 1)$ be discrete entropy of transportation plan $T$. Given a cost matrix $M \in \mathbb{R}^{R_1 \times R_2}$, Sinkhorn distance between $\mu$ and $\nu$ is defined as

$$S_\epsilon(\mu, \nu) = \min_{T \in \mathbb{H}(\mu, \nu)} \langle T, M \rangle - \epsilon \mathbb{H}(T) .$$

Let $p_T$ and $p_S$ be the teacher’s and student’s predicted label distributions of an instance, computing $S_\epsilon(p_T, p_S)$ amounts to finding an optimal plan to transport teacher’s confidences in its own classes to student’s confidences. Each dimension will have priority if transported to a target dimension with a similar semantic since this leads to a lower transportation cost. If a teacher is related to current task, values in $M$ should be small in general, resulting in a small $S_\epsilon(p_T, p_S)$. On the other hand, the transportation cost will be very high if the task gap between teacher and student cannot be ignored. In Equation (2), $\epsilon$ is a parameter controlling the strength of regularization term $\mathbb{H}(T)$. This term smooths the objective and forces the transportation plan to spread over the dimensions [46].

**Cost Matrix.** In this paper, we reuse teacher’s representation network to obtain class centers of both teacher’s classes and student’s classes. After that, we can compute Euclidean distances between class centers in the embedding space to determine $M$. Specifically, $M_{mn} = \|e_{T,m} - e_{S,n}\|_2$ where $e_{T,m}$ is the $m$-th class center in $C_T$ and $e_{S,n}$ is the $n$-th class center in $C_S$.

**Discussion on Cost Matrix.** (1) We do not require the teacher to cover the student’s classes. A common case in KD is that teacher’s task is related to the student’s task. Although there often exist representation drifts between different class sets, $M$ only needs to describe relative relationships between classes, and we can transfer the teacher’s comparison ability across classes [64, 60, 54]. (2) When the task gap between teacher and student is enormous, we empirically show that the student performance will not degenerate compared to vanilla training. Refer to Section 6.1 for details.

With cost matrix $M$, we can minimize the Sinkhorn distance $S_\epsilon(p_T, p_S)$ to train the student:

$$\min_{f_S} \sum_{i=1}^N \ell(y_i, f_S(x_i)) + \lambda S_\epsilon(p_T(f_T(x_i)), p_S(f_S(x_i))) .$$

Equation (3) replaces KL divergence in standard KD with Sinkhorn distance, bridging the support gap between $p_T$ and $p_S$. Moreover, the teacher’s representations and predictions are simultaneously reused, which is a more adequate utilization compared to feature-based methods [44, 68, 8, 32].

### 4.2 Optimization

Now we study the optimization properties of Equation (3). It is a bi-level optimization problem [10] because it involves a nested optimization problem (Equation (2)). Our target is learning the student, and we need to compute the gradient of $S_\epsilon$ w.r.t. model parameters through inner optimization. Moreover, solving the inner problem once can only provide a single update for the student, so accelerating the inner problem is necessary. Thus, there are two problems we need to tackle: (1) How to compute the gradient w.r.t. model parameters? (2) How to accelerate inner optimization?

**Gradient Computation.** Directly computing the gradient of $S_\epsilon$ is intractable, and we solve this problem from the dual of Equation (2), which is written as the following equation:

$$\max_{\alpha, \beta} \alpha^\top p_T + \beta^\top p_S - \epsilon \sum_{m,n} \exp \left(\frac{\alpha_m + \beta_n - M_{mn}}{\epsilon}\right) .$$

(4)
Proposition 4.2 (Gradient of Sinkhorn Distance). Let $p_T = \rho_T(f_T(x))$ and $p_S = \rho_T(f_S(x))$ be the output probability distributions of teacher and student respectively. Let $\beta^*$ be the optimal solution to Equation (4). The gradient of $S_t(p_T, p_S)$ w.r.t. $p_S$ and $f(x)$ can be written as $\frac{\partial S_t(p_T, p_S)}{\partial p_S} = \beta^*$ and $\frac{\partial S_t(p_T, p_S)}{\partial f(x)} = (\beta^* - \langle \beta^*, p_S \rangle) \odot p_S$ respectively. $\odot$ means element-wise multiplication.

Proposition 4.2 solves our first question, and its detailed proof is in Appendix A. To update the student’s parameters, we need to obtain the optimal solution to Equation (4). In [12], the authors reformulated the problem as a matrix scaling problem and proposed a practical iterative algorithm (Sinkhorn algorithm) to solve it. Although the Sinkhorn algorithm has time complexity $O(|C_T||C_S|)$ [22, 3], which is much faster than raw OT problem, in our method we need to update student for many times, and this requires us to further accelerate Sinkhorn algorithm.

Acceleration of Sinkhorn Algorithm. We first review Sinkhorn algorithm proposed by [12], and then show that early stopping is a convenient and efficient strategy to accelerate Sinkhorn algorithm. Let $T_{\alpha, \beta}$ be the optimal solution to problem $\min_{T \in \Pi_{|p_T|, p_S}} \langle T, M \rangle - \epsilon \|\Pi(T) - \alpha^T T 1\|_F - \beta^T T 1$, and first order condition yields that $\frac{\partial L(T, \alpha, \beta)}{\partial T} = M_{mn} + \epsilon \log T_{mn} = \exp(\alpha_m / \epsilon) \exp(-M_{mn} / \epsilon) \exp(\beta_n / \epsilon)$. This can be written in matrix form $T_{\alpha, \beta} = \text{diag}(\alpha) K \text{diag}(\beta)$ where matrix $K = \exp(-M / \epsilon)$, $\alpha = \exp(\alpha / \epsilon)$, $\beta = \exp(\beta / \epsilon)$. Therefore, solving the Sinkhorn problem amounts to obtaining vectors $u, v \geq 0$. This can be solved by Sinkhorn’s fixed point iteration [53] $(u, v) \leftarrow (p_T / (K u), p_S / (K^T v))$. A natural idea is performing fixed point iteration only for a few times. This raises another question: what is the influence of early stopping on the gradient used to optimize student model? Although the convergence of Sinkhorn algorithm is well analyzed, the convergence rate of gradient used in our method is not clear. Thus, we study this problem to ensure the rationality of early stopping.

Proposition 4.3 (Convergence of Gradient). Let $u^{(t)}$ and $v^{(t)}$ be vectors after $t$ Sinkhorn iterations. Let $\beta^{(t)}$ be the approximate gradient w.r.t. student’s output probability $p_S$ based on $u^{(t)}$ and $v^{(t)}$. Let $\beta^*$ be the accurate gradient. $\beta^{(t)}$ has a linear convergence rate $\kappa(K)^2$ in variation seminorm $\|z\|_{\text{var}} = \max(z) - \min(z)$, as shown in Equation (5). $\kappa(K) \in (0, 1)$ is a constant about $K$.

$$\frac{\|\beta^{(t+1)} - \beta^*\|_{\text{var}}}{\|\beta^{(t)} - \beta^*\|_{\text{var}}} \leq \kappa(K)^2$$

Figure 2: An empirical evaluation of Proposition 4.3. We randomly sample 256 instances from CIFAR-100 [29] and form 256 OT problems. We illustrate the convergence curves of $\|\beta^{(t)} - \beta^*\|_{\text{var}}$, theoretical bound in Proposition 4.3, and $\|\beta^{(t)} - \beta^*\|_2$. The values are averaged over 256 problems. Refer to Appendix C for more details.

5 Teacher Assessment

Until now we have discussed how to reuse the knowledge of a teacher model that may have a different label space from the student and have studied the optimization properties of the proposed method. Another important topic is how to pick out the most contributive teacher from the faculty.

Recent works [58, 40, 67, 66] have proposed several empirical metrics to evaluate the relevance of a pre-trained model for fine-tuning. However, these metrics are heuristic and are not binding with the subsequent model reuse process. In FADLO, we equip the knowledge distillation algorithm with a complementary teacher selection method. Since we minimize the Sinkhorn distance to reuse a cross-task teacher, we also use Sinkhorn distance to measure the relatedness of teacher models.
Appendix

D. Terminal State

E. We check the gap between the fictitious and true student. The selected class subset changes with the state of sliding window. We can use the class overlap ratio to measure the task gap between teacher and student. For CUB, the class overlap ratio is given by 

\[ \frac{\sum_{i=1}^{N} S_i \left( \rho_f \left( f_T \left( x_i \right) \right), \rho_f \left( f_F \left( x_i \right) \right) \right)}{N} \]

where \( S_i \) is the similarity between the teacher's and fictitious student's predictions, \( \rho_f \) is the embedding network, \( f_T \) is the teacher, and \( f_F \) is the fictitious student. This forward process exists in all related works [38, 40, 67, 66] and does not cost too much time. After that, in virtue of the simplicity of linear classifiers and our acceleration of Sinkhorn algorithm, the computation of metrics can be completed very quickly. Refer to Section 6.2 for an empirical evaluation. (2) The gap between the fictitious and true student does not affect teacher assessment too much. Although the complexity of a linear classifier is limited, we do not require the fictitious student to mimic the true student perfectly but only use it to evaluate the relatedness between a teacher and the target student. In Appendix E, we check the gap between the fictitious and true student, and show that they lead to similar evaluation metrics.

Summary of FADiOT. We have discussed Generalized Knowledge Reuse (GKR) in Section 4 and Teacher Assessment (TA) in Section 5, which are two basic components of faculty distillation. In summary, given the faculty \( \{ f_T \}_{h=1}^{H} \) containing \( H \) models, we first perform TA and pick the model with the highest score as our teacher. After that, we solve Equation (3) to learn a student with the selected teacher. Algorithm schemes of our method can be found in Appendix D.

6 Experiment

Since faculty distillation includes two main stages, our experiments contain two main parts. Our experiments are conducted mainly on CIFAR-100 [29] and Caltech-UCSD Birds-200-2011 (CUB) [61]. Descriptions of these datasets can be found in Appendix F. Implementation details of experiments are listed in Appendix H.

6.1 Generalized Knowledge Reuse

In the first part, we assume that a fixed teacher is given and check the generalized knowledge reuse ability of FADiOT. In detail, we want to study following questions: (1) Can FADiOT reuse the knowledge of a generalized teacher? (2) Will FADiOT also perform well in standard KD? (3) Can cost matrix \( M \) capture class relationships well? (4) What will happen if task gap between teacher and student is too large? (5) Ablation study on the cost matrix (Appendix K). (6) Influence of hyper-parameters \( \tau, \lambda \) and \( \epsilon \) in Equation (3) over model performance (Appendix L).

Sliding Window Protocol. First of all, we introduce a special dataset split method called “sliding window” protocol, as shown in Figure 3a. Taking CUB as an example, we first sort its 200 classes randomly and then use a sliding window that covers 100 classes to select a class subset. Initially, the window covers the first 100 classes, moving 25 classes forward every step until covering the last 100 classes. This procedure generates 5 different label sets. In this subsection, we fix the class subset of the teacher as the initial one (first 100 classes) and range the class subset of the student, which means the task gap between teacher and student increases when the sliding window moves forward. We can use the class overlap ratio \( g \) to measure the task gap between teacher and student. For CUB, \( g \in \{ 100\%, 75\%, 50\%, 25\%, 0\% \} \). Refer to Appendix G for more details about this protocol.

In this subsection, teacher is trained on a fixed class subset (determined by the initial sliding window) with cross-entropy loss. Students are trained on different class subsets. When we train a model, we extract training instances belonging to its class subset to train it, and test in on test instances belonging...
Figure 4: [best viewed in color] Results of generalized knowledge distillation on CIFAR-100 (upper) and CUB (bottom). Class overlap ratio changes from 100% to 0%. All the values can be found in Appendix I.

Table 1: Average test accuracies on two datasets. Teacher architecture is WideResNet-(40,2) for CIFAR-100 and MobileNet-1.0 for CUB. When the student shares a same architecture as the teacher, we also use self-distillation (BAN) to learn the student, and the test accuracies are 75.41% and 76.87% on CIFAR-100 and CUB. † indicates self-supervised methods while ‡ indicates methods based on OT. Best results are in bold.

(a) Results on CIFAR-100.

| (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|----------------|---------|---------|---------|---------|
| Teacher        | 74.44   | 70.15   | 68.97   | 65.44   |
| Student        | 74.44   | 70.15   | 68.97   | 65.44   |
| KD [20]        | 75.47   | 71.87   | 70.46   | 66.54   |
| FitNet [50]    | 74.29   | 70.89   | 68.66   | 65.38   |
| VID [2]        | 75.25   | 73.31   | 71.51   | 66.32   |
| RKD [44]       | 76.62   | 72.56   | 72.18   | 65.22   |
| SFTN [45]      | 76.93   | 75.23   | 72.04   | 67.41   |
| AFD [23]       | 77.42   | 75.58   | 72.50   | 67.37   |
| SEED† [14]     | 76.28   | 73.40   | 71.83   | 67.75   |
| SSKD† [62]     | 75.42   | 74.03   | 72.71   | 67.30   |
| WCoRD† [8]     | 77.36   | 74.29   | 72.78   | 67.35   |
| MGD† [68]      | 76.40   | 74.25   | 72.17   | 66.80   |
| ReFilled [64]  | 77.49   | 74.01   | 72.72   | 67.56   |
| FADiOT         | 77.95   | 75.33   | 73.28   | 67.84   |

(b) Results on CUB.

| Width Multiplier | 1.0  | 0.75 | 0.5  | 0.25 |
|------------------|------|------|------|------|
| Teacher          | 75.36 | 74.87 | 72.41 | 69.72 |
| Student          | 75.36 | 74.87 | 72.41 | 69.72 |
| KD [20]          | 77.61 | 76.02 | 74.24 | 72.03 |
| FitNet [50]      | 75.10 | 75.03 | 72.17 | 69.09 |
| VID [2]          | 77.03 | 76.91 | 75.62 | 72.23 |
| RKD [44]         | 77.72 | 76.80 | 74.99 | 72.55 |
| SFTN [45]        | 77.64 | 77.90 | 77.34 | 73.55 |
| AFD [23]         | 78.67 | 78.11 | 77.42 | 73.60 |
| SEED† [14]       | 77.93 | 78.14 | 77.50 | 73.23 |
| SSKD† [62]       | 78.34 | 78.22 | 77.10 | 72.18 |
| WCoRD† [8]       | 79.02 | 78.20 | 77.83 | 74.22 |
| MGD† [68]        | 78.55 | 77.69 | 76.68 | 73.40 |
| ReFilled [64]    | 79.33 | 78.52 | 76.90 | 74.04 |
| FADiOT           | 79.69 | 78.37 | 78.05 | 74.49 |

to its class subset. For CIFAR-100, we instantiate teacher and student as WideResNets [69]. Teacher is WideResNet-(40,2) while students are WideResNet-{(40,2), (16,2), (40,1), (16,1)}. For CUB, teacher is MobileNet-1.0 [21] while students are MobileNet-{1.0, 0.75, 0.5, 0.25}.

**Generalized Knowledge Distillation.** Since standard KD [20] does not work when teacher and student target at different label spaces, we compare our FADiOT to several feature-based distillation methods including RKD [44], AML [7], and ReFilled [64]. Two OT-based methods, i.e., MGD [68] and WCoRD [8] are also considered. Results are shown in Figure 4. We can see that FADiOT outperforms other methods in most cases. Among all compared methods, ReFilled [64] is the only one designed for cross-task knowledge distillation, and it also achieves competitive performance. All these compared methods ignore teacher’s classifier and only utilizes its representation ability, which is the main reason for their unsatisfying performances. Both training set and test set change with class overlap ratio $g$, and this makes accuracies across different overlap ratios incomparable.

**Standard Knowledge Distillation.** Standard knowledge distillation is a special case of generalized knowledge distillation. In this part, we show that our proposed FADiOT can achieve competitive performance on standard knowledge distillation. We compare our method to several distillation methods on CIFAR-100 and CUB. Architectures of teachers and students are same as those in previous part. Results are listed in Table 1a and Table 1b. Our method achieves best results in most cases. Specifically, when teacher and student share a same architecture, we also try to use self-distillation to learn a student [16]. SEED [14] and SSKD [62] are recent proposed self-supervised
distillation methods, and we can see that our method is better because instance labels are used. Another interesting topic is different-family distillation which means the architectures of teacher and student come from different families. We study this problem in Appendix J.

**Effect of Cost Matrix.** An important module in our proposed FAD1OT is the cost matrix $\mathcal{M}$, which is constructed by the teacher’s embedding network $\phi_T$. In this part, we check whether this embedding network can characterize class semantics well. Specifically, we conduct a clustering experiment on CIFAR-100 [29]. CIFAR-100 contains 20 superfamilies and 5 classes in each superclass. Classes belonging to the same superclass share similar semantic information. For a given class overlap ratio $g$, we compute the embedded centers of student’s classes by $\phi_T$ and a randomly initialized network, and then perform K-means clustering on them. The superclass of each class center is considered as the ground truth, and we report normalized mutual information (NMI) in Table 2. We can see that the teacher’s embedding network successfully capture semantic information of unseen classes. We also try other kinds of cost matrices in the ablation study in Appendix K.

**Extremely Large Task Gap.** Since we assume that a fixed teacher is given, an interesting question is: what will happen if this teacher is irrelevant to the current task? Ideally, the student’s performance will not drop compared to training without the teacher. To verify this, we additionally train student models on Stanford Dog [25] with assistance of the teacher trained on the whole CUB dataset. Results are listed in Table 3. Some methods that fit the cross-task setting are compared. We can see that our method does not suffer from performance drop while most of the compared methods do harm to student’s performance. This means our method is robust to the task gap between teacher and student.

6.2 Teacher Assessment

In the second part, we construct a group of teachers to check the ability of FAD1OT to assess teachers. Several questions are under consideration: (1) Can our proposed metric successfully rank all teachers according to their contributions? (2) Is the metric efficient enough to be applied in practical applications? (3) Can the metric work well in both coarser-grained and fine-grained teacher selection?

**Double Sliding Window Protocol.** In order to generate multiple teachers, we expand the aforementioned sliding window protocol to “double sliding window protocol”, which contains two sliding windows for the teacher and the student, respectively, as shown in Figure 3b. Now both the teacher’s and the student’s subsets can change with their own sliding window.

In this subsection, the architecture of student is fixed as MobileNet-0.25 for CUB. We consider another architecture (ResNet [19]) to enrich repository of teacher models. In CUB we have 5 class subsets and 2 teacher architectures, which means we can construct 10 different teachers in total.

**Teacher Assessment.** Now we study whether our proposed metric can precisely select the most contributive teacher compared to other metrics including NCE [58], LEEP [40], and LogME [67]. Assuming that we have $H$ teachers, given a target task (a class subset for student), we denote by $Q^h$ the test accuracy of the student trained with assistance of $h$-th teacher. We use $Q^h$ to represent some evaluation metric of the $h$-th teacher. Ideally, $Q$ and $G$ should be highly correlated. In our assessment method, we set $Q^h = -\mathcal{M}(f^h_T)$ where $\mathcal{M}$ is introduced in Section 5. On CUB dataset, we have $H = 10$, and we show the values of $G$ and $Q$ in Figure 5. We can see that LogME and our proposed metric are positively associated with the student accuracy while other two metrics fail. In this figure, we can see that LEEP is architecture-sensitive since all triangles (ResNets) are assigned low confidence. In addition, Pearson correlation coefficients between each metric and the ground truth accuracy on 5 tasks are listed in Table 4. Our metric achieves the best results on 5 tasks.

| Table 2: NMI based on randomly initialized embedding network and teacher’s embedding $\phi_T$. |
|---|---|---|---|---|---|---|
| $g$ (%) | 100 | 80 | 60 | 40 | 20 | 0 |
| random | 0.52 | 0.52 | 0.59 | 0.56 | 0.55 | 0.55 |
| $\phi_T$ | 0.80 | 0.72 | 0.77 | 0.76 | 0.79 | 0.81 |

| Table 3: Average test accuracies on DOG. The teacher is trained on CUB. Best results are in bold. |
| Channel Width | 1.0 | 0.75 | 0.5 | 0.25 |
| Student | 72.35 | 70.69 | 70.11 | 68.57 |
| FitNet [50] | 71.14 | 68.37 | 69.90 | 68.41 |
| RKD [44] | 72.38 | 70.15 | 69.90 | 68.42 |
| ReFilled [64] | 73.07 | 70.23 | 69.35 | 68.18 |
| WCoRD [8] | 72.84 | 69.98 | 69.42 | 68.20 |
| FAD1OT | 73.55 | 70.74 | 70.35 | 68.60 |

| Table 4: Pearson correlation coefficients between each metric and the ground truth accuracy on 5 tasks. |
|---|---|---|---|---|---|
| Metrics | Task1 | 2 | 3 | 4 | 5 |
| NCE [58] | -0.03 | 0.16 | 0.35 | 0.50 | 0.19 | 0.23 |
| LEEP [40] | 0.14 | 0.60 | 0.17 | 0.14 | 0.50 | 0.31 |
| LogME [67] | 0.72 | 0.96 | 0.66 | 0.40 | 0.73 | 0.69 |
| FAD1OT | 0.74 | 0.95 | 0.69 | 0.40 | 0.73 | 0.70 |
we further evaluate our method on a coarse-grained Time Consumption. We list the time consumption for computing metrics in Table 5. NCE and LEEP are two efficient metrics, but they fail to evaluate teacher qualities in our experiment. LogME and our proposed metric are slower but effective. The extra time cost of our metric mainly comes from training the linear classifier. In general, our metric can efficiently select the most relevant teacher.

**Coarse-Grained Teacher Selection.** We have tried to select a suitable teacher from a fine-grained repository, i.e., the class subsets for all the teachers are sampled from a same dataset (CUB). In this part, we further evaluate our method on a coarse-grained repository containing 5 teachers trained on MIT Indoor Scenes (Indoor) [49], Stanford Dog (Dog) [25], Caltech-UCSD Birds-200-2011 (CUB) [61], Stanford Car-196 (Car) [28], and FGVC-AirCraft (AirCraft) [36], respectively. These 5 datasets constitute 5 separate domains and the semantic gap between them is very large. We use FaDiOT to select the teacher for each target domain, and train 5 student models. In Figure 6, we can see that our proposed metric (values in the figure) easily finds the corresponding domain, and the student performance is improved a lot.

### 7 Further Discussion

(1) In our experiment, we only reuse the knowledge of one selected teacher model, and reusing multiple models simultaneously is another interesting topic [51, 66, 15]. Actually, we can distill multiple teachers by adding Sinkhorn distance terms in our method, but the weights of these terms are not easy to determined. A possible solution is weighting multiple teachers by their assessment scores, which is a meaningful future work. Another significant future work is finding vectorized representations of models and tasks [70, 1, 24]. (2) Although our proposed method does not require to train the student repeatedly, all the existing works [67, 58, 40] including ours need to perform forward process for each teacher, which is infeasible for a huge repository. If each teacher and task is represented by a vector, we can directly match them in the embedding space to realize efficient model recommendation. (3) In our paper, we assume that all the teacher models in the repository are well trained. If an offensive client upload a bad model to the teacher repository, it may be evaluated as a “related” model to the target task while does harm to student’s performance. Defending adversarial attacks on the repository is also an essential future work.

| Method | Time per Model (s) | NCE | LEEP | LogME | FaDiOT |
|--------|--------------------|-----|------|-------|--------|
| A      | 0.12               | 0.11| 0.42 | 0.91  |        |
| B      | 0.34               | 0.39| 0.39 | 0.39  |        |
| C      | 0.25               | 0.19| 0.19 | 0.19  |        |
| D      | 0.14               | 0.14| 0.14 | 0.14  |        |
| E      | 0.34               | 0.39| 0.39 | 0.39  |        |

Figure 6: **Left:** Our metric can easily find the most relevant teacher from the coarse-grained model repository. **Right:** Distillation from the selected teacher improves student performance.
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A Proof of Proposition 4.2

Proposition A.1 (Gradient of Sinkhorn Distance, Restate). Let $p_T = \rho_T(f_T(x))$ and $p_S = \rho_S(f_S(x))$ be the output probability distributions of teacher and student respectively. Let $\beta^*$ be one optimal solution to Equation (9). The gradient of $S_\epsilon(p_T, p_S)$ w.r.t. $p_S$ and $f(x)$ can be written in the following forms where $\odot$ means element-wise multiplication:

\[
\frac{\partial S_\epsilon(p_T, p_S)}{\partial p_S} = \beta^*,
\]

\[
\frac{\partial S_\epsilon(p_T, p_S)}{\partial f(x)} = (\beta^* - \langle \beta^*, p_S \rangle) \odot p_S.
\]

In order to give a detailed proof of Proposition A.1, we first review the optimization problem of Sinkhorn distance and its dual form. Sinkhorn distance between teacher’s output label distribution and student’s output label distribution can be written as

\[
\min_{T \in \Pi(p_T, p_S)} \langle T, M \rangle - \epsilon H(T).
\]

The dual problem of Equation (8) is Equation (9):

\[
\max_{\alpha, \beta} \alpha^T p_T + \beta^T p_S - \epsilon \sum_{m,n} \exp \left( \frac{\alpha_m + \beta_n - M_{mn}}{\epsilon} \right).
\]

With existence of entropic regularization term $-\epsilon H(T)$, the target function of Equation (8) is $\epsilon$-strictly convex, resulting in strong duality between Equation (8) and Equation (9). Therefore, the gradient of Sinkhorn distance w.r.t. student’s output probability $p_S$ can be directly obtained by dual form given the differentiability of Sinkhorn distance [33], say

\[
\frac{\partial S_\epsilon(p_T, p_S)}{\partial p_S} = \frac{\partial \beta^T p_S}{\partial p_S} = \beta.
\]

This means when we have solved an optimal transport problem and obtain optimal dual variable $\alpha^*$ and $\beta^*$, we can use $\beta^*$ to update the class probability distribution of student. The remaining part of Proposition A.1 can be directly obtained by chain rule.

B Proof of Proposition 4.3

Proposition B.1 (Convergence of Gradient, Restate). Let $u^{(t)}$ and $v^{(t)}$ be the potential vectors after Sinkhorn iterations. Let $\beta^{(t)}$ be the approximate gradient w.r.t. student’s output probability $p_S$ based on $u^{(t)}$ and $v^{(t)}$. Let $\beta^*$ be the accurate gradient. $\beta^{(t)}$ has a linear convergence rate $\kappa(K)^2$ in variation seminorm $\|z\|_{\text{var}} = \max(z) - \min(z)$, as shown in Equation (11). $\kappa(K)$ is a constant about $K$ and $0 < \kappa(K) < 1$.

\[
\frac{\|\beta^{(t+1)} - \beta^*\|_{\text{var}}}{\|\beta^{(t)} - \beta^*\|_{\text{var}}} \leq \kappa(K)^2.
\]

Our proof is build on previous convergence analysis of potential vectors in Sinkhorn algorithm [34] and a fundamental theorem proofed in [5]. In order to give the detailed proof of Proposition B.1, we first introduce some basic concepts.

Definition B.2 (Hilbert Projective Metric). Let $x$ and $y$ be two vectors with positive values, i.e., $x, y \in \mathbb{R}_{++}^d$. The Hilbert projective metric over $x$ and $y$ is defined as Equation (12):

\[
d_{\text{HP}}(x, y) = \log \max_{i,j} \frac{x_i y_j}{x_j y_i}.
\]
We can see that \( d_{\text{HP}}(x, y) = 0 \) if and only if there exists some \( t > 0 \) such that \( x = ty \). An important property of Hilbert projective metric is invariance with respect to element-wise division, i.e., \( d_{\text{HP}}(x, y) = d_{\text{HP}}(x/y, 1) = d_{\text{HP}}(1, x/y) \). This can be easily proven from the definition of Hilbert projective metric.

Also, we have \( d_{\text{HP}}(x, y) = \| \log(x) - \log(y) \|_{\text{var}} \) which is the variation seminorm of the difference between logarithm of two vectors. This relationship can be shown based on the definitions of variation seminorm and Hilbert projective metric.

**Theorem B.3** ([5]). Let \( K \in \mathbb{R}^{R_1 \times R_2} \) be a matrix with positive values. Define \( \psi(K) = \max_{s,t,j,k,l} K_{sk} K_{tl} K_{jk} K_{il} \) and \( \kappa(K) = \frac{\sqrt{\psi(K)}}{\sqrt{\psi(K) + 1}} \). Then for any pair of vectors \( x, y \in \mathbb{R}^{R_2}_{++} \), we have

\[
\| \beta^{(t+1)} - \beta^* \|_{\text{var}} = \| \log(\beta^{(t+1)}) - \log(\beta^*) \|_{\text{var}} \text{ Sinkhorn algorithm}
\]

\[
= \epsilon \| \log(\beta^{(t+1)}) - \log(\beta^*) \|_{\text{var}} \quad \text{(linearity of variation seminorm)}
\]

\[
= \epsilon d_{\text{HP}}(\beta^{(t+1)}, \beta^*) \quad \text{(relation between \( \| \cdot \|_{\text{var}} \) and \( d_{\text{HP}}(\cdot, \cdot) \))}
\]

\[
= \epsilon d_{\text{HP}}(K^\top u^{(t+1)}, K^\top u^*) \quad \text{(Sinkhorn iteration)}
\]

\[
= \epsilon d_{\text{HP}}(K^\top u^{(t+1)}, K^\top u^*) \quad \text{(property of \( d_{\text{HP}}(\cdot, \cdot) \))}
\]

\[
\leq \epsilon \kappa(K) d_{\text{HP}}(u^{(t+1)}, u^*) \quad \text{(Theorem B.3)}
\]

On the other hand, we have

\[
\epsilon \ d_{\text{HP}}(u^{(t+1)}, u^*) = \epsilon \ d_{\text{HP}}(K^\top v^{(t)}, K^\top v^*) \quad \text{(Sinkhorn iteration)}
\]

\[
= \epsilon \ d_{\text{HP}}(K^\top v^{(t)}, K^\top v^*) \quad \text{(property of \( d_{\text{HP}} \))}
\]

\[
\leq \kappa(K) \epsilon \ d_{\text{HP}}(v^{(t)}, v^*) \quad \text{(Theorem B.3)}
\]

\[
= \kappa(K) \epsilon \| \log(v^{(t)}) - \log(v^*) \|_{\text{var}} \quad \text{(relation between \( \| \cdot \|_{\text{var}} \) and \( d_{\text{HP}}(\cdot, \cdot) \))}
\]

\[
= \kappa(K) \epsilon \| \log(v^{(t)}) - \log(v^*) \| \quad \text{(linearity of variation seminorm)}
\]

\[
= \kappa(K) \| \beta^{(t)} - \beta^* \|_{\text{var}} \quad \text{(Sinkhorn algorithm)}
\]

(15)

Substituting Equation (15) into Equation (14) yields \( \| \beta^{(t+1)} - \beta^* \|_{\text{var}} \leq \kappa(K)^2 \| \beta^{(t)} - \beta^* \| \), which ends the proof of Proposition B.1. The proposition can also be written as \( \| \beta^{(t)} - \beta^* \|_{\text{var}} = O(\kappa(K)^{2t}) \).

### C Experiment Details of Figure 2

In this part we give experimental details of Figure 2 in the main body, and show more results. In this experiment, we use a well-trained WideResNet-(40,2) [69] as teacher model and a WideResNet-(16,1) as student model. We randomly sample a mini-batch of instances (256 instances) from the training split of CIFAR-100, and forms 256 optimal transport problems. The cost matrix \( M \) is computed by teacher’s embedding network (refer to Section 4.1 for details). For \( i \)-th instance, the teacher’s output
probability is \( \rho_\tau(f_T(x_i)) \), and the student’s output probability is \( \rho_\tau(f_S(x_i)) \). Hyper-parameter \( \tau \) is set to 3 and hyper-parameter \( \epsilon \) is set to 0.1. We need to solve the following dual form of optimal transport problem:

\[
\max_{\alpha, \beta} \alpha^T \rho_\tau(f_T(x_i)) + \beta^T \rho_\tau(f_S(x_i)) - \epsilon \sum_{m, n} \exp\left(\frac{\alpha_m + \beta_n - M_{mn}}{\epsilon}\right).
\]

When using Sinkhorn algorithm to solve Equation (16), we run 100 iterations and record \( \beta^{(0)}, \beta^{(1)}, \ldots, \beta^{(100)} \). The last vector is considered as optimal solution to the problem, i.e., \( \beta^* = \beta^{(100)} \).

There are two curves in Figure 2, one denotes the variation seminorm of the difference between \( \beta^{(t)} \) and \( \beta^* \) which is computer according to the definition, and another denotes the theoretical upper bound derived from Proposition B.1. In detail, we have \( \|\beta^{(t)} - \beta^*\|_{\text{var}} \leq \|\beta^{(0)} - \beta^*\|_{\text{var}} \kappa(K)^{2t} \) where \( K = \exp\left(\frac{M}{\tau}\right) \) and \( \kappa \) is defined in Theorem B.3. We record the value at right hand side during iterations. Finally, two groups of values are average across all 256 tasks, and we plot them in Figure 2. We also sample more mini-batches to draw more figures like Figure 2, as shown in Figure 7.

D Algorithm Schemes

Our proposed FADiOT contains two main phases, i.e., Teacher Assessment (TA) and Generalized Knowledge Reuse (GKR), which are discussed in Section 5 and Section 4, respectively. In this part, we give detailed algorithm schemes of TA, GKR, and the whole FADiOT. Algorithm 1 and Algorithm 2 are algorithms schemes of TA and GKR. Algorithm 3 is the algorithm scheme of FADiOT. We also state the accelerated Sinkhorn algorithm in Algorithm 4.

E Experiments about Fictitious Student

In Section 5 of the main body, we have discussed how to measure the relatedness of pre-trained teachers efficiently. In our proposed method, we construct a fictitious student to mimic the behaviour of the true student and then measure the relatedness between the predictions between the teacher and the fictitious student. Although our proposed method to assess teachers is efficient, it is not clear how the fictitious student affects the results of teacher assessment. Thus, in this part, we conduct more experiments on the fictitious student to check its rationality.

Firstly, we empirically check the consistency between the fictitious student and the true student on Caltech-UCSD Birds-200-2011 (CUB) [61]. Experimental details are same as those described in Section H. In Table 6, we list the KL divergence between the outputs of the fictitious student and the true student on 5 different tasks of CUB. We can see that the gap between the fictitious student and the true student is acceptable. In this experiment, the teacher model is pre-trained on Task 1, and the task gap between Task \( i \) and Task 1 increases with \( i \) (Refer to Section G for details). We can further see that the KL divergence between the fictitious student and the true student increases with
Algorithm 1 Teacher assessment process in FADiOT.

**Input:** Number of teachers $H$, Faculty $\{f^h_T\}_{h=1}^H$, Training set of the student $D = \{x_i, y_i\}_{i=1}^N$.
Teacher’s class centers $\{e_{T,m}\}$, Hyper-parameters $\epsilon$ and $\tau$.

**Output:** The selected teacher index $h^*$.

Initialize $h^* = 1$;
Initialize $M^* = +\infty$;

for $h \in [H]$ do

Extract feature representations $\{\phi^h_T(x_i)\}_{i=1}^N$ with the embedding network $\phi_T$ of $f^h_T$;
Obtain student’s class centers $\{e_{S,n}\}$;
Train a linear classifier $f^h_F$ on dataset $\{\phi^h_T(x_i), y_i\}_{i=1}^N$;

Compute cost matrix $M$ where $M_{mn} = \|e_{T,m} - e_{S,n}\|_2$;
Compute $M(f^h_T) = \frac{1}{N} \sum_{i=1}^N S_\epsilon(\rho_\tau(f^h_T(x_i)), \rho_\tau(f^h_F(x_i)))$ through Algorithm 4;
if $M(f^h_T) < M^*$ then
   $M^* \leftarrow M(f^h_T)$;
   $h^* \leftarrow h$;
end if
end for
return $h^*$.

Algorithm 2 Generalized knowledge reuse process in FADiOT.

**Input:** A selected teacher $f_T$. Training set of the student $D = \{x_i, y_i\}_{i=1}^N$.
Teacher’s class centers $\{e_{T,m}\}$, Hyper-parameters $\epsilon$, $\tau$, and $\lambda$.

**Output:** Trained student $f_S$.

Randomly initialize $f_S$;
Obtain student’s class centers $\{e_{S,n}\}$ with teacher’s embedding network $\phi_T$;
Compute cost matrix $M$ where $M_{mn} = \|e_{T,m} - e_{S,n}\|_2$;

while not converge do
   Compute $L_1 = \sum_{i=1}^N \ell(y_i, f_S(x_i))$;
   Compute $L_2 = \sum_{i=1}^N S_\epsilon(\rho_\tau(f^h_T(x_i)), \rho_\tau(f^h_F(x_i)))$ through Algorithm 4;
   $L \leftarrow L_1 + \lambda L_2$;
   Use total loss $L$ to update $f_S$;
end while
return $f_S$.

Algorithm 3 The whole process of FADiOT.

**Input:** Number of teachers $H$, Faculty $\{f^h_T\}_{h=1}^H$, Training set of the student $D = \{x_i, y_i\}_{i=1}^N$.
Teacher’s class centers $\{e_{T,m}\}$, Hyper-parameters $\epsilon$, $\tau$, and $\lambda$.

**Output:** Trained student $f_S$.

Obtain $h^*$ through Algorithm 1;
Fetch the selected teacher $f^h_T$;
Train the student $f_S$ through Algorithm 2;
return $f_S$. 
Algorithm 4  The sinkhorn algorithm for gradient computation.

**Input:** Cost matrix $M$, Teacher’s output probability distribution $p_T$, Student’s output probability distribution $p_S$, Hyper-parameter $\epsilon$, Maximum number of fixed point iterations $I$;

**Output:** Sinkhorn loss $S_\epsilon(p_T, p_S)$.

Randomly initialize $u$ and $v$;

$T \leftarrow \text{diag}(u)K\text{diag}(v)$;

Compute matrix $K = \exp\left(\frac{-M}{\epsilon}\right)$;

$i \leftarrow 0$;

while not converge do

$u \leftarrow P_T/(Kv)$;

$v \leftarrow P_S/(K^TU)$;

$T \leftarrow \text{diag}(u)K\text{diag}(v)$;

$i \leftarrow i + 1$;

if $i \geq I$ then

Break;

end if

end while

return $\langle T, M \rangle - \epsilon \bar{H}(T)$

---

Table 6: KL divergence between outputs of $f_F$ and $f_S$ on 5 CUB tasks. The gap is acceptable. Note that the teacher is trained on Task 1, and the KL gap increases when task semantic gap increases.

| CUB Task | 1   | 2   | 3   | 4   | 5   |
|----------|-----|-----|-----|-----|-----|
| KL($f_F || f_S$) | 0.32 | 0.41 | 0.39 | 0.47 | 0.53 |

---

F  Descriptions of Datasets

In this section, we give detailed descriptions of two datasets, i.e., CIFAR-100 [29] and Caltech-UCSD Birds-200-2011 (CUB) [61]. CIFAR-100 is a small dataset which contains 100 class.
The selected class subset changes with the state of sliding window.

Figure 8: Illustration of the “sliding window” protocol. In a given dataset, we first order its classes randomly, and then use a sliding window to choose the class subset. While the sliding window moves forward, the selected class subset changes.

32 × 32 images per class. In each class, there are 500 images for training and 100 images for test. In CIFAR-100, there are 20 superclasses and 5 classes in each superclass. CUB is a fine-grained dataset with 200 different species of birds. It contains 200 categories, 11788 images with label annotations and bounding boxes. In this work, we mainly focus on classification, and the bounding boxes are not used at all.

G Sliding Window Protocol for Dataset Split

In our experiments, three kinds of dataset split are considered. They are used for standard knowledge distillation, generalized knowledge distillation, and model assessment.

(1) Standard Knowledge Distillation. In standard knowledge distillation, the teacher and student are trained on a same label set. Thus, we consider all classes in three datasets, and follow the standard split of these datasets to obtain training dataset and test dataset.

(2) Generalized Knowledge Distillation. When we need to consider generalized knowledge distillation, we pick a class subset from the whole class set of a dataset. Taking CIFAR-100 as an example, it contains 100 classes, and we pick a subset that contains 50 classes to form a new class set. After ordering these 100 classes, the subset construction follows a “sliding window” protocol as shown in Figure 8. For CIFAR-100, the window covers 50 classes, and its step size is 10 classes. Therefore, we can generate 6 different class subsets. For CIFAR-100, the window covers 50 classes, and its step size is 10 classes, which offers us 6 different class subsets. For CUB, the window covers 100 classes, and its step size is 25 classes, which offers us 5 different class subsets. In generalized knowledge distillation, we fix the class subset of teacher as the one selected by the initial sliding window, and change the class subsets of student within all possible class subsets. This means we need to learn a number of students that have different class overlap ratios with the teacher. Taking CIFAR-100 as an example again, when the class subset of student is determined by the initial sliding window, student model targets at a totally same label set as teacher (overlap ratio 100%), and the setting degenerates to standard knowledge distillation. However, when the class subset of student is determined by the terminal sliding window, student model targets at a totally different label set from teacher (overlap ratio 0%), and the task gap between teacher and student is largest. For CIFAR-100, class overlap ratio $g \in \{100\%, 80\%, 60\%, 40\%, 20\%, 0\%\}$ for different students. For CUB, $g \in \{100\%, 75\%, 50\%, 25\%, 0\%\}$.

(3) Teacher Assessment. When we consider teacher assessment, we expand the ‘sliding window’ protocol to ‘double sliding window’ protocol as shown in Figure 9. Obviously, now both teacher and student may have different label spaces, and this offers us different teacher models to form the faculty. The window sizes for CIFAR-100, and CUB are 50 classes and 100 classes respectively. The step sizes of both sliding windows are 10 classes and 25 classes for CIFAR-100, and CUB respectively.

H Implementation Details

In this section, we describe the implementation details in our experiments.
Teacher Pre-Training. Given a class subset and a specific architecture, we first randomly initialize the parameters of the teacher model, and then train the teacher using standard cross-entropy loss. The teacher architecture is WideResNet-(40,2) [69] for CIFAR-100 and MobileNet-1.0 [21] for CUB in most experiments. In teacher assessment part, we also use ResNet-50 [19] as our teacher model. We train the teacher model for 200 epochs. The teacher is optimized using SGD optimizer with initial learning rate 0.1. For CIFAR-100, the learning rate is multiplied by 0.2 after 50, 100, and 150 epochs. For CUB, the learning rate is multiplied by 0.2 after 150, 170, 180 epochs. The batch size is 256 for CIFAR-100 and 128 for CUB. As for optimizer hyper-parameters, weight decay is set to 0.0005 and momentum is set to 0.9.

Generalized Knowledge Distillation. In generalized knowledge distillation, teacher and student may target at different label spaces, and we follow “sliding window protocol” (Figure 8) to sample several class subsets for different students. The class subset for teacher is fixed. Teacher architecture is WideResNet-(40,2) [69] for CIFAR-100 and MobileNet-1.0 [21] for CUB. Student architectures are WideResNet-\{(40,2), (16,2), (40,1), (16,1)\} for CIFAR-100 and MobileNet-\{1.0, 0.75, 0.5, 0.25\} for CUB. We train each student with SGD optimizer for 200 epochs. Weight decay is set to 0.0005 and momentum is set to 0.9. The initial learning rate is set to 0.1. For CIFAR-100, the learning rate is multiplied by 0.2 after 50, 100, and 150 epochs. For CUB, the learning rate is multiplied by 0.2 after 150, 170, 180 epochs. The batch size is 256 for CIFAR-100 and 128 for CUB. Hyper-parameter $\lambda$ in Equation (3) of the main body is set to 10 for CIFAR-100 and 100 for CUB. The temperature $\tau$ of softmax function is set to 3 for both datasets. Smoothing factor $\epsilon$ in Sinkhorn distance is set to 0.1. For accelerating the computation of Sinkhorn distance, we only run 10 iterations to approximate the gradient.

Standard Knowledge Distillation. In standard knowledge distillation, teacher and student share a same label space. Teacher architecture is WideResNet-(40,2) [69] for CIFAR-100 and MobileNet-1.0 [21] for CUB. Student architectures are WideResNet-\{(40,2), (16,2), (40,1), (16,1)\} for CIFAR-100 and MobileNet-\{1.0, 0.75, 0.5, 0.25\} for CUB. We train each student with SGD optimizer for 200 epochs. Weight decay is set to 0.0005 and momentum is set to 0.9. The initial learning rate is set to 0.1. For CIFAR-100, the learning rate is multiplied by 0.2 after 50, 100, and 150 epochs. For CUB, the learning rate is multiplied by 0.2 after 150, 170, 180 epochs. The batch size is 256 for CIFAR-100 and 128 for CUB. Hyper-parameter $\lambda$ in Equation (3) in the main body is set to 10 for CIFAR-100 and 100 for CUB. The temperature $\tau$ of softmax function is set to 3 for both datasets. Smoothing factor $\epsilon$ in Sinkhorn distance is set to 0.1. For accelerating the computation of Sinkhorn distance, we only run 10 iterations to approximate the gradient.

Teacher Assessment. In teacher assessment part, we adopt a “double sliding window protocol” as shown in Figure 9. Teacher architectures are WideResNet-(40,2) [69] and ResNet-50 [19] for CIFAR-100 and MobileNet-1.0 [21] and ResNet-50 [64] for CUB. Student architectures are WideResNet-\{(40,2), (16,2), (40,1), (16,1)\} for CIFAR-100 and MobileNet-\{1.0, 0.75, 0.5, 0.25\} for CUB. We train each student with SGD optimizer for 200 epochs. Weight decay is set to 0.0005 and momentum is set to 0.9. The initial learning rate is set to 0.1. For CIFAR-100, the learning rate is multiplied by 0.2 after 50, 100, and 150 epochs. For CUB, the learning rate is multiplied by 0.2 after 150, 170, 180 epochs. The batch size is 256 for CIFAR-100 and 128 for CUB. Hyper-parameter $\lambda$ in Equation (3) in the main body is set to 10 for CIFAR-100 and 100 for CUB. The temperature $\tau$ of softmax function is set to 3 for both datasets. Smoothing factor $\epsilon$ in Sinkhorn distance is set to 0.1. For accelerating the computation of Sinkhorn distance, we only run 10 iterations to approximate the gradient.

Figure 9: Illustration of the “double sliding window” protocol. In a given dataset, we first order its classes randomly, and then use two sliding windows to choose the class subsets of teacher and student. While two sliding windows move forward, the selected class subsets of teacher and student change.
the computation of Sinkhorn distance, we only run 10 iterations to approximate the gradient. After obtaining well-trained students with assistance of every single teacher in the faculty, we consider their test accuracies as ground truth, and use several metrics to select the most contributive teacher. Assuming that we have $H$ teachers, given a target task (a class subset for student), we denote by $G^h$ the test accuracy of the student trained with assistance of $h$-th teacher. We use $Q^h$ to represent some evaluation metric of $h$-th teacher. Ideally, $Q$ and $G$ should be highly correlated. The Pearson correlation coefficient between $Q$ and $G$ can be computed as
\[
\eta(Q,G) = \frac{\text{cov}(Q,G)}{\sigma_Q \sigma_G}
\]
where $\text{cov}(Q,G)$ is the covariance between $G$ and $G$, and $\sigma_Q$ and $\sigma_G$ are standard deviations of $Q$ and $G$ respectively.

I Generalized Knowledge Distillation: Values in Figure 4

In this section, we list all values for drawing Figure 4 in the main body. Table 16 and Table 17 are results of generalized knowledge distillation on CIFAR-100 and CUB respectively. Since standard KD [20] does not work when teacher and student target at different label spaces, we compare our FA DiOT to several feature-based distillation methods including RKD [44], AML [7], and ReFilled [64]. Two OT-based methods, i.e., MGD [68] and WCoRD [8] are also considered. We can see that FA DiOT outperforms other methods in most cases. Among all compared methods, ReFilled [64] is the only one designed for cross-task knowledge distillation, and it also achieves competitive performance. All these compared methods ignore teacher’s classifier and only utilizes its representation ability, which is the main reason for their unsatisfying performances. In Table 16 and Table 17, we can see that deeper students often achieve higher test accuracies. Both training set and test set change with class overlap ratio $g$, and this makes accuracies across different overlap ratios incomparable.

J Standard Knowledge Distillation: Different Model Families

In Section 6.1 of the main body, we not only check the student’s performances when the teacher has a different label space from student, but also simplify the setting to standard knowledge distillation. As we know, standard knowledge distillation is a special case of generalized knowledge distillation, and our proposed FA DiOT can also handle this case. In Table 1, we list student’s performances on CIFAR-100 and CUB when the teacher shares a same label space with student. However, we conduct these experiments under ‘same-family’ setting which means the architectures of teacher and student come from a same family, i.e., both teacher and student are WideResNets or MobileNets.

In this section, we conduct a complementary experiment where teacher and student do not share a same architecture family. Specifically, we set teacher as ResNet-50 [19] for both CIFAR-100 and CUB. Results are shown in Table 8 and Table 9. In Table 8, we can see that the accuracy of teacher (72.17) is lower than that of a WideResNet-(40,2) student (74.44). Thus, the improvements of all distillation methods in the first column are limited. Our proposed FA DiOT achieves best accuracy in most cases, showing that FA DiOT can distill the knowledge of a cross-family teacher. Similar phenomenon can be observed in Table 9.

Table 8: Average test accuracies on CIFAR-100. Teacher architecture is ResNet-50. Its accuracy on test set is 72.17. Teacher and student share a same label space. † means self-supervised methods. Best results are in bold.

| (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|---------------|---------|---------|---------|---------|
| Teacher       | 72.17   | 74.44   | 70.15   | 68.97   | 65.44   |
| Student       |         |         |         |         |         |
| KD [20]       | 74.15   | 71.23   | 69.30   | 66.12   |
| FitNet [50]   | 74.00   | 70.22   | 68.06   | 64.72   |
| VID [2]       | 74.25   | 72.83   | 71.00   | 65.76   |
| RKD [44]      | 74.82   | 71.99   | 71.35   | 65.20   |
| SEED† [14]    | **75.03** | 72.25   | 70.93   | 66.44   |
| SSKD† [62]    | 74.86   | 72.75   | 71.96   | 66.87   |
| ReFilled [64] | 74.92   | 72.57   | 71.85   | 66.90   |
| FA DiOT       | 74.85   | **73.60** | **72.14** | **67.32** |
Table 9: Average test accuracies on CUB. Teacher architecture is ResNet-50. Its accuracy on test set is 74.29. Teacher and student share a same label space. † means self-supervised methods. Best results are in bold.

| Width Multiplier | 1.0  | 0.75  | 0.5  | 0.25  |
|------------------|------|-------|------|-------|
| Teacher          | 74.29| 74.87 | 72.41| 69.72 |
| Student          | 75.36| 74.87 | 72.41| 69.72 |
| KD [20]          | 75.66| 74.50 | 72.50| 70.92 |
| FitNet [50]      | 75.20| 74.28 | 72.66| 70.52 |
| VID [2]          | 75.82| 74.14 | 72.50| 70.92 |
| RKD [44]         | 75.29| 74.34 | 72.87| 71.02 |
| SEED† [14]       | 76.23| 75.12 | 73.49| 71.88 |
| SSKD† [62]       | 76.34| 75.22 | 73.80| 72.35 |
| ReFilled [64]    | 76.24| 75.50 | 74.97| 73.87 |
| FADiOT           | 75.92| 75.67 | 75.14| 73.99 |

K Generalized Knowledge Distillation: Ablation Study

In this section, we give some important ablation studies about our proposed FADiOT under the setting of generalized knowledge distillation. When distilling the knowledge from a cross-task teacher, we utilize Sinkhorn distance to bridge the support gap between two predictions. Here an important component is the cost matrix $M$. In FADiOT, we propose to construct the cost matrix $M$ by the teacher’s embedding network $\phi_T$. Now we try some other cost matrices and report model performance on both CIFAR-100 and CUB. Specifically, two more kinds of cost matrices are considered:

- Constant cost matrix: $M_{mn} = 1$ if $m \neq n$ and $M_{mn} = 0$ if $m = n$. In this case, the semantic relationships between source classes and target classes are ignored;
- Cost matrix generated by randomly initialized embedding network: we first compute class centers by a randomly initialized embedding network which has the same structure as $\phi_T$, and then compute the Euclidean distances between class centers to determine $M$.

Results are shown in Table 10. This experiment is performed using class overlap ratio $g = 60\%$ for CIFAR-100 and $g = 50\%$ for CUB. We can see that our proposed cost matrix brings us best performances. This is because $M$ constructed by teacher’s embedding network can capture semantic information of both source classes and target classes well.

Table 10: Ablation study on cost matrix. We report student’s test accuracies on both CIFAR-100 and CUB. Three kinds of cost matrices are considered. For CIFAR-100, class overlap ratio $g$ is set to 60%. For CUB, class overlap ratio $g$ is set to 50%. Best results are in bold.

| (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) | CIFAR-100 ($g = 60\%$) | 0.25 |
|----------------|---------|---------|---------|---------|-------------------------|------|
| Constant       | 76.42   | 71.50   | 73.33   | 66.69   | Constant                | 61.42|
| Random         | 75.17   | 72.38   | 73.69   | 67.95   | Random                  | 62.54|
| FADiOT         | 80.51   | 76.92   | 77.87   | 70.34   | FADiOT                  | 66.17|

L Generalized Knowledge Distillation: Influence of Hyper-Parameters

In this section, we study the influence of several important hyper-parameters in FADiOT. To be specific, there are three hyper-parameters under our consideration, i.e., temperature $\tau$, weight of distillation term $\lambda$, and regularization strength $\epsilon$ in Sinkhorn distance. All these hyper-parameters appear in our objective Equation (3). Now, we range $\tau \in \{0.1, 1, 2, 3\}$, $\lambda \in \{1, 10, 100, 1000\}$, $\epsilon \in \{0.01, 0.1, 1\}$, and show their influences on model performance. This experiment is conducted on CIFAR-100 (class overlap ratio $g = 60\%$) and CUB (class overlap ratio $g = 50\%$). The student architecture is fixed as WideResNet-(16,1) for CIFAR-100 and MobileNet-0.25 for CUB. Results are shown in Figure 10a, Figure 10b, and Figure 10c. We can see that weight of distillation term has a remarkable influence on model performance, and we set it to different values for different datasets. $\epsilon$ controls the strength of entropy regularization term in Sinkhorn distance, and a large $\epsilon$ tends to
Figure 10: Influence of three hyper-parameters in FADtOT. Without specification, $\tau$ is usually set to 3 for both datasets. $\lambda$ is usually set to 10 for CIFAR-100 and 100 for CUB. $\epsilon$ is usually set to 0.1 for both datasets.
Table 11: Values for drawing the first column of Figure 5.

| Teacher Id | Student Accuracy | NCE [58] | LEEP [40] | LogME [67] | FAdIO T |
|------------|------------------|----------|-----------|------------|---------|
| 1          | 65.72            | 1.00     | 0.91      | 0.99       | 1.00    |
| 2          | 64.47            | 0.28     | 0.68      | 0.73       | 0.73    |
| 3          | 60.19            | 0.80     | 0.49      | 0.50       | 0.49    |
| 4          | 63.59            | 0.88     | 0.28      | 0.26       | 0.24    |
| 5          | 62.60            | 0.92     | 0.09      | 0.04       | 0.03    |
| 6          | 68.75            | 0.99     | 0.09      | 0.82       | 0.88    |
| 7          | 65.13            | 0.24     | 0.08      | 0.63       | 0.66    |
| 8          | 63.81            | 0.74     | 0.06      | 0.43       | 0.45    |
| 9          | 62.28            | 0.80     | 0.04      | 0.22       | 0.22    |
| 10         | 60.30            | 0.87     | 0.01      | 0.01       | 0.03    |

Table 12: Values for drawing the second column of Figure 5.

| Teacher Id | Student Accuracy | NCE [58] | LEEP [40] | LogME [67] | FAdIO T |
|------------|------------------|----------|-----------|------------|---------|
| 1          | 64.17            | 0.22     | 0.67      | 0.71       | 0.70    |
| 2          | 69.59            | 1.00     | 0.92      | 0.99       | 0.99    |
| 3          | 64.21            | 0.34     | 0.72      | 0.74       | 0.73    |
| 4          | 63.55            | 0.73     | 0.46      | 0.48       | 0.47    |
| 5          | 59.71            | 0.86     | 0.28      | 0.26       | 0.25    |
| 6          | 62.78            | 0.22     | 0.07      | 0.59       | 0.63    |
| 7          | 66.63            | 0.99     | 0.10      | 0.85       | 0.90    |
| 8          | 64.10            | 0.33     | 0.08      | 0.63       | 0.66    |
| 9          | 60.59            | 0.59     | 0.07      | 0.43       | 0.44    |
| 10         | 58.61            | 0.78     | 0.04      | 0.21       | 0.23    |

decrease the effect of semantic transport. \( \tau \) smooths the output probability distributions of teacher and student, and a proper \( \tau \) will improve model performance to some extent.

M **Teacher Assessment: Values in Figure 5**

In this section, we list all values for drawing Figure 5 in the main body. For each target task (each column of Figure 5), we give the accuracies of 10 students trained with assistance of 10 different teachers (x-axis values in each column of Figure 5) and four metrics to evaluate 10 teachers (y-axis values in each column). All the metrics are normalized into \([0, 1]\) for convenience. These values are listed in Table 11, Table 12, Table 13, Table 14, and Table 15.
Table 13: Values for drawing the third column of Figure 5.

| Teacher Id | Student Accuracy | NCE [58] | LEEP [40] | LogME [67] | FaDiOT |
|------------|------------------|----------|-----------|------------|--------|
| 1          | 66.17            | 0.80     | 0.47      | 0.46       | 0.45   |
| 2          | 63.36            | 0.11     | 0.70      | 0.73       | 0.72   |
| 3          | 71.28            | 1.00     | 0.95      | 1.00       | 0.99   |
| 4          | 64.24            | 0.36     | 0.62      | 0.69       | 0.69   |
| 5          | 59.51            | 0.82     | 0.45      | 0.45       | 0.44   |
| 6          | 63.14            | 0.74     | 0.05      | 0.39       | 0.41   |
| 7          | 66.66            | 0.20     | 0.08      | 0.63       | 0.66   |
| 8          | 68.97            | 0.99     | 0.10      | 0.85       | 0.90   |
| 9          | 64.24            | 0.30     | 0.08      | 0.61       | 0.64   |
| 10         | 65.78            | 0.77     | 0.06      | 0.37       | 0.39   |

Table 14: Values for drawing the fourth column of Figure 5.

| Teacher Id | Student Accuracy | NCE [58] | LEEP [40] | LogME [67] | FaDiOT |
|------------|------------------|----------|-----------|------------|--------|
| 1          | 71.12            | 0.88     | 0.25      | 0.23       | 0.21   |
| 2          | 66.81            | 0.71     | 0.47      | 0.50       | 0.48   |
| 3          | 65.27            | 0.42     | 0.71      | 0.71       | 0.70   |
| 4          | 72.72            | 1.00     | 0.88      | 0.97       | 0.98   |
| 5          | 65.71            | 0.16     | 0.69      | 0.71       | 0.71   |
| 6          | 64.18            | 0.75     | 0.03      | 0.20       | 0.21   |
| 7          | 66.37            | 0.50     | 0.06      | 0.44       | 0.45   |
| 8          | 68.89            | 0.33     | 0.08      | 0.60       | 0.62   |
| 9          | 70.09            | 0.99     | 0.11      | 0.87       | 0.91   |
| 10         | 68.23            | 0.08     | 0.10      | 0.61       | 0.64   |

Table 15: Values for drawing the fifth column of Figure 5.

| Teacher Id | Student Accuracy | NCE [58] | LEEP [40] | LogME [67] | FaDiOT |
|------------|------------------|----------|-----------|------------|--------|
| 1          | 69.66            | 0.90     | 0.05      | 0.01       | 0.00   |
| 2          | 66.44            | 0.86     | 0.25      | 0.27       | 0.26   |
| 3          | 66.12            | 0.78     | 0.48      | 0.46       | 0.46   |
| 4          | 69.18            | 0.21     | 0.65      | 0.70       | 0.70   |
| 5          | 73.66            | 1.00     | 1.00      | 0.99       | 0.99   |
| 6          | 65.57            | 0.82     | 0.00      | 0.00       | 0.00   |
| 7          | 66.77            | 0.71     | 0.03      | 0.23       | 0.24   |
| 8          | 68.96            | 0.70     | 0.06      | 0.38       | 0.40   |
| 9          | 68.52            | 0.00     | 0.09      | 0.62       | 0.65   |
| 10         | 71.80            | 0.99     | 0.13      | 0.87       | 0.91   |
Table 16: Average test accuracies of students on CIFAR-100. Teacher architecture is WideResNet-(40,2). The class subset of teacher is fixed while the class subset of student changes. Best results are in **bold**.

| Class Overlap Ratio $g = 0\%$ | (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|------------------------------|----------------|---------|---------|---------|---------|
| **Student**                  |                |         |         |         |         |
| RKD                          | 81.46          | 79.23   | 78.80   | 73.45   |
| AML                          | 79.99          | 79.11   | 78.99   | 73.68   |
| ReFilled                     | **82.60**      | 80.70   | 80.18   | **74.42** |
| MGD                          | 79.24          | 79.31   | 77.74   | 73.79   |
| WCoRD                        | 80.29          | 80.38   | 77.83   | 73.90   |
| FA2OT                        | 81.75          | **80.91** | **81.04** | 74.33   |

| Class Overlap Ratio $g = 20\%$ | (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|------------------------------|----------------|---------|---------|---------|---------|
| **Student**                  |                |         |         |         |         |
| RKD                          | 80.34          | 76.12   | 75.43   | 70.84   |
| AML                          | 80.05          | 76.95   | 75.37   | 70.79   |
| ReFilled                     | **81.40**      | 77.82   | 77.24   | 72.28   |
| MGD                          | 80.25          | 76.25   | 75.57   | 71.22   |
| WCoRD                        | 80.50          | 77.19   | 75.77   | 71.52   |
| FA2OT                        | 81.28          | **78.14** | **77.84** | **72.45** |

| Class Overlap Ratio $g = 40\%$ | (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|------------------------------|----------------|---------|---------|---------|---------|
| **Student**                  |                |         |         |         |         |
| RKD                          | 78.66          | 75.58   | 74.69   | 69.07   |
| AML                          | 79.98          | 75.84   | 74.28   | 68.87   |
| ReFilled                     | **80.40**      | **76.26** | 75.62   | 70.08   |
| MGD                          | 79.44          | 75.24   | 74.08   | 69.13   |
| WCoRD                        | 81.18          | 76.22   | 74.50   | 69.37   |
| FA2OT                        | **81.33**      | **76.14** | **75.99** | **70.90** |

| Class Overlap Ratio $g = 60\%$ | (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|------------------------------|----------------|---------|---------|---------|---------|
| **Student**                  |                |         |         |         |         |
| RKD                          | 78.90          | 76.37   | 75.14   | 68.48   |
| AML                          | 78.69          | 76.20   | 75.50   | 68.23   |
| ReFilled                     | **80.66**      | 76.66   | 76.52   | 69.50   |
| MGD                          | 78.95          | 75.55   | 75.03   | 68.30   |
| WCoRD                        | 78.92          | 75.25   | 76.48   | 69.72   |
| FA2OT                        | 80.51          | **76.92** | **77.87** | **70.34** |

| Class Overlap Ratio $g = 80\%$ | (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|------------------------------|----------------|---------|---------|---------|---------|
| **Student**                  |                |         |         |         |         |
| RKD                          | 80.50          | 77.43   | 76.96   | 72.16   |
| AML                          | 81.21          | 77.65   | 77.34   | 72.05   |
| ReFilled                     | **82.56**      | **78.76** | 79.29   | 73.92   |
| MGD                          | 81.46          | 76.60   | 77.86   | 71.78   |
| WCoRD                        | 81.54          | 77.16   | 77.80   | 73.09   |
| FA2OT                        | 82.33          | 78.29   | **80.08** | **74.17** |

| Class Overlap Ratio $g = 100\%$ | (Depth, Width) | (40, 2) | (16, 2) | (40, 1) | (16, 1) |
|------------------------------|----------------|---------|---------|---------|---------|
| **Student**                  |                |         |         |         |         |
| RKD                          | 80.66          | 77.94   | 76.35   | 71.56   |
| AML                          | 80.52          | 78.03   | 76.82   | 72.04   |
| ReFilled                     | 81.58          | **78.60** | **78.04** | 73.52   |
| MGD                          | 80.13          | 77.64   | 76.35   | 71.09   |
| WCoRD                        | 81.50          | 77.78   | 76.85   | 71.94   |
| FA2OT                        | **82.32**      | 78.33   | 77.85   | **74.17** |
Table 17: Average test accuracies of students on CUB. Teacher architecture is MobileNet-1.0. The class subset of teacher is fixed while the class subset of student changes. Best results are in **bold**.

| Overlap Ratio | Width Multiplier | 1.0   | 0.75  | 0.5   | 0.25  |
|---------------|------------------|-------|-------|-------|-------|
| 0%            | Student          | 71.25 | 67.56 | 66.85 | 64.48 |
|               | RKD              | 72.24 | 68.42 | 66.85 | 65.74 |
|               | AML              | 72.86 | 68.79 | 68.59 | 66.83 |
|               | ReFilled         | **75.13** | **71.67** | 71.06 | 68.22 |
|               | MGD              | 72.24 | 69.43 | 69.78 | 67.13 |
|               | WCoRD            | 72.78 | 69.81 | 69.20 | 67.00 |
|               | FAD1OT           | 75.03 | 71.44 | **71.35** | **69.66** |
| 25%           | Width Multiplier | 1.0   | 0.75  | 0.5   | 0.25  |
|               | Student          | 71.30 | 71.08 | 68.56 | 65.71 |
|               | RKD              | 72.07 | 71.70 | 68.56 | 66.43 |
|               | AML              | 72.35 | 72.05 | 70.37 | 67.20 |
|               | ReFilled         | 75.09 | 73.92 | **72.99** | 70.04 |
|               | MGD              | 73.41 | 72.52 | 69.99 | 67.99 |
|               | WCoRD            | 73.97 | 72.99 | 70.89 | 67.28 |
|               | FAD1OT           | **75.52** | **74.33** | 72.85 | **71.12** |
| 50%           | Width Multiplier | 1.0   | 0.75  | 0.5   | 0.25  |
|               | Student          | 68.20 | 66.11 | 65.23 | 62.26 |
|               | RKD              | 68.72 | 66.82 | 65.58 | 62.79 |
|               | AML              | 67.94 | 67.34 | 66.29 | 63.64 |
|               | ReFilled         | 70.25 | **68.39** | **68.50** | 65.33 |
|               | MGD              | 68.10 | 67.90 | 66.81 | 64.24 |
|               | WCoRD            | 68.45 | 67.42 | 66.89 | 63.95 |
|               | FAD1OT           | **70.94** | 68.13 | 67.78 | **66.17** |
| 75%           | Width Multiplier | 1.0   | 0.75  | 0.5   | 0.25  |
|               | Student          | 65.53 | 66.73 | 64.10 | 60.81 |
|               | RKD              | 65.89 | 67.28 | 64.66 | 61.35 |
|               | AML              | 66.32 | 66.92 | 65.03 | 62.09 |
|               | ReFilled         | 67.28 | 68.35 | **66.72** | 63.03 |
|               | MGD              | 67.01 | 67.56 | 65.43 | 63.29 |
|               | WCoRD            | 66.89 | 67.60 | 66.00 | 63.11 |
|               | FAD1OT           | **67.79** | **69.20** | 66.46 | **64.17** |
| 100%          | Width Multiplier | 1.0   | 0.75  | 0.5   | 0.25  |
|               | Student          | 67.76 | 67.98 | 64.91 | 62.17 |
|               | RKD              | 67.23 | 68.25 | 65.73 | 62.04 |
|               | AML              | 67.06 | 68.35 | 66.27 | 62.69 |
|               | ReFilled         | 68.77 | 69.10 | 68.44 | 63.33 |
|               | MGD              | 67.46 | 68.35 | 67.31 | 62.50 |
|               | WCoRD            | 67.72 | 68.75 | 68.07 | 63.24 |
|               | FAD1OT           | **70.03** | **70.87** | **69.55** | **65.72** |