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Self-supervised representation learning and deep clustering are mutually beneficial to learn high-quality representations and cluster data simultaneously in centralized settings. However, it is not always feasible to gather large amounts of data at a central entity, considering data privacy requirements and computational resources. Federated Learning (FL) has been developed successfully to aggregate a global model while training on distributed local data, respecting the data privacy of edge devices. However, most FL research focuses on supervised learning algorithms. A fully unsupervised federated clustering scheme has not been considered in the existing literature. We present federated momentum contrastive clustering (FedMCC), a generic federated clustering framework that can not only cluster data automatically but also extract discriminative representations training from distributed local data over multiple users. In FedMCC, we demonstrate a two-stage federated learning paradigm where the first stage aims to learn differentiable instance embeddings and the second stage accounts for clustering data automatically. The experimental results show that FedMCC not only achieves superior clustering performance but also outperforms several existing federated self-supervised methods for linear evaluation and semi-supervised learning tasks. Additionally, FedMCC can easily be adapted to ordinary centralized clustering through what we call momentum contrastive clustering (MCC). We show that MCC achieves state-of-the-art clustering accuracy results in certain datasets such as STL-10 and ImageNet-10. We also present a method to reduce the memory footprint of our clustering schemes.
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1 INTRODUCTION

The number of resource-limited mobile and Internet of Things (IoT) devices have increased exponentially over the last decade [2]. With increasing demand for data privacy and prevalence of edge computing devices, Federated Learning (FL) has shown tremendous success in training distributed data while preserving user privacy [20, 28, 31]. Unfortunately, most work on FL focus on supervised learning. For example, FedProx [28] introduces a proximal term to reduce the large divergence caused by local update, and MOON [27] addresses the unbalanced data distribution problem via model-level contrastive learning to maximize the similarity between global and local models. These work require a lot of human labeled data for supervised learning, which costs high-level labor efforts. Therefore, it is necessary to train a generalized deep clustering model to reduce the expensive data labeling in FL.

Self-supervised or Unsupervised Representation Learning (RL) is a popular approach that learns remarkable instance representations while handling unlabeled data in various computer vision and natural language processing tasks [11, 38, 41]. Contrastive learning [6] (CL) and non-contrastive learning [13] are two main directions in RL to produce differentiable embeddings by comparing the similarity between instances. Recently, RL has been naturally combined with deep clustering approach, leading to a fashion way of extracting representations and generating
clustering assignment jointly. For example, GCC [43] constructs graphs to select positives and negatives for CL, and ProPos [19] updates the cluster prototypes to learn more compact cluster features. However, the utilization of these strategies presupposes centralized data collection, an approach that falls short in distributed data contexts, where concerns around privacy, limited computation capabilities, and resilience are critical [1, 15, 25, 32, 39]. Our objective is thus to develop an online clustering model through FL, which presents a more challenging but practical scenario when dealing with distributed data.

There are existing methods [42, 45, 46] exploring FL with unlabeled data, but they are primarily designed for linear evaluation or semi-supervised learning with fully or partially labeled data, thus not suitable for clustering tasks. For instance, FedU [45] adopts BYOL [13] framework, a representation learning technique based on mean-square error loss function and a momentum update, to federated learning and introduces a dynamic update between clients and the server for the predictor in BYOL. In these federated self-supervised learning work, they only output and evaluate the learned representations, thereby lack of the ability to solve clustering problems. Although a few algorithms are introduced for federated clustering, they are only effective on specific datasets such as medical datasets [18] and have difficulties with clustering complex data features [4, 10, 23, 24, 37]. For example, FedMAvg [37] uses classical K-means algorithm, but for clustering only simple synthetic datasets. Hence, training a more generic deep clustering model with FL is still an open research direction that has received little attention in the literature.

The goal of federated clustering is to learn a global model that generates clustering assignments. Applications of clustering can serve as practical scenarios for our proposed model. For example, clustering can be used in market research to segment customers based on their purchasing behaviors and preferences, assisting businesses in adjusting marketing strategies and products to different customers. However, the data is distributed across multiple sources, such as mobile applications, so that it is important to keep the data private and train the model locally. Thus, federated clustering helps in providing personalized experiences and recommendations by local training while maintaining the user privacy.

For image data, it has been shown by many studies [14, 44] that deep clustering methods outperform traditional shallow clustering methods such as K-Means, spectral clustering, agglomerative clustering, and DBSCAN by leveraging neural networks to learn complex, hierarchical features. We are thus focusing on deep clustering in this paper. By filling the gap between federated learning and centralized deep clustering, we propose Federated Momentum Contrastive Clustering (FedMCC) framework, where a shared global model that aims at clustering data automatically as well as training with unlabeled local data distributed over multiple machines. In FedMCC, we first adopt the centralized clustering work, Contrastive Clustering [29] (CC) to federated learning. CC is a simple and effective deep clustering scheme that learns satisfactory representation and outputs clustering assignments simultaneously based on an instance-level and a cluster-level contrastive learning. Moreover, CC is able to effectively generate soft labels by the cluster-level projector whose output dimension matches the total number of clusters given by the dataset. We observe in Section 4 that naively extending the CC scheme to FL leads to sub-optimal clustering performance. To improve the performance, we propose a two-stage learning strategy to design the FL stages of FedMCC. The first FL stage conducts the instance-level contrastive learning for learning high-quality representations. The second FL stage conducts cluster-level contrastive learning on the frozen representations learned from the first stage for clustering. Finally, the clustering assignment can be obtained from the global model aggregated from the second FL stage.

For local updates, similar to BYOL [13], FedMCC produces symmetric representations for both instance-stage FL and cluster-stage FL from two neural networks: a trained online network and a target network with a slow-moving average of the online parameters. In FedMCC, clustering assignments can be obtained from the final global model without running an additional K-means step. The experimental results show that FedMCC achieves the best clustering performance compared with several baselines. We also evaluate the representation quality learned from the first FL stage by comparing with the existing federated unsupervised learning methods. The
results show that FedMCC is not only effective for solving federated clustering problems but also outperforms some state-of-the-art federated representation learning methods. To emphasize our points, the existing federated representation methods cannot cluster data, while FedMCC is designed specifically to do clustering. Additionally, we show that the proposed FedMCC can be easily adopted to the centralized case as well and achieves state-of-the-art results on benchmark datasets including STL-10 and ImageNet-10. We summarize the main contributions of our work as follows:

- To the best of our knowledge, the proposed FedMCC is the first general federated online deep clustering framework that clusters data automatically while training with distributed data. The FedMCC outperforms various baseline by comfortable margins on clustering on various benchmark datasets.
- Our two-stage FL scheme enables learning data representations and data clustering. While our goal is to train a global model for clustering, at the same time, the model learned from the first FL stage generates remarkable representations that is competitive with the existing work on federated self-supervised learning methods.
- FedMCC can even be adapted to ordinary centralized clustering. The resulting MCC scheme outperforms existing methods on STL-10 and ImageNet-10 datasets.
- We also describe an algorithm to reduce the memory footprint of our schemes.

Overall, our proposed FedMCC scheme is a simple and effective federated clustering framework for edge devices that can be tailored for various other learning tasks.

1.1 Organization

The rest of the paper is organized as follows: In Section 2, we start with background on CC block. In Section 3, we introduce the FedMCC, and its variant centralized MCC. Numerical experiments are provided in Section 4, and ablation studies are reported in Section 5. We discuss how to design memory-efficient schemes in Section 6. Finally, in Section 7, we draw our main conclusions.

2 PRELIMINARIES: CONTRASTIVE CLUSTERING (CC)

The block diagram of the CC scheme is shown in Fig. 1. We consider a dataset \(D = \{x_1, \ldots, x_{|D|}\}\). Given an input \(x_i \in D\), the CC scheme first creates two samples \(x_i^a = t^a(x_i)\) and \(x_i^b = t^b(x_i)\) through transformations \(t^a\) and \(t^b\). We use the variable \(\sigma \in \{a, b\}\) to represent the sample index so that the transformations are succinctly expressed as \(x_i^\sigma = t^\sigma(x_i), \sigma \in \{a, b\}\). The transformations are sampled uniformly at random from a family \(\mathcal{T}\) of augmentations, which may include rotations, noise, etc. The samples then pass through the same encoder \(f\), creating feature vectors \(h_i^a = f(x_i^a), \sigma \in \{a, b\}\). An instance-level multi-layer perceptron (MLP) \(g_I\) projects \(h_i^a\) and \(h_i^b\) to obtain instance-level representations \(z_i^\sigma = g_I(h_i^\sigma) \in \mathbb{R}^{d_1}, \sigma \in \{a, b\}\). Likewise, a cluster-level MLP \(g_C\) produces cluster-level representations \(y_i^\sigma = g_C(h_i^\sigma) \in \mathbb{R}^{d_2}, \sigma \in \{a, b\}\). In the CC scheme, the output dimensionality \(d_2\) of the cluster-level representations is chosen to be equal to the number of clusters one wishes to find in the dataset. In many cases, the instance-level output dimensionality \(d_1\) is chosen to be much larger than \(d_2\).
The similarity of any two representations are compared via the cosine similarity measure $s(u, v) \triangleq u^\top v/(\|u\|\|v\|)$. To define the loss functions, we need the following definitions. Given matrices $u = [u_1 \cdots u_N] \in \mathbb{R}^{d \times n}$ and $v = [v_1 \cdots v_N] \in \mathbb{R}^{d \times n}$ constructed via the indicated column vectors, we define the contrastive loss function

$$L(u, v; \tau) \triangleq \frac{1}{n} \sum_{i=1}^{n} -\log \frac{\exp(\frac{1}{\tau} s(u_i, v_i))}{\sum_{j \neq i} \exp(\frac{1}{\tau} s(u_i, v_j)) + \exp(\frac{1}{\tau} s(u_i, v_i))}. \quad (1)$$

Given a batch size $n$, the instance-level contrastive loss is then defined via the instance-level representations $z^\sigma \triangleq [z_1^\sigma \cdots z_n^\sigma] \in \mathbb{R}^{d_1 \times n}$, $\sigma \in \{a, b\}$ as $L(z^a, z^b; \tau_1)$, where $\tau_1 > 0$ is the instance-level temperature parameter. On the other hand, given $c^\sigma \triangleq [c_1^\sigma \cdots c_n^\sigma] \in \mathbb{R}^{d_2 \times n}$, $\sigma \in \{a, b\}$, the cluster-level contrastive loss is defined by $L(c^a, c^b; \tau_C)$, where $\tau_C > 0$ is the cluster-level temperature. The cluster-level contrastive loss is utilized to differentiate clusters. Specifically, columns of $c^a$ and $c^b$ are considered as the representation of each cluster. On the other hand, rows of $z^a$ and $z^b$ (i.e. $y_n^\sigma$s) correspond to the soft labels of samples. In particular, in a deterministic assignment of inputs to clusters, all rows would be one-hot encoded vectors.

The overall loss function of CC is an entropy-regularized linear combination of instance-level and cluster-level losses. In precise form, the loss function is given by

$$L_{CC} \triangleq \frac{1}{2}L(z^a, z^b; \tau_1) + L(c^a, c^b; \tau_C) + H(c^a) + H(c^b), \quad (2)$$

where, for any matrix $u = [u_1 \cdots u_d] \in \mathbb{R}^{n \times d}$, the entropy is defined as

$$H(u) \triangleq -\sum_{i=1}^{d} \frac{\|u_i\|_1}{\|u\|_1} \log \frac{|u_i|_1}{\|u\|_1}. \quad (3)$$

As discussed in [29], entropy regularization helps avoid the trivial solution where all samples are assigned to the same cluster.

Under the concerns of data privacy and limited computation resources, it is not practical to always assume that the data is centrally available. As a result, clients cannot send their local data to a central server to train a clustering model in federated learning. The resulting federated clustering framework is described next.

3 FEDMCC FRAMEWORK

3.1 Motivation and Problem Statement

We aim at addressing the above issue by building on the CC block with a novel multi-stage federated clustering scheme FedMCC. In FedMCC, we aggregate several local models trained in a fully unsupervised federated way to obtain a global model that outputs the cluster information directly. In particular, suppose there are $K$ clients, where client $k$ has its local unlabeled data $D_k$. Our goal is to learn a machine model over the dataset $D \triangleq \bigcup_{k=1}^{K} D_k$ on the central server that can cluster a group of unlabeled data automatically. A first idea for designing a federated clustering scheme is therefore to optimize the loss (2) at each user. However, it turns out that this strategy results in poor performance, as shown by the experimental results later. To improve the performance, we also replicate each block in the CC scheme to two different “online” and “target” networks. The parameters of the target network are calculated by using an exponential moving average (EMA) of the parameters of the online network. We refer to [13, 19] that utilize variants of this idea, however for the mean-squared error (MSE) loss function. The MSE loss provides poor performance in our settings. We shall thus utilize instead the loss in (1).

Cluster-level representations typically have much lower dimensionality than instance-level representations. We thus expect that training consistent cluster-level representations across multiple users with heterogeneous datasets is much more difficult than training consistent instance-level representations. Hence, a key idea of this paper is to advocate a multi-stage solution to the federated clustering problem. One should first construct consistent
high-dimensional representations across users, which can ultimately be reduced to cluster representations in a consistent manner. In the case of an extension of centralized clustering, this is done by breaking apart the centralized cost function into the two parts: instance-level contrastive loss and cluster-level contrastive loss described in the following part.

3.2 Two-stage FedMCC

In this section, we introduce FedMCC to solve the federated clustering problems with a novel multi-stage FL scheme. Let \( \mathcal{D}_k = \{x_{1,k}, \ldots, x_{|\mathcal{D}_k|, k}\} \) \( k = 1, \ldots, K \) represent the local datasets of the users. Given input \( x_{i,k} \in \mathcal{D} \) at user \( k \), we create the two samples \( t^\sigma(x_{i,k}) \), \( \sigma \in \{a, b\} \), similar to CC. The two samples are processed by what we call an “online network” and a “target network” simultaneously. We use the superscripts “\( O \)” and “\( T \)” to represent variables related to online and target networks, respectively. For each user \( k \), the online network consists of an encoder \( f^O_k \), an instance-level projector \( g^O_{I,k} \), and a cluster-level projector \( g^O_{C,k} \). The target network has the same architecture as the online network; consisting of an encoder \( f^T_k \), an instance-level projector \( g^T_{I,k} \), and a cluster-level projector \( g^T_{C,k} \). At each epoch and each batch update, only the parameters of the online networks are updated via gradient descent, and the target network parameters are kept frozen. The target network parameters are then updated via an EMA filter via \( \mathcal{P}(v^T) ← m\mathcal{P}(v^T) + (1-m)\mathcal{P}(v^O) \), \( v \in \{f, g^C, g^I\} \), where \( \mathcal{P}(\cdot) \) represents the parameter set of its argument. Also, the momentum factor or the decay rate \( m \in (0, 1) \) is a hyperparameter to be set and fixed before one initiates gradient descent updates.

![Fig. 2. The FedMCC scheme for the special case of two clients.](image)

To define the loss functions, for each user \( k \in \{1, \ldots, K\} \), \( \sigma \in \{a, b\} \) representing the sample index, and \( v \in \{O, T\} \) representing the network index, we define the representation vectors

\[
z_{i,k}^\sigma ≜ g^v_{i,k}(f^v_{i,k}(t^\sigma(x_{i,k}))), \quad g^\sigma_{i,k} ≜ g^v_{i,k}(f^v_{i,k}(t^\sigma(x_{i,k}))),
\]

and their matricized versions \( z_k^{\sigma,v} ≜ [z_{1,k}^{\sigma,v} \ldots z_{|\mathcal{D}_k|, k}^{\sigma,v}] \), and \( c_k^{\sigma,v} ≜ [y_{1,k}^{\sigma,v} \ldots y_{|\mathcal{D}_k|, k}^{\sigma,v}] \). We now define the instance-level contrastive loss of user \( k \) as

\[
L_{I,k} = \frac{1}{2}(L(z_k^{a,O}, z_k^{b,T}; \tau_I) + L(z_k^{a,T}, z_k^{b,O}; \tau_I)),
\]

(5)

and the cluster-level contrastive loss of user \( k \) as

\[
L_{C,k} = \frac{1}{2}(L(e_k^{a,O}, e_k^{b,T}; \tau_C) + L(e_k^{a,T}, e_k^{b,O}; \tau_C)) + H(e_k^{a,O}) + H(e_k^{b,O}) + H(e_k^{a,T}) + H(e_k^{b,T}).
\]

(6)

Corresponding to the two loss functions in (5) and (6), FedMCC relies on a two-stage learning scheme as shown in Fig. 2. In the first representation learning stage, the clients optimize the loss function (5), and the learned models are combined at the server every \( E \) epochs through federated averaging. Once the first stage converges, in the second clustering stage, the clients optimize the loss function in (6). A detailed algorithmic description of the two
Algorithm 1 FedMCC: Representation Learning

**Input:** Number of communication rounds $R$, Number of clients $K$, Number of local epochs $E$.

**Output:** Global encoder $f_*$

1. **Server executes:** Initialize server’s network parameters $f_*$ and $g_{l,*}$.
2. for $r = 1, \ldots, R$ do
   3. for $k = 1, 2, \ldots, K$ in parallel do
   4. Send global encoder $f_*$ and global instance-level projector $g_{l,*}$ to client $k$.
   5. $f_k, g_{l,k} \leftarrow \text{ClientLocalTraining}(k, f_*, g_{l,*})$
   6. end for
   7. Federated averaging: $P(f_*) \leftarrow \frac{1}{\sum_k |D_k|} \sum_k |D_k| P(f_k), P(g_{l,*}) \leftarrow \frac{1}{\sum_k |D_k|} \sum_k |D_k| P(g_{l,k})$.
8. end for
9. Return global encoder $f_*$.

Algorithm 2 FedMCC: Clustering

**Input:** Number of communication rounds $R$, Number of clients $K$, Number of local epochs $E$. A pre-trained (via Algorithm 1) global encoder $f_*$ available at each client $f_k = f_*, \forall k$.

**Output:** Global cluster projector $g_{C,*}$, cluster assignments.

1. **Server executes:** Initialize $g_{C,*}$.
2. for $r = 1, \ldots, R$ do
   3. for $k = 1, 2, \ldots, K$ in parallel do
   4. Send global cluster-level projector $g_{C,*}$ to client $k$.
   5. $g_{C,k} \leftarrow \text{ClientLocalTraining}(k, g_{C,*})$
   6. end for
   7. Federated averaging: $P(g_{C,*}) \leftarrow \frac{1}{\sum_k |D_k|} \sum_k |D_k| P(g_{C,k})$
8. end for
9. Return global cluster projector $g_{C,*}$.

**Test phase:** Compute the cluster assignment of a test image $x$ by $c \leftarrow \arg \max_x g_{C,*}(f_*(x))$.

11. **ClientLocalTraining**($k, g_{C,k}$)
12. for epochs $= 1, \ldots, E$ and size-$n$ batch learning within each epoch over dataset $D_k$ do
13. Update the online network $g_{C,k}^O$ of client $k$ by descending the gradient of the cluster-level contrastive loss $L_{C,k}$ in (6).
14. Update the target network $g_{C,k}^T$ of client $k$ via EMA.
15. end for
16. Return the online cluster-level projector $g_{C,k}^O$ of client $k$. 
We show the FedMCC can be easily adopted to centralized setting, resulting in MCC. Numerical results in Section 3 will show that the resulting MCC scheme not only achieves the best clustering accuracy performance available in the literature for certain datasets, but also improves the performance of CC for any given dataset. Our centralized scheme, MCC, is trained using all available data, similar to other centralized deep clustering frameworks. In this scenario, we assume that the data is centrally stored on a powerful server, which is reliable and will not fail. Consequently, this ensures that there will be no bottlenecks in communication and computation. If the server is not reliable or available, serverless decentralized learning schemes such as random walk learning [3] can be incorporated. In the centralized setting, similar to the notation in FedMCC without considering multiple users, given input \( x_i \in D \) from a central server, \( \sigma \in \{ a, b \} \) represents the sample index as before, and \( v \in \{ O, T \} \) represents the network index. The instance-level and cluster-level representations generated from the online and target networks are defined as

\[
z^{\sigma,v}_i \triangleq g^v_i(f^v(\sigma(x_i))), \quad y^{\sigma,v}_i \triangleq g^v_c(f^v(\sigma(x_i))), \quad \sigma \in \{a,b\}, \quad v \in \{O,T\}. \tag{7}
\]

To define the loss function, we collect the representation vectors into matrices

\[
z^{\sigma,v} \triangleq [z^{\sigma,v}_1 \cdots z^{\sigma,v}_n] \in \mathbb{R}^{d \times n}, \quad y^{\sigma,v} \triangleq [y^{\sigma,v}_1 \cdots y^{\sigma,v}_n]^T \in \mathbb{R}^{n \times d}, \quad \sigma \in \{a,b\}, \quad v \in \{O,T\}. \tag{8}
\]

Losses are evaluated across the outputs of the online and target networks for different augmentations and indicated by arrows in Fig. 3. As in the CC scheme, we apply entropy regularization to the cluster-level representations. Mathematically, for a given batch, the loss function for MCC is expressed as

\[
L_{MCC} \triangleq \frac{1}{2} (L(z^{a,O}, z^{b,T}; \tau_l) + L(z^{b,T}, z^{a,O}; \tau_l) + L(c^{a,O}, c^{b,T}; \tau_c) + L(c^{a,T}, c^{b,O}; \tau_c) + H(c^{a,O}) + H(c^{b,O}) + H(c^{a,T}) + H(c^{b,T}). \tag{9}
\]

The parameters of the target network are calculated by using an exponential moving average of the parameters of the online network. Different from FedMCC, instance-level and cluster-level losses are optimized together in FedMCC. Specifically, (9) represents the loss function used in our centralized scheme MCC, which is a linear combination of two contrastive losses: an instance-level contrastive loss and a cluster-level contrastive loss. In the proposed FedMCC scheme, we implement a two-stage federated learning approach for federated clustering, where we separate the instance-level and cluster-level contrastive losses. The loss function in (5) represents the instance-level contrastive loss used in the first stage, while (6) is the cluster-level contrastive loss employed in the second stage of clustering.

4 EXPERIMENTS

In this section, we present numerical results that demonstrate the performance of our federated and centralized clustering schemes over different datasets and scenarios. We first present the general experiment setup. We
then consider the clustering performance of FedMCC in the federated setting. We then evaluate the quality of representations generated by the first stage of FedMCC in the linear evaluation and semi-supervised learning settings. Finally, we present centralized clustering MCC results.

4.1 Experiment Setup

Datasets and Settings: We have conducted experiments on the CIFAR-10, CIFAR-100, STL-10, and Imagenet-10 datasets. The CIFAR-10 and CIFAR-100 datasets have 10 and 100 classes, respectively. All datasets consist of 50,000 training samples and 10,000 test samples with the same number of data samples per class. We have followed the same train-test split settings for STL-10 and ImageNet10, as in the recent clustering works [19, 29, 36]. Both datasets contain 13,000 samples and 10 classes. We show the performance of our schemes in terms of clustering accuracy (ACC), normalized mutual information (NMI), and adjusted rand index (ARI). Also, following the CC scheme [29], 100,000 unlabeled samples are trained in addition for instance-level representation learning for STL-10.

In the federated settings, for fair comparison with existing methods [42, 45, 46], we simulate a centralized node as the server and K distributed nodes as clients. In the IID scenario, each client contains the same number of images from all classes. In the non-IID scenario, we follow previous studies [42, 45, 46] to allocate the instances of class \(c\) to client \(k\) in a proportion of \(p_{jk}\) followed by the Dirichlet distribution \(\text{Dir}(\beta)\) (\(\beta = 0.5\) by default).

Implementation Details: For fair comparisons, we use ResNet-34 [17] as the backbone to report the centralized clustering results. In the federated setting, following the existing work [42, 45, 46], we use ResNet-18 or ResNet-50 [17] as encoders and train the model for 100 communication rounds for \(K = 5\) clients. For each communication round, each client is trained for \(E = 5\) local epochs. In the second stage, 100 communication rounds for cluster-level projector (Algorithm 2) is used for clustering, which is not considered for comparing the performance on linear evaluation and semi-supervised learning. The first stage of FedMCC comprises an encoder and a 2-layer MLP instance-level projector, while the second stage includes a 2-layer MLP serving as the cluster projector. In FedMCC,
the initialization of all model weights adheres to PyTorch’s default strategy for random initialization. For the particular neural networks in this study, this means utilizing a uniform distribution for all neurons. The range of the uniform distribution is determined in proportion to the inverse square root of the neuron’s in-degree.

The Adam optimizer [21] with an initial learning rate of 0.0003 and no weight decay is used. The input size of images is resized to 224×224 in both federated and centralized scenarios. The output dimension of the instance-level projector is set to 128, and the feature dimension of the cluster-level projector is equal to the number of clusters. Unless specified otherwise, we set the batch size to be $n = 128$, the instance-level temperature as $T_1 = 0.5$, the cluster-level temperature as $T_C = 1.0$, and the EMA parameter to be $m = 0.99$.

### 4.2 Federated Clustering Evaluation

**Baselines:** We consider clustering the representations generated by existing federated representation learning schemes and compare the resulting performance with that of FedMCC. In particular, we have implemented FedU [45], and clustered the resulting representations. We have considered FedU specifically as it does not require extensive hyperparameter tuning and performs very close to state of the art in linear evaluation and semi-supervised learning tasks, as we shall also show later. We have considered “FedU + K-means,” which refers to the combination of FedU with the classical K-means [30] algorithm. We also considered the baseline “FedU + MCC,” which refers to the combination of FedU with our second stage of federated clustering. We update FedU for 100 rounds and update 100 rounds of a cluster-level projector as we do in FedMCC. The baseline “FedCC” simply optimizes the CC loss 2 via federated averaging. FedMCC (Combined Loss) combines two stages and optimizes losses $L_{I,k} + L_{C,k}$ in (5) and (6) for 100 rounds, which is the same loss function as MCC in (9). As an upper bound, we have considered the centralized clustering scheme ProPos [19]. For CIFAR-100, we use 100 classes for federating setting and 20 super classes for centralized setting, which is followed by the existing works in centralized setting [19, 29] and federated setting [45].

| Dataset Method       | CIFAR-10 | CIFAR-100 | STL-10 | ImageNet-10 |
|----------------------|----------|-----------|--------|-------------|
|                      | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI |
| FedU + K-means       | 47.0  | 57.6 | 36.1 | 37.0 | 21.9 | 11.5 | 35.2 | 39.4 | 20.2 | 49.9 | 61.8 | 37.8 |
| FedU + MCC           | 52.9  | 62.5 | 43.9 | 31.7 | 16.7 | 6.9  | 35.2 | 41.8 | 21.9 | 53.7 | 63.1 | 44.9 |
| FedCC                | 54.6  | 64.2 | 45.4 | 28.7 | 14.9 | 6.9  | 41.8 | 49.3 | 30.7 | 53.3 | 63.6 | 50.4 |
| FedMCC (Combined Loss) | 57.2  | 65.6 | 47.7 | 36.7 | 18.4 | 10.3 | 24.7 | 35.9 | 15.5 | 66.2 | 66.9 | 60.5 |
| FedMCC (ours)        | 57.0  | 69.4 | 50.6 | 35.6 | 22.0 | 11.8 | 41.7 | 49.6 | 30.8 | 61.6 | 67.3 | 54.1 |
| CC (Centralized)     | 70.5  | 79.0 | 63.7 | -    | -    | -    | 76.4 | 85.0 | 72.6 | 85.9 | 89.3 | 82.2 |
| MCC (Centralized)    | 76.2  | 84.9 | 72.7 | -    | -    | -    | 72.7 | 87.0 | 74.8 | 90.4 | 95.9 | 91.1 |
| ProPos [19] (Centralized) | 88.6  | 94.3 | 88.4 | -    | -    | -    | 75.8 | 86.7 | 73.7 | 89.6 | 95.6 | 90.6 |

**Results:** Tables 1 and 2 show the clustering accuracies and metrics of our FedMCC compared with baselines. We observe that FedMCC consistently outperforms all baselines. We observe that the naive federated generalization of the CC scheme, FedCC and the momentum version FedMCC (Combined Loss), are suboptimal in general. Specifically, for CIFAR-10, there is 5.2% and 6.1% improvement over FedCC for IID and Non-IID scenarios, respectively. Moreover, on the IID CIFAR-10 dataset, there is 6.9% improvement over FedU-based schemes. Note that FedU requires additional K-means for clustering, which is time consuming, especially for high-dimensional representations with large number of clusters such as CIFAR-100. We observe that the performance of FedMCC is
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lower compared to the centralized scheme ProPos [19], which is considered an upper bound where all data are aggregated for training. We found that there is a notable big gap between the performance of FedMCC and the upper bounds, suggesting that there is potentially much room for improvement for the general task of federated clustering. For CIFAR-10 and IID data, we visualize the t-SNE embeddings produced by the cluster projector during the communication rounds in Fig. 4. FedMCC progressively trains the embedding from indistinguishable at the beginning to clear at the end.

### Table 2. Clustering accuracy (%) on non-IID datasets

| Dataset             | Method          | CIFAR-10 | CIFAR-100 | STL-10 | ImageNet-10 |
|---------------------|-----------------|----------|-----------|---------|-------------|
|                     |                 | NMI      | ACC       | ARI     | NMI         | ACC       | ARI     | NMI      | ACC       | ARI     |
| FedU + K-means      |                 | 45.8     | 48.7      | 30.0    | 21.9       | 11.5      | 34.8    | 38.9     | 19.9      | 40.0    |
| FedU + MCC          |                 | 38.2     | 47.2      | 26.6    | 31.7       | 16.7      | 6.9     | 33.6     | 19.6      | 39.8    |
| FedCC               |                 | 38.4     | 43.4      | 25.6    | 30.5       | 14.7      | 5.8     | 34.2     | 20.1      | 44.3    |
| FedMCC (Combined Loss) |             | 40.3     | 46.1      | 26.7    | 34.3       | 16.5      | 8.3     | 20.9     | 12.8      | 39.4    |
| FedMCC (ours)       |                 | 45.5     | 49.5      | 29.8    | 37.9       | 22.6      | 11.4    | 34.3     | 43.0      | 21.9    |
| CC (Centralized)    |                 | 70.5     | 79.0      | 63.7    | -          | -         | 76.4    | 85.0     | 72.6      | 85.9    |
| MCC (Centralized)   |                 | 76.2     | 84.9      | 72.7    | -          | -         | 72.7    | 87.0     | 74.8      | 90.4    |
| ProPos [19] (Centralized) |           | 88.6     | 94.3      | 88.4    | -          | -         | 75.8    | 86.7     | 73.7      | 89.6    |

### Table 3. Linear evaluation on Resnet-50

| Dataset | CIFAR-10 | CIFAR-100 |
|---------|----------|-----------|
| Method  | IID      | Non-IID   |
|---------|----------|-----------|
| Single client training [45] | 83.2 | 77.8 | 57.2 |
| FedSimCLR [6, 42] | 68.1 | 64.1 | 39.8 |
| FedCA [42] | 71.3 | 68.0 | 43.3 |
| FedSimSiam [8, 45] | 79.6 | 76.7 | 46.3 |
| FedU [45] | 86.5 | 83.2 | 59.5 |
| FedEMA [46] (λ = 0.8) | 86.1 | **85.3** | **60.9** |
| FedEMA [46] (τ = 0.7) | 85.1 | 84.3 | 59.5 |
| FedMCC | **86.8** | **85.3** | 60.8 |

### Table 4. Linear evaluation on Resnet-18

| Dataset | CIFAR-10 | CIFAR-100 |
|---------|----------|-----------|
| Method  | IID      | Non-IID   |
|---------|----------|-----------|
| Single client | 81.2 | 72.0 | 51.3 |
| FedU | 85.2 | 78.7 | 56.7 |
| FedEMA (λ = 0.8) | 85.6 | 82.8 | 57.9 |
| FedEMA (τ = 0.7) | 86.3 | 83.3 | 58.6 |
| FedMCC | 85.5 | 82.7 | 57.2 |
| FedMCC (Tuned) | **87.8** | **85.2** | **59.6** |
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4.3 Linear and Semi-Supervised Learning Evaluation

Even though our focus in this paper is training a clustering scheme in the federated setting, we assess the performance of FedMCC on linear evaluation and semi-supervised setups to prove the effectiveness of the learned representations from the first stage of FedMCC.

**Linear Evaluation:** We train a linear classifier on top of the frozen representation trained by FedMCC and measure the Top 1% accuracy. Tables 3 and 4 compare our schemes with previous approaches [42, 45] by using different backbones. With a ResNet-50, FedMCC consistently outperforms FedEMA [46] all existing schemes on CIFAR10 dataset. The performance of FedMCC is still very close to FedEMA on CIFAR-100. Note that FedEMA utilizes mechanisms for tuning the parameters $\gamma$ and $\tau$ in the learning phase. If we also optimize $m$, we can push the accuracies further, as demonstrated in the results for ResNet-18. Although the untuned FedMCC with $m = 0.99$ falls short of FedEMA, by tuning $m = 0.988$, we can outperform FedEMA in most scenarios. In particular, with a ResNet-18, FedMCC obtains 85.2% top-1 accuracy on Non-IID CIFAR-10 dataset, which is almost 2% higher than the closest competitor.

**Semi-Supervised Learning:** We follow the same experimental procedure in [6, 40, 45] by using the labels of 1% or 10% of the samples during training on the CIFAR-10 dataset. Table 5 reveals that FedMCC improves over existing methods, especially for the non-IID setting, obtaining 82.0% top-1 accuracy for 10% labeled data with or without tuning the decay rate $m$. The tuned FedMCCs all use $m = 0.988$ as before.

4.4 Centralized Clustering Evaluation

We compare our MCC method with previous methods in Table 6. MCC achieves the state-of-the-art clustering accuracy on benchmark datasets including STL-10 with 87.0% and ImageNet-10 with 95.9%, showing the advantages of our proposed clustering scheme in centralized settings as well. Our MCC scheme also improves the performance of the CC scheme on all datasets. As compared with the best available methods, the performance of MCC falls short in certain datasets such as the ImageNet-Dogs and Tiny-ImageNet. MCC is still the second best for Tiny-ImageNet and the third best for ImageNet-Dogs among all methods. The underperformance of MCC on ImageNet-Dogs and Tiny ImageNet relative to the leading methods can be attributed to the high class count, where ImageNet-Dogs comprises 15 classes and Tiny-ImageNet encompasses 200 classes. In fact, we observe there is significant potential for improvement in the overall clustering performance across all methods on ImageNet-Dogs and Tiny ImageNet. Even the best clustering algorithms do not match the performance of our MCC.

![t-SNE plots of MCC for STL-10 dataset.](image-url)
not achieve high accuracy on these two datasets. Moreover, we note that CC achieves 42.9% and 14.0% clustering accuracy on ImageNet-Dogs and Tiny ImageNet, respectively. Our newly introduced approach, MCC, builds upon the foundation of CC, achieving a substantial enhancement with a 28% relative improvement on ImageNet-Dogs and a 9% increase on Tiny ImageNet, marking significant advancements. The specific nature of the datasets that makes MCC performs well (or worse) remains an interesting avenue for further research. We also provide the t-SNE plots on the STL-10 dataset in Fig. 5. Different colors denote the different predicted labels from the cluster-level projector. After 500 epochs, MCC produces clear boundaries for cluster assignments.

### Table 6. Clustering performance of different centralized algorithms

| Method      | NMI    | ACC    | ARI    | NMI    | ACC    | ARI    | NMI    | ACC    | ARI    | NMI    | ACC    | ARI    |
|-------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| k-means     | 12.5   | 19.2   | 6.1    | 11.9   | 24.1   | 5.7    | 5.5    | 10.5   | 2.0    | 6.5    | 2.5    | 0.5    |
| SC          | 9.8    | 15.9   | 4.8    | 15.1   | 27.4   | 7.6    | 3.8    | 11.1   | 1.3    | 6.3    | 2.2    | 0.4    |
| AE          | 25.0   | 30.3   | 16.1   | 21.0   | 31.7   | 15.2   | 10.4   | 18.5   | 7.3    | 6.9    | 2.7    | 0.5    |
| VAE         | 20.0   | 28.2   | 14.6   | 19.3   | 33.4   | 16.8   | 10.7   | 17.9   | 7.9    | 11.3   | 3.6    | 0.6    |
| JULE        | 18.2   | 27.7   | 16.4   | 17.5   | 30.0   | 13.0   | 5.4    | 13.8   | 2.8    | 10.2   | 3.3    | 0.6    |
| DEC         | 27.6   | 35.9   | 18.6   | 28.2   | 38.1   | 20.3   | 12.2   | 19.5   | 7.9    | 11.5   | 3.7    | 0.7    |
| DAC         | 36.6   | 47.0   | 25.7   | 39.4   | 52.7   | 30.2   | 21.9   | 27.5   | 11.1   | 19.0   | 6.6    | 1.7    |
| IIC         | 43.1   | 49.9   | 29.5   | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| DCCM        | 37.6   | 48.2   | 26.2   | 60.8   | 71.0   | 55.5   | 32.1   | 38.3   | 18.2   | 22.4   | 10.8   | 3.8    |
| PICA        | -      | -      | -      | 78.2   | 85.0   | 73.3   | 33.6   | 32.4   | 17.9   | 27.7   | 9.8    | 4.0    |
| CC          | 76.4   | 85.0   | 72.6   | 85.9   | 89.3   | 82.2   | 44.5   | 42.9   | 27.4   | 34.0   | 14.0   | 7.1    |
| SCAN        | 80.9   | 69.8   | 64.6   | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| GCC         | 68.4   | 78.8   | 63.1   | 84.2   | 90.1   | 82.2   | 49.0   | 52.6   | 36.2   | 34.7   | 13.8   | 7.5    |
| MiCE        | 63.5   | 75.2   | 57.5   | -      | -      | -      | 42.3   | 43.9   | 28.6   | -      | -      | -      |
| IDFID       | 64.3   | 75.6   | 57.5   | 89.8   | 95.4   | 90.1   | 54.6   | 59.1   | 41.3   | -      | -      | -      |
| PCL         | 71.8   | 41.0   | 67.0   | 84.1   | 90.7   | 82.2   | 44.0   | 41.2   | 29.9   | -      | -      | -      |
| ProPos [19] | 75.8   | 86.7   | 73.7   | 89.6   | 95.6   | 90.6   | **69.2** | **74.5** | **62.7** | **40.5** | **25.6** | **14.3** |
| MCC (ours)  | **77.2** | **87.0** | **74.8** | **90.4** | **95.9** | **91.1** | **53.0** | **54.7** | **39.5** | **35.09** | **15.2** | **7.5** |

### 5 ABLATION STUDIES

**Effect of Target Network:** To prove the effectiveness of the target network, we remove the exponential moving average of the online networks. Tables 1 and 2 show the performance of the resulting FedCC scheme, described in Section 4.2. Without the target networks, the performance decreases notably from FedMCC. A similar conclusion can be made from the results for the centralized scenario shown in Table 6, through observing the relative improvement of MCC over CC.

**Impact of Four Representations:** We recall that FedU and variants feed the two independent feature vectors to the online and target networks. On the other hand, FedMCC feeds vectors to both networks, resulting in four representations at both instance and cluster level. We can measure the resulting performance gains by comparing FedMCC with FedU + MCC. Table 6 reveals that the gains are within the range 6-7%.

**Target Network Aggregation:** We also conduct experiments by updating and aggregating both online and target networks during the communication round.
Table 7 shows the results when considering the target networks in communication protocol. We used the backbone ResNet-18 for this ablation study. Compared to the results in Tables 1 and 2, there is a major loss in performance in all scenarios.

**Effect of Local Epochs:** In Table 8, we consider 500 total epochs for each client. We vary local epochs $E = 1, 2, 5, 10$ with the corresponding number of communication rounds $R = 500, 250, 100, 50$. We can observe that both the number of local epochs and communication rounds are important, and there is a non-trivial optimal operating point.

**Impact of Momentum Parameter:** We have already seen through the results in Table 4 and 5 that optimizing the momentum parameter $m$ can improve the performance. Here, we show results for the choice $m = 0.996$ in Table 9, considered in the original BYOL paper [13]. The performance becomes noticeably worse, suggesting a strong dependence of the performance on $m$. Optimization of the decay rate for BYOL-type algorithms in the federated setting remains a very interesting avenue for further research. We have generally not performed decay rate optimization for fair comparison with existing studies (most previous work such as FedU also consider $m = 0.99$).

We now provide a more detailed technical justification to enhance the understanding of the original exponential moving averaging (EMA) strategy employed between two networks. During the training, only the online network is updated by gradient descent, while the target network is updated by EMA. The momentum parameter satisfies $m \in [0, 1]$.

The specific EMA mechanism of FedMCC allows retention of more past information at target networks, leading to more stable training. Stable training is particularly crucial in federated learning, given that large divergence between the global model and local updates leads to the client drift issue. On the other hand, rapid weighted averaging will result in the loss of local information, and is also not desirable. Hence, there is a fine balance between the global and local models in the sense that the local models should not remain too far as well as too close to the global model. Since EMA preserves more local information, it also helps to avoid fast aggregation caused by weighted averaging. Another notable advantage of EMA is that the augmented samples produced by the momentum network are more stable, effectively avoiding the class collision issue commonly encountered in contrastive learning. Therefore, the momentum network is beneficial in federated self-supervised representation learning.

### Table 7. Updating online & target nets

| Method        | Update Both |
|---------------|-------------|
| Dataset       | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI |
| CIFAR-10 (IID) | 53.2 | 58.3 | 43.5 | 34.9 | 40.4 | 22.8 | 33.0 | 18.3 | 7.6 |
| CIFAR-10 (Non-IID) | 34.9 | 40.4 | 22.8 | 33.0 | 18.3 | 7.6 |
| CIFAR-100 (IID) | 30.9 | 15.5 | 6.4 |
| CIFAR-100 (Non-IID) | 30.9 | 15.5 | 6.4 |

### Table 8. Effect of local epochs

| Dataset        | CIFAR-10 (IID) | CIFAR-10 (Non-IID) | CIFAR-100 (IID) | CIFAR-100 (Non-IID) |
|----------------|---------------|--------------------|----------------|--------------------|
| Method         | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI |
| $E = 1, R = 500$ | 48.7 | 57.6 | 36.2 | 39.5 | 40.9 | 25.9 | 34.6 | 19.2 | 8.4 | 32.3 | 17.1 | 7.1 |
| $E = 2, R = 250$ | 50.5 | 59.1 | 39.3 | 41.4 | 45.0 | 28.4 | 34.4 | 19.5 | 8.2 | 32.9 | 17.6 | 3.4 |
| $E = 5, R = 100$ | 57.0 | 69.5 | 45.0 | 45.5 | 49.5 | 29.8 | 35.6 | 22.0 | 11.8 | 37.9 | 22.6 | 11.4 |
| $E = 10, R = 50$ | 50.7 | 58.7 | 41.3 | 37.4 | 43.1 | 24.2 | 34.3 | 19.0 | 8.3 | 24.1 | 12.1 | 4.2 |

### Table 9. Effect of the momentum parameter

| Dataset        | CIFAR-10 (IID) | CIFAR-10 (Non-IID) | CIFAR-100 (IID) | CIFAR-100 (Non-IID) |
|----------------|---------------|--------------------|----------------|--------------------|
| Method         | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI |
| FedMCC ($m = 0.996$) | 45.6 | 52.4 | 34.0 | 37.5 | 45.2 | 25.7 | 33.9 | 19.0 | 7.8 | 31.8 | 16.6 | 6.6 |
| FedMCC ($m = 0.99$) | 57.0 | 69.4 | 50.6 | 45.5 | 49.5 | 29.8 | 35.6 | 22.0 | 11.8 | 37.9 | 22.6 | 11.4 |
In the existing literature, numerous momentum-based self-supervised learning methodologies are studied, including BYOL [13], MoCo 1 and 2 [7, 16], and DINO [5]. These approaches have demonstrated superior performance utilizing the EMA strategy. Furthermore, the study in [35] has conducted extensive experiments to substantiate the hypothesis that momentum facilitates the encoder in learning from past data, thereby stabilizing the training process. Formal theoretical justifications as to why EMA or general momentum methods are helpful are largely missing in the literature, even in the centralized settings. We believe studying this problem in the centralized or more complex federated unsupervised learning setup is a fundamental and significant research direction that remains beyond the scope of the present work.

Communication Overhead: First, we note that in our numerical simulations, different schemes had been compared under the assumption of the same communication overhead, which stem from passing the model parameters between the server and the clients. In general federated learning, a global model is distributed by the server to several clients, who then update this model with their local training before returning it to the server. This process is a fundamental aspect of all federated learning frameworks. Our FedMCC approach does not incur any extra communication costs. Specifically, the models exchanged between the server and the clients include an ResNet encoder and a 2-layer MLP instance projector in the first stage of FedMCC. These components are consistent with those used in traditional self-supervised representation learning (SSL) frameworks, as introduced by the SimCLR approach [6], without adding any parameters that would increase communication load. Furthermore, the exchange of model parameters between the server and clients is crucial for implementing self-supervised representation learning within a federated context (FedSSL). Consequently, FedMCC avoids imposing additional communication overhead.

6 MEMORY-EFFICIENT MCC AND FEDMCC

An important special case of the federated learning paradigm is when the clients are low-cost edge devices that may have memory limitations [22, 26]. The amount of training memory needed for a naive implementation of the gradient descent updates for the loss function in (9) or its federated counterparts in (5) and (6) is linear in the batch size $n$. For the example case of the CC, this is because the network outputs $\{z_i^{\text{enc}}, y_i^{\text{proj}}\}, i = 1, \ldots, n$ for different members of a batch $x_i, i = 1, \ldots, n$ are coupled in a non-linear manner in the loss functions. Hence, to perform a gradient update, the size of the computation graph should be roughly of size $n\eta$, where $\eta$ represents the neural network size. This is in contrast to ordinary batch loss of the form $\ell(x_i)$, where $x_i$ are inputs and $\ell$ is some loss function. In this case, the gradient of the entire loss function can be calculated through accumulation using only one computation graph of size $\eta$.

Our idea for constructing memory-efficient MCC and FedMCC is akin to the scheme presented in [12] for the case of ordinary contrastive learning. We first calculate the gradients of the loss function with respect to the network outputs or representations. These gradients are calculated over one pass over the batch and stored on the memory. The memory overhead of this first stage is relatively low as the dimensionality of representation vectors is much smaller than that of the parameter space. A second pass over the batch can then update the network parameters. To describe the details of this procedure, let us now extend the CC scheme to a memory-efficient CC scheme. Extensions to MCC and FedMCC can be accomplished in the same fashion.
6.1 Construction of Memory-Efficient CC

We recall the loss function for the CC scheme in (2). The goal is to calculate the gradient $\frac{\partial L_{CC}}{\partial \theta}$, where $\theta$ represents the neural network parameters. For each $i \in \{1, \ldots, n\}$, let us define the gradients

$$
\begin{align*}
\alpha_{i,1} &\doteq \frac{1}{2} \frac{\partial L(x_i, z^{b}; \tau)}{\partial x_i^a}, \\
\alpha_{i,2} &\doteq \frac{1}{2} \frac{\partial L(x_i, z^{b}; \tau)}{\partial z^{b}_i}, \\
\alpha_{i,3} &\doteq \frac{1}{2} \frac{\partial L(c_i, c^{b}; \tau_C)}{\partial c_i^a}, \\
\alpha_{i,4} &\doteq \frac{1}{2} \frac{\partial L(c_i, c^{b}; \tau_C)}{\partial c^{b}_i}, \\
\alpha_{i,5} &\doteq \frac{1}{2} \frac{\partial H(c_i^a)}{\partial y^a_i}, \\
\alpha_{i,6} &\doteq \frac{1}{2} \frac{\partial H(c^{b}_i)}{\partial y^{b}_i}.
\end{align*}
$$

The partial derivative of the overall loss function with respect to one of the parameters $\theta^j \in \theta$ is then expressed as

$$
\frac{\partial L_{CC}}{\partial \theta^j} = \sum_{i=1}^{n} \left[ \left( \alpha_{i,1} \frac{\partial z^{a}_i}{\partial \theta^j} \right) + \left( \alpha_{i,2} \frac{\partial z^{b}_i}{\partial \theta^j} \right) + \left( \alpha_{i,3} + \alpha_{i,5} \right) \frac{\partial y^a_i}{\partial \theta^j} + \left( \alpha_{i,4} + \alpha_{i,6} \right) \frac{\partial y^{b}_i}{\partial \theta^j} \right].
$$

(12)

Note that, for any input index $i \in \{1, \ldots, n\}$ in a batch, the gradients $\frac{\partial z^{a}_i}{\partial \theta^j}, \frac{\partial z^{b}_i}{\partial \theta^j}, i \in \{a, b\}$ in (12) depend only on $x_i$ (and are independent of $x_j, j \neq i$). Hence, if $\alpha_{i,j}, i \in \{1, \ldots, n\}, j \in \{1, \ldots, 6\}$ are known, or calculated beforehand, the entire partial derivative (12) assumes the form of an “ordinary batch loss” $\sum_{i=1}^{n} \ell(x_i)$, as described in the beginning of this section. In fact, the parameters $\alpha_{i,j}$ can simply be calculated by a single forward pass of the entire batch (possibly one input at a time to save memory) before the gradient updates. As a result, once $\alpha_{i,j}$ are known, (12) can be calculated one input at a time through gradient accumulation. Moreover, for each given input, the standard backpropagation algorithm can be used to calculate the partial derivatives for all parameters of the network simultaneously.

Closed-form expressions for the gradients $\alpha_{i,j}, i \in \{1, \ldots, n\}, j \in \{1, \ldots, 6\}$ follow from cumbersome but basic calculus. To provide the final expressions, for any $i \in \{1, \ldots, n\}$, let

$$
\xi_i \doteq \sum_{j \neq i}^{n} \left[ \exp\left( \frac{1}{\xi}(s(u_i, u_j)) + \exp\left( \frac{1}{\xi}s(u_i, v_j)) \right) \right]
$$

(13)

We also define

$$
\begin{align*}
\frac{\partial s(u, v)}{\partial u} &\doteq \frac{s(u, v)}{\|u\|} \left( \frac{1}{\|v\|} u + \frac{1}{\|v\|} v \right),
\end{align*}
$$

(14)

using which we can provide the closed-form expressions

$$
\begin{align*}
n \tau \frac{\partial L(u,v; \tau)}{\partial u} &= -s'(u_i, u_\ell) + \sum_{i=1}^{n} \left[ \frac{1}{\xi}(s(u_i, u_\ell)) + \frac{1}{\xi}(s(v_i, u_\ell)) \right] + \exp\left( \frac{1}{\xi}s(u_\ell, u_i) \right) s'(u_\ell, u_i),
\end{align*}
$$

(15)

and

$$
\begin{align*}
n \tau \frac{\partial L(u, v; \tau)}{\partial v} &= -s'(v_\ell, u_\ell) + \sum_{i=1}^{n} \left[ \frac{1}{\xi}(s(u_i, u_\ell)) + \frac{1}{\xi}(s(v_i, u_\ell)) \right] s'(u_\ell, u_i),
\end{align*}
$$

(16)

for the gradients $L(u, v; \tau)$. In addition, with regards to the entropies that appear in the loss function, we can evaluate, for any $\ell \in \{1, \ldots, d\}$,

$$
\frac{\partial H(u)}{\partial u_\ell} = \sum_{i=1}^{d} \left[ \frac{1}{\|u_i\|_1 - 1(i = \ell)} \|u_i\|_1 \right] \left( 1 + \log \frac{\|u_i\|_1}{\|u_i\|_1} \right) \text{sign}(u_\ell).
$$

(17)
As mentioned, formulae (14)-(17) can be verified using straightforward calculations. Now, $\alpha_{i,1}$ and $\alpha_{i,2}$ in (10) can be calculated via (15). For $\alpha_{i,3}$, we can first use the identity

$$
\left[ \alpha_{1,3} \cdots \alpha_{n,3} \right] = \frac{1}{2} \left[ \frac{\partial L(e^a, c^b; \tau_C)}{\partial e^a_1} \cdots \frac{\partial L(e^a, c^b; \tau_C)}{\partial e^a_{\alpha_1}} \right]^\top
$$

where $e^a_1, \ldots, e^a_{\alpha_1}$ represent the columns of $e^a$. Now, the right hand side of (18) can be calculated through (16). Likewise, $\alpha_{i,4}, \alpha_{i,5}$, and $\alpha_{i,6}$ can be evaluated via (15), (16), (17), and the transposition method in (18).

The memory required for ordinary CC and our memory-efficient implementation of CC can be calculated to be $O((n_p + n_r)d)$ and $O(n_r n)$, respectively, where $n_r$ is the dimension of the representation space, and $n_p$ is the dimension of the parameter space. Since $n_r \ll n_p$ in practice, we expect significant savings in memory without sacrifice in performance. This will be corroborated via experiments in the next section.

6.2 Memory Consumption Experiments

In this section, we present experiments to validate our memory-efficient approach presented in Section 6.1. We implement both the standard gradient update and the memory-efficient version, reporting the GPU usage in Table 10 and Fig. 6 across various batch sizes. We consider the case of 5 users, the ResNet 18 model, and a 2-layer MLP as specified in Section 4. Table 10 details the memory usage during the local update stage of FedMCC, and Fig. 6(a) shows the comparison between the two methods. From Table 10, we observe that the standard method consumes a large amount of memory, particularly with larger batch sizes. In contrast, our method’s memory consumption remains relatively constant and is substantially lower than that of the standard update. As mentioned at the end of Section 6.1, the slight increase of our method’s memory consumption stems from the required memory to accommodate the batch representations. Still, it is important to emphasize that this quantity is relatively minor in comparison to ordinary CC method’s requirement to store entire neural network parameters, which requires huge amounts of memory. Fig. 6(a) further demonstrates that our approach maintains a near-constant and notably lower memory usage compared to the standard update, which increases linearly with batch size. Fig. 6(b) shows the clustering performance on CIFAR-10 Non-IID scenarios. As the computed gradients are identical, the accuracy obtained is the same for both methods, as shown in Fig. 6(b).

| Methods / Batch Size | 64   | 128  | 256   | 512  |
|----------------------|------|------|-------|------|
| Standard             | 5.7GB| 9.1GB| 16.0GB| 29.4GB|
| Memory-Efficient     | 2.6GB| 2.7GB| 3.0GB | 3.6GB|

Table 10. Memory cost comparison.

Our memory-efficient solution is mathematically equivalent to the standard computation. Therefore, we have reduced the memory consumption of the contrastive loss from $O((n_p + n_r)d)$ to $O(n_r n)$, where $n_r \ll n_p$, without incurring any loss in accuracy. Typically, the batch size $n$ is a very large number, especially in large language model such as transformers, where memory usage increases linearly with the batch size. For example, many vision-language models that are based on contrastive learning, such as CLIP [34] with a batch size of 32,768 and BASIC [33] with a batch size of 65,536, consume a significant amount of GPU resources. Many existing works [9] have also conducted extensive experiments demonstrating that a large batch size is beneficial to contrastive learning. Hence, memory-efficient MCC and FedMCC are important and can be applied to other general large language model learning methodologies based on contrastive learning.
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7 CONCLUSIONS

We have presented Federated Momentum Contrastive Clustering (FedMCC), a deep federated clustering model based on contrastive learning. FedMCC clusters a set of data points distributed over multiple clients and is trained by contrastive loss on a momentum network. Our method can be viewed as a fully unsupervised federated clustering scheme, extending existing research that primarily deals with self-supervised or semi-supervised representation learning. Our framework provides a distributed way to learn representations specialized for clustering. The extensive experiments demonstrate that the FedMCC provides good performance on the federated clustering scenario and achieves state-of-the-art clustering accuracy on several centralized datasets. In addition, FedMCC can also be adapted to linear evaluation and semi-supervised settings, achieving state-of-the-art results as well. Our approach opens up future interesting research directions such as clustering data with a large amount of clusters in the federated setting or improving the overall clustering accuracy.
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