LOCAL SENSITIVITY VIA THE COMPLEX-STEP DERIVATIVE APPROXIMATION FOR 1D PORO-ELASTIC AND PORO-VISCO-ELASTIC MODELS

H. Thomas Banks*, Kidist Bekele-Maxwell
Lorena Bociu and Marcella Noorman
Center for Research in Scientific Computation
Department of Mathematics, North Carolina State University
Raleigh, NC 27695-8212, USA

Giovanna Guidoboni
Department of Electrical Engineering and Computer Science
Department of Mathematics, University of Missouri
Columbia, MO, 65211, USA

Abstract. Poro-elastic systems have been used extensively in modeling fluid flow in porous media in petroleum and earthquake engineering. Nowadays, they are frequently used to model fluid flow through biological tissues, cartilages, and bones. In these biological applications, the fluid-solid mixture problems, which may also incorporate structural viscosity, are considered on bounded domains with appropriate non-homogeneous boundary conditions. The recent work in [12] provided a theoretical and numerical analysis of nonlinear poro-elastic and poro-viscoelastic models on bounded domains with mixed boundary conditions, focusing on the role of visco-elasticity in the material. Their results show that higher time regularity of the sources is needed to guarantee bounded solution when visco-elasticity is not present. Inspired by their results, we have recently performed local sensitivity analysis on the solutions of these fluid-solid mixture problems with respect to the boundary source of traction associated with the elastic structure [3]. Our results show that the solution is more sensitive to boundary datum in the purely elastic case than when visco-elasticity is present in the solid matrix. In this article, we further extend this work in order to include local sensitivities of the solution of the coupled system to the boundary conditions imposed on the Darcy velocity. Sensitivity analysis is the first step in identifying important parameters to control or use as control terms in these poro-elastic and poro-visco-elastic models, which is our ultimate goal.

1. Introduction. The science of soil mechanics was initiated with the theory of Terzaghi in 1925 [47], who mathematically explained soil consolidation in one dimension with remarkable success for engineering applications. Then Biot generalized the mathematical theory of consolidation to three dimensions and time dependent loads around 1940s [11]. It is his pioneering work that gave a firm mathematical formulation for coupling deformations to flow in porous media, and started the

2010 Mathematics Subject Classification. Primary: 49K40, 49Q12, 74B20; Secondary: 35Q92, 46N60, 62P10.

Key words and phrases. Sensitivity, poro-elastic, poro-visco-elastic, biological tissues, complex-step method.

* Corresponding author: H. Thomas Banks.
mathematical development of poro-elasticity. Since then, porous media flow problems have attracted a lot of mathematical attention. Currently, there are many mathematical results in the literature regarding their well-posedness and associated numerical simulations, see [14, 17, 35, 36, 37, 34, 42, 45, 50], and all the references within. Most of the work was motivated by geophysics and petroleum engineering problems [10, 11, 13, 20, 21, 22, 25, 27, 29, 30, 38, 40, 41, 48, 49], where the porous medium is represented by soil, clay, or rocks.

Recently, poro-elasticity is used for modeling fluid flow through tissues like the heart and the brain, bones, and cartilages, with a variety of applications in bio-engineering and medicine [15, 16, 18, 26, 28, 33, 39, 43, 46]. In this scenario, the structural viscosity of the material may be taken into account as well (due to the fact that biological or bio-engineered tissues are composed of both elastin and collagen), giving rise to a poro-visco-elastic system. For both poro-elastic and poro-visco-elastic models, the equations of linear momentum (for the fluid-solid mixture) and the mass balance (for the fluid) are strongly coupled through the permeability tensor, which describes the ability of the fluid to flow within the porous material. In general, permeability is a nonlinear function of porosity, with the structure of the nonlinearity being dependent on the geometrical architecture of the pores inside the solid matrix and the physical properties of the fluid. A distinct feature of these poro-(visco)-elastic models is a simplified constitutive equation for the fluid content, in comparison to Biot’s model. Due to incompressibility for the fluid and solid components of the mixture [19], the fluid content/porosity is equal to volumetric solid strain and implicitly the permeability is a nonlinear function of the volumetric solid strain. Due to their biological and medical applications, the fluid-solid mixture systems are considered on bounded domains, with appropriate, non-homogeneous, mixed boundary condition for both the elastic displacement and the fluid pressure. In most of the applications, the boundary conditions are the primary drivers of the dynamics of these systems. Their influence over and ability to control the solution is an important open question, with beneficial implications in the development of novel strategies to improve experimental and clinical approaches in bio-engineering and medicine.

Recently, the authors of [12] provided a theoretical and numerical analysis of non-linear poro-elastic and poro-visco-elastic models on bounded domains with mixed boundary conditions, focusing on the role of visco-elasticity and regularity of boundary data in the well-posedness analysis. The work shows that there is an interplay between the time regularity of the source of linear momentum and of the boundary source of traction and the presence/lack of viscosity in the elastic structure that guarantees boundedness (in appropriate spaces) for the (elastic displacement, fluid pressure) solution of the coupled system. More precisely, in the case of purely poro-elastic models, the above mentioned sources need to be differentiable in time in order to obtain bounded $L^2(H^1)$ elastic solution in time and space. In comparison, for poro-visco-elastic models, $L^2$ in time regularity of sources is enough to guarantee $H^1(H^1)$ regularity for the elastic displacement, and $L^2(H^1)$ smoothness for the pressure. In addition, the numerical simulation performed on a 1D version of the model nevertheless retaining the nonlinearity of the coupling, hinted at blow up in the fluid energy at the exact times of discontinuity of the two sources when visco-elasticity is not present in the system. In biological applications, sources present in these systems can have sudden, physiological changes in time. Therefore, the results of [12] can have tremendous implications, as they suggest that physiological
changes in sources can induce pathological changes in the dynamics of the coupling if the visco-elasticity is not present in the structure.

The results of [12] prompted us to investigate numerically the sensitivity analysis of the (elastic displacement, pressure, discharge velocity)-solution with respect to the boundary source of traction (i.e., the Neumann boundary condition for the elastic displacement), and compare the results between the poro-elastic and the poro-visco-elastic cases. In [3], we worked in the framework of the numerical test cases considered in [12], considering both stationary examples, where the data and the permeability are constants, and dynamical ones, with permeability depending nonlinearly on the porosity. In order to compute local sensitivities, we employed the complex-step method, described below. All our numerical results in [3] show that the solution is more sensitive to the boundary traction in the elastic case than in the visco-elastic scenario. This is in line with the well-posedness analysis provided in [12], where higher regularity in time was necessary for the boundary source in the poro-elastic case. Moreover, our simulations show that the effects of the boundary source are most significant for the discharge velocity (and implicitly the fluid energy), especially in the purely elastic case. This might explain why the fluid energy became unbounded as the boundary source of traction lost sufficient smoothness in time, and visco-elasticity was no longer present in [12].

Interestingly, the analysis in [12] does not point out any differences in the regularity requirements for the boundary conditions associated with the fluid, which we will refer to as $BC_f$. This motivates the following questions: “Is the solution of the system not/less sensitive to the Neumann boundary condition associated with the fluid in comparison to the boundary source of traction?” and “Is there a difference in sensitivities w.r.t $BC_f$ in the two cases, purely elastic vs. poro-visco-elastic models?” Our motivation for performing sensitivity analysis is due to the fact that sensitivity analysis provides valuable information on how the fluid-mechanical responses are affected by changes in boundary data, and also reveals which parameters are most important in the system and can effectively be used as controls. Sensitivity analysis is the precursor to optimization and optimal control problems, and our ultimate goal is to develop and address relevant control and optimization problems for the poro-visco-elastic models in order to inform novel strategies to improve experimental approaches in bioengineering and medicine. Therefore, in this paper we complete the work started in [3] by including sensitivity analysis with respect to $BC_f$, and thus have a full picture of the influence of boundary data on the fluid-solid mixture solution.

The rest of the paper is organized as follows. In Section 2, we present the one dimensional poro-visco-elastic PDE system considered. In Section 3 we summarize the complex-step method used for the approximation of sensitivity derivatives. Section 4 outlines the computational procedure. The results of sensitivity computations are reported in Section 5. In Section 6, we conclude with our findings and recommendations.

2. The 1D poro-visco elastic model. Following the numerics in [12], we use a 1D model of poro-visco-elasticity for our analysis. Let $\Omega = (x_0, x_f)$ be the domain occupied by the fluid-solid mixture with boundary $\partial \Omega = \{x_0, x_f\}$ and length $L = x_f - x_0$. We also define the time domain $t \in (0, T)$, $T \in \mathbb{R}^+$. Assuming negligible inertia, small deformations, and incompressible mixture components, the equations for the balance of mass of the fluid component and the balance of linear
momentum for the fluid-solid mixture which describe the motion of the poro-viscoelastic material are given respectively by

\[
\begin{align*}
\frac{\partial \xi}{\partial t} + \frac{\partial v}{\partial x} &= S \quad (1a) \\
\frac{\partial \sigma}{\partial x} + F &= 0 \quad (1b)
\end{align*}
\]

where \( v \) is the discharge velocity, \( \sigma \) is the total stress of the mixture, \( F \) is the body force, \( S \) is the fluid production rate, and \( \xi(x, t) = \phi(x, t) - \phi_0(x) \) is the fluid content where \( \phi \) is porosity with baseline value \( \phi_0 \). To complete the balance equations, we also include the following constitutive equations.

The total stress includes the elastic and visco-elastic stresses (\( \sigma_e \) and \( \sigma_v \) respectively), which are given by

\[
\sigma_e = 2\mu_e \frac{\partial u}{\partial x} - \frac{\omega}{\lambda_e} \quad \text{and} \quad \sigma_v = \frac{\partial}{\partial t} \left[ 2\mu_v \frac{\partial u}{\partial x} - \frac{\lambda_v}{\lambda_e} \varphi \right],
\]

where \( u \) is solid displacement, \( \lambda_e, \mu_e \) and \( \lambda_v, \mu_v \) are Lamé elastic and viscoelastic parameters, respectively, and \( \varphi \) is the elastic pressure parameter which is discussed in more detail below. The total stress then is given by

\[
\sigma = \sigma_e + \delta \sigma_v - p = 2\mu_e \frac{\partial u}{\partial x} - \varphi + \delta \frac{\partial}{\partial t} \left[ 2\mu_v \frac{\partial u}{\partial x} - \frac{\lambda_v}{\lambda_e} \varphi \right] - p,
\]

where \( p \) is the fluid pressure and \( \delta \geq 0 \) is a parameter indicating the extent to which the model includes viscoelastic effects for the solid component.

The discharge velocity is given by

\[
v = -k(\phi) \frac{\partial p}{\partial x},
\]

where \( k(\phi) = k_{ref} f_k(\phi) \) is the permeability which is dependent on porosity. In our computations, we consider permeability \( k \) that is either constant \( (f_k = 1) \) or nonlinearly dependent on porosity, in which case we use the Carman-Kozeny formula for Newtonian fluid flow through spherical particles [24]:

\[
f_k(\phi) = \frac{\phi^3}{(1 - \phi)^2}.
\]

Fluid content is given by

\[
\xi = c_0 p + \alpha \frac{\partial u}{\partial x},
\]

where \( c_0 \) is the constrained specific storage coefficient and \( \alpha \) is the Biot-Willis coefficient. However, due to incompressibility of the fluid and solid component, we have \( c_0 = 0 \) and \( \alpha = 1 \), thus reducing the fluid content to \( \xi = \frac{\partial u}{\partial x} \). Since we also have \( \xi = \phi - \phi_0 \Rightarrow \phi = \phi_0 + \frac{\partial u}{\partial x} \), we can consider porosity as a function of \( \frac{\partial u}{\partial x} \). This means we can also consider permeability \( k(\phi) \) as a function of dilation \( \frac{\partial u}{\partial x} \).

The elastic pressure parameter \( \varphi \) is defined using the equation

\[
\frac{\varphi}{\lambda_e} + \frac{\partial u}{\partial x} = 0
\]

and is introduced to avoid displacement differentiation in the evaluation of the permeability. That is, in computation we evaluate \( k \left( \frac{\partial u}{\partial x} \right) \) rather than \( k \left( \frac{\partial u}{\partial x} \right) \). This prevents degradation of computational accuracy (see [12] for more details).

We let \( \partial \Omega = \Gamma_D \cup \Gamma_N \) and \( \Gamma_D = \Gamma_{D,p} \cup \Gamma_{D,v} \) where the subscripts \( N \) and \( D \) correspond to conditions imposed on the stress and displacement, respectively,
and the subscripts \textit{p} and \textit{v} indicate conditions imposed on the fluid pressure and discharge velocity, respectively. Note that $\Gamma_N \cup \Gamma_{D,p} \cup \Gamma_{D,v} = \partial \Omega = \{x_0, x_f\}$, and that $\Gamma_N, \Gamma_{D,p}$ and $\Gamma_{D,v}$ can be empty (but not all of them simultaneously). With this notation, we complete the model with the following initial condition

$$u(x, t_0) = u_0(x) \quad \forall x \in \Omega,$$

and boundary conditions

$$\sigma(x, t)n(x, t) = g(x, t), \quad v(x, t)n(x, t) = 0 \quad \forall x \in \Gamma_N, \, \forall t \in (0, T),$$

$$u(x, t) = 0, \quad p(x, t) = 0 \quad \forall x \in \Gamma_{D,p}, \, \forall t \in (0, T),$$

$$u(x, t) = 0, \quad v(x, t)n(x) = \psi(x) \quad \forall x \in \Gamma_{D,v}, \, \forall t \in (0, T)$$

where $n$ is the outward unit normal vector. Further, we note that no boundary condition is needed to impose on $\psi$ since the total stress is already prescribed on $\Gamma_N$ in (9).

In summary, we solve the balance equations (1a) and (1b) with constitutive equations (3), (4), (6), and (7) along with initial condition (8) and boundary conditions (9)-(11). The principle unknowns are the solid displacement $u$ and fluid pressure $p$.

In the numerical results, we consider the sensitivity of solutions $(u, p)$ w.r.t to $(g, \psi)$ in both elastic and visco-elastic cases. We will also compute the sensitivity of the Darcy velocity $v$ w.r.t. $(g, \psi)$, as the numerical simulations in [12] suggest blow up in the fluid energy in the case of non-smooth boundary traction $g$ when no viscosity ($\delta = 0$) is present in the system.

3. Sensitivity analysis via the complex-step method. The main objective of this article is to compute the sensitivity matrix $\frac{\partial(U,v)}{\partial \theta}$ [where $U = (u, p)$ and $\theta = (g, \psi)$], as efficiently and accurately as possible.

There are many different techniques of approximating sensitivity derivatives, finite difference approximation and use of sensitivity equations being the most common ones (see [7, 8, 9] and the references therein). Sensitivity equations are accurate and computationally inexpensive for reasonably small systems. However, in our case, we are dealing with a nonlinear fluid-solid mixture, and the sensitivity system will result in a coupled system of linear equations for the sensitivities, coupled with the original nonlinear system. Hence the numerical investigation of this new coupled system will be challenging and not very efficient. The finite difference method is relatively easy and efficient to implement but suffers from cancellation error for small step size.

More recently, a method referred to as the complex-step has gained popularity to calculate sensitivities, especially among aerodynamic engineers ([1, 2, 31, 32, 44]). The complex-step estimate is easy to implement, very accurate and extremely robust while retaining a reasonable computational cost.

In recent efforts [5, 6], we demonstrated the efficiency of the complex-step method for computing sensitivities for biological models. There the method is applied to examples of various complexity, ranging from time delayed differential equations (DDEs) to Lamé systems, and the results are compared with solutions of traditional sensitivity equations. Our results showed that the computational effort for the complex-step algorithm is much less than that of sensitivity equations when the size of parameters vectors is not too large. In addition we observed that the method provides a consistent approximation of the derivative starting from $h$ as large as $10^{-2}$ up to $h_{\text{crit}} = 10^{-300}$ (approximately the machine zero at $h = 10^{-324}$)
with a true second order accuracy. Moreover, we showed that, even though the complex-step formula is derived assuming analyticity of the solution function, the approximation provides accurate one-sided derivatives for functions with far less smoothness (essentially functions that are at least $C^2$).

In the following we summarize complex-step method following [5] and [31]. Let $z = x + iy$, $x$, $y \in \mathbb{R}$ be a complex number and $f(z) = f(x,y) = r(x,y) + iw(x,y)$ be a function of a complex variable. If $f$ is analytic, we have the following Cauchy-Riemann equations that establish the relationship between the real and imaginary parts of the function:

$$\frac{\partial r}{\partial x}(x,y) = \frac{\partial w}{\partial y}(x,y), \quad \frac{\partial r}{\partial y}(x,y) = -\frac{\partial w}{\partial x}(x,y).$$

(12)

For a given step size $h$ we can derive a finite difference-like first derivative estimate for real functions using complex calculus. From the first equation in (12), and the definition of derivatives we have

$$\frac{\partial r}{\partial x}(x,y) = \lim_{h \to 0} \frac{w(x,y + h) - w(x,y)}{h} = \lim_{h \to 0} \frac{\text{Im}[f(x + iy + h)] - \text{Im}[f(x + iy)]}{h}.$$  

(13)

(14)

If $f$ takes a real-valued function, then $y = 0$, $f(x) = r(x,0)$, and $w(x,0) = \text{Im}[f(x)] = 0$. Thus (13) becomes

$$\frac{\partial f}{\partial x} = \lim_{h \to 0} \frac{\text{Im}[f(x + ih)]}{h}.$$  

(15)

Therefore, for small $h$, we have the complex-step derivative approximation

$$\frac{\partial f}{\partial x} \approx \frac{\text{Im}[f(x + ih)]}{h}.$$  

(16)

This formula can also be obtained by approximating an analytic function $f$ with a complex variable using a Taylor series expansion:

$$f(x + ih) \approx f(x) + ihf'(x) - \frac{h^2}{2!} f''(x) - i\frac{h^3}{3!} f^{(3)}(x) + \frac{h^4}{4!} f^{(4)}(x) + \cdots$$

Taking the imaginary parts of both sides and dividing by $h$ gives

$$f'(x) \approx \frac{\text{Im}[f(x + ih)]}{h} + O(h^2).$$

Terms of order $h^2$ and higher can be ignored because the step size $h$ can be chosen up to machine precision. Thus the complex-step derivative is given by (16) with a truncation error $E_t(h) = h^2 f^{(3)}(x)$. The method is accurate down to a specific step size we call $h_{\text{crit}}$. Below $h_{\text{crit}}$, underflow occurs and the approximation becomes meaningless.

We note that the derivative estimate (16) constitutes a big advantage over the finite-difference approach. This is because the finite-difference approximation is subject to cancellation error due to the differencing operation. On the other hand, the accuracy of the complex-step estimates is only limited by the numerical precision of the algorithm that evaluates the function $f$. For detailed explanations, and remarks on implementation procedures, we refer the reader to [5], [31], [32], and the references therein.
4. Computational procedure. The numerical procedure for computing the sensitivities for the PDE model described in Section 2 consists of three main steps: (1) Semi-discretization in time, (2) Discretization in space and (3) Implementation of the complex-step method for computation of sensitivity derivatives. The first two steps are following the work in [12].

We summarize each step briefly below.

4.1. Semi-discretization in time using the Backward Euler (BE) scheme.

For discretization in time we consider a uniform partition

\[ T_{\Delta t} := \{ 0 = t_0 < t_1 < \cdots < t_{N_t} := T \}, \quad N_t \in \mathbb{N} \]

of the time interval \([0, T]\) into subintervals of length \(\Delta t = T/N_t\). We use the backward Euler scheme for time discretization and obtain the following semi-discrete system:

Given \(u^i\) and \(\phi^i\), \(i = 0, \cdots, N_t - 1\), solve:

\[
\frac{\partial \sigma^{i+1}}{\partial x} - F^{i+1}, \quad \frac{\partial u^{i+1}}{\partial x} - \phi^{i+1} - p^{i+1} + \delta \frac{1}{\Delta t} \left[ 2\mu_\nu \frac{\partial u^i}{\partial x} - \frac{\lambda_\nu}{\lambda_e} \phi^i \right] \\
- \delta \frac{1}{\Delta t} \left[ 2\mu_\nu \frac{\partial u^i}{\partial x} - \frac{\lambda_\nu}{\lambda_e} \phi^i \right], \quad \phi^{i+1} + \frac{\partial u^{i+1}}{\partial x} = 0,
\]

\[
\frac{\phi^{i+1}}{\lambda_e} + \frac{\partial u^{i+1}}{\partial x} = S^{i+1} - \frac{\phi^i}{\lambda_e \Delta t},
\]

\[
v^{i+1} = -k \left( -\frac{\phi^{i+1}}{\lambda_e} \right) \frac{\partial p^{i+1}}{\partial x},
\]

for \(x\) in \(\Omega\), with

\[
\sigma^{i+1} n = g^{i+1}, \quad v^{i+1} n = 0 \quad \text{on } \Gamma_N
\]

\[
u^{i+1} = 0, \quad p^{i+1} = 0 \quad \text{on } \Gamma_{D,p}
\]

\[
\mu^{i+1} = 0, \quad v^{i+1} n = \phi^{i+1} \quad \text{on } \Gamma_{D,n}
\]

The backward Euler scheme is an implicit scheme, i.e. the new approximation of the solution at \(t = i + 1\) appears in both sides of the equations. Therefore, we use the fixed-point iteration to solve the algebraic equation for the unknown solution at \(t = i + 1\).

4.2. Discretization in space using the Dual Mixed Hybridized (DMH) finite elements. To avoid degradation in accuracy due to numerical approximations of derivatives, a dual mixed method is used. In particular a hybridized lowest order Raviart-Thomas finite element technique is adopted. In this technique the dual variables, the total stress \(\sigma\) and the discharge velocity \(v\), as well as the primal variables, the solid displacement \(u\) and the fluid pressure \(p\), are treated as independent variables. For more details we refer to [12] and the references therein.

Let \(\{\mathcal{T}_h\}\) be a partition of the domain \(\Omega\) into subintervals \(I_k = (x_{k-1}, x_k), \ k = 1, \cdots, N_s, \ N_s \in \mathbb{N}\) of length \(h_k\). We set \(h := \max_{I_k \in \mathcal{T}_h} h_k\). We denote the mid point of
variables such that \( U \in W \), In addition, we set \( I \in \mathbb{R} \) and \( k \in I \) such that \( \bar{k} \in \mathbb{R} \) by \( \bar{k} \in \mathbb{N} \). Let \( \mathcal{P}(I) \) be the set of polynomials of degree less than or equal to \( q \) in \( I \). For the spatial discretization of the weak formulation of (17)-(24) (see [12]), we use the finite elements and we define spaces:

\[
U_h = \{ u_h \in L^2(\Omega) \text{ such that } u_h|_I \in \mathcal{P}_h(I), \forall I \in \mathcal{I}_h \} \tag{25}
\]

\[
V_h = \{ v_h \in L^2(\Omega) \text{ such that } v_h|_I \in \mathcal{P}_1(I), \forall I \in \mathcal{I}_h \} \tag{26}
\]

\[
\hat{M}_h = \{ \hat{\mu}_h \in \mathbb{R} \text{ such that } \hat{\mu}_h = 0 \text{ in } \text{Int}(I) \} \tag{27}
\]

\[
\hat{M}_{h,0} = \{ \hat{\mu}_h \in \hat{M}_h \text{ such that } \hat{\mu}_h = 0 \text{ on } \Gamma_D, \forall I \in \mathcal{I}_h \}. \tag{28}
\]

In addition, we set \( W_h = V_h \times U_h \times \hat{M}_{h,0} \).

Let \( U_h := (\sigma_h, u_h, \hat{u}_h)^T \) and \( P_h := (v_h, p_h, \hat{p}_h)^T \) be the discrete elastic and fluid variables such that \( U_h, P_h \in W_h \).

The variables \( \sigma_h, u_h, v_h, p_h \) are the approximations of \( \sigma, u, v, p \) in the interior of \( I \in \mathcal{I}_h \) and \( \hat{u}_h \) and \( \hat{p}_h \) are approximations of \( u \) and \( p \) at each node of \( \mathcal{I}_h \).

The finite element approximation of (17)-(24) is:

Find \((U_h, \psi_h, P_h) \in (W_h \times U_h \times W_h)\) such that

\[
\frac{1}{m \mu} \sum_{I_k \in \mathcal{I}_h} \int_{I_k} \sigma_h \tau_h dx + \sum_{I_k \in \mathcal{I}_h} \int_{I_k} u_h \frac{\partial \tau_h}{\partial x} dx + \frac{m_p}{m_u} \sum_{I_k \in \mathcal{I}_h} \int_{I_k} \phi_h \tau_h dx + \frac{1}{m_u} p_h \tau_h dx = \frac{\delta}{\Delta t} \frac{H_v}{\lambda_c} \sum_{I_k \in \mathcal{I}_h} \int_{I_k} \phi^i_h \tau_h dx, \forall \tau_h \in V_h \tag{29}
\]

\[
\sum_{I_k \in \mathcal{I}_h} \int_{I_k} \phi_h \xi_h + \frac{1}{\lambda_c} \sum_{I_k \in \mathcal{I}_h} \int_{I_k} \xi_h \hat{u}_h n_k ds = 0, \forall \xi_h \in U_h \tag{30}
\]

\[
\sum_{I_k \in \mathcal{I}_h} \int_{I_k} \xi_h \frac{\partial \sigma_h}{\partial x} dx = - \sum_{I_k \in \mathcal{I}_h} \int_{I_k} F^{i+1} \xi_h dx, \forall \xi_h \in U_h \tag{31}
\]

\[
\sum_{I_k \in \mathcal{I}_h} \int_{I_k} \mu_h \sigma_h n_k ds = g^{i+1} \mu_h |\Gamma_N, \forall u_h \in \hat{M}_{h,0}, \forall \tau_h \in V_h \tag{32}
\]

\[
- \frac{1}{\lambda_c \Delta t} \sum_{I_k \in \mathcal{I}_h} \int_{I_k} \sigma_h \xi_h dx + \sum_{I_k \in \mathcal{I}_h} \int_{I_k} \xi_h \frac{\partial \psi_h}{\partial x} dx = \sum_{I_k \in \mathcal{I}_h} \int_{I_k} S^{i+1} \xi_h dx - \frac{1}{\lambda_c \Delta t} \sum_{I_k \in \mathcal{I}_h} \int_{I_k} \psi^j \xi_h dx, \forall \xi_h \in U_h \tag{33}
\]

\[
\sum_{I_k \in \mathcal{I}_h} \int_{I_k} \mu_h v_h n_k ds = \psi^{i+1} \mu_h |\Gamma_h \tag{34}
\]

where

\[
\mu := 2(\mu_e + \delta \mu_v / \Delta t), m_p := (1 + \delta \lambda_v / (\Delta t \lambda_e)), H_v := \lambda_v + 2 \mu_v.
\]
The equations (29)-(34) constitute a linear algebraic system for seven scalar variables $U_h, P_h$ and $\vartheta_h$. Including the nodal variables $\hat{u}$ and $\hat{p}$, the large number of unknowns may result in expensive computation. However, almost all of the equations are local and, consequently, for each element $I_k \in \Omega_h$ the internal elements $\sigma_h, u_h, v_h$ and $p_h$ can be eliminated in favor of the nodal variables $\hat{u}_h$ and $\hat{p}_h$ and the problem data. This elimination procedure is called static condensation and one of the steps that makes the hybridized method efficient. We refer the reader to [12] for the details.

4.3. Implementation of the complex-step method. For computing sensitivity functions, the complex-step method is built into the DMH finite element algorithm and implemented as follows:

**Step 1:** Define all functions and operators that are not defined for complex arguments such as for example $\max, \min$ and $\text{abs}$ in the program used. For this work, we use Matlab programming language, hence we redefine the Matlab functions appropriately.

**Step 2:** Add a small complex step $ih$ to the desired sensitivity parameter ‘$x$’, and run the DHFEM/BE solver to obtain $U(., x + ih)$.

**Step 3:** Compute $\partial U / \partial x$ using the formula

$$\frac{\partial U}{\partial x} \approx \frac{\text{Im}[U(., x + ih)]}{h}.$$ 

5. Results. For our numerical study, we consider two of the test cases presented in [12]. These cases include two poro-visco-elastic models, one where the permeability of the tissue is constant and the other where the permeability depends nonlinearly on the dilation.

5.1. Constant permeability. In this example, we consider the problem outlined in Section 2 on $(0, L) \times (0, T) = (0, 1) \times (0, .1)$, with boundary conditions given by $u = p = 0$ at $x_0 = 0$, and $\sigma u = g_1(t)$ and $v n = \psi_1(t)$ at $x_f = 1$. We prescribe the following volumetric terms

$$F_1(x, t) = -U_{ref} \chi''(x)[H_A \tau(t) + \delta H_V \tau'(t)] - P_{ref} \tau(t) \chi'(x),$$

$$S_1(x, t) = U_{ref} \tau'(t) \chi'(x) - k_{ref} P_{ref} \chi''(x) \tau(t),$$

where the spatial and temporal shape functions are given by

$$\begin{align*}
\chi(x) &= \sin(\omega_x x), \quad \text{with } \omega_x = 8/L \\
\tau(t) &= \sin^2(\omega_t t), \quad \text{with } \omega_t = 8/T
\end{align*}$$

and the parameters have the following values: $U_{ref} = 0.1 \text{ cm}, P_{ref} = 0.3 \text{ dynecm}^{-2}, H_A = \lambda_c + 2\mu_c = 3 \text{ dyne cm}^{-2}, \lambda_c = \mu_c = 1 \text{ dyne cm}^{-2}$ and $H_V = \lambda_v + 2\mu_v = 0.5774 \text{ dynescm}^{-2}$.

We assume that the porosity and permeability are constant and given by $\phi = \phi_0 = 0.5$ and $k = k_{ref} = 1 \text{ cm}^3 \text{ s}^{-1}$, respectively.

The boundary sources $(g_1, \psi_1)$ are functions of time. Therefore, assuming that the data-to-state map is Gâteaux differentiable, we compute the directional derivatives of the state $(u, p)$ and $v$ with respect to the functions $(g_1, \psi_1)$ in an arbitrary direction $(\tilde{g}, \tilde{v})$. We approximate both the data and the directions using linear splines. We partition the time interval $[0, .1]$ into ten subintervals of equal length $\Delta t = .01$. We define $\phi_i : [-.01, .01] \to \mathbb{R}$ for $i = 1, \cdots, 11$ as follows:

$$\begin{align*}
\phi_i(t) &= \begin{cases} 
0.01 \sin(2\pi t) & \text{if } 0 \leq t < 0.1 \\
0.01 \sin(2\pi t) & \text{if } 0.1 \leq t < 0.2 \\
0 & \text{otherwise}
\end{cases}
\end{align*}$$

where $\phi_i$ is a linearly interpolated function of $t$.
\[
\phi_i(t) = \begin{cases} \frac{t-t_{i-1}}{\Delta t}, & \text{for } t \in [t_{i-1}, t_i] \\ \frac{t_{i+1}-t}{\Delta t}, & \text{for } t \in [t_i, t_{i+1}] \\ 0, & \text{otherwise,} \end{cases}
\]

with the understanding that \( t_1 = 0 \) and \( t_{11} = .1 \).

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{figures/linear_spline_approximation_of_g1.png}
\caption{Linear spline approximations of \( g_1 \) and \( \psi_1 \).}
\end{figure}

We use these eleven splines to approximate \( g_1 \) and \( \psi_1 \), with \( \alpha_i = g_1(t_i) \) and \( \beta_i = \psi_1(t_i) \) (see Figure 1):

\[
g_1(t) \approx g_{1h} = \sum_{i=1}^{11} \alpha_i \phi_i(t), \quad \psi_1(t) \approx \psi_{1h} = \sum_{i=1}^{11} \beta_i \phi_i(t).
\]

By the chain rule, we have that \( D_\alpha u = (D_{g_{1h}} u)(D_\alpha g) \). Note that \( (D_\alpha g_{1h})[\bar{\alpha}_1 \bar{\alpha}_2 \ldots \bar{\alpha}_{11}]^T = \bar{g} \). Therefore

\[
(D_{g_{1h}} u)\bar{g} = (D_\alpha u)[\bar{\alpha}_1 \bar{\alpha}_2 \ldots \bar{\alpha}_{11}]^T,
\]

which means that the action of the directional derivative of \( u \) w.r.t. \( g_{1h} \) (or \( \psi_{1h} \)) is completely defined through the vector \( D_\alpha u \) (\( D_\beta u \), respectively), and the structure of the direction. Similar results can be obtained for the directional derivatives of \( p \) and \( v \). Thus it is sufficient to numerically compute the derivatives of the states with respect to the parameters \( \alpha_i \) (\( \beta_i \)), which represent the values of \( g_1 \) (\( \psi_1 \)) at specific times \( t_i \).

In the figures below, we display the graphs of the directional derivatives in the direction of a particular spline (\( \phi_4 \)). For all the sensitivities, we include both visco-elastic (\( \delta = 1 \)) and purely elastic (\( \delta = 0 \)) cases, and compare the results.

Comparing Figures 2 and 3 (note the different scales for \( \delta = 0 \) and \( \delta = 1 \)), we see that \( u \) appears to be more sensitive to \( \alpha_4 \) than it is to \( \beta_4 \), regardless of the values of \( \delta \). We also note that both \( \frac{\partial u}{\partial \alpha_4} \) and \( \frac{\partial u}{\partial \beta_4} \) are larger in magnitude when \( \delta = 0 \) than when \( \delta = 1 \). However, this difference in magnitude is more significant for \( \frac{\partial u}{\partial \alpha_4} \) where we see a full order of magnitude difference.

Further, we notice that the sensitivity of \( u \) with respect to \( \alpha_4 \) is more prevalent throughout the spatial domain than the sensitivity of \( u \) with respect \( \beta_4 \), regardless of the value of \( \delta \) (though, when \( \delta = 1 \), the sensitivity of \( u \) with respect to \( \alpha_4 \) steadily decreases as we get farther away from the point where \( g_{1h} \) is applied, the sensitivity of \( u \) with respect to \( \alpha_4 \) stays consistent throughout the spatial domain when \( \delta = 0 \)). In contrast, the sensitivity of \( u \) throughout the temporal domain is most prevalent
when $\delta = 1$. This could indicate that the effect of the term $\frac{\partial u}{\partial t}$ dominates the expression for the stress $\sigma$ when $\delta = 1$. Comparing Figures 4 and 5, we see that
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than when $\delta = 1$. In contrast, the sensitivity of $p$ with respect to $\psi$ reacts in the opposite manner; that is, $p$ appears to be more sensitive to $\psi$ when $\delta = 1$ than when $\delta = 0$. 

Similar to the sensitivities for $u$, we see that $p$ is more sensitive to $g$ throughout the spatial domain than to $\psi$. However, we do not see much sensitivity throughout the temporal domain. This is most likely due to the lack of time derivatives on $p$.

Figure 6. Sensitivity of $v$ with respect to $g_{1h}$ in the direction of $\phi_4$.

Similar to the sensitivities of $p$, we see from Figures 6 and 7 that $v$ is more sensitive to $\psi$ than it is to $g$ when $\delta = 1$, but it is more sensitive to $g$ than to $\psi$ when $\delta = 0$. We again see that, when $\delta = 0$, the sensitivity of $v$ with respect to $g$ is one order of magnitude larger than when $\delta = 1$. On the other hand, the magnitude of the sensitivity of $v$ with respect to $\psi$ is the same for $\delta = 0$ and $\delta = 1$.

Moreover, these sensitivities are similar to the sensitivities for $p$ in that we do not see the sensitivity continuing throughout the temporal domain. Unlike the sensitivities for $u$ and $p$, however, the sensitivity of $v$ is more prevalent throughout the spatial domain when $\delta = 1$.

Overall, we see that $u$ is the least sensitive to both $g$ and $\psi$ and $v$ is the most sensitive. We also note that the behavior of the sensitivities with respect to $g$ when we vary $\delta$ between 1 and 0 are more consistent and more drastic than the sensitivities with respect to $\psi$. 
5.2. **Nonlinear permeability.** We consider the problem outlined in Section 2 in the space-time domain \((-1,1) \times (0,T)\), so that \(L = 2\text{cm}\) and \(T = 2\text{s}\). The boundary conditions are given by:

\[
\begin{align*}
\begin{cases}
u = p = 0, \\ \sigma n = g_2(t), \quad \psi_n = \psi_2(t), \quad x_f = 1.
\end{cases}
\end{align*}
\]

Porosity and permeability are now nonlinear functions of the solution. The volumetric terms are given by:

\[
\begin{align*}
F_2(x,t) &= \left[U_{ref} \chi''(x)(H_A \tau(t) + \delta H_V \tau'(t)) - P_{ref} \tau(t) \chi'(x)\right], \\
S_\delta(x,t) &= U_{ref} \chi'(x) \tau'(t) - P_{ref} k_{ref} \chi''(x) \tau(t) \Theta(x,t) - k_{ref} P_{ref} U_{ref} \chi'(x) \chi''(x) \tau^2(t) \Xi(x,t),
\end{align*}
\]

where:

\[
\begin{align*}
\chi(x) &= \sin(\omega_t x), \\
\tau(t) &= \sin(\omega_t t), \\
\Phi(x,t) &= \phi_0 + U_{ref} \chi'(x) \tau(t), \\
\Theta(x,t) &= \frac{\Phi^3(x,t)}{[1 - \Phi(x,t)]^2}, \\
\Xi(x,t) &= \frac{\Phi^2(x,t)[3 - \Phi(x,t)]}{[1 - \Phi(x,t)]^3},
\end{align*}
\]

with \(\omega_t = 2\pi/T\) and all the other parameter values given as in the above example.

Again, since the boundary sources \(g_2\) and \(\psi_2\) are time dependent, we approximate the function using linear splines (as described in the example above):

\[
g_2(t) \approx g_{2h} = \sum_{i=1}^{N_g} \alpha_i \phi_i(t), \quad \psi_2(t) \approx \psi_{2h} = \sum_{i=1}^{N_\psi} \beta_i \phi_i(t), \text{ with } N_g = 11, \text{ and } N_\psi = 13.
\]

We computed the sensitivities with respect to all the parameters \(\alpha_i\) and \(\beta_j\), for \(i = 1,\ldots,11\) and \(j = 1,\ldots,13\). These represent the directional derivatives of the solution with respect to boundary source in the directions of the splines \(\phi_i\). We display here one representative case, i.e., for \(\alpha_4\) and \(\beta_4\). All the results are displayed for both \(\delta = 0\) and \(\delta = 1\).

In Figures 9 and 10, we see that unlike the sensitivities in the case of constant permeability, here \(u\) appears to be more sensitive to \(\psi\) than \(g\). While there does not appear to be a large difference in magnitude of the sensitivity of \(u\) with respect to \(g\) when \(\delta = 0\) and \(\delta = 1\), we note that when the sensitivity is taken in the direction \(\phi_1\), there is a difference of three orders of magnitude (see [4]). We also see that the sensitivity of \(u\) with respect to \(\psi\) is one order of magnitude larger when \(\delta = 0\) than when \(\delta = 1\).
Further, when \( \delta = 0 \), the sensitivity of \( u \) with respect to \( \psi \) is much more irregular than when \( \delta = 1 \). This behavior was seen in the sensitivities of \( u \) with respect to \( \psi \) in the direction of each of the splines \( \phi_i \), \( i = 1, \ldots, N_\psi \). On the other hand, the
sensitivities of $u$ with respect to $g$ are irregular in the direction of some of the earlier splines (i.e. $j < 4$), but smooth out for directions $\phi_j$, $j = 4, \ldots, N_g$.

In Figures 11 and 12, we see that $p$ appears to be more sensitive to $\psi$ than to $g$ and both $\frac{\partial p}{\partial \beta_4}$ and $\frac{\partial p}{\partial \beta_4}$ are one order of magnitude larger when $\delta = 0$ than when $\delta = 1$. When $\delta = 0$, the sensitivities of $p$ with respect to $g$ is somewhat irregular when taken in the directions $\phi_j$, $j \leq 8$, however they smooth out for $j = 8, \ldots, N_g$ (not shown here). In contrast, the sensitivities of $p$ with respect to $\psi$ are irregular in the directions of each spline and for both $\delta = 0, 1$ [4].

In Figures 13 and 14, we again see that $v$ appears to be more sensitive to $\psi$ than it is to $g$. Similarly to the sensitivity of $u$ with respect to $g$, there does not appear to be a large difference in magnitude of the sensitivity of $v$ with respect to $g$ when $\delta = 0$ and $\delta = 1$. However, when the sensitivity is taken in the direction $\phi_1$, there is a difference of three orders of magnitude [4]. We also see a drastic difference in magnitude of the sensitivities of $v$ with respect to $\psi$.

Remark. The significant difference in magnitude of sensitivities between the cases $\delta = 1$ and $\delta = 0$ shown in Figure 14 is not due to the particular direction we have chosen. Results in [4] also show similar differences in most “spline directions” as well as a linear combination of them, which we have included here as well (see Figure 15).
Overall, we note that, in this case the sensitivities are much more complex than those of the previous case where we have constant permeability. This is at least in part due to the interaction between the nonlinear permeability with the non-zero
body force $F$ and net volumetric fluid production rate $S$. In fact, we saw in one
case when $F$ and $S$ were set to zero, the sensitivities were much more similar to
those in our constant permeability and nonzero $F, S$ case [4].

6. Conclusions. In this paper, we perform numerical sensitivity analysis on the
poro-visco-elastic system outlined in Section 2 to further investigate the effects of
the boundary data on the solution of the poro-visco-elastic equations. While this
work and the work in [3] both expand on the computational results obtained in [12],
they also act as a precursor to a control problem by identifying appropriate control
parameters. The results in [3] and [12] are concerned solely with the effect of the
boundary traction $g$; in this work we also investigate the effects of the boundary
data $\psi$, associated with the fluid.

Our numerical results in [3] suggest that the solution $(u, p, v)$ is more sensitive
to the boundary traction $g$ in the elastic case than in the visco-elastic scenario.
In this work, however, we haven’t observed consistent results for the sensitivities
with respect to boundary datum $\psi$. In particular, the elastic displacement $u$, the
pressure $p$, and the Darcy velocity $v$ are all more sensitive to $\psi$ in the purely elastic
case, in the case of nonlinear permeability, dependent on dilation. For constant
permeability, the elastic displacement is again more sensitive w.r.t. $\psi$ for $\delta = 0$.
However, the pressure appears to be more sensitive to $\psi$ in the poro-visco-elastic
case ($\delta = 1$) than in the poro-elastic one, and the magnitudes of the sensitivities of
the Darcy velocity w.r.t $\psi$ are about the same in both scenarios. These observations
are made based on the additional examples found in the technical report [4].

For the most part, the effects of the boundary sources (both $g$ and $\psi$) are most
significant for the discharge velocity $v$, especially in the $\delta = 0$ case. This is inline
with the reports of the numerical investigation in [12], which hinted that the fluid
energy (which is dependent on the discharge velocity) becomes unbounded as the
boundary source of traction loses $H^1$-smoothness in time, and viscosity is no longer
present.

When comparing the sensitivities in terms of the presence/absence of viscoelas-
ticity, the solutions consistently appear to be more sensitive to $g$ in the absence of
viscosity ($\delta = 0$) than when viscosity is present ($\delta = 1$), which is not always the
case for $\psi$. This implies that $g$ could be an important control parameter in future
control and optimization problems governed by poro-visco-elastic models.

When we compare the sensitivities of each variable to the two boundary terms
$g$ and $\psi$, the difference in magnitude depends on the specific variable when per-
meability is constant [4]. However, in the case when permeability is nonlinearly
dependent on dilation, all of the variables $(u, p, v)$ are consistently more sensitive
to $\psi$ than they are to $g$, regardless of the presence or absence of visco-elasticity
in the system. This implies that, according to this preliminary analysis, while the
theoretical results in [12] focus on $g$ and $F$, $\psi$ should not be disregarded from the
control point of view.

However, we would like to point out that apart from the presence/absence of
viscosity and nonlinearity of permeability, the sensitivity results were also dependent
on other characteristics of the problem, such as the volumetric body force $F$ and net
volumetric fluid production rate $S$. This suggests that further investigation may be
necessary to make definitive conclusions about the effects of the boundary sources
$g$ and $\psi$. 
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