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Abstract

Range profiling refers to the measurement of target response along the radar slant range. It plays an important role in automatic target recognition. In this paper, we consider the design of transmit waveform to improve the range profiling performance of radar systems. Two design metrics are adopted for the waveform optimization problem: one is to maximize the mutual information between the received signal and the target impulse response (TIR); the other is to minimize the minimum mean-square error for estimating the TIR. In addition, practical constraints on the waveforms are considered, including an energy constraint, a peak-to-average-power-ratio constraint, and a spectral constraint. Based on minorization-maximization, we propose a unified optimization framework to tackle the constrained waveform design problem. Numerical examples show the superiority of the waveforms synthesized by the proposed algorithms.
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I. INTRODUCTION

Radar range profiling refers to the generation of high resolution range profiles (HRRP) by processing the target returns. The generated HRRP can be used for image formation [1] and automatic target recognition [2] in radar systems. Conventional wideband radar systems usually transmit high-range-resolution waveforms (e.g., the linear frequency-modulated (LFM) waveforms, also called chirp waveforms) and use matched filtering (MF) to obtain range profiles. However, the optimality of transmitting such waveforms is not guaranteed. Moreover, it is well-known that the MF is optimal only in the sense of maximizing signal-to-noise-ratio (SNR) for point-like target detection in the presence of white noise.

Essentially, radar range profiling is a process of extracting information from target echoes. It can also be viewed as a parameter estimation problem, where the target impulse response (TIR) is the parameter of interest. Therefore, estimators other than the MF can be used to improve the range profiling performance. Well-known data-independent estimators include mismatched filter (MMF) and least-square (LS) estimator (see, e.g., [3]–[5] and the references therein). The MMF improves the signal-to-clutter-plus-noise ratio (SCNR) but suffers some SNR loss. In [6], the authors pointed out that, an improper selection of the processing window for the LS estimator degraded the range profiling performance. To overcome the limitation of the LS estimator, they proposed a data adaptive approach, called adaptive pulse compression (APC). The APC algorithm achieved low estimation errors and was capable of unmasking pulse compression (APC). The APC algorithm achieved low estimation errors and was capable of unmasking weak targets. In [7], this algorithm was tested on measured data and showed the superiority over the conventional MF. Moreover, if the TIR is sparse (i.e., the number of non-zero component of the TIR is small), algorithms based on sparse reconstruction can be applied to estimate the TIR (see, e.g., [8] and the references therein).

In addition to deriving estimators (in the receiver), there are also considerable interests in designing waveforms (in the transmitter) in recent years (see, e.g., [9]–[11] and the references therein). In [12], [13], the authors proposed several computational approaches to minimize the integrated sidelobe level (ISL) of the transmit waveforms. Indeed, if MF is used in the receiver, waveforms with low ISL are useful to suppress clutter from the neighborhood range bins. Alternatively, if MMF is used, the detection performance of radar systems can be further enhanced by jointly designing the transmit waveform and receive filter (see, e.g., [14]–[18] and the references therein). However, waveforms designed for enhancing the target detection performance might not be suitable for range profiling.

For the range profiling problem, a widely used metric for designing waveforms is to maximize the mutual information between the TIR and the received signal (see, e.g., [19]–[25] and the references therein). In [19], the author derived the optimal “estimation” waveform maximizing the mutual information...
tion. Results showed that the optimal estimation waveforms admitted a water-filling solution. In [20], the authors extended the work in [19], and proposed a waveform design algorithm for estimating multiple extended targets with a phased-array radar. In [21], the waveform design problem in the presence of signal-dependent interference was considered. In [22]–[24], radar waveform design for spectrum sharing with communication systems was addressed. However, the waveforms synthesized by the algorithms in these works are not constant-modulus, which makes them difficult to implement in practical radar systems.

In this paper, we consider the design of practically constrained waveform for range profiling with single-input-single-output (SISO) radars (which means that we extend the point-target formulation to distributed targets). Given that range profiling is a parameter estimation problem, we first consider the widely used mutual information criterion (i.e., designing waveforms based on maximizing the mutual information between the received signal and the TIR). Different from the approaches in [19]–[21], which optimized the (continuous) spectrum of the waveforms, we consider the optimization of the discrete-time waveforms. This facilitates enforcing practical constraints on the waveform. To investigate the estimation performance of the waveform designed based on mutual information maximization, we then consider the waveform design based on minimizing MMSE, and compare their performance. We develop a unified optimization framework based on minorization-maximization (MM) to tackle the encountered (non-convex) waveform design problems. Numerical examples show that the waveforms synthesized by the proposed algorithms outperform their counterparts.

The rest of this paper is organized as follows. Section II establishes the signal model and formulates the waveform design problem. Section III proposes an MM-based algorithm framework to tackle the non-convex waveform design problem. Section IV gives methods to efficiently tackle the quadratic programming problem encountered at each iteration of the proposed MM algorithms. Section V analyzes the convergence and the computational complexity of the proposed algorithms. Section VI provides numerical examples to demonstrate the performance of the proposed algorithms. Finally, we conclude the paper in Section VII.

Notations: Throughout this paper, matrices are denoted by bold uppercase letters and vectors are denoted by bold lowercase letters. $\mathbb{C}^{m \times n}$ and $\mathbb{C}^k$ are the sets of $m \times n$ matrices and $k \times 1$ vectors with complex-valued entries. $\mathbf{I}$, $\mathbf{1}$, and $\mathbf{0}$ denote the identity matrix, the matrix of ones, and the matrix of zeros, with the size determined by the subscript or from the context. Superscripts $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^\dagger$ denote the transpose, the conjugate, and the conjugate transpose. The symbols $\det(\cdot)$ and $\text{tr}(\cdot)$ indicate the determinant and the trace of a square matrix. $\| \cdot \|_2$ and $\| \cdot \|_\infty$ denote the Euclidean norm and the $\ell_\infty$-norm of a vector argument. $\| \cdot \|_F$ denotes the Frobenius norm of a matrix argument. $\otimes$ and $\ast$ represent the Kronecker product and the operator of convolution. vec($\mathbf{X}$) indicates the vector obtained by
column-wise stacking of the entries of $X$. $\text{Re}(X)$ denotes the real part of the matrix $X$ (element-wise). $\arg(x)$ represents the argument of $x$. $\lfloor x \rfloor$ denotes the nearest integer less than or equal to $x$. The notation $A \succ B$ ($A \succeq B$) means that $A - B$ is positive definite (semi-definite). $x \sim CN(m, R)$ means that $x$ obeys a circularly symmetric complex Gaussian distribution with mean $m$ and covariance matrix $R$. Finally, $E(x)$ denotes the expectation of the random variable $x$.

II. SIGNAL MODEL AND PROBLEM FORMULATION

A. Signal Model

![Figure 1. Illustration of the radar system architecture.](image)

As illustrated in Fig. 1, we consider a wideband radar system with $s(t)$ being its baseband transmit waveform. Let $h(t)$ denote the TIR. Then the down-converted received signal can be written as

$$y(t) = \int_{\tau_1}^{\tau_2} s(\tau)h(t-\tau)d\tau + n(t),$$

where $\tau_1$ and $\tau_2$ denote the minimum and maximum two-way propagation delays, respectively, and $n(t)$ denotes the disturbance in the receiver (accounting for possible jamming signals and receiver noise). To facilitate the following discussions, we consider the discretized signal model. Let $s = [s_1, s_2, \ldots, s_L]^T \in \mathbb{C}^L$ denote the (discrete-time) waveform (associated with $s(t)$), and $h \in \mathbb{C}^P$ denote the target response vector (associated with $h(t)$), where $L$ is the code length, and $P$ is the number of range cells with target signals. Then the digital received signal, denoted by $y$, can be written as

$$y = h \otimes s + n,$$

where $n \in \mathbb{C}^{L_0}$ denotes the samples corresponding to $n(t)$, and $L_0 = L + P - 1$.

$^1P \approx B(\tau_2 - \tau_1)$, where $B$ is the bandwidth of the signal.
Define

\[
S = \begin{pmatrix}
  s_1 & 0 & \cdots & 0 \\
  s_2 & s_1 & \ddots & 0 \\
  \vdots & \ddots & \ddots & \vdots \\
  s_L & s_{L-1} & \cdots & 0 \\
  0 & s_L & \ddots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & \cdots & \cdots & s_L
\end{pmatrix} \in \mathbb{C}^{L_0 \times P}.
\] (3)

Then \( y \) can be rewritten as

\[
y = Sh + n.
\] (4)

Note that similar signal models are considered in [14], [15], [26], [27]. In these papers, the authors assumed that the TIR is known \textit{a priori} or partially known. The assumption is justified if a template library containing TIR at all relevant target aspect angles is available, or the radar system is cognitive, i.e., the radar system can obtain the prior knowledge of the TIR from the previous estimates (see, e.g., [24], [28]–[30] and the references therein for a recent discussion). Different from [14], [15], [26], [27], which used a deterministic TIR model, we employ a stochastic TIR model. Specifically, we assume that \( h \sim \mathcal{CN}(\mu_h, R_h) \), where \( \mu_h \) indicates the prior knowledge of the target response and \( R_h \) accounts for the uncertainty in the prior knowledge (\( R_h \) can be estimated based on multiple previous estimates, or specified by the user). In addition, we assume that the disturbance \( n \) obeys a Gaussian distribution with zero mean and covariance matrix \( R_n \) (estimated based on target-free samples). Based on the two assumptions, we have \( y \sim \mathcal{CN}(S\mu_h, R_n) \), where \( R_n = SR_h S^\dagger + R_n \).

Next we present two metrics for designing waveforms to improve the range profiling performance.

\[\text{B. Waveform Design Based on Maximizing Mutual Information}\]

The mutual information between \( y \) and \( h \) is given by

\[\begin{align*}
l(y; h) &= H(y) - H(y|h) \\
&= \log \det(SR_h S^\dagger + R_n) - \log \det(R_n) \\
&= \log \det(R_n^{-1}SR_h S^\dagger + I),
\end{align*}\] (5)
where $H(y)$ denotes the differential entropy of $y$, and $H(y|h)$ denotes the conditional differential entropy of $y$ given $h$ \[31\]. Thus, the waveform design problem based on maximizing mutual information can be formulated as follows:

$$
\max_s f_I(s) = \log \det(R_n^{-1}SR_hS^\dagger + I)
$$

s.t. $s \in S$, \hspace{1cm} (6)

where $S$ denotes the feasibility region of $s$, and is determined by the constraints on the waveforms (detailed in Subsection II-D).

C. Waveform Design Based on Minimizing MMSE

Given the signal model in (4), the MMSE estimator of $h$ is given by \[32\]

$$
h_{\text{MMSE}} = \mu_h + R_hS^\dagger(SR_hS^\dagger + R_n)^{-1}(y - S\mu_h).
$$

The associated MMSE is

$$
\text{MMSE} = \mathbb{E}(\|h - h_{\text{MMSE}}\|^2) = \text{tr}[(R_h^{-1} + S^\dagger R_n^{-1}S)^{-1}]
$$

$$
= \text{tr}(R_h - R_hS^\dagger(SR_hS^\dagger + R_n)^{-1}SR_h),
$$

(8)

where the third equality is derived using the matrix inversion lemma \[33\]. Thus, the waveform design problem based on minimizing MMSE is equivalent to

$$
\max_s f_E(s) = \text{tr}(R_hS^\dagger(SR_hS^\dagger + R_n)^{-1}SR_h)
$$

s.t. $s \in S$. \hspace{1cm} (9)

D. Waveform Constraints

In this paper, we consider the following constraints:

- Energy constraint. In practical radar systems, the available transmit energy for the waveform is limited. Thus, we impose the following constraint:

$$
S^\dagger S \leq e_t,
$$

(10)

where $e_t$ is the total available transmit energy. It can be proved that the mutual information is increasing and the MMSE is decreasing with respect to (w.r.t.) the waveform energy (see Appendix
A for a proof). Thus, the optimal waveform maximizing the mutual information and the optimal waveform minimizing the MMSE must satisfy

$$s^\dagger s = e_t.$$  \hspace{1cm} (11)

- **PAPR constraint.** To improve the efficiency of the radio frequency amplifier and avoid the nonlinear effect in the transmitter, waveforms with low PAPR is desired \[34\]–\[40\]. To control the PAPR of the waveform, we consider the following constraint:

$$s^\dagger s = e_t, \text{PAPR}(s) \leq \rho,$$  \hspace{1cm} (12)

where $1 \leq \rho \leq L$, and

$$\text{PAPR}(s) = \frac{\max_l |s(l)|^2}{\frac{1}{L} \sum_{l=1}^{L} |s(l)|^2}. \hspace{1cm} (13)$$

If $\rho = 1$, the PAPR constraint becomes the constant-modulus constraint, i.e., the constraint in (12) can be expressed as

$$|s(l)| = a_s, l = 1, \ldots, L,$$  \hspace{1cm} (14)

where $a_s = \sqrt{e_t/L}$. If $\rho = L$, the constraint $\text{PAPR}(s) \leq \rho$ is redundant and the PAPR constraint becomes the energy constraint.

- **Spectral constraint.** The increasing demand of a larger bandwidth for radar and communication systems results in a crowded spectrum and mutual interference \[29\], \[39\], \[41\]–\[44\]. To improve the performance and reduce the interference for a radar operating in spectrally crowded environments, we enforce a spectral constraint on the waveform (see a similar constraint in \[39\], \[43\], \[45\], \[46\]):

$$s^\dagger s = e_t, s^\dagger R_1 s \leq E_t,$$  \hspace{1cm} (15)

where $E_t$ is the maximum allowed interference that can be tolerated by the communication systems, $R_1 = \sum_{K_{rad}} w_k R_{1,k}$, $K_{rad}$ is the number of nearby communication systems, $w_k$ is the weight corresponding to the $k$th communication system (which is a user-defined parameter and represents different emphasis on various communication systems),

$$R_{1,k}(m,n) = \begin{cases} f_2^k - f_1^k, & m = n \\ e^{2\pi i f_2^k (m-n)} - e^{2\pi i f_1^k (m-n)} \frac{j2m}{j2\pi(m-n)} & m \neq n, \end{cases}$$

$f_2^k$ and $f_1^k$ are the upper and the lower normalized frequencies of the $k$th communication system, respectively. Note that $f_2^k$ and $f_1^k$ can be obtained from spectral regulations, or by spectrum sensing (e.g., by a cognitive radar \[29\], \[43\]).
III. MINORIZER CONSTRUCTION

Note that the optimization problems in (6) and (9) are in general non-convex. To tackle the non-convex optimization problems, we develop a unified optimization framework in this section. Specifically, the framework is based on MM (see, e.g., [47], [48] for a tutorial introduction to the MM algorithms). The key idea of the proposed framework is to derive minorizers for $f_I(s)$ and $f_E(s)$. In precise, the derived minorizers (denoted by $g_O(s; s_k)$) should satisfy that

$$g_O(s; s_k) \leq f_O(s), \quad (16a)$$

$$g_O(s_k; s_k) = f_O(s_k), \quad (16b)$$

where $O = I$ or $E$.

A. Minorizer for $f_I(s)$

Note that the objective function in (6) can be rewritten as

$$f_I(s) = \log \det (R_h^{\frac{1}{2}}S^\dagger R_m^{-1}SR_h^{\frac{1}{2}} + I), \quad (17)$$

where we have used the fact that $\det(I + AB) = \det(I + BA)$ [33]. Using the matrix inversion lemma yields [33]

$$(R_h^{\frac{1}{2}}S^\dagger R_m^{-1}SR_h^{\frac{1}{2}} + I)^{-1} = I - R_h^{\frac{1}{2}}S^\dagger R_m^{-1}SR_h^{\frac{1}{2}}$$

$$= (KM^{-1}K^\dagger)^{-1} , \quad (18)$$

where $K = [I_P, 0_{P \times L_o}]$, and

$$M = \begin{bmatrix} I & R_h^{\frac{1}{2}}S^\dagger \\ SR_h^{\frac{1}{2}} & R_m \end{bmatrix}. \quad (19)$$

Thus, we have

$$f_I(s) = \log \det (KM^{-1}K^\dagger). \quad (20)$$

It follows from Lemma 1 of [49] that $\log \det (KM^{-1}K^\dagger)$ is a convex function of $M$. Since convex functions are minorized by their supporting hyperplanes [50], we have

$$\log \det (KM^{-1}K^\dagger) \geq \log \det (KM_k^{-1}K^\dagger) + \text{tr}(G_k(M - M_k)),$$

where

$$G_k = -M_k^{-1}K^\dagger(KM_k^{-1}K^\dagger)^{-1}KM_k^{-1} \quad (21)$$
is the gradient of \( \log \det (KM^{-1}K^\dagger) \) at \( M_k \) (which can be verified by using the results from [51]),

\[
M_k = \begin{bmatrix}
I & \frac{1}{2}S_k^2 R_h^k S_k^2 \\
S_k R_h^k & R_{a,k}
\end{bmatrix},
\]

\((22)\)

\( R_{s,k} = S_k R_h S_k^I + R_a \), and \( S_k \) is formed by \( s_k \in S \) (which is the waveform at the \( k \)th iteration).

Let us partition \( G_k \) as

\[
G_k = \begin{bmatrix}
G_{k}^{11} & G_{k}^{12} \\
G_{k}^{21} & G_{k}^{22}
\end{bmatrix},
\]

\((23)\)

where \( G_{k}^{11} \in \mathbb{C}^{P \times P} \), \( G_{k}^{12} = (G_{k}^{21})^\dagger \in \mathbb{C}^{P \times L_0} \), and \( G_{k}^{22} \in \mathbb{C}^{L_0 \times L_0} \). Define \( L = [0_{L_0 \times P}, I_{L_0}] \). Then we have

\[
G_{k}^{11} = KG_k K^\dagger = - (R_n^\frac{1}{2} S_k^I R_a^{-1} S_k R_h^\frac{1}{2} + I),
\]

\((24)\)

\[
G_{k}^{21} = LG_k K^\dagger = - R_n^{-1} S_k R_h^\frac{1}{2},
\]

\((25)\)

\[
G_{k}^{22} = LG_k L^\dagger = -G_{k}^{21} (KM_k^{-1} K^\dagger)^{-1} G_{k}^{12}.
\]

\((26)\)

Using the matrix inversion lemma and after some algebraic manipulations, \( G_{k}^{22} \) can be simplified into

\[
G_{k}^{22} = R_{a,k}^{-1} - R_a^{-1}.
\]

\((27)\)

Using the partition of \( G_k \) in \((23)\), we have

\[
\begin{align*}
\text{tr}(G_k M) = & \text{tr}(G_{k}^{11}) + \text{tr}(G_{k}^{22} R_n) + 2 \text{Re}(\text{tr}(S^\dagger G_{k}^{21} R_h^\frac{1}{2})) \\ & + \text{tr}(G_{k}^{22} S R_h S^\dagger).
\end{align*}
\]

\((28)\)

Thus, \( f_1(s) \) is minorized by

\[
g_1(s; s_k) = c_1 + 2 \text{Re}(S R_h^\frac{1}{2} G_{k}^{12}) + \text{tr}(G_{k}^{22} S R_h S^\dagger),
\]

where \( c_1 = \text{tr}(G_{k}^{11}) + \text{tr}(G_{k}^{22} R_n) + \log \det(KM_k^{-1} K^\dagger) - \text{tr}(G_k M_k) \).

**Proposition 1:** Define \( E = [E_1^T, E_2^T, \ldots, E_p^T]^T \), \( E_p = [0_{L \times (p-1)}, I_L, 0_{L \times (P-p)}]^T \in \mathbb{C}^{L_0 \times L} \), \( p = 1, \ldots, P \), then we have

\[
g_1(s; s_k) = c_1 + 2 \text{Re}(S^\dagger a_{1,k}) + s^\dagger A_{1,k} s,
\]

\((30)\)

where \( a_{1,k} = E^\dagger \text{vec}(G_{k}^{21} R_h^\frac{1}{2}) \), \( A_{1,k} = E^\dagger (R_h^\frac{1}{2} \otimes G_{k}^{22}) E \).

**Proof:** See Appendix [B] □

According to Proposition 1 the mutual information maximization problem of an MM algorithm based on \((29)\) (at the \((k+1)\)th iteration) can be reformulated as

\[
\max_s g_1(s; s_k) = c_1 + 2 \text{Re}(s^\dagger a_{1,k}) + s^\dagger A_{1,k} s
\]

s.t. \( s \in S \).

\((31)\)
B. Minorizer for $f_E(s)$

**Lemma 1:** Assume that $B > 0$. Then $\psi(A, B) = \text{tr}(A^\dagger B^{-1} A)$ is jointly convex w.r.t. $A$ and $B$, and is minorized by

$$\text{tr}(A^\dagger B^{-1} A) \geq 2\Re(\text{tr}(A_k^\dagger B_k^{-1} A_k)) - \text{tr}(B_k^{-1} A_k A_k^\dagger B_k^{-1} B).$$  \hspace{1cm} (32)

**Proof:** See Appendix C.

Note that $\mathbf{SR}_h\mathbf{S}^\dagger + \mathbf{R}_n > 0$. Using Lemma 1 (by substituting $A$ with $\mathbf{SR}_h$ and $B$ with $\mathbf{SR}_h\mathbf{S}^\dagger + \mathbf{R}_n$), we obtain

$$\text{tr}(\mathbf{R}_h\mathbf{S}^\dagger (\mathbf{SR}_h\mathbf{S}^\dagger + \mathbf{R}_n)^{-1}\mathbf{SR}_h) \geq 2\Re(\text{tr}(\mathbf{H}_k^\dagger \mathbf{S})) - \text{tr}(\mathbf{T}_k(\mathbf{SR}_h\mathbf{S}^\dagger + \mathbf{R}_n)),$$

where $\mathbf{H}_k = \mathbf{R}_{s,k}\mathbf{S}\mathbf{R}_h^2$, and $\mathbf{T}_k = \mathbf{R}_{s,k}\mathbf{S}\mathbf{R}_h^2\mathbf{S}_k\mathbf{R}_s^{-1}$. Therefore, $f_E(s)$ is minorized by

$$g_E(s; s_k) = c_E + 2\Re(\text{tr}(\mathbf{H}_k^\dagger \mathbf{S})) - \text{tr}(\mathbf{T}_k\mathbf{SR}_h\mathbf{S}^\dagger),$$  \hspace{1cm} (33)

where $c_E = -\text{tr}(\mathbf{T}_k\mathbf{R}_n)$. Similar to that in Proposition 1, $g_E(s; s_k)$ can be rewritten as

$$g_E(s; s_k) = c_E + 2\Re(s^\dagger a_{E,k}) + s^\dagger A_{E,k}s,$$  \hspace{1cm} (34)

where $a_{E,k} = \mathbf{E}^\dagger \text{vec}(\mathbf{H}_k)$, and $A_{E,k} = -\mathbf{E}^\dagger (\mathbf{R}_n^* \otimes \mathbf{T}_k)\mathbf{E}$.

Therefore, the MMSE minimization problem of an MM algorithm based on (34) (at the $(k + 1)$th iteration) is equivalent to

$$\max_s g_E(s; s_k) = c_E + 2\Re(s^\dagger a_{E,k}) + s^\dagger A_{E,k}s$$

s.t. $s \in \mathcal{S}$.  \hspace{1cm} (35)

**IV. SOLVING THE QUADRATIC PROGRAMMING PROBLEM**

In this section, we propose algorithms to solve the following minorized problem (which is a constrained quadratic programming problem) at the $(k + 1)$th iteration:

$$\max_s g_O(s; s_k) = c_O + 2\Re(s^\dagger a_{O,k}) + s^\dagger A_{O,k}s$$

s.t. $s \in \mathcal{S},$  \hspace{1cm} (36)

where $O = \mathbf{I}$ or $O = \mathbf{E}$.
A. *Energy Constraint*

The minorized problem under the energy constraint can be formulated as follows:

\[
\max_s \ 2\text{Re}(s^\dagger a_{O,k}) + s^\dagger A_{O,k}s \\
\text{s.t. } s^\dagger s \leq e_t.
\]  
(37)

Note that \(A_{O,k} \preceq 0\) (We refer to Appendix D for the proof). Thus, the optimization problem in (37) is convex, meaning that its globally optimal solution can be found with polynomial time (e.g., via interior point method). In addition, we can derive a semi-closed-form expression of the optimal solution by using the method of Lagrange multipliers. To this end, let the Lagrangian associated with (37) be

\[
F(s, \mu) = -s^\dagger A_{O,k}s - 2\text{Re}(s^\dagger a_{O,k}) + \mu(s^\dagger s - e_t),
\]  
(38)

where \(\mu \geq 0\) is the Lagrange multiplier associated with the energy constraint. According to the Karush-Kuhn-Tucker (KKT) conditions [50], the optimal solution of (37) satisfies

\[
(\mu_k I - A_{O,k})s = a_{O,k}, \\
\mu_k(s^\dagger s - e_t) = 0.
\]  
(39)

if \(\mu_k \neq 0\), then

\[
s = (\mu_k I - A_{O,k})^{-1}a_{O,k},
\]  
(40)

where \(\mu_k\) can be obtained by solving \(a_{O,k}^\dagger(\mu_k I - A_{O,k})^{-2}a_{O,k} = e_t\). Otherwise, the optimal solution is given by \(s = -A_{O,k}^{-1}a_{O,k}\).

B. *PAPR Constraint*

The minorized problem under the PAPR constraint is equivalent to

\[
\max_s \ 2\text{Re}(s^\dagger a_{O,k}) + s^\dagger A_{O,k}s \\
\text{s.t. } s^\dagger s = e_t, \text{PAPR}(s) \leq \rho.
\]  
(41)

We can also tackle the problem in (41) by MM. To this end, we note that

\[
s^\dagger A_{O,k}s \geq 2\text{Re}(s^\dagger A_{pos,k}s_j) + \text{const}_j,
\]  
(42)

where \(A_{pos,k} = A_{O,k} - \lambda_{\text{min}}(A_{O,k})I\), \(\lambda_{\text{min}}(A_{O,k})\) is the smallest eigenvalue of \(A_{O,k}\), \(\text{const}_j = 2\lambda_{\text{min}}(A_{O,k})e_t - s_j^\dagger A_{O,k}s_j\), and \(s_j\) is the solution at the \(j\)th (inner) iteration. As a result, the objective function in (41) is minorized by

\[
2\text{Re}(s^\dagger t_{k,j}) + \text{const}_j,
\]  
(43)
where \( t_{k,j} = a_{O,k} + A_{\text{pos},k}s_j \). Thus, the maximization problem of an MM algorithm based on (43) is

\[
\max_s 2\text{Re}(s^\dagger t_{k,j})
\]

\[
\text{s.t. } s^\dagger s = e_t, \text{PAPR}(s) \leq \rho.
\]  \hspace{1cm} (44)

The above optimization problem can be solved by Algorithm 2 in [52]. In particular, if \( \rho = 1 \), a closed-form expression for the optimal solution can be derived as

\[ s_l = a_s \exp(j\phi_{t,l}), \]  \hspace{1cm} (45)

where \( \phi_{t,l} = \text{arg}(t_l) \), and \( t_l \) is the \( l \)th element of \( t_{k,j} \).

Algorithm 1 summarizes the procedure to tackle the PAPR-constrained optimization problem in (41).

\begin{algorithm}
\caption{Optimization algorithm for (41).}
\begin{algorithmic}[1]
\State \textbf{Input:} \( A_{O,k}, a_{O,k}, \lambda_{\text{min}}(A_{O,k}), \rho. \)
\State \textbf{Output:} \( s_{k+1}. \)
\State \textbf{Initialize:} \( j = 0, s_{k,j} = s_k, A_{\text{pos},k} = A_{O,k} - \lambda_{\text{min}}(A_{O,k})I. \)
\Repeat
\State \textbf{Repeat:} \( t_{k,j} = a_{O,k} + A_{\text{pos},k}s_j \)
\State Update \( s_{k,j+1} \) by solving the optimization problem in (44)
\State \textbf{Update:} \( j = j + 1 \)
\Until convergence;
\State \textbf{Update:} \( s_{k+1} = s_{k,j} \)
\end{algorithmic}
\end{algorithm}

\textbf{C. Spectral Constraint}

The minorized problem under the spectral constraint is given by

\[
\max_s 2\text{Re}(s^\dagger a_{O,k}) + s^\dagger A_{O,k}s
\]

\[
\text{s.t. } s^\dagger s = e_t, s^\dagger R_is \leq E_i.
\]  \hspace{1cm} (46)

The optimization problem in (46) is hidden-convex. Thus, it can be solved by semi-definite relaxation followed by a rank-one decomposition [53]. However, the computational complexity of solving a semi-definite programming problem is high \( O(L^{4.5}) \), given that the primal-dual path following method is used). We propose using the alternating direction method of multipliers (ADMM) [54] to reduce the computational complexity (As shown in Table [1], the proposed ADMM has a complexity of \( O(L^3) \)).
apply the ADMM algorithm to this problem, we use the variable splitting trick and introduce an auxiliary variable $u$ as follows:

\[
\begin{align*}
\min_{s,u} & \quad 2 \text{Re}(s^\dagger \bar{a}_{O,k}) + s^\dagger \bar{A}_{O,k} s \\
\text{s.t.} & \quad s^\dagger s = e_t, \quad u^\dagger R_1 u \leq E_1, \quad s = u,
\end{align*}
\]  

(47)

where $\bar{A}_{O,k} = -A_{O,k}$, and $\bar{a}_{O,k} = -a_{O,k}$. The augmented Lagrangian associated with the optimization problem in (47) can be written as

\[
L_\rho(s, u, \lambda) = s^\dagger \bar{A}_{O,k} s + 2 \text{Re}(s^\dagger \bar{a}_{O,k}) + 2 \text{Re}(\lambda^\dagger (s - u)) + \rho \|s - u\|_2^2,
\]  

(48)

where $\lambda$ is the Lagrange multiplier, and $\rho$ is the penalty parameter. The ADMM method consists of the following iterations:

\[
s_{j+1} = \arg \min_s L_\rho(s, u_j, \lambda_j), \quad \text{(49a)}
\]

\[
u_{j+1} = \arg \min_u L_\rho(s_{j+1}, u, \lambda_j), \quad \text{(49b)}
\]

\[
\lambda_{j+1} = \lambda_j + \rho(s - u), \quad \text{(49c)}
\]

The optimization problem in (49a) can be rewritten as

\[
\begin{align*}
\min_s & \quad s^\dagger (\bar{A}_{O,k} + \rho I) s + 2 \text{Re}(s^\dagger \bar{b}_{O,k}) \\
\text{s.t.} & \quad s^\dagger s = e_t,
\end{align*}
\]  

(50)

where $\bar{b}_{O,k} = \bar{a}_{O,k} + \lambda_j - \rho u_j$. The optimal solution of (50) can be obtained similarly to that in (37):

\[
s_{j+1} = (\bar{A}_{O,k} + (\rho + \alpha_1)I)^{-1} \bar{b}_{O,k},
\]  

(51)

where $\alpha_1$ is a scalar making $s_{j+1}^\dagger s_{j+1} = e_t$.

The optimization problem in (49b) is equivalent to

\[
\begin{align*}
\min_u & \quad \|u - d_j\|_2^2 \\
\text{s.t.} & \quad u^\dagger R_1 u \leq E_1,
\end{align*}
\]  

(52)

where $d_j = s_{j+1} + \lambda_j/\rho$. Its solution is given by (see [55] for more details):

\[
u_{j+1} = \begin{cases} 
   d_j, & \text{if } d_j^\dagger R_1 d_j \leq E_1, \\
   (I + \alpha_2 R_1)^{-1} d_j, & \text{if } d_j^\dagger R_1 d_j > E_1,
\end{cases}
\]  

(53)

where $\alpha_2$ can be obtained by solving $d_j^\dagger T_1 d_j = E_1$, and $T_1 = (I + \alpha_2 R_1)^{-1} R_1 (I + \alpha_2 R_1)^{-1}$. 
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Algorithm 2 summarizes the proposed ADMM algorithm for (46), where we terminate the ADMM algorithm if both the (Euclidian) norm of the primal residual $r_j$ and the dual residual $d_j$ are sufficiently small, where $r_j = s_j - u_j$, and $d_j = \varrho(s_j - s_{j+1})$.

**Algorithm 2:** Optimization algorithm for (46).

Input: $A_{O,k}, a_{O,k}, e_t, E_1$.  
Output: $s_{k+1}$.

1. Initialize: $\varrho, u = 0$, $\lambda = 0$, $j = 0$, $s_{k,j} = s_k$.
2. repeat
   3. Update $s_{k,j+1}$ by (51)
   4. $d_{k,j} = s_{k,j+1} + \lambda_j/\varrho$
   5. Update $u_{k,j+1}$ by (53)
   6. $\lambda_{j+1} = \lambda_j + \varrho(s_{k,j+1} - u_{k,j+1})$
   7. $j = j + 1$
3. until convergence;
9. $s_{k+1} = s_{k,j}$

V. ALGORITHM SUMMARY AND SOME DISCUSSIONS

A. Algorithm Summary and Convergence

We summarize the proposed algorithm framework in Algorithm 3. Note that in some applications, to control the shape of the ambiguity function or achieve some desired property, one needs to enforce a similarity constraint on the waveform $s_0$ [56], which can be written as

$$s^\dagger s = e_t, \|s - s_0\|_2^2 \leq \varepsilon_2,$$

where $s_0$ denotes a reference waveform possessing certain desirable property, $s_0^\dagger s_0 = e_t$, and $\varepsilon_2$ is a user specified similarity parameter ($0 \leq \varepsilon_2 \leq 2e_t$). One can also enforce both constant-modulus and similarity constraints on the waveform [34], [39]. The associated constraints are given by

$$|s_l| = a_s, l = 1, \cdots, L, \|s - s_0\|_\infty \leq \varepsilon_\infty,$$

where the reference waveform $s_0$ is constant-modulus, and $\varepsilon_\infty$ denotes a similarity parameter ($0 \leq \varepsilon_\infty \leq 2a_s$). It can be verified that the proposed framework can be applied to deal with both the constraints in (54) and (55). Nevertheless, we omit the details here due to space limitations.
Algorithm 3: Waveform optimization algorithm for radar range profiling.

Input: $R_h, R_n$.

Output: $s$.

1. Initialize: $k = 0, s_k$.

2. repeat
   
   switch Design metric do
     
     case Maximizing mutual information do
       
       Compute $G_{22}^k$ using (27) and $G_{21}^k$ using (25)
       
       Compute $A_{I,k}$ and $a_{I,k}$
       
       $A_{O,k} = A_{I,k}, a_{O,k} = a_{I,k}$
     
     case Minimizing MMSE do
       
       Compute $H_k$ and $T_k$
       
       Compute $A_{E,k}$ and $a_{E,k}$
       
       $A_{O,k} = A_{E,k}, a_{O,k} = a_{E,k}$
     
   end
   
   switch Constraint do
     
     case Energy constraint do
       
       Update $s_{k+1}$ by (40)
     
     case PAPR constraint do
       
       Update $s_{k+1}$ by Algorithm 1
     
     case Spectral constraint do
       
       Update $s_{k+1}$ by Algorithm 2
     
   end
   
   $k = k + 1$

3. until convergence;
Next we analyze the convergence of the proposed algorithm. Note that \( f_O(s_{k+1}) \geq g_O(s_{k+1}; s_k) \) and \( f_O(s_k) = g_O(s_k; s_k) \). Thus, if \( g_O(s_{k+1}; s_k) \geq g_O(s_k; s_k) \), then \( f_O(s_{k+1}) \geq f_O(s_k) \), and the convergence of the sequence of the objective values is guaranteed. For the energy constraint, \( g_O(s_{k+1}; s_k) \geq g_O(s_k; s_k) \) owing to the optimality of \( s_{k+1} \) given \( s_k \); for the PAPR constraint, if \( s_k \) is used as the starting point of the proposed MM method, the improvement of \( g_O(s_{k+1}; s_k) \) over \( g_O(s_k; s_k) \) can be verified by using the ascent property of the MM method; for the spectral constraint, if \( s_{k+1} \) is obtained by the SDR and rank-one decomposition, \( s_{k+1} \) is the optimal solution given \( s_k \), and it can be checked that \( g_O(s_{k+1}; s_k) \geq g_O(s_k; s_k) \). Otherwise, if \( s_{k+1} \) is obtained by the proposed ADMM method, it is non-trivial to prove the optimality of \( s_{k+1} \). However, for the proposed ADMM algorithm, we do not encounter any convergence problem during the numerical simulations (possibly because of the hidden convexity of the problem in (46)).

B. Computational Complexity

Table I summarizes the per-iteration computational complexity of the proposed algorithms, where \( N_{papr} \) is the number of (inner) iterations needed to reach convergence under the PAPR constraint, and \( N_{spectral} \) is the number of (inner) iterations needed to reach convergence under the spectral constraint. Note that we have ignored the computational complexity that can be performed offline (e.g., the calculation of \( R_n^{-1} \)). In addition, we ignore the computational complexity involving the multiplication of \( E \), since it can be done by addition.

| Computation                  | Complexity                  | Computation                  | Complexity                  |
|------------------------------|-----------------------------|------------------------------|-----------------------------|
| Mutual information maximization | \( O(L_0^2) \)             | MMSE minimization            | \( O(L_0^3 + L_0^2 P + L_0 P^2) \) |
| \( G^{22}_k \)              | \( O(L_0^2 P + L_0 P^2) \) | \( T_k \)                    | \( O(L_0^2 P^2) \)          |
| \( G^{21}_k \)              | \( O(L_0^2 P^2) \)         | \( A_{E,k} \)                | \( O(L_0^2 P^2) \)          |
| \( a_{i,k} \)               | \( O(L_0^2 P^2) \)         | \( a_{E,k} \)                | -                           |

Solving the quadratic programming problem

| Constraint                  | Complexity                  |
|-----------------------------|-----------------------------|
| Energy constraint           | \( O(L^3) \)                |
| PAPR constraint             | \( O(N_{papr} L^2) \)       |
| Spectral constraint         | \( O(N_{spectral} L^3) \)   |
C. Connection with ZCZ Waveforms

Suppose that $R_n = \sigma_0^2 I$ (e.g., the disturbance is dominated by the white noise) and $R_h = \Lambda_h$ (i.e., the uncertainty of each element of the target impulse response vector is independent). Then the waveform design problem based on maximizing mutual information can be rewritten as

$$\max_s f_1(s) = \log \det(\sigma_0^{-2} S^\dagger S + \Lambda_h^{-1})$$

s.t. $s \in S$. \hspace{1cm} (56)

Note that

$$S^\dagger S = e_t \begin{pmatrix} 1 & r_1^* & \cdots & r_{P-1}^* \\ r_1 & 1 & \cdots & r_{P-2}^* \\ \vdots & \vdots & \ddots & \vdots \\ r_{P-1} & r_{P-2} & \cdots & 1 \end{pmatrix},$$

(57)

where $r_p = \frac{1}{e_t} \sum_{k=1}^{L-P} s_k^* s_{k+p}$ is the aperiodic correlation function of $s$. In addition, according to Hadamard’s inequality \[33\],

$$\det(\sigma_0^{-2} S^\dagger S + \Lambda_h^{-1}) \leq \prod_{p=1}^P (\sigma_0^{-2} e_t + \lambda_{h,p}^{-1}),$$

(58)

where $\lambda_{h,p}$ is the $p$th diagonal element of $\Lambda_h$, and the equality holds if and only if $S^\dagger S$ is diagonal. Thus, to maximize the mutual information, the correlation function of $s$ should satisfy that $r_p \approx 0, p = 1, \cdots, P - 1$. The corresponding waveform is called zero-correlation zone (ZCZ) waveform \[57\].

Under the same assumption, the waveform design problem based on minimizing MMSE can be reformulated by

$$\min_s \text{tr} \left( [\Lambda_h^{-1} + \sigma_0^{-2} S^\dagger S]^{-1} \right)$$

s.t. $s \in S$. \hspace{1cm} (59)

Note that \[58\]

$$\text{tr} \left( [\Lambda_h^{-1} + \sigma_0^{-2} S^\dagger S]^{-1} \right) \geq \sum_{p=1}^P \frac{1}{\lambda_{h,p}^{-1} + \sigma_0^{-2} e_t},$$

(60)

where the equality holds if and only if $S^\dagger S$ is diagonal. Thus, in this situation, the ZCZ waveform also minimizes the MMSE.
D. Mutual Information, MMSE, and SNR

If $P = 1$ (i.e., a point-like target), the mutual information in (5) can be written as

$$\log \det (R_n^{-1}SR_nS^\dagger + I) = \log (1 + \lambda_i s^\dagger R_n^{-1}s)$$

$$= \log (1 + \lambda_i SNR), \quad (61)$$

where we define $SNR = s^\dagger R_n^{-1}s$. On the other hand, note that the MMSE for this case is given by

$$MMSE = \frac{1}{\lambda_i^{-1} s^\dagger R_n^{-1}s} = \frac{1}{\lambda_i^{-1} + SNR}. \quad (62)$$

Thus, the minimization of MMSE, the maximization of mutual information, and the maximization of SNR are equivalent for the case of $P = 1$.

For the more general case that $P > 1$ and $\mu_h = 0$, if $\lambda_{\max}(R_n^{-1}SR_nS^\dagger) \ll 1$ (corresponding to the case that SNR is low), where $\lambda_{\max}(R_n^{-1}SR_nS^\dagger)$ is the largest eigenvalue of $R_n^{-1}SR_nS^\dagger$, the mutual information in (5) can be approximated by

$$\log \det (R_n^{-1}SR_nS^\dagger + I) \approx \text{tr}(R_n^{-1}SR_nS^\dagger)$$

$$= s^\dagger E^\dagger (R_h^\dagger \otimes R_n^{-1})Es. \quad (63)$$

By using the low SNR assumption, it can be checked that we can obtain the globally optimal solutions to both the energy-constrained and the spectrally constrained waveform design problems.

VI. Numerical Examples

In this section, we provide several numerical examples to demonstrate the performance of the proposed algorithms. Unless otherwise stated, the code length of the waveform is $L = 100$. The target occupies $P = 10$ range bins. The mean of the target impulse response is $\mu_h = [5, 5, \cdots, 5]^T$ and the covariance matrix is $I_P$. We model the disturbance covariance matrix like that in [36], [37]:

$$R_n = \sigma_j^2 R_J + \sigma^2 I, \quad (64)$$

where $\sigma_j^2 = 1000$ and $\sigma^2 = 1$ are the jamming and noise powers, respectively, the $(m, n)$th element of the jamming covariance matrix $R_J$ is given by $q_{m-n}$ ($m \geq n$), $[q_0, q_1, \cdots, q_{L_0-1}, q_{L_0-1}, \cdots, q_1]^T$ can be obtained by the inverse discrete Fourier transform (IDFT) of $\{\eta_p\}_{p=1}^{2L_0-1}$, and $\{\eta_p\}$ denotes the jamming power spectrum at the frequency $(p - 1)/(2L_0 - 1)$, $p = 1, 2, \cdots, 2L_0 - 1$. For simplicity, we consider a barrage jamming whose power spectrum is given by

$$\eta_p = \begin{cases} 
1 & (2L_0 - 1)f_{1,1} \leq p \leq [(2L_0 - 1)f_{2,1}], \\
0 & \text{otherwise}, 
\end{cases} \quad (65)$$
where $f_{1,j} = 0.1$, and $f_{1,j} = 0.3$. The available transmit energy is $e_t = L$. We terminate the proposed algorithms if $|f_O(s_{k+1}) - f_O(s_k)|/f_O(s_{k+1}) \leq \varepsilon$, where $\varepsilon = 10^{-4}$. Finally, all the analysis is carried out on a standard laptop with Intel Core i7-8550U and 8 GB RAM.

A. Constant-modulus Constraint

In this subsection, we analyze the performance of the synthesized constant-modulus waveforms. Fig. 2 shows the objective values (including mutual information in Fig. 2(a) and MMSE in Fig. 2(b)) of the waveforms synthesized by the proposed algorithms versus CPU time, where we initialize the proposed algorithms with the LFM waveform (i.e., the $k$th element of the waveform is given by $\sqrt{e_t/L} \exp(j\pi(k - 1)^2/L)$). Moreover, we plot the objective values associated with the energy-constrained waveforms as a benchmark. Note that the curves associated with the objective values (mutual information or MMSE) have monotonically (increasing/decreasing) behaviors. In addition, the objective values of the synthesized constant-modulus waveforms at convergence are close to those of the energy-constrained waveforms. In Fig. 3, we plot the (normalized) energy spectral density (ESD) of the constant-modulus waveforms synthesized by the proposed algorithms. Interestingly, we can observe that the ESDs of the synthesized waveforms form a notch in the frequency band where the barrage jamming exists (shaded in light gray). However, the relationship of the notch depth in this frequency band with the jamming power is unknown.

![Fig. 2. Convergence of the objective values versus CPU time. PAPR constraint. $\rho = 1$. (a) Mutual information. (b) MMSE.](image)

To analyze the impact of starting points on the performance of the proposed algorithms, we use the same parameters as Fig. 2 and conduct 50 independent Monte Carlo runs using random-phase waveforms as starting points for $s$. Specifically, the magnitude of the random-phase waveforms is $a_s$, and the phases are independent random variables uniformly distributed in $[0, 2\pi]$. Fig. 4 shows the objective values (mutual information or MMSE) at convergence for different starting points, and plots the values of the synthesized
waveforms in Fig. 2 (which is initialized by LFM). We notice that for all the runs, the objective values at convergence are almost identical to that of the synthesized waveforms in Fig. 2. Therefore, the proposed algorithms are insensitive to the starting points.

Next we compare the performance of the constant-modulus waveforms synthesized by the proposed algorithms with that of the LFM waveform as well as the waveform designed based on maximizing the signal to interference-plus-noise ratio (SINR) (see, e.g., [14], [15], [35], [36] for extensive discussions on this topic). We use a similar method to that in [14] to synthesize the waveform maximizing the SINR. Note that the algorithm in [14] cannot deal with the constant-modulus constraint. To adapt the algorithm in [14] to tackle the constant-modulus waveform design problem, we resort to Algorithm 1 proposed in Section IV-B. Fig. 3 shows the performance of different waveforms versus the code length. For each waveform, the available transmit energy is $e_t = L$ (i.e., the transmit energy is the same for different waveforms but varies with the code length). We can observe that the performance of the waveforms
designed based on maximizing SINR is poor. Note that such waveforms are designed to enhance the detection performance of the radar systems, but not for range profiling. Thus, it is important to adapt the transmit waveform according to the radar tasks. In addition, the waveforms based on maximizing mutual information achieve the largest mutual information and the waveforms based on minimizing the MMSE achieve the smallest MSE. Interestingly, although different criteria are used, the performance of the waveforms designed based on maximizing mutual information is close to that of the waveforms based on minimizing MMSE. Moreover, both kinds of waveforms outperform the conventional LFM waveforms.

![Graph](image1)

Fig. 5. The performance of the synthesized constant-modulus waveforms versus code length. \( c_1 = L \). (a) Mutual information. (b) MMSE.

B. Spectral Constraint

In this subsection, we analyze the performance of the spectrally constrained waveforms synthesized by the proposed algorithms. Fig. 6 shows the objective values of the synthesized waveforms versus CPU time, where a licensed communication system operates in the (normalized) frequency band \([0.7, 0.8]\), the maximum allowed interference on the communication band is \( E_I = 0.05 \), and we initialize the proposed algorithms with the scaled eigenvector associated with the smallest eigenvalue of \( R_I \). To tackle the spectrally constrained quadratic programming problem in (46), we apply the ADMM algorithm proposed in Subsection IV-C and compare it with the FPP-SCA algorithm proposed in [38]. In the ADMM algorithm, we set \( \rho = 1 \). In the FPP-SCA algorithm, the penalty parameter is 10. In addition, we plot the objective values associated with the energy-constrained waveform as a benchmark. We can observe the convergence of the objective values for all the cases. Moreover, compared with the energy-constrained waveforms, the additional spectral constraint on the waveform results in insignificant performance loss. Furthermore, the application of the proposed ADMM algorithm results in much faster convergence than
that of the FPP-SCA algorithm. This is due to the lower per-iteration computational complexity of the ADMM algorithm \(O(L^3)\) than that of the FPP-SCA algorithm \(O(L^{3.5})\). Fig. 7 shows the ESDs of the synthesized spectral-constrained waveforms at convergence. Note the spectral notch in the communication band (shaded in light gray) and that the interference energy in this band can be controlled \((\leq E_i)\). Thus, the waveforms synthesized by the proposed algorithms enable better compatibility with the nearby communication systems.

Fig. 6. Convergence of the objective values versus the number of iterations. Spectral constraint. \(E_i = 0.05\). (a) Mutual information. (b) MMSE.

Fig. 7. The ESD of the synthesized spectrally constrained waveform at convergence. \(E_i = 0.05\). (a) Mutual information. (b) MMSE.

Fig. 8 compared the MSE of the spectrally constrained waveforms with that of the LFM waveforms for different code lengths, where \(e_t = L\), and \(E_i = 0.05\). The results indicate that both kinds of waveforms not only have better spectral compatibility than the LFM waveforms, but also achieve smaller MSE. Moreover, for large code length, the performance of the waveform based on maximizing mutual information is almost identical to that the waveform based on minimizing MMSE.
C. ZCZ Waveforms

Finally, we show that if the interference in the received signal is dominated by the white noise, and the target covariance matrix is diagonal, the waveforms synthesized by the proposed algorithms will exhibit ZCZ properties. To this end, we set $R_h = 0.1I$ and $R_n = I$. The convergence of mutual information and MMSE of the constant-modulus waveforms synthesized by the proposed algorithms are shown in Fig. 9(a) and Fig. 9(b), respectively, where we initialize the proposed algorithms by using the LFM waveform, and we set $\varepsilon = 10^{-20}$. The curves in Fig. 9 demonstrate that the objective values converge to the optimal values. Fig. 10 plots the (normalized) auto-correlation function (ACF) of the waveforms synthesized by the proposed algorithms. We can observe that the waveform based on maximizing mutual information has very low correlation sidelobes (lower than about $-130$ dB) from $r_1$ to $r_{P-1}$. For waveform design based on minimizing MMSE, the proposed algorithm converges faster and achieves a lower sidelobe (lower than about $-150$ dB). Therefore, the synthesized waveforms in this situation have ZCZ properties. In other words, the ZCZ waveforms maximize the mutual information and minimize the MMSE.

VII. CONCLUSION

This paper considered the design of practically constrained waveforms for radar range profiling. Two design metrics were used, i.e., mutual information maximization and MMSE minimization. To tackle the non-convex waveform design problem, we developed an optimization framework based on MM. Due to the ascent property of MM, the proposed algorithms had guaranteed convergence of objective values. Finally, numerical examples demonstrated that the waveforms synthesized by the proposed algorithms were superior to the counterparts.
Fig. 9. Convergence of the objective values versus the number of iterations. $\rho = 1. R_{\alpha} = 0.1I. R_n = I$. (a) Mutual information. (b) MMSE.

Fig. 10. The ACF of the synthesized constant-modulus waveforms. $R_{\alpha} = 0.1I. R_n = I$. (a) Mutual information. (b) MMSE.

Possible future research track might concern the extension of the proposed algorithms to design waveforms for radar imaging. In addition, the design of practically constrained waveforms for target recognition/classification might be important (see, e.g., [59], for a recent progress on this topic). Furthermore, the application of the proposed algorithms to polarimetric radar (see, e.g., [14], [15] for some discussions) is left for future work.

APPENDIX A

THE MONOTONICITY OF THE DESIGN METRIC W.R.T. THE TRANSMIT ENERGY

In this appendix, we show that the mutual information is increasing with the waveform energy and the MMSE is decreasing with the waveform energy. To this end, we first prove $f_I(\alpha s) \geq f_I(s)$, where $\alpha \geq 1$. 
We note that
\[ f_I(\alpha s) - f_I(s) = \log \det(\alpha^2 SR_h S^\dagger + R_n) - \log \det(SR_h S^\dagger + R_n). \]
Since \( \alpha^2 SR_h S^\dagger \succeq SR_h S^\dagger \) and \( \log \det(A) \) is an increasing function of \( A \succ 0 \), we have \( f_I(\alpha s) - f_I(s) \geq 0 \).

Next we prove that the MMSE is decreasing with the waveform energy. To this end, we rewrite the MMSE as
\[ \text{tr}(R_h - R_h S^\dagger (SR_h S^\dagger + R_n)^{-1} SR_h) \]
\[ = \text{tr} \left( (R_h^{-1} + S^\dagger R_n^{-1} S)^{-1} \right). \]  
(66)
Since \( \alpha^2 S^\dagger R_n^{-1} S \succeq S^\dagger R_n^{-1} S \) and \( \text{tr}(A^{-1}) \) is an decreasing function of \( A \succ 0 \), we can verify that the MMSE decreases with the transmit energy.

APPENDIX B
PROOF OF PROPOSITION

First, it can be checked that the \( p \)th column of \( S \) can be written as \( E_p s \). Thus,
\[ \text{vec}(S) = [(E_1 s)^T, \ldots, (E_P s)^T]^T \]
\[ = [E_1^T, \ldots, E_P^T]^T s \]
\[ = Es. \]  
(67)
Using the fact that \( \text{tr}(A^H B) = \text{vec}^\dagger(A)\text{vec}(B) \) \([60]\), we have
\[ \text{tr}(S^\dagger G_k^{21} R_h^{\frac{1}{2}}) = \text{vec}^\dagger(S)\text{vec}(G_k^{21} R_h^{\frac{1}{2}}) \]
\[ = s^\dagger E^\dagger \text{vec}(G_k^{21} R_h^{\frac{1}{2}}) \]
\[ = s^\dagger a_{I,k}. \]  
(68)
In addition, noting that \( \text{tr}(ABCD) = \text{vec}^T(D)(A \otimes C^T)\text{vec}(B^T) \) \([60]\), we can obtain
\[ \text{tr}(G_k^{22} SR_h S^\dagger) = \text{tr}(R_h S^\dagger G_k^{22} S) \]
\[ = \text{vec}^T(S)(R_h \otimes (G_k^{22})^T)\text{vec}(S^*) \]
\[ = s^T E^T (R_h \otimes (G_k^{22})^T) E^* s^* \]
\[ = s^\dagger E^\dagger (R_h^* \otimes G_k^{22}) Es \]
\[ = s^\dagger A_{I,k} s, \]  
(69)
where the first line holds because \( \text{tr}(AB) = \text{tr}(BA) \), the fourth line follows from that \( G_k^{22} \) and \( SR_h S^\dagger \) are both Hermitian, and \( \text{tr}(G_k^{22} SR_h S^\dagger) \) is real-valued.

Combing (68) and (69), we complete the proof.
APPENDIX C
PROOF OF LEMMA[1]

According to [50], the epigraph of $\psi(A, B)$ is defined by

$$\text{epi}(\psi) = \{(A, B, t) | \text{tr}(A^\dagger B^{-1}A) \leq t\}. \quad (70)$$

Note that $\text{tr}(A^\dagger B^{-1}A) \leq t$ is equivalent to $\{\text{tr}(Y) \leq t, A^\dagger B^{-1}A \succeq Y, Y \succeq 0\}$. Thus, $\text{epi}(\psi)$ can be rewritten as

$$\text{epi}(\psi) = \{(A, B, t) | \exists Y \succeq 0, \begin{bmatrix} B & A \\ A^\dagger & Y \end{bmatrix} \succeq 0, \text{tr}(Y) \leq t\}. \quad (71)$$

It is easy to check that $\text{epi}(\psi)$ is convex. Therefore, $\psi(A, B)$ is a convex function of the matrix pair $(A, B)$ (namely, jointly convex). Using the fact that convex functions are minorized by their supporting hyperplanes, we have

$$\text{tr}(A^\dagger B^{-1}A) \geq \text{tr}(A_k^\dagger B_k^{-1}A_k) + 2\text{Re}(\text{tr}(A_k^\dagger B_k^{-1}(A - A_k)))$$

$$- \text{tr}(B_k^\dagger A_k A_k^\dagger B_k^{-1}(B - B_k))$$

$$= 2\text{Re}(\text{tr}(A_k^\dagger B_k^{-1}A)) - \text{tr}(B_k^\dagger A_k A_k^\dagger B_k^{-1}B),$$

where $(A_k^\dagger B_k^{-1}, -B_k^{-1}A_k A_k^\dagger B_k^{-1})$ is the gradient of $\psi(A, B)$ at $(A_k, B_k)$ (which can be shown using the results from [51], [61]).

An alternative proof without using convexity is by noting that (since $B \succ 0$)

$$(B^{-1}A - B_k^{-1}A_k)^\dagger B(B^{-1}A - B_k^{-1}A_k) \succeq 0. \quad (71)$$

Thus,

$$\text{tr}[(B^{-1}A - B_k^{-1}A_k)^\dagger B(B^{-1}A - B_k^{-1}A_k)] \geq 0. \quad (72)$$

After some algebraic manipulations, we complete the proof.

APPENDIX D
PROOF OF NEGATIVE SEMI-DEFINITENESS OF $A_{I,k}$ AND $A_{E,k}$

To prove that $A_{I,k}$ is negative semi-definite, it is sufficient to prove that $R_h^* \otimes G_k^{22}$ is negative semi-definite. Note that $R_h \succ 0$. In addition, since $R_{s,k} \succeq R_h$, we have $G_k^{22} = R_{s,k}^{-1} - R_m^{-1} \preceq 0$. Thus, $R_h^* \otimes G_k^{22} \preceq 0$. Similarly, to identify the negative semi-definiteness of $A_{E,k}$, it is sufficient to prove that $R_h^* \otimes T_k \succeq 0$. Note that $T_k = R_{s,k}^{-1}S_k R_h^* S_k R_{s,k}^{-1} \succeq 0$. Thus, $A_{E,k}$ is negative semi-definite.
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