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Abstract—Recently, deep learning-based algorithms are widely adopted due to the advantage of being able to establish anomaly detection models without or with minimal domain knowledge of the task. Instead, to train the artificial neural network more stable, it should be defined the appropriate neural network structure or the loss function. For the training anomaly detection model, the mean squared error (MSE) function is adopted widely. On the other hand, the novel loss function, logarithmic mean squared error (LMSE), is proposed in this paper to train the neural network more stable. This study covers a variety of comparisons from mathematical comparisons, visualization in the differential domain for backpropagation, loss convergence in the training process, and anomaly detection performance. In an overall view, LMSE is superior to the existing MSE function in terms of strength of loss convergence, anomaly detection performance. The LMSE function is expected to be applicable for training not only the anomaly detection model but also the general generative neural network.

Index Terms—anomaly detection, logarithmic scaling, loss function, training robustness

I. INTRODUCTION

Recently, many anomaly detection systems are constructed with generative neural networks such as an auto-encoder or generative adversarial network [1]–[8]. For enabling the conventional rule-based anomaly detection system, establishing the detailed criteria for determining whether the current state is normal or not should be preceded [9], [10].

In the case of conventional machine learning algorithms, defining the delicate feature of the data is needed to train the model [11]–[13]. If the machine learning system operator has advanced knowledge or experience in the target problem, the feature information for the machine learning model training will be defined more sophisticatedly. However, there are limitations that it takes a lot of time, effort, and cost to become such a high-level operator. Also, the system dependence on the machine learning operator will be increased in this case.

When using deep learning techniques, high-performance computing environments such as a graphic processing unit are required for training purposes. Vicariously, deep learning method can take over for automating the delicate tasks based on domain knowledge such as decision rule or feature definition in the aforementioned conventional method.

In order to train the neural network better, operators only need to define the model structure and loss function will a background in mathematics or computer science. Various effective loss functions and neural networks structures have already been proposed. The mean squared error (MSE) is generally used as both a target function in the training process and an indicator for determining normal or not.

On the other hand, a novel concise loss function is proposed in this paper to enhance the robustness of the training procedure and anomaly detection performance. This study clarifies the effect of the proposed LMSE function from the process of constructing the loss function to the experimental comparison with the conventional MSE function.

II. RELATED WORK

This section describes related studies with anomaly detection and loss function before proposing the novel loss function.

A. Deep learning-based anomaly detection

Lots of generative neural network-based anomaly detection algorithms adopt the MSE as an indicator to decide normal or not [1]–[8]. Among the above, some architectures use the MSE, as a target function for training [1]–[3], [7]. When using MSE for both training and anomaly detection metrics, the concise suste, can be constructed to its simple equation as shown in (1). The symbol $y$, $\hat{y}$, and $N$ represent the target value, predicted value, and the number of the sample respectively.

$$L_{MSE}(y, \hat{y}) = \frac{1}{N} \sum_{n=1}^{N} (y - \hat{y})^2$$  (1)

However, the other architectures are constructed with a more complexed neural network structure or loss function for training [4]–[6], [8]. For example, a generative adversarial network can replace a simple auto-encoder alternatively. However, an additional adversarial loss function is needed to utilizing adversarial learning and it occurs increasing computational cost in the above context.

For sophistic learning purposes in previous studies, varied loss functions and regularization techniques are proposed to support the target loss convergence better such as winnertakes-all loss, sparsity regularization, and $\ell_1$ encoder training. In order to utilize such a technique as above, hard efforts are required for numerous theory, appropriately matching to their neural networks, establishment and verification processes. In
addition, the computational cost increases in the same context as the case of the neural network structure advancement.

B. Logarithmic methods

In prior researches, Vincent Arsigny et al. show the effectiveness of the log scaling method [14], [15]. The logarithmic method facilitates joint estimation and smoothing largely with almost the very close cost of the original Euclidean distance on their research.

In another research, Tianjia He et al. have trained a neural network with three losses MSE, mean squared logarithmic error (MSLE), and mean absolute error respectively to compare the performance in the anomaly detection task [16]. The MSLE and MAE that used in their study are shown in (2) and (3) sequentially.

\[
L_{MSLE}(y, \hat{y}) = \frac{1}{N} \sum_{n=1}^{N} \left( \ln(y + 1) - \ln(\hat{y} + 1) \right)^2 \tag{2}
\]

\[
L_{MAE}(y, \hat{y}) = \frac{1}{N} \sum_{n=1}^{N} |y - \hat{y}| \tag{3}
\]

The above research shows the advantage of MSE and MSLE than MAE by comparing reconstruction loss between normal and anomalies after training. Also, they clarify that MSLE shows the better performance than MSE and MAE cases. However, they do not show the robustness of loss function within training process.

III. PROPOSED APPROACH

In this section, the approach to enhance the loss convergence in neural network training is described. Moreover, the theoretical comparison between baseline and proposed function is presented.

A. Logarithmic mean squared error

In this paper, the loss function is proposed for training the generative neural network for the anomaly detection tasks. The proposed loss function is constructed based on MSE as shown in (1).

The MSLE function, an MSE-based logarithmic loss function, can be used. However, the MSLE function cannot be concluded that the design is advantageous for gradient descent as the loss convergence because the logarithmic scaling is applied to the target and output values, not applied to loss value itself. Thus, the log scaling is simply applied to loss value directly in this study with the direction of maintaining the structure of the MSE function as shown in (4). The proposed loss function is defined with a name logarithmic mean squared error (LMSE).

\[
L_{LMSE}(y, \hat{y}) = \frac{1}{N} \sum_{n=1}^{N} -\ln \left( 1 - (y - \hat{y})^2 \right) \tag{4}
\]

When the range of the value \(y\) and \(\hat{y}\) are regularized between 0 and 1, the range of the \((y - \hat{y})^2\) with log-scaling is \(-\infty\) to 0. To apply the MSE function with log-scaling for the loss minimizing task, as same as optimization, the range of the loss should be adjusted as 0 to \(C\) (positive finite value) form.

For utilizing the logarithmic function, the negative form is needed to flip upside down the representation range of the logarithmic function. After the above, the output range of the function will be changed as \(\infty\) to 0. Then, the \(1 - x\) form is applied sequentially to flip starting and ending values. The MSE value \((y - \hat{y})^2\) is applied to the \(x\) in the above form.

However, after conducting the above procedure, the ending point of the loss function is directed \(\infty\). Thus, the small floating-point value \(\epsilon\) is added to the \(1 - x\) form for easing the ending point to the value \(C\). Finally, the range of the LMSE function is \(0\) to \(C\).

B. Optimization

For the neural network optimization, the gradient descent method is utilized that can be summarized as shown in (5). The symbol \(\theta\) means parameter of the neural network, and the \(L\) means the target loss function.

\[
\theta^{(t+1)} = \theta^{(t)} - \eta \nabla L^{(t)} \tag{5}
\]

The loss \(L^{(t)}\) is calculated at \(t\)-th update in training iterations. Also, the gradient of the loss, \(\nabla L^{(t)}\), is derived after the above. In the derivative surface that derived from the loss function, if the area closer to the target point is flatter, and the farther point is steep, the gradient descent method will be effectively utilized.

Before applying neural network training, the derivatives of the two-loss functions, MSE and LMSE are compared. The derivative of MSE and LMSE are shown in (6) and (7) respectively. For more detail, it can be dealt with additional derivative including the chain rule by the parameters and input of the neural network. However, this paper only deals with the loss function-level derivatives. Because, the derivative that focused on parameter or input in front of loss function is same between MSE and LMSE on the same neural network.

\[
\nabla L_{MSE} = \frac{\partial L_{MSE}}{\partial \hat{y}} = \frac{\partial}{\partial \hat{y}} \left( \frac{1}{N} \sum_{n=1}^{N} (y - \hat{y})^2 \right)
= \frac{1}{N} \sum_{n=1}^{N} (-2y + 2\hat{y}) \tag{6}
\]

The MSE case shows simple derivative as adding form with the two values. However, in the LMSE case, the derivative is composited with additional scaling factor as \(1 - (y - \hat{y})^2\) form, than MSE case.
∇L_{LMSE} = \frac{∂L_{LMSE}}{∂\hat{y}}
= \frac{1}{N} \sum_{n=1}^{N} -\ln \left(1 - (y - \hat{y})^2\right)
= \frac{1}{N} \sum_{n=1}^{N} \left(\frac{∂}{∂f} - \ln f\right) \left(\frac{∂}{∂\hat{y}} \left(1 - (y - \hat{y})^2\right)\right)
= \frac{1}{N} \sum_{n=1}^{N} -2y + 2\hat{y}
= 1 - (y - \hat{y})^2 \tag{7}

To compare the above two derivatives, the visualization is conducted as shown in Fig. 1. The red colored surface, derivative of LMSE, shows a steeper slope when the gap between the target and the predicted value increases. The above characteristic helps the parameter update stably toward the minimum loss point following the gradient descent rule.

IV. EXPERIMENTS

A. Environments

In this section, the anomaly detection tasks are conducted by applying the two-loss functions, MSE and LMSE, respectively. Both two-loss functions are applied to the same simple convolutional auto-encoder (CAE). The CAE is constructed static channel expansion as 16, 32, 64 sequentially in encoder module. The decoder module has reversed form with the encoder module.

The two popular datasets, MNIST and Fashion-MNIST, are used for the experiment [17], [18]. The above two dataset has 10 classes respectively. The anomaly detection experiments are designed in which considering one of the 10 classes as normal and the others as abnormal for each dataset. Thus, each dataset will be transformed to the 10 anomaly detection tasks.

To clarify the superiority of the proposed method by comparison, the one of hyperparameter searching algorithms can be considered [19], [20]. In this paper, the grid search method is adopted to compare the performance by loss function at equivalent hyperparameter. The two hyperparameters, dimensions of the latent vector and the learning rate, are set for tuning in this paper. The kernel size is set with static value 3 for the convolutional filter.

The area under the receiver operating characteristic curve (AUROC) is used as an anomaly detection performance indicator for comparison [21].

B. Results

Before comparing the anomaly detection performance, The loss convergence graphs in training procedure are summarized in Fig. 2. In comparing the loss convergence, the LMSE case shows a more stable form at least in the MNIST dataset. In the LMSE case, both the averaged loss and the standard deviation of the loss are lower, as same as better, than MSE case.
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Fig. 2. Loss convergence when training MNIST dataset. The left graph shows loss range for each epoch with varied hyperparameter. Also, the left graph shows averaged loss with the bold line. In the overall view, the LMSE case performs better loss convergence. Also, the standard deviation of the LMSE case is better than MSE case.

In the view of the AUROC, the average performance of the log-scaled MSE case is measured 0.006 higher than the MSE case for 10 of anomaly detection tasks in MNIST dataset. The performance detail for each task is shown in Table I. Referring to Table I the performance gain is measured up to 0.017 by adopting LMSE.

The training procedure with the Fashion-MNIST dataset is shown in Fig. 3. The pattern of loss convergence is slightly different from the case of MNIST. However, the context in
which loss convergence is better in the LMSE case than MSE is the same as before.

In the quantitative comparison with Fashion-MNIST dataset, the MSE case is 0.002 higher than LMSE case that differ from the MNIST dataset. In Fashion-MNIST, even when the performance of the MSE case is better but the difference is insignificant and it is negligible, referring to the fact in MNIST experiments that the LMSE performance is higher than the MSE case and the difference was relatively large. If the performance is in similar level, using LMSE is better for stable loss convergence.

### TABLE I

| Normal  | MSE      | LMSE     |
|---------|----------|----------|
| 0       | 0.981 ± 0.007 | 0.983 ± 0.006 |
| 1       | 0.983 ± 0.029 | 0.989 ± 0.011 |
| 2       | 0.837 ± 0.068 | 0.852 ± 0.051 |
| 3       | 0.881 ± 0.028 | 0.888 ± 0.022 |
| 4       | 0.882 ± 0.038 | 0.886 ± 0.034 |
| 5       | 0.823 ± 0.128 | 0.836 ± 0.116 |
| 6       | 0.938 ± 0.043 | 0.937 ± 0.036 |
| 7       | 0.922 ± 0.032 | 0.927 ± 0.028 |
| 8       | 0.817 ± 0.037 | 0.834 ± 0.033 |
| 9       | 0.903 ± 0.050 | 0.909 ± 0.046 |
| Total   | 0.887 ± 0.074 | 0.893 ± 0.067 |

### V. CONCLUSION

As the learning progressed, the degree of loss convergence of LMSE case is better than MSE case. Also, the standard deviation according to the varied hyperparameter in training iterations is lower in LMSE case which means more stable.

In terms of anomaly detection performance, the LMSE case on the MNIST dataset shows 0.006 higher AUROC, and 0.007 lower standard deviation. In the Fashion-MNIST dataset, the MSE case showed a 0.002 higher performance. However, the MSE and LMSE show the equivalent level in terms of performance stability.

In overall view, the LMSE function is recommended based on robust loss convergence. Also, the above robustness will utilize high probability for achieving better performance in anomaly detection task.
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