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SUMMARY

Rhythmic gamma-band communication within and across cortical hemispheres is critical for optimal perception, navigation, and memory. Here, using multisite recordings in both rats and mice, we show that even faster (~140 Hz) rhythms are robustly anti-phase across cortical hemispheres, visually resembling splines, the interlocking teeth on mechanical gears. Splines are strongest in superficial granular retrosplenial cortex, a region important for spatial navigation and memory. Spline-frequency interhemispheric communication becomes more coherent and more precisely anti-phase at faster running speeds. Anti-phase splines also demarcate high-activity frames during REM sleep. While splines and associated neuronal spiking are anti-phase across retrosplenial hemispheres during navigation and REM sleep, gamma-rhythmic interhemispheric communication is precisely in-phase. Gamma and splines occur at distinct points of a theta cycle and thus highlight the ability of interhemispheric cortical communication to rapidly switch between in-phase (gamma) and anti-phase (spline) modes within individual theta cycles during both navigation and REM sleep.

INTRODUCTION

Gamma-band oscillations are associated with a multitude of active behaviors, including navigation, sensory processing, and attention, as well as rapid eye movement (REM) sleep (Brosch and Budinger, 2002; Fries et al., 2001, 2008; Gray and Di Prisco, 1997; Gregoriou et al., 2009; Murthy and Fetz, 1996; Womelsdorf et al., 2006). These fast rhythms are relatively ubiquitous, having been observed across multiple species (humans [Chatrian et al., 1960]; monkeys [Murthy and Fetz, 1996]; cats [Gray et al., 1989]; turtles [Precht, 1994]; rodents [Buzsáki et al., 1983]; locusts [Laurent, 1996]) and brain regions (visual cortex [Gray et al., 1989]; sensorimotor cortices [Murthy and Fetz, 1992, 1996]; hippocampus [Bragin et al., 1995]; olfactory bulb [Freeman, 1978]). Gamma-rhythmic fluctuations seen in the extracellular local field potential (LFP) reflect the summed postsynaptic potentials (PSPs) onto multiple nearby neurons (Ahmed and Cash, 2013; Atallah and Scanziani, 2009; Kajikawa and Schroeder, 2011; Mitzdorf, 1985, 1991; Renshaw et al., 1940). These PSPs can rhythmically synchronize the firing of neurons, helping to more robustly encode and transfer salient information (Ahmed and Cash, 2013; Colgin and Moser, 2010). Gamma-band synchrony with little to no phase lag is also seen among neurons separated by large distances, both within and across cortical regions (Colgin and Moser, 2010; Fries et al., 2008; Gray and Di Prisco, 1997; Gregoriou et al., 2009; Murthy and Fetz, 1996; Rodriguez et al., 1999; Roelfsema et al., 1997). This long-range gamma-band synchrony has been suggested to play a potentially important role in the temporal binding of concordant information (Engel et al., 2001; Tallon-Baudry and Bertrand, 1999) and also for the efficacious communication of information between coherent regions (Colgin and Moser, 2010; Fries et al., 2008; Womelsdorf et al., 2006). Similar in-phase coherence is seen at gamma-band frequencies across cortical hemispheres, helping to synchronize interhemispheric processing of related information (Bland et al., 2020; Cho et al., 2020; Engel et al., 1991).

Successful spatial navigation also involves precisely coordinated gamma-band communication between key circuits (Zheng et al., 2016). Hippocampal-entorhinal synaptic interactions, for example, are coherently coordinated at gamma-rhythmic frequencies during navigation (Colgin et al., 2009). This communication can show frequency-specific coupling across regions, with slow gamma frequencies synchronizing CA1–CA3 activity and faster gamma frequencies synchronizing CA1–entorhinal activity, and each of these rhythmic interactions is in-phase, regardless of
Figure 1. Splines are 110–160 Hz oscillations, strongest in the retrosplenial cortex during REM sleep
(A) Hypnogram from a sleep session with multiple NREM-REM transitions.
(B–E) Corresponding spectrograms from hippocampal CA1, retrosplenial cortex (RSC), posterior parietal cortex (PPC), and primary visual cortex (V1), respectively. While CA1 shows typical NREM ripples (B), another high-frequency oscillation in the 110–160 Hz range, which we refer to as splines, is seen in the RSC (C) during REM sleep. Hippocampal NREM ripples thus alternate with RSC REM splines. Weak ripple and spline power during NREM and REM, respectively, were observed in PPC and V1 (D and E).

(legend continued on next page)
the precise gamma frequency (Colgin et al., 2009; Zheng et al., 2016). Thus, as in the visual system (Engel et al., 1991; Gray et al., 1989), in-phase synchronization at gamma frequencies plays an important role in supporting communication between navigationally important brain regions.

The retrosplenial cortex (RSC) is also important for spatial navigation, with lesions leading to impaired memory and spatial disorientation in both humans and rodents (Alexander and Nitz, 2017; Alexander et al., 2020; Bottini et al., 1990; Czajkowski et al., 2014; Epstein, 2008; Hattori et al., 2019; Ino et al., 2007; Maguire, 2001; Takahashi et al., 1997; Vann et al., 2003, 2009). The RSC is interconnected with the hippocampal formation, visual cortex, posterior parietal cortex, contralateral RSC, and a number of subcortical structures, including the anterior thalamus (Brennan et al., 2021; van Groen and Wyss, 1992; van Groen et al., 1993; Kaitz and Robertson, 1981; Makino and Komiyama, 2015; Olsen et al., 2017; Shibata, 1993; Sripinidkulchai and Wyss, 1987; Vogt and Miller, 1983; Wilber et al., 2015; Yamawaki et al., 2019a, 2019b). Despite its importance, how the RSC coherently communicates with these other brain regions to carry out its navigational functions remains poorly understood. Recent work has identified 110–160 Hz oscillations in the RSC during both navigation and REM sleep (Alexander et al., 2018; Koike et al., 2017). Similar observations of ~110–160 Hz oscillations, though relatively rare, have been made in other brain regions (González et al., 2020; Scheffzük et al., 2011; Sirotta et al., 2008; Tort et al., 2013). These rhythms have so far been referred to as either “high-frequency oscillations” (González et al., 2020; Scheffzük et al., 2011; Tort et al., 2013) or “fast gamma” (Alexander et al., 2018; Koike et al., 2017), reflecting their ambiguous nature and emphasizing the need to identify the regions whose neuronal ensembles communicate at this rhythmic frequency.

Here, using large-scale recordings in both rats and mice, we study the RSC as well as multiple related regions (hippocampus, visual cortex, posterior parietal cortex), and show that theta-coupled 110–160 Hz oscillations are strongest in the superficial layers of the granular retrosplenial cortex (RSG). We discover that these fast oscillations are the signature of anti-phase communication across hemispheres. This anti-phase coupling is robust during both REM sleep and movement and becomes even more precise at faster running speeds. These anti-phase 110–160 Hz oscillations across hemispheres resemble splines, the interlocking teeth on mechanical gears. For this reason, we henceforth refer to them as splines. Gamma oscillations, coupled to a distinct theta phase, are also seen in the RSG during navigation and are also coherent across hemispheres, but this communication is robustly in-phase. Our findings highlight two distinct channels of rapid interhemispheric communication during REM sleep and navigation, with gamma being in-phase and splines anti-phase. Thus, anti-phase splines and in-phase gamma are likely to support two computationally distinct communication channels, both implemented within individual theta cycles across a range of distinct behaviors and REM sleep.

RESULTS

Retrosplenial REM splines alternate with hippocampal non-REM ripples across sleep states

To compare fast oscillatory activity across hippocampal CA1, RSC, posterior parietal cortex (PPC), and visual cortex (V1), we first used custom microdrives and silicon probes to record multisite sleep-wake signals in rats (Figures S1 and 1A–1E). While typical non-REM (NREM) ripples (110–190 Hz) were found in hippocampal CA1, the most prominent fast oscillation observed in the cortex during sleep was a 110–160 Hz oscillation in the RSC during REM sleep (Figure 1C). For reasons outlined in the introduction and later in the results, we call these oscillations “splines.” Splines during REM sleep were strongest in the RSC (Figures 1B, 1D, and 1E). Retrosplenial REM splines consistently alternated with hippocampal NREM ripples across sleep states (Figures 1F–1H).

Population-averaged power spectra revealed clearly elevated spline (110–160 Hz) power during REM sleep selectively in the RSC (Figures 1I–1L; RSC: nine rats, 62 sessions, 257 channels; CA1: six rats, 58 sessions, 203 channels; PPC: two rats, 13 sessions, 16 channels; V1: three rats, 40 sessions, 93 channels). Normalized spline power during REM sleep was significantly higher in the RSC than in any other brain region examined (rank-sum test, p < 0.0001 in all cases; Figure 1M). On the other hand, normalized ripple power during NREM sleep was significantly higher in CA1 than all other brain regions (rank-sum test, p < 0.05 in all cases; Figure 1N). Similar results were obtained whether the data were normalized by broadband power (1–230 Hz; Figures 1M and 1N) or by theta power (5–11 Hz; data not shown). Thus, hippocampal ripples are the dominant fast oscillation during NREM sleep, but retrosplenial splines are the dominant fast network rhythm across the sampled brain regions during REM sleep, suggesting that the RSC is ideally suited to the study of splines. For this reason, we more heavily sampled the RSC compared with other cortical recording locations in this study.

(F) Hypnogram from a sleep session in a separate rat.
(G and H) Corresponding whitened spectrograms from CA1 (G) and RSC (H), respectively, showing ripples in CA1 during NREM sleep alternating with splines in RSC during REM sleep.
(I) Averaged spectra during REM sleep across CA1 (purple), RSC (green), PPC (blue), and V1 (orange). The low-(0–30 Hz) and high-(30–200 Hz) frequency bands have been separated for greater clarity. All four regions show high theta power during REM sleep. However, only RSC shows significantly more spline power.
(J) Averaged spectra during NREM across CA1 (purple), RSC (green), PPC (blue), and V1 (orange). CA1 shows high power in the ripple band (110–190 Hz) during NREM sleep. Note the very weak cortical ripples in PPC and RSC.
(K and L) Same as (I and J), but now showing averaged whitened power spectra for REM sleep (K) and NREM sleep (L).
(M) Normalized spline power with pre- and post-whitened values. This ratio is significantly higher during REM sleep in RSC as compared with CA1, PPC, and V1 (rank-sum test, p < 0.0001 in all cases).
(N) Normalized ripple power with pre- and post-whitened values. This ratio is significantly higher in CA1 during NREM compared with all other regions (rank-sum test, p < 0.05 in all cases).
Splines are precisely coupled to the peak of theta, most strongly in the granular retrosplenial cortex

Since theta and spline power co-occurred in the RSC during REM sleep (Figure 1), we next explored the temporal relationship between spline and theta rhythms to confirm and extend previous observations showing the presence of theta-coupled slow and fast gamma rhythms in the retrosplenial cortex (Alexander et al., 2018; Koike et al., 2017). Simultaneously recorded raw LFP traces from CA1, RSC, PPC, and V1 showed that splines selectively occur at the peak of RSC theta (Figures 2A–2C). Figure 2B shows representative theta cycles from three rats with splines consistently at the peak of each theta cycle. To study the strength of this phase-amplitude coupling of splines to the peak of theta, we used wavelet-based spectrograms and computed the strength of each fast frequency across the phases of theta cycles. Phase-amplitude plots across rats during REM (Figure 2C) confirmed that splines are strongest in RSC and precisely coupled to the peak of theta. To quantify the strength of coupling of splines to theta, we used the modulation index metric (Tort et al., 2010) and found it to be significantly higher in RSC compared with CA1, PPC, and V1.

Both REM and active awake states are associated with the appearance of theta rhythms. Consistently, we observed theta-coupled splines during freely moving behaviors. As during REM, awake splines were strongest in the RSC (Figures S2A

Figure 2. Retrosplenial splines are precisely coupled to the peak of theta

(A) Examples of simultaneously recorded raw and filtered LFP traces during REM sleep from CA1 (purple), RSC (green), PPC (blue), and V1 (orange) showing theta oscillations in all four brain regions with strong spline oscillations (110–160 Hz) at the peak of theta exclusively in RSC. Power in high-gamma (65–95 Hz) and low-gamma (30–55 Hz) bands is much weaker than spline power in RSC and often phase-shifted compared with splines.

(B) Single retrosplenial theta cycle examples during REM sleep from three rats. Splines are consistently locked to the peak of RSC theta in all animals.

(C) Population theta phase-amplitude coupling across the four brain regions during REM sleep. A phase of 180° represents the peak of theta. Splines are precisely coupled to the peak of RSC theta.

(D) Strength of theta phase-amplitude coupling quantified for each LFP using the modulation index (MI) metric. Splines are more precisely coupled to theta in the RSC than in any other brain region (rank-sum test, p < 0.001). Inset shows kappa (measure of strength of phase-locking for circular variables) values for theta phase-amplitude coupling of each frequency. Kappa for splines was significantly higher (rank-sum test, p < 0.0001) in RSC compared with CA1, PPC, and V1.
and S2B) and were strongly coupled to the peak of theta (Figures S2C and S2D).

Since the RSC is subdivided into the dorsal dysgranular and ventral granular subdivisions (van Groen and Wyss, 1992, 2003; Domesick, 1968), we asked whether the coupling of splines to theta differed between these regions. We found that across these two subdivisions of the RSC, the strength of theta phase-amplitude coupling of splines increased with depth and was far stronger in the granular RSC than in the dysgranular RSC (Figure S3).

We next asked if the probability of spline occurrence was dependent on the amplitude of theta cycles. Despite the strong modulation of spline amplitude by the phase of the theta cycle in which splines occur, spline probability was not strongly controlled by theta amplitude and splines occurred in both high- and low-amplitude theta cycles (Figure S4A). Overall, theta amplitude and spline power were only weakly correlated (Figure S4B, median rho = 0.2, 9 rats, 54 sessions). Thus, the occurrence of prominent theta oscillations does not necessarily predict the occurrence of splines. However, when splines do occur, they are precisely coupled to the peak of the containing theta cycle.

Splines are associated with high-activity REM frames

We next aimed to understand the temporal patterning of spline occurrence during REM sleep and their correlation with the activity of retrosplenial and hippocampal single units. We classified cells into fast-spiking putative inhibitory neurons (FS) and regular-spiking putative excitatory neurons (RS) using their characteristic waveform shapes (Figure 3A). We quantified their mean firing rate during awake, NREM, and REM sleep states (Figure 3B). Statistical comparisons were then run using repeated measures ANOVA followed by post hoc Tukey honest significant difference (HSD) tests. In CA1, FS cells fired more during REM sleep than during awake (p < 0.001) and NREM (p < 0.001). RSC RS cells fired more during REM sleep compared with NREM (p < 0.001) with no significant difference in the firing rate between REM and awake (p = 0.08).

Next, using an objective algorithm to identify theta cycles with and without splines, we found that spline-containing theta cycles tended to occur in clusters within each REM epoch (Figure 3C). To confirm the presence of such spline-rich REM frames, we computed the probability of observing splines in a theta cycle, triggered off theta cycles with splines versus theta cycles without splines. The triggering cycle in this analysis is referred to as theta cycle 0. We found that when splines occurred in theta cycle 0, the probability of observing splines in adjacent theta cycles was elevated for up to ±22 adjacent theta cycles (Figure 3D; effect size ≥ 0.5). Thus, during REM sleep, splines occurred in clusters spanning multiple contiguous theta cycles.

To better understand the single unit correlates of splines, we asked if FS and RS cells had increased activity during spline compared with non-spline epochs. We found that the firing rate of both RSC and CA1 FS cells increased during spline-rich REM frames (Figures 3E and 3F). To quantify this observation, we computed the cycle-by-cycle firing rate of each cell during each REM theta cycle. We then compared this cycle-by-cycle firing rate triggered off theta cycles with splines versus theta cycles without splines (Figure 3G). The triggering cycle in this analysis is again referred to as theta cycle 0. The firing rate of FS cells was significantly higher (paired t test, p < 0.01) in theta cycles with splines (RSC: Mean = 15.98 Hz; CA1: Mean = 22.81 Hz) than in those without splines (RSC: Mean = 13.04 Hz; CA1: Mean = 15.8 Hz). Similarly, the firing rate of RS cells was also significantly higher (paired t test, p < 0.01) in theta cycles with splines (RSC: Mean = 11.95 Hz; CA1: Mean = 8.45 Hz) than in those without splines (RSC: Mean = 9.95 Hz; CA1: Mean = 4.41 Hz). We further found that when splines occurred in theta cycle 0, the firing rate of both RSC and CA1 FS cells was elevated for at least ±10 cycles (effect size ≥ 0.5), while RS rates were elevated for at least ±10 cycles (effect size ≥ 0.5) in RSC and −4 to +10 cycles in CA1.

Figure 3. Retrosplenial splines demarcate high-activity REM sleep frames

(A) Features used to classify cells into putative fast-spiking (FS) and regular-spiking (RS) clusters using a Gaussian mixture model. P25Width is the width of the waveform at 25% of the peak amplitude. The color bar shows the posterior probability of a cell being classified as an RS cell. Thus, red dots represent putative RS cells and blue dots represent putative FS cells.

(B) Firing rates (normalized to awake firing rate) of FS and RS cells across CA1, RSC, and V1 across sleep/wake states. RSC FS cells fired at significantly higher rates during REM compared with NREM or awake states.

(C) Raster plot of FS and RS cells from RSC and CA1 during a single REM epoch (top), with average firing rate of each cell type plotted below. Gray dashed lines represent peaks of RSC theta cycles with splines. Theta cycles with splines cluster together into frames and the firing rates of retrosplenial FS and RS cells increase during the spline-rich frames.

(D) Probability of observing RSC theta cycles with splines triggered off theta cycles with (green) or without (black) splines across three rats from which single units were recorded during REM sleep. When theta cycle 0 contains splines, the probability of observing additional theta cycles with splines remains elevated for −22 to +22 theta cycles before and after theta cycle 0 (black bars show theta cycles with effect size ≥ 0.5).

(E) Left Peristimulus time histogram (PSTH) of representative RSC FS cell triggered at the peak of RSC theta cycles with (dark green bars) and without (light green line plot) splines. Spline-triggered averages show sustained increases in both the rate and theta modulation of FS firing. (Right) Similar plot, now shown for a CA1 FS cell firing, again triggered at the peak of RSC theta cycles with (purple bars) and without (gray line plot) splines. The CA1 FS cell also shows sustained increases in firing rate around splines.

(F) Correlation between firing rate and RSC spline power for the same RSC and CA1 FS cells shown in (E).

(G) Normalized firing rate of FS cells for RSC (left) and CA1 (right) across ±30 theta cycles centered on theta cycles with (green bars for RSC; purple for CA1) and without (gray bars) RSC splines. The cycles where the effect size was ≥ 0.5 are marked by black bars. FS cells in both RSC and CA1 showed sustained increases in firing rates during the high-activity REM frames demarcated by RSC splines.

(H) Same as (G) but for RS cells. RS cells in both RSC and CA1 showed sustained increases in firing rates during the high-activity REM frames demarcated by RSC splines.
Splines are also seen in mice

Are splines evolutionarily conserved across species? All data presented so far were recorded in rats, so we next recorded from mice with probes implanted in the RSC and CA1 during sleep and freely moving states. We found robust splines in mice (Figures S6B–S6D) that were strongest in the RSC, as seen in rats. Splines were strongly coupled to the peak of theta (Figure S6E), as in rats. In rats, spline-theta coupling was stronger in REM compared with awake states, while gamma-theta coupling was stronger during awake states compared with REM (Figures 4D and 4F). The exact same relationship was seen in mice (Figures 4E and 4G). Importantly, across all four conditions (rat REM and awake, mouse REM and awake), RSC splines were consistently more strongly coupled to theta than gamma. Thus, the quantitative properties of splines and gamma are remarkably well conserved across both rats and mice, making both species well suited to the study of splines.

Splines are strongest in the superficial layers of the granular retrosplenial cortex

While splines are highly correlated across the granular RSC (Figure 4B), is their strength uniform across layers or do they have a laminar power gradient? To more precisely understand the laminar correlates of splines, we implanted mice with silicon probes spanning both RSC hemispheres (Figure 5A). Figure 5B shows raw traces from all 32 simultaneously recorded channels (100 μm spacing) during an REM sleep epoch. Splines were evident in both left and right RSC (Figure 5B) and strongest in the superficial layers during both REM sleep and freely moving active states (Figures 5C and 5D), decreasing in amplitude as distance from the midline increased. Gamma oscillations were also strongest in the superficial layers. Current source density (CSD) analysis confirmed this observation showing the presence of strong sinks and sources in the superficial layers during both splines (Figures S7A and S7B) and gamma (Figures S7C and S7D). Quantification of this effect showed that there was a significant effect of distance from midline on spline and gamma power during REM (spline power: F(3,78) = 78.2, p < 0.0001; gamma power: F(3,78) = 26, p < 0.0001) and freely moving states (spline power: F(3,78) = 73.8, p < 0.0001; gamma power: F(3,78) = 31.7, p < 0.0001). Post hoc Tukey HSD test indicated that mean spline power during REM and awake states significantly decreased...
with distance from midline ($p < 0.0001$). Similarly, gamma power for the group closest to midline was also significantly higher than those farther from the midline ($p < 0.0001$).

**Splines are anti-phase across hemispheres while gamma oscillations are in-phase during both REM sleep and awake active states**

Our probe recordings shown above reveal that splines and gamma are strongest in the superficial layers of RSG. We next examined the coherence between these oscillations across hemispheres. Simultaneously recorded raw LFP traces from superficial layers of the left and right hemisphere (Figure 6A) showed that splines were robustly and surprisingly anti-phase (180° out of phase) across hemispheres. On the contrary, gamma oscillations in the left and right hemispheres were in-phase. To further understand the phase relationship of splines and gamma across hemispheres, we utilized both time-domain and spectral coherence methods to robustly quantify this effect, and make sure that both types of analyses could confirm the visual observations. We computed cross-correlations between superficial channels in the left and right hemisphere during REM sleep and freely moving sessions. We computed wavelet-based coherence between superficial channels from the left and right hemisphere during REM sleep and freely moving sessions. We
then analyzed the distribution of coherence phase offset for splines and gamma during both brain states (Figures 6D and 6E). Population coherence magnitude and phase distribution (Figures 6F and 6G) from three mice (nine REM and nine freely moving sessions) showed that splines were selectively 180° out of phase across hemispheres. Gamma oscillations, on the other hand, were consistently in-phase. A Watson Williams test showed that there was a significant difference (p < 0.0001) between mean spline phase and gamma phase across hemispheres. Thus, splines, and not gamma rhythms, are the signature of anti-phase coherence across hemispheres. Further, this phase relationship was seen in both tonic and phasic REM (Figure S8). This anti-phase property makes “splines” an apt name for these rhythms, named after mechanical splines—the similarly anti-phase interlocking teeth on mechanical gears (Figure S9).

We reasoned that anti-phase communication in the spline frequency band should result in phase locking of RSC neurons to opposite phases of spline oscillations across hemispheres. We classified single units using the same metrics used for the rat data (Figure 3) and found that all 20 units recorded in mice were putative RSC cells (Figure S10A). Similar to RS cells in rats (Figure 3), these units showed lower firing rates during NREM sleep (Figure S10B) and increased firing during REM frames (Figures S10C and S10D). Figure 6H shows an example phase-locking distribution of a single unit recorded from superficial RSC, revealing a clear preference to fire at the trough of local ipsilateral splines and the peak of contralateral splines. Of the 20 single units recorded during REM and active states from the superficial layers, 18 were significantly phase-locked to the trough of ipsilateral splines and 10 to the peak of contralateral splines (Figures 6I, S11A, and S11B). Similarly, all 19 multi-units recorded were significantly phase-locked to the trough of ipsilateral splines, and 18 to the peak of contralateral splines (Figures 6I, S11C, and S11D). Similar analysis for gamma showed significant phase-locking of cells to the trough of both ipsilateral and contralateral gamma (Figures 6J, 6K, and S11E–S11H). Indeed, while there was a significant difference between preferred spike phases for ipsilateral versus contralateral spline oscillations (Watson Williams test, p < 0.0001 for both single unit and multi-unit), there was no significant difference between preferred spike phases for ipsilateral versus contralateral gamma (Watson Williams test, p = 0.16 for single units, p = 0.25 for multi-units).

Running speed controls two distinct bands of interhemispheric communication

We next investigated how both anti-phase spline coupling and in-phase gamma coupling change with running speed. We used head-fixed mice running on a spherical ball to precisely control and track running speed. Phase-amplitude coupling of splines to theta in the superficial layers of RSG in a given hemisphere increases with running speed, with similar relationships seen for theta-gamma coupling (Figures 7A and 7E). A repeated measures ANOVA revealed a significant effect of speed on the modulation index of splines (F(4,32) = 41.8, p < 0.001) and gamma (F(4,32) = 15.4; p < 0.001). The effect size of increase in modulation index at the fastest speeds to that at the slowest running speeds was higher for splines (d = 2.1) as compared with gamma (d = 1.4). We next asked if interhemispheric coherence was also similarly modulated by running speed. To do so, we first aimed to understand how spline interhemispheric coherence changed within a theta cycle. Similar to theta phase-amplitude coupling (seen in a single hemisphere), we found that the magnitude of spline-spline interhemispheric coherence within a theta cycle was highest at the peak of theta (Figure 7B). Gamma-gamma interhemispheric coherence was highest at the rising phase of theta at all running speeds sampled. Consistently, splines were strongly anti-phase near the peak of theta, but coherence in this same 110–160 Hz frequency range was highly variable at other theta phases, where splines are rarely seen (Figures 7C and 7D). Next, to assess change in...
interhemispheric coherence with speed, we analyzed the coherence magnitude and the interhemispheric spline-spline or gamma-gamma phase offsets at various speeds. We found a significant effect of speed on the magnitude of spline ($F(4,32) = 30, p < 0.001$) and gamma coherence ($F(4,32) = 27, p < 0.001$). The effect size for the increase in coherence at the fastest speeds compared with the slowest running speeds was stronger for splines ($d = 1.2$) as compared with gamma ($d = 0.6$) (Figure 7F). Spline interhemispheric communication remained consistently anti-phase at all running speeds, while gamma remained in-phase (Figure 7G). Importantly, the precision of the interhemispheric communication increased with increasing running speed (Figure 7H). To quantify this, we analyzed the circular spread in the mean phase across a theta cycle using the mean resultant vector ($R$). There was a significant effect of speed on the mean resultant vector ($R$) for the phase offset for splines ($F(4,32) = 6, p < 0.001$) and gamma ($F(4,32) = 18.9, p < 0.001$). Similar to coherence magnitude, the effect size at faster speeds compared with slower speeds was stronger for splines ($d = 1.4$) as compared with gamma ($d = 0.4$). These results were not affected by theta frequency (Figure S12). Thus, running speed increases spline-spline interhemispheric communication by making this coupling stronger and more precisely anti-phase. Gamma-gamma interhemispheric communication also becomes stronger and more precisely in-phase at faster running speeds. However, changes in spline-band interhemispheric communication are more pronounced than changes in gamma-band interhemispheric communication. These results show that the two distinct speed-controlled bands of anti-phase (splines) and in-phase (gamma) interhemispheric communication can co-exist, with the timing of each form of interhemispheric communication controlled by the phase of theta.

**DISCUSSION**

**Interhemispheric communication can rapidly switch between in-phase and anti-phase modes within a single theta cycle**

Gamma rhythms are arguably the best understood of the fast oscillations seen in the healthy mammalian brain during behavior. Both slow and fast gamma rhythms have been shown to support phase-related communication, often manifesting as in-phase LFP-LFP synchronization across brain regions (Colgin et al., 2009; Hsiao et al., 2016). Here, we show that faster ~140 Hz rhythms in the retrosplenial cortex (Alexander et al., 2018; Koike et al., 2017) are instead the signature of robust anti-phase communication across cortical hemispheres during both navigation and REM sleep (Figure 6). These rhythms visually resemble splines: the anti-phase, interlocking teeth on mechanical gears (Figure S9). Splines are strongest in the superficial layers of the RSG. RSG gamma rhythms are also strongest in the superficial layers but are consistently in-phase across RSG hemispheres. RSG splines and gamma occur during distinct phases of theta. This reveals a striking and underappreciated feature of interregional neuronal communication: two brain regions (left and right RSG in this case) can communicate using both in-phase and anti-phase rhythmic coherence, rapidly switching between the two modes within and across individual theta cycles (Figures 6 and 7).

The properties of hippocampal gamma rhythms within a single hemisphere are known to be controlled by running speed (Ahmed and Mehta, 2012; Gereke et al., 2018; Kemere et al., 2013; Sheeran and Ahmed, 2020; Zheng et al., 2015). Our results show that interhemispheric RSG coherence in both the gamma and spline bands increases with running speed in head-fixed mice, with a stronger effect on splines (Figure 7). Gamma rhythms become more precisely in-phase across RSG hemispheres at faster speeds while splines become more precisely anti-phase, with the effect size again being larger for splines (Figure 7). Our gamma results are in agreement with recent studies focused on distinct behaviors showing that interhemispheric gamma coherence is more strongly in-phase during more demanding and more successfully executed tasks (Bland et al., 2020; Cho et al., 2020). In contrast, our finding of increased interhemispheric spline coherence at faster speeds shows that more strongly activated brain states (such as running faster; Sheeran and Ahmed, 2020), can also improve and sharpen anti-phase communication across hemispheres. Thus, both in-phase gamma and anti-phase spline coherence can be altered by changes in running speed (Figure 7). It is also known that theta rhythms in the retrosplenial cortex (Alexander et al., 2018; Koike et al., 2017) are instead the signature of robust anti-phase communication across cortical hemispheres during both navigation and REM sleep (Figure 6). These rhythms visually resemble splines: the anti-phase, interlocking teeth on mechanical gears (Figure S9). Splines are strongest in the superficial layers of the RSG. RSG gamma rhythms are also strongest in the superficial layers but are consistently in-phase across RSG hemispheres. RSG splines and gamma occur during distinct phases of theta. This reveals a striking and underappreciated feature of interregional neuronal communication: two brain regions (left and right RSG in this case) can communicate using both in-phase and anti-phase rhythmic coherence, rapidly switching between the two modes within and across individual theta cycles (Figures 6 and 7).

The properties of hippocampal gamma rhythms within a single hemisphere are known to be controlled by running speed (Ahmed and Mehta, 2012; Gereke et al., 2018; Kemere et al., 2013; Sheeran and Ahmed, 2020; Zheng et al., 2015). Our results show that interhemispheric RSG coherence in both the gamma and spline bands increases with running speed in head-fixed mice, with a stronger effect on splines (Figure 7). Gamma rhythms become more precisely in-phase across RSG hemispheres at faster speeds while splines become more precisely anti-phase, with the effect size again being larger for splines (Figure 7). Our gamma results are in agreement with recent studies focused on distinct behaviors showing that interhemispheric gamma coherence is more strongly in-phase during more demanding and more successfully executed tasks (Bland et al., 2020; Cho et al., 2020). In contrast, our finding of increased interhemispheric spline coherence at faster speeds shows that more strongly activated brain states (such as running faster; Sheeran and Ahmed, 2020), can also improve and sharpen anti-phase communication across hemispheres. Thus, both in-phase gamma and anti-phase spline coherence can be altered by changes in running speed (Figure 7). It is also known that theta
frequency increases, on average, with running speed (Ahmed and Mehta, 2012; Ghosh et al., 2020; Hinman et al., 2011; Scaplen et al., 2017; Sheeran and Ahmed, 2020; Sławińska and Kasicki, 1998; Whishaw and Vanderwolf, 1973), although there is considerable cycle-by-cycle variation in the properties of even consecutive theta cycles (Ghosh et al., 2020; Lopes-dos-Santos et al., 2018; Quinn et al., 2021). This means multiple theta frequency cycles are typically sampled at each speed. Our results show that regardless of the precise theta frequency sampled, splines remain anti-phase and continue to get more precise with increasing running speed (Figure S12). Furthermore, the duration of individual spline and gamma cycles is independent of theta frequency (Figure S5), showing that at all theta frequencies sampled, spline and gamma remain separate, independent rhythm frequencies. Thus, anti-phase splines and in-phase gamma can represent distinct computational functions during individual theta cycles that have a range of theta frequencies and behavioral correlates (e.g., different running speeds and different REM sleep phases). The precise nature of these distinct computations and the relative advantages versus disadvantages of in-phase gamma versus anti-phase spline synchronization remain to be elucidated.

**The defining features of splines and their possible mechanisms**

Splines are characterized by four key defining features. First, splines are precisely phase-locked to the peak of local retrosplenial theta rhythms. Second, the spline frequency of 110–160 Hz is faster than the ranges traditionally attributed to either slow or fast gamma rhythms (Colgin et al., 2009). Third, splines are independent of gamma, but can co-occur in the same theta cycle as gamma. Fourth, splines are the signature of anti-phase communication across retrosplenial hemispheres, even though gamma rhythms (including those occurring in the same theta cycle) represent in-phase synchronization across hemispheres.

One of the standard models of gamma generation is the pyramidal-interneuron-gamma (PING) model, where excitatory neurons drive local FS inhibitory neurons that in turn provide feedback inhibition onto excitatory neurons (Börgers and Kopell, 2003; Tiesinga and Sejnowski, 2000; Traub et al., 1996). There are also theories that propose that FS-FS inhibition is chiefly responsible for the generation of gamma (interneuron-gamma [ING]; Cardin et al., 2009; Wang and Buzsáki, 1996; White et al., 1998; Whittington et al., 2000), although these theories are more likely to apply to faster gamma rhythms (Haufler and Pare, 2014; Jackson et al., 2011; Mann and Mody, 2010; Tort et al., 2013). Similar FS-FS inhibition models have been proposed to lead to the fast (~180 Hz) oscillations associated with hippocampal ripples (Schlingloff et al., 2014). Together, these previous models implicate FS-FS interactions in the generation of faster rhythms such as splines in the RSG. Indeed, we have found that RSG FS cells fire more during spline-rich frames (Figure 3). In the superficial layers of RSG, we have previously shown strong FS-FS connectivity (Brennan et al., 2020), indicative of a superficial RSG circuit well suited to the generation of splines via FS-FS interactions. Neurons ideally positioned to carry this spline frequency information to the contralateral RSG are also present in these same layers. Low Rheobase (LR) neurons, a uniquely small and hyperexcitable pyramidal cell localized to the superficial layers of the RSG, do not synapse locally (Brennan et al., 2020), instead sending their axons to the contralateral RSG via the corpus callosum (Brennan et al., 2020, 2021; van Groen and Wyss, 2003; Kurotani et al., 2013; Sripandkulchai and Wyss, 1987). It is possible that these LR neurons may be able to directly couple left and right RSG, although the in-phase versus anti-phase implications of this connectivity remain to be determined.

**Implications for neural coding during REM sleep and motivated behaviors**

The retrosplenial cortex has been shown to be involved in not just spatial navigation and memory, but also fear conditioning and planning for (or imagining) the future (Alexander and Nitz, 2017; Alexander et al., 2020; Chang et al., 2020; Hinman et al., 2018; Kwapis et al., 2015; Mao et al., 2018; Miller et al., 2019, 2021). One of the anatomic connections thought to support this multitude of functions is the bidirectional connectivity of the RSC with the anterior thalamic nuclei (Aggleton et al., 2014; Brennan et al., 2021; Clark et al., 2010; van Groen et al., 1993; Jenkins et al., 2004; Vantomme et al., 2020; Wright et al., 2010; Yamawaki et al., 2019a), where a large proportion of cells encode head direction (HD) (Blair and Sharp, 1995; Clark and Taube, 2012; Tsanov et al., 2011). There have been reports of ~140 Hz cross-correlations between these thalamic HD cells (Butler and Taube, 2017; Peyrache et al., 2015), but the source of this synchronization remains unexplained. This suggests the hypothesis that splines generated in the RSG are propagated back to the anterior thalamus via corticothalamic projections, potentially explaining the 140 Hz cross-correlations observed among thalamic HD cells and helping to synchronize thalamic activity at spline frequency. However, a similar argument could be made for the RSG gamma oscillations observed during behavior. Thus, an important next step in understanding retrosplenial-thalamic circuit interactions will be to decipher the rules governing spline- versus gamma-band communication between the RSG and thalamus.

Several key behavioral dimensions (attention, motivation, navigation, and memory, for example) influence gamma rhythms and theta-gamma coupling (Alexander et al., 2018; Canolty et al., 2006; Fries et al., 2001; Köster et al., 2014; Womelsdorf et al., 2006). Thus, it is also likely that these factors will alter the precise balance between spline-band versus gamma-band communication. Indeed, we find distinct ratios of spline-to-gamma theta-coupling in REM sleep versus awake behaviors, with the spline-to-gamma ratio being higher during REM sleep compared with awake states (Figure 4). These ratios are likely to be influenced by the amount of external input coming into the RSG at each point in time, and distinct input sources (Brennan et al., 2021; van Groen and Wyss, 1990, 2003; Shibata and Naito, 2008; Sugar et al., 2011) may be better suited to preferentially control splines versus gamma. Thus, the study of this ratio across a range of additional behavioral conditions will be instrumental in deciphering the respective roles of in-phase gamma and anti-phase splines in behaviorally relevant neuronal computations. Importantly, the relative ratios of splines-to-gamma seen in different brain states is very similar across both
mice and rats (Figure 4), suggesting that these ratios may reflect evolutionarily conserved computational functions. The strength of splines during REM sleep also suggests that they may be related to some of the computational functions attributed to REM sleep, perhaps including either strengthening or pruning of synapses (Calais et al., 2015; Rasch and Born, 2013; Silva et al., 2004; Zhou et al., 2020). Across hemispheres, anti-phase splines would lead to a 3- to 4-ms spike-timing differential between contralateral RSG ensembles. This timing would allow for relatively precise potentiation or depression of synapses implementing spike-timing-dependent-plasticity rules, helping to sculpt the information encoded by neurons across retrosplenial hemispheres (Brzosko et al., 2019; Dan and Poo, 2004).

The retrosplenial cortex shows altered activity in persons with depression (Ho et al., 1996), post-traumatic stress disorder (Fridman et al., 2017), and Alzheimer’s disease (Nestor et al., 2003). Interhemispheric communication is also impaired in each of these disorders (Guo et al., 2013; Lakmache et al., 1998; Saar-Ashkenazy et al., 2016; Wang et al., 2015). Here, we have shown that splines are the rhythmic signature of precise anti-phase communication across retrosplenial hemispheres. Thus, we anticipate altered interhemispheric RSG-RSG communication during sleep and/or motivated behaviors in each of these clinical conditions. This suggests that a careful analysis of splines may also have the potential to serve as a biomarker for precisely diagnosing the severity of interhemispheric communication impairments in multiple disorders.

Limitations of the study
Our study has some limitations: in the mouse recordings, all of the sampled retrosplenic cortex happened to be RS cells in the left hemisphere (although the recordings in rats sampled large numbers of both RS and FS cells). Thus, future work will confirm that the relationship seen between FS cells and splines in rats (Figure 3) is also seen in mice. Given the almost identical findings with RS cells in both mice and rats, it is likely that retrosplenic FS cell properties in relation to sleep states and splines will be similar to those seen in rats.
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**STAR METHODS**

**KEY RESOURCES TABLE**

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Experimental models: Organisms/strains** |
| Rat: Long Evans | Charles River Laboratories | Crl: LE 006 |
| Rat: Sprague-Dawley | Charles River Laboratories | Crl: SD 400 |
| Mouse: C57BL/6 | The Jackson Laboratory | JAX: 000664 |
| **Software and algorithms** |
| MATLAB | Mathworks | RRID: SCR_001622 |
| Cheetah acquisition software | Neuralynx | https://neuralynx.com/ |
| OpenEphys acquisition system | Siegle et al. (2017) | https://open-ephys.org/ |
| DeepLabCut | Mathis et al. (2018) | https://github.com/DeepLabCut |
| Offline Sorter | Plexon Inc | https://plexon.com/products/offline-sorter/ |

**RESOURCE AVAILABILITY**

**Lead contact**
Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Dr. Omar J. Ahmed (ojahmed@umich.edu).

**Materials availability**
This study did not generate new unique reagents.

**Data and code availability**
All data reported in this paper will be shared by the lead contact upon reasonable request. This paper does not report original code. Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

**EXPERIMENTAL MODEL AND SUBJECT DETAILS**

**Subjects**

**Rats**
Subjects were nine male rats 3–7 months of age (seven Long-Evans (Charles Rivers Laboratories; LE 006) and two Sprague Dawley rats (Charles Rivers Laboratories; SD 400)). Rats were socially housed before surgery and then singly housed in a temperature- and humidity-regulated colony maintained on a 12:12 h light:dark cycle. Experiments were carried out in the dark phase for the Long-Evans and during the light phase for the Sprague Dawley rats.

**Mice**
Subjects were three male C57BL/6 mice 4–5 months of age (The Jackson Laboratory; 000664). Mice were socially housed before surgery and then singly housed in a temperature- and humidity-regulated colony maintained on a 12:12 h light:dark cycle. Experiments spanned both the light and dark phases.

All procedures followed the NIH guidelines and were approved by the Institutional Animal Care and Use Committee of the University of Michigan.

**METHOD DETAILS**

**Surgery**
Animals were handled and habituated in the recording room for at least 3 days before surgery. Animals were prepared for surgery via isoflurane induction and atropine administration (subcutaneous, 0.05 mg/kg) and then maintained on a surgical anesthetic plane with 1–2.5% isoflurane for the duration of the procedure. Rats were implanted with custom microdrives (n = 6) or silicon probes (n = 3, two of which were made by Cambridge NeuroTech, UK and one made by NeuroNexus Technologies, USA). Skull screws were implanted at the midline-cerebellum, contralateral posterior parietal cortex, frontal cortex, and/or posterior-lateral cerebellum with the chosen reference usually midline-cerebellum. EMG leads were placed into the neck muscle of rats (stainless steel; AM Systems). Mice were
implanted with custom titanium ring headposts (MIC583; H.E. Parmer Company; Nashville TN) and silicon probes (NeuroNexus Technologies, USA). Skull screws were implanted in posterior-lateral cerebellum. All implants were performed using a stereotaxic apparatus (Stoelting Co, Wood Dale, IL) and Picospritzer III (Parker Hannifin; Hollis, NH) with a 1.0 mm OD glass pipette.

**Implant locations**

Rat implantations targeted hippocampus (AP range: −4.16 to −4.8 mm; ML range: −2.8 to +3.3 mm), retrosplenial cortex (AP range: −3.2 to −6.5 mm; ML range: −2.5 to +1.6 mm, 0–45° medial/lateral angle), posterior parietal cortex (AP range: −4.16 to −4.35 mm; ML range: +2.6 to +3.5 mm), and visual cortex (AP range: −4.56 to −5.2 mm; ML range: +3 to +4.4 mm). All DVs were adjusted to position tetrodes in each of the target areas. Microdrives were fabricated in-house using tetrodes made of four twisted nichrome wires with 1/4 hard pack insulation (RO800 alloy; Sandvik – Kanthal, Palm Coast, FL). Figure S1 shows the recording locations for each tetrode and probe in the rats.

Mouse implantations targeted bilateral retrosplenial cortex and unilateral subiculum/CA1 hippocampus (AP -2.30 mm; ML range −1.6 to +1.2 mm on a 55° angle; with the driven axis spanning superficial to deep RSC, across the midline, through contralateral RSG, corpus callosum, and into subiculum/CA1).

All electrophysiological recordings for both rats and mice started after 3 to 5 days of recovery from surgery.

**Electrophysiological recordings**

**Rat recordings**

Electrophysiological signals for all Long-Evans rats were acquired continuously and digitized at 32 kHz on a 64-channel Digital Lynx SX acquisition system with Cheetah recording and acquisition software (Neuralynx, Inc, MT). Single-unit activity was bandpass filtered between 600 Hz–6 kHz, and local field potentials were bandpass filtered between 0.1 Hz–8 kHz. The final signals were stored with timestamps and position information for subsequent analysis. Electrophysiological signals for the Sprague Dawley rats were amplified, filtered (0.1 Hz–8 kHz), and digitized at 30 kHz on the head stage (RHD 2132, Intan Technologies Inc, CA) then passed to an Open Ephys acquisition system (Siegle et al., 2017). For recording sleep-wake states, rats were placed in a 36 cm diameter octagon turntable and allowed to sleep or move freely for up to 6 hours.

**Mouse recordings**

Electrophysiological signals were acquired using an Open Ephys system as described above. Recordings were performed during three behaviors. For sleep-wake states, mice were placed in a 31.75 cm by 31.75 cm by 28 cm tall square box, and allowed to sleep or move freely for up to 10 hours. For controlled running speed, the mice were head-fixed onto a freely rotating, light-weight, EPS foam sphere of 17 cm diameter with an optical rotary encoder (Bourns ENS1J-B28-L00256L-ND) to measure running speed. These sessions lasted 30 to 60 minutes. For self-generated navigational, two of the three mice were placed in a T-maze to explore freely for 30 minutes, while the third mouse was placed in a two-dimensional box similar to the one used for sleep-wake states. The T-maze had a long arm of 76.2 cm divided by a central arm of 30.5 cm length. Walls were 10 cm high and uniform in color and pattern for all arms.

**Histology**

After the last recording session, animals were deeply anesthetized with isoflurane, and the final recording site was marked with an electrolytic lesion (~20 μA for 10 seconds). Animals were then perfused with 1x PBS, followed by 4% paraformaldehyde. The brains were post-fixed for 48 hours in 4% paraformaldehyde and then transferred to a 30% sucrose solution until the time for sectioning. The brains were sectioned at a thickness of 40 μm and stained for Nissl material.

**Single unit analysis**

Spikes associated with putative individual units were isolated offline based on waveform characteristics and using a variety of partially automated and manual techniques (Offline Sorter, Plexon, Inc.). Spike waveforms of isolated units were then used for classifying the sorted units into FS and RS cells. Absolute ratio of the trough to peak amplitude of the spike waveform and the width of the spike waveform at 25% of the amplitude from the peak (P25Width) were used for an automated clustering via a Gaussian mixture model (Figure 3A). The posterior probability of the clusters identified boundary values of the amplitude ratio and P25Width, and we thereafter defined FS cells as those having a P25Width < 0.38 and absolute trough to peak amplitude < 1.5. This classification thus identified 333 RS and 63 FS cells in CA1, 295 RS and 48 FS cells in RSC and 38 RS and 5 FS cells in V1 in the data recorded from rats and 20 RSC RS cells in the mice data-set.

**Movement analysis**

Green and red LEDs on the headstages were used to track rats. Position tracking for the freely-moving and T-Maze set-ups was performed using DeepLabCut (Mathis et al., 2018). Extracted positions (x,y) were up-sampled to a 100 Hz and smoothed with a 1 Hz low-pass filter before computing speed as $\sqrt{\Delta x^2 + \Delta y^2}$. Running speed for the head-fixed set-up was computed using the displacement of an optical rotary encoder attached to the spherical ball.
**LFP analysis**

**Spectral analysis**

The raw LFP was down-sampled to a 1,000 Hz. LFP power spectral analysis for classifying brain states and assessing brain-state specific oscillations (Figure 1) was performed using multi taper analysis with a window size of 5 seconds, time-bandwidth product of 1, and a taper of 1 using the chronux toolbox (https://chronux.org). Spectral whitening was performed to equalize the variance across frequencies and adjust for the 1/f decrease in power with frequency that leads to overemphasis of lower frequencies. A second order autoregressive model (A) was used to model the raw LFP, and then a filter of [1;\(A\)] was applied to normalize power across frequencies. To obtain the whitened spectrum, the same multi taper analysis mentioned above was performed on this filtered LFP. While plotting spectra in Figure 1, 60 Hz noise and its third harmonic were removed by setting power in a 1 Hz range of 59.5–60.5 Hz and 179.5–180.5 Hz as NaNs and interpolating power in these 1 Hz ranges based on the power values in the nearest frequency bins.

**Brain state classification**

Brain state was classified into awake, rapid eye movement (REM) sleep, non-REM (NREM) sleep, and unclassified (UnCS) using a semi-automated algorithm. EMG was filtered in the 0.5–100 Hz range. Thereafter, a root mean square value of the filtered EMG (rmsEMG) was computed using moving windows of 1 s with an overlap of 0.5 s. Movement speed was averaged using 1 s moving windows with an overlap of 0.5 s. High rmsEMG (> 0.25) and high speed (> 1 cm/s) were used to identify awake epochs. High delta (0.5–4 Hz) power (greater than the median z-scored power), low EMG, and lack of movement were used to identify NREM. Two NREM epochs separated by less than 3 s were combined together as one. A NREM epoch of less than 4 seconds was discarded. Theta ratio was computed as the ratio of theta (5–11 Hz) power to a sum of delta and alpha (12–30 Hz) powers (theta/(delta+alpha)). An epoch with high theta ratio, detected by a threshold of 0.5+median z-scored theta ratio, accompanied with low EMG and speed, was classified as REM. NREM and REM epochs lasting less than 4s were not analyzed. Time epochs which did not meet any of the above criteria were labeled as unclassified. All classifications were manually verified. Ambiguous epochs were labeled as unclassified. The resulting final hypnogram had a resolution of 0.5 s.

**Normalized spline and ripple power**

To obtain a normalized value of power in the 110–160 Hz (spline) and ripple (110–190 Hz) frequency ranges during REM and NREM sleep, respectively, we used the ratio of power in the respective high frequency band to broadband (1–230 Hz) power both prior to and after spectral whitening.

**Theta phase-amplitude coupling**

Morlet wavelet spectrogram for each channel was computed for the entire session. It was z-scored to normalize every frequency across the session while comparing phase-amplitude coupling across brain regions (Figure 2C). Morlet windows were defined as described previously (Tallon-Baudry et al., 1997). A wavelet family of 7 was chosen. To get the Morlet spectrogram, the signal was convolved with the wavelets. To compute the theta phase coupling across frequencies, individual theta cycles were detected by filtering in the 6–12 Hz range. Thereafter, every time point in the theta cycle was converted to phase by linear transformation such that the start (trough) of a theta cycle was 0\(\pi\)/C14 by filtering in the 6–12 Hz range. Thereafter, every time point in the theta cycle was converted to phase by linear transformation such that the start (trough) of a theta cycle was 0\(\pi\)/C14 by filtering in the 6–12 Hz range. Theta cycles were thereafter sorted by power in the respective frequency range across all 360 degrees of the theta cycles, and its distance from a uniform distribution was computed using the following formula:

\[
MI = \sum_{i=1}^{N} A(i) \times \log\left(\frac{A(i)}{U(i)}\right) \log(N)
\]

where \(A\) is normalized spine amplitude for the respective bins, \(U\) is the uniform distribution, and \(N\) is the total number of bins. The resulting measure, known as the modulation index (MI), quantifies the extent of phase-amplitude coupling between the two oscillations.

**Kappa**

We also computed the concentration parameter, kappa, of the von Mises distribution to quantify the strength of theta phase-amplitude coupling using the CircStat toolbox for MATLAB (Berens, 2009).

**Detecting splines within theta cycles**

Using the wavelet spectrogram, each theta cycle had an associated spectrum. Theta cycles were thereafter sorted by power in the 110–160 Hz range. Change point analysis was used to detect theta cycles with splines.

**Spline-single unit firing rate analysis**

Correlations between spline power and firing rate were computed over 25 ms bins.

Firing rate in individual theta cycles was computed by dividing the number of spikes in each theta cycle by the duration of the cycle.
Coherence analysis
Wavelet spectrograms as described above were used to compute coherence magnitude and phase for the entire REM or awake session. 10 ms smoothing windows were used. Thereafter, mean spline and gamma coherence magnitude and phase were computed over individual theta cycles. For analyzing modulation of coherence by theta phase, mean coherence magnitude and phase offset were computed over 20-degree bins. All awake analysis was performed for linear speeds >5 cm/s.

Spike phase locking
Spline cycles were extracted by filtering the LFP in the 110–160 Hz range and finding local troughs and peaks. Spikes were assigned a phase with the starting trough as 0, peak as 180, and end of the cycle as 360°. For spike phase locking to gamma, the LFP was filtered in the 30–80 Hz range to identify local troughs and peaks and phase assignment of spikes was performed as for splines. Note that multi-units in Figures 6, S10, and S11 contain spike times from multiple units, while single-units have spike times from a single sorted unit.

Spline correlations across brain regions
To correlate power in various frequency bands across tetrodes in a given session, theta cycles with peaks closest to those of a reference tetrode in RSC were found. Thereafter, spline (110–160 Hz) power in those matched theta cycles was correlated across other simultaneously recorded RSC tetrodes, which we refer to as non-local RSC spline correlation (Figure 4). Spline-gamma correlations for RSC were computed by correlating spline power to gamma (30–80 Hz) power in theta cycles from the same reference tetrode (local gamma, Figure 4). Spline-gamma correlation with respect to CA1 was performed by correlating spline power in the RSC reference tetrode to gamma power in matched theta cycles from simultaneously recorded CA1 channels. To compute correlation between theta amplitude and spline power, we defined theta amplitude of a single-cycle as the difference between the z-scored amplitude values of the peak and starting trough.

Computing spline and gamma duration
Individual spline cycles were detected by filtering in the 110–160 Hz range and gamma cycles by filtering in the 30–80 Hz range. A spline or gamma event within a theta cycle was defined as the duration during which the amplitude of the filtered trace in each band was at least half of the peak value within that theta cycle. To ensure accurate detection, only theta cycles >3z in amplitude with peak spline or gamma amplitude greater than their median amplitude were chosen.

Current source density (CSD)
LFP was centered 20 ms around peak spline amplitude in each theta cycle for spline CSD and 40 ms around peak gamma amplitude in each theta cycle for gamma CSD during REM sleep, freely moving or head-fixed running. These spline and gamma triggered LFPs were then averaged across 3 mice for each brain state. CSD was computed for this averaged LFP using the standard method (2B-A-C for 3 consecutive channels) similar to Montgomery et al. (2009).

Phasic REM detection
Phasic REM was detected similar to previous studies (Hammer et al., 2021; Mizuseki et al., 2011). Potential phasic REM epochs were identified as those where theta duration was below the 20th percentile of the theta cycles. Thereafter, only epochs having a duration of at least 1 second with mean theta amplitude greater than the mean amplitude across entire REM were identified as phasic REM.

Head-fixed speed analysis
To assess modulation of coherence by running speed, five speed categories were chosen: 0–0.5, 0.5–3, 3–8, 8–18, and 18–38 cm/s. These speed bins were chosen to represent the full range of running speeds, keeping the number of theta cycles in each bin nearly the same. Each theta cycle was assigned a speed value by computing speed at the peak of a theta cycle. Thereafter, theta cycles corresponding to each speed category were chosen, and phase-amplitude coupling, as mentioned above, was obtained for those theta cycles. Each theta cycle was assigned the peak coherence in that cycle. Coherence phase corresponding to the peak coherence magnitude was then assigned to each theta cycle. Thereafter, averaging over theta cycles for each speed bin was performed. The mean resultant vector (CircStat toolbox) of the distribution of mean coherence phase was computed for every speed bin.

QUANTIFICATION AND STATISTICAL ANALYSIS
A Wilcoxon rank sum test was used to compare power in spline and ripple bands and the strength of phase-amplitude coupling of splines across brain regions. A significant deviation from normality was confirmed using the Shapiro-Wilk test before using rank sum tests. To compare the correlation of splines across pairs of simultaneously recorded RSC signals with those recorded from CA1, we used a rank sum test. Repeated measures ANOVA followed by Tukey HSD test was used to compare firing rates between brain states. Only sessions with all 3 brain states were considered. Cohen’s d value of 0.5 was chosen to compare firing rates centered at theta cycles with splines to those centered at theta cycles without spline to include medium and high effect size. A paired t-test was used to compare firing rates in theta cycles with and without splines. To compare the strength of splines and gamma oscillations across layers, channels were grouped based on their distance from the midline channel with each group spanning 300 μm.
Normalization was performed by power in the midline channel for the respective band. A repeated measures ANOVA, followed by a Tukey HSD test was used to quantify the effect. The CircStat toolbox for MATLAB (Berens, 2009) was used for computing kappa, calculating the mean resultant vector and performing Watson Williams test for comparing mean spline coherence phase distributions of ipsilateral and contralateral channels. The mean resultant vector (R) is a measure of the spread of angular data. To compute R, each angle is transformed into a unit vector with slope j. R is obtained by a vector average across all of these unit vectors. If the angular
data has a uniform distribution, R would be 0 and if all angles are equal then R would be 1. Hence, a higher value of R for the phase-offset across hemispheres would denote a higher precision of the phase-offset. Rayleigh’s Z (CircStat toolbox) was used to test the significance of phase locking of units to splines from both local and contralateral channels. A repeated measures ANOVA was used to test the effect of speed on coherence magnitude and modulation index. Cohen’s d was used to quantify effect size between the fastest (18–38 cm/s) speed and slowest (0.5–3 cm/s) speed bins. 0.5–3 cm/s was chosen as the reference for comparing effect of running speed instead of 0–0.5 cm/s since 0–0.5 cm/s included epochs of non-movement as well. Results were presented as mean ± standard error of the mean (SEM). An alpha value of 0.05 was used throughout.
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Figure S1. Anatomical location of tetrodes and silicon probes for electrophysiological recordings in retrosplenial cortex (RSC), hippocampal CA1, posterior parietal cortex (PPC), and visual cortex (V1). Related to Figure 1.

(A) Atlas schematic with precise AP distribution of electrodes.

(B) Coronal sections of rat brains showing examples of tetrode track and electrolytic lesions used to identify the location of the recorded signals in RSC.
Figure S2. Splines are strongest in the retrosplenial cortex during awake active states and precisely coupled to the peak of theta. Related to Figure 1 and Figure 2.

(A) Averaged spectra during awake active states (speed>5 cm/s) across CA1 (purple), RSC (green), PPC (blue), and V1 (orange) showing high spline power only in RSC. Data from: 9 rats, 62 sessions, 257 channels from RSC; 6 rats, 58 sessions, 203 channels from CA1; 2 rats, 13 sessions, 16 channels from PPC; and 3 rats, 40 sessions, 93 channels from V1.

(B) Same as A, but now showing averaged whitened power spectra.

(C) Population theta phase-amplitude coupling across the four brain regions during awake active states showing that similar to REM sleep splines are precisely coupled to the peak of RSC theta. N is the same as Figure 2C.

(D) Strength of theta phase-amplitude coupling quantified using the modulation index (MI) metric across entire population showing that splines are more precisely coupled to theta in the RSC than in any other brain region (rank sum test, p<0.001). Kappa (inset) for splines was also significantly higher (rank sum test, p<0.0001) in RSC compared to CA1, PPC, and V1.
Figure S3. Coupling of splines to theta is strongest in the granular retrosplenial cortex. Related to Figure 2.

(A) Schematic of simultaneous recording in RSC and PPC in 1 rat using two silicon probes (32 contacts on each probe).

(B, C) Phase-amplitude coupling computed across 3 distinct depths on each probe, at the positions shown in (A). The color axis is the same across all 6 plots. The strength of splines and their coupling to theta increases with depth in RSC, increasing sharply in the granular RSC compared to the dysgranular RSC. Phase-amplitude coupling of splines to theta is far weaker in superficial PPC and further decreases with depth.

(D) All 32 contacts on each probe were grouped into 3 sub-groups based on their depth from the most superficial contact. The modulation index increases significantly with depth (rank sum; 0 – 0.3 mm vs 0.3 – 0.6 mm, p = 0.007; 0.3 – 0.6 mm vs 0.6 – 0.8 mm, p = 0.0015; 0 – 0.3 mm vs 0.6 – 0.8 mm, p <0.001). MI across PPC was significantly lower than that in RSC (rank sum, p<0.001 in all cases).
Figure S4. During REM sleep, spline power is independent of theta cycle amplitude. Related to Figure 2.

(Ai and Aii) Example of two low amplitude theta cycles, one with (i) and the other without (ii) splines. (Aiii and Aiv) Example of two higher amplitude theta cycles, one with (iii) and the other without (iv) splines.

(B) Theta cycles sorted by theta amplitude show that splines can occur during theta cycles of all amplitudes, and theta cycle amplitude is only weakly correlated to the corresponding cycle’s spline power (median rho = 0.2, across 9 rats, 54 sessions).
Figure S5. Spline single cycle duration is independent of theta frequency. Related to Figure 4.

(A) Spline event (comprised of multiple contiguous spline cycles) duration decreases with increasing theta frequency with a significantly lower duration at 11 Hz compared to 5 Hz (ranksum, p<0.001); 

(B) Spline single cycle duration does not change as a function of theta frequency, with a mean spline cycle duration of 7.6 at 5 Hz and 7.5 at 11 Hz.

(C) Gamma event (comprised of multiple contiguous gamma cycles) duration decreases with increasing theta frequency with a significantly lower duration at 11 Hz compared to 5 Hz (ranksum, p<0.001);

(D) Gamma single cycle duration does not change as a function of theta frequency, with a mean cycle duration of 20.8 ms at 5 Hz and 21.4 ms at 11 Hz. Gamma single cycle duration is significantly different from spline single cycle duration at all theta frequencies (ranksum, p <0.001 in each frequency bin). Thus, spline and gamma cycle remain distinct entities regardless of theta frequency.
Figure S6. Retrosplenial splines in mice are strongest in the RSC and strongly coupled to the peak of theta in REM sleep, as in rats. Related to Figure 4.

(A) Hypnogram from a sleep session with multiple NREM-REM transitions.

(B-C) Corresponding spectrograms from hippocampal CA1 and retrosplenial cortex (RSC). Two example REM epochs shown with dotted lines highlight splines in RSC during REM. Hippocampal NREM ripples alternate with RSC REM splines as seen in Figure (1B-C).

(D) Raw and filtered traces from CA1 and RSC show that splines (110-160 Hz) are strongest in the RSC.

(E) Phase-amplitude coupling from an example REM session show splines strongly coupled to the peak of theta in RSC with gamma oscillations in CA1.
Figure S7. Splines and gamma are associated with strong current sinks and sources in the superficial layers of RSG. Related to Figure 5.

(A) Spline triggered current source density (CSD) from individual sessions from 3 mice during REM sleep when spline-theta coupling is strongest (Figure 5). Strong sinks and sources are present in the superficial layers of RSG during splines in all animals.

(B) Averaged splines CSD across 3 mice and 9 sessions show the presence of robust sinks and sources during splines in the superficial layers of RSG during REM sleep, freely moving behavior and head-fixed running.

(C) Gamma CSD from individual sessions from 3 mice during running when gamma-theta coupling is strongest (Figure 5). Like splines, gamma CSD shows strong sinks and sources in the superficial layers of RSG.

(D) Averaged gamma CSD across 3 mice and 9 sessions during REM sleep, freely moving behavior and head-fixed running show that results in C are consistent across brain states.
Figure S8. Splines are anti-phase across retrosplenial hemispheres while gamma oscillations are in-phase in both tonic and phasic REM. Related to Figure 6.

(A) Example spectrogram (top) and raw LFP (bottom) from a REM epoch showing elevated theta frequency and power during a phasic bout.

(B) Spectrum averaged across all 9 REM session from 3 mice showing higher theta, gamma, and spline power during phasic REM.

(C) Population data showing gamma oscillations were in-phase during both tonic and phasic REM. A Watson Williams test showed that there was no significant difference (p=0.14) between mean gamma phase offset in the two states.

(D) Population data showing splines are anti-phase during both tonic and phasic REM. A Watson Williams test showed that there was no significant difference (p=0.74) between mean spline phase offset in the two states.
Figure S9. Splines: the name for fast 110-160 Hz oscillations sitting at the peak of theta and anti-phase across hemispheres. Related to Figure 6.

Splines are the interlocking teeth or ridges on a mechanical gear (left) and resemble the fast oscillations phase-locked to the peak of individual theta cycles but with opposite phases across hemispheres (right).
Figure S10. Retrosplenial splines demarcate high activity REM sleep frames in mice, as in rats. Related to Figure 6.

(A) Single units from REM and freely moving sessions were classified using the same waveform parameters as used to classify rat units (left) and all 20 units isolated in mice were found to be regular-spiking cells (right).

(B) Mean firing rate of 7 units recorded during sleep–wake states. A repeated measures ANOVA showed that there was a significant difference in firing rate across brain states ($F(2,12) = 13.58, p<0.001$). Post-hoc Tukey HSD test showed that firing rate was significantly lower during NREM than during awake ($p=0.012$) and REM sleep ($p=0.005$). The firing rate during REM sleep was not significantly different than during awake ($p = 0.3$).
(C) Example from a single REM epoch showing theta cycles with splines clustered together into frames and firing rates of both single (N = 2) and multi units (N=2) increased during these spline-rich frames.

(D) Normalized firing rate of single units (N=7) across ± 30 theta cycles centered on theta cycles with (green bars for RSC) and without (grey bars) splines. The number of cycles where the effect size was >0.5 is shown as black bars on top. The firing rate in theta cycles with splines (Mean = 26.2 Hz) was significantly higher (paired t-test, p<0.01) than in theta cycles without splines (Mean = 21.4 Hz).

(E) Same as D but for multi units (N=7)
Figure S11. Neuronal spikes are anti-phase across hemispheres during splines, but in-phase during gamma. Related to Figure 6.

(A) Distribution of Rayleigh’s Z for all recorded cells during REM and active states. The blue dotted line at ln(3) = 1.098 indicates the threshold for significance (alpha = 0.05). Of the 20 cells, 18 were significantly phase-locked to ipsilateral splines, while 10 were phase-locked to contralateral splines.

(B) Mean phase distribution of the significantly phase-locked cells to local and contralateral splines. There was a significant difference between the preferred phase for ipsilateral compared to contralateral splines (Watson Williams test, p <0.0001).

(C) Same as (A) for multi-units recorded during REM and active states. All 19 units were significantly phase-locked to ipsilateral and 18 to contralateral splines.

(D) Same as (B) for all recorded multi-units. There was a significant difference between the preferred phase for ipsilateral as compared to contralateral splines (Watson Williams test, p <0.0001).

(E) Distribution of Rayleigh’s Z for phase locking to gamma of all recorded cells during REM and active states. The blue dotted line at ln(3) = 1.098 indicates the threshold for significance (alpha = 0.05). Of the 20 cells, 17 were significantly phase locked to ipsilateral gamma while 14 were phase locked to contralateral gamma.

(F) Mean gamma phase distribution of the significantly phase-locked cells. There was no significant difference between the preferred phase distributions for ipsilateral vs contralateral gamma rhythms (Watson Williams test, p = 0.16).

(G) Same as (E) for multi-units recorded during REM and active states. Of the 19 units, 18 were significantly phase-locked to local (ipsilateral) gamma and 18 to contralateral gamma.

(H) Same as (F) for multi-units. Once again, there was no significant difference between the ipsilateral and contralateral gamma preferred phase distributions (Watson Williams test, p = 0.25).
Figure S12. Spline and gamma interhemispheric coherence increases with running speed independent of theta frequency. Related to Figure 7.

(A) There was a significant effect of speed on the modulation index of splines at lower theta frequency (F(4,32) = 16.6, p<0.001) and higher (F(4,32) = 32.7, p<0.001). There was a significant effect of speed on the modulation index of gamma as well (F(4,32) = 13.3) and (F(4,32) = 13.05). The effect size at the fastest speed compared to the slowest was higher for splines compared to gamma at both lower (splines: d=1.36, gamma: d=1.01) and higher (splines: d=1.45, gamma: d=1) theta frequency groups.

(B) Spline and gamma coherence magnitude increased with running speed. There was a significant effect of speed on the magnitude of spline and gamma coherence at both lower (splines: F(4,32) = 22.3, gamma: F(4,32) = 21.9, p<0.001) and higher (splines: F(4,32) = 30.24, gamma: F(4,32) = 24.3, p<0.001) theta frequency groups. The effect size for the increase in coherence at fastest as compared to slowest speed was stronger for splines compared to gamma for lower (splines: d=1.05, gamma = 0.4) and higher (splines: 1.03, gamma = 0.6) frequency groups. Coherence values were normalized to the slowest speed (0-0.5 cm/s) bin.

(C) Splines were anti-phase, and gamma oscillations were in-phase with increasing running speed independent of theta frequency.

(D) The left-right phase offset precision (mean resultant vector (R)) increased with increasing running speed. The effect size at fastest compared to that at slowest speed was stronger for splines as compared to gamma at both lower (splines: d = 1.35, gamma: d=0.31) and higher (splines: d = 1.32, gamma = 0.45) theta frequency groups. All values were normalized to the slowest speed (0-0.5 cm/s) bin.