ANDOR and beyond: Dynamically switchable logic gates as modules for flexible information processing in biochemical regulatory networks
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An information processing circuit must be flexible to perform multiple tasks: biochemical information processing circuits in living systems can have multiple functions, requiring them to perform distinct computational tasks in different scenarios. Here, we describe a tunable dynamical system that performs different logical operations (such as AND, OR, and XOR) depending on which basin of attraction the dynamics resides in. We analyze the robustness of these dynamically switchable logic gates, and characterize the trade-off between reliability and efficiency in their function.

Biologically, understanding the function of systems can be challenging, particularly important in cases where the device performs multiple functions and switching occurs due to the system dynamics\cite{22}. Changing the function this way enables the system to switch much faster compared to changing the structure (e.g. training)\cite{23, 24}. Note that although some current gate designs have the capability of multifunctional operation–by increasing the output’s threshold, a gate can operate as AND and OR\cite{25}–a systematic study of such multifunctionality is missing. Moreover, the switching here is dictated externally, directly to the output species, by changing its inhibitor concentration. This is equivalent to altering the circuit’s structure, and is not a result of the underlying dynamics of the system. Therefore we here introduce some examples of dynamically switchable logic gates, show their applicability by constructing a binary adder/subtractor, and discuss advantages and disadvantages of their multifunctionality.

That in these systems the function is affected by the dynamics could have many benefits, such as enabling switching among different tasks at a higher speed\cite{16, 17}. Moreover, the need for rerouting signal to a specific unit, particularly difficult in biological cases where signal is abundance of biochemical species, is circumvented. Additionally, performing many functions with one given subsystem is crucial, especially when resources are limited.

We begin with a generic configuration of a dynamically switchable logic gate (Fig. 1a, similar to the neural networks circuit in Ref. \cite{22}). Here, each element of the circuit represents a biochemical species like a gene product or other regulatory components with switch-like behavior (see App. A). In this configuration, an intermediate layer (green box) receives signal from two inputs (upstream genes), and sends signal to the output (downstream gene) according to its state variables. Positive signal from the two components in the intermediate layer is necessary for activating output. Throughout, links have unit weight unless stated otherwise. For simplicity, we consider the state of the left layer to be static, independent, and acquiring either zero or one corresponding to OFF and ON, respectively. We thus need only focus on the dynamics and fluctuations of the intermediate layer.

The simplest case of a dynamically switchable logic gate is one performing AND and OR functions. We call
where along with its nullclines. These nullclines cross each other inputs with a proper set of parameters. Fig. 1c shows more details.

\[ \zeta \ll x \]

is needed for numerical stability. See Sec. A for details. Finally, \( x \) is assumed to be static. However, the concentration of intermediate layer which can only be zero, one or two and is assumed to be static. Therefore, replacing the green box in Fig. 1a with a sub-circuit which has bistability for intermediate input signals enables the gate to perform both OR and AND tasks (Fig. 1). Here, \( s \) is the sum of the two inputs to the intermediate layer which can only be zero, one or two and is assumed to be static. However, the concentration of the two genes \( (x_1, x_2) \) in the intermediate layer can have any positive real values and their dynamics are given by:

\[
\begin{align*}
\dot{x}_1 &= \frac{\lambda_0}{1 + e^{-\beta(s-x_2+\omega(x_1-\alpha_1))}} - \lambda_1 x_1 + \zeta \quad (1) \\
\dot{x}_2 &= \frac{\lambda_0}{1 + e^{-\beta(s-x_1-\alpha_2)}} - \lambda_2 x_2, \quad (2)
\end{align*}
\]

where \( \omega \) controls the slope of the separatrix, and \( \lambda_1, \lambda_2 \) are the degradation rates for \( x_1, x_2 \), respectively. \( \lambda_0 \) is the production rate of both genes when they receive sufficiently strong input. \( \alpha_1, \alpha_2 \) are the activation thresholds for \( x_1, x_2 \) which in our case equal to 0.5 and 0.3. Finally, \( \zeta \ll 1 \) is needed for numerical stability. See Sec. A for more details.

This motif satisfies the conditions for no input and two inputs with a proper set of parameters. Fig. 1c shows the phase portrait of the ANDOR gate intermediate layer along with its nullclines. These nullclines cross each other three times, producing three fixed points. Two of them are stable separated by a saddle point. The stable fixed point at the center corresponds to the situation where both genes are expressed and available for the downstream genes while the other stable fixed point corresponds to the situation in which only \( x_2 \) is expressed, and \( x_1 \) is repressed. Therefore, using this motif enables the system to perform both AND and OR functions. For only one input, if the system approaches the fixed point in the center, the output will be ON meaning that the system works as an OR gate. On the other hand, if the genes reach the left stable fixed point, the total signal for expression of the output gene is not enough and the whole circuit functions as an AND gate.

Whether the ANDOR gate performs AND or OR functions depends on the “context” of the decision, and switching between these two functions is possible by transiting from one basin of attraction to the other. This transition can happen due to an additional, external signal to gene \( x_2 \). By such a signal, the expression of \( x_2 \) can be controlled and the system can be steered vertically to the desired basin of attraction. With such a strategy, cells could potentially make different decisions depending on the tissue they are part of, and the external signal they receive. Moreover, the decision also depends on the initial content of expressed genes. This could be employed in cell fate decision making processes where two daughter cells acquire different fates due to asymmetric distribution of cell contents during division. For example, a transcription factor of \( x_2 \) could be divided asymmetrically between daughter cells, leading to two distinct decisions and cell fates. However, if the system is obliged to start from the origin of the phase space, the final state can be controlled by adjustment of the slope of the separatrix. In this scenario, the function the system performs can be interpreted as a “ground state” of the system since it is the function performed naturally, without requiring injection of external energy.

Note that the ANDOR gate only requires five components while traditional static AND and OR gates together require six. Besides, an additional controller unit incurring an even higher component cost is needed to redirect the signal to the desired gate if function switching is not possible. Therefore, using the ANDOR gate reduces the number of required components significantly.

Although the interactions in the intermediate layer of the ANDOR gate and the resulting bistability enables the system to perform two distinct functions without requiring twice as many components, it also allows undesired noise-induced transitions (i.e. errors) that reduce the reliability of the decisions. In order to study these transitions, we minimize the Freidlin-Wentzell action to find the most probable path taken by the system for a transition, and the probability of that path up to normalization[33]. See Sec. C for more details.

Due to random timings of the chemical reactions in biological systems, the concentrations of species follow stochastic dynamics. In the case of well-mixed systems,
one can use the chemical Langevin equation [26] to fully describe the dynamics when fluctuations are sufficiently small (i.e. the reaction volume is large). For the ANDOR gate, with dynamics described by Eq. 1 and 2, the action over the path \( \varphi \) is:

\[
S(\varphi) = \frac{1}{2} \int_{T_1}^{T_2} \left( \frac{\varphi_1 - \left[ -\lambda_1 \varphi_1 + g(\varphi_1, \varphi_2) \right]^2}{\lambda_1 \varphi_1 + g(\varphi_1, \varphi_2)} dt \right) + \frac{1}{2} \int_{T_1}^{T_2} \left( \frac{\varphi_2 - \left[ -\lambda_2 \varphi_2 + h(\varphi_1, \varphi_2) \right]^2}{\lambda_2 \varphi_2 + h(\varphi_1, \varphi_2)} dt \right)
\]

in which \( \varphi_1, \varphi_2 \) are the coordinates of the path \( \varphi \) at any time \( t \in [T_1, T_2] \). \( g(\varphi_1, \varphi_2) \) is the expression of \( x_1 \) and \( h(\varphi_1, \varphi_2) \) is the expression of \( x_2 \). The probability this path is taken by the system is proportional to \( e^{-S(\varphi)/\varepsilon^2} \) where \( \varepsilon \) is the noise strength, here equal to \( \Omega^{-1/2} \) with \( \Omega \) the reaction volume. When \( \Omega \) is large, all paths from a given point to another will have negligible probabilities compared to the one which minimizes the action in Eq. 3. This path, the Minimum Action Path (MAP), determines the path with the highest probability for a given transition.

The MAP which connects the central fixed point to the left one for a typical set of parameters is shown in Fig. 1c. The color on the path shows the gradient of the action at any given point. This gradient can be interpreted as the effective force applied by the noise causing movement along the MAP. The MAP goes directly towards the separatrix against the stream lines. It then follows the streamlines along the separatrix until approaching the saddle point, and finally enters the other basin of attraction, following those streamlines to the left fixed point. That the MAP for the ANDOR gate crosses the separatrix close to the saddle point is consistent with the previous findings[27].

The rate of noise-induced transitions is a proxy for the reliability of the decisions. Therefore, we investigate this reliability as the parameters change (see App. C1). Fig. 1d shows the action vs. sharpness of activation, \( \beta \), for the transitions from the left fixed point to the right one and vice versa. As \( \beta \) increases, the action for both transitions increase, but the L→R transition increases faster resulting in a critical value at \( s \beta^* = 14.75 \). Note that although higher values of \( S \) mean higher reliability, any difference between the actions for two transitions results in a bias in the steady state probability distributions. The dependence of the action on the other parameters is shown in App. C1. Parameters consistent with one strongly stabilized basin at the expense of the other are attainable. On the other hand these parameters could be poised at criticality in order to equalize the transition probability and minimize the bias. Rapid switching would be promoted in this scenario.

By increasing the complexity of the intermediate layer, one can consider circuits able to switch among a greater number of distinct functions. Consider the situation in which both genes in the toggle switch have a self-induction loop (Fig. 2a). For the intermediate signal level there are now three stable fixed points, two of them identical to the ones in Fig. 1b while the third corresponds to a state in which \( x_1 \) dominates and inhibits the expression of \( x_2 \). Moreover, when \( s = 2 \) (i.e. both inputs are ON), one of the fixed points in which output is OFF will be preserved (as shown in Fig. 2b) if the self promotion loop of \( x_2 \) has high enough strength. The basin of attraction of this fixed point corresponds to the set of initial conditions from which the system cannot reach the central fixed point (neither with one input nor with two). Thus, the system acts as an OFF switch. Adding a new self loop, producing a new fixed point, enables the system to switch among three different functions: AND, OR and OFF. We therefore name it an “ANDOROFF” gate.

Although increasing the number of fixed points can enable the system to perform more functions, it decreases the size of the basin of attraction associated to each fixed point. Accordingly, the reliability of each decision against uncertainty in the initial conditions decreases. One way to overcome this limitation is by increasing the dimension of the phase-space by increasing the number of regulatory components at the intermediate layer. For example, the
“XORANDOROFF” gate depicted in Fig. 2c has three genes in this layer which, with a proper set of parameters, result in four fixed points \((0, 0, 0), (1, 0, 0), (0, 1, 1)\) and \((1, 1, 1)\). However, for each input signal \((s = 0, 1\) or 2), only two of them are available, and with the appropriate set of parameters, this circuit can switch between four functions: XOR, AND, OR and OFF. In Fig. 2d, consider a system initially located at the blue region. For no input the system approaches the fixed point at which no gene is expressed \((0, 0, 0)\) and output is OFF, and when one of the inputs is ON, the system, starting from this region, approaches the fixed point at which only \(x_2\) and \(x_3\) are expressed \((0, 1, 1)\) and therefore, the signal for output is strong enough to make it ON. However, when both inputs are ON all three genes will be expressed and expression of \(x_1\) inhibits the expression of output. Therefore, if the system is initially located in the blue region it functions as an XOR gate. Similarly, locating the system in other regions enables it accordingly to perform other functions.

We demonstrate the applicability of our framework for reducing the number of required elements by designing a circuit capable of performing binary addition and binary subtraction (Fig. 3a,b.) [28].

The adder circuit requires XOR and AND gates (Fig. 3a), while the binary subtractor needs XOR, NOT and AND (Fig. 3b). Being able to perform these two functions in a traditional static framework requires having these circuits in the system and rerouting signal (using other controller circuits) when needed. However, if we allow context-dependency, only three functions are required: AND, XOR and NOT1+AND. We already showed having three nodes in the intermediate layer AND, XOR and

more. By breaking the symmetry of the inputs to the intermediate layer and adjusting the other parameters, one may modify this circuit into the one shown in Fig. 3c capable of performing the three logic functions required for binary adder/subtractor. This circuit is also able to perform OR, OFF or reflect input 2.

We here have designed and demonstrated three examples of dynamically switchable logic gates, based on a multi-stability emerging from the interaction between components with dynamics typical to regulation of signaling biochemical species. These gates can switch between two, three and four distinct functions. We investigated the parameter ranges in which the conditions for this multi-functionality are met. Using the theory of large deviations, we characterized noise induced transitions between the possible logical functions and determined the reliability of the decisions. We therefore demonstrated that the proposed dynamical logic gates are resilient against three types of uncertainty: uncertainty in initial conditions, in control parameters, and in dynamics.

Looking forward, one observes that existence of memory is a necessary feature for constructing high-order information processing circuits. From an engineering perspective, sequential logic circuits are employed in which the output depends not only on the current input but also on the history of inputs. In the context of biological information processing, this effect could be achieved, by addition of a toggle switch to an existing combinational (i.e. memoryless) logic gate [29]. In our framework, however, the bistability that results in switchability may also play a dual role, providing a memory of the last action without requiring an extra toggle.

We believe that these are only the first steps towards a more complete and faithful understanding of how network topology, dynamical systems, and information processing can combine in powerful, flexible, and non-trivial ways in the context of gene regulatory networks, signaling networks, and chemical computations. Many questions and implications remain to be explored. Thus far we have considered these biochemical dynamics playing out under the assumption of a well-mixed reaction volume, but spatial localisation and compartmentalisation are more and more appreciated as being important players in cell biology[30, 31] and could have significant effects on the operation of these switchable information processing elements. Another important direction will be to consider how families of more complex calculations built from the ANDOR gate and its cousins can be coupled to adaptive pressures and response on evolutionary timescales. It seems plausible that restrictions on total chemical signaling species number could make building different computations out of the same elements an attractive possibility. Finally, of course, the search is on for in vivo examples of ANDOR gates.

Beyond the direct follow up questions, though, deeper implications also present themselves. Could one take advantage of these switchable gates to build an analog, chemical computer version of a deep learning network?
Might biology have already done something similar? One might even imagine that chemical computations made flexibly switchable by simple but non-trivial combinations of network topology and reaction dynamics could have played a key role in the initiation of adaptation and natural selection at the origin of life.
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FIG. 4: Different underlying regulatory dynamics display the same bistability. The phase portraits of the bistable motif in Fig. 1c (a) with the phenomenological dynamics and in (b) with Hill function dynamics. In both of these plots, the solid black circles show the fixed points, the hollow ones show the saddle points and the shaded area show the basins of attraction of the left fixed points.

Appendix A: regulatory dynamics

We here review general regulatory dynamics in biological systems. The time evolution of the concentration of the expressed gene $x$ is governed by a simple, nonlinear dynamical equation composed of two terms corresponding to the production $F(s)$ and degradation $\lambda x$, i.e.

$$\dot{x}(t) = F(s(t)) - \lambda x(t), \quad (A1)$$

when the transcription process is faster than translation [32]. Here, $\lambda$ is the degradation rate, $s$ is the sum of all incoming regulatory signals (inductive, inhibitory, and self-regulation loops) to this gene, and $F(s)$ is the regulatory function that describes the response of the expression rate to the input regulatory signal $s$. Throughout this study, we use a phenomenological and commonly used sigmoidal function

$$F(x,s) = \frac{1}{1 + e^{-\beta(s-\alpha)}}, \quad (A2)$$

where $\beta$ controls the sharpness (i.e. inverse of the fuzziness), and $\alpha$ controls the location of sigmoid function or in other words, the threshold in the signal after which the gene will be expressed [15]. It should be noted that the threshold $\alpha$ can also acquire negative values which means that the gene will be expressed even if it is inhibited with a strength smaller than this negative value.

Although we are using a specific type of dynamics for our examples which is shown in Eq. A2, one can in principle use any other type of regulatory function (e.g. the Hill function) as long as it features a switch-like sigmoidal behavior and dynamically switching should still be achievable. In order to demonstrate this, we also constructed another version of the ANDOR gate based on the Hill function regulatory dynamics instead of the one shown in Eqs. 1 and 2:

$$\dot{x}_1 = \frac{(x_1/0.3)^n + (s/0.8)^n}{1 + (x_1/0.3)^n + (s/0.8)^n} - x_1, \quad (A3)$$

$$\dot{x}_2 = \frac{(s/0.35)^n}{1 + (s/0.35)^n} - x_2. \quad (A4)$$

Assuming this dynamics for the intermediate layer of the ANDOR gate with $n = 15$ results in a phase portrait that is qualitatively similar to that of Eqs. 1 and 2. In Fig. 4, one can see these two plots side by side for the intermediate input signal level $s = 1$.

Appendix B: Characterization of the ANDOR gate

In order to understand the potential application of this multi-functionality, one needs to explore the phase diagrams of the system. Fig. 5a shows the different regions in the dimensionless parameter space of the $s\beta$ and $\frac{\lambda}{\alpha_0}$ plane when
where the meshing of time points is adaptively adjusted based on the speed [34].

One can define the dynamics of a stochastic system by a Langevin equation, i.e.

\[
\dot{X}_t = b(X_t) + \varepsilon \sigma(X_t) \dot{W}_t
\]

where the \(n\)-dimensional vector \(X_t\) is the state variable at time \(t\), \(b(X_t)\) is the deterministic part of the dynamics (i.e. drift vector), and the vector \(W_t\) is a \(m\)-dimensional Wiener process. Moreover, \(\varepsilon\) is a small parameter determining the noise strength, and \(\sigma(X_t)\) is an \(n \times m\) matrix, known as the diffusion matrix which determines the standard deviation of the noises and their contributions to each component of the dynamics. For such systems, the Freidlin-Wentzell action can be written as

\[
S(\varphi) = \frac{1}{2} \int \sum_{i,j} a_{ij}(\varphi_1)(\dot{\varphi}_i^t - b_i(\varphi_1))(\dot{\varphi}_j^t - b_j(\varphi_1)) \, dt
\]

where \((a_{ij}(x)) = (\sigma(x)\sigma^*(x))^{-1}\). This action determines the difficulty of taking the path \(\varphi_t\) by the system. The probability for this path to be taken at a given noise strength \(\varepsilon\) is proportional to \(e^{-S(\varphi)/\varepsilon^2}\). Obviously, for small noise strengths \(\varepsilon\), all paths have negligible probability compared to the one which minimizes action \(S(\varphi)\).

Minimizing the action in Eq. \(C2\) over the function space containing all paths which connect the point \(X_0\) at time \(t = 0\) to \(X_T\) at time \(t = T\) provides the Minimum Action Path (MAP), and then, the minimum action value can be used for calculation of the rate of that transition. In order to find the transition probability from one state to another, one may intuitively expect to do this procedure for the transitions from every point in one basin of attraction to the fixed point of the other basin. However, it has been shown that all trajectories which leave a basin of attraction due to the fluctuations will visit a small neighborhood around the fixed point before leaving the basin [33]. Therefore, in the case of small fluctuations, the transition from one fixed point to the other represents the dominant transition and suffices for determining the resilience (against noise) of approaching the desired fixed point when starting from any point in its basin of attraction. We thus use this measure for studying the reliability of the decisions of our gate. It should be noted that when the system undergoes a transition from one fixed point to another, it spends most of the time at the fixed points and a small fraction of total time will be spent on the actual transition. Therefore, in order to get an acceptable accuracy, one needs to use an adaptive minimum action path method in which the distance (i.e. meshing) of time points is adaptively adjusted based on the speed [34].

*Appendix C: Noise induced transitions in dynamical systems*

One can define the dynamics of a stochastic system by a Langevin equation, i.e.

\[
\dot{X}_t = b(X_t) + \varepsilon \sigma(X_t) \dot{W}_t
\]

where the \(n\)-dimensional vector \(X_t\) is the state variable at time \(t\), \(b(X_t)\) is the deterministic part of the dynamics (i.e. drift vector), and the vector \(W_t\) is a \(m\)-dimensional Wiener process. Moreover, \(\varepsilon\) is a small parameter determining the noise strength, and \(\sigma(X_t)\) is an \(n \times m\) matrix, known as the diffusion matrix which determines the standard deviation of the noises and their contributions to each component of the dynamics. For such systems, the Freidlin-Wentzell action can be written as

\[
S(\varphi) = \frac{1}{2} \int \sum_{i,j} a_{ij}(\varphi_1)(\dot{\varphi}_i^t - b_i(\varphi_1))(\dot{\varphi}_j^t - b_j(\varphi_1)) \, dt
\]

where \((a_{ij}(x)) = (\sigma(x)\sigma^*(x))^{-1}\). This action determines the difficulty of taking the path \(\varphi_t\) by the system. The probability for this path to be taken at a given noise strength \(\varepsilon\) is proportional to \(e^{-S(\varphi)/\varepsilon^2}\). Obviously, for small noise strengths \(\varepsilon\), all paths have negligible probability compared to the one which minimizes action \(S(\varphi)\).

Minimizing the action in Eq. \(C2\) over the function space containing all paths which connect the point \(X_0\) at time \(t = 0\) to \(X_T\) at time \(t = T\) provides the Minimum Action Path (MAP), and then, the minimum action value can be used for calculation of the rate of that transition. In order to find the transition probability from one state to another, one may intuitively expect to do this procedure for the transitions from every point in one basin of attraction to the fixed point of the other basin. However, it has been shown that all trajectories which leave a basin of attraction due to the fluctuations will visit a small neighborhood around the fixed point before leaving the basin [33]. Therefore, in the case of small fluctuations, the transition from one fixed point to the other represents the dominant transition and suffices for determining the resilience (against noise) of approaching the desired fixed point when starting from any point in its basin of attraction. We thus use this measure for studying the reliability of the decisions of our gate. It should be noted that when the system undergoes a transition from one fixed point to another, it spends most of the time at the fixed points and a small fraction of total time will be spent on the actual transition. Therefore, in order to get an acceptable accuracy, one needs to use an adaptive minimum action path method in which the distance (i.e. meshing) of time points is adaptively adjusted based on the speed [34].
FIG. 6: The minimum action for noise-induced transition vs. (a) the slope of separatrix $\omega$, (b) the degradation rate $\lambda_1/\lambda_0$, and (c) degradation rate $\lambda_2/\lambda_0$. Black circles show the action for the transition from the right fixed point the left one and the red triangles show the action for the opposite transitions. For each dependency a critical value at which the cost of transiting $L\rightarrow R$ and $R\rightarrow L$ is balanced can be attained and is indicated by dashed line and have the following values: $s\beta^* = 14.75$, $\omega^* = 0.87$, $\lambda_1^*/\lambda_0 = 0.97$ and $\lambda_2^*/\lambda_0 = 1.01$.

1. Noise induced transitions in the ANDOR gate

Here, we present the result of studying the relation between noise induced transitions and parameters of the ANDOR gate. As mentioned in the main text, the action $S(\varphi)$ for a path connecting to fixed point can be used as a measure for the reliability of the logical functions in our system, since the rate of undesired transitions is proportional to $e^{-S(\varphi)/\varepsilon^2}$. The action vs. the slope of the sepratrix $\omega$, degradation rate $\lambda_1$ of $x_1$, and that of $x_2$ are shown in 6a, 6b, and 6c, respectively. The critical values at which the action for $L\rightarrow R$ transition equals $R\rightarrow L$ are $\omega^* = 0.87$, $\lambda_1^*/\lambda_0 = 0.97$ and $\lambda_2^*/\lambda_0 = 1.01$. Note that in all these figures, unless a parameter is the variable of the plot we set them as following: $s\beta = 20$ and $\lambda_1/\lambda_0 = \lambda_2/\lambda_0 = \omega = 1$. 