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ABSTRACT
The spectra arising from the disks of nova-like variables show many of the features seen in stellar atmospheres. They are typically modelled either from an appropriated weighted set of stellar atmospheres or a disk atmosphere with energy is dissipated near the disk plane, with the effective temperature distribution expected from a steady state accretion disk. However, these models generally over-predict the depth of the Balmer jump and the slope of the spectrum in the ultraviolet. The problem is likely due to energy dissipation in the disk atmosphere, which produces a flatter vertical temperature profile than is observed in stars. Here, we provide validation for this hypothesis in the form of spectra generated using the stellar atmosphere code TLUSTY using a parametric prescription for energy dissipation as a function of depth and closely match the spectrum of the nova-like IX Vel over the wavelength range 1150-6000 Å.
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1 INTRODUCTION
Cataclysmic variables are binary star systems with typical periods of about 80 minutes (Gänsicke et al. 2009) to greater than one day (Ritter & Kolb 2003), consisting of a white dwarf (WD) that accretes matter via Roche lobe overflow from a relatively normal secondary star (see, e.g. Warner 1995, for a review). Although some such systems have WDs with strong magnetic fields, which funnel matter from the secondary on the small foot points on the WD, accretion in most systems is mediated by an accretion disk. A large fraction of the disk-dominated systems, the so-called dwarf novae, undergo quasi-periodic eruptions where the disk transitions from a relatively cold, low mass transfer state to a hot, high mass-transfer rate state. A smaller fraction, the nova-like variables, remain in the hot, high mass transfer rate all, or most of the time. Many astrophysical systems contain accretion disks, of course, from young stellar objects to active galactic nuclei, and these accretion disks manifest themselves in various ways in the spectra observed from such systems. Dwarf novae and nova-like variables are the closest (and most ubiquitous) examples of accretion disk systems. They radiate mostly in the UV and visible wavelength range. The properties of the primary and secondary are well understood. As a result, CVs provide an ideal laboratory for understanding accretion disk physics.

As first studied with IUE, most non-eclipsing nova-like variables and dwarf novae in outburst have “blue” spectra in the UV (see, e.g. Krautter et al. 1981), and have usually been interpreted within the context of models developed for steady state disks by Shakura & Sunyaev (1973) and Lynden-Bell & Pringle (1974) by summing an appropriate weighted set of blackbodies or stellar atmospheres (Wade 1984, and references therein). Both approaches to fitting the observed FUV spectra yielded reasonable agreement with the overall spectral slope and in the case of the summed stellar atmospheres approach reproduce some of the features in the spectra even when higher signal to noise spectra were obtained with instruments like the Hopkins Ultraviolet Telescope (Long et al. 1991, 1994) or the various spectrographs on the Far Ultraviolet Spectroscopic Explorer and Hubble Space Telescope (Linnell et al. 2005, 2007, 2009, 2010; Godon et al. 2020).

Anomalies were apparent however when broader spectra ranges were considered. In particular the spectra of nova-like variables and dwarf novae in outburst show Balmer jumps. And while synthetic spectra spectra constructed from summed blackbodies have, by construction, no Balmer jumps, synthetic spectra created with summed stellar atmospheres have Balmer jumps that are more pronounced than observed. On the other hand, BB spectra reproduce the spectral slope over the FUV/NUV wavelength range more accurately than those produced with summed stellar atmospheres (Wade 1988).

A variety of suggestions have been made to address the problem of the spectral slope. Most involve modifying the run of temperature with radius in the disk (Linnell et al. 2010) or “removing” a portion of the inner disk (Linnell et al. 2005, 2007). Some, such as Kromer et al. (2007) have sug-
gested that irradiation could modify the vertical temperature profile of the disk. Others suggested that emission from the winds known to emanate from the disks of high state CVs would work (Knigge et al. 1997; Matthews et al. 2015) or that winds carried away enough mass to alter the temperature profile (Knigge 1999). A recent example of the later is the work by Nixon & Pringle (2019), who suggest that in nova-like variables large scale magnetic fields modify the disk temperature.

However, it also was recognized fairly early on that differences between the structure of the disk and that of a stellar atmosphere might account for these problems, particularly because viscous energy is likely to be released in the region of the photosphere of a disk, unlike stars where the energy release occurs deep beneath the atmosphere. Shaviv & Wehrse (1991), in particular, argued, based on their own purpose-built radiative transfer code, that this was the main reason that the Balmer jump was shallower in in nova-like variables than expected based on models constructed from stellar atmospheres.\footnote{Unfortunately, there was very little followup to this work. Idan et al. (2010) describe an improve version of the code used by Shaviv & Wehrse (1991), but it is not clear that the claim that the Balmer jump is reduced in the improved models. The synthetic spectra produced there obvious Balmer jumps (see their Fig. 9, but tno comparison to observed spectra of nova-like or other high state cataclysmic variables is made and there is no explicit discussion of the Balmer region of the spectrum. They say their model spectra are similar to those of Wade & Hubeny (1998) which were created with TLUSTY assuming all of the viscous energy was deposited deep within the atmosphere, and have Balmer jumps that are stronger than observed.}

Despite these early indications that viscous dissipation was the likely explanation of the Balmer jump problem and the existence of better flux calibrated and higher S/N spectra of CVs, there have been few, if any, 21st century attempts to model the spectra of disk-dominated CVs in the high mass transfer state using modern codes capable of handling dissipation through out the disk atmosphere. Part of the reason for this lack of progress is that we still do not have a physical model of how dissipation occurs in the upper layers of the disk. In its absence, however, it should be possible to use a parameterized dissipation formula that in conjunction with a “stellar atmospheres” code allows one to create simulated spectra of CV accretion disks for comparison with observations.

Here we provide just such a procedure. For this purpose we use the latest version of code TLUSTY (Hubeny 1988; Hubeny & Lanz 1995) which is capable of modelling the atmospheres of both stars and accretion disks.\footnote{The code was originally existed in two flavors TLUSTY for modelling stellar atmospheres and one called TLUSDISK, but these were later merged into a single core TLUSTY} Various versions of TLUSTY have been used in the majority of attempts to model CV spectra, but it was not possible at the time of those attempts to explore the types of dissipation laws that are now possible. Although the formalism contained in TLUSTY then allowed for viscous dissipation though out the disk atmosphere, the interaction of radiation and matter, albeit treated self-consistently by solving the radiative transfer equation together with other structural equation, was still relatively simplistic. As a result, a wide range of dissipation laws could not be explored. Consequently, all of the attempts to model spectra to date have either been carried out using either a stellar atmospheres approach (Long et al. 1991, 1994), or a disk approach with all of the viscous dissipation at depths well below the photosphere (Linnell et al. 2007, 2009, 2010; Godon et al. 2020).

The remainder of this report is organized as follows: In §2, we summarize the model assumptions we adopt, and the basic structural equations to compute the vertical structure of an accretion disk. In §3, we describe the improvements that have been made to TLUSTY that enable the current approach. In §4, we present a sensitivity study with the aim to show how the basic parameters used to described local viscosity influence the resulting temperature structure and emergent spectrum. In §5, we present an application of our models to the popular and well-studied CV system IX Vel. In §6, we summarize our conclusions. Finally, Appendices A and B present some numerical details of model construction.

2 MODEL ASSUMPTIONS AND BASIC EQUATIONS

We adopt here the standard assumptions used to construct models of vertical structure of accretion disks in cataclysmic variable systems. The disk is divided into a set of concentric rings, each behaving as an independent 1-D plane parallel radiating slab. Each ring is assumed to be in hydrostatic equilibrium in the vertical direction. Energy balance is considered as a balance between the net radiation loss, calculated exactly, without invoking either optically thin or optically thick (diffusion) approximations. Mechanical energy is generated through viscous dissipation. The dissipated energy is proportional to viscosity, which is given through the empirical viscosity parameter $\alpha$ (Shakura & Sunyaev 1973).

The basic structural equations adopted in our modeling procedure were described in detail by Hubeny (1990), Hubeny & Hubeny (1998), and Hubeny & Lanz (2017). Here we provide a brief summary. We consider only non-relativistic disks, although our approach can be adapted for relativistic disks as well (Hubeny & Hubeny 1998).

The atmosphere at each disk radius $R$ (specified at the disk central plane) is in vertical hydrostatic equilibrium, with a depth-dependent gravity ($g$) that arises from the vertical component of the central star’s gravitational force on the disk material. Neglecting the self-gravity of the disk and assuming that $R$ is much larger than the distance from the central plane, $z$, the pressure $P$ satisfies

$$\frac{dP}{dz} = -g(z)\rho, \quad \text{or} \quad \frac{dP}{dm} = g(z), \quad (1)$$

where the depth-dependent vertical gravity acceleration is given by

$$g(z) = \frac{GM}{R^3} z. \quad (2)$$

where $G$ is the gravitational constant, $M$ the mass of the central star, and $m$ the column mass, given by $dm = -\rho dz$.

The energy balance equation is written as

$$\frac{\partial F_z}{\partial z} = \frac{3}{2} \left( \frac{GM}{R^3} \right)^{1/2} l_{\phi r}, \quad (3)$$

where $F_z$ is the $z$-component of the energy flux and $l_{\phi r}$ is
\[ \int_{-h}^{h} t_{\nu \rho} \, dz = \frac{\dot{M}}{2\pi} \left(\frac{GM}{R^3}\right)^{1/2} \left[1 - (R_* / R)^{1/2}\right], \]

(4)

where \( h \) is the vertical height of the given annulus, and \( \dot{M} \) is the mass accretion rate. The source of viscous stress is described by

\[ t_{\nu \rho} = \frac{3}{2} \eta \left(\frac{GM}{R^3}\right)^{1/2}, \]

(5)

where \( \eta \) is the coefficient of shear viscosity, which is expressed through the coefficient of kinematic viscosity \( \nu \) as \( \eta \equiv \nu \nu_0 \).

To write down practical expressions for the energy balance and for the total column mass, one has to introduce a suitable parametrization of viscosity. The vertically averaged kinematic viscosity is given by

\[ \bar{\nu} = \int_0^h w \rho dz \int_0^h \eta dz = \frac{1}{m_0} \int_0^h \eta dm. \]

(6)

Integrating Eq. (5) from 0 to \( h \), and using Eq. (4) together with Eq. (6), one can express the total column mass at the central plane through the averaged viscosity as

\[ m_0 = \frac{1}{\bar{\nu}} \frac{\dot{M}}{6\pi} \left[1 - (R_* / R)^{1/2}\right]. \]

(7)

To express the viscosity, we use commonly used prescription is based on the so-called \( \alpha \)-parametrization (Shakura & Sunyaev 1973). There are several variants of this parametrization; we use here a version in which the vertically averaged shear viscosity is taken proportional to the vertically averaged (total) pressure,

\[ t_{\nu \rho} \equiv \frac{1}{h} \int_0^h t_{\nu \rho} \, dz = \alpha \bar{P}, \]

(8)

in which case

\[ \int_0^h t_{\nu \rho} \, dz = h \alpha \bar{P} = m_0 \alpha (\bar{P} / \bar{\rho}), \]

(9)

where the averaged density is given by \( \bar{\rho} = m_0 / h \). The vertically averaged kinematic viscosity is given, substituting Eqs. (5) integrated over \( z \) into Eq. (9), by

\[ \bar{\nu} = \frac{2}{3} \left(\frac{GM}{R^3}\right)^{1/2} \left(\frac{\bar{P}}{\bar{\rho}}\right). \]

(10)

A numerical disadvantage of the \( \alpha \)-prescription is that the vertically averaged kinematic viscosity, and the total column mass, are not known a priori since they depend on \( \bar{P} / \bar{\rho} \), which can only be accurately computed when the model is constructed. To cope with this problem, we have developed an iterative procedure to determine the column mass. This procedure is described in Appendix A.

Integrating Eq. (3) over \( z \), and using Eq. (4), one obtains for the total energy flux at the surface, which is expressed, in analogy to stellar atmospheres, through the effective temperature,

\[ F_\nu (h) \equiv \sigma \nu T_{\text{eff}}^4 = \frac{3}{8\pi} \frac{GM \dot{M}}{R^3} \left[1 - (R_* / R)^{1/2}\right], \]

(11)

The integral form of the energy balance equation follows directly from Eqs. (3) and (5):

\[ 4\pi \int_0^\infty (\eta_\nu - \kappa_\nu J_\nu) \, d\nu = \frac{9GM}{4R^3} \rho \nu, \]

(12)

where the left-hand side, analogous to the case of stellar atmosphere, expresses the net energy radiated away per unit volume, while the right-hand side expresses the total energy generated by viscous dissipation in the same unit volume. Here, \( \eta_\nu \) and \( \kappa_\nu \) are the emission and absorption coefficients, respectively, at frequency \( \nu \), and \( J_\nu \) is the mean intensity of radiation. The differential form, in analogy with the atmospheric case, is written as:

\[ 4\pi \int_0^\infty \frac{d(f_\nu J_\nu)}{d\tau_\nu} \, d\nu = \sigma R T_{\text{eff}}^4 [1 - \theta(m)], \]

(13)

where \( f_\nu \) is the Eddington factor [see Eq. (19) below], and the function \( \theta \) is defined by

\[ \theta(m) \equiv \frac{1}{m_0} \int_0^m w(m') \, dm', \]

(14)

which is a monotonically increasing function of \( m \) with \( \theta(0) = 0 \) and \( \theta(m_0) = 1 \), for any dependence of the local viscosity on depth.

As in the case of stellar atmospheres, we use here a linear combination of Eqs. (12) and (13), which exhibits much more stable numerical behavior. If convection is present, the convective flux \( F_{\text{conv}} \) is added, as is the case for stellar atmospheres. The complete energy balance equation then reads:

\[ a \left[ \int_0^\infty (\kappa_\nu J_\nu - \eta_\nu) \, d\nu + E_{\text{diss}} + \frac{\rho \, dF_{\text{conv}}}{4\pi \, dm} \right] + b \int_0^\infty \frac{d(f_\nu J_\nu)}{d\tau_\nu} \, d\nu - \frac{\sigma R}{4\pi} T_{\text{eff}}^4 [1 - \theta(m)] + \frac{F_{\text{conv}}}{4\pi} = 0, \]

(15)

where

\[ E_{\text{diss}} = \frac{9GM}{16\pi R^3} \rho \nu, \]

(16)

is the total energy generated by viscous dissipation per unit volume. Empirical parameters \( a \) and \( b \) are chosen such as \( b = 0 \) at low optical depths, because the radiation intensity changes very little, so that a numerical evaluation of the derivative in Eq. (13) is inaccurate and unstable. Similarly, the parameter \( a = 0 \) at the deep layers.

Finally, the radiation field and its interaction with matter is described by the radiative transfer equation, conveniently written in the second-order form,

\[ \frac{d^2(f_\nu J_\nu)}{d\tau_\nu^2} = J_\nu - S_\nu, \]

(17)

where \( \tau_\nu \) the monochromatic optical depth, and \( S_\nu \) the source function, defined by

\[ S_\nu = \frac{\eta_\nu + \sigma_\nu J_\nu}{\kappa_\nu + \sigma_\nu}, \]

(18)

where \( \sigma_\nu \) is the coefficient of scattering. Here we assume that the scattering process is isotropic. The Eddington factor is defined by

\[ f_\nu \equiv K_\nu / J_\nu = \int_{-1}^{1} I_\nu (\mu) \mu^2 \, d\mu / \int_{-1}^{1} I_\nu (\mu) \, d\mu, \]

(19)

where \( I_\nu \) is the specific intensity of radiation, \( \mu \) is the cosine
of the angle between the direction of propagation of the radiation and the normal to the surface. It is obtained by a formal solution of the angle-dependent radiative transfer equation – for details refer, e.g., to Hubeny & Mihalas (2014). The optical depth is defined by

\[ \tau_v \equiv -\chi_v dz = (\chi_v / \rho) dm, \]  

(20)

where \( \chi_v = \kappa_v + \sigma_v \) is the total absorption (also called extinction) coefficient.

The upper boundary condition is written as

\[ \left[ \frac{\partial (f_v J_\nu)}{\partial \tau} \right]_0 = g_v J_\nu(0) - H_\nu^{\text{ext}}, \]  

(21)

where \( H_\nu^{\text{ext}} \) is the external irradiation flux, which we take here as \( H_\nu^{\text{ext}} = 0 \), and \( g_v \) is the surface Eddington factor defined by

\[ g_v \equiv \frac{1}{2} \int_{-1}^1 I_v(\mu,0) \mu \, d\mu / J_v(0), \]  

(22)

and the lower boundary condition that represents a symmetry condition at the midplane,

\[ H_v = 0, \quad \text{or} \quad \frac{d(f_v J_\nu)}{d\tau_v} = 0. \]  

(23)

The set of basic structural equations (1), (15), and (17)–(23) is complemented by the charge conservation equation and the relation between \( m \) and \( z \). For more details, refer to Hubeny & Lanz (2017).

2.1 Parameterization of the local viscosity

We adopt the parameterization of the local viscosity using the formalism of Hubeny & Hubeny (1998). The (depth-dependent) viscosity \( \nu \) is generally allowed to vary as a stepwise power law of the mass column density, viz.

\[ w(m) = \begin{cases} w_0 (m/m_0)^{\zeta_0}, & m > m_d, \\ w_1 (m/m_0)^{\zeta_1}, & m < m_d. \end{cases} \]  

(24)

where \( m_d \) is the division point. In other words, we allow for a different power-law exponent for inner and outer layers, and also for a different portion of the total energy dissipated in these layers. This represents a generalization of Kriz & Hubeny (1986), based on a single power-law representation.

We stress that this parameterization is an empirical one. The most natural way of treating local viscosity would be to keep the coefficient of kinematic viscosity constant with depth, i.e., \( \zeta_0 = \zeta_1 = 0 \).

Here we use for simplicity a step-wise constant dissipation, \( \zeta_0 = \zeta_1 = 0 \), so that \( w(m) = w_0 \) for \( m > m_d \), and is equal to \( w_1 \) elsewhere. These values are not taken as free parameters. What is parameterized as a fraction, \( f \), of the total energy that is dissipated in deep layers, \( m > m_d \). The coefficients \( w_0 \) and \( w_1 \) are then given by (for \( \zeta_0 = \zeta_1 = 0 \); for general expressions refer to Hubeny & Hubeny (1998)

\[ w(m) = \begin{cases} w_0 = f \bar{w} / (1 - m_d / m_0), & m > m_d \\ w(m) = w_1 = (1 - f) \bar{w} / (m_d / m_0), & m < m_d. \end{cases} \]  

(25)

Therefore, the values of \( m_d \) and \( f \) are the adopted free parameters (besides \( \alpha \)).

3 COMPUTATIONAL PROCEDURE

As mentioned above, we use TLUSTY to solve the coupled set of basic structural equation described above. Most of the attempts to model the disks of CVs with TLUSTY occurred ten or more years ago. Several significant improvements to the code have taken place since then.

The first, relatively minor but still important, improvement is a possibility of using \( \alpha \) instead of the Reynold number, to parameterize the vertically-averaged viscosity. The procedure is described in Appendix A.

The second, and in fact crucial, improvement is an application of the so-called Rybicki scheme, originally developed by Rybicki (1971) in the context of two-level atom, and later adapted for use in computing model atmospheres – see Hubeny & Mihalas (2014), and Hubeny (2017). In the context of TLUSTY, the method is described in detail by Hubeny & Lanz (2017). Some details of the implementation of the Rybicki scheme in the case of accretion disks is described in Appendix B.

The essential advantage of the Rybicki scheme is that one solves simultaneously the radiative transfer equation together with the energy balance using a linearization method. Thanks to a judicious reorganization of the global solution matrix, the method retains favorable numerical properties of the complete linearization, namely a fast convergence and stability. At the same time it allows for a large number of discretized frequency points to describe the opacity and the radiation field. Unlike the original complete linearization approach, in which computer time scales roughly as a cube of the number of frequency points, in the Rybicki scheme computer time scales linearly with the number of frequencies.

The third main improvement is an application of opacity tables. Rather than computing the opacity on the fly as done previously, the current version of TLUSTY interpolates from a pre-calculated opacity table, generated by the accompanying program SYNSPEC. A more detailed description of the code, and the issues associated with generating and using opacity tables, we refer the reader to Hubeny et al. (2021). The big advantage of this approach is that one can include all necessary opacity sources at no additional costs for computing model atmospheres or disks once the table is being generated.

Since the opacity table, in order to be sufficiently robust, has to contain opacities at many frequency points, the use of the Rybicki scheme is more or less mandatory when working with opacity tables. One can in principle use the hybrid Complete Linearization/Accelerated Lambda Iteration (CL/ALI) method (Hubeny & Lanz 1995). However, while this method works well for NLTE model atmospheres of hot stars, it converges slowly, or, worse, fails to converge for conditions not in pure radiative equilibrium, including cool stars with convection or accretion disks. This is because the radiation intensities at most frequency points are not explicitly linearized, so their feedback to the energy equation is only taken one iteration step later.

There is an additional significant benefit of using the opacity tables in the case of accretion disks. The previous TLUSTY models considered only a limited set of opacities, typically just hydrogen and helium bound-free and free-free transitions. The opacities due to other species were added only in the solution of the radiative transfer equation after the structure had been calculated. This led to numerical problems in
the upper layers of a disk. This is essentially because when going to upper layers, energy is still being generated there, but the opacity is increasingly dominated by electron scattering, which is not an efficient process for radiating away the energy released. That basically leads to a “corona”, as suggested by Shaviv & Wehrse (1986).

To circumvent this problem Kriz & Hubeny (1986) (and by default others who used TLUSTY subsequently) resorted to an ad-hoc decrease of dissipation toward the surface. However, with many opacity sources, that is no longer necessary. Instead, the numerical instability is avoided in a physically realistic way. One can even consider models, like some we describe here, where dissipation increases outward. This would not be possible without considering realistic opacities, produced by all continua and lines of all important atomic and molecular species and incorporated into an opacity table.

4 RESULTS
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Table 1. Input parameters for models with constant $\alpha = 0.1$

| Name | fraction $f$ | division point $m_d/m_0$ |
|------|-------------|--------------------------|
| a0   | 0.99        | $10^{-2}$                |
| a1   | 0.3         | $10^{-2}$                |
| a2   | 0.1         | $10^{-2}$                |
| a3   | $10^{-2}$   | $10^{-2}$                |
| a4   | $10^{-3}$   | $10^{-2}$                |
| b1   | $10^{-2}$   | $10^{-2}$                |
| b2   | $10^{-2}$   | $3 \times 10^{-3}$      |
| b3   | $10^{-2}$   | $10^{-3}$                |
| b4   | $10^{-2}$   | $3 \times 10^{-4}$      |
| b5   | $10^{-2}$   | $10^{-4}$                |

Figure 1. Models a0 – a4: Upper panel: temperature as a function of Rosseland optical depth. Black dots mark the position of the division point $m_d$. Lower panel: emergent flux at the disk surface. The flux is essentially the same for all models.

the role the division mass $m_d$ may play in determining the emergent radiation, we mark the positions of the individual division points by black dots. This helps to explain how the adopted value of $m_d$ may influence the emergent radiation.

In the first group of models, the $a$-models, we keep the division point constant at $m_d/m_0 = 10^{-2}$ (which is the adopted standard value in TLUSTY), and vary the fraction $f$ between 0.99 (again, the standard value adopted in TLUSTY), and $10^{-3}$. The models are displayed in Fig. 1. The temperature in deep layers gradually decreases with decreasing portion of energy dissipated in deep layers, as is to be expected. However, its effect on the emergent flux is very small because the changes in temperature occur at relatively large optical depths, as is clearly seen at the upper panel.

The next group, the $b$-models, explore the sensitivity of models to the division point. Here, we keep the fraction $f$ constant at $10^{-2}$ and vary the position of the division point.
Figure 2. Models b1 – b5: Upper panel: temperature as a function of Rosseland optical depth. Black dots mark the position of the division point $m_d$. Middle panel: emergent flux at the disk surface. Lower panel: zoom on the region of the Balmer discontinuity. For clarity, we plot here the flux normalized to that at 4500 Å. The lines representing flux for models b1 and b2 are almost indistinguishable of the plots.

Figure 4. A plot analogous to Fig.2, showing a dependence of the temperature structure (upper panel) and the emergent flux at the ring surface (middle panel) on the value of $\alpha$, for constant $f = 10^{-2}$, and $m_d/m_0 = 10^{-3}$. The lower panel is a zoom on the region of the Balmer discontinuity. Again, for clarity we plot here the flux normalized to that at 4500 Å.

Model b1 is identical to a3, and in the subsequent models the division point $m_d$ is moved upward in order to study its influence on the predicted spectra. Figure 2, upper panel, displays its influence on temperature, essentially flattening the temperature gradient with decreasing $m_d$. The model with the lowest division point, $m_d/m_0 = 10^{-4}$ (b5) exhibits a temperature rise at the surface, a sort of “chromosphere”. Corresponding emergent flux is shown in the middle and the lower panel, which clearly demonstrate a dramatic effect of the position of the division point on predicted spectra, in particular in the UV region. In particular, it is clearly seen that the Balmer jump decreases with decreasing $m_d$, rendering it essentially non-existent for model b4 ($m_d/m_0 = 3 \times 10^{-4}$), and finally turning it into emission for the model b5 ($m_d/m_0 = 10^{-4}$), moreover with significant emission cores of high Balmer lines.

Again, the behaviour of the emergent flux is explained by examining the position of the division points, displayed in the upper panel. For models b1 and b2, $m_d$ is located at large
optical depths, so the emergent flux is essentially the same for both. Starting with model b3, \( m_d \) moves to smaller optical depths, thus having a profound effect on emergent radiation.

To gain more insight, we plot in Fig. 3 the dependence of the dissipated energy per unit volume, \( E_{\text{diss}} \), given by Eq. (16), on the Rosseland optical depth, for the b-models, together with that for the standard model (a0). The run of \( E_{\text{diss}} \) with depth is clearly reflected in the behavior of the temperature.

### 4.3 Sensitivity of models on \( \alpha \)

So far, we kept \( \alpha \) at the standard value, \( \alpha = 0.1 \). It is well known that the value of \( \alpha \) does not appreciably influence the emergent spectrum for optically thick disks with vertically constant viscosity. This is because the value of \( \alpha \) only influences the total column mass, i.e. the behavior of deep layers, while the layers around the Rosseland optical depth equal to unity, where the emergent spectrum originates, are influenced only very little. Moreover, the emergent spectrum for such disks is very close to the emergent spectrum for a stellar atmosphere with the same effective temperature, independently of \( \alpha \).

However, the situation may be quite different for disk rings for which the viscosity is strongly dependent on depth, such as those studied in this paper. As shown in Appendix A, Eqs. (A20) and (A28), the total column mass scales with \( \alpha \) as

\[
m_0 \propto \alpha^{-4/5} f^{4/10},
\]

that is, roughly inversely proportionally to \( \alpha \). The temperature structure is influenced at least between \( m_0 \) and \( m \approx m_d \). For \( m_d/m_0 \ll 1 \), which is case studied above, this leads to significant change in temperature in the layers where the optical depth is close to, or even less than, unity. Consequently, the emergent spectrum may be influenced significantly.

To demonstrate this effect quantitatively, we construct a set of additional models where \( f \) and \( m_d \) are held fixed, and the \( \alpha \) parameter is varied between 0.3 and 0.01. The temperature structure is shown in the upper panel of Fig. 4, which clearly illustrates the behavior explained above and in Appendix A. The corresponding emergent flux is shown in the middle panel, and a zoom for the region of Balmer discontinuity in the lower panel. Since the temperature gradient for models with high \( \alpha \) is low, the magnitude of the Balmer jump decreases with increasing \( \alpha \).

---

Table 2. Parameters for IX Vel

| Parameter | Value | Units | Comment |
|-----------|-------|-------|---------|
| \( M_{\text{wd}} \) | 0.8 \( M_\odot \) | | BT90 |
| \( \dot{M}_{\text{disk}} \) | \( 1 \times 10^{-8} \) \( M_\odot \text{yr}^{-1} \) | | To match flux |
| \( R_{\text{wd}} \) | \( 7.8 \times 10^{10} \) cm | | M-R relation, P85 |
| \( R_{\text{disk}} \) | \( 55 \) \( R_{\text{wd}} \) | | BT90 |
| Inclination | 60\( \pm \)5 deg | | BT90 |
| Distance | 90 pc | | Gaia |

BT90=Beuermann & Thomas (1990), P85=Paczynski as quoted by Anderson (1988), Gaia=Gaia Collaboration et al. (2016)
5 APPLICATION TO IX VEL

In the preceding sections, we have shown that the spectra of individual rings of the disk, and in particular the wavelength range near the Balmer jump are modified by varying the dissipation law that is used. Does this solve the problem when a spectrum for the entire disk is created? As an initial test, we consider IX Vel, which was first identified by Garrison et al. (1984), which is the brightest cataclysmic variable, and which is, because of its high mass transfer rate, a nova-like variable. Located at Gaia determined distance of 90.4±0.2 pc (Gaia Collaboration et al. 2016), it has a period of 4.7 hr and an inclination of 60°±5° (Beuermann & Thomas 1990), which implies we have a fairly good view of the accretion disk.

As a result of its characteristics, such is a very-well observed systems and a number of attempts have been made to model its spectrum, particularly in the UV. Long et al. (1994) made a fairly detailed attempt to fit the HUT (850-1850 Å) spectrum of IX Vel to steady state disk models constructed by summing stellar atmospheres. The model which fit the spectral shape best had a lower $m_w = 0.9 \times 10^{-9} M_\odot$ yr$^{-1}$ than one needed to match the luminosity, $5 \times 10^{-9} M_\odot$ yr$^{-1}$ given the value of the distance (95 pc) and inclination (60°). Long et al. (1994) suggested one possibility was that the temperatures in the inner accretion disk might be less than expected. Linnell et al. (2007) came to very similar conclusions based on FUSE and STIS spectra; they found they could fit the spectra with $m_w = 5 \times 10^{-9} M_\odot$ yr$^{-1}$ it the temperature of the disk within 4 $R_{\text{wd}}$ was about 10,000K lower than predicted by the standard steady state disk.

Although nova-like variables are found mostly in the high state, they do vary with time. Therefore combining spectra obtained in different wavelength bands introduces uncertainties. To address this problem, we (along with several of our collaborators) used HST to obtain spectra of IX Vel and 4 other nova-like variables covering the wavelength range 1150-10000 using 3 different gratings, as part of program 14637. Although the spectra were not obtained simultaneously, they were obtained within one HST orbit, and no renormalization of the spectra were required to match the spectra in different wavelength bands. The shape of the other two non-eclipsing systems are similar to that of IX Vel. A complete description of these observations along with actual fits to each of the spectra will be given elsewhere. Our purpose here is simply to show qualitatively that the types of models we are proposing here provide a better match to the spectra than those which ignore energy generation in the atmosphere of the accretion disk.

To create a synthetics spectrum of the accretion disk in IX Vel, we assume that the IX Vel systems has the properties listed in Table 2. We divided the disk into 40 approximately logarithmically spaced rings and generated spectra for each ring. We first construct a “standard model”, equivalent to the above model a0, that is, for $\alpha = 0.1$, $m_d = 0.01$, and $f = 0.99$, which in fact is a model with constant dissipation per volume, and therefore most of the energy is dissipated in the deep, dense, layers, and very little energy in layers with $\tau \approx 1$, so that this model also closely resembles that of a stellar atmosphere. We then Doppler shifted the spectrum from each ring to allow for its Keplerian rotation and created the total spectrum from an area-weighted sum.

Guided by the results of the previous section, where we have shown that an acceptable shape of the Balmer discontinuity is somewhere between models b3 and b4, that is, at least for the characteristic ring at $R/R_d = 15$, we have constructed a small grid of full disk models and spectra with $\alpha = 0.1$, $f = 10^{-2}$, and for several values of $m_d$, namely $3 \times 10^{-4}$, $5 \times 10^{-4}$, $7 \times 10^{-4}$, and $1 \times 10^{-3}$. It turned out that the best fit was obtained for $m_d = 7 \times 10^{-4}$, which we discuss below. For simplicity, we call this model b3.5, i.e. a model between b3 and b4, and for the whole disk.

A comparison of the synthetic spectrum for a standard disk model at an inclination angle of 60° to the spectrum of IX Vel is shown in Fig. 5. For the figure, the IX Vel spectrum has been de-reddened assuming E(B-V) = 0.03. Although this synthetic spectrum resembles that of IX Vel over limited spectra ranges, it is quite clear that the Balmer jump is too pronounced, the Balmer lines are too deep, and that the spectral slope does not match the observed spectrum in the region between 1150 - 3100 Å.

By contrast, as shown in Fig. 6, the integrated synthetic spectrum generated with the above mentioned values of $f = 10^{-2}$ and $m_d = 7 \times 10^{-4}$ and more closely resembles the actual spectrum of IX Vel than does the synthetic spectrum generated with the standard assumptions. As expected, the spectrum for the b3.5 model has a less pronounced Balmer jump and weaker Balmer lines, more like that of IX Vel. Additionally, the slope of the spectrum in the UV is closer to that observed in IX Vel. The relatively narrow features in the observed spectra in the UV are not a concern as they do not arise from the disk. These features arise either from reprocessing of the disk radiation that occurs in a wind emerging from the disk (Long et al. 1994) or interstellar absorption along the line of sight to IX Vel. We conclude, at least in the case of IX Vel, there is no need to adopt modifications to the steady disk model to explain the spectrum.

We note, in passing, that the results at optical wavelengths, including the Balmer jump are sensitive to the choice of the outer disk radius. There would be obvious differences between the observed spectrum of IX Vel and synthetic spectrum if the outer portion of the disk was truncated at 50 $R_{\text{wd}}$. The strength of the Balmer jump would increase and the model spectra would under-predict the observed spectra at longer wavelengths.

For completeness, we present in Fig. 7 a plot of $T(T_{\text{ross}})$ for every fourth ring of the final, best-fit model for IX Vel shown in the previous section. For all rings, the division point lies between optical depths 1 and 10; only for the coolest models the division point lies in the optically thin region.

6 CONCLUSIONS

Despite the fact that nova-like variables and disk-dominated CVs, in the high mass transfer state, are thought to be “simple” accretion disk systems, it has been difficult, historically, to create simulated spectra that accurately reproduce the spectra that are observed, particularly over a large spectral

---

3 While the statement that the slope is closer to that of IX Vel with model b3.5 than the standard model, there would still be a modest discrepancy between the slope even in model we have chosen had we not dereddened the IX Vel spectrum.
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Figure 7. Temperature as a function of the Rosseland optical depth for selected rings of the IX Vel disk model. The black dots indicate the position of the division point $m_d$. The curves are labelled by the values of $R/R^*$ for the individual rings.
APPENDIX A: DETERMINATION OF THE TOTAL COLUMN MASS OF A DISK RING

To determine the column mass at the central plane for a given \( \alpha \), we use Eq. (4) substituted to (9), which yields

\[
m_{0}\alpha\bar{\rho}\bar{P} = \frac{M}{4\pi} \left( \frac{GM}{R^3} \right)^{1/2} [1 - (R_{s}/R)^{1/2}] . \tag{A1}\]

The problem is that \( \bar{P}/\bar{\rho} \) is not known a priori, so that if one intends to use the column mass \( m \) as a basic vertical coordinate, one has to devise a procedure to estimate \( m_{0} \) at the outset.

This problem can be avoided if one uses the Reynolds number instead of \( \alpha \) to parameterize the averaged viscosity, as suggested by Lynden-Bell & Pringle (1974), and used in constructing vertical structure models—e.g., Kriz & Hubeny (1986), Wade & Hubeny (1998), and others. However, using the Reynolds number is somewhat dangerous because there is no physically-motivated guidance to estimate its appropriate values, besides those deduced from hydrodynamical studies of gases under usual Earth-like conditions. For instance, the value suggested by Lynden-Bell & Pringle (1974), \( R_{\text{e}}= 5000 \), often corresponds to supersonic turbulence in CV disks, which is not realistic.

In the case of dominant radiation pressure, one can easily derive a relation between \( P \) and \( \bar{\rho} \) prior to solving for the detailed structure (e.g., Hubeny & Hubeny 1998). In the case where the radiation pressure is not dominant, the (approximate) relation between the total column mass \( m_{0} \) and the viscosity parameter \( \alpha \) is given by

\[
am_{0}\left( \beta_{r} + \beta_{g}m_{0}^{1/4} \right) - \beta_{0} = 0 . \tag{A2}\]

where

\[
\beta_{r} = (\sigma_{r}T_{\text{eff}}C_{\text{E}}/c)^{2} / (3Q) , \tag{A3}\]

\[
\beta_{g} = 0.77R_{g}\kappa_{0}^{3/8}(2Q/\pi)R_{g}^{1/16}T_{\text{eff}}^{4} , \tag{A4}\]

and

\[
\beta_{0} = (M/4\pi)(GM/R^3)^{1/2} [1 - (R_{s}/R)^{1/2}] ,\tag{A5}\]

where \( R_{g} = 1.3 \times 10^{8} \) is the gas constant, \( C_{\text{E}} = \sigma_{e}/m_{H} = 0.39 \), and \( \kappa_{0} = 6.4 \times 10^{24} \) is the coefficient in the Kramers-type expression for the Rosseland mean opacity, \( \kappa_{R} \approx \kappa_{0}\beta^{-7/2} \).

Here we provide a detailed derivation of Eqs. (7) – (A5). Equation (7) follows from Eqs. (4) and (9), where one makes an approximation that

\[
\bar{P}/\bar{\rho} \approx (\bar{P}/\bar{\rho})_{\text{rad}} + (\bar{P}/\bar{\rho})_{\text{gas}} , \tag{A6}\]

where \((\bar{P}/\bar{\rho})_{\text{rad}}\) and \((\bar{P}/\bar{\rho})_{\text{gas}}\) correspond to the radiation-pressure dominated and gas-pressure dominated situations, respectively.

The expression for \((\bar{P}/\bar{\rho})_{\text{rad}}\) was derived by Hubeny & Hubeny (1998). Briefly, in the case of dominant radiation pressure, \( \rho \) is constant with depth, and the hydrostatic equilibrium equation is then \( dP/dz = -Q\rho \beta_{z} \), which has a solution \( P(z) = \bar{Q}(\rho h^2 - z^2)/2 \). Consequently, \( \bar{P} = \bar{Q}(\rho h^2)/3 \), and thus \( \bar{P}/\bar{\rho} \approx \bar{Q}h^2/3 \). The disk height \( h \) is given by [see Eq. (53) of Hubeny & Hubeny (1998)]

\[
h = \frac{\sigma_{r}T_{\text{eff}}^{4} \kappa_{H}}{Q} , \tag{A7}\]

where \( \kappa_{H} \) is the flux-mean opacity. It can be approximated by the Rosseland mean opacity, which in turn is further approximated by the electron scattering opacity, \( \sigma_{e}/m_{H} \), that one finally obtains

\[
(\bar{P}/\bar{\rho})_{\text{rad}} = (\sigma_{r}T_{\text{eff}}^{4}C_{\text{E}}/c)^{2} / (3Q) . \tag{A8}\]

In the case the gas pressure is dominant, we have

\[
P(z)/\rho(z) = \bar{Q}T(z) , \tag{A9}\]

so that the vertically-averaged \( \bar{P}/\bar{\rho} \) is directly proportional to the vertically averaged temperature. An analytic expression for \( T \) as a function of a mean opacity (approximated again by the Rosseland mean opacity) was derived by Hubeny (1990).

We use here a simplified version of the general expression, valid for large total optical thickness of the disk, namely

\[
T(\tau)^{4} = \frac{3}{4}T_{\text{eff}}^{4}\left[ \frac{1 - \tau}{2\tau_{c}} + \frac{1}{\sqrt{3}} + \frac{1}{3\epsilon\tau_{c}} \right] \tag{A10}\]

where \( \tau \) is the Rosseland optical depth, \( \tau_{c} \) is the optical depth at the central plane, and \( \epsilon = \kappa_{R}/\kappa_{R} \) is the ratio of the Planck-mean to the Rosseland mean opacity. For large optical depth, \( \tau_{c} \gg 1 \), the two last terms in square bracket are negligible. The average \( \bar{P}/\bar{\rho} \) can then be written as

\[
(\bar{P}/\bar{\rho})_{\text{gas}} = (\bar{Q}h/\bar{g})\int_{0}^{h}T(z)dz = (\bar{Q}/\tau_{c})\int_{0}^{\tau_{c}}T(\tau)d\tau . \tag{A11}\]

and therefore

\[
(\bar{P}/\bar{\rho})_{\text{gas}} = (\bar{Q}g(\tau_{c}/3)^{4/3}T_{\text{eff}}\int_{0}^{\tau_{c}}[\tau(1 - \tau/2\tau_{c})]^{1/4}d\tau = \bar{Q}g(\tau_{c}/3)^{4/3}T_{\text{eff}}\tau_{c}^{1/4} , \tag{A12}\]

where \( I = \int_{0}^{1}x^{1/4}(1 - x^{2})/4dx \approx 0.735 \). It now remains to estimate the optical depth at the central plane, \( \tau_{c} \). It is given by

\[
\tau_{c} = \int_{0}^{m_{0}}\kappa_{R}(m)dm \approx m_{0}\kappa_{R}(m_{0}) , \tag{A13}\]

where we have approximated a generally depth-dependent \( \kappa_{R} \) by its value at the central plane. Using the Kramers-type expression, \( \kappa_{R} = \kappa_{0}\rho\beta^{-7/2} \), we obtain

\[
\tau_{c} = m_{0}\kappa_{0}\rho_{c}T_{c}^{-7/2} , \tag{A14}\]

where \( \rho_{c} \) and \( T_{c} \) are the density and temperature at the central plane. From the isothermal hydrostatic equilibrium equation one has \( \rho_{c} = m_{0}(2Q/\pi C_{s}^{2})^{1/2} \), where \( C_{s} \) is the isothermal sound speed, so that \( \rho_{c} = m_{0}(2Q/\pi R_{g})^{1/2}T_{c}^{-1/2} \), and therefore

\[
\tau_{c} = m_{0}^{2}\kappa_{0}\left( \frac{2Q}{\pi R_{g}} \right)^{1/2}T_{c}^{-4} . \tag{A15}\]

The central temperature is given, using Eq. (A10)

\[
T_{c}^{4} = (3/8)T_{\text{eff}}^{4}\tau_{c} , \tag{A16}\]

so that one obtains the following expression for \( \tau_{c} \),

\[
\tau_{c} = m_{0}^{2}\kappa_{0}\left( \frac{2Q}{\pi R_{g}} \right)^{1/2}(3/8)^{-1}T_{\text{eff}}^{4}\tau_{c}^{-1} , \tag{A17}\]

from which one obtains a desired expression for \( \tau_{c} \).

\[
\tau_{c} = m_{0}^{1/2}\kappa_{0}\left( \frac{2Q}{\pi R_{g}} \right)^{1/4}(3/8)^{-1/2}T_{\text{eff}}^{-2} . \tag{A18}\]
Substituting this to Eq. (A12), one obtains
\[ (P/\rho)_{\text{gas}} = m_0^{1/4} C R_g P_0^{1/8} \left( \frac{2Q}{\pi R_g} \right)^{1/16} T_{\text{eff}}^{1/2}, \]  
(A19)

where the constant \( C = (3/4)4/(3/8)^{-1/8} \approx 0.77. \)

Substituting Eqs. (A19), (A8), and (A6) into (9), one obtains the equation for \( m_0 \) that contains only input model parameters, Eq. (7). This non-linear equation for \( m_0 \) is solved by the Newton-Raphson method.

If the gas pressure is dominant, the solution of Eq. (7) is simply
\[ m_0 = \left( \frac{\beta_g}{\alpha \beta_g} \right)^{4/5}. \]  
(A20)

The above derived approach, suggested already by Hubeny & Lanz (2017), is valid only for a depth-independent viscosity, \( w(m) = \bar{w}. \) Since we have explored here an influence of a step-wise viscosity defined through the parameters \( f \) and \( m_d, \) we need to provide a generalization of this approach. Since the formalism for general values of \( f \) and \( m_d \) is unnecessarily complicated, we limit ourselves to the case \( f \ll 1 \) and \( m_d/m_0 \ll 1, \) which are indeed the cases studied in this paper.

The most significant change is in Eq. (A10). A more general expression for the temperature was derived by Hubeny (1990).
\[ T(m)^4 = \frac{3}{4} T_{\text{eff}}^4 \left[ \tau_H(m) - \tau_0(m) + \frac{1}{\sqrt{3}} \right], \]  
(A21)

where
\[ \tau_H(m) = \int_0^m \kappa_H(m') dm', \]  
(A22)

and
\[ \tau_0(m) = \int_0^m \kappa_0(m') dm', \]  
(A23)

where \( \kappa_H \) is the flux-mean opacity, approximated by the Rosseland mean opacity, and \( \theta \) is defined by Eq. (14). For the viscosity given through Eq. (25), \( \theta \) is given, for \( m > m_d, \) by
\[ \theta(m) = (1 - f) + f \frac{m - m_d}{m_0 - m_d} \approx f \frac{m}{m_0}. \]  
(A24)

Consequently, Eq. (A21) can be approximately written, in analogy to Eq. (A10), as
\[ T(r)^4 = \frac{3}{4} T_{\text{eff}}^4 \left[ \tau \left( 1 - \frac{\tau}{2\tau_c} \right) f + \frac{1}{\sqrt{3}} \right]. \]  
(A25)

Using this expression for \( T, \) one modifies Eq. (A12) to
\[ (P/\rho)_{\text{gas}} \approx R_g (3/4)^{1/4} T_{\text{eff}} I_c^{1/4} f^{1/4}, \]  
(A26)

and Eq. (A18) to
\[ \tau_c = m_d \kappa_0^{1/2} \left( \frac{2Q}{\pi R_g} \right)^{1/4} (3/8)^{-1/2} T_{\text{eff}}^{-2} f^{-1/2}. \]  
(A27)

Finally, Eq. (7) remains valid, with the coefficient \( \beta_g \) now given by
\[ \beta_g = 0.77 R_g P_0^{1/8} (2Q/\pi R_g)^{1/16} T_{\text{eff}}^{1/2} f^{-1/8}, \]  
(A28)

Since the above described procedure is based on a number of approximations, we improve the model by the following procedure: We construct a vertical structure model for a given ring using the estimate of \( m_0 \) using Eq. (7). Once the model is computed, we also calculate an “equivalent \( \alpha \)" that corresponds to \( m_0 \) and actual \( P \) and \( \rho \) of the computed model, using Eq. (A1), which is now viewed as an equation for \( \alpha. \) If the original \( \alpha \) and newly computed equivalent \( \alpha \) agree, the model is correct. If not, one recalculates the model with a different input \( \alpha, \) which is the original \( \alpha, \) scaled by the ratio of the equivalent to the original \( \alpha. \) If needed, one can iterate this procedure, but in our experience, just one recalculation of the modes is completely sufficient.

**APPENDIX B: TREATMENT OF HYDROSTATIC EQUILIBRIUM WITHIN THE RYBICKI SCHEME**

As mentioned above, the Rybicki scheme is described in detail elsewhere. Here we only mention that the scheme is essentially a complete linearization where a global structure is reversed from the original grand Jacobi matrix. from being essentially tridiagonal (corresponding to discretizing second-order differential equations), with the individual blocks being diagonal matrices with several additional rows and columns. Here, only the energy balance equation is being solved simultaneously with the radiative transfer equation, so that there is just one additional row and column in otherwise diagonal matrices. When the structure is reversed, as is done in the Rybicki scheme, the outer, global, matrix is block-diagonal, with just one additional row and column of blocks, where the blocks now being tri-diagonal, and the whole numerical performance consists of a large number of discretized frequency points, and therefore represent the radiation field more accurately. Moreover, since the method is essentially a complete linearization, the convergence is usually very fast.

However, only the radiative transfer equation and the energy balance equation are solved simultaneously. In other words, only new temperature, and new radiation intensities follow directly from the linearization process. This means that other structural equations, in particular the hydrostatic equilibrium equation, must be solved separately to determine other structural parameters, such as the pressure and the density, corresponding to the new temperature.

This is not a problem in the case of stellar atmospheres, and in particular for cool stars where the radiation pressure is negligible. Then \( P \approx m g \) is invariant, so that the total particle number density corresponding to the new temperature is given by \( N = P/kT. \) One then determines the electron density and all the atomic level populations by a standard procedure of solving the set of Saha-Boltzmann equations. For details, refer to Hubeny & Mihalas (2014). If the radiation pressure is not negligible, then the new radiation pressure is estimated as
\[ P_{\text{rad}}^{\text{new}} = P_{\text{rad}}^{\text{old}} \left( \frac{T_{\text{new}}}{T_{\text{old}}} \right)^4, \]
which follows from the assumption that departures of radiation pressure from its equilibrium value remain unchanged between iterations.

The situation is more complicated in the case of disks, because the gravity acceleration is proportional to the vertical
distance from the central plane, \( z \) – see Eqs (1) and (2)
\[
g(z) = Qz, \quad Q \equiv GM_\ast/R^3, \tag{B1}
\]

In tlusty, the column mass is a basic geometrical coordinate, while \( z \) is taken as one of the structural parameters to be determined by the model. It is given by the so-called \( z-m \) relation.
\[
dm = -\rho dz, \tag{B2}
\]
where \( \rho \) is the mass density. The minus sign follows from the convention that \( z \) is taken as 0 at the central plane and increases upward, while \( m \) increases from the top downward.

To update the gas pressure, density, and the vertical distance for a new \( T \), we use an approach suggested by Hubeny (1990). Here the dependence of \( g \) on \( z \) is accounted for by differentiating Eq. (1) once more over \( m \), and using Eq. (B2) to obtain a second-order equation for \( P_{\text{gas}} \), namely
\[
d^2P_{\text{gas}} \over dm^2 = -Q \rho - d^2P_{\text{rad}} \over dm^2, \tag{B3}
\]
We then express \( \rho \) using a relation
\[
P_{\text{gas}} = c_s(T)^2 \rho = \gamma T \rho. \tag{B4}
\]
Here, the first equality expresses the mass density through the isothermal sound speed, while the second equality takes the square of the sound speed proportional to the temperature. Notice also that if the gas pressure is dominant, \( \gamma \to R_g \), the gas constant. Equation (B3) is then written as (writing \( P_{\text{gas}} \) simply as \( P \))
\[
P d^2 P \over dm^2 = -\gamma T Q - d^2P_{\text{rad}} \over dm^2, \tag{B5}
\]
where the quantities \( \gamma \) and \( d^2P_{\text{rad}} \over dm^2 \) are taken from the previous iteration step. An advantage of using \( d^2P_{\text{rad}} \over dm^2 \) from the previous iteration step follows from the observation that this quantity does not change very much from iteration to iteration. It is seen by expressing
\[
d^2P_{\text{rad}} \over dm^2 = \frac{dg_{\text{rad}}}{dm} = \frac{4\pi}{c} \frac{d}{dm} \int_0^\infty \chi_{\nu} H_{\nu} d\nu \approx \frac{4\pi}{c} \frac{d(\chi_{\text{Ross}} H)}{dm} \tag{B6}
\]
where \( \chi_{\text{Ross}} \) is the Rosseland mean opacity, and \( H \) the total flux. \( H \) does not change from iteration to iteration, and \( \chi_{\text{Ross}} \) changes only a little, so our approach of keeping the second derivative of the radiation pressure from the previous iteration step is quite reasonable.

The lower boundary condition follows from expressing the pressure at depth \( D - 1 \) (\( D \) being the index of the last depth point corresponding to the central plane) through a Taylor expansion (writing \( m_D \) as \( M \))
\[
P(m_{D-1}) = P(M) + (m_{D-1} - M)P'(M) + (1/2)(m_{D-1} - M)^2P''(M), \tag{B7}
\]
where \( P' \equiv dP/dm \). Here, \( P'(M) = 0 \) because of the symmetry of the disk around the midplane. The lower boundary condition follows from substituting the second derivative of \( P \) from Eq. (B3) to Eq. (B7).

The upper boundary condition is more complicated. It was derived by Hubeny (1990); here we present only the final result:
\[
\rho_1 = \frac{m_1}{H_g f_i}. \tag{B8}
\]

\[\text{where}
\begin{align*}
  f_1 &= f \left( \frac{z_1 - H_r}{H_g} \right), & f(x) &= \frac{\sqrt{\pi}}{2} \exp(x^2) \text{erfc}(x), \tag{B9}
\end{align*}
\]
and
\[
  H_g = \left( \frac{2\gamma_1 T_1}{Q} \right)^{1/2}, \quad \text{and} \quad H_r = \frac{g_{\text{rad}}l}{Q}. \tag{B10}
\]
Upon discretizing, one obtains a set of non-linear algebraic equations for \( P_d \), viz,
\[
P_d - m_1 f_1 \left( \frac{\gamma_1 T_1}{2} \right)^{1/2} = 0,
\]
\[
  a_d P_{d-1} + c_d P_{d+1} + b_d P_d - d_{pd} P_d^2 + q_{pd} P_d + \gamma_d T_d Q = 0,
\]
\[
P_{D-1} P_D \frac{2}{\Delta m_{D-1/2}^2} - P_D^2 \frac{2}{\Delta m_{D-1/2}^2} + \gamma_D T_D Q = 0,
\]
where \( q_{pd} \equiv (d^2 P_{\text{rad}} \over dm^2)_{d} \), and
\[
  a_d = \frac{1}{\Delta m_{d-1/2} \Delta m_d}, \tag{B12}
\]
\[
  c_d = \frac{1}{\Delta m_{d+1/2} \Delta m_d}, \tag{B13}
\]
\[
  b_d = a_d + c_d, \tag{B14}
\]
for \( d = 2, \ldots, D - 1 \), with
\[
\Delta m_{d+1/2} = \left| m_d - m_{d+1} \right|, \quad \Delta m_d = \left( m_{d+1/2} - m_{d-1/2} \right) / 2. \tag{B15}
\]

The set of non-linear equations (B11) is solved by the standard Newton-Raphson method. Once the new gas pressure is determined, the procedure is the same as in the case of stellar atmospheres, i.e. determining the new \( N \) and then from the Saha-Boltzmann equations new electron density and atomic level populations.
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