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Abstract
To recognize the unseen classes with only few samples, few-shot learning (FSL) uses prior knowledge learned from the seen classes. A major challenge for FSL is that the distribution of the unseen classes is different from that of those seen, resulting in poor generalization even when a model is meta-trained on the seen classes. This class-difference-caused distribution shift can be considered as a special case of domain shift. In this paper, for the first time, we propose a domain adaptation prototypical network with attention (DAPNA) to explicitly tackle such a domain shift problem in a meta-learning framework. Specifically, armed with a set transformer based attention module, we construct each episode with two sub-episodes without class overlap on the seen classes to simulate the domain shift between the seen and unseen classes. To align the feature distributions of the two sub-episodes with limited training samples, a feature transfer network is employed together with a margin disparity discrepancy (MDD) loss. Importantly, theoretical analysis is provided to give the learning bound of our DAPNA. Extensive experiments show that our DAPNA outperforms the state-of-the-art FSL alternatives, often by significant margins.

1. Introduction
Learning with only few samples to recognize an unseen class is the hallmark of human intelligence. However, such an ability is still beyond existing artificial intelligence systems. Despite the recent great success of various deep learning techniques (He et al., 2016; McCann et al., 2017), the requirement of a large number of training samples per class still hinders their applications in many real-life scenarios. To overcome this challenge, few-shot learning (FSL) (Li et al., 2006), which uses prior knowledge learned from the seen classes and several shots from the unseen classes, becomes topical in the past few years.

FSL (Snell et al., 2017; Sun et al., 2019) is often formulated as a form of transfer learning (Pan & Yang, 2010) from the seen/source classes to the unseen/target ones. Existing FSL studies include meta-learning based methods (Finn et al., 2017; 2018; Rusu et al., 2019), metric-learning based methods (Vinyals et al., 2016; Snell et al., 2017; Ye et al., 2018), and classifier-learning based methods (Qiao et al., 2018; Lee et al., 2019b; Chen et al., 2019), which instantiate the transferable knowledge as a network initialization condition, a metric space, and a predicted classifier, respectively. However, there is an additional challenge which has been neglected so far, that is, the distribution of the unseen classes is different from that of those seen during training. Such a distribution difference/shift is caused by class label difference. This differs from the problem domain difference as studied in the classic domain adaptation (DA) problems (Ben-David et al., 2010; Muandet et al., 2013; Zhang et al., 2019b), where the source and target datasets contain the same classes but come from different domains (e.g., train a cat classifier on paintings and recognize cats in photos). However, it has the same effect of leading to poor generalization of the model trained on the source data, and thus can be considered as a special case of domain shift.

In this paper, for the first time, we propose to tackle this class-difference-caused domain shift problem (Chen et al., 2019) jointly with FSL in a unified meta-learning framework. Note that the domain shift problem has not been explicitly addressed in the evaluation paper (Chen et al., 2019). Even though both DA and FSL have been studied intensively and a variety of methods exist to address each problem independently, addressing both problems jointly in a unified meta-learning framework is non-trivial. The primary challenge is to estimate and align the data distribution with few training samples. To this end, a novel meta-learning model termed domain adaptation prototypical network with attention (DAPNA) is proposed, which seamlessly combines FSL and DA in a single framework.

Concretely, we first introduce a set transformer (Lee et al.,}
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2019a) based instance attention module into the Prototypical Network (ProtoNet) (Snell et al., 2017), so that the few training samples of each class is better combined to represent the class compared to the simple average used in ProtoNet. Crucially, in order to meta-learn a model that is intrinsically robust against the domain shift caused by class difference, each meta-training episode now contains two sub-episodes running in parallel; each sub-episode contains a set of different seen classes. The model is then forced to align the distributions of the samples in the two sub-episodes in a shared feature embedding space. Note that each sub-episode still consists of very limited number of samples, challenging existing DA methods. To overcome this problem, we adopt a feature transfer network with an encoder-decoder architecture to assist in domain alignment. Further, a margin disparity discrepancy (MDD) loss (Zhang et al., 2019b) is employed to reduce the domain gap between the two sub-episodes. Our comparative results (Table 1) and ablative results (Figure 2) demonstrate the significant advantages of introducing meta-DA for meta-learning based FSL. Importantly, we also provide a theoretical analysis to give the learning bound of our DAPNA model.

Our contributions are: (1) For the first time, we propose that the conventional FSL problem must be solved together with the DA problem, and a novel DAPNA model is developed by introducing meta-DA into ProtoNet. (2) We provide the first rigorous learning bound of meta-learning based FSL in the area of FSL. (3) Our DAPNA model achieves new state-of-the-art performance on three standard FSL and one cross-domain FSL benchmark datasets.

2. Related Work

Few-Shot Learning Most FSL methods are based on meta learning consisting of two stages: meta-training and meta-testing (Chen et al., 2019). During the meta-training stage, a feature extractor and a classifier are learned from a large set of source/seen classes. During meta-testing, a set of unseen target classes with few-shots in each class are used together with the meta-trained model to recognize unseen classes. Specifically, existing FSL models can be categorized into the following four groups: (1) recurrent-neural-network based approaches (Mishra et al., 2018; Munkhdalai & Yu, 2017; Munkhdalai et al., 2018) are always equipped with an external or internal memory storage to store the transferable knowledge. (2) initialization based methods (Finn et al., 2017; Li et al., 2017; Finn et al., 2018; Lee & Choi, 2018) aim to learn a great initial parameter condition of base feature extractor, and then fine-tune the network to the unseen classes using just several examples within a few gradient steps. (3) classifier-learning based models (Ye et al., 2018; Qiao et al., 2018; Chen et al., 2019; Lee et al., 2019b; Ren et al., 2019) train a feature extractor in meta-training and fix it during meta-testing whilst learning a new classifier (e.g., linear softmax classifier) for the unseen classes. (4) metric-learning based variants (Vinyals et al., 2016; Snell et al., 2017; Ye et al., 2018; Zhang et al., 2019a) utilize nearest neighbour search strategy to find the most possible class label for the unseen samples. Since the nearest neighbour classifier (e.g. based on Euclidean distance) is a non-parametric model, this kind of models only need to run a forward pass during the meta-testing stage without the need to update the feature extractor parameters. Besides the above four main groups, there are other FSL methods such as those utilizing semantic information (Li et al., 2019; Xing et al., 2019) or using the feature-wise transformation for cross-domain FSL (Tseng et al., 2020). Our DAPNA belongs to the fourth group. However, differing from any existing FSL model, it explicitly addresses the domain shift problem caused by the difference between the seen and unseen classes in a two-sub-episode meta-training framework.

Domain Adaptation (Pan & Yang, 2010) aims to generalize the learned model to different domains or different distributions. (Mansour et al., 2009; Ben-David et al., 2010) provide theoretical foundations and rigorous learning bounds of unsupervised DA under the Probably Approximately Correct (PAC) framework (Valiant, 1984). From then on, a number of DA algorithms minimizing the distribution discrepancy or learning bounds are proposed, either based on adversarial learning (Goodfellow et al., 2014; Ganin et al., 2016; Long et al., 2018) or statistic matching (Long et al., 2015). Note that in all existing DA works, the source and target domains are assumed to contain the same set of classes. In this work, we first identify the fact that the domain shift issue (Gretton et al., 2009) also exists in the conventional FSL problem, even if the seen and unseen classes are from the same problem domain. This class-difference-caused domain shift is unique and hard to solve due to the few available training samples. In this work, we construct each episode with two sub-episodes without class overlap to serve as the source and target domains for DA during meta-training. Our extensive experiments show that introducing such meta-DA significantly improves the cross-domain transferability of the learned model. Note that FSL and DA have been combined in (Motiian et al., 2017). However, the problem setting in (Motiian et al., 2017) is very different – the target domain has the same set of classes as the source domain but has only few samples for DA.

3. Methodology

3.1. Problem Definition

Under the FSL setting, we are given a large sample set $\mathcal{D}_s$ from a set of source classes $\mathcal{C}_s$, a few-shot sample set $\mathcal{D}_t$ from a set of target classes $\mathcal{C}_t$, and a test set $\mathcal{F}$ from $\mathcal{C}_t$, where $\mathcal{C}_s \cap \mathcal{C}_t = \emptyset$. The focus is thus on training a
We then define the episodic training strategy widely used by existing meta-learning based FSL models (Snell et al., 2017; Sung et al., 2018; Kim et al., 2019). Concretely, a meta-learning based FSL model is trained over \( n \)-way \( k \)-shot classification tasks randomly sampled from \( D_s \), and each \( n \)-way \( k \)-shot task is defined over an episode \( D = \{S, Q\} \), where \( S \) is the support set containing \( n \) classes and \( k \) samples per class, and \( Q \) is the query set with the same \( n \) classes. The episode \( D = \{S, Q\} \) can be constructed as follows: we first select a small set of source class \( \mathcal{C} = \{C_i | i = 1, ..., n\} \) from \( \mathcal{C}_s \), and then generate \( S \) and \( Q \) by randomly sampling \( k \) support samples and \( q \) query samples from each class in \( \mathcal{C} \), respectively. Formally, we have \( S = \{(x_i, y_i) | y_i \in \mathcal{C}, i = 1, ..., n \times k\} \) and \( Q = \{(x_i, y_i) | y_i \in \mathcal{C}, i = 1, ..., n \times q\} \), where \( S \cap Q = \emptyset \) and \( y_i \) denotes the class label of \( x_i \). The model is then trained by minimizing the loss function between its predicted labels and the ground-truth labels over the query set \( Q \) in each episode.

### 3.2. Few-Shot Learning Module

#### 3.2.1. Prototypical Networks

Since Prototypical Network (ProtoNet) (Snell et al., 2017) is used as our baseline model, it is briefly introduced here. ProtoNet learns a prototype of each class in the support set \( S \) and classifies each sample in the query set \( Q \) based on its distances to different prototypes. We use \( \phi \) to define the convolutional neural network (CNN) embedding function which maps a sample \( x_i \) to a visual feature vector \( \phi(x_i) \). Each prototype \( p_c \) is the mean vector of the embedded support samples belonging to the class \( c \):

\[
p_c = \frac{1}{|S_c|} \sum_{(x_i, y_i) \in S_c} \phi(x_i)
\]

where \( S_c \in S \) denotes the set of support samples that belong to the class \( c \). ProtoNet thus produces the class distributions of a query sample \( x_i \) based on the softmax output w.r.t. the distance between \( \phi(x_i) \) and the class prototype \( p_c \):

\[
p(y_i = c|x_i) = \frac{\exp(-d(\phi(x_i), p_c))}{\sum_c \exp(-d(\phi(x_i), p_c))}
\]

where \( d(\cdot, \cdot) \) denotes the Euclidean distance metric in the visual feature space. The loss function for ProtoNet is defined based on the negative log-probability of a query sample \( x_i \) having the ground-truth class label \( c \):

\[
L_p = -\sum_{x_i \in Q} \log p(y_i = c|x_i)
\]

#### 3.2.2. Attention Mechanism

In ProtoNet, a class is represented as the mean of the few training samples. However, representing a class prototype simply as sample mean may not be the optimal strategy, especially when only few samples are available, e.g., a single outlying sample can introduce large bias into the prototype. We thus propose to learn the best way to representing a set of training samples using a single class prototype by introducing a set transformer based attention mechanism (Lee et al., 2019a). Concretely, we construct a triplet (query, key, value): the query point is matched against a list of keys where each key has a value; the similarities between the query point and the keys are computed; the final value is represented as the sum of all the values weighted by the computed similarities. Formally, we use \( U \) to denote the set of query points with \( K \) for keys and \( V \) for values:

\[
\begin{align*}
U &= W^T_U [\phi(x_i), \forall x_i \in U] \in \mathbb{R}^{d \times |U|} \\
K &= W^T_K [\phi(x_i), \forall x_i \in K] \in \mathbb{R}^{d \times |K|} \\
V &= W^T_V [\phi(x_i), \forall x_i \in V] \in \mathbb{R}^{d \times |V|}
\end{align*}
\]

where \( d \) is the dimension of the elements in \( U, K, V \). The similarity between a query point \( x_i \in U \) and a key in \( K \) is then computed as “attention”: \( \alpha_{ij} \propto \exp(\phi(x_i) W_U W_K^T \phi(x_j))/\sqrt{d} \), where \( x_i \in U \) and \( x_j \in K \). These attentions are used as weights to compute the final embeddings for the query point \( x_i \):

\[
\tilde{\phi}(x_i) = \phi(x_i) + \sum_{x_i \in V} \alpha_{ij} W_V^T \phi(x_i)
\]

After converting the instance representation \( \phi(x_i) \) into the new one \( \tilde{\phi}(x_i) \), we still use Eqs. (1)-(2) to compute the prototype for each class, just with \( \tilde{\phi}(x_i) \) as input. The obtained model is called as ProtoNet with Attention (PNA). For simplicity, we set the triplet elements uniformly as the support set in one episode: \( U = K = V = S (\in D) \).

### 3.3. Domain Adaptation Module

Before introducing a domain adaptation (DA) module into our FSL framework, we need to apply transformation on the original features of each training sample to the feature embedding space less sensitive to which domain the sample belongs to. To this end, we introduce a feature transfer network to transform the instance features to be domain confused in the feature embedding space and maintain the instance features discriminative before feature embedding. Specifically, we add an encoder-decoder network (as shown in Figure 1) on the top of the backbone for feature embedding. More details and explanations about the feature embedding layer can be found in the suppl. material.

Furthermore, to simulate the domain shift between the seen and unseen classes, we construct each episode \( D = \{S, Q\} \).
Taking the notations of (Mohri et al., 2012), we consider multi-class classification with hypothesis space $\mathcal{F}$ of scoring function $f : \mathcal{X} \rightarrow \mathcal{Y}, \mathcal{X} = \bigcup_{x \in D_s} x, \mathcal{Y} = C_s$. We use $f(x_i, y_i)$ to indicate the component of $f(x_i)$ corresponding to the class label $y_i$. Then it induces a labeling function space $\mathcal{H}$ containing $h_f$ from $\mathcal{X}$ to $\mathcal{Y}$:

$$h_f : x_i \rightarrow \arg \max_{y \in \mathcal{Y}} f(x_i, y)$$  \hfill (7)

The expected error rate of a labeling function $h \in \mathcal{H}$ w.r.t. distribution $D$ (where episode $D$ is drawn from) is given by

$$err_D(h) \triangleq \mathbb{E}_{(x_i, y_i) \sim D}[h(x_i) \neq y_i]$$  \hfill (8)

The margin of a hypothesis $f$ at a labeled sample $(x_i, y_i)$ is

$$\rho_f(x_i, y_i) \triangleq \frac{1}{2} (f(x_i, y_i) - \max_{y \neq y_i} f(x_i, y))$$  \hfill (9)

The empirical margin loss of a hypothesis $f$ is

$$err_D^{(\rho)}(f) \triangleq \frac{1}{|D|} \sum_{i=1}^{|D|} \Phi_{\rho} \rho_f(x_i, y_i)$$  \hfill (10)

where $\circ$ denotes function composition and $\Phi_{\rho}$ is

$$\Phi_{\rho}(x) \triangleq \begin{cases} 0 & \rho \leq x \\ 1 - x/\rho & 0 \leq x < \rho \\ 1 & x \leq 0 \end{cases}$$  \hfill (11)

### 3.3.2. Margin Disparity Discrepancy

For each meta-training step, inspired by (Zhang et al., 2019b), we define an improved discrepancy named margin disparity discrepancy (MDD) to measure the distribution difference between the source and target sub-episodes by restricting the hypothesis space.

**Definition 3.1 (Margin Disparity Discrepancy)** The empirical margin disparity discrepancy (MDD) over the source and target sub-episodes is defined as:

$$d_{\rho}(D_s, D_t) \triangleq \sup_{f' \in \mathcal{F}} (\text{disp}_{\rho}^{(\rho)}(f', f) - \text{disp}_{\rho}^{(\rho)}(f', f'))$$  \hfill (12)

where $D_s$ and $D_t$ are the source and target sub-episodes respectively, and $\text{disp}_{\rho}^{(\rho)}(f', f) \triangleq \mathbb{E}_{D_s} \Phi_{\rho} \rho_{f'}(\cdot, h_f) = \frac{1}{|D_s|} \sum_{i=1}^{|D_s|} \Phi_{\rho} \rho_{f'}(x_i, h_f(x_i))$ is the margin disparity.
Definition 3.2 (Rademacher Complexity) Let $\mathcal{F}$ be a family of functions mapping from $Z = \mathcal{X} \times \mathcal{Y}$ to $[a, b]$ and $D = \{z_1, ..., z_m\}$ be a fixed sample set of size $m$ drawn from the distribution $\overline{D}$ over $Z$. The empirical Rademacher Complexity of $\mathcal{F}$ w.r.t. the sample set $D$ is defined as

$$\widehat{\mathcal{R}}_D(\mathcal{F}) \triangleq \mathbb{E}_\sigma \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{i=1}^{m} \sigma_i f(z_i)$$

(13)

where $\sigma_i (i = 1, ..., m)$ are i.i.d. uniform random variables taking values in $\{-1, +1\}$. We further have the following Rademacher Complexity of the distribution $\overline{D}$:

$$\mathcal{R}_{|D|, \overline{D}}(\mathcal{F}) \triangleq \mathbb{E}_{D \sim \overline{D}} \mathcal{R}_D(\mathcal{F})$$

(14)

where $|D|$ is the number of elements in $D$.

As mentioned above, we treat one sub-episode $D_s$ as the source domain and the other $D_t$ as the target one. We thus have the following theorem on the learning bound for any classifier $f$ over the target domain distribution $D_t$.

Theorem 3.1 (Learning Bound of DA) For any $\delta > 0$, with probability $1 - 3\delta$, the uniform learning bound for any classifier $f$ over $D_t$ is:

$$err_{\overline{D}}(h_f) \leq \text{err}^{(\rho)}_{\overline{D}, f}(f) + d^{(\rho)}_{f, \overline{F}}(D_s, D_t) + \lambda_1$$

$$+ \frac{2N^2}{\rho} \mathcal{R}_{|D_s|, \overline{D}}(\Pi_{\mathcal{H}} \mathcal{F}) + \frac{N}{\rho} \mathcal{R}_{|D_s|, \overline{D}}(\Pi_{\mathcal{H}} \mathcal{F})$$

$$+ 2 \sqrt{\log \frac{2}{2|D_s|}} + \sqrt{\log \frac{2}{2|D_t|}}$$

(15)

where $\lambda_1$ is a constant independent of $f$, $\mathcal{R}_{|D|, \overline{D}}(\mathcal{F})$ is the Rademacher Complexity of $\mathcal{F}$ w.r.t. the sample set $D$ drawn from distribution $\overline{D}$, $\Pi_{\mathcal{H}} \mathcal{F} \triangleq \{x \mapsto f(x, h(x)) | h \in \mathcal{H}, f \in \mathcal{F}\}$, $\Pi_{\mathcal{H}} \mathcal{F} \triangleq \{x \mapsto f(x, y) | y \in \mathcal{Y}, f \in \mathcal{F}\}$, and $N$ is the number of classes in $\mathcal{C}_s$ (i.e. $N = |\mathcal{C}_s|$).

By regarding sub-episodes as domains, the above theorem can be easily proven just as Theorem 3.7 of (Zhang et al., 2019b), which is ignored for compactness. Following most recent DA methods, we select the first two terms of the learning bound for DA (Rademacher complexities are constants w.r.t. $f$). Our meta-DA problem is thus stated as:

$$\min_{f \in \mathcal{F}} L_{da} = \text{err}^{(\rho)}_{\overline{D}_1, f}(f) + d^{(\rho)}_{f, \overline{F}}(D_s, D_t)$$

(16)

In practical implementation, the multi-class margin loss may cause the gradient vanishing problem in stochastic gradient descent (SGD). As in (Zhang et al., 2019b), we choose the standard cross-entropy loss function in the source domain and adopt a modified adversarial loss function (Goodfellow et al., 2014) in the target domain. The process of minimizing $L_{da}$ is thus decomposed into a minimax game:

$$\min_{f} \max_{\psi} L_{ent} + L_{mdd}$$

(17)

where $L_{ent}$ and $L_{mdd}$ are defined as follows:

$$L_{ent} = - \sum_{x_i \in D_s} \log \sigma_i (f(\psi(x_i)))$$

(18)

$$L_{mdd} = \gamma \sum_{x_i \in D_s} [\log \sigma_i (f(\psi(x_i))) (f'(\psi(x_i))) + \sum_{x_i \in D_t} \log [1 - \sigma_i (f(\psi(x_i))) (f'(\psi(x_i)))$$

(19)

The notations in $L_{ent}$ and $L_{mdd}$ are: (1) $f'$ is the auxiliary scoring function of $f$ (see Figure 1). Both $f$ and $f'$ are used to conduct the adversarial learning, with a gradient reversed layer (GRL) (Ganin & Lempitsky, 2015) before $f'$ to back-propagate the reversal gradient (see Figure 1). (2) $\gamma$ is the softmax function, i.e., for $z \in \mathbb{R}^N$, $\sigma_i(z) = e^{z_i}/ \sum_{i=1}^{N} e^{z_i}$, $j = 1, ..., N$. (3) $\gamma$ is the coefficient to control the trade-off between the source and target domains.

3.4. DAPNA Algorithm

The overall loss function of our DAPNA model (shown in Figure 1) is defined as follows:

$$L_{all} = L_p + \alpha (L_{ps} + L_{pt}) + \beta L_{da}$$

(20)

where $\alpha$ and $\beta$ are coefficients that control the importance of the FSL loss after the feature embedding layer and the DA loss, and $\min L_{da}$ means the process of Eq. (17). We have the following theoretical analysis of our DAPNA model.

Theorem 3.2 (Learning Bound of FSL) Let the FSL training way be $N$. If $D_s = D_t$ and $\overline{D}_s = \overline{D}_t$ (i.e. meta-DA degrades to the classic FSL), for any $\delta > 0$, with probability $1 - 3\delta$, the uniform learning bound for any FSL classifier $f_{pt}$ over $\overline{D}_t$ is:

$$err_{\overline{D}_t}(h_{f_{pt}}) \leq \text{err}^{(\rho)}_{\overline{D}_t, f_{pt}}(f_{pt}) + \lambda_2 + 3 \sqrt{\log \frac{2}{2|D_t|}}$$

$$+ \frac{2N^2}{\rho} \mathcal{R}_{|D_t|, \overline{D}_t}(\Pi_{\mathcal{H}} \mathcal{F}) + \frac{2N}{\rho} \mathcal{R}_{|D_t|, \overline{D}_t}(\Pi_{\mathcal{H}} \mathcal{F})$$

(21)

where $\lambda_2$ is a constant independent of $f_{pt}$.

Theorem 3.3 (Learning Bound of DAPNA) Let the FSL training way be $N$. For any $\delta > 0$, with probability $1 - 12\delta$, the uniform learning bound of DAPNA is:

$$err_{\overline{D}_t}(h_{f_p}) + err_{\overline{D}_t}(h_{f_{ps}}) + err_{\overline{D}_t}(h_{f_{pt}}) + err_{\overline{D}_t}(h_f) \leq \text{err}^{(\rho)}_{\overline{D}_t, f_p} + \text{err}^{(\rho)}_{\overline{D}_t, f_{ps}} + \text{err}^{(\rho)}_{\overline{D}_t, f_{pt}}$$

$$+ \text{err}_{\overline{D}_t, f} + d^{(\rho)}_{f, \overline{F}}(D_s, D_t) + \lambda_3$$

(22)

where $\lambda_3$ is a constant independent of $f_p, f_{pt}, f_{ps}$, and $f$.

The detailed proofs for the above two theorems can be found in the suppl. material. Note that Theorem 3 can be regarded...
Algorithm 1 Domain Adaptation ProtoNet with Attention

Input: a large sample set $D_s$, hyperparameters $\alpha, \beta, \gamma$
Output: embedding functions $\phi, \psi$, attention functions $\tilde{\phi}, \tilde{\psi}$

for iteration = 1,..., MaxIteration do
1. Sample one $(2n)$-way $k$-shot episode $D$ from $D_s$ with two $n$-way $k$-shot sub-episodes $D_s$, $D_t$ without class overlap, i.e., $D = D_s \cup D_t$, $D_s \cap D_t = \emptyset$.
2. Compute the PNA loss $L_p$ over $D$ with Eq. (3)
3. Compute the PNA loss $L_{ps}, L_{ps}$ over $D_s, D_t$ with Eq. (6)
4. Compute the DA loss $L_{da}$ over $D_s, D_t$ by running the minimax game of Eq. (17) with Eqs. (18)-(19)
5. Compute the total loss $L_{all}$ with Eq. (20)
6. Update $\phi, \psi, \tilde{\phi}, \tilde{\psi}$ by Back-propagating the loss $L_{all}$
end for
Return $\phi, \psi, \tilde{\phi}, \tilde{\psi}$.

as a combination of Theorem 3.1 and Theorem 2. More importantly, we find that the overall loss $L_{all}$ of our DAPNA model is the approximation of the upper bound on the right side of Eq. (22), if we set $\alpha = \beta = 1$ in Eq. (20). That is, we have established a theoretical guarantee for training our DAPNA model by minimizing $L_{all}$.

The full algorithm is outlined in Algorithm 1. In Theorem 3, we have given a theoretical analysis of our DAPNA model. To provide further supports for Theorem 3, we present illustrative results in Figure 3 (see Sec. 4.3).

4. Experiments

4.1. Datasets and Settings

Datasets

(1) miniImageNet. This dataset is widely used for the conventional FSL setting, which consists of 100 classes selected from ILSVRC-2012 (Russakovsky et al., 2015). We follow the class split as in (Vinyals et al., 2016), with 64/16/20 classes for training/validation/test. Each class has 600 images of the size 84 × 84. (2) tieredImageNet. This benchmark (Ren et al., 2018) is also widely used for the conventional FSL setting. It is a larger subset of ILSVRC-2012, which is composed of 608 classes. Each class has about 1,300 images of the size 84 × 84. We use 351/97/160 classes for training/validation/test. (3) CUB. Under the fine-grained FSL setting, we choose the CUB-200-2011 (CUB) dataset (Wah et al., 2011), which has 200 classes and 11,788 images of birds. As in (Mangla et al., 2019), we split CUB into 100 training/50 validation/50 test classes. We resize each image to 84 × 84. (4) miniImageNet → CUB. Under the cross-domain FSL setting, we use 100 classes from miniImageNet for training, and 50/50 classes from CUB for validation/test, as in (Chen et al., 2019).

Training Episode Sampling

As mentioned in Sec. 3.3, at each meta-training step, we randomly sample an episode $D$ with two sub-episodes $D_s, D_t$ without class overlap. Concretely, the episode $D$ corresponds to a $(2n)$-way $k$-shot $q$-query meta-task (with $2n * (k + q)$ images), and the sub-episode ($D_s$ or $D_t$) corresponds to a $n$-way $k$-shot $q$-query meta-task (with $n * (k + q)$ images). Note that $D = D_s \cup D_t$ and $D_s \cap D_t = \emptyset$. In this work, we set $n = 5, k = 1/5, q = 15$ for all experiments.

Evaluation Protocols

We make performance evaluation on the test set under the traditional 5-way 1-shot and 5-way 5-shot settings (15-query for each test episode), as in previous work (Vinyals et al., 2016). Concretely, we randomly sample 2,000 episodes from the test set, and then report the average accuracy (%, top-1) as well as the 95% confidence interval over all the test episodes.

Hyperparameter Selection

Our DAPNA algorithm (see Algorithm 1) has only three free hyperparameters to tune: $\gamma$ (see Eq. (19)) and $\alpha, \beta$ (see Eq. (20)). In this work, according to the validation performance of our DAPNA algorithm, we find the optimal hyperparameter setting $\alpha = 1, \beta = 1, \gamma = 4$ throughout all the datasets.

Backbones

Three types of deep neural networks have been widely used as the backbones in previous works on FSL: Conv-4 (i.e., 4-blocks) (Vinyals et al., 2016), ResNet-12 (Mishra et al., 2018), and WRN-28-10 (Zagoruyko & Komodakis, 2016). The published results with these backbones are included in our main results (see Table 1). Note that the state-of-the-art results are typically obtained with the deepest WRN-28-10. Therefore, we only employ WRN-28-10 as our backbone, unless stated otherwise.

Implementation Details

Our implementation is based on PyTorch (Paszke et al., 2017a). For optimization, we use stochastic gradient descent (SGD) with the Nesterov momentum 0.9. The initial learning rate is set to 1e-4. The implementation details between the standard and cross-domain FSL settings are different in that: (1) Standard FSL. We use WRN-28-10 (Zagoruyko & Komodakis, 2016) as the backbone. We resize the original 84 × 84 images to 80 × 80 and feed them to the backbone, as in (Qiao et al., 2018; Gidaris et al., 2019). We pretrain the backbone with the training set, and then train our model (initialized with the pretrained backbone) with 100 epochs, each epoch containing 100 episodes. (2) Cross-Domain FSL. For fair comparison with the latest work (Chen et al., 2019), we choose ResNet-18 (He et al., 2016) as backbone with the input size of 224 × 224. We directly train our model from scratch with 400 epochs, each epoch including 100 episodes.

4.2. Main Results

Standard FSL

The comparative results under the standard FSL setting on the first three benchmark datasets are shown in Table 1. We list the backbones of different FSL methods in the second column. We have the following observations:

(1) Our DAPNA model achieves new state-of-the-art perfor-
mance on the miniImageNet and fine-grained CUB datasets, under both 5-way 5-shot and 5-way 1-shot settings. It is worth noting that our model obtains more than 71% accuracy on miniImageNet under the 5-way 1-shot setting, outperforming the existing FSL models by a significant margin (> 5%). (2) Our DAPNA model also outperforms existing FSL methods under the 5-way 5-shot setting on tieredImageNet. Although our model does not gain the highest accuracy under the 5-way 1-shot on this dataset, the gap between the best model and our DAPNA is only marginal (i.e., CC+rot ~ 70.53% vs. DAPNA ~ 69.14%). (3) Overall, our DAPNA model achieves new state-of-the-art performance on the three benchmark datasets, validating the effectiveness of introducing meta-DA into meta-learning based FSL.

Cross-Domain FSL We also conduct cross-domain FSL experiments as in (Chen et al., 2019). The comparative results on miniImageNet → CUB are presented in Table 2. For alternative models, we cite the 5-way 5-shot results directly from (Chen et al., 2019), and reproduce the 5-way 1-shot results with the released code1 of (Chen et al., 2019). It can be observed from Table 2 that: (1) Our DAPNA beats all state-of-the-art alternatives by large margins, demonstrating the effectiveness of our model under this more challenging setting. (2) The superiority of our DAPNA over all alternatives provides further evidence that the domain gap between the training and test classes under the FSL setting does exist, and introducing the DA techniques for meta-training indeed helps to alleviate the domain shift issue. (3) The improvements achieved by our DAPNA over all alternatives

---

1https://github.com/wyharveychen/CloserLookFewShot

Table 2. Comparative results on the cross-domain miniImageNet → CUB dataset. Average 5-way few-shot classification accuracies (%) with 95% confidence intervals are computed on the meta-test split of each dataset.

| Model              | miniImageNet  | CUB          |
|--------------------|---------------|--------------|
|                    | 1-shot        | 5-shot       | 1-shot        | 5-shot       |
| Baseline (Ravi & Larochelle, 2017) | 43.34 ± 0.70  | 65.57 ± 0.70 | 43.34 ± 0.70  | 65.57 ± 0.70 |
| Baseline++ (Chen et al., 2019)    | 33.04 ± 0.60  | 62.04 ± 0.76 | 33.04 ± 0.60  | 62.04 ± 0.76 |
| MatchingNet (Vinyals et al., 2016) | 45.59 ± 0.81  | 53.07 ± 0.74 | 45.59 ± 0.81  | 53.07 ± 0.74 |
| MAML (Finn et al., 2017)           | 40.15 ± 0.81  | 51.34 ± 0.72 | 40.15 ± 0.81  | 51.34 ± 0.72 |
| ProtoNet (Snell et al., 2017)     | 45.31 ± 0.78  | 62.02 ± 0.70 | 45.31 ± 0.78  | 62.02 ± 0.70 |
| RelationNet (Sung et al., 2018)  | 42.91 ± 0.78  | 57.71 ± 0.73 | 42.91 ± 0.78  | 57.71 ± 0.73 |
| FEAT (Ye et al., 2018)            | 39.00 ± 0.96  | 61.77 ± 0.86 | 39.00 ± 0.96  | 61.77 ± 0.86 |
| DAPNA(ours)                      | 49.44 ± 0.71  | 68.33 ± 0.68 | 49.44 ± 0.71  | 68.33 ± 0.68 |

---

4.3. Further Evaluation

Ablative Study To demonstrate the contribution of each component in our full DAPNA model, we make comparison to its simplified versions: (1) **PN** – The original ProtoNet. (2) **PNA** – Only the PNA loss \(L_p\) described in Sec. 3.2 is used. In other words, we set \(\alpha = \beta = 0\) in Eq. (20) to obtain PNA. (3) **PNA+PNA*** – We just combine the PNA loss \(L_p\) over \(D\) and the PNA losses \(L_{p_{D}}, L_{p_{D}}\) over two sub-episodes \(D_s, D_t\). We define the later as PNA*. This version is corresponding to the one when we set \(\beta = 0\) in
Eq. (20). (4) PNA+MDD – our DAPNA model without using the PNA loss over two sub-episodes. That is, we set \( \alpha = 0 \) in Eq. (20) to obtained PNA+MDD. Note that our full DAPNA model can be denoted as PNA+MDD+PNA*. The ablative results are shown in Figure 2. It can be seen that: (i) PNA outperforms PN on all datasets, validating the effectiveness of introducing the attention mechanism into PN. (ii) The improvements achieved by PNA+PNA* over PN show that we also need to conduct FSL optimization over two sub-episodes \( D_s, D_t \). This is also supported by the improvements achieved by DAPNA over PNA+MDD. (iii) The superiority of PNA+MDD over PNA demonstrates the strength of introducing DA into the meta-learning based FSL framework. We can draw the same conclusion by moving on to the comparison DAPNA vs. PNA+PNA*.

Why Meta-DA Works? In the training stage, we construct each training episode with two sub-episodes without class overlap, in order to simulate the source and target domains for domain adaptation during meta-training. We claim that the introduction of DA techniques into FSL can help to enhance the model’s transferability. To validate this claim, we test the learned model on the meta-test set (at each training epoch). We again construct each test episode with two sub-episodes to serve as the source and target domains to compute the MDD between them. This can be used to measure the meta-DA ability of our model. Concretely, we randomly sample 1,000 test episodes (10-way 5-shot 15-query), each of which is composed of two sub-episodes (5-way 5-shot 15-query) without class overlap. To compute the MDD (see Definition 3.1), we need two 10-way classifiers \( f, f' \) (in Eq. (19)) to classify the samples in each test episode. However, as the source and target classes are absolutely non-overlapped, the two classifiers \( f, f' \) used for recognizing the source classes could not be applied to the target classes. For simplicity, we thus select two non-parametric 10-way classifiers – Euclidean-distance and Cosine-distance based nearest neighbor classifiers. In other words, we utilize the few shots in each target class to calculate the class proto-

Figure 2. Ablative results for our full DAPNA model under the 5-way 5-shot settings on miniImageNet, tieredImageNet, and CUB.

In this work, to explain why meta-DA works, we conduct a group of experiments on the three FSL benchmark datasets: the obtained results on miniImageNet are shown in Figure 3, while the similar results on TieredImageNet and CUB are provided in the suppl. material. We can draw the following conclusions: (1) For our DAPNA model, the lower the test MDD is, the higher the test accuracy is. This observation coincides with our theoretical analysis in Theorem 3: When the MDD loss is explicitly reduced by meta-DA during meta-training, the meta-DA ability of our DAPNA model is enforced; In the test stage, this meta-DA ability still holds and the test MDD tends to take a lower value, thus leading to higher test accuracy. (2) As the number of training epochs increases, both PNA and DAPNA obtain higher test accuracies. However, our DAPNA converges much faster than PNA, showing that explicitly introducing meta-DA into meta-learning based FSL can speed up the convergence of the episodic training process. (3) The reduction of the MDD loss on the meta-test set owes to the exploration of the relations across different meta-tasks (i.e. sub-episodes) during meta-training. This suggests that modeling meta-task relations is crucial for meta-learning based FSL.

5. Conclusions

In this paper, we for the first time identify the domain shift problem caused by the class difference in the source and target data as a main challenge in FSL. Based on this understanding, we propose to tackle the DA problem explicitly in FSL in an episodic training manner. We further provide theoretical analysis of the learning bound for our proposed algorithm. The state-of-the-art performance demonstrates the superiority of our algorithm, and also validates our claim that the class-difference caused domain shift issue in FSL must be explicitly addressed. It is worth noting that our meta-DA strategy can be easily deployed in any existing
episodic-training based FSL model.
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APPENDIX

In this material, we provide more details and explanations for our proposed DAPNA model. We give the proofs of our theoretical results in Section 6, describe our computing infrastructure in Section 7, introduce the specific structure of our feature embedding layer in Section 8, explain more implementation details in our experiments in Section 9, and give insightful illustration results to show why Meta-DA strategy works in Section 10.

6. Proofs of Theoretical Results

Theorem 3.1 (Learning Bound of DA) For any \( \delta > 0 \), with probability \( 1 - 3\delta \), the uniform learning bound for any classifier \( f \) over \( D_t \) is given by:

\[
err_{D_t}(h_f) \leq err^{(\rho)}_{D_t}(f) + d_{f,F}^2(D_s, D_t) + \lambda_1 + \frac{2\sigma^2}{\rho} \mathcal{R}_{|D_t|, D_t}(\Pi_1, F) + \frac{N}{\rho} \mathcal{R}_{|D_t|, D_t}(\Pi_{H,F}) + \frac{\log \frac{2}{\lambda}}{2|D_t|} + \frac{\log \frac{2}{\lambda}}{2|D_t|} + \frac{\log \frac{2}{\lambda}}{2|D_t|}
\]

where \( \lambda_1 \) is a constant independent of \( f \), \( \mathcal{R}_{|D_t|, D_t}(\Pi_1, F) \) is the Rademacher Complexity of \( F \) w.r.t. the sample set \( D \) drawn from distribution \( D_t \), \( \Pi_{H,F} \) is the distribution of \( F \) trained on \( D_t \), and \( N \) is the number of classes in \( C_s \) (i.e. \( N = |C_s| \)).

As we have mentioned in the main paper, by regarding sub-experiments as domains, the above theorem can be easily proven just as Theorem 3.7 of (Zhang et al., 2019b), which is ignored for compactness.

Theorem 3.2 (Learning Bound of FSL) Let the FSL training way be \( N \). If \( D_s = D_t \) and \( D_s = \bar{D}_t \) (i.e. meta-DA degrades to the classic FSL), for any \( \delta > 0 \), with probability \( 1 - 3\delta \), the uniform learning bound for any FSL classifier \( f_{pt} \) over \( D_t \) is:

\[
err_{\bar{D}_t}(h_{f_{pt}}) \leq err^{(\rho)}_{\bar{D}_t}(f_{pt}) + \lambda_2 + 3\sqrt{\frac{\log \frac{2}{\lambda}}{2|D_t|}} + \frac{2\sigma^2}{\rho} \mathcal{R}_{|D_t|, \bar{D}_t}(\Pi_1, F) + \frac{2N}{\rho} \mathcal{R}_{|D_t|, \bar{D}_t}(\Pi_{H,F})
\]

where \( \lambda_2 \) is a constant independent of classifier \( f_{pt} \).

Proof. Since \( D_s = D_t = \bar{D}_t \), then:

\[
d_{f,F}^2(D_s, D_t) = sup_{f' \in F} (disp_{D_s}^2(f', f) - disp_{D_t}^2(f', f)) = sup_{f' \in F} (disp_{D_s}^2(f', f) - disp_{D_t}^2(f', f)) = 0
\]

From Theorem 3.1, for any FSL classifier \( f_{pt} \) over \( \bar{D}_t \),

\[
err_{\bar{D}_t}(h_{f_{pt}}) \leq err^{(\rho)}_{\bar{D}_t}(f_{pt}) + \lambda_2 + 3\sqrt{\frac{\log \frac{2}{\lambda}}{2|D_t|}} + \frac{2\sigma^2}{\rho} \mathcal{R}_{|D_t|, \bar{D}_t}(\Pi_1, F) + \frac{2N}{\rho} \mathcal{R}_{|D_t|, \bar{D}_t}(\Pi_{H,F})
\]

where \( \lambda_2 = \lambda(\rho, F, \bar{D}_t) \) is independent of classifier \( f_{pt} \).

Corollary 6.1 Let the FSL training way be \( n(< N) \). For any \( \delta > 0 \), with probability \( 1 - 3\delta \), the uniform learning bound for any FSL classifier \( f_{pt} \) over \( \bar{D}_t(n) \) is:

\[
err_{\bar{D}_t(n)}(h_{f_{pt}}) \leq err^{(\rho)}_{\bar{D}_t(n)}(f_{pt}) + \lambda_2(n) + 3\sqrt{\frac{\log \frac{2}{\lambda}}{2|D_t(n)|}} + \frac{2\sigma^2}{\rho} \mathcal{R}_{|D_t(n)|, \bar{D}_t(n)}(\Pi_1, F) + \frac{2N}{\rho} \mathcal{R}_{|D_t(n)|, \bar{D}_t(n)}(\Pi_{H,F})
\]

where \( D_t(n) \sim \bar{D}_t(n) \) is the distribution of \( n \)-way episodes. \( \mathcal{H}_n \equiv \{ h : x \rightarrow y | y \in \{1, 2, ..., n\} \} \), \( F_n \) is the hypothesis space of \( n \)-way scoring functions. \( \Pi_{H,F}(\mathcal{F}_n) \equiv \{ x \rightarrow f(x, h(x)) | h \in \mathcal{H}_n, f \in \mathcal{F}_n \}, \Pi_1 \mathcal{F}_n \equiv \{ x \rightarrow f(x, y) | y \in \{1, 2, ..., n\}, f \in \mathcal{F}_n \} \), \( \lambda_2(n) = \lambda(\rho, F, D_t(n)) \) is a constant independent of \( f_{pt} \).

Note that Corollary 6.1 gives the learning bound for any \( n \)-way FSL classifier over \( n \)-way episode distribution \( \bar{D}_t(n) \). For clarity and notation consistency, we still assume the FSL training way is \( N \), and we can obtain the overall learning bound of DAPNA by combining Theorem 3.1 and 3.2.

Theorem 3.3 (Learning Bound of DAPNA) Let the FSL training way be \( N \). For any \( \delta > 0 \), with probability \( 1 - 12\delta \), the uniform learning bound of DAPNA is:

\[
err_{\bar{D}}(h_{f_{ps}}) + err_{\bar{D}_s}(h_{f_{ps}}) + err_{\bar{D}_t}(h_{f_{ps}}) + err_{\bar{D}_t}(h_f) \leq err^{(\rho)}_{\bar{D}}(f_{ps}) + err^{(\rho)}_{\bar{D}_s}(f_{ps}) + err^{(\rho)}_{\bar{D}_t}(f_{pt}) + err^{(\rho)}_{\bar{D}_t}(f) + d_{f,F}^2(D_s, D_t) + \lambda_3
\]

where \( f_{ps}, f_{pt}, f_{pt} \) are FSL classifiers over \( \bar{D}, \bar{D}_s, \bar{D}_t \) respectively, \( f \) is the classifier used in DA, and \( \lambda_3 \) is a constant.

Proof. From Theorem 3.2, for the FSL classifier \( f_{ps}, f_{ps} \) over \( \bar{D}, \bar{D}_s \), respectively, we have for any \( \delta \), with probability \( 1 - 3\delta \),

\[
err_{\bar{D}}(h_{f_{ps}}) \leq err^{(\rho)}_{\bar{D}}(f_{ps}) + \lambda_2 + 3\sqrt{\frac{\log \frac{2}{\lambda}}{2|D|}} + \frac{2\sigma^2}{\rho} \mathcal{R}_{|D|, \bar{D}}(\Pi_1, F) + \frac{2N}{\rho} \mathcal{R}_{|D|, \bar{D}}(\Pi_{H,F})
\]

(26)
We conduct our DAPNA algorithm based on PyTorch (Paszke et al., 2017b) framework. We run all deep learning experiments on a platform with 4 NVIDIA GeForce GTX TITAN V GPUs, each containing 12G memory.

7. Computing Infrastructure

We conduct our DAPNA algorithm based on PyTorch (Paszke et al., 2017b) framework. We run all deep learning experiments on a platform with 4 NVIDIA GeForce GTX TITAN V GPUs, each containing 12G memory.

8. Ablation Study for Feature Embedding Layer (FEL)

(Sohn et al., 2019) proposes a Feature Transfer Network to transform the instance features to be domain confused while still maintaining the features from the same domain discriminative. Inspired by this, we add an encoder-decoder network on the top of the base backbone to transform the original image visual features to be more domain confused. For simplicity, we use two linear layers as the encoder-decoder network. The first linear layer can be considered as a dimension reduction structure, which reduces the feature dimension to the half. Then the second linear layer will ascend the dimension of the dimension-reduced feature to that of the original features. The role of our encoder-decoder network is similar to the original Auto-encoder in (Ranzato et al., 2007). Our experiment results in Table 3 validate the effectiveness of the simple encoder-decoder network.

9. Influence of Meta-Training Way

In our experiments, we find that different training way strategies obtain different performance on different datasets. We present the detailed results in Table 4. As episode splitting strategy is our major novelty, we provide concrete experiment results under different training way environments.

Table 3. The ablative results of whether use feature embedding layer (FEL) within DAPNA on miniImageNet, tieredImageNet, and CUB. Average 5-way 5-shot classification accuracies (%) along with 95% confidence intervals are computed on the meta-test split of each dataset.

| With FEL? | miniImageNet | tieredImageNet | CUB |
|-----------|--------------|----------------|-----|
| W/O       | 83.51 ± 0.15 | 85.87 ± 0.15   | 94.29 ± 0.19 |
| W         | 84.07 ± 0.16 | 85.96 ± 0.16   | 94.22 ± 0.19 |

Table 4. The comparison results of different training strategies under the 5-way 5-shot test setting on three FSL datasets. The ‘n-way-5-shot’ training strategy means that during the training stage every episode $D$ contains $n$ classes and 5 shot per class.

| Training Strategy | miniImageNet | tieredImageNet | CUB |
|-------------------|--------------|----------------|-----|
| 10-way-5-shot      | 84.07 ± 0.16 | 85.82 ± 0.15   | 94.22 ± 0.19 |
| 20-way-5-shot      | 83.96 ± 0.18 | 85.96 ± 0.16   | 93.61 ± 0.19 |
| 30-way-5-shot      | 83.22 ± 0.16 | 84.62 ± 0.17   | 93.16 ± 0.09 |

Figure 4. Illustration of the changes of test accuracy and test MDD during the training stage under the 5-way 5-shot setting on tieredImageNet and CUB. We randomly sample 2,000 test episodes (including 1,000 source-target episodes) to compute the test accuracy and test MDD.
Figure 5. Illustration of the changes of val accuracy and val MDD during the training stage under the 5-way 5-shot setting on miniImageNet, tieredImageNet and CUB. We randomly sample 2,000 test episodes to compute the val accuracy and val MDD.

10. Why Meta-DA Works?

In Figure 4, We present the illustration of the changes of test accuracy and test MDD during the training stage under the 5-way 5-shot setting on tieredImageNet and CUB. As mentioned in the main paper, We randomly sample 2,000 test episodes (including 1,000 source-target episodes) to compute the test accuracy and test MDD. The performance of our DAPNA model on these two datasets is similar to that on miniImageNet in the main paper, which validates the merits of introducing the DA module into FSL optimization framework. Moreover, we conduct similar experiments over validation set on these three FSL datasets, the performance (see Figure 5) is analogous to that in test set.