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Abstract
Assessing the health status (HS) of system/component has long been a challenging task in the prognostics and health management (PHM) study. Differed from other regression based prognostic task such as predicting the remaining useful life, the HS assessment is essentially a multi class classification problem. To address this issue, we introduced the random convolutional kernel-based approach, RandOm Convolutional KErnel Transforms (ROCKET) and its latest variant MiniROCKET, in the paper. We implement ROCKET and MiniROCKET on the NASA’s CMAPSS dataset and assess the turbine fan engine’s HS with the multi-sensor time-series data. Both methods show great accuracy when tackling the HS assessment task. More importantly, they demonstrate considerably efficiency especially compare with the deep learning-based method. We further reveal that the feature generated by random convolutional kernel can be combined with other classifiers such as support vector machine (SVM) and linear discriminant analysis (LDA). The newly constructed method maintains the high efficiency and outperform all the other deep neural network models in classification accuracy.

1. Introduction

Machine learning-based models have been widely used as prognostic approach to predictive maintenance in recent years [1], [2]. One of the most well studied areas is the remaining useful life (RUL) estimation, which benefited a lot from the great accuracy in machine learning method prediction [3]. Also, more complex machine learning models have proved to be useful in solving relevant topics such as anomaly detection and health status (HS) prognostic [4]–[6]. However, most of the previous studies are aimed at regression problem but lack of coverage on the prognostic classification, which could help solving lots of important industrial problems [7]. Applying machine learning-based classifier within the prognostic area cannot only solve the naturally defined classification problem, such as degradation assessment [8], but also deepen the understanding on the [7].

Another general challenge when implementing the machine learning-based models is the slow training process that coming up with huge computational resources. In addition, the complicated structure within the model leads difficulty in choosing hyperparameter and requires heavy work in the hyperparameter tuning process. Evidently, there are a number of benefits in improving the efficiency of the machine learning models. One obvious one is that more efficient model brings faster testing speed on the hypothesis and thusly accelerating the process of scientific discoveries. Indeed, improving the machine learning-based models’ efficiency become a relevant topic in the
artificial intelligence (AI) community in the last few years [9]. There are a few attempts to modify model structure, design novice algorithm or upgrade hardware to decrease the model training time in various application domains such as particle physics [10][11], biomedical engineering [12] and edge computing [13].

Among all the efforts to increase the machine learning methods’ computation efficiency, one very promising approach for prognostic classification is the ROCKET (for RandOm Convolutional KERnanel Transformer) [14]. The ROCKET is one of the newest classification model for solving the time series classification (TSC) problem. It achieves great accuracy on the dataset benchmark while maintaining high efficiency. The key idea behind ROCKET is to extract features from timeseries with various random convolutional kernels. A concurrent work to ROCKET is the MiniROCKET [15], which restricted the hyperparameter space for convolution kernels. The MiniROCKET furtherly improves the processing time while having essentially the same accuracy.

In this work, we discuss prognostic classifiers based on the random convolutional kernel. We apply the ROCKET and MiniROCKET to assess the health status on the literature case study of CMAPSS turbofan engine [3], [16]. The results have been compared to those obtained by other machine learning methods. Also, we combine the random convolutional kernel generated features with different classifiers such as support vector machine (SVM) and linear discriminant analysis (LDA). The outcome of our study confirms that the random convolutional kernel-based classifiers have potential of prevailing prognostic analyses with great efficiency.

The remaining part of the paper is organized as follows: Sections 2 reviews related work to prognostic classification and efficient machine learning method. Section 3 describes the two general analytical phases of the random convolutional kernel-based classification method. Section 4 present the case study. Finally, conclusions and future work are addressed in Section 5.

2. Background
This section starts with reviewing the previous work in prognostic assessment. In session 2.1., we distinguish prognostic classification from the RUL prediction with introducing the health status (HS) assessment problem. Aiming at assessing the discrete HS of component/system, the approaches we discussed and implemented in the study are based exclusively on the classification methods from machine learning. Also, few attempts to increase the speed and efficiency of machine learning-based classification model are reviewed in session 2.2. Specifically, we focused on the latest developments in the multi time-series classification (TSC) study, which can help to reach good prognostic results while saving significant computation time.

2.1. Prognostic assessment: RUL prediction vs health status assessment
According to [3], the prognostic “refers to prediction/extrapolation/forecasting of process behavior, based on current health state assessment and future operating conditions”. The exact definition of component/system health states is much dependent on the specific degradation process in the context. For example, the series work in lead-acid battery prognostic [17]–[20] choose state of charge (SOC), states of health (SOH) and states of function (SOF) as indicators to the battery’s health states. Among all the relevant definitions of health states, the most associated concept is the RUL [21]. The realization of prognostics technique is related or even equal to the RUL estimation in various fields [22], [23]. A straightforward way to get the estimation result is inferring the RUL from the observed sensor data directly [24], [25]. One of the latest approach [25] learns the relationship between the selected sensors and the RUL of aero-engines by the extreme learning machine (ELM). Also, there are few attempts to improve the RUL estimation accuracy with
constructing a health index (HI) [26]–[33]. In these methods, the HI is essentially an intermediate variable describing the component/system degradation pattern. It can be used as an input feature for the machine learning-based model [26], [29], [30]. For instance, Wu et al. extracts multiple degradation features from the rolling element bearings and use the principle component analysis (PCA) to reduce them into one HI variable [26]. The constructed HI is combined with both regression and Bayesian model to predict the bearings’ RUL. When modelling the RUL, the state evolution is generally modelled as a continuous process. The RUL estimation, or HI-based RUL estimation, are all tackled as a regression problem in most cases.

The health status (HS) assessment is another crucial function in PHM [34]. Differed from the above-mentioned RUL estimation approach, the HS assessment targets on the discrete degradation process of component/system [32], [33], [35]–[37]. [32] proposes a subtractive-maximum entropy fuzzy clustering algorithm to identify the degradation states from unlabeled multi-dimensional data. Emmanuel et al. segments the input sequential data into four states and classifies the current system HS with a evidential Markovin classifier [35]. In [36], a HS classifier is built based on the stacked denoising autoencoder. The number of HS is determined by a grid search through the optimization of the classification results. In addition, the RUL and HS can be predicted in parallel way [8], [38], [39]. Zhang et al. construct a neural network model based on bidirectional gate recurrent unit (BIGRU) and multi-gate mixture-of-experts (MMoE) [39]. In the training process, the proposed model learns the predictable variables, the HS and the RUL, simultaneously. Experiment results show that the dual-task learning model not only reduces computational cost but also reaches good performance.

Noticeably, the HS estimation is intertwined with the RUL prediction [8]. The HS can play a very similar role to the HI and provide basis for next-stage’s RUL prediction [32], [36]. To clarify what we are discuss here, the classification prognostic is defined as identifying the HS of component/system with supervised machine learning-based classification method. The HS are determined based on component/system’s multiple degradation states. For the classification purpose, a multivariate label is assigned to each of the HS correspondingly. The problem is furtherly formulated in sessions 3.1.

2.2. Efficient machine learning model for prognostic classification

When applying the machine learning-based methods to solve real-world problem, the use of complex model can be impractical as the requirement of huge computational resources [40],[41]. To solve this issue, we would review few efficiency-oriented machine learning based approaches that can accelerate the training process in this session.

Proposed by Huang et al. [42], the ELM works on the feedforward neural networks in a relatively efficient way. It keeps the hidden layers untuned in the training process and improves the computational efficiency significantly [41]. The ELM has been proved capable of solving the prognostic problem. In [32],[33], the summation wavelet-ELM (a ELM variant with dual activation functions in the hidden layer) is used to predict the RUL. The results show that ELM approach reaches a good balance between model accuracy and complexity. Echo state reservoir (ESN) is another promising method to increase the computation efficiency [43]. The ESN is based on the recurrent neural network (RNN) and preserves the RNN’s capability in processing the time-series data. Similar to ELM, the hidden layers of ESN remains untrained during the adjustment process [40], [44]. In the series work for applying the RSS to RUL prediction [45], [46], it demonstrates great efficiency in computation.
As the classification prognostic problem is essentially a TSC problem, we also reviewed few state-of-art methods in this field. Unlike the domains such as computer vision, natural language processing, etc., the non-deep learning methods, which holds relatively less sophisticated structure and higher computational speed, can compete with the deep learning method in accuracy [47]. A representative one of them is the Hierarchical Vote Collective of Transformation-based Ensemble (HIVE-COTA). As an ensemble method, HIVE-COTA is firstly introduced in 2016 [48], [49]. It combines multiple classifiers and reaches significantly good accuracy. However, the great accuracy of HIVE-COTA is at the cost of huge computational resources, which let it infeasible to be implemented in certain cases. To accelerate the implementation speed of ensemble classifier, Shifaz et al. proposes a new TSC method called the Time Series Combination of Heterogeneous and Integrated Embedding Forest (TS-CHIEF) [50]. The TS-CHIEF uses a tree-based approach to speed up the training and testing process. The relevant results show that the TS-CHIEF competes HIVE-COTA in accuracy but requires only a fraction of the runtime. Among all the latest approach tackling the TSC problem, the most promising one to balance the accuracy and the efficiency is the ROCKET (for RandOm Convolutional KErnel Transform) [14]. According to [14], the ROCKET can be approximately hundred times faster than TS-CHIEF. More importantly, as far as we reviewed, ROCKET outperforms all the non-deep learning methods in accuracy when tackling the TSC problem. Even for the most advanced deep learning based model such as transformer, ROCKET can achieve a close performance while having advantage in learning speed [51].

3. Method
3.1. Problem formulation
We define the collected sensor data as multivariate time series: \( X = \{ x_1, \ldots, x_m \} \in \mathbb{R}^{m \times l} \) with \( x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,l}) \), where \( l \) is the time sequence length and \( m \) is the multivariate dimensions number. We denote the \( j \)th timestamp of the \( i \)th time sequence of dimension \( k \) as the scalar \( x_{i,j,k} \). Following the definition in [8], [39], we assume the component/system’s HS can be described by a discrete class variable \( y \) with \( c \) possible values. Then, the classification prognostics is framed as a multivariate classification task in which the goal is to estimate the probability distribution over \( y \) given \( X \). It must be noted that the constructed HS label should be balanced among all the classes while reflecting the general degradation process. In this study, we follow the previous work to complete the HS label construction of the turbine fan engine [39].

3.2. Random convolutional kernel transform

| Hyperparameter of kernel | ROCKET            | MiniROCKET       |
|-------------------------|-------------------|------------------|
| Length (\( l \))        | \{7,9,11\}        | 9                |
| Weights (\( w \))       | \( N(0,1) \)      | \{-1,2\}         |
| Bias (\( b \))          | \( U(-1,1) \)     | From convolution output |
| Dilation (\( d \))      | Random            | Fixed            |
| Padding (\( p \))       | Random            | Fixed            |

The implementation of ROCKET on time-series data can generally be divided into two phases. This session focused on the first phase, which starts with generating large numbers of random convolution kernels. These kernels are with random length, weights, bias, dilation, and padding. They convolve each time series and extract two important features from them: the maximum value
(MAX) and the proportion of positive values (PPV). For a given time series $x_i$ with $l$ time stamp, these two features can be defined in the following equations:

$$\text{MAX} = \max \{x_i * c_i\}$$
$$\text{PPV} = \frac{1}{m} \sum_{i=1}^{m} [x_i * c_i + b > 0]$$

(1)

where $b$ is the bias scalar, $[•]$ represents the Inversion bracket, $x_i$ is $i$th time sequence, $c_i$ is the random convolutional kernel used on the $i$th time sequence, and the $x_i * c_i = \sum_{j=1}^{l} x_{i,j} c_{i,j}$. The MAX is an equivalent to the global maximum pooling, while the PPV indicates the proportion of the input matching a given pattern. The PPV is the most critical element of ROCKET and contributes to its high accuracy.

The MiniROCKET is a reformulation of the ROCKET and can be operated in faster way. The major modification of MiniROCKET is that it fixes few hyperparameter of convolutional kernels. As indicated in the table 1, compared with the ROCKET, the MiniROCKET minimizes number of options for hyperparameters as length, weights, bias, dilation and padding. In addition, the MiniROCKET focus on the PPV without considering the MAX feature. As a result, it generates half number of features that ROCKET produces. Based on [15], the MiniROCKET is 75 faster than ROCKET.

3.3. High dimensional data classification methods
In the first phase, the ROCKET extracts feature with the random convolutional kernel. It turns the multi-variate time series classification into a general classification problem. Technically, the transformed features can be used with any classifier. In the previous studies, the ridge regression based classifier (for small dataset) and the stochastic regression classifier (for large dataset) are the most common choice for random convolution kernel transformed features [14], [15]. As a huge number of random convolution kernels (10,000 by default) are generated, the feature number is extremely large. This poses significant statistical challenges such as curse of dimensionality [52], poor generalization ability [53], etc. Actually, as stated in [54], the “impact of dimensionality on classification is largely poorly understood”. In addition, to keep the main motivation of this study, we try to implement the classification model efficiently and do not consider any data preprocessing technique such as dimension reduction [55]. Thusly, we examine another two approaches that can tackle the high dimensional classification problem: the SVM and the LDA.

The SVM has been proved successful when making classification prediction on high dimensional datasets. The work of [56] shows that the SVM can reach high classification accuracy when being used with small training dataset but high-dimensional data. Similar good performance have been observed in the field of document classification and gene expression analysis [57], [58].

The LDA follows the Bayes rule to classify the input [59], [60]. It makes classification with maximizing the discrimination between the predefined groups. However, when tackling high dimensional data, the accuracy of LDA can be poor due to the singularity problem [61]. To solve this issue, one promising way is to introduce the shrinkage estimator to the LDA method [62]. In addition, the sparse LDA shows good results on high dimensional dataset [63].

4. Case study: HS assessment of aero-engine
This section will conduct a case study on applying the random convolutional kernel to a prognostic health management study. The dataset we are using is the NASA’s CMAPSS data (commercial modular aero-propulsion system simulations) [64]–[66]. The goal of our experiments is to show
the efficiency and accuracy of the random convolutional kernel transformer when estimating the HS of the turbine engine. Specifically, we conduct three prognostic classification experiments with different compared models and data samples on the CMPASS dataset. The first experiment (Exp 1) is on the FD001 sub dataset. In the experiment, we compare the performance of ROCKET and MiniROCKET with the most popular deep neural network model (RNN, GRU and LSTM) used in PHM. The second experiment (Exp 2) is referred to the work of Zhang et al. [39], in which the latest accuracy baselines for this HS classification problem have been created. In the Exp 2, we challenge these baseline on all four sub datasets. For the last experiment (Exp 3), we explore the kernel number’s influence on the model’s performance. Also, SVM and LDA have been combined with the transformed features to furtherly improve the model’s accuracy.

4.1. Data preprocessing

| Sub Dataset | Operating condition | Fault mode |
|-------------|---------------------|------------|
| FD001       | 1                   | 1          |
| FD002       | 6                   | 1          |
| FD003       | 1                   | 2          |
| FD004       | 6                   | 2          |

As indicated in the Table 1, The CMPASS dataset contains four sub datasets (FD001, FD002, FD003 and FD004). As the simulated operating conditions and fault modes are differed in each sub dataset, the difficulty in making prediction gets increased from FD001 to FD004. The raw data provided in CMPASS are already in the form of multivariate time series, which records 21 sensors measurements on each turbine engine. Based on the previous work [67], [68], 14 sensor measurements out of the total 21 sensors are used as the input features. They are denoted as s2, s3, s4, s7, s8, s9, s11, s12, s13, s14, s15, s17, s20 and s21. In addition, the input data of each sensor is scaled with the Z-score standardization.

4.2. HS label construction

Following the work in [39], we constructed the health status label based on the following steps. Firstly, to produce the most relevant HI, the multi-dimensional sensory data are fused with the principle component analysis [69]. Then, the fused HI are smoothed with the S-G filter [70] and curved with the Weibull failure rate function [71]. Finally, the HS are divided based on the smoothed HI curve slope [39]. The visualized result of the HS label construction steps for FD001 are presented as figure below.
Figure 1. (a) Fused HI curve on FD001. (b) Smoothed HI curve. (c) HS labels of FD001.

4.3. Exp 1: Random convolution kernel model classification on FD001

Table 2. Model performance on FD001

| Model      | ACC   | F1_{mac} | Computation time |
|------------|-------|----------|------------------|
| LSTM       | 34.57%| 20.92%   | 858s             |
| GRU        | 29.87%| 17.35%   | 694s             |
| ROCKET     | 46.26%| 41.13%   | 23s              |
| MiniROCKET | 47.56%| 38.17%   | 5s               |

In this session, we start with examining the performance of random convolution kernel model (ROCKET and MiniROCKET) on FD001. The kernel numbers for both models are set as 500.

To compare the random convolution kernel model with data-driven machine learning methods, we choose two deep neural network models: the GRU and the LSTM, as references in the experiment. The LSTM and the GRU are considered as the variants of the RNN. They are adept at processing dynamic information such as the time-series data [68]. The former one is preferred to prevent back-propagated errors from varnishing or exploding [72], while the latter one is with fewer parameters and therefore a faster learning process [73]. The LSTM and the GRU have proved to be valid in prognostic classification in the previous study [7], [39]. In the experiment, we keep both models sharing a similar structure of five stacked recurrent layers and one Softmax layer for multi classification.

To evaluate the experiment results, two evaluation metrics are used: the accuracy rate (ACC) and the Marco F1 (F1_{mac}). In addition, we keep the record of the average training time for all models. As indicated in the table, the ROCKET and MiniROCKET both reaches significantly better prediction results on the test set than the compared deep neural networks. However, what really makes difference here is the computing time. Based on the same hardware, the average training time of the LSTM model is 47s, while the ROCKET only takes 11s.

4.4. Exp 2: HS assessment on four sub datasets

To further examine the performance of the ROCKET on prognostic classification task, we conducted a comparative study with all the state-of-art methods used in [39]. It has to be noted that only training dataset are taken into account in the previous study [39]. We firstly split the FD001 training dataset into train and test set, then feed the ROCKET model (500 kernels) with all the newly created training samples. It takes ROCKET model 20 seconds to reach classification accuracy as 92.01%. By adjusting the number of kernels from 100 to 10000, the classification accuracy gets improved while the computation time getting increased as indicated in the Fig. 2. We eventually set the kernel number as 5000. Under The ROCKET model gets prediction results (ACC:93.77% F1_{mac}: 89.19%) with an average training time of 41s.
Then, we examine the ROCKET and MiniROCKET's performance on all the four sub datasets. As indicate in Table 2, compared with previous deep learning-based models (SB-BiGRU, MMoE-GRU and MMoE-BiGRU), both ROCKET and MiniROCKET show great effectiveness for tackling this HS assessment task. For sub datasets FD001, FD002 and FD003, the ROCKET outperforms all the other models with receiving the highest accuracy and F1\textsubscript{mac} score. The MiniROCKET also achieves good performance on these three datasets but takes significantly less computation time. For FD004, the prediction accuracy of ROCKET and MiniROCKET both drop to some extent. The DNN (SB-BiGRU) method still holds the leading position on this dataset. As the FD004 is subjected to six operating conditions and two fault modes, which simulates the most complicated scenario in all the four sub datasets, the model performance decrease can be expected. Also, large number of extracted features bring extra challenge to the classification model. To further improve the classification results, we would test other classifiers capable of tackling high dimensional data on these four sub datasets in next session.
4.5. Exp3: High dimensional classification methods comparison
As mentioned in session 3.3, the number of extracted features with random convolutional kernels is very large. Based on the previous experiment results, we set the kernel number as 5000 and generates the exact same number of PPV features for HS classification. We implement two classification methods, the SVM and the LDA, for the same classification task in Exp 2. Compared with the Ridge classifier used in ROCKET and MiniROCKET, these two methods provide more accurate prediction results, as indicated in the Figure 3. We observe that both LDA and SVM achieve higher accuracy score than Ridge classifier on all four sub datasets. The SVM’s F1_max score on FD001 and FD003 falls behind the other two methods. Generally, LDA shows the best performance out of all three methods on this task. More importantly, the prediction results on the FD004 have been much improved with introducing the SVM (ACC: 96.25%, F1_max: 87.98%) and the LDA (ACC: 95.34%, F1_max: 90.70%).

![Figure 3. Classification Performance of the Ridge classifier, SVM and LDA (Left: Accuracy, Right: F1_max)](image)

5. Conclusion and Future Work
In this work, we have implemented the random convolutional kernel-based approach, the ROCKET and MiniROCKET, on the HS assessment task. We show that both ROCKET and MiniROCKET are capable to tackle the prognostic classification problem with great efficiency. In the case study concerning the HS assessment, the computation time of random convolutional kernel-based method is significantly shorter than the DNN based model. Also, the random convolutional kernel transformed feature (PPV) is proved to be able to capture important information within the time series. These features can be combined with the methods that are generally being used in high-dimensional classification task. We reveal that applying the SVM and LDA on the random convolutional kernel feature space can furtherly improve the classification accuracy. As a part of future work, we would like to construct a two-stages pipeline method including the random convolutional kernel generation and the classification model selection. The idea is to search for the optimal hyperparameters in both stages and produce more accurate classification results, which can facilitate the current prognostic classification task.
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