Load Frequency Control for Micro Hydro Power Plants by Sliding Mode and Model Order Reduction

Micro hydro is treated as a major renewable energy resource. Such a kind of plants blooms because they can evade some dilemmas like population displacement and environmental problems. But their performance on the frequency index of power systems may be deteriorated in the presence of sudden small load perturbations and parameter uncertainties. To improve the performance, the problem of load frequency control (LFC) raises up. Design of state-based controllers on the aspect of modern control is challenging because only a part of the system states are measurable. This paper addresses the scheme of sliding mode control by model order reduction for the LFC problem of micro hydro power plants. The kind of plants usually has two operating modes, i.e., isolated mode and grid-connected mode. Under each operating mode, mathematical model and model reduction are investigated at first. According to the reduced-order model, a sliding mode control law is subsequently derived. Since the control law is applied to the original system, a sufficient condition about the system stability is proven in light of small gain theory. Simulation results illustrate the feasibility, validity and robustness of the presented scheme.
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1 INTRODUCTION

Micro hydro power is clean, reliable and very efficient in producing electrical energy. Such a kind of renewable energy plays an important role in electrification of rural areas. Usually, micro hydro power plants are more cost-effective and more environment-benign than large hydro power plants, because they can evade some dilemmas like population displacement and environmental problems. Operation of micro hydro power plants is flexible and is deployed in different environments. Usually, there are two operating modes in these plants, i.e., isolated mode and grid-connected mode [1]. Under either mode, consumers fed by micro hydro power plants require continuous supply of power with good quality. One of the quality indexes is power system frequency. The frequency deviation is inevitable because of an imbalance between generation and load. To maintain the frequency index within permissible limits, a control mechanism entitled load frequency control (LFC) raises up [2, 3].

The LFC problem of micro hydro power plants can be illustrated as a typical disturbance rejection [4]. But its control tasks are subject to variation under different operating modes. The LFC task under the isolated mode is to control the generating electric power in response to the fre-
quency changes within permissible limits. The LFC task under the grid-connected mode is not only to maintain the steady frequency but also to control the net power interchanges in tie line to specified values [5]. Thus, whatever the operating mode is, controller design plays a vital role for the LFC problem of micro hydro power plants [6].

With the property of micro hydro power plants around the world, a variety of control methods for the LFC problem has been reported in the literature, such as fuzzy multi-model control [7], hybrid intelligent control [8], multiple flow control [9], neural-network-based integral control [10], adaptive control [11, 12], to name but a few. A review [13] investigated recent philosophies about operation and control for distribution network connected with small/micro hydro power plants.

Among these presented control methods, sliding mode control (SMC) is attractive due to its invariance property [14–16]. Recently, there has been an increasing interest in applying the control technology [17, 18]. Zargari et al [19] designed a fuzzy sliding-mode governor to solve the frequency control problem of an isolated small hydropower system. In [20, 21], two kinds of sliding-mode governors were investigated for hydropower plants. Other reports can be found in [22–24]. Usually, one assumption in most of the referred articles is that all the state variables of hydro power systems are measurable. In practice, only a part of states are measurable so that it is desired to have the minimum number of state variables for the LFC controller design of micro hydro power systems.

This paper focuses on the topic and addresses the scheme of the model-reduction-based SMC for the LFC problem of micro hydro power plants. Since micro hydro power plants have both isolated and grid-connected operating modes, dynamics model of each component under the two modes is described at first. Under each operating mode, the method of model order reduction is employed to simplify the system by analyzing the models. A SMC-based controller is designed according to the reduced-order LFC system model. To guarantee the controller can stabilize the original LFC system, a sufficient condition is derived from small gain theorem. Simulation results illustrate the feasibility, validity and robustness of the presented control approach.

2 SYSTEM DYNAMICS

Modelling the LFC problem of micro hydropower plants depends on operating modes. Whatever the operating mode is, some basic components are included, i.e., turbine & its feeding penstock, valve & its servomotor, generator & power system. Block diagrams under the two operating mode are illustrated in Fig. 1, where Fig. 1(a) indicates the isolated mode and Fig. 1(b) means the grid-connected mode with the assumption of infinite bus.

In Fig. 1, the LFC control task under the grid-connected mode is with a relatively difficulty because one more component, tie line, complements. The task is met by measuring an error signal, called area control error (ACE), which represents the power imbalance between generation and load. Transfer functions of these components can be drawn from small signal analysis because the control problem under consideration is in the presence of relatively small changes. The component models are presented in [8] and [25].

1) Turbine & penstock: The approximate transfer function of the turbine and penstock component for the analyses in [8] is given as

\[
G_t(s) = \frac{\Delta P_G(s)}{\Delta X(s)} = -\frac{T_w s + 1}{\tau_p s + 1}
\]  

here \( T_w \) (s) is nominal starting time of water in penstock, \( s \) is Laplace transform complex variable operator, \( \Delta P_G \) (per unit) is incremental power (torque) output of turbine, \( \Delta X \) (per unit) is incremental power input to the turbine (valve position). Note that water flow in the penstock is subject to the phenomenon of water hammer, which result in a non-minimum phase system (1). Further, the water-hammer effect means an initial tendency exists for the torque changes in an opposite direction to the water-flow changes.

2) Valve & servomotor: Usually, a DC servomotor with closed-loop armature control is employed to regulate the water flow rate in the penstock. The flow of water is regulated by controlling the valve position. The transfer function of the mechanical and electrical component in [8] is displayed as

\[
G_V(s) = \frac{1}{T_e s + 1} \frac{1}{T_m s + 1}
\]  

here \( T_m \) (s) is mechanical time constant, \( T_e \) (s) is electrical time constant. In addition, unity gain is applied as a feedback to depict the closed-loop armature control of this DC servomotor. At last, the transfer function of this component is given as

\[
\frac{\Delta X(s)}{\Delta P_c(s) - R\Delta F(s)} = \frac{G_V(s)}{1 + G_V(s)}
\]  

here \( R \) (Hz/p.u.kW) is a constant of steady state speed regulation, \( \Delta X \) (per unit) is gate position deviation, \( \Delta F \) (Hz) is frequency deviation, \( \Delta P_c \) (per unit kW) is incremental speed changer position.

3) Generator & power system: According to the load-frequency characteristic, a load damping term is employed to describe the swing equation of a synchronous generator.
By taking Laplace transform for the equation, the generator dynamics is able to be gotten as
\[
G_P(s) = \frac{\Delta F(s)}{\Delta P_G(s) - \Delta P_L(s)} = \frac{K_p}{T_p s + 1}
\]  
(4)

here \(\Delta P_L\) (per unit kW) is step function load disturbance, \(K_p\) is generator gain constant, defined by \(K_p = \frac{1}{T_p} = \frac{1}{\partial P_L/\partial F}\), \(T_p\) (s) is generator time constant, defined by \(T_p = \frac{2H}{P_f}\), where \(H\) is inertia constant of synchronous generator, \(f_0\) (Hz) is nominal system frequency.

4) Tie line: A transmission line that joins two power systems together is entitled as tie line. Obviously, there is no tie line under the isolated mode. The incremental power change in the tie line [25] is depicted as
\[
\Delta P_{tie}(t) = 2\pi T_s \int \Delta F(t) dt
\]  
(5)

here \(T_s\) (p.u.kW/rad) is synchronizing power coefficient of tie line , \(\Delta P_{tie}\) (per unit kW) is the power flow in the tie line from the generator to the grid system. By taking Laplace transfer, the above equation can be transformed as
\[
G_{tie}(s) = \frac{\Delta P_{tie}(s)}{\Delta F(s)} = \frac{2\pi T_s}{s}
\]  
(6)

5) ACE: under the grid-connected mode, not only should the frequency of each control area return to its nominal value, but also the net power interchange through the tie line should return to the scheduled values. To achieve the composite goal, ACE in (7) is defined by a linear combination of power interchange and frequency deviations.
\[
\Delta ACE = \beta \Delta F + \Delta P_{tie}
\]  
(7)

here \(\beta\) (p.u.kW/Hz) is the frequency bias factor of this area.

3 CONTROL DESIGN & STABILITY ANALYSIS

3.1 Model Analysis and Order Reduction

With the development of sensor and measuring technology, many methods have been proposed to obtain internal information from an industrial process. This extends the ability of control design. Most of the mentioned state-based LFC controllers of micro hydro power plants [1, 2, 6–13, 19] usually have an assumption that all the system states are measurable. The assumption is too strict to be achieved in practice. In Fig. 1, it can be found that the following three independent state variables, i.e., \(\Delta P_G\), \(\Delta X\) and \(\Delta F\), are directly measurable and available for the LFC controller design. Compared with the system models in Section 2, the one-order dynamics (1) can be depicted by the state variable \(\Delta P_G\) and (4) can be described...
by $\Delta F$. But (3) is a two-order dynamics with only one measurable and independent state variable $\Delta X$. In a word, order of the valve and servo component should be reduced because the number of its measurable state variable is less than its system order.

The dynamic equation in (2) consists of two terms. Note to the method of model order reduction [26], (2) can be simplified by

$$G_{SV}(s) = \frac{1}{(T_e + T_m)s + 1} \quad (8)$$

Compared with (2), (8) is a one-order dynamic equation and the measurable and independent state variable $\Delta X$ can depict it. It is necessary to check the accuracy of the simplified model (8) in frequency domain. Provided $T_e = 0.01$ s and $T_m = 0.001$ s (given in [8]), comparison of the frequency response curves is shown in Fig. 2, where the blue solid line means the original system and the green solid line means the simplified one.

Fig. 2 shows the two plots are almost the same as each other at low frequencies. This case means the simplified system is able to depict the dynamics of the original one if the system is at low frequencies. Fortunately, the condition is usually satisfied because the load disturbance $\Delta P_L$ is always step signal so that the simplified system is accurate enough to be adopted for control design for rejecting the step load disturbance $\Delta P$.

With the additional state, the state expression to depict the reduced-order system drawn from the block diagram Fig. 3 able to be written as

$$\begin{align*}
\dot{x}_i &= \hat{A}_i x_i + \hat{B}_i u + \hat{E}_i d_i(t) \\
y_i &= C_i^T x_i
\end{align*} \quad (10)$$

here $x_i = [\Delta F(t), \Delta P_C(t), \Delta X(t), x_{add}(t)]^T$ is state vector, $d_i(t)$ is disturbance signal, $u_i(t) = \Delta P_C$ is control input. State matrix $\hat{A}_i$, input vector $\hat{B}_i$, output vector $C_i$ and disturbance vector $\hat{E}_i$ are shown in Appendix.

To design the reduced-order sliding mode controller, the sliding surface variable $S_i$ should be defined at first.

$$S_i = c_i^T x_i \quad (11)$$

here $c_i$ is constant and it is with the same dimension as $x_i$. According to the SMC methodology, a SMC law consists of equivalent control law and switching control law [14–16]. The equivalent control law ensures the system trajectory stays on the surface after reaching the sliding mode. The switching control law is usually designed as a sign function related to the sliding surface variable and it can guarantee the control system is of asymptotical stabilization. Thus, the control law $u_i$ is defined as

$$u_i = u_{ieq} + u_{isw} \quad (12)$$

Here $u_{isw}$ is the switching control and $u_{ieq}$ is the equivalent control law. The expressions of $u_{isw}$ and $u_{ieq}$ will be deduced below.

When the system states keep sliding on the surface (11), only the equivalent control $u_{ieq}$ works [14]. Differentiating $S_i$ with respect to time $t$ yields

$$\dot{S}_i = c_i^T \dot{x}_i = c_i^T (\hat{A}_i x_i + \hat{B}_i u_{ieq}) = 0 \quad (13)$$

Substituting the nominal system of (10) into (13) yields

$$u_{ieq} = -(c_i^T \hat{B}_i)^{-1} c_i^T \hat{A}_i x_i \quad (14)$$

To guarantee the control law (12) makes the sliding-surface variable $S_i$ asymptotically stable, a Lyapunov function is selected as

$$V_i(t) = \frac{1}{2} S_i^2 \quad (15)$$
Differentiating $V_i$ with respect to time $t$ and substituting (10)–(12) and (14) into it obtain
\[
\frac{dV_i}{dt} = S_i \dot{S}_i = S_i [c_i^T \dot{x}_i] \\
= S_i c_i^T [\dot{A}_i x_i + B_i u + F_i d_i(t)] \\
= S_i c_i^T [\dot{A}_i x_i + B_i (u_{slew} + u_{sw}) + F_i d_i(t)] \\
= S_i [c_i^T (A_i x_i + B_i u_{slew}) + c_i^T B_i u_{sw} + c_i^T F_i d_i(t)] \\
= S_i [c_i^T B_i u_{slew} + c_i^T F_i d_i(t)]
\]
(16)

Let $c_i^T B_i u_{slew} = -\kappa_i S_i - \eta_i \text{sgn}(S_i)$ where $\kappa_i$ and $\eta_i$ are positive constants, $\eta_i \geq \|c_i^T F_i d_i(t)\|_\infty$ and $\text{sgn}(\cdot)$ is sign function. Then, the switching control law $u_{sw}$ is obtained as
\[
u_{sw} = -(c_i^T B_i)^{-1}[\kappa_i S_i + \eta_i \text{sgn}(S_i)]
\]
(17)

Finally, the SMC law under the isolated mode can be gotten as
\[
u_i = -(c_i^T B_i)^{-1}[c_i^T A_i x_i + \kappa_i S_i + \eta_i \text{sgn}(S_i)]
\]
(18)

Note that $u_i$ in (18) is deduced from the system dynamics in the form of reduced order. But (18) will be applied to the original dynamics without order reduction in the following simulations. Consequently, it is necessary to analyze whether the SMC controller based on the reduced-order dynamics is able to stabilize the original system or not. In [26], Saxena and Hote employed a reduced-order model and presented an internal model controller for the LFC of power systems. But they did not investigate such a theoretical analysis.

**Theorem 1** If (19) is satisfied, then the control law (18) is able to stabilize the original system.
\[
\| \Delta \|_\infty \leq \frac{1}{G_0(s)} + 1 \|_\infty + \| G_{SV}(s) \|_\infty
\]
(19)
where $G_0(s) = G_1(s) G_P(s) \frac{K_i}{\delta} + \frac{1}{\delta}$.

**Proof:** Define $\Delta = G_V(s) - G_{SV}(s)$ as error between $G_V(s)$ and $G_{SV}(s)$, then the block diagram in Fig. 4(a) under the isolated mode is able to be drawn from Fig. 3. The block in Fig. 4(a) can be simplified by block diagram algebra. The process is illustrated in Fig. 4(b), where $\delta = \frac{\Delta}{G_{SV}(s)}$ and $G(s) = -G_{SV}(s)[G_0(s) + 1]$.

From the design process, the sliding-mode LFC controller can asymptotically stabilize the reduced order system so that $1$-$\frac{\Delta}{G_{SV}(s)}$ is of input-output stability with respect to the input $\varepsilon_1$ and the output $\varepsilon_2$ in Fig. 4(b). Consequently, (20) can be obtained in the frequency domain.
\[
\begin{align*}
\varepsilon_2 &= W(s) \varepsilon_1 \\
\varepsilon_1 &= \delta(s) \varepsilon_2
\end{align*}
\]
(20)
\[
W(s) = \frac{G(s)}{1 + G(s)}
\]

Note that the last diagram in Fig. 4(b) is just the general framework for robust stability analysis of interconnected systems [29]. On account of small gain theorem [29], a sufficient condition for stabilizing the original system in Fig. 3 is obtained as
\[
\| \delta(s) \cdot W(s) \|_\infty \leq 1
\]
(21)
i.e., $\| \Delta \|_\infty \leq \frac{G_{SV}(s) G_0(s) + G_{SV}(s) + 1}{G_0(s) + 1} \|_\infty$.

From (21), we have $\| \Delta \|_\infty \leq \| G_{SV}(s) + \frac{1}{G_0(s) + 1} \|_\infty$.

In light of the Cauchy-Schwarz inequality, the sufficient condition (19) can be drawn.

**3.3 Grid-connected Mode**

The block diagram in Fig. 5 illustrates a power system (control area) connected to an infinite bus. Shown in Fig. 5, the power system under the grid-connected mode is not only fed by micro hydro power plants, but also is supported by other sources via the tie line. Fig. 5 also illustrates blue lines depict measurable state variables for the control design.

In Fig. 5, the bus is infinite so that its frequency $F_2$ is kept as a constant. The deviation of $F_2$, $\Delta F_2$, is set as
zero because the considered LFC problem is in presence of relatively small changes. The control object under the mode contains two parts. One is to eliminate the frequency deviation in the control area. The other is to keep the net power from the tie line zeroth. To simultaneously achieve the two parts, the ACE measure in (7) is introduced. To realize the zeroth ACE, the integral of $\Delta ACE$ with a known gain $K_c$, is defined as an additional state [30].

$$x_{add}(t) = K_c \int_0^\infty \Delta ACE \, dt$$  \hspace{1cm} (22)

The model reduction process is similar to the design under the isolated mode. Dynamics of the reduced-order system can be described as

$$\begin{align*}
\dot{x}_c &= A_c x_c + B_c u_c + F_c d_c(t) \\
y_c &= C^T_c x_c
\end{align*}$$  \hspace{1cm} (23)

Here $x_c = [\Delta F(t), \Delta P_G(t), \Delta X(t), \Delta P_{tie}(t), x_{add}(t)]^T$ is defined as state vector, $d_c(t) = \Delta P_L$ is disturbance signal and $u_c = \Delta P_c$ is control input. State matrix $A_c$, input vector $B_c$, output vector $C_c$ and disturbance vector $F_c$ are shown in Appendix.

Define the sliding surface $S_c = c^T_c x_c$ where $c_c$ is constant and it is with the same dimension as $x_c$. By adopting the equivalent control plus switching control method, the control law can be derived as

$$u_c = -(c^T_c B_c)^{-1} c^T_c \dot{K}_c x_c + \kappa_c S_c + \eta_c \text{sgn}(S_c)$$  \hspace{1cm} (24)

where $\text{sgn}(\cdot)$ is sign function, $\kappa_c$ and $\eta_c$ are positive constants, and $\eta_c \geq \| c^T_c B_c d_c(t) \|_\infty$. The process of control design is also similar to the design under the isolated mode. Similarly, it is necessary to analyze whether the SMC controller based on the reduced-order dynamics is able to stabilize the original system or not.
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(a) Block diagram of the simplified system with error under the grid-connected mode.

(b) Simplification of each branch in Fig. 6(a) by block diagram algebra.

(c) Mergence of all the branches in Fig. 6(b) by block diagram algebra.

Fig. 6. Simplification of the block diagram by block diagram algebra under the grid-connected mode.

**Theorem 2** If (25) is satisfied, then the control law (24) is able to stabilize the original system.

\[
\| \Delta \|_\infty \leq \frac{1}{G_1(s)G_2(s)G_1(s)} \| \infty + \| G_{SV}(s) \|_\infty
\]

where \( G_1(s) = \frac{K_p s + 1}{s + \frac{1}{T_p}} \) and \( G_2(s) = \frac{\pi T_p K_p}{s^2} + \frac{1}{s} \) and \( G_3(s) = \frac{1}{G_1(s)G_2(s)G_3(s)} \), the simplification process is illustrated in Fig. 6(b), 6(c), and Fig. 7.

From the design process, the sliding-mode LFC controller can asymptotically stabilize the reduced order system under the grid-connected mode so that \( \| \Delta \|_\infty \leq \frac{1}{G_1(s)G_2(s)G_1(s)} \) is of input-output stability with respect to the input \( \varepsilon_4 \) and the output \( \varepsilon_3 \) in Fig. 7. Finally, (26) can be obtained in the frequency domain.

\[
\varepsilon_4(s) = \frac{G_3(s)}{1 - G_3(s)} \varepsilon_3(s)
\]

\[
\varepsilon_3(s) = \delta(s)\varepsilon_4(s)
\]

Note that the last diagram in Fig. 7 is just the general framework for robust stability analysis of interconnected systems [29]. On account of small gain theorem [29], a sufficient condition for stabilizing the original system in Fig. 5 can be obtained as

\[
\| \delta(s) \|_\infty \leq \frac{G_3(s)}{1 - G_3(s)} \|_\infty \leq 1
\]

i.e., \( \| \Delta \|_\infty \leq \| G_{SV}(s)G_1(s)G_2(s)G_3(s)G_1(s)G_2(s)G_3(s) + G_{SV}(s) + 1 \|_\infty \)

\( \| \Delta \|_\infty \leq \| G_{SV}(s) + G_{SV}(s)G_1(s)G_2(s)G_3(s)G_1(s)G_2(s)G_3(s) + 1 \|_\infty \)

where \( G_3(s) = \frac{1}{G_1(s)G_2(s)G_3(s)} \) can be derived from (27). Finally, (25) can be obtained according to the Cauchy-Schwarz inequality.

**Remark:** The two sliding mode controllers (18) and (24) are designed on the reduced-order models (10) and (23), respectively. Consequently, the sliding modes only exist in the reduced-order models, rather than the original models. In other words, here the SMC methodology is just employed as a design tool and there is no guaranteed sliding modes in the control systems for the original models. However, the controllers based on the reduced order models cannot theoretically guarantee the system stabilities for the original systems. To attack the issue, Theorems 1 and 2 investigate this field and archive the inequalities between the reduced-order error and the systems stabilities.

4 SIMULATIONS

In this section, typical parameters of a micro hydro power system are considered in the following simulations. The data in [8] are taken as benchmarks. Total rated capacity of the generation unit is 50 kW, normal operating load is 25 kW, regulation coefficient R is 10 Hz/pu-kW. Provided that load-frequency dependency is linear, nominal load is 48% of the rated load and \( \Delta P_L = 3\% \). The nominal starting time of water in penstock \( T_w \) is 4 s. The generator parameters are determined as \( K_p = 50 \) Hz/pu-kW and \( T_p = 64.64 \) s. The governor & servo coefficients are kept as \( T_c = 0.01 \) s and \( T_m = 0.001 \) s.

4.1 Isolated Mode

Under the isolated mode, the micro hydro unit serves as an exclusive source to feed the area. No other source is able to be adopted to regulate the frequency in the area. The frequency in the isolated area is an exclusive objective to be regulated. The sliding surface parameters in (10)
are selected as \( c_i = [9.0 \ 2.0 \ 6.0 \ 0.1]^T \) according to Ackermann’s formula. Gain of the additional state is 0.002. Other controller parameters in (18) are picked up as \( \kappa_i = 1 \) and \( \eta_i = 0.01 \). The load disturbance \( \Delta P_L = 3\% \) is applied to the system at \( t = 0 \).

As shown in Fig. 8, the blue plots are the results by a PID controller tuned by internal model control (IMC) [26] and [31]. The output of this PID controller is determined by \( u_{PID}(s) = (K_p^{IMC} + \frac{K_i^{IMC}}{s} + sK_d^{IMC}) \Delta E(s) \), the parameters of which are selected as \( K_p^{IMC} = 0.66 \), \( K_i^{IMC} = 0.06 \) and \( K_d^{IMC} = 0.0001 \). Compared with the results by the IMC-PID controller, the frequency-deviation curve by the designed sliding mode LFC controller has smaller overshooting and shorter settling time. The curves by the designed controller have larger overshooting on the aspects of \( \Delta P_L \) and \( \Delta X \), but these cases indicate that the designed controller can open the valve and increase the turbine output the moment that the load disturbance \( \Delta P_L \) injects the system, rather than the IMC-PID control system with a slow response. Thus, the designed controller has better performance in the presence of load disturbances.

4.2 Grid-connected Mode

Under the grid-connected mode, the control area is not only fed by the micro hydro power unit, but also is supported by the source from an infinite bus by tie line. Thus, the control object under this mode contains two parts. One is to eliminate the frequency deviation in the control area. The other is to keep the net power from the tie line zeroth. To realize the composite object, we introduce the ACE measure. In this subsection, parameter of the ACE variable \( \beta \) is 0.2083 p.u.kW/Hz [25], synchronizing power coefficient of the tie line \( T_s = 0.0866 \) s [25], gain of the additional state is picked up as 0.002. The sliding surface parameters of the SMC controller in (24) are selected as \( c_e = 10^8 \cdot [0.0001 \ 0.0007 \ 0.0014 \ 0.0001 \ 2.4337]^T \) according to Ackermann’s formula. Other controller parameters in (24) are picked up as \( \kappa_e = 0.1 \) and \( \eta_e = 0.1 \). The load disturbance \( \Delta P_L \) is applied to the system at \( t = 0 \).

In Fig. 9, the blue plots are the results by an IMC-PID controller. The output of the PID controller is determined by \( u_{PID}(s) = (K_p^{IMC} + \frac{K_i^{IMC}}{s} + sK_d^{IMC}) \Delta ACE(s) \), the parameters of which are selected as \( K_p^{IMC} = 0.66 \), \( K_i^{IMC} = 0.06 \) and \( K_d^{IMC} = 0.0001 \). Illustrated in Fig. 9, both the IMC-PID controller and the SMC controller can eliminate the frequency deviation and the area control error, simultaneity keep the net power of the line zeroth. Both of them are able to realize the control object of the grid-connected mode. From the plot of \( \Delta F \), the designed controller, compared with the IMC-PID controller, is with faster response to the load disturbance \( \Delta P_L \), although it is indeed with a larger overshooting. On the other hand, the plot by the IMC-PID controller is damped oscillation with 5 times, while the design controller can stabilize the system frequency with only once oscillation.

Comparing with the curves of \( \Delta F \) and \( \Delta P_{tie} \), the frequency deviation in the control area is very quickly eliminated in 10 s, but it takes about 40 s to eliminate the power deviation in tie line, \( \Delta P_{tie} \). This indicates the frequency in the control area under the grid-connected mode is with the better performance because the area is also fed by the infinite bus from the tie line, but it takes more time for the entire interconnected electric power system to eliminate the power deviation in the tie line for keeping a zeroth \( \Delta P_{tie} \).

Moreover, compared with Figs. 8 and 9, it is obvious the dynamic process of the frequency deviation \( \Delta F \) in Fig. 9 has a smaller settling time under the same load disturbance \( \Delta P_L = 3\% \). The reason of the phenomena is explained as follow. Under the isolated mode, the control area is only fed by the exclusive micro hydro power plant and the system frequency is regulated by the LFC controller. A long settling time is necessary for the system to increase the power output \( \Delta P_G \) for resisting the load disturbance \( \Delta P_L \). Under the grid-connected mode, the control area is simultaneously fed by the plant and the tie line. When there is a load disturbance, the tie line can support the control area to resist the disturbance by absorbing power from the infinite bus, meanwhile, the plant also increases its power output to feed on the control area. This process makes the settling time under the grid-connected mode much smaller. This is also a benefit we can earn from interconnected power systems.
4.3 Robustness Test

The simulation results in Figs. 8 and 9 are conducted for the nominal isolated and grid-connected system dynamics. No matter what operating mode the micro hydro plant is under, the exact values of the system parameters actually belong to a certain interval owing to the uncertainties of load in the control area and water head of the micro hydro power plant. To test the robustness of the presented method, we assume the variation is not beyond 20% so that the following parameter variation is taken into accounts, $K_p \in [40, 60]$, $T_p \in [51.71, 77.57]$ and $T_w \in [3.2, 4.8]$. Under any mode, the controller for the robustness test remains the same as the one tuned for the nominal power system dynamics. The same step load disturbance of magnitude 3% is applied at $t = 0$ for the two extreme cases.

The responses for the isolated and grid-connected modes are shown in Figs. 10 and 11, respectively. Although the control system under any mode always keeps stable in the two figures, the system performance is actually different. Under the isolated mode, the control system is sensitive for the parameter variation above the nominal system, but the deviation below the nominal will lead to a better performance. Under the grid-connected mode, the control system is not very sensitive for the parameter variation and the control performance tends to keep the same. It is clear that LFC controller and operating mode are related to the control system performance. The reason that we consider the 20% variation is that the system dynamics in Section 2 is gotten by small signal analysis. More variation is beyond the paper’s scope because it may change the system dynamics.

5 CONCLUSIONS

This paper has addressed the scheme of reduced-order sliding mode control for LFC of micro hydro power plants. The LFC model of a micro hydropower plant usually include the following components, i.e., turbine & its feeding penstock, valve & its servomotor, generator & power system, and tie line. The plant usually has two operating modes, i.e., isolated mode and grid-connected mode. Under each mode, the mathematic model of each component is built up in the form of transfer function at first, and then they are interconnected with each other to formulate a block diagram of the LFC problem.

The designed controller is a model-based state feedback controller, but the number of measurable states in the block diagram is less than the system order. To attack the issue, the method of order reduction is employed. The controller under each operating mode is deduced from the order-reduced LFC model. To guarantee the controller can stabilize the original LFC model, a sufficient condition is proven in light of small gain theory. In practice, the presented control scheme is applied to a micro hydro power plant under the two modes. The robustness of the control scheme is also discussed. The simulation results show that the reduced-order SMC approach is with the better performance than the IMC-PID control approach.
Fig. 9. Performance comparison of the simulation results under the grid-connected mode. 

(a). Frequency deviation $\Delta F$; 
(b). Power-output deviation $\Delta P_G$; 
(c). Valve-position deviation $\Delta X$; 
(d). Net power $\Delta P_{tie}$; 
(e). Area control error $\Delta ACE$; 
(f). Additional state $x_{add.}$

APPENDIX

$\Gamma = \frac{1}{T_c + T_m}$

$A_i = \begin{bmatrix}
-1 & K_p \frac{1}{T_p} & 0 & 0 \\
2T_p & -2 & 2 \Gamma & 2 \Gamma \\
R & 0 & -\Gamma & -\Gamma \\
0 & 0 & 0 & 0
\end{bmatrix}$

$B_i = [0 \quad 2 \Gamma \quad 0 \quad 0]^T$ 

$C_i = [1 \quad 0 \quad 0 \quad 0]^T$

$F_i = [-K_p/T_p \quad 0 \quad 0 \quad 0]^T$

$B_c = [0 \quad -2 \Gamma \quad 1 \quad 0 \quad 0]^T$

$C_c = [\beta \quad 0 \quad 0 \quad 0 \quad 0]^T$

$F_c = [-K_p/T_p \quad 0 \quad 0 \quad 0 \quad 0]^T$
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