Sentiment analysis in twitter data using data analytic techniques for predictive modelling
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Abstract. Sentiment analysis refers to the task of natural language processing to determine whether a piece of text contains subjective information and the kind of subjective information it expresses. The subjective information represents the attitude behind the text: positive, negative or neutral. Understanding the opinions behind user-generated content automatically is of great concern. We have made data analysis with huge amount of tweets taken as big data and thereby classifying the polarity of words, sentences or entire documents. We use linear regression for modelling the relationship between a scalar dependent variable \( Y \) and one or more explanatory variables (or independent variables) denoted \( X \). We conduct a series of experiments to test the performance of the system.

1. Introduction

Big data [1] analytics is collection, organizing and analyzing of large sets of. It helps organizations to understand the information contained within the data. It identifies the data that is most important to the business. Data Analytics [2] are used in handling big data. Application of data analytics to structured and unstructured data is important for business planning. Data analytics influences the business decision influenced by behavioral biases. Sentiment Analysis represents another valuable source of information that helps business decisions and performance evaluation.

Twitter tweets were analyzed based on the time and location in [3]. The tweets were analyzed based on the user behavior, tweet language, tweet source and the user joining rate for a year period of time interval. This work also identifies the information contained in tweet as audio file, video file, smileys etc. A pilot study in [4] measures the twitter tweets and identifies the similarity between them on six measures. It obtains the e-cigarette tweets from two online markets and finalizes the one with better measures. Machine Learning Classifier is used to identify the suicide-related phrases [5] posted in twitter. It identified the strong concerning tweets and possibly concerning tweets were identified. It developed a classified and identified 80\% of the tweets correctly. The support vector machines (SVM) and Logistic regression approaches were used along with cross validation approaches were used to identify the accuracy of the system in 10 folds. Psychoanalytic profiling of the tweets is discussed in [6] and the users personality behavior is analyzed. It categorizes the tweets as per the following categories: DISC
(Dominance, Influence, Steadiness, and Compliance) approach. RapidMiner tool and R language is used to extract the tweets which falls under these categories. The analysis shows that most of the tweets fall under Dominance category than compliance category.

Topic based feature selection is applied in [7] to categorize the tweets that fall under respective topics. News information is collected from online websites and similarity match is obtained with topics. Part of Speech (POS) is applied on the tweets and the noun context is extracted from the tweets. The noun words are considered as features. Different Machine learning techniques used in sentiment analysis and evaluation of these techniques are discussed in [8]. Naïve bayes classification is used for classifying the tweets into positive, negative and neutral [9]. It develops a Sentimentor tool, which analyses the tweets using Twitter API. And Regular expression identifies the words like ‘OOOMMMGGG’ & ‘OMG’ etc. It identifies unigram and bigrams from the tweets and pronouns, thus building a sentiment classifier.

A survey made with Oncological tweets [10] collected from American Society for Radiation Oncology (ASTRO), American Society of Clinical Oncology (ASCO), and Society of Surgical Oncology (SSO) during the year 2014 shows that tweets spread the outbreak of H1N1 swine flu disease. It analyzed that most of the tweets fell into disseminating Information category and few were posted by general media, personal blogs and scholarly articles. Table 1 shows the performance comparison of the related work.

| Approaches Used      | Accuracy |
|----------------------|----------|
| [5] SVM              | 67       |
| [7] Topic Classification | 79      |
| [8] NB               | 74.56    |
| SVM                  | 76.68    |
| [9] NB               | 52.31    |
| [13] SVM             | 83.33    |
| [14] NB              | 76.08    |

Geotagging the location of the tweets were done in [11] for location the place from where the tweets are been posted. SVM approaches were used and density based clustering approaches were used to cluster the similar tweets posted from similar sites. Precision, Recall and F-measure were the performance measures used to test the performance. It identifies the tweets posted from nearest location which are in surroundings wide of 144.8 meter. These spots were identified to be the maximal number of tourist attraction. Twitter based sentiment analysis in [12] discussed on the techniques for collecting the tweets, finding the friends circle, identifying the location of the tweet, twitter API’s and approaches used for analyzing tweets.

Identification of pornographic content from twitter [13] is identified using Naïve Bayes (NB), Decision Trees (DT), SVM classification approaches. It was tested with Indonesian English and English language tweets. It identified that DT gave better results with Indonesian English and SVM gave better results with English language tweets. The principal of Entropy and Naïve Bayes Classification is applied in [14] for classification of tweets. It used Bigram approach to classify the negations in handling tweets.
2. Proposed Approach
Twitter is an online social networking service that allows users to send and read short 140-character messages called "tweets". Registered users can read and post the tweets. The unregistered users can only read them. Users would access Twitter through the website interface, Short Messaging Service (SMS) or mobile device app. The Twitter micro-blogging service has two Application Programming Interface (API): Rest API and Search API. The Twitter Rest API allows the developers to access core Twitter data. It includes update timelines, status data, and user information. The Search API lets the developer to interact with Twitter Search and trends data. It supports the following formats: XML, JSON, and the RSS. We have implemented our research work in Tweepy tool. It is an open-sourced tool hosted on GitHub. It enables Python to communicate with Twitter API platform. OAuth is the new basic authentication approach that supports Tweepy.

Sentiment analysis [15] is the process of using text analytics to understand the polarity of sentences. The basic task in sentiment analysis is classifying the polarity of document / sentence, in a document as positive, negative, or neutral. The existing data analytics products use advanced Natural Language Processing (NLP) techniques. We extracted the tweets from twitter. Part of Speech (POS) tags were applied to the collected tweets and the nouns were extracted as tweets. The collected tweets were applied to the classifier. The classifier was trained with linear regression approach. The classifier segregates the tweets into positive and negative tweets and the performance of the system was analyzed. The architecture of the system is shown in figure 1.

![Figure 1. System Architecture](image)

3. Techniques and Methodology Applied

3.1 Getting Data from Twitter Streaming API
API makes the interaction with computer programs and web services easy. Web services provide APIs to interact with their services. To establish Twitter Streaming API the system need 4 piece of information: API key, API secret, Access token and Access token secret.
The procedure for getting twitter API keys is given below:
1. Create a new twitter account and log in with the twitter credentials.
2. Create a new app and fill in the credentials agreeing to the terms and create the twitter application.
3. Following which extract the "API keys" and "API secret" information
4. Select and copy the "Access token" and "Access token secret".

3.2 Predictive Modelling
We have developed a predictive model (figure 2. Predictive model of our system) for analysis. It is made up of a number of predictors, which are variable factors that are likely to influence future behavior or results. The predictive modelling approach uses linear regression with the following parameters: customer’s gender, age, purchase history, and future sale. The dependent variables would be: customer’s gender, age and independent variables: prediction of future sale. We employ a linear equation and a neural network implemented in python. The data collected from the relevant predictors is analyzed and a statistical model is formulated. The test data is used for making predictions.

![Figure 2. Predictive Model](image)

In linear regression, the relationships are modeled using linear predictor functions whose unknown model parameters are estimated from the data. Such models are called linear models. There are several ways in which you can implement linear regression in Python. You can do linear regression using numpy, scipy, stats model and scikit learn.

The module implemented here is Scikit. Scikit-learn is a powerful Python module for machine learning. It contains function for regression, classification, clustering, model selection and dimensionality reduction. Scikit-learn is largely written in Python, with some core algorithms written in Cython to achieve performance. Support vector machines are implemented by a Cython wrapper around LIBSVM; logistic regression and linear support vector machines by a similar wrapper around LIBLINEAR. The Tools and languages that are used for deployment are JSON, PANDAS, MATPLOTLIB, RE, SCIKIT LEARN, NUMPY

4. Results and Graphical Output of the system
Our system is experimented with 14,000 tweets collected from twitter. The system was executed with linear regression equations. One-third of the dataset was taken for testing and three-fourth of the dataset
was taken for training. The system has 10 fold execution pattern and the results are compared with literature results. The tweets were regarding the opinion posted by users towards the election status between Hillary and Trump. The tweets are analyzed to find the peoples opinion over their support towards Hillary or Trump. The screenshot is given in figure 3.

The count of the respective tweets between Hillary and Trump is given in figure 4.
The results of 10 fold execution on linear regression pattern are in Table 2. The accuracy of our system is 81.51%. Figure 4 represents the count of tweets collected from Jan 2016 to Jan 2017.

Table 2 Result of 10-fold execution

| Fold | Accuracy |
|------|----------|
| 2    | 83.09    |
| 3    | 82.89    |
| 4    | 82.11    |
| 5    | 84.31    |
| 6    | 86.60    |
| 7    | 85.30    |
| 8    | 85.45    |
| 9    | 84.11    |
| 10   | 88.91    |
| Average | 85.23  |

5. Conclusion
Sentiment Analysis of twitter tweets is made to find the users interest over Hillary and Trump. We have used linear regression approach to predict the polarity of the tweets. This data analytic approach performs better than support vector machine and naïve bayes approach. The accuracy of our approach is 85.23% which is shows a significant increase than SVM applied in [13]. We have applied 10 fold cross validation to improve the accuracy of our system. Linear regression is suitable for predictive analysis than other data analytic approaches. The system can be extended for prediction in topic classification.
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