Floquet phonon lasing in multimode optomechanical systems
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Dynamical radiation pressure effects in cavity optomechanical systems give rise to self-sustained oscillations or ‘phonon lasing’ behavior, producing stable oscillators up to GHz frequencies in nanoscale devices. Like in photonic lasers, phonon lasing normally occurs in a single mechanical mode. We show here that phase-locked, multimode phonon lasing can be established in a multimode optomechanical system through Floquet dynamics induced by a temporally modulated laser drive. We demonstrate this concept in a suitably engineered silicon photonic nanocavity coupled to multiple GHz-frequency mechanical modes. We find that the long-term frequency stability is significantly improved in the multimode lasing state as a result of the phase locking. These results provide a path towards highly stable ultra-compact oscillators, pulsed phonon lasing, coherent waveform synthesis, and emergent many-mode phenomena in oscillator arrays.

Introduction.—Recent times have seen extraordinary progress in exploiting radiation pressure control over optical and mechanical degrees of freedom in cavity optomechanical systems [1]. The combined advantages of high mechanical coherence and quantum-noise-limited optical control allow the generation of pure quantum states of macroscopic mechanical resonators [2, 3] and their use as quantum transducers [4]. The very same advantages lead to highly coherent self-oscillations associated with a parametric instability [5, 6]. Above threshold, a blue-detuned optical drive induces phonon lasing that can be used for timekeeping, microwave oscillators, signal synthesis, narrowband filters, and studying nonlinear dynamics [7–9, 11].

Even if multiple mechanical modes are coupled to a cavity, phonon lasing takes place for a single mode whose threshold condition is satisfied first, whilst the other modes get cooled [12] — similar to gain suppression (mode competition) in regular lasers [13]. In optical lasers and parametric oscillators, mode-locking is achieved through temporal control techniques such as synchronous pumping [14]. Simultaneous phononic self-oscillation in multiple modes was observed in a low-Finesse cavity, but without phase locking [15]. A reliable route to phase-locked phonon lasing opening the door to versatile optomechanical signal synthesis, which is especially valuable at high (GHz) frequencies in chip-scale devices. Moreover, it has broad significance in view of the emergent phenomena in multimode self-oscillating systems, including synchronization [16–22], stability enhancement [23], dynamical topological phases [24], and analog simulators [25].

In this work, we show that the single-mode lasing limitation can be overcome by using a Floquet approach in which the optical drive is modulated in time. Recently, time-modulated radiation pressure was used to couple mechanical modes of different frequencies and enable mechanical state transfer [26].

Theoretical model.—We consider the collective dynamics of a system consisting of $N$ mechanical modes (labeled by $j$) coupled to one optical mode, described by the Hamiltonian

$$\hat{H}_S/\hbar = \omega_{\text{op}} \hat{a} \hat{a}^\dagger + \sum_{j=1}^{N} \left[ \Omega_j \hat{b}_j \hat{b}_j^\dagger - g_j \hat{a} \hat{a}^\dagger (\hat{b}_j + \hat{b}_j^\dagger) \right], \tag{1}$$

with $\hat{a}$ ($\hat{b}_j$) the optical (mechanical) annihilation operator, $\omega_{\text{op}}$ ($\Omega_j$) the corresponding resonance frequencies, and $g_j$ the vacuum optomechanical coupling rates. The laser driving the cavity is modelled by adding $i\hbar [\hat{E}_{\text{drive}}(t) \hat{a}^\dagger - \hat{E}_{\text{drive}}^\dagger(t) \hat{a}]$ to the Hamiltonian, where we assume $\hat{E}_{\text{drive}}(t) = \mathcal{E}_0 e^{i\alpha(t) T(t)}$ and $\mathcal{T}(t)$ implements optical modulation. Appealing bath degrees of freedom and tracing them out [1] yields quantum Langevin equations. These are separable into mean field and fluctuation components $\langle \hat{a}(t) e^{i\alpha(t) T(t) + i\phi_0} \rangle = \alpha(t) + \hat{a}(t)$ and $\hat{b}_j(t) = \hat{b}_j(t) + \hat{b}_j(t)$, with mean fields obeying

$$\dot{\hat{a}} = \left\{ -i \left[ \Delta - \sum_{j=1}^{N} g_j R(\hat{b}_j) \right] - \frac{\kappa}{2} \right\} \hat{a} + \mathcal{E}_0 T e^{-i\phi_0},$$

$$\dot{\hat{b}}_j = - \left( i \Omega_j + \frac{g_j}{2} \right) \hat{b}_j + ig_j |\hat{a}|^2, \tag{2}$$
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and linearized fluctuation dynamics

\[ \dot{\hat{a}} = -\left( i\Delta + \frac{\kappa}{2} \right) \hat{a} + i \sum_{j=1}^{N} g_j [\alpha \hat{R}(\hat{b}_j) + \hat{a} \hat{R}(\hat{b}_j)] + \sqrt{\kappa}\hat{a}_{in}, \]

\[ \dot{\hat{b}}_j = -\left( i\Omega_j + \frac{\Gamma_j}{2} \right) \hat{b}_j + i g_j (\alpha^{*} \hat{a} + \hat{a}^{*} \hat{b}) + \sqrt{\Gamma_j}\hat{b}_{in,j}. \]

Here, the optical field is considered in a rotating frame with respect to the central laser frequency \( \omega_L \), such that \( \Delta = \omega_{op} - \omega_L \) denotes the detuning of the central laser frequency from optical resonance. Additionally, we introduce the optical (mechanical) decay rate \( \kappa (\Gamma_j) \), input noise operators \( \hat{a}_{in} (\hat{b}_{in,j}) \), and \( \mathcal{R}(\hat{a}) = \hat{a} + \hat{a}^{\dagger} \), and \( \mathcal{R}(\hat{z}) = z + z^{\dagger} \). For a periodic modulation \( T(t) = \sum_k T_k e^{-i k \Omega_{mod} t} \), the equation for the mean optical field \( \alpha \) inherits the periodicity and admits a Floquet ansatz [30, 31]. Hence, we express \( \alpha \) as a truncated Fourier series \( \alpha(t) = \sum_n \alpha_n e^{-i n \Omega_{mod} t} \) with \( n \in \{-D, ..., D\} \) and find that Eq. (2) reduces to the dynamical system

\[ \hat{\alpha}_m = \mathcal{E}_0 \mathcal{T}_m - \chi_{\text{cav},m} \hat{\alpha}_m + \sum_{(p,q)} \chi_{\text{cav}}^{-1} \hat{a}_p \hat{a}_q \hat{\alpha}_{m-p+q} \hat{\alpha}_{m-q} \tag{4} \]

where \( p \in \{-D, ..., D\}, q \in \{-D + p, ..., D + p\} \), and the solutions of the mechanical mean fields \( \beta_j(t) \) follow from their solutions in Fourier space. Here, we defined \( \chi_{\text{cav},m}^{-1} = i(\Delta - m \Omega_{mod}) + \frac{\xi}{2} \), and \( \chi_{\text{cav}}^{-1} = \sum_j \chi_{\text{OM},j}^{-1}(q \Omega_{mod}) \), with \( \chi_{\text{OM},j}^{-1}(\omega) = \xi - [i(\omega - \Omega_j) - \frac{\Gamma_j}{2}]^{-1} - [i(\omega + \Omega_j) - \frac{\Gamma_j}{2}]^{-1} \).

We implement laser intensity modulation by \( \mathcal{T}_0 = [1 - i J_0(d)]/2, \mathcal{T}_{\pm 1} = -J_0(d)/2 \), where \( J_m \) denotes the \( m \)-th Bessel function of the first kind and \( d \) the modulation depth (see Supplemental Material). Employing the steady state \( \hat{\alpha}_m = 0 \), turns the dynamics of fluctuation components \( \hat{a} \) and \( \hat{b} \) into a periodic system that can be treated with Floquet techniques [30]:

\[ \dot{\hat{a}}^{(m)} = -\chi_{\text{cav},m}^{-1} \hat{a}^{(m)} - \sum_{(p,q)}^{N} \chi_{\text{cav}}^{-1} \hat{a}^{(m-p)} \hat{a}^{(m-q)} \]

\[ + \sum_{n=-D}^{D} \sum_{j=1}^{N} i g_j \hat{a}^{(m-n)} \hat{R}(\hat{b}_j^{(m-n)}) + \sqrt{\Gamma}\hat{a}_{in}^{(m)}, \]

\[ \dot{\hat{b}}_j^{(m)} = -\chi_{\text{me},j}^{-1} \hat{b}_j^{(m)} + i g_j \sum_{n=-D}^{D} \left[ \hat{a}^{(m-n)} \hat{a}^{(m-n)} + \hat{a}^{(m-n)} \hat{a}^{(m-n)} \right]^{(m-n)} \]

\[ + \sqrt{\Gamma}\hat{b}_{in,j}^{(m)}. \tag{5} \]

Using the input–output relations for the relevant contributions of the optical field \( \hat{\alpha}_{out}(\omega) = \hat{a}_{in}^{(0)}(\omega) - \sqrt{\kappa}\hat{a}_{in}(\omega) \) with input noise obeying \( \langle \hat{\alpha}_{in}^{(0)}(\omega) \hat{\alpha}_{in}^{(0)}(\omega) \rangle = \delta(\omega - \omega') \delta_{\text{int}} \delta_{\text{nn}}(n+1) \) yields the stationary power spectral density of the output field consisting of a noise floor \( \tilde{S} \) and multipole Lorentzian peaks proportional to \( n \).

\[ S(\omega) = \tilde{S} + \sum_{p,j} \frac{\kappa g_j^2 |\bar{\alpha}|^2 (\Gamma_j \tilde{n}_j}{(\omega - \Delta)^2 + \frac{g_j^2}{4} \left[ (\omega - \Omega_{jp})^2 + \frac{\Gamma_j^2}{4} \right]} \]

located at \( \Omega_{jp} = \Omega_j + p \Omega_{mod} \) and filtered by the cavity density of states. This is of Lorentzian form, with frequency-independent effective detuning \( \Delta = \Delta + \sum_{p,j} \frac{2 g_j^2 |\bar{\alpha}|^2}{\Omega_j \Gamma_j} \), due to static radiation pressure, modified to \( \Delta(\omega) = \Delta + \sum_{j,p} |\bar{\alpha}|^2 \text{Im}(\chi_{\text{OM},j}^{-1}(\omega + p \Omega_{mod})) \) and effective linewidth

\[ \frac{\Delta}{2}(\omega) = \tilde{\kappa} + \sum_{j,p} |\bar{\alpha}|^2 \text{Re}(\chi_{\text{OM},j}^{-1}(\omega + p \Omega_{mod})). \]
Stability analysis.—To evaluate the mechanical stability, we eliminate the optical field fluctuation operator $\hat{a}^{(0)}$ and analyze its effect on the mechanical Floquet modes

\[
\hat{\xi}_{j}^{(m)}[\hat{\xi}_{me, mj}^{(0)} - i\omega] = \sqrt{\Gamma_{j}^{(m)}} \sum_{l,p} \sigma_{jlp}^{(m)}(\omega) \mathfrak{R}(\hat{b}_{j}^{(p)}) + i\sqrt{\Gamma_{j}^{*}} \left[ \frac{\hat{\xi}_{m+1}^{(0)}}{i(\Delta - \omega) + \frac{\kappa}{2}} + \frac{\hat{\xi}_{m}^{(0)+}}{-i(\Delta + \omega) + \frac{\kappa}{2}} \right],
\]

(7)

where $\hat{\xi}_{me, mj}^{(0)} = i(\Omega_{j} - m\Omega_{mod}) + \frac{\Gamma_{j}}{2}$. The Floquet modes are coupled via the contributions

\[
\sigma_{jlp}^{(m)}(\omega) = \frac{g_{jl}^{*} \hat{\xi}_{m}^{(p)}}{i(\Delta - \omega) + \frac{\kappa}{2}} = \frac{g_{jl}^{*} \hat{\xi}_{m}^{(p)}}{-i(\Delta + \omega) + \frac{\kappa}{2}}.
\]

(8)

Without periodic drive ($m \equiv p \equiv 0$), the stationary mechanical spectra are $S_{\xi}^{(0)}(\omega) = \hat{S}_{\xi}^{(0)} + \Gamma_{j}^{(0)}(\Omega_{j} - \omega)^{2} + \Gamma_{j}^{(0)}/4$ \(^{-1}\) with modified mechanical frequencies and decay rates [32, 33]

\[
\Omega_{j}^{(0)}(\omega) = \Omega_{j} \left[ 1 - \frac{\Delta \omega^{2}}{(\omega - \Delta)^{2}} \right],
\]

\[
\Gamma_{j}^{(0)}(\omega) = \Gamma_{j} + \frac{4\kappa \omega^{2} |\hat{\xi}_{0}^{(0)}|^{2}}{(\omega + \Delta)^{2}}.
\]

(9)

These expressions allow assessing the stability of the mechanical oscillators: The mechanical decay rate $\Gamma_{j}$ is composed of decay of phonons into the bath $\Gamma_{j}$ which can be counteracted by the stimulated emission process for blue-detuned driving ($\Delta < 0$). In the stimulated process for the respective oscillator $\omega = \Omega_{j}$, a cavity photon with excess energy and a stimulating phonon are converted into a resonant photon and two coherent phonons of this mode. Its rate overcoming the decay rate $\Gamma_{j}$ indicates the onset of self-sustained oscillation.

In the presence of the periodic drive, there are additional contributions that modify the mechanical decay rates

\[
\Gamma_{j}^{(0)}(\Omega_{j}) = \Gamma_{j} - \sum_{l,p} \text{Re} \left[ \frac{(1 - \delta_{j}^{(0)} \delta_{p}) \sigma_{jlp}^{(0)}(\omega) \sigma_{jlp}^{(p)}}{i(\Omega_{j} - \Omega_{j}) + \Gamma_{j}^{(0)} + \sigma_{jlp}^{(p)}} \right].
\]

(10)

which can become prominent if the modulation frequency is tuned to the difference of distinct mechanical frequencies $\Omega_{mod} = |\Omega_{j} - \Omega_{l}|$ with $j \neq l$ for low modulation depths ($|\hat{\xi}_{\pm 1}|^{2} \ll |\hat{\xi}_{0}|^{2}$). These additional contributions can be interpreted as the stimulated emission of a cavity photon and a phonon creating a coherent phonon in a different mode (see Supplemental Material). This process can act as a seed of phase-locking between the two mechanical modes, and cause a mode that exceeds threshold to stimulate simultaneous lasing of the other mode, circumventing the prohibitive effect of gain saturation.

To verify the existence of a multimode phonon lasing state, we conduct a numerical simulation of the Itô stochastic differential equation corresponding to Eq. (2) depicted in Fig. 1. We employ the Euler–Maruyama scheme [3], adding Gaussian noise terms $\xi_{\tau}(t)$ with zero mean $\langle \xi_{\tau}(t) \rangle = 0$ and time correlation $\langle \xi_{\tau}(t)\xi_{\tau}(t') \rangle = \delta_{\tau} \delta(t - t')$ for all $2(N + 1)$ variables $r, s \in \{ \text{Re}(a), \text{Im}(a), \text{Re}(\beta), \text{Im}(\beta) \}$ with the variance of the Gaussian noise $\lambda_{n}$ (see Supplemental Material). We choose an instructive set of parameters for two mechanical modes ($N = 2$, $\Omega_{1} = 5.3$, $\Gamma_{1}/\Omega_{1} = 0.16$, $g_{1} = 0.80$, $\Omega_{2} = 7.1$, $\Gamma_{2}/\Omega_{2} = 0.10$, $g_{2} = 1.1$) and the optical cavity ($\Delta = -6.1$, $\kappa = 3$). Driving this system with $\xi_{\tau} = 8.9$, leading to $\Delta \approx -\Omega_{1}$, while modulating with depth $d = 0.08$ for various modulation frequencies $\Omega_{mod}$ reveals the effect of intensity modulation. Figure 1(b) shows that for off-resonant intensity modulation ($\Omega_{mod} \ll \Omega_{2} - \Omega_{1}$) the mechanical modes evolve in a thermal state, as the system is just below instability threshold for the chosen power. For modulation closer to resonance, one of the modes ($\beta_{1}$) transitions into self-sustained oscillations, with high amplitude and narrow spectrum as expected for a lasing process (Fig. 1(c)). This can happen because of the additional negative damping contribution in Eq. (10). That extra modulation-induced process involves the other mechanical mode ($\beta_{2}$), as evidenced by the fact that $\beta_{2}$ is coherently driven at frequencies $\Omega_{1}$ and $\Omega_{1} + \Omega_{mod}$, while it still does not show significant narrowing (magenta spectrum in Fig. 1(c)). This changes when the modulation frequency is approximately the difference of the mechanical frequencies (Fig. 1(d)), and the multimode process gain is maximal: Then, both mechanical modes undergo coherent oscillation at distinct frequencies. We coin this operation multimode oscillation (MMO) since both peaks in the mechanical spectra are described by Lorentzians with decreased linewidth and not by the sum of the thermal Lorentzian and additional peaks, as in Fig. 1(c).

Experimental multimode phonon lasing.—In our experiments to confirm the predicted MMO state, we use the 1D silicon optomechanical crystal cavity depicted in Fig. 2(a). It supports a high-quality optical mode (Fig. 2(b)) that allows phonon lasing at frequencies around 4 GHz under blue-detuned laser driving [7]. Interestingly, this system hosts two mechanical modes within the beam’s phononic bandgap, which correspond to oscillations of the lateral corrugations [35]. The mechanical displacement of these modes, labeled ‘P1’ and ‘P2’, is depicted in Fig. 2(c), simulated using the shape retrieved from electron microscopy. Figure 2(d) shows both modes’ thermomechanical spectra transduced at low power. All measurements were performed at room temperature and atmospheric pressure, coupling light to and from the cavity with a dimpled fiber taper (see more experimental details in the Supplemental Material). Notably, the coupling rate and damping of both mechanical modes are quite similar, leading to similar cooperativity $C_{j} = 4g_{c}^{2}n_{c}/|\Gamma_{j}|$ with $n_{c}$ the intracavity photon number: $C_{j}/n_{c} = (3.7 \pm 0.3) \times 10^{-5}$ for mode P1 and $C_{2}/n_{c} = (5.6 \pm 0.4) \times 10^{-5}$ for mode P2.

Because of this similarity, we observe that either mode can be individually driven to a single-mode self-sustained oscillation (SSO) state under blue-detuned driving, as shown in Fig. 3(a). The choice of the lasing state depends on fine experimental conditions, including the initial (random) thermal state of each mode. Figure 3(b) depicts the intensity of both modes while the wavelength of the laser (input power
P_{in} = 3.16 mW) is continuously increased towards the SSO regime. We see that once one mechanical mode (P2) starts lasing, the other mechanical mode (P1) is damped, evidencing gain suppression [12]. Following the theoretical predictions, we then modulate the laser intensity at frequency \( \Omega_{\text{mod}} \) (with \( d = 0.18 \)). However, starting from P2 in an SSO state and stepping the modulation frequency across resonance \( \Omega_{\text{mod}} = \Omega_2 - \Omega_1 \) does not activate the MMO state, as the thermomechanical Lorentzian of P1 remains unaffected (see Fig. 4(c) and Supplemental Material). Instead, the MMO regime is reached when the intermodal coupling is established already before threshold is reached, allowing the Floquet modes to cross threshold simultaneously. We experimentally achieve this by implementing the modulation fixed to the measured difference frequency, and then tuning a far-blue-detuned laser towards cavity resonance. The resulting MMO state is shown Fig. 3(d) (right): both modes are simultaneously in the self-sustained regime. The left panel shows the beatnote of the two lasing tones, measured after mixing them and filtering out the modulation at \( \Omega_{\text{mod}} \) (see Supplemental Material). Its extremely narrow linewidth, much smaller than the linewidths of the individual tones and only limited by the 1 Hz resolution bandwidth of the spectrum analyzer, confirms the phase locking of the two lasing phonon modes, whose phase fluctuations are identical.

Phase noise and stability analysis.— To characterize the linewidth and stability of the oscillators, we analyze their phase noise \( L(f) \) in the SSO and MMO states in Figs. 4(a,b). In both cases we observe different noise contributions that can be expected in optomechanical oscillators: white phase noise \( (1/f^0) \), white frequency \( (1/f^1) \) noise [7], in good agreement with Leeson’s model [4]. A phase noise of \(( -65 \pm 3 \) dBc/Hz) at 10 kHz is measured for the SSO state, on par with other optomechanical microwave oscillators [5, 7, 11, 37, 38]. Although white phase and flicker frequency noise are dominating, we estimate a Lorentzian linewidth of maximally \( \sim 40 \) Hz from the fitted contribution of the random phase walk \((1/f^2)\).

Interestingly, the phase noise of the MMO state is \(( -70 \pm 4 \) dBc/Hz) at 10 kHz; thus smaller than that in the SSO regime for this and all smaller offset frequencies. This reduction of fluctuations is also very clear from the time evolution of the spectra in the SSO (P2) and MMO states, presented in Fig. 4(c,d). The observed jitter of the lasing frequency of P2 in

**FIG. 2.** (a) Scanning electron microscope image of the fabricated optomechanical cavity. (b) Simulated electric field pattern of the localized optical mode in the fabricated cavity. The mode has a measured resonance wavelength \( \lambda_r = (1527.4 \pm 0.2) \) nm with a loaded optical quality factor \( Q_L = (1.32 \pm 0.1) \times 10^4 \) and an overall decay rate \( \kappa/2\pi = (14.88 \pm 0.08) \) GHz. (c) Calculated mechanical displacement profiles of the two mechanical modes P1 and P2. (d) Measured power spectral density of the thermally-transduced mechanical modes P1 and P2. These allow determination of resonance frequencies \( \Omega_1/2\pi = 3.845 \) GHz and \( \Omega_2/2\pi = 3.899 \) GHz, linewidths \( \Gamma_1/2\pi = (2.7 \pm 0.2) \) MHz and \( \Gamma_2/2\pi = (2.26 \pm 0.12) \) MHz, and optomechanical coupling rates \( g_1/2\pi = (606 \pm 14) \) kHz and \( g_2/2\pi = (687 \pm 16) \) kHz.

**FIG. 3.** From single mode to multimode phonon lasing. (a) Self-oscillation spectra of P1 (left) and P2 (right), without external modulation. (b) P2 SSO excitation through a wavelength scan with a blue-detuned laser \( \Omega_{\text{mod}} \neq \Omega_2 - \Omega_1 \). (c) Mechanical mode amplitude evolution in a modulation frequency scan around the difference frequency when P2 is self-oscillating. (d) Multimode lasing under an input modulation \( \Omega_{\text{mod}} = \Omega_2 - \Omega_1 \). (Left) Difference tone obtained by mixing the lasing mechanical modes in the microwave domain. (Right) Spectrum of the two mechanical modes when lasing simultaneously (MMO state).
Our investigation shows that nonlinear dynamics of Floquet modes enable multimode phonon lasing in optomechanical systems. The analytical argument based on higher-order cross-mode corrections of the self-energy for intensity modulation at the difference of mode frequencies is underpinned by numerical simulations as well as experimental demonstration. We show how the multimode lasing state can be reached experimentally, and reveal that its long-term stability is improved. The multimode cavity used in our experiments paves the way towards to integration of multiple coexisting GHz mechanical modes. The concepts we establish can be used to study the emergent physics of many-mode stability in the Floquet lasing regime.

**Conclusion.**—Our investigation shows that nonlinear dynamics of Floquet modes enable multimode phonon lasing in optomechanical systems. The analytical argument based on higher-order cross-mode corrections of the self-energy for intensity modulation at the difference of mode frequencies is underpinned by numerical simulations as well as experimental demonstration. We show how the multimode lasing state can be reached experimentally, and reveal that its long-term stability is improved. The multimode cavity used in our experiments paves the way towards to integration of multiple coexisting GHz mechanical modes. The concepts we establish can be used to study the emergent physics of many-mode self-oscillating optomechanical systems, in a fully controllable fashion.
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I. TRANSFER CHARACTERISTIC OF INTENSITY MODULATION

The optical intensity modulation underlying the theoretical description is based on the imbalanced single-drive Mach–Zehnder modulator depicted in Fig. S1(a). Our discussion follows the descriptions of [1, 2]. It consists of a Mach–Zehnder interferometer realized with two waveguides and an electro-optic phase modulator implemented in one waveguide. The output field of such a Mach–Zehnder modulator is given by

$$\mathcal{E}_{\text{out}}(t) = \frac{\mathcal{E}_{\text{in}}(t)e^{\phi_0}}{2} \left(1 + e^{i\phi_{\text{mod}}(t)}\right)$$  \hspace{1cm} (S1)

where $\mathcal{E}_{\text{in}}$ is the input field and $\phi_0$ an input phase offset. The electro-optic phase modulator causes the phase-shift $\phi_{\text{mod}}(t) = \pi V(t)/V_\pi$ when a voltage $V(t)$ is applied, where $V_\pi$ is a characteristic of the modulator. The intensity transfer characteristic for $\mathcal{E}_{\text{in}}(t) = \mathcal{E}_0 e^{i\omega t}$ is

$$\frac{I_{\text{out}}}{\mathcal{E}_{\text{in}}^2} = \frac{1 + e^{i\phi_{\text{mod}}(t)} + e^{-i\phi_{\text{mod}}(t)}}{2} = \cos^2 \left(\frac{\phi_{\text{mod}}(t)}{2}\right)$$  \hspace{1cm} (S2)

and enables its use for intensity modulation at the operating point $O\Pi_1$ for $V(t) \approx -\frac{V_\pi}{2}$ as suggested by Fig. S1(b). Assuming sinusoidal modulation $V(t) = -\frac{V_\pi}{2} + \frac{dV_\pi}{\pi} \cos(\Omega_{\text{mod}} t)$ around voltage $-\frac{V_\pi}{2}$ with modulation depth $d$ we write the transfer function

$$\mathcal{T}(t) = \frac{\mathcal{E}_{\text{out}}(t)}{\mathcal{E}_{\text{in}}(t)} = \frac{e^{i\phi_0}}{2} \left(1 + e^{-i\frac{\pi}{2} + id \cos(\Omega_{\text{mod}} t)}\right).$$  \hspace{1cm} (S3)

The field transfer characteristic can be described in terms of the Bessel functions of the first kind $J_n$ using the Jacobi–Anger expansion

$$\mathcal{T}(t) = \frac{1 - iJ_0(d)}{2} + \sum_{n=1}^{\infty} i^{n+1} J_n(d) \cos(n\Omega_{\text{mod}} t),$$  \hspace{1cm} (S4)

which signifies that applying a low modulation depth $d$ allows to cut off after the first time-dependent contribution. The Fourier components of Eq. (S4) act as the driving terms $T_n$ in Eq. (4) of the main text. To ensure the validity of this cut-off, we compare the analytical intensity transfer function in Eq. (S2) with the approximation resulting from truncating Eq. (S4) after $n = 1$ in Fig. S1(c) in the parameter regime used in theory as well as the experiment.

II. RAMAN PICTURE DESCRIPTION

With the aim to provide further insight in the working principle of the stimulated emission processes, we first inspect the effective decay rate without periodic drive $\Gamma_j'(\Omega_j)$ taken from Eq. (9) of the main text. An example in the resolved sideband regime ($\kappa < \Omega_j$) is shown in Fig. S2(a) which illustrates that the initial phonon decay rate $\Gamma_j$ can be counteracted by a phonon production process that is maximal for an effective detuning $\bar{\Delta} = \omega_{\text{op}} - \omega_\Lambda = -\Omega_j$. This means that the phonon production is most effective if drive photons entering the cavity carry the exact amount of excess energy $E = \hbar(\omega_\Lambda - \omega_{\text{op}})$ that is associated with one phonon $E_j = \hbar\Omega_j$, indicating that
energy conservation of incoming and outgoing particles is the requirement for the process. Therefore, we can visualize stimulated emission processes in an energy diagram with arrows pointing upwards as incoming particles and arrows pointing downwards as outgoing particles, as depicted in Fig. S2(b) and (c). The standard stimulated emission process displayed in Fig. S2(b) can be visualized by an incoming photon (\(\hat{a}_0\)) and a (stimulating) phonon \(\hat{b}_j\) which can be used to break down the photon into a resonant photon at the optical frequency and two phonons \(\hat{b}_j\) that inherit the phase from the stimulating phonon. Energy conservation of this process requires that the photon carries the excess energy of one phonon \(\Delta = -\Omega_j\).

The collaborative stimulated emission process that is relevant for phase locked multi-mode oscillation in the numerical example is illustrated in Fig. S2(c). This process is associated with the decay rate alteration Eq. (10) in the main text. In the presence of modulation, the cavity is driven with carrier photons (\(\hat{a}_0\)) at frequency \(\omega_L\) that carrying excess energy \(\Delta = -\Omega_1\) as well as by photons in the modulation sidebands whose frequencies \(\omega_1 \pm \Omega_{\text{mod}}\) are either diminished (\(\bar{\alpha}_{-1}\)) or augmented (\(\bar{\alpha}_1\)) from the carrier frequency by the modulation frequency \(\Omega_{\text{mod}}\). A new process can be recognized that can be broken down into two subcycles:

1. The sideband photons (\(\bar{\alpha}_1\)) can be broken down by a stimulating phonon of mode 1 (\(\hat{b}_1\)) into a resonant photon and a new phase-locked phonon of mode 2 (\(\hat{b}_2\)). This process conserves energy if the photon’s excess energy \(-h(\Delta - \Omega_{\text{mod}})\) equals the energy \(h\Omega_2\) of a phonon in mode 2 which yields a condition for the modulation frequency \(\Omega_{\text{mod}} = \Omega_2 + \Delta\). Considering a central detuning \(\Delta = \omega_{\text{op}} - \omega_L = -\Omega_1\) this results in modulating at the difference of the mechanical frequencies \(\Omega_{\text{mod}} = \Omega_2 - \Omega_1 = \delta\Omega\).

2. This phase-locked phonon of mode 2 can in turn be used in a subsequent step to generate a new phonon of mode 1. This step requires a drive photon (\(\hat{a}_0\)) with excess energy \(-h\Delta = h\Omega_1\) and the phase locked phonon in mode 2 (\(\hat{b}_2\)) to break down into a resonant photon and a phase locked phonon in mode 1 (\(\hat{b}_1\)) which can act as a stimulating phonon in the next cycle.

In total, we require one drive photon in the optical mode \(\delta_0\), one drive photon in the optical mode \(\delta_1\), and one stimulating phonon in \(\delta_1\) (e.g. thermal noise) to generate a new pair of phase locked phonons in the mechanical modes 1 and 2. This process can be attributed to the additional term \(\sigma_1^{(1)}(t) \sigma_{12}^{(1)}(t) \sigma_{22}^{(2)}(t)\) which appears in Eq. (10) of the main text. The collaborative stimulated emission requires that the driving occurs at the difference frequency and both stimulated emission processes are occurring with maximal rates for the effective detuning \(\Delta = -\Omega_1\) in this example. Therefore, adjusting the modulation frequency with optimal detuning only enables the collaborative stimulated emission process while the standard stimulated emission is already active. However, adjusting the detuning with an optimal modulation enables both stimulated emission processes simultaneously. We note that similar processes occur starting from a noise phonon in mode 2 at detuning \(\Delta = -\Omega_2\) involving the other modulation sideband, all resulting in phase-locked generation of phonon pairs in the two modes.

III. MUSICAL DESCRIPTION AND AURAL EVIDENCE OF MULTIMODE LASING

Another way of appreciating that a modulated drive can lead to phase locked oscillations at distinct frequencies can be drawn from music and more concretely from considering a conductor in charge of leading two groups. The natural frequencies of the mechanical modes in the numerical demonstration were chosen at a ratio \(\Omega_2/\Omega_1 = 1.339 \approx 4/3\) such that coherent phase-locked oscillations can be identified with
a so-called 4/3 polyrhythm as visualized in Fig. S3. A conductor usually indicates the beginning of a measure which is the smallest cyclic pattern of a musical piece. A measure is subdivided into pulses and here we assume a three quarter measure, i.e. a subdivision into three equal pulses. If a measure takes up one second, then each pulse takes up a third of a second. However, it is possible for a second voice to play four equidistant notes in the same time which are so-called dotted eighths and take up a quarter second each. This fits completely with our example since the two voices repeating notes at a frequency of 3 and 4 Hz are conducted by signs indicating a phase to lock to at the difference of these frequencies, namely at 1 Hz, like the conductor indicating the start of each measure. To validate the existence of multiple distinct frequencies in the oscillations of the mechanical modes, we use the displacement of the numerical simulations as seen in Fig. 1 of the main text to generate sound files. These result in a noisy tone for the thermal state, a single clear tone in the SSO state and in a two-tone chord in the MMO state. Since the natural frequencies are chosen approximately in a 4/3 ratio we expect to hear a so-called suspended fourth chord in the MMO state. We generated the sound files available as part of the supplementary material to certify oneself.

### IV. NUMERICAL ANALYSIS PROCEDURE AND PHASE DIAGRAM

We generate sample trajectories of our model such as those depicted in Fig. 1 of the main text by employing the Euler–Maruyama scheme [3] for the dynamics of the mean fields

\[
\dot{\alpha} = \left\{-i \Delta - \sum_{j=1}^{N} g_j R(\beta_j) \right\} \alpha + \xi_0 T e^{-i\phi_0} + \xi_\alpha(t),
\]

\[
\hat{\beta}_j = -\left(i \Omega_j + \frac{1}{2}\right) \beta_j + i g_j |\alpha|^2 + \xi_{\beta_j}(t),
\]

where we choose the parameters of the two mechanical modes \((N = 2)\) as described in the main text, namely \(\Omega_1 = 5.3, \Gamma_1/\Omega_1 = 0.16, g_1 = 0.80, \Omega_2 = 7.1, \Gamma_2/\Omega_2 = 0.10, g_2 = 1.1\) as well as the optical cavity \(\Delta = -6.1, \kappa = 3\). This places the numerical example in the resolved sideband region such that only the collaborative stimulated emission process in Fig. S2(c) contributes and the similar process starting from a noise phonon in mode 2 mentioned above is suppressed. We keep all parameters within two orders of magnitude because stiff stochastic differential equations, having parameters varying over several orders of magnitude, cannot easily be simulated numerically. The Gaussian noise terms we employ are described by their statistical moments, i.e. their mean \(\langle \xi_\alpha(\tau) \rangle = 0\) taken to be zero throughout the analysis and time correlation \(\langle \xi_\alpha(t) \xi_\alpha(t') \rangle = \delta_{t-t'} \lambda_\alpha \delta(t-t')\) for all \((N+1)\) variables \(r,s \in \{Re(\alpha), Im(\alpha), Re(\beta_j), Im(\beta_j)\}\) with the variance of the Gaussian noise \(\lambda_\alpha\) gauging the strength of the random forces. In order to generate realistic initial conditions of the system, we evolve the system starting from rest \(\alpha(t = -t_0) = \beta_j(t = -t_0) = 0\) and without drive \((\xi_0 = 0)\) for an initial period of \(t_0 = 100 / \Omega_2 / (2\pi) \approx 115\) oscillation periods of \(\Omega_2\) emulating cavity shot noise, i.e. \(\langle \xi_\alpha(t) \xi_\alpha(t') \rangle = \delta_{t-t'} \lambda_\alpha \delta(t-t')\). Note, that we neglect the equivalent quantum noise of the mechanical oscillator in the ground state because we aim to explore self-oscillating attractors of the nonlinear dynamics with the least energy possible in the system at initial time \(t = 0\). After the initial procedure to thermalize the system, we then drive with \(\xi_0 = 8.9,\) leading to \(\Delta \approx -\Omega_1,\) and phonon noise \(\langle \xi_\beta(t) \xi_\beta(t') \rangle = 0.01 \sum_{s}(\delta_{Re(\beta_j)} + \delta_{Im(\beta_j)})\delta_{t-t'}\) to probe the stability of the attractor for \(1000 / \Omega_2 / (2\pi) \approx 1150\) oscillation periods of \(\Omega_2\). The step size \(\delta t = 0.0001\) throughout every simulation is chosen to be such that we have approximately 11500 sample points per oscillation period of \(\Omega_2\) in order to numerically converge. We conducted a larger parameter scan of the modulation depth \(d\) and the modulation frequency \(\Omega_{mod}\) to understand the effects of the modulated drive. The numerical parameters are identical to the examples shown in Fig. 1 of the main text, apart from the modulation depth which is scanned from 0 to 0.1 in steps of 0.005, and the modulation frequency which is swept from 0 to 3 in steps of 0.05. The results are summarized in Fig. S4. The classification of a simulation into a thermal state (black square), self-sustained oscillation of one mode (blue square) or multimode oscillation (red square) is based on the Fourier
spectra of the mechanical displacements $\text{Re}(\beta_j)$ which were computed for $980 \cdot \Omega_2/(2\pi) \approx 1100$ oscillation periods of $\Omega_2$. A simulation is classified as a thermal state if that all amplitudes in the range $\omega \in [4, 10]$ are below the threshold value $10^{10}$ which can be seen in the inset of Fig 1.(b). Self-oscillation and multimode oscillation are related to a rise of the amplitude for either one or both mechanical displacements around their natural frequency above the threshold value $10^{10}$. In addition, to classify a simulation as multimode oscillation, the maximal amplitude in the spectrum of the mechanical displacement of $\beta_2$ needs to be in the interval $[6, 8]$ and a fit of the logarithm of a Lorentzian function $f(\omega) = \ln(\tilde{\delta}_0 + a((\omega - \tilde{\Omega}_2)^2 + (\Gamma_2/2)))^{-1}$ to the logarithm of the Fourier spectrum in that range results in a narrowed linewidth of $\Gamma_2 < \Gamma_2/2$ while keeping the frequency $\tilde{\Omega}_2 = 6.8$ fixed. We see that increasing the modulation depth takes the system below laser threshold for low modulation frequencies. This can be understood since the total power that exits the Mach–Zehnder modulator is constant independent of the modulation depth and some of the power is taken from the main tone at $\omega_L$ to generate the two sidebands at $\omega_L \pm \Omega_{\text{mod}}$, which are not optimally detuned to generate laser. If the modulation frequency is swept towards the difference frequency we see that the additional stimulated emission process first helps one mode to overcome the oscillation threshold and at the difference frequency and beyond the second mode also surpasses the threshold. The time requirements of the numerical algorithm limit the amount of simulations considered per data point leading to statistical fluctuations in the phase diagram. The white stars denote the modulation parameters for the shown simulations in Fig. 1 of the main text.

V. THE ROLE OF THE OPTICAL SPRING EFFECT IN FREQUENCY STABILITY

One effect that could play a role in the observed frequency stabilization in the MMO state is related to fluctuations transduced through the optical spring effect. To understand this in more detail, consider the central frequency corrected by the optical spring shift in Eq. (10) in the main text

$$\Omega_j(\Omega_j) = \Omega_j \sqrt{1 - \frac{\Delta g_{ij}^2 |\bar{a}_0|^2(\frac{\kappa^2}{4} - \Omega_j^2 + \bar{\Lambda}^2)}{\Omega_j(\frac{\kappa^2}{4} + (\Omega_j - \bar{\Lambda})^2)(\frac{\kappa^2}{4} + (\Omega_j + \bar{\Lambda})^2)}}.$$  \hfill (S6)

Observing that $|\Omega_j' - \Omega_j| \ll \Omega_j$, we apply the Taylor expansion $\sqrt{1 - ax^2} \approx 1 - \frac{ax^2}{2}$ leading to the approximated central frequency

$$\Omega_j(\Omega_j) \approx \Omega_j - \frac{\Delta g_{ij}^2 |\bar{a}_0|^2(\frac{\kappa^2}{4} - \Omega_j^2 + \bar{\Lambda}^2)}{2(\frac{\kappa^2}{4} + (\Omega_j - \bar{\Lambda})^2)(\frac{\kappa^2}{4} + (\Omega_j + \bar{\Lambda})^2)}.$$  \hfill (S7)

As such, laser intensity fluctuations, either quantum fluctuations or classical fluctuations related to the laser or the tapered optical fiber, could affect the stability of the mechanical resonator through the induced optical spring shift. Moreover, Uncertainty in other quantities such as the detuning $\bar{\Lambda}$ contributes with additional error. The thermo-optic effect, which leads to laser-induced cavity red-shift in the silicon nanocavities we employ, stabilizes fluctuations in intensity and detuning only to a finite degree. The magnitude of the resulting spring shift depends on the mean intracavity photon number. A reduction of the intracavity photon number as suggested by the theoretical finding that the lasing threshold power is lowered by the modulation as seen in the phase diagram, and the observed reduction of the peaks in the experimental spectra in the MMO state, make it possible that the observed stabilization is at least in part related to this mechanism.

VI. EXPERIMENTAL SETUP

The measurements were performed with the experimental setup illustrated in Fig. S5. Two similar setups were installed.
(independently) at the AMOLF institute in the Netherlands and the Nanophotonics Technology Center (NTC) in Spain, where different compatible and reproducible sets of measurements were obtained. A tunable fiber-coupled external cavity diode laser (New Focus TLB-6728) generates a continuous-wave optical signal that passes through an intensity modulator fed by a signal generator (SG) with a tuneable modulation frequency $\omega_{RF}$. In both setups the used intensity modulator was a Covega Mach MZM and the SG was an EXG Analog Signal Generator N5173B at AMOLF and an Agilent E4438C ESG Vector Signal Generator at NTC. The modulated laser signal is passed through an erbium doped fiber amplifier (EDFA), a polarization controller (PC), and an optical circulator before it is sent into a dimpled tapered fiber. Another employed version of the system consists in coupling the light into and out of the cavity with a fiber taper loop. When the dimpled fiber is close enough to the OM cavity under study, light is coupled evanescently from the fiber to the cavity so that we can characterize both the transmission and reflection spectra, shaded/highlighted in red and blue, respectively.

The transmitted signal is first sent to a variable optical attenuator (VOA), where it is photodetected ($PD_1$) to monitor the optical resonance with an oscilloscope (‘Scope’). The reflected signal is photodetected after the circulator via a 12 GHz Photodetector (New Focus 1544-B DC-Coupled NIR Fiber-Optic Receiver) ($PD_2$) and then filtered with a band pass filter (Mini-Circuits VBFZ-4000-S+). This filter is used to suppress the modulated frequency $\omega_{RF}$ in the detected electrical signal which would overlap with the difference tone. Once the low frequency range has been filtered, the signal is electrically amplified (Miteq MPN4-02001800-23P) and divided (Mini-Circuits 15542 ZFRSC-42) in order to feed the two input ports of an electrical mixer (MACOM M63C), where the difference and sum tones of the two lasing mechanical modes P1 and P2 are created. Finally, the resulting signal is analyzed with a radiofrequency spectrum analyzer (RSA). The RSA used at AMOLF was a MXA Signal Analyzer N9020A and at NTC a Anritsu MS2850A Signal Analyzer. All the phase noise measurements presented in this work were obtained with the latter one. Real-time spectrograms of the spectrum versus time were acquired on both.

To reach the MMO regime the experiment was performed as follows: First, the difference frequency between the two involved mechanical modes was characterized at different laser wavelengths. Next, this difference frequency was set as the modulation frequency of the laser driving the cavity, and it was kept constant in the rest of the experiment. Finally, a sweep of the laser wavelength on the blue-detuned side of the resonance was performed, reaching in this way the self-oscillation regime in the MMO state.

The difference tone $\Omega_2 - \Omega_1$ is also measured with this experimental setup to confirm the mode-locking between P1 and P2. This is achieved by sending the detected signal through the microwave mixer. Using a control measurement, we verified that the filter fully suppresses the (low-frequency) optical modulation frequency recorded by the photodetector, such that the measured difference-frequency signal was only related to the mixing of the two GHz-frequency signals of the oscillators P1 and P2.

**VII. MECHANICAL MODE CHARACTERIZATION**

Because of fabrication imperfections, the final structures differ from the nominal ones. In order to ensure that the measured mechanical modes were still located in the middle region of the cavity, a calculation of the mechanical modes was performed using a profile retrieved from a Scanning Microscopy Image (SEM). In Fig. S6 both the theoretical mechanical mode profile of the nominal structure and the real profile fabricated structure are compared. Here, we can see similarity between the two profiles of the mechanical modes in both cases.

**VIII. MODULATION FREQUENCY SCAN**

Once P1 or P2 is in the lasing state, an upconversion of the drive modulation tone occurs. This means that the drive
The resulting evolution of both $P_1$, $P_2$ and LS amplitudes are that the MMO state cannot be reached from the SSO state. $P_1$ is never narrowed while the modulation sideband of $P_2$ the lower sideband driven by modulation tone as can be seen for modulation frequencies around $\Omega$. A close view to red) that are taken while varying the modulation frequency around the difference frequency of $P_1$ and $P_2$. A} close view of the scan of the modulation tone around $P_1$. (c) Example of the different fit contributions in the overlap between $P_2$ and the lower sideband. (d) Evolution of the amplitudes of $P_1$, $P_2$ and the lower sideband as a function of the modulation frequency tone.

FIG. S7. Modulation frequency scan. (a) Overview of the upconversion of the modulation tone around $f_2 - f_1$. (b) Close view of the scan of the modulation tone around $P_1$. (c) Example of the different fit contributions in the overlap between $P_2$ and the lower sideband. (d) Evolution of the amplitudes of $P_1$, $P_2$ and the lower sideband as a function of the modulation frequency tone.

However, the most common quantity to describe the oscillator was derived from the phase noise data as [5]:

$$\sigma_\phi(\tau) = \sqrt{\int_0^\infty \frac{4f^2L(f)\sin^4(\pi f)^2}{(\pi f)^2} df}, \quad (S9)$$

where $L(f)$ is the measured phase noise and $f_c$ the carrier frequency of the oscillator under study.

FIG. S8. (a) Phase noise $L(f)$ from a thermally driven mechanical mode and a SSO mode. (b) Comparison of the two mechanical modes $P1$ and $P2$ in the SSO and MMO states.

FIG. S9(a) shows the common SSB phase noise $L(f)$.

X. ALLAN DEVIATION CALCULATION

The calculation of the Allan deviation $\sigma_\phi(\tau)$ was performed in two different ways. For small averaging times $\tau$, the parameter was derived from the phase noise data as [5]:

$$\sigma_\phi(\tau) = \sqrt{\int_0^\infty \frac{4f^2L(f)\sin^4(\pi f)^2}{(\pi f)^2} df}, \quad (S9)$$

where $L(f)$ is the measured phase noise and $f_c$ the carrier frequency of the oscillator under study.

The phase noise measurements from 100 Hz to 1 MHz frequency offset were performed with an Anritsu MS2850A Signal Analyzer, as mentioned above. A measurement of the phase noise of a mechanical mode thermally driven and a SSO mode was performed in order to be able to distinguish both situations. These measurements are presented in Fig. S8(a) for the case where $P1$ is self-oscillating. Here, we can see an appreciable difference between these two cases as the thermally driven mode had a very low amplitude, thus resulting in a huge contribution of frequency noise sources related to the white phase noise.

On the other hand, Fig. S8(b) shows a comparison of the phase noise for all the cases of the mechanical modes $P1$ and $P2$. P1 SSO and P2 SSO were taken when the corresponding mechanical modes were in the self-oscillation state and P1 MMO and P2 MMO were taken when both of them were simultaneously oscillating. As discussed in the main text, the most interesting feature arises in the low frequency offset regime, where we can see a difference in the phase noise from SSO and MMO. For all frequencies below $\sim 10$ kHz (where the white noise background is insignificant), the phase noise improves when the two mechanical modes are in the multimode regime. For these frequencies, the phase noise has a largest contribution related to flicker frequency noise, judging from the slope of this curve.

However, the most common quantity to describe the oscil-
The phase noise shows the typical dependencies, with $1/f^3$ (flicker frequency noise, lower part of the spectrum Fig. S9(a,b)), $1/f^2$ (white frequency noise, upper part of the spectrum in Fig. S9(a,b)) and white noise $1/f^0$, which are in good agreement with the general phase noise described by the Leeson’s model [4, 7].

Besides the phase noise as a measure about the stability of a signal, we can also study the root mean square (RMS) jitter ($J_{RMS}$). It can be obtained by integrating the phase noise power data as [5]:

$$J_{RMS} = \frac{1}{2\pi v_0} \sqrt{2 \int_{f_1}^{f_2} 10^{L(f)/10} df}$$  \hspace{1cm} (S11)$$

where $f_1$ and $f_2$ are the start and stop frequency, respectively.

On the other hand, for the long-term stability another approach was followed, in order to characterize the frequency drift of our oscillators. Besides the approximation of the calculation of the Allan deviation from the phase noise, this stability measurement can also be described as [6]

$$\sigma(\tau) = \sqrt{\frac{1}{2M} \sum_{i=0}^{M-1} (y_{i+1} - y_i)^2}$$  \hspace{1cm} (S12)$$

where $M = T/\tau - 1$ and $y_i = (\langle f_1(t_0 + i\tau) \rangle - f_c)/f_c$. Here, $\langle f_1 \rangle_\tau$ is the average frequency of the system over the interval $\tau$.

In our experiment, the measurement of the evolution of the frequency as a function of time was performed with a real time electrical spectrum analyzer over a total measurement time of 1 s and a timing step around 1 ms.
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