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Abstract

The effect of grid resolution on large eddy simulation (LES) of wall-bounded turbulent flow is investigated. A channel flow simulation campaign involving systematic variation of the streamwise ($\Delta x$) and spanwise ($\Delta z$) grid resolution is used for this purpose. The main friction-velocity based Reynolds number investigated is 300. Near the walls, the grid cell size is determined by the frictional scaling, $\Delta x^+$ and $\Delta z^+$, and strongly anisotropic cells, with first $\Delta y^+ \sim 1$, thus aiming for wall-resolving LES. Results are compared to direct numerical simulations (DNS) and several quality measures are investigated, including the error in the predicted mean friction velocity and the error in cross-channel profiles of flow statistics. To reduce the total number of channel flow simulations, techniques from the framework of uncertainty quantification (UQ) are employed. In particular, generalized polynomial chaos expansion (gPCE) is used to create meta models for the errors over the allowed parameter ranges. The differing behavior of the different quality measures is demonstrated and analyzed. It is shown that friction velocity, and profiles of velocity and the Reynolds stress tensor, are most sensitive to $\Delta z^+$, while the error in the turbulent kinetic energy is mostly influenced by $\Delta x^+$. Recommendations for grid resolution requirements are given, together with quantification of the resulting predictive accuracy. The sensitivity of the results to subgrid-scale (SGS) model and varying Reynolds number is also investigated. All simulations are carried out with second-order accurate finite-volume based solver OpenFOAM. It is shown, the choice of numerical scheme for the convective term significantly influences the error portraits. It is emphasized that the proposed methodology, involving gPCE, can be applied to other modeling approaches, i.e. other numerical methods and choice of SGS model.
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I. INTRODUCTION

Scale-resolving simulation of turbulent flows is very challenging due to the wide range of spatial and temporal scales, as is well known. Particular difficulties arise for wall-bounded turbulent flows, which are associated with the special structure of the turbulence in boundary layers. The inner part of the turbulent boundary layers (TBLs) contains energetic strongly-anisotropic flow structures which produce peaks in turbulent quantities such as production, dissipation, kinetic energy, and the Reynolds stress. Furthermore, these structures scale with the inner (frictional) scales and their ratio to the outer scales decreases with Reynolds (Re-)number. This implies, among other things, very unfavorable scaling of the grid requirements with the Re-number for wall-resolving large eddy simulations (WRLES). Thus, it is crucial to construct an appropriate computational grid for such simulations, and to strike the right balance between accuracy and computational cost.

The main aim of the present study is to provide extensive information concerning how the accuracy of the simulation results depends on the grid resolution. In general, different sources of error and uncertainty interact, propagate into the simulations, and eventually contaminate the results. Here, epistemic uncertainties are considered which
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\(1\) According to [30, 38], we would refer to a “recognizable” deficiency as error compared to uncertainty which indicates a “potential” discrepancy mainly due to the lack of knowledge or information. Uncertainty may, for instance, be due to the choice of a model to describe a phenomenon or due to influential parameters.
systematically influence the results, however, they can be reduced and even be ideally removed, see e.g. [38]. Recently, there has been an increasing emphasis in computational fluid dynamics (CFD) on uncertainty quantification (UQ) of the results, see e.g. [27, 28]. The focus of the present study is on employing appropriate techniques developed in the UQ framework to scrutinize the grid dependence of incompressible WRLES of turbulent channel flow.

First, to develop the underlying ideas, some concepts are introduced in the context of direct numerical simulation (DNS). For a set of target flow conditions, (e.g. target Re-number), the purpose of the simulation can be to compute a quantity of interest (QoI), \(Y_{\text{DNS}}(\varphi_H, \ldots)\), where \(\varphi_H\) represents the discrete values of the solution variables. This QoI can be e.g. the mean wall shear stress in the channel, or the profile across the channel of a component of the Reynolds stress tensor. The error in \(Y_{\text{DNS}}\) depends on both numerical errors and errors associated with the finite simulation time used to calculate statistics. In the context of the present paper, however, we will use DNS results for channel flow [16, 21] as a reference or “true” data to which the LES results are compared.

The governing LES equations are derived by formally filtering the incompressible Navier-Stokes, see e.g. [30]. In the case of a fixed filter kernel \(G\), and a field \(\varphi\), this operation can be expressed by the following spatial convolution integral,

\[
\tilde{\varphi}(x, t) = \int \varphi(\xi, t)G(x - \xi)dV_\xi. \tag{1}
\]

Here, bold letters indicate vectors, \(t\) denotes time, and the integral is a volume integral. Applying filtering to the incompressible Navier-Stokes equations, and assuming that it commutes with differentiation, the following equations are obtained.

\[
\nabla \cdot \tilde{u} = 0, \quad \frac{\partial \tilde{u}}{\partial t} + (\tilde{u} \cdot \nabla)\tilde{u} = -\frac{1}{\rho} \nabla \tilde{p} + \nabla \cdot \tilde{\sigma} - \nabla \cdot \mathbf{B}. \tag{2}
\]

Here, \(\mathbf{B} = \overline{\mathbf{uu}} - \overline{\mathbf{uu}}\), is the unresolved stress tensor, \(\tilde{u}\) is the filtered velocity field, \(\rho\) is the density, \(\tilde{p}\) is the filtered pressure, and \(\tilde{\sigma}\) is the filtered viscous stress. In the remainder of the paper, the overbar notation is, for convenience, dropped for filtered quantities.

The filtered equations (2) are not closed, i.e. there are more unknowns than equations. In order to close the equations, some form of modeling for \(\mathbf{B}\) must be applied. The closed equations are then discretized by some numerical method, and solved. For the same set of target flow conditions as reference DNS, the QoI of LES can be expressed as \(Y_{\text{LES}}(\varphi_h, \ldots)\), where \(\varphi_h\) represents discrete solution variables. These QoIs are influenced by both modeling errors and numerical errors. Accounting for the errors in LES is more involved, since the filtering and the discretization can be dependent and interact. If the filtering operation is explicit (explicitly-filtered LES), both the computational grid resolution and the filter width can independently be chosen to control the accuracy of simulations. However, the computational grid must be finer than the filter width in order to accurately compute the filtering, see e.g. [7]. In contrast, it is more common to associate the filtering implicitly with the numerical method used for discretization, see Section II C below for how this is done in the finite volume framework of the present study. In implicitly-filtered LES, the filter width depends on the grid spacing, so consequently numerical and subgrid-scale (SGS) modeling errors (due to modeling of \(\mathbf{B}\)) are intertwined and can be both controlled by grid resolution. For more details and discussions of the quantification and the possibility of separation of modeling and numerical errors for LES, reader is referred to [4, 18, 14, 18, 33].

A further complication is that an important component of most models to close SGS stress tensor \(\mathbf{B}\) is a dissipative effect, and at the same time most numerical schemes introduce a stabilizing artificial dissipation. Inspired by this, the approach of letting the numerical dissipation act as SGS stress tensor has been developed, [15], which is referred to as implicit LES.

Due to the mentioned complications, studying the associated effects of each type of errors affecting the LES results is not a trivial task. Despite this, there have been attempts to develop error assessment techniques, see [3, 9, 25, 37]. In particular in the framework of implicitly-filtered LES, Celik et al. [4] derived quality assessment indices in terms of grid cell size, employing Richardson extrapolation technique. Klein [18] extended this work to derive error estimates for both numerical and modeling errors. However, as it is demonstrated by the systematic study of Meyers and Sagaut, [26], dealing with the error between LES and DNS of channel flow, as an example of wall-bounded turbulence, is challenging.

The general approach of the present study to investigate effect of grid resolution is similar to that of Meyers and Sagaut, [26]. A-posteriori error analysis is carried out by comparing channel flow LES to reference DNS data, and systematic variation of grid resolution in the spanwise and streamwise directions is carried out in the simulation campaign. The distance of the first off-wall cell center is chosen such that the requirement of wall-resolving LES is fulfilled. This work however significantly extends [26] in a number of directions. The UQ framework, described in
Section II allows for a significantly smaller number of LES computations for the mapping of the parameter range. The error between $Y_{\text{LES}}$ and $Y_{\text{DNS}}$ is investigated for several quantities of interest, including the mean wall shear stress, $\tau_w$, and cross-channel profiles of the mean velocity, root-mean-square (rms) velocity fluctuations, and Reynolds stress tensor. For each quantity, a meta model is constructed which represents the dependence of the error on the grid resolution. The resulting “error portraits” clearly illustrate the challenges that any theoretical error estimation procedure must deal with. As a complement, a variance-based sensitivity analysis is also performed to quantify the influence of the grid resolution on the errors.

The importance of considering several quantities is demonstrated by the fact that, for a particular grid resolution, the error may be close to zero for e.g. the mean wall shear stress, while certain profiles show clear discrepancies when compared to DNS. The differing behavior for different quantities is analyzed. The bulk of the simulation campaign is carried out at the friction-based Reynolds number, $Re_f = 300$, where $Re_f = u_\tau \delta/\nu$, with wall friction velocity defined as $u_\tau = \sqrt{\tau_w/\rho}$, $\delta$ denoting the channel half-height, and $\nu$ representing fluid kinematic viscosity. In order to check the sensitivity of the results to Re-number, a set of LES is also computed at the higher $Re_f = 550$. Furthermore, the sensitivity of the results to SGS model is also investigated. Naturally, the results may be affected by the particular SGS modeling and numerical method employed. It is however believed that the conclusions are relatively robust since the grid resolution requirements are strongly connected to the length scales of the flow. It is emphasized that the proposed method, with generalized polynomial chaos expansion (gPCE), \cite{92, 45}, and several quantities of interest, should be also applied to other LES methods to complement the results of the present study.

The paper is organized as follows. In Section II, the CFD method and the UQ techniques, as well as the non-intrusive linking between the two are described. The simulation campaign and the pre-processing, in particular grid generation, are described in Section II. All results and analyses are presented in Section IV. The starting point is constructing the meta models, depending on $\Delta x^+$ and $\Delta z^+$, for the error in the friction velocity at $Re_f = 300$. In subsequent sections, different aspects are developed and the effect of variation in additional parameters are considered. Complementary information concerning the convergence of gPCE (with polynomial order), and flow statistics (with the length of the simulation time-averaging interval), are collected in Appendix A. The most important findings are summarized in Section V, where recommendations are also given concerning grid resolution, together with quantification of the resulting errors.

II. APPROACH

A. Non-intrusive parameter study

Within the framework of UQ, the main aim of the forward problem is to study how the uncertainties in parameters propagate into a model response. To formulate a forward problem in the context of the present study, consider a flow solver is available to simulate a certain type of flow for a given set of fixed conditions $\chi$ (e.g. target Re-number, domain size, \ldots), and a set of uncertain inputs and parameters, $q$. Note that, those parameters whose effects on the responses aimed to be studied are assumed to be uncertain and random, even though they are not actually so, \cite{38}. By running the solver for combinations of fixed $\chi$, and sample $q^{(j)}$ taken from the prescribed parameters admissible space, $Q$, a set of quantities are obtained which are, in turn, used to evaluate associated response, $R^{(j)}$, see Figure 1.

In this study, the (normalized) error between the QoIs of LES and DNS, comprise the responses, as detailed in Section I.D. Once enough number of realizations of the responses is obtained, a function can be constructed to parametrize the model responses in terms of the fixed and uncertain parameters as,

$$ R = f(\chi, q).$$

Depending on the particular approach adopted to tackle the forward problem, a specific structure for the functional form of $f$ is considered, see e.g. \cite{38}. Nevertheless, in any case, due to taking limited number of samples for $q$, constructing an exact function for $f$ might not be feasible and instead a surrogate or meta model, $\tilde{f}$, can be obtained. The specific approach taken in the current study to construct the meta model is discussed in Section II.B. This is then followed by the details of the LES solver in Section II.C.

B. UQ approach

Consider $p > 1$ mutually independent parameters $q$. In a UQ forward problem, uncertain $q$ are allowed to vary over a presumed admissible space $Q \subset \mathbb{R}^p$, that is comprised of the admissible ranges of the parameters, $Q = \prod_{i=1}^{p} Q_i$. 



Further assume, each admissible space $Q_i$ can be mapped one-to-one to $\Gamma_i = [-1, 1]$, so that, there is a one-to-one correspondence between sample $q \in Q$ and $Q \in \prod_{i=1}^{p} \Gamma_i$.

In particular, the generalized polynomial chaos expansion (gPCE), \cite{12,45}, is chosen to construct a surrogate for the model response $f$ as,

$$\hat{f}(\chi, Q) = \sum_{k=0}^{N} \hat{f}_k(\chi) \Psi_k(Q),$$  \hspace{1cm} (4)

in which, the whole uncertainty in the function (due to the uncertain parameters) is to be totally expressed by orthogonal bases, $\Psi_k(Q)$, while the fixed parameters (deterministic effects) are enclosed in the expansion coefficients $\hat{f}_k(\chi)$. These deterministic coefficients are determined by,

$$\hat{f}_k(\chi) = \frac{1}{\gamma_k} \mathbb{E}[\hat{f}(\chi, Q) \Psi_k(Q)],$$  \hspace{1cm} (5)

where, $\gamma_k = \mathbb{E}[\Psi_k(Q) \Psi_k(Q)]$. For any arbitrary $g(Q)$, the expectation is obtained from,

$$\mathbb{E}[g(Q) \Psi_k(Q)] = \int_{\Gamma} g(Q) \Psi_k(Q) \rho(Q) dQ,$$  \hspace{1cm} (6)

with $\rho(Q) = \prod_{i=1}^{p} \rho_i(Q_i)$ specifying the joint density of the mapped parameters.

In the non-intrusive use of the gPCE, see e.g. \cite{24,28} for review and similar type of application as the current work, $n$ samples must be taken from $Q$. This can specifically be carried out by generating $n_i$ deterministic samples, hereafter called collocation points, from $Q_i$, for $i = 1, \ldots, p$, which results in $n = \prod_{i=1}^{p} n_i$ collocation points, in total, throughout $Q$. Upon using tensor-product method to handle the multi-dimensionality of the parameter space, the upper bound in summation \cite{11} becomes $N = n - 1$. For this particular choice, $\Psi_k(Q) = \prod_{i=1}^{p} \psi_{k_i}(Q_i)$ in which, $k$ is a unique re-index associated with any combination of $\{k_i\}_{i=1}^{p}$.

For each joint sample $q^{(j)}$, $j = 1, 2, \ldots, n$, a realization of the system response, $R^{(j)}$ is evaluated. By assuming $R^{(j)}$ to be approximately equal to $\hat{f}(\chi, q^{(j)})$, the coefficients $\hat{f}_k(\chi)$ can be determined either by solving an $n$-by-$n$ linear system or equivalently, by evaluating integrals \cite{6} by using a quadrature technique in which the mapped collocation points $\{Q^{(j)}\}_{j=1}^{n}$ are taken to be the quadrature points.

The main advantage of expansion \cite{4} is that the basis functions are orthogonal with respect to $\rho(Q)$, i.e. $\mathbb{E}[\Psi_i(Q) \Psi_j(Q)] = \delta_{ij}$. This necessitates adoption of appropriate bases for a specific type of distribution of the random parameters, as explained in \cite{15}. In this regard, if all parameters $Q$ have uniform distributions over $\Gamma$, then $\rho(Q) = 1/2$, and the Legendre polynomials are the proper choice to preserve the orthogonality requirement. If in addition to this, Gauss quadrature points are used as the deterministic samples $Q_i$ in $\Gamma_i$, then the application of expansion \cite{4} becomes equivalent to the classical Gauss-Legendre technique.

Based on the discussion, it is clear that, by construction, expansion \cite{4} at collocation points $Q^{(j)}$ returns the value of observed $R^{(j)}$ associated with $q^{(j)}$. Once the expansion coefficients, $\hat{f}_k(\chi)$ are determined, expansion \cite{4} acts as a surrogate or meta model of the real model function $f(\chi, q)$ in \cite{3} that is not identifiable at least due to the excessive computational cost. From this aspect, meta model \cite{4} can be used to predict response $R$ at any $q \in Q$ else than the original collocation points.

The natural question arising here is about the accuracy of such predictions. Since, the functional form of the real model response $f(\chi, q)$ is unknown, a-posteriori evaluation of the accuracy is only possible by comparing the predictions made by the meta model $\hat{f}(\chi, q)$ and the evaluations of the real model $f(\chi, q)$, at a limited number of samples $q^* \in Q$. One of the factors which influences the quality of the meta model \cite{4} is the maximum polynomial order.
in the expansion which directly depends on the number of samples, \( n \), used to construct the meta model. Generally speaking, the higher the \( n \), the better the accuracy of (4) is. However, in practice, the maximum polynomial order is chosen as a compromise between the computational cost, required to evaluate exact realizations of the responses when constructing the meta model, and the accuracy of expansion (4) in predicting the approximate response surfaces. In connection to the present study, Section IV F and Appendix A are devoted to assessing the accuracy of the meta model.

C. Computational fluid dynamics methods

The simulations of the present study have been carried out using version 3.0 of the open source CFD software package OpenFOAM\(^2\), see [23] and the references therein. The spatial discretization of the governing equations is carried out with the finite volume (FV) method. The value of an unknown \( \varphi \) (the pressure or a component of the velocity field), associated with the finite volume cell \( V_i \), is thus defined by the (volume-average of the quantity over the cell,

\[
\varphi_i(t) = \frac{1}{V_i} \int_{V_i} \varphi(x, t) \, dV_x. \tag{7}
\]

The notation \( V_i \) is used here both for the cell and its volume. Note that, to second-order accuracy, this definition is equivalent to using the value of the field at the cell center position, \( x_i \), of the \( i \)-th cell, i.e.,

\[
\varphi_i(t) = \varphi(x_i, t) + \mathcal{O}(h^2),
\]

where, \( h \) is a suitable length scale of the finite volume cell. Comparing equation (7) to the definition of LES filter in equation (1), it is seen that the finite volume formulation is equivalent to a filter kernel \( G \) which is equal to one in the cell \( V_i \) and zero elsewhere, i.e. a Heaviside function. Thus, the FV-framework provides an implicit LES filtering.

The computational domain is divided into non-overlapping finite volume cells which, generally, can be of arbitrary polyhedral shape. As described in Section III, only block-structured grids with (orthogonal) hexahedral cells are used in the present study. All approximations involved are second-order accurate. Gauss' theorem is applied to transform a number of terms, in the conservation form of the momentum equation, from volume integrals to surface integrals. Linear interpolation is applied to obtain face-center values of the fields, for the evaluation of the surface integrals, from the cell-center values. The resulting numerical scheme is referred to as linear.

The spatial discretization of the momentum equation leads to a large system of ordinary differential equations which are solved using a second-order backward-difference method (implicit). The momentum equation is treated in a segregated manner, solving sequentially the components of the momentum equation. The coupling between the pressure and momentum equations is handled using the PIMPLE method which is based on the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations), see [31], and the PISO (Pressure-Implicit with Split Operator), [15], methods.

For more detailed descriptions of the techniques described above, see [8] and [23], and the references therein. A domain decomposition technique, applied to the grid, in combination with an efficient MPI implementation is used for running on parallel computers. In the bulk of the simulation campaign no explicit SGS model for LES is used. For one set of simulations, see Table I below, the WALE (Wall-Adapting Local Eddy viscosity) model [29] was employed in order to investigate the sensitivity of the results to SGS modeling.

D. Definition of the Responses

The main aim of the present work is to assess the quality of the LES. To this end, the responses \( \mathcal{R} \) in (3), are chosen to be the errors between the QoIs computed by LES and the corresponding DNS values. As it will be discussed in Section IV, the QoIs are taken to be the mean (averaged in both time and homogeneous directions) wall friction velocity, and the cross-channel profiles of mean velocity, rms velocity fluctuations, and Reynolds stress of channel flow. To normalize the error in quantity of interest \( g \), a DNS reference value specified by superscript circle, is used. The normalized errors, \( \epsilon \), can adopt different forms as discussed below.

\(^2\) www.openfoam.com
If \( g \) is scalar, the error is defined as,
\[
\epsilon[g] = (g - g^\circ)/g^\circ.
\]
If, instead, \( g \) is a vector (e.g. discrete cross-channel profile of flow statistics) over \( y \), for \( y \in \Omega = [a, b] \), with \( a \) and \( b \) being two constant real numbers, different forms for error can be defined, including
\[
\epsilon_p[g] = \|g - g^\circ\|_p/\|g^\circ\|_p,
\]
for \( p = 1, 2, \cdots \), where \( \| \cdot \|_p \) specifies \( L_p \) norm, i.e.,
\[
\|g\|_p = \left[ \int_a^b |g(y)|^p \, dy \right]^{1/p}.
\]
By Hölder’s inequality, see e.g. [20], it can be shown that \( \epsilon_1[g] \leq c_1 \epsilon_2[g] \) for \( c_1 = \sqrt{b - a}\|g^\circ\|_2/\|g^\circ\|_1 \geq 1 \). The maximum difference between the LES and DNS profiles can be measured by,
\[
\epsilon_\infty[g] = \|g - g^\circ\|_\infty/\|g^\circ\|_\infty,
\]
where, \( \|g\|_\infty = \max_{y \in \Omega} |g(y)| \). It is straightforward to derive \( \epsilon_1[g] \leq c_2 \epsilon_\infty[g] \) for \( c_2 = (b - a)\|g^\circ\|_\infty/\|g^\circ\|_1 \geq 1 \).

In addition to these error measures, two other errors will be employed in the next sections. One expresses the difference between the average values of the LES and DNS profiles over \( \Omega \) (or equivalently, the difference between the areas under the LES and DNS profiles when plotted against \( \Omega \)),
\[
\epsilon_\Lambda[g] = \left[ \int_a^b |g(y)| - |g^\circ(y)| \, dy \right] \left[ \int_a^b |g^\circ(y)| \, dy \right]^{-1}.
\]
The other measure returns the normalized error between the peaks of LES and DNS profiles,
\[
\epsilon_{pp}[g] = \left[ \max_{y \in \Omega}(g(y)) - \max_{y \in \Omega}(g^\circ(y)) \right] \left[ \max_{y \in \Omega}(g^\circ(y)) \right]^{-1}.
\]

### III. SIMULATION CASE AND PRE-PROCESSING

The methodology described in the previous section is employed to study effects of variation of grid resolution in different directions, on the computed quantities of turbulent channel flow. For this purpose, other potentially influential factors are kept invariant, as described below.

As summarized in Table I, channel flow simulations at two target Reynolds numbers \( \text{Re}_\tau = 300 \) and 550 are considered, with corresponding DNS data of Iwamoto et al. [16], and Lee and Moser [21], respectively. These DNS data are used as reference values in the errors defined in Section II D. Moreover, \( \text{Re}_\tau^\circ \), the value of \( \text{Re}_\tau \) achieved by DNS, is used to express the grid spacings in wall-units, i.e. \( \Delta^\tau = \Delta/\delta\text{Re}_\tau^\circ \), where \( \delta \) denotes the channel half-height.

When setting up the LES simulations, channel flow bulk velocity \( U_b \), kinematic viscosity \( \nu \), and \( \delta \) are chosen such that the resulting bulk Re-number, \( \text{Re}_b = U_b\delta/\nu \), is equal to the value of the reference DNS.

The base lengths of the domain in the streamwise and spanwise directions are considered to be respectively equal to \( l_x = 2.5\pi\delta \) and \( l_z = \pi\delta \) for \( \text{Re}_\tau = 300 \), and \( l_x = 9\delta \) and \( l_z = 4\delta \) for \( \text{Re}_\tau = 550 \). Given a grid cell size, these lengths may be required to be slightly modified in order to be discretized by integer number of cells.

For each channel flow simulation, grid cells are equi-spaced in the streamwise and spanwise directions. In the wall-normal direction, a value for the inner-scaled distance of the first cell center from the wall, \( \Delta y_{\text{in}}^\circ \), is chosen first according to the requirement of wall-resolving LES. The other grid spacings are then generated from the following function,
\[
\Delta \eta = \min \left[ \max \left( \frac{\Delta y_{\text{in}}^\circ}{\text{Re}_\tau^\circ}, \eta_{\text{in}} \right), \frac{1}{M} \right],
\]
where, \( \eta = y/\delta \) is the normalized distance from the wall, \( \eta_{\text{in}} \) denotes the beginning of the outer part of the turbulent boundary layer that is taken to be fixed and equal to 0.1125, and finally \( M \) specifies the number of equi-spaced cells considered in the outer layer of the TBL (for these points \( \Delta y^\circ = \text{Re}_\tau^\circ/M \)). More details regarding function (8) can be found in [34].
In each of the simulation sets in Table I for the fixed conditions (χ in Section II) that include domain size, numerical schemes, target Re$_{τ}$, SGS model, and ∆$y_{w}^{+}$, the grid spacings in the streamwise and spanwise directions, ∆$x^{+}$ and ∆$z^{+}$, are allowed to take any values within the prescribed admissible ranges $Q_{Δx^{+}} = [10, 150]$ and $Q_{Δz^{+}} = [7, 70]$, respectively. These ranges are approximately chosen equal to those assumed by Meyers and Sagaut [26], to ease comparison.

In order to study their impact, ∆$x^{+}$ and ∆$z^{+}$ are assumed to be uncertain and random within the UQ framework of Section II D. In particular, they are assumed to be uniformly distributed as $∆x^{+} ∼ U[Q_{Δx^{+}}]$ and $∆z^{+} ∼ U[Q_{Δz^{+}}]$. To span each of $Q_{Δx^{+}}$ and $Q_{Δz^{+}}$, 5 Gaussian quadrature points along with Legendre polynomials as basis functions are used in expansion (1). Associated with each of the sampled grid resolutions, an LES of channel flow is carried out. Consequently, 25 channel flow simulations for each set in Table I are required, in order to evaluate the unknown coefficients in (1).

The fixed values of ∆$y_{w}^{+}$ for sets A, B, and C in Table I are chosen equal to three Gaussian quadrature points in range $Q_{Δy_{w}^{+}} = [0.25, 1.96]$. Consequently, by combining sets A, B, and C (hereafter called Set-ABC), the effect of simultaneous variation of $∆x^{+} ∼ U[Q_{Δx^{+}}]$, $∆z^{+} ∼ U[Q_{Δz^{+}}]$, and $∆y_{w}^{+} ∼ U[Q_{Δy_{w}^{+}}]$ on the QoIs of LES of turbulent channel flow with no explicit SGS modeling at target Re$_{τ}$ = 300, can be studied with 75 independent channel flow simulations. This specific choice of the quadrature points results in the combinations of Legendre polynomials up to the orders $4 × 4 × 2$ to span the error responses in the parameter space of $∆x^{+} × ∆z^{+} × ∆y_{w}^{+}$.

Corresponding to fixed conditions χ and any grid resolution, a turbulent channel flow simulation is conducted using OpenFOAM. A constant time step size, ∆t, is explicitly set in each simulation. In particular, for all simulations at target Re$_{τ}$ = 300 and 550, the time step was chosen as $∆t = 10^{-3} / U_b$, and, $∆t = 5 × 10^{-4} / U_b$, respectively. The resulting average value of the CFL number of the simulation with the highest resolution was observed to be between 0.02 and 0.045 at Re$_{τ}$ = 300 and between 0.02 and 0.06 at Re$_{τ}$ = 550. In all simulations, a synthetically-perturbed laminar flow is used as the initial condition, see [42]. Due to the periodic condition in the streamwise direction, a pressure source term is used in the momentum equation to enforce the mass flux corresponding to the prescribed bulk velocity, $U_b$, at each time step. The flow undergoes transition to turbulence and consequently when statistically-stationary condition is achieved, averaging in time and homogeneous directions, represented with operator $\langle \cdot \rangle$, is conducted over at least $≈ 115$ flow-through times ($≈ 115 U_b / \delta$). The potential uncertainty in the conclusions due to the length of time-averaging is discussed in Appendix A.2.

By post-processing the channel flow simulation results and comparing them to the DNS data, different error responses introduced in Section II D are evaluated. To compute the integrals appeared in the errors defined in Section II D over the channel half-height, i.e. over $Ω = [0, \delta]$, composite Simpson’s rule is employed. For this purpose, both LES and DNS profiles are first linearly interpolated to a set of 5000 equi-distance nodes, distributed between the wall and the channel centerline.

To construct the meta model associated to each error response, the coefficients in the expansion (1) are calculated using the open source library, Dakota [11]. The linking between OpenFOAM and Dakota is made non-intrusively through a driver, following the schematic depicted in Figure 1.

By excluding and including explicit SGS modeling, respectively corresponding to Set-B and Set-Bw, the numerical and the combined numerical-modeling contributions in the errors can be identified. Neglecting explicit SGS modeling is based on the assumption that the numerical errors can mimic the effects which would otherwise be induced to the flow by a SGS model. From this point of view, the simulations with no explicit SGS modeling can be seen as coarse DNS (see e.g. [20]) conducted by a nominally 2nd-order accurate FV-based solver.

**IV. RESULTS AND DISCUSSION**

In the following sections, the errors in different quantities of the channel flow, associated with the simulation sets of Table I are thoroughly discussed. The main focus of each section is tried to be kept on a particular aspect of the
results.

For sake of brevity and clarity, by error in a channel flow quantity, a relevant form of the normalized error $\epsilon$ defined in Section II.D is meant. When computing the errors, the average value of the QoIs of both halves of the channel is considered.

The error isolines (or equivalently, error response surfaces, or, “error portraits”) are constructed in the admissible space of the grid cell spacings using the meta model \[4\]. Hereafter, the admissible space of $\Delta x^+$ and $\Delta z^+$ is referred to as the $\Delta x^+$-$\Delta z^+$ plane. In this plane, the quadrature points, each associated with a channel flow simulation, are specified by solid markers. Unless otherwise mentioned, the values of the labels on the error isolines are expressed in percentage. When the error between the LES results for a specific quantity and the corresponding DNS value tends to zero, we use the word “convergence”.

In the following discussions, the QoIs of the channel flow are non-dimensionalized. In particular, wall friction velocity, $u_\tau$, and the mean streamwise velocity profile $(u)$ are non-dimensionalized by $U_b$. Similarly, for non-dimensionalizing the second-order statistical moments of velocity, $U_b^2$ is considered. For convenience, the word “non-dimensional” is dropped in the following sections.

A. Relative importance of the grid spacings in different directions

The focus is on Set-ABC in which the target $Re_{\tau}$ is 300, and no explicit SGS model is used. Thus, the effects of simultaneous variation of $\Delta x^+$, $\Delta y_w^+$, and $\Delta z^+$ over their associated admissible ranges can be studied. Figure 2 illustrates the isolines of the error in the wall friction velocity, $\epsilon[u_\tau]$, in the $\Delta x^+$-$\Delta z^+$ plane for three different values of $\Delta y_w^+$. The wall friction velocity is computed as, $u_\tau = \sqrt{Re_b} \frac{(d(u)/d\eta)}{\tau_w}$, using the velocity gradient at the wall. Note that, $\eta = y/\delta$ is the outer-scaled distance from the wall. In all three cases, a locus of zero error in $u_\tau$ can be identified, represented in black. These loci separate two regions over which friction velocities of LES can be over- and under-predicted compared to the DNS.

A simple interpretation is that given $\Delta y_w^+$ and target $Re_\tau$, there are many possible combinations of $\Delta x^+$ and $\Delta z^+$, for which the LES friction velocity is as accurate as the DNS value.

For $\Delta y_w^+ \sim U[0.25, 1.96]$, no significant difference between the isolines of $\epsilon[u_\tau]$ is observed. The only difference is that the peak of the zero-$\epsilon[u_\tau]$ curve slightly shifts toward higher values of $\Delta z^+$, as $\Delta y_w^+$ increases from 0.445 to 1.765. The less influence of $\Delta y_w^+$ compared to $\Delta x^+$ and $\Delta z^+$, is also observed for other quantities of the channel flow (not shown here), see Section IV.G.

The clear difference between the isolines of $\epsilon[u_\tau]$ at $\Delta y_w^+ = 0.445$ with those in the study of Meyers and Sagaut \[20\], reveals the relatively expected fact that employing different numerical schemes and wall-normal grid distribution, while keeping other simulation conditions the same, may result in different error response surfaces or “error portraits”. Further simulations analyzed in Appendix B demonstrate that the numerical scheme can have a large impact on the error portraits, while the role of grid distribution is found to be much less significant.

In particular, Meyers and Sagaut \[20\] observed that the loci of $\epsilon[u_\tau] = 0$ could occur for particular combinations $\Delta z^+ \geq 37$ and $\Delta x^+ \leq 82$, while here, for some $\Delta z^+ \leq 17$ and almost the same range of $\Delta x^+$, accurate prediction of $u_\tau$ is achieved. The non-invariance with respect to method makes suggesting any universal guideline for grid resolutions aimed for minimizing the error between LES results and DNS, difficult. However, for the numerical settings used in the present study, see Section IV.C appropriate grid resolution for WRLES of channel flow is suggested in Section IV.H.
B. Convergence of friction velocity

The characteristics of the simulations with resolutions $\Delta x^+ - \Delta z^+$ on the $\epsilon[u_\tau] = 0$ curve, can be further investigated. In [28], for such simulations all three components of rms velocity fluctuations are over-predicted near the wall compared to DNS. This excessive level of fluctuations is argued to be responsible for compensating the loss of fine-scale strain rates due to the coarse resolutions. However, such a balancing mechanism for $u_\tau$ may not be applicable to the present study. Because, for the simulations with $\epsilon[u_\tau] = 0$, the spanwise and wall-normal rms velocity fluctuations are found to be lower than the reference DNS, while the streamwise velocity fluctuations are over-predicted except for sufficiently fine $\Delta x^+ - \Delta z^+$ resolutions. This trend for velocity fluctuations is not uniquely observed for the resolutions associated to $\epsilon[u_\tau] = 0$ and may be the case for other resolutions as well, as discussed in Section IV C and also in other studies, see [4, 13] and the references therein.

It is interesting to note that for all simulations corresponding to $\epsilon[u_\tau] = 0$, the profiles of Reynolds stress $\langle u' v' \rangle$ are approximately similar to each other and close to (but not the same as) the reference DNS. Moreover, the over- and under-prediction of $-\langle u' v' \rangle$ are accompanied by the over- and under-prediction of $u_\tau$, respectively, see Figure 3.

In order to assess the resolutions resulting in zero $\epsilon[u_\tau]$, two-point velocity correlations and integral length scales corresponding to a subset of P1 to P7 are studied in Appendix C. It is observed that this is only for $\Delta x^+ = 16.56$ and $\Delta z^+ = 9.96$, denoted by P1, that the computed two-point velocity correlations agree well with the reference DNS [16]. In fact, most of the resolutions P2 to P7 in Figure 3 are found to be too coarse to resolve the integral length scales and hence the near-wall structures in the streamwise and spanwise directions. Besides these, no relation between two-point correlations associated to different resolutions with $\epsilon[u_\tau] = 0$ is found.

This analysis along with the observations in Appendix C indicate that the reason behind having curves of $\epsilon[u_\tau] = 0$ in the $\Delta x^+-\Delta z^+$ plane is less likely to be physical. The existence of such loci can be left totally to the artefacts due to the numerical method and cancellation of the errors. However, providing a clear-cut explanation on why the particular pattern for the $\epsilon[u_\tau] = 0$ curve is observed in Figure 2 is not an easy task, considering the complexity of deriving modified equation and truncation errors corresponding to the discretized form of equations (2).

Hereafter, the convergence such as that of $u_\tau$ is referred to as numerical convergence, in contrast to the physical convergence that would occur if for a specific grid resolution, the loci of zero numerical error in different quantities coincide. As shown in Figure 4(a-b), for those grid resolutions that the computed $u_\tau$ converges to the DNS value, the area under $\langle u' v' \rangle$ profile plotted against wall-normal coordinate (or equivalently the value of $\langle u' v' \rangle$ averaged over the channel half-height), as well as the peak of $\langle u' v' \rangle$, become the same for both LES and DNS. But, the LES cross-channel profile of $\langle u' v' \rangle$ does not necessarily converge, in the pointwise sense, to that of DNS, as illustrated in Figure 3(b). In particular, it is only for the fine enough resolutions in the $\Delta x^+-\Delta z^+$ plane that the $\eta$ of the peak of $\langle u' v' \rangle$ profile becomes exactly the same as the corresponding DNS value, see Figure 4(d). It is noteworthy that, although the plots in Figure 4 belong to Set-B, similar observations are made for the other sets listed in Table I (not shown here).

Ideally, to formulate the physical convergence, a physical-based relation connecting two or more QoIs of the channel flow is required. To this end, a possible starting point is the streamwise momentum equation which is averaged in both time and over homogeneous directions, see e.g. [32],

$$ u_\tau^2 (1 - \eta) = \frac{1}{Re_b} \frac{d(u)}{d\eta} - \langle u' v' \rangle. $$

(9)
Integrating this equation over the channel half-height and then subtracting the resulting expression evaluated by the LES and DNS values, the following relation between the errors in $u_\tau$, the mean centerline velocity $\langle u \rangle_c$, and $\epsilon_A[\langle u'v' \rangle]$ is derived,

$$\xi := \lambda_{u_\tau} \epsilon[u_\tau] - \lambda_{\langle u'v' \rangle} \epsilon_A[\langle u'v' \rangle] + \lambda_{\langle u \rangle_c} \epsilon[\langle u \rangle_c], \quad 0 \leq \eta \leq 1,$$

(10)

in which,

$$\lambda_{u_\tau} = \text{Re}_c^2 (u_\tau + u_c^2) / 2,$$

$$\lambda_{\langle u'v' \rangle} = (\text{Re}_c^2 / \langle w_c^2 \rangle) \int_0^1 |\langle u'v' \rangle| \, d\eta,$$

$$\lambda_{\langle u \rangle_c} = -\langle \langle u \rangle_c \rangle.$$

The absolute value of Reynolds stress $\langle u'v' \rangle$ is used in (10), since $\langle u'v' \rangle$ is always non-positive in the lower half of the channel and, as mentioned earlier, the average of the profiles of both halves of channel is considered to evaluate all expressions. Observe that $\lambda_{u_\tau} > \lambda_{\langle u'v' \rangle} > 0 > \lambda_{\langle u \rangle_c}$ (in particular, for $\text{Re}_c = 300$, $\lambda_{u_\tau} \approx 2\lambda_{\langle u'v' \rangle}$, $\lambda_{\langle u'v' \rangle} = 7.697$, and $\lambda_{\langle u \rangle_c} = -1.154$ based on the DNS data of [16]).

To use (10) as a condition to check physical convergence, we seek for a grid resolution which results in simultaneous zero $\epsilon[u_\tau]$, $\epsilon_A[\langle u'v' \rangle]$, and $\epsilon[\langle u \rangle_c]$. For Set-ABC, the overlap of the zero isolines of these three errors occurs at the finest resolution considered in the $\Delta x^+ - \Delta z^+$ plane for any $\Delta y_m^+ \in [0.25, 1.96]$, as it can be inferred from Figures 2 and 4 (a,c). In addition, according to the following sections, at the mentioned fine resolution, low error (or zero error) in other quantities of the LES of channel flow can be achieved. Therefore, (10) can be used as a suitable criterion to make sure by grid refinement, the results of channel flow simulations will be accurate compared to DNS. Note that the use of this criterion is universal, i.e. independent of the choice of numerical methods and grid construction strategy.

C. Errors in cross-channel profiles

In this section, the errors of those quantities of the channel flow whose averaged values vary with the wall-normal coordinate are discussed. For sake of brevity, only the errors measured by $L_2$ and $L_\infty$ norms are presented. However, as previously mentioned in Section II D for the cross-channel profile $\langle \varphi \rangle$, the errors measured by $L_1$ are bounded from above by corresponding $L_2$- and $L_\infty$-norm errors, i.e. $\epsilon_1[\langle \varphi \rangle] \leq c_1 \epsilon_2[\langle \varphi \rangle]$ and $\epsilon_1[\langle \varphi \rangle] \leq c_2 \epsilon_\infty[\langle \varphi \rangle]$, where $c_1, c_2 \geq 1$. 

FIG. 4: Isolines of $\epsilon_A[\langle u'v' \rangle]$ (a), $\epsilon_{pp}[\langle u'v' \rangle]$ (b), $\epsilon[\langle u \rangle_c]$ (c), and $\epsilon[\eta(\langle u'v' \rangle)_{\max}]$ (the error in the $\eta = y/\delta$ at which the peak value of $\langle u'v' \rangle$ occurs) (d), plotted in the $\Delta x^+ - \Delta z^+$ plane for Set-B.
Similar to the scalar quantities, the sensitivity of the errors in the cross-channel profiles with respect to $\Delta y_{\text{rms}}^+$, varying over $[0.25, 1.96]$, is insignificant. Hence, for sake of brevity, only the results of Set-B are discussed.

FIG. 5: Isolines of $\epsilon_2(|u|)$ (a), $\epsilon_\infty(|u|)$ (b), $\epsilon_2(|u'v'|)$ (c), and $\epsilon_\infty(|u'v'|)$ (d), plotted in the $\Delta x^+$-$\Delta z^+$ plane for Set-B.

Shown in Figure 5(a) are the contours of the errors in the mean velocity profile $\langle u \rangle$ and Reynolds stress $\langle u'v' \rangle$. It is noted that the error isolines of the mean velocity gradient $\partial \langle u \rangle / \partial y$ and the production rate of turbulent kinetic energy (TKE), $\mathcal{P}_K = -\langle u'v' \rangle \partial \langle u \rangle / \partial y$ are very similar to those of $\langle u'v' \rangle$, and not shown here for brevity. For fixed target $Re_T$ and $\Delta y_{\text{rms}}^+$, the minimum values of $\epsilon_2$ and $\epsilon_\infty$ of these QoSs are achieved at the finest considered combination of $\Delta x^+$ and $\Delta z^+$. This agrees with what was concluded from constraint (10) in the previous section.

The isolines of $\epsilon_2(|u|)$ seem to be approximately symmetric around a straight line passing through the minimum $\Delta x^+$ and $\Delta z^+$ in the $\Delta x^+$-$\Delta z^+$ plane, while the symmetry vanishes for the contours of $\epsilon_\infty(|u|)$. In fact, the isolines of $\epsilon_\infty(|u|)$ become less sensitive to the variation in $\Delta x^+$.

Besides the minimum error that can be attained at the finest considered grid resolution, regions of constant low values of $\epsilon_2$, and more specifically, $\epsilon_\infty$ of $\langle u'v' \rangle$ (and also, $\partial \langle u \rangle / \partial y$, and $\mathcal{P}_K$) are identifiable in the $\Delta x^+$-$\Delta z^+$ plane. These plateau-like regions exist around combinations of $\Delta x^+$ and $\Delta z^+$ at which, zero $\epsilon_\infty(\langle u \rangle)$, $\epsilon_\infty(\langle u'v' \rangle)$, and $\epsilon_\infty(\langle u'v' \rangle)$ are observed, see Figures 2 and 4. This observation can be motivated as follows, taking into account the definitions of different error measures. For specific combinations of $\Delta x^+$ and $\Delta z^+$ (more than one), the error in $\partial \langle u \rangle / \partial y$ at the wall, i.e., the error in $u_r$, vanishes and at the same time, both the peak value of, and, the area under the LES $\langle u'v' \rangle$ profile tend to the corresponding DNS values. Nevertheless, the LES profiles of $\langle u \rangle$, $\partial \langle u \rangle / \partial y$, and $\langle u'v' \rangle$ do not converge in a pointwise sense to the corresponding DNS profiles. From this discussion, the crucial role of the error measures such as $\epsilon_1$, $\epsilon_2$, and $\epsilon_\infty$ for studying the deviation between the LES and DNS profiles is clarified.

Next quantities whose error isolines are investigated are the turbulent kinetic energy, $K = \frac{1}{2}\langle u'_i u'_i \rangle = \frac{1}{2}(\langle u_i \rangle^2 - \langle u_i^2 \rangle)$ and the contributing rms velocity fluctuation components $u_{i,\text{rms}} = \sqrt{\langle u'_i u'_i \rangle}$, see Figure 6. The isolines of $\epsilon_2[K]$ and $\epsilon_\infty[K]$ are the indicators of the difference between the resolved kinetic energy $K_{\text{res}} = \frac{1}{2}\langle u'_i u'_i \rangle$ computed by LES, and the total kinetic energy $K_{\text{tot}}$ which is captured by DNS and is supposed to be the existing value in reality. The relatively more significant impact of the streamwise rms velocity fluctuations on TKE, compared to the wall-normal and spanwise components, can be clearly understood from the similar patterns of the isolines of $\epsilon_2[u_{i,\text{rms}}]$ and $\epsilon_2[K]$ and also $\epsilon_\infty[u_{i,\text{rms}}]$ and $\epsilon_\infty[K]$, as illustrated in Figure 6 (a-d). As shown here for Set-B, and as it persists for Set-A and Set-C, for none of the considered grid resolutions, the errors between the LES and DNS profiles of rms velocity fluctuations, and consequently, the errors between $K_{\text{res}}$ and $K_{\text{tot}}$ completely vanish.

In Figure 7 the impact of variation of $\Delta x^+$ and $\Delta z^+$ on the inner-scaled cross-channel profiles is shown. The value of $\Delta y_{\text{rms}}^+$ and other simulation conditions are chosen to be the same as Set-B in Table 1. The inner-scaled values, denoted by superscript *, are based on the computed $u_r$. It is clear that the Reynolds stress profile $-\langle u'v' \rangle^*$ shows the lowest sensitivity to the variation of streamwise and spanwise grid spacings, compared to the other profiles. As
also observed in Figure 6, even for $\Delta x^+ = 16.56$ and $\Delta z^+ = 9.96$ corresponding to the finest considered resolution in the $\Delta x^+-\Delta z^+$ plane, the discrepancy between the LES TKE and rms velocity fluctuation profiles and DNS data does not completely vanish. However, by further refining $\Delta x^+$ and $\Delta z^+$ to 10 and 5.6, respectively, little improvement is achieved despite a significant increase in the computational cost.

Another important observation is that for the coarse resolutions, the computed TKE profile, $K_{res}$, is over-predicted compared to the DNS data, $K_{tot}$. This over-prediction is mainly due to the over-prediction in $\langle u'u' \rangle$, taking into account higher relative importance of streamwise rms velocity fluctuation component compared to the others. Similarly, for other simulated cases in this study (not shown here), continuous reduction of the over-prediction in $\langle u'u' \rangle$
FIG. 7: Profiles of $\langle u \rangle^* = \langle u \rangle / u_\tau$ (a), $-\langle u'v' \rangle^* = -\langle u'v' \rangle / u_\tau^2$ (c), $K^* = K / u_\tau^2$ (d), $u_{\text{rms}} = u_{\text{rms}} / u_\tau$ (e), $v_{\text{rms}} = v_{\text{rms}} / u_\tau$ (f), and $w_{\text{rms}} = w_{\text{rms}} / u_\tau$ (g), for channel flow simulations with no explicit SGS model at target $Re_\tau = 300$ and for $\Delta y^+ = 1.105$. The inner-scaled distance from the wall is $y^* = y u_\tau / \nu$. The plots in (b) are added for better visibility. The spacings $\Delta x^+$ and $\Delta z^+$ of the plots are specified in (a). The DNS data of Iwamoto et al. [16] are shown by symbols.
and $K$ with increasing resolution of $\Delta x^+$ and $\Delta z^+$ is observed. From the theoretical point of view\(^3\), the excessive resolved TKE is not acceptable. It is expected that as the LES grid is refined, the uncaptured portion of the energy due to the unresolved scales reduces and eventually completely goes away. However, over-prediction of TKE due to under-resolving the near-wall region is a known issue in the numerical simulation of wall-bounded turbulent flows, for instance see the discussions in [2 3 15 20], and the references therein.

As a conclusion, when seeking for a high quality LES through refining the grid, one has to make sure that acceptably-low errors in different quantities are simultaneously achieved. In particular, based on the simulations in Set-ABC, it is observed that even for those combinations of grid spacings that $u_\tau$, mean velocity profile, and Reynolds stress profile are accurately computed, the rms velocity fluctuations and kinetic energy profiles still deviate from the reference DNS.

### D. Effect of Reynolds number

To investigate how the error responses are sensitive to variation of Re-number, the focus will be on Set-D with target $Re_\tau = 550$. For this set, the loci of zero $\epsilon[u_\tau]$, $\epsilon_A[\langle u'u' \rangle]$, and $\epsilon_{ppp}[\langle u'u' \rangle]$ in the $\Delta x^+-\Delta z^+$ plane are found to be very similar to each other and also to those of Set-A, but encompassing larger values of $\Delta x^+$ and $\Delta z^+$ compared to Set-A, see Figure 8(a,d). In addition, the isolines of $\epsilon_{\infty}[\langle u'u' \rangle]$, and $\epsilon_{\infty}[K]$, as shown in Figure 8(b,f), approximately look like the corresponding error lines of Set-A. Through observing relatively similar pattern in the error isolines of the other quantities of Set-D and Set-A, the validity of the discussions made in the previous sections is confirmed for $Re_\tau = 550$.

![Isolines of $\epsilon[u_\tau]$ (a,d), $\epsilon_{\infty}[\langle u'u' \rangle]$ (b,e), and $\epsilon_{\infty}[K]$ (c,f), plotted in the $\Delta x^+-\Delta z^+$ plane for Set-A (top row), Set-D (bottom row).](image)

FIG. 8: Isolines of $\epsilon[u_\tau]$ (a,d), $\epsilon_{\infty}[\langle u'u' \rangle]$ (b,e), and $\epsilon_{\infty}[K]$ (c,f), plotted in the $\Delta x^+-\Delta z^+$ plane for Set-A (top row), Set-D (bottom row).

Now, it is interesting to investigate if the insignificant influence of the Reynolds number on the patterns of the error isolines is also expected for other target $Re_\tau$ between 300 and 550. To this end, it is assumed that the DNS converged value of Reynolds number, i.e. $Re_\tau^*$, is an uncertain parameter, in addition to the grid spacings. In particular, in the framework of uncertainty propagation discussed in Section II-B, $Re_\tau^*$ is assumed to be a uniformly-distributed random parameter varying over the presumed admissible range $[208.63, 633.34]$. Within this specific range, the DNS Reynolds numbers 297.899 and 543.496, respectively associated with target $Re_\tau = 300$ and 550, specify the two Gauss quadrature points. By this construction, expansion [14] can be used as a meta model to obtain the errors between LES and DNS of channel flow for any combination of $\Delta x^+ \sim U[Q_{\Delta x^+}]$, $\Delta y_{w}^+ \sim U[Q_{\Delta y_{w}^+}]$, $\Delta z^+ \sim U[Q_{\Delta z^+}]$.

\(^3\) Generally speaking, in a wall-resolving LES at least 80% of the total TKE is required to be resolved everywhere including the near wall region, see [32].
and \( \text{Re}_\tau \sim U[\text{Re}] \). It is clear that due to the mutual independence of these uncertain parameters, extension of the meta model, developed for the grid spacings, to include the effects of the Reynolds number is straightforward.

To illustrate an example, the aim is to investigate if a curved loci of zero \( \epsilon[u_\tau] \), such as those in Figure 8(a,d), would also exist at target \( \text{Re}_\tau = 400 \). The DNS of Iwamoto et al. [16], with converged \( \text{Re}_\tau = 395.760 \), is used as the reference. Specifically, for five arbitrarily-chosen \( \Delta x^+ \), corresponding \( \Delta z^+ \) values are selected such that \((\Delta x^+, \Delta z^+)\) reside on the curved loci of zero \( \epsilon[u_\tau] \) in the \( \Delta x^+ - \Delta z^+ \) plane belonging to Set-A and Set-D (corresponding to \( \text{Re}_\tau = 300 \) and 550, respectively, with \( \Delta y^+_w = 0.445 \)). By linear interpolation in \( \text{Re}_\tau^\circ \), five sets of \( \Delta x^+ \) and \( \Delta z^+ \) are determined for which \( \epsilon[u_\tau] \) at \( \text{Re}_\tau^\circ = 395.760 \) is predicted to be ideally zero. In order to cross-validate, the predicted errors by the meta model at the mentioned five resolutions are compared to the actually computed errors between the corresponding LES results and DNS data. Doing so, \( |\epsilon[u_\tau]| \) is found to be less than 0.30% for all five simulations.

Associated with these five resolutions, the computed mean velocity, Reynolds stress, and TKE profiles are plotted in Figure 9 in wall-units. Similar to what was observed for Set-ABC and Set-D, a low error in \( u_\tau \) is not necessarily followed by the error reduction up to the same extent in the other quantities. In fact, only for one simulation that has the finest \( \Delta x^+ \) and \( \Delta z^+ \) among the other cases, i.e. \( \Delta x^+ = 16.56 \) and \( \Delta z^+ = 9.96 \), the mean velocity and TKE profiles agree well with the DNS data. It is also observed that, for combinations of \( \Delta x^+ \) and \( \Delta z^+ \) that \( \epsilon[u_\tau] \) is very close to zero, the inner-scaled \( -\langle u'v' \rangle^* \) profiles nearly (but not completely) match the DNS profile, see Figure 9(b).

E. Effect of SGS modeling

In the discussions made up to this point, no explicit SGS modeling was included in the channel flow simulations. But, it is important to see how the responses of the LES of channel flow would be influenced by explicit SGS modeling. Among many options, WALE model [29] with the default coefficient value 0.325 is chosen to simulate turbulent channel flows at target \( \text{Re}_\tau = 300 \), as denoted by Set-Bw in Table 1. The isolines of the errors of this simulation set are plotted in the \( \Delta x^+ - \Delta z^+ \) plane in Figure 10. The small differences between these contours with those in Figures 5 and 6 belonging to the same simulation settings but without SGS model (Set-B), reveal the fact that for the FV-based
implicitly-filtered LES carried out using nominally second-order accurate schemes, see Section [11], the numerical errors play the dominant role compared to the errors induced by the adopted SGS model. This is consistent with the results in [13, 41, 43].

Despite this, the errors in different quantities can be slightly affected by SGS modeling. In particular, for any $\Delta x^+ \in Q_{\Delta x^+}$ and $\Delta z^+ \in Q_{\Delta z^+}$, the errors in $\langle u'u' \rangle$ are found to be slightly higher in Set-Bw compared to the corresponding values in Set-B. Accordingly, the area under the zero $\epsilon[u_x]$ curve becomes smaller, meaning that when the WALE SGS model is employed, a finer resolution in the spanwise direction is required in order to achieve the same level of error as it would be reached without any explicit SGS model. In contrast, the over-prediction in TKE is reduced a little by including the explicit SGS model. By more investigation (not shown here), this reduction is found to be mainly due to the reduction of the over-prediction in the streamwise component of the rms velocity fluctuations.
F. Variation of the errors in the $\Delta x^+\Delta z^+$ plane

In this section, for a selected simulation set listed in Table 1, it is shown how variation of the grid spacings in the wall-parallel plane, i.e. $\Delta x^+$ and $\Delta z^+$, may influence the rate of variation of the errors in different QoIs computed by LES.

When refining the grid, $\Delta y_u^+$ is kept constant and the grid cell sizes in the stream- and spanwise directions change according to $\Delta z^+ = \Delta z_m^+ + a(\Delta x^+ - \Delta x_m^+)$, with $a$ being a constant and $(\Delta x_m^+, \Delta z_m^+)$ specifying some particular resolution in the admissible space $Q_{\Delta x^+} \times Q_{\Delta z^+}$. The error at different combinations of $\Delta x^+$ and $\Delta z^+$ along the described line is predicted by meta model 1. In particular for $a = 0.66$ and $(\Delta x_m^+, \Delta z_m^+) = (10, 5.6)$, Figure 11 illustrates how different errors in Set-B vary with the cell size. In order to show the validity of the predictions made by meta model 1, the error in the results of a few a-posteriori channel flow simulations satisfying the same resolution conditions, are also represented.

For further validation of the predictions of the meta model tuned by the simulations of Set-B, and also for looking at the errors at finer resolutions than what is considered in the admissible ranges $Q_{\Delta x^+} \times Q_{\Delta z^+}$, another set of simulations, hereafter Set-Bf, is considered. This set covers the admissible space $[8.32, 44.04]$ and $[4.49, 28.18]$ for $\Delta x^+$ and $\Delta z^+$, respectively, employing $5 \times 5$ Gauss quadrature points. All other simulation conditions of Set-Bf are the same as Set-B.
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**FIG. 11:** Variation of the errors (not in %) in different turbulent channel flow quantities with $\Delta x^+$. For fixed target $Re = 300$ and $\Delta y_u^+ = 1.105$, the grid resolution are considered to vary according to $\Delta z^+ \propto 0.66\Delta x^+$. For these settings, the solid and dashed lines respectively represent the predictions of meta model 1 constructed by Set-B and Set-Bf, and the symbols illustrate the errors in a-posteriori channel flow simulations. For reference, the dotted and dash-dotted lines, respectively corresponding to $\epsilon \propto \Delta x^+$ and $\epsilon \propto \Delta x^{1.2}$, are also plotted.

According to Figure 11, when $\Delta x^+$ changes one order of magnitude, the slope of the graphs, representing the rate of change of the errors, may be not fixed, and may even exhibit an oscillatory behavior. The oscillations are more recognizable, for instance for $\epsilon_\infty ([u'v'])$, and less observable for $\epsilon_\infty [K]$. They also become more visible when $\Delta x^+$ is finer than $\approx 40$. Since the channel flow QoIs whose errors are investigated do not directly appear in governing equations 2, providing an explanation for the oscillations is not an easy task.

At the first look, the oscillations may, at least partially, originate from the use of expansion 1 to predict the error responses. In fact, a potential drawback of the quadrature-based expansions including the gPC-E is that, expansion 3 is by construction, see Section 11B only constrained to predict the exact value of the responses at the collocation (quadrature) points of the parameters admissible space. Therefore, no other constraint exists at other interior and boundary points of the parameters space. However, as shown in the plots in Figure 11, the error in the quantities of a
few a-posteriori channel flow simulations agrees acceptably well with the predictions of expansion \([4]\). Consequently, the oscillations in \(\epsilon_\infty((u'v'))\), associated with the plateau-like region in the error portrait of \((u'v')\) in the \(\Delta x^+\)-\(\Delta z^+\) plane discussed in Section \([IVC]\) seem to really exist rather than being an artefact of the polynomial expansions.

It is also noticed that on the common range of \(\Delta x^+\), the deviation between the errors predicted by the meta models of Set-B and Set-Bf is small. However, in some cases, e.g. \(\epsilon_\infty((u))\), the meta model of Set-Bf predicts slightly more accurate values than that of Set-B, comparing the predicted errors with those found in the a-posteriori simulations.

A set of error analysis and quality assessment methods are developed for LES, see \([3, 4, 18]\) and the references therein, which rely on Richardson extrapolation technique. In the framework of these methods, as inspired by the accurate values than that of Set-B, comparing the predicted errors with those found in the a-posteriori simulations agrees acceptably well with the predictions of expansion (4). Consequently, the oscillations in Figure 11, the starting expansion for deriving this type of error assessment methods does not seem to be valid, at least for the averaged QoIs of channel flow and in the settings of the present study. In other words, the oscillatory reduction of the errors with the grid cell size cannot be described by a constant-value \(r\). Despite this, if the described error-estimation techniques are to be used for the QoIs with less oscillatory error reduction, such as TKE, an appropriate constant value of \(r\) is observed to be between 1 and 2, which differs from \(r = 2\) assumed in \([18]\) for a second-order numerical scheme. In any case, a fundamental issue to consider in the discussion is that the characteristic cell size, \(h\), is not in the asymptotic range. This means the grid spacing is not necessarily small enough to let the leading-order term of the error be characterized by \(ch^r\).

G. Global sensitivity analysis

As a complement to the uncertainty propagation problem, global sensitivity analysis (GSA) can be performed in order to specify how influential a specific uncertain factor is on the model response, when all the uncertain factors simultaneously vary over their own admissible spaces. In the context of the present study, the awareness of this type of sensitivities along with the loci of zero or low errors in different flow quantities can be helpful, when refining the grid for obtaining better simulation results.

Here, a variance-based GSA is carried out with the results reported in terms of the total Sobol indices. Such an index, specifying the sensitivity of response \(R\) with respect to parameter \(q_i\), for \(i = 1, 2, \cdots, p\), is defined by \([39]\),

\[
S_{Ti} = 1 - \frac{\text{var}(E(R|q_{-i}))}{\text{var}(R)},
\]

where, \(q_{-i} = \{q_1, \cdots, q_{i-1}, q_{i+1}, \cdots, q_p\}\), and \(E\) and \(\text{var}\), respectively, specify expectation and variance. When stochastic collocation methods such as gPCE are employed to construct meta models, analytical expressions for obtaining the sensitivity indices can be derived, see \([40]\).

In particular, the focus is on the channel flow simulations with combinations of grid spacings \(\Delta x^+ \in [10, 45] \subset Q_{\Delta x^+}, \Delta z^+ \in [7, 30] \subset Q_{\Delta z^+}\), and \(\Delta y^+_w \in Q_{\Delta y^+_w}\) at target \(Re_T = 300\) and 550. The formed space by these new resolution ranges is a subset of the original admissible space \(Q_{\Delta x^+} \times Q_{\Delta z^+} \times Q_{\Delta y^+_w}\) considered to produce the simulation sets in Table 1. The new admissible ranges for \(\Delta x^+\) and \(\Delta z^+\) are chosen in accordance with what is practically used in WRLES of wall-bounded flows, to make the resulting conclusions of the GSA more applicable. To determine the error responses at the samples taken from the new parameter space, the meta model \([4]\) with known coefficients determined from different sets in Table 1 is used. Especially, \(5 \times 5 \times 3\) Gauss points are considered as the deterministic samples to cover the new admissible space of \(\Delta x^+ \times \Delta z^+ \times \Delta y^+_w\).

According to Figure 12(a), for target \(Re_T = 300\), changing \(\Delta y^+_w\) over \([0.25, 1.96]\) has negligible effect on the errors compared to the variations in \(\Delta x^+\) and \(\Delta z^+\), as pointed out earlier in Section \([IVA]\). This may originate from the fact that \(\Delta y^+_w\) varies over a comparatively smaller range which is chosen to ensure the fundamental requirement of the wall-resolving LES is satisfied.

By comparing the Sobol indices with respect to the grid spacings in the streamwise and spanwise directions, it turns out that \(\epsilon([u_r])\) along with \(\epsilon_\infty((u))\), \(\epsilon_\infty((u'v'))\), and \(\epsilon_\infty([w_{rms}])\) are most sensitive to the variations in \(\Delta z^+\) rather than in \(\Delta x^+\), while \(\epsilon_\infty([k])\), \(\epsilon_\infty([u_{rms}])\), and \(\epsilon_\infty([w_{rms}])\) are largely affected by \(\Delta x^+\). These observations are also valid when an explicit SGS model is included in the simulations at \(Re_T = 300\), and also when \(Re_T\) increases to 550, as illustrated in Figure 12(b) and (c), respectively.

For the three simulation sets shown in Figure 12, the sensitivity indices of a specific error response with respect to \(\Delta x^+\) and \(\Delta z^+\) may have different magnitudes, however, their relative importance is maintained. This justifies the generalization of the conclusion that, improving the simulation results of the channel flow simulation is hard to achieve by refining the grid solely in either the spanwise or streamwise direction.
**H. Suggestions for grid resolution**

Based on what thoroughly discussed in the previous sections, it is clear that, given a numerical method and a specific strategy for grid construction to simulate turbulent channel flow at a target Reynolds number, the errors in different quantities would react differently to the variations in the grid spacings. Nonetheless, for the particular flow solver described in Section II.C and the distribution of the grid cells in the wall-normal direction by \( \Delta y^+ \), it seems for \( \Delta x^+ \lesssim 18 \), \( \Delta z^+ \lesssim 12 \), and \( 0.5 \lesssim \Delta y^+_w \lesssim 2 \), low-error wall-resolving LES of channel flow are obtained. In particular, based on the simulations listed in Table II, the combination of \( \Delta x^+ \approx 16.56 \) and \( \Delta z^+ \approx 9.96 \) with \( \Delta y^+_w = 0.445 \) is found to be appropriate for high-quality WRLES of channel flow at \( \text{Re}_x = 300 \), see also Appendix C and \( \text{Re}_x = 550 \). The appropriateness of these resolutions is also confirmed at \( \text{Re}_x = 400 \) and 1000, see Figure 13 with the simulation details listed in Table II and the corresponding instantaneous streamwise velocities shown in Figure 14. It is emphasized that, although in producing these simulations, \( \Delta y^+_w = 0.445 \) is employed, relatively good results for other \( \Delta y^+_w \in [0.25, 1.96] \) are also expected.

**TABLE II: Summary of the channel flow simulations carried out at different Reynolds numbers with the grid spacings \( \Delta x^+ = 16.56 \), \( \Delta z^+ = 9.96 \), and \( \Delta y^+_w = 0.445 \). Here, \( \Delta y^+_w \) specifies the wall-normal grid spacing at the center of the channel. Note that no explicit SGS model is employed in these simulations. Fixed time steps \( \Delta t = 10^{-3} \delta / U_b \), 3 \( \times \) \( 10^{-3} \delta / U_b \), 5 \( \times \) \( 10^{-4} \delta / U_b \), and 2 \( \times \) \( 10^{-5} \delta / U_b \) are chosen for the simulations at \( \text{Re}_x = 300, 400, 550, \) and 1000, respectively.**

| Re_x | DNS (Re_x^c) | LES | \( \Delta y^+_w \) | Domain Size \( l_x \times l_y \times l_z \) | Number of cells \( n_x \times n_y \times n_z \) |
|------|--------------|-----|----------------|-----------------------------------|-----------------------------------|
| 300  | 297.899 16   | 296.476 12 | 7.896 \( \times \) 25 \( \times \) 3.176 | 141 \( \times \) 92 \( \times \) 90 |
| 400  | 395.760 16   | 391.430 16 | 9.054 \( \times \) 25 \( \times \) 4.06 | 215 \( \times \) 98 \( \times \) 159 |
| 550  | 543.496 21   | 539.197 22 | 9.054 \( \times \) 25 \( \times \) 4.06 | 296 \( \times \) 102 \( \times \) 219 |
| 1000 | 1000.512 21  | 983.136 40 | 9.054 \( \times \) 25 \( \times \) 4.06 | 543 \( \times \) 116 \( \times \) 403 |
FIG. 13: Inner-scaled profiles of mean velocity, \( \langle u \rangle^* \), (a), Reynolds stress, \(-\langle u'v' \rangle^*\), (b), and turbulent kinetic energy, \( K^* \) (c), versus inner-scaled wall-normal distance \( y^* \). The results of the simulations listed in Table II (solid lines) are compared to the DNS data of Iwamoto et al. [16] for Re\(_{\tau} = 300, 400 \), and Lee and Moser [21] for Re\(_{\tau} = 550, 1000 \), which are shown by symbols. The graphs are shifted vertically by 5 wall-units in (a) and (c), and by 1 wall-unit in (b).

FIG. 14: Instantaneous streamwise velocity at \( y^+ = 15 \) and Re\(_{\tau} = 300 \) (a), 400 (b), 550 (c), and 1000 (d) corresponding to the simulations in Table II. Darker color corresponds lower magnitude.

The proposed resolutions agree with the suggestion of Kremer and Bogey [19], who reported accurate results for LES of channel flow for \( \Delta x^+ \leq 30, \Delta y^+ \leq 1, \) and \( \Delta z^+ \leq 10, \) and the same range of Re\(_{\tau} \) as in Table II, however, by employing a higher-order numerical scheme and different function for distributing cells in the wall-normal direction. In comparison to [19], function (8) generates a lower number of cells normal to the wall, yet yielding accurate results. This optimum distribution of cells is mainly achieved by keeping the number of cells in the outer part of the turbulent boundary layer independent of the Reynolds number, as it is pointed out for instance in [5]. However, as driven by the inner-layer and near-wall region, the total number of cells generated in the same manner as the present study, increases with Re-number, see [34].

V. SUMMARY AND CONCLUSIONS

The effect of variation of the grid resolutions in the wall-parallel and -normal directions on the wall-resolving LES of turbulent channel flow at target Re\(_{\tau} = 300 \) and 550, is investigated. The error responses, defined as the error
between the LES results and the DNS reference data [16, 21] for different quantities of interest (QoI), are evaluated employing different measures developed in Section II.D. The QoIs include the wall mean friction velocity, and the cross-channel profiles of mean velocity and Reynolds stress components. The LES are carried out by the open-source finite-volume based library, OpenFOAM, with the specific numerical schemes described in Section II.C. Equi-spaced cells are used in the streamwise and spanwise directions of the flow domain. Function (8) is employed to construct the grid cell spacings in the wall-normal direction, having specified the inner-scaled distance of the first off-wall cell center, $\Delta y^+_w$, in accordance with the requirement of wall-resolving LES.

To represent the dependence of the error responses on the grid resolution, a meta model for each QoI is constructed based on a limited number of channel flow simulations. In particular, non-intrusive generalized polynomial chaos expansion (gPCE) is employed for this purpose. To study their impact, the inner-scaled grid spacings, $\Delta x^+$, $\Delta z^+$, and $\Delta y^+_w$, are considered as uncertain parameters within the UQ (uncertainty quantification) framework. These parameters are assumed to vary over admissible ranges, $10^{\Delta x^+} \leq 150$, $7 \leq \Delta z^+ \leq 70$, and $0.25 \leq \Delta y^+_w \leq 1.96$. The resulting simulation sets are listed in Table I.

For the employed implicitly-filtered LES approach, the errors in the simulations are found to be mostly driven by the numerical errors. This is consistent with what formerly observed by other authors, see [11, 23]. In particular, the errors induced by WALE SGS model [29] is shown to be dominated by the numerical error, as inferred by comparing Figure 10 with Figures 5 and 6.

Employing the meta models, error isolines for different QoIs of channel flow are constructed in the parameters admissible space. Observing different patterns of error isolines for different QoIs in the $\Delta x^+$-$\Delta z^+$ plane, reminds the necessity of monitoring the errors in various quantities when grid refinement is carried out seeking for accurate results. In particular, for the numerical schemes employed in the present study, see Section II.C, there are combinations of grid spacings for which, the computed $u_+$ is the same as the DNS value, however, the errors in other quantities do not necessarily vanish.

To make sure low errors in different channel flow quantities are simultaneously achieved, the right-hand-side of criterion (10), that is independent of the LES numerical method and grid construction strategy, must be close to zero. For this purpose, the error in $u_+$, the error in $\langle u'v' \rangle$ averaged over the channel half-height, and the error in the mean centerline velocity should simultaneously reduce to low values, see Section IV.B.

The reduction of the errors achieved by reducing the grid spacings is non-monotonous, as discussed in detail in Section IV.F. This non-monotonicity may cast doubt on the basic assumption of the quality assessment and error estimation techniques developed based on Richardson extrapolation, see [3, 11, 18].

As studied in Sections IV.C and IV.D respectively, for Re$_f = 300$ and 550, reducing the errors in the cross-channel profiles of rms velocity fluctuations, and hence in turbulent kinetic energy, requires finer grid resolutions compared to what is needed to achieve corresponding accuracy in the mean velocity and Reynolds stress, $\langle u'v' \rangle$, profiles. As shown in Figure 7, for $\Delta y^+_w = 1.105$ and Re$_f = 300$, a small improvement in the rms velocities, and turbulent kinetic energy profiles is observed when $\Delta x^+$ and $\Delta z^+$ are refined from 16.56 and 9.96 to 10 and 5.6, respectively.

Comparing different error contours, correlation between specific errors can be recognized. In particular, the error in the peak value of $\langle u'v' \rangle$ profile, the error in $\langle u'v' \rangle$ averaged over the channel half-height, and the error in $u_+$ seem to be correlated, as illustrated in Figure 4. It is also remarkable that, given $\Delta y^+_w$, for those combinations of $\Delta x^+$ and $\Delta z^+$ which result in zero error in $u_+$, the inner-scaled profiles of $\langle u'v' \rangle$ approximately collapse on the DNS data, see Figure 10.

In order to quantify the sensitivity of the errors with respect to grid spacings, a variance-based global sensitivity analysis is conducted, as detailed in Section IV.C. To comply with the common resolutions for WRLES of channel flow, grid spacings are allowed to take values according to $\Delta x^+ \in [10, 45]$, $\Delta z^+ \in [7, 30]$, and $\Delta y^+_w \in [0.25, 1.96]$, for target Re$_f = 300$, and 550. The error in $u_+$ along with $\epsilon_\infty[\langle u \rangle]$, $\epsilon_\infty[\langle u'v' \rangle]$, $\epsilon_\infty[u_{rms}]$ are found to be most sensitive to the variations in $\Delta z^+$ rather than in $\Delta x^+$. In contrast, $\Delta x^+$ is observed to be more influential than $\Delta z^+$, on $\epsilon_\infty[\langle u \rangle]$, $\epsilon_\infty[u_{rms}]$, and $\epsilon_\infty[w_{rms}]$. Compared to the resolutions in the wall-parallel directions, the influence of $\Delta y^+_w$ on the errors is found to be negligible.

Looking at the errors of different quantities, it is revealed that for $\Delta x^+ \leq 18$, $\Delta z^+ \leq 12$, and $\Delta y^+_w \leq 2$, acceptable low errors in the channel flow quantities can be simultaneously achieved. In particular, accurate inner-scaled profiles of mean velocity, Reynolds stress and turbulent kinetic energy at Re$_f = 300$, 400, 550, and 1000 are obtained for $\Delta x^+ = 16.56$, $\Delta z^+ = 9.96$, and $\Delta y^+_w = 0.445$, see Figure 15. These grid resolution guidelines should be of interest for the community of OpenFOAM users.

The choice of numerical methods, grid construction, and SGS model is expected to influence some of the results. For instance, see the difference between the error isolines of the mean friction velocity $u_+$ in Figure 2, Figure 18 and those in [26]. However, many of the conclusions are beneficial despite the mentioned potential bias. In particular, the resulting detailed “error portraits” for various QoIs represent the challenges that theoretical error estimation techniques have to deal with. Above all, the non-intrusive approach described in Section II.A to link the gPCE-based meta model to a CFD solver, can be used for the systematic study of various numerical and physical parameters.
influencing the LES responses.
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Appendix A: On the uncertainty of the approach

A few potential sources of uncertainty are involved in evaluating the response surfaces, following the procedure discussed in Section IV. One uncertainty is related to the ability of expansion (4) in approximate construction of the response surfaces. The other factor is initiated from the fact that the quantities of turbulent channel flow whose error is to be affected by insufficient averaging. In the following two sections, these influential factors are separately discussed.

1. Convergence of the gPCE

As shortly pointed out in Section II B, one way of showing the accuracy of the predictions made by the meta model (4), is to assess the deviation between \( \hat{f}(\chi, q) \) and the exact \( f(\chi, q) \) for some \( q^* \in Q \). This is reflected in Section IV F by the cross-validations made with a limited number of a-posteriori simulations. However, it is obvious that following this procedure for many samples \( q^* \), is computationally expensive. An alternative strategy can be built on the fact that the accuracy of (4) is directly dependent on the maximum polynomial order in the expansion. For the particular settings in this study, see Section III, the magnitude of different terms in expansion (4) for different responses is evaluated. In particular, the norm of the \( k \)-th term in the expansion (4) normalized by the zero-order term in the expansion, i.e. \( \vartheta_k := \| \hat{f}_k \Psi_k(q) \| / \| \hat{f}_0 \| \), is used for this purpose.

![Variation of \( \vartheta_k \) for different responses of Set-B](image)

Figure 15 shows how \( \vartheta_k \) (with \( l_2 \)-norm used to evaluate the numerator) for different responses of Set-B varies with \( |k| := \sum_{i=1}^{m} k_i \), where \( k_i \) denotes the order of the polynomial bases employed to span the space of the \( i \)-th parameter.
For sake of brevity, only these particular plots are illustrated here, noticing that similar pattern is observed for other responses, and also for other simulation sets in Table I. According to these plots, $\vartheta \leq 10^{-1}$ for $|k| \geq 3$, which indicates more relative importance of the lower order terms in expansion [4].

2. Convergence of the flow statistics

As discussed in Sections II and IV, different averaged quantities of turbulent channel flow can be used in the errors defined in Section II D. These generic errors for QoI $g$ can be written as,

$$\epsilon[g] = c \| g - g^0 \|$$

with $c$ being a normalization constant and $\| \cdot \|$ denoting an appropriate norm. The quantity $g$ is the averaged value of $\varphi$ in both time and homogeneous directions, i.e. $g := \langle \varphi \rangle$. The estimator for the averaged value of $\varphi$ is defined by,

$$\langle \varphi \rangle_{nm} = (nm)^{-1} \sum_{i=1}^{n} \sum_{j=1}^{m} \varphi_{ij}$$

(A1)

where $n$ represents the number of time samples included in the averaging, and $m$ is the number of cells in the wall-parallel plane, i.e. $m = n_x n_z$. The basic question is that, given $m$, how much averaging in time is required so that the estimates of the errors made throughout Section IV are valid (i.e. not significantly contaminated by insufficient time-averaging). To seek an answer to this question, the estimator of error $\epsilon[g]$ as a function of $n$ is defined as,

$$\hat{\epsilon}[g](n; m) = |\epsilon[g](n; m) - \epsilon[g](N; m)|$$

in which, $m$ is a fixed parameter and $N$ specifies a large $n$ at which the averaging ends. In a more practical setting, the elapsed averaging time, $n \Delta t$, is used to define the number of flow-throughs as $T = (U_b(n \Delta t))/l_x$.

**FIG. 16:** Variation of error estimators (not in %) $\hat{\epsilon}[u_x]$ (a), $\hat{\epsilon}_\infty[u_x]$ (b), $\hat{\epsilon}_\infty[u'v']$ (c), and $\hat{\epsilon}_\infty[K]$ (d), with the number of flow-throughs, $T = (U_b/(n \Delta t))/l_x$, for three simulations in Set-C with resolutions $\Delta x^+ = 16.56$, $\Delta z^+ = 9.96$ (blue line), $\Delta x^+ = 80.0$, $\Delta z^+ = 38.5$ (red line), and $\Delta x^+ = 16.56$, $\Delta z^+ = 67.0$ (green line). The dashed line represents $\epsilon \propto T^{-1}$.

Figure 16 illustrates the error estimators $\hat{\epsilon}[u_x]$, $\hat{\epsilon}_\infty[u_x]$, $\hat{\epsilon}_\infty[u'v']$, and $\hat{\epsilon}_\infty[K]$ for three simulations of Set-C in Table I. These particular combinations are chosen for sake of brevity, taking the fact into account that, a similar trend is expected for other simulations and QoIs. The first observation is that if the statistics are gathered at least for $T \approx 115$, as it is the case for the simulations in Section IV, the estimated error in different quantities would be deviated by less than $\approx 10^{-3}$ from the value that would be achieved by continuing averaging for several hundred more $T$. Beside this, it seems the overall rate of reduction of the estimated errors, measured by different norms for different quantities and for different $n_x$ and $n_z$, is proportional to $T^{-1}$. This observation that could be also expected from (A1), clearly shows the relatively low convergence rate of the channel flow statistics.

Appendix B: Influence of the numerical scheme and $\Delta y$ distribution

Throughout Section IV, all discussions were made based on the simulations listed in Table I which were carried out using the same numerical scheme, see Section II C, and the same function [5] for distributing grid points in the wall-normal direction. In order to address how the conclusions are sensitive to these two factors, two new sets of simulations are considered, both at target Re$_x = 300$. 
To show the influence of the numerical scheme, Set-AL is considered which has the same conditions as Set-A in Table 1, but LUST (linear-upwind stabilized transport) scheme 44 is used instead of the linear interpolation to obtain face-center values of the fields from the values at the finite volume cell centers. In particular, the LUST scheme constructed as a fixed blend of 25% linear upwind and 75% linear central schemes is employed. The conditions of the other new set of simulations, Set-AM, are kept the same as those of Set-A, except that the grid points in the wall-normal direction are distributed differently as explained below. Starting from the wall, the \( j \)-th grid spacing in the wall-normal direction is,

\[
\Delta y_j = \gamma^{j-1} \Delta y_w, \quad j = 1, 2, \ldots, n_{y,2},
\]

where, \( n_{y,2} \) is the number of grid cells between the wall and channel half-height, and \( \Delta y_w = (\delta/Re)\Delta y_w^+ \), see 31. The grid increment ratio, \( \gamma \), is equal to \( W/(W - 1) \), where \( W = \delta/\Delta y_c \), and \( \Delta y_c \) is the grid cell height at the channel half-height. By choosing \( \Delta y_w^+ = 0.445 \) and \( W = 23 \), the resulting number of cells to cover \( \delta \) is \( n_{y,2} = 64 \) which is equal to what used by Meyers and Sagaut 20, and is higher than 46 resulted from 9 as employed in Set-A.

FIG. 17: Isolines of \( \epsilon_{[u_\tau]} \) in the \( \Delta x^+ - \Delta z^+ \) plane at target \( Re_c = 300 \) and \( \Delta y_w^+ = 0.445 \) resulted from, the linear scheme with 8 (Set-A) (a), the LUST scheme with 8 (Set-AL) (b), and the linear scheme with 31 (Set-AM) (c).

FIG. 18: Isolines of \( \epsilon_{\infty}[[u]] \) (a), \( \epsilon_{\infty}[[u'v']] \) (b), and \( \epsilon_{\infty}[K] \) (c), plotted in the \( \Delta x^+ - \Delta z^+ \) plane for Set-AL.

The isolines of \( \epsilon_{[u_\tau]} \) of Set-AL and Set-AM are plotted in the \( \Delta x^+ - \Delta z^+ \) plane in Figure 17 (b) and (c), respectively. For ease of comparison, the associated plot of Set-A is also added. The clearly different pattern of the \( \epsilon_{[u_\tau]} \) isolines of Set-AL compared to that of Set-A, reveals the strong influence of the numerical scheme. It is observed that not only the loci of \( \epsilon_{[u_\tau]} = 0 \) do not exist for Set-AL, but also the associated values of \( \epsilon_{[u_\tau]} \) are larger than those of Set-A at the same resolution. Moreover, even at the finest resolution, \( u_\tau \) of Set-AL does not converge to the DNS value. The other main characteristic of the errors in QoIs resulted from the LUST scheme is that the error reduction in the \( \Delta x^+ - \Delta z^+ \) plane is relatively monotonous without any fictitious convergence for some QoIs, for instance see Figure 18. This is an evidence that the loci of \( \epsilon_{[u_\tau]} = 0 \) in the \( \Delta x^+ - \Delta z^+ \) plane achieved by the linear scheme in Set-A is due to the numerical effects.

In contrast to the large influence of the numerical scheme, the similarity of the errors in different QoIs resulted from Set-AM and Set-A, suggests very low impact of the grid cell distribution in the wall-normal direction. This is clearly visible for \( \epsilon_{[u_\tau]} \) in Figure 17, and also for other errors which are not illustrated here for sake of brevity.

Appendix C: Two-point velocity correlations and integral length scales
Figure 19 shows the two-point velocity correlations $R_{uu}$ and $R_{vv}$ in $x$ and $z$ directions for a selected number of simulations associated with the resolutions on the $\epsilon_{uu} = 0$ curve in Figure 3. The two-point velocity correlations in the streamwise and spanwise directions are defined as, see e.g. [22],

$$R_{u_iu_j}^{(z)} = \langle u'_i(x_0, y_0, z_0) u'_j(x_0 + x, y_0, z_0) \rangle_{x_0}, \quad R_{u_iu_j}^{(z)} = \langle u'_i(x_0, y_0, z_0) u'_j(x_0, y_0, z_0 + z) \rangle_{z_0},$$

where, $\langle \cdot \rangle_{x_0}$ and $\langle \cdot \rangle_{z_0}$ denote averaging over all locations $x_0$ and $z_0$, respectively, in addition to averaging over time. According to Figure 19, no relation between the plots of different cases can be recognized. The $R_{uu}$ and $R_{vv}$ of the simulation with the finest resolution, P1, have good agreement with the DNS data of [1]. However, other cases may have accurate correlations as well, for instance see the $R_{uu}$ versus $x/\delta$ of P3. Compared to $R_{uu}$, correlation $R_{vv}$ seems to be more reliable in assessment of the resolutions: $R_{vv}$ is only well predicted by the highest considered resolution.

For a quantitative assessment, integral length scales corresponding to the two-point correlations can be employed, which are defined as, $L_{uu}^{(x)} = R_{uu}^{-1}(0) \int R_{uu}^{(x)}(x) dx$ and $L_{vv}^{(z)} = R_{vv}^{-1}(0) \int R_{vv}^{(z)}(z) dz$. The integrals of $L_{uu}^{(x)}$ and $L_{vv}^{(z)}$ are taken from 0 to $l_z/2$. But, due to the sign change of $R_{uu}$ and $R_{vv}$, the integrals of $L_{uu}^{(x)}$ and $L_{vv}^{(z)}$ are calculated respectively from 0 to $z^+ \approx 36.6$ and from 0 to $z^+ \approx 19.5$ for target $Re_\tau = 300$. Using the DNS data of Iwamoto et al. [11] at $y_0^+ \approx 15$, it is resulted that $L_{uu}^{(x)+} \approx 226.6$, $L_{uu}^{(z)+} \approx 19.1$, $L_{vv}^{(x)+} \approx 68.3$, $L_{vv}^{(z)+} \approx 10.4$. Based on these, the number of cells per unit integral length scales for the channel flow simulations associated to the resolutions specified in Figure 3 is obtained and listed in Table II.

The $\Delta x^+$ of P1 is the smallest, so the resulting $L_{uu}^{(x)}/\Delta x$ and $L_{vv}^{(z)}/\Delta x$ of this case can be used as the guidelines for the resolution in the streamwise direction. Specially, $L_{vv}^{(z)}/\Delta x$ is uniquely the indicator of the best simulation, according to Figure 19(c). To resolve $L_{uu}^{(x)}$ and $L_{vv}^{(z)}$ in the spanwise direction, respectively, two and one cell(s) are/are at least required. It is noted that, although the resolutions listed in Table II lead to accurate predictions of $u_\tau$ at $Re_\tau = 300$, most of them are clearly insufficient to resolve the near wall structure as it is essential for WRLES. It is recalled that, see [34], in the viscous sublayer of the TBL there are low- and high-velocity streaks with length $\approx 400-500$ wall units which are spaced about 100 wall units apart. There are also quasi-streamwise vortices in the
TABLE III: Number of cells per integral length scales in the streamwise and spanwise directions for the simulations denoted by P1, ..., P7 in Figure 3. Integral length scales are computed by the DNS data of [16] at $y^+=15$.

| Simulation | $\Delta x^+$ | $\Delta z^+$ | $L_{uu}^{(x)}/\Delta x$ | $L_{uu}^{(z)}/\Delta z$ | $L_{vv}^{(x)}/\Delta x$ | $L_{vv}^{(x)}/\Delta z$ |
|------------|--------------|--------------|------------------------|------------------------|------------------------|------------------------|
| P1         | 16.56        | 9.96         | 13.6                   | 1.9                    | 4.1                    | 1.0                    |
| P2         | 30           | 15.25        | 7.5                    | 1.3                    | 2.3                    | 0.7                    |
| P3         | 42           | 17.67        | 5.4                    | 1.1                    | 1.6                    | 0.6                    |
| P4         | 50           | 18.10        | 4.5                    | 1.1                    | 1.4                    | 0.6                    |
| P5         | 70           | 15           | 3.2                    | 1.3                    | 1.0                    | 0.7                    |
| P6         | 78           | 9.96         | 2.9                    | 1.9                    | 0.9                    | 1.0                    |
| P7         | 80           | 7            | 2.8                    | 2.7                    | 0.85                   | 1.5                    |

buffer layer with length 200-400 and diameter 50 wall units.
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