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Abstract. This paper proposes a classification algorithm based on a support vector machine (SVM) and gradient evolution (GE) algorithms. SVM algorithm has been widely used in classification. However, its result is significantly influenced by the parameters. Therefore, this paper aims to propose an improvement of SVM algorithm which can find the best SVMs’ parameters automatically. The proposed algorithm employs a GE algorithm to automatically determine the SVMs’ parameters. The GE algorithm takes a role as a global optimizer in finding the best parameter which will be used by SVM algorithm. The proposed GE-SVM algorithm is verified using some benchmark datasets and compared with other metaheuristic-based SVM algorithms. The experimental results show that the proposed GE-SVM algorithm obtains better results than other algorithms tested in this paper.

1. Introduction
Classification is one of data mining approach which has been widely applied in many applications. Therefore, many studies have proposed classification methods such as decision tree, support vector machine, k-nearest neighbour, etc. [1]. Among these methods, support vector machine (SVM) has become popular among classification techniques. SVM is a supervised learning model which construct a set of hyperplanes to separate the dataset [2]. Although it has been applied in many applications and shown a good performance, this algorithm highly depends on the parameters [3, 4]. Therefore, determining SVM parameter is a crucial issue before applying SVM algorithm. Many studies have attempted to overcome this problem [5-7]. Some of the proposed methods employ metaheuristic to find the best parameters for the SVM. Lin, Lee, Chen and Tseng [8] use a simulated annealing (SA) algorithm, Huang and Wang [9] apply genetic algorithm (GA) algorithm, Lin, Ying, Chen and Lee [10] use particle swarm optimization (PSO) algorithm, and etc. [11, 12]. This paper also employs a metaheuristic, named gradient evolution (GE) algorithm to automatically tuning the SVM parameters. GE algorithm is a new metaheuristic inspired from Newton-Raphson algorithm [13]. It explores the search space using three operators, namely the vector updating, jumping, and refreshing. According to the previous researches, GE algorithm has promising results [13, 14]. Therefore, this paper attempts to apply GE algorithm to automatically optimize SVMs’ parameters.
The reminder of this paper is organized as follows. Section two presents the literature review. Section three discusses the proposed algorithm while the experimental results are discussed in Section four. Finally, the concluding remarks are made in Section five.

2. Literature Review
This section briefly reviews some basic theories applied in this paper.

2.1. Support Vector Machine
SVM has been used for classifying both linear and nonlinear separable data. In order to classify nonlinear data, SVM uses a Kernel function. This paper applies a Gaussian Kernel  as given in Eq. (1).

\[ k(\bar{x}, \bar{y}) = e^{-\frac{|\bar{x} - \bar{y}|^2}{2\sigma^2}} \],

where  \( \bar{x}, \bar{y} \in \mathbb{R}^n \) and  \( \sigma > 0 \) is a free parameter. The non-linear dual Lagrangian model of non-linear SVM can be defined in Eq. (2).

\[ \hat{f}(\bar{x}) = \text{sgn} \left( \sum_{i=1}^{l} \alpha_i^* y_i k(\bar{x}_i, \bar{x}) + b^* \right), \]

The training algorithm in terms of a kernel function is given by Eq. (3).

\[ \alpha^* = \arg\max_{\alpha} \left( \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j k(\bar{x}, \bar{y}) \right), \]

Subject to,

\[ 0 \leq \alpha_i \leq C, i = 1, ..., m \text{ and } \sum_{i=1}^{l} \alpha_i y_i = 0, \]

where \( l \) is the number of support vectors in the trained model and \( C \) is weight parameter.

2.2. Gradient Evolution Algorithm
Gradient Evolution (GE) algorithm is a new metaheuristic developed from Newton-Raphson Optimization algorithm [13]. This algorithm represents the solution as a vector. GE algorithm explores the search space using three operators, vector updating, jumping, and refreshing. Vector updating focuses on deep search while vector jumping focuses on wide search. The last operator, vector refreshing is an operator which manage the diversity in the population.

3. Methodology
This paper applies GE algorithm to fine tune SVMs’ parameters. There are two parameters in non-linear SVM using Gaussian, number of support vectors in the trained model and weight parameter. GE algorithm is employed to optimize these parameters. In GE algorithm, they are represented as a vector. Fitness of each vector is defined as the error of the training test. These parameters are improved iteratively. After all iterations, the final model obtained using the best parameter is used for predicting the testing error.

The flowchart of the proposed GESVM is given in Figure 1 while the procedure is as the following.

Step 1: Set parameter for GE: number of vectors, number of iterations, jumping rate, reduction rate, and minimum saturation.

Step 2: Generate initial vectors,  \( P^t = \{X_i^t \}_{i=1}^{L} \). 

Step 3: Calculate fitness of each vector by performing SVM with parameter as given by the vector. Use the average of training error as the fitness.

Step 4: Record the best vector.

Step 5: For each iteration,  \( t \), update all vectors.

Step 6: For each vector,  \( p \), perform vector updating towards  \( p \).
\[ u_{ij}^t = x_{ij}^t - \left( r'_a \cdot \frac{\Delta x_{ij}^t}{2} \right) \cdot \left( \frac{x_{ij}^W - x_{ij}^B}{x_{ij}^W - 2x_{ij}^t + x_{ij}^B} \right) + r_a \cdot (y_j - x_{ij}^t), \forall j = 1, \ldots, D, \]  
\[ \Delta x_{ij}^t = \frac{|x_{ij}^t - x_{ij}^j| + |x_{ij}^W - x_{ij}^j|}{2}, \forall j = 1, \ldots, D \]  
where \( u_{ij}^t \) is a mutant vector, \( y_j \) is the best vector, \( x_{ij}^W \) are \( x_{ij}^W \) a better and a worse vector than vector \( x_{ij}^j \), respectively. The \( r'_a \) and \( r_a \) are random numbers. For the best vector, \( x_{ij}^W \) is replaced by \( b_j \) defined in Eq. (7).

\[ b_j = x_{ij}^j - \Delta x_{ij}^j, \forall j = 1, \ldots, D. \]  
Where,

\[ \Delta x_{ij}^j = \frac{\gamma + |x_{ij}^W - x_{ij}^j|}{2}, , \forall j = 1, \ldots, D. \]  
On the other hand, \( x_{ij}^W \) is replaced by \( w_j \) defined in Eq. (9).

\[ w_j = x_{ij}^j + \Delta x_{ij}^j, \forall j = 1, \ldots, D \]  
Where,

\[ \Delta x_{ij}^j = \frac{|x_{ij}^j - x_{ij}^B| + \gamma}{2}, \forall j = 1, \ldots, D, \]  
where \( \gamma \) is a pre-defined parameter, defined as initial step size.

Step 7: Generate a random number \( r \) between \([0,1]\). If \( r \) less than jumping rate, perform vector jumping towards vector \( p \).

\[ u_{ij}^t = -u_{ij}^t + r_m \cdot (u_{ij}^t - x_{ij}^k), \forall j = 1, \ldots, D, \]  
where \( x_{ij}^k \in \mathbf{X}_k^t \) is a random neighbor vector in \( \mathbf{P}^t, \forall i \neq k \) and \( r_m \) is a random number in range \([0,1]\).

Step 8: Calculate fitness
Step 9: If the new fitness is worse than the previous fitness, use the previous vector \( p \) as the next vector \( p \) and reduce the vector saturation \( p \).
Step 10: If vector saturation \( p \) is less than minimum saturation, regenerate vector \( p \).
Step 11: Update the best vector.
Step 12: Back to Step 5 until the end of iteration.

| Table 1. Parameter Setting.  |
|-------------------------------|
| Algorithm  | Parameter | Value   |
| GESVM      | Jumping rate | 0.3     |
|            | Reduction rate | 0.05   |
|            | Minimum saturation | 0.2    |
|            | Initial Delta | 0.1     |
| PSOSVM     | Inertia weight | 0.8     |
|            | Learning rate 1 | 1.5     |
|            | Learning rate 2 | 1.5     |
| DESVM      | Crossover rate | 0.2     |
|            | Alpha | 0.5     |

4. Experimental Results and Analysis
The proposed algorithm is tested using two benchmark datasets, WDBC and Ionosphere taken from UCI repository. The WDBC dataset comprises of 569 instances with 30 attributes while ionosphere dataset has 351 instances with 34 attributes. For each dataset, 10-fold cross validation is applied. The results are compared with other metaheuristic-based SVM algorithms. They are PSO-SVM and DE-SVM algorithms. Since in this problem the metaheuristic algorithm focuses on performing global exploration, the parameter setting for metaheuristic algorithm is also set to achieve this purpose. Table 1 lists the parameter setting for each algorithm.
Figure 1. The proposed GESVM Flowchart

Table 2. Experimental Results.

| Dataset   | comparator | GESVM Training error | Testing error | PSOSVM Training error | Testing error | DESVM Training error | Testing error |
|-----------|------------|----------------------|---------------|------------------------|---------------|----------------------|---------------|
| WDBC      | average    | 0.00E+00             | 1.22E-01*     | 0.00E+00               | 1.28E-01     | 0.00E+00             | 2.24E-01     |
|           | St. deviation min | 0.00E+00         | 1.41E-02     | 0.00E+00               | 9.36E-03*    | 0.00E+00             | 5.43E-02     |
|           | max        | 0.00E+00             | 9.83E-02*     | 0.00E+00               | 1.11E-01     | 0.00E+00             | 1.47E-01     |
| Ionosphere| average    | 0.00E+00             | 2.64E-01*     | 0.00E+00               | 2.70E-01     | 0.00E+00             | 2.77E-01     |
|           | St. deviation min | 0.00E+00         | 3.43E-02*     | 0.00E+00               | 2.44E-02     | 0.00E+00             | 2.26E-02     |
|           | max        | 0.00E+00             | 1.96E-01*     | 0.00E+00               | 2.25E-01     | 0.00E+00             | 2.54E-01     |

*: best result

Ten independent runs are executed for each algorithm. Table 2 summaries the result. A further statistical test analysis is also conducted to evaluate if the results of these algorithms are significantly different. Table 3 gives the statistic test result. These tables show that combining SVM with metaheuristic helps
SVM to get very low training error. In terms of testing error, GESVM algorithm obtains significantly better results for WDBC datasets. For ionosphere dataset, GESVM algorithm still get better result but not significantly different than PSOSVM and DESVM algorithms. The reason might be because GE algorithm has operator to avoid local optima and maintaining diversity in the population. On the other hand, PSOSVM and DESVM do not have a specific operator focused on avoiding local optimal and maintaining diversity in the population.

| Testing          | WDBC | Ionosphere |
|------------------|------|------------|
| GESVM vs PSOSVM  | 0.499| 0.801      |
| GESVM vs DESVM   | 0.006*| 0.556      |
| PSOSVM vs DESVM  | 0.008*| 0.679      |

*: significantly different

5. Conclusion
SVM algorithm is a popular classification algorithm. Many studies have shown good performance of SVM algorithm. However, SVM involves parameters which significantly influence the result. This paper proposes an algorithm which can automatically fine tune SVMs’ parameters. The proposed algorithm employs a metaheuristic named GE algorithm as the parameter generator. This algorithm helps to find the best parameter setting for SVM algorithm. The proposed algorithm is verified using two benchmark datasets and compared with PSOSVM and DESVM algorithms. The results show that the proposed GESVM can provide better results than PSOSVM and DESVM algorithms. It might be happened due to GESVM has two operators focus on wide exploration. They are the vector jumping and vector refreshing. This study should be extended by testing more datasets and comparing with more algorithms. Other approaches to optimize SVM parameters are also should be further studied.
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