NEW INVERSION FORMULAS FOR THE
HOROSPHERICAL TRANSFORM
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Abstract. The following two inversion methods for Radon-like transforms are widely used in integral geometry and related harmonic analysis. The first method invokes mean value operators in accordance with the classical Funk-Radon-Helgason scheme. The second one employs integrals of the potential type and polynomials of the Beltrami-Laplace operator. Applicability of these methods to the horospherical transform in the hyperbolic space $H^n$ was an open problem. In the present paper we solve this problem for $L^p$ functions in the maximal range of the parameter $p$ and for compactly supported smooth functions, respectively. The main tools are harmonic analysis on $H^n$ and associated fractional integrals.

1. Introduction

Let $H^n$ be the $n$-dimensional real hyperbolic space. Several isometric models of $H^n$ are known [6]. We will be dealing with the hyperboloid model, when the space $H^n$ is identified with the upper sheet of the two-sheeted hyperboloid in the pseudo-Euclidean space $E^{n,1} \sim \mathbb{R}^{n+1}$.

There are two different analogues of the Euclidean lines in real hyperbolic geometry - geodesics and horocycles (cycles of infinite radius). In higher dimensions we correspondingly have two substitutes for the Euclidean planes - the totally geodesic submanifolds and horospheres. The term horosphere was introduced by Lobachevsky who used the word “orisphere”. It means a sphere of infinite radius. The concept itself seems to go far back to Gauss’s student Friedrich Wachter. \(^1\) The horosphere can be obtained if we take a geodesic sphere in $H^n$ and allow the center to move to infinity, still requiring the sphere to pass through some fixed point. In the hyperboloid model, the horospheres are represented by intersections of the hyperboloid $H^n$ with hyperplanes whose normal lies in the asymptotic cone.

\(^1\)See, e.g., http://en.wikipedia.org/wiki/Talk:Horosphere.
The horospherical Radon transform \( \mathcal{H} f \) assigns to each sufficiently good function \( f : \mathbb{H}^n \to \mathbb{C} \) the integrals of \( f \) over horospheres. It is also called the Gelfand-Graev transform; see [14, p. 290], [43, p. 532], [44, p. 162]. In these publications, a compactly supported smooth function \( f \) is reconstructed from \( \mathcal{H} f \) in terms of divergent integrals that should be understood in the sense of distributions; see (4.2) below. On the other hand, for another widely known class of Radon-like transforms, namely, the totally geodesic transforms in constant curvature spaces, inversion formulas are available (a) in terms of the mean value operators, according to the general Funk-Radon-Helgason scheme, and (b) in terms of polynomials of the Beltrami-Laplace operator, which arise as left inverses of the corresponding potentials; see [23, 36, 37, 39, 40]. The method (a) is also applicable to \( L^p \) functions.

The aim of the present paper is to show that both methods (a) and (b) are well-suited for the horospherical transform. To this end, we develop the pertinent tools of fractional integration and harmonic analysis on \( \mathbb{H}^n \). In particular, we introduce a new analytic family of potential type operators, which serve as substitutes for Riesz potentials and sine transforms in the totally geodesic case; cf. [23, 38, 39]. These potentials can be inverted by polynomials of the Beltrami-Laplace operator on \( \mathbb{H}^n \). We also introduce the horospherical analogues of the Semenistyi type integrals [42]. These integrals form a meromorphic operator family, including the horospherical transform and its dual. Modifications of such integrals for diverse Radon-like transforms have proved to be a powerful tool in integral geometry and are of interest from the point of view of analysis; see [41] and references therein.

The horospherical transform also appears in the literature under the name “horocycle transform” and can be treated in the general context of symmetric spaces. More information on this subject can be found in the works by Helgason [20, 22, 23, 24], Gindikin [15, 16, 17], Gonzalez [18], Gonzalez and Quinto [19], Hilgert, Pasquale, and Vinberg [26, 27], Zorich [45, 46]; see also Berenstein and Casadio Tarabusi [1], Bray and Solmon [5], Bray and Rubin [4], Katsevich [28]. The methods and results of these publications essentially differ from those in the present article.

**Plan of the paper.** Section 2 contains geometric and analytic preliminaries. In Section 3 we study basic properties of the horospherical transform \( \mathcal{H} f \). Section 4 is devoted to inversion formulas for \( \mathcal{H} f \) on functions \( f \in C_c^\infty(\mathbb{H}^n) \) and \( f \in L^p(\mathbb{H}^n) \). The main results are stated in Theorems 4.7 and 4.13.
2. Preliminaries

2.1. Basic Definitions. The pseudo-Euclidean space $\mathbb{E}^{n, 1}$, $n \geq 2$, is the $(n + 1)$-dimensional real vector space of points in $\mathbb{R}^{n+1}$ with the inner product

$$\langle x, y \rangle = -x_1 y_1 - \ldots - x_n y_n + x_{n+1} y_{n+1}. \tag{2.1}$$

The distance $\|x - y\|$ between two points in $\mathbb{E}^{n, 1}$ is defined by

$$\|x - y\|^2 = \langle x - y, x - y \rangle = -(x_1 - y_1)^2 - \ldots - (x_n - y_n)^2 + (x_{n+1} - y_{n+1})^2,$$

so that $\|x - y\|^2$ can be positive, zero, and negative. For the corresponding cones in $\mathbb{E}^{n, 1}$ we use the notation

$$\Gamma = \{ x \in \mathbb{E}^{n, 1} : \langle x, x \rangle = 0 \}, \quad \Gamma_\pm = \{ x \in \Gamma : \pm x_{n+1} > 0 \}.$$

The pseudo-orthogonal group of linear transformations preserving the bilinear form $\langle x, y \rangle$ is denoted by $O(n, 1)$. The special pseudo-orthogonal group $SO(n, 1)$ is the subgroup of $O(n, 1)$ consisting of all elements with determinant 1. The group $SO(n, 1)$ is not connected and has two connected components. The notation

$$G = SO_0(n, 1)$$

is used for the identity component of $SO(n, 1)$. The elements of $G$ are called hyperbolic rotations or pseudo-rotations. The action of $G$ splits the space $\mathbb{E}^{n, 1}$ into orbits of the following forms: 1) upper sheets of two-sheeted hyperboloids, 2) lower sheets of the same hyperboloids, 3) one-sheeted hyperboloids, 4) the upper sheet $\Gamma_+$ of the cone $\Gamma$, 5) the lower sheet $\Gamma_-$ of the cone $\Gamma$, 6) the origin $o = (0, \ldots, 0)$.

Let $K = SO(n)$ and $H = SO_0(n - 1, 1)$ be the subgroups of $G$, the elements of which fix the $x_{n+1}$-axis and the hyperplane $x_n = 0$, respectively. The $n$-dimensional real hyperbolic space $\mathbb{H}^n$ is realized as the upper sheet of the two-sheeted hyperboloid $\|x\|^2 = 1$, that is,

$$\mathbb{H}^n = \{ x \in \mathbb{E}^{n, 1} : \|x\|^2 = 1, \ x_{n+1} > 0 \}.$$

The points of $\mathbb{H}^n$ will be denoted by the non-boldfaced letters, unlike the generic points in $\mathbb{E}^{n, 1}$. The geodesic distance between the points $x$ and $y$ in $\mathbb{H}^n$ is defined by $d(x, y) = \cosh^{-1}[x, y]$, so that

$$[x, a] = \cosh r$$

is the equation of the geodesic sphere in $\mathbb{H}^n$ of radius $r$ with center at $a \in \mathbb{H}^n$.

We denote by $e_1, \ldots, e_{n+1}$ the coordinate unit vectors in $\mathbb{E}^{n, 1}$; $S^{n-1}$ is the unit sphere in the coordinate plane $\mathbb{R}^n = \{ x \in \mathbb{E}^{n, 1} : x_{n+1} = 0 \}$; $\sigma_{n-1} = 2\pi^{n/2}/\Gamma(n/2)$ is the surface area of $S^{n-1}$. For $\theta \in S^{n-1}$, $d\theta$ denotes the surface element on $S^{n-1}$; $d_s \theta = d\theta/\sigma_{n-1}$ is the normalized
surface element on $S^{n-1}$. The point $x_0 = (0, \ldots, 0, 1) \sim e_{n+1}$ serves as the origin of $\mathbb{H}^n$: $\mathbb{H}^{n-1} = \{ x \in \mathbb{H}^n : x_n = 0 \}$.

The hyperbolic coordinates of a point $x = (x_1, \ldots, x_{n+1}) \in \mathbb{H}^n$ are defined by

$$
\begin{align*}
  x_1 &= \sinh r \sin \theta_{n-1} \ldots \sin \theta_2 \sin \theta_1, \\
  x_2 &= \sinh r \sin \theta_{n-1} \ldots \sin \theta_2 \cos \theta_1, \\
  &\quad \vdots \\
  x_n &= \sinh r \cos \theta_{n-1}, \\
  x_{n+1} &= \cosh r,
\end{align*}
$$

(2.2)

where $0 \leq \theta_1 < 2\pi; 0 \leq \theta_j < \pi, 1 < j \leq n-1; 0 \leq r < \infty$. In other words,

$$
x = \theta \sinh r + e_{n+1} \cosh r,
$$

(2.3)

where $\theta$ is a point in $S^{n-1}$ with spherical coordinates $\theta_1, \ldots, \theta_{n-1}$.

It is important to take special care of the consistency of all invariant measures in our consideration. We fix a $G$-invariant measure $dx$ on $\mathbb{H}^n$, which has the following form in the coordinates (2.3):

$$
dx = \sinh^{n-1} r \, dr \, d\theta.
$$

(2.4)

Then the Haar measure $dg$ on $G$ will be normalized in a consistent way by the formula

$$
\int_G f(g e_{n+1}) \, dg = \int_{\mathbb{H}^n} f(x) \, dx.
$$

(2.5)

If $f$ is $K$-invariant, that is, $f(x) \equiv f_0(x_{n+1})$, then

$$
\int_{\mathbb{H}^n} f(x) \, dx = \sigma_{n-1} \int_1^\infty f_0(s)(s^2 - 1)^{n/2 - 1} \, ds.
$$

(2.6)

The notation $u \cdot v = u_1 v_1 + \ldots + u_n v_n$ is used for the usual inner product of the vectors $u, v \in \mathbb{R}^n$; $C(\mathbb{H}^n)$ is the space of continuous functions on $\mathbb{H}^n$; $C_0(\mathbb{H}^n)$ denotes the space of continuous functions on $\mathbb{H}^n$ vanishing at infinity. We also set

$$
C_\mu(\mathbb{H}^n) = \{ f \in C(\mathbb{H}^n) : f(x) = O(x_{n+1}^{-\mu}) \}.
$$

(2.7)

Let $\Omega = \{ x \in E^{n-1} : ||x||^2 > 0, x_{n+1} > 0 \}$ be the interior of the cone $\Gamma_+$; $B = \{ \xi \in \Gamma_+ : \xi_{n+1} = 1 \}$. We denote by $C_c^\infty(\mathbb{H}^n)$ the space of infinitely differentiable compactly supported functions on $\mathbb{H}^n$. This space is formed by the restrictions onto $\mathbb{H}^n$ of functions belonging to $C_c^\infty(\Omega)$.

We say that an integral under consideration exists in the Lebesgue sense if it is finite when the integrand is replaced by its absolute value.
2.2. Spherical Means and Hyperbolic Convolutions. Given $x \in \mathbb{H}^n$ and $s > 1$, let

$$ (M_x f)(s) = \frac{(s^2 - 1)^{(1-n)/2}}{\sigma_{n-1}} \int_{\{y \in \mathbb{H}^n: [x,y] = s\}} f(y) \, d\sigma(y), \quad (2.8) $$

where $d\sigma(y)$ stands for the relevant induced Lebesgue measure. The integral (2.8) is the mean value of $f$ over the planar section $\Gamma_x(s) = \{y \in \mathbb{H}^n : [x,y] = s\}$. This section is a geodesic sphere of radius $r = \cosh^{-1} s$ with center at $x$, so that

$$ \int_{\Gamma_x(s)} d\sigma(y) = \sigma_{n-1} (s^2 - 1)^{(n-1)/2}. $$

It is clear that if $f$ is compactly supported in $\mathbb{H}^n$, then $(M_x f)(\cdot)$ is compactly supported in $[1, \infty)$ for every $x$.

Let $\omega_x \in G$ be a hyperbolic rotation which takes $e_{n+1}$ to $x$. Changing variables and setting $f_x(y) = f(\omega_x y)$, we have

$$ (M_x f)(s) = \int_{S^{n-1}} f_x(\theta \sqrt{s^2 - 1 + e_{n+1} s}) \, d_s \theta \quad (2.9) $$

$$ = \int_{S^{n-1}} f_x(\theta \sinh r + e_{n+1} \cosh r) \, d_s \theta, \quad (2.10) $$

or

$$ (M_x f)(\cosh r) = \int_{K} f_x(ka_r e_{n+1}) \, dk; \quad (2.11) $$

where $a_r = \begin{bmatrix} I_{n-1} & 0 & 0 \\ 0 & \cosh r & \sinh r \\ 0 & \sinh r & \cosh r \end{bmatrix}$.

The following statement is due to Lizorkin; cf. [29, pp. 131-133]. We presented it in a slightly different form.

**Lemma 2.1.** Let $f \in L^p(\mathbb{H}^n)$, $1 \leq p \leq \infty$. Then

$$ \sup_{s > 1} \| (M_x f)(s) \|_p \leq \| f \|_p. \quad (2.12) $$

If $1 \leq p < \infty$, then $(M_x f)(s)$ is a continuous $L^p$-valued function of $s \in [1, \infty)$ and

$$ \lim_{s \to 1} \| (M_x f)(s) - f \|_p = 0. \quad (2.13) $$

If $f \in C_0(\mathbb{H}^n)$, then $(M_x f)(s)$ is a continuous function of $(x,s) \in \mathbb{H}^n \times (1, \infty)$ and $(M_x f)(s) \to f(x)$ as $s \to 1$, uniformly on $\mathbb{H}^n$. 

Proof. By the generalized Minkowski inequality, owing to (2.5), we have

\[ \|M_r f\|_p = \left( \int_G |(M_{ge_{n+1}} f)(s)|^p \, dg \right)^{1/p} \]

\[ = \left( \int_G \left( \int_{z_{n+1} = s} f(gz) d\sigma(z) \right)^p \, dg \right)^{1/p} \]

\[ \leq \left( \int_G \|f\|_p \int_{z_{n+1} = s} d\sigma(z) = \|f\|_p. \right) \]

Let us prove the second statement. By (2.12), it suffices to consider the case when \( f \) belongs to the dense subset \( C_\infty^c(\mathbb{H}^n) \). Suppose \( s_1, s_2 \in [1, \infty) \), \( s_1 = \cosh r_1 \), \( s_2 = \cosh r_2 \). By (2.11),

\[ I \equiv \| (M_{g} f)(s_1) - (M_{g} f)(s_2) \|_{L^p(\mathbb{H}^n)} \]

\[ \leq \int_K \| f(gka_{r_1} e_{n+1}) - f(gka_{r_2} e_{n+1}) \|_{L^p(\mathbb{G})} \, dk \]

\[ = \| f(ga_{r_1} e_{n+1}) - f(ga_{r_2} e_{n+1}) \|_{L^p(\mathbb{G})}. \]

Hence,

\[ I^p \leq \int_G \| f(ga_{r_1}^{-1} a_{r_1} e_{n+1}) - f(g e_{n+1}) \|^p \, dg \to 0 \quad \text{as} \quad |r_1 - r_2| \to 0; \]

see, e.g., Hewitt and Ross [25, Ch. 5, Sec. 20.4]. The case \( s_2 = 1 \) gives (2.13).

For \( f \in C_0(\mathbb{H}^n) \), the continuity of the function \((x, s) \to (M_x f)(s)\) on \( \mathbb{H}^n \times (1, \infty) \) follows from the definition of \((M_x f)(s)\). The proof of the limit formula is similar to that in the \( L^p \) case with \( \| \cdot \|_p \) replaced by the pertinent sup-norm. \( \Box \)

For a measurable function \( k \) on \([1, \infty)\), the corresponding hyperbolic convolution on \( \mathbb{H}^n \) is defined by

\[ (K f)(x) = \int_{\mathbb{H}^n} k([x, y]) f(y) \, dy, \quad x \in \mathbb{H}^n, \]

provided that the integral on the right-hand side is finite.

Lemma 2.2. Let \( 1 \leq p \leq \infty \). If

\[ c = \sigma_{n-1} \int_1^\infty |k(s)| (s^2 - 1)^{n/2 - 1} \, ds < \infty, \]
then \((Kf)(x)\) is finite for almost all \(x\), and \(\|Kf\|_p \leq c \|f\|_p\).

**Proof.** Let \(\omega_x \in SO_0(n,1)\) be a pseudo-rotation that takes \(x_0 = e_{n+1}\) to \(x\). We put \(y = \omega_x z\) to get \([x,y] = z_{n+1} = \cosh r\). Then, by Fubini’s theorem,

\[
\int_{\mathbb{H}^n} k([x,y]) f(y) dy = \sigma_{n-1} \int_0^\infty k(\cosh r) (M_x f)(\cosh r) \sinh^{n-1} r \, dr,
\]

where \(M_x f\) is the spherical mean (2.8). Owing to (2.12), the result follows by the generalized Minkowski inequality. □

The integral (2.14) can be “lifted” to a convolution operator on \(G\). By Young’s inequality (see, e.g., Hewitt and Ross [25, Chapter 5, Theorem 20.18]), we have

\[
\|Kf\|_q \leq \|f\|_p \|k\|_r,
\]

where \(1 \leq p \leq q \leq \infty\), \(1 - p^{-1} + q^{-1} = r^{-1}\),

\[
\|k\|_r^r = \sigma_{n-1} \int_1^\infty |k(t)|^r (t^2 - 1)^{n/2 - 1} dt.
\]

2.3. Selected Aspects of the Fourier Analysis on \(\mathbb{H}^n\). This area is very large. More details and further references can be found in Bray [2], Gelfand, Graev, and Vilenkin [14], Faraut [9, 10, 11], Flensted-Jensen and Koornwinder [12], Helgason [21], Molchanov [30, 31], Rossmann [35]. Many related results in the literature are presented in the general context of Riemannian symmetric spaces. Below we briefly review some basic facts.

As before, \(\Omega = \{x \in E^{n-1} : ||x||^2 > 0, x_{n+1} > 0\}\) denotes the interior of the cone \(\Gamma_+ = \{x \in E^{n-1} : ||x|| = 0, x_{n+1} > 0\}\), \(B = \{\xi \in \Gamma_+ : \xi_{n+1} = 1\}\).

For \(x \in \mathbb{H}^n\) and \(\xi \in \Gamma_+\), we have \([x,\xi] > 0\). Indeed, assuming the contrary, for \(x = (x_1, \ldots, x_n, x_{n+1}) = (x', x_{n+1})\) and \(\xi = (\xi_1, \ldots, \xi_n, \xi_{n+1}) = (\xi', \xi_{n+1})\), by Schwarz’s inequality we have

\[
x_{n+1} \xi_{n+1} \leq x' \cdot \xi' \leq ||x'|| ||\xi'|| = ||x'|| \xi_{n+1},
\]

because \([\xi,\xi] = -||\xi'||^2 + \xi_{n+1}^2 = 0\). Hence, \(x_{n+1} \leq ||x'||\) that contradicts \([x,x] = 1\).

The Beltrami-Laplace operator \(\Delta_{\mathbb{H}}\) on \(\mathbb{H}^n\) is the tangential part of the d’Alembertian

\[
\square = \frac{\partial^2}{\partial x_1^2} + \ldots + \frac{\partial^2}{\partial x_n^2} - \frac{\partial^2}{\partial x_{n+1}^2}.
\]
on $\Omega$. Namely, if
\[ x = t(\theta \sinh r + e_{n+1} \cosh r) \in \Omega, \quad t = ||x||, \quad r \geq 0, \quad \theta \in S^{n-1}, \]
then
\[ \Box = -\left( \frac{\partial^2}{\partial t^2} + \frac{n}{t} \frac{\partial}{\partial t} \right) + \frac{1}{t^2} \Delta_H, \quad \Delta_H = \Delta_r + \frac{1}{\sinh^2 r} \Delta_S, \]
\[ \Delta_r = \frac{\partial^2}{\partial r^2} + (n - 1) \coth r \frac{\partial}{\partial r}, \quad (2.17) \]
$\Delta_S$ being the Beltrami-Laplace operator on $S^{n-1}$.

For $\omega \in S^{n-1} \subset \mathbb{R}^n$, we set $b(\omega) = (\omega, 1) \in B$. Since the function
\[ g_v(x) = [x, b(\omega)]^\mu = t^\mu [x, b(\omega)]^\mu, \quad \text{with } \mu \in \mathbb{C}, \quad t > 0, \quad x \in \mathbb{H}^n, \]
satisfies $\Box g = 0$ in $\Omega$, then $x \rightarrow [x, b(\omega)]^\mu$ is an eigenfunction of $\Delta_H$. The corresponding eigenvalue is computed straightforward, using the radial part of $\Box$, as follows.

**Lemma 2.3.** Let $\mu \in \mathbb{C}$, $\omega \in S^{n-1}$. Then $x \rightarrow [x, b(\omega)]^\mu$ is an eigenfunction of $\Delta_H$ with the eigenvalue $\mu(\mu - 1 + n)$. In particular,
\[ \Delta_H [x, b(\omega)]^{i\lambda - \delta} = -(\lambda^2 + \delta^2) [x, b(\omega)]^{i\lambda - \delta}, \quad \lambda \in \mathbb{R}, \quad (2.18) \]
where
\[ \delta = (n - 1)/2. \]

**Corollary 2.4.** The function
\[ \Phi_\lambda(x) = \int_{S^{n-1}} [x, b(\omega)]^{i\lambda - \delta} d\omega, \quad x \in \mathbb{H}^n, \quad (2.19) \]
is an eigenfunction of $\Delta_H$ with the eigenvalue $-(\lambda^2 + \delta^2)$.

The integral (2.19) is called the spherical function of $\Delta_H$. It is well-defined, because $[x, b(\omega)] > 0$. If $x = \theta \sinh r + e_{n+1} \cosh r$, $r \geq 0$, $\theta \in S^{n-1}$, then
\[ \Phi_\lambda(x) = \frac{\sigma_{n-2}}{\sigma_{n-1}} \int_0^\pi (\cosh r - \sinh r \cos \psi)^{i\lambda - \delta} (\sin \psi)^{2\delta - 1} d\psi, \]
so that $\Phi_\lambda$ is zonal. We write $\Phi_\lambda(x) = \Phi_\lambda(r)$. Then, by Erdélyi [8, 3.7(7)],
\[ \Phi_\lambda(r) = 2^{\delta - 1/2} \Gamma(\delta + 1/2) (\sinhr)^{1/2 - \delta} P_{i\lambda - 1/2}^{1/2 - \delta}(\cosh r), \quad (2.20) \]
$P_\nu^\mu(z)$ being the associated Legendre function.
The Fourier transform of a function \( f \in C_c^\infty(\mathbb{H}^n) \) is defined by
\[
\hat{f}(\lambda, \omega) = \int_{\mathbb{H}^n} f(x) [x, b(\omega)]^{i\lambda-\delta} dx, \quad \lambda \in \mathbb{R}, \ \omega \in S^{n-1}.
\] (2.21)

For \( f \in C_c^\infty(\mathbb{H}^n) \), the following formula holds (cf. (2.18)):
\[
(\Delta_H f) \sim (\lambda, \omega) = - (\lambda^2 + \delta^2) \hat{f}(\lambda, \omega).
\] (2.22)

If \( f \) is zonal, that is, \( f(x) = f_0(x_{n+1}) \), then \( \hat{f}(\lambda, \omega) = \hat{f}(\lambda) \) is independent of \( \omega \) and
\[
\hat{f}(\lambda) = \sigma_{n-1} \int_0^\infty f_0(\cosh r) \Phi_\lambda(r) (\sinh r)^{n-1} dr = \int f(x) \Phi_\lambda(x) dx.
\] (2.23)

This expression is called the spherical transform of the zonal function \( f \). More general Fourier-Jacobi transforms and related convolution operators were studied by Flensted-Jensen and Koornwinder [12].

Lemma 2.5. Let \( \Phi_0(x) = \Phi_\lambda(x)|_{\lambda=0} \),
\[
(Kf)(x) = \int_{\mathbb{H}^n} f(y) k([x, y]) dy = (f * k)(x), \quad x \in \mathbb{H}^n.
\] (2.24)

Suppose that
\[\text{(a) } \int_{\mathbb{H}^n} |f(x)| \Phi_0(x) dx < \infty, \quad \text{(b) } \int_{\mathbb{H}^n} |k(x_{n+1})| \Phi_0(x) dx < \infty.\]

Then, for all \( \lambda \in \mathbb{R} \) and almost all \( \omega \in S^{n-1} \), the Fourier transforms \( \tilde{k}(\lambda), \hat{f}(\lambda, \omega) \), and \( (Kf) \sim (\lambda, \omega) \) are finite. Furthermore,
\[
(Kf) \sim (\lambda, \omega) = \tilde{k}(\lambda) \hat{f}(\lambda, \omega).
\] (2.25)

Proof. Changing the order of integration (this step will be justified later), we get
\[
(Kf) \sim (\lambda, \omega) = \int_{\mathbb{H}^n} f(y) \int_{\mathbb{H}^n} [x, b(\omega)]^{i\lambda-\delta} k([x, y]) dx.
\] (2.26)

Let \( x = r_yz \), so that \( r_y \in G, r_y e_{n+1} = y \), and let \( r_y^{-1} b(\omega) = \xi \in \Gamma \).

By the homogeneity, \( \xi = \xi_{n+1} b(\tilde{\omega}) \) for some \( \tilde{\omega} \in S^{n-1} \). Then the inner integral can be written as
\[
\int_{\mathbb{H}^n} k(z_{n+1}) [z, \xi]^{i\lambda-\delta} dz = \xi^{i\lambda-\delta}_{n+1} \int_{\mathbb{H}^n} k(z_{n+1}) [z, b(\tilde{\omega})]^{i\lambda-\delta} dz = \xi^{i\lambda-\delta}_{n+1} \tilde{k}(\lambda).
\]
Since \( \xi_{n+1} = [\xi, e_{n+1} = [y, b(\omega)] \), the result follows. To justify (!) in (2.26), it suffices to note that for nonnegative \( f \) and \( k \) we have
\((Kf)\hat{\sim}(0,\omega) = \tilde{f}(0,\omega)\tilde{k}(0)\). This expression is finite for almost all \(\omega\), because \(\tilde{k}(0) < \infty\) (by (b)) and

\[
\int_{S^{n-1}} \tilde{f}(0,\omega) d\omega = \sigma_{n-1} \int f(y)\Phi(y) dy < \infty
\]

(by (a)). Thus, the repeated integral in (2.26) is absolutely convergent and the change of the order of integration is justified. \(\square\)

The following statement is a particular case of Theorem 3.2 from Flensted-Jensen and Koornwinder [12].

**Theorem 2.6.** If \(1 \leq p \leq 2\), then the spherical transform (2.23) is injective on the space \(L^p(\mathbb{H}^n)\) of zonal functions in \(L^p(\mathbb{H}^n)\).

**Example 2.7.** Let \(n \geq 2\), \(x = \theta \sinhr + e_{n+1}\cosh r\), \(r = d(e_{n+1}, x)\). We set

\[
q_\alpha(x) = \zeta_{n,\alpha} (\cosh r - 1)^{(\alpha - n)/2} (\cosh r + 1)^{n/2 - 1}, \quad \zeta_{n,\alpha} = \frac{\Gamma((n - \alpha)/2)}{2^{\alpha/2 + 1} \pi^{n/2} \Gamma(\alpha/2)}.
\]

The spherical Fourier transform of \(q_\alpha\), can be explicitly evaluated. Specifically, for all \(\lambda \in \mathbb{R}\) and \(0 < Re \alpha < n - 1\),

\[
\tilde{q}_\alpha(\lambda) = \frac{\Gamma\left(\frac{n - 1}{2} - \frac{\alpha}{2} + i\lambda\right) \Gamma\left(\frac{n - 1}{2} - \frac{\alpha}{2} - i\lambda\right)}{\Gamma\left(\frac{n - 1}{2} + i\lambda\right) \Gamma\left(\frac{n - 1}{2} - i\lambda\right)}.
\]

(2.27)

This equality follows from (2.23) and (2.20), owing to the formula 2.17.3(6) from [34]. The convolution operator

\[
Q^\alpha f = q_\alpha * f
\]

will play an important role in our consideration.

2.4. **The Operator \(Q^\alpha\).** According to Example 2.7, for \(Re \alpha > 0\), \(\alpha - n \neq 0, 2, 4, \ldots\), we have

\[
(Q^\alpha f)(x) = \zeta_{n,\alpha} \int_{\mathbb{H}^n} f(y) \frac{([x, y] - 1)^{(\alpha - n)/2}}{([x, y] + 1)^{n/2 - 1}} dy.
\]

(2.29)

This operator will serve as an analogue of the Riesz potential in the inversion procedure for the horospherical transform in Section 4; see Lemmas 4.8 and 4.11.

The following statement holds by Young’s inequality (2.16).
Proposition 2.8. Let \( f \in L^p(\mathbb{H}^n), \ 1 \leq p \leq \infty, \ 0 < \alpha < 2(n-1)/p. \) Then \((Q^\alpha f)(x)\) exists as an absolutely convergent integral (a) for almost all \( x \) if \( 0 < \alpha \leq n/p, \) and (b) for all \( x \) if \( \alpha > n/p. \) If
\[
\frac{1}{p} - \frac{\alpha}{n} < \frac{1}{q} \leq \frac{1}{p} - \frac{\alpha}{2(n-1)},
\]
then \( \|Q^\alpha f\|_q \leq c \|f\|_p, \) \( c = c(\alpha, n, p). \) In particular,
\[Q^\alpha: L^p(\mathbb{H}^n) \to L^\infty(\mathbb{H}^n) \text{ if } n/p < \alpha < 2(n-1)/p, \ 1 \leq p < \infty.\] (2.31)

Lemma 2.9. Let \( f \in C^\infty_c(\mathbb{H}^n), \ \alpha \geq 2, \ D_\alpha = -\Delta_H - \alpha(2n-2-\alpha)/4. \) If \( \alpha - n \neq 0, 2, 4, \ldots, \) then
\[D_\alpha Q^\alpha f = Q^\alpha f, \quad (Q^0 f = f). \] (2.32)

Sketch of the proof. A formal application of the Fourier transform gives
\[
\tilde{D}_\alpha(\lambda) \tilde{q}_\alpha(\lambda) = \tilde{q}_{\alpha-2}(\lambda)
\]
and therefore, by (2.27),
\[
\tilde{D}_\alpha(\lambda) = \frac{\tilde{q}_{\alpha-2}(\lambda)}{\tilde{q}_\alpha(\lambda)} = \left(\frac{n-1-\alpha}{2} + i\lambda\right)\left(\frac{n-1-\alpha}{2} - i\lambda\right)
= \delta^2 + \lambda^2 - \delta\alpha + \frac{\alpha^2}{4}, \quad \delta = (n-1)/2.
\]
Since \((\Delta_H f)^\sim(\lambda, \omega) = -(\lambda^2 + \delta^2)\tilde{f}(\lambda, \omega),\) (2.32) follows. A rigorous proof relies on the Darboux-type equation
\[
\Delta_x [(M_x f)(\cosh r)] = \Delta_r [(M_x f)(\cosh r)]
\]
and the subsequent integration by parts; cf. the proof of Theorem 1.9 in Helgason [23, p. 125]. Here \((M_x f)(\cdot)\) is the spherical mean (2.8), \(\Delta_x\) stands for the Beltrami-Laplace operator \(\Delta_H\) acting in the \(x\)-variable, and \(\Delta_r\) is the radial part of \(\Delta_H;\) cf. (2.17). The equality (2.33) is transparent in the Fourier terms, because
\[
[(M_(\cdot) f)(\cosh r)]^\sim(\lambda, \omega) = \tilde{\Phi}_\lambda(r) \tilde{f}(\lambda, \omega),
\]
\[
\Delta_r \tilde{\Phi}_\lambda(r) = -(\lambda^2 + \delta^2)\tilde{\Phi}_\lambda(r), \quad (2.35)
\]
\(\tilde{\Phi}_\lambda(r)\) being the function (2.20); see, e.g., Petrova [32, Section 4].

Lemma 2.9 implies the following

Proposition 2.10. Let \( f \in C^\infty_c(\mathbb{H}^n), \ \mathcal{P}_\ell(\Delta_H) = D_2 D_4 \ldots D_{2\ell}, \ \ell \in \mathbb{N}, \) where \( D_\alpha = -\Delta_H - \alpha(2n-2-\alpha)/4. \) If \( 2\ell - n \neq 0, 2, 4, \ldots, \) then
\[\mathcal{P}_\ell(\Delta_H)Q^{2\ell} f = f. \] (2.36)
For further purposes, we need an extension of Lemma 2.9 to the case \( \alpha = n \). If \( f \in C_\infty^c(\mathbb{H}^n) \), we define \( Q^n f \) as a limit
\[
(Q^n f)(x) = \lim_{\alpha \to n} \zeta_{n,\alpha} \int_{\mathbb{H}^n} f(y) \frac{([x, y] - 1)^{(\alpha-n)/2} - 1}{([x, y] + 1)^{n/2-1}} dy
\]
\[
= \zeta'_n \int_{\mathbb{H}^n} f(y) \frac{\log([x, y] - 1)}{([x, y] + 1)^{n/2-1}} dy, \quad \zeta'_n = -\frac{2^{1-n/2}}{\pi^{n/2} \Gamma(n/2)}.
\] (2.37)

**Lemma 2.11.** Let \( f \in C_\infty^c(\mathbb{H}^n) \), \( D_n = -\Delta_H - n(n-2)/4, n \geq 2 \). Then
\[
D_n Q^n f = Q^{n-2} f + B f \quad (Q^0 f = f),
\] (2.38)
where
\[
(B f)(x) = \zeta'_n \int_{\mathbb{H}^n} f(y) \frac{dy}{([x, y] + 1)^{n/2-1}}.
\] (2.39)

**Proof.** Using (2.15) and the Darboux-type equation (2.33), we can write
\[
-(\Delta_H Q^n f)(x) = -\sigma_{n-1} \zeta'_n \int_0^\infty a(r) \left( g''_x(r) + (n-1) \coth g'_x(r) \right) dr,
\]
where \( g_x(r) = (M_x f)(\cosh r), \ g_x(0) = f(x), \)
\[
a(r) = \frac{\log(\cosh r - 1)}{(\cosh r + 1)^{n/2-1}} (\sinh r)^{n-1}.
\]
The rest of the proof is a routine integration by parts. \(\square\)

Our next goal is to apply Lemma 2.9 to (2.38) and reduce the order of the potential \( Q^{n-2} f \).

**Lemma 2.12.** Let \( f \in C_\infty^c(\mathbb{H}^n), n > 2 \). Then \( (B f)(x) \) is an eigenfunction of the Beltrami-Laplace operator \( \Delta_H \), so that
\[
-\Delta_H B f = \frac{n(n-2)}{4} B f
\] (2.40)
and
\[
D_n B f = D_{n-2} B f = 0.
\] (2.41)

**Proof.** As in the proof of Lemma 2.11, we integrate by parts. Let
\[
b(r) = \frac{(\sinh r)^{n-1}}{(\cosh r + 1)^{n/2-1}}, \quad g_x(r) = (M_x f)(\cosh r).
\]
By (2.15) and (2.33),

\[-(\Delta_H Bf)(x) = -\sigma_{n-1} \zeta_n' \int_0^\infty b(r) \left( g''_x(r) + (n - 1) \coth g'_x(r) \right) dr\]

\[= \sigma_{n-1} \zeta_n' \int_0^\infty g'_x(r) \left[ b'(r) - (n - 1) \coth b(r) \right] dr\]

\[= \sigma_{n-1} \zeta_n' \frac{n(n-2)}{4} \int_0^\infty g_x(r) \frac{(\sinh r)^{n-1}}{(\cosh r + 1)^{n/2-1}} dr\]

\[= \frac{n(n-2)}{4} (Bf)(x).\]

Further, since \(D_n = -\Delta_H - n(n-2)/4\) and \(D_{n-2} = -\Delta_H - (n-2)n/4\), then, by (2.40),

\[D_n Bf = D_{n-2} Bf = -\Delta_H Bf - [n(n-2)/4] Bf = 0.\]

Lemmas 2.9, 2.11 and 2.12 give the following statement.

**Proposition 2.13.** Let \(f \in C_c^\infty(\mathbb{H}^n)\), where \(n\) is even. If \(n = 2\), then

\[-\Delta_H Q^2 f = f - \frac{1}{4\pi} \int_{\mathbb{H}^2} f(y) dy.\]

(2.42)

If \(n \geq 4\), then

\[\mathcal{P}_{n/2}(\Delta_H) Q^n f = f, \quad \mathcal{P}_{n/2}(\Delta_H) = (-1)^{n/2} \prod_{i=1}^{n/2} (\Delta_H + i(n - 1 - i)).\]

(2.43)

**Proof.** For \(n = 2\), the desired statement is contained in (2.38). In the case \(n \geq 4\) we need the notation from Lemma 2.9:

\[D_\alpha = -\Delta_H - \alpha(2n - 2 - \alpha)/4, \quad \alpha = 2, 4, 6, \ldots .\]

(2.44)

Then (2.38) and (2.32) yield

\[\mathcal{P}_{n/2}(\Delta_H) Q^n f \equiv D_2 D_4 \ldots D_n Q^n f = f + D_2 D_4 \ldots D_{n-2} Bf.\]

Since, by (2.41), \(D_{n-2} Bf = 0\), the result follows. \(\square\)
3. The Horospherical Radon Transform

3.1. Preliminaries. The main references for the following prerequisites are Vilenkin and Klimyk [44], Gelfand, Graev, and Vilenkin [14], Bray [2]. As before, $G = SO_0(n, 1)$, $n \geq 2$, $x = (x_1, \ldots, x_{n+1}) \in \mathbb{E}^{n,1}$, $x_0 = (0, \ldots, 0, 1) \sim e_{n+1} \in \mathbb{H}^n$ (the origin of $\mathbb{H}^n$);

$\Gamma_+ = \{ x \in \mathbb{E}^{n,1} : [x, x] = 0, \ x_{n+1} > 0 \}$, $\xi_0 = (0, \ldots, 0, 1, 1) \in \Gamma_+$;

$\mathbb{R}^n = \{ x \in \mathbb{E}^{n,1} : x_{n+1} = 0 \}$, $\mathbb{R}^{n-1} = \{ x \in \mathbb{E}^{n,1} : x_n = x_{n+1} = 0 \}$.

The corresponding rotation subgroups of $G$ are $K = SO(n)$ and $M = SO(n-1)$; $S^{n-1} = K/M$ is the unit sphere in $\mathbb{R}^n$. The stabilizer of $\xi_0$ in $G$ consists of transformations of the form $g = g_1g_2$, $g_1 \in M$, $g_2 \in N$, where the subgroup $N$ is defined by

$$N = \left\{ n_v = \begin{pmatrix} I_{n-1} & -v^T \\ v & 1-|v|^2/2 \\ v & -|v|^2/2 \end{pmatrix} : v \in \mathbb{R}^{n-1} \text{(the row vector)} \right\}.$$ 

Thus, since $G$ is transitive on $\Gamma_+$, we can identify

$$\Gamma_+ = G/MN.$$

The Haar measure $dn_v$ on $N$ is given by the Lebesgue measure $dv$ on $\mathbb{R}^{n-1}$, so that

$$\int_N f(n_v) dn_v = \int_{\mathbb{R}^{n-1}} f(n_v) dv.$$

3.1.1. Horospherical Coordinates. Let $A$ be the Abelian subgroup of $G$ having the form

$$A = \left\{ a_t = \begin{pmatrix} I_{n-1} & 0 & 0 \\ 0 & \cosh t & \sinh t \\ 0 & \sinh t & \cosh t \end{pmatrix} : t \in \mathbb{R} \right\}.$$ 

One can readily see that $A$ normalizes $N$, that is,

$$a_t^{-1}n_v a_t = n_{e^{-tv}}.$$ (3.1)

Every $x \in \mathbb{H}^n$ can be uniquely represented as

$$x = n_v a_t x_0 = a_t n_{e^{-tv}}, x_0 = (e^{-tv}, \sinh t + \frac{|v|^2}{2} e^{-t}, \cosh t + \frac{|v|^2}{2} e^{-t}).$$ (3.2)

We call $(v, t)$ the horospherical coordinates of $x$. Since $K = SO(n)$ is the stabilizer of $x_0$ in $G$, then (3.2) yields $G = NAK$, the Iwasawa decomposition of $G$. 
Lemma 3.1. In the horospherical coordinates, the invariant Riemannian measure (2.4) on $\mathbb{H}^n$ has the form
\[ dx = e^{(1-n)t} dt dv. \]  

Proof. It suffices to show that for every $f \in C_c(\mathbb{H}^n)$,
\[ \int_{\mathbb{H}^n} f(x) \, dx = \int_{\mathbb{R}} \int_{\mathbb{R}^{n-1}} e^{(1-n)t} dt \int f(n_v a_t x_0) \, dv. \]

We write the left-hand side as
\[ I_l = \int_{\mathbb{R}^n} \frac{f(x', \sqrt{1 + |x'|^2})}{\sqrt{1 + |x'|^2}} \, dx' = \int_{\mathbb{R}} \int_{\mathbb{R}^{n-1}} \frac{f(x'', x_n, \sqrt{1 + |x''|^2 + x_n^2})}{\sqrt{1 + |x''|^2 + x_n^2}} \, dx''. \]

The right-hand side can be transformed to the same expression as follows.
\[ I_r = \int_{\mathbb{R}} \int_{\mathbb{R}^{n-1}} f \left( e^{-t} v, \sinh t + \frac{|v|^2}{2} e^{-t}, \cosh t + \frac{|v|^2}{2} e^{-t} \right) \, dv \]
(set $e^t = r, \, v = rs \theta, \, \theta \in S^{n-2}$)
\[ = \int_{0}^{\infty} s^{n-2}ds \int_{S^{n-2}} \int_{\mathbb{R}} f \left( s\theta, \frac{r^2 s^2 - 1}{2r}, \frac{r^2 s^2 + 1}{2r} \right) \, d\theta \]
\[ = \int_{0}^{\infty} s^{n-2}ds \int_{\mathbb{R}} \frac{dx_n}{\sqrt{1 + s^2 + x_n^2}} \int_{S^{n-2}} f \left( s\theta, x_n, \sqrt{1 + s^2 + x_n^2} \right) \, d\theta = I_l. \]

3.1.2. Horospheres. In the hyperboloid model of the hyperbolic space, horospheres $\hat{\xi} \subset \mathbb{H}^n$ are defined as the cross-sections of the hyperboloid $\mathbb{H}^n$ by the hyperplanes of the form $[x, \xi] = 1$, where $\xi \in \Gamma_+$. We denote by $\hat{\Gamma}$ the set all horospheres in $\mathbb{H}^n$. There is a one-to-one correspondence between the sets $\Gamma_+$ and $\hat{\Gamma}$. Since the group $G$ is transitive on $\Gamma_+$, then it is transitive on $\hat{\Gamma}$ and $(g\xi)^{\hat{\cdot}} = g\hat{\xi}$ for any $g \in G$.

Proposition 3.2. Let $a \in \mathbb{H}^n, \, \xi \in \Gamma_+, \, \hat{\xi} = \{ x \in \mathbb{H}^n : [x, \xi] = 1 \} \in \hat{\Gamma}$. Then
\[ d(a, \hat{\xi}) = | \log[a, \xi] |. \]  

Proof. Let $g \in G$ be a hyperbolic rotation such that $a = gx_0$ and $\xi = g\eta$, where $x_0 = (0, \ldots, 0, 1)$ and $\eta \in \Gamma_+$ has the form $\eta = (0, \ldots, 0, t, t)$ with some $t > 0$. Then
\[ d \equiv d(a, \hat{\xi}) = d(x_0, \hat{\eta}) = d(x_0, y), \]
where \( y \in \hat{\eta} \) is the nearest point to \( x_0 \). The equation of the horosphere \( \hat{\eta} \) is \([x, \eta] = 1\) or \( x_{n+1} = x_n + 1/t \). If \( t < 1 \), then \( 1/t > 1 \) and \( y = (0, \ldots, 0, -\sinh d, \cosh d) \). Since \( y \in \hat{\eta} \), then \( \cosh d = -\sinh d + 1/t \), which gives \( d = -\log t \). If \( t > 1 \), then \( y = (0, \ldots, 0, \sinh d, \cosh d) \) and we get \( d = \log t \). To complete the proof, it remains to note that \( t = [x_0, \eta] = [a, \xi] \).

There is a one-to-one correspondence between the points \( \xi \in \Gamma_+ \) and the pairs \((t, \omega) \in \mathbb{R} \times S^{n-1}\), so that \( \xi \equiv \xi_{t,\omega} = e^t b(\omega), b(\omega) = (\omega, 1) \in \Gamma_+ \).

One can readily show that

\[
e^t = \xi_{n+1}, \quad \cosh t = \frac{\cosh^2 \xi_{n+1} + 1}{2 \xi_{n+1}}, \quad \cosh t \pm 1 = \frac{(\xi_{n+1} \pm 1)^2}{2 \xi_{n+1}}.
\]

By Proposition 3.2,

\[
d(x_0, \hat{\xi}_{t,\omega}) = |t| \quad \forall \omega \in S^{n-1}.
\]

Indeed, by (3.4), \( d(x_0, \hat{\xi}) = | \log e^t[x_0, b(\omega)] | = | \log e^t | = |t| \).

**Corollary 3.3.** For each \( x \in \mathbb{H}^n \) and each \( \omega \in S^{n-1} \), there is a unique horosphere \( \hat{\xi} \) passing through \( x \) and given by the point \( \xi = e^t b(\omega) \in \Gamma_+ \) with \( t = -\log[x, b(\omega)] \).

**Proof.** It suffices to show that \( x \in \hat{\xi} \). By (3.4),

\[
d(x, \hat{\xi}) = | \log[x, \xi] | = | \log[x, b(\omega) \exp(-\log[x, b(\omega)])] | = | \log 1 | = 0.
\]

Hence, \( x \in \hat{\xi} \). \( \square \)

For \( x \in \mathbb{H}^n \) and \( \omega \in S^{n-1} \), we denote

\[
\langle x, \omega \rangle = -\log[x, b(\omega)].
\]

**Corollary 3.4.** If \( x \in \mathbb{H}^n, \omega \in S^{n-1}, \xi = e^{s+\langle x, \omega \rangle} b(\omega) \), then

\[
d(x, \hat{\xi}) = |s|.
\]

If \( \xi = e^s b(\omega) \) and \( x = k_\omega a t n_v x_0 \), where \( k_\omega \in K, k_\omega e_n = \omega \), then, for all \( v \in \mathbb{R}^{n-1}, \)

\[
d(x, \hat{\xi}) = |s - t|.
\]

**Proof.** By (3.4) and (3.7),

\[
d(x, \hat{\xi}) &= | \log[x, e^{s+\langle x, \omega \rangle} b(\omega)] | = | s + \langle x, \omega \rangle + \log[x, b(\omega)] | \\
&= | s - \log[x, b(\omega)] + \log[x, b(\omega)] | = | s |.
\]
For the second statement, owing to (3.2), we have
\[
d(x, \hat{\xi}) = |\log[k_\omega a_t n_0 x_0, k_\omega e^s \xi_0]| = |s + \log[a_t n_0 x_0, \xi_0]|
\]
\[
= |s + \log[(e^{-t}v, \sinh t + |v|^2/2 e^{-t}, \cosh t + |v|^2/2 e^{-t}), (0, \ldots, 0, 1, 1)]|
\]
\[
= |s + \log[-\sinh t + \cosh t]| = |s - t|.
\]
\[
\square
\]

The horosphere
\[
\hat{\xi}_0 = \{x : [x, \xi_0] = -x_n + x_{n+1} = 1\}, \quad \xi_0 = (0, \ldots, 0, 1, 1),
\]
is the basic. All other horospheres are obtained from \(\hat{\xi}_0\) using hyperbolic rotations. In the group-theoretic terms, horospheres can be equivalently defined as translates of the orbit \(N x_0 = \hat{\xi}_0\) under \(G\). Every horosphere has the form \(k a_t N x_0\) for some \(k \in K\) and \(t \in \mathbb{R}\) (\(t\) gives the signed distance of the horosphere to the origin \(x_0\)); cf. (3.6). The subgroup \(MN\) of \(G\) leaves the basic horosphere \(N x_0\) fixed. Hence, we have the homogeneous space identification \(\hat{\Gamma} = G/MN\). Each horosphere \(k a_t N x_0\) is identified uniquely with the point \(\xi \in \Gamma\) according to
\[
\xi = k a_t \xi_0 = e^t k \xi_0 = e^t b(\omega), \quad \xi_0 = (0, \ldots, 0, 1, 1), \quad (3.9)
\]
where \(\omega = k e_n \in S^{n-1}\), \(b(\omega) = k \xi_0 = (\omega, 1) \in \Gamma_+\).

**Lemma 3.5.** In terms of (3.9), the invariant measure on \(\Gamma_+\) is defined by the formula
\[
d\xi = c e^{(n-1)t} dt d\omega, \quad c = \text{const}, \quad (3.10)
\]
d\(t\) being the Lebesgue measure on \(\mathbb{R}\) and \(d\omega\) the surface measure on \(S^{n-1}\).

**Proof.** We invoke the delta function language, according to which for any continuous one-variable function \(\psi\),
\[
(\delta, \psi) = \int_{\mathbb{R}} \psi(s) \delta(s) \, ds = \psi(0).
\]

To give this equality precise meaning, let \(\omega_\varepsilon\) be a bump function
\[
\omega_\varepsilon(s) = \begin{cases} 
\frac{C}{\varepsilon} \exp \left( -\frac{\varepsilon^2}{\varepsilon^2 - |s|^2} \right), & |s| \leq \varepsilon, \\
0, & |s| > \varepsilon.
\end{cases} \quad (3.11)
\]
Here $C$ is chosen so that \( \int_{\mathbb{R}} \omega_\varepsilon(s) \, ds = 1 \), that is,

\[
C = \left( \int_{|s|<1} \exp \left( -\frac{1}{1-|s|^2} \right) \, ds \right)^{-1}.
\]

Then

\[
(\delta, \psi) = \lim_{\varepsilon \to 0} (\omega_\varepsilon, \psi) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}} \omega_\varepsilon(s) \psi(s) \, ds = \psi(0). \tag{3.12}
\]

Following this formalism, we define a constant multiple of \( d\xi \) by the formula

\[
c \int_{\Gamma_+} \varphi(\xi) \, d\xi = 2 \int_{S^{n-1}} \varphi(y) \delta(||y||^2) \, dy = 2 \lim_{\varepsilon \to 0} \int_{\mathbb{R}^{n+1}_+} \varphi(y) \omega_\varepsilon(||y||^2) \, dy,
\]

where \( \mathbb{R}^{n+1}_+ = \{ y \in \mathbb{R}^{n+1} : y_{n+1} > 0 \} \), \( \varphi \in C_c^\infty(\mathbb{R}^{n+1}) \), \( \text{supp} \varphi \subset \mathbb{R}^{n+1}_+ \), \( \omega_\varepsilon \) is the bump function (3.12). Then the result follows by simple calculation.

\[\square\]

Remark 3.6. For our purposes, we choose \( c = \sigma_{n-1}^{-1} \) in (3.10), so that

\[
\int_{\Gamma_+} \varphi(\xi) \, d\xi = \int_{S^{n-1}} \int_{\mathbb{R}} \varphi(e^t b(\omega)) e^{(n-1)t} \, dt \, d\omega. \tag{3.13}
\]

In particular, if \( \varphi \) is zonal, \( \varphi(\xi) = \varphi_0(\xi_{n+1}) \), then

\[
\int_{\Gamma_+} \varphi(\xi) \, d\xi = \int_0^\infty \varphi_0(s) s^{n-2} \, ds. \tag{3.14}
\]

Indeed, by (3.13),

\[
\int_{\Gamma_+} \varphi(\xi) \, d\xi = \int_{\Gamma_+} \varphi_0(\xi_{n+1}) \, d\xi = \int_{S^{n-1}} \int_{\mathbb{R}} \varphi_0([e^t b(\omega), e_{n+1}]) e^{(n-1)t} \, dt \, d\omega
\]

\[
= \int_{\mathbb{R}} \varphi_0(e^t) e^{(n-1)t} \, dt = \int_0^\infty \varphi_0(s) s^{n-2} \, ds.
\]

3.2. Basic Properties of the Horospherical Transform. We recall that \( b(\omega) = (\omega, 1) \in \Gamma_+ \), \( \omega \in S^{n-1} \);

\[
x_0 = (0, \ldots, 0, 1) \in \mathbb{H}^n, \quad \xi_0 = (0, \ldots, 0, 1, 1) \in \Gamma_+.
\]

For \( \xi \in \Gamma_+ \), we denote by \( \hat{\xi} \) the horosphere defined by

\[
\hat{\xi} = \{ x \in \mathbb{H}^n : [x, \xi] = 1 \}.
\]

Given \( x \in \mathbb{H}^n \), let \( \bar{x} = \{ \xi \in \Gamma_+ : [x, \xi] = 1 \} \) be the set of all points in \( \Gamma_+ \) corresponding to the horospheres passing through
NEW INVERSION FORMULAS FOR THE HOROSPERICAL TRANSFORM

For sufficiently good functions $f : \mathbb{H}^n \to \mathbb{C}$ and $\varphi : \Gamma_+ \to \mathbb{C}$, the horospherical Radon transform and its dual are defined by

$$ (\mathcal{H} f)(\xi) = \int_{\xi} f(x) \, dx \quad \text{and} \quad (\mathcal{H}^* \varphi)(x) = \int_{x} \varphi(\xi) \, d\xi, $$

respectively. The precise meaning of these integrals is given in terms of the horospherical coordinates. Specifically, if $\xi = e^t b(\omega) = e^t k\xi_0$, $k \in K$, then

$$ (\mathcal{H} f)(\xi) = \int_N f(ka_t nx_0) \, dn = \int_{\mathbb{R}^{n-1}} f(ka_t nx_0) \, dv. \quad (3.15) $$

We can also write this expression in the form

$$ (\mathcal{H} f)(\xi) \equiv (\mathcal{H}_\omega f)(t) = \int_{[x,b(\omega)] = e^{-t}} f(x) \, d\omega, \quad (3.16) $$

which resembles the hyperplane Radon transform [23]. The following Fourier Slice Theorem follows immediately from (2.21).

**Theorem 3.7.** If $f \in C^\infty_c(\mathbb{H}^n)$, then

$$ \tilde{f}(\lambda, \omega) = \int_{\mathbb{R}} e^{-t(i\lambda - \delta)} (\mathcal{H}_\omega f)(t) \, dt, \quad \delta = \frac{n-1}{2}. \quad (3.17) $$

To give the dual transform $\mathcal{H}^* \varphi$ precise meaning, let $x = \rho_x x_0$, $\rho_x \in G$, $\varphi_x(\xi) = \varphi(\rho_x \xi)$. Then we set

$$ (\mathcal{H}^* \varphi)(x) = \int_K \varphi_x(k\xi_0) \, dk = \int_{S^{n-1}} \varphi_x(b(\omega)) \, d\omega. \quad (3.18) $$

A more general expression

$$ (\mathcal{H}^* \varphi)(t) = \int_{S^{n-1}} \varphi_x(e^t b(\omega)) \, d\omega = \int_K \varphi_x(e^t k\xi_0) \, dk, \quad t \in \mathbb{R}, \quad (3.19) $$

is called the **shifted dual horospherical transform of $\varphi$**. It averages $\varphi$ over all horospheres at distance $|t|$ from $x$. The last observation is an immediate consequence of (3.8). Clearly, $(\mathcal{H}^* \varphi)(0) = (\mathcal{H}^* \varphi)(x)$.

The following statement gives an alternative representation of the dual transform. We recall the notation (cf. (3.7)).

$$ \langle x, \omega \rangle = -\log[x, b(\omega)], \quad x \in \mathbb{H}^n, \quad \omega \in S^{n-1}, \quad b(\omega) = (\omega, 1) \in \Gamma_+. $$
Lemma 3.8. (cf. [4, Proposition 7.1]) For $x \in \mathbb{H}^n$, 

$$\left(\mathcal{H}^* \varphi \right)(x) = \int_{S^{n-1}} e^{(n-1)(x, \omega)} \varphi(e^{\langle x, \omega \rangle} b(\omega)) \, d_s \omega. \quad (3.20)$$

Proof. We write (3.20) in the equivalent form

$$\left(I_1 \varphi \right)(g) \equiv \int_{S^{n-1}} \varphi(g b(\omega)) \, d\omega = \int_{S^{n-1}} e^{(n-1)(g x_0, \omega)} \varphi(e^{\langle g x_0, \omega \rangle} b(\omega)) \, d\omega \equiv \left(I_2 \varphi \right)(g). \quad (3.21)$$

Set $g = k' a_r k''$ ($k', k'' \in K, a_r \in A$). One can readily see that 

$$\left(I_1 \varphi \right)(g) = \left(I_2 \varphi \right)(g) \text{ if and only if } \left(I_1 \varphi' \right)(a_r) = \left(I_2 \varphi' \right)(a_r),$$

where $\varphi'(\xi) = \varphi(k' \xi)$. Thus, it suffices to prove (3.21) for $g = a_r$. Passing to polar coordinates on $S^{n-1}$ and taking into account the equalities

$$a_r e_n = (\cosh r) e_n + (\sinh r) e_{n+1}, \quad a_r e_{n+1} = (\sinh r) e_n + (\cosh r) e_{n+1},$$

we have

$$\left(I_1 \varphi \right)(a_r) = \int_{-1}^{1} (1 - \eta^2)^{(n-3)/2} d\eta \times \int_{S^{n-2}} \varphi(\sqrt{1 - \eta^2} \theta + (\eta \cosh r + \sinh r) e_n + (\eta \sinh r + \cosh r) e_{n+1}) \, d\theta,$$

$$\left(I_2 \varphi \right)(a_r) = \int_{-1}^{1} \frac{(1 - \tau^2)^{(n-3)/2}}{(\cosh r - \tau \sinh r)^{n-1}} d\tau \times \int_{S^{n-2}} \varphi\left(\frac{\sqrt{1 - \tau^2} \theta + \tau e_n + e_{n+1}}{\cosh r - \tau \sinh r}\right) \, d\theta. \quad (3.22)$$

The second expression can be reduced to the first one if we put

$$1/(\cosh r - \tau \sinh r) = \eta \sinh r + \cosh r.$$

Corollary 3.9. For $t \in \mathbb{R}$,

$$\left(\mathcal{H}_t^* \varphi \right)(t) = \int_{S^{n-1}} e^{(n-1)(x, \omega)} \varphi(e^{t \langle x, \omega \rangle} b(\omega)) \, d_s \omega. \quad (3.23)$$

Now we establish basic properties of the operators $\mathcal{H}$ and $\mathcal{H}^*$. 

□
Proposition 3.10. Let \( f \in C_\mu(\mathbb{H}^n) \), that is, \( f \in C(\mathbb{H}^n) \) and \( f(x) = O(x^{-\mu}_{n+1}) \). If \( \mu > (n-1)/2 \), then \((\check{\mathcal{H}} f)(\xi)\) is finite for every \( \xi \in \Gamma_+ \).

Proof. By (3.15) and (3.2),

\[
|(\check{\mathcal{H}} f)(\xi)| \leq c \int_{\mathbb{R}^{n-1}} \frac{dv}{[a_t n_e x_0, x_0]^\mu} = c e^{-t(n-1)} \int_{\mathbb{R}^{n-1}} \frac{dv}{[a_t n_e^{-1} x_0, x_0]^\mu} = c e^{-t(n-1)} \int_{\mathbb{R}^{n-1}} \frac{dv}{(\cosh t + (|v|^2/2) e^{-t})^\mu}.
\]

The last integral is finite whenever \( \mu > (n-1)/2 \). \( \Box \)

Remark 3.11. The condition \( \mu > (n-1)/2 \) is sharp. There is a function \( \tilde{f} \in C_\mu(\mathbb{H}^n), \mu \leq (n-1)/2 \), for which \((\check{\mathcal{H}} \tilde{f})(\xi) \equiv \infty \). An example of such a function can be constructed using the formula (3.27) below. The question about the existence of \( \check{\mathcal{H}} f \) for \( f \in L^p(\mathbb{H}^n) \) requires more preparation and will be answered in Proposition 3.19.

Lemma 3.12. Let \( f \) and \( \varphi \) be functions on \( \mathbb{H}^n \) and \( \Gamma_+ \), respectively. Then the duality relation

\[
\int_{\Gamma_+} \varphi(\xi) (\check{\mathcal{H}} f)(\xi) d\xi = \int_{\mathbb{H}^n} (\check{\mathcal{H}}^* \varphi)(x) f(x) dx \tag{3.24}
\]

holds provided that the integral in either side exists in the Lebesgue sense.

Proof. This statement is known in the general context of Radon transforms for double fibration; see Helgason [21]. For us it is important that the definitions of \( \check{\mathcal{H}}, \check{\mathcal{H}}^* \), and measures in (3.24) are consistent. The direct proof is as follows.

Setting \( \xi = e^t b(\omega), \omega = ke_n \), and using (3.13) and (3.15), we write the left-hand side of (3.24) in the form

\[
\int_{\mathbb{R}^{n-1}} e^{(n-1)t} dt \int_{S^{n-1}} \varphi(e^t b(\omega)) d\omega \int_{\mathbb{R}^{n-1}} f(ka_t n_e x_0) dv. \tag{3.25}
\]

Put \( v = e^{-t} u, y = a_t n_e x_0 = n_u a_t x_0 \); cf. (3.1). Then (3.2) yields

\[
[ky, b(\omega)] = [kn_u a_t x_0, b(ke_n)] = [n_u a_t x_0, \xi_0] = e^{-t}.
\]
This equality, combined with (3.3) and (3.7), allows us to write (3.25) as
\[
\int_{S^{n-1}} d_\omega \int_{H^n} \varphi([ky, b(\omega)]^{-1}b(\omega)) f(ky) [ky, b(\omega)]^{1-n} dy
= \int_{H^n} f(x) dx \int_{S^{n-1}} \varphi(e^{(x,\omega)}b(\omega)) e^{(n-1)(x,\omega)} d_\omega.
\]

Owing to (3.20), the latter coincides with the right-hand side of (3.24). □

The case of zonal functions, when the horospherical transform expresses through the Riemann-Liouville fractional integral
\[
(I^\alpha g)(r) = \frac{1}{\Gamma(\alpha)} \int_r^\infty \frac{g(s) ds}{(s - r)^{1-\alpha}} \quad \alpha > 0, \tag{3.26}
\]
is of particular importance. The following statement was proved in [4, Lemma 7.3]. We present it here for the sake of completeness.

**Lemma 3.13.** Suppose that \(f\) and \(\varphi\) are locally integrable functions on \(H^n\) and \(\Gamma_+\), respectively, and the integrals below exist in the Lebesgue sense.

(i) If \(f\) is \(K\)-invariant, \(f(x) = f_0(x_{n+1})\), then \(\delta f\) is \(K\)-invariant, and
\[
(\delta f)(t) = 2^{(n-3)/2} \sigma_{n-2} e^{t(1-n)/2} \int_{\cosh t}^\infty f_0(s) (s - \cosh t)^{(n-3)/2} ds \tag{3.27}
= c_1 e^{t(n-1)/2} (I_{-1}^\alpha f_0)(\cosh t), \quad c_1 = (2\pi)^{(n-1)/2}. \tag{3.28}
\]

(ii) If \(\varphi\) is \(K\)-invariant, \(\varphi(\xi) = \varphi_0(\xi_{n+1})\), then \(\delta^* \varphi\) is \(K\)-invariant, and
\[
(\delta^* \varphi)(x) = \frac{c_2}{(\sinh r)^{n-2}} \int_{-r}^r \varphi_0(e^s) (\cosh r - \cosh s)^{(n-3)/2} e^{s(n-1)/2} ds \tag{3.29}
\]
\[
c_2 = \frac{2^{(n-3)/2} \Gamma(n/2)}{\pi^{1/2} \Gamma((n - 1)/2)}, \quad \cosh r = x_{n+1}.
\]
Proof. (i) Since $f$ is $K$-invariant, then one can ignore $k$ in (3.15), and by (3.2) we have

$$ (\mathcal{H}_\omega f)(t) = \int \int f(a_t n_v x_0) \, dv = e^{(1-n)t} \int f(n_v a_t x_0) \, dv $$

$$ = e^{(1-n)t} \int f_0 \left( \cosht + \frac{|v|^2}{2} e^{-t} \right) dv. $$

This gives (3.27).

(ii) By making use of (3.22), we obtain

$$ (\mathcal{H}^* \varphi)(x) = \frac{\sigma_{n-2}}{\sigma_{n-1}} \int_{-1}^{1} (1 - \tau^2)^{(n-3)/2} $$

$$ \times (\cosh r - \tau \sinh r)^{1-n} \varphi_0 \left( \frac{1}{\cosh r - \tau \sinh r} \right) d\tau $$

$$ = \frac{\sigma_{n-2}}{\sigma_{n-1} (\sinh r)^{n-2}} \int_{-r}^{r} (\sinh^2 r - (\cosh r - e^{-s})^2)^{(n-3)/2} e^{s(n-2)} \varphi_0 (e^s) \, ds, $$

which gives (3.29). \qed

Remark 3.14. The operator $\mathcal{H}^*$ is non-injective on the class of all functions on which it is well-defined. If, for instance, $\varphi(\xi) = \varphi_0(\xi_{n+1})$, where the function $\varphi(s) = \varphi_0(e^s) e^{s(n-1)/2}$ is odd, then $\mathcal{H}^* \varphi = 0$. Take, for example $\varphi(\xi) = \xi_{n+1}^{1-n/2} - \xi_{n+1}^{-n/2}$, for which

$$ \varphi(s) = [e^{s(1-n/2)} - e^{-sn/2}] e^{s(n-1)/2} = 2 \sinh (s/2). $$

Below we give some examples, in which $\delta = (n-1)/2$.

Example 3.15. Let $f(x) = x_{n+1}^{-\beta}$, $\beta > \delta$. Then

$$ (\mathcal{H}_\omega f)(t) = \frac{(2\pi)^{\delta} \Gamma(\beta - \delta)}{\Gamma(\beta)} e^{-\delta t} (\cosht)^{\delta - \beta}, $$

or, by (3.5),

$$ (\mathcal{H} f)(\xi) = c_\beta \xi_{n+1}^{\beta - 2\delta} (\xi_{n+1}^2 + 1)^{\delta - \beta}, \quad c_\beta = \frac{2^\beta \pi^{\delta} \Gamma(\beta - \delta)}{\Gamma(\beta)}. \quad (3.30) $$

Example 3.16. Let $\Re \alpha > 0$,

$$ \varphi(\xi) \equiv \varphi_0(\xi_{n+1}) = \frac{|\xi_{n+1} - 1|^{\alpha - 1}}{\xi_{n+1}^{\delta + \alpha/2}}, \quad \psi(\xi) \equiv \psi_0(\xi_{n+1}) = \frac{|\xi_{n+1} - 1|^{\alpha - 1}}{\xi_{n+1}^{\delta + \alpha/2 - 1}}. $$
Below we show that the dual transforms $H^*\phi$ and $H^*\psi$ coincide. Indeed, setting $\xi_{n+1} = e^s$ and using (3.5), for the first function we have

$$\phi_0(e^s) = \frac{2^{(\alpha-1)/2}(\cosh s - 1)^{(\alpha-1)/2}}{e^{s(\delta+1/2)}}.$$  

Hence, (3.29) yields

$$(H^*\phi)(x) = \frac{2^{(\alpha-1)/2} c_2}{(\sinh r)^{2\delta-1}} \int_{-r}^{r} (\cosh r - \cosh s)^{\delta-1}$$

$$\times (\cosh s - 1)^{(\alpha-1)/2} e^{-s/2} ds, \quad \cosh r = x_{n+1}.$$  

Using properties of the hyperbolic functions, we continue:

$$(H^*\phi)(x) = \frac{2^{(\alpha+1)/2} c_2}{(\sinh r)^{2\delta-1}} \int_{0}^{r} (\cosh r - \cosh s)^{\delta-1}$$

$$\times (\cosh s - 1)^{(\alpha-1)/2} \cosh(s/2) ds$$

or

$$(H^*\phi)(x) = \frac{2^{\alpha/2} c_2}{(\sinh r)^{2\delta-1}} \int_{0}^{r} (\cosh r - \cosh s)^{\delta-1}(\cosh s - 1)^{\alpha/2-1} \sinh s ds.$$  

In the similar expression for $H^*\psi$, the exponent $e^{-s/2}$ in (3.31) must be replaced by $e^{s/2}$, but all the rest remains unchanged. The integral (3.32) can be easily computed and we get

$$(H^*\phi)(x) = (H^*\psi)(x) = c_\alpha \frac{(x_{n+1} - 1)^{(\alpha-1)/2}}{(x_{n+1} + 1)^{\delta-1/2}},$$  

$$c_\alpha = \frac{2^{2\delta\alpha/2-1} \Gamma(\delta + 1/2) \Gamma(\alpha/2)}{\pi^{1/2} \Gamma(\delta + \alpha/2)}.$$  

**Example 3.17.** Let

$$\varphi(\xi) \equiv \varphi_0(\xi_{n+1}) = \frac{(\xi_{n+1} - 1)^{\alpha-1}}{(\xi_{n+1} + 1)^{\alpha-1+2\delta}}, \quad \text{Re} \alpha > 0, \quad \delta = \frac{n-1}{2}.$$  

If $\xi_{n+1} = e^s$, then, by (3.5),

$$\varphi_0(e^s) = \frac{2^{-\delta} e^{-s\delta} (\cosh s - 1)^{(\alpha-1)/2}}{(\cosh s + 1)^{(\alpha-1)/2+\delta}}.$$
Hence, by (3.29),
\[
(\mathcal{H}^* \varphi)(x) = \frac{2^{1-\delta} c_2}{(\sinh r)^{2\delta-1}} \int_0^r \frac{(\cosh r - \cosh s)^{\delta-1}(\cosh s - 1)^{(\alpha-1)/2}}{(\cosh + 1)^{(\alpha-1)/2+\delta}} ds
\]
\[
= \frac{2^{1-\delta} c_2}{(\cosh^2 r - 1)^{\delta-1/2}} \int_1^\infty \frac{(\cosh r - z)^{\delta-1}(z - 1)^{\alpha-2}}{(z + 1)^{\alpha/2+\delta}} dz.
\]
This integral can be computed using [33, formula 2.2.6(2)], and we get
\[
(\mathcal{H}^* \varphi)(x) = \tilde{\alpha} (x_{n+1} - 1)^{(\alpha-1)/2} \left( x_{n+1} + 1 \right)^{\delta-1/2} \left( x_{n+1} + 1 \right)^{\delta-1/2} + \delta.
\]
Combining these examples with the duality (3.24), we arrive at the following statement.

**Lemma 3.18.** For $\Re \alpha > 0$ and $\Re \beta > \delta = (n - 1)/2$, the following equalities hold provided that the integrals in either side exist in the Lebesgue sense:
\[
\int_{\mathbb{H}^n} (\mathcal{H}^* \varphi)(x) x_n^{\beta} dx = c_\beta \int_{\Gamma^+} \varphi(\xi) \xi_n^{\beta-2\delta} (\xi_{n+1} + 1)^{\delta-\beta} d\xi,
\]
\[
\int_{\Gamma^+} (\mathcal{H} f)(\xi) \frac{\left| \xi_{n+1} - 1 \right|^{\alpha-1}}{\xi_n^{\delta+\alpha/2}} d\xi = c_\alpha \int_{\mathbb{H}^n} f(x) \frac{(x_{n+1} - 1)^{(\alpha-1)/2}}{(x_{n+1} + 1)^{\delta-1/2}} dx,
\]
\[
\int_{\Gamma^+} (\mathcal{H} f)(\xi) \frac{\left| \xi_{n+1} - 1 \right|^{\alpha-1}}{\xi_n^{\delta+\alpha/2-1}} d\xi = c_\alpha \int_{\mathbb{H}^n} f(x) \frac{(x_{n+1} - 1)^{(\alpha-1)/2}}{(x_{n+1} + 1)^{\delta-1/2}} dx,
\]
\[
\int_{\Gamma^+} (\mathcal{H} f)(\xi) \frac{(\xi_{n+1} - 1)^{\alpha-1}}{(\xi_n + 1)^{\alpha+1-2\beta}} d\xi = \tilde{\alpha} \int_{\mathbb{H}^n} f(x) \frac{(x_{n+1} - 1)^{(\alpha-1)/2}}{(x_{n+1} + 1)^{(\alpha-1)/2+\delta}} dx,
\]
where the constants $c_\beta$, $c_\alpha$, $\tilde{\alpha}$ are defined by (3.30), (3.34), and (3.35), respectively. In particular, for $\alpha = 1$, (3.39) yields
\[
\int_{\Gamma^+} (\mathcal{H} f)(\xi) \frac{d\xi}{(\xi_n + 1)^{2\delta}} = 2^{-\delta} \int_{\mathbb{H}^n} f(x) \frac{dx}{(x_{n+1} + 1)^{\delta}}.
\]

The equalities (3.36) - (3.40) provide precise information about the existence of the integrals $\mathcal{H} f$ and $\mathcal{H}^* \varphi$. For example, (3.40) gives the following result.
Proposition 3.19. If $f \in L^p(\mathbb{H}^n)$, $1 \leq p < 2$, then $(\mathfrak{H}f)(\xi)$ exists a.e. and
\[
\int_{\Gamma_+} |(\mathfrak{H}f)(\xi)| \frac{d\xi}{(\xi_{n+1} + 1)^{n-1}} \leq c \|f\|_p, \tag{3.41}
\]
If $p \geq 2$, then there is a function $\tilde{f} \in L^p(\mathbb{H}^n)$ such that $(\mathfrak{H}f)(\xi) \equiv \infty$.

Proof. By Hölder’s inequality, the integral on the right-hand side of (3.40) does not exceed $c \|f\|_p$. Here, by (2.6),
\[
c_p' = \int_{\mathbb{H}^n} \frac{dx}{(x_{n+1} + 1)^{2/2}} = \sigma_{n-1} \int_1^\infty \frac{(s^2 - 1)^{n/2 - 1}}{(s + 1)^{(n-1)/2}} ds < \infty
\]
if $1 \leq p < 2$. If $p \geq 2$, then the function
\[
\tilde{f}(x) = \frac{(x^2_{n+1} - 1)^{(1-n/2)/p}}{(x_{n+1} + 1)^{1/p} \log(x_{n+1} + 1)}
\]
belongs to $L^p(\mathbb{H}^n)$. However, the integral (3.27) diverges for this function.

The existence of $\mathfrak{H}f$ for $f \in L^p(\mathbb{H}^n)$, $1 \leq p < 2$, was first established in [4].

4. Inversion Formulas

In this section we obtain main results of the present paper. For a compactly supported smooth function $f$ one can write
\[
(\mathfrak{H}f)(\xi) = \int_{\Gamma_{n+1}} f(x) \delta([x, \xi] - 1) \, dx, \quad \xi \in \Gamma_+. \tag{4.1}
\]
The following inversion formulas can be found in Gelfand, Graev, and Vilenkin [14]; see also Vilenkin and Klimyk [44, p. 162]):
\[
f(x) = \begin{cases} 
\frac{(-1)^m}{2(2\pi)^{2m}} \int_{\Gamma_+} \delta^{(2m)}([x, \xi] - 1) (\mathfrak{H}f)(\xi) \, d\xi & \text{if } n = 2m + 1, \\
\frac{(-1)^m \Gamma(2m)}{(2\pi)^{2m}} \int_{\Gamma_+} ([x, \xi] - 1)^{-2m} (\mathfrak{H}f)(\xi) \, d\xi & \text{if } n = 2m.
\end{cases} \tag{4.2}
\]
The divergent integrals in these formulas are given precise sense in the framework of the theory of distributions. In this section we obtain alternative inversion formulas which do not contain divergent integrals and are applicable not only to smooth functions, but also to $f \in L^p(\mathbb{H}^n)$. 
4.1. The Method of Mean Value Operators. This method relies on the implementation of the shifted dual horospherical transform $\mathcal{H}_x^*\varphi$ and the spherical mean $(M_x f)(s)$; see (3.19), (2.8).

**Lemma 4.1.** If $\varphi = \mathcal{H} f$, then
\[
(\mathcal{H}_x^*\varphi)(t) = (2\pi e^{-t})^\delta \left( I^\delta_0 M_x f \right)(\cosh t), \quad \delta = (n - 1)/2,
\]
where $I^\delta_0 f_0$ is the Riemann-Liouville fractional integral (3.26). It is assumed that the expression on either side of (4.3) is finite when $f$ is replaced by $|f|$.  

**Proof.** Fix $x \in \mathbb{H}^n$ and let $f_x(y) = f(\omega x y)$, where $y \in \mathbb{H}^n$, $\omega_x \in G$, $\omega_x x_0 = x$. By (3.19), owing to $G$ invariance, we have
\[
(\mathcal{H}_x^*\varphi)(t) = \frac{1}{\kappa} \int (\mathcal{H} f)(\rho_x e^t k \xi_0) dk = \mathcal{H} \left[ \int f_x(ky) dk \right](e^t \xi_0).
\]
The function $y \to \int K f_x(ky) dk$ is zonal, so that there is a one-variable function $f_{0,x}(\cdot)$ such that
\[
f_{0,x}(y_{n+1}) = \int K f_x(ky) dk.
\]
By (3.28),
\[
(\mathcal{H}_x^*\varphi)(t) = (2\pi)^\delta e^{-\delta t} \left( I^\delta_0 f_{0,x} \right)(\cosh t),
\]
where, by (4.4),
\[
f_{0,x}(s) = \int K f_x(k(\sqrt{s^2 - 1} + e_{n+1} s)) dk = (M_x f)(s),
\]
as desired. \hfill \square

Following Lemma 4.1, we denote
\[
g_x(s) = (M_x f)(s), \quad \psi_x(\tau) = (2\pi e^{-t})^{-\delta}(\mathcal{H}_x^*\varphi)(t) \bigg|_{t = \cosh^{-1} \tau},
\]
Then (4.3) can be written as
\[
(I^\delta g_x)(\tau) = \psi_x(\tau), \quad \delta = (n - 1)/2.
\]

According to Lemma 4.1, to reconstruct $f$, we need to show that the natural assumptions for $f$, as in Propositions 3.10 and 3.19, guarantee the existence of $I^\delta f_x$ in the Lebesgue sense. Then we reconstruct $g_x(s) = (M_x f)(s)$ from the Abel-type equation (4.6). The function $f$ will be obtained as a limit $f(x) = \lim_{s \to 1} (M_x f)(s)$ in a suitable sense.

To find $g_x(s)$ from (4.6), we need to develop the pertinent tools of fractional differentiation.
The Riemann-Liouville fractional derivative $D^\alpha_-$ is defined as the left inverse of the corresponding operator $I^\alpha_-$ on a half-line $(a, \infty)$. The next proposition is a slight modification of Lemma 2.1 from [40].

**Proposition 4.2.** Let $a > 0$,

$$\int_a^\infty |g(s)| s^{\alpha-1} \, ds < \infty, \quad \alpha > 0.$$  \hspace{1cm} (4.7)

The following statements hold.

(i) For any $\beta \in [0, \alpha]$, the integral $(I^\beta_- g)(s)^2$ is finite for almost all $s > a$ and

$$(I^\alpha_0 g)(s) = (I^\beta_- I^{\alpha-\beta}_- g)(s).$$

(ii) If $\alpha \geq 1$, then $(I^\alpha_- g)(s)$ is continuous on $(a, \infty)$.

(iii) If $g$ is non-negative, locally integrable on $[a, \infty)$, but (4.7) fails, then $(I^\alpha_0 g)(s) = \infty$ for every $s \geq a$.

The analytic form of the fractional derivative $D^\alpha_-$: $I^\alpha_- g \to g$ is determined by the behavior of $g$ at infinity and the value of $\alpha$. Here some traditional inversion methods may not work. Suppose, for example, that we want to reconstruct a function $g \in L^p(a, \infty)$ from $I^\alpha_- g = h$. We assume $1 \leq p < 1/\alpha$, so that $I^\alpha_- g$ is well-defined. A standard Riemann-Liouville inversion procedure yields

$$(D^\alpha_0 I^\alpha_- g)(s) = (-d/ds) (I^{1-\alpha}_- I^\alpha_- f)(s) = (-d/ds) (I^{1}_- g)(s).$$

The integral $(I^{1}_- g)(s) = \int_s^\infty g(\eta) \, d\eta$ is convergent if $g \in L^1(a, \infty)$, but it may not exist if $p > 1$.

To circumvent this difficulty, we invoke compositions with power functions.

In the next statement, the powers of $s$ stand for the corresponding multiplication operators.

**Theorem 4.3.** Let $(I^\alpha_- g)(s) = h(s)$, $\alpha > 0$, and suppose that $g$ satisfies (4.7). Then $g(s) = (D^\alpha_- h)(s)$ for almost all $s > a$, where $D^\alpha_- h$ has one of the following forms.

(i) If $\alpha = m$ is an integer, then

$${D^\alpha_- h} = (-1)^m h^{(m)}. \hspace{1cm} (4.8)$$

(ii) If $\alpha = m + \alpha_0$, $m = \lfloor \alpha \rfloor$, $0 < \alpha_0 < 1$, then

$$D^\alpha_- h = (-1)^{m+1} s^{1-\alpha_0} \left[s^{m-j+\alpha_0} I^{-\alpha_0}_- s^{j-m-1} h^{(j)} \right]^{(m-j+1)} \hspace{1cm} (4.9)$$

\[\text{In the case } \beta = 0 \text{ we set } I^0_- g = g.\]
with any \( j = 0, 1, \ldots, m \). Under the stronger condition
\[
\int_a^{\infty} |g(s)| s^m ds < \infty, \tag{4.10}
\]
we have
\[
\mathcal{D}^\alpha_h = (-1)^{m+1} [I_{-}^{1-\alpha+m} h]^{(m+1)}. \tag{4.11}
\]

**Proof.** Let \( \alpha = m \) be an integer. Then \( I_{-}^{m} g = I_{-}^{1} I_{-}^{m-1} g \) and (4.8) can be obtained by consecutive differentiation. To establish (4.9), we make use of the composition formula
\[
I_{-}^{\mu+\nu} s^{-\nu} g = s^{\mu} I_{-}^{\nu} s^{-\mu-\nu} I_{-}^{\mu} g, \quad \mu, \nu > 0, \tag{4.12}
\]
which can be easily proved by changing the order of integration. If
\[
\int_a^{\infty} |g(s)| s^{\mu-1} ds < \infty,
\]
then, by Proposition 4.2, the integrals \( I_{-}^{m-1} g \) and \( I_{-}^{\mu+\nu} s^{-\nu} g \) exist simultaneously and application of Fubini’s theorem in (4.12) is well-justified. The parameters \( \mu \) and \( \nu \) will be chosen according to our needs.

Assuming \( \alpha = m + \alpha_0 \), \( m = [\alpha] \), \( 0 < \alpha_0 < 1 \), we write \( I_{-}^{\alpha} g = h \) as
\[
I_{-}^{j} I_{-}^{\alpha-\alpha_0} g = h
\]
for any \( j = 0, 1, \ldots, m \) (here we use Proposition 4.2 again). Hence, the differentiation yields
\[
I_{-}^{m-j+\alpha_0} g = (-1)^{j} h^{(j)}. \tag{4.13}
\]
Setting \( \mu = m - j + \alpha_0 \), \( \nu = 1 - \alpha_0 \) in (4.12), we obtain
\[
I_{-}^{m-j+1} s^{\alpha_0-1} g = s^{m-j+\alpha_0} I_{-}^{1-\alpha_0} s^{-m-1} I_{-}^{m-j+\alpha_0} g.
\]
By (4.13), it follows that
\[
g = (-1)^{m+1} s^{1-\alpha_0} \left[ s^{m-j+\alpha_0} I_{-}^{1-\alpha_0} s^{-m-1} h^{(j)} \right]^{(m+1)},
\]
as desired. The formula (4.11) follows from the equality \( I_{-}^{1-\alpha_0} I_{-}^{m+\alpha_0} g = I_{-}^{m+1} g \). The latter is is well-justified because (4.10) guarantees the existence of \( I_{-}^{m+1} g \) in the Lebesgue sense. \(\square\)

The following particular cases are especially useful. Setting \( j = 0 \) and \( \alpha = m + \alpha_0 \) we obtain
\[
\mathcal{D}^\alpha h = (-1)^{m+1} s^{1-\alpha_0} \left[ s^{m+\alpha_0} I_{-}^{1-\alpha_0} s^{-m-1} h \right]^{(m+1)}, \tag{4.14}
\]
\[
= (-1)^{m+1} s^{1-\alpha_0} \left[ s^{\alpha_0} I_{-}^{1-\alpha_0} s^{-1} h^{(m)} \right]' \tag{4.15}
\]
If, for instance, \( \alpha = k/2 \) and \( k \) is odd, then
\[
\mathcal{D}_{-}^{k/2} h = (-1)^{(k+1)/2} s^{1/2} \left[ s^{k/2} I_{-}^{1/2} s^{-(k+1)/2} h \right]^{(k+1)/2}, \tag{4.16}
\]
\[
= (-1)^{(k+1)/2} s^{1/2} \left[ s^{1/2} I_{-}^{1/2} s^{-1} h^{(k-1)/2} \right]'. \tag{4.17}
\]

Lemma 4.4. Let \( g_x(s) = (M_x f)(s), a > 1, \)
\[
I_{\alpha}(x) = \int_{a}^{\infty} |g_x(s)| s^{\alpha-1} ds, \quad \alpha > 0. \tag{4.18}
\]

If \( f \in C_{\mu}(\mathbb{H}^n), \mu > \alpha, \) or \( f \in L^p(\mathbb{H}^n), 1 \leq p < (n-1)/\alpha, \) then \( I_{\alpha}(x) < \infty \) for all \( x \in \mathbb{H}^n. \)

Proof. It suffices to assume \( f \geq 0. \) Let \( s = \cosh r, A = \cosh^{-1} a > 0. \) Changing variables and using (2.15), we obtain
\[
I_{\alpha}(x) = \int_{A}^{\infty} (M_x f)(\cosh r) \cosh^{\alpha-1} r \sinh r dr
\]
\[
= \sigma_{n-1}^{-1} \int_{y_{n+1} > A} f_x(y) \frac{y^{\alpha-1}_{n+1}}{(y^2_{n+1} - 1)^{n/2 - 1}} dy.
\]

Here \( f_x(y) = f(\omega_x y), \omega_x \in G \) being a hyperbolic rotation that takes \( e_{n+1} \) to \( x. \) For some \( q \in [1, \infty], \) which will be specified later, by Hölder’s inequality we have \( I_{\alpha}(x) \leq \sigma_{n-1}^{-1} V^{1/q} W^{1/q'}, 1/q + 1/q' = 1, \) where \( V = \|f_x\|_q = \|f\|_q, \)
\[
W = \int_{y_{n+1} > A} \frac{y^{(\alpha-1)q'}_{n+1}}{(y^2_{n+1} - 1)^{(n/2-1)q'}} dy
\]
\[
= \sigma_{n-1} \int_{A}^{\infty} s^{(\alpha-1)q'} (s^2 - 1)^{(n/2-1)(1-q')} ds.
\]

If \( q < (n-1)/\alpha, \) then \( W < \infty. \)

Suppose that \( f \in L^p(\mathbb{H}^n). \) In this case, we choose \( q = p. \) Then \( V = \|f\|_p^p \) and therefore, \( \|I_{\alpha}\|_\infty < \infty \) provided that \( p < (n-1)/\alpha. \) If \( f \in C_{\mu}(\mathbb{H}^n), \) then
\[
V = \|f\|_q^q \leq c \int_{\mathbb{H}^n} \frac{dy}{y_{n+1}^p} = c \sigma_{n-1} \int_{1}^{\infty} \frac{(s^2 - 1)^{n/2 - 1}}{s^{m+1}} ds.
\]
This integral is finite whenever \( q > (n - 1)/\mu \). Thus, we can choose
\[
\frac{n - 1}{\mu} < q < \frac{n - 1}{\alpha}
\]
to get both \( V \) and \( W \) finite. If \( \mu > \alpha \), such a \( q \) exists.

Setting \( \alpha = \delta = (n - 1)/2 \) in Lemma 4.4 and using Proposition 4.2, we obtain the following

**Corollary 4.5.** Let \( \delta = (n - 1)/2, n \geq 2, g_x(s) = (M_x f)(s) \), where \( f \in C_\mu(\mathbb{H}^n) \), \( \mu > \delta \), or \( f \in L^p(\mathbb{H}^n) \), \( 1 \leq p < 2 \). Then the integral \((I_\delta^s g_x)(s)\) exists in the Lebesgue sense for almost all \( s > 1 \) and all \( x \in \mathbb{H}^n \). If, moreover, \( n \geq 3 \), then \((I_\delta^s g_x)(s)\) is a continuous function on \((1, \infty)\) for all \( x \in \mathbb{H}^n \).

**Lemma 4.6.** Let \( g_x(s) = (M_x f)(s) \). Suppose that \( f \in C_\mu(\mathbb{H}^n) \), \( \mu > (n - 1)/2 \) or \( f \in L^p(\mathbb{H}^n) \), \( 1 \leq p < 2 \). If \( I_\delta^s g_x = \psi_x \), as in (4.6), then
\[
g_x(s) = (D_\delta^s \psi_x)(s) \quad \forall s > 1,
\]
where \( D_\delta^s \psi_x \) is defined as follows.

(i) If \( n \) is odd, \( n = 2m + 1 \), then
\[
(D_\delta^s \psi_x)(s) = (-1)^m \psi_x^{(m)}(s). \tag{4.20}
\]

(ii) If \( n \) is even, \( n = 2m \), then
\[
(D_\delta^s \psi_x)(s) = (-1)^m s^{1/2} \left[ s^{m-1/2} I_{-1}^{1/2} s^{-m} \psi_x \right]^{(m)}, \tag{4.21}
\]
\[
= (-1)^m s^{1/2} \left[ s^{1/2} I_{-1}^{1/2} s^{-1} \psi_x^{(m-1)} \right]' . \tag{4.22}
\]

Under the stronger assumptions \( \mu > n/2 \) or \( 1 \leq p < 2(n - 1)/n \), \((D_\delta^s \psi_x)(s)\) can also be defined by
\[
(D_\delta^s \psi_x)(s) = (-1)^{n/2} \left[ (I_{-1}^{1/2} \psi_x)(s) \right]^{(n/2)} . \tag{4.23}
\]
The equalities (4.20)-(4.23) hold for all \( x \in \mathbb{H}^n \), if \( f \in C_\mu(\mathbb{H}^n) \), and for almost all \( x \in \mathbb{H}^n \), if \( f \in L^p(\mathbb{H}^n) \).

**Proof.** We apply Lemma 4.4 and Theorem 4.3. The latter guarantees \( g_x(s) = (D_\delta^s \psi_x)(s) \) only for almost all \( s \geq 1 \). Since, by Lemma 2.1, \( g_x(s) = (M_x f)(s) \) is a continuous function of both \( s \) and \( x \), the result follows. If \( f \in L^p(\mathbb{H}^n) \), \( 1 \leq p < 2 \), then by Lemma 4.4 (with \( \alpha = \delta \)),
\[
\int_a^\infty |g_x(s)| s^{\delta - 1} ds < \infty
\]
for all \( a > 1 \) and all \( x \in \mathbb{H}^n \). Hence, by Theorem 4.3, \( g_x(s) = (D^s_x \psi_x)(s) \) is defined by (4.20)-(4.22) for all \( x \in \mathbb{H}^n \) and almost all \( s \geq 1 \). However, by Lemma 2.1, \( g_x(s) = (M_x f)(s) \) is a continuous \( L^p \)-valued function of \( s \). It follows that (4.20)-(4.22) extend to all \( s > 1 \), but for almost all \( x \in \mathbb{H}^n \). The proof of (4.23) is similar. \( \square \)

Lemma 4.6 implies the following inversion result. We set

\[
\varphi = \mathcal{S} f, \quad \psi_x(s) = \left(2\pi e^{-t}\right)^{(1-n)/2} (\mathcal{S}_x^* \varphi)(t) \bigg|_{t = \cosh^{-1}s},
\]

where \( (\mathcal{S}_x^* \varphi)(t) \) is the shifted dual horospherical transform (3.19).

**Theorem 4.7.** Let \( f \in C_\mu(\mathbb{H}^n) \) or \( f \in L^p(\mathbb{H}^n) \). If \( \mu > (n - 1)/2 \), \( 1 \leq p < 2 \), then

\[
f(x) = \lim_{s \to 1} (D^s_x \psi_x)(s), \quad \delta = (n - 1)/2,
\]

where \( (D^s_x \psi_x)(s) \) is defined by (4.20)-(4.22).

If \( \mu > n/2 \), \( 1 \leq p < 2(n-1)/n \), then \( (D^s_x \psi_x)(s) \) can be defined by (4.23). The limit in (4.24) is uniform for \( f \in C_\mu(\mathbb{H}^n) \) and is understood in the \( L^p \)-norm if \( f \in L^p(\mathbb{H}^n) \).

### 4.2. Fractional Integrals of the Semyanistyi Type and Polynomials of the Beltrami-Laplace Operator

The desired form of fractional integrals associated to the horospherical Radon transform can be found if we replace \( f \) in (3.37) and (3.38) by the shifted function \( f_x(y) = f(\omega_x y) \), where \( x \in \mathbb{H}^n \) is fixed and \( \omega_x \in G \) takes the origin \( x_0 = (0, \ldots, 0, 1) \sim e_{n+1} \) to \( x \). For \( \Re \alpha > 0 \) we obtain

\[
\int_{\Gamma^+} (\mathcal{S} f)(\xi) \frac{[x, \xi] - 1^{\alpha-1}}{[x, \xi]((n + \alpha - 1)/2)^{\alpha-1}} d\xi = \int_{\Gamma^+} (\mathcal{S} f)(\xi) \frac{[x, \xi] - 1^{\alpha-1}}{[x, \xi]((n + \alpha - 3)/2)^{\alpha-1}} d\xi = \frac{2^{(n+\alpha-3)/2}}{\pi^{1/2} \Gamma((n + \alpha - 1)/2)} \int_{\mathbb{H}^n} f(x) \frac{([x, y] - 1^{(\alpha-1)/2})}{([x, y] + 1)^{n/2-1}} dx. \tag{4.25}
\]

In particular, for \( \alpha = 1 \),

\[
\int_{\Gamma^+} (\mathcal{S} f)(\xi) \frac{[x, \xi]^{n/2}}{[x, \xi]^{n/2-1}} d\xi = \int_{\Gamma^+} (\mathcal{S} f)(\xi) \frac{[x, \xi]^{n/2-1}}{[x, \xi]^{n/2-1}} d\xi = 2^{n/2-1} \int_{\mathbb{H}^n} f(x) \frac{([x, y] + 1)^{n/2-1}}{([x, y] + 1)^{n/2-1}} dx. \tag{4.26}
\]
Invoking the potential operator (2.29) and excluding the values \( \alpha = 1, 3, 5, \ldots \), we write (4.25) as

\[
\gamma_\alpha \int_{\Gamma_+} (\delta f)(\xi) \frac{[x, \xi] - 1}{[x, \xi]^{(n+\alpha-3)/2}} d\xi = (Q^{\alpha+n-1} f)(x),
\]

where

\[
\gamma_\alpha = \frac{\pi^{(1-n)/2}}{2^{\alpha+n-1} \Gamma(n/2) \Gamma(\alpha/2)}, \quad \Re \alpha > 0; \quad \alpha \neq 1, 3, 5, \ldots.
\]

This formula suggests to define the following fractional integrals

\[
(\delta_\alpha^i f)(\xi) = \int_{\mathbb{R}^n} f(x) h_{\alpha,i}([x, \xi]) dx,
\]

\[
(\delta_\alpha^i \varphi)(x) = \int_{\mathbb{R}^n} \varphi(\xi) h_{\alpha,i}([x, \xi]) d\xi,
\]

where \( i = 1, 2 \),

\[
h_{\alpha,1}(s) = \gamma_\alpha \frac{|s - 1|^{\alpha-1}}{s^{(n+\alpha-3)/2}}, \quad h_{\alpha,2}(s) = \gamma_\alpha \frac{|s - 1|^{\alpha-1}}{s^{(n+\alpha-1)/2}}.
\]

Thus, we have proved the following statement which resembles known facts for the totally geodesic Radon transforms; cf. [39, formula (4.5)].

**Lemma 4.8.** Let \( \Re \alpha > 0, \alpha \neq 1, 3, 5, \ldots \). Then

\[
\delta_\alpha^i \delta_\alpha^j f = Q^{\alpha+n-1} f, \quad i = 1, 2,
\]

provided that either side of this equality exists in the Lebesgue sense.

We will need the following auxiliary statement.

**Lemma 4.9.** Let \( h \) be a measurable function on \( \mathbb{R}_+ \). Suppose that the integrals

\[
(Hf)(\xi) = \int_{\mathbb{R}^n} f(x) h([x, \xi]) dx, \quad (H^* \varphi)(x) = \int_{\Gamma_+} \varphi(\xi) h([x, \xi]) d\xi
\]

exist in the Lebesgue sense. Then

\[
(Hf)(\xi) = \int_{\mathbb{R}} (\delta_\alpha f)(t) h(e^{s-t}) e^{(1-n)t} dt, \quad \xi = e^s b(\omega),
\]

\[
(H^* \varphi)(x) = \int_{\mathbb{R}} (\delta_\alpha^* \varphi)(x) h(e^s) e^{(n-1)s} ds,
\]

where

\[
\delta_\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^\infty e^{-t s} s^{\alpha-1} f(s) ds
\]

and

\[
\delta_\alpha^* \varphi(x) = \frac{1}{\Gamma(\alpha)} \int_0^\infty e^{-s} s^{\alpha-1} \varphi(s) ds.
\]
where \((\mathcal{S}_\omega f)(t)\) is the horospherical transform (3.15) and \((\mathcal{S}_\omega^* \varphi)(x)\) is the shifted dual transform (3.23).

**Proof.** Let \(\omega = ke_n, k \in K\). Passing to the horospherical coordinates (3.2), we obtain

\[
(Hf)(\xi) = \int_{\mathbb{R}} \int_{\mathbb{R}^{n-1}} f(ka_tv^x_0) h([a_tv^x_0, e^s\xi_0]) e^{(1-n)t} dv dt.
\]

As in the proof of Corollary 3.4, owing to (3.2), we have \([a_tv^x_0, e^s\xi_0] = e^s\). Hence,

\[
(Hf)(\xi) = \int_{\mathbb{R}} h(e^{s-t}) e^{(1-n)t} dt \int_{\mathbb{R}^{n-1}} f(ka_tv^x_0) dv,
\]

which gives (4.32). Further, if \(\xi = e^t b(\omega)\), then (3.7) yields

\[
[x, \xi] = e^{-\langle x, \omega \rangle}, \quad \langle x, \omega \rangle = -\log [x, b(\omega)].
\]

Hence, by (3.13),

\[
(H^* \varphi)(x) = \int_{\mathbb{R}} e^{(n-1)t} dt \int_{S^{n-1}} \varphi(e^t b(\omega)) h(e^{t-\langle x, \omega \rangle}) d\omega.
\]

By (3.23), the last expression coincides with (4.33). \(\square\)

**Lemma 4.10.** Let \(f\) and \(\varphi\) be compactly supported continuous functions on \(\mathbb{H}^n\) and \(\Gamma_+\), respectively. Then, for \(i = 1, 2\),

\[
\lim_{\alpha \to 0} (\mathcal{S}^\alpha_\omega f)(\xi) = \lambda_n e^{(1-n)s} (\mathcal{S}_\omega f)(s), \quad \xi = e^s b(\omega) \in \Gamma_+,
\]

\[
\lim_{\alpha \to 0} (\mathcal{S}^\alpha_\omega f)(\xi) = \lambda_n e^{(1-n)s} (\mathcal{S}_\omega f)(s), \quad \xi = e^s b(\omega) \in \Gamma_+,
\]

\[
\lim_{\alpha \to 0} (\mathcal{S}^\alpha_\omega^* \varphi)(x) = \lambda_n (\mathcal{S}^\alpha_\omega^* \varphi)(x), \quad x \in \mathbb{H}^n;
\]

\[
\lambda_n = \frac{2^{1-n} \pi^{1-n/2}}{\Gamma(n/2)}.
\]

**Proof.** Both equalities follow from (4.28) and (4.29), owing to Lemma 4.9. For example,

\[
(\mathcal{S}^\alpha_\omega f)(\xi) = \gamma \alpha \int_{\mathbb{R}} (\mathcal{S}_\omega f)(t) \frac{|e^{s-t} - 1|^{\alpha-1}}{e^{(s-t)(n+\alpha-1)/2}} e^{(1-n)t} dt = \frac{1}{\gamma_1(\alpha)} \int_{\mathbb{R}} \frac{a_\alpha(\alpha, z)}{|z|^{1-\alpha}} dz,
\]
where \( \gamma_1(\alpha) = 2^{\alpha - 1/2} \Gamma(\alpha/2)/\Gamma((1 - \alpha)/2) \).

\[
a_s(\alpha, z) = \lambda_n \left| \frac{e^z - 1}{z} \right|^{\alpha - 1} (\mathcal{H}_\omega f)(s - z) \exp \left( (1 - n)s + \frac{z(n - \alpha - 1)}{2} \right).
\]

Passing to the limit as \( \alpha \to 0 \), we obtain

\[
\lim_{\alpha \to 0} (\mathcal{H}_\omega^\alpha f)(\xi) = \lambda_n a_s(0, 0) = \lambda_n e^{(1-n)s} (\mathcal{H}_\omega f)(s),
\]

as desired. For other operators the proof is similar. \( \square \)

The next statement contains a horospherical analogue of the celebrated Fuglede formula for Radon-John transforms over planes in \( \mathbb{R}^n \) [13].

**Lemma 4.11.** For all \( n \geq 2 \), the following equality holds provided that either side of it exists in the Lebesgue sense:

\[
(\mathcal{H}^* \mathcal{H} f)(x) = \lambda_n^{-1} (Q^{n-1} f)(x),
\]

\( \lambda_n \) being the constant (4.37).

**Proof.** For sufficiently good \( f \), one can formally obtain (4.38) letting \( \alpha \to 0 \) in (4.30) and using (4.36). A direct proof under minimal assumptions for \( f \) is the following. Let \( x = \omega_x x_0 \), \( \omega_x \in G \), \( f_x(y) = f(\omega_y y) \). By (3.18) and (3.15), owing to \( G \)-invariance, we have

\[
(\mathcal{H}^* \mathcal{H} f)(x) = \int_K (\mathcal{H} f_x)(k \xi_0) \, dk = \mathcal{H} \left[ \int_K f_x(k \xi_0) \, dk \right] (\xi_0)
\]

\[
= \int_{\mathbb{R}^{n-1}} dv \int_K f_x(k n_v x_0) \, dk \quad \text{(use (3.2))}
\]

\[
= \int_{\mathbb{R}^{n-1}} dv \int_K f_x \left( k \left( v + \frac{|v|^2}{2} e_n \right) + \left( 1 + \frac{|v|^2}{2} \right) e_{n+1} \right) \, dk
\]

\[
= \int_0^{r^{n-2}} dr \int_{S^{n-2}} d\sigma \int_K f_x \left( k \left( r \sigma + \frac{r^2}{2} e_n \right) + \left( 1 + \frac{r^2}{2} \right) e_{n+1} \right) \, dk.
\]
Now we replace integration over $S^{n-2}$ by the integration over the corresponding group $M = SO(n - 1)$ and then change the order of integration. Changing variables, we get

$$(\delta^* \delta f)(x) = \sigma_{n-2} \int_0^\infty r^{n-2} dr \times \int_K f(x) \left( k \left( r e_n + \frac{r^2}{2} e_n \right) + \left( 1 + \frac{r^2}{2} \right) e_{n+1} \right) dk.$$ 

Noting that $e_{n-1} + (r/2) e_n = \sqrt{1 + r^2/4} \eta$ for some $\eta \in S^{n-1}$, we continue:

$$(\delta^* \delta f)(x) = \frac{\sigma_{n-2}}{\sigma_{n-1}} \int_0^\infty r^{n-2} dr \int_{S^{n-1}} f(x) \left( r \sqrt{1 + r^2/4} \theta + (1 + r^2/2) e_{n+1} \right) d\theta,$$

$$= c_1 \int_1^\infty (t - 1)^{(n-3)/2} dt \int_{S^{n-1}} f(x) (\sqrt{t^2 - 1} \theta + t e_{n+1}) d\theta,$$  

$$c_1 = \frac{2^{(n-3)/2} \pi^{-1/2} \Gamma(n/2)}{\Gamma((n - 1)/2)}.$$ 

On the other hand, by (2.29),

$$(Q^{n-1} f)(x) = \zeta_{n,n-1} \int_{\mathbb{R}^n} f(y) \left( \frac{[x, y] - 1}{[x, y] + 1} \right)^{n/2-1} dy,$$

$$= \zeta_{n,n-1} \int_0^\infty \frac{(\cosh r - 1)^{-1/2}}{(\cosh r + 1)^{n/2-1}} \sinh^{n-1} r dr \int_{S^{n-1}} f(\theta \sinh r + e_{n+1} \cosh r) d\theta,$$

$$= c_2 \int_1^\infty (t - 1)^{(n-3)/2} dt \int_{S^{n-1}} f(x) (\sqrt{t^2 - 1} \theta + t e_{n+1}) d\theta,$$  

$$c_2 = \frac{\pi^{(1-n)/2}}{2^{(n+1)/2} \Gamma((n - 1)/2)}.$$ 

Comparing (4.39) and (4.40), we obtain (4.38). □

We will need an analogue of Lemma 4.8 for $\alpha = 1$. Starting from (4.29) with $i = 1$, we define

$$(\delta^\alpha \varphi)(x) = \gamma' \int_{\Gamma^+} \varphi(\xi) \log \left| \frac{[x, \xi] - 1}{[x, \xi]^{1/2}} \right| \frac{d\xi}{[x, \xi]^{n/2}},$$

(4.41)
where
\[
\gamma'_n = \lim_{\alpha \to 1} (\alpha - 1) \gamma_\alpha = -\frac{\pi^{-n/2}}{2^{n-1} \Gamma(n/2)}.
\]

**Proposition 4.12.** Let \( \varphi = \mathcal{H} f, \; f \in C^\infty_c(\mathbb{H}^n), \; n \geq 2. \) Then
\[
\mathcal{H}^* \varphi = Q^n f + \Phi,
\]
where
\[
\Phi(x) = \tilde{\gamma} \int_{\mathbb{H}^n} f(y) \frac{dy}{([x, y] + 1)^{n/2 - 1}} = 2^{1-n/2} \tilde{\gamma} \int_{\Gamma_+} \varphi(\xi) \frac{d\xi}{[x, \xi]^{n/2}}.
\]

**Proof.** For \( \alpha \neq 1, \) but close to 1, we can write the equality
\[
\gamma_\alpha \int_{\Gamma_+} \varphi(\xi) \frac{[x, \xi]^{\alpha-1} - 1}{[x, \xi]^{1/2} - 1} \frac{d\xi}{[x, \xi]^{n/2}} + \gamma_\alpha I_1 = \zeta_{n, \alpha+n-1} \int_{\mathbb{H}^n} f(y) \frac{([x, y] - 1)^{\alpha-1/2} - 1}{([x, y] + 1)^{n/2 - 1}} dy + \zeta_{n, \alpha+n-1} I_2,
\]
where
\[
I_1 = \int_{\Gamma_+} \varphi(\xi) \frac{d\xi}{[x, \xi]^{n/2}}, \quad I_2 = \int_{\mathbb{H}^n} f(y) \frac{dy}{([x, y] + 1)^{n/2 - 1}}.
\]

\[
\gamma_\alpha = \frac{\pi^{(1-n)/2} \Gamma((1-\alpha)/2)}{2^{\alpha+n-1} \Gamma(n/2) \Gamma(\alpha/2)},
\]
\[
\zeta_{n, \alpha+n-1} = \frac{\Gamma((1-\alpha)/2)}{2^{(\alpha+n+1)/2} \pi^{n/2} \Gamma((\alpha + n - 1)/2)}.
\]

By (4.26), we have \( I_1 = 2^{n/2-1} I_2. \) Hence,
\[
\gamma_\alpha \int_{\Gamma_+} \varphi(\xi) \frac{[x, \xi]^{\alpha-1} - 1}{[x, \xi]^{1/2} - 1} \frac{d\xi}{[x, \xi]^{n/2}} = \zeta_{n, \alpha+n-1} \int_{\mathbb{H}^n} f(y) \frac{([x, y] - 1)^{(\alpha-1)/2} - 1}{([x, y] + 1)^{n/2 - 1}} dy + \gamma_\alpha I_2,
\]
(4.44)
where $\tilde{\gamma}_\alpha = \zeta_{n,\alpha+n-1} - 2^{n/2-1} \gamma_\alpha$. Passing to the limit as $\alpha \to 1$, we obtain $\delta^1 \varphi = Q^nf + \tilde{\gamma} I_2 = Q^nf + 2^{1-n/2} \tilde{\gamma} I_1$, as desired. \hfill $\square$

Propositions 2.10 and 4.12 combined with the properties of the potential type operator $Q^n$ (see Section 2.4) give the following inversion result for the horospherical transforms.

**Theorem 4.13.** Let $\varphi = \delta f$, $f \in C^\infty_c(\mathbb{H}^n)$,

$$\mathcal{P}_\ell(\Delta_H) = (-1)^\ell \prod_{i=1}^\ell \left[ \Delta_H + i(n - 1 - i) \right], \quad \ell \in \mathbb{N}. \quad (4.45)$$

(i) If $n$ is odd, then for $\ell = (n - 1)/2$,

$$f = \lambda_n \mathcal{P}_{(n-1)/2}(\Delta_H) \delta^1 \varphi, \quad \lambda_n = 2^{1-n/2} \pi^{1-n/2} \Gamma(n/2). \quad (4.46)$$

(ii) If $n = 2$, then

$$f = -\Delta_H \delta^1 \varphi + \frac{1}{4\pi} \int_{\Gamma^+} \varphi(\xi) \, d\xi. \quad (4.47)$$

(iii) If $n = 4, 6, \ldots$, then

$$f = \mathcal{P}_{n/2}(\Delta_H) \delta^1 \varphi, \quad \mathcal{P}_{n/2}(\Delta_H) = (-1)^{n/2} \prod_{i=1}^{n/2} \left[ \Delta_H + i(n - 1 - i) \right]. \quad (4.48)$$

**Proof.** If $n$ is odd, then (4.38) gives $\delta^1 \varphi = \lambda_n^{-1} Q^{n-1} f$ and (4.46) follows from Proposition 2.10. If $n = 2$, then, by (4.42),

$$\delta^1 \varphi = Q^2 f + \Phi, \quad \Phi = \tilde{\gamma} \int_{\mathbb{H}^n} f(y) \, dy \equiv \text{const.}$$

Applying $-\Delta_H$ to both sides of this equality, owing to (2.42), we obtain

$$-\Delta_H \delta^1 \varphi = -\Delta_H Q^2 f - \Delta_H \Phi = -\Delta_H Q^2 f = f - \frac{1}{4\pi} \int_{\mathbb{H}^2} f(y) \, dy$$

$$= f - \frac{1}{4\pi} \int_{\Gamma^+} \varphi(\xi) \, d\xi;$$

cf. (4.26). This gives (4.48). If $n \geq 4$, then, by (4.42) and (2.39),

$$\mathcal{P}_{n/2}(\Delta_H) \delta^1 \varphi = \mathcal{P}_{n/2}(\Delta_H) Q^n f + \mathcal{P}_{n/2}(\Delta_H) \Phi = f + (\tilde{\gamma}/\zeta_n') \mathcal{P}_{n/2}(\Delta_H) Bf.$$  

By Lemma 2.12, $\mathcal{P}_{n/2}(\Delta_H) Bf = D_2 \cdots D_{n-2} Bf = 0$. Hence, we are done. \hfill $\square$
NEW INVERSION FORMULAS FOR THE HOROSPHERICAL TRANSFORM
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