Heat Transfer Considerations on the Spontaneous Triggering of Vapor Explosions—A Review
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Abstract: Vapor explosions have been investigated both theoretically and experimentally for several decades, focusing either on the vapor film, or on mechanical aspects. Where the main interest for industry lies in the safety risks of such an event, fundamental research is focusing on all partial processes that occur during a vapor explosion. In this paper, vapor explosions are discussed from a heat transfer point of view. Generally accepted knowledge of heat transfer between hot surfaces and liquids is compared to early investigations regarding the origin of vapor explosions. Both steady state and transient models are discussed. The review of available literature suggests that vapor explosions trigger spontaneously by the collapse of the boiling film. Better understanding of the fundamental aspects of vapor explosions might give rise to future ideas on how to avoid them.

Keywords: vapor explosions; melt-coolant interactions; heat transfer; material properties

1. Introduction

Many applications used in industry and in daily life need cooling to work properly. Water is often used in industrial context as a coolant, thanks to its abundancy and excellent cooling properties, such as a high heat capacity ($C_{p,H2O} = 4183 \text{ J/kgK}$ [1]) and a high enthalpy of evaporation ($\Delta H_{\text{evap}} = 2.260 \times 10^6 \text{ J/kg}$ [1]). The latter is useful whenever the cooled system has a temperature above the boiling point, since it allows cooling without loss of efficiency.

However, steam explosions are known to occur when bringing hot liquid materials in contact with volatile liquids. This phenomenon occurs in different industries, including the nuclear industry, where it is often referred to as a “fuel-coolant interaction” (FCI) [2,3], the metallurgical industry [4,5], the paper industry [6,7], and the transportation of cryogenic liquids where water acts as the hot liquid [7]. Within the metallurgical industry, a direct contact between the coolant and the pyrometallurgical melt can occur during granulation, charging of the furnace with wet resources or whenever there is a leakage of coolant into the furnace. In the first case, the melt is added to a larger mass of coolant, whereas, in the latter two cases, the coolant is added to a larger mass of melt.

To the best of the authors’ knowledge, one of the last review papers on this subject was written by Berthoud [8] in 2000 and focused on the mechanical behavior of vapor explosions. Few review papers have been published since, such as Reference [9–12], but these discuss the available experimental technical bases, the modeling of vapor explosions on large scale or experiments specifically for the nuclear sector, while we intend to tackle the influence of heat transfer on the spontaneous triggering of vapor explosions on a smaller scale, specifically.

Another earlier review paper was written by Fletcher, who mentioned, already at that time, that the number of studies regarding the fundamental bases of vapor explosion triggering had decreased [13]. Even though a lot can still be learned from fundamental research on this topic, today, studies are mainly focusing on the practical side of this...
phenomenon, namely on the behavior rather than on the origin of vapor explosions. Examples of these studies include Reference [14,15], two references that provide a means to prevent vapor explosions. However, even though the work within these studies is high-level, these are empirical and qualitative studies rather than fundamental and quantitative ones. That is why the scope of the current paper is to give an overview of the more fundamental theories on the origin of vapor explosions from a heat transfer perspective, in an attempt to revitalize this more fundamental research, possibly leading to a better understanding on the prevention of vapor explosions.

Research of vapor explosions has been executed in several configurations: hot [16] and cold [17] droplet impingement, hot [3] and cold [18] jets, and stratified layers [19]. A certain material under a range of conditions might cause an explosion in one of these configurations but not in another, proving the relevance of the configuration used. This work is written from the perspective of ‘hot droplet impingement’ (i.e., a hot droplet impinging with a large amount of coolant), and the described models and ideas are only relevant to this configuration, unless stated otherwise. After the interactions, the debris usually has sizes ranging from 10 µm to several 100 µm [15,20]. Furthermore, the heat transfer involved in these interactions has been studied mathematically, often using steady-state models. These models include a liquid or solid sphere, which is placed in a moving liquid coolant. This represents a dispersed phase flow in which discrete droplets/particles of one phase are present in a continuous mass of the other phase [21]. Typical dimensions of these droplets/particles are in the order of magnitude of millimeters [16,20], which can be implemented in dimensionless numbers generally used to describe systems of multiphase flow.

Today, there is a general agreement that a vapor explosion in practice occurs in multiple steps: premixing, triggering, propagation and expansion [22–25]. A schematic overview of these steps can be seen in Figure 1. During small scale experiments with a single droplet of the hot phase, there is practically no premixing (step (1) in Figure 1) since the geometry already consists of a small droplet. As such, the interaction starts with deformation of the droplet, triggering an explosion (step (2) in Figure 1). An explosion can be triggered both by thermodynamic and hydrodynamic effects. We argue this is an incorrect use of the word ‘thermodynamic’, and we will be referring to this triggering as ‘thermal triggering’ in the rest of this paper.

![Figure 1. Schematic overview of the steps by which a vapor explosion occurs (adapted from Reference [22]).](image-url)
Hydrodynamic fragmentation models are inappropriate in small-scale configurations, such as 1-droplet experiments, since there appears to be not enough slip flow [16]. That is why the focus of this paper will be on thermal fragmentation models. Once the trigger has occurred, a cyclic process is started in larger systems (the propagation, step (3) in Figure 1), in which a local explosion creates a pressure wave which functions as a trigger for a subsequent explosion. At some point, the contact area is so large that a final explosion will occur (step (4) in Figure 1).

In the remainder of this paper, the origin of step 2, the ‘trigger’ of the explosion, will be considered from a heat transfer point of view. First, initial studies about vapor explosions will be discussed. Next, the results of these studies are explained using knowledge on heat transfer from before that time. These explanations are then critically discussed, resulting in suggestions for future research.

2. History of Studies Regarding Vapor Explosions

Vapor explosions have been investigated both conceptually and experimentally since 1970 [26] (older observations exist, but it had not been named as such nor was there any explicit research regarding the phenomenon itself). In conceptual investigations, theoretical principles and model equations are used to study the following questions: how and why does this interaction occur? Experimental studies, on the other hand, are more practical and were performed to investigate which parameters have an influence on the phenomenon. These studies intended to learn how to control the behavior, rather than to understand why it is happening. The following sections first discuss the conceptual research, followed by more recent studies investigating the influencing parameters.

2.1. Nature of a Vapor Explosion

Explosions (including steam explosions) had always been linked with chemical reactions. However, in the fifties, it was found that non-reactive metals also show vapor explosions [26,27] and that reactive metals only react for a fraction of the used mass [26,28]. Furthermore, Long [29] did not observe any flash, which is characteristic for the fast detonation in a chemical explosion, in his experiments with large quantities of molten aluminum in water, where a chemical reaction was generally expected. Later reports about vapor explosions with aluminum where a spontaneous interaction occurred can be found [30–33]. These reports noticed an increase in heat transfer through the vapor film, which could possibly be caused by the production of H₂ by chemical reactions. However, this hypothesis could not be proved [31]. Furthermore, flashes of white light have been observed for experiments with aluminum [33], but other researchers also mention that chemical reactions seemed unlikely as the explosive interaction for experiments with aluminum and copper were very similar [34,35]. Due to these observations, the idea of a physical reaction gained more followers. However, a theoretical study by Epstein [36] combined with experimental results of Higgins [37] revealed that each collision between water molecules and metal atoms would have to interact physically to justify the rapid nature of the phenomenon. In 1970, Witte et al. [26] published a paper discussing the explosive triggering of vapor explosions. The only explanation for these fast reactions is that fragmentation would cause an increase in contact area. Fragmentation needs a trigger to be able to overcome the surface energy corresponding to the increase in surface area. Initially, there were 4 theories for the triggering of fragmentation of a droplet of pyrometallurgical phase falling into a large pool of coolant [26]:

1. **Entrapment**: a rapid evaporation of coolant being trapped between the hot phase and the container which blows apart the hot phase [29].
2. **Violent boiling**: forces originating from the rapid production and release of vapor bubbles (transition from film boiling to nucleate boiling) tear apart the hot phase [38].
3. **Shell theory**: a rapid evaporation of coolant suddenly being trapped inside the hot phase which blows apart the hot phase [39].
4. Weber number effect: the forces originating from the relative movement between the coolant and the hot phase tear apart the hot phase [40,41]. It is pointed out that more than one of these hypotheses might be correct, or that there might be a synergetic combination of triggers. The first three of the above hypotheses include the boiling regime in one way or another, which will be discussed in Section 3. Based on the observations in a later study by Witte et al. [42], some modifications of the existing hypotheses on fragmentation were required. For example, during transition boiling the vapor film collapses and reforms with an oscillation time of a few milliseconds, as was observed in earlier experimental work on transition boiling around solid, spherical particles by Stevens et al. [43]. However, Witte et al. [42] found that complete fragmentation occurred in a slightly longer timeframe. As such, if transition boiling has any effect on fragmentation, it is via the initial vapor film collapse. Violent boiling during transition boiling appears to be insignificant (i.e., change above-mentioned hypothesis 2 from ‘Violent boiling’ to ‘Initial film collapse’).

Furthermore, the shell theory also seems rather unlikely. High-speed photography showed a vapor film surrounding the hot droplet just one frame prior to the onset of fragmentation, and it is very unlikely that the coolant penetrated both the vapor film and the droplet in such a short time span. Lastly, the Weber number effect does not appear to have a major influence since fragmentation only occurred once the hot phase reached a certain depth, rather than shortly after penetrating the water. With these results, Witte et al. [42] disproved three of the main hypotheses of that moment. As such, almost all initial hypotheses required adaptations to remain viable.

‘Entrapment’ was the only unchanged hypothesis remaining from the original set, but it is currently known that it can be inhibited by the application of highly non-wetting coatings [44]. Furthermore, it was found from experiments that ‘entrapment’ cannot be the only viable mechanism as explosions have been observed in bulk coolant [15,16,45]. Hence, there was interest in the development of adapted or new hypotheses. For instance, Witte et al. [46] suggested a new hypothesis, namely ‘the shrinking shell theory’. This hypothesis considers a pressure buildup inside the hot droplet due to solidification and shrinkage of the exterior of the droplet, resulting in a bursting of the solidified crust.

Other conclusions by Witte et al. [26] include that the droplet was certainly in the molten state at the onset of fragmentation, and that the trigger should possibly be external. The latter was concluded because when multiple droplets fell into a tank of water, fragmentation of one such droplet seemed to trigger the sequential fragmentation of other neighboring droplets. If triggering of every single droplet was internal, then the fragmentation of different droplets would be uncorrelated. Only the initial trigger could still be internal. All above observations lead to newly proposed hypotheses on how to trigger fragmentation, most of them being related to causing an imbalance. It is assumed that the droplet is kept together by the surface tension, as shown in the following equation:

$$P_{in} - P_{ex} = \frac{4\sigma}{D},$$

where $P_{in}$ and $P_{ex}$ represent the interior and exterior pressure, respectively, $D$ is the diameter of the droplet, and $\sigma$ is the surface tension between the droplet and its surroundings. From this equation, it can be seen that an imbalance can originate from a change in pressure inside or outside the droplet, from a change in surface tension, or a change in droplet size. The latter is unlikely to occur before any of the others has occurred, resulting in the following proposed mechanisms for fragmentation:

1. Fragmentation by entrapment near boundaries: this hypothesis remains the same as before, coolant is being trapped between the hot phase and the container. As such, it evaporates and blasts apart the hot droplet.

2. Fragmentation by vapor film collapse: these are the newly formed hypotheses originating from the transition of film boiling to nucleate boiling. This transition causes the vapor layer to disappear, resulting in some possible mechanisms for fragmentation:
a. Pressure imbalance (outward): the vapor film condensates at its outer boundary. The created void is being filled both by the surrounding liquid coolant and the vapor. Since the vapor has a lower density, it moves faster, expanding its volume. As such, the pressure around the hot droplet decreases and the droplet expands and fragments.

b. Pressure imbalance (impact): the vapor film condensates at its outer boundary and creates a cavity. The surrounding coolant is being sucked into the cavity and will eventually impact the hot droplet symmetrically. This impact causes a compressive pressure pulse in the droplet, which reflects in the center and becomes a diverging wave moving radially outward. This wave also causes an imbalance in pressure.

c. A decrease in surface tension $\sigma$: $\sigma$ is determined by the present phases. If the vapor phase is replaced by a liquid coolant phase, this corresponds to a change in $\sigma$. This changes the forces keeping the droplet together and might result in fragmentation.

d. Thermal shock: heat transfer through the vapor layer occurs mainly by convection and conduction. Once the vapor layer has a sufficiently small thickness, the heat flux leaving the hot droplet becomes that high that the outer part of the droplet can cool down rapidly and experience a thermal shock, resulting in fragmentation.

All above-mentioned mechanisms are induced by a continuous decrease in temperature, but there might be other causes related to geometric effects or even effects which are still unknown.

2.2. Influence of Surroundings on Explosion Behavior

Zyszkowski [47] studied the cooling behavior of molten copper in water as a function of the atmospheric parameters (normal air vs. inert gas), in an attempt to study the Leidenfrost temperature. Initially, he observed two different kinds of behavior: ‘thermal explosion’ and ‘normal course’. The latter ends with a ‘transplosion’, a seemingly explosive ending of the film boiling regime (also see Sections 2.3 and 3.3). In a subsequent study [48], he also observed a different kind of behavior, namely ‘Empty shell particles’ (see Figure 2).

In all cases, the first observed event, as shown in Figure 2, is the moment when the droplet reaches the bottom of the tank. The thermocouple in the bottom registers this contact, and the temperature reaches its maximum value (point A in Figure 2). From here on, the three different courses separated, all having a different transition point $L/L'/L''$ (i.e., the Leidenfrost temperature). In the specific case of thermal explosion, a jet (in order not to mistake this for the jet configuration, it will be called a protrusion in the continuation of this paper) is observed prior to explosion. The protrusion forms approximately at point B, triggers a direct contact between the melt and the liquid coolant and results in a sudden drop in temperature. Fragmentation follows, and the actual explosion then occurs somewhere between point B and C. Once the explosion has passed, the debris solidifies, and, apparently, a new vapor film is formed, which then destabilizes at point L’. Finally, it should be noted that, whenever the sample was molten/heated under an inert gas, only the ‘Normal course’ occurred.

In addition, more recent studies investigated the influence of the environment on the material. An example of such a study was performed by Zielinski et al. [15]. In their study with droplet impingement, they observed that aluminum and gallium did not show spontaneous explosions, whereas tin and galinstan did. Furthermore, the addition of trace amounts of aluminum (0.3 wt%) to galinstan inhibits spontaneous interactions. Zielinski et al. [15] mentioned that this is probably due to the production of non-condensable gasses during the oxidation of the aluminum. The accompanying H$_2$ evolution results in the prevention of the triggering onset. In addition, other researchers also mentioned the inhibition of vapor explosions by non-condensable gasses [49]. On the other hand, the addition of 10 wt% of NaCl to the water made experiments with galinstan even more
energetic, and it also caused a possible spontaneous interaction in experiments with gallium. Other research on the influence of salt additions was performed by Furuya and Kinoshita [22]. In their experiments with the impingement of a droplet of coolant on top of a bath of hot phase (rather than melt into coolant), they observed that for a constant coolant temperature, the temperature range for spontaneous interactions moves to higher initial temperatures of the hot phase with the addition of salts. Later, Furuya and Arai [14] also showed that the quenching temperature (i.e., the temperature of the hot phase at which the vapor film collapses) was increased with the addition of salt. The influence of the initial temperature on this quenching temperature was not investigated; thus, a link with the temperature range for spontaneous interaction could not immediately be provided. More on this temperature range will be discussed in the next section.

Another investigation [50] studied horizontal jets of molten metal in a water tank. Conditions were optimized to inhibit hydrodynamic effects, as to investigate solely thermal fragmentation. The main observation was the influence of the injection temperature \( T_{\text{inj}} \). At low \( T_{\text{inj}} \), the melt would solidify before any interaction could occur. When \( T_{\text{inj}} \) was increased, while keeping the same composition, the melt solidified, while the gas was expanding to a certain extent (see Figure 3A), causing porous, popcorn-like debris. At even higher temperatures, the melt fragmented completely. \( T_{\text{inj}} \) also influenced the ‘distance to explosion’, comparable to the depth of the explosion in impingement experiments, as can be seen in Figure 3B. The decreasing distance to explosion with increasing \( T_{\text{inj}} \) might seem illogical if one assumes that triggering will occur as soon as the temperature of the melt drops below a certain critical value. However, this phenomenon was not further discussed by Bradley and Witte [50].

Bradley and Witte [50] also studied the timeline of the interaction and found that jet expansion took roughly 750 \( \mu \text{s} \), followed by breakdown (in case of an explosion) which took 200 \( \mu \text{s} \) to 500 \( \mu \text{s} \). Finally, they investigated the heat flux during the interaction. They calculated the heat flux from the time to solidify, the average ratio of volume over surface of the melt, the latent heat and the initial temperature (i.e., energy) of the melt. They found an increase in heat flux with increasing initial temperature \( T_{\text{ini}} \). However, the heat flux increased faster than would be expected for flow around a solid. They mention that the heat flux was inversely proportional to the expansion of the jet, which can be understood as the latter caused an increase in surface area (an effect which is not encountered with a solid sphere).
It was impossible for Bradley and Witte [50] to prove any existing or develop a new mechanism for the fragmentation, but they were able to draw some conceptual conclusions:

1. Explosions were observed when the melt was in the liquid state and even when no solidification took place, e.g., superheated mercury will still fragment without reaching its solidification temperature [50], which was also recently observed by the authors of this work [51]. Hence, solidification is not required for fragmentation of the droplet, making ‘the shrinking shell theory’ only a secondary possibility [52].

2. Secondly, Bradley and Witte [50] mention that rapid evaporation of coolant trapped inside the droplet seems very unlikely as there is no sign of coolant penetrating the jet.

3. Furthermore, it is mentioned that the violence of transition-nucleate boiling could not be a necessity for fragmentation since fragmentation also occurs at temperatures of the hot phase ($T_{\text{hot}}$) below the boiling point of water (the reader is again referred to experiments with mercury). Our opinion is that the fragmentation of mercury might occur because of hydrodynamic effects since the latter happen at any temperature.

4. Bradley and Witte [50] could also conclude from their observations that the oscillation time during transition boiling is too long as compared to the duration of the explosion. However, they mention that the first film collapse in transition boiling is a possible cause since it takes only a fraction of the time for complete transition. The observation of explosions taking place after film collapse points to this hypothesis.

Lastly, Bradley and Witte [50] performed a dimensional analysis which resulted in the idea that vapor explosions are driven by the cooling rate. Since the heat flux was never measured in this study, they tried to perform a qualitative experiment. They changed the nozzle material from stainless steel to brass, a material with higher thermal conductivity, which will cause the outer layers of the droplet to cool down faster. They saw that tin at a $T_{\text{hot}}$ that caused explosions with a stainless steel nozzle did not show any explosion with the brass nozzle. Rather, it entered the water as a liquid with a colder surface temperature (decreasing the heat flux) and solidified as popcorn-like strands. The change in behavior with decreasing surface temperature could be explained by the decreasing heat flux, since the temperature difference between the surface of the melt and the coolant was decreased. However, we want to note that in the limiting case, the outer shell of the jet solidified, inhibiting all interaction.

Later, Dullforce et al. [53] investigated the influence of the temperature of both the melt ($T_{\text{hot}}$) and the coolant ($T_l$) on the explosion behavior. They performed many experiments for different combinations of $T_{\text{hot}}$ and $T_l$ and they observed that not all of them resulted in an explosion. They found that there is a certain region in which explosions occur, referred to

![Figure 3. Experimental data of the influence of the injection temperature ($T_{\text{inj}}$) for different materials on (adapted from Reference [50]): (A) Jet expansion; (B) distance to explosion.](image-url)
as the ‘temperature interaction zone’ (TIZ) (see grey area in Figure 4). In their experiments, 12 g of tin was dropped into a tank of water. The droplet cools down, while the coolant keeps a nearly constant temperature. As a result, the combination of $T_{hot}$ and $T_l$ moves to the left on an approximately horizontal line. This line might cross the TIZ, so one might expect an explosion anyway (as long as $T_l$ is sufficiently low). However, that is not how one should read a TIZ. If the cooling curve passes through the TIZ but the initial combination of temperatures lies not within the TIZ, there will be no explosion. This might seem strange but will be discussed later in this review paper. Only if the initial combination of temperatures lies within the borders of the TIZ, an explosion will occur. Witte et al. [26] mention the possible existence of a maximum temperature above which there cannot be any direct contact between the coolant and the hot phase, resulting in a maximum value for the transition temperature. They had the idea that this maximum temperature is equal to the critical temperature of the coolant from the statement of Westwater [54]. However, Westwater only refers to a critical difference in temperature, rather than the critical temperature itself. To the best of our knowledge, no exact value for the maximum contact temperature, i.e., maximum value for the transition temperature, has ever been mentioned in literature.

From the study of Zyszkowski [47], it was seen that a transplosion occurs once the contact temperature has dropped below the Leidenfrost temperature. In case of a thermal instability of the film around a hot plate submerged in a liquid pool, the transition temperature is referred to as the minimum film boiling temperature ($T_{MFB}$). On the other hand, in the case of a thermal instability of the film around a separate droplet on top of a plate, the transition temperature is referred to as the Leidenfrost temperature ($T_{Leid}$). Besides this small configurational difference, both have the same meaning: the temperature below which the vapor film becomes unstable. In ideal circumstances, $T_{Leid}$ is only a function of the properties of the coolant. However, since the hot phase does not have infinitely high heat capacity, density and/or thermal conductivity, the interface temperature will lay between the temperature of the hot and the cold phase. Thus, $T_{Leid}$ for a hot phase in contact with a certain coolant is a function of the properties of both materials. This function was estimated in both a hydrodynamic and a thermal manner, shown in Equations (3) and

![Figure 4](image-url). Representation of the temperature interaction zone (TIZ, grey area) for the interaction of 12 g of tin with distilled water (adapted from Reference [53]).
where \( g \) is the local acceleration of gravity, \( \rho_i \) is the density of phase \( i \), \( \kappa_0 \) is the thermal conductivity coefficient of the vapor, \( \sigma \) is the surface tension between the coolant and its vapor, \( \mu_v \) is the dynamic viscosity of the vapor, \( C_{p,j} \) is the heat capacity of phase \( i \), and \( T_{\text{Leid},\text{ISO}} \) represents the Leidenfrost temperature in ideal circumstances (i.e., with an isothermal hot phase). In Equation (3), an erroneous plus sign was corrected to a minus sign (Equation (2) in Reference [47]). As was explained before, this is not realistic since the hot phase cannot have infinitely high thermal conductivity, heat capacity and/or density.

In Equation (3), the variable \( \theta \) implements the temperature drop during direct contact. Note that the actual Leidenfrost temperature would equal the isothermal Leidenfrost temperature when \( \theta \) equals zero, i.e., when the hot phase has infinitely high properties. In Equation (4), \( T_{\text{HN}} \) is the homogeneous nucleation temperature, which can be related to the critical temperature \( (T_{\text{crit}}) \), the density of the hot phase \( \rho_{\text{hot}} \), the atomic weight of the hot phase \( (\text{ imposes contact model, which, for the transient convective cooling, results in a function of } (kpC_p)_{\text{hot}}. \) For the origin of these equations, the reader is referred to the work of Zyszkowski [47]. It should be noted that \( K \) is almost larger than one; thus, both theoretical correlations (Equations (3) and (4)) predict the Leidenfrost temperature to increase with increasing water temperature \( T_1 \).

\[
T_{\text{Leid}} = K \cdot T_{\text{HN}} + (1 - K)T_1 \quad \text{where} \quad \left\{ \begin{array}{l}
K = \frac{1}{\exp\left(\frac{1.06 \times 10^6}{(kpC_p)_{\text{hot}}} \right) \cdot \text{erfc}\left(\frac{1.06 \times 10^6}{(kpC_p)_{\text{hot}}} \right) - 0.24\rho_{\text{hot}}^2 \sigma \right. \bigg|_{\sigma}^\sigma \end{array} \right.
\]

It can be concluded that a transplosion will occur at different temperatures for different hot phases. The larger the value of \( (kpC_p)_{\text{hot}} \), the closer to the ideal case, the lower the Leidenfrost temperature will be. As such, it seems from the above equations that there should be a (possibly small) influence of the material properties on the Leidenfrost temperature. Material properties might be varied by chemical reaction. As a consequence, Zyszkowski [47] observed that the oxide content of the droplet affected the measured Leidenfrost temperature. A final conclusion by Zyszkowski [47] was that the hydrodynamic correlation appears to be an upper limit for the Leidenfrost temperature. This will be discussed in more detail below.

Kondo et al. [57] further investigated the influence of both the melt temperature and the coolant temperature. They performed experiments in the MELT-II facility and observed different kinds of interaction, depending on the initial conditions. To use the same vocabulary, they will be called interaction modes A, B, C and D, all of which are indicated in Figure 5A. Only interaction modes B and D showed an event with changing pressure (i.e., a vapor explosion) measured by the pressure transducers. Mode A occurs for relatively hot coolant and cold melt phases. It typically has a stable film boiling regime, where the jet can penetrate the water undisturbed (no energetic interaction). Mode B interactions occur when both the coolant and the melt have a relatively high temperature. Multiple pressure pulses
characterize this mode. At even higher melt temperatures, interaction mode C occurs. The vapor production rate is high enough to prevent the film from collapsing; hence, no explosions are observed. At lower coolant temperatures, no vapor film was observed. The interaction in mode D occurs immediately when the jet crosses the water surface, whereas mode B occurred below the water level. The work of Kondo et al. [57] resulted in a new version of Figure 4 (which was obtained for droplet impingement rather than a jet), which can be seen in both images of Figure 5.

![Figure 5](image-url)

**Figure 5.** Influence of temperature of coolant (Y-axis) and melt (X-axis) on (adapted from Reference [57]): (A) Fuel Coolant Interaction modes assigned to the experimental data points; (B) the same data set with film boiling region indicated (according to minimum film boiling temperature model ($T_{MFB}$-model)). In these graphs: $T_{int}$ is the interface temperature; $T_m$ and $T_{bulk}$ are the melting temperature and the bulk temperature of the hot phase; $T_{boil}$, $T_{THN}$, $T_{crit}$ and $T_{MFB}$ are the boiling temperature, the homogeneous nucleation temperature, the critical temperature, and the minimum film boiling temperature of the coolant.

In Figure 5A, the different regions of initial conditions resulting in the different interaction modes are shown. It can clearly be seen that the interaction mode changes when the interface temperature crosses the melting point of the Wood’s metal (78.8 °C), and it changes again when the interface temperature crosses a certain higher temperature, possibly the critical temperature of the water ($T_{crit}$). However, additional lines are needed to explain the difference between interaction modes B and D and the boundary of interaction modes A and C. These lines were obtained by Kondo et al. [57] by taking another look at the minimum film boiling temperature model ($T_{MFB}$-model). Due to the relatively small diameter, they chose to work with the thermal model which was further developed by Baumeister and Simon [56]. In order to derive a new formula within this model, Kondo et al. [57] evaluated two separate cases. If the coolant is at its boiling temperature, a constant (i.e., in steady-state) minimum superheating of the hot phase is needed to sustain film boiling (Equation (5)). Next, in case the coolant has significant subcooling, a necessary condition is that the heat flux leaving the melt should be larger than the heat flux entering the bulk of the coolant (or ‘equal to’ in case of minimum overheating, as shown in Equation (6)). Combining both equations results in a relation for the minimal superheating of the melt to sustain film boiling (Equation (7)). Depending on the cooling behavior of the melt, the minimum superheating should be considered applicable either to the temperature of the melt bulk or the temperature of the melt interface. Both have been plotted in Figure 5B. The difference between Mode B and D is mainly the position of the interaction, i.e., at the water surface or below the water surface. In Mode D, taking place at the water surface, the vapor film is never stable. This results in many small interactions immediately occurring at the water surface. In Mode B, the vapor film is initially stable. The melt falls into the water and cools down. At a certain time, the vapor film becomes unstable and the entire mass
will react at once. As such, it can be said that Mode B is the most dangerous kind of vapor explosion. Mode D is also a kind of vapor explosion, but it is a less dangerous variety.

\[
\Delta T_{\text{min},1} = C \cdot (0.844T_{\text{crit}} - T_{\text{boil}}),
\]

\[
\frac{D}{k_v} \left( k_v \frac{\Delta T_{\text{min},2}}{\delta} + h_l \Delta T_{\text{min},2} \right) = \frac{k_l}{k_v} \left( h_{\text{conv}} \Delta T_{\text{sub}} \right) \leftrightarrow \left( \frac{D}{\delta_{\text{min}}} + Nu_r \right) \Delta T_{\text{min},2} = \frac{k_l}{k_v} Nu_r \Delta T_{\text{sub}} \quad (6)
\]

\[
\Delta T_{\text{min}} = \Delta T_{\text{min},1} + \Delta T_{\text{min},2} = C \cdot (0.844T_{\text{crit}} - T_{\text{boil}}) + \frac{k_l}{k_v} Nu_r \Delta T_{\text{sub}} \approx 101 + 4.1 \Delta T_{\text{sub}}^{5/4}. \quad (7)
\]

Note the difference between Figures 4 and 5: the first one shows experimental lines delineating the area where explosive interactions occur, while the latter shows theoretical lines which seem to define multiple areas. Moreover, the first one shows only interactions below the arc, whereas the latter shows the most intense interactions above the line representing \(T_{\text{MBF}}\). The main difference between both set-ups was that the experiments in Figure 4 were performed with a single droplet of tin, whereas the experiments in Figure 5 used a jet-like introduction of Wood’s metal, with continuous addition of material for a certain amount of time. To our opinion the explosions from Figure 4 are all in Mode D, whereas mode B is only possible in experiments with jets. This can be understood since Mode D shows many small explosions as soon as a small amount of the jet has impinged the water, which is similar to only a single droplet impinging the water as compared to a jet. In case of a jet, cooling of the jet occurs in a different way, making more intense interactions possible, even at combinations of \(T_{\text{hot}}\) and \(T_l\) that are above the line representing \(T_{\text{MBF}}\). This opinion is supported by three more recent studies. Hansson et al. [16] used droplet impingement and clearly saw that the total impact of a vapor explosion resulting from the impingement of a droplet of hot phase into a bath of coolant increased with decreasing coolant temperature. However, Li et al. [25] used jet impingement and literally mentioned that a vapor explosion was expected by the TIZ theory, but no such event was observed. Rather, they observed multiple small-scale vapor explosions. The coolant temperature in these experiments was always around room temperature. The observation of only small-scale interactions by Li et al. [25], could be expected from the results of Kondo et al. [57], who found that large-scale interactions only occur for higher coolant temperatures. This was also confirmed by another recent study regarding jet impingement by Sibamoto et al. [18]. Even though this work discusses a jet of coolant impinging a bath of melt (rather than melt into coolant), the results also showed that the vapor generation is more vigorous for higher water temperatures. Especially noteworthy is the fact that their test with higher coolant temperature (80 °C) resulted in an interaction that plastically deformed the 1 mm thick stainless steel section walls. This is a clear difference between experiments using droplets or jets. Furthermore, Li et al. [25] investigated the size of the debris. Since they used jets, they considered hydrodynamic models for the fragmentation of the jet. These models depend on the relative velocity between the hot phase and the coolant, which continuously decreases from the moment of impingement until the moment of terminal velocity. They observed that the debris size depended on the initial temperature of the melt. According to the ‘critical Weber number theory’, this would mean that experiments using a higher \(T_{\text{hot}}\) (which had smaller debris) would fragment at a higher relative velocity, which was said to be earlier during the descend of the jet. This means that a higher initial temperature will also interact at a higher temperature, as it has had less time for cooling. They also explicitly mention that the influence of the temperature is not embodied well in current fragmentation models; thus, this clearly needs deeper research.

The effect of material properties on the lines in Figure 5 (Equations (3), (4), and (8)) are represented in Figure 6. The goal of this plot is to present the variability of the equations, in order to see which accuracy is needed during the measurement of the different material properties. The plot assumed material properties for the tin-water system at different
temperatures (annotated by ‘min’ and ‘max’ in Figure 6) that can be found in Table 1. Figure 6A shows the variability of the equation for the interface temperature to be equal to either the homogeneous nucleation temperature \(T_{\text{HN}}\) or the critical temperature \(T_{\text{crit}}\) of the coolant. In Equation (8), \(T_i\) represents the temperature of phase \(i\) [6,58]. It can be seen that the maximum variation is 30 K.

\[
T_{\text{HN}}(\text{or } T_{\text{crit}}) = \frac{\sqrt{(\rho k C_p)_{1} T_1} + \sqrt{(\rho k C_p)_{2} T_2}}{\sqrt{(\rho k C_p)_{1}} + \sqrt{(\rho k C_p)_{2}}}.
\]

Figure 6B represents Equations (3) \(T_{\text{hydro}}\) and (4) \(T_{\text{thermal}}\). The latter (which was based on thermal principles) again only shows a difference of approximately 30 K. However, the curve of \(T_{\text{hydro}}\) (based on the hydrodynamic model) shows a big influence of the properties on the slope of the curve. Since this is the function that was based on hydrodynamic principles, it can be assumed that hydrodynamics will be different for different materials. Furthermore, in droplet impingement experiments, the Leidenfrost temperature is important when the temperature of the melt droplet falls below this temperature. It can clearly be seen in Figure 6B that in most cases, the hydrodynamically derived equation results in a higher value for the Leidenfrost temperature as the black curves are situated on the right side of the plot and will be crossed first when cooling a hot melt droplet in a large amount of coolant at constant temperature. As such, the upper limit for \(T_{\text{MB}}\) is determined by the hydrodynamic model, which was also concluded by Zyszkowski [47]. Only in case the hydrodynamic model is not applicable (e.g., when using small droplets),

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Role of material properties in formulas for relevant combinations of melt temperature \((T_{\text{hot}}, X\text{-axis})\) and coolant temperature \((T_{\text{boil}}, Y\text{-axis}): \text{(A) } T_{\text{HN}} \text{ and } T_{\text{crit}} \text{ represent combinations that cause the interface temperature to equal the homogeneous nucleation temperature } (T_{\text{HN}}) \text{ and the critical temperature } (T_{\text{crit}}), \text{ respectively (Equation (8)); (B) minimum film boiling temperature: } T_{\text{hydro}} \text{ and } T_{\text{thermal}} \text{ represent the hydrodynamic (Equation (3)) and thermal model (Equation (4)), respectively. The annotations ‘min’ and ‘max’ relate to higher or lower transition temperature.}}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
\textbf{Parameter} & \textbf{Min} & \textbf{Max} & \textbf{Ref.} & \textbf{Parameter} & \textbf{Min} & \textbf{Max} & \textbf{Ref.} \\
\hline
\(k_{\text{H2O}}\) [J/(m·s·K)] & 0.56 & 0.66 & [1] & \(k_{\text{Sn}}\) [J/(m·s·K)] & 25 & 45 & [59] \\
\(\rho_{\text{H2O}}\) [kg/m³] & 961.9 & 1000 & [1] & \(\rho_{\text{Sn}}\) [kg/m³] & 6300 & 7000 & [60] \\
\(C_{\text{P,H2O}}\) [J/kg K] & 4181 & 4210 & [1] & \(C_{\text{P,Sn}}\) [J/kg K] & 240 & 250 & [61] \\
\(k_{c}\) [J/(m·s·K)] & 0.025 & 0.133 & [1] & \(\mu_{c}\) [Pa·s] & 0.000012 & 0.000030 & [1] \\
\(A_{\text{Sn}}\) [kg/mol] & 0.11871 & 0.11871 & [62] & \(\rho_{\text{v}}\) [kg/m³] & 0.590 & 0.590 & [1] \\
\(\Delta H_{\text{reap}}\) [J/kg] & 2.26·10⁶ & 2.26·10⁶ & [1] & \(\sigma\) [N/m] & 0.0589 & 0.0749 & [1] \\
\(T_{\text{hot}}\) [K] & 373 & 373 & [1] & \(T_{\text{HN}}\) [K] & 586 & 586 & [18] \\
\(T_{\text{crit}}\) [K] & 647 & 647 & [1] & \\
\hline
\end{tabular}
\caption{Material properties used to obtain Figure 6.}
\end{table}
the thermal model can be used to find the Leidenfrost temperature. Since vapor explosions can only occur when the hot material is still liquid at the time of vapor film instability, hydrodynamic instabilities are a higher risk. This is because the vapor film will become unstable at higher temperatures, increasing the possibility of it lying above the melting point of the hot phase.

This thermal destabilization of the vapor film is the applicable mechanism in case of temperature gradients starting from room temperature and going up to temperature above the homogeneous nucleation temperature of the coolant. Such temperature profiles occur in investigations regarding Combustion-induced Rapid Phase Transitions (CRPT) [63]. Even though the origin of the explosion in these investigations is different (no need for liquid hot phase), the explosion phenomenon is rather similar to that of vapor explosions. In the experiments performed by Di Benedetto et al. [64,65], water forms through the combustion of methane. This combustion occurs at a flame and results in a high-temperature gas phase. However, the walls of the section are at lower temperature, where water can condensate. Consequently, a temperature gradient exist in the water going from a low temperature at the wall to a high temperature at the free surface. This free surface does not provide any nucleation spots; thus, the water is superheated to its limiting super-heating temperature. Above this temperature, rapid phase transitions occur, similar to the vapor explosions. As such, CRPT is located at the edge between the fields of chemical explosions and physical explosions. More information regarding CRPT can be found in the respective references.

In the above discussions, it was pointed out that there are some observations that could not be explained immediately. The reader is reminded about the influence of the initial temperature of the melt in horizontal jetting experiments, the influence of the surface temperature of the melt in the same experiments, and the influence of the instantaneous temperature in the TIZ and in the decent of jets. Furthermore, the influence of the material properties was obtained theoretically in Equations (3) and (4), but a theoretical approximation that is independent of any material properties was also found (Equation (7)). Some answers to these uncertainties and some deeper knowledge on these phenomena can be found in research towards heat transfer. Furthermore, it had already been noted by Stevens and Witte [66] that vapor explosions probably depend on the destabilization of the vapor film between the hot phase and the coolant [42,50]. A short overview of research regarding heat transfer is given in the next section.

3. Overview of Studies on Heat Transfer during Boiling

For the remainder of this review paper, it is important to keep in mind four thermal transport modes [67]:

1. Conduction: Heat diffuses through a stationary material (solid, liquid and/or gaseous).
2. Convection: Heat moves through matter (liquid or gaseous) because of relative motions within.
3. Radiation: Heat is transferred between surfaces or between a surface and a fluid by means of electromagnetic radiation.
4. Phase change: Heat is used for a phase transformation. This is often encountered when a fluid undergoes a liquid-vapor or liquid-solid state transformation near a hot/cold surface. This kind of heat transfer is occurring during boiling and will be further elaborated.

Boiling has been studied for many decades to investigate the surface temperature and heat flux. It is well known that when a volatile coolant is used, the heat flux increases sharply when boiling is initiated [67–70]. This can be seen in the boiling curve, which was first discovered by Nukiyama [71]. Via such a curve, it can be observed that boiling occurs in different regimes, depending on the temperature of the hot zone (see Figure 7). The sudden increase in heat flux when boiling is initiated (point B in Figure 7) can be explained by the promoted convection. The density difference between water and vapor is much larger than the density difference between hot and cold water, hence the rise of bubbles during boiling significantly increases convection. At a certain moment (point D in
The plate becomes partially covered by a vapor film, decreasing the heat transfer. A local minimum heat transfer is reached once the plate is completely covered by vapor (point E in Figure 7). Afterward, the heat flux starts again to increase with an increasing temperature as conduction through this vapor film increases with increasing temperature of the hot phase. 

![Figure 7](image-url) 

**Figure 7.** Heat flux (Y-axis) as a function of heater surface temperature (X-axis) showing the different boiling regimes for a horizontal plate submerged in a liquid (adapted from Reference [67]).

Whenever there is contact between a liquid pyrometallurgical phase and a coolant, the superheat is typically large enough for a vapor film to be present, and, hence, direct contact between the coolant and the hot phase is hindered. As such, the film boiling regime is the most important regime in the investigated system. Film boiling has been investigated in many different configurations, but the most relevant one in the context of this work is film boiling around spheres.

### 3.1. Early Descriptions of Film Boiling (at Boiling Temperature)

Bromley et al. [72,73] investigated heat transfer during film boiling and developed a theory based on the conductive and convective heat flow from a horizontal tube to the surrounding liquid, kept at boiling temperature. Radiation was also considered but was found to be negligible for standard ‘low-temperature’ applications. They assumed a dynamic equilibrium in which the heat going to the vapor film is used to continuously vaporize the liquid (heat entering the vapor film), while vapor was continuously leaving the interaction zone because of buoyancy or drag (heat leaving the vapor film). Part of the conducted heat was used to increase the temperature of the vapor layer, decreasing the heat flux towards the liquid. Further assumptions that were made included:

- Viscous flow, during which drag causes a certain velocity profile, is present (this assumption is based on visual evidence).
- The vapor layer is thin compared to the radius of the tube.
- A smooth interface is present between the vapor and the liquid.
- The film has constant thickness.
- The major part of the heat flux leaving the tube is used for evaporation, i.e., the vapor film has a very low heat capacity.
- Negligible kinetic energy is present in the vapor layer.
• It is permitted to use an average value for the temperature difference over the full vapor layer.
• All properties of the vapor film are measured at the boiling temperature.
• The vapor and the liquid are both incompressible.
• The sphere has a uniform temperature.
• Radiation can be neglected.
• Constant relative velocity of the droplet $U_\infty$.
• Constant evaporation rate per unit of area, independent of position around sphere.
• The system is symmetrical.

With these assumptions, their theory resulted in the following equation (obtained after numerical integration) for the heat transfer coefficient for convection ($h_{\text{conv}}$) around a horizontal tube in a boiling liquid (Equation (9)).

$$
h_{\text{conv}} = \frac{D^2 \Delta T \mu_0}{U_\infty k_s \rho_l \rho_p (\lambda')^2} \left( \frac{\pi}{\theta'} \right) \frac{1}{u_{\infty} \lambda'}^\frac{1}{4} \cdot \frac{h_{\text{conv}}}{D \Delta T_{\text{super}}},
$$

where $k_s$ is the thermal conductivity coefficient of the vapor, $\rho_l$ is the density of phase $i$, $g$ is the local acceleration of gravity, $\lambda'$ is the difference in enthalpy between the vapor at its average temperature and the liquid at its boiling point, $D$ is the outside diameter of the tube, $\mu_0$ is the viscosity of the vapor, $\theta'$ is the angle at which the vapor film detaches from the tube measured starting from the forward stagnation point, where the coolant ‘splits’ to pass the obstacle (see Figure 8), $U_\infty$ is the relative velocity between the liquid coolant (bulk) and the hot phase, and $\Delta T$ is the temperature difference between the tube and the boiling liquid. Equation (9) was derived from Bernoulli’s theorem in the vapor film, and from the conservation of mass, momentum and energy between the phases. In the order of magnitude of the vapor film thickness, the coolant and the tube can locally be considered as two parallel plates. The boundary conditions are for laminar flow (no drag) between these parallel plates, one of which is moving (the water, seen from the moving sphere as frame of reference).

Figure 8. Schematic overview of a hot tube in a liquid coolant, showing the relative velocity $U_\infty$, the angular location variable $\theta$, the angle at which the vapor film detaches from the tube $\theta'$, and the radius of the droplet $R$.

Later, Kobayasi [74] used similar principles to find an equation for the heat transfer coefficient around a sphere during forced convection. In his paper, Kobayasi specifically mentions the relevance of this research for the solidification of a droplet of liquid metal falling through a coolant. In the derivation, he assumed axial symmetry. The only difference in the derivation was the shape: Kobayasi investigated heat transfer around a sphere,
whereas, for Bromley et al., it was around a tube. The study of Kobayasi resulted in the following equations:

\[
h_{\text{tot}} = h_r + h_{\text{conv}}
\]

\[
h_r = \frac{\sigma_{sb}}{T_{\text{hot}} - T_1} \left( \frac{T_{\text{hot}}}{100} \right)^4 - e_i \left( \frac{T_i}{100} \right)^4 \]

with \(h_{\text{tot}}\) the total heat transfer coefficient, \(h_r\) the heat transfer coefficient for radiation, and \(h_{\text{conv}}\) the heat transfer coefficient for convection. Here, \(h_r\) is calculated with Equation (11), where \(\sigma_{sb}\) is the Stefan-Boltzmann constant, \(T_i\) is the temperature of phase \(i\) (where 'hot' represents the hot sphere and 'l' the liquid coolant), and \(e_i\) is the emissivity factor of phase \(i\). Caution should be taken when using this equation as to what value is implemented for \(\sigma_{sb}\). Depending on the units, the factor 100 can be omitted [73,75,76]. In literature [67], one can find \(\sigma_{sb} = 5.667 \times 10^{-8} \text{ W/m}^2\text{K}^4\), which is only valid without the factor 100. The factor 100 can be inserted in the equation (as in Equation (11)) if one uses \(\sigma_{sb} = 5.667 \text{ W/m}^2\text{K}^4\). The factor 100 was left in Equation (11), but the correct value and units for \(\sigma_{sb}\) (see Nomenclature) were used.

The heat transfer coefficient for convection is less trivial to determine. Like Bromley et al. [73], Kobayashi [74] also had to calculate the results of his equation numerically. The obtained numerically-fitted equation is presented in Figure 9 for different Prandtl numbers, where \(\text{Nu}, \text{Pr}, \text{Re}, R, v_1\) represent the Nusselt, Prandtl, and Reynold numbers, the radius of the sphere, and the kinematic viscosity of the liquid, respectively. From these figures, it is possible to determine the Nusselt number (and thus the heat transfer coefficient) if one knows the other properties of the liquid, the vapor, and the flow.

![Figure 9](image)

**Figure 9.** Ratio of Nusselt (\(\text{Nu}\)) number and square root of Reynolds (\(\text{Re}\)) number \(\text{Nu}/\sqrt{\text{Re}}\) in water with forced convection film boiling (Y-axis) as a function of sphere size (X-axis) for a variation in energy content \(\Delta' = C_{p,v}(T_{\text{hot}} - T_1)/\lambda '\) at different external conditions (adapted from Reference [74]): (A) 1 ata H\(_2\)O; (B) 40 ata H\(_2\)O (ata is an old pressure unit for the total pressure (hydrostatic + atmospheric)).

Witte [77] also investigated film boiling around a sphere in a flowing and saturated (i.e., at boiling temperature) liquid. In his theoretical investigation, he made the assumption that the liquid velocity at the interface can be calculated from potential flow theory, which resulted in an equation with less variables that can be solved analytically. The investigation started from the energy-mass balance at the interface between the vapor and the liquid, assuming that little energy is used for heating the vapor. Even though the configuration and the assumptions were different (Bromley studied forced convection around a tube, while Witte studied forced convection around a sphere using the potential flow theory),
the numerically-fitted equation found by Bromley (Equation (9)) is very similar to the analytical equation found by Witte (Equation (12)).

$$h_{conv} = \sqrt{\frac{\rho \nu' U \lambda k_v}{8 R \Delta T}} \int_0^{\pi} \frac{\sin^3(\theta)}{2 \sin(\theta')} d\theta' = 0.465 \sqrt{\frac{\rho \nu' U \lambda k_v}{D \Delta T_{super}}}$$  

(12)

3.2. Influence of Subcooling of the Liquid on Boiling Behavior

The models discussed in Section 3.1 are limited to cases where the coolant is at its boiling temperature. When the coolant is not at its boiling temperature, part of the heat is transferred from the hot phase to the liquid coolant, hence creating a temperature gradient inside the liquid coolant, going from its boiling temperature to its bulk temperature. In most practical cases, the coolant has a temperature below its boiling temperature. In this work, the amount of subcooling represents the difference between the coolant bulk temperature and its boiling temperature. In other words, the coolant subcooling should be included in the models to describe reality better.

The influence of the subcooling has been investigated theoretically by Sparrow and Cess [78] and Nishikawa and Ito [79]. These studies are similar to the studies above and mainly show predicted dependencies, which will be discussed in Section 3.6. They differ from the above discussed studies by the fact that they solve a two-phase boundary-layer problem. The problem was solved by using the differential equation of the conservation of mass, momentum, and energy in both boundary-layers. The only difference between the results of Sparrow and Cess [78] and Nishikawa and Ito [79] originates in their assumptions. The first included three assumptions for these equations and the conditions at the interface, whereas Nishikawa and Ito did not agree with the third assumption:

- Viscous dissipation can be neglected due to low velocities (effect on energy conservation).
- Linear temperature profile in vapor film is only in limiting case.
- Flow induced by the shear forces at the interface can be neglected as compared to free convection in both the liquid and the vapor (effect on boundary conditions at the interface)

On the other hand, this influence was also investigated experimentally. One of the first experimental studies on heat transfer in natural convection was performed by Bradfield [80]. In his experiments, he measured the cooling rate of his sample, which showed clear deviations as the boiling regime changes during cooling (see Figure 10A). Even though the figure does not have SI-units, it is clear that, whenever the liquid has higher subcooling (i.e., a lower liquid temperature $T_l$), the onset of film boiling was shifted to higher sphere temperatures, thus having a higher wall temperature $T_{hot}$. Both the maximum heat flux during nucleate boiling (indicated as ‘X’ on Figure 10A for $T_l = 27$ °C) and the minimum heat flux during film boiling (indicated as ‘*’ on Figure 10A for $T_l = 27$ °C) also increased with decreasing $T_l$. If one takes the combination of coolant bulk temperature and the temperature of the corresponding point ‘X’ and puts it in a plot, it is found that this shift in the onset of film boiling is approximately linear with the subcooling of the liquid (see Figure 10B).

3.3. Influence of Relative Movement of Phases on Boiling Behavior

Stevens and Witte [81] performed an experimental study to investigate the influence of both subcooling and relative velocity between hot and cold phases on the transition from film to nucleate boiling (the regime in between is referred to as the transition boiling regime, see Figure 7). They found that the temperature at which transition starts (i.e., the transition temperature ($T_{trans}$), when the first visual proof of destabilization of the vapor film was observed) is independent of the relative velocity between the two phases (in the investigated range) but increases with increasing initial sphere temperature $T_{ini}$ (Figure 11A). Furthermore, they also observed that heat transfer increases with increasing
relative velocity and increasing $T_{ini}$ (Figure 11B). Lastly, they observed that $T_{trans}$ increased with increasing water temperature (grey/black in the same image), which is opposite of what was found before by Bradfield [80]. The results of Stevens and Witte (originally Figure 4 a and b in Reference [81]) later turned out to be erroneous, as the grey line should be above the black line in Figure 11A.

**Figure 10.** Dependency of boiling curve on subcooling of liquid (adapted from Reference [80]): (A): the ratio of heat flux and surface area ($q/A$) versus hot phase temperature ($T_{hot}$) for different values of coolant temperature ($T_l$); (B): ($T_{hot} - T_{boil}$) versus ($T_{boil} - T_l$) at the onset of film boiling (where $T_{boil}$ is the boiling temperature).
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**Figure 11.** Effect of initial temperature ($T_{ini}$, X-axis) in transition boiling regime around a sphere (adapted from Reference [81]): (A) Transition temperature ($T_{trans}$, Y-axis) for different relative velocity ($\bigcirc/\square/\Box$) and coolant temperature $T_l$ (grey/black; this trend later turned out to be erroneous); (B): The heat flux ($q$, Y-axis) for different relative velocities.
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From Figure 11, the following conclusions can be drawn:

a) Increasing the relative velocity ($U_{so}$) between both phases increases the heat leaving the sphere ($\dot{J}/(kg_{hot} \cdot s)$) without changing $T_{trans}$. Because of the higher $U_{so}$, the mass of water passing the hot phase rises ($kg_{water}/(s \cdot kg_{hot})$). The ratio of these quantities is the energy being absorbed by the coolant ($J/kg$). Since both quantities increase with an increasing $U_{so}$, the change in this ratio is minor, i.e., the energy transfer to the water
remains rather constant. This suggests that the transition is determined by a critical
heat flux \( q_{\text{trans}} \), which will be discussed later in this section.

b) Increasing the water temperature \( T_l \) is expected to decrease the heat flux \( q \) to the
water because the driving force (i.e., the temperature difference or gradient) reduces.
The influence of \( T_l \) on \( q \) was not investigated experimentally in this study. On the
contrary, the influence of \( T_l \) on \( T_{\text{trans}} \) was investigated and seemed to result in a higher
transition temperature (Figure 11A). However, this observation was later proven
erroneous.

c) The increased \( T_{\text{trans}} \) for increased \( T_{\text{ini}} \) could indicate a kinetic effect on the destabi-
lization of the vapor film. Keeping in mind a possible \( q_{\text{trans}} \) suggested in conclusion
a), an explanation could be that a higher \( T_{\text{ini}} \) results in a thicker vapor film, which
needs a higher \( \Delta T \) to sustain \( q_{\text{trans}} \) (see Equation (13)). The reader is reminded that
the influence of \( T_{\text{ini}} \) was one of the uncertainties of the studies discussed in Section 2.
It turns out that this influence has been studied before in case of a solid hot phase (cfr.
this study by Stevens and Witte [81]). However, later studies never investigated the
influence of \( T_{\text{ini}} \), even though a lot of open questions remained.

\[
q_{\text{trans}} = h_{\text{trans}} \cdot (T_{\text{trans}} - T_l) = k_{\text{v}} \cdot \frac{(T_{\text{trans}} - T_l)}{\delta_{\text{trans}}}. \tag{13}
\]

A later study by Stevens and Witte [66] also included a characterization of the vapor
layer destabilization (Figure 12A). The transition from film to nucleate boiling occurs in
multiple steps:

1. First, the initial vapor film becomes unstable, either progressively or suddenly (i.e.,
with a transplosion). The name ‘transplosion’ was first mentioned by Stevens and
Witte [82] and was used to describe the very rapid physical interaction caused by
the submergence of a hot phase into a volatile coolant. They saw that the explosive
transition from film boiling to pulsation boiling occurred within 1 frame of the high-
speed video (less than 0.25 ms).

2. The second step is pulsation boiling, during which the prior stable vapor film is
continuously pulsating perpendicular to the sphere surface (either homogeneously or
heterogeneously), as can be seen by the small arrow in Figure 12B.

3. The final step is the movement of the region with pulsation boiling. This region is
sweeping over the surface of the sphere as a ring, resulting in a progressive transition
from film boiling to nucleate boiling. At this moment, both nucleate boiling and film
boiling are observed with a transition zone, i.e., a pulsating vapor ring, in between.
That is why this step in the transition is referred to as 3-region boiling (see Figure 12B).

Figure 12. Additional findings of Stevens and Witte (adapted from Reference [66]): (A) Characteri-
zation of vapor film (and its destabilization, i.e., step 1) as a function of coolant temperature \( T_l \),
X-axis) and initial sphere temperature \( T_{\text{ini}}, Y \)-axis); (B) graphic representation of 3-region boiling
(i.e., step 3).
A little more explanation is required on the destabilization of the vapor shell (above-mentioned step 1). They observed that destabilization of a thin and smooth film (i.e., precipitous instability via transplosion) happened rapidly, whereas it was slower for a thin and irregular film (i.e., progressive instability), while a thick film did not destabilize at all during its passing through the water tank. The difference between these observations is discussed in more detail below:

a) A transplosion (both $T_I$ and $T_{ini}$ are relatively low; cfr. Figure 12).

A rapid change in boiling mode over the entire vapor shell, without any visible indication. In these experiments, a transplosion was observed around a solid. In later research, Zyszkowski [47] observed this phenomenon around solidified debris in his experiments with molten copper (see Section 2.2).

b) A progressive instability (both $T_I$ and $T_{ini}$ have an intermediate value; cfr. Figure 12).

Starts from a stable film with bubble-like irregularities and is defined by the movement, growth and collapse of these irregularities. This triggers oscillations in the vapor film perpendicular to the sphere surface, which then gradually spread over the sphere surface.

c) A thick and stable vapor layer (both $T_I$ and $T_{ini}$ are relatively high; cfr. Figure 12).

No sign of any destabilization, probably because the maximum decrease in temperature in the duration of the experiment was not sufficient to destabilize the vapor film.

From the described observations, we obtain the hypothesis that precipitous destabilization occurs via homogeneous nucleation (many random nucleation sites lead to fast transition), whereas progressive destabilization occurs via heterogeneous nucleation (slow transition due to a smaller number of effective nucleation sites). The reason for this hypothesis is the fact that progressive instability shows more possible nucleation spots. Furthermore, a progressive instability might occur at higher temperatures, inhibiting the homogeneous nucleation of liquid water. However, only the initial temperature was monitored during the experiment; hence, there is no record of the interface temperature at the moment of the instability/transplosion; therefore, this remains uncertain. But, the hypothesis can be endorsed by Figure 11A, where it was seen that $T_{trans}$ increases as $T_{ini}$ increases.

The second observation of Stevens and Witte was that a critical parameter for film boiling stability is the heat flux leaving the hot phase (cfr. the constant heat flux at the moment of transplosion in Figure 13) rather than the temperature of the sphere (cfr. varying $T_{trans}$ in Figure 11A). It was found that there exists a critical heat flux to sustain film boiling, which was also suggested above. This critical heat flux decreases with increasing water temperature $T_I$ (squares vs. circles in Figure 13), probably because warmer water needs less energy to vaporize. A decreased critical heat flux also explains the lower $T_{trans}$ for higher $T_I$ (cfr. Figure 10B). From these observations, we obtain the hypothesis that the critical heat flux will also be a function of the relative velocity between the two phases. We assume that the critical heat flux per unit mass leaving the hot phase ($J/(kg_{hot}·s)$) is determined by the product of a constant (only dependent on coolant temperature, see Figure 13) critical energy entering the water ($J/kg$) and the amount of water passing the hot phase per unit of time ($kg/(kg_{hot}·s)$). Here, the reader is reminded that the considered configuration is that of a relatively small droplet of molten pyrometallurgical phase dropped into a relatively large amount of coolant (see Section 1).

The idea of a critical heat flux can also be used to explain some of the observations in Section 2. For example, if a higher initial temperature $T_{ini}$ is used, this might result in a higher thickness of the vapor layer ($\delta$). Since this vapor layer acts as an insulation for heat transfer, the heat flux will be a function of both the temperature difference and $\delta$. If the temperature of the hot phase $T_{hot}$ is changing more rapidly than $\delta$, then there will be no equilibrium between $T_{hot}$ and $\delta$. As such, $\delta$ could have different values for constant $T_{hot}$, depending on $T_{ini}$. An increase in $\delta$ with increasing $T_{ini}$ explains both the increase in $T_{trans}$ observed in Figure 11A and the decrease in ‘distance to explosive site’ in Figure 3B. Lastly, it also explains why one should not use the instantaneous temperatures in Figure 4.
Another investigation regarding film boiling during both natural and forced convection in both subcooled and saturated water around a sphere was performed by Dhir and Purohit [83]. For the case of natural convection, they performed a theoretical derivation of the equation for Nu (or heat transfer coefficient, similar to theoretical studies discussed above). Next, the heat transfer coefficient around spheres (diameter: 19 mm and 25.4 mm; material: steel, copper and silver) in water was experimentally studied both in natural and forced convection.

In their theoretical analysis, Dhir and Purohit included the solid hot sphere, a vapor layer, a hydrodynamic and thermal boundary layer, and the non-affected surrounding water. The sphere was held at a constant position and the vapor and water within the boundary layer were moving upward by natural convection. They used the same method as both Sparrow and Cess [78] and Nishikawa and Ito [79], namely they started from the differential form of the conservation laws. The difference lays in the assumptions that were made:

- A uniform and constant sphere temperature, resulting from an internal heat source.
- The vapor layer is relatively thin as compared to the sphere radius, implying a linear temperature profile in the film and negligible inertia of the film.
- The hydrodynamic and the thermal boundary layer have the same thickness.
- There is no slip between the vapor layer and the boundary layer.

The analysis resulted in some complex equations, which need to be solved implicitly (the reader is referred to the work of Dhir and Purohit [83] for more details). Besides some material properties and geometrical conditions, the equations also have two dimensionless numbers, Sh and Sc, which can be seen in Equations (14) and (15). They represent the superheating of the melt (difference between $T_{hot}$ and the boiling point of the coolant) and the subcooling of the coolant (difference between $T_i$ and the boiling point of the coolant), respectively. The results of the model are incorporated in Table 2 and further discussed in Sections 3.4 and 3.5.

$$Sh = \frac{C_{p,v} \Delta T_{super}}{\lambda'}, \quad (14)$$
$$Sc = \frac{C_{p,v} \Delta T_{sub}}{\lambda'}, \quad (15)$$
Table 2. Overview of the used influence parameters in the different models for \( Nu \) (Dhir and Purohit; M and E refers to their theoretical model and empirical relation, respectively); clear: not considered in model, grey arrow: considered as a combination of multiple parameters, black arrow: considered by itself; arrows show the effect on \( Nu \) (up = positive correlation, down = negative correlation; only when present in final results (figures/formulas)); ? refers to the assumed typographical error in the formulas for the empirical relation obtained by Dhir and Purohit [83].

| \( Nu \uparrow (T_{\text{trans}} \downarrow, \delta_{\text{trans}} \downarrow) \) | Sparrow and Cess (1962) | Nishikawa and Ito (1965) | Dhir and Purohit M (1978) | Dhir and Purohit E (1978) | Bromley (1953) | Kobayasi (1965) | Witte (1968) |
|---|---|---|---|---|---|---|---|
| Energy transfer vapor \( (Pr_v) \) | ↑ | ↑ | ↑ | ↑ | ↑ | ↑ |
| Superheating \( (Sh) \) | ↓ | ↓ | ↓ | ↓ | ↓ | ↓ |
| Subcooling \( (Sc) \) | ↑ | ↑ | ↑ | ↑ | ↑ |
| Energy transfer liquid \( (Pr_l) \) | ↓ | ↓ | ↓ | ↓ | ↓ |
| Liquid thermal expansion \( \left( \frac{C_p}{\rho} \right) \) | ↓ | ↓ | ↓ | ↓ | ↓ | ↓ |
| \( \mu \)-ratio \( \left( \frac{\mu_v}{\mu_l} \right)^\frac{2}{3} \) | ↓ | ↓ | ↓ | ↓ |
| \( \rho \)-ratio \( \left( \frac{\rho_v}{\rho_l} \right) \) | ↓ | ↓ | ? |
| Archimedes force \( (Ar) \) | ↑ | ↑ | ↑ | ↑ | ↑ | ↑ |
| Fluid velocity \( (Re) \) | ↑ | ↑ | ↑ |
| Methodology | two-phase boundary-layer, vertical plate, without shear | two-phase boundary-layer, vertical plate, with shear | two-phase boundary-layer, sphere, without inertia of vapor | empirical | one-phase boundary-layer, tube | one-phase boundary-layer, sphere | one-phase boundary-layer, sphere, potential flow theory |
Dhir and Purohit [83] did not include forced convection in their model. However, they did study the influence of the relative velocity between both phases experimentally (see Figure 14). It was seen that the transition temperature would increase if the water temperature is decreased, but that the relative velocity showed virtually no influence on the transition temperature. The latter has also been found experimentally by Bradfield [80] (Figure 10B) and by Stevens and Witte [81] (Figure 11A).

Figure 14. Experimental data for the influence of the relative velocity ($U_\infty$, X-axis) on the transition temperature ($T_{\text{trans}}$, Y-axis) at different subcoolings of the coolant (different symbols in graph) (graph created from numerical values in Reference [83]).

3.4. Influence of Material Properties on Boiling Behavior

Dhir and Purohit [83] noticed that the thermophysical properties of the sphere had no effect on the transition temperature during experiments as long as the surface was smooth and clean (data points in Figure 15), even though this was suggested otherwise by Henry in a theoretical study [84] (lines in Figure 15) and is also suggested by Equations (3) and (4). The experimental results of Dhir and Purohit even contradicted their own theory. Furthermore, Dhir and Purohit found an empirical relation for the minimum superheating of the hot phase corresponding with a certain coolant subcooling to obtain film boiling (Equation (16)). Note the similarity between Equation (7) (theoretically approximated) and Equation (16) (empirically determined). Furthermore, Equation (16) shows a linear dependency between $T_{MFB}$ and $T_l$, which was also seen in the theoretically derived Equations (3) and (4).

$$\Delta T_{MFB} = 101 + 8\Delta T_{sub}.$$  \hspace{1cm} (16)

Figure 15. Minimum film boiling temperature for a combination of coolant subcooling ($\Delta T_{sub}$, X-axis) and hot sphere superheating ($\Delta T_{super}$, Y-axis): experimental (data points connected by a single line) versus theoretical (three separate lines less inclined without data points) (adapted from Reference [83]).
In their experiments, Dhir and Purohit [83] also measured the heat transfer coefficient (data points in Figure 16) and compared it to their theoretical model (represented by the dash-dotted lines in Figure 16). It can be seen that the model predicts the same trends as the experiments, but that the predictions are 25–40% lower. Initially, the heat transfer coefficient increases with decreasing water temperature (corresponding to a higher subcooling and, hence, a higher $Sc$ number), but this increase ends in an asymptotic manner. The results have been represented by an empirical relation (Equation (35) in Figure 16; thus, as in Reference [83]), but we assume there is a typographical error in this equation since the units do not match (Equation (37) in Reference [83]). As there is some uncertainty about this equation, we did not include it in this review paper.

![Figure 16](image)

**Figure 16.** Data and models for natural convection heat transfer (represented by $Nu$ (Y-axis)) as a function of the coolant subcooling (represented by $Sc$ (X-axis)) for 19-mm diameter Cu, Ag, and stainless steel spheres (adapted from Reference [83]).

### 3.5. Influence of the Size of the Material on Boiling Behavior

The abovementioned empirical equation (Equation (35) in Figure 16 and in Reference [83]) includes both convection and radiation, where radiation only accounts for 10% of the energy transferred in these experiments. Focusing on the terms for convection, it was observed that the Nusselt number varies with the diameter ($D$) as $D^{3/4}$. The dependence of the heat transfer coefficient on the size of the sphere was proven with another experiment by Dhir and Purohit [83] using a 25.4 mm diameter stainless steel sphere, confirming that the heat transfer coefficient varies with $D^{-1/4}$ ($Nu$ varies with $D^{3/4}$). Furthermore, it was found that their model (dash-dotted line in Figure 16) is an underestimation of the heat transfer. The authors gave three possible explanations for the difference:

1. Underestimation of the interfacial surface area due to small capillary waves.
2. Overestimation of the thickness of the boundary layers due to small capillary waves.
3. Underestimated amount of liquid sucked from the convective boundary layer, thereby thinning the vapor film.

### 3.6. Comparison of Previous Results

A final series of experiments was performed to investigate the influence of the relative velocity between the sphere and the water on the heat transfer coefficient. First, the experiments were performed with water at its boiling point (Figure 17A). The figure also...
shows some relations determined by other researchers that were discussed above (e.g., the curve referred to as ‘Bromley [73] for cylinders’ represents Equation (9)). Dhir and Purohit mention that Witte did not take buoyancy into account, which could explain the difference. Witte himself mentioned that he expected this formula to be an underestimation by a factor of 4.25. He found this factor 4.25 based on the comparison of his theoretical derivation with experimental results, both for forced convection in saturated water around horizontal cylinders. He had no immediate physical explanation for this factor but assumed that it would also be applicable for the derivation for spheres. This factor 4.25 would bring the curve much closer to the experimental values.

\[ N_u = N_{u0} + 0.8 \sqrt{Re} \]

\[ \text{Nu} = \text{Nu}_{0} + 0.8 \sqrt{\text{Re}} \]

Figure 17. Heat transfer coefficient (represented by Nusselt number (Y-axis)) during forced convection around a 19-mm stainless steel sphere as a function of relative velocity (represented by Reynolds number (X-axis)) for different sphere and coolant temperatures (adapted from Reference [83]): (A) Saturated water; (B) subcooled water.

Afterwards, the combination of subcooling ($\Delta T_{sub}$) and relative velocity (represented by $Re$) was investigated (see Figure 17B). The increase in $Nu$ by decreasing the water temperature is observed in this representation, as well, also showing the diminishing influence of subcooling. Furthermore, it is expected that the effect of the subcooling will be negligible as compared to the forced convection effect. Finally, Equation (17) was found as an empirical relation including both $\Delta T_{sub}$ (represented as $Sc$) and $Re$ for forced convection. The main difference between the empirical equation from Figure 16 and Equation (17) is that the latter neglects radiation and thermal expansion. The influence of the subcooling is implemented similarly in both equations.

\[ \frac{C_{Pu} \Delta T_{sub}}{Pr \cdot l^2} = 0.0185 \]

\[ \times = 0.24 \quad + 0.0371 \]

\[ \times = 0.31 - 0.45 \quad + 0.056 - 0.093 \]

\[ \left( \frac{\text{Nu} - \text{Nu}_0}{\text{Nu}_0} \right) \times 10^2 \]

\[ N_u = N_{u0} + 0.8 \sqrt{Re} \left( 1 + \frac{Sc \cdot Pr_v \cdot \mu_l}{Sh \cdot Pr_l \cdot \mu_v} \right). \]  

(17)

It was seen that these equations for natural convection around a sphere are dependent on a total of 9 variables. The equations of Sparrow and Cess [78] for natural convection only had 5 variables. Nishikawa and Ito added a 6th variable for the case of natural convection, whereas Kobayasi [74] named 4 variables for the case of forced convection.

This variation in the number of used influencing parameters has been visualized in Table 2. In this table, grey indicates that the model uses a combination of multiple parameters that are related to each other but are independent in other models (e.g., Sparrow and Cess [78] combine the ‘liquid thermal expansion’, the ‘viscosity ratio’, and the ‘density ratio’ into one variable, whereas Dhir and Purohit [83] consider these as three different variables). Furthermore, it was attempted to show the influence of the different parameters. However, this was not straightforward as most of these models are numerical which implies that the influences need to be obtained from the resulting graphs. Even more, some authors did not include the influence of every variable in their graphs. Even though they considered the variables in the derivation, they did not include the influence of that
particular variable in the published results. This is visualized in Table 2 as an empty black cell.

From Table 2, it can be seen that the model of Dhir and Purohit [83] (see ‘Dhir and Purohit M. (1978)’) uses almost all parameters that were used by any of the other discussed models, showing the progress that has been made over the years. On the other hand, they also provided an empirical model (see ‘Dhir & Purohit E. (1978)’) showing many of the same parameters in the tested range. It should be noted that a problem arose because of the assumed typographical error in their paper, making it impossible to determine the influence of the ‘liquid thermal expansion’ and of the ‘density ratio’ (represented by a question mark in a black cell). Finally, the models of Bromley [73], Kobayasi [74] and Witte [77] have been added to the right-most columns, since these consider forced convection. For these cases, Witte intentionally included less variables in order to make an analytical solution possible. The reason for the uncertainty about the influence of the ‘Archimedes force’ in the model of Kobayasi is that he did not exactly use a dimensionless number on the X-axis in his graphs (see Figures 3–5 in Reference [74]). Taking into account the suspected critical heat flux \( q_{\text{trans}} \), it can be concluded that an increasing \( Nu \) (for constant geometry, conductivity of the vapor, and critical heat flux of the coolant) causes an increased heat transfer coefficient, which will result in a decreased transition temperature \( T_{\text{trans}} \), and decreased film thickness \( \delta_{\text{trans}} \) (see Equation (13)).

Many of the above-cited authors mention the relevance of research regarding boiling regimes in the investigation of vapor explosions. Dhir and Purohit [83] even had a section in their paper called ‘An application to fuel-coolant thermal interactions’. This proves that it has been thought for a long time that heat transfer will play a major role in the phenomenon of vapor explosions, demonstrating the relevance of the above section. Unfortunately, recent studies regarding heat transfer during film boiling have not been able to explain the abovementioned problems. One of these more recent studies is the investigation by Jouhara and Axcell [85] in 2009. They performed an experimental study in which they mainly had similar observations as were made before by other researchers like Stevens and Witte [66]. The main difference in the experimental part was possibly because of the improved technology, making new observations possible. This proves the relevance of repeating experiments, as long as one remembers former studies, which was nicely demonstrated by Jouhara and Axcell [85]. Besides their experimental work, they also tried to model heat transfer around a vertical plate. Their model showed a discrepancy of about 10%, which could increase with increasing plate dimensions. This proves that heat transfer is still not completely understood today. The next section further shows the relevance of understanding on heat transfer in the implementation and development of contemporary models for vapor explosions.

4. Modeling Vapor Explosions

In Section 3, some steady-state models (implying a heat source inside the droplet) for heat transfer were described. Dhir and Purohit [83] stated that these models can be interesting in case the time constant for heat transfer is large relative to the time constant for the dynamics of the vapor film (i.e., a quasi-static temperature profile while the thickness of the vapor film is changing). However, they do not prove the validity of this assumption. Furthermore, the reader is referred to Section 2.3, where the temperature interaction zone (TIZ) was discussed. There, it was said that no explosion would occur if the initial conditions are outside of the TIZ, even if the instantaneous combination of temperatures passed through this zone, probably due to the dynamics of the vapor layer. In other words, the temperature of both phases is expected to change more rapidly than the thickness of the vapor layer and as such, no quasi-steady-state is expected. This idea is supported by the fact that \( T_{\text{trans}} \) is a function of \( T_{\text{ini}} \), suggesting that vapor film dynamics are slower than heat transfer dynamics. Hsiao et al. [52] said that the vapor film in the film boiling regime is not in steady-state, but that both the temperature field and the vapor film are
in an unsteady-state. Further research is definitely needed on this subject, showing the importance of transient models.

However, steady-state models are also interesting as they can be used to make rough predictions about the heat transfer, which can be related to the TIZ. Matsumura and Nariai [86] used this method and they found that the shape of the TIZ depended on the heat transfer coefficient $h$, which was expected as the $T_{MB}$ depends on $h$, as well. Their results qualitatively agree well with the TIZ obtained by Dullforce et al. [53], which was represented in Figure 4.

More recent models include parametric and transient models. Parametric models are of high value for industry but are of lesser importance for fundamental research. These models are often capable of predicting whether a vapor explosion will occur, but they cannot say why it occurs or how it can be prevented. Transient models are better for fundamental research but they might require a lot of computational power on industrial scale. In this review paper, only transient models will be further discussed. More information about parametric models can be found in Reference [9,10,23].

Further research regarding the various steps during a vapor explosion was performed by Hsiao et al. [52]. They developed an analytical model for the occurring events after impingement of a hot molten drop into a volatile coolant, including vapor film collapse and droplet fragmentation. They specifically included the idea that the vapor film collapses locally rather than homogeneously. Because of heterogeneous collapsing, the moving coolant might form a protrusion [87], which could penetrate the droplet and cause fragmentation according to Board et al. [88]. Using data available at that time regarding heat flux from a submerged nickel foil in water ($9.148 \times 10^7$ W/m² [89]), typical duration of collapse of the vapor film around the same nickel foil (30 µs [89]) and limit-of-superheat temperature (i.e., $T_{HN}$, 269 °C [90]), Hsiao et al. [52] were able to estimate the volume change due to evaporation. This volume change happens so rapidly during the cyclic growth and collapse of the vapor film that it is sometimes referred to as flashing [52] of the superheated coolant. The used data resulted in a layer with a thickness of 0.4 µm in which the coolant reached $T_{HN}$. Evaporation of this layer results in a vapor layer of a few hundred micrometers, which corresponds well with experimental measurements by Stevens et al. (250 µm [82]). The volume change resulting from the evaporation of this layer (0.4 µm expands to 250 µm) is very small and cannot be responsible for the vapor explosions according to Hsiao et al. [52]. As such, flashing must be followed by an additional heat transfer and corresponding volume change. The question remains whether this energy is sufficient to cause fragmentation.

Since transient models include time, they usually consist of differential equations. The reader is referred to the work of Hsiao et al. [52] for the explicit development of equations on fragmentation and on the transient vapor film thickness. Only the main conclusions are mentioned here. For example, equations for the motion of the droplet in air and the impingement with water do not show any indication for fragmentation. Furthermore, combining these first two steps (falling in air and entering water) has a calculated duration similar to experimentally found times between the molten-metal/water contact and fragmentation. The idea of Witte et al. [42]—initial vapor film collapse causes fragmentation—still remains valid. Moreover, the assumption of direct contact between the melt and the coolant results in similar heat fluxes as experimentally found by Board et al. [89], suggesting the validity of this assumption. The model was also used to determine the thickness $\delta$ of the vapor film. This $\delta$ corresponds well with experiments, suggesting the validity of the model. The model for $\delta$ is represented in Figure 18 as a function of a dimensionless time $\tau$ for varying angular locations $\theta$. The main observations include:

- Angular locations below 90° do not show a significant difference in vapor film thickness with time (as compared to higher angles).
- The initial vapor film thickness is rather constant, but increases faster and more for higher angles.
- After a certain time, the film thickness reaches a maximum and then starts to decrease.
Lastly, Hsiao et al. [52] mention that they have two new possible mechanisms for fragmentation. The first possibility is based on the cyclic collapse and regrowth of the vapor film, which was experimentally observed by Board et al. [88] prior to fragmentation. As such, it is opted that this cyclic process might cause a pressure imbalance, resulting in the droplet fragmentation. The second possibility is based on the direct contact between the melt and the coolant. At the moment of this direct contact, the heat flux peaks, and the contact temperature suddenly drops to a lower value. As a consequence, the melt will shrink, causing tensile stresses inside the droplet. If these stresses become sufficiently high, they might result in cavitation of the melt and cause fragmentation. This mechanism is an extreme variant of ‘thermal shock’ which was described in Section 2.1.

Since the research of Hsiao et al. [52], multiple transient models were developed [91–94]. One particular model is that of Medhekar et al. [95]. In contrast to the paper of Hsiao et al. [52], which mainly focused on the equations for the temperature field, the velocity field, and the general appearance (i.e., the thickness of the vapor film) during vapor film destabilization, Medhekar et al. [95] focused more on the consequences of the vapor explosion (i.e., the pressure peak and the velocity profile that result from the explosion). The developed model takes into account three phases of which two are liquids (melt/liquid coolant/gaseous coolant). The equations are described in 3D, but the results apply to a 1D simulation for different melt compositions into water. The reader is referred to the paper of Medhekar et al. [95] for a complete overview of their model. Some of the results can be seen in Figure 19. There, the pressure profiles following the interactions between different melts and water are represented. The initial conditions for these simulations can be found in Table 3. The water was always at its boiling temperature and $T_{\text{hot}}$ was similar for all experiments, except for the one with thermite, since iron has a higher melting temperature (1538 °C [62]). It should be noted that the radius of the melt droplet was always the same, but the total volume was varied as to change the volume fraction of the melt. This change in total volume causes a change in energy density between the two cases with tin. The total amount of vapor was varied to investigate the influence of the vapor void fraction in cases tin(A) versus tin(B), which could be a representation of the influence of the moment of triggering. Finally, the amplitude of the trigger was varied for the different melts depending on the stability of the system. It can be seen that tin(B) used a larger trigger than tin(A); this is because the larger vapor void fraction causes the vapor film to be more stable in case of tin(B).

Figure 18. Time dependence (dimensionless time $\tilde{\tau}$ on the X-axis) of vapor film thickness $\Delta$ (represented dimensionless on the Y-axis) for different angular locations $\theta$ (adapted from Reference [52]).
tin(A); this is because the larger vapor void fraction causes the vapor film to be more stable in case of tin(B).

Figure 19. Calculated pressure profiles for different melts in water: (A) tin(A); (B) aluminum; (C) thermite; (D) tin(B) (adapted from Reference [95]).

Table 3. Relevant initial conditions for the calculations of Reference [95] (cfr. Figure 19).

| System          | Tin(A)-H\textsubscript{2}O | Thermite-H\textsubscript{2}O | Al-H\textsubscript{2}O | Tin(B)-H\textsubscript{2}O |
|-----------------|-----------------------------|-------------------------------|------------------------|---------------------------|
| Pressure (MPa)  | 0.1                         | 0.1                           | 0.1                    | 0.1                       |
| Hot phase temperature (K) | 1123                        | 2500                          | 1273                   | 1123                      |
| Water temperature (K)  | 373                         | 373                           | 373                    | 373                       |
| Hot phase volume fraction | 0.4                        | 0.3                           | 0.3                    | 0.2                       |
| Vapor void fraction    | 0.1                         | 0.1                           | 0.1                    | 0.2                       |
| Hot phase drop radius (m) | 0.005                      | 0.005                         | 0.005                  | 0.005                     |
| Trigger ($\times 10^6$ kg/(m$^3$s)) | 40                          | 16                            | 12                     | 50                        |
| Energy content (cal/cm$^3$) | 153                        | 574                           | 157                    | 77                        |

The peak pressures in Figure 19 show that the maximum value increases with the energy density of the experiment, as does the distance after which this maximum is obtained. This is because a higher pressure corresponds with a faster traveling wave, which can be observed by counting the time increments in the different images (which also applies to explosions in air [96]). Lastly, Medhekar et al. [95] mention that even with a larger trigger, the case of tin(B) could not escalate into an explosion, even though both cases with tin result in similar coolant velocities and fragmentation rates.

Lastly, it should be mentioned that Medhekar et al. [95] mention themselves that their simulations are not perfect since the initial conditions are not realistic (e.g., concentric cylindrical vapor layer in simulation, whereas reality has a concentric conical shaped vapor layer (i.e., a vertical combination of tin(A) and tin(B))). More work is needed to improve these kinds of models, but they do argue that this approach is able to investigate the steps that occur in vapor explosions after triggering.

This study, together with many others, was the basis for current research in the modeling of vapor explosions. As a specific example, Berthoud [8] mentions that the model of Medhekar et al. [95] is one of the models that is similar to IDEMO, a parametric model.
developed by Carachalios et al. [97]. In a more recent paper, Meignen [9] reviewed some of the existing parametric models, including IDEMO. This shows that the current models had their roots in the models that were developed long ago. These more recent parametric models are out of the scope of this study but prove the relevance of the older models.

5. Conclusions and Outlook

The scope of this paper was to investigate vapor explosions in small-scale from a heat transfer point of view, but these fundamental studies are relatively rare in more recent studies, as compared to a few decennia in the past. We believe that the impact of these older and more fundamental studies are currently being underestimated. With this review paper, we hope to revitalize these more fundamental investigations, but we want to emphasize that all recent studies discussed in our review paper are also important in the development of our understanding of vapor explosions. These more recent papers sometimes tackled specific problems from a more applied point of view and are, thus, very relevant for industry. For instance, specific compositions have been investigated both in the present and in the past, but it seems like there is no knowledge about the exact influence of a variable composition outside of the previously investigated ranges. Even though, today, industries have more direct benefits from the more practical research that is currently being performed, we have the opinion that a better understanding of the fundamental behavior of vapor explosions will result in new insights in how to prevent vapor explosions with severe consequences. This paper gave a review of the relevant fundamental studies carried out from a heat transfer point of view, which can be used as a basis for further fundamental research.

The interaction between a liquid hot phase and a liquid coolant could lead to a vapor explosion. It was mentioned that such a vapor explosion for experiments with droplet impingement can only occur for certain combination of temperatures of the hot and cold phase (within the temperature interaction zone TIZ). However, the borders of the TIZ seem rather uncertain, as there has been a misunderstanding about the role of the critical temperature of the coolant at these borders. Further research would certainly be valuable on this specific topic. Furthermore, in these experiments with a liquid coolant and a liquid hot phase, it is hard to focus on the transition temperature as it is no longer possible to put a thermocouple inside the hot phase during the experiments. From here on, the focus was mainly on whether or not a certain combination of materials and temperatures would cause a vapor explosion, rather than on the characteristics of the heat transfer. The as-such performed experiments with jets could be divided into four categories, depending on their initial conditions for coolant and melt temperature:

- **Mode A** (cold metal, warm water):
  Film boiling with low vapor production rate, stable penetration and break-up, no explosion.

- **Mode B** (medium metal, warm water):
  Periods of film boiling interrupted by coherent breakdown of the film, real vapor explosion.

- **Mode C** (warm metal, warm water):
  Film boiling above the critical temperature of water, delayed break-up, no explosion.

- **Mode D** (medium metal, cold water):
  Nucleate or transition boiling (no stable film), no penetration, rapid small explosions.

Mode B was argued to be the most severe kind of vapor explosion since the high water temperature allowed for some penetration of the melt in the coolant. As such, all energy could be released at once rather than being immediately released at the first contact with the water (Mode D), which is more similar to what happens in experiments with droplet impingement.
Research towards heat transfer started approximately 70 years ago. Most initial studies were about the heat transfer coefficient \(h\) (or the Nusselt number \(Nu\)) between a hot solid surface and water at its boiling point. As such, by neglecting radiation, it could be assumed that all heat was transferred from the surface towards the vapor layer. Any heat passing through the vapor layer will result in evaporation of the surrounding liquid, resulting in the addition of heat to the vapor layer rather than to the surrounding liquid. Variations were investigated in the shape of the surface and the kind of convection. Later studies varied the coolant temperature to not solely focus on coolants at their boiling temperature. The following relations were found [73,74,77–81,83]:

- \(Nu\) (related to heat transfer coefficient) increases with decreasing coolant temperature.
- \(Nu\) increases with decreasing temperature of the hot phase.
- \(Nu\) increases with increasing Reynolds number \(Re\). At low \(Re\), the influence of the temperature of all phases is rather important, but it loses importance as \(Re\) is increased.
- The heat flux leaving the hot phase increases with increasing relative velocity.
- The heat flux increases with an increase in the initial temperature of the hot phase.
- The transition temperature increases as a function of the initial temperature of the hot phase.
- The relative velocity does not have an influence on the transition temperature.
- The transition temperature decreases with increasing coolant bulk temperature.
- The highest heat flux in nucleation boiling increases with decreasing coolant temperature.
- The temperature range for transition boiling moves to higher temperatures for colder surrounding liquid. The temperature of the hot phase resulting in the minimum heat flux increases linearly with decreasing coolant temperature.

The transition temperature increases as a function of the initial temperature of the hot phase. When the bulk temperature of the coolant decreases, the critical heat flux increases.

The temperature at the moment of transition from film boiling to transition boiling is referred to as the transition temperature. In the case of a thermal instability of the film, this temperature corresponds to the minimum film boiling temperature \(T_{MFB}\) and was investigated both experimentally and theoretically. Earlier theoretical studies [55,56] revealed two different manners to determine \(T_{MFB}\): a thermal model and a hydrodynamic model. \(T_{MFB}\) in the thermal model (small amount of hot phase with low relative velocity) is independent (or weakly dependent) on the material used as the hot phase. Furthermore, it was found that the thermal model only shows minor changes when the input properties are varied (hence, minor influence of the used material), whereas the hydrodynamic model shows a major change. It was concluded that the hydrodynamic model has the upper hand (over the thermal model), whenever it is applicable. In case it is not applicable, thermal effects might still destabilize the vapor film. Further research is required to determine when the hydrodynamical model is applicable, thus investigating the influence of the destabilizing properties (e.g., the relative velocity) on the triggerability of vapor explosions outside of the TIZ.

A diagram of coolant temperature versus hot phase temperature was used when investigating the phenomena occurring during cooling. Initially, the hot phase was a small sphere which was moving through a large tank of water. The following observations were made [66]:

- The vapor film was thick/stable when the sphere and the coolant were at a high temperature.
- The film remained thick when the initial temperature of the hot phase was decreased until the vapor film became unstable. On the other hand, the film became thinner and showed irregularities when the initial coolant temperature was decreased. In that case, cooling of the hot phase resulted in a progressive transition from film boiling to transition boiling.
- When both initial temperatures were decreased, a thin and smooth vapor film was observed. Cooling of the hot phase was followed by an abrupt change of film boiling to
transition boiling (a transplosion). The line representing the transplosion was defined as that line where the heat flux equals a minimum heat flux to sustain film boiling. The higher the coolant temperature, the lower the minimum heat flux to sustain film boiling.

Initially, researchers observed that the initial temperature of the hot phase is directly proportional with the transition temperature \[81\]. However, later experiments often used a single hot phase temperature \[16,83\]. Moreover, theoretical studies often assumed steady-state. As such, no transient system could be investigated and the influence of the initial temperature was ignored. Further investigating of this dynamic behavior of the vapor film could result in a better understanding about the moment and way of triggering of vapor explosions, resulting in a possible better prevention of severe accidents. The easiest way to investigate the transient behavior is to further explore the influence of the initial temperature on the timing of the vapor explosion. In addition, modeling of heat transfer could be used to estimate the temperature of the melt at the moment of the interaction.

Lastly, some transient models were discussed. It was explained that these models are important in getting a better understanding about the dynamics of both heat transfer and the vapor film, thus in determining which of these processes has the shortest time constant. This was important to determine whether the vapor film can be assumed in a quasi-steady-state during experiments. The first model was used to investigate the behavior of the vapor film during film boiling. It was explicitly mentioned that the vapor film might collapse locally, and the growth and collapse of the film can clearly be observed for different positions around the droplet. A more recent model was discussed afterwards, simulating the behavior after a steam explosion. Focus was laid on the pressure and velocity profile following a vapor explosion, revealing that a larger vapor void fraction at the moment of triggering results in more stable film boiling and inhibits vapor explosions. Furthermore, it seems that the maximum value of the peak pressure increases with increasing initial energy content. Further research would be valuable to confirm/improve these transient models.
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Abbreviations

| Symbol | Definition |
|--------|------------|
| \( \Delta t \) | Atomic weight \([\text{kg/mol}]\) |
| \( C_{p,i} \) | Heat capacity of phase \(i\) \([\text{J/(kg·K)}]\) |
| \( D \) | Outside diameter of tube/sphere/droplet \([\text{m}]\) |
| \( g \) | Local acceleration of gravity \([\text{m/s}^2]\) |
| \( h \) | Heat transfer coefficient \([\text{W/(K·m)}]\) |
| \( \Delta H_{\text{evap}} \) | Enthalpy of evaporation \([\text{J/kg}]\) |
| \( k_i \) | Thermal conductivity coefficient of phase \(i\) \([\text{W/(K·m)}]\) |
| \( P \) | Pressure \([\text{Pa}]\) |
| \( q \) | Heat flux per unit of area \([\text{W/m}^2]\) |
| \( R \) | Radius of the tube/sphere/droplet \([\text{m}]\) |
| \( T_i \) | The temperature of phase \(i\) \([\text{K}]\) |
| \( U_{\infty} \) | The relative velocity between the hot phase and the cold phase \([\text{m/s}]\) |
$\delta$ Thickness of vapor layer [m]
$\epsilon_i$ Emissivity factor of phase $i$ [-]
$\theta'$ The angle at which vapor layer detaches from the hot phase [-]
$\lambda'$ The difference in enthalpy between vapor at its average temperature and liquid at its boiling point (approximately equal to latent heat) [J/kg]
$\mu_i$ Dynamic viscosity of phase $i$ [Pa s]
$\rho_i$ The density of phase $i$ [kg/m$^3$]
$\sigma$ Surface tension [J/m$^2$]
$\sigma_{sb}$ Stefan-Boltzmann constant [5.667 W/(m$^2$·K$^4$)]
$Nu$ Nusselt number: ratio of convective to conductive heat transfer [-]
$Re$ Reynolds number: ratio of inertial forces to viscous forces [-]
$Pr$ Prandtl number: ratio of momentum diffusivity to thermal diffusivity [-]
$Sh$ Dimensionless superheating [-]
$Sc$ Dimensionless subcooling [-]
Subscripts
$boil$ boiling
$conv$ convection
$crit$ critical point
$evap$ evaporation
$hot$ Hot phase (e.g., melt droplet)
$HN$ Homogeneous nucleation
$i$ interface
$ini$ initial
$l$ Liquid coolant
$Leid$ Leidenfrost (thermal transition temperature for discrete droplet)
$MFB$ Minimum Film Boiling (thermal transition temperature for submerged plate)
$r$ radiation
$sub$ Subcooling (i.e., difference between $T_i$ and coolant boiling point)
tot total
$trans$ transition
$v$ vapor/gaseous coolant
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