Gaussian processes reconstruction of modified gravitational wave propagation
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Recent work has shown that modified gravitational wave (GW) propagation can be a powerful probe of dark energy and modified gravity, specific to GW observations. We use the technique of Gaussian processes, that allows the reconstruction of a function from the data without assuming any parametrization, to measurements of the GW luminosity distance from simulated joint GW-GRB detections, combined with measurements of the electromagnetic luminosity distance by simulated DES data. For the GW events we consider both a second-generation LIGO/Virgo/Kagra (HLVKI) network, and a third-generation detector such as the Einstein Telescope. We find that the HVLKI network at target sensitivity, with $O(15)$ neutron star binaries with electromagnetic counterpart, could already detect deviations from GR at a level predicted by some modified gravity models, and a third-generation detector such as ET would have a remarkable discovery potential. We discuss the complementarity of the Gaussian processes technique to the $(\Xi_0, n)$ parametrization of modified GW propagation.

I. INTRODUCTION

In cosmology there are several possible extensions of the flat-space notion of distance. In many contexts, the relevant quantity is the luminosity distance $d_L$, which is defined by $F = L/(4\pi d_L^2)$, where $F$ is the energy flux received by the observer and $L$ is the intrinsic luminosity of the source. The relation between $d_L$ and the source redshift $z$ carries important cosmological information. In a generic cosmological model with dark energy (DE) density $\Omega_{DE}(z)$, it is given by

$$d_L(z) = \frac{1+z}{H_0} \int_0^z \frac{dz'}{E(z')} , \quad (1)$$

where

$$E(z) = \sqrt{\Omega_R(1+z)^4 + \Omega_M(1+z)^3 + \Omega_{DE}(z)} \quad (2)$$

and we used standard notation: $H_0$ is the Hubble parameter; $\Omega_{M,R} = \rho_{M,R}/\rho_0$ are the densities of matter and radiation at the present time $t_0$, normalized to closure energy density $\rho_0$, and $\Omega_{DE}(z) = \rho_{DE}(z)/\rho_0$ (we also assumed flatness, for simplicity). In particular, in $\Lambda$CDM, $\Omega_{DE}(z) = \Omega_\Lambda$ is a constant, while in a generic theory with DE equation of state $w_{DE}(z)$,

$$\Omega_{DE}(z) = \Omega_{DE} \exp \left\{ 3 \int_0^z \frac{d\tilde{z}}{1+\tilde{z}} \left[ 1 + w_{DE}(\tilde{z}) \right] \right\} , \quad (3)$$

where $\Omega_{DE} \equiv \Omega_{DE}(z = 0)$. At $z \ll 1$ eq. (1) reduces to Hubble’s law $d_L \simeq H_0^{-1} z$, so the $d_L - z$ relation is only sensitive to $H_0$. In contrast, a determination of both $d_L$ and $z$ for sources at higher redshift can give information also on dark energy, by measuring $\Omega_{DE}$ and $w_{DE}(z)$.

Type Ia supernovae (SNe) are the classic example of use of the $d_L - z$ relation and provided the first evidence for the accelerated expansion of the Universe [1, 2]. In the context of standard General Relativity (GR), the coalescence of compact binaries provides another way of measuring $d_L$, as was realized long ago [3] (see e.g. [4–21] for a sample of the many developments of the idea), so these sources are referred to as “standard sirens”, the GW analogue of standard candles. Together with a determination of the redshift (which is not obtained by the gravitational signal and must be obtained from an electromagnetic counterpart or with statistical techniques), this allows us to use GW observations as probes of cosmology. Recently, thanks to the observation of the electromagnetic counterpart to the binary neutron star (NS) coalescence GW170817 [22–24], a measurement of $H_0$ with standard sirens has been performed for the first time [25]. Given the low redshift of GW170817, $z \simeq 0.01$, no direct information on dark energy could be obtained from it. However, in the near future, the second-generation (2G) network made by the two advanced LIGO detectors, advanced Virgo, Kagra and LIGO India (HLVKI), at target sensitivity, will detect NS-NS binaries up to $z \sim 0.1$, out of which several could have an electromagnetic counterpart. Third-generation detectors such as the Einstein Telescope (ET) [26] or Cosmic Explorer [27], that could be operating in the mid 2030s, would extend the reach to fully cosmological distances. ET would detect binary black hole (BH) mergers up to $z \sim 20$, and NS-NS mergers up to $z \simeq 2 - 3$, with rates of order $10^5 - 10^6$ events per year [9, 28, 29]. Depending on the network of telescopes and GRB satellites that will be operating at that time, in a few years ET could collect hundreds of NS-NS coalescences with observed electromagnetic counterpart [29, 30].

Recently it has been appreciated that, in theories where GR is modified on cosmological scales, standard
sirens do not measure the same luminosity distance as electromagnetic probes [19, 20, 31–39]. One must then distinguish between an ‘electromagnetic luminosity distance’ \(d_{\text{em}}^\text{gw}\), given by the standard expression (1,2), and a ‘GW luminosity distance’ \(d_L^\text{gw}\). To see how the difference emerges recall that, in GR, the propagation of GWs in \(A_t\) amplitude with polarization labeled by \(\delta\) ‘GW luminosity distance’ \(d_L^\text{gw}\) to the higher-dimensional theory. Form (5), and rather expresses the flux conservation in the \(\eta\) discussion). In this case, modified GW propagation also takes place in a different context, within the DGP model [42] (see also [43] for reduced bulk. It was in fact first discovered in this text, namely in theories with extra dimensions, where \(a\) is the scale factor (we use units \(c = 1\)). In modified gravity this equation, in general, is also modified. However, a change of the numerical coefficient of the \(k^2\hat{h}_A\) is now basically excluded because it would affect the speed of GWs. This is now bounded at the level \(|v_{\text{gw}} - c|/c < O(10^{-15})\) by the observation of GW170817/GRB 170817A \([24]\). A consequence of eq. (4) is that, in the propagation across cosmological distances, the amplitude of GWs decreases as \(1/a(\eta)\). In the amplitude emitted from coalescing binaries this factors combines with other factors coming from the transformation of masses and GW frequency from the source frame to the detector frame, to produce the usual dependence of the GW amplitude from the luminosity distance, \(\hat{h}_A(\eta, k) \propto 1/d_L(z)\) (see e.g. Section 4.1.4 of [40] for a textbook derivation).

However, in general models of modified gravity that pass the speed-of-gravity test still modify the ‘friction term’ \(2H\hat{h}'_A\), so that eq. (4) is replaced by

\[
\hat{h}''_A + 2H\hat{h}'_A + k^2\hat{h}_A = 0, \quad (5)
\]

for some function \(\delta(\eta)\). This behavior has been first found explicitly in scalar-tensor theories of the Horndeski class [31, 33, 35–37] and in nonlocal infrared modifications of gravity [19, 20]. The analysis in [41] showed that also scalar-tensor theories of the DHOST type, as well as bigravity, display this phenomenon, so an equation of propagation of the form (5) is completely generic and appears in all the best studied models of modified gravity. In some instances the effect is related to the time variation of the Newton constant (or, equivalently, of the Planck mass) that takes place in these models. This however, is not generic, and there are models where the function \(\delta(\eta)\) in eq. (5) is not related to a time-varying Planck mass; see the discussion in sect. III of [20]. Modified GW propagation also takes place in a different context, namely in theories with extra dimensions, where it is a consequence of the loss of gravitons to a higher-dimensional bulk. It was in fact first discovered in this context, within the DGP model [42] (see also [43] for recent discussion). In this case, modified GW propagation is in general no longer governed by an equation of the form (5), and rather expresses the flux conservation in the higher-dimensional theory.

When the propagation equation is governed by (5), it is possible to show that, after propagation from the source to the observer, in the GW amplitude the standard factor \(1/d_L^\text{em}\) obtained from a GR computation is replaced by \(1/d_L^\text{gw}\), where [19, 20]

\[
d_L^\text{gw}(z) = d_L^\text{em}(z) \exp \left\{ -\int_0^z \frac{dz'}{1+z'} \delta(z') \right\}, \quad (6)
\]

(see also Sect. 19.6.3 of [44] for a textbook discussion). GW measurements can therefore access the quantity \(\delta(z)\), or equivalently \(d_L^\text{gw}(z)/d_L^\text{em}(z)\), which is a smoking gun of modified gravity and of the dark-energy sector of alternatives to \(\Lambda\)CDM.

There are several reasons why this observable is particularly interesting:

- A generic modified gravity theories affects both the cosmological evolution at the background level, and the cosmological perturbations. The modification of the background evolution are encoded in the DE equation of state \(w_{\text{DE}}(z)\), as in eq. (3). At the perturbation level, modified gravity in general affects both scalar and tensor perturbations. The modification in the background evolution and in the scalar perturbation sector are probed with standard electromagnetic observations (in particular, scalar perturbations are probed by the growth of structures and by lensing). Tensor perturbations, i.e. GWs propagating over a FRW background, can however be probed only by GW observations. This is a new observational window, that we are beginning to open now, thanks to the first spectacular detections by advanced LIGO and advanced Virgo, and that will be fully exploited with 3G detectors such as the Einstein Telescope; apart from the result on the speed of GWs, this is still virgin territory, where surprises might await for us. The fact that this territory can only be explored by GW observation makes modified GW propagation a privileged observable for GW experiments.

- As pointed out in [19, 20], a second reason for the importance of this observable is that, in a modified gravity model where the deviation of \(d_L^\text{gw}(z)/d_L^\text{em}(z)\) from 1 is of the same order as the deviation of \(w_{\text{DE}}(z)\) from the \(\Lambda\)CDM value \(-1\), observationally the effect of \(d_L^\text{gw}(z)/d_L^\text{em}(z)\) dominates on the effect of \(w_{\text{DE}}(z)\). This is due to the fact that the parameters \(H_0\) and \(\Omega_M\) that appear in eqs. (1) and (2) are not fixed, but must be determined within each model by comparison with the data. If we change \(w_{\text{DE}}\), with respect to the \(\Lambda\)CDM value \(w_{\text{DE}} = -1\), the values of \(H_0\) and \(\Omega_M\) will also change. Since a fit to CMB and BAO data basically amounts to requiring that the model reproduces some fixed distance scales at large redshifts, \(H_0\) and \(\Omega_M\) will change in such a way to partially compensate the change in luminosity distance induced by \(w_{\text{DE}}\) at large \(z\). Thus, a change in
$w_{\text{DE}}$ by, say, 10% with respect to the ΛCDM value $w_{\text{DE}} = -1$, at the large redshift where we are no longer in the Hubble law regime will result in a relative change of $d_L^{\text{em}}$ by only, say, 1%. In contrast, the effect from modified GW propagation encoded in eq. (6) is an extra effect, which is not compensated by a corresponding change in the value of the cosmological parameters.

- Last but not least, the deviations from GR in the tensor sector can be much larger than for the background evolution or for the scalar sector. Indeed, at the background level, assuming a constant DE equation of state $w_{\text{DE}}(z) = w_0$, Planck 2015 combined with other datasets gives $w_0 = -1.006 \pm 0.045$ [45], which indicates that the deviation from ΛCDM is bounded at the 4.5% level. Using the more realistic $(w_0, w_a)$ parametrization [see eq. (7) below], one finds $w_0 = -0.961 \pm 0.077$ and $w_a = -0.28^{+0.31}_{-0.27}$, so in this case deviations for $w_0$ from $-1$ are bounded at the 7.7% level. Similarly, the DES Y1 results [46] put bounds at the level of 7% on the deviation of scalar perturbations from ΛCDM. One could then naturally guess that a modified gravity model that fits current data, and therefore does not deviate by more than $(5 - 7)\%$ from ΛCDM in the background evolution and in scalar perturbations, will not deviate much more in the tensor sector, either. Surprisingly, this is not true. In [47] were discussed the cosmological predictions of a modified gravity model (a variant of the nonlocal infrared modification of gravity proposed in [48], with initial conditions set during inflation; see [49] for review) that is very close to ΛCDM in the background evolution and scalar perturbations, and fit all cosmological data very well, and still in the tensor sector, at the redshifts available to 3G detectors, can differ from GR by as much as 60%, see Fig. 1. Independently of the virtues of this specific model, this gives an explicit example of the fact that modified GW propagation provides a window on dark energy and modified gravity that could reserve great surprises.

II. GAUSSIAN PROCESSES VERSUS EXPLICIT PARAMETRIZATIONS

In order to see the effect of modified GW propagation in observational data, the simplest approach is to use a parametrization of the redshift dependence, either of $\delta(z)$, or of $d_L^{gw}(z)/d_L^{em}(z)$. This is similar to what is done for the equation of state of DE, which is usually parametrized in terms of the two parameters $(w_0, w_a)$, as [50, 51]

$$w_{\text{DE}}(z) = w_0 + z(1+z)^{-1}w_a. \quad (7)$$

It turns out that there is a very natural parametrization for $d_L^{gw}(z)/d_L^{em}(z)$ in terms of two parameters $(\Xi_0, \eta)$, given by [20]

$$d_L^{gw}(z) = d_L^{em}(z) + \Xi_0 = 0 + \frac{1 - \Xi_0}{1 + z^\eta} . \quad (8)$$

This expression reproduces the fact that, as the redshift of the source goes to zero, there is no effect from modified GW propagation, so $d_L^{gw}/d_L^{em}$ must go to one. At large $z$, with the parametrization $(8)$, $d_L^{gw}/d_L^{em}$ approaches a constant value $\Xi_0$. This is motivated by the fact that, in typical modified gravity models, DE is a recent phenomenon, so the modifications to GR, and therefore the function $\delta(z)$, go to zero at large redshift. Then, the integral that determines $d_L^{gw}(z)/d_L^{em}(z)$ in eq. (6) saturates to constant at large $z$.

Indeed, it has been found that eq. (8) accurately reproduces the behavior of $d_L^{gw}/d_L^{em}$ predicted from most modified gravity models. Fig. 1 shows the result in a nonlocal modification of gravity (the so-called ‘RT’ model) proposed in [48], as a function of the only free parameter of the model, $\Delta N$, that corresponds to the number of e-folds before the end of inflation at the epoch when initial conditions $O(1)$ are set on some auxiliary field of the theory (see [47] for details, refs. [49, 52] for reviews of the model, and refs. [52–58] for further related work). For all values $\Delta N$, the predictions for $d_L^{gw}(z)/d_L^{em}(z)$ are very accurately reproduced by eq. (8), at a level that the fit would be basically indistinguishable from the numerical prediction, on the scale of Fig. 1; for instance, the values of $(\Xi_0, n)$ from a fit to these curves are $\Xi_0 = \{0.93, 1.28, 1.50, 1.67\}$ and $n = \{2.59, 2.07, 1.99, 1.94\}$ for $\Delta N = \{0, 34, 50, 64\}$, respectively [47]. Note in particular, that, in the last case, the deviation of $\Xi_0$ from the GR value $\Xi_0 = 1$ is larger than 60%!

Equation (6) can be inverted for $\delta(z)$, giving

$$\delta(z) = -(1+z) \frac{d}{dz} \log \left( \frac{d_L^{gw}(z)}{d_L^{em}(z)} \right). \quad (9)$$

![FIG. 1. The function $d_L^{gw}(z)/d_L^{em}(z)$ for the nonlocal RT model with initial conditions during radiation dominance, i.e. $\Delta N = 0$ (blue solid line), and for initial conditions set during inflation at $\Delta N$ e-folds before the end of inflation, for $\Delta N = 34$ (magenta, dashed), $\Delta N = 50$ (green, dot-dashed) and $\Delta N = 64$ (cyan, dot-dashed). From ref. [47].](image-url)
The parametrization (8) of $d_L^\text{GW}(z)/d_L^\text{em}(z)$ then implies a corresponding parametrization of $\delta(z)$, [20]

$$\delta(z) = \frac{n(1-\Xi_0)}{1-\Xi_0 + \Xi_0(1+z)^n}.$$  \hspace{1cm} (10)

A detailed study in [41] has revealed that the parametrizations (8) and (10) fit remarkably well the predictions of a large class of models (various Horndeski theories with different choices of the functions that characterize them, or several variant of nonlocal gravity), with two notable exceptions. One is bigravity, where the coupling between the two metrics gives rise to a series of oscillations in $d_L^\text{GW}(z)/d_L^\text{em}(z)$. The second are DHOST theories, where the parametrization (10) misses a bump in $\delta(z)$. Nevertheless, in the latter case eq. (8) still reproduces reasonably well the behavior of $d_L^\text{GW}(z)/d_L^\text{em}(z)$. This is due to the fact that the effect of the bump in $\delta(z)$ is smoothed out by the integration in eq. (6), so that $d_L^\text{GW}(z)/d_L^\text{em}(z)$ maintains the monotonic behavior described by eq. (8). This shows that the parametrization (8) for $d_L^\text{GW}(z)/d_L^\text{em}(z)$ is more solid than the corresponding parametrization for $\delta(z)$. From some point of view this is good news, since it shows that eq. (8) is a good starting point for searching for modified GW propagation in the data, given that $d_L^\text{GW}(z)$ and $d_L^\text{em}(z)$ are the directly observable quantities. On the other hand, this might not be sufficient to reconstruct detailed features of $\delta(z)$, which might carry distinct imprints of the cosmological model.

This fact, together with the existence of at least one example, bigravity, where eq. (8) is not appropriate, stimulates the development of a complementary approach, not based on the use of a specific parametrization. A natural possibility is provided by the method of Gaussian processes (GP). GP is a regression method based on “Supervised Machine Learning”.\footnote{\url{http://www.gaussianprocess.org}} It is a nonparametric technique which can reconstruct the distribution of a function from the training of the dataset, without assuming any parametrization for it. The GP method is very suitable for reconstructing the functions $d_L^\text{GW}(z)$ and $d_L^\text{em}(z)$ and their derivatives directly from the data. Having the distributions and covariances of these distance functions from GP, the reconstruction of $\delta(z)$ can be obtained. Many applications of GP in cosmology can be found in [17, 59–67]. In particular, in [17] this technique has been applied to the reconstruction of the dark energy equation of state to simulated data from the Einstein Telescope, in combination with other cosmological informations. In the present paper we use the Python package \textit{Gaussian process in Python} (GaPP), which is developed by Seikel \textit{et al.} [59], to derive our results. The principle, algorithm and the code details can also be found in [59].

**FIG. 2.** The redshift distribution of mock DES supernovae.

### III. MOCK DATASETS

To perform our analysis, we consider simulated measurements of the electromagnetic luminosity distance from DES supernovae. The generation of the mock data follows Section III B of [64], where a redshift range from $z_{\text{min}}^{\text{(DES)}} = 0.05$ to $z_{\text{max}}^{\text{(DES)}} = 1.2$ is considered and the errors on luminosity distance are estimated by using Table 14 of [68]. We assume a fiducial LCDM cosmology with Hubble parameter $H_0 = 67.64 \text{ km s}^{-1}\text{Mpc}^{-1}$ and present fraction of matter energy density $\Omega_M = 0.3087$, corresponding to the mean values obtained from the CMB+SNe+BAO dataset described in Section 3 of [29]. For each SN at given $z$, the ‘measured’ value of the luminosity distance is then obtained by randomly scattering the corresponding value of $d_L(z)$ in the fiducial model, according to a Gaussian distribution centered around it and with a standard deviation given by the estimated DES error on luminosity distance. Fig. 2 shows the redshift distribution of the resulting catalog, containing 3443 SNe Ia whose light curves are obtained in a time period of five years. Table I gives a simplified description of the mock data, using the same redshift bins as in the histogram of Fig. 2. The table shows the mean value and the standard deviation of the relative error on luminosity distance $\Delta d_L/d_L$ for each redshift bin and the same quantities are plotted in Fig. 3. The drop in the relative error on luminosity distance beyond redshift $z = 1$ is due to selection effects at high redshift and is explained in Section 5.1 of [68].

For the reconstruction of the GW luminosity distance, we consider two cases: the second-generation network made by advanced LIGO, advanced Virgo, Kagra and LIGO India (HLVKI) at target sensitivity, or a third-generation detector such as the Einstein Telescope. In both cases, we consider GW events from binary neutron star mergers with a redshift determined through the joint observation of a gamma-ray burst (GRB), using the mock catalogs of joint GW-GRB events generated in [29]. The generation of those catalogs uses a state-of-the-art treatment of the merger of binary neutron stars, that takes into account both the star formation rate and models.
of the time delay between the formation of the binary and the merger. The binary formation is assumed to follow the cosmic star formation rate modeled as in [69], while for the time delay distribution we use a power law with a minimum allowed time to coalescence of 20 Myr. Following Section 2.1 of [29], the overall normalization of the merger rate is fixed by matching with the local rate estimated from the O1 LIGO and O2 LIGO/Virgo observation runs [70]. We assume a Gaussian distribution for the neutron star masses and we consider 10 yr of data and an 80% duty cycle for each of the detectors included in the analysis, with a SNR=12 threshold for the total signal-to-noise ratio of a detection (the reader is referred to Section 2.1 of [29] for further details about the SNR calculation). The instrumental contribution to the error on luminosity distance has been estimated as $\Delta d_L/d_L = 1/\text{SNR}$. In principle, a further contribution to $\Delta d_L/d_L$ comes from weak lensing. In [9, 10] it was modeled as $(\Delta d_L(z)/d_L(z))_{\text{lensing}} = 0.05 z$, while the more recent study in [71] gives a significantly smaller effect. In any case, even with the pessimistic estimate $(\Delta d_L(z)/d_L(z))_{\text{lensing}} = 0.05 z$, the lensing contribution is negligible for GW detections at HLQVI and it is also subdominant for sources detected at the Einstein Telescope with $z < 1.5$, which constitute 99% of all the events with a detected GRB counterpart in the final ET catalog that we will consider. On the other hand, for low-redshift sources the contribution due to the peculiar Hubble flow is important and, if not corrected for, gives an error on the redshift that can be modeled as due to an unknown peculiar velocity of order $\pm 200 \text{ km/s}$ [72]. Here we assume, conservatively, that this error is not corrected for, and we then propagate it to determine its contribution to the error on luminosity distance (see however [73] for strategies for correcting the errors due to peculiar velocities). The gravitational wave luminosity distance for the events of the mock catalog is drawn from a Gaussian distribution centered around the value from a fiducial cosmology and with standard deviation given by the sum in quadrature of the errors on luminosity distance described before. In this work we consider two different fiducial cosmologies for GW detections:

- the $\Lambda$CDM model with $H_0 = 67.64 \text{ km/s/Mpc}$ and $\Omega_M = 0.3087$ already used for the DES mock catalog;
- the RT nonlocal model with initial conditions set at $\Delta N = 64$ e-folds before the end of inflation, introduced in Section II.

In the following, we will simply refer to those choices as the “$\Lambda$CDM” and the “RT” fiducial cosmologies, without repeating again the specifications. In the case of the RT fiducial, the modifications in the cosmological background with respect to $\Lambda$CDM are so small that the electromagnetic luminosity distances in the two models differ by just a few parts per thousand. That contribution is utterly negligible when compared to the modified gravitational wave propagation effect in eq. (6) for the RT

| redshift bin | number of DES SNe | mean $\Delta d_L/d_L$ | mean $\Delta d_L/d_L$ | standard deviation of $\Delta d_L/d_L$ |
|-------------|-------------------|------------------------|------------------------|-------------------------------------|
| (0.05 , 0.1)| 23                | 0.07500                | 0.07837                | 0.00552                             |
| (0.1 , 0.15)| 58                | 0.12478                | 0.06913                | 0.00530                             |
| (0.15 , 0.2)| 57                | 0.17478                | 0.06963                | 0.00553                             |
| (0.2 , 0.25)| 146               | 0.22491                | 0.06461                | 0.00418                             |
| (0.25 , 0.3)| 145               | 0.27491                | 0.06514                | 0.00398                             |
| (0.3 , 0.35)| 240               | 0.32490                | 0.07345                | 0.00533                             |
| (0.35 , 0.4)| 240               | 0.37490                | 0.07401                | 0.00542                             |
| (0.4 , 0.45)| 313               | 0.42496                | 0.07878                | 0.00623                             |
| (0.45 , 0.5)| 312               | 0.47496                | 0.07882                | 0.00676                             |
| (0.5 , 0.55)| 288               | 0.52491                | 0.08453                | 0.00725                             |
| (0.55 , 0.6)| 288               | 0.57491                | 0.08404                | 0.00788                             |
| (0.6 , 0.65)| 219               | 0.62489                | 0.08434                | 0.00729                             |
| (0.65 , 0.7)| 219               | 0.67489                | 0.08239                | 0.00679                             |
| (0.7 , 0.75)| 153               | 0.72484                | 0.09729                | 0.01058                             |
| (0.75 , 0.8)| 153               | 0.77484                | 0.09683                | 0.00916                             |
| (0.8 , 0.85)| 118               | 0.82490                | 0.10683                | 0.01139                             |
| (0.85 , 0.9)| 117               | 0.87490                | 0.10603                | 0.01003                             |
| (0.9 , 0.95)| 97                | 0.92487                | 0.11714                | 0.01506                             |
| (0.95 , 1.0)| 96                | 0.97487                | 0.12033                | 0.01603                             |
| (1.0 , 1.05)| 55                | 1.02455                | 0.05602                | 0.00964                             |
| (1.05 , 1.1)| 55                | 1.07455                | 0.05565                | 0.00283                             |
| (1.1 , 1.15)| 25                | 1.12400                | 0.07794                | 0.00936                             |
| (1.15 , 1.2)| 26                | 1.17500                | 0.07842                | 0.00579                             |

TABLE I. The mean value and the variance of the relative error on luminosity distance $\Delta d_L/d_L$, averaging over the events in the given redshift bin, for the catalog of DES supernovae shown in Fig. 2.

FIG. 3. The relative error $\Delta d_L/d_L$ for the catalog of DES supernovae shown in Fig. 2 and Table I. The cyan shaded area corresponds to the single supernovae, while the coordinates of the blue points are given by the mean values of the redshift and of $\Delta d_L/d_L$ in each redshift bin, with the bins chosen as in Fig. 2. The blue error bars are the standard deviations of $\Delta d_L/d_L$ in each redshift bin.
model, which amounts to a deviation from GR by more than 60%. As a consequence the fiducial values of the gravitational wave luminosity distance can be simply obtained by multiplying those from ΛCDM by the factor \(d_L^{gw}(z)/d_L^{em}(z)\) in eq. (8) with \(\Xi_0 = 1.67\) and \(n = 1.94\). For the error on luminosity distance, we reasonably assume the relative error to be the same as in the case of the ΛCDM fiducial cosmology, so we also multiply the ΛCDM absolute error by the same factor in eq. (8). Beside the intrinsic interest of the model, the use of the RT nonlocal model as a fiducial cosmological model can be seen as a case study for exploring the results of Gaussian processes reconstruction when the reference theory has a non-trivial GW propagation equation, despite being fully compatible with electromagnetic observations. Once the mock catalog of GW detections is built, we extract the events whose GRB emission is actually detected. A full explanation for this final stage in the construction of mock data can be found in Section 2.2 of [29], where the criterion for retaining a GW event in the GW-GRB catalog requires the peak flux of the GRB emission to be above the flux limit of the satellite considered for detection, which is Fermi-GBM for GW events at the HLVKI 2G network, and the proposed THESEUS mission [74] for GW events detected at the Einstein Telescope. In the ET/THESEUS catalog we only consider a fraction 1/3 of the events selected by the procedure above, since only the central part of the XGIS spectrometer on board THESEUS will be capable of arcmin localization of sources (this corresponds to the “realistic” assumption for the FOV of THESEUS in Section 2.2.2 of [29]). Table II shows a realization (containing 15 sources) for the catalog of joint GW-GRB events at the second-generation network HLVKI, assuming ΛCDM as fiducial cosmology. For the case of Einstein Telescope we present the redshift distribution of the sources in Fig. 4 and the corresponding description of the instrumental error on luminosity distance in Table III, with the same meaning of columns as in Table I. Fig. 5 is a plot for the error on luminosity distance of the 169 events in the catalog realization considered in Table III.

IV. RESULTS

We use the Gaussian processes method to reconstruct the functions \(d_L^{em}(z)\) and \(d_L^{gw}(z)\), as well as their derivatives with respect to redshift \(d_L^{em,\prime}(z)\) and \(d_L^{gw,\prime}(z)\), with the mock datasets of electromagnetic and gravitational-wave observations described in Section III. Fig. 6 shows the result of the reconstruction for the electromagnetic luminosity distance and its derivative with respect to redshift, by using the DES mock dataset\(^2\). For the GW

\[
\begin{array}{|c|c|c|c|}
\hline
z & d_L \text{ (Mpc)} & \Delta d_L \text{ (Mpc)} \\
\hline
0.029271 & 134.815 & 4.000 \\
0.035195 & 157.475 & 5.636 \\
0.060585 & 283.567 & 18.706 \\
0.066283 & 316.373 & 14.509 \\
0.071053 & 327.381 & 20.085 \\
0.071730 & 342.952 & 16.957 \\
0.076180 & 341.595 & 22.360 \\
0.081919 & 418.469 & 30.238 \\
0.088698 & 396.734 & 25.757 \\
0.091869 & 402.590 & 34.170 \\
0.094237 & 406.423 & 31.472 \\
0.095288 & 432.996 & 36.423 \\
0.099956 & 491.071 & 31.721 \\
0.102531 & 416.627 & 36.858 \\
0.114869 & 626.939 & 43.010 \\
\hline
\end{array}
\]

\[\begin{array}{|c|c|c|c|}
\hline
\text{redshift bin} & \text{number of GW-GRB} & \text{mean redshift} & \text{mean } \Delta d_L/d_L \\
\text{number of sources} & \text{redshift} & \text{standard deviation of } \Delta d_L/d_L \\
\hline
(0.1 , 0.2) & 4 & 0.15001 & 0.01784 & 0.00692 \\
(0.2 , 0.3) & 24 & 0.24043 & 0.02558 & 0.00680 \\
(0.3 , 0.4) & 27 & 0.35535 & 0.03529 & 0.01004 \\
(0.4 , 0.5) & 28 & 0.44966 & 0.04843 & 0.01528 \\
(0.5 , 0.6) & 9 & 0.53785 & 0.05646 & 0.01807 \\
(0.6 , 0.7) & 14 & 0.64540 & 0.05329 & 0.01318 \\
(0.7 , 0.8) & 13 & 0.73793 & 0.05493 & 0.01368 \\
(0.8 , 0.9) & 8 & 0.85497 & 0.06413 & 0.00746 \\
(0.9 , 1.0) & 4 & 0.93702 & 0.06257 & 0.01228 \\
(1.0 , 1.1) & 6 & 1.05334 & 0.06494 & 0.00651 \\
(1.1 , 1.2) & 3 & 1.15162 & 0.06749 & 0.00246 \\
(1.2 , 1.3) & 1 & 1.25943 & 0.07373 & 0 \\
(1.3 , 1.4) & – & – & – & – \\
(1.4 , 1.5) & 2 & 1.45375 & 0.07851 & 0.00398 \\
(1.5 , 1.6) & 1 & 1.58407 & 0.07577 & 0 \\
(1.6 , 1.7) & 1 & 1.62843 & 0.07947 & 0 \\
\hline
\end{array}\]

TABLE II. The events in a realization of joint GW-GRB mock sources, with gravitational wave and gamma-ray burst detections at the HLVKI network and Fermi-GBM respectively (from ref. [29]).

\[\begin{array}{|c|c|c|c|c|}
\hline
\text{redshift bin} & \text{number of GW-GRB} & \text{mean redshift} & \text{mean } \Delta d_L/d_L \\
\hline
(0.1 , 0.2) & 4 & 0.15001 & 0.01784 & 0.00692 \\
(0.2 , 0.3) & 24 & 0.24043 & 0.02558 & 0.00680 \\
(0.3 , 0.4) & 27 & 0.35535 & 0.03529 & 0.01004 \\
(0.4 , 0.5) & 28 & 0.44966 & 0.04843 & 0.01528 \\
(0.5 , 0.6) & 9 & 0.53785 & 0.05646 & 0.01807 \\
(0.6 , 0.7) & 14 & 0.64540 & 0.05329 & 0.01318 \\
(0.7 , 0.8) & 13 & 0.73793 & 0.05493 & 0.01368 \\
(0.8 , 0.9) & 8 & 0.85497 & 0.06413 & 0.00746 \\
(0.9 , 1.0) & 4 & 0.93702 & 0.06257 & 0.01228 \\
(1.0 , 1.1) & 6 & 1.05334 & 0.06494 & 0.00651 \\
(1.1 , 1.2) & 3 & 1.15162 & 0.06749 & 0.00246 \\
(1.2 , 1.3) & 1 & 1.25943 & 0.07373 & 0 \\
(1.3 , 1.4) & – & – & – & – \\
(1.4 , 1.5) & 2 & 1.45375 & 0.07851 & 0.00398 \\
(1.5 , 1.6) & 1 & 1.58407 & 0.07577 & 0 \\
(1.6 , 1.7) & 1 & 1.62843 & 0.07947 & 0 \\
\hline
\end{array}\]

TABLE III. The mean value and the variance of the ET instrumental contribution to \(\Delta d_L/d_L\), averaging over the events in the given redshift bin, for the specific realization of the catalog of joint GW-GRB detections shown in Fig. 4 (from ref. [29]).

\[\text{We recall from Section III that, contrary to } d_L^{gw}(z), \text{the difference in } d_L^{em}(z) \text{ between } \Lambda\text{CDM and the RT model is very small (a few parts per thousand). Therefore we can safely neglect it and consider the same mock catalog of supernovae for both fiducial cosmological models.}\]
luminosity distance, we show the results in two separate subsections for each mock dataset used (HLVKI or ET). Given a reconstruction of the functions \(d_{L}^{gw}(z)\) and \(d_{L}^{em}(z)\), we can then reconstruct the luminosity distance ratio

\[
D(z) \equiv \frac{d_{L}^{gw}(z)}{d_{L}^{em}(z)}
\]

as well as the function \(\delta(z)\) that, from eq. (9), is given by

\[
\delta(z) = (1 + z) \left( \frac{d_{L}^{em}(z)}{d_{L}^{em}(z)} - \frac{d_{L}^{gw}(z)}{d_{L}^{em}(z)} \right).
\]

For each dataset used (HLVKI or ET) we will show the result both with \(\Lambda\)CDM as fiducial, and with RT as fiducial. More precisely, when we take the RT model (with \(\Delta N = 64\) as fiducial, we will assume that its prediction is exactly given by eq. (8) with \(\Xi_0 = 1.67\) and \(n = 1.94\). Actually, for the RT model with large \(\Delta N\), eq. (8) fits extremely well the prediction of the model for \(d_{L}^{gw}(z)/d_{L}^{em}(z)\) (obtained from the numerical integration of the relevant equations, that involve the numerical evolution of the auxiliary fields of the model, see [56]). In contrast, at very small \(z\) the numerical result for \(\delta(z)\) differs somewhat from that obtained by the parametrization (10); the correct numerical result for \(\delta(z)\) is shown in Fig. 2 of [47]. Again, the difference is due to the fact that small details in \(\delta(z)\) gets smoothed out when performing the integration in eq. (6), as we already discussed above.

In order to illustrate the methodology, we simply assume that the result for \(d_{L}^{gw}(z)/d_{L}^{em}(z)\) is exactly given by eq. (8), so that the result for \(\delta(z)\) would also be given by the corresponding equation (10), which is obtained by applying eq. (9) to eq. (8).

\[\text{FIG. 4. The redshift distribution of joint GW-GRB mock sources, with GW detections at the Einstein Telescope and gamma-ray burst detections at THESEUS (data from Table 27 of ref. [29]).}\]

\[\text{FIG. 5. The ET instrumental contribution to the relative error } \Delta d_{L}/d_{L} \text{ for the catalog of joint GW-GRB detections at the Einstein Telescope and THESEUS shown in Fig. 4 and described in Table III. The red points correspond to the individual events, while the coordinates of the blue points are given by the mean values of the redshift and of } \Delta d_{L}/d_{L} \text{ in each redshift bin, with the bins chosen as in Fig. 4. The blue error bars are the standard deviations of } \Delta d_{L}/d_{L} \text{ in each redshift bin. The orange horizontal line at } \Delta d_{L}/d_{L} = 1/12 \text{ corresponds to the SNR}=12 \text{ threshold for detection.}\]

\[\text{FIG. 6. The ET instrumental contribution to the relative error } \Delta d_{L}/d_{L} \text{ for the catalog of joint GW-GRB detections at the Einstein Telescope and THESEUS shown in Fig. 4 and described in Table III. The red points correspond to the individual events, while the coordinates of the blue points are given by the mean values of the redshift and of } \Delta d_{L}/d_{L} \text{ in each redshift bin, with the bins chosen as in Fig. 4. The blue error bars are the standard deviations of } \Delta d_{L}/d_{L} \text{ in each redshift bin. The orange horizontal line at } \Delta d_{L}/d_{L} = 1/12 \text{ corresponds to the SNR}=12 \text{ threshold for detection.}\]

\[\text{A. Results for the HLVKI network}\]

In Fig. 7 we plot the reconstructed GW luminosity distance obtained from the mock catalog of standard sirens at the second-generation network HLVKI, assuming \(\Lambda\)CDM as fiducial cosmology, while Fig. 8 is the analogous plot in the case of the RT fiducial. In the case of \(\Lambda\)CDM fiducial, the reconstructions of the ratio \(D(z) = d_{L}^{gw}(z)/d_{L}^{em}(z)\) and of \(\delta(z)\) [using eq. (12)] from the HLVKI and DES mock catalogs are plotted in Fig. 9. Similarly, Fig. 10 shows the results assuming the RT fiducial cosmology. We provide the reconstructions up to the maximum redshift reached in the HLVKI mock catalog \(z_{\text{max}}^{(\text{HLVKI})} \simeq 0.12\) (see Table II), which is smaller than the maximum redshift \(z_{\text{max}}^{(\text{DES})} = 1.2\) in the simulated DES catalog of supernovae.

It is interesting to compare the results on modified GW propagation from Gaussian processes reconstruction with those obtained by using the \((\Xi_0, n)\) parametrization for the function \(D(z) = d_{L}^{gw}(z)/d_{L}^{em}(z)\) in eq. (8). In this case our strategy is to implement the parametrization in the CLASS Boltzmann code and run a MCMC. The parameter \(n\) plays a much less important role than \(\Xi_0\) for \(D(z)\) because it just regulates the precise interpolation between the value \(D(z = 0) = 1\) and the asymptotic \(D(z \gg 1) = \Xi_0\). Furthermore, chains with both \(\Xi_0\) and \(n\) as free parameters fail to converge and for these reasons we just keep \(n\) fixed and look at the precision reached by the MCMC in obtaining the \(\Xi_0\) value of the fiducial cosmological model. For the RT fiducial cosmology we set \(n\) to the actual fiducial value \(n^{(\text{RT})} = 1.94\) and we want the MCMC to recover the fiducial \(\Xi_0^{(\text{RT})} = 1.67\). In the \(\Lambda\)CDM case, \(n^{(\text{\Lambda} CDM)}\) is not determined and when running the MCMC we choose to set it to \(n = 2.5\), which is in the ballpark of typical values predicted in modified gravity theories (for example in some of the nonlocal
gravity models). We then want to recover \(\Xi_0^{(\Lambda CDM)} = 1\).

For each fiducial cosmology we run MCMCs with two choices of combined datasets:

1. the simulated DES supernovae and the mock catalog of GW detections at HLVKI (with electromagnetic counterpart) described in Section III;
2. to reduce the degeneracies between cosmological parameters, in addition to the DES and HLVKI mock catalogs, we also consider the following CMB and BAO data

- **CMB.** We use the 2015 *Planck* [75] measurements of the angular (cross-)power spectra, including full-mission lowTEB data for low multipoles \((\ell \leq 29)\) and the high-\(\ell\) Plik TT,TE,EE (cross-half-mission) ones for the high multipoles \((\ell > 29)\) of the temperature and polarization auto- and cross-power spectra [76]. We also include the temperature+polarization (T+P) lensing data, using only the conservative multipole range \(\ell = 40 - 400\) [77, 78].

- **Baryon Acoustic Oscillations (BAO).** We use the isotropic constraints provided by 6dFGS at \(z_{\text{eff}} = 0.106\) [79], SDSS-MGS DR7 at \(z_{\text{eff}} = 0.15\) [80] and BOSS LOWZ at \(z_{\text{eff}} = 0.32\).

\[
\begin{array}{cccc}
\text{DES+HLVKI} & \text{CMB+BAO+DES+HLVKI} \\
\Delta \Xi_0 & 0.127 (12.7\%) & 0.127 (12.7\%) \\
\Delta H_0/H_0 & 0.38\% & 0.21\% \\
\Delta \Omega_M/\Omega_M & 3.30\% & 0.71\% \\
\end{array}
\]

TABLE IV. Accuracy (1\(\sigma\) level) in the reconstruction of \(\Xi_0, H_0\) and \(\Omega_M\) with DES+HLVKI and CMB+BAO+DES+HLVKI, assuming \(\Lambda CDM\) as the fiducial cosmology for the HLVKI dataset. The relative error on \(\Xi_0\) is the same as the absolute error, because of the fiducial value \(\Xi_0^{(\Lambda CDM)} = 1\).

\[
\begin{array}{cccc}
\text{DES+HLVKI} & \text{CMB+BAO+DES+HLVKI} \\
\Delta \Xi_0/\Xi_0 & 8.32\% & 8.32\% \\
\Delta H_0/H_0 & 0.38\% & 0.21\% \\
\Delta \Omega_M/\Omega_M & 3.30\% & 0.74\% \\
\end{array}
\]

TABLE V. As in Table IV, assuming the RT model as the fiducial cosmology for the HLVKI dataset. The absolute error on \(\Xi_0\) can be easily found recalling the fiducial value \(\Xi_0^{(\text{RT})} = 1.67\).
FIG. 7. Reconstruction of the GW luminosity distance from mock detections at HLVKI with electromagnetic counterpart, for the ΛCDM fiducial cosmology. The panels are organized as in Fig. 6 and the green points in the upper left panel are the mock data in the HLVKI catalog. Note the difference in vertical scale between the two lower panels.

[81], as well as the anisotropic constraints from CMASS at $z_{\text{eff}} = 0.57$ [81].

The two combined datasets will be denoted as “DES+HLVKI” and “CMB+BAO+DES+HLVKI”, respectively. In the first case the MonteCarlo is sensitive to the set of parameters $\{H_0, \Omega_M, \Xi_0\}$, while in the second case the parameters that come into play are $\{H_0, \omega_b, \omega_c, A_s, n_s, \tau_{\text{re}}, \Xi_0\}$ and the total matter fraction $\Omega_M$ is a derived parameter. The quantities $\omega_b = \Omega_b h^2$ and $\omega_c = \Omega_c h^2$ are the physical baryon and cold dark matter density fractions today, respectively (where $h$ is defined by the relation $H_0 = 100 h \text{ km s}^{-1} \text{Mpc}^{-1}$). $A_s$ and $n_s$ are the amplitude and tilt of the primordial scalar perturbations, and $\tau_{\text{re}}$ is the reionization optical depth. We keep the sum of neutrino masses fixed, at the value $\sum \nu m_\nu = 0.06 \text{ eV}$, as in the Planck baseline analysis [45].

Fig. 11 and Fig. 12 show the results for the two-dimensional likelihoods of cosmological parameters, in the case where ΛCDM or RT are assumed as fiducial cosmologies for the mock catalog of GW detections at the HLVKI network. Tables IV and V contain the errors obtained from the corresponding one-dimensional marginalized likelihoods.

B. Results for the Einstein Telescope

Fig. 13 and Fig. 14 show the reconstruction of the GW luminosity distance from mock detections at the Einstein Telescope, obtained by Gaussian processes, for the ΛCDM and the RT fiducial cosmologies respectively. The final results for the luminosity distance ratio $D(z) = \frac{d_L(z)}{d_L^\text{EM}(z)}$ and the function $\delta(z)$ are given in Fig. 15 assuming the ΛCDM fiducial and in Fig. 16 for the RT fiducial. We provide the reconstructions up to the maximum redshift reached in the DES mock catalog of supernovae $z^{(\text{DES})}_{\text{max}} = 1.2$, which is smaller than the maximum redshift $z^{(\text{ET})}_{\text{max}} \simeq 1.63$ in the simulated catalog of GWs from binary neutron stars detected at ET (see Table III). As we did for the HLVKI network, we also show the results obtained by running MCMCs with the parametrization given by eq. (8). The two-dimensional likelihoods for the cosmological parameters are shown in Fig. 17 and Fig. 18, assuming ΛCDM or RT, respectively, as fiducial cosmologies for the mock catalog of GW detections at the ET network. The errors on cosmological parameters are listed in Tables VI and VII.
FIG. 8. Reconstruction of the GW luminosity distance from mock detections at HLVKI with electromagnetic counterpart, for the RT fiducial cosmology. Panels as in Fig. 7.

FIG. 9. Results from the mock HLVKI and DES catalogs, assuming the ΛCDM fiducial cosmology. Left panel: reconstruction of the ratio $D(z) = d_{L}^{gw}(z)/d_{L}^{em}(z)$. Right panel: reconstruction of $\delta(z)$.

TABLE VI. Accuracy (1σ level) in the reconstruction of $\Xi_0$, $H_0$ and $\Omega_M$ with DES+ET and CMB+BAO+DES+ET, assuming ΛCDM as the fiducial cosmology for the ET dataset.

|        | DES+ET | CMB+BAO+DES+ET |
|--------|--------|----------------|
| $\Delta \Xi_0$ | 0.008 (0.8%) | 0.007 (0.7%) |
| $\Delta H_0/H_0$ | 0.31% | 0.19% |
| $\Delta \Omega_M/\Omega_M$ | 2.78% | 0.68% |

TABLE VII. As in Table VI, assuming the RT model as the fiducial cosmology for the ET dataset.

|        | DES+ET | CMB+BAO+DES+ET |
|--------|--------|----------------|
| $\Delta \Xi_0/\Xi_0$ | 0.66% | 0.66% |
| $\Delta H_0/H_0$ | 0.31% | 0.20% |
| $\Delta \Omega_M/\Omega_M$ | 2.76% | 0.74% |
FIG. 10. As in Fig. 9, using the mock HLVKI and DES catalogs for the RT fiducial cosmology.

FIG. 11. The 1σ and 2σ contours of two-dimensional likelihoods, from DES+HLVKI (red) and CMB+BAO+DES+HLVKI (blue). The fiducial cosmology for the HLVKI dataset is ΛCDM. Left: in the (Ξ₀, H₀) plane. Right: in the (Ξ₀, Ω_M) plane.

FIG. 12. As in Fig. 11, assuming the RT nonlocal model as the fiducial cosmology for the HLVKI dataset.
FIG. 13. Reconstruction of the GW luminosity distance from mock detections at the Einstein Telescope with electromagnetic counterpart, assuming ΛCDM as the fiducial cosmological model, again with the same meaning of the panels as in Fig. 6. The green points in the upper left panel are the mock data in the ET catalog.

V. CONCLUSIONS

Modified GW propagation can play a crucial role in telling apart modified gravity models from ΛCDM. We have explored two very convenient ways of extracting the information from the observations, either using the parametrization (8), or using a parametrization-independent reconstruction method based on Gaussian processes. The first conclusion is that the two methods are quite complementary. The parametrization (8) of the ratio $d_{\text{gw}}^L(z)/d_{\text{em}}^L(z)$ has been shown to fit extremely well the predictions of most of the best studied modified gravity models; this, together with its simplicity, makes it an extremely convenient tool. On the other hand, the study in [41] has also identified one model, bi-gravity, where this parametrization is not adequate since it does not catch a series of oscillations that take place in that model; this already makes it worthwhile to test the data also against a parametrization-independent technique. For the function $\delta(z)$ the use of Gaussian processes is even more informative; indeed, the directly observable quantity is $d_{\text{gw}}^L(z)/d_{\text{em}}^L(z)$, which is related to $\delta(z)$ by eq. (6). Features of the function $\delta(z)$, such as bumps, can be smoothed out by the integration in eq. (6), so that eventually the parametrization (8) could still fit the data relatively well even when some features of the function $\delta(z)$ are not correctly reproduced by the corresponding parametrization (10). As we already mentioned, this happens indeed in DHOST theories [41]. In this case, a parametrization-independent reconstruction of the function $\delta(z)$ using Gaussian processes might put in evidence structures in $\delta(z)$, and therefore signatures of the underlying model, that would be lost using the parametrization (8).

The complementarity between the two methods can also be seen in the informations that we get from them. In particular, the parametrization (8) allows us to get in a very direct manner the asymptotic value of the ratio $d_{\text{gw}}^L(z)/d_{\text{em}}^L(z)$ for large redshift, which is given by the parameter $\Xi_0$. In contrast, the Gaussian processes reconstruction can identify the correct functional form at moderate redshift without making any assumptions, but becomes less and less accurate with increasing redshift, as we see from all figures showing the result of such reconstructions.

Beside testing the accuracy to which one could confirm
the validity of \( \Lambda \text{CDM} \), assuming it as fiducial model, we have also tested the accuracy to which one could validate a modified gravity model. We have focused in particular on a nonlocal modification of gravity, the so-called RT model [48], for which recent work [47] has shown that \( \Xi_0 \) can reach values as large as 1.6. The model therefore gives a 60% deviation from \( \Lambda \text{CDM} \) in the tensor sector, despite the fact that, both in the background evolution and in scalar perturbations it is very close to \( \Lambda \text{CDM} \), and indeed it fits the existing cosmological datasets at a level statistically indistinguishable from \( \Lambda \text{CDM} \). The result are very interesting, since they show that al-

FIG. 14. As in Fig. 13, assuming the RT fiducial cosmology.

FIG. 15. Results from the mock ET and DES catalogs, assuming the \( \Lambda \text{CDM} \) fiducial cosmology. Left panel: reconstruction of the ratio \( D(z) = d^\text{gw}_L(z)/d^\text{em}_L(z) \). Right panel: reconstruction of \( \delta(z) \).
FIG. 16. As in Fig. 15, using the mock ET and DES catalogs for the RT fiducial cosmology.

FIG. 17. The 1σ and 2σ contours of two-dimensional likelihoods, from DES+ET (red) and CMB+BAO+DES+ET (blue). The fiducial cosmology for the ET dataset is ΛCDM. Left: in the (Ξ₀, H₀) plane. Right: in the (Ξ₀, Ω_M) plane.

FIG. 18. As in Fig. 17, assuming the RT nonlocal model as the fiducial cosmology for the ET dataset.
ready with 15 binary neutron stars with counterpart, the second-generation detector network LIGO/Virgo/Kagra (HVLIK) could very clearly detect this effect. Indeed, using the parametrization (8), the results in Table V show that $\Xi_0$ can be determined by HVLIKI (combining the results with CMB, BAO and DES SNe) to about 8% level accuracy, well below the 60% deviation predicted by the RT model in the more optimistic case. This is fully consistent with the results obtained in [29] where, using the current JLA SN dataset rather than the mock DES SNe used here, it was found that HVLIKI combined with CMB, BAO and JLA can measure $\Xi_0$ to about 10%. In this paper we see that a similar conclusion can be obtained from Gaussian process reconstruction. We see indeed from Fig. 10 that, with 15 binary neutron stars with counterpart at HVLIKI, it is possible to perform a parametrization-independent reconstruction of the ratio $d_L^{\text{SW}}(z)/d_L^{\text{em}}(z)$ to a few percent, across the whole range of redshifts considered. For instance, this implies that the prediction of the RT model with $\Delta N = 64$ and the prediction of $\Lambda$CDM would be very clearly distinguished.

For third-generation detectors, such as the Einstein Telescope, the situation will be even more exciting: in terms of $\Xi_0$, ET combined with the CMB+BAO+DES will reach an accuracy on $\Xi_0$ better than 1%, see Table VI, while Fig. 16 shows the remarkable accuracy of the Gaussian-processes reconstruction.
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