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Abstract

A key assumption in multiple scientific applications is that the distribution of observed data can be modeled by a latent tree graphical model. An important example is phylogenetics, where the tree models the evolutionary lineages of various organisms. Given a set of independent realizations of the random variables at the leaves of the tree, a common task is to infer the underlying tree topology. In this work we develop Spectral Neighbor Joining (SNJ), a novel method to recover latent tree graphical models. In contrast to distance based methods, SNJ is based on a spectral measure of similarity between all pairs of observed variables. We prove that SNJ is consistent, and derive a sufficient condition for correct tree recovery from an estimated similarity matrix. Combining this condition with a concentration of measure result on the similarity matrix, we bound the number of samples required to recover the tree with high probability. We illustrate via extensive simulations that SNJ requires fewer samples to accurately recover trees in regimes where the tree contains a large number of leaves or long edges. We provide theoretical support for this observation by analyzing the model of a perfect binary tree.

1 Introduction

Learning the structure of an unobserved tree graphical model is a fundamental problem in many scientific domains. For example, phylogenetic tree reconstruction methods are applied to infer the evolutionary history of different organisms, see [10, 46] and references therein. In machine learning, applications of latent tree models include estimation of human interactions, medical diagnosis and classification of documents [31, 19].

As described in Section 2, in tree based graphical models, each node of the tree has an associated random variable. In many applications one can only observe the values at the terminal nodes of the tree, while the structure of the tree, as well as the values at the internal nodes, are unknown. Given a set of independent realizations of the observed variables, a common task is to infer the tree structure. In phylogeny, the terminal nodes correspond to current species, also known as taxa, and the hidden nodes correspond to their common ancestors. For every taxa, one is given a string of characters, such as a DNA or protein sequence. The task is to infer a tree that characterizes the evolutionary lineages of the organisms [13, 9].

Many algorithms have been developed to recover the latent tree structure from observed data. These include distance based methods such as the classic neighbor joining (NJ) [40] and UPGMA [44], maximum
parsimony [5, 14], maximum likelihood [12, 17, 45, 38], quartets and meta trees [1, 48, 35, 43, 39, 23], and Bayesian methods [36]. Other approaches for tree recovery are based on a measure of statistical dependency between pairs of terminal nodes, see [35, 19]. As reviewed in [54, 24], each one of these approaches has different strengths and weaknesses.

Of particular relevance to our work is the neighbor joining algorithm, one of the most important methods derived in phylogeny. Due to its simplicity and scalability, neighbor joining is widely used in practice, and often serves as a baseline when testing new methods for reconstruction of evolutionary trees [28, 18, 51, 15]. For completeness, this approach is briefly outlined in Section 3.2. Due to its importance, several works investigated the theoretical properties of the neighbor joining algorithm. Atteson [2] studied its consistency and derived a sufficient condition for correct tree recovery by NJ. A different guarantee for exact recovery was derived in [29], via a link between NJ and quartet-based methods. Additional theoretical properties of NJ were studied in [16, 4, 15, 34]. As discussed in several works [26, 50, 47], to recover certain tree topologies or trees with a large number of terminal nodes, NJ may require a very large number of samples.

**Our contribution** In this work we derive spectral NJ, a novel method to reconstruct tree graphical models. In contrast to NJ, which is based on a distance measure between observed nodes, our approach, described in Section 3.3, is based on the spectral structure of a similarity matrix of all pairs of observed nodes. The key property we use is the conditional independence of a node from the rest of the tree, given the values of its immediate neighboring nodes. As we prove in Lemma 3.1, this implies a rank one structure on certain matrices, similar to our previous works on other latent variable models [21, 20, 22, 33]. In section 5.1 we show that our spectral criterion for joining subsets of nodes is intimately related to quartet based approaches for reconstructing trees. Loosely speaking, at each step SNJ merges the two subsets whose sum of all quartet tests is most consistent with the tree topology. On the theoretical front, in Section 4.1 we prove the consistency of SNJ, given an exact similarity matrix. Furthermore, in Lemma 4.7 we derive a sufficient condition on the difference between the exact and estimated similarity matrices that guarantees perfect recovery of the tree. Next, Lemma 4.8 provides a concentration of measure result on the estimated similarity matrix in the case of the Jukes-Cantor model, a popular model of sequence evolution [25]. Subsequently, in Theorem 4.2 we derive a lower bound on the required number of samples for SNJ to correctly recover the underlying tree under this model.

We note that Lemma 4.7 is analogous to the classic result obtained by Atteson in [2, Theorem 4] for correct tree reconstruction by the NJ algorithm. We compare the two sufficient conditions for the specific case of a perfect binary tree with equal distances between all adjacent nodes. For this model, we show that our sufficient condition is less strict than the analogous one for the classical NJ. Consequently, we anticipate SNJ to recover the correct tree structure with a smaller number of samples. Indeed, in Section 6 we illustrate, via extensive simulations, the improved accuracy in reconstruction of SNJ over the classical NJ under a variety of simulated settings.

In summary, the proposed SNJ method has several desirable properties, similar to NJ, including consistency, scalability to large trees and simplicity of implementation. Furthermore, as we show both theoretically and via simulations, SNJ outperforms NJ under various scenarios of relevance to biological applications.

**2 Problem setup**

Let $T$ be an unrooted bifurcating tree with $m$ terminal nodes. In such a tree, the leaves or terminal nodes have a single neighbor, while internal nodes have three neighbors. We assume that each node of the tree has an associated discrete random variable attaining values in the set $\{1, \ldots, d\}$. We denote by $x = (x_1, \ldots, x_m)$
the vector of random variables at the $m$ observed terminal nodes of the tree, and by $h_A, h_B$ etc. the random variables at the internal nodes. We assume that these random variables form a Markov random field on $T$. This means that given the value of its neighbors, the random variable at each node is statistically independent of the rest of the tree. An edge $e(h_A, h_B)$ connecting the pair of adjacent nodes $(h_A, h_B)$ is equipped with two transition matrices of size $d \times d$,

$$
P(h_A|h_B)_{ab} = \Pr[h_A = a|h_B = b] \quad P(h_B|h_A)_{ba} = \Pr[h_B = b|h_A = a].$$  \tag{1}

Our observed data is a matrix $X = [x^{(1)}, \ldots, x^{(n)}] \in \{1, \ldots, d\}^{m \times n}$, where $x^{(j)}$ are random i.i.d. realizations of the observed variables at the $m$ terminal nodes of the tree. Each row in the matrix is a sequence of length $n$ that corresponds to a terminal node in the tree, see illustration in Figure 1. For example, in phylogeny, each row in the matrix corresponds to a different species, while each column corresponds to a different location in a DNA or protein sequence. The latent nodes in the tree correspond to the common ancestors of different subsets of the observed organisms, see [10] and references therein.

Given the matrix $X$, the task at hand is to recover the structure of the tree $T$. For the tree to be identifiable, we assume that for every pair of adjacent nodes $h_A, h_B$, the corresponding $d \times d$ stochastic matrices $P(h_A|h_B)$ and $P(h_B|h_A)$ defined in (1) are full rank, with determinants that satisfy

$$
0 < \delta < |P(h_A|h_B)| < \xi < 1 \quad 0 < \delta < |P(h_B|h_A)| < \xi < 1. \tag{2}
$$

Eq. (2) implies that all edge transition matrices are invertible and are not permutation matrices. These are critical conditions for identifiability of the tree topology, see Proposition 3.1 in [6] and [30]. We remark that though our approach can be applied to recover the topology of rooted trees as well as unrooted ones, determining the location of the root requires additional assumptions, see [42].

## 3 The spectral neighbor joining algorithm

To introduce our novel spectral approach, in Section 3.1 we first present known measures for similarity and distance between nodes in a latent tree model. For completeness, Section 3.2 briefly describes the standard neighbor joining algorithm. In Section 3.3 we derive a new spectral criterion for neighbor joining and present our algorithm in detail.

### 3.1 The symmetric affinity and distance matrices

We denote by $P(x_i|x_j)$ the stochastic matrix containing the distribution of $x_i$ given $x_j$. By the tree model, $P(x_i|x_j)$ is the product of the stochastic matrices of the edges along the directed path from $x_i$ to $x_j$. For example, in the tree shown in Figure 1, the hidden nodes on the path from $x_1$ to $x_3$ are $h_C$ and $h_A$. Thus,

$$
P(x_1|x_3) = P(x_1|h_C)P(h_C|h_A)P(h_A|x_3).
$$

To obtain a symmetric measure of similarity between nodes, we denote by $r(x_i,x_j)$ the symmetric affinity between a pair of terminal or hidden nodes,

$$
r(x_i,x_j) = \sqrt{|P(x_i|x_j)||P(x_j|x_i)|}, \quad r(h_A,h_B) = \sqrt{|P(h_A|h_B)||P(h_B|h_A)|}.
$$

Here $|P(x_i|x_j)|$ denotes the determinant of the matrix $P(x_i|x_j)$. Let $R \in \mathbb{R}^{m \times m}$ denote the symmetric affinity matrix between all pairs of terminal nodes,

$$
R(i,j) = r(x_i,x_j) = \sqrt{|P(x_i|x_j)||P(x_j|x_i)|}.
$$
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An important property of $R(i,j)$ is that it is multiplicative along the path between $x_j$ and $x_i$. For example, in Figure 1, the affinity between $x_1$ and $x_3$ is equal to

$$R(1,3) = \sqrt{|P(x_1|h_C)||P(h_C|h_A)||P(h_A|x_3)|} \sqrt{|P(x_3|h_A)||P(h_A|h_C)||P(h_C|x_1)|}$$

$$= \sqrt{|P(x_1|h_C)||P(h_C|x_1)|} \sqrt{|P(h_A|h_C)||P(h_C|h_A)|} \sqrt{|P(x_3|h_A)||P(h_A|x_3)|}$$

$$= r(x_1,h_C)r(h_C,h_A)r(h_A,x_3).$$

The following symmetric distance between terminal nodes was derived in [7] and [27],

$$D(i,j) = -\log(r(x_i,x_j)). \tag{5}$$

Eq. (5) was used in several distance based methods for reconstructing trees, see [32, 41] and references therein. Note that the log transformation in (5) yields a distance measure between two observed nodes $x_i,x_j$ that is additive along the path connecting them. The additive property is a necessary condition for the consistency of any distance based method [6, 7].

3.2 Background: the neighbor joining algorithm

To motivate our approach, we first briefly describe the classical neighbor joining algorithm [40]. The input to NJ is a matrix $\hat{D} \in \mathbb{R}^{m \times m}$ of estimated distances between observed nodes. NJ iteratively reconstructs the tree via the following procedure:

1. Compute the $Q$ criterion between all pairs,

$$Q(i,j) = (m-2)\hat{D}(i,j) - \sum_{k \neq \{i,j\}} \hat{D}(k,i) - \sum_{k \neq \{i,j\}} \hat{D}(k,j). \tag{6}$$

2. Reconstruct the tree by repeating the following two steps, until there are three nodes left:

I identify the pair $(\hat{i}, \hat{j})$ that minimizes the $Q$ criterion,

$$(\hat{i}, \hat{j}) = \text{argmin}_{i,j} Q(i,j).$$

II merge the pair $(\hat{i}, \hat{j})$ into a single node $l$, and update the $Q$ criterion by

$$Q(k,l) = \frac{1}{2}(Q(k,\hat{i}) + Q(k,\hat{j})) \quad \forall k. \tag{7}$$

The neighbor joining method is consistent. Namely, if the estimated matrix $\hat{D}$ is sufficiently close to the true distance matrix $D$, the method is guaranteed to reconstruct the correct tree. As proved by [2], a sufficient condition for recovering the tree is

$$\max_{i,j} |D(i,j) - \hat{D}(i,j)| \leq \frac{d_{\text{min}}}{2}, \tag{8}$$

where $d_{\text{min}}$ is the minimal distance between all pairs of adjacent nodes. The distance between adjacent nodes is defined similarly to the distance between terminal nodes in Eq. (5).
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To describe our approach, we use the terminology of unrooted trees provided by [53]. We define a clan of nodes in $\mathcal{T}$ as a subset of nodes that can be separated from the rest of the tree by removing a single edge. For example, in Figure 1 the subset $(x_1, x_2, h_C)$ forms a clan. Let $A$ and $B$ be two disjoint subsets of $[m]$ such that $\{x_i\}_{i \in A}$ and $\{x_j\}_{j \in B}$ each form the set of terminal nodes of two different clans. We say that $A$ and $B$ are adjacent subsets if their union is equal to the terminal nodes of a larger clan. Otherwise, we say that $A$ and $B$ are non adjacent.

Equipped with these definitions, we describe the spectral neighbor joining approach. In contrast to previous methods that use the symmetric distance (5) or other distance measures, our approach is based on the symmetric affinity matrix between terminal nodes $R$. Let $A$ be a subset of $\{1, \ldots, m\}$ with size $|A| \geq 2$. We denote by $R^A$ the submatrix of $R$ that contains all the affinities $R(i, j)$ with $i \in A$ and $j \in A^c$, where $A^c$ is the complement of $A$. Lemma 3.1 sets the theoretical foundation for our approach.

**Lemma 3.1.** The matrix $R^A$ is rank-one if and only if the subset $\{x_i\}_{i \in A}$ is equal to the terminal nodes of a clan in $\mathcal{T}$.

By Lemma 3.1, two nodes $x_i$ and $x_j$ are adjacent if and only if their affinities $r(i, k)$ to all other observed nodes are identical up to a multiplicative factor. This will be a crucial property in developing our spectral neighbor joining algorithm. The proof of Lemma 3.1 relies on the following lemma which is proven in the appendix.

**Lemma 3.2.** The following two statements are equivalent:

1. The subset $\{x_i\}_{i \in A}$ is equal to the terminal nodes of a clan in $\mathcal{T}$.

2. All quartets of terminal nodes $i, k \in A$ and $j, l \in A^c$ have a topology as in Figure 2, whereby $(i, k)$ and $(j, l)$ are adjacent.
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![Diagram of a subnetwork with 4 observed nodes.](image)

Figure 2: A subnetwork with $m = 4$ observed nodes.

Proof of Lemma 3.1. Suppose that $\{x_i\}_{i \in A}$ consists of the terminal nodes of a clan in $\mathcal{T}$. Let $e(h_A, h_B)$ be the edge that separates the clan from the rest of the tree, such that all paths between nodes $x_i \in A$ and $x_j \in A^c$ pass through $e(h_A, h_B)$. By the multiplicative property of $R(i, j)$, for all $i \in A$, $j \notin A$

$$R(i, j) = r(x_i, h_A)r(h_A, h_B)r(h_B, x_j).$$

Let $u_A$ denote a vector of size $|A|$, whose elements are the affinities between $h_A$ and $x_i$ for $i \in A$. Similarly, let $u_B$ be a vector of size $m - |A|$ whose elements are the affinities between $h_B$ and $x_j$ for $j \notin A$. Then $R^A$ is equal to

$$R^A = r(h_A, h_B)u_Au_B^T. \tag{9}$$

Eq. (9) implies that $R^A$ is rank 1.

Now suppose that $\{x_i\}_{i \in A}$ is not equal to the terminal nodes of a clan. By part 2 of Lemma 3.2, this implies that there is at least one quartet of nodes, $(i, j) \in A$ and $(k, l) \in A^c$ with a structure as in Figure 2. Let $R^{ij}_{kl}$ be the $2 \times 2$ submatrix of $R^A$ that contains the pairwise affinities between $i, j$ and $k, l$. Then its determinant is

$$|R^{ij}_{kl}| = R(i, k)R(j, l) - R(i, l)R(j, k) = r(x_i, h_A)r(h_A, h_B)r(h_B, x_j)r(x_j, h_A)$$

$$- r(x_i, h_A)r(h_A, h_B)r(h_B, x_j)r(x_j, h_A)r(h_A, h_B)r(h_A, x_k)$$

$$= r(x_k, h_A)r(h_A, x_k)r(x_j, h_A)r(h_A, h_B)(1 - r(h_A, h_B))^2. \tag{10}$$

Combining Eq. (2) with $r(x_i, x_j)$ in Eq. (3) implies that all terms in Eq. (10) are bounded away from zero and hence $R^{ij}_{kl}$ is full rank. Since $R^{ij}_{kl}$ is a submatrix of $R^A$, it follows that $R^A$ is at least rank two. \qed

Lemma 3.1 implies that given perfect knowledge of $R$, we can infer if $A$ is equal to the terminal nodes of a clan by computing the rank of $R^A$. In practice, we typically only have a noisy estimate of the entries of $R$. Then, all submatrices are full rank, though for the correct subsets they are approximately rank 1. Accordingly, instead of the rank, our criterion whether to join two subsets $A_i$ and $A_j$ is based on the second largest singular value of $R^{A_i \cup A_j}$. This $|A_i| + |A_j| \times (m - |A_i| - |A_j|)$ sized matrix contains the affinities between terminal nodes in $A_i \cup A_j$ and the remaining nodes. We denote its second largest singular value by $\sigma_2(R^{A_i \cup A_j})$. Specifically, SNJ recovers the tree by performing the following operations:

- **Set $A_i = \{i\}$ for all $i$.** Compute a matrix $\Lambda \in \mathbb{R}^{m \times m}$ where

$$\Lambda(i, j) = \sigma_2(R^{A_i \cup A_j}).$$

- **Repeat the following two steps until only three subsets remain.**
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Figure 3: The orange and blue lines are the empirical distributions of $\sigma_2(R_{A_i \cup A_j})$ for the spectral neighbor joining (left), and the Q parameter for neighbor joining (right), for cases where $A_i, A_j$ are adjacent and non-adjacent pairs of subsets with size 1.

I Identify the pair $(\hat{i}, \hat{j})$ that minimizes $\Lambda(i,j)$,

$$ (\hat{i}, \hat{j}) = \arg\min_{ij} \Lambda(i,j). \quad (11) $$

II Merge $A_i, A_j$ into a subset $A_l = A_i \cup A_j$. Update the $\Lambda$ criterion via

$$ \Lambda(k, l) = \sigma_2(R_{A_k \cup A_l}) \quad \forall k. \quad (12) $$

As we can see SNJ has a similar algorithmic structure as NJ, with the key difference being the use of the second singular value instead of the Q-criteria. Hence, it is interesting to compare the power of these two test statistics to distinguish between adjacent and non-adjacent terminal nodes. To this end, we generated a random Jukes-Cantor tree model with $m = 512$ terminal nodes, associated with random variables with support of $d = 4$ characters. The topology of the tree was generated by the following process: Given $m$ nodes, we merge a pair of random terminal nodes and replace them with a single non-terminal node. Next, we merge another pair of random nodes, either terminal or non terminal and again replace them with a single non-terminal node. We continue with this process until three nodes remain, and we connect them to a non terminal node. We set the mutation rates between adjacent nodes to be 10% and the number of realizations to be $n = 500$. The left panel of Figure 3 shows the empirical distribution of $\log \sigma_2(R_{A_i \cup A_j})$ at the first SNJ iteration, where $A_i = \{i\}$ for all $i$. The right panel shows the empirical distribution of the NJ $Q$ criterion in Eq. (6). The red and blue lines correspond to pairs of adjacent and non-adjacent terminal nodes, respectively. Comparing the two panels, we clearly see that adjacent pairs can be perfectly separated from non-adjacent pairs by their $\sigma_2$ values, whereas $Q$ values of adjacent and non-adjacent pairs have a significant overlap. As we will illustrate in Section 6, this better separation of $\sigma_2$ vs. the $Q$-criterion allows SNJ to accurately reconstruct trees from fewer number of samples, where NJ fails.
4 Analysis

In this section we present a theoretical analysis of the SNJ algorithm. First, in section 4.1 we prove consistency of SNJ in the population setting, assuming Eq. (2) holds. Next, we derive a sufficient condition on the difference between the estimated and exact affinity matrices, that guarantees correct tree reconstruction by SNJ. Finally, we derive an explicit expression for the number of samples that guarantees exact tree reconstruction by SNJ with high probability, under the Jukes-Cantor model. Proofs of auxiliary lemmas stated in this section appear in the appendix.

4.1 Consistency of SNJ in the population setting

For SNJ to correctly recover the tree structure, at each iteration it must merge two adjacent subsets of terminal nodes. The following theorem characterizes the second eigenvalue criterion in Eq. (12), depending on whether two subsets are adjacent or not.

**Theorem 4.1.** Let $C = A \cup B$, where $A$ and $B$ are disjoint subsets of terminal nodes such that each form a clan in $T$. (i) If $A$, $B$ are adjacent then

$$\sigma_2(R_C) = 0.$$  \hfill (12)

(ii) If $A$, $B$ are non adjacent then

$$\sigma_2(R_C) \geq \begin{cases} \frac{1}{2} (2\delta^2)^{\log_2(m/2)} \delta (1 - \xi^2) & \delta^2 \leq 0.5, \\ \delta^3 (1 - \xi^2) & \delta^2 > 0.5. \end{cases}$$  \hfill (13)

For future use we define

$$f(m, \delta, \xi) = \frac{1}{2} (2\delta^2)^{\log_2(m/2)} \delta (1 - \xi^2).$$  \hfill (14)

Theorem 4.1 has several important implications, which we now discuss. First, as stated in the following corollary, it implies that SNJ is consistent.

**Corollary 4.1.** Let $T$ be a tree which satisfies Eq. (2). Then, SNJ with the exact affinity matrix $R$ is consistent and perfectly recovers $T$.

To see why the corollary is true, recall that at each iteration, SNJ merges two subsets with the smallest value of $\sigma_2(R_{A \cup B})$. By Theorem 4.1, two adjacent subsets have $\sigma_2 = 0$, whereas if the subsets are non-adjacent, the second singular value corresponding to their union is strictly positive. Hence, given the exact affinity matrix, SNJ merges only adjacent subsets till perfect reconstruction of the whole tree.

A second important implication of Theorem 4.1 is that the bound in Eq. (13) yields insights into the ability of SNJ to correctly recover trees, depending on the number of observed nodes $m$ and parameters $\delta, \xi$. Figure 4 shows the lower bound on $\sigma_2(R_C)$ for non-adjacent subsets in Eq. (13), as a function of $\delta$ for $m = 4, 8, 64, 128$, with $\xi = 0.95$. Note that for $m = 4$ the formulas for $\delta^2 \leq 0.5$ and $\delta^2 > 0.5$ coincide. For $\delta^2 \leq 0.5$, which in a phylogenetic setting implies a high mutation rate, the bound decreases with a larger number of terminal leaves $m$. This implies that SNJ requires a higher number of samples to learn larger trees.

We remark that in general, the lower bounds in Eq. (13) are tight, up to a multiplicative factor of $1/\delta (1 + \xi)$, as described in the following lemma.

**Lemma 4.1.** For $\delta^2 \leq 0.5$, there exists a tree and two non-adjacent subsets $A,B$, such that $\sigma_2(R_{A \cup B}) = f(m, \delta, \xi)/\delta (1 + \xi)$. For $\delta^2 > 0.5$, there exists a tree with $m = 4$ nodes for which $\sigma_2(R_{A \cup B}) = \delta^3 (1 - \xi^2)/\delta (1 + \xi) = \delta^3 (1 - \xi)$.
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Figure 4: The lower bound (13) on the second largest eigenvalue of $R_{A\cup B}$ for non adjacent subsets $A, B$ as a function of the affinity lower bound $\delta$, at a fixed value $\xi = 0.95$.

Figure 5: An example of two non adjacent subsets $A$ and $B$. Every observed node in $(A \cup B)^c$ is assigned to the closest node on the path between $h_A$ and $h_B$.

The first part of Theorem 4.1 follows directly from Lemma 3.1. To prove the second part, we first introduce some notations and auxiliary lemmas. Let $A, B$ be two non adjacent subsets in $T$. We denote by $h_A$ and $h_B$ the corresponding root nodes of $A$ and $B$, respectively. Since $A, B$ are not adjacent, there are at least two additional hidden nodes on the path between $h_A$ and $h_B$. Let $h_1, \ldots, h_l$ denote the $l$ hidden nodes on this path, see Fig. 5 for an example with $l = 3$ intermediate nodes. We split the remaining $m - |A| - |B|$ terminal nodes to $l$ subsets as follows: Every terminal node in $(A \cup B)^c$ is assigned to the closest hidden node on the path between $h_A$ and $h_B$ (see Fig. 5). The matrix $R^C$ can be rearranged in the following block structure,

$$R^C = \begin{bmatrix} R^A_1 & R^A_2 & \cdots & R^A_l \\ R^B_1 & R^B_2 & \cdots & R^B_l \end{bmatrix} = \begin{bmatrix} R_1 & R_2 & \cdots & R_l \end{bmatrix},$$

(15)

where $R^A_i$ is a matrix of $|A|$ rows with the pairwise affinities between the nodes in $A$ and the terminal nodes assigned to $h_i$. The matrix $R^B_i$ with $|B|$ rows is defined similarly. The matrix $R_i$ is the concatenation of $R^A_i$ and $R^B_i$. The following lemma shows that this block structure implies that the matrix $R^C$ has rank at most 2.

**Lemma 4.2.** Let $R^C$ be the matrix of Eq. (15). Then $1 \leq \text{rank}(R^C) \leq 2$. 
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Proof of Lemma 4.2. Recall that $R^A$ denotes the affinity matrix between $\{x_i\}_{i \in A}$ and $\{x_j\}_{j \in A'}$. Under the assumption that $A$ forms the terminal nodes of a clan, by Lemma 3.1, $R^A$ has rank one. The upper part of $R^C$ which includes $\{R^A_i\}_{i=1}^l$ is a submatrix of $R^A$ and hence has rank one as well. Similarly, the lower part of $R^C$, which includes $\{R^B_i\}_{i=1}^l$ is a submatrix of $R^B$ and also has rank one. The concatenation of two rank one matrices is at most rank two.

Next, we present two auxiliary lemmas. The first concerns rank-2 matrices.

**Lemma 4.3.** Let $M$ be a rectangular matrix with $1 \leq \text{rank}(M) \leq 2$, and let $\sigma_2(M)$ be its second singular value. Then

$$\sigma_2(M)^2 \geq \frac{1}{2} \left( ||M||^2_F - ||MTM||^2_F \right).$$

(16)

The next auxiliary lemma expresses $||R^C||^2_F - ||(R^C)^TR^C||^2_F$ in terms of the norms of the individual blocks $R^A_i, R^B_i$ of the matrix $R^C$.

**Lemma 4.4.** Let $R^C$ be the matrix of Eq. (15) with blocks $R^A_i$ and $R^B_i$. Then

$$||R^C||^4_F - ||(R^C)^TR^C||^2_F = \sum_{j=1}^l \sum_{k=1}^l \left( ||R^A_j||^2_F ||R^B_k||^2_F - ||R^B_j||^2_F ||R^A_k||^2_F \right)^2.$$  

(17)

**Proof of Theorem 4.1, part (ii).** Let $u_A$ be the vector of affinities between $h_A$ and nodes in $A$, and $u_B$ be the vector of affinities between $h_B$ and $B$,

$$u_A = \{r(x_i, h_A)\}_{i \in A}, \quad u_B = \{r(x_j, h_B)\}_{j \in B}.$$  

(18)

Similarly, let $v_j$ be a vector of affinities between $h_j$ and the terminal nodes associated with it. By the multiplicative property of the affinity $r(x_i, x_j)$, the blocks $R^A_i$ and $R^B_j$ that are part of the matrix $R^C$ in (15) have the following form,

$$R^A_i = u_A^T(r(h_A, h_i))v_i^T, \quad R^B_j = u_B^T(r(h_B, h_i))v_i^T,$$

(19)

where $r(h_A, h_i)$ is the affinity between the hidden nodes $h_A$ and $h_i$. The proof of the theorem is composed of the following three steps:

1. Lower bound $\sigma_2(R^{A/B})$ in terms of $||R^A_i||_F$ and $||R^B_i||_F$.
2. Expand $||R^A_i||_F$ and $||R^B_i||_F$ in terms of $u_A$, $u_B$ and $v_i$.
3. Lower bound $||u_A||$, $||u_B||$ and $||v_i||$ as a function of $m$, $\xi$, $\delta$.

**Step 1:** Combining lemmas 4.2, 4.3 and lemma 4.4 gives that

$$\sigma_2(R^C)^2 \geq \sum_{j=1}^l \sum_{k=1}^l \left( ||R^A_j||^2_F ||R^B_k||^2_F - ||R^B_j||^2_F ||R^A_k||^2_F \right)^2.$$  

$||R^A_i||_F = r(h_A, h_i) ||u_A|| ||v_i||$ \quad $||R^B_i||_F = r(h_B, h_i) ||u_B|| ||v_i||.$

(20)

**Step 2:** We express $||R^A_i||_F$ and $||R^B_i||_F$ in terms of $||u_A||$, $||u_B||$ and $||v_i||$. This step follows directly from Eq. (19),

**Step 3:** The following auxiliary lemma provides a bound on $||u_A||$ in terms of $|A|$ and the affinity lower bound $\delta$. 
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Lemma 4.5. Let $A$ be equal to the terminal nodes of a clan in $T$ and let $u_A$ be the vector of Eq. (18). Then,

$$\|u_A\|^2 \geq \begin{cases} 16 \delta^2 \log |A| & \delta^2 \leq 0.5, \\ 2 \delta^2 & \delta^2 > 0.5. \end{cases}$$

(21)

Similar bounds hold for $\|u_B\|^2$ and $\|v_k\|^2$. Having described steps 1-3, we are now ready to conclude the proof of Theorem 4.1. To this end, we use the following auxiliary lemma, which follows from steps 1 and 2.

Lemma 4.6. Let $C = A \cup B$, where $A$ and $B$ are non-adjacent subsets of terminal nodes, that each forms a clan in $T$. Then

$$\sigma_2^2(R_C)^2 \geq \frac{1}{4} \min \{\|u_A\|, \|u_B\|\}^2 \times$$

$$\min \min_{j \neq k} \|v_k\|^2 (1 - r(h_j, h_k)^2)^2 \min_{k} \{\max r(h_A, h_k), \max r(h_B, h_k)\}^2.$$  

(22)

Next, we insert the lower bounds in Eqs. (2) and (21) into Eq. (22). For $\delta^2 > 0.5$,

$$\sigma_2^2(R_C)^2 \geq \frac{1}{4} (2\delta^2)(2\delta^2)\delta^2(1 - \xi^2)^2 = \delta^6(1 - \xi^2)^2.$$  

For $\delta^2 \leq 0.5$ we obtain,

$$\sigma_2^2(R_C)^2 \geq \frac{1}{4} (2\delta^2)^{\log |A| + \log |B|^2} \delta^2(1 - \xi^2)^2 = \frac{1}{4} (2\delta^2)^{\log |A||B|} \delta^2(1 - \xi^2)^2.$$  

(23)

Since $A, B$ are non-adjacent subsets, there are at least two additional observed nodes that are not in $A \cup B$. It follows that $|A| + |B| \leq m - 2$ and hence $|A||B| < m^2/4$. Replacing $|A||B|$ with $m^2/4$ in (23) gives

$$\sigma_2^2(R_C)^2 \geq \frac{1}{4} (2\delta^2)^{\log(m^2/4)} \delta^2(1 - \xi^2)^2 = \frac{1}{4} (2\delta^2)^{2\log(m/2)} \delta^2(1 - \xi^2)^2,$$

which completes the proof of Theorem 4.1.

4.2 Required number of samples for exact reconstruction

In this section, we focus on the finite sample setting, where we can only compute an approximate affinity matrix $\hat{R}$. For NJ, the finite sample setting was addressed in [2], where NJ was proved to reconstruct the correct tree if the estimated distance matrix $\hat{D}$ satisfies Eq. (8). In the following lemma we derive an analogue result for SNJ.

Lemma 4.7. Assume that Eq. (2) holds. Then a sufficient condition for spectral neighbor joining to recover the correct tree from $\hat{R}$ is that

$$\|R - \hat{R}\| \leq \begin{cases} \frac{f(m, \delta, \xi)}{2} & \delta^2 \leq 0.5, \\ \frac{\delta^3}{8} (1 - \xi^2) & \delta^2 > 0.5. \end{cases}$$

(24)

Next, we derive a concentration bound on the similarity matrix. This yields an upper bound on the number of samples required to obtain an estimated similarity matrix that satisfies Eq. (24). For simplicity, the finite sample bound is derived for the Jukes Cantor (JC) model, a popular model in phylogenetic inference,
4.2 Required number of samples for exact reconstruction

see [13]. In the JC model, we assume that the probability over the \( d \) states in all the nodes is uniform, and that the stochastic matrix between adjacent nodes \( h_i, h_j \) is equal to

\[
\Pr(h_i|h_j)_{kl} = \begin{cases} 1 - \theta(i,j) & k = l \\ \theta(i,j)/(d-1) & \text{otherwise} \end{cases}
\]

where \( \theta(i,j) \) is the mutation rate between nodes \( h_i \) and \( h_j \). Under these assumptions, the affinity between terminal nodes in Eq. (4) simplifies to

\[
R(i,j) = \left(1 - \frac{d}{d-1}\theta(i,j)\right)^{d-1}.
\]

By assumption (2) \( R(i,j) \geq \delta > 0 \), and hence \( \theta(i,j) < (d-1)/d \). Given \( n \) i.i.d. realizations \( \{x^l\}_{l=1}^n \) from the Jukes-Cantor model, we estimate \( \hat{\theta} \) and \( \hat{R} \) via

\[
\hat{\theta}(i,j) = \min\left\{ \frac{1}{n} \sum_{l=1}^n 1_{d \neq x^l_{i,j}}, \frac{d-1}{d} \right\} \quad \hat{R}(i,j) = \left(1 - \frac{d}{d-1}\hat{\theta}(i,j)\right)^{d-1}.
\]

Applying SNJ to \( \hat{R} \) estimated via Eq. (25), we have the following guarantee.

**Theorem 4.2.** Assume the data was generated according to the Jukes-Cantor model. If the number of samples \( n \) satisfies

\[
n \geq \begin{cases} \frac{2d^2m^2}{f(m,\delta,\xi)} \log\left(\frac{2m^2}{\delta}\right) & \delta^2 \leq 0.5 \\ \frac{2d^2m^2}{\delta^2(1-\xi^2)} \log\left(\frac{2m^2}{\delta}\right) & \delta^2 > 0.5, \end{cases}
\]

where \( f(m,\delta,\xi) \) was defined in (14), then SNJ will recover the correct tree topology with probability at least \( 1 - \varepsilon \).

To understand the dependency of \( n \) on the number of terminal nodes \( m \), we replace \( f(m,\delta,\xi) \) with its definition (14), and treat \( \delta, \xi \) and \( d \) as constants. For \( \delta^2 \leq 0.5 \),

\[
n = \Omega\left(m^3 - 4\log\frac{\delta}{\log(m/\varepsilon)}\right).
\]

If \( \delta^2 > 0.5 \),

\[
n = \Omega\left(m^2 \log(m/\varepsilon)\right).
\]

Thus, up to a logarithmic factor, the number of samples required for an exact recovery of the tree is quadratic in \( m \) for \( \delta^2 > 0.5 \), but can reach \( \Omega(m^\beta) \) with exponent \( \beta \to \infty \) for very low values of \( \delta \). Next, considering the dependence on \( \xi \), Theorem 4.2 implies that \( n \) scales as \( \Omega(1/(1-\xi^2)) \). A high value of \( \xi \) corresponds to a tree that has at least one very short edge, and is thus hard to reconstruct. A similar result appears in the guarantee derived by Atteson in Eq. (8), which depends on the minimal distance between adjacent nodes. As we illustrate in Section 6 via simulations, the empirical performance of SNJ is in accordance to this theoretical analysis.

The proof of theorem 4.2 is based on the following auxiliary lemma, which states a concentration result on the estimated matrix \( \hat{R} \).

**Lemma 4.8.** Let \( \hat{R} \in \mathbb{R}^{m \times m} \) be the matrix given by Eq. (25). Then

\[
\Pr\left(\|\hat{R} - R\|_2 \leq t\right) \geq 1 - 2m^2 \exp\left(-\frac{2nt^2}{d^2m^2}\right).
\]
Proof of Theorem 4.2. We prove the finite sample theorem by combining Lemma 4.7 with the concentration bound on $\hat{R}$ in Lemma 4.8. For $\delta^2 \leq 0.5$, we replace $t$ with $f(m, \delta, \xi)/2$ in Lemma 4.8,

$$\Pr \left( \|\hat{R} - R\|_2 \leq \frac{f(m, \delta, \xi)}{2} \right) \geq 1 - 2m^2 \exp \left( - \frac{2n(f(m, \delta, \xi)/2)^2}{d^2m^2} \right).$$

Let $1 - \varepsilon$ be a lower bound on this probability, such that

$$1 - 2m^2 \exp \left( - \frac{2n(f(m, \delta, \xi)/2)^2}{d^2m^2} \right) \geq 1 - \varepsilon.$$

Rearranging the above equation yields the following lower bound on $n$ in terms of $m, d$ and $\varepsilon$,

$$n \geq \frac{2d^2m^2}{f(m, \delta, \xi)^2} \log \left( \frac{2m^2}{\varepsilon} \right),$$

which concludes the proof for $\delta^2 \leq 0.5$. For $\delta^2 > 0.5$, we replace $f(m, \delta, \xi)$ with $\delta^3(1 - \xi^2)$.

5 Comparison between Atteson’s NJ guarantee and its SNJ analogue

In this section we assume a simple model of a perfect binary tree, where the affinity between all adjacent nodes is equal to $\delta$. For this model we make an explicit comparison between the NJ sufficient condition (8) for perfect tree recovery and its SNJ analogue Lemma 4.7. The main insight is that for various regimes of the affinity $\delta$ and number of taxa $m$, obtaining an accurate tree estimate requires a smaller number of samples for SNJ, compared to NJ. The comparison between the methods is done by the following three steps:

1. In Eq. (28) we derive a bound on the accuracy of $\hat{R}$ that is less strict than the NJ bound in (8). In other words, Eq. (8) implies Eq. (28).
2. In Eq. (31) we derive a bound on the accuracy of $\hat{R}$ that is stricter than the SNJ guarantee in Lemma 4.7. That is, Eq. (31) implies Lemma 4.7.
3. Comparing (28) and (31) we show that the NJ guarantee is stricter than its NJ analogue in the regimes of low $\delta$ or a large number of taxa.

**Step 1:** Under the assumption that the similarity between all adjacent nodes is $\delta$, the NJ sufficient condition (8) simplifies to

$$|\log \hat{R}(i, j) - \log R(i, j)| = \left| \log \frac{\hat{R}(i, j)}{R(i, j)} \right| \leq \frac{\log \delta}{2} = \delta^{-0.5} \quad \forall i, j.$$
Figure 6: A perfect binary tree model with \( m = 8 \) terminal nodes. For proof of Lemma 3.2, the terminal nodes in \( A \) are colored in darker shade of gray. The thick edges form the minimal set that separate \( A \) from \( A' \). The quartet \( i = 1, k = 3, j = 4 \) and \( l = 5 \) satisfy \( i, k \in A, j, l \in A' \) but their topology is not as in Figure 2.

Since \( 0 < \delta < 1 \), if Eq. (26) holds, then

\[
|R(i, j) - \hat{R}(i, j)| \leq \delta^{1.5} R(i, j) \quad \forall i, j. \tag{27}
\]

Let \( A, B, C \) and \( D \) be four subsets of terminal nodes that correspond to four clans of \( T \), such that the pairs \((A, B)\) and \((C, D)\) are adjacent subsets, see Figure 6. For a perfect binary model, the affinity between all pairs \( i \in A \cup B \) and \( j \in C \cup D \) is equal to \( \delta^{2 \log_2(m) - 1} \), and hence Eq. (27) implies

\[
|R(i, j) - \hat{R}(i, j)| \leq \delta^{2 \log_2(m) - 1.5} \quad \forall i \in A \cup B, j \in C \cup D. \tag{28}
\]

Concluding the derivation of step 1, for a perfect binary tree model, Eq. (28) is a necessary condition for Eq. (8) to hold.

**Step 2:** For the SNJ guarantee, the inequality \( \|R - \hat{R}\|_2 \leq \sqrt{m} \|R - \hat{R}\|_\infty \) implies that if

\[
\|R - \hat{R}\|_\infty \leq \begin{cases} \frac{1}{\sqrt{m}} f(m, \delta, \xi) & \delta^2 \leq 0.5 \\ \frac{1}{\sqrt{m}} \delta^3 (1 - \xi^2) & \delta^2 > 0.5, \end{cases} \tag{29}
\]

then the conditions of Lemma 4.7 hold. For \( \delta^2 \leq 0.5 \), replacing \( f(m, \delta, \xi) \) with its definition in Eq. (14) yields

\[
\|R - \hat{R}\|_\infty \leq \frac{1}{4 \sqrt{m}} (2 \delta^2 \log_2(m) - 1) \delta (1 - \xi^2) = \frac{\sqrt{m}}{8} (2 \delta^2 \log_2(m) - 1) \delta (1 - \xi^2). \tag{30}
\]

Concluding the derivation of this step, SNJ will recover the exact tree if

\[
\|R - \hat{R}\|_\infty \leq \begin{cases} \frac{\sqrt{m}}{8} (2 \delta^2 \log_2(m) - 1) \delta (1 - \xi^2) & \delta^2 \leq 0.5 \\ \frac{1}{\sqrt{m}} \delta^3 (1 - \xi^2) & \delta^2 > 0.5. \end{cases} \tag{31}
\]

**Step 3:** For \( \delta^2 \leq 0.5 \), the bound in Eq. (28) is tighter by a factor of \( 1/\sqrt{m} \) compared to Eq. (31). Hence the accuracy condition on \( \hat{R} \) is less strict for SNJ compared to NJ. This advantage increases for trees with a large number of terminal nodes \( m \). For \( \delta^2 > 0.5 \), the bound in Eq. (29) is \( O(m^{-0.5}) \), while the bound in (28) is \( O(m \log_2(\delta^2)) \). This implies that both bounds are of the same order when \( \log_2(\delta^2) = -0.5 \), or \( \delta \approx 0.84 \). Figure 7 compares the performance of NJ and SNJ over perfect binary trees with \( m = 512 \) nodes for four values of \( \delta \) that satisfy \( \delta^2 > 0.5 \). As expected from our analysis, the advantage of SNJ is larger at lower values of \( \delta \). In this experiment, the two methods achieve similar accuracy for \( \delta \approx 0.9 \).
5.1 The spectral criterion and quartet based inference

Quartet based inference is a popular approach to recover latent tree models, see for example [37, 1, 35] and references therein. Since for a tree with $m$ terminal nodes there are $O(m^4)$ quartets, these methods are often characterized by two steps: (i) estimating the topology for a large number of randomly sampled quartets of terminal nodes. (ii) Finding the tree that is consistent with the topology of the largest number of quartets, as estimated in step (i). The drawback of this approach is that in general, the second step poses a computationally hard problem, see [8].

Mihaescu et. al. [29] derived a link between quartet methods and NJ by proving a new guarantee for NJ. Loosely speaking, NJ will recover the correct tree if the estimated distance matrix is consistent across all possible quartets in the tree. Denote by $w(i, j; k, l)$ the value of the following $2 \times 2$ determinant,

$$w(i, j; k, l) = \begin{vmatrix} R(i, k) & R(i, l) \\ R(j, k) & R(j, l) \end{vmatrix},$$

where $(i, j; k, l)$ represent the quartet of terminal nodes $x_i, x_j, x_k$ and $x_l$. Consider a subtree that contains, as terminal nodes, the quartet $x_i, x_j, x_k$ and $x_l$. By Lemma 3.1 $w(i, j; k, l) = 0$ if and only if the pairs $(x_i, x_j)$ and $(x_k, x_l)$ are siblings. Thus, one can use the value of $w(i, j; k, l)$ to determine the topology of a quartet. Based on this property, several works derived quartet based methods. Anandkumar et. al. [1] developed recursive least grouping, which merges nodes $i, j$ if the estimated values $\hat{w}(i, j; k, l)$ satisfy

$$\hat{w}(i, j; k, l) < t \quad \forall k, l.$$ 

for some threshold $t$. To reconstruct a three layer tree, [20] applied spectral clustering to the following score matrix,

$$S(i, j) = \sum_{k,l} w(i, j; k, l).$$

Here, we derive a link between spectral neighbor joining and the quartet approach. Let $A$ and $B$ be two subsets of terminal nodes that are equal to the observed nodes of two clans in a tree, and let $C = A \cup B$. Combining Eq. (35) with Lemma 4.4 gives

$$\sigma_2(R_C)^2 = \frac{\sum_{j,k} \left( \|R_j^A\|_F \|R_k^B\|_F - \|R_j^B\|_F \|R_k^A\|_F \right)^2}{2 \sigma_1(R_C)^2}. \quad (32)$$

The link between SNJ and quartet methods is set by the following lemma.

Lemma 5.1. The numerator in Eq. (32) is equal to

$$\sum_{j,k} \left( \|R_j^A\|_F \|R_k^B\|_F - \|R_j^B\|_F \|R_k^A\|_F \right)^2 = \frac{1}{2} \sum_{i_1 \neq i_2} \sum_{j_1 \neq j_2} \sum_{k_1 \neq k_2} \sum_{l_1 \neq l_2} w(i_1, i_2; j_1, j_2).$$

Lemma 5.1 sheds new light on the spectral neighbor joining criterion for merging subsets of terminal nodes. At each iteration, SNJ merges two subsets $A, B$ that minimize the following weighted quartet score,

$$\sigma_2(R_C)^2 = \frac{1}{\sigma_1(R_C)^2} \sum_{i,j \in A \cup B} \sum_{k,l \in (A \cup B)^c} w(i, j; k, l)^2,$$

where $w(i, j; k, l)^2$ serves as a measure of consistency between the quartet $i, j, k, l$ and the potential merge of $A \cup B$. Thus, similar to the idea behind quartet methods, the result of each step is a merge that maximizes the consistency across all possible quartets $i, j \in A \cup B$ and $k, l \in (A \cup B)^c$. 
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6 Simulation results

We compare the performance of SNJ vs. NJ for three types of trees: (i) perfect binary trees with equal similarity between all adjacent nodes. (ii) Caterpillar trees, where the non terminal nodes form a path graph, and (iii) Trees constructed according to Kingman’s coalescence model [52], a common phylogenetic model. In all three cases the transition matrices between adjacent nodes follow the Jukes Cantor model. The code for SNJ and scripts to reproduce our results can be found at https://github.com/NoahAmsel/spectral-tree-inference. All simulations were done with the Python phylogenetic computing library Dendropy [49].

The accuracy of a recovered tree is evaluated by the Robinson-Foulds (RF) distance [11], a popular measure for comparison between trees. The RF distance between two trees $T_1$ and $T_2$ counts the number of partitions in $T_1$ that are not present in $T_2$ and the number of partitions in $T_2$ not present in $T_1$.

Figure 7 shows, for a perfect binary tree with $m = 512$ terminal nodes, the RF distance between the tree and its NJ and SNJ estimations, as a function of the sequence length $n$, for four values of $\delta = 0.75, 0.8, 0.85, 0.9$. The results are averaged over 10 realizations of the tree model. As expected from the theoretical analysis in Section 5, the advantage of SNJ over NJ increases for trees with high mutation rates.

Next, we consider caterpillar trees. In general, these trees are more challenging to recover than balanced ones, as shown in [26]. In our simulation, the similarity between all pairs of adjacent nodes was equal to $\delta = 0.92$, and the sequence length was $n = 2000$. Figure 8 shows the value of $\log(1 + \text{RF})$, as a function of the number of leaves $m$. Both methods successfully recovered the tree for $m = 100$ leaves. However, the advantage of SNJ over NJ becomes apparent for larger trees. This experiment is consistent with the theoretical analysis of section 5.

For the third simulation, we generated trees with $m = 256$ leaves according to Kingman’s coalescent model. The similarity between two adjacent nodes $h_A,h_B$ is equal to $\delta^l$, where $l$ is the edge length of $e(h_A,h_B)$. Figure 8 (right) shows the accuracy of the recovered tree as a function of $\delta$. Note that with only $n = 2000$ samples, both methods don’t achieve an exact recovery of the tree. The reason is that trees generated according to the coalescent model have relatively short edges at the bottom layers of the tree. In contrast to NJ, the performance of SNJ is stable for all values of $\delta$.
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A Proof of Lemma 3.2

Proof. First, we assume that the subset $A$ forms the terminal nodes of a clan. Hence, there is a single edge in the tree such that all paths between $\{x_i\}_{i \in A}$ and $\{x_i\}_{i \in A^c}$ pass through it. We denote this edge by $e(h_A,h_B)$. Let $i,k \in A$ and $j,l \in A^c$. Then all paths $i \rightarrow j, i \rightarrow l, k \rightarrow j$ and $k \rightarrow l$ pass through the common edge $e(h_A,h_B)$. It follows that the topology of the quartet is as in Figure 2.

For the other direction, assume that all quartets $x_i,x_j,x_k,x_l$, where $(i,k) \in A$ and $(j,l) \in A^c$ have a topology as in Figure 2. By way of contradiction, assume that $A$ is not equal to the terminal nodes of a clan. Consider a set of edges in the tree such that all paths between $A$ from $A^c$ pass through at least one of the edges in the set. If $A$ is not a clan, there is no unique edge in the tree such that all paths between $A$ and $A^c$ pass through it, and hence any such set must contain at least two edges, which we denote by $e(h_1,h_2)$ and
\textbf{Figure 7:} Comparison between NJ and SNJ for perfect binary trees with \( m = 512 \) nodes, and four value of \( \delta \). The advantage of SNJ over NJ increases as \( \delta \) decreases.

e(\( h_3, h_4 \)). Note that these edges might connect between two non terminal nodes, or between one terminal and one non terminal node, see illustration in Figure 6. Assume w.l.o.g. that \( h_1 \) is closer to nodes in \( A \) than \( h_2 \) and that \( h_3 \) is closer to \( A \) than \( h_4 \). We pick a quartet of nodes \( x_i, x_j, x_k, x_l \) in the following way: \( x_i \) is chosen such that \( i \in A \) and is closest to \( h_1 \) among \( h_1, h_2, h_3 \) and \( h_4 \). Similarly, \( x_k, x_j, x_l \) are chosen such that \( k \in A \) and \( j, l \in A^c \) and they are closest to \( h_3, h_2, h_4 \) respectively. The topology of this quartet is not as in Figure 2, which contradicts our assumption. Thus, \( A \) must equal the terminal nodes of a clan.  

\[ \square \]
Figure 8: Left: the accuracy of NJ and SNJ in recovering caterpillar trees with all edges having the same parameter $\delta = 0.92$, and with varying number of leaves. Right: the accuracy of NJ and SNJ for trees generated by Kingman’s coalescent model, with varying mutation rates.

B Proofs of lemmas of Section 4

We first present the following auxiliary lemma.

Lemma B.1. Let $R_A^j$ and $R_A^k$ be two different blocks of the matrix $R_C$ given in Eq. (15). Then,

$$\| (R_k^A)^T R_A^j \|_F = \| R_A^j \|_F \| R_A^k \|_F.$$  

Similarly, with $R_B^j$ and $R_B^k$ also two blocks of $R_C$ corresponding to the subtree $B$,

$$\| (R_k^A)^T R_A^j (R_k^B)^T R_B^j \|_F = \| R_A^j \|_F \| R_A^k \|_F \| R_B^j \|_F \| R_B^k \|_F.$$  

Proof of Lemma B.1. By Eq. (19), $R_A^j$ and $R_A^k$ are rank one matrices, with the same left singular vector $u_A$. Thus,

$$\| (R_k^A)^T R_A^j \|_F = \| v_k r(h_A, h_k) u_A^T u_A r(h_A, h_j) v_j^T \|_F = \| u_A \|_2^2 r(h_A, h_j) \| v_k v_j^T \|_F = \| u_A \|_2^2 \| v_k \| \| v_k \| r(h_A, h_j) r(h_A, h_k) = \| R_A^j \|_F \| R_A^k \|_F.$$  

Similarly,

$$(R_k^A)^T R_A^j (R_k^B)^T R_B^j = v_k r(h_A, h_k) u_A^T u_A r(h_A, h_j) v_j^T v_j r(h_B, h_k) u_B^T u_B r(h_B, h_j) v_j^T.$$  

Taking the Frobenius norm yields the second equation of the lemma.
Proof of Lemma 4.1. Consider a perfect binary tree, as in Figure 6. The affinity between all adjacent nodes is \( \delta \), except the edge that splits the tree into two subsets of size \( m/2 \), whose affinity is \( \xi \). We assume that the four clans attached to \( h_A, h_B, h_C \) and \( h_D \) were correctly reconstructed during the first iterations of the algorithm. The last step to reconstruct the tree is to estimate the inner topology of \( h_A, h_B, h_C \) and \( h_D \). The paths between terminal nodes in \( A \cup B \) and \( C \cup D \) contain \( 2 \log_2(m/2) \) edges with affinity \( \delta \) and a single edge with affinity \( \xi \). In contrast, paths connecting terminal nodes in \( A \) and terminal nodes in \( B \) are shorter, with only \( 2 \log_2(m/2) \) edges with affinity \( \delta \). A similar property holds for paths connecting terminal nodes in \( C \) to terminal nodes in \( D \). Consider the matrix \( R^{A\cup C} \) of size \( m/2 \times m/2 \), that contains the affinities between nodes in \( A \cup C \) and \( B \cup D \). This matrix has the following block structure,

\[
R^{A\cup C} = \delta^{2 \log_2(m/2)} \begin{bmatrix}
11^T & \xi 11^T \\
\xi 11^T & 11^T
\end{bmatrix},
\]

where \( 1 \) is a vector of ones of length \( m/4 \). The second eigenvalue of \( R^{A\cup C} \) is equal to

\[
\sigma_2(R^{A\cup C}) = \frac{m}{4} \delta^{2 \log_2(m/2)} (1 - \xi) = \frac{1}{2} (2 \delta^2 \log_2(m/2) (1 - \xi) = \frac{f(m, \delta, \xi)}{\delta(1 + \xi)}, \quad (33)
\]

which concludes the proof for \( \delta^2 \leq 0.5 \). For \( \delta^2 > 0.5 \), consider a tree with 4 terminal nodes. Inserting \( m = 4 \) in (33) we obtain

\[
\sigma_2(R^{A\cup C}) = \delta^2 (1 - \xi),
\]

which concludes the proof for \( \delta^2 > 0.5 \). \( \Box \)

Proof of Lemma 4.3. Denote the largest singular value of \( M \) by \( \sigma_1 \). Then,

\[
||M||_F^2 = \sigma_1^2 + \sigma_2^2, \quad ||M^TM||_F^2 = \sigma_1^4 + \sigma_2^4, \quad (34)
\]

where we used the fact that the singular values of \( M^TM \) are equal to the square of the singular values of \( M \). The numerator in Eq. (16) is thus equal to

\[
||M||_F^4 - ||M^TM||_F^2 = (\sigma_1^2 + \sigma_2^2)^2 - (\sigma_1^4 + \sigma_2^4) = 2\sigma_1^2 \sigma_2^2. \quad (35)
\]

Since \( 0 \leq \sigma_2 \leq \sigma_1 \),

\[
\sigma_2^2 \geq \frac{1}{2} \frac{2\sigma_1^2 \sigma_2^2}{\sigma_1^2 + \sigma_2^2}. \quad (36)
\]

Combining (34), (35) and (36) proves Eq. (16). \( \Box \)

Proof of Lemma 4.4. Recall that the matrix \( R^C \) has a block form given in Eq. (15). Thus,

\[
||R^C||_F^2 = \sum_{j=1}^I (||R_j^A||_F^2 + ||R_j^B||_F^2) \quad (37)
\]

and

\[
||R^C||_F^4 = \sum_{j,k=1}^I ||R_j^A||_F^2 ||R_k^A||_F^2 + ||R_j^A||_F^2 ||R_k^B||_F^2 + ||R_j^B||_F^2 ||R_k^A||_F^2 + ||R_j^B||_F^2 ||R_k^B||_F^2. \quad (38)
\]
To compute $||\langle RC \rangle^T R C ||_F^2$, by Eq. (15),

$$(RC)^T R C = \begin{bmatrix} R_1^T & R_2^T & \cdots & R_l^T \\ R_2^T & R_3^T & \cdots & R_{l+1}^T \\ \vdots & \vdots & \ddots & \vdots \\ R_l^T & R_{l+1}^T & \cdots & R_{2l-1}^T \end{bmatrix} \begin{bmatrix} R_1 & R_2 & \cdots & R_l \\ R_2 & R_3 & \cdots & R_{l+1} \\ \vdots & \vdots & \ddots & \vdots \\ R_l & R_{l+1} & \cdots & R_{2l-1} \end{bmatrix},$$

where $R_i$ was defined as the concatenation of $R_i^A$ and $R_i^B$. Thus,

$$||\langle RC \rangle^T R C ||_F^2 = \sum_{j,k=1}^l ||R_j^T R_k||_F^2 = \sum_{j,k=1}^l (||R_j^A||_F^2 + ||R_j^B||_F^2)(||R_k^A||_F^2 + ||R_k^B||_F^2) = \sum_{j,k=1}^l \left(||R_j^A||_F^2 ||R_k^A||_F + ||R_j^B||_F^2 ||R_k^B||_F + 2||R_j^A||_F ||R_j^B||_F ||R_k^A||_F ||R_k^B||_F \right).$$

Applying Lemma B.1 to the various terms in Eq. (39) gives

$$||\langle RC \rangle^T R C ||_F^2 = \sum_{j,k=1}^l ||R_j^A||_F^2 ||R_k^A||_F^2 + ||R_j^B||_F^2 ||R_k^B||_F^2 + 2||R_j^A||_F ||R_j^B||_F ||R_k^A||_F ||R_k^B||_F.$$

Combining the above equation and (38) yields

$$||R_C||_F^4 - ||\langle RC \rangle^T R C ||_F^2 = \sum_{j,k=1}^l \left(||R_j^A||_F^2 ||R_k^A||_F + ||R_j^B||_F^2 ||R_k^B||_F \right) - 2||R_j^A||_F ||R_j^B||_F ||R_k^A||_F ||R_k^B||_F$$

$$= \sum_{j,k=1}^l \left(||R_j^A||_F ||R_k^A||_F - ||R_j^B||_F ||R_k^B||_F \right)^2.$$

**Proof of Lemma 4.5.** Let $T_A$ be a clan of the tree $T$ that contains $|A|$ terminal nodes and let $h_A$ be the root of the clan. We say that a terminal node $x_i$ is of depth $k$ if the path between $x_i$ and $h_A$ contains exactly $k$ edges. Let $u_A$ be the vector of affinities between the terminal nodes of $T_A$ and its root $h_A$. Given the multiplicative property of the affinity function along the paths as discussed in Section 3.1 and assumption (2), $||u_A||$ is clearly at least as large as its norm if we assume all edge affinities are exactly $\delta$.

Next, considering all possible trees with $|A|$ terminal nodes, we show that if $\delta^2 \leq 0.5$, the norm $||u||$ is minimal for a perfect binary tree. In contrast, if $\delta^2 > 0.5$, the norm is minimized for a caterpillar tree. For both cases, our proof is based on altering the tree $T_A$ by removing a pair of adjacent terminal nodes $x_1,x_2$ of depth $j$, and attaching them to a terminal node $x_i$ of depth $k$. We denote by $u_2$ the vector of affinities between the terminal nodes and $h$ in the altered tree. The difference between $||u_1||^2$ and $||u_2||^2$ is equal to

$$||u_2||^2 - ||u_1||^2 = 2\delta^2(j+1) - 2\delta^2/j + \delta^2(j-1) - \delta^2k.$$  

The first two terms are due to the shift of $x_1,x_2$ from depth $j$ to depth $k + 1$. The last two terms are due to the non terminal node attached to $x_1,x_2$ becoming terminal, while $x_i$ becoming non terminal. We can rewrite Eq. (40) as

$$||u_2||^2 - ||u_1||^2 = (\delta^2)^{j-1}(1 - 2\delta^2) - (\delta^2)^{k-1}(1 - 2\delta^2) = (1 - 2\delta^2)((\delta^2)^{j-1} - (\delta^2)^{k-1}).$$  

(41)
For $\delta^2 < 0.5$, the above expression is negative if $j - 1 > k$. We can thus decrease the norm of the affinity vector by shifting pairs of adjacent terminal nodes of depth $j$ to depth $k + 1$ where $k + 1 < j$. Repeating this step will decrease the norm up to a point where such a change is no longer possible. The extreme case is when the depth of all terminal nodes is equal to $\log_2(|A|)$. In this case, the norm of $u$ is equal to,

$$\|u\|^2 = |A|\delta^2 \log_2(|A|) = (2\delta^2)^{\log_2(|A|)}.$$

For $\delta^2 > 0.5$, Eq. (41) is negative if $k + 1 < j$. We can thus decrease the vector norm by increasing the depth of $x_1, x_2$. Repeating this step will decrease the norm up to a point where the tree contains exactly one terminal node of depth $i$ for $i = 1, \ldots, |A| - 2$, and 2 terminal nodes of depth $|A| - 1$. The squared norm of the affinity vector is bounded by

$$\|u_A\|^2 = \sum_{i=1}^{\lfloor |A|/2 \rfloor} \delta^{2i} + \delta^{2\lfloor |A|/2 \rfloor - 1} = \delta^2 \left( \sum_{i=0}^{\lfloor |A|/2 \rfloor - 1} \delta^{2i} + \delta^{2\lfloor |A|/2 \rfloor - 2} \right)$$

$$\geq \delta^2 \left( \sum_{i=0}^{\lfloor |A|/2 \rfloor - 1} (0.5)^i + 0.5^{\lfloor |A|/2 \rfloor - 2} \right) = 2\delta^2,$$

which concludes the proof.

**Proof of Lemma 4.6.** Combining Lemmas 4.3 and 4.4 with Eq. (37) gives

$$\sigma_2(R^C)^2 \geq \frac{1}{2} \sum_{j,k=1}^{\lfloor |A|/2 \rfloor} \left( \|R^A_j\|_F \|R^A_k\|_F - \|R^B_j\|_F \|R^B_k\|_F \right)^2.$$

Inserting Eq. (20) into Eq. (42) yields,

$$\sigma_2(R^C)^2 \geq \frac{1}{2} \|u_A\|^2 \|u_B\|^2 \times \frac{1}{

\sum_{j,k=1}^{\lfloor |A|/2 \rfloor} \left( \|v_j\|^2 \|v_k\|^2 (r(h_A, h_j) r(h_B, h_k) - r(h_A, h_k) r(h_B, h_j))^2 \right)}{\sum_{j=1}^{\lfloor |A|/2 \rfloor} \left( \|v_j\|^2 \|v_j\|^2 r(h_A, h_j)^2 + \|u_B\|^2 \|v_j\|^2 r(h_B, h_j)^2 \right)}.$$

We bound the ratio of sums in Eq. (43) by the minimum over individual ratios,

$$\sigma_2(R^C)^2 \geq \frac{1}{2} \|u_A\|^2 \|u_B\|^2 \times \frac{1}{\|v_j\|^2 \sum_{k=1}^{\lfloor |A|/2 \rfloor} \left( \|v_k\|^2 (r(h_A, h_j) r(h_B, h_k) - r(h_A, h_k) r(h_B, h_j))^2 \right)}{\|u_B\|^2 \|v_j\|^2 r(h_B, h_j)^2 + \|u_B\|^2 \|v_j\|^2 r(h_B, h_j)^2}$$

$$= \frac{1}{2} \|u_A\|^2 \|u_B\|^2 \min_j \frac{\sum_{k=1}^{\lfloor |A|/2 \rfloor} \left( \|v_k\|^2 (r(h_A, h_j) r(h_B, h_k) - r(h_A, h_k) r(h_B, h_j))^2 \right)}{\|u_B\|^2 r(h_A, h_j)^2 + \|u_B\|^2 r(h_B, h_j)^2}.$$  

Let us focus on the term

$$r(h_A, h_j) r(h_B, h_k) - r(h_A, h_k) r(h_B, h_j).$$
Recall that \( h_j \) and \( h_k \) are nodes on the path from \( h_A \) to \( h_B \). Obviously, if \( k = j \) then this term vanishes. Else, if \( h_j \) is on the path traversing from \( h_A \) to \( h_k \) (i.e., the path is \( h_A \rightarrow h_j \rightarrow h_k \rightarrow h_B \)) the affinity multiplicative property implies

\[
r(h_A, h_k) = r(h_A, h_j)r(h_j, h_k) \quad r(h_B, h_j) = r(h_B, h_k)r(h_k, h_j),
\]

and hence

\[
r(h_A, h_j)r(h_B, h_k) - r(h_A, h_k)r(h_B, h_j) = r(h_A, h_j)r(h_B, h_k)(1 - r(h_k, h_j)^2).
\] (45)

Similarly, if \( h_j \) is closer to \( h_B \) (i.e., the path is \( h_A \rightarrow h_k \rightarrow h_j \rightarrow h_B \)) then

\[
r(h_A, h_j)r(h_B, h_k) - r(h_A, h_k)r(h_B, h_j) = r(h_A, h_k)r(h_B, h_j)(r(h_k, h_j)^2 - 1).
\] (46)

Combining Eq. (45) and Eq. (46),

\[
(r(h_A, h_j)r(h_B, h_k) - r(h_A, h_k)r(h_B, h_j))^2 = 
\max \{r(h_A, h_j)r(h_B, h_k), r(h_A, h_k)r(h_B, h_j)\}^2(1 - r(h_k, h_j)^2)^2.
\] (47)

Inserting Eq. (47) into Eq. (44) we obtain,

\[
\sigma^2(\mathcal{K})^2 \geq \frac{1}{2} \| u_A \|^2 \| u_B \|^2 \times 
\min_j \sum_{k=1}^t \| v_k \|^2 \max \{r(h_A, h_j)r(h_B, h_k), r(h_A, h_k)r(h_B, h_j)\}^2(1 - r(h_k, h_j)^2)^2 \| u_A \|^2 r(h_A, h_j)^2 + \| u_B \|^2 r(h_B, h_j)^2

\geq \frac{1}{2} \| u_A \|^2 \| u_B \|^2 \times 
\min_j \sum_{k=1}^t \| v_k \|^2 \max \{r(h_A, h_j)r(h_B, h_k), r(h_A, h_k)r(h_B, h_j)\}^2(1 - r(h_k, h_j)^2)^2 \frac{2 \max \{\| u_A \|^2 r(h_A, h_j), \| u_B \|^2 r(h_B, h_j)\}^2}{\| u_A \|^2 \| u_B \|^2 r(h_A, h_j)^2 + \| u_B \|^2 r(h_B, h_j)^2}.
\]

Note that for \( k = j \) we have \( r(h_j, h_k) = 1 \). Next, we lower bound the sum over \( k \) by the maximal term \( k \neq j \). Using the inequality for any non-negative elements \( \max_k \{x_ky_k\} \geq \min_k \{x_k\} \max_k \{y_k\} \) yields

\[
\sigma^2(\mathcal{K})^2 \geq \frac{1}{2} \| u_A \|^2 \| u_B \|^2 \times 
\min_{k \neq j} \| v_k \|^2 (1 - r(h_k, h_j)^2)^2 \max_{k \neq j} \frac{\max \{r(h_A, h_j)r(h_B, h_k), r(h_A, h_k)r(h_B, h_j)\}^2}{2 \max \{\| u_A \|^2 r(h_A, h_j), \| u_B \|^2 r(h_B, h_j)\}^2}.
\] (48)

For the numerator in (48), we apply the following inequality.

\[
\max \{x_1y_1, x_2y_2\} \geq \max \{x_1, x_2\} \min \{y_1, y_2\}.
\]

It follows that,

\[
\max \max_{k \neq j} \{r(h_A, h_j)r(h_B, h_k), r(h_A, h_k)r(h_B, h_j)\}^2

= \max \{\max_{k \neq j} r(h_B, h_k)r(h_A, h_j). \max_{k \neq j} r(h_A, h_k)r(h_B, h_j)\}^2

\geq \max \{r(h_A, h_j), r(h_B, h_j)\}^2 \min_{k \neq j} \{\max_{k \neq j} r(h_B, h_k), \max_{k \neq j} r(h_A, h_k)\}^2.
\] (49)
For the denominator we have,
\[ \max\{\|\mathbf{u}_{A}\| r(h_{A}, h_{j}), \|\mathbf{u}_{B}\| r(h_{B}, h_{j})\}^{2} \leq \max\{\|\mathbf{u}_{A}\|, \|\mathbf{u}_{B}\|\}^{2} \max\{r(h_{A}, h_{j}), r(h_{B}, h_{j})\}^{2}. \] (50)

Inserting (49) and (50) into (48) we get
\[ \sigma_{2}(\mathbf{R}^{C})^{2} \geq \frac{1}{2} \|\mathbf{u}_{A}\|^{2} \|\mathbf{u}_{B}\|^{2} \times \min \min_{j, k \neq j} \|\mathbf{v}_{k}\|^{2}(1 - r(h_{j}, h_{k})^{2})^{2} \frac{\min\{\max_{k \neq j} r(h_{B}, h_{k}), \max_{k \neq j} r(h_{A}, h_{k})\}^{2}}{2 \max\{\|\mathbf{u}_{A}\|, \|\mathbf{u}_{B}\|\}^{2}}. \]

We conclude the proof by applying the equality \( \frac{xy}{\max\{x, y\}} = \min\{x, y\} \),
\[ \sigma_{2}(\mathbf{R}^{C})^{2} \geq \frac{1}{4} \min\{\|\mathbf{u}_{A}\|, \|\mathbf{u}_{B}\|\}^{2} \min \min_{j, k \neq j} \|\mathbf{v}_{k}\|^{2}(1 - r(h_{j}, h_{k})^{2})^{2} \min\{\max_{k} r(h_{A}, h_{k}), \max_{k} r(h_{B}, h_{k})\}^{2}. \]

\[ \Box \]

**Proof of Lemma 4.7.** We prove the statement by induction. For simplicity, we assume \( \delta^{2} \geq 0.5 \). A similar proof holds for \( \delta^{2} > 0.5 \). Assuming that all pairs of subsets merged in the first \( k \) iterations were adjacent, we prove that the algorithm will merge another pair of adjacent subsets at step \( k + 1 \). In step 1, this assumption holds trivially, since no merges have taken place yet. Let \( A_{i}, A_{j} \) be a pair of adjacent subsets and let \( A_{k}, A_{l} \) be a pair of non-adjacent subsets. By our inductive assumption and Theorem 4.1,
\[ \sigma_{2}(\mathbf{R}^{A_{i}, \mathcal{A}_{j}}) = 0, \quad \sigma_{2}(\mathbf{R}^{A_{k}, \mathcal{A}_{l}}) \geq f(m, \delta, \xi). \]

The Weyl inequality states that for any matrices \( A \) and \( B \), \( |\sigma(A + B) - \sigma(A)| \leq \|B\| \). Recall that \( \hat{R} \) is the estimate of the affinity matrix \( R \). Letting \( A = \mathbf{R}^{A_{i}, \mathcal{A}_{j}} \) and \( B = \mathbf{R}^{A_{k}, \mathcal{A}_{l}} - \mathbf{R}^{A_{i}, \mathcal{A}_{j}} \), Weyl’s inequality implies
\[ |\sigma_{2}(\hat{R}^{A_{i}, \mathcal{A}_{j}}) - \sigma_{2}(\mathbf{R}^{A_{i}, \mathcal{A}_{j}})| \leq \|\hat{R}^{A_{i}, \mathcal{A}_{j}} - \mathbf{R}^{A_{i}, \mathcal{A}_{j}}\|. \]

The spectral norm of a submatrix is bounded by the spectral norm of the full matrix, thus
\[ |\sigma_{2}(\hat{R}^{A_{i}, \mathcal{A}_{j}}) - \sigma_{2}(\mathbf{R}^{A_{i}, \mathcal{A}_{j}})| \leq \|\hat{R} - R\|. \]

For a pair of adjacent subsets \( (A_{i}, A_{j}) \), since \( \sigma_{2}(\mathbf{R}^{A_{i}, \mathcal{A}_{j}}) = 0 \),
\[ \sigma_{2}(\hat{R}^{A_{i}, \mathcal{A}_{j}}) \leq \|\hat{R} - R\|. \]

For non-adjacent subsets \( (A_{k}, A_{l}) \),
\[ \sigma_{2}(\hat{R}^{A_{k}, \mathcal{A}_{l}}) \geq \sigma_{2}(\mathbf{R}^{A_{k}, \mathcal{A}_{l}}) - \|\hat{R} - R\| \geq f(m, \delta, \xi) - \|\hat{R} - R\|. \]

If \( \|\hat{R} - R\| \leq \frac{f(m, \delta, \xi)}{2} \), then for any adjacent \( (A_{i}, A_{j}) \) and non adjacent \( (A_{k}, A_{l}) \)
\[ \sigma_{2}(\hat{R}^{A_{i}, \mathcal{A}_{j}}) \leq \sigma_{2}(\mathbf{R}^{A_{k}, \mathcal{A}_{l}}). \] (51)

Combining the merging criterion in (11) with Eq. (51) proves that SNJ will merge a pair of adjacent subsets in step \( k + 1 \). \( \Box \)
Proof of Lemma 4.8. Consider the estimates \( \hat{\theta}(i, j) \) and \( \hat{R}(i, j) \) in Eq. (25). Since \( \hat{\theta}(i, j) \) is a sum of \( n \) Bernoulli random variables with success probability \( \theta(i, j) \), then by Hoeffding’s inequality,
\[
\Pr \left( |\hat{\theta}(i, j) - \theta(i, j)| \geq t \right) \leq 2 \exp \left( -2m^2 \right).
\]
(52)

Define \( g(\theta(i, j)) = (1 - \frac{d}{\theta(i, j)})^{d-1} \) so that \( \hat{R}(i, j) = g(\hat{\theta}(i, j)) \). For \( \theta(i, j) \in [0, 1] \) the function \( g(\theta(i, j)) \) is \( d \)-Lipschitz. Thus
\[
|\hat{R}(i, j) - R(i, j)| = |g(\hat{\theta}(i, j)) - g(\theta(i, j))| \leq d|\hat{\theta}(i, j) - \theta(i, j)|.
\]
(53)

Combining Eq. (53) with the tail bound in Eq. (52) we get,
\[
\Pr \left( |\hat{R}(i, j) - R(i, j)| \geq t \right) = \Pr \left( |\hat{\theta}(i, j) - \theta(i, j)| \geq \frac{t}{d} \right) \leq 2 \exp \left( -\frac{2m^2}{d^2} \right).
\]

Applying a union bound over all \( m^2 \) entries of \( \hat{R} - R \) gives
\[
\Pr \left( |\hat{R}(i, j) - R(i, j)| \leq t \quad \forall i, j \right) \geq 1 - 2m^2 \exp \left( -\frac{2m^2}{d^2} \right).
\]

Finally, since \( \|\hat{R} - R\| \leq m \max_{i,j} |\hat{R}(i, j) - R(i, j)| \) then
\[
\Pr \left( \|\hat{R} - R\| \leq t \right) \geq 1 - 2m^2 \exp \left( -\frac{2m^2}{d^2m^2} \right),
\]
which concludes the proof. \( \square \)

C Proof of Lemma 5.1

We use the following two auxiliary lemmas. The first lemma, proven in [3], gives a general relation between the \( k \) size determinants of a square matrix and its singular values.

**Lemma C.1.** We denote by \( \{\sigma_i(S)\} \) the singular values of a square matrix \( S \in \mathbb{R}^{m \times m} \). Let \( \{A^k_i\} \) be all possible size \( k \) subsets of \( 1, \ldots, m \) and let \( S(A^k_i) \) be a submatrix of \( S \) that contains all elements \( S_{ji} \) where \( j, l \in A^k_i \). Then
\[
\sum_i \|S(A^k_i)\| = \sum_i \prod_{j \in A^k_i} \sigma_j(S).
\]

For subsets of size \( k = 2 \), lemma C.1 implies
\[
\sum_{i_1, i_2} \left| S(i_1, i_1) S(i_2, i_2) - S(i_1, i_2)^2 + S(i_2, i_1)^2 + S(i_1, i_2) S(i_2, i_1) \right| = \sum_{i \neq j} \sigma_i(S) \sigma_j(S).
\]

The second lemma addresses the sum of all \( 2 \times 2 \) determinants of an arbitrary matrix.

**Lemma C.2.** Let \( S = RR^T \) where \( R \) is a matrix of arbitrary size \( d_1 \times d_2 \). Then,
\[
\sum_{i_1, i_2} \sum_{l_1, l_2} \left| R(i_1, l_1) S(i_1, i_1) S(l_1, l_2) - S(i_1, l_1) S(l_2, l_2) \right|^2 = 2 \sum_{i_1, i_2} \left| S(i_1, i_1) S(l_2, i_2) - S(i_1, l_2) S(l_2, i_2) \right|^2.
\]

(54)
Proof of Lemma 5.1. Let $S = RR^T$. Combining Lemmas C.1 and C.2 gives

$$
\sum_{i_1, i_2, j_1, j_2} \left| \begin{array}{cc} R(i_1, l_1) & R(i_1, l_2) \\ R(i_2, l_1) & R(i_2, l_2) \end{array} \right|^2 = 2 \sum_{i \neq j} \sigma_i(S) \sigma_j(S) = 2 \sum_{i \neq j} (\sigma_i(R) \sigma_j(R))^2.
$$

(55)

Let $A$ and $B$ be two clans in $T$. Then according to Lemma 4.2, $\text{rank}(R^{A∪B}) \leq 2$. Thus, by Eq. (55)

$$
\sum_{i_1, i_2} \left| \begin{array}{cc} R^{A∪B}(i_1, l_1) & R^{A∪B}(i_1, l_2) \\ R^{A∪B}(i_2, l_1) & R^{A∪B}(i_2, l_2) \end{array} \right|^2 = 4 \sigma_1(R^{A∪B})^2 \sigma_2(R^{A∪B})^2.
$$

(56)

Combining Eq. (56) with Lemma 4.4 and Eq. (35) concludes the proof.

Proof of Lemma C.2. First, we expand the determinant:

$$
\left| \begin{array}{cc} R(i_1, l_1) & R(i_1, l_2) \\ R(i_2, l_1) & R(i_2, l_2) \end{array} \right|^2 = \left( R(i_1, l_1)R(i_2, l_2) - R(i_1, l_2)R(i_2, l_1) \right)^2 = R(i_1, l_1)^2R(i_2, l_2)^2 - 2R(i_1, l_1)R(i_2, l_2)R(i_1, l_2)R(i_2, l_1) + R(i_1, l_2)^2R(i_2, l_1)^2.
$$

Since $S = RR^T$ then $\sum_i R(i, l)^2 = S_{ll}$. Thus,

$$
\sum_{i, l_1, l_2} R(i_1, l_1)^2R(i_2, l_2)^2 = S(i_1, i_1)S(i_2, i_2).
$$

Similarly,

$$
\sum_{i_1, l_2} R(i_1, l_1)R(i_2, l_2)R(i_1, l_2)R(i_2, l_1) = \left( \sum_{l} R(i_1, l)R(i_2, l) \right)^2 = S(i_1, i_2)^2.
$$

Summing up the three terms gives

$$
\sum_{i_1, l_2} \left| \begin{array}{cc} R(i_1, l_1) & R(i_1, l_2) \\ R(i_2, l_1) & R(i_2, l_2) \end{array} \right|^2 = 2S(i_1, i_1)S(i_2, i_2) - S(i_1, i_2)^2 = 2 \left[ \begin{array}{cc} S(i_1, i_1) & S(i_1, i_2) \\ S(i_2, i_1) & S(i_2, i_2) \end{array} \right].
$$

Adding the second double summation completes the proof.
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