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Abstract. We prove that the modular symbols appropriately normalized and ordered have an asymptotical normal distribution for all cocompact subgroups of \( \text{SL}_2(\mathbb{R}) \). We introduce hyperbolic Eisenstein series in order to calculate the moments of the modular symbols.

1. Introduction

Let \( M \) be a hyperbolic Riemann surface of finite volume. Hence the universal covering of \( M \) is the upper half plane, \( \mathbb{H} \), and the covering group, \( \Gamma \), is a discrete subgroup of \( \text{PSL}_2(\mathbb{R}) \). Let \( f(z)dz \) be a holomorphic 1-form on \( M \). If \( c \) is a curve on \( M \) we may integrate \( f(z)dz \) along the curve to get

\[
\int_c f(z)dz.
\]

We have a bijection between the covering group \( \Gamma \) and the fundamental group \( \pi_1(M, \hat{z}_0) \) given by sending \( \gamma \in \Gamma \) to the unique geodesic between \( z_0 \) and \( \gamma z_0 \) in \( \mathbb{H} \) where \( z_0 \) lies above \( \hat{z}_0 \), and then projecting this curve to \( M \). By integrating along this curve we get an additive homomorphism

\[
\Gamma \rightarrow \mathbb{C}
\]

\[
\gamma \mapsto \int_{z_0}^{\gamma z_0} f(z)dz.
\]

We wish to study the distribution of the values of this map.

In [10] we considered this map in the case where \( M \) is non-compact and \( f \) is cuspidal. In applications to analytic number theory and elliptic curves this is often the relevant setup. In topology and geometry, on the other hand, the case of \( M \) compact usually attracts more attention. In [10] Theorem B] we found that with the correct normalization and ordering the values of the map \( \{1\} \) are normally distributed when \( M \) has a cusp and \( f \) is cuspidal. In this paper we obtain a similar result.
in the case where $M$ is compact and $f$ satisfies a different condition than being cuspidal.

The result in [10] was proved using Eisenstein series twisted with modular symbols introduced by Goldfeld ([2, 3]). The definition of these requires the existence of a cusp and can therefore not be used in the compact case. In this paper we introduce hyperbolic Eisenstein series. They exist also in the compact case. We then ‘twist’ these with modular symbols to obtain the distributional result described below.

We can handle a slightly more general setup than described above. Let $\Gamma \subseteq \text{PSL}_2(\mathbb{R})$ be discrete and cocompact and let $M = \Gamma \backslash \mathbb{H}$ be the associated quotient space. Let $\gamma_1 \in \Gamma$ be hyperbolic, i.e. $|\text{tr}(\gamma_1)| > 2$.

For simplicity we assume

$$\gamma_1 = \begin{pmatrix} \sqrt{\mu} & 0 \\ 0 & \sqrt{\mu}^{-1} \end{pmatrix}$$

where $\mu > 0$. This may always be obtained from any hyperbolic $\gamma_1$ by conjugation with $g \in \text{SL}_2(\mathbb{R})$. By possibly considering $\gamma_1^{-1}$ instead of $\gamma_1$ we may assume $\mu > 1$. We further assume that $f(z)dz$ is a holomorphic 1-form on $\Gamma \backslash \mathbb{H}$ which satisfies

$$\int_{z_0}^{\gamma_1 z_0} f(z)dz = 0.$$

(We note that such $f$ always exist whenever the genus of $\Gamma \backslash \mathbb{H}$ is strictly larger than 1). We define

$$[\gamma, f] = \sqrt{\frac{\text{vol}(\Gamma \backslash \mathbb{H})}{\log((a^2 + b^2)(c^2 + d^2))}} \int_{z_0}^{\gamma z_0} f(z)dz,$$

which for fixed $f$ gives a map from the quotient $\Gamma_1 \backslash \Gamma$ to $\mathbb{C}$. Here $\Gamma_1$ is the cyclic subgroup of $\Gamma$ generated by $\gamma_1$ and $a, b, c$ and $d$ are the entries of $\gamma$.

Our main theorem is the following distributional result.

**Theorem A.** Assume $f$ has Petersson norm 1. Then $[\gamma, f]$ has asymptotical normal distribution. More precisely, for any fixed rectangle $R$ in $\mathbb{C}$,

$$\frac{\# \{ \gamma \in (\Gamma \backslash \Gamma)^T | [\gamma, f] \in R \}}{\#(\Gamma_1 \backslash \Gamma)^T} \rightarrow \frac{1}{2\pi} \int_R \exp \left(-\frac{x^2 + y^2}{2}\right) dxdy$$

as $T \rightarrow \infty$.

Here

$$(\Gamma_1 \backslash \Gamma)^T = \left\{ \gamma \in \Gamma_1 \backslash \Gamma | \sqrt{(a^2 + b^2)(c^2 + d^2)} \leq T \right\}.$$
Theorem B. Assume $f$ has Petersson norm 1. Then

$$[γ, α] = \sqrt{\frac{\text{vol}(Γ \backslash \mathbb{H})}{\log((a^2 + b^2)(c^2 + d^2))}} \int_{z_0}^{z_0} \alpha$$

has asymptotical normal distribution. More precisely, for any fixed rectangle $R$ in $\mathbb{C}$,

$$(3) \quad \frac{\# \{ γ \in (Γ_1 \Gamma)^T | [γ, α] ∈ R \}}{\#(Γ_1 \backslash Γ)^T} → \frac{1}{\sqrt{2π}} \int_R \exp\left(-\frac{x^2}{2}\right) \, dx \, dy$$

as $T → ∞$.

In order to prove such results we introduce hyperbolic Eisenstein series defined by

$$E^{γ_1}(z, s) = \sum_{γ ∈ Γ_1 \backslash Γ} \left(\frac{\Im(γz)}{|γz|}\right)^s$$

for $ℜ(s) > 1$. This converges absolutely for $ℜ(s) > 1$ by Lemma 3.1 below. We then go on to study the basic properties of this series.

Theorem C. The function $E^{γ_1}(z, s)$ has meromorphic continuation to the whole $s$ plane. At a regular point, $s_0$, $E^{γ_1}(z, s_0)$ is square integrable on $Γ \backslash \mathbb{H}$. The poles are located at $-2n + s_j$ where $s_j(1 - s_j)$ is an eigenvalue of the automorphic Laplacian and $n ∈ \mathbb{N}$. The point $s = 1$ is a simple pole and the residue at $s = 1$ is

$$\frac{2 \log μ}{\text{vol}(Γ \backslash \mathbb{H})}.$$

For fixed $σ = ℜ(s), 1/2 < σ ≤ 1$, the hyperbolic Eisenstein series has at most polynomial growth on vertical lines $σ + it$.

Most of this follows quite straightforward after applying the resolvent to the following identity

$$(4) \quad (\Delta + s(1 - s))E^{γ_1}(z, s) = -s^2E^{γ_1}(z, s + 2).$$

Once the above theorem is established we can use the method of complex contour integration to get the following result which may be interpreted as a result on the number of closed homotopy classes on a compact hyperbolic Riemann surface.

Theorem D.

$$\sum_{γ ∈ Γ \backslash Γ} \int_{\sqrt{(a^2 + b^2)(c^2 + d^2)} ≤ T} \frac{1}{\sqrt{(a^2 + b^2)(c^2 + d^2)}} = \frac{2 \log μ}{\text{vol}(Γ \backslash \mathbb{H})} T + O(T^{1-δ})$$

for some $δ > 0$. 
We show that \(1 - \delta = 7/8 + \varepsilon\) is valid if there are no small eigenvalues.

Let \(f_i\) be modular forms of weight 2 with respect to \(\Gamma\) and let \(\alpha_i = \Re(f_i(z)dz)\) or \(\alpha_i = \Im(f_i(z)dz)\). We shall write \(\alpha = \alpha_1\). The (real) modular symbols are defined by

\[
\langle \gamma, \alpha_i \rangle = -2\pi i \int_{z_0}^{\gamma z_0} \alpha_i.
\]

Assume that \(\langle \gamma_1, \alpha_i \rangle = 0\) for \(i = 1 \ldots n\). We now “twist” the hyperbolic Eisenstein series with these modular symbols as done by Goldfeld \[2, 3\] for the usual non-holomorphic Eisenstein series by setting

\[
E^{\gamma_1, \alpha_1, \ldots, \alpha_n}(z, s) = \sum_{\gamma \in \Gamma \backslash \Gamma} \prod_{k=1}^n \langle \gamma, \alpha_k \rangle \left( \frac{\Im(\gamma z)}{|\gamma z|} \right)^s \quad \text{for } \Re(s) \gg 0
\]

We then go on to study the analytic properties of this function.

**Theorem E.** The function \(E^{\gamma_1, \alpha_1, \ldots, \alpha_n}(z, s)\) has meromorphic continuation to the whole \(s\)-plane. In \(\Re(s) > 1\) it is analytic.

The last claim of the theorem enables us to give rather good bounds on the growth of the modular symbols.

**Theorem F.** For any \(\varepsilon > 0\) we have

\[
\langle \gamma, \alpha \rangle = O_\varepsilon(((a^2 + b^2)(c^2 + d^2))^{\varepsilon})
\]

We go on to study the possible singularity at \(s = 1\). We estimate the pole order and determine the leading term in the Laurent expansion for many cases. We then go on to study the behavior on vertical lines and we arrive at the following theorem.

**Theorem G.** The function \(E^{\gamma_1, \alpha_1, \ldots, \alpha_n}(z, s)\) grows at most polynomially on vertical lines with \(\Re(s) > 1/2\).

This puts us in a position where we can use the method of contour integration to calculate the moments of the random variable defined by the left hand side of (2). Once we have calculated these moments Theorem \(A\) follows from a classical theorem in probability theory.

**Acknowledgments:** I am grateful to Professor A. B. Venkov for drawing my attention to \[6\] and for stimulating discussions regarding hyperbolic Eisenstein series. I am also grateful to Professors E. Balslev and Y. N. Petridis for remarks concerning an early draft of this paper.

2. **The resolvent of the automorphic Laplacian**

For the methods used in this paper it is very important to introduce the resolvent of the automorphic Laplacian. The automorphic Laplacian is closely related to the ordinary hyperbolic Laplacian

\[
\Delta = y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right).
\]
We shall briefly recall the relevant definitions and properties.

Let $\Gamma \subseteq \text{PSL}_2(\mathbb{R})$ be discrete and cocompact and $M = \Gamma \backslash \mathbb{H}$ the associated quotient space under the action

$$\gamma : \mathbb{H} \to \mathbb{H}$$

$$z \mapsto \frac{az + b}{cz + d}.$$

The quotient can be given a structure of a Riemann surface with $\mathbb{H}$ as a branched cover. (See e.g. \cite[§1.5]{12}) The branch points are at the elliptic points i.e. the points which are fixpoints of $\gamma \in \Gamma$ with $|\text{tr}(\gamma)| < 2$. When there are no such points $\mathbb{H}$ is the universal cover.

The automorphic Laplacian, $L_\Gamma$ is the closure of the operator acting on smooth forms in $L^2(\Gamma \backslash \mathbb{H})$ by $\Delta f$ where $f : \mathbb{H} \to \mathbb{H}$ is $\Gamma$-automorphic and smooth. The operator $L_\Gamma$ is selfadjoint with $-L_\Gamma$ non-negative. By the maximum principle $L_\Gamma u = 0$ if and only if $u$ is constant. There is a complete orthonormal system of smooth eigenfunctions $\psi_0, \ldots, \psi_i, \ldots$ in $L^2(\Gamma \backslash \mathbb{H})$ with

$$-L_\Gamma \psi_i = \lambda_i \psi_i$$

$$0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots$$

and $\lambda_n \to \infty$. (See e.g. \cite[Theorem 7.2.6]{11})

The spectral theorem (See \cite[VI §5.3]{4}) asserts in our case that

$$-L_\Gamma = \sum_{i=0}^{\infty} \lambda_i P_i$$

where $P_i$ is the projection on the line spanned by $\psi_i$. We shall use $P_{\lambda}$ to denote the projection to the $\lambda_i$-eigenspace.

It is convenient to introduce a variable $s$ subject to the condition $\lambda = s(1 - s)$. Hence the $s$-plane is a two-sheeted covering of the $\lambda$-plane and the right half plane $\Re(s) > 1/2$ cut along $1/2 < s \leq 1$ corresponds to the $\lambda$-plane cut along the positive real axis.

The resolvent is the bounded operator

$$R(s) = (L_\Gamma + s(1 - s))^{-1} : L^2(\Gamma \backslash \mathbb{H}) \to L^2(\Gamma \backslash \mathbb{H})$$

defined for $s(1 - s) \neq \lambda_i$. It satisfies

$$\|R(s)\|_\infty \leq \frac{1}{\min_i |s(1 - s) - \lambda_i|} \leq \frac{1}{\Im(s(1 - s))} \leq \frac{1}{|t| (2\sigma - 1)}$$

From the spectral theorem we may conclude (See \cite[VI §5.2]{4}) that

$$R(s) = \sum_{i=0}^{\infty} \frac{1}{s(1 - s) - \lambda_i} P_i.$$

We note that for $s(1 - s)$ close to $\lambda_i$

$$R(s) - \frac{1}{s(1 - s) - \lambda_i} P_{\lambda_i}.$$
is regular in $s$. Hence if $u(z, s) \in L^2(\Gamma \setminus \mathbb{H})$ is meromorphic in $s$ with a pole of order $k - 1$ at $s_i$ with $s_i(1 - s_i) = \lambda_i$ and leading term $u_{k-1}(z)$, then $R(s)u(z, s)$ has a pole of at most order $k$. The pole order is $k$ if and only if

$$\lim_{s \to s_i} (s - s_i)^k R(s)u(z, s) = \frac{1}{1 - 2s_i} P_{\lambda_i} u_{k-1}(z)$$

is nonzero, and if this is the case then this is the leading term. If this is not the case the pole order is strictly less than $k$. We shall often use the above expression for $s_0 = 1$. Since $\psi_0 = \text{vol}(\Gamma \setminus \mathbb{H})^{-1}$ this reduces to

$$-\frac{1}{\text{vol}(\Gamma \setminus \mathbb{H})} \int_{\Gamma \setminus \mathbb{H}} u_{k-1}(z) d\mu(z).$$

### 3. Hyperbolic Eisenstein series

In this section we define hyperbolic Eisenstein series related to $\gamma_1$. The construction is a weight 0 real-analytic analogue of the holomorphic hyperbolic Eisenstein series of weight $k \geq 2$ considered in e.g. [9, 6]. We shall only develop the theory of these hyperbolic Eisenstein series to the point needed to prove Theorem 4. We shall have more to say about these series in [13]. We fix, in this section, a unitary character $\chi : \Gamma \to S^1$ which is trivial on $\Gamma_1$.

**Definition 3.1.** The hyperbolic Eisenstein series related to $\gamma_1$ is defined by

$$E_1(z, s) = \sum_{\gamma \in \Gamma_1 \setminus \Gamma} \chi(\gamma) \left( \frac{\Im(\gamma z)}{|\gamma z|} \right)^s$$

in its domain of absolute convergence.

It is easy to see that this is well defined in the domain of absolute convergence, and that it is $(\chi, \Gamma)$ automorphic i.e.

$$E_1(\gamma z, s) = \chi(\gamma) E_1(z, s)$$

whenever $\gamma \in \Gamma$.

**Lemma 3.1.** The series defining the hyperbolic Eisenstein series is absolutely convergent for $\Re(s) > 1$. For $\Re(s) \geq l > 1$ it is uniformly convergent and for $(z, s) \in \mathbb{H} \times \{s \in \mathbb{C} | \Re(s) \geq l > 1\}$ it is bounded.

**Proof.** The proof given is closely modeled after the proof of the convergence of the usual Eisenstein series given in [5, Theorem 2.1.1]. We note that

$$A = \{z \in \mathbb{H} | 1 < |z| < \mu\}$$

is a fundamental domain for $\Gamma_1$. By the $\Gamma_1$ invariance of $\Im(z)/|z|$ we may assume that $\gamma z \in A$ for all $\gamma \in \Gamma_1 \setminus \Gamma$. 


For any $\epsilon > 0$ we let

$$k_\epsilon(z, z') = \begin{cases} 1 & \text{if } d(z, z') \leq \epsilon \\ 0 & \text{otherwise.} \end{cases}$$

Here $d(z, z')$ denotes the hyperbolic distance between $z$ and $z'$. As in [5] we find that there exist $\Lambda_\epsilon > 0$ only dependent of $\epsilon$ such that

$$\int_{\mathbb{H}} k_\epsilon(z_0, z') \Im(z')^s d\mu(z') = \Lambda_\epsilon \Im(z_0)^s.$$  

If we choose $\epsilon$ small enough we may assume that $B(\gamma z, \epsilon) \cap B(\gamma' z, \epsilon) = \emptyset$ when $\gamma \neq \gamma' \mod \Gamma_1$. Here $B(z, \epsilon) = \{z' \in \mathbb{H} | d(z, z') < \epsilon\}$. Hence we have, with $\Re(s) = \sigma$

$$\sum_{\gamma \in \Gamma \setminus \Gamma_1} \left( \frac{\Im(\gamma z)}{|\gamma z|} \right)^s \leq \frac{1}{\Lambda_\epsilon} \sum_{\gamma \in \Gamma \setminus \Gamma_1} \int_{\mathbb{H}} k_\epsilon(\gamma z, z') \Im(z')^s d\mu(z')$$

$$\leq \frac{1}{\Lambda_\epsilon} \sum_{\gamma \in \Gamma \setminus \Gamma_1} \int_{B(\gamma z, \epsilon)} \Im(z')^s d\mu(z')$$

$$\leq \frac{1}{\Lambda_\epsilon} \int_{\mathbb{H}} \Im(z')^s d\mu(z')$$

$$\leq \frac{1}{\Lambda_\epsilon} \mu \int_0^\mu y^{\sigma-2} dy$$

$$= \frac{\mu^\sigma}{(\sigma - 1)\Lambda_\epsilon}$$

From this inequality all the claims of the lemma easily follow. \qed

We note that the above proof also applies when the group is cofinite.

**Lemma 3.2.** The hyperbolic Eisenstein series satisfies

$$\left( \Delta + s(1 - s) \right) E^{\gamma_1}(z, s) = -s^2 E^{\gamma_1}(z, s + 2)$$

**Proof.** We note that since $\Delta$ commutes with the $\text{SL}_2(\mathbb{R})$ action it suffices to show that

$$\left( \Delta + s(1 - s) \right) \left( \frac{y}{|z|} \right)^s = -s^2 \left( \frac{y}{|z|} \right)^{s+2}$$

which is elementary. We omit the details. \qed

**Theorem 1.** The function $E^{\gamma_1}(z, s)$ has meromorphic continuation to the whole $s$ plane. At a regular point, $s_0$, $E^{\gamma_1}(z, s)$ is square integrable on $\Gamma \setminus \mathbb{H}$. The poles are located at $-2n + s_j$ where $s_j(1 - s_j)$ is an eigenvalue of the automorphic Laplacian and $n \in \mathbb{N}$. If $\chi = 1$ the pole at $s = 1$ is simple with residue

$$\frac{2 \log \mu}{\text{vol}(\Gamma \setminus \mathbb{H})}.$$
Proof. From Lemma 3.1 we get that $E_\gamma^1(z,s) \in L^2(\Gamma \backslash \mathbb{H}, d\mu(z))$ when $\Re(s) > 1$ and we can therefore apply the resolvent to expression in Lemma 3.2. We get

$$E_\gamma^1(z,s) = R(s)(-s^2 E_\gamma^1(z, s + 2)).$$

Since $E_\gamma^1(z,s)$ is holomorphic for $\Re(s) > 1$ this gives meromorphic continuation to $\Re(s) > -1.$ with poles possible poles at $s_j(1-s_j).$ Once this has been established, Eq. (9) gives continuation to $\Re(s) > -3.$ Repeating this process we obtain meromorphic continuation to the whole $s$-plane.

The pole order at $s = 1$ follows from the discussion in the end of section 2 and this also gives the residue

$$\frac{-1}{\text{vol}(\Gamma \backslash \mathbb{H})} \int_{\Gamma \backslash \mathbb{H}} -1^2 E_\gamma^1(z, 3) d\mu(z)$$

$$= \frac{1}{\text{vol}(\Gamma \backslash \mathbb{H})} \int_{1 \leq |z| \leq \mu} \left( \frac{y}{|z|} \right)^3 d\mu(z)$$

$$= \frac{1}{\text{vol}(\Gamma \backslash \mathbb{H})} \int_1^\mu \int_0^\pi \left( \frac{r \sin \theta}{r} \right)^3 \frac{1}{(r \sin \theta)^2} r dr d\theta$$

$$= \frac{2 \log \mu}{\text{vol}(\Gamma \backslash \mathbb{H})}.$$

\[\square\]

4. Hyperbolic Eisenstein series twisted with modular symbols

In this section we shall introduce hyperbolic Eisenstein series twisted with modular symbols. The analytic properties of these functions contains the information that eventually will enable us to conclude Theorem A.

Whenever $g$ is a holomorphic or harmonic 1-form on $\Gamma \backslash \mathbb{H}$ we shall write

$$\langle \gamma, g \rangle = -2\pi i \int_{z_0}^{z_0} g,$$

where $\gamma \in \Gamma.$ We shall call this the modular symbol related to $g.$ It is easy to see that this is independent of the path chosen and also that it is independent of $z_0.$ We shall sometimes write $\langle \gamma, f \rangle$ instead of $\langle \gamma, f(z)dz \rangle.$

Let $\omega_k, k = 1 \ldots n,$ be holomorphic 1-forms on $\Gamma \backslash \mathbb{H}.$ We have $\omega_k(z) = f_k(z)dz$ where $f_k: \mathbb{H} \rightarrow \mathbb{H}$ is a modular form of weight 2. Let $\alpha_k = \Re(\omega_k)$ or $\alpha_k = \Im(\omega_k).$ We define

$$\chi_{\mathcal{C}}(\gamma) = \exp \left( \sum_{k=1}^n \epsilon_k \langle \gamma, \alpha_k \rangle \right).$$
If we assume that $\langle \gamma_1, \alpha_k \rangle = 0$ for $k = 1 \ldots n$ we may construct an associated family of hyperbolic Eisenstein series by setting

$$E_{\gamma_1}(z,s,\vec{\epsilon}) = \sum_{\gamma \in \Gamma \backslash \Gamma} \chi_{\vec{\epsilon}}(\gamma) \left( \frac{\Im(\gamma z)}{|\gamma z|} \right)^s$$

We will use the following convention. A function with a subscript variable will denote the partial derivative of the function in that variable. We have

$$E_{\epsilon_1, \ldots, \epsilon_n}(z,s,\vec{0}) = \sum_{\gamma \in \Gamma \backslash \Gamma} \prod_{k=1}^n \langle \gamma, \alpha_k \rangle \left( \frac{\Im(\gamma z)}{|\gamma z|} \right)^s,$$

corresponding to the function introduced by Goldfeld in [2, 3]. We notice that these functions may be seen as the coefficients in a power series expansion in $\vec{\epsilon}$ of $E_{\gamma_1}(z,s,\vec{\epsilon})$ around the point $\vec{\epsilon} = 0$. Our aim in this chapter is to understand the analytic properties of this series in a neighborhood of the point $s = 1$. It is these properties that will enable us later to prove the distribution result stated in the introduction.

We consider the space $L^2(\Gamma \backslash \mathbb{H}, \bar{\chi}_{\vec{\epsilon}})$ of square integrable functions that transform as

$$h(\gamma z) = \bar{\chi}_{\vec{\epsilon}}(\gamma) h(z), \quad \gamma \in \Gamma$$

under the action of the group. We introduce unitary operators

$$U(\vec{\epsilon}) : L^2(\Gamma \backslash \mathbb{H}) \to L^2(\Gamma \backslash \mathbb{H}, \bar{\chi}_{\vec{\epsilon}})$$

given by

$$(U(\vec{\epsilon}) h)(z) := U(z, \vec{\epsilon}) h(z) = \exp \left( 2\pi i \left( \sum_{k=1}^n \epsilon_k \int_{z_0}^{z} \alpha_k \right) \right) h(z).$$

We set

$$L(\vec{\epsilon}) = U(\vec{\epsilon})^{-1} \Delta U(\vec{\epsilon})$$

and

$$D_{\gamma_1}(z,s,\vec{\epsilon}) = U(-\vec{\epsilon}) E_{\gamma_1}(z,s,\vec{\epsilon}).$$

Then using Lemma [3.12] we see that

$$(L(\vec{\epsilon}) + s(1-s)) D_{\gamma_1}(z,s,\vec{\epsilon}) = -s^2 D_{\gamma_1}(z,s+2,\vec{\epsilon})$$

From (13) we see that

$$D_{\epsilon_1, \ldots, \epsilon_n}(z,s,\vec{0}) = \sum_{\gamma \in \Gamma \backslash \Gamma} \prod_{k=1}^n \left( -2\pi i \int_{z_0}^{\gamma z} \alpha_k \right) \left( \frac{\Im(\gamma z)}{|\gamma z|} \right)^s.$$
whenever the sum is absolutely convergent. (See Lemma 4.2 below). From (13) we also infer that
\begin{equation}
D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) = \sum_{\vec{m} \in \{0, 1\}^n} \prod_{k=1}^{n} \frac{1}{\alpha_k} \int_{z_0}^{z} \frac{1}{\alpha_k} \bigg( -2\pi i \int_{z_0}^{z} \alpha_k \bigg) m_k E_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}).
\end{equation}

(15)

\begin{equation}
E_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) = \sum_{\vec{m} \in \{0, 1\}^n} \prod_{k=1}^{n} \frac{1}{\alpha_k} \int_{z_0}^{z} \frac{1}{\alpha_k} \bigg( -2\pi i \int_{z_0}^{z} \alpha_k \bigg) m_k D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}).
\end{equation}

(16)

These relations between the $D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0})$ and the $E_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0})$ functions show that one family determines the other.

In order to ensure that the functions we shall be studying are well defined we need the following crude bound on the antiderivative of a modular form of weight 2. We notice that the proof uses the same starting point as Hecke’s bound on the Fourier coefficients of modular forms (See e.g. [11, Chapter VII Theorem 4.5]).

Lemma 4.1. Let $z \in \{z \in \mathbb{H} | 1 \leq |z| \leq \mu\}$ and assume $|z_0| > \mu$. Let $f$ be a modular form of weight 2. Then there exist $K \in \mathbb{R}_+$ such that
\[
\left| \int_{z_0}^{z} f(w) dw \right| \leq K \frac{|z|}{y}.
\]

Proof. Since $f(\gamma z) = (cz + d)^2 f(z)$ for $\gamma \in \Gamma$ the function $|f(z)y|$ is $\Gamma$-invariant. Since $\Gamma \backslash \mathbb{H}$ is compact it is bounded on $H$ i.e.
\[
|f(z)| \leq \frac{M}{y}
\]
for some $M \in \mathbb{R}_+$.

The integral in question is independent of the path chosen so we choose the direct line between $z_0$ and $z$. On the assumptions of the lemma we have $|f(w)| \leq M/\Im(z)$ when $w$ is on the line between $z_0$ and $z$. Hence
\[
\left| \int_{z_0}^{z} f(w) dw \right| \leq M \frac{|z - z_0|}{y} \leq M \frac{|z| + |z_0|}{y} \leq M (1 + |z_0|) \frac{|z|}{y}.
\]

The above lemma enables us to prove the following:

Lemma 4.2. Let $n \geq 1$. For $\Re(s)$ sufficiently large we have
\[
D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) \in L^2(\Gamma \backslash \mathbb{H}, d\mu).
\]

Proof. Since $A = \{z \in \mathbb{H} | 1 < |z| < \mu\}$ is a fundamental domain for $\Gamma_1$, we may choose representatives of $\Gamma \backslash \Gamma$ such that $\gamma z$ is in $A$. If we
assume $|z_0| > \mu$, we can now use Lemma 4.1 to conclude
\[
\left| D_{\gamma_1, \ldots, \gamma_n}^{\gamma_1}(z, s, \vec{0}) \right| \leq K \sum_{\gamma \in \Gamma \setminus \Gamma'} \left( \frac{\Im(\gamma z)}{|\gamma z|} \right)^{s-n}.
\]
The Lemma now follows from Lemma 3.1. We may remove the assumption $|z_0| > \mu$ by using (15) and (16). This is done by noticing that what we have proved already enables us to prove that the sum representations of $E_{\gamma_1, \ldots, \gamma_n}^{\gamma_1}(z, s, \vec{0})$ are convergent for $\Re(s)$ sufficiently large. Now these sums do not depend on $z_0$ and hence (15) shows that $D_{\gamma_1, \ldots, \gamma_n}^{\gamma_1}(z, s, \vec{0}) \in L^2(\Gamma \setminus \mathbb{H}, d\mu)$ without the assumption on $|z_0|$. □

We define
\[
\langle f_1 dz + f_2 d\bar{z}, g_1 dz + g_2 d\bar{z} \rangle = 2y^2 (f_1 \bar{g}_1 + f_2 \bar{g}_2)
\]
\[
\delta(pd\bar{x} + qd\bar{y}) = -y^2(p_x + q_y).
\]

Lemma 4.3. The conjugated operator $L(\vec{\epsilon})$ is given by
\[
L(\vec{\epsilon})h = \Delta h + 4\pi i \sum_{k=1}^{n} \epsilon_k \langle dh, \alpha_k \rangle - 4\pi^2 \left( \sum_{k,l=1}^{n} \epsilon_k \epsilon_l \langle \alpha_k, \alpha_l \rangle \right) h.
\]

Proof. The proof of Lemma 2.2 in [10] may be used without changes. We notice that in the present case $\delta(\alpha_k) = 0$.

Lemma 4.3 gives
\[
L_{\epsilon_k}(\vec{0})h = 4\pi i \langle dh, \alpha_k \rangle
\]
and all higher order derivatives vanish. Differentiating (14) we get
\[
(\Delta + s(1 - s)) D_{\epsilon_k}^{\gamma_1}(z, s, \vec{0}) = - \left( L_{\epsilon_k}(\vec{0}) D_{\epsilon_k}^{\gamma_1}(z, s, \vec{0}) \right) - s^2 D_{\epsilon_k}^{\gamma_1}(z, s + 2, \vec{0})
\]
and
\[
(\Delta + s(1 - s)) D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) = - \left( \sum_{k=1}^{n} L_{\epsilon_k}(\vec{0}) D_{\epsilon_1, \ldots, \epsilon_k, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) \right) - s^2 D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s + 2, \vec{0}).
\]
Here $\hat{\epsilon}_k$ means that we have excluded $\epsilon_k$ from the list. When $\Re(s)$ is sufficiently large we can use Lemma 4.2 and invert (19) and (20) by
applying the resolvent of the automorphic Laplace operator $R(s) = (\Delta_\Gamma + s(1 - s))^{-1}$. We get

\begin{equation}
D_{\epsilon_k}^{\gamma_1}(z, s, \vec{0}) = -R(s) \left( L_{\epsilon_k}(\vec{0})D_{\epsilon_k}^{\gamma_1}(z, s, \vec{0}) + s^2 D_{\epsilon_k}^{\gamma_1}(z, s + 2, \vec{0}) \right) \tag{21}
\end{equation}

and

\begin{equation}
D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) = -R(s) \left( \sum_{k=1}^{n} L_{\epsilon_k}(\vec{0})D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) \right.
+ \sum_{k,l=1 \atop k<l}^{n} L_{\epsilon_k \epsilon_l}(\vec{0})D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0}) + s^2 D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s + 2, \vec{0}) \right). \tag{22}
\end{equation}

This will turn out to be identities of great importance for the proofs of many results in this and the following chapter. As a starting point we prove

**Lemma 4.4.** The function $D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0})$ has meromorphic continuation to $s \in \mathbb{C}$. At a point of regularity, $s_0$, $D_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s_0, \vec{0})$ is square integrable. In $\Re(s) > 1$ the function is analytic.

**Proof.** This is induction in $n$. For $n = 0$ we quote Theorem [1] while the induction step follows from (21) and (22). \hfill \Box

Using (16) and the above we get the following theorem:

**Theorem 2.** The function $E_{\epsilon_1, \ldots, \epsilon_n}^{\gamma_1}(z, s, \vec{0})$ has meromorphic continuation to $s \in \mathbb{C}$. In $\Re(s) > 1$ the function is analytic.

This proves Theorem [2]

**Corollary 3.** The sum (12) is absolutely convergent for $\Re(s) > 1$.

**Proof.** This follows from a classical theorem due to Landau (see e.g [11, Chapter VI, Proposition 2.7]). \hfill \Box

**Corollary 4.** Let $f(z)dz$ be a holomorphic 1-form on $\Gamma \setminus \mathbb{H}$ such that $\langle \gamma_1, f \rangle = 0$ For any fixed $z \in \mathbb{H}, \varepsilon > 0$ we have

$$\int_{z_0}^{\gamma_{z_0}} f(z)dz = o((|az + b| |cz + d|)^{\varepsilon})$$

as $|az + b| |cz + d| \to \infty$.

**Proof.** From Theorem [2] and (12) one easily finds that for any $m \in \mathbb{N}$

$$\sum_{\gamma \in \Gamma \setminus \Gamma} \left( \int_{z_0}^{\gamma_{z_0}} f(z)dz \right)^m \left( \Im(z) \right)^{s}$$

has meromorphic continuation to $\mathbb{C}$ and that it is is analytic in $\Re(s) > 1$. Using Landau’s result again one may conclude that the above series
is absolutely convergent for \( \Re(s) > 1 \). Since the terms in an absolutely convergent series tends to zero we get that
\[
\left( \int_{z_0}^{\gamma z_0} f(z)dz \right)^m \left( \frac{\Delta(\gamma z)}{|\gamma z|} \right)^2 = \left( \int_{z_0}^{\gamma z_0} f(z)dz \right)^m \frac{y^2}{|cz + d|^2 |az + b|^2}
\]
tends to zero as \(|az + b| |cz + d| \to \infty\). Hence
\[
\int_{z_0}^{\gamma z_0} f(z)dz = o\left( |cz + d|^{2/m} |az + b|^{2/m} \right)
\]
for any \( m \in \mathbb{N} \). \( \square \)

We note that putting \( z = i \) we obtain Theorem F.

We shall now show how we can obtain the Laurent expansions of \( D_{\gamma_1, \ldots, \gamma_n}^{\eta_1, \ldots, \eta_n}(z, s, \bar{\epsilon}) \) from (21) and (22). We start by showing that \( R(s) L_{\epsilon_k}(\bar{\epsilon}) D_{\gamma_1, \ldots, \gamma_n}^{\eta_1, \ldots, \eta_n}(z, s, \bar{\epsilon}) \) is regular. To this end we need the following lemma:

**Lemma 4.5.** For all \( j = 1, \ldots, n \) and \( \Re(s) > 1 \)
\[
\int_{\mathbb{H}} \langle dD_{\gamma_1, \ldots, \gamma_n}^{\eta_1, \ldots, \eta_n}(z, s, \bar{\epsilon}), \alpha_j \rangle d\mu(z) = 0.
\]

**Proof.** We let \( F \) be a fundamental polygon for the group \( \Gamma \). The domain \( F \) is then an open connected set with a finite number of sides which are pairwise conjugated. We have
\[
\int_F \langle dD_{\gamma_1, \ldots, \gamma_n}^{\eta_1, \ldots, \eta_n}(z, s, \bar{\epsilon}), \alpha_j \rangle d\mu(z) =
\]
\[
\int_F \frac{\partial}{\partial z} \left( D_{\gamma_1, \ldots, \gamma_n}^{\eta_1, \ldots, \eta_n}(z, s, \bar{\epsilon}) \right) \frac{F_i}{2} dxdy + \int_F \frac{\partial}{\partial \bar{z}} \left( D_{\gamma_1, \ldots, \gamma_n}^{\eta_1, \ldots, \eta_n}(z, s, \bar{\epsilon}) \right) \frac{F_i}{2} dxdy.
\]

For any real-differentiable function \( h : U \to \mathbb{C} \) where \( U \subset \mathbb{C} \) and any bounded domain \( R \subset U \) with piecewise differentiable boundary Stokes theorem implies that
\[
2i \int_R \frac{\partial}{\partial \bar{z}} h dxdy = \int_{\partial R} hdz.
\]
We apply this to the second integral in (23). Since \( f_j \) is holomorphic, the integral equals
\[
-\frac{i}{4} \int_{\partial F} D_{\gamma_1, \ldots, \gamma_n}^{\eta_1, \ldots, \eta_n}(z, s, \bar{\epsilon}) f_j dz.
\]
The boundary of the fundamental domain is the union of conjugated sides. These conjugated sides cancel in the integral and we get the result. \( \square \)

Using this we can now prove
Lemma 4.6. The function

\[ -R(s)L_{\epsilon_j}(\bar{0})D_{\epsilon_1,\ldots,\epsilon_n}(z, s, \bar{0}) \]

is regular at \( s = 1 \).

Proof. We shall write \( B(z, s) = D_{\epsilon_1,\ldots,\epsilon_n}(z, s, \bar{0}) \). From (22) it is clear that \( s = 1 \) is not an essential singularity. Assume that it is a pole of order \( k > 0 \). Hence

\[ \lim_{s \to 1} (s - 1)^k(-R(s)L_{\epsilon_j}(\bar{0})B(z, s)) \neq 0. \]

But

\[ \lim_{s \to 1} (s - 1)^k(-R(s)L_{\epsilon_j}(\bar{0})B(z, s)) = \lim_{s \to 1} (s - 1)^{k-1}\left( \frac{1}{\text{vol}(\Gamma \setminus \mathbb{H})} \int_{\Gamma \setminus \mathbb{H}} L_{\epsilon_j}(\bar{0})B(z', s)d\mu(z') \right) = 0 \]

by Section 2, (17) and Lemma 4.5. This contradicts (25), which completes the proof. \( \square \)

We let \( \tilde{\Sigma}_{2m} \) be the elements of the symmetric group on \( 2m \) letters \( 1, 2, \ldots, 2m \) for which \( \sigma(2j - 1) < \sigma(2j) \) for \( j = 1, \ldots, m \). We notice that this has \( (2m)!/2^m \) elements, which is easily seen by induction.

Lemma 4.7. If \( n \) is even \( D_{\epsilon_1,\ldots,\epsilon_n}(z, s, \bar{0}) \) has a pole at \( s = 1 \) of at most order \( n/2 + 1 \). The \( (s - 1)^{n/2+1} \) coefficient in the expansion of the function \( D_{\epsilon_1,\ldots,\epsilon_n}(z, s, \bar{0}) \) around \( s = 1 \) is

\[ \frac{(-8\pi^2)^{n/2} \log \mu}{\text{vol}(\Gamma \setminus \mathbb{H})^{n/2+1}} \sum_{\sigma \in \Sigma_n} \left( \frac{n/2}{\prod_{r=1}^{n/2} \int_{\Gamma \setminus \mathbb{H}} \langle \alpha_{\sigma(2r-1)}, \alpha_{\sigma(2r)} \rangle d\mu(z) \right). \]

If \( n \) is odd, \( D_{\epsilon_1,\ldots,\epsilon_n}(z, s, \bar{0}) \) has a pole at \( s = 1 \) of at most order \( (n+1)/2 \).

Proof. For \( n = 0 \) we quote Lemma 4.1 and for \( n = 1 \) (21), Lemma 4.6 and the discussion in the end of section 2 give the result. Assume that the result is true for all \( n \leq n_0 \). By (22), (18), Lemma 4.6 and the fact that

\[ (-R(s)(-8\pi^2 \langle w_k, w_l \rangle D_{\epsilon_1,\ldots,\epsilon_n}(z, s, \bar{0}))) \]

can have pole order at most 1 more than \( D_{\epsilon_1,\ldots,\epsilon_n}(z, s, \bar{0}) \) at \( s = 1 \), we obtain the result about the pole orders. Note also that

\[ R(s)s^2D_{\epsilon_1,\ldots,\epsilon_n}(z, s + 2, \bar{0}) \]

always contributes with at most a simple pole. For even \( n \) we notice that by induction and using the discussion in the end of section 2 we...
find that the \((s - 1)^{n/2 - 1}\) coefficient is
\[
-8\pi^2 \frac{(-8\pi^2)^{(n-2)/2} \log \mu}{\text{vol}(\Gamma \setminus \mathbb{H}) \text{vol}(\Gamma \setminus \mathbb{H})^{(n-2)/2 + 1}}.
\]

where the prime in the product means that we have excluded \(\alpha_k, \alpha_l\) from the product and enumerated the remaining differentials accordingly. The result follows. \(\square\)

Using this we can prove

**Theorem 5.** For all \(E_{\gamma_1, \ldots, \gamma_n}(z, s, \vec{0})\) has a pole at \(s = 1\) of at most order \([n/2] + 1\). If \(n\) is even the \((s - 1)^{[n/2]+1}\) coefficient in the Laurent expansion of \(E_{\gamma_1, \ldots, \gamma_n}(z, s, \vec{0})\) is
\[
-8\pi^2 \frac{(-8\pi^2)^{n/2} \log \mu}{\text{vol}(\Gamma \setminus \mathbb{H})^{n/2 + 1}} \sum_{\sigma \in \tilde{\Sigma}_n} \left( \prod_{r=1}^{n/2} \int_{\Gamma \setminus \mathbb{H}} \langle \alpha_{\sigma(2r-1)}, \alpha_{\sigma(2r)} \rangle d\mu(z) \right) \int_{\Gamma \setminus \mathbb{H}} \langle \alpha_k, \alpha_l \rangle d\mu(z),
\]

We notice that

(26) \(\langle \Re(f(z)dz), \Re(f(z)dz) \rangle = \langle \Im(f(z)dz), \Im(f(z)dz) \rangle = y^2 |f(z)|^2\),

while

(27) \(\langle \Re(f(z)dz), \Im(f(z)dz) \rangle = 0\).

Hence many of the involved integrals may be expressed in terms of the Petersson norm defined in the weight two case by

(28) \(\|f\| = \left( \int_{\Gamma \setminus \mathbb{H}} y^2 |f(z)|^2 d\mu(z) \right)^{1/2}\).

We shall write \(E_{\Re, \Im^0}^{\alpha_{n-1}}(z, s) := E_{e_1, \ldots, e_n}(z, s, \vec{0})\) where \(\alpha_i = \Re(f(z)dz)\) for \(i = 1, \ldots, l\) and \(\alpha_i = \Im(f(z)dz)\) for \(i = l + 1, \ldots, n\).

5. Growth on vertical lines

By Corollary 3 we see that \(E_{\gamma_1, \ldots, \gamma_n}(z, s, \vec{0}) = O_K(1)\) for \(\Re(s) = \sigma > 1\) and \(z\) in a fixed compact set \(K\). In this section we show that when we only require \(\sigma > 1/2\) then we still have at most polynomial growth on the line \(\Re(s) = \sigma\).

We first prove:
Lemma 5.1. The hyperbolic Eisenstein series $E^{\gamma_1}(z, s)$ has polynomial growth in $s$ in $\Re(s) > 1/2$. More precisely we have for any $\varepsilon > 0$ and $1/2 < \sigma \leq 1$

\begin{equation}
E^{\gamma_1}(z, \sigma + it) = O_K(|t|^{6(1-\sigma)+\varepsilon}).
\end{equation}

Proof. Fix $\sigma > 1/2$ and let $s = \sigma + it$. Using (9), (5), lemmata 3.1,3.2 and Theorem 1 we get $L^2(\Gamma \backslash \mathbb{H})$-bounds

\begin{align*}
\|E^{\gamma_1}(z, s)\|_2 &\leq \frac{|s|^2}{|t|(2\sigma - 1)} \|E^{\gamma_1}(z, s + 2)\|_2 \leq K_1 |t| \\
\|\Delta E^{\gamma_1}(z, s)\|_2 &\leq \|s(1-s)E^{\gamma_1}(z, s) - s^2 E^{\gamma_1}(z, s + 2)\|_2 \\
&\leq |s(1-s)| \|E^{\gamma_1}(z, s)\|_2 + |s^2| \|E^{\gamma_1}(z, s + 2)\|_2 \\
&\leq \left( \frac{|s(1-s)| |s^2|}{|t|(2\sigma - 1)} + |s^2| \right) \|E^{\gamma_1}(z, s + 2)\|_2 \leq K_2 |t|^3
\end{align*}

for $|t|$ sufficiently large. To get a pointwise bound we use the Sobolev embedding theorem (see [14, 6.22 Corollary (b)]). We denote by $\|\cdot\|_{H^t}$ the Sobolev $t$-norm. So in dimension 2 the Sobolev embedding theorem implies that

\[ \|u\|_{L^\infty} \leq c \|u\|_{H^2}, \]

where for any second order elliptic operator $P$ there exist a $c'$ such that

\[ \|u\|_{H^2} \leq c' (\|u\|_2 + \|Pu\|_2). \]

(See [14, 6.29]) We use $P = \Delta$ and get

\[ E^{\gamma_1}(z, s) = O(|t|^3). \]

Applying Phragmén-Lindelöf (see e.g. [8, Appendix 5]) in the strip $1/2 + \delta_1 \leq \Re(s) \leq 1 + \delta_2$ gives the result. \&

This proves the second part of Theorem C.

Lemma 5.2. The function $D^{\gamma_1}_{\varepsilon_1, \ldots, \varepsilon_n}(z, s, \vec{0})$ has polynomial growth in $t$ in $\Re(s) > 1/2$. More precisely we have for any $\varepsilon > 0$ and $1/2 < \sigma \leq 1$

\begin{equation}
D^{\gamma_1}_{\varepsilon_1, \ldots, \varepsilon_n}(z, \sigma + it, \vec{0}) = O(|t|^{6(n+1)(1-\sigma)+\varepsilon}).
\end{equation}

The involved constant depends on $\varepsilon$, $\sigma$ and $\alpha_1, \ldots, \alpha_n$ but not on $z$.

Proof. We note that it is enough to prove that for $\Re(s) > 1/2$ we have

\[ D^{\gamma_1}_{\varepsilon_1, \ldots, \varepsilon_n}(z, \sigma + it, \vec{0}) = O(|t|^{3(n+1)}). \]

Once this is established we can apply Phragmen-Lindelöf in the strip $1/2 + \delta_1 \leq \Re(s) \leq 1 + \delta_2$ to get the result.

We use induction in $n$. For $n = 0$ we quote Lemma 5.1 and note that we have exponent 3 without $\varepsilon$ in the proof of the lemma. We now
assume that for a fixed $\sigma > 1/2$
\begin{equation}
D_{\epsilon_1, \ldots, \epsilon_m}(z, \sigma + it, \vec{0}) = O(|t|^{3(m+1)})
\end{equation}
\begin{equation}
\left\| L_{\epsilon_k}(\vec{0}) D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 = O(|t|^{3(m+1)})
\end{equation}
whenever $m \leq n - 1$. We want to give $L^2(\Gamma \setminus \mathbb{H})$-norm estimates on $D_{\epsilon_1, \ldots, \epsilon_m}(z, \sigma + it, \vec{0})$ and $\Delta D_{\epsilon_1, \ldots, \epsilon_m}(z, \sigma + it, \vec{0})$ so that we can use the Sobolev embedding theorem as in the proof of Lemma 5.1.

The identity which is going to boost the induction is (22). We have, by the induction hypothesis and (18) the bound
\begin{equation}
\left\| L_{\epsilon_k}(\vec{0}) D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 = O(|t|^{3(n-1)})
\end{equation}
We also have
\begin{equation}
\left\| L_{\epsilon_k}(\vec{0}) D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 \leq C_1 \left( \left\| D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 + \left\| \Delta D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 \right)
\end{equation}
The first term can be estimated
\begin{align*}
\left\| D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 & \leq C_2 \left\| D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_{H_1} \\
& \leq C_2 \left\| D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_{H_2} \\
& \leq C_3 \left( \left\| D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 + \left\| \Delta D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 \right)
\end{align*}
The second term is $O(|t|^{3n+2})$ which is seen from (20) and the induction hypothesis. The first term is $O(|t|^{3n})$ by the induction hypothesis. The second term in (34) can be handled in the same way so we conclude that
\begin{equation}
\left\| L_{\epsilon_k}(\vec{0}) D_{\epsilon_1, \ldots, \epsilon_m}(z, s, \vec{0}) \right\|_2 = O(|t|^{3n+2}).
\end{equation}
This certainly establishes (32) when $m = n$. We have
\begin{equation}
\left\| -s^2 D_{\epsilon_1, \ldots, \epsilon_n}(z, s + 2, \vec{0}) \right\|_2 = O(|t|^2)
\end{equation}
by Lemma 1.1. By (22), (15), (33), (35) and (36) we conclude
\begin{equation}
\left\| D_{\epsilon_1, \ldots, \epsilon_m}(z, \sigma + it, \vec{0}) \right\|_2 = O(|t|^{3n+1}).
\end{equation}
By (20), (33), (37), (35) and (36) we get
\begin{equation}
\left\| \Delta D_{\epsilon_1, \ldots, \epsilon_m}(z, \sigma + it, \vec{0}) \right\|_2 = O(|t|^{3n+3}).
\end{equation}
Using these two bounds we use the Sobolev embedding theorem as in the proof of Lemma 5.1 we get
\[ \left\| D_{\epsilon_1, \ldots, \epsilon_m} (z, \sigma + it, \vec{0}) \right\|_{\infty} = O(|t|^{3n+3}) \]
which establish \((32)\) for \(m = n\). □

Using the above lemma and \((16)\) we conclude

**Theorem 6.** The function \(E_{\epsilon_1, \ldots, \epsilon_n} (z, s, \vec{0})\) has polynomial growth in \(t\) for \(\Re(s) > 1/2\). More precisely we have for any \(\epsilon > 0\), \(1/2 < \Re(s) \leq 1\) and \(z\) in a compact set \(K\)
\[(39) \quad E_{\epsilon_1, \ldots, \epsilon_n} (z, s, \vec{0}) = O(|t|^{(6(n+1)(1-\sigma)+\epsilon)}).\]
The involved constant depends on \(\epsilon, \sigma, K\) and \(\alpha_1, \ldots, \alpha_n\).

Hence we have proved at Theorem G.

6. Estimates of summatory functions

In the two preceding sections we found the pole structure of the twisted hyperbolic Eisenstein series and we showed that as a function of \(s\) this has at most polynomial growth on vertical lines. In this section we state and prove two technical propositions that enables us to use these properties to get estimates on certain summatory functions.

We shall formulate the results in terms of general Dirichlet series. Fix \(\{f_n\} \subset \mathbb{R}_+\) a non-decreasing series that tends to \(\infty\) as \(n \to \infty\). Let \(a = \{a_n\}_{n=1}^{\infty} \subset \mathbb{C}\). For \(s \in \mathbb{C}\) we consider
\[(40) \quad H^a(s) = \sum_{n=1}^{\infty} a_n f_n^{-s}\]
We assume that

(i) The sum in \((40)\) is absolutely convergent for \(\Re(s) > 1\)
(ii) The function \(H\) has meromorphic continuation to \(\Re(s) > h - \epsilon\) where \(h < 1\).
(iii) The point \(s = 1\) is the only pole in \(\Re(s) \geq h\).
(iv) The function \(H\) grows at most polynomially in \(\Im(s) = t\) uniformly for \(h \leq \Re(s) \leq 2\), i.e. \(H^a(s) = O(|t|^h)\)

We note that \((1)\) implies that the series is uniformly convergent on compact subsets. By the Phragmén- Lindelöf theorem we may replace \((1)\) by the weaker assumption that for any fixed \(h \leq \sigma \leq 2\), the function \(H^a(s)\) grows at most polynomially on vertical lines.

**Proposition 6.1.** Assume \(\{a_n\}_{n=1}^{\infty} \subset \mathbb{R}_+\) and that \(H^a(s)\) satisfies \((1)\)-(\(14)\). If \(s = 1\) is a simple pole then
\[(41) \quad \sum_{f_n \leq T} a_n = \text{Res}_{s=1} (H^a(s)) T + O(T^{h+\epsilon}).\]
If \( s = l \) is a pole of order \( l > 1 \), and \( d_l \) is the leading term in the Laurent expansion of \( H^a(s) \) then

\[
\sum_{f_n \leq T} a_n = \frac{d_l}{(l-1)!} T (\log T)^{l-1} + O(T(\log T)^{l-2}).
\]

**Proof.** Let \( \phi_U : \mathbb{R} \to \mathbb{R} \), \( U \geq U_0 \), be a family of smooth decreasing functions with

\[
\phi_U(t) = \begin{cases} 
1 & \text{if } t \leq 1 - 1/U \\
0 & \text{if } t \leq 1 + 1/U,
\end{cases}
\]

and \( \phi^{(i)}_U(t) = O(U^i) \) as \( U \to \infty \). For \( \Re(s) > 0 \) we let

\[
R_U(s) = \int_0^\infty \phi_U(t) t^{s-1} dt
\]

be the Mellin transform of \( \phi_U \). Then we have

\[
R_U(s) = \frac{1}{s} + O\left( \frac{1}{U} \right) \quad \text{as } U \to \infty
\]

and for any \( c > 0 \)

\[
R_U(s) = O\left( \frac{1}{|s|} \left( \frac{U}{1 + |s|} \right)^c \right) \quad \text{as } |s| \to \infty.
\]

Both estimates are uniform for \( \Re(s) \) bounded. The first is a mean value estimate while the second is successive partial integration and a mean value estimate. The Mellin inversion formula now gives

\[
\sum_{n=1}^\infty a_n \phi_U \left( \frac{f_n}{T} \right) = \sum_{n=1}^\infty a_n \frac{1}{2\pi i} \int_{\Re(s)=2} R_U(s) \left( \frac{f_n}{T} \right)^{-s} ds
\]

\[
= \frac{1}{2\pi i} \int_{\Re(s)=2} H^a(s)R_U(s)T^s ds.
\]

We note that by (44) and (iv) the integral is convergent. We now move the line of integration to the line \( \Re(s) = h \) by integrating along a box of some height and then letting this height go to infinity. By (iv) and (14) we find that the contribution from the horizontal sides goes to zero. Since we assume that \( s = 1 \) is the only pole of the integrand with \( \Re(s) \leq h \) then using Cauchy’s residue theorem we obtain

\[
\frac{1}{2\pi i} \int_{\Re(s)=2} H^a(s)R_U(s)T^s ds
\]

\[
= \Res_{s=1} (H^a(s)R_U(s)T^s) + \frac{1}{2\pi i} \int_{\Re(s)=h} H^a(s)R_U(s)T^s ds.
\]

If we choose \( c = b + \varepsilon \) the last integral is convergent and \( O(T^bU^{b+\varepsilon}) \).
Assume that $H^a(s)$ has a pole of order $l$ with $(s-1)^{-l}$ coefficient $d_{-l}$ then if $l > 1$ we have

$$\text{Res}_{s=1} (H^a(s) R_U(s) T^s) = \frac{1}{(l-1)!} \lim_{s \to 1} \frac{d_{l-1}}{ds^{l-1}} ((s-1)^l (H^a(s) R_U(s) T^s))$$

$$= \frac{1}{(l-1)!} \sum_{n_1+n_2+n_3=l-1} \frac{\partial^{n_1}(s-1)^l H^a(s)}{\partial s^{n_1}} \bigg|_{s=1} \frac{\partial^{n_2} R_U(s)}{\partial s^{n_2}} \bigg|_{s=1} \frac{\partial^{n_3} T^s}{\partial s^{n_3}} \bigg|_{s=1}$$

The first factor in the sum is independent of $U$ and $T$, while the second is independent of $T$ and bounded in $U$. The third factor has leading term $T(\log T)^{n_3}$ and a reminder $O(\log T^{n_3-1})$. Hence the leading term is the one corresponding to $n_1 = n_2 = 0, n_3 = l - 1$ and we get, using (13),

$$= \frac{d_{-l}}{(l-1)!} T(\log T)^{l-1} + O(T(\log T)^{l-2} + T \log T^{l-1}/U).$$

This gives

$$\sum_{f_n \leq T} \omega \phi_U \left( \frac{f_n}{T} \right) = \frac{d_{-l}}{(l-1)!} T(\log T)^{l-1} + O(T(\log T)^{l-2} + T \log T^{l-1}/U + T^h U^{b+\varepsilon}).$$

If $l = 1$ then by (13)

$$\text{Res}_{s=1} (H^a(s) R_U(s) T^s) = \frac{a_{-1}}{y} T + O(T/U),$$

and we get

$$\sum_{f_n \leq T} a_n \phi_U \left( \frac{f_n}{T} \right) = d_{-1} T + O(T/U + T^h U^{b+\varepsilon}).$$

If $H^a(s)$ has a non-simple pole we choose $U = \log T$ and we get

$$\sum_{f_n \leq T} a_n \phi_U \left( \frac{f_n}{T} \right) = \frac{d_{-l}}{(l-1)!} T(\log T)^{l-1} + O(T(\log T)^{l-2}).$$

In the simple pole case we choose $U = T^{(1-h)/(b+1+\varepsilon)}$ in order to balance the error terms and we get

$$\sum_{f_n \leq T} a_n \phi_U \left( \frac{f_n}{T} \right) = d_{-1} T + O(T^{\frac{1-h}{b+1+\varepsilon}}).$$

At this point we note that if $a_n$ is non-negative for all $n$, then by further requiring $\phi_U(t) = 0$ if $t \geq 1$ and $\tilde{\phi}_U(t) = 1$ for $t \leq 1$, we have

$$\sum_{f_n \leq T} a_n \phi_U \left( \frac{f_n}{T} \right) \leq \sum_{f_n \leq T} a_n \leq \sum_{f_n \leq T} a_n \tilde{\phi}_U \left( \frac{f_n}{T} \right)$$
from which it easily follows that the middle sum has an asymptotic expansion. In the case \( s = 1 \) a simple pole we choose \( U = T^{\frac{1+b}{2}+\epsilon} \) to balance the error terms.

Since \( a_n \notin \mathbb{R} \) for many of the applications we have in mind we shall also deal with this situation. We let \( H(s) \) be the sum corresponding to \( a_n = 1 \) for all \( n \).

**Proposition 6.2.** Assume that \( H(s) \) satisfies the conditions of Proposition 6.1 with parameters \( h', b' \). Assume that for any \( \epsilon > 0 \) we have \( a_n = O((f_n)^\epsilon) \) as \( n \to \infty \) and that \( H^a(s) \) satisfies (45-46). Assume further that

\[
\text{ord}(H^a(s)) \geq \text{ord}(H(s))
\]

If \( s = 1 \) is a simple pole then

(47) \[
\sum_{f_n \leq T} a_n = \left[ H^a(s) \right]_T + O(T^{\max\left(\frac{b+b'}{2}+\epsilon', \frac{b+b'}{2}+\epsilon\right)} + \epsilon).
\]

If \( s = l \) is a pole of order \( l > 1 \), and \( c_l \) is the leading term in the Laurent expansion of \( H^a(s) \) then

(48) \[
\sum_{f_n \leq T} a_n = d_l T (\log T)^{l-1} + O(T (\log T)^{l-2}).
\]

**Proof.** We may re-use most of the proof of the last proposition. To get a result without \( \phi_U \) from (45) and (46) we notice that if we choose \( \phi_U \) such that \( \phi_U(t) = 1 \) for \( t \leq 1 \) then

\[
\sum_{f_n \leq T} a_n \phi_U ((f_n T)^{-1}) = \sum_{f_n \leq T} a_n + \sum_{T < f_n \leq T(1+1/U)} a_n \phi_U ((f_n T)^{-1}).
\]

From \( a_n = O((f_n)^\epsilon) \) we see that we may evaluate the last sum in the following way. For any \( \epsilon > 0 \) this is less than a constant times

\[
(T(1+1/U))^\epsilon \sum_{T < f_n \leq T(1+1/U)} 1 \leq (2T)^\epsilon \sum_{T < f_n \leq T(1+1/U)} 1.
\]

By Proposition 6.1 the sum is \( O(T/U) + O(T^{\frac{b+b'}{2}+\epsilon}) \) if \( H(s) \) has a simple pole and \( O(T/U (\log T)^{b'} + O(T (\log T)^{l-2}) \) if \( \text{ord}_{s=1}(H(s)) = l' > 1 \). Using this with the above choices of \( U \) we get the result.

We note that under the assumptions of the above proposition, with the exceptions that \( H^a(s) \) should be regular at \( s = 1 \) and that \( H(z, s) \) should have a simple pole at \( s = 1 \), we may conclude that

\[
\sum_{f_n \leq T} a_n = O(T^{\max\left(\frac{b+b'}{2}+\epsilon', \frac{b+b'}{2}+\epsilon\right)} + \epsilon).
\]

The proof of this is identical to the proof of the above with \( d_{-1} = 0 \).
We now observe that by ordering the elements of $\Gamma_1 \setminus \Gamma$ by defining 
$$\gamma \leq \tilde{\gamma}$$ if and only if 
$$\frac{\Im(\tilde{\gamma}z)}{|\tilde{\gamma}z|} \leq \frac{\Im(\gamma z)}{|\gamma z|}$$
we get 
$$\Gamma_1 \setminus \Gamma = \{ \gamma_2, \gamma_3, \ldots, \gamma_n, \ldots \}$$
with $\gamma_n \leq \gamma_{n+1}$. If we define 
$$f_n = \left( \frac{\Im(\gamma_n z)}{|\gamma_n z|} \right)^{-1}$$
then $f_n$ is a non-decreasing series tending to $\infty$ and we have $H(s) = E^{\gamma_1}(z, s)$. Observing that 
$$\frac{\Im(\gamma z)}{|\gamma z|} = \frac{y}{|az + b| |cz + d|}$$
Theorem 1, Lemma 5.1 and Proposition 6.1 enables us to conclude Theorem 7.

$$\sum_{\gamma \in \Gamma_1 \setminus \Gamma, |az+b||cz+d| \leq T} 1 = \frac{2 \log \mu}{y \text{vol}(\Gamma \setminus \mathbb{H})} T + O(T^{1-\delta})$$
for some $\delta > 0$.

Setting $z = i$ we obtain Theorem 4. The estimation of the remainder term depends on the growth estimates of $E^{\gamma_1}(z, s)$ available to us and the existence of small eigenvalues of the Laplacian. Assuming no small eigenvalues Lemma 5.1 enables us to conclude $1 - \delta = 7/8 + \varepsilon$.

We now fix a holomorphic 1-form $f(z) dz$. Let $\alpha = \Re(f(z) dz)$ and $\beta = \Im(f(z) dz)$.

**Theorem 8.** We have

$$\sum_{\gamma \in \Gamma_1 \setminus \Gamma, |az+b||cz+d| \leq T} \langle \gamma, \alpha \rangle^{2m} \langle \gamma, \beta \rangle^{2n} = \left( -8 \pi^2 \right)^{m+n} \|f\|^{2m+2n} \frac{2 \log \mu}{y \text{vol}(\Gamma \setminus \mathbb{H})^{m+n+1}} \frac{(2m)! (2n)!}{m! 2^n n! 2^n} T \log^{m+n} T + O(T \log^{m+n-1} T),$$

and if $m$ or $n$ is odd then

$$\sum_{\gamma \in \Gamma_1 \setminus \Gamma, |az+b||cz+d| \leq T} \langle \gamma, \alpha \rangle^{m} \langle \gamma, \beta \rangle^{n} = O(T \log^k T)$$

for some $k \in \mathbb{N}$ strictly less than $(m+n)/2$. 
Proof. This follows from Proposition 6.2 with \( a_k = \langle \gamma_k, \alpha \rangle^m \langle \gamma_k, \beta \rangle^n \). We have \( a_n = O(f_n^\epsilon) \) by Corollary 4. The assumptions of Proposition 6.2 are satisfied by Theorem 1, Lemma 5.1 Theorem 5 and Theorem 6. We also notice that

\[
\frac{(2m)!(2n)!}{2^{m+n}(m+n)!} \begin{pmatrix} m+n \end{pmatrix} = \frac{(2m)!(2n)!}{m!2^m n!2^n}.
\]

□

7. The distribution of modular symbols

We now show how to obtain a distribution result for the modular symbols from the asymptotic expansions of Corollary 8. We renormalize the modular symbols in the following way. Let

\[
\begin{align*}
\widetilde{\langle \gamma, f \rangle} &= \sqrt{\frac{\text{vol}(\Gamma \backslash \mathbb{H})}{8\pi^2 \|f\|^2}} \langle \gamma, f \rangle, \\
\widetilde{\langle \gamma, \alpha \rangle} &= \sqrt{\frac{\text{vol}(\Gamma \backslash \mathbb{H})}{8\pi^2 \|f\|^2}} \langle \gamma, \alpha \rangle, \\
\widetilde{\langle \gamma, \beta \rangle} &= \sqrt{\frac{\text{vol}(\Gamma \backslash \mathbb{H})}{8\pi^2 \|f\|^2}} \langle \gamma, \beta \rangle,
\end{align*}
\]

where \( \alpha = \Re(f(z)dz), \beta = \Im(f(z)dz) \). Let furthermore

\[
(\Gamma \backslash \Gamma)^T := \{ \gamma \in \Gamma \backslash \Gamma \mid |az + b| |cz + d| \leq T \}.
\]

By Theorem 7 we have

\[
#(\Gamma \backslash \Gamma)^T = \frac{2 \log \mu T}{\text{vol}(\Gamma \backslash \mathbb{H})} + O(T^{1-\delta}),
\]

for some \( \delta > 0 \). Now let \( X_T \) be the random variable with probability measure

\[
P(X_T \in R) = \frac{\# \left\{ \gamma \in (\Gamma \backslash \Gamma)^T \mid \frac{\langle \gamma, f \rangle}{\sqrt{\log|az+b||cz+d|}} \in R \right\}}{\#(\Gamma \backslash \Gamma)^T}.
\]

for \( R \subset \mathbb{C} \) (By convention we set \( \langle \gamma, \alpha \rangle / \sqrt{\log|az+b||cz+d|} = 0 \) if \( |az+b| |cz+d| \leq 1 \). Note that there are only finitely many such elements.) We consider the moments of \( X_T \)

\[
M_{n,m}(X_T) = \sum_{\gamma \in (\Gamma \backslash \Gamma)^T} \left[ \Re \left( \frac{\langle \gamma, f \rangle}{\sqrt{\log|az+b||cz+d|}} \right) \right]^n \left[ \Im \left( \frac{\langle \gamma, f \rangle}{\sqrt{\log|az+b||cz+d|}} \right) \right]^m
\]

\[
\frac{2 \log \mu T}{\text{vol}(\Gamma \backslash \mathbb{H})} + O(T^{1-\delta}),
\]

for some \( \delta > 0 \). Now let \( X_T \) be the random variable with probability measure

\[
P(X_T \in R) = \frac{\# \left\{ \gamma \in (\Gamma \backslash \Gamma)^T \mid \frac{\langle \gamma, f \rangle}{\sqrt{\log|az+b||cz+d|}} \in R \right\}}{\#(\Gamma \backslash \Gamma)^T}.
\]

for \( R \subset \mathbb{C} \) (By convention we set \( \langle \gamma, \alpha \rangle / \sqrt{\log|az+b||cz+d|} = 0 \) if \( |az+b| |cz+d| \leq 1 \). Note that there are only finitely many such elements.) We consider the moments of \( X_T \)

\[
M_{n,m}(X_T) = \sum_{\gamma \in (\Gamma \backslash \Gamma)^T} \left[ \Re \left( \frac{\langle \gamma, f \rangle}{\sqrt{\log|az+b||cz+d|}} \right) \right]^n \left[ \Im \left( \frac{\langle \gamma, f \rangle}{\sqrt{\log|az+b||cz+d|}} \right) \right]^m
\]
and note that

\[ \Re(\langle \gamma, f \rangle) = i \langle \gamma, \beta \rangle \]
\[ \Im(\langle \gamma, f \rangle) = -i \langle \gamma, \alpha \rangle. \]

By partial summation we have

\[
M_{n,m}(X_T) = \frac{i^{n+m}(-1)^m}{\#(\Gamma \setminus \Gamma)^T} \left( \sum_{\gamma \in (\Gamma \setminus \Gamma)^T} \langle \gamma, \beta \rangle^n \langle \gamma, \alpha \rangle^m \frac{1}{\log T^{(m+n)/2}} \right.
\]
\[ + \frac{m+n}{2} \int_0^T \sum_{\gamma \in (\Gamma \setminus \Gamma)^T} \langle \gamma, \beta \rangle^n \langle \gamma, \alpha \rangle^m \frac{1}{t \log t^{(m+n)/2+1}} dt \bigg), \]

where \( \delta_0 = \min\{|az + b|cz + d| : |az + b|cz + d| > 1\} \). If we now apply Corollary 8 and (53) we find that as \( T \to \infty \)

\[
M_{n,m}(X_T) \to \begin{cases} 
\frac{n!}{(n/2)!^2} \frac{m!}{(m/2)!^2}, & \text{if } m \text{ and } n \text{ are even,} \\
0, & \text{otherwise.}
\end{cases}
\]

We notice that the right-hand side is the moments of the bivariate Gaussian distribution with correlation coefficient zero. Hence by a result due to Fréchet and Shohat (see [7, 11.4.C]) we conclude the following:

**Theorem 9.** Asymptotically \( \sqrt{\log|az + b|cz + d|} \) has bivariate Gaussian distribution with correlation coefficient zero. More precisely we have

\[
\frac{\# \left\{ \gamma \in (\Gamma \setminus \Gamma)^T \left| \frac{\sqrt{\langle \gamma, f \rangle}}{\sqrt{\log|az + b|cz + d|}} \in R \right. \right\}}{\#(\Gamma \setminus \Gamma)^T} \to \frac{1}{2\pi} \int_R \exp \left( -\frac{x^2 + y^2}{2} \right) dx dy
\]
as \( T \to \infty \).

As an easy corollary we get the following result about the distribution of harmonic differentials

**Corollary 10.** Asymptotically \( \sqrt{\log|az + b|cz + d|} \) has Gaussian distribution. More precisely we have

\[
\frac{\# \left\{ \gamma \in (\Gamma \setminus \Gamma)^T \left| \frac{\Re(\langle \gamma, f \rangle)}{\sqrt{\log|az + b|cz + d|}} \in [a, b] \right. \right\}}{\#(\Gamma \setminus \Gamma)^T} \to \frac{1}{\sqrt{2\pi}} \int_a^b \exp \left( -\frac{x^2}{2} \right) dx
\]
as \( T \to \infty \).

The same holds for \( \Im(\langle \gamma, f \rangle) \). We note that by putting \( z = i \) in Corollary 10 and Theorem 9 we obtain Theorem A and Theorem B.
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