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Abstract

We propose the Recurrent Soft Attention Model, which integrates the visual attention from the original image to a LSTM memory cell through a down-sample network. The model recurrently transmits visual attention to the memory cells for glimpse mask generation, which is a more natural way for attention integration and exploitation in general object detection and recognition problem. We test our model under the metric of the top-1 accuracy on the CIFAR-10 dataset. The experiment shows that our down-sample network and feedback mechanism plays an effective role among the whole network structure.

1 Introduction

The state-of-art convolutional neural networks [4,8] have been a great success in a bunch of computer vision tasks. Many researchs [3, 4] have been conducted with respect to the structure design of convolutional neural networks for a better feature extraction performance. However, most of the works related to object recognition and objection does not consider the visual attention (i.e. glimpses) which plays an important role in the natural human eyes working process.

Figure 1: The soft attention masked image generated for each glimpse. The number of bright attention pixels increases as the glimpse number increases, which is in accordance with our daily life experience.

In this paper, we propose a recurrent soft attention model which is specialized for common object recognition. We use one classic LSTM cell, propsed by Hochreiter et al. [5], for context information memorization and attention mask generation, and the other LSTM cell with the same size for generalizing glimpse information and generating class probabilities. The soft attention is provided by a shallow two-layer convolution network with a downsampling 1x1 convolution layer, and is transfered to the context LSTM cell. The glimpse images generated by the soft attention masks on the original image are shown in Figure 1.

We provided a recurrent soft attention model which apply the visual attention to the common object recognition area. Since the model is quite flexible to be combined with the modern deep convolution network.
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neural network (the combination only need replacing the glimpse network), it may provide some inspirations for future computer vision pipelines with better performance. The source code can be referenced through the link: https://github.com/renll/RSAM.

1.1 Related Work

Our work is built on some basic researches [1, 7] with respect to recurrent attention model and reinforcement learning. Mnih et al. [7] uses the reinforcement learning algorithm for training locator, while Ba et al. [1] uses the Monte Carlo algorithm. However, these works all focus on the recognition of digit numbers which have clear features for attention generalization and classification. Thus, their abilities to recognize common daily-life object are doubted. On the other hand, inspired by the soft attention concept proposed by Xu et al. [9], we built our soft attention model in a more natural way for attention generalization, which is proved to be effective.

2 Recurrent Soft Attention Model

Our model is basically a recurrent neural network. The total number of glimpse is a hyperparameter $N$. For each glimpse timestamp $R_t (0 < t \leq N)$, the input image is down-sampled by a Down-sample Network with two convolution layer each followed by max pooling and a 1x1 convolution layer that down-sampled the feature map numbers to 4. As shown in Figure 2.

Then we decode the visual attention from the hidden units in the LSTM cell through a fully-connected layer with the ReLu activation function, and the obtained mask matrix $M_t$ from the LSTM cell (C0) is used for generating the glimpse image by multiplying the input image pixel matrix element-wisely. This type of multiplicative interaction between the features and the location was initially proposed by Larochelle et al. [6]. Since the ReLu activation function is used, the mask matrix will contain many zero elements and some non-zero elements encoding the attention information, which largely reduces the required computation resources needed for the following glimpse network. This is exactly what we want for a visual attention model.
In the end of a glimpse timestamp, the hidden units of the LSTM cell (C1) is inputted to the LSTM cell (C0) as a feedback to provide the glimpse information needed for the memory units inside C0 to conduct the next attention extraction process. In this way, the attention generating process will not only be based on the context information, but also depend on the result from the glimpse process, which acts as a simplified feedback mechanism during the natural visual attention process proposed by G. Deco et al. [2]. We minimize the cross entropy loss between the output and the target in each glimpse timestamp. The ReLu nonlinear activation function is used throughout the network.

3 Experiments

We use CIFAR-10, which consists of 50 thousand training images and 10 thousand testing images in 10 classes, as our dataset for testing. We conduct experiments that are trained on the training set with the mini-batch size of 128 and evaluated on the test set. Our focus is on the behaviors of our down-sample network and the feedback mechanism, but not on pushing the state-of-the-art results. That is the reason why we intentionally use rather less neurons in each network layer and scale down the whole network.
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Figure 3: The comparison of the contribution to the Top-1 test accuracy between each component. (The down-sample network is replaced by a fully-connected layer proposed by Xu et al. [9] when introducing the soft attention concept)

The model is trained under the circumstance of 4 glimpses, using the stochastic gradient decent method with a momentum of 0.9 and the weight decay of 0.0001. The initial learning rate is 0.01 with an exponentially drop of 0.95 after each epoch. We conduct our training on a g2.x2large instance on the Amazon Web Service. The whole model does not implement any regularization or data augmentation tricks, and only batch normalization is added to each neuron layer (except the last classification layer) for stabilizing the weight signal transmission. The final output probability is an average of the softmax probabilities from each of the glimpse timestamp.

From the Figure 3, we can see that both the feedback mechanism and the down-sample network contributes to the test accuracy of the model. The feedback mechanism boosts the model learning pace and leads to more robust convergence, while the down-sample network provide the effective attention information for location. The best performance is achieved by the model with both of the components.

We also test our model with different glimpse numbers for 20 epochs, under the same model setting of feedback plus down-sample network. From the Figure 4, we can see that as the glimpse number
increases, the accuracy will converge as our expectation that the total information provided by a single image is limited if the feature extractor is not improved. The highest test accuracy 64.95% is achieved by the model with 4 glimpses.
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