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Abstract
Using a calibration method, we prove that, if \( w \) is a function which satisfies all Euler conditions for the Mumford-Shah functional on a two-dimensional open set \( \Omega \), and the discontinuity set \( S_w \) of \( w \) is a regular curve connecting two boundary points, then there exists a uniform neighbourhood \( U \) of \( S_w \) such that \( w \) is a minimizer of the Mumford-Shah functional on \( U \) with respect to its own boundary conditions on \( \partial U \).

We show that Euler conditions do not guarantee in general the minimality of \( w \) in the class of functions with the same boundary value of \( w \) on \( \partial \Omega \) and whose extended graph is contained in a neighbourhood of the extended graph of \( w \), and we give a sufficient condition in terms of the geometrical properties of \( \Omega \) and \( S_w \) under which this kind of minimality holds.
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1 Introduction

This paper deals with local minimizers of the Mumford-Shah functional (see [8] and [9])
\[
\int_{\Omega} |\nabla u(x,y)|^2 \, dx \, dy + H^1(S_u),
\]
where \( \Omega \) is a bounded open subset of \( \mathbb{R}^2 \) with a Lipschitz boundary, \( H^1 \) is the one-dimensional Hausdorff measure, \( u \) is the unknown function in the space \( SBV(\Omega) \) of special functions of bounded variation in \( \Omega \), \( S_u \) is the set of essential discontinuity points of \( u \), while \( \nabla u \) denotes its approximate gradient (see [2] or [3]).

Definition 1.1 We say (as in [1]) that \( u \) is a Dirichlet minimizer of (1.1) in \( \Omega \) if it belongs to \( SBV(\Omega) \) and satisfies the inequality
\[
\int_{\Omega} |\nabla u(x,y)|^2 \, dx \, dy + H^1(S_u) \leq \int_{\Omega} |\nabla v(x,y)|^2 \, dx \, dy + H^1(S_v)
\]
for every function \( v \in SBV(\Omega) \) with the same trace as \( u \) on \( \partial \Omega \).

Suppose that \( u \) is a Dirichlet minimizer of (1.1) in \( \Omega \) and that \( S_u \) is a regular curve. Then the following equilibrium conditions are satisfied (see [8] and [9]):

i) \( u \) is harmonic on \( \Omega \setminus S_u \);

ii) the normal derivative of \( u \) vanishes on both sides of \( S_u \);

iii) the curvature of \( S_u \) is equal to the difference of the squares of the tangential derivatives of \( u \) on both sides of \( S_u \).

Elementary examples show that conditions i), ii), and iii) are not sufficient for the Dirichlet minimality of \( u \).

In this paper we prove that, if \( S_u \) is an analytic curve connecting two points of \( \partial \Omega \), then i), ii), iii) are also sufficient for the Dirichlet minimality of \( u \) in small domains. In other words, for every \((x_0, y_0)\) in \( \Omega \), there is an open neighbourhood \( U \) of \((x_0, y_0)\) such that \( u \) is a Dirichlet minimizer of (1.1) in \( U \). If \((x_0, y_0)\) does not lie on \( S_u \), this fact is well known and can be proved by the calibration method (see [4]); so the interesting case is when we consider points belonging to \( S_u \); in this situation we have a stronger result, since we can prove that the Dirichlet minimality actually holds in a uniform neighbourhood of the discontinuity set. The analyticity assumption for \( S_u \) does not seem too restrictive: it has been proved that the regular part of the discontinuity set of a minimizer is of class \( C^\infty \) and it is a conjecture that it is analytic (see [5]).

Let us give the precise statement of the result.

Theorem 1.2 Let \( \Omega_0 \) be a connected open subset of \( \mathbb{R}^2 \) and \( \Gamma \) be a simple analytic curve in \( \Omega_0 \) connecting two points of the boundary. Let \( u \) be a function in \( H^1(\Omega_0 \setminus \Gamma) \) with \( S_u = \Gamma \), with different traces at every point of \( \Gamma \), and satisfying the Euler conditions i), ii), and iii) in \( \Omega_0 \) (for the precise formulation of these conditions, see Section 2). Finally, let \( \Omega \) be an open set with Lipschitz boundary, compactly contained in \( \Omega_0 \), such that \( \Omega \cap \Gamma \neq \emptyset \). Then there exists an open neighbourhood \( U \) of \( \Gamma \cap \Omega \) contained in \( \Omega_0 \) such that \( u \) is a Dirichlet minimizer in \( U \) of the Mumford-Shah functional (1.1).
This theorem generalizes the result of Theorem 4.2 of [4] in two directions: the discontinuity set \( S_u \) can be any analytic curve and the Dirichlet minimality of \( u \) is proved in a uniform neighbourhood of \( S_u \cap \overline{\Omega} \). The proof is obtained, as in [4], by the calibration method introduced in [1]. The original idea of the new construction essentially relies on the definition of the calibration around the graph of \( u \): here it is obtained using the gradient field of a family of harmonic functions, whose graphs fiber a neighbourhood of the graph of \( u \). This technique seems to have some similarities with the classical method of the Weierstrass fields, where the proof of the minimality of a candidate \( u \) is obtained by the construction of a slope field starting from a family of solutions of the Euler equation, whose graphs foliate a neighbourhood of the graph of \( u \).

In this paper we are also interested in a different type of minimality: in Theorem 1.2 we compare \( u \) with perturbations which can be very large, but concentrated in a fixed small domain; we wonder if a minimality property is preserved also when we admit as competitors perturbations of \( u \) with \( L^\infty \)-norm very small outside a small neighbourhood of \( S_u \), but support possibly coinciding with \( \overline{\Omega} \).

This is made precise by the following definition.

**Definition 1.3** A function \( u \in SBV(\Omega) \) is a local graph-minimizer in \( \Omega \) if there exists a suitable neighbourhood \( U \) of the extended graph \( \Gamma_u \) of \( u \) (for the notion of extended graph, see Section 2) such that
\[
\int_{\Omega} |\nabla u(x,y)|^2 \, dx \, dy + H^1(S_u) \leq \int_{\Omega} |\nabla v(x,y)|^2 \, dx \, dy + H^1(S_v)
\]
for every \( v \in SBV(\Omega) \) with the same trace as \( u \) on \( \partial \Omega \) and whose extended graph \( \Gamma_v \) is contained in \( U \).

In [1] it is proved that any harmonic function defined on \( \Omega \) is a local graph-minimizer whatever \( \Omega \) is. If the function presents some discontinuities, what we discover is that the graph-minimality may fail when \( \Omega \) is too large, even in the case of rectilinear discontinuities, as the counterexample given in Section 4 shows.

To get the graph-minimality we have to add some restrictions on the domain \( \Omega \). To this aim we introduce a suitable quantity which seems useful to describe the right geometrical interaction between \( S_u \) and \( \Omega \). Given an open set \( A \) (with Lipschitz boundary) and a portion \( \Gamma \) of \( \partial A \) (with nonempty relative interior in \( \partial A \)), we define \( K(\Gamma, A) \) by the variational problem
\[
K(\Gamma, A) := \inf \left\{ \int_A |\nabla v(x,y)|^2 \, dx \, dy : v \in H^1(A), \; \int_{\Gamma} v^2 \, d\mathcal{H}^1 = 1, \; \text{and} \; v = 0 \; \text{on} \; \partial A \setminus \Gamma \right\}. \tag{1.2}
\]
First of all, it is easy to see that in the problem above the infimum is attained; moreover, the notation is well chosen since \( K(\Gamma, A) \) is a quantity depending only on \( \Gamma \) and \( A \), which describes a kind of “capacity” of the prescribed portion of the boundary with respect to the whole open set. Note also that if \( A_1 \subset A_2 \), and \( \Gamma_1 \subset \Gamma_2 \), then \( K(\Gamma_1, A_1) \geq K(\Gamma_2, A_2) \), which suggests that if \( K(\Gamma, A) \) is very large, then \( A \) is thin in some sense. It is convenient to give the following definition.

**Definition 1.4** Given a simple analytic curve \( \Gamma \), we say that an open set \( \Omega \) is \( \Gamma \)-admissible if it is bounded, \( \Gamma \cap \overline{\Omega} \) connects two points of \( \partial \Omega \), and \( \Omega \setminus \Gamma \) has two connected components, which have Lipschitz boundary.

The following theorem gives a sufficient condition for the graph-minimality in terms of \( K(\Gamma, \Omega) \) and of the geometrical properties of the curve. We denote the length of \( \Gamma \) by \( l(\Gamma) \), its curvature by \( \text{curv} \Gamma \), and the \( L^\infty \)-norm of \( \text{curv} \Gamma \) by \( k(\Gamma) \).
Theorem 1.5  Let $\Omega_0$, $\Omega$, $u$, and $\Gamma = S_u$ satisfy the same assumptions as in Theorem [1]; suppose that $\Omega$ is $\Gamma$-admissible and denote by $\Omega_1$ and $\Omega_2$ the two connected components of $\Omega \setminus \Gamma$, by $u_i$ the restriction of $u$ to $\Omega_i$, and by $\partial_x u_i$ its tangential derivative on $\Gamma$. There exists an absolute constant $c > 0$ (independent of $\Omega_0$, $\Omega$, $\Gamma$, and $u$) such that if

$$\label{1.3} \min_{i=1,2} K(\Gamma \cap \Omega_i) \geq c \sum_{i=1}^2 \| \partial_x u_i \|_{C^1(\Gamma \cap \Omega)},$$

then $u$ is a local graph-minimizer on $\Omega$.

Remark that condition (1.3) imposes a restriction on the size of $\Omega$ depending on the behavior of $u$ along $\Gamma$: if $u$ has large or very oscillating tangential derivatives, we have to take $\Omega$ quite small to guarantee that (1.3) is satisfied. In the special case of a locally constant function $u$, condition (1.3) is always fulfilled whatever the domain is; so $u$ is a local graph-minimizer whatever $\Omega$ is, in agreement with a result that will be proved in the final version of [1].

The plan of the paper is the following: in Section 2, we fix some notation and recall the main result of [1]; Section 3 contains the proof of Theorem 1.2; finally, Section 4 is devoted to the graph-minimality: we give a counterexample when (1.3) is violated, we prove Theorem 1.5 and present some qualitative properties of $K(\Gamma, \Omega)$.

2 Preliminary results

Given any subset $A$ of $\mathbb{R}^2$ and $\delta > 0$, we denote by $A_\delta$ the $\delta$-neighbourhood of $A$, defined by

$$A_\delta := \{(x_0, y_0) \in \mathbb{R}^2 : \exists (x, y) \in A \text{ such that } |(x - x_0, y - y_0)| < \delta \}.$$

Let $\Omega$ be an open set in $\mathbb{R}^2$. If $v \in SBV(\Omega)$, for every $(x_0, y_0) \in \Omega$ we put

$$v^+(x_0, y_0) := \text{ap lim sup}_{(x,y) \rightarrow (x_0,y_0)} v(x, y) \quad \text{and} \quad v^-(x_0, y_0) := \text{ap lim inf}_{(x,y) \rightarrow (x_0,y_0)} v(x, y),$$

(see [3]). We recall that $v^+ = v^-$ $\mathcal{H}^1$-a.e. in $\Omega \setminus S_v$, while for $\mathcal{H}^1$-a.e. $(x_0, y_0) \in S_v$

$$v^\pm(x_0, y_0) = \lim_{r \to 0^+} \frac{1}{\mathcal{L}^2(B^\pm_r(x_0, y_0))} \int_{B^\pm_r(x_0, y_0)} v(x, y) \, dx \, dy,$$

where $B_r^\pm(x_0, y_0)$ is the intersection of the ball of radius $r$ centred at $(x_0, y_0)$ with the half-space $\{(x, y) \in \mathbb{R}^2 : \pm(x - x_0, y - y_0) \cdot \nu_v(x_0, y_0) \geq 0\}$, where the vector $\nu_v(x_0, y_0)$ is the normal vector to $S_v$ at $(x_0, y_0)$ (which is defined $\mathcal{H}^1$-a.e. on $S_v$). The extended graph of $v$ is the set

$$\Gamma_v := \{(x, y, t) \in \Omega \times \mathbb{R} : v^-(x, y) \leq t \leq v^+(x, y)\}.$$

Let $\Gamma$ be a smooth curve in $\Omega$. Fix an orientation of $\Gamma$ and call $\nu$ the corresponding normal vector field to $\Gamma$. Let $\xi \mapsto (x(\xi), y(\xi))$ be a parameterization of $\Gamma$ by the arc-length. The (signed) curvature is defined by

$$\text{curv} \Gamma(\xi) = -\langle \dot{x}(\xi), \dot{y}(\xi) \rangle \cdot \nu(\xi); \quad \text{(2.1)}$$
since the two vectors in (2.1) are parallel, it follows that
\[
|\text{curv } \Gamma(\xi)|^2 = (\dot{x}(\xi))^2 + (\dot{y}(\xi))^2.
\] (2.2)

Let \( u \in SBV(\Omega) \) be a function such that \( S_u = \Gamma \). We say that \( u \) satisfies the Euler conditions for the Mumford-Shah functional in \( \Omega \) if
i) \( u \) is harmonic in \( \Omega \setminus \Gamma \) and \( u \in H^1(\Omega \setminus \Gamma) \),
ii) \( \frac{\partial u}{\partial \nu} = 0 \) on \( \Gamma \),
iii) \( |\nabla u^+|^2 - |\nabla u^-|^2 = \text{curv } \Gamma \) at every point of \( \Gamma \),

where \( \nabla u^\pm \) denote the traces of \( \nabla u \) on \( \Gamma \).

If \( U \) is any open subset of \( \mathbb{R}^3 \), we shall consider the collection \( \mathcal{F}(U) \) of all piecewise \( C^1 \) vector fields \( \varphi : U \to \mathbb{R}^2 \times \mathbb{R} \) with the following property: there exists a finite family \( (A_i)_{i \in I} \) of pairwise disjoint open subsets of \( U \) such that the family of their closures covers \( U \), \( \partial A_i \cap U \) is a Lipschitz surface without boundary for every \( i \in I \), and \( \varphi |_{A_i} \in C^1(\overline{A_i}, \mathbb{R}^2 \times \mathbb{R}) \).

For every vector field \( \varphi : U \to \mathbb{R}^2 \times \mathbb{R} \) we define the maps \( \varphi^x, \varphi^y, \varphi^z : U \to \mathbb{R} \) by
\[
\varphi(x, y, z) = (\varphi^x(x, y, z), \varphi^y(x, y, z), \varphi^z(x, y, z)).
\]

Let \( U \) be an open neighbourhood of \( \Gamma_u \) such that the intersection with every straight vertical line is connected. A calibration \( \varphi \) for \( u \) in \( U \) is a bounded vector field \( \varphi \in \mathcal{F}(U) \) which is continuous on the graph of \( u \) and satisfies the following properties:
(a) \( \text{div}\varphi = 0 \) in the sense of distributions in \( U \);
(b) \( (\varphi^x(x, y, z))^2 + (\varphi^y(x, y, z))^2 \leq 4\varphi^z(x, y, z) \) at every continuity point \((x, y, z)\) of \( \varphi \);
(c) \( (\varphi^x, \varphi^y)(x, y, u(x, y)) = 2\nabla u(x, y) \) and \( \varphi^z(x, y, u(x, y)) = |\nabla u(x, y)|^2 \) for every \((x, y) \in \Omega \setminus S_u \);
(d) \( \left( \int_s^t \varphi^x(x, y, z) \, dz \right)^2 + \left( \int_s^t \varphi^y(x, y, z) \, dz \right)^2 \leq 1 \) for every \((x, y) \in \Omega \) and for every \( s, t \) such that \((x, y, s), (x, y, t) \in U \);
(e) \( \int_{u^+(x, y)} (\varphi^x, \varphi^y)(x, y, z) \, dz = \nu_u(x, y) \) for every \((x, y) \in S_u \).

The following theorem is proved in [1].

**Theorem 2.1** If there exists a calibration \( \varphi \) for \( u \) in \( \Omega \times \mathbb{R} \), then \( u \) is a Dirichlet minimizer of the Mumford-Shah functional (1.4) in \( \Omega \).

What the authors actually prove (but it is not explicitly remarked), is the following more general statement.

**Theorem 2.2** Let \( U \) be an open neighbourhood of \( \Gamma_u \) such that the intersection with every straight vertical line is connected. If there exists a calibration \( \varphi \) for \( u \) in \( U \), then
\[
\int_{\Omega} |\nabla u(x, y)|^2 \, dx \, dy + H^1(S_u \cap \Omega) \leq \int_{\Omega} |\nabla v(x, y)|^2 \, dx \, dy + H^1(S_u)
\]
for every \( v \in SBV(\Omega) \) such that \( v = u \) on \( \partial \Omega \) and \( \Gamma_v \subset U \).
3 Proof of Theorem 1.2

Lemma 3.1 Let $U$ be an open subset of $\mathbb{R}^2$ and $I$, $J$ be two real intervals. Let $u : U \times J \to I$ be a function of class $C^1$ such that

- $u(\cdot, \cdot; s)$ is harmonic for every $s \in J$;
- there exists a $C^1$ function $t : U \times I \to J$ such that $u(x, y; t(x, y; z)) = z$.

Then, if we define in $U \times I$ the vector field $\phi(x, y, z) := (2\nabla u(x, y; t(x, y; z)), |\nabla u(x, y; t(x, y; z))|^2)$, where $\nabla u(x, y; t(x, y; z))$ denotes the gradient of $u$ with respect to the variables $(x, y)$ computed at $(x, y; t(x, y; z))$, $\phi$ is divergence free in $U \times I$.

Proof of the lemma. Let us compute the divergence of $\phi$:

$$
\text{div} \phi(x, y, z) = 2\Delta u(x, y; t(x, y; z)) + 2\partial_s \nabla u(x, y; t(x, y; z)) \cdot \nabla t(x, y; z) + 2\partial_t (t(x, y; z)) \nabla u(x, y; t(x, y; z)) \cdot \partial_s \nabla u(x, y; t(x, y; z)),
$$

where $\Delta u(x, y; t(x, y; z))$ denotes the laplacian of $u$ with respect to $(x, y)$ computed at $(x, y; t(x, y; z))$, and $\nabla t(x, y; z)$ denotes the gradient of $t$ with respect to $(x, y)$. By differentiating the identity verified by the function $t$ first with respect to $z$ and with respect to $(x, y)$, we derive that

$$
\partial_s u(x, y; t(x, y; z)) \partial_t t(x, y; z) = 1,
\nabla u(x, y; t(x, y; z)) + \partial_s u(x, y; t(x, y; z)) \nabla t(x, y; z) = 0.
$$

Using these identities and substituting in (3.1), we finally obtain

$$
\text{div} \phi(x, y, z) = 2\Delta u(x, y; t(x, y; z)) = 0,
$$

since by assumption $u$ is harmonic with respect to $(x, y)$.

Proof of Theorem 1.2. In the sequel, the intersection $\Gamma \cap \overline{\Omega}$ will be still denoted by $\Gamma$. Let

$$
\Gamma : \begin{cases}
  x = x(s) \\
  y = y(s)
\end{cases}
$$

be a parameterization by the arc-length, where $s$ varies in $[0, l(\Gamma)]$; we choose as orientation the normal vector field $\nu(s) = (-\dot{y}(s), \dot{x}(s))$.

By Cauchy-Kowalevski Theorem (see [5]), there exist an open neighbourhood $U$ of $\Gamma$ contained in $\Omega_0$ and a harmonic function $\xi$ defined on $U$ such that

$$
\xi(\Gamma(s)) = s \quad \text{and} \quad \frac{\partial \xi}{\partial \nu}(\Gamma(s)) = 0.
$$

We can suppose that $U$ is simply connected. Let $\eta : U \to \mathbb{R}^2$ be the harmonic conjugate of $\xi$ that vanishes on $\Gamma$, i.e., the function satisfying $\partial_x \eta(x, y) = -\partial_y \xi(x, y)$, $\partial_y \eta(x, y) = \partial_x \xi(x, y)$, and $\eta(\Gamma(s)) = 0$. 
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Taking $U$ smaller if needed, we can suppose that the map $\Phi(x,y) := (\xi(x,y), \eta(x,y))$ is invertible on $U$. We call $\Psi$ the inverse function $(\xi, \eta) \mapsto (\tilde{x}(\xi,\eta), \tilde{y}(\xi,\eta))$, which is defined in the open set $V := \Phi(U)$. Note that, if $U$ is small enough, then $(\tilde{x}(\xi,\eta), \tilde{y}(\xi,\eta))$ belongs to $\Gamma$ if and only if $\eta = 0$. Moreover,

$$D\Psi = \left( \frac{\partial_{\xi} \tilde{x}}{\partial_{\xi} \tilde{y}}, \frac{\partial_{\eta} \tilde{x}}{\partial_{\eta} \tilde{y}} \right) = \frac{1}{|\nabla \xi|^2} \left( \frac{\partial_{\xi} \xi}{\partial_{\eta} \xi}, \frac{\partial_{\eta} \eta}{\partial_{\eta} \eta} \right),$$

where, in the last formula, all functions are computed at $(x,y) = \Phi(\xi,\eta)$, and so

$$\frac{\partial_{\xi} \tilde{x}}{\partial_{\eta} \tilde{y}} = \frac{\partial_{\eta} \tilde{y}}{\partial_{\xi} \tilde{x}}, \quad \text{and} \quad \frac{\partial_{\eta} \tilde{x}}{\partial_{\xi} \tilde{y}} = -\frac{\partial_{\xi} \tilde{y}}{\partial_{\eta} \tilde{x}}. \quad (3.3)$$

In particular, $\tilde{x}$ and $\tilde{y}$ are harmonic.

On $U$ we will use the coordinate system $(\xi, \eta)$ given by $\Phi$. By (3.2) the canonical basis of the tangent space to $U$ at a point $(x,y)$ is given by

$$\tau_{\xi} = \frac{\nabla \xi}{|\nabla \xi|^2}, \quad \tau_{\eta} = \frac{\nabla \eta}{|\nabla \eta|^2}. \quad (3.4)$$

For every $(\xi, \eta) \in V$, let $G(\xi, \eta)$ be the matrix associated with the first fundamental form of $U$ in the coordinate system $(\xi, \eta)$, and let $g(\xi, \eta)$ be its determinant. By (3.2) and (3.4),

$$g = ((\partial_{\xi} \tilde{x})^2 + (\partial_{\eta} \tilde{y})^2)^2 = \frac{1}{|\nabla \xi(\Psi)|^4}. \quad (3.5)$$

We set $\gamma(\xi, \eta) = \sqrt{g(\xi, \eta)}$.

From now on we will assume that $V$ is symmetric with respect to $\{(\xi, \eta) \in \Phi(U) : \eta = 0\}$.

Note that we can write the function $u$ in this new coordinate system as

$$u(\xi, \eta) = \begin{cases} u_1(\xi, \eta) & \text{if } (\xi, \eta) \in V, \eta < 0, \\ u_2(\xi, \eta) & \text{if } (\xi, \eta) \in V, \eta > 0, \end{cases}$$

where we can suppose that $u_1$ and $u_2$ are defined in $V$ (indeed, $u_1$ is a priori defined only on the set $\{(\xi, \eta) \in V : \eta < 0\}$, but it can be extended to $V$ by reflection; an analogous argument applies to $u_2$), $0 < u_1(\xi,0) < u_2(\xi,0)$ for every $(\xi,0) \in V$, and

i) $\partial_{\xi}^2 u_i(\xi, \eta) + \partial_{\eta}^2 u_i(\xi, \eta) = 0$ for $i = 1, 2$;

ii) $\partial_{\eta} u_1(\xi,0) = \partial_{\eta} u_2(\xi,0) = 0$;

iii) $(\partial_{\xi} u_2(\xi,0))^2 - (\partial_{\xi} u_1(\xi,0))^2 = \text{curv} \Gamma(\xi)$.

The calibration $\varphi(x,y,z)$ on $U \times \mathbb{R}$ will be written as

$$\varphi(x,y,z) = \frac{1}{\gamma^2(\xi(x,y), \eta(x,y))} \phi(\xi(x,y), \eta(x,y), z), \quad (3.6)$$

where $\phi : V \times \mathbb{R} \to \mathbb{R}^3$ can be represented by

$$\phi(\xi, \eta, z) = \phi^x(\xi, \eta, z) \tau_{\xi} + \phi^y(\xi, \eta, z) \tau_{\eta} + \phi^z(\xi, \eta, z) e_z, \quad (3.7)$$
where $e_z$ is the third vector of the canonical basis of $\mathbb{R}^3$, and $\tau_\xi$, $\tau_\eta$ are computed at the point $\Psi(\xi, \eta)$. We now reformulate the conditions of Section 2 in this new coordinate system. It is known from Differential Geometry (see, e.g., [4, Proposition 3.5]) that, if $X = X^\xi \tau_\xi + X^\eta \tau_\eta$ is a vector field on $U$, then the divergence of $X$ is given by

$$\text{div} X = \frac{1}{\gamma^2}(\partial_\xi (\gamma^2 X^\xi) + \partial_\eta (\gamma^2 X^\eta)).$$

(3.8)

Using (3.4), (3.5), (3.6), (3.7), and (3.8) it turns out that $\varphi$ is a calibration if the following conditions are satisfied:

(a) $\partial_\xi \phi^\xi + \partial_\eta \phi^\eta + \partial_z \phi^z = 0$ for every $(\xi, \eta, z) \in V \times \mathbb{R}$;
(b) $(\phi^\xi(\xi, \eta, z))^2 + (\phi^\eta(\xi, \eta, z))^2 \leq 4 \phi^z(\xi, \eta, z)$ for every $(\xi, \eta, z) \in V \times \mathbb{R}$;
(c) $\phi^\xi(\xi, \eta, u(\xi, \eta)) = 2 \partial_\xi u(\xi, \eta)$, $\phi^\eta(\xi, \eta, u(\xi, \eta)) = 2 \partial_\eta u(\xi, \eta)$, and $\phi^z(\xi, \eta, u(\xi, \eta)) = (\partial_\xi u(\xi, \eta))^2 + (\partial_\eta u(\xi, \eta))^2$ for every $(\xi, \eta) \in V$;
(d) $\left(\int_{\eta}^t \phi^\xi(\xi, \eta, z) \, dz\right)^2 + \left(\int_{\eta}^t \phi^\eta(\xi, \eta, z) \, dz\right)^2 \leq 4 \phi^z(\xi, \eta)$ for every $(\xi, \eta) \in V$, $s, t \in \mathbb{R}$;
(e) $\int_{u_1}^{u_2} \phi^\xi(\xi, 0, z) \, dz = 0$ and $\int_{u_1}^{u_2} \phi^\eta(\xi, 0, z) \, dz = \gamma(\xi, 0) = 1$ for every $(\xi, 0) \in V$.

Given suitable parameters $\varepsilon > 0$ and $\lambda > 0$, that will be chosen later, we consider the following subsets of $V \times \mathbb{R}$

$$A_1 := \{(\xi, \eta, z) \in V \times \mathbb{R} : z < u_1(\xi, \eta) - \varepsilon\},$$
$$A_2 := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_1(\xi, \eta) - \varepsilon < z < u_1(\xi, \eta) + \varepsilon\},$$
$$A_3 := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_1(\xi, \eta) + \varepsilon < z < \beta_1(\xi, \eta)\},$$
$$A_4 := \{(\xi, \eta, z) \in V \times \mathbb{R} : \beta_1(\xi, \eta) < z < \beta_2(\xi, \eta) + 1/\lambda\},$$
$$A_5 := \{(\xi, \eta, z) \in V \times \mathbb{R} : \beta_2(\xi, \eta) + 1/\lambda < z < u_2(\xi, \eta) - \varepsilon\},$$
$$A_6 := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_2(\xi, \eta) - \varepsilon < z < u_2(\xi, \eta) + \varepsilon\},$$
$$A_7 := \{(\xi, \eta, z) \in V \times \mathbb{R} : z > u_2(\xi, \eta) + \varepsilon\},$$

where $\beta_1$ and $\beta_2$ are suitable smooth function such that $u_1(\xi, 0) < \beta_1(\xi, 0) = \beta_2(\xi, 0) < u_2(\xi, 0)$, which will be defined later. Since we suppose $u_2 > 0$ on $V$, if $\varepsilon$ is small enough, while $\lambda$ is sufficiently large, then the sets $A_1, \ldots, A_7$ are nonempty and disjoint, provided $V$ is sufficiently small.

The vector $\phi(\xi, \eta, z)$ introduced in (3.4) will be written as

$$\phi(\xi, \eta, z) = (\phi^\xi(\xi, \eta, z), \phi^\eta(\xi, \eta, z)), $$

where $\phi^\xi$ is the two-dimensional vector given by the pair $(\phi^\xi, \phi^\eta)$. For $(\xi, \eta) \in V$ and $z \in \mathbb{R}$ we define
\( \phi(\xi, \eta, z) \) as follows:

\[
\begin{align*}
\begin{cases}
(0, \omega_1(\xi, \eta)) & \text{in } A_1 \cup A_3, \\
2\nabla u_1 - 2 \frac{u_1 - z}{v_1} \nabla v_1, \nabla u_1 - \frac{u_1 - z}{v_1} \nabla v_1 & \text{in } A_2, \\
(\lambda \sigma(\xi, \eta) \nabla w, \mu) & \text{in } A_4, \\
(0, \omega_2(\xi, \eta)) & \text{in } A_5 \cup A_7, \\
2\nabla u_2 - 2 \frac{u_2 - z}{v_2} \nabla v_2, \nabla u_2 - \frac{u_2 - z}{v_2} \nabla v_2 & \text{in } A_6,
\end{cases}
\end{align*}
\]

where \( \nabla \) denotes the gradient with respect to the variables \((\xi, \eta)\), the functions \( v_i \) are defined by

\[
v_1(\xi, \eta) := \varepsilon + M\eta, \quad v_2(\xi, \eta) := \varepsilon - M\eta,
\]

and \( M \) and \( \mu \) are positive parameters which will be fixed later, while

\[
\omega_i(\xi, \eta) := \frac{\varepsilon^2 M^2}{v_i^2(\xi, \eta)} - (\partial_\xi u_i(\xi, \eta))^2 - (\partial_\eta u_i(\xi, \eta))^2
\]

for \( i = 1, 2 \), and for every \((\xi, \eta) \in V\). We choose \( w \) as the solution of the Cauchy problem

\[
\begin{cases}
\Delta w = 0, \\
w(\xi, 0) = -\frac{2\varepsilon}{1 - 2\varepsilon M} \int_0^\xi n(s)(\partial_\xi u_1(s, 0) + \partial_\eta u_2(s, 0)) \, ds, \\
\partial_\eta w(\xi, 0) = n(\xi),
\end{cases}
\]

where \( n \) is a positive analytic function that will be chosen later in a suitable way (if \( V \) is sufficiently small, \( w \) is defined in \( V \)). To define \( \sigma \), we need some further explanations: we call \( p(\xi, \eta) \) the solution of the problem

\[
\begin{cases}
\partial_\eta p(\xi, \eta) = \frac{\partial_\xi w}{\partial_\eta w}(p(\xi, \eta), \eta), \\
p(\xi, 0) = \xi,
\end{cases}
\]

which is defined in \( V \), provided \( V \) is small enough. By applying the Implicit Function Theorem, it is easy to see that there exists a function \( q \) defined in \( V \) (take \( V \) smaller, if needed) such that

\[
p(q(\xi, \eta), \eta) = \xi.
\]

At last, we define

\[
\sigma(\xi, \eta) := \frac{1}{n(q(\xi, \eta))}(1 - 2\varepsilon M).
\]
We choose $\beta_i$, for $i = 1, 2$, as the solution of the Cauchy problem
\[
\begin{cases}
\lambda \sigma(\xi, \eta) \partial_\xi w(\xi, \eta) \partial_\xi \beta_i(\xi, \eta) + \lambda \sigma(\xi, \eta) \partial_\eta w(\xi, \eta) \partial_\eta \beta_i(\xi, \eta) - \mu = -\omega_i(\xi, \eta), \\
\beta_i(\xi, 0) = \frac{1}{2} (u_1(\xi, 0) + u_2(\xi, 0)).
\end{cases}
\]
(3.13)

Since the line $\eta = 0$ is not characteristic, there exists a unique solution $\beta_i \in C^\infty(V)$, provided $V$ is small enough.

The purpose of the definition of $\phi$ in $A_2$ and $A_6$ is to provide a divergence free vector field satisfying condition (c) and such that
\[
\phi^\eta(\xi, 0, z) \geq 0 \quad \text{for } u_1 < z < u_2, \\
\phi^\eta(\xi, 0, z) \leq 0 \quad \text{for } z < u_1 \text{ and } z > u_2.
\]

These properties are crucial in order to obtain (d) and (e) simultaneously.

The role of $A_4$ is to give the main contribution to the integral in (e). The idea of the construction is to start from the gradient field of a harmonic function $w$ whose normal derivative is positive on the line $\eta = 0$, while the tangential derivative is chosen in order to annihilate the $\xi$-component of $\phi$, as required in (e). Then, we multiply the field by a function $\sigma$ which is defined first on $\eta = 0$ in order to make (e) true, and then in a neighbourhood of $\eta = 0$ by assuming $\sigma$ constant along the integral curves of the gradient field, so that $\sigma \nabla w$ remains divergence free.

The other sets $A_i$ are simply regions of transition, where the field is taken purely vertical.

Let us prove condition (a). By Lemma 3.1 it follows that $\phi$ is divergence free in $A_2 \cup A_6$, noting that it is constructed starting from the family of harmonic functions $u_i(\xi, \eta) - tv_i(\xi, \eta)$.

In $A_4$ condition (a) is true since, as remarked above, $\phi$ is the product of $\nabla w$ with the function $\sigma$ which, by construction, is constant along the integral curves of $\nabla w$.

In the other sets, condition (a) is trivially satisfied.

Note that the normal component of $\phi$ is continuous across each $\partial A_i$: for the regions $A_2$, $A_6$, and for $A_4$, this continuity is guaranteed by our choice of $\omega_i$ and $\beta_i$ respectively. This implies that (a) is satisfied in the sense of distributions on $V \times \mathbb{R}$.

Since
\[
\omega_i(\xi, 0) = M^2 - (\partial_\xi u_i(\xi, 0))^2,
\]
condition (b) is satisfied in $A_1 \cup A_3$ and in $A_5 \cup A_7$ if we require that
\[
M > \sup\{ |\partial_\xi u_i(\xi, 0)| : (\xi, 0) \in V, \; i = 1, 2\},
\]
provided $V$ is small enough.

Arguing in a similar way, if we impose that
\[
\mu > \sup \left\{ \frac{\lambda^2}{4} (1 - 2\varepsilon M)^2 \left( 1 + \frac{4\varepsilon^2}{(1 - 2\varepsilon M)^2} (\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0))^2 \right) : (\xi, 0) \in V \right\},
\]
condition (b) holds in $A_4$, provided $V$ is sufficiently small.

In the other cases, (b) is trivial.

Looking at the definition of $\phi$ on $A_2$ and $A_6$, one can check that condition (c) is satisfied.
By direct computations we find that

\[
\int_{u_1}^{u_2} \phi^\xi \, dz = 2 \varepsilon \partial_\xi u_1 + 2 \varepsilon \partial_\xi u_2 + \lambda \left( \beta_2 - \beta_1 + \frac{1}{\lambda} \right) \sigma \partial_\xi w,
\]

(3.14)

\[
\int_{u_1}^{u_2} \phi^\eta \, dz = 2 \varepsilon \partial_\eta u_1 + 2 \varepsilon \partial_\eta u_2 + \lambda \left( \beta_2 - \beta_1 + \frac{1}{\lambda} \right) \sigma \partial_\eta w,
\]

(3.15)

for every \((\xi, \eta) \in V\).

By using (3.10) and the definition of \(\sigma\), we obtain

\[
\int_{u_1(\xi,0)}^{u_2(\xi,0)} \phi^\xi (\xi,0,z) \, dz = 0
\]

(3.16)

and

\[
\int_{u_1(\xi,0)}^{u_2(\xi,0)} \phi^\eta (\xi,0,z) \, dz = 1,
\]

(3.17)

so condition (e) is satisfied.

The proof of condition (d) will be split in two steps: we first prove that condition (d) holds if \(s\) and \(t\) respectively belong to a suitable neighbourhood of \(u_1(\xi,\eta)\) and \(u_2(\xi,\eta)\), whose width is uniform with respect to \((\xi, \eta)\) in \(V\); then, by a quite simple continuity argument we show that condition (d) is true if \(s\) or \(t\) is not too close to \(u_1(\xi,\eta)\) or \(u_2(\xi,\eta)\) respectively.

For \((\xi, \eta) \in V\) and \(s, t \in \mathbb{R}\), we set

\[
I(\xi, \eta, s, t) := \int_s^t \phi^\eta (\xi, \eta, z) \, dz
\]

and we denote by \(I^\xi\) and \(I^\eta\) its components.

**STEP 1.** For a suitable choice of \(\varepsilon\) and of the function \(n\) (see (3.10)) there exists \(\delta > 0\) such that condition (d) holds for \(|s - u_1(\xi, \eta)| < \delta\), \(|t - u_2(\xi, \eta)| < \delta\), and \((\xi, \eta) \in V\), provided \(V\) is small enough.

To estimate the vector whose components are given by (3.14) and (3.15), we use suitable polar coordinates. If \(V\) is small enough, for every \((\xi, \eta) \in V\) there exist \(\rho_{\varepsilon, n}(\xi, \eta) > 0\) and \(\pi/2 < \theta_{\varepsilon, n}(\xi, \eta) < \pi/2\) such that

\[
I^\xi(\xi, \eta, u_1(\xi, \eta), u_2(\xi, \eta)) = \rho_{\varepsilon, n}(\xi, \eta) \sin \theta_{\varepsilon, n}(\xi, \eta),
\]

(3.18)

\[
I^\eta(\xi, \eta, u_1(\xi, \eta), u_2(\xi, \eta)) = \rho_{\varepsilon, n}(\xi, \eta) \cos \theta_{\varepsilon, n}(\xi, \eta).
\]

(3.19)

In the notation above we have made explicit the dependence on the parameter \(\varepsilon\) and on the function \(n\) which appears in the definition of \(w\) (see (3.10)).

In order to prove condition (d), we want to compare the behaviour of the functions \(\rho_{\varepsilon, n}\) and \(\gamma\) for \(|\eta|\) small. We have already proved that \(\rho_{\varepsilon, n}(\xi, 0) = \gamma(\xi, 0) = 1\); we start computing the first derivative of \(\gamma\) and of \(\rho_{\varepsilon, n}\) with respect to the variable \(\eta\).

**Claim 1.** \(\partial_\eta(|\nabla_{xy} \xi(\Psi)|^2)(\xi, 0) = -2 \text{curv } \Gamma(\xi)\).
Proof of the claim. By (3.5), we obtain
\[ |\nabla_{xy} \xi(\Psi)|^2 = \frac{1}{(\partial_\xi \tilde{x})^2 + (\partial_\eta \tilde{y})^2}, \]
hence
\[ \partial_\eta(|\nabla_{xy} \xi(\Psi)|^2) = -[(\partial_\xi \tilde{x})^2 + (\partial_\eta \tilde{y})^2]^{-2}(2\partial_\xi \tilde{x} \partial^2_{\xi\eta} \tilde{x} + 2\partial_\eta \tilde{y} \partial^2_{\xi\eta} \tilde{y}). \] (3.20)
Using the fact that \((\partial_\xi \tilde{x})^2 + (\partial_\eta \tilde{y})^2\) is equal to 1 at \((\xi,0)\), and the equalities in (3.3), we finally get
\[ \partial_\eta(|\nabla_{xy} \xi(\Psi)|^2)(\xi,0) = -2(-\partial_\xi \tilde{x} \partial^2_{\xi\eta} \tilde{y} + \partial_\xi \tilde{y} \partial^2_{\xi\eta} \tilde{x}) = -2\text{curv}\Gamma(\xi), \]
where the last equality follows from (2.4): therefore, the claim is proved.
Since \(\gamma = (|\nabla_{xy} \xi(\Psi)|^2)^{-\frac{1}{2}}\), one has that \(\partial_\eta \gamma = -\frac{1}{2}(\nabla_{xy} \xi(\Psi))^2^{-\frac{3}{2}} \partial_\eta (|\nabla_{xy} \xi(\Psi)|^2)\); using the previous claim we can conclude that
\[ \partial_\eta(\gamma)(\xi,0) = -\frac{1}{2} \partial_\eta (|\nabla_{xy} \xi(\Psi)|^2)(\xi,0) = \text{curv}\Gamma(\xi). \]
Using the equality
\[ \rho_{\epsilon,n}^2(\xi,\eta) = (I^\xi(\xi,\eta,u_1(\xi,\eta),u_2(\xi,\eta)) + I^\eta(\xi,\eta,u_1(\xi,\eta),u_2(\xi,\eta)))^2, \]
we obtain
\[ \partial_\eta(\rho_{\epsilon,n}) = \frac{1}{\rho_{\epsilon,n}} \partial_\eta (I^\xi(\xi,\eta,u_1,2)) I^\xi(\xi,\eta,u_1,u_2) + \frac{1}{\rho_{\epsilon,n}} \partial_\eta (I^\eta(\xi,\eta,u_1,2)) I^\eta(\xi,\eta,u_1,u_2). \]
By (3.16) it follows that the first addend in the expression above is equal to zero at \((\xi,0)\), while by (3.17) it turns out that \(I^n(\xi,0,u_1,u_2) = \rho_{\epsilon,n}(\xi,0) = 1\); therefore,
\[ \partial_\eta(\rho_{\epsilon,n})(\xi,0) = \partial_\eta (I^n(\xi,0,u_1,u_2)). \] (3.21)
By (3.17) it follows that
\[ \partial_\eta (I^n(\xi,\eta,u_1,u_2)) = 2\varepsilon \partial_\eta^2 u_1 + 2\varepsilon \partial_\eta^2 u_2 - \frac{\varepsilon^2}{(\varepsilon + \mu)^2} M^2 + \frac{\varepsilon^2}{(\varepsilon - M)^2} M^2 + \lambda(\partial_\eta \beta_2 - \partial_\eta \beta_1) \sigma \partial_\eta w + \lambda \beta_2 - \beta_1 + 1/\lambda) \partial_\eta (\sigma \partial_\eta w). \] (3.22)
From (3.13) and the Euler condition iii), we have that
\[ \lambda(\partial_\eta \beta_2(\xi,0) - \partial_\eta \beta_1(\xi,0)) \sigma(\xi,0) \partial_\eta w(\xi,0) = -\omega_2(\xi,0) + \omega_1(\xi,0) \]
\[ = (\partial_\xi u_2(\xi,0))^2 - (\partial_\xi u_1(\xi,0))^2 \]
\[ = \text{curv}\Gamma(\xi), \] (3.23)
while
\[ \partial_\eta(\sigma \partial_\eta w)(\xi,0) = -\partial_\xi(\sigma \partial_\xi)(\xi,0) = \partial_\xi(2\varepsilon \partial_\xi u_1(\xi,0) + 2\varepsilon \partial_\xi u_2)(\xi,0), \]
where we have used the fact that $\sigma \nabla w$ is divergence free and the definition of $\sigma$ and $w$. Putting this last fact together with \eqref{3.24}, \eqref{3.23}, and the harmonicity of $u_i$, we finally get
\begin{equation}
\partial_\eta (\rho_{\varepsilon, n})(\xi, 0) = \text{curv} \Gamma(\xi) = \partial_\eta (\gamma)(\xi, 0).
\end{equation}

\textbf{Claim 2.} $\partial^2_{\eta \eta} (|\nabla_{xy} \xi(\Psi)|^2)(\xi, 0) = 4 \left[ \text{curv} \Gamma(\xi) \right]^2$.

\textbf{Proof of the claim.} By differentiating with respect to $\eta$ the expression in \eqref{3.20} and by \eqref{3.3}, we obtain
\begin{align*}
\partial^2_{\eta \eta} (|\nabla_{xy} \xi(\Psi)|^2) &= -2[(\partial_\xi \tilde{x})^2 + (\partial_\xi \tilde{y})^2]^{-2} [(\partial_\xi \tilde{x})^2 + (\partial_\xi \tilde{y})^2 + (\partial_\xi \tilde{y})^2 + (\partial_\xi \tilde{y})^2] +
+ 8[(\partial_\xi \tilde{x})^2 + (\partial_\xi \tilde{y})^2]^{-3}(\partial_\xi \tilde{x})^2(\partial_\xi \tilde{y})^2
= -2[(\partial_\xi \tilde{x})^2 + (\partial_\xi \tilde{y})^2]^{-2} [(\partial_\xi \tilde{x})^2 + (\partial_\xi \tilde{y})^2] - (\partial_\xi \tilde{x})^2(\partial_\xi \tilde{y})^2 +
+ 8[(\partial_\xi \tilde{x})^2 + (\partial_\xi \tilde{y})^2]^{-3}(-\partial_\xi \tilde{x})^2(\partial_\xi \tilde{y})^2.
\end{align*}

Note that
\begin{align*}
-\partial_\xi \tilde{x}(\partial_\xi \tilde{y})^2 - \partial_\xi \tilde{y}(\partial_\xi \tilde{y})^2 = (\partial_\xi \tilde{y})^2 + (\partial_\xi \tilde{y})^2 - \frac{1}{2} \partial_\xi \tilde{y}(\partial_\xi \tilde{y})^2 + (\partial_\xi \tilde{y})^2.
\end{align*}

Using \eqref{2.1}, \eqref{2.2}, and the fact that $(\partial_\xi \tilde{x})^2 + (\partial_\xi \tilde{y})^2$ is equal to 1 at $(\xi, 0)$, we obtain the claim.

By using Claims 1 and 2, we can conclude that
\begin{equation}
\partial^2_{\eta \eta} (\gamma)(\xi, 0) = \left[ \frac{3}{4}(|\nabla_{xy} \xi(\Psi)|^2)^{-\frac{3}{2}} |\partial_\eta (|\nabla_{xy} \xi(\Psi)|^2)|^2 - \frac{1}{2} |\nabla_{xy} \xi(\Psi)|^2 \right]_{(\xi, 0)}.
\end{equation}

The second derivative of $\rho_{\varepsilon, n}$ with respect to $\eta$ is given by
\begin{equation}
\partial^2_{\eta \eta} (\rho_{\varepsilon, n}) = \frac{1}{\rho_{\varepsilon, n}} \left\{ \left[ \partial_\eta \left( I^\xi(\xi, \eta, u_1, u_2) \right) \right]^2 + \partial^2_{\eta \eta} \left( I^\xi(\xi, \eta, u_1, u_2) \right) \right\} +
+ \left[ \partial_\eta \left( I^\eta(\xi, \eta, u_1, u_2) \right) \right]^2 + \partial^2_{\eta \eta} \left( I^\eta(\xi, \eta, u_1, u_2) \right) -
- \frac{1}{\rho_{\varepsilon, n}} \left[ \partial_\eta (\rho_{\varepsilon, n}) \right]^2.
\end{equation}

By the equalities \eqref{3.1}, \eqref{3.17}, and \eqref{3.23}, the expression above computed at $(\xi, 0)$ reduces to
\begin{equation}
\partial^2_{\eta \eta} (\rho_{\varepsilon, n})(\xi, 0) = \left[ \partial_\eta \left( I^\xi(\xi, \eta, u_1, u_2) \right) \right]_{(\xi, 0)}^2 + \partial^2_{\eta \eta} \left( I^\eta(\xi, \eta, u_1, u_2) \right)_{(\xi, 0)}.
\end{equation}

By differentiating \eqref{3.14} and \eqref{3.22} with respect to $\eta$, we obtain that
\begin{equation}
\partial_\eta \left( I^\xi(\xi, \eta, u_1, u_2) \right) (\xi, 0) = [\lambda(\partial_\eta \beta_2 - \partial_\eta \beta_1)\sigma \partial_\xi w + \partial_\eta \sigma \partial_\xi w + \sigma \partial^2_{\eta \eta} w]_{(\xi, 0)},
\end{equation}
and
\begin{equation}
\partial^2_{\eta \eta} \left( I^\eta(\xi, \eta, u_1, u_2) \right) (\xi, 0) = \frac{4}{\varepsilon} M^3 + [\lambda(\partial^2_{\eta \eta} \beta_2(\xi, 0) - \partial^2_{\eta \eta} \beta_1(\xi, 0)]\sigma(\xi, 0)\partial_\eta w(\xi, 0) +
+ 2\lambda(\partial^2_{\eta \eta} \beta_2(\xi, 0) - \partial^2_{\eta \eta} \beta_1(\xi, 0)]\partial_\eta (\sigma \partial_\eta w)(\xi, 0) + \partial^2_{\eta \eta} \sigma(\xi, 0)\partial_\eta w(\xi, 0) +
+ 2\partial_\eta \sigma(\xi, 0)\partial^2_{\eta \eta} w(\xi, 0) + \sigma(\xi, 0)\partial^3_{\eta \eta \eta} w(\xi, 0),
\end{equation}
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while, by using the equation (3.13),
\[
\lambda(\partial_{\eta\eta}^2 \beta_2 - \partial_{\eta\eta}^2 \beta_1) \sigma \partial_q w |_{(\xi, 0)} = \left[ \partial_{\eta} \omega - \lambda \partial_{\eta}(\partial_{\xi} \beta_2 - \partial_{\xi} \beta_1) \sigma \partial_q w - \lambda \partial_{\eta}(\sigma \partial_{\eta} w) (\partial_{\eta} \beta_2 - \partial_{\eta} \beta_1) \right] |_{(\xi, 0)}^{} = \left[ - \frac{4}{\varepsilon} M^3 - \lambda \partial_{\xi} (\partial_{\eta} \beta_2 - \partial_{\eta} \beta_1) \sigma \partial_{\xi} w + \lambda \partial_{\xi} (\sigma \partial_{\xi} w) (\partial_{\eta} \beta_2 - \partial_{\eta} \beta_1) \right] |_{(\xi, 0)}^{}.
\]

Since by (3.23) and by the definition of \(\sigma\) we have that
\[
\lambda[\partial_{\eta} \beta_2(\xi, 0) - \partial_{\eta} \beta_1(\xi, 0)] = \frac{\text{curv} \Gamma(x)}{1 - 2\varepsilon M},
\]
and moreover,
\[
\sigma(\xi, 0) \partial_{\xi} w(\xi, 0) = -2\varepsilon (\partial_{\xi} u_1(\xi, 0) + \partial_{\xi} u_2(\xi, 0)),
\]
we obtain that
\[
[\lambda(\partial_{\eta\eta}^2 \beta_2 - \partial_{\eta\eta}^2 \beta_1) \sigma \partial_q w + 2\lambda(\partial_{\eta} \beta_2 - \partial_{\eta} \beta_1) \partial_{\eta}(\sigma \partial_{\eta} w)] |_{(\xi, 0)}^{} = - \frac{4}{\varepsilon} M^3 + \frac{2\varepsilon}{1 - 2\varepsilon M} \partial_{\xi} ((\partial_{\xi} u_1 - \partial_{\xi} u_2) \text{curv} \Gamma)(\xi, 0).
\]

By using the definition of \(\sigma\), we can write
\[
\partial_{\eta} \sigma = -(1 - 2\varepsilon M) \frac{n'(\xi)}{n^2(\xi)} \partial_{\eta} q,
\]
\[
\partial_{\eta\eta}^2 \sigma = -(1 - 2\varepsilon M) \left[ -\frac{2n'(\xi)}{n^n(\xi)} (\partial_{\eta} q)^2 + \frac{n''(\xi)}{n^2(\xi)} (\partial_{\eta} q)^2 + \frac{n'(\xi)}{n^2(\xi)} \partial_{\eta} q \right].
\]

In order to compute the derivatives of \(q\), we differentiate the equality (3.12) with respect to \(\eta\):
\[
\partial_{\eta} q(\xi, 0) = -\partial_{\eta} p(\xi, 0) = \frac{2\varepsilon}{1 - 2\varepsilon M} (\partial_{\xi} u_1(\xi, 0) + \partial_{\xi} u_2(\xi, 0)),
\]
\[
\partial_{\eta\eta}^2 q(\xi, 0) = -2\partial_{\xi}^2 p(\xi, 0) \partial_{\eta} q(\xi, 0) - \partial_{\eta\eta}^2 p(\xi, 0)
\]
\[
= \left[ -\left( \frac{n(\xi)}{n'(\xi)} \right)^2 \partial_{\xi}^2 q + \frac{1}{\partial_{\eta} q} \partial_{\eta}^2 q \right] (\xi, 0).
\]

By the definition of \(w\), we obtain
\[
\partial_{\eta}^2 q(\xi, 0) = \frac{n'(\xi)}{n(\xi)} - \frac{n'(\xi)}{n(\xi)} + \frac{4\varepsilon^2}{(1 - 2\varepsilon M)^2} (\partial_{\xi} u_1(\xi, 0) + \partial_{\xi} u_2(\xi, 0))^2.
\]

Finally, we have
\[
\partial_{\eta\eta}^2 w(\xi, 0) = -\partial_{\xi}^2 w(\xi, 0) = \frac{2\varepsilon}{1 - 2\varepsilon M} \left[ n'(\partial_{\xi} u_1 + \partial_{\xi} u_2) + n(\partial_{\xi}^2 u_1 + \partial_{\xi}^2 u_2)\right] |_{(\xi, 0)}^{},
\]
\[
\partial_{\eta\eta\eta}^3 w(\xi, 0) = -\partial_{\xi}^3 \partial_{\eta} w(\xi, 0) = -n''(\xi).
\]

By substituting all information above in (3.27) and in (3.28), and by using (3.26), we finally obtain that
\[
\partial_{\eta}^2 (\rho_{\varepsilon, n})(\xi, 0) = \frac{n'(\xi)}{n(\xi)} + h_{\xi} \left( \frac{n'(\xi)}{n(\xi)} \right) = -a_{\varepsilon}(\xi) \left( \frac{n'(\xi)}{n(\xi)} \right) + h_{\xi} \left( \xi, \frac{n'(\xi)}{n(\xi)} \right) - a_{\varepsilon}(\xi) \left( \frac{n'(\xi)}{n(\xi)} \right)^2,
\]
where
\begin{align*}
  a_\varepsilon(\xi) &\to 1 \quad \text{uniformly in } [0,l(\Gamma)], \\
  h_\varepsilon(\xi,\tau) &\to 2\tau^2 \quad \text{uniformly on the compact sets of } [0,l(\Gamma)] \times \mathbb{R},
\end{align*}
(3.30)
as \varepsilon \to 0.

**Claim 3.** There exists \( \overline{\varepsilon} > 0 \) such that for every \( \varepsilon \in (0, \overline{\varepsilon}) \), we can find an analytic function \( n : [0,l(\Gamma)] \to (0,\infty) \) satisfying
\begin{equation}
  \partial_{\eta\eta}(\rho_{\varepsilon,n} - \gamma)(\xi,0) = - \frac{\pi^2}{16l^2(\Gamma)} \quad \text{and} \quad \left| \frac{n'(\xi)}{n(\xi)} \right| \leq N \quad \forall \xi \in [0,l(\Gamma)],
\end{equation}
(3.31)
where \( N := 1 + \max \left\{ \frac{\pi}{4l(\Gamma)}, k(\Gamma) \right\} \) and \( k(\Gamma) = \| \text{curv } \Gamma \|_\infty \).

**Proof of the claim.** Set \( \tau := n'/n \); in order to prove the claim, by (3.29) and (3.25) we study the Cauchy problem
\begin{equation}
\begin{cases}
  -a_\varepsilon(\xi)\tau' + h_\varepsilon(\xi,\tau) - \tau^2 - [\text{curv } \Gamma(\xi)]^2 = - \frac{\pi^2}{16l^2(\Gamma)}, \\
  \tau(0) = 0,
\end{cases}
\end{equation}
(3.32)
and we investigate for which values of \( \varepsilon \) it admits a solution defined in the whole interval \([0,l(\Gamma)]\), with \( L^\infty \)-norm less than \( N \). As \( \varepsilon \to 0 \), by (3.30) we obtain the limit problem
\begin{equation}
\begin{cases}
  -\tau' + \tau^2 - (\text{curv } \Gamma)^2 = - \frac{\pi^2}{16l^2(\Gamma)}, \\
  \tau(0) = 0.
\end{cases}
\end{equation}
(3.33)
By comparing with the solutions \( \tau_1 \) and \( \tau_2 \) of the Cauchy problems
\begin{equation}
\begin{cases}
  -\tau'_1 + \tau_1^2 = - \frac{\pi^2}{16l^2(\Gamma)}, \\
  \tau_1(0) = 0, \\
  -\tau'_2 + \tau_2^2 - k^2(\Gamma) = - \frac{\pi^2}{16l^2(\Gamma)}, \\
  \tau_2(0) = 0,
\end{cases}
\end{equation}
(3.34)
one easily sees that the solution of (3.33) is defined in \([0,l(\Gamma)]\), with \( L^\infty \)-norm less than the maximum between \( \| \tau_1 \|_\infty \) and \( \| \tau_2 \|_\infty \), which is, by explicit computation, less than \( \max\{\pi/(4l(\Gamma)), k(\Gamma)\} \). By the theorem of continuous dependence on the coefficients (see \cite{6}), we can find \( \overline{\varepsilon} \) such that, for every \( \varepsilon \in (0, \overline{\varepsilon}) \), the solution of (3.32) is defined in \([0,l(\Gamma)]\) with \( L^\infty \)-norm less than \( N \).

For every \( \varepsilon \in (0, \overline{\varepsilon}) \), we set
\begin{equation}
n_\varepsilon(\xi) := e^{\int_0^\xi \tau_\varepsilon(s) \, ds},
\end{equation}
(3.35)
where \( \tau_\varepsilon \) is the solution of (3.32).

From now on we will simply write \( \rho_\varepsilon \) and \( \theta_\varepsilon \) instead of \( \rho_{\varepsilon,n_\varepsilon} \) and \( \theta_{\varepsilon,n_\varepsilon} \).

We now want to estimate the angle \( \theta_\varepsilon(\xi,\eta) \) by a quantity which is independent of \( \varepsilon \). Since by (3.14) and (3.15)
\begin{equation}
\tan \theta_\varepsilon = \frac{2\varepsilon \partial_\xi u_1 + 2\varepsilon \partial_\xi u_2 + \lambda \left( \beta_2 - \beta_1 + \frac{1}{\chi} \right) \sigma \partial_\xi w}{2\varepsilon \partial_\eta u_1 + 2\varepsilon \partial_\eta u_2 + M\varepsilon^2(\varepsilon + M\eta)^{-1} + M\varepsilon^2(\varepsilon - M\eta)^{-1} + \lambda \left( \beta_2 - \beta_1 + \frac{1}{\chi} \right) \sigma \partial_\eta w},
\end{equation}
(3.14)
we have 
\[ \partial_\eta \theta_\varepsilon(\xi, 0) = -\frac{2\varepsilon}{1 - 2\varepsilon M} (\partial_\xi u_1 + \partial_\xi u_2) \left( \text{curv} \Gamma - 2\varepsilon(\partial_\xi u_1 + \partial_\xi u_2) \frac{n'_\varepsilon(\xi)}{n_\varepsilon(\xi)} \right) + (1 - 2\varepsilon M) \frac{n'_\varepsilon(\xi)}{n_\varepsilon(\xi)}, \]
and so, by Claim 3, if \( \varepsilon \) is sufficiently small,
\[ |\partial_\eta \theta_\varepsilon(\xi, 0)| < N \quad \forall \xi \in [0, l(\Gamma)]. \] (3.36)

Let \( \tilde{\theta}(\eta) \) be an arbitrary continuous function with
\[ \tilde{\theta}(0) = 0 \quad \text{and} \quad \tilde{\theta}'(0) = N; \] (3.37)
by (3.36), it follows that
\[ |\theta_\varepsilon(\xi, \eta)| < \tilde{\theta}(\eta) \text{ sign } \eta \] (3.38)
for every \( (\xi, \eta) \in V \), provided \( V \) is sufficiently small.

Given \( h > 0 \), we consider the vectors
\[ b_1^h(\xi, \eta, s) := (0, -2(s - u_1(\xi, \eta))\partial_\eta u_1(\xi, \eta) - h(s - u_1(\xi, \eta))^2), \]
\[ b_2^h(\xi, \eta, t) := (0, 2(t - u_2(\xi, \eta))\partial_\eta u_2(\xi, \eta) - h(t - u_2(\xi, \eta))^2) \]
for \( (\xi, \eta) \in V \) and \( s, t \in \mathbb{R} \). We denote by \( B(r) \) the open ball centred at \( (0, -r) \) with radius \( r \).

Let us define \( r_\gamma^h(\xi, \eta, s, t) \) as the maximum radius \( r \) such that the set
\[ (\rho_\varepsilon(\xi, \eta) \sin \tilde{\theta}(\eta), \rho_\varepsilon(\xi, \eta) \cos \tilde{\theta}(\eta)) + b_1^h(\xi, \eta, s) + b_2^h(\xi, \eta, t) + B(r) \]
is contained in the ball centred at \( (0, 0) \) with radius \( \gamma(\xi, \eta) \).

**Claim 4.** If we define
\[ d := \frac{1}{1 + 16 l^2(\Gamma) N^2/\pi^2}, \] (3.39)
where \( N \) is the constant introduced in the previous claim, then there exists \( h > 0 \) such that for every \( \varepsilon \in (0, \overline{\varepsilon}) \) (see Claim 3), there exists \( \delta \in (0, \varepsilon) \) so that, if \( V \) is small enough,
\[ \inf \{ 2 r_\gamma^h(\xi, \eta, s, t) : (\xi, \eta) \in V, |s - u_1(\xi, \eta)| \leq \delta, |t - u_2(\xi, \eta)| \leq \delta \} > \frac{d}{2}. \] (3.40)

**Proof of the Claim.** Let \( \overline{\rho}_\varepsilon^h(\xi, \eta, s, t) > 0 \) and \( -\pi/2 < \overline{\theta}_\varepsilon^h(\xi, \eta, s, t) < \pi/2 \) be such that
\[ \left( \rho_\varepsilon(\xi, \eta) \sin \overline{\theta}(\eta), \rho_\varepsilon(\xi, \eta) \cos \overline{\theta}(\eta) \right) + b_1^h(\xi, \eta, s) + b_2^h(\xi, \eta, t) = \left( \overline{\rho}_\varepsilon^h(\xi, \eta, s, t) \sin \overline{\theta}_\varepsilon^h(\xi, \eta, s, t), \overline{\rho}_\varepsilon^h(\xi, \eta, s, t) \cos \overline{\theta}_\varepsilon^h(\xi, \eta, s, t) \right). \] (3.41)
To prove Claim 4, it is enough to show that, for every \( \varepsilon \in (0, \overline{\varepsilon}) \), there exists \( \delta \in (0, \varepsilon) \) with the property that
\[ \left( 1 - \frac{d}{2} \cos \overline{\theta}_\varepsilon^h(\xi, \eta, s, t) \right) \overline{\rho}_\varepsilon^h(\xi, \eta, s, t) < \left( 1 - \frac{d}{2} \right) \gamma(\xi, \eta) \] (3.42)
for $|s - u_1(\xi, \eta)| \leq \delta$, $|t - u_2(\xi, \eta)| \leq \delta$, and $(\xi, \eta) \in V$ with $\eta \neq 0$, provided $V$ is sufficiently small. Indeed, if (3.42) holds, it follows in particular that $\frac{\gamma d}{\delta \cos \varphi} < \gamma(\xi, \eta)$, and this inequality with some easy geometric computations implies that

$2 r^h(\xi, \eta, s, t) = \frac{\gamma^2(\xi, \eta) - (\frac{\varphi^h}{\delta}(\xi, \eta, s, t))^2}{\gamma - \frac{\varphi^h}{\delta}(\xi, \eta, s, t) \cos \varphi}$

at this point, it is easy to see that, if $V$ is small enough, inequality (3.42) implies that $2 r^h(\xi, \eta, s, t) > d/2$, that is Claim 4. So let us prove (3.42).

We set

$f^{d,h}(\xi, \eta, s, t) := \left(1 - \frac{d}{2} \cos \varphi(\xi, \eta, s, t)\right) \frac{\varphi^h}{\delta}(\xi, \eta, s, t) - \left(1 - \frac{d}{2}\right) \gamma(\xi, \eta)$

and we note that $f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = 0$. We will show that

1. $\nabla_{\eta t} f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = 0$ if $(\xi, 0) \in V$,
2. $\nabla_{\eta t}^2 f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0))$ is negative definite if $(\xi, 0) \in V$,

where $\nabla_{\eta t} f^{d,h}$ and $\nabla_{\eta t}^2 f^{d,h}$ denote respectively the gradient and the hessian matrix of $f^{d,h}$ with respect to the variables $(\eta, s, t)$. Equality 1 follows by direct computations and by (3.24). Using (3.41), the equality in (3.31), and (3.37), we obtain

$\partial^2 f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = -\frac{\pi^2}{32 l^2(\Gamma)} < 0$, \hspace{1cm} (3.43)

Then by the definition of $d$,

$\partial^2 f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = -\frac{\pi^2}{32 l^2(\Gamma)} < 0$.

Moreover we easily obtain that

$\partial_{t t}^2 f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = \partial_{s s}^2 f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = -2h \left(1 - \frac{d}{2}\right)$,

$\partial_{s t}^2 f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = -2 \left(1 - \frac{d}{2}\right) \partial_{t t} f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = 2 \left(1 - \frac{d}{2}\right) \partial_{t t} f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = 0$.

By the expressions, it follows that

$\det \left( \begin{array}{cc} \partial_{\eta t}^2 f^{d,h} & \partial_{s t}^2 f^{d,h} \\ \partial_{s t}^2 f^{d,h} & \partial_{s s}^2 f^{d,h} \end{array} \right)(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = h(2 - d) \frac{\pi^2}{32 l^2(\Gamma)} - (2 - d)^2 \left[\partial_{\eta t}^2 f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0))\right]$. 
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and that the determinant of the hessian matrix of $f^{d,h}$ at $(\xi, 0, u_1(\xi, 0), u_2(\xi, 0))$ is given by
\[
\det \nabla^2_{q_1} f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) = -h^2(2-d)^2 \frac{\pi^2}{32 l^2(\Gamma)} + h(2-d)^3 [\partial^2_{\eta\eta} u_1(\xi, 0)]^2 + (\partial^2_{\eta\eta} u_2(\xi, 0))^2].
\]
By the definition of $d$, if $h$ satisfies
\[
h > \frac{32}{\pi^2} (2-d)^2 (\Gamma) \sum_{i=1}^{2} \|\partial^2_{\eta\eta} u_i\|_{L^\infty(\Gamma)},
\]
then for every $(\xi, 0) \in V$ we have
\[
\det \left( \begin{array}{cc} \partial^2_{\eta\eta} f^{d,h} & \partial^2_{\eta\eta} f^{d,h} \\ \partial^2_{\eta\eta} f^{d,h} & \partial^2_{\eta\eta} f^{d,h} \end{array} \right) (\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) > 0,
\]
and
\[
\det \nabla^2_{q_1} f^{d,h}(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) < 0.
\]
By (3.44), (3.45), and (3.46), we can conclude that the hessian matrix of $f^{d,h}$ at $(\xi, 0, u_1(\xi, 0), u_2(\xi, 0))$ is negative definite: both (3.42) and Claim 4 are proved.

**Claim 5.** For every $r > 0$ and $h > 0$, there exists $\tilde{\varepsilon} > 0$ with the property that, if $\varepsilon \in (0, \tilde{\varepsilon})$, one can find $\delta \in (0, \varepsilon)$ so that
\[
I(\xi, \eta, u_2(\xi, \eta), t) \in B(r) + b^2_{\xi}(\xi, \eta, t),
I(\xi, \eta, s, u_1(\xi, \eta)) \in B(r) + b^1_{\xi}(\xi, \eta, s),
\]
provided $V$ is small enough, for every $|t - u_2(\xi, \eta)| \leq \delta$, $|s - u_1(\xi, \eta)| \leq \delta$.

**Proof of the Claim.** By the definition of $\phi$ in $A_6$, we obtain that
\[
I^k(\xi, \eta, u_2(\xi, \eta), t) = 2(t - u_2(\xi, \eta))\partial_t u_2(\xi, \eta),
I^\eta(\xi, \eta, u_2(\xi, \eta), t) = 2(t - u_2(\xi, \eta))\partial_\eta u_2(\xi, \eta) - M(\varepsilon - M\eta)^{-1}(t - u_2(\xi, \eta))^2.
\]
To get the claim, we need to prove that
\[
(2(t - u_2)\partial_t u_2)^2 + (M(\varepsilon - M\eta)^{-1}(t - u_2)^2 + h(t - u_2)^2 + r)^2 < r^2,
\]
which is equivalent to
\[
(2(t - u_2)\partial_t u_2)^2 + (M(\varepsilon - M\eta)^{-1} + h)^2 (t - u_2)^2 + 2r (M(\varepsilon - M\eta)^{-1} + h) (t - u_2)^2 < 0.
\]
The conclusion follows by remarking that, if $V$ is small enough, the left-handside is less than
\[
\left( 4(\partial_t u_2)^2 + 2hr - \frac{2Mr}{3\varepsilon} \right) \delta^2 + o(\delta^2),
\]
which is negative if $\varepsilon$ is sufficiently small. The proof for $u_1$ is completely analogous.
Let us conclude the proof of the step. By Claim 4, we can find $h > 0$ such that (3.40) is satisfied for $\varepsilon \in (0, \bar{\varepsilon})$. If we choose $r$ such that $2r < d/4$, by Claim 5 there exists $\hat{\varepsilon} > 0$ such that for every $\varepsilon \in (0, \hat{\varepsilon})$ there is $\delta \in (0, \varepsilon)$ so that

$$I(\xi, \eta, s, u_1(\xi, \eta)) + I(\xi, \eta, u_2(\xi, \eta), t) \in B(2r) + b^1_1(\xi, \eta, s) + b^1_2(\xi, \eta, t)$$

(3.47)

for every $|s - u_1(\xi, \eta)| < \delta$, $|t - u_2(\xi, \eta)| < \delta$, and $(\xi, \eta) \in V$. If we take $\varepsilon \leq \min\{\hat{\varepsilon}, \bar{\varepsilon}\}$, then by Claim 4 we have that the set

$$B(2r) + (\rho_c(\xi, \eta) \sin \bar{\theta}(\eta), \rho_c(\xi, \eta) \cos \bar{\theta}(\eta)) + b^1_1(\xi, \eta, s) + b^1_2(\xi, \eta, t)$$

is contained in the ball centred at $(0,0)$ with radius $\gamma(\xi, \eta)$. Some easy geometric considerations show that the relation between $\theta_c$ and $\bar{\theta}$ (see (3.38)) implies that also the set

$$B(2r) + (\rho_c(\xi, \eta) \sin \theta_c(\eta), \rho_c(\xi, \eta) \cos \theta_c(\eta)) + b^1_1(\xi, \eta, s) + b^1_2(\xi, \eta, t)$$

(3.48)

is contained in the ball centred at $(0,0)$ with radius $\gamma(\xi, \eta)$, if the condition

$$|b^1_1(\xi, \eta, s) + b^1_2(\xi, \eta, t)| < 2r$$

holds (to make this true, take $\delta$ and $V$ smaller if needed). Since

$$I(\xi, \eta, s, t) = I(\xi, \eta, s, u_1(\xi, \eta)) + I(\xi, \eta, u_1(\xi, \eta), u_2(\xi, \eta)) + I(\xi, \eta, u_2(\xi, \eta), t),$$

by (3.47), (3.18), and (3.19), it follows that $I(\xi, \eta, s, t)$ belongs to the set (3.48), and then to the ball centred at $(0,0)$ with radius $\gamma(\xi, \eta)$ for every $|s - u_1(\xi, \eta)| < \delta$, $|t - u_2(\xi, \eta)| < \delta$, and $(\xi, \eta) \in V$. This concludes the proof of Step 1.

**STEP 2.** If $\varepsilon$ is sufficiently small and $\delta \in (0, \varepsilon)$, condition (d) holds for $|s - u_1(\xi, \eta)| \geq \delta$ or $|t - u_2(\xi, \eta)| \geq \delta$, and $(\xi, \eta) \in V$, provided $V$ is small enough.

Let us fix $\delta \in (0, \varepsilon)$ and set

$$m_1(\xi, \eta) := \max\{|I(\xi, \eta, s, t) - u_1(\xi, \eta) - \varepsilon \leq s \leq t \leq u_2(\xi, \eta) + \varepsilon, |t - u_2(\xi, \eta)| \geq \delta\}.$$  

It is easy to see that the function $m_1$ is continuous. Let us prove that $m_1(\xi, 0) < \gamma(\xi, 0) = 1$.

Fixed $(\xi, 0) \in V$, $u_1(\xi, 0) - \varepsilon \leq s \leq t \leq u_2(\xi, 0) + \varepsilon$, with $|t - u_2(\xi, 0)| \geq \delta$, we can write

$$I(\xi, 0, s, t) = I(\xi, 0, s, u_1(\xi, 0)) + I(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) + I(\xi, 0, u_2(\xi, 0), t).$$

(3.49)

**Claim 6.** For every $r > 0$ there exists $\varepsilon > 0$ such that

$$I(\xi, 0, u_2(\xi, 0), t) \in B(r), \quad I(\xi, 0, s, u_1(\xi, 0)) \in B(r)$$

for $0 < |s - u_1(\xi, 0)| \leq \varepsilon$, $0 < |t - u_2(\xi, 0)| \leq \varepsilon$, and $(\xi, 0) \in V$.

**Proof of the claim.** See the similar proof of Claim 5 above.

By (3.49), (3.16), (3.17), and Claim 6, it follows that

$$I(\xi, 0, s, t) \in (0, 1) + \overline{B(r)} + B(r) = (0, 1) + B(2r)$$

(3.50)
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for $0 < |s - u_1(\xi, 0)| \leq \varepsilon$, $\delta \leq |t - u_2(\xi, 0)| \leq \varepsilon$. If $r < 1/4$, the set $(0, 1) + B(2r)$ is contained in the open ball centred at $(0, 0)$ with radius 1.

It remains to study the case $|s - u_1| \geq \varepsilon$ and the case $|t - u_2| \geq \varepsilon$. Let us consider the latter; the former would be completely analogous. We can write

$$I(\xi, 0, s, u_1(\xi, 0)) = I(\xi, 0, s \wedge (u_1(\xi, 0) + \varepsilon), u_1(\xi, 0)) + I(\xi, 0, s \vee (u_1(\xi, 0) + \varepsilon), u_1(\xi, 0) + \varepsilon),$$

$$I(\xi, 0, u_2(\xi, 0), t) = I(\xi, 0, u_2(\xi, 0), u_2(\xi, 0) - \varepsilon) + I(\xi, 0, u_2(\xi, 0) - \varepsilon, t).$$

Therefore, by (3.49)

$$I(\xi, 0, s, t) = I(\xi, 0, u_1(\xi, 0), u_2(\xi, 0)) + I(\xi, 0, s \wedge (u_1(\xi, 0) + \varepsilon), u_1(\xi, 0)) +$$

$$+ I(\xi, 0, u_2(\xi, 0) - \varepsilon) + I(\xi, 0, s \vee (u_1(\xi, 0) + \varepsilon), t) -$$

$$- I(\xi, 0, u_1(\xi, 0) + \varepsilon, u_2(\xi, 0) - \varepsilon).$$

(3.51)

If $-2\varepsilon(\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0)) \geq 0$, we define

$$C := [0, -2\varepsilon(\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0))] \times [0, 1 - 2\varepsilon M];$$

if $-2\varepsilon(\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0)) < 0$, we simply replace $[0, -2\varepsilon(\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0))]$ by $[-2\varepsilon(\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0)), 0]$. From the definition of $\phi$ in $A_3 \cup A_4 \cup A_5$, it follows that

$$I(\xi, 0, u_1(\xi, 0) + \varepsilon, u_2(\xi, 0) - \varepsilon) = (-2\varepsilon(\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0)), 1 - 2\varepsilon M)$$

(3.52)

and

$$I(\xi, 0, s, t) \in C$$

(3.53)

for $u_1(\xi, 0) + \varepsilon \leq s \leq t \leq u_2(\xi, 0) - \varepsilon$. Let $D := C - (-2\varepsilon(\partial_\xi u_1(\xi, 0) + \partial_\xi u_2(\xi, 0)), 1 - 2\varepsilon M)$. Since $I^0(\xi, 0, u_2(\xi, 0), 0) = -M\varepsilon$, from (3.51), (3.14), (3.17), Claim 6, (3.52), and (3.53), we obtain

$$I(\xi, 0, s, t) \in [(0, 1) + B(2r)] \cap \{(x, y) \in \mathbb{R}^2 : y < 1 - \varepsilon M\} + D$$

(3.54)

If $r < 1/4$ and if $\varepsilon$ is sufficiently small, the set $[(0, 1) + B(2r)] \cap \{(x, y) \in \mathbb{R}^2 : y < 1 - \varepsilon M\} + D$ is contained in the open ball centred at $(0, 0)$ with radius 1 and this means that $m_1(\xi, 0) < \gamma(\xi, 0)$.

Analogously we define

$$m_2(\xi, \eta) := \max\{|I(\xi, \eta, s, t) - \varepsilon \leq s \leq t \leq u_2(\xi, \eta) + \varepsilon, |s - u_1(\xi, \eta)| \geq \delta\}. $$

Arguing as in the case of $m_1$, we can prove that $m_2$ is continuous and $m_2(\xi, 0) < \gamma(\xi, 0)$. By continuity, if $V$ is small enough, $m_1(\xi, \eta) < \gamma(\xi, \eta)$ and $m_2(\xi, \eta) < \gamma(\xi, \eta)$, for every $(\xi, \eta) \in V$. Step 2 is proved.

By Step 1 and Step 2, we conclude that, choosing $\varepsilon$ sufficiently small and $n = n_\varepsilon$ (see (3.33)), condition (d) is true for $u_1(\xi, t) - \varepsilon \leq s \leq u_2(\xi, t) + \varepsilon$ and in fact for every $s, t \in \mathbb{R}$, from the definition of $\phi$ in $A_1$ and $A_7$.\[\square\]
4 The graph-minimality

We start this section with a negative result: if the domain \( \Omega \) is too large, the Euler conditions do not guarantee the graph-minimality introduced in Definition 1.3, as the following counterexample (suggested by Gianni Dal Maso) shows.

**Proposition 4.1** Let \( R \) be the rectangle \((1, 1 + 4l) \times (-l, l)\) and let

\[
u(x, y) := \begin{cases} 
  x & \text{if } y \geq 0, \\
  -x & \text{if } y < 0.
\end{cases}
\]

Then, \( u \) satisfies the Euler conditions for the Mumford-Shah functional in \( R \), but it is not a local graph-minimizer in \( R \) for \( l \) large enough.

**Proof.** The Euler conditions are obviously satisfied by \( u \) in \( R \).

Let \( R_0 \) be the rectangle \((0, 4) \times (-1, 0)\) and let \( w \) be any function in \( H^1(R_0) \) such that \( w(x, 0) = x \) for \( x \in (0, 2) \), and \( w(x, y) = 0 \) for \((x, y) \in \partial R_0 \setminus ((0, 4) \times \{0\})\).

The idea is to perturb \( u \) by the rescaled function \( v(x, y) := lw\left(\frac{x-1}{l}, \frac{y}{l}\right) \). We define the perturbed function

\[
\tilde{u}(x, y) := \begin{cases} 
  x & \text{on } R_1 \setminus T_\varepsilon, \\
  -x + \eta(x-1) & \text{on } T_\varepsilon, \\
  -x + \eta v(x, y) & \text{on } R_2,
\end{cases}
\]

where \( \eta \) is a positive parameter and the rectangles \( R_1 \), \( R_2 \), and the triangle \( T_\varepsilon \) are indicated in Fig. 1.

We want to show that, if we set \( c := \int_{R_0} |\nabla w(x, y)|^2 \, dx \, dy \), for every \( l > c \) and for every \( \varepsilon_0, \eta_0 > 0 \) there exist \( \varepsilon < \varepsilon_0 \) and \( \eta < \eta_0 \) such that

\[
\int_R |\nabla u(x, y)|^2 \, dx \, dy + \mathcal{H}^1(S_u) > \int_R |\nabla \tilde{u}(x, y)|^2 \, dx \, dy + \mathcal{H}^1(S_{\tilde{u}}).
\]

By definition, \( \tilde{u} \) satisfies the boundary conditions. Since by the construction of \( v \) the function \( \tilde{u} \) is continuous on the interface between \( T_\varepsilon \) and \( R_2 \), then

\[
\mathcal{H}^1(S_u) - \mathcal{H}^1(S_{\tilde{u}}) = 2l - 2\sqrt{l^2 + \varepsilon^2} = -\varepsilon^2 + o(\varepsilon^2). \tag{4.1}
\]

On the triangle \( T_\varepsilon \), we obtain

\[
\int_{T_\varepsilon} |\nabla u(x, y)|^2 \, dx \, dy - \int_{T_\varepsilon} |\nabla \tilde{u}(x, y)|^2 \, dx \, dy = 2l\varepsilon\eta - l\varepsilon\eta^2. \tag{4.2}
\]

Finally, since we have that \( |\nabla u|^2 = 1 + \eta^2 |\nabla v|^2 - 2\eta \partial_x v \) in \( R_2 \), taking into account the boundary conditions of \( v \), we get

\[
\int_{R_2} |\nabla u(x, y)|^2 \, dx \, dy - \int_{R_2} |\nabla \tilde{u}(x, y)|^2 \, dx \, dy = -\eta^2 \int_{R_2} |\nabla v(x, y)|^2 \, dx \, dy
\]

\[
= -l^2 \eta^2 \int_{R_0} |\nabla w(x, y)|^2 \, dx \, dy. \tag{4.3}
\]
In order to conclude, by (4.1), (4.2), and (4.3), we have to show that for $l$ large we can choose $\varepsilon$ and $\eta$ arbitrarily close to 0 such that

$$-\varepsilon^2 \frac{\varepsilon^2}{l} - cl^2 \eta^2 + 2l\varepsilon\eta - l\varepsilon^2 + o(\varepsilon^2) > 0.$$ 

If we choose $\eta = \varepsilon/(cl)$, then the equality above reduces to

$$-\varepsilon^2 \frac{\varepsilon^2}{l} + \frac{\varepsilon^2}{c} + o(\varepsilon^2) > 0,$$

which is true if $l > c$. \hfill \Box

### 4.1 Proof of Theorem 1.5

From the definition of $d$ and $N$ (see (3.39) and Claim 3 in the proof of Theorem 1.2) it follows that there is an absolute constant $\tilde{c} > 0$ (independent of $\Omega_0$, $\Omega$, $\Gamma$, and $u$) such that

$$\tilde{c} (1 + l^2(\Gamma)k^2(\Gamma)) > \frac{16}{d}. \quad (4.4)$$

The absolute constant $c$, which appears in (1.3), is defined by

$$c := \max \left\{ \frac{\tilde{c}}{64}, \frac{64}{\pi^2} \right\}. \quad (4.5)$$
Actually, to avoid problems of boundary regularity, we shall work not exactly in \( \Omega \), but in a little bit larger set. Let \( \Omega' \) be a \( \Gamma \)-admissible set such that \( \Omega \subset \subset \Omega' \subset \subset \Omega_1 \), and
\[
\min_{i=1,2} K(\Gamma \cap \Omega', \Omega'_i) \quad \left( 1 + \frac{L^2(\Gamma \cap \Omega')}{k^2(\Gamma \cap \Omega)} \right) > c \sum_{i=1}^2 \|\partial_x u_i\|^2_{L^2(\Gamma \cap \Omega)},
\]
where \( \Omega'_i \) denote the connected components of \( \Omega' \setminus \Gamma \). This is possible by (1.3) and by the continuity properties of \( K \).

The idea of the proof is to construct first a calibration \( \varphi \) in a cylinder with base an open neighbourhood of \( \Gamma \cap \Omega' \), and then to extend \( \varphi \) in a tubular neighbourhood of graph \( u \).

- **Construction of the calibration around \( \Gamma \).**

We essentially recycle the construction of Theorem 1.2, but we need to slightly modify the definition around the graph of \( u \), in order to exploit condition (1.3) and get the extendibility.

To define the calibration \( \varphi(x, y, z) \) we use the same notation and the coordinate system \((\xi, \eta)\) on \( U \) (open neighbourhood of \( \Gamma \cap \Omega' \)) introduced in the proof of Theorem 1.2. The vector field will be written as
\[
\varphi(x, y, z) = \frac{1}{\gamma^2(\xi(x, y), \eta(x, y))} \phi(\xi(x, y), \eta(x, y), z),
\]
where \( \phi \) can be represented by
\[
\phi(\xi, \eta, z) = \phi^\xi(\xi, \eta, z)\tau_{\xi} + \phi^\eta(\xi, \eta, z)\tau_{\eta} + \phi^z(\xi, \eta, z)e_z.
\]

Given suitable parameters \( \varepsilon > 0 \) and \( \lambda > 0 \), we consider the following subsets of \( V \times \mathbb{R} \)
\[
\begin{align*}
A_1 & := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_1(\xi, \eta) - \varepsilon v_1(\xi, \eta) < z < u_1(\xi, \eta) + \varepsilon v_1(\xi, \eta) \}, \\
A_2 & := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_1(\xi, \eta) + \varepsilon v_1(\xi, \eta) < z < u_1(\xi, \eta) + 2\varepsilon \}, \\
A_3 & := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_1(\xi, \eta) + 2\varepsilon < z < \beta_1(\xi, \eta) \}, \\
A_4 & := \{(\xi, \eta, z) \in V \times \mathbb{R} : \beta_1(\xi, \eta) < z < \beta_2(\xi, \eta) + 1/\lambda \}, \\
A_5 & := \{(\xi, \eta, z) \in V \times \mathbb{R} : \beta_2(\xi, \eta) + 1/\lambda < z < u_2(\xi, \eta) - 2\varepsilon \}, \\
A_6 & := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_2(\xi, \eta) - 2\varepsilon < z < u_2(\xi, \eta) - \varepsilon v_2(\xi, \eta) \}, \\
A_7 & := \{(\xi, \eta, z) \in V \times \mathbb{R} : u_2(\xi, \eta) - \varepsilon v_2(\xi, \eta) < z < u_2(\xi, \eta) + \varepsilon v_2(\xi, \eta) \},
\end{align*}
\]
where the functions \( v_i \) are defined as
\[
v_1(\xi, \eta) := 1 + M \eta, \quad v_2(\xi, \eta) := 1 - M \eta,
\]
with \( M \) positive parameter such that
\[
(1 + L^2(\Gamma \cap \Omega') + L^2(\Gamma \cap \Omega')k^2(\Gamma \cap \Omega')) \sum_{j=1}^2 \|\partial_x u_j\|^2_{L^2(\Gamma \cap \Omega')} < M < \min_{j=1,2} K(\Gamma \cap \Omega', \Omega'_j),
\]
while \( \beta_1 \) and \( \beta_2 \) are the solutions of the Cauchy problems (3.13). Since we suppose \( u_2 > 0 \) on \( V \), if \( \varepsilon \) is small enough, while \( \lambda \) is sufficiently large, then the sets \( A_1, \ldots, A_7 \) are nonempty and disjoint, provided \( V \) is sufficiently small.
The vector $\phi(\xi, \eta, z)$ introduced in (4.6) will be written as

$$\phi(\xi, \eta, z) = (\phi_{\xi}(\xi, \eta, z), \phi_{\eta}(\xi, \eta, z)),$$

where $\phi_{\xi}$ is the two-dimensional vector given by the pair $(\phi_{\xi}, \phi_{\eta})$. We define $\phi(\xi, \eta, z)$ as follows:

$$\begin{cases}
(2\nabla u_1 - 2\frac{u_1 - z}{v_1} \nabla v_1, \left| \nabla u_1 - \frac{u_1 - z}{v_1} \nabla v_1 \right|^2) & \text{in } A_1, \\
(2\nabla (u_1 + \varepsilon v_1) - 2\frac{u_1 + \varepsilon v_1 - z}{v_1} \nabla \tilde{v}_1, \left| \nabla (u_1 + \varepsilon v_1) - \frac{u_1 + \varepsilon v_1 - z}{v_1} \nabla \tilde{v}_1 \right|^2) & \text{in } A_2, \\
(0, \omega_1(\xi, \eta)) & \text{in } A_3, \\
(\lambda \sigma(\xi, \eta) \nabla w, \mu) & \text{in } A_4, \\
(0, \omega_2(\xi, \eta)) & \text{in } A_5, \\
(2\nabla (u_2 - \varepsilon v_2) - 2\frac{u_2 - \varepsilon v_2 - z}{v_2} \nabla \tilde{v}_2, \left| \nabla (u_2 - \varepsilon v_2) - \frac{u_2 - \varepsilon v_2 - z}{v_2} \nabla \tilde{v}_2 \right|^2) & \text{in } A_6, \\
(2\nabla u_2 - 2\frac{u_2 - z}{v_2} \nabla v_2, \left| \nabla u_2 - \frac{u_2 - z}{v_2} \nabla v_2 \right|^2) & \text{in } A_7,
\end{cases}$$

where $\nabla$ denotes the gradient with respect to the variables $(\xi, \eta)$, the functions $\tilde{v}_i$ are defined by

$$\tilde{v}_1(\xi, \eta) := 2\varepsilon + M'\eta, \quad \tilde{v}_2(\xi, \eta) := 2\varepsilon - M'\eta,$$

while

$$\omega_i(\xi, \eta) := \varepsilon^2 \left( M + M' \frac{v_i(\xi, \eta)}{\tilde{v}_i(\xi, \eta)} \right)^2 - (\partial_{\xi} u_i(\xi, \eta))^2 - (\partial_{\eta} u_i(\xi, \eta))^2$$

for $i = 1, 2$, and for every $(\xi, \eta) \in V$; we take the constant $\mu$ sufficiently large in order to get the required inequality between the horizontal and the vertical components of the field (see condition (b) of Section 2), and $M'$ so large that $\omega_i$ is positive in $V$, provided $V$ is small enough. We define $w$ as the solution of the Cauchy problem

$$\begin{cases}
\Delta w = 0, \\
w(\xi, 0) = -\frac{4\varepsilon}{1 - \varepsilon M' - 6\varepsilon^2 M} \int_0^\xi n(s)(\partial_{\xi} u_1(s, 0) + \partial_{\xi} u_2(s, 0)) \, ds, \\
\partial_{\eta} w(\xi, 0) = \sigma(\xi),
\end{cases}$$

where $n$ is a positive analytic function that must be chosen in a suitable way. We define

$$\sigma(\xi, \eta) := \frac{1}{n(q(\xi, \eta))} (1 - \varepsilon M' - 6\varepsilon^2 M),$$
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where the function $q$ is constructed in the same way as in (3.12).

Let us prove that for a suitable choice of the involved parameters the vector field is a calibration in a suitable neighbourhood $U$ of $\Gamma \cap \Omega'$, which is equivalent to prove that $\phi$ satisfies (a), (b), (c), (d), and (e) of page 7. The proof of conditions (a), (b), (c), and (e) is the same of Theorem 1.2. The proof of (d) is split again in two steps.

**STEP 1.** For a suitable choice of $\varepsilon$ and of the function $n$ (see (4.8)) there exists $\delta > 0$ such that condition (d) holds for $|s - u_1(\xi, \eta)| < \delta$, $|t - u_2(\xi, \eta)| < \delta$, and $(\xi, \eta) \in V$, provided $V$ is small enough.

We essentially repeat the proof given in Theorem 1.2: Claims 1, 2, 3, and 4 are still valid with the same proof (up to the obvious changes due to the different definition of $\phi$). Claim 5 must be modified as follows.

**Claim 5.** For $h = \frac{64\pi^2 l^2(\Gamma)}{2} \sum_{i=1}^{2} \|\partial_\xi u_i\|^2_{C^1(\Gamma \cap \Omega')}$, there exist $r \in (0, d/8)$ and $\tilde{\delta} > 0$ such that for every $\delta \in (0, \tilde{\delta})$

$$I(\xi, \eta, u_2(\xi, \eta), t) \in B(r) + b_1^2(\xi, \eta, t),$$

$$I(\xi, \eta, s, u_1(\xi, \eta)) \in B(r) + b_1^2(\xi, \eta, s),$$

provided $V$ is small enough, for every $|t - u_2(\xi, \eta)| \leq \delta$, $|s - u_1(\xi, \eta)| \leq \delta$.

**Proof of the claim.** Using the definition of $\phi$ in $A_7$, the claim is equivalent to prove

$$(2(t - u_2)\partial_\xi u_2)^2 + (-M(1 - M\eta)^{-1} + h)^2 (t - u_2)^4 + 2r (-M(1 - M\eta)^{-1} + h) (t - u_2)^2 < 0;$$

note that for $a_1 \in (0, 1)$ the left-hand-side is less than

$$\left(4 \sum_{i=1}^{2} \|\partial_\xi u_i\|^2_{C^1(\Gamma \cap \Omega')} + 2hr - \frac{2r}{1 + a_1} M \right) \delta^2 + o(\delta^2),$$

provided $V$ is small enough. To obtain the claim, it is sufficient to prove that

$$\frac{2}{r} \sum_{i=1}^{2} \|\partial_\xi u_i\|^2_{C^1(\Gamma \cap \Omega')} < \frac{1}{1 + a_1} M - h. \quad (4.9)$$

Since by (4.7), (4.4), and (4.3) we can write

$$M = \left(\frac{16 + a_2}{d} + \frac{64\pi^2 l^2(\Gamma \cap \Omega')}{2}\right) \sum_{i=1}^{2} \|\partial_\xi u_i\|^2_{C^1(\Gamma \cap \Omega')},$$

with $a_2 > 0$, the inequality (4.9) is equivalent to

$$\frac{2}{r} < \left(\frac{1}{1 + a_1} - 1\right) \frac{64\pi^2 l^2(\Gamma \cap \Omega')}{d} + \frac{16 + a_2}{d} \frac{1}{1 + a_1},$$

which is true if $a_1$ is sufficiently small and $r$ is sufficiently close to $d/8$. The proof for $u_1$ is completely analogous.
To conclude the proof of the step, let \( r \) and \( h \) be as in Claim 5. If we choose \( \epsilon < \tau \) and \( \delta \leq \min\{\delta, \epsilon\} \), by Claim 5 we have that
\[
I(\xi, \eta, s, u_1(\xi, \eta)) + I(\xi, \eta, u_2(\xi, \eta), t) \in B(2r) + b^h_1(\xi, \eta, s) + b^h_2(\xi, \eta, t)
\]
for every \( |s - u_1(\xi, \eta)| < \delta \), \( |t - u_2(\xi, \eta)| < \delta \), and \( (\xi, \eta) \in V \); since \( h \) satisfies (3.44) and \( 2r < d/4 \), we can apply Claim 4 to deduce that the set
\[
B(2r) + (\rho_\epsilon(\xi, \eta) \sin \bar{\theta}(\eta), \rho_\epsilon(\xi, \eta) \cos \bar{\theta}(\eta)) + b^h_1(\xi, \eta, s) + b^h_2(\xi, \eta, t)
\]
is contained in the ball centred at \((0, 0)\) with radius \( \gamma(\xi, \eta) \). Some easy geometric considerations show that the relation between \( \theta_\epsilon \) and \( \bar{\theta} \) (see (3.38)) implies that also the set
\[
B(2r) + (\rho_\epsilon(\xi, \eta) \sin \theta_\epsilon(\eta), \rho_\epsilon(\xi, \eta) \cos \theta_\epsilon(\eta)) + b^h_1(\xi, \eta, s) + b^h_2(\xi, \eta, t)
\]
is contained in the ball centred at \((0, 0)\) with radius \( \gamma(\xi, \eta) \), if the condition
\[
|b^h_1(\xi, \eta, s) + b^h_2(\xi, \eta, t)| < 2r
\]
holds (to make this true, take \( \delta \) and \( V \) smaller if needed). Since
\[
I(\xi, \eta, s, t) = I(\xi, \eta, s, u_1(\xi, \eta)) + I(\xi, \eta, u_1(\xi, \eta), u_2(\xi, \eta)) + I(\xi, \eta, u_2(\xi, \eta), t),
\]
by (3.47), it follows that \( I(\xi, \eta, s, t) \) belongs to the set (4.11), and then to the ball centred at \((0, 0)\) with radius \( \gamma(\xi, \eta) \) for every \( |s - u_1(\xi, \eta)| < \delta \), \( |t - u_2(\xi, \eta)| < \delta \), and \( (\xi, \eta) \in V \). This concludes the proof of Step 1.

**STEP 2.** If \( \epsilon \) is sufficiently small and \( \delta \in (0, \epsilon) \), condition (d) holds for \( |s - u_1(\xi, \eta)| \geq \delta \) or \( |t - u_2(\xi, \eta)| \geq \delta \), and \( (\xi, \eta) \in V \), provided \( V \) is small enough.

By using condition (4.7), arguing as in the proof of Claim 5, we can prove the following claim.

**Claim 6.** There exist \( r < 1/4 \) and \( \epsilon > 0 \) such that
\[
I(\xi, 0, u_2(\xi, 0), t) \in B(r), \quad I(\xi, 0, s, u_1(\xi, 0)) \in B(r)
\]
for \( 0 < |s - u_1(\xi, 0)| \leq \epsilon \), \( 0 < |t - u_2(\xi, 0)| \leq \epsilon \), and \( (\xi, 0) \in V \).

We can conclude the proof of Step 2 in the same way as in Theorem 1.2, with the minor changes due to the different definition of the field.

By Step 1 and Step 2, we conclude that, choosing \( \epsilon \) sufficiently small and \( n \) in a suitable way, condition (d) is true for \( u_1(\xi, \eta) - \epsilon \leq s \), \( t \leq u_2(\xi, \eta) + \epsilon \). So, \( \varphi \) is a calibration.

- **Construction of the calibration around the graph of \( u \).**

Now the matter is to extend the field in a tubular neighbourhood of the graph of \( u \). From now on, we reintroduce the Cartesian coordinates.

Let \( \Gamma_i \) be the curve \( \eta = (-1)^i k \), where \( k > 0 \). If \( k \) is sufficiently small, for \( i = 1, 2 \) the curve \( \Gamma_i \) connects two points of \( \partial \Omega_i \), divides \( \Omega_i' \) (and then \( \Omega_i \)) in two connected components, and the normal
vector \( v_i \) to \( \Gamma_i \) which points towards \( \Gamma \) coincides with \((-1)^{i+1}\nabla \eta/|\nabla \eta|\).

Set \( U' := U \cap \{(x, y) \in \Omega' : |\eta(x, y)| < k\} \) and \( U'' := U' \cap \Omega \).

Since \( \|\nabla \eta\| = 1 \) on \( \Gamma \), by (4.7) we can suppose that

\[
\frac{M}{1-Mk} \max_{i=1,2} \|\nabla \eta\|_{L^\infty(\Gamma_i)} < \min_{i=1,2} K(\Gamma_i, \Omega'_i \setminus \overline{U'}).
\]

(4.12)

Chosen \( \delta \) so small that \((\text{graph } u)_\delta \cap ((U'' \cap \Omega_1) \times \mathbb{R}) \subset A_1 \) and \((\text{graph } u)_\delta \cap ((U'' \cap \Omega_2) \times \mathbb{R}) \subset A_7 \), we define the vector field

\[
\hat{\varphi}(x, y, z) = (\hat{\varphi}^x(x, y, z), \hat{\varphi}^z(x, y, z)) \in \mathbb{R}^3,
\]
as follows:

\[
\begin{aligned}
\varphi(x, y, z) &= \begin{cases} 
(x, y, z) & \text{in } \{(x, y, z) : (x, y) \in U'', \ u_1(x, y) - \delta < z < u_2(x, y) + \delta\}, \\
2\n\end{cases} \\
2\n\end{aligned}
\]

\[
\begin{aligned}
2\n\end{aligned}
\]

\[
\begin{aligned}
2\n\end{aligned}
\]

\[
\begin{aligned}
&= \left( \int_{\Gamma_i} v_n^2 d\mathcal{H}^1 \right) \int_{\Omega'_i \setminus \overline{U'}} \left| \nabla \left( \frac{v_n}{(\int_{\Gamma_i} v_n^2 d\mathcal{H}^1)^{\frac{1}{2}}} \right) \right|^2 d\mathcal{H}^1 \\
&\geq \left( \int_{\Gamma_i} (v_n - 1)^2 d\mathcal{H}^1 \right) K(\Gamma_i, \Omega'_i \setminus \overline{U'}) \\
&\geq (1 - \tau)K(\Gamma_i, \Omega'_i \setminus \overline{U'}) \int_{\Gamma_i} v_n^2 d\mathcal{H}^1 + K(\Gamma_i, \Omega'_i \setminus \overline{U'}) \left( 1 - \frac{1}{\tau} \right) \mathcal{H}^1(\Gamma_i),
\end{aligned}
\]

(4.15)

where we used Cauchy Inequality. By (4.12), we can choose \( \tau \) so small that

\[
(1 - \tau)K(\Gamma_i, \Omega'_i \setminus \overline{U'}) > \frac{M}{1-Mk} \|\nabla \eta\|_{L^\infty(\Gamma_i)},
\]

(4.14)
and substituting (4.15) in (4.14), we obtain
\[ \sup_n \int_{\Gamma_i} v_n^2 \, d\mathcal{H}^1 < +\infty. \]

Using again (4.14) and Poincaré Inequality, we conclude that \( \{v_n\} \) is actually bounded in \( H^1(\Omega_i' \setminus \bar{U'}) \).

The solution of (4.13) satisfies
\[
\begin{align*}
\Delta \hat{v}_i &= 0 & \text{in } \Omega_i' \setminus \bar{U'}, \\
\frac{\partial \hat{v}_i}{\partial \nu} &= \frac{M}{1 - Mk} |\nabla \eta| \hat{v}_i & \text{on } \Gamma_i, \\
\hat{v}_i &= 1 & \text{on } \partial(\Omega_i' \setminus \bar{U'}) \setminus \Gamma_i,
\end{align*}
\tag{4.16}
\]
and so, in particular, belongs to \( C^\infty(\Omega_i \setminus U'') \). By a truncation argument, it is easy to see that \( \hat{v}_i \geq 1 \), so \( \hat{\varphi} \) is well defined.

Since \( \hat{\varphi} \) is a calibration in \( \{(x, y, z) : (x, y) \in U'', \, u_1(x, y) - \delta < z < u_2(x, y) + \delta\} \), it remains to prove only that the field is globally divergence free in the sense of distributions and that conditions (b), (c), (d) are verified in the regions \( \Gamma \cap (\Omega_i \setminus U'') \times \mathbb{R} \). First of all, note that by Lemma 3.1 the field \( \hat{\varphi} \) is divergence free in the regions \( \Gamma \cap (\Omega_i \setminus U'') \times \mathbb{R} \), since it is constructed starting from the family of harmonic functions \( u(x, y) - t\hat{v}_i(x, y) \). To complete the proof, we need to check that the normal components of the traces of \( \varphi \) and of the extension field are equal on the surface of separation, i.e.,
\[
\varphi^x \cdot \nu_i = \left(2\nabla u - 2\frac{u - z}{\hat{v}_i} \nabla \hat{v}_i\right) \cdot \nu_i \quad \text{on } \Gamma_i,
\tag{4.17}
\]
where \( \nu_i = \left(1 + \frac{1}{\hat{v}_i} \right) \frac{\nabla u}{|\nabla u|} \). Using the definition of \( \varphi \), we obtain that
\[
\varphi^x \cdot \nu_i = \left((-1)^i \frac{1}{\hat{v}_i} \partial_n u - \frac{u - z}{1 - Mk} \right) |\nabla \eta|;
\]
since \( \nabla u \cdot \nu_i = (-1)^i \partial_n u |\nabla \eta| \), the equality (4.17) is equivalent to
\[
\frac{M}{1 - Mk} |\nabla \eta| = \frac{1}{\hat{v}_i} \nabla \hat{v}_i \cdot \nu_i,
\]
which is true by (4.16).

Conditions (b) and (c) are obviously satisfied, while condition (d) is true if we take \( \delta \) satisfying
\[
\delta \leq \inf \left\{ \left(4|\nabla u| + 2\frac{|\nabla \hat{v}_i|}{\hat{v}_i}\right)^{-1} : (x, y) \in \Omega_i \setminus U'', \, i = 1, 2 \right\}.
\]

Therefore, with this choice of \( \delta \), the vector field \( \hat{\varphi} \) is a calibration.

\[\square\]

4.2 Some properties of \( K(\Gamma, A) \)

In this subsection we investigate some qualitative properties of the quantity \( K(\Gamma, A) \) and we shall compute it explicitly in a very particular case. Let us start by a very simple result.
Proposition 4.2 Let $\Gamma$ be a simple analytic curve and $\tilde{\Gamma}$ an extension of $\Gamma$, whose endpoints do not coincide with the endpoints of $\Gamma$. If $\Gamma^\pm_\delta$ are the two connected components of $\Gamma^\pm_\delta \setminus \tilde{\Gamma}$ (which are well defined if $\delta$ is sufficiently small), then
\[
\lim_{\delta \to 0^+} K(\Gamma, \Gamma^\pm_\delta) = +\infty.
\]

Proof. For convenience we set
\[
W^\pm(\delta) := \left\{ v \in H^1(\Gamma^\pm_\delta) : \int_{\Gamma} v^2 d\mathcal{H}^1 = 1, \; v = 0 \text{ on } \partial(\Gamma^\pm_\delta \setminus \Gamma) \right\}.
\]
Suppose by contradiction that there exists a sequence $\{\delta_n\}$ decreasing to 0 such that $\sup_n K(\Gamma, \Gamma^\pm_{\delta_n}) = c < +\infty$; this implies the existence of a sequence $\{v_n\}$ such that
\[
v_n \in W^+(\delta_n) \quad \text{and} \quad \int_{\Gamma^\pm_{\delta_n}} |\nabla v_n(x,y)|^2 dx \, dy \leq c
\]
for every integer $n$. From now on, we regard $v_n$ as a function belonging to $H^1(\Gamma^\pm_{\delta_n})$ which vanishes on $\Gamma^\pm_{\delta_n} \setminus \Gamma^\pm_{\delta_n}$. By Poincaré Inequality it follows immediately that $\{v_n\}$ is bounded in $H^1(\Gamma^\pm_{\delta_n})$, and so admits a weakly convergent subsequence $\{v_{n_k}\}$. Let us call $v$ the limit of the subsequence; since for every $k$, $v_{n_k}$ vanishes on $\Gamma^\pm_{\delta_k} \setminus \Gamma^\pm_{\delta_{n_k}}$, then $v$ must vanish a.e.; on the other hand, since $\int_{\Gamma} v_{n_k}^2 d\mathcal{H}^1 = 1$, by the compactness of the trace operator, we have that $\int_{\Gamma} v^2 d\mathcal{H}^1 = 1$, and this is clearly impossible. $\square$

We remark that by Theorem 1.5 and Proposition 4.2, if $U_0$ is a neighbourhood of $\Gamma$ and $u \in SBV(U_0)$ satisfies the Euler conditions in $U_0$ with $S_u = \Gamma$, then there exists a neighbourhood $U$ of $\Gamma$ contained in $U_0$ such that $u$ is a local graph-minimizer in $U$. Actually, taking $U$ smaller if needed, by Theorem 1.2 we get also the Dirichlet minimality.

Proposition 4.3 (Characterization of $K(\Gamma, A)$.) Let $A$ be an open set with Lipschitz boundary and $\Gamma$ be a subset of $\partial A$ with nonempty relative interior in $\partial A$. The constant $K(\Gamma, A)$ is the first eigenvalue of the problem

\[
\begin{aligned}
\Delta u &= 0 \quad \text{on } A, \\
\frac{\partial u}{\partial \nu} &= \lambda u \quad \text{on } \Gamma, \\
u &= 0 \quad \text{on } \partial A \setminus \Gamma.
\end{aligned}
\]

Moreover, it is the unique eigenvalue with a positive eigenfunction.

Proof. If $u$ is a solution of (1.2), then it is harmonic and there exists a Lagrange multiplier $\lambda$ such that
\[
2 \int_A \nabla u \cdot \nabla \varphi \, dx \, dy = \lambda \int_{\Gamma} u \varphi \, d\mathcal{H}^1 \quad \forall \varphi \in C^\infty(A) : \varphi = 0 \text{ on } \partial A \setminus \Gamma,
\]
which means, by Green Formula, that $\frac{\partial u}{\partial \nu} = \lambda u$ on $\Gamma$. Using (1.13), one can easily see that $K(\Gamma, A)$ is in fact the minimal eigenvalue of (4.18) and that it has a positive eigenfunction (indeed, if $u$ is a solution
also \(|u|\) is). Let \(u\) be a positive function belonging to the eigenspace of \(K(\Gamma, A)\) and \(v\) another positive eigenfunction associated with the eigenvalue \(\mu\); by Green Formula we have
\[
\int_\Gamma v \frac{\partial u}{\partial \nu} d\mathcal{H}^1 - \int_\Gamma u \frac{\partial v}{\partial \nu} d\mathcal{H}^1 = 0,
\]
therefore
\[
(K(\Gamma, A) - \mu) \int_\Gamma uv d\mathcal{H}^1 = 0.
\]
Since both \(u\) and \(v\) are positive, from the last equality it follows that \(\mu = K(\Gamma, A)\). \qed

**Proposition 4.4** If \(A = (0, a) \times (0, b)\) and \(\Gamma = (0, a) \times \{0\}\), then
\[
K(\Gamma, A) = \frac{\pi}{a \tanh \left(\frac{\pi b}{a}\right)}.
\]  
(4.20)

**Proof.** The function 
\[
v(x, y) = \sin \left(\pi \frac{x}{a}\right) \sinh \left(\pi \frac{b}{a} (b - y)\right)
\]
is positive and satisfies (4.18) with \(\lambda = \frac{\pi}{a \tanh \left(\frac{\pi b}{a}\right)}\). Then, by Proposition 4.3, this quantity coincides with \(K(\Gamma, A)\). \qed

**Proposition 4.5** Let \(g : [0, a_0] \to [0, +\infty)\) be a Lipschitz function and denote the graph of \(g\) by \(\Gamma\). Given \(0 \leq a_1 < a_2 \leq a_0\) and \(b > 0\), if we set \(\Gamma(a_1, a_2) := \text{graph } g|_{[a_1, a_2]}\) and 
\[
R(a_1, a_2, b) := \{(x, y) : x \in (a_1, a_2), y \in (g(x), g(x) + b)\},
\]
then
\[
\lim_{|a_2 - a_1| \to 0} K(\Gamma(a_1, a_2), R(a_1, a_2, b)) = +\infty \quad \text{uniformly with respect to } b.
\]

**Proof.** The idea is to transform the region \(R(a_1, a_2, b)\) into the rectangle \((0, a_2 - a_1) \times (0, b)\) by a suitable diffeomorphism in order to use (4.20).

Let \(\psi : (0, a_2 - a_1) \times (0, b) \to \Gamma(a_1, a_2, b)\) be the map defined by \(\psi(x, y) = (x + a_1, y + g(x + a_1))\). Let \(v \in H^1(R(a_1, a_2, b))\) be such that \(v = 0\) on \(\partial R(a_1, a_2, b) \setminus \Gamma(a_1, a_2)\) and
\[
\int_{\Gamma(a_1, a_2)} v^2 d\mathcal{H}^1 = \int_0^{a_2 - a_1} v^2(\psi(x, 0)) \sqrt{1 + (g'(x))^2} \, dx = 1.
\]  
(4.21)

If we call \(\tilde{v}(x, y) := v(\psi(x, y))\), then \(\tilde{v} \in H^1((0, a_2 - a_1) \times (0, b))\), \(\tilde{v} = 0\) on the boundary of the rectangle except \((0, a_2 - a_1) \times \{0\}\), and by (4.21) there exists \(\lambda > 0\) such that \(\lambda^2 \leq \sqrt{1 + \|g'\|_\infty}\) and
\[
\lambda^2 \int_0^{a_2 - a_1} \tilde{v}^2(x, 0) \, dx = 1.
\]
Therefore, since \( J\psi \equiv 1 \),
\[
\int_{R(a_1,a_2,b)} |\nabla v(x,y)|^2 \, dx \, dy = \int_{(0,a_2-a_1) \times (0,b)} |\nabla \psi(x,y)|^2 \, dx \, dy
\]
\[
\geq (1 + \| g' \|_\infty + \| g'' \|_\infty^2)^{-1} \int_{(0,a_2-a_1) \times (0,b)} |\nabla \psi(x,y)|^2 \, dx \, dy
\]
\[
\geq \lambda^{-2}(1 + \| g' \|_\infty + \| g'' \|_\infty^2)^{-1} K \left( (0, a_2 - a_1) \times \{0\}, (0, a_2 - a_1) \times (0, b) \right)
\]
\[
\geq (1 + \| g' \|_\infty^2)^{-3/2} \frac{\pi}{2(a_2 - a_1)} \tanh \left( \frac{x b}{a_2 - a_1} \right),
\]
where the last inequality follows by the estimate on \( \lambda \) and by (4.20). Since \( v \) is arbitrary, using the fact that \( 0 < \tanh t \leq 1 \) for every \( t > 0 \), we obtain that
\[
K(\Gamma(a_1, a_2), R(a_1, a_2, b)) \geq (1 + \| g' \|_\infty)^{-3/2} \frac{\pi}{2(a_2 - a_1)};
\]
so, the conclusion is clear.

We have already remarked (see Proposition 4.2) that the graph-minimality is guaranteed in small neighbourhoods of the discontinuity set \( \Gamma \). As consequence of Proposition 4.5, we obtain that the graph-minimality holds also in the open sets, which are narrow along the direction parallel to \( \Gamma \) and may be very large along the normal direction. This is made precise by the following corollary.

![Figure 2: if the thickness of \( \Omega \) is less than \( h \), then \( u \) is a local graph-minimizer in \( \Omega \).](image-url)
Corollary 4.6 Let $g$ be a positive function, analytic on $[0,a_0]$, that is $g$ admits an analytic extension, and denote the graph of $g$ by $\Gamma$. For every $M > 0$ there exists $h = h(M,\Gamma)$ such that, if $\Omega$ is $\Gamma$-admissible (see Definition 1.4) and $\Omega \subset (a_1,a_2+2h) \times \mathbb{R}$ with $a_1 \in [0,a_0-h]$, and if $u$ is a function in $SBV(\Omega)$ with $S_u = \Gamma \cap \Omega$, with different traces at every point of $\Gamma \cap \Omega$, satisfying the Euler conditions in $\Omega$, and $\sum_{i=1}^{2} \| \partial_t u_i \|_{C^1(\Gamma \cap \Omega)} \leq M$ (where $u_i$ is as above the restriction of $u$ to the connected component $\Omega_i$ of $\Omega \setminus \Gamma$), then $u$ is a local graph-minimizer in $\Omega$. (see Fig. 2).

Proof. By Proposition 4.3 there exists $h > 0$ such that for every $a_1,a_2 \in [0,a_0]$ with $0 < a_2-a_1 \leq h$ and for every $b > 0$, 

$$\frac{K(\Gamma(a_1,a_2),R(a_1,a_2,b))}{1 + L^2(\Gamma) + L^2(\Gamma)k^2(\Gamma)} > cM^2.$$ 

If $\Omega \subset (a_1,a_1+h) \times \mathbb{R}$, then we can choose $b > 0$ so large that, assuming that $\Omega_1$ is the upper component, $\Omega_1 \subset R(a_1,a_1+h,b)$. Then by the monotonicity properties of $K(\Gamma,A)$, it follows that

$$\frac{K(\Gamma \cap \Omega,\Omega_1)}{1 + L^2(\Gamma) + L^2(\Gamma)k^2(\Gamma)} > cM^2 \geq c \sum_{i=1}^{2} \| \partial_t u_i \|_{C^1(\Gamma \cap \Omega)}^2.$$ 

Applying the same argument to $\Omega_2$, the conclusion follows from Theorem 1.5. \( \square \)
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