A dual-channel language decoding from brain activity with progressive transfer training
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Abstract
When we view a scene, the visual cortex extracts and processes visual information in the scene through various kinds of neural activities. Previous studies have decoded the neural activity into single/multiple semantic category tags which can caption the scene to some extent. However, these tags are isolated words with no grammatical structure, insufficiently conveying what the scene contains. It is well-known that textual language (sentences/phrases) is superior to single word in disclosing the meaning of images as well as reflecting people's real understanding of the images. Here, based on artificial intelligence technologies, we attempted to build a dual-channel language decoding model (DC-LDM) to decode the neural activities evoked by images into language (phrases or short sentences). The DC-LDM consisted of five modules, namely, Image-Extractor, Image-Encoder, Nerve-Extractor, Nerve-Encoder, and Language-Decoder. In addition, we employed a strategy of progressive transfer to train the DC-LDM for improving the performance of language decoding. The results showed that the texts decoded by DC-LDM could describe natural image stimuli accurately and vividly. We adopted six indexes to quantitatively evaluate the difference between the decoded texts and the annotated texts of corresponding visual images, and found that Word2vec-Cosine similarity (WCS) was the best indicator to reflect the similarity between the decoded and the annotated texts. In addition, among different visual cortices, we found that the text decoded by the higher visual cortex was more consistent with the description of the natural image than the lower one. Our decoding model may provide enlightenment in language-based brain-computer interface explorations.
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1 | INTRODUCTION

With the development of brain imaging technologies, such as Electroencephalography (EEG), the local field potential (LFP), Magnetoencephalography (MEG), and functional magnetic resonance imaging (fMRI), neural decoding is becoming a hot topic in brain-computer interfaces (BCIs) (Ahmadi, Davoudi, Behroozi, & Daliri, 2020; Dezfooli & Daliri, 2020). Visual system is an important part of the human brain for understanding natural world. More than half of the human brain's cortex is involved in visual cognition and information processing. The visual information obtained by the brain affects a series of cognitive activities such as emotion, social communication, and decision-making (Bernardini, Porayska-Pomsta, & Smith, 2014; Gasper, 2004; Jack & Schyns, 2017). Understanding the mechanism of human visual cognition and information processing as well as decoding the visual perceptual activities has always been one of the most cutting-edge and challenging research directions in brain science (Cox & Savoy, 2003; Huang et al., 2018).

At present, the field of visual decoding mainly focuses on extracting single/multiple semantic category tags contained in a scene from visual neural activity, namely single-tag decoding and multiple-tag decoding. The purpose of single-tag decoding is to obtain the main category tag in the scene from visual neural activities (Behroozi & Daliri, 2014; Horikawa, Tamaki, Miyawaki, & Kamitani, 2013; Jafakesh, Jahromy, & Daliri, 2016; Taghizadeh-Sarabi, Daliri, & Niksarat, 2015). Haxby et al. used functional magnetic resonance imaging (fMRI) to record visual nerve activities by presenting subjects with different types of images, and found that the neural activity varied with different types of image (Haxby et al., 2001). Therefore, neuroscientists hypothesized that visual nerve activity measured by fMRI contained rich information and could be used to extract category tags of different natural scenes. Subsequently, a large number of researches have studied the category decoding of natural image stimuli by fMRI (Cox & Savoy, 2003; Huang, Yan, Wang, Li, Yang, et al., 2021; Qiao et al., 2019; Song, Zhan, Long, Zhang, & Yao, 2011). For example, Cox et al. used a support vector machine (SVM) to classify the visual nerve activity induced by images and achieved a good accuracy of decoding (Cox & Savoy, 2003). Immediately afterwards, other researchers further discovered that neural activity induced by other visual stimuli, such as stripe orientation (Kamitani & Tong, 2005) and spatial frequency (Kamitani & Tong, 2005), could also be decoded into the categories of stimuli. Even dreams can also been decoded into single-tag based visual imagery categories (Horikawa et al., 2013). Single-tag decoding usually only extracts the main category tags in visual scenes from the visual activity.

Multiple-tag decoding is an upgraded version of single-tag decoding, which is designed to extract not only the main category in the scene, but also other semantic categories, such as object, action, color or size (Fukuma et al., 2018; Hu, Guo, Han, & Liu, 2015; Huth et al., 2016; Nishida & Nishimoto, 2018; Stansbury, Naselaris, & Gallant, 2013). In early days, Gallant team conducted an exploratory study on fMRI-based multiple-tag decoding with dynamic movies as visual stimuli (Huth, Nishimoto, Vu, & Gallant, 2012). They systematically drew the semantic representation maps of 1,705 objects and action categories in the cerebral cortex, and then used the regression model to achieve multiple-tag decoding of the dynamic video. More recently, Wang et al. compared the effects of different stimuli (words, sentences, and images) on the decoding performance of multiple-tag semantic category, and found that the brain activity induced by images was more accurate than that induced by words and sentences (Wang, Zhang, Wang, Lin, & Zong, 2020). However, although multiple-tag decoding can disclose more semantic information in visual scenes from neural activities, it cannot specify the relationship between those decoded category tags, neither semantically nor grammatically.

In brief, the semantic category tags obtained by the above two decoding methods are isolated and grammarless, which cannot fully reflect the mutual relationships among tags in natural images. By comparison, textual language (sentences/phrases) has advantages in revealing the meanings of images and the relationships between objects and actions accurately and vividly. What’s more, language can better reflect people’s real understanding for the images. Therefore, in this article, language decoding is carried out to decode the neural activities evoked by images into phrases or short sentences with grammatical structure and semantic coherence, which contains richer information and clearer relationship between different semantic category tags. We assume that the fMRI neural activity is a special kind of human language, through which we can realize the conversion from neural activities to textual language based on relevant technologies of machine translation (Bahdanau, Cho, & Bengio, 2015; Cho et al., 2014; Makin, Moses, & Chang, 2020; Papineni, Roukos, Ward, & Zhu, 2002). Here, we developed a Dual Channel Language Decoding Model (DC-LDM) based on Transformer to translate visual neural activity induced by natural images into text. In addition, we adopted a progressive transfer strategy to train DC-LDM to improve the performance of language decoding. Finally, we investigated the performance of different visual cortices on language decoding.

2 | EXPERIMENTS AND METHODS

2.1 | Dataset

In order to achieve fMRI-based language decoding, we followed the framework shown in Figure 1. We first used fMRI to record brain...
activities while participants were viewing natural images. The retinotopic experiment was also done to locate the spatial position of the visual area in the brain (Dumoulin & Wandell, 2008; Huang, Yan, Wang, Li, Yang, et al., 2020). Then, for each image, we took out the multi-time response patterns of the corresponding visual cortex. Finally, the multi-time visual response patterns were fed into our language decoding model to generate the textual language. The experimental dataset consisted of 2,750 natural images with a resolution of $256 \times 256$ pixels, which were selected from ImageNet (Deng et al., 2009). The corresponding fMRI data contains visual neural activities from the V1, V2, V3, LVC, HVC, and VC areas of five subjects (3 males and 2 females; average age 25). VC denotes the entire occipital cortex. LVC denotes the combination of V1, V2, and V3. HVC denotes the remainder of VC minus LVC. For the convenience of calculation, the number of voxels in each visual area was unified to 2,000. For visual areas (V1, V2, and V3) with fewer than 2,000 voxels, 2,000 voxels are interpolated by up-sampling. For visual areas (LVC, HVC, and VC) with greater than 2,000 voxels, 2,000 voxels are selected by the F-score feature selection algorithm (Huang et al., 2018; Polat & Günes¸, 2009). In addition, the 14 s visual activities were measured by fMRI after the appearance of the image stimulation. Therefore, the neural activity of each visual area is a matrix with dimensions of $14 \times 2,000$ (time $\times$ voxels). All subjects were provided written informed consent before the MRI experiments, and protocols were approved by the Institutional Review Board of the Institute of Biophysics, Chinese Academy of Sciences. A detailed experimental description is shown in our previous work (Huang, Yan, Wang, Li, Yang, et al., 2020; Huang, Yan, Wang, Li, Zuo, et al., 2020; Huang, Yan, Wang, Yang, et al., 2021; C. Wang et al., 2020).

Besides, five annotators (3 males and 2 females; average age 22) gave a textual description for each image, which was used as a reference for later model training and testing. In short, our dataset contained 2,750 samples, of which each had 1 natural image, 5 texts (from five annotators), and 6 matrices (from six visual areas). The dataset was randomly divided into 2,500 training and 250 test samples. Note that for each sample, we only randomly selected one of the five texts from the annotators to participate in the training of the model.

### 2.2 Function definition

Before building our language decoding model (refer to previous research [Vaswani et al., 2017]), we first define four functions, namely “Multi-Head Attention Function,” “Multi-Head Attention for Decoding Function,” “Feed-Forward Network Function,” and “Positional Encoding Function.”

#### 2.2.1 Multi-head attention function ($F_{MHA}$)

Multi-head attention allows the model to jointly attend to information from different representation subspaces at different positions. We
assume $X_{in} \in \mathbb{R}^{T \times d_{feat}}$ denotes the input. The output of $\mathbb{P}_{MHA}$ is as follows:

$$\mathbb{P}_{MHA}(X_{in}) = \text{Concat}(H_1,...,H_h)W^O$$

$$H_i = \text{Softmax} \left( \frac{QK_i^T}{\sqrt{d_k}} \right)V_j$$

$$Q_i,K_i,V_i = X_{in}W_Q^i,X_{in}W^K_i,X_{in}W_V^i$$

where $W_Q^i$, $W^K_i$, $W_V^i$, and $W^O$ are parameter matrices, $W_Q^i \in \mathbb{R}^{d_{model} \times d_k}$, $W^K_i \in \mathbb{R}^{d_{model} \times d_k}$, $W_V^i \in \mathbb{R}^{d_{model} \times d_k}$, and $W^O \in \mathbb{R}^{d_{model} \times d_v}$. $d_{model}$ represents the number of rows in three parameter matrices ($W_Q^i$, $W^K_i$, and $W_V^i$). $d_k$, $d_v$, and $d_r$ represent the number of columns in $W_Q^i$, $W^K_i$, and $W_V^i$, respectively. $h$ denotes the number of heads.

### 2.2.2 Multi-head attention for decoding function ($\mathbb{P}_{MHAD}$)

We assume $X_{in1} \in \mathbb{R}^{T \times d_{feat}}$ and $X_{in2} \in \mathbb{R}^{T \times d_{feat}}$ denote two inputs. The output of $\mathbb{P}_{MHAD}$ is as follows:

$$\mathbb{P}_{MHAD}(X_{in1},X_{in2}) = \text{Concat}(H_1,...,H_h)W^O$$

$$H_i = \text{Softmax} \left( \frac{QK_i^T}{\sqrt{d_k}} \right)V_j$$

$$Q_i,K_i,V_i = X_{in1}W_Q^i,X_{in2}W^K_i,X_{in1}W_V^i$$

similarly, where $W_Q^i \in \mathbb{R}^{d_{model} \times d_k}$, $W^K_i \in \mathbb{R}^{d_{model} \times d_k}$, $W_V^i \in \mathbb{R}^{d_{model} \times d_k}$, and $W^O \in \mathbb{R}^{d_{model} \times d_v}$ are parameter matrices. $d_{model}$ represents the number of rows in three parameter matrices ($W_Q^i$, $W^K_i$, and $W_V^i$). $d_k$, $d_v$, and $d_r$ represent the number of columns in $W_Q^i$, $W^K_i$, and $W_V^i$, respectively. $h$ denotes the number of heads.

### 2.2.3 Feed-forward networks function ($\mathbb{P}_{FFN}$)

We assume $X_{in} \in \mathbb{R}^{T \times d_{feat}}$ denotes the input. The output of $\mathbb{P}_{FFN}$ is as follows:

$$\mathbb{P}_{FFN}(X_{in}) = \max(0,X_{in}W_1 + b_1)W_2 + b_2$$

where $W_1$ and $W_2$ are parameter matrices. $b_1$ and $b_2$ are parameter vectors.

### 2.2.4 Positional encoding function (PE)

In order to make use of the sequence order based on the transformer model, Vaswani et al. proposed the positional encoding (Vaswani et al., 2017) as follows:

$$\text{PE}(\text{pos},i) = \sin \left( \frac{\text{pos}}{10,000^{i/d_{model}}} \right)$$

$$\text{PE}(\text{pos},i+1) = \cos \left( \frac{\text{pos}}{10,000^{i/d_{model}}} \right)$$

where sin and cos denote the sine and cosine functions, respectively. pos denotes the position of the token in the sequence.

In this study, the number of heads ($h$) is 8. To facilitate these residual connections, all sub-layers in the model, as well as the embedding layers, produce outputs of dimension $d_{model} = 512$. For each of these we use $d_q = d_v = d_r = d_{model}/h = 64$. The values of the above hyper-parameters are based on previous research on Transformers (Vaswani et al., 2017).

### 2.3 The dual-channel language decoding model

Here, we propose a Dual-Channel Language Decoding Model (DC-LDM) in Figure 2, which contains five modules, namely “Image-Extractor,” “Image-Encoder,” “Nerve-Extractor,” “Nerve-Encoder,” and “Language-Decoder.” The first channel (image-channel), including “Image-Extractor” and “Image-Encoder,” aims to extract the semantic features of natural images ($l \in \mathbb{R}^{L \times W \times C}$). $L$, $W$, and $C$ denote the length, width, and number of channels of the image respectively. The second channel (nerve-channel), including “Nerve-Extractor” and “Nerve-Encoder,” aims to extract the semantic features of visual activities ($X = [x_1,...,x_T] \in \mathbb{R}^{T \times M}$). $T$ and $M$ denote the time length and the number of voxels of visual activities, respectively. In the training phase, the corresponding outputs of the two channels are weighted by the transfer factor ($\alpha$) to “Language-Decoder.”

#### 2.3.1 Image/Nerve Extractor

The “Image-Extractor” is a CNN model which aims to extract the features of natural images. The input and output of the CNN are the natural image (I) and corresponding image-features ($L_{img} \in \mathbb{R}^{L \times M}$), respectively. To reduce the parameters of the CNN model, the natural image is downsampled to $32 \times 32 \times 3$. For the CNN, leaky ReLU with leakiness 0.2 is adopted in all layers, except for the last layer where linear activation is used. Batch normalization is conducted in the network, except for the last layer. $T$ is set as the durations of multi-time visual response patterns. In this study, for each image being processed, the continuous 14 s visual response patterns measured by the fMRI are collected. Therefore, $T$ equals 14.

The “Nerve-Extractor” is a BiGRU which aims to extract the features of brain activities. The input and output of the BiGRU are visual activities ($X$) and corresponding neural feature ($L_{neu} \in \mathbb{R}^{T \times M}$), respectively.

#### 2.3.2 Image/Nerve Encoder

The “Image-Encoder” contains two sub-layers (multi-head attention and fully connected feed forward network). The operations of residual
connection (He, Zhang, Ren, & Sun, 2016) and layer normalization (Ba, Kiros, & Hinton, 2016) are used after the two sub-layers. The initial input of “Image-Encoder” is \( H^{\text{img}}_0 = L^{\text{img}} + \text{PE}(L^{\text{img}}) \). The outputs \((C^{\text{img}}_1, H^{\text{img}}_1)\) of two sub-layers are sequentially calculated as:

\[
C^{\text{img}}_1 = \text{LN}(F_{\text{MHA}}(H^{\text{img}}_0) + H^{\text{img}}_0)
\]

\[
H^{\text{img}}_1 = \text{LN}(F_{\text{FFN}}(C^{\text{img}}_1) + C^{\text{img}}_1)
\]

where LN and PE denote the layer normalization and positional encoding. The final output of “Image-Encoder” is \( H^{\text{img}}_1 + L^{\text{img}} \).

“Nerve-Encoder” has the same network structure as “Image-Encoder.” The initial input of “Nerve-Encoder” is \( H^{\text{neu}}_0 = X + \text{PE}(X) \). Refer to the description above, the final output of “Nerve-Encoder” is \( H^{\text{neu}}_1 + L^{\text{neu}} \).

### 2.3.3 Language-Decoder

Compared with “Image-Encoder”, “Language-Decoder” adds a new sub-layer. The outputs \((c^{\text{dec}}_1, d^{\text{dec}}_1, h^{\text{dec}}_1)\) of three sub-layers are sequentially calculated as:

\[
c^{\text{dec}}_1 = \text{LN}(F_{\text{MHA}}(h^{\text{dec}}_0) + h^{\text{dec}}_0)
\]

\[
b_1 = \alpha \times (H^{\text{neu}}_1 + L^{\text{neu}})
\]

\[
b_2 = (1 - \alpha) \times (H^{\text{neu}}_1 + L^{\text{neu}})
\]

\[
d^{\text{dec}}_1 = \text{LN}(F_{\text{MHA}}(c^{\text{dec}}_1, b_1 + b_2) + c^{\text{dec}}_1)
\]

\[
h^{\text{dec}}_1 = \text{LN}(F_{\text{FFN}}(d^{\text{dec}}_1) + d^{\text{dec}}_1)
\]
where $\alpha$ denote the transfer factor, which dynamically changes with each epoch. Finally, a fully connected network with the Softmax is supposed to predict the generated text ($Y$), as follows:

$$Y = \text{Softmax}(H_1^{\text{Dec}}W + b)$$

where $W$ and $b$ are parameter matrix and parameter vector, respectively.

### 2.4 Objective function

Objective function is extremely important for deep learning, because it guides the learning and representation of network parameters by back-propagation of the error between the predicted results and the real markers. One of the highlights of this article is the definition of loss function. Here, the objective function includes a text prediction loss and a similarity loss. The text prediction loss is used to help our model better generate text that represents visual perception. The similarity loss aims to make the latent features of the image consistent with the latent features of visual activities as well as possible. We use the Sparse-Softmax Cross-Entropy (SSCE) and the Cosine Similarity (CSIM) as the text prediction loss and the similarity loss for the training. The objective function Loss is defined as follows:

$$\text{Loss} = \text{SSCE}(Y, \hat{Y}) - \text{CSIM}(H_1^{(\text{Img})}, H_1^{(\text{Neu})})$$

where $Y$ and $\hat{Y}$ denote the real text and the predicted text, respectively. $H_1^{(\text{Img})}$ and $H_1^{(\text{Neu})}$ denote the final outputs of “Image-Encoder” and “Nerve-Encoder”, respectively.

### 2.5 Training strategy of progressive transfer

In addition to the network structure of the language decoding model, good training strategies may improve the decoding performance greatly. The training strategy of our DC-LDM consists of two stages, namely a transfer stage and a decoding stage. There are a total of 400 epochs in the training process. In the transfer stage (1st–200th epochs) in Figure 3a, the transfer factor ($\alpha$) gradually decreases from 0.5 to 0. By adjusting $\alpha$, the weight of the image-channel is gradually transferred to that of the nerve-channel until it disappears. In the decoding stage (201th–400th epochs) in Figure 3b, $\alpha$ remains 0. During the test in Figure 3c, only visual activities are input to DC-LDM to generate decoded text. In addition, the gradient descent algorithm is used to optimize our model (learning rate: 0.08; batch size: 64).

Here, the proposed DC-LDM is implemented in TensorFlow. The size of the model is about 278 M. The training time is about 1 hr using one computer with one Nvidia TITAN X(Pascal) GPU with 12 GB Ram.

### 3 RESULTS

#### 3.1 Decoded texts

Through the iterative process of 400 epochs, DC-LDM gradually converges. The loss curve (also known as the convergence curve) from one subject as an example during training is showed in Figure S1. Then, we fix the parameters of the DC-LDM and use the test set to get the decoded result. Figure 4 shows the decoding results of different images in the test set with VC fMRI activities from a sample subject. It can be seen that the decoded texts by our model are reasonable for describing the natural images, although they are not completely consistent with annotator's texts. The results show that our proposed model can capture the semantic information from visual activities and represent it through textual language.

#### 3.2 Quantitative evaluation

In order to find the most suitable index for evaluating the language decoding model, we adopted six indexes to evaluate the difference between the decoded texts and the annotator's texts. The six indicators are as follows:

1. **BLEU** (bilingual evaluation understudy [Papineni et al., 2002]) is an indicator that is used to evaluate the difference between the sentences generated by the model and the actual sentences. It is often used in the evaluation of machine translation tasks in natural language processing.
2. **ROUGE** (Recall-Oriented Understudy for Gisting Evaluation [Lin, 2004]) is an evaluation method for automatic summarization. Its calculation process is similar to BLEU.
3. **CIDEr** (consensus-based image description evaluation [Vedantam, Lawrence Zitnick, & Parikh, 2015]) is an evaluation method commonly used for image caption generation.
4. **WCS** (Word2vec-Cosine similarity). This method first averages all word vectors from Word2vec [Mikolov, Chen, Corrado, & Dean, 2013] in the sentence to obtain the sentence representation. Then, the cosine similarity algorithm is used to calculate the similarity between the two sentence representations.
5. **GCS** (Glove-Cosine similarity). This method first averages all word vectors from Glove [Pennington, Socher, & Manning, 2014] in the sentence to obtain the sentence representation. Then, the cosine similarity algorithm is used to calculate the similarity between the two sentence representations.
6. **FTCS** (FastText-Cosine similarity). This method first averages all word vectors from FastText [Joulin, Grave, Bojanowski, & Mikolov, 2016] to obtain the sentence representation. Then, the cosine similarity algorithm is used to calculate the similarity between the two sentence representations.

Here, we used the above evaluation indicators to calculate two vectors respectively: (a) A decoding-vector (1,250 dimensions)
generated by the decoded texts (size: 250) and the corresponding annotator’s texts (size: 5) together; (b) A baseline-vector (3,125,000 dimensions) generated by the decoded texts (size: 250) and the training’s texts (2,500 \times 5). The two vectors were obtained by the VC activities from each subject. Theoretically, the bigger difference between the decoding-vector and the baseline-vector is, the better decoding performance is. The frequency histograms from the two vectors were calculated. Figure 5 shows the frequency histograms corresponding to the decoding-vector and the baseline-vector with the six evaluation indicators from subject 1 as an example. Intuitively, the results show that the frequency histograms of the two vectors obtained by WCS have the greatest difference, which indicates that WCS may be the most suitable indicator to evaluate the performance of the language decoding. Similar results from the other four subjects were shown in the Figures S2–S5.

For a quantitative comparison, we obtained the normalized decoding-vectors by subtracting the mean of the baseline vectors and then divide them by the variance of the baseline vector. The average value of the normalized decoding-vectors obtained by the six evaluation indicators from the five subjects are shown in Figure 6. The results show that WCS is still the most suitable indicator for evaluating the performance of language decoding.

3.3 | Function of similarity loss

We introduced similarity loss in the objective loss. The similarity loss was obtained by calculating the cosine similarity between the outputs of the “Image-Encoder” and the “Nerve-Encoder.” In order to verify its effect, we compared the decoding performance with or without similarity loss. In Figure 7, the results show that the decoding performance with similarity loss is significantly higher (paired T test, \( p < .05 \)) than those without.

3.4 | Comparison of training strategies

In the language decoding model, we first weighted the output of “Image-Encoder” and “Nerve-Encoder,” and their corresponding weights were \( \alpha \) and \( 1 - \alpha \) respectively. The weighted item was then used as input into a “language decoder” to generate the text description of the image stimulus. The training strategy of our decoding model was special. \( \alpha \) changes dynamically with each epoch (0.5 → 0).

To illustrate the effect of this particular training strategy, we compared it with two other training strategies: (a) Training strategy I, \( \alpha \) is maintained at 0.5 during the training; (b) Training strategy II, \( \alpha \)
is maintained at 0 during the training. We referred to the training process of progressive transfer in this article as Strategy III. Figure 8 shows the comparison of decoding performance when using the three training strategies. The result shows that the decoding performance of Strategy III is significantly higher (paired T test, p < .05) than that of the other two strategies.
Finally, to investigate the function of different visual areas in language decoding, we also compared the decoding performance of different visual areas signals. We first used neural activities from V1, V2, V3, LVC, HVC, and VC to obtain the decoded texts respectively. Then, WCS was used as the indicator of the decoding-vector and baseline-vector corresponding to each visual area. The frequency histograms of the two vectors obtained by different visual areas from Subject 1 are shown in Figure 9. Intuitively, the result shows that the frequency histograms of the two vectors from HVC and VC have the largest difference. The greater difference between the two frequency histograms indicates the better decoding performance of the visual area. Similar results of the other four subjects are shown in Figures S6–S9. For quantitative comparison, we also show the average WCS of different visual areas from five subjects in Figure 10. The results show that the average WCS of HVC and VC is higher than that of V1, V2, V3, and LVC.
In this article, we designed a novel language decoding model that could decode visual activity in the brain as measured by fMRI into text. We selected six evaluation indicators to evaluate the performance of language decoding. The results showed that the text decoded by DC-LDM from fMRI activity could describe the natural image accurately and vividly. Through the comparison of frequency histograms, we found that WCS was the best indicator to reflect the similarity between the decoded text and the annotated text corresponding to the visual image.

The objective function is very important for deep learning models, and its significance lies in the guidance provided for the optimization of model parameters. In DC-LDM, we obtained the latent features of natural images and visual activities through image-channel (contains “Image-Extractor” and “Image-Encoder”) and nerve-channel (contains “Nerve-Extractor,” “Nerve-Encoder”), respectively. The neural system has its own understanding and processing for natural images, so the semantic information contained in the recorded visual activities is an indirect representation of image stimuli. To achieve the best results, the semantic information of visual activities should be consistent with that of natural images. In the actual model training process, it is necessary to calculate the similarity between two latent features and define it into the objective function. Moreover, the gradient descent method made the two latent features gradually become similar and achieved our goal of pursuing semantic information consistency. We compared the decoding performance with or without similarity loss in the total loss function through ablation analysis, and the result also proved that the inclusion of similarity loss improved the performance of language decoding. The definition of loss function like this could effectively extract the common semantic information for decoding from the stimulus and the corresponding neural activity, and might provide a reference for other decoding models.

In addition, we explored the impact of different training strategies on decoding performance. We found that the training strategy of progressive transfer performed best. The progressive transfer training strategy started with the same weight of the image channel and...
nerve-channel, and then smoothly transferred the weight from the image-channel to the nerve-channel, as shown in Figure 3a. 

The essence of this progressive transfer was to gradually guide the training of the model of neural activities to the text by training the model of the image to the text (image captioning [Cho, Courville, & Bengio, 2015; Vinyals, Toshev, Bengio, & Erhan, 2015]). The idea of progressive transfer comes from a progressive growing GAN (Karras, Aila, Laine, & Lehtinen, 2017), which uses a progressive growth training strategy to start with low resolution images, and then gradually increase the resolution by adding layers to the network to generate high-resolution images. All in all, the training strategy of progressive transfer may provide important reference for the decoding model. In particular, for the multi-channel decoding model, when the weight of one channel needs to be transferred to another channel, the training strategy of progressive transfer may be crucial.

Finally, by comparing different visual areas, we found that the decoding performance of the high-level visual cortex (HVC and VC) is significantly higher than that of low-level visual areas (V1, V2, V3, and LVC). It is once again confirmed that the high-level visual cortex contains more semantic information than the low-level visual cortex (Huang, Yan, Wang, Li, Yang, et al., 2020), even when this semantic information is decoded into text.
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