Kinematics of the Tucana Dwarf Galaxy: An Unusually Dense Dwarf in the Local Group
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ABSTRACT

We present new FLAMES+GIRAFFE spectroscopy of 36 member stars in the isolated Local Group dwarf spheroidal galaxy Tucana. We measure a systemic velocity for the system of $v_{\text{Tuc}} = 216.7^{+2.9}_{-2.8}$ kms$^{-1}$, and a velocity dispersion of $\sigma_{v_{\text{Tuc}}} = 14.4^{+2.8}_{-2.3}$ kms$^{-1}$. We also detect a rotation gradient of $\frac{dv}{dr} = 7.6^{+4.2}_{-4.3}$ kms$^{-1}$ kpc$^{-1}$, which reduces the systemic velocity to $v_{\text{Tuc}} = 215.2^{+2.8}_{-2.7}$ kms$^{-1}$ and the velocity dispersion to $\sigma_{v_{\text{Tuc}}} = 13.3^{+2.3}_{-2.3}$ kms$^{-1}$. We perform Jeans modelling of the density profile of Tucana using the line-of-sight velocities of the member stars. We find that it favours a high central density consistent with ‘pristine’ subhalos in $\Lambda$CDM, and a massive dark matter halo ($\sim 10^{10} M_{\odot}$) consistent with expectations from abundance matching. Tucana appears to be significantly more centrally dense than other isolated Local Group dwarfs, making it an ideal laboratory for testing dark matter models.
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1 INTRODUCTION

Isolated dwarf galaxies are insulated from tidal effects and interactions, and they therefore provide a unique window onto the role environment plays in galactic evolution. However, whilst there are many detailed studies of Milky Way and Andromeda satellites (e.g. Simon & Geha 2007; Tollerud et al. 2012; Collins et al. 2013), comparative observations of isolated dwarfs require a more concerted effort due to the greater distances involved. The ACS LCID project has mapped out the star formation histories of several isolated Local Group dwarfs (e.g. Monelli et al. 2010; Gallart et al. 2015; Aparicio et al. 2016), while the Solo Survey (Higgs et al. 2016) is a wide-field photometric survey targeting isolated dwarfs within 3 Mpc of the Milky Way. Detailed studies of such galaxies are necessary to fully understand galaxy formation and evolution, and may provide answers to several small scale issues with the $\Lambda$ cold dark matter (CDM) paradigm (e.g. Bullock & Boylan-Kolchin 2017).

Pure dark matter structure formation simulations in $\Lambda$CDM predict that dwarf galaxies should reside in high density haloes (Dubinski & Carlberg 1991; Navarro et al. 1996), with a central dark matter density $\rho_{\text{DM}}(150\text{pc}) > 10^{8} M_{\odot}$ kpc$^{-3}$ (Read et al. 2018, 2019). This has long been known to be inconsistent with observations of gas rich dwarf irregular galaxies (e.g. Moore 1994; Read et al. 2017), which has become known as the ‘cusp-core’ problem. Similarly, the inferred masses of most satellite dwarf galaxies within their half-light radii are also found to be inconsistent with this prediction (Read et al. 2006; Boylan-Kolchin et al. 2011, 2012). Simulated dark matter subhalos appear to be too dense to host the observed dwarf satellites of the Milky Way and Andromeda (M31), a problem referred to as ‘Too Big to Fail’.

One elegant solution to both of the above problems is the idea of ‘dark matter heating’ (e.g. Navarro et al. 1996; Read & Gilmore 2005; Pontzen & Governato 2012, 2014; Read et al. 2016). In this scenario, repeated gas inflow and outflow cause the central gravitational potential of the dwarf galaxy to fluctuate. The dark matter responds to this by migrating outwards, lowering the inner dark matter density. Read et al. (2018) have recently found an anti-correlation...
between the amount of star formation and the central dark matter density in a sample of 16 nearby dwarf galaxies, exactly as expected if dark matter migrates slowly outwards as star formation proceeds. However, their sample of dwarf galaxies is small and may suffer from selection effects. For this reason, it is interesting to measure the inner dark matter density of a large sample of dwarfs, particularly dwarfs with a purely old stellar population that are expected to retain their ‘pristine’ central dark matter density.

In this paper, we investigate an isolated dwarf spheroidal (dSph) galaxy of the Local Group—Tucana—whose star formation shut down long ago. This makes it a particularly clean test for probing the nature of dark matter, since it is less likely to have had its dark matter ‘heated up’ (e.g. Di Cintio et al. 2014; Ohópe et al. 2015; Read et al. 2016; Bermejo-Climent et al. 2018; Read et al. 2018, 2019). Tucana was rediscovered and proposed as a Local Group member by Lavery & Mighell (1992) after appearances in earlier catalogues. It is located 880 kpc from the Milky Way with a purely old stellar population that are expected to retain their ‘pristine’ central dark matter density.

Key Properties of Tucana

| RA (°) | Declination (°) | Distance from Milky Way (kpc) | Core Radius (°) | Half–Light Radius (°) | Ellipticity | Position Angle of Major Axis | Luminosity (L⊙) | Stellar Mass (M⊙) |
|-------|----------------|-------------------------------|----------------|-----------------------|------------|----------------------------|----------------|------------------|
| 22 41 49.6 | -64 25 10 | 887±49 | 42±6 | 66±12 | 0.48±0.03 | 97±2 | 5.5×10^5 | 3.2×10^6 |

Tucana has experienced no recent star formation. A study by Monelli et al. (2010) as part of the ACS LCID project found that Tucana experienced a strong burst of star formation ~13 Gyr ago, lasting for ~1 Gyr, with star formation having stopped completely by ~9 Gyr ago, with the exception of a small intermediate age, low metallicity population interpreted as owing to contamination by blue stragglers. The authors show that the colour magnitude diagram of Tucana exhibits the typical features of an old stellar population, such as a lack of a blue main sequence. Gallart et al. (2015) confirm that 90% of Tucana’s stars formed more than 10 Gyr ago. Avila-Vergara et al. (2016) find that 75% of Tucana’s history has been spent as a ‘closed box’ with no net inflow or outflow of gas. A similar chemical history was also inferred for Cetus (Avila-Vergara et al. 2016). It has been proposed that the purported interaction between Tucana and the Milky Way some 10 Gyr ago could have stripped enough gas to completely shut down star formation in the galaxy (Teyssier et al. 2012). In agreement with the lack of ongoing star formation, Oosterloo et al. (1996) observe that there is no HI emission within the optical boundary of Tucana. Fraternali et al. (2009) demonstrate that a nearby (on–sky) HI cloud is more likely to be associated with the Magellanic stream. Through a combination of its unusual location and chemical history, Tucana is a highly unique and interesting Local Group object.

A kinematic study of Tucana was previously undertaken by Fraternali et al. (2009), hereafter F09. This study used the FORS2 instrument at the Very Large Telescope (VLT) to measure the radial velocities of red giant branch stars in Tucana, and hence estimate Tucana’s systemic velocity and velocity dispersion, constraining the mass and metallicity of the dSph. The stellar radial velocities were found by cross correlating a template with the Ca triplet of each star. 20 stars were identified as candidate members of Tucana based on their velocity. Using a maximum likelihood method to fit a Gaussian profile to the histogram of velocities, the authors obtain a systemic velocity of \( v = 193.0±4.9 \text{ kms}^{-1} \) and a velocity dispersion of \( \sigma = 17.4±4.8 \text{ kms}^{-1} \). From this they calculate a mass–to–light ratio of \( M/L = 105±39 \), implying a mass of \( M_{\text{dSph}} = 6 \times 10^7 M_\odot \). F09 also detect a rotation signature of magnitude \( v_{\text{rot}} = 16 \text{ kms}^{-1} \) along the major axis. Accounting for this slightly increases the systemic velocity to \( v = 194.0±4.3 \text{ kms}^{-1} \), and reduces the velocity dispersion to \( \sigma = 15.8±3.1 \text{ kms}^{-1} \). This corresponds to a system mass of \( M_{\text{dSph}} = 5 \times 10^7 M_\odot \). F09 also measured a mean metallicity of \([\text{Fe/H}]=-1.95±0.15\), with a metallicity dispersion of 0.32±0.06dex.

The aim of our study is to measure the velocity and velocity dispersion of Tucana to a higher accuracy than before. The velocity dispersion measured by F09 is unusually high and may be consistent with the most massive surviving subhalos in pure dark matter ΛCDM simulations; however the uncertainties on the result are large. We aim to use higher resolution spectroscopy of a larger stellar sample to constrain the velocity dispersion and density profile of Tucana. This paper is structured as follows: Section 2 describes the observations and data reduction process. We detail the calculation of the velocity dispersion, including determination of the radial velocities and errors, membership probabilities of the Tucana candidates, and calculation of the mass of Tucana in section 3. Details of the process for modelling the density profile are given in section 4. The implications of these results are discussed in section 5, and we conclude in section 6. Key properties of Tucana are listed in Table 1. These values are used throughout this paper unless otherwise stated.
Figure 1. RA–Dec. map of observed objects, plotted relative to the J2000 coordinates of Tucana. Objects are colour coded by their radial velocity. Identified Tucana members are shown as squares. The black circles mark 1×, 2×, 5× and 10× the half-light radius of Tucana.

2 OBSERVATIONS

Photometric data for Tucana was obtained using the Magellan/Megacam instrument on the Clay telescope at Las Campanas observatory on 14th November 2012 as part of the Solo (Solitary Local Dwarfs) observing campaign (Higgs et al. 2016). Magellan/Megacam is a 9×4 array of pixel CCDs with a pixel scale 0.08 arcsec pix\(^{-1}\). Two pointings were targeted, with 3 exposures were stacked in both the \(g\)-band and \(i\)-band for each field. Each \(g\)-band exposure was 150s, for a total integration time of 450s. In the \(i\)-band the exposures were 300s each, for a total integration time of 900s. Seeing ranged from 0.68–0.90 arcsec in the \(g\)-band and 0.55–0.72 in the \(i\)-band. The photometry was reduced using the Cambridge Astronomical Survey Unit (CASU) following the process described in Richardson et al. (2011) and Higgs et al. (2016). Including only point-like sources, defined as those with classifiers \(c_g, c_i = -1\) or -2, this catalogue featured 7203 objects.

To obtain accurate spectroscopy of the faint stellar population of Tucana, the 8.2m Very Large Telescope (VLT) in Paranal, Chile was used. Observations were taken using the FLAMES+GIRAFFE spectrograph over 6 nights through June, August and September 2015. GIRAFFE is a fibre-fed spectrograph for the visible range 3700–9000 Å. The instrument was used in the Medusa mode, allowing observations of up to 132 objects simultaneously, each with an aperture of 1.2” on the sky. Two fibre configurations were used to maximise the number of targets available. Each exposure was 1200s, and 39 exposures were taken in total: 21 in the first configuration for an integration time of 7 hours; and 18 in the second configuration for a 6 hour integration time. The LR8 grating was used, encompassing a 1190Å wavelength band centred on 8817Å which covers the three peaks of the Ca II triplet at around 8500Å. This setup provides a spectral resolution of \(R = 6500\), capable of resolving velocity dispersions even in very faint dSphs (Koposov et al. 2011). Targets were selected using the Magellan photometry. Overall, 165 individual objects were observed, along with 24 sky regions.

The FLAMES+GIRAFFE spectrograph is a higher resolution instrument than FORS2 (which was used in F09), with a resolving power of \(R=6500\) as opposed to \(R=3200\). This allows more accurate measurements of stellar radial velocities, potentially reducing the uncertainties by a factor of 2, and thus better constraining the dispersion. F09 observe 23 stars to a S/N suitable for determining velocities, with 20 of these identified as members. We observe a much larger number of stars out to a wider radius than F09, generating a larger catalogue of Tucana members and reducing the uncertainties in the results.

For the reduction, we used the pipeline for the GIRAFFE instrument provided by ESO. The raw science data was reduced using the giscience recipe via the graphical interface Gasgano. The pipeline provides corrections for detector effects, including dark and bias corrections, then traces the fibre positions and aligns each fibre with the corresponding spectrum. The spectra are output along with a wavelength calibration and descriptors of the fibre setup and observation. Where possible, calibration frames taken alongside the observations were used (standard calibration files...
were used for PSF WIDTH and PSF CENTROID, which provide the width and centre of the fitted fibre profile).

All spectra were normalised to have unity continuum flux by dividing through by the continuum level. For each observation, the individual sky spectra were median combined to generate a master sky spectrum for each pointing. A median average was chosen as it removes any spurious lines present in individual sky spectra from the master. In order to obtain an accurate sky subtraction, both science and sky were shifted to a continuum level of 0, and the master sky for the relevant pointing normalised by scaling the same sky line in the science spectrum. The sky template was then subtracted from the science spectrum. The resulting spectrum was shifted back to a continuum level of 0, and the heliocentric correction was applied to the wavelength scale. Finally, all the spectra of a given object were median combined to give one master spectrum for each object observed. The overall data reduction process results in a set of 165 sky subtracted, heliocentric corrected stellar spectra from Tucana.

3 DETERMINATION OF THE VELOCITY DISPERSION

3.1 Radial Velocities and Errors

The line-of-sight velocities of the stars in Tucana were found by cross correlating the spectrum for each object with a template spectrum. The template used was a Gaussian model of the rest Ca II triplet, with peaks at 8499 Å, 8543 Å, and 8663 Å, retaining the relative equivalent widths of the lines. The cross correlation function was calculated using the pyaasl.crosscorrRV function from Py Astronomy. Many spectra exhibit obscuring noise around the third Ca II triplet line; to ensure an accurate result, we therefore only use the first two lines in the cross correlation. Based on the expected velocity of Tucana (following the results of F09) and the Milky Way (from a Besançon model—see section 3.2.2), the allowed velocities were limited to the range -100 \( \text{km s}^{-1} < v < 300 \text{km s}^{-1} \). The velocity where the cross correlation function is maximised is then taken to be the radial velocity of the object.

Errors on the radial velocities were found by following the iterative Monte Carlo procedure outlined in Tollerud et al. (2012). 1000 iterations of each object spectrum were generated by adding noise seeded by the variance per pixel, assuming independent, Poisson distributed noise. Each iteration is cross correlated with the template Ca II triplet, and all 1000 velocities are plotted as a histogram. A Gaussian profile is fitted to the primary peak of the histogram, and the best fit mean and standard deviation are taken as the radial velocity and corresponding error for the given object. There are 25 objects for which the low S/N of the spectrum leads to a cross correlation failure, and 9 for which a Gaussian could not be fitted to the profile. These are removed from the dataset to leave 131 successfully reduced objects. The average S/N of these spectra is 8.4/pixel (with a pixel size of 0.2 Å/pixel).

Details of the observed objects are listed in table 2, along with the details of the corresponding F09 object where applicable. The positions of these objects relative to Tucana are shown in Fig. 1, colour coded by radial velocity. The velocity map indicates a concentration of stars with velocities near the systemic velocity of Tucana in the dense centre of the galaxy. The velocities are plotted as a histogram in Fig. 2, exhibiting well defined Tucana and Milky Way peaks (see section 3.2.2).

3.2 Determination of Membership

To establish the true velocity profile of Tucana, we must robustly determine which objects are members of Tucana. To do so, we use elements of the probabilistic method outlined in Collins et al. (2013); namely, position on the colour–magnitude diagram, distance from the centre of Tucana, and the velocity of the object. The probability of membership for a given object is defined by

\[
P_i = P_{\text{CMD}} \times P_{\text{dist}} \times P_{\text{vel}}.
\]

Below we outline the method for determining \( P_{\text{CMD}} \), \( P_{\text{dist}} \) and \( P_{\text{vel}} \), and hence \( P_i \).

### 3.2.1 Membership Probability Based on CMD Position

The stellar members of Tucana present in our dataset are expected to lie on the red giant branch (RGB) of the colour–magnitude diagram (CMD). By following the method of Tollerud et al. (2012) and overlaying appropriate isochrones onto the colour–magnitude diagram, the proximity of each object to the isochrone can be measured using equation 2,

\[
P_{\text{CMD}} = \exp \left( -\frac{(\Delta g - i)^2}{2\sigma_c} - \frac{(\Delta i)^2}{2\sigma_m} \right).
\]

where \( g - i \) is the difference in \( g \)-band and \( i \)-band magnitudes, \( i \) is the \( i \)-band magnitude, and \( \sigma_c \) and \( \sigma_m \) are free

1 https://github.com/sczesla/PyAstronomy
A CMD was generated for Tucana as shown in the first panel of Fig. 3, using the Magellan photometry. To reduce the density of sources around the RGB, only those sources within 4 arcmin of the centre of Tucana were used. A fiducial bounding box is marked to highlight the position of the RGB. The objects in our dataset were matched against the photometric data using on–sky position in order to obtain the photometric properties of each object. Given that the photometric data was used for targeting the spectroscopic observations, most objects had a near direct match in RA/Dec. These data are overlaid onto Tucana’s CMD in the upper right hand plot of 3. As expected, the majority of catalogue sources appear to lie directly on the RGB.

Isochrones were taken from the Dartmouth Stellar Evolution database (Dotter et al. 2008), and overlaid onto this CMD. Visual inspection suggests that the isochrone which best represents the RGB of Tucana is an isochrone of age 11 Gyr, [α/Fe]=0, [Fe/H]=−1.5 dex, which is also in agreement with previous measurements (Saviane et al. 1996; Fraternali et al. 2009). Note that the isochrone is purely used as a guide for selecting the most probable members, and so a formal fitting procedure is not required. The isochrone is shifted by the distance modulus \( m - M = 24.7 \), to account for Tucana’s distance of \( D = 887 \) kpc. Equation 2 is used to determine the proximity of each object to this isochrone. The lower left hand plot of Fig. 3 shows the CMD of photometric sources with the 11 Gyr, [α/Fe]=0, [Fe/H]=−1.5 dex isochrone overlaid. The observed objects are plotted, colour-coded by probability based on isochrone proximity.

Figure 3. Upper: Colour magnitude diagram for the photometric sources within 4 arcmin of Tucana (left), and with the observed objects overlaid (right). Lower: Colour magnitude diagram overlaid with the 11 Gyr, [α/Fe]=0, [Fe/H]=−1.5 dex isochrone. Left, the sources from the master catalogue are colour coded by probability of membership. Right, sources identified as members of Tucana (based on both CMD position and velocity) are represented by blue squares, and likely non members by red points. The green lines mark a fiducial ‘bounding box’ indicating the location of the RGB.

parameters which take account of distance and photometry factors. Tollerud et al. (2012)’s value of \( \sigma_c = 0.1 \) was used, but we used \( \sigma_m = 0.1 \) instead of \( \sigma_m = 0.5 \), as this gave a better fit to the Tucana CMD. \( P_{\text{CMD}} \) serves as a proxy for the probability of membership.
peak, the overall likelihood function becomes

\[ P_{\text{peak}} = \frac{1}{\sqrt{2\pi} \sigma_{v,\text{peak}} + \sigma_{v,\text{err}}} \exp \left( -\frac{1}{2} \frac{(v_{\text{peak}} - v_i)^2}{\sigma_{v,\text{peak}}^2 + \sigma_{v,\text{err}}^2} \right). \]  

(3)

where \( v_i \) is the velocity of the given star, \( \sigma_{v,\text{err}} \) is the uncertainty on its velocity, \( v_{\text{peak}} \) is the prior on the velocity of the peak, and \( \sigma_{v,\text{peak}} \) is the prior on the velocity dispersion. If \( P_{\text{Tuc}} \) is the probability of membership of the Tucana peak, and \( P_{\text{MW}} \) is the probability of membership of the Milky Way peak, the overall likelihood function becomes

\[ \mathcal{L} = \sum_{i=1}^{N} \log(\eta_{\text{MW}} P_{\text{MW},i} + \eta_{\text{Tuc}} P_{\text{Tuc},i}). \]  

(4)

where \( \eta_{\text{peak}} \) is the fraction of the stars which belong to that peak. Using Bayesian techniques, the probability that a star belongs to Tucana based on its velocity is then given by

\[ P_{\text{vel}} = \frac{P_{\text{Tuc},i}}{P_{\text{MW},i} + P_{\text{Tuc},i}}. \]  

(5)

To measure the velocity and dispersion of Tucana, an MCMC routine is used to fit equation 3 to the Tucana peak. For this the emcee python package from Foreman-Mackey et al. (2013) is used. The values of the systemic velocity and dispersion of Tucana published in F09 are used as initial values for \( v_{\text{Tuc}} \) and \( \sigma_{v,\text{Tuc}} \). The velocity of the Milky Way background in this region of the sky is determined using the Besançon model (Robin et al. 2003), which established that Milky Way contaminants are expected to have velocities in the range \(-50 \text{ km s}^{-1} < v < 50 \text{ km s}^{-1}\). Therefore, \( v_{\text{MW}} = 0 \text{ km s}^{-1} \) is taken as the initial value for the velocity of this peak, and \( \sigma_{v,\text{MW}} = 50 \text{ km s}^{-1} \) as the initial value of the velocity dispersion. The analysis uses 100 walkers taking 30000 steps, with a burn in of 6000 steps. Stars with a radial velocity \( v > 295 \text{ km s}^{-1} \) or \( v < -95 \text{ km s}^{-1} \) are rejected, as these velocities lie at the limits of the accepted range for the cross correlation, and so are likely to indicate a cross correlation failure. The initial values of \( \eta_{\text{MW}} \) and \( \eta_{\text{Tuc}} \) are both taken to be 0.5, based on a visual inspection of the histogram shown in Fig. 2, and are normalised to sum to 1. The process generates posterior values for the velocity, velocity dispersion and fraction of stars in each peak.

This establishes a velocity profile for the two peaks, with the velocity, velocity dispersion and fraction of member stars defined. Including all observed objects, the Tucana peak is found to have a velocity of \( v_{\text{Tuc}} = 215.7^{+3.9}_{-3.1} \text{ km s}^{-1} \), and a dispersion of \( \sigma_{v,\text{Tuc}} = 20.9^{+2.9}_{-2.5} \text{ km s}^{-1} \), while the Milky Way peak has a velocity of \( v_{\text{MW}} = 27.5^{+10.7}_{-9.5} \text{ km s}^{-1} \), and a dispersion of \( \sigma_{v,\text{MW}} = 61.4^{+2.5}_{-2.5} \text{ km s}^{-1} \). The quoted uncertainties on these values are the 1 sigma uncertainties returned by the MCMC routine These results are used to produce the Gaussian fits plotted in Fig. 2. This velocity is offset from the value measured by F09, and the velocity dispersion is significantly higher. However, this velocity dispersion is artificially increased by the inclusion of non-member stars in the Tucana peak.

We insert the results of the MCMC routine, along with the individual object velocities, into equation 3 to calculate the probability of each object belonging to the Tucana peak and the Milky Way peak respectively. These probabilities are then inserted into equation 5 to determine the probability of membership of the given object based on velocity.

### 3.2.3 Membership Probability Based on Distance

We also introduce a parameter to account for the distance of the object to the centre of Tucana. This factor is introduced to ensure that objects with a high probability of membership based on their velocity and CMD position, but which are located far outside the centre of the galaxy, are not included as definite members. From Tollerud et al. (2012), the probability that a star is a Tucana member based on its distance from the centre of the galaxy is given by

| Object | Velocity (km s\(^{-1}\)) | RA (deg) | Dec. (deg) | g | i | S/N (pix\(^{-1}\)) | M? | F09 Vel. (km s\(^{-1}\)) |
|--------|--------------------------|---------|------------|---|---|----------------|----|------------------------|
| 21138  | 116.7±30.0               | 340.5952| 64.2066    | 23.05 | 21.15 | 13.8             | N  | –                      |
| 51120  | 240.7±8.4                | 340.3689| 64.4116    | 22.82 | 21.71 | 10.4             | Y  | –                      |
| 34818  | -63.0±3.6                | 340.2907| 64.3046    | 22.61 | 21.11 | 10.6             | N  | –                      |
| ...    | ...                      | ...     | ...        | ...  | ...  | ...              | ...| ...                    |
| 100021 | 192.7±13.3               | 340.5692| 64.3835    | 22.50 | 20.40 | 10.8             | N? | 2201.6±11.5            |

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
The systemic velocity and velocity dispersion of Tucana are generally stable, even at large line marks the optimum value used in our analysis. The systemic velocity and velocity dispersion are reasonably stable, even at large distance applied to the half–light radius in $P_{\text{dist}}$. The dashed line marks the optimum value used in our analysis. The systemic velocity and velocity dispersion are generally stable, even at large $\mu$.

$$P_{\text{dist}} = \exp \left[ - \frac{\Delta \sigma^2 + \Delta \delta^2}{2 \mu r_{\text{half}}^2} \right],$$

(6)

where $r_{\text{half}}$ is the half–light radius of Tucana, $\Delta \sigma^2$ and $\Delta \delta^2$ are the distances from the object to the centre of Tucana in RA and declination respectively, and $\eta = 1.5$ is a free parameter. We use the literature value of $r_{\text{half}}$.

This expression assumes that all member stars will lie within the half–light radius, and hence is designed to give extra weighting to objects within $r_{\text{half}}$. In our dataset, most objects are located outside the half–light radius, as shown in Fig. 1, such that equation 6 assigns a very low probability of membership to the majority of our dataset. Therefore, to increase the weighting of stars outside the half–light radius, we introduce a multiplicative factor $\mu$ to our definition of $r_{\text{half}}$, such that equation 6 becomes

$$P_{\text{dist}} = \exp \left[ - \frac{\Delta \sigma^2 + \Delta \delta^2}{2 \mu r_{\text{half}}^2} \right].$$

(7)

In doing so, we are effectively assuming that most observed members lie within $\mu r_{\text{half}}$ of the centre of Tucana, thus ensuring a more gradual decline in membership probability with distance. To find the optimum value of $\mu$, we allow it to vary between 1 and 15, and measure the systemic velocity and velocity dispersion of the resulting sample, as shown in Fig. 4. We find that the systemic velocity and velocity dispersion are reasonably stable, even at large $\mu$, because the kinematics of Tucana are well separated from the Milky Way contaminants. The optimum value is $\mu = 7.0$, which we use in equation 7 to obtain $P_{\text{dist}}$. Note that this equation is only used to define our membership sample; it is not influenced by and has no effect on the surface brightness profile used in section 4.

The probability of membership based on velocity, $P_{\text{vel,}}$, is combined with the probabilities based on CMD position, $P_{\text{CMD},}$ and distance, $P_{\text{dist}}$, using equation 1, to determine the probability of membership of each object. By removing objects with a membership probability $P_i < 0.15$, we obtain a population of 37 member stars, details of which are provided in Table 3. We compare this sample to the dataset generated by F09. Our data was matched to the objects listed in Table 3 of F09 using on–sky position. Table 3 consists of 23 observed objects, 20 of which are identified as members of Tucana. Position matching found that 13 of these members were present in both datasets. Given the significant difference between the systemic velocities obtained by each study, we do not combine the datasets (see section 3.3.1 for full discussion).

### 3.3 Systemic Velocity and Velocity Dispersion

To generate the final Gaussian fit, we applied an adapted MCMC routine to the 37 identified member stars. We adjust the likelihood function to become

$$L = \sum_{i=1}^{N} P_i \eta_{\text{Tuc}} P_{\text{Tuc},i},$$

(8)

thus accounting for the probability of membership in the final routine. This returns a final systemic velocity of Tucana of $v_{\text{Tuc}} = 218.3^{+3.2}_{-3.3}$ km s$^{-1}$, and a velocity dispersion of $\sigma_{v,\text{Tuc}} = 16.6^{+1.1}_{-1.2}$ km s$^{-1}$. The velocity dispersion is now found to be within 1$\sigma$ of the value calculated by F09, but with significantly smaller error bars. The decrease in the size of the uncertainties is consistent with the increase in sample size relative to F09.
Our probabilistic method returns member stars out to $\sim 10\,r_{\text{half}}$. This is noted as being a particularly large radius at which to find spectroscopically confirmed members. However, it is not without precedent, as Walker et al. (2009a) find spectroscopic members of Leo V beyond $10\,r_{\text{half}}$. In addition, we have shown that the systemic velocity and velocity dispersion are stable to our choice of calibration of the distance probability (see Fig. 4). Given their strong probabilities of membership, we therefore choose to retain the more distant stars in our membership sample.

One identified member, object ID 37852, has a particularly high velocity of $v_1 = 277.7 \pm 12.8 \, \text{km s}^{-1}$, some 60 km s$^{-1}$ higher than the measured systemic velocity of Tucana, and hence could be considered a potential contaminant in the sample. It has no counterpart in the F09 dataset, so we cannot make a direct comparison of the velocity measurements, although it does not appear to have significant error bars compared to the rest of our sample. The object is located 5.68 arcmin from the centre of Tucana. Given that it lies $> 3\sigma_r$ from the mean velocity, we choose to remove this object from our membership sample, in order to avoid including any spurious members. Removing object 37852 reduces the velocity dispersion to $\sigma_{v_{\text{obs}}} = 14.4^{+2.8}_{-2.3} \, \text{km s}^{-1}$, and the systemic velocity is reduced to $v_{\text{obs}} = 216.7^{+2.9}_{-2.8} \, \text{km s}^{-1}$. The 1- and 2-dimensional probability distributions for the velocity and velocity dispersion are shown in Fig. 5. These values are smaller than the results from the full sample, but fall within the uncertainties. We therefore use this sample of 36 member stars for the remainder of the analysis. We note that there is still a strong probability that object 37852 is a member of Tucana, but choose to be conservative in our membership definition so as not to overstate our results. Details of object 37852 are included in table 2.

The histogram of radial velocities of the identified Tucana members is shown in Fig. 6. The systemic velocity of the peak has increased slightly, and is more than $3\sigma$ outside of F09’s value. It corresponds to a velocity relative to the Local Group of $v_{\text{LG}} = -95.4 \, \text{km s}^{-1}$, confirming that the galaxy is receding from the Local Group.
indicative of a mismeasurement in one of the samples; in the two samples (see Table 2), we find some variation in the measured systemic velocity for the full dataset.

After 100 iterations, the difference between our 36 members, and measured the systemic velocity selected a sample of 20 stars (the size of the F09 sample) which has an offset of 210 kms\(^{-1}\), which has an offset of 210 kms\(^{-1}\). The dashed lines mark 1\(\times\), 2\(\times\), 5\(\times\) and 10\(\times\) the half–light radius of Tucana.

As previously noted, there is a significant offset between the systemic velocities of our FLAMES dataset and that measured by F09 of \(\Delta v_{\text{sys}} = 22.7\) kms\(^{-1}\). To investigate this, we tested the wavelength calibration of the spectra, which was produced during observations of the Sculptor dwarf galaxy by Tolstoy et al. (2004), provides a reliable reference with which we can calibrate our data. Spectra with a velocity shift \(> 7\) kms\(^{-1}\) were rejected as having a significant wavelength offset which could later affect our analysis of the radial velocity of the object. This process returned negligible shifts between the science and template spectra, confirming the validity of the wavelength calibration. We also rigorously tested the heliocentric correction applied to the spectra to ensure this was accurate. In a further test of the data, we randomly selected a sample of 20 stars (the size of the F09 sample) from our 36 members, and measured the systemic velocity of this sample. After 100 iterations, the difference between the sample velocity and the \(v = 194.0\) kms\(^{-1}\) measured by F09 was \(\Delta v > 10\) kms\(^{-1}\) in all cases, \(\Delta v > 20\) kms\(^{-1}\) in 75 cases, and \(\Delta v > 22.7\) kms\(^{-1}\) in 49 cases. The average offset was \(\Delta v = 22.9\) kms\(^{-1}\), consistent with the offset measured for the full dataset.

Comparing the velocities of the stars that overlap the two samples (see Table 2), we find some variation in the measurements but no systematic offset. Excluding object 100020 (21 in F09), which has an offset of 210 kms\(^{-1}\) and is clearly indicative of a mismeasurement in one of the samples; in the overlapping objects we measure an average velocity offset of 11.3 kms\(^{-1}\). This value is similar to the average velocity error of our identified members (\(v_{\text{err}} = 9.3\) kms\(^{-1}\)) but is somewhat smaller than the offset between the measured systemic velocities. We also note that the 3 non members listed in Table 3 of F09 are matched to non members in the FLAMES data. Many of the objects display an offset \(> 20\) kms\(^{-1}\); however all but one (with the exception of object 100020) have velocities consistent within 3–\(\sigma\).

Therefore, whilst the offset appears significant, we believe our result for the velocity can be considered reliable, especially given the larger sample size relative to F09. Furthermore, the offset does not affect our measurement of the velocity dispersion nor any conclusions drawn from this.

### 3.3.2 Mass of Tucana

A number of estimators have been defined to determine the virial mass of a dwarf galaxy from its velocity dispersion. These estimators take the general form

\[
M_{\text{vir}}(<\lambda R) = \frac{\mu_{\text{half}}\sigma_{\text{half}}^2}{G}.
\]

where \(\mu_{\text{half}}\) is the half–light radius of the galaxy, and \(\sigma_{\text{half}}\) is the velocity dispersion at that radius. Assuming a flat velocity dispersion profile, Walker et al. (2009b) define \(\lambda = 1\) and \(\mu = 3.5\), such that the mass estimate becomes

\[
M(<\lambda R) = 580\sigma_{\text{half}}^2\nu_{\text{half}}^2
\]

From this, we determine the mass of Tucana to be \(M_{\text{half}} = 3.4^{+1.5}_{-1.3} \times 10^7\) M\(_{\odot}\), corresponding to a mass–to–light ratio within the half–light radius of \(M/L_{\text{half}} = 62^{+27}_{-23}\) M\(_{\odot}\) /L\(_{\odot}\), assuming a luminosity for Tucana of \(5.5 \times 10^5\) L\(_{\odot}\). This result is slightly lower than the estimated mass quoted in F09, who found a pressure supported total mass of \(M = 5.0 \times 10^7\) M\(_{\odot}\). However, this was determined by assuming that mass follows light in the system, and using an estimator to determine the mass to light ratio, from which the mass is calculated. Given that Tucana is a centrally dense galaxy which is likely to be highly dark matter dominated, this method is less accurate than equation 10, which derives the mass directly from the measured velocity dispersion. Using the Walker et al. (2009b) method with the velocity dispersion calculated by F09 returns a value of \(M_{\text{half}} = 4.1^{+2.4}_{-1.4} \times 10^7\) M\(_{\odot}\), which is consistent with our result.

Recently, Errani et al. (2018) redefined the mass estimator with \(\lambda = 1.8\) and \(\mu = 3.5\). This does not require a flat velocity dispersion profile, and so is insensitive to any fluctuations in the profile (see e.g. Fig. 9). Using this new estimator, we determine a mass for Tucana of \(M_{\text{half}} = 8.6^{+3.2}_{-2.3} \times 10^7\) M\(_{\odot}\), corresponding to a mass–to–light ratio within the half–light radius of \(M/L_{\text{half}} = 156^{+58}_{-38}\) M\(_{\odot}\) /L\(_{\odot}\). This is consistent with the result of F09, though it is not directly comparable to the Walker estimate as the enclosed radius is larger.

### 3.4 Rotation in Tucana

F09 find a rotation signature for Tucana of \(v_{\text{rot}} = 16\) kms\(^{-1}\), by fitting a rotation curve to the radial velocities of their
member stars. To search for this in our data, we plot the radial velocities of our member stars as a function of projected distance along the major axis in Fig. 7. This highlights a possible gradient across the data. We quantify this gradient by utilising another emcee routine. Martin & Jin (2010) redefine the Gaussian representing the Tucana peak as

\[ P_{\text{Tuc}} = \frac{1}{\sqrt{2\pi} \sigma_{r,Tuc} + \sigma_{\alpha,Tuc}^2} \times \exp \left( -\frac{1}{2} \frac{\Delta v_{r,i}^2}{\sigma_{r,Tuc}^2 + \sigma_{\alpha,Tuc}^2} \right) \]  

where \( \Delta v_{r,i} \) is the difference between the velocity of a star and a velocity gradient \( \frac{dv_r}{d\alpha} \) acting along the angular distance of a star along an axis \( y_i \) with position angle \( \theta \), as shown in equation 12.

\[ \Delta v_{r,i} = v_{r,i} - \frac{dv_r}{d\alpha} y_i + \bar{v}_r \]  

(12)

\( y_i \) can be determined from the RA and Dec. of the star, \( (\alpha_i, \delta_i) \), and of the centre of Tucana, \( (\alpha_0, \delta_0) \), using

\[ y_i = X_i \sin \theta + Y_i \cos \theta \]  

(13)

\[ X_i = (\alpha_i - \alpha_0) \cos(\delta_0) \]  

(14)

\[ Y_i = \delta_i - \delta_0. \]  

(15)

By replacing equation 3 with equation 11 in the MCMC routine, we can generate a fit to the data which accounts for the velocity gradient \( \frac{dv_r}{d\alpha} \) produced by rotation. We introduce flat priors for the new parameter \( \frac{dv_r}{d\alpha} \) such that \(-40 < \frac{dv_r}{d\alpha} < 40\). If \( \theta \) is fixed to match the position angle of the major axis (\( \theta = 97^\circ \)), we measure a rotation gradient of \( \frac{dv_r}{d\alpha} = 7.6^{+4.2}_{-3.0} \) kms\(^{-1}\) kpc\(^{-1}\), with the systemic velocity measured as \( v_{\text{Tuc}} = 215.2^{+5.8}_{-5.3} \) kms\(^{-1}\) and the velocity dispersion as \( \sigma_{\nu,Tuc} = 13.3^{+2.6}_{-2.3} \) kms\(^{-1}\). This rotation gradient, marked as the red dashed line in Fig. 7, equates to a rotation velocity of \( 2.2^{+1.2}_{-0.5} \) kms\(^{-1}\) at the half light radius. If \( \theta \) is allowed to evolve freely (with a flat prior of \( 0 < \theta < \pi \)), we determine the best values to be: \( v_{\text{Tuc}} = 214.9^{+3.2}_{-3.0} \) kms\(^{-1}\); \( \sigma_{\nu,Tuc} = 13.5^{+2.8}_{-2.3} \) kms\(^{-1}\); \( \frac{dv_r}{d\alpha} = 6.1^{+4.6}_{-3.9} \) kms\(^{-1}\)kpc\(^{-1}\); \( \theta = 86.5^{+37.7}_{-35.5} \); amounting to a rotation velocity of \( 1.7^{+1.3}_{-1.1} \) kms\(^{-1}\) at the half light radius.

It therefore appears that there is a small velocity gradient in Tucana due to the presence of rotation, consistent with alignment with the major axis. The mass estimator from Walker et al. (2009b) (equation 9) assumes a velocity dispersion dominated system. If we recalculate the dynamical mass using the smaller velocity dispersion accounting for rotation, we obtain a mass of \( M_{\text{halo}} = 2.9^{+1.3}_{-0.9} \times 10^7 \) M\(_\odot\), corresponding to a mass–to–light ratio within the half–light radius of \( M/L_{\text{halo}} = 53^{+59}_{-24} \) M\(_\odot\)/L\(_\odot\). These results are within the uncertainty ranges of the non–rotating result, and given that the rotation gradient is small relative to the velocity dispersion, Tucana is still classed as a dispersion dominated galaxy.

### 4 MODELLING THE DARK MATTER DENSITY PROFILE

The high velocity dispersion of Tucana suggests that it has a high central dark matter density. In the absence of star formation, a steep central cusp is predicted to be present in the density profiles of all galaxies (Navarro et al. 1996), but thus far the majority of observations of sDShs show a slight preference towards flattened cores (see the discussion in section 1). The dearth of recent star formation in Tucana make it a strong candidate for hosting a ‘pristine’ cusp (Brook & Di Cintio 2015; Read et al. 2018; Bermejo-Climent et al. 2018). In this section, we perform Jeans modelling of the data for Tucana to estimate its central dark matter density and quantitatively test this idea.

#### 4.1 The GravSphere Mass Modelling Code

Read & Steger (2017) introduced a new non–parametric Jeans code GravSphere, which returns the density profile \( \rho(r) \) and velocity anisotropy \( \beta(r) \) of a system using only line–of–sight velocities (see also Read et al. 2018). GravSphere solves the Jeans equation (Jeans 1922) for a set of ‘tracers’ (i.e. stellar members) of a spherical mass distribution defined by the radial density profile \( \rho(r) \) and velocity anisotropy \( \beta(r) \). The projected spherical Jeans equation is given by Binney & Mamon (1982) as

\[ \sigma_{\text{LOS}}^2(R) = \frac{2}{\Sigma(R)} \int_R^\infty \left( 1 - \beta \frac{R^2}{r^2} \right) v_{\text{LOS}}^2 \frac{rdr}{\sqrt{r^2 - R^2}} \]  

(16)

where \( \Sigma(R) \) is the surface mass profile at projected radius \( R \), \( v_{\text{LOS}}(R) \) is the spherically averaged tracer density, and \( \beta(r) \) is the velocity anisotropy,

\[ \beta = 1 - \frac{\sigma_{\theta}^2}{\sigma_r^2}. \]  

(17)

\( \sigma_\theta \) and \( \sigma_r \) are the tangential and radial velocity dispersion...
The vertical line marks the half-light radius of Tucana as modelled by GravSphere.

Figure 8. GravSphere model fits to the surface density profile, left, and line–of–sight velocity dispersion profile, right, for Tucana. The blue points mark the input ‘observed’ data; the black line is the fitted profile, with grey contours showing 1– and 2–σ uncertainty ranges.

The code fits this model to the surface density profile, $\Sigma(R)$, and line–of–sight velocity dispersion profile, $\sigma_{\rm LOS}(R)$, using emcee (Foreman-Mackey et al. 2013). To avoid infinities in $\beta$, a symmetrised version of $\beta$ is used in the model. $\beta$ is defined in equation 20, and describes the distribution of velocities in the system, with $\beta = 0$ describing an isotropic velocity distribution, $\beta = 1$ a fully radial distribution and $\beta = -1$ a fully tangential distribution (Read et al. 2006).

$$\beta = \frac{\sigma_r^2 - \sigma_t^2}{\sigma_r^2 + \sigma_t^2} = \frac{2 - \beta}{2 + \beta}. \quad (20)$$

$\beta$ is given a flat prior of $-1 < \beta < 1$, to give equal weight to fully radial and fully tangential distributions. GravSphere has also used virial shape parameters to obtain constraints on $\beta$ using only line–of–sight velocities, thus breaking the well–known $\rho$–$\beta$ degeneracy (Binney & Mamon 1982; Merrifield & Kent 1990; Read & Steger 2017). The code can be used to determine $\rho(\tau)$ and $\beta(\tau)$ for any near–spherical stellar system, such as star clusters, spheroidal or elliptical galaxies and galaxy clusters. GravSphere has been extensively tested on mock data (Read & Steger 2017, and see below). For a more complete description of GravSphere, we refer the reader to Read & Steger (2017).

In addition to the ‘free–form’ dark matter model described above, GravSphere can also fit the cosmologically–motivated coreNFW profile. This profile was originally designed to fit simulations of halos that have undergone ‘dark matter heating’ (Read et al. 2016), but also provides a good fit to dark matter halos in a self–interacting dark matter cosmology (Read et al. 2018). It has the advantage that it fits a dark matter core size parameter that can be connected to a self–interaction cross section for dark matter (Read et al. 2018), and a halo virial mass, $M_{200}$, that can be compared with cosmological expectations from abundance matching (e.g. Read & Erkal 2018). We present the results of fitting this coreNFW model to Tucana in appendix A.

GravSphere has been extensively tested on mock data, including mocks that break spherical symmetry, that include foreground contamination and binary stars, and that are being tidally stripped by a larger host galaxy (Read & Steger 2017; Read et al. 2018). However, all tests to date have focused on mocks with $>500$ member velocities, which is an order of magnitude more than we have available for Tucana. For this reason, we present additional mock data tests in appendix B. These are set up to mimic Tucana, modelling the selection function, contamination and sampling similarly to our real Tucana data. We show that we are able to correctly infer the dark matter density at 150pc from the centre of Tucana with kinematics for just 36 member stars, albeit with substantially larger uncertainties than we obtain for data with 500 member stars. Similarly to the findings in Read et al. (2018), we find that GravSphere is not able to distinguish cusps from cores with this many member stars. However, as explained in Read et al. (2018, 2019), an inference of the central dark matter density, $\rho_{\rm DM}(150 \, \text{pc})$, is sufficient to constrain interesting dark matter models. For this reason, we focus in this paper on obtaining an estimate of $\rho_{\rm DM}(150 \, \text{pc})$ for Tucana.

4.2 Dark Matter Density Profile

In this section, we use GravSphere to estimate the dark matter density profile of Tucana. For this, we require the surface brightness profile, $\Sigma_g(R)$, and velocity dispersion profile, $\sigma_{\rm LOS}(R)$, of our member stars. The former was generated from RGB stars in the Magellan/ MegaCam photometry, adjusted to correct for the fact that our observed fields are misaligned with the central coordinates of Tucana. The velocity

\[ \sigma_{\rm LOS}^2(R) = \frac{1}{v(g)} \int_R^\infty \frac{GM(\tau)v(\tau)}{\tau^2} g(\tau) d\tau \quad \text{ (18)} \]

\[ g(R) = \exp \left(2 \int_1^R \frac{\beta(\tau)}{\tau} d\tau \right) \quad \text{ (19)} \]

$M(r)$ is the cumulative mass of the galaxy. GravSphere uses a non–parametric model for $M(r)$, consisting of a contribution from all visible matter, and a contribution from dark matter modelled by a series of power laws centred on a set of radial bins. The tracer light profile uses a series sum of Plummer spheres (Plummer 1911) and so is also non–parametric. The code fits this model to the surface density profile $\Sigma_g(R)$ and line–of–sight velocity dispersion profile $\sigma_{\rm LOS}(R)$ using emcee (Foreman-Mackey et al. 2013). To avoid infinities in $\beta$, a symmetrised version of $\beta$ is used in the model. $\beta$ is defined in equation 20, and describes the distribution of velocities in the system, with $\beta = 0$ describing an isotropic velocity distribution, $\beta = 1$ a fully radial distribution and $\beta = -1$ a fully tangential distribution (Read et al. 2006).

$$\beta = \frac{\sigma_r^2 - \sigma_t^2}{\sigma_r^2 + \sigma_t^2} = \frac{2 - \beta}{2 + \beta}. \quad (20)$$

$\beta$ is given a flat prior of $-1 < \beta < 1$, to give equal weight to fully radial and fully tangential distributions. GravSphere has also used virial shape parameters to obtain constraints on $\beta$ using only line–of–sight velocities, thus breaking the well–known $\rho$–$\beta$ degeneracy (Binney & Mamon 1982; Merrifield & Kent 1990; Read & Steger 2017). The code can be used to determine $\rho(\tau)$ and $\beta(\tau)$ for any near–spherical stellar system, such as star clusters, spheroidal or elliptical galaxies and galaxy clusters. GravSphere has been extensively tested on mock data (Read & Steger 2017, and see below). For a more complete description of GravSphere, we refer the reader to Read & Steger (2017).

In addition to the ‘free–form’ dark matter model described above, GravSphere can also fit the cosmologically–motivated coreNFW profile. This profile was originally designed to fit simulations of halos that have undergone ‘dark matter heating’ (Read et al. 2016), but also provides a good fit to dark matter halos in a self–interacting dark matter cosmology (Read et al. 2018). It has the advantage that it fits a dark matter core size parameter that can be connected to a self–interaction cross section for dark matter (Read et al. 2018), and a halo virial mass, $M_{200}$, that can be compared with cosmological expectations from abundance matching (e.g. Read & Erkal 2018). We present the results of fitting this coreNFW model to Tucana in appendix A.

GravSphere has been extensively tested on mock data, including mocks that break spherical symmetry, that include foreground contamination and binary stars, and that are being tidally stripped by a larger host galaxy (Read & Steger 2017; Read et al. 2018). However, all tests to date have focused on mocks with $>500$ member velocities, which is an order of magnitude more than we have available for Tucana. For this reason, we present additional mock data tests in appendix B. These are set up to mimic Tucana, modelling the selection function, contamination and sampling similarly to our real Tucana data. We show that we are able to correctly infer the dark matter density at 150pc from the centre of Tucana with kinematics for just 36 member stars, albeit with substantially larger uncertainties than we obtain for data with 500 member stars. Similarly to the findings in Read et al. (2018), we find that GravSphere is not able to distinguish cusps from cores with this many member stars. However, as explained in Read et al. (2018, 2019), an inference of the central dark matter density, $\rho_{\rm DM}(150 \, \text{pc})$, is sufficient to constrain interesting dark matter models. For this reason, we focus in this paper on obtaining an estimate of $\rho_{\rm DM}(150 \, \text{pc})$ for Tucana.

4.2 Dark Matter Density Profile

In this section, we use GravSphere to estimate the dark matter density profile of Tucana. For this, we require the surface brightness profile, $\Sigma_g(R)$, and velocity dispersion profile, $\sigma_{\rm LOS}(R)$, of our member stars. The former was generated from RGB stars in the Magellan/ MegaCam photometry, adjusted to correct for the fact that our observed fields are misaligned with the central coordinates of Tucana. The velocity
The profile favours a high central density of \( \rho_{\text{DM}}(\text{150 pc}) = 5.5^{+3.5}_{-2.5} \times 10^6 \, \text{M}_\odot \, \text{kpc}^{-3} \), suggesting that Tucana is as dense, if not more so, than Draco (Read et al. 2018). The profile appears consistent with the presence of a pristine cusp within 1r. Using the coreNFW fit presented in appendix A, we also infer a pre-infall halo mass of \( M_{\text{DM}} = 1.37^{+0.42}_{-0.44} \times 10^{10} \, \text{M}_\odot \) for Tucana, consistent with the findings of Brook & Di Cintio (2015).

\section{DISCUSSION}

\subsection{Comparison to Previous Work}

Our velocity dispersion of \( \sigma_{\text{Tuc}} = 14.4^{+3.9}_{-2.3} \, \text{kms}^{-1} \) is remarkably similar to that measured by F09, with a difference of just \( \sim 1 \, \text{kms}^{-1} \). It should be noted that the \( \sigma_{\text{Tuc}} = 15.8 \, \text{kms}^{-1} \) quoted by F09 accounts for a potential rotation in signature Tucana of 16 kms\(^{-1}\). Our non-rotational dispersion result is within 1\( \sigma \) of their non-rotational value of \( \sigma_{\text{Tuc}} = 17.4^{+5.6}_{-3.3} \, \text{kms}^{-1} \), so is also consistent with the like-for-like result. We detect a slightly smaller rotation signature of \( \frac{d\sigma}{dv} = 7.6^{+3.3}_{-1.3} \, \text{kms}^{-1} \).

Fig. 6 plots the velocities of the observed stars as a function of radius from the centre of Tucana, with those identified as members highlighted in blue. All members are shown to lie within \( \sim 10r_{\text{half}} \) of Tucana. There is a selection bias in our observation method; by using a fibre spectrograph, we preferentially observe more distant members, as they are less closely packed, compared to those in the dense centre. Indeed, there is a large population of stars with velocities close to the systemic velocity of Tucana outside 10\( r_{\text{half}} \). We have defined our probability functions such that these objects are not selected as members due to their large distances.

There is a substantial velocity offset between the systemic velocity quoted by F09 and that measured from our data of around \( \Delta v_{\text{Tuc}} \approx 23 \, \text{kms}^{-1} \). This could be due to a number of factors, such as a wavelength miscalibration or a bias in the cross correlation procedure used. We also note that as a low resolution slit-based spectrograph, FORS2 (as used in F09) is not optimised for velocity measurements and may suffer from variations in the velocity zero point, as discussed in Kacharov et al. (2017)’s study of the Phoenix dwarf galaxy. Without repeat measurements from FLAMES+GIRAFFE, we cannot conclusively identify the origin of the velocity offset. However, we have thoroughly tested our calibration, as described in section 3.3.1, and have confidence in our result. It also should be noted that the offset does not influence our velocity dispersion measurement or any ensuing conclusions. Despite the offset, our result supports the conclusion of F09 that the galaxy is receding from the Milky Way, and could continue to do so, unbound from the Local Group.

\subsection{Tucana: A Massive Failure}

Our velocity dispersion result suggests a high central density consistent with Tucana residing within a supposed ‘massive failure’ halo as predicted to exist by Boylan-Kolchin et al. (2011). This would make Tucana the first known exception to the ‘too-big-to-fail’ problem, whereby simulated subhalos are too centrally dense to host the observed dwarf galaxies (Boylan-Kolchin et al. 2011, 2012). In Wang et al. (2012), too-big-to-fail is restated in terms of the galaxies’ maximum circular velocities; all known satellites are observed
with \( v_{\text{max}} < 30 \text{ kms}^{-1} \) (with the exception of the Magellanic Clouds—Jiang & van den Bosch 2015), yet the simulated halos should host galaxies with \( 40 \text{ kms}^{-1} < v_{\text{max}} < 60 \text{ kms}^{-1} \). Our measured velocity dispersion corresponds to a circular velocity for Tucana of \( v_{\text{circ}} = 22.7 \pm 1.4 \text{ kms}^{-1} \). We plot this velocity alongside those of the nine bright Local Group dSphs (those plotted in Boylan-Kolchin et al. 2012, Fig. 1), plus the isolated dSph Cetus, as a function of half-light radius in Fig. 10. The circular velocity of Tucana is significantly higher than that of other Local Group dwarf galaxies, indicating that Tucana is much more centrally dense than the typical dSph. Plotting rotation curves for different maximum circular velocities suggests that Tucana resides in a halo with maximum velocity \( v_{\text{max}} > 40 \text{ kms}^{-1} \). In other words, Tucana appears to reside in a ‘massive failure’ halo. If this is the case, Tucana would be the only dwarf spheroidal galaxy in the Local Group known to reside in such a halo.

The too-big-to-fail problem has been widely viewed as a universal problem with the ΛCDM model. Originally discovered to be an issue in the Milky Way satellite population, both Collins et al. (2014) and Tollerud et al. (2014) find that the problem is also present in M31 satellites. Read et al. (2017) show that both too-big-to-fail and ‘missing satellites’ are confined to group environments, and so must be the result of galaxy formation physics as opposed to some exotic formulation of the cosmology. Our result shows that there are conditions under which galaxies can retain their central mass and reside in the ΛCDM predicted halos. Tucana’s isolation from tidal effects and quenched star formation history mean it has been unaffected by the baryonic feedback effects usually invoked to resolve too-big-to-fail. This would make Tucana unique even among isolated dwarfs: Kirby et al. (2014) find that star formation in other isolated Local Group galaxies has been energetic enough to lower the central density, such that these galaxies are fully consistent with Milky Way/ M31 satellites. However, the shut-down in star formation in Tucana around 10 Gyr ago (Monelli et al. 2010) likely allowed it to retain its central mass.

5.3 A Pristine Cusp in Tucana

Fig. 11 shows the central DM density for a range of Local Group dwarfs (the gas rich ones were not modelled with GravSphere) as a function of pre-infall halo mass (Read et al. 2019). The figure highlights a strong correlation between star formation history and inner DM density, with galaxies whose star formation shut down long ago possessing central densities consistent with a central cusp, and those with extended star formation histories consistent with a cored profile. As described in Read et al. (2019), this supports the hypothesis that dark matter is heated up by extended, bursty star formation, reducing the central density and transforming cusps to cores.

Using the abundance matching technique from Read & Erkal (2018), with a stellar mass of \( M_\ast = 3.2 \times 10^6 \text{ M}_\odot \) (Hidalgo et al. 2013) and the star formation history for Tucana from Monelli et al. (2010), we estimate a halo mass for Tucana of \( M_{200, \text{abund}} = 9.4 \pm 3.6 \times 10^9 \text{ M}_\odot \), in excellent agreement with our GravSphere models (see appendix A). To be consistent with the results presented in Read et al. (2019), we use \( M_{200, \text{abund}} \) and \( \rho_{\text{DM}} \) (150 pc) as inferred using Grav-
6 CONCLUSIONS

Using the GIRAFFE spectrograph, we have taken high resolution spectra of the Tucana dwarf galaxy, identifying 36 member stars, and used a cross correlation method to measure their radial velocities. We make several key findings:

- We find the systemic velocity of Tucana to be $v_{Tuc} = 216.7 \pm 2.9\, \text{km s}^{-1}$, corresponding to $v_{GSR} = 121.7 \pm 2.9\, \text{km s}^{-1}$. This velocity is receding from the Local Group, and is consistent with the conclusion of F09 that Tucana has long been an isolated dwarf galaxy, which may have interacted with the Milky Way some 10 Gyr ago.
- We measure a rotation gradient across Tucana of $\frac{dv}{dr} = 7.6^{+2.3}_{-2.3}\, \text{km s}^{-1}\, \text{kpc}^{-1}$, which equates to a rotation velocity of $2.2 \pm 1.2\, \text{km s}^{-1}$ at the half light radius. The rotation appears to be aligned with the major axis of Tucana. Despite this rotation signature, Tucana is still primarily a dispersion supported system.
- The velocity dispersion of Tucana is found to be $\sigma_{v,Tuc} = 14.4^{+2.8}_{-2.8}\, \text{km s}^{-1}$. This dispersion is consistent with the result of F09, and suggests that Tucana is significantly more centrally dense than other dSphs. Tucana is found to be compatible with high density subhalos predicted by ACMD simulations, and hence becomes the first known exception to the too-big-to-fail problem. This proves that these ‘massive failure’ halos do exist in nature, confirming one of the key predictions of pure dark matter structure formation simulations in ACMD.
- We use Jeans modelling to estimate the dark matter density profile of Tucana. Although the uncertainties are large, our results favour a high central density ($\rho_{DM}(150\, \text{pc}) = 5.5 \pm 2.9 \times 10^4\, \text{M}_\odot\, \text{kpc}^{-3}$) and a halo mass $M_{200} = 1.37^{+0.49}_{-0.44} \times 10^{10}\, \text{M}_\odot$ consistent with abundance matching. Tucana’s old-age population distinguishes it from other isolated, gas-rich galaxies which are still forming stars today. In models where dark matter is ‘heated’ by baryonic feedback, Tucana is therefore expected to retain a higher central density than other isolated dwarfs. As anticipated from the lack of recent star formation, Tucana is consistent with residing in a ‘pristine’ dark matter halo, unaffected by dark matter heating (see Fig. 11). Further spectroscopic follow-up, particularly in the poorly sampled central regions of the galaxy, would be required to confirm the presence of a potential cusp in the density profile.
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APPENDIX A: MODELLING TUCANA IN SIDM

In this Appendix, we present the results of fitting Tucana with a coreNFW profile (see Read et al. 2016, 2018 for details of the functional form of this profile). This allows us to assess whether our results are sensitive to our choice of mass model for the dark matter halo of Tucana, and has the advantage that one of coreNFW parameters is the halo mass, $M_{200}$. The results, shown in Fig. A1, are consistent with those of the free-form model (Fig. 9). With coreNFW, we obtain a central density of $\rho_{DM}(150 \text{ pc}) = 6.6^{+3.7}_{-2.5} \times 10^8 M_\odot \text{ kpc}^{-3}$ at the 68% confidence level. As was expected from Read et al. (2018), the density profile is systematically shallower in the innermost regions than with the free-form model. This effect is a result of the priors used, but is smaller than the measured uncertainties. The coreNFW model returns a pre–infall halo mass of $M_{200} = 1.37^{+0.49}_{-0.39} \times 10^{10} M_\odot$. Overall, the results of the two models are fully consistent with each other. This demonstrates that our inference of a high central density in Tucana is not dependent on our choice of mass model and priors.

APPENDIX B: MOCK DATA TESTING OF GRAVSHERE

In this appendix we outline a series of mock data tests designed to investigate the effect of using GravSphere to model a small stellar sample.
We generate a series of mock data sets designed to reproduce the characteristics of the real kinematic data for Tucana. Each mock generates 2500 stars to reproduce the radial distribution of sources, the distribution of their velocity errors and their CMD positions. We set up the tracer density profile and kinematics for the mock assuming a Plummer light profile for the stars, with a stellar mass of \( M_\star = 0.56 \times 10^9 \, M_\odot \) and a scale length of \( r_p = 0.284 \, \text{kpc} \), and a coreNFW profile for the dark matter halo with \( M_{200} = 10^{10} \, M_\odot \) and a concentration parameter chosen to be twice the \( M_{200} - c_{200} \) relation from Dutton & Macciò (2014) (to ensure a high velocity dispersion similar to that found in Tucana). The velocities for the stars were sampled from an isotropic distribution function generated using the AGAMA code (Vasiliev 2019). Two mocks were constructed: one designed to represent a cusped galaxy; and one to represent a cored galaxy. The mocks include a foreground contribution mimicking any potential contamination of our real sample. Samples of \( \sim 20, \sim 100 \) and \( \sim 500 \) effective members were then randomly drawn from the mock datasets. These samples represent the size of the true membership sample—with sampling designed to produce four membership-weighted radial bins as in the real Tucana model—and two levels of increased sampling to illustrate the improvement achieved with more data.

\textsc{GravSphere} was then used to model the density profile of these mock data. The velocity dispersion profile \( \sigma_{\text{LOS}} \) was derived from the mock velocity data. To generate the surface brightness profile \( \Sigma(R) \), mock photometry was produced, simulating the CMD positions and radial distribution of the Magellan/MegaCam imaging catalogue. The resulting density profiles are shown for both the cusped and cored mocks in Fig. B1. The red lines mark the underlying profile used to seed the mocks. In the cusped case (bottom row), the profile is well recovered by \textsc{GravSphere}, with the constraints tightening as the sample size increases. For the lowest-sampled mock (left panels), the recovered density profile has uncertainties similar to that for the real Tucana data (compare with Fig. 9). In the cored case (top row), the central density is reasonably well recovered (within 1–σ), but the density profile is slightly biased towards lower densities than the input profile at large radii, such that the model appears cuspier than the true profile. The slight bias towards cusped profiles is noted and explored further in Read et al. (2018). There, it was shown that the bias diminishes with improved sampling to 1000 or 2000 effective members (their Figure B1). This is something that we will improve on in future work. The central density at 150pc— which is of interest in this paper—is well recovered, supporting our use of \textsc{GravSphere} to measure \( \rho_{\text{DM}}(150\text{pc}) \) for Tucana.
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Figure B1. The results of our GravSphere mock data tests. The red line shows the underlying density profile, and the black line is the profile modelled by GravSphere, with contours showing 1– and 2–σ uncertainty ranges. Top row: Density profile for a cored mock galaxy, using 20 (left), 100 (middle), and 500 (right) probability–weighted effective mock members. Bottom row: Same, but for a cusped mock galaxy. The profile and central density are better recovered with an increased sample size. In the cored case, there is a slight bias towards lower densities at higher radii, though this does not affect the measurement of the central density.