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Abstract. Validation in statistical modeling becomes a very important part to get information on how well the model has been built. Algorithm of Continuous Ranked Probability Score (CRPS) is a validation method of goodness of fit model in statistical modeling. A model that has a small CRPS value and has a small statistical significance, then the model is declared fit for data. Conversely, if a model has a large CRPS value, then the model is declared not fit for data. Several applications of the CRPS Algorithm have been developed for unimodal distribution models. Bayesian mixture is a modeling with Bayesian approach where data has a multimodal distribution. Characteristics of multimodal distribution are owned by microarray data in Indonesia, namely data on gene expression differences for several gene IDs from Chickpea plants in Indonesia. The purpose of this study was to obtain a performance from the Continuous Ranked Probability Score (CRPS) Algorithm as a goodness of fit model method in Bayesian Mixture Model (BMM) modeling for microarray data in Indonesia in a series of activities to find new varieties of Chickpea plants that are resistant to attack by pathogenic fungal diseases Ascochyta Rabiei. The results of this study have succeeded in establishing the Algorithm of Continuous Ranked Probability Score (CRPS) for the distribution of normal mixture for data on gene expression differences of Chickpea plants in Indonesia as a result of microarray experiments with Bayesian approaches. BMM modeling on microarray data is declared fit because it has a small average value of CRPS, which is 0.0412 to 0.385.
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1. Introduction
In statistical modeling, the model validation that has been built is an equally important part to do. The model validation is a series of goodness of fit model activities, namely identifying conformity between models that have been built with the model from the original data ([1], [2]). A model is said to be fit when the model built does not have a significant difference with the model from the original data, both from its characteristics and behavior [1]. Model validation can be done with several statistical test tools, one of them is the distribution suitability test. In this test, the concept of suitability can be measured through the largest vertical distance between the cumulative distribution of the model constructed (the predicted model) and the cumulative distribution of the original data model (empirical model). This concept is known as goodness of fit Kolmogorov-Smirnov (KS) ([2], [3]). In addition, there is another...
concept to measure the suitability of distribution, that is through the area of the difference in the cumulative distribution square of the model constructed (estimated model) and the cumulative distribution of the original data model (empirical model). This concept is known as Continuous Ranked Probability Score (CRPS) goodness of fit ([4], [5] and [6]). The Kolmogorov-Smirnov test is widely applied in the case of data with unimodal (non mixture) distribution, while the Continuous Ranked Probability Score test is not widely used and even if it is used it is still limited to cases of data with unimodal (non-mixture) distribution.

Chickpea, which is a producer of Chickpea Beans, which in Indonesia is called Arab Beans, is a very beneficial plant, both its roots and its fruit. The peanut products have a good taste and have high nutritional value. But the price of Chickpea beans in Indonesia is quite expensive as a result of the decline in peanut production. Chickpeas are susceptible to pathogenic fungal diseases, Ascochyta Rabiei, which results from attacks of this disease can reduce the production of Chickpea Plants [7]. Therefore we need a study of groups of gene IDs from Chickpea Plants that are characterized as Up-regulated (resistant to the attack of pathogenic fungal diseases Ascochyta Rabiei), so that they can obtain new varieties of superior Chickpea plants that can increase the production of Chickpea Beans. The challenge of data on gene expression differences in Chickpeas in Indonesia as a result of a microarray experiment, in order to classify gene IDs is that the sample sizes available are very small for each gene ID [7], but the distribution of the data is complex (mixture distribution) ([8], [9], [10], [12], [13], [14] and [15]). This requires special handling to get the right model, so that the appropriate Up-regulated gene IDs grouping can be obtained. In addition, data on differences in gene expression have specific meanings, so special scenarios are needed to simulate data on differences in gene expression according to the original data pattern [16].

Bayesian analysis is a superior method in providing inference to an unknown parameter based on its posterior distribution while maintaining the data condition as it is through a data driven concept [17]. In Bayesian analysis, it is possible to have different combinations of prior distributions and facilitate iterative updating based on new information, so as to overcome the uncertainty and complexity of the model from the data [18]. In addition, Bayesian analysis is a statistical analysis method that does not consider sample size in data, so this analysis is very flexible to use for data that has small or large sample sizes, especially for small sample sizes. Bayesian analysis is also flexible in the form of data distribution, both for unimodal (nonmixture) distribution and for multimodal (mixture) distribution [19].

In this study, the performance of Continuous Ranked Probability Score will be examined in validating the mixture model through simulation data on the gene expression differences of Chickpeas in Indonesia in order to determine the group gene IDs of Up-regulated in a series of activities to find new varieties of Chickpea plants that are resistant to attack by pathogenic fungal diseases Ascochyta Rabiei.

2. Material and Methods
The simulation data used in this study are based on original data from the research results of [7] on gene expression differences as a result of a microarray experiment of Chickpea plants in Indonesia in healthy conditions and diseased conditions as a result of the attack of pathogenic fungi Ascochyta Rabiei. There are two groups of gene IDs function in Chickpeas used in research, namely the defence function and energy function. In the defence function gene IDs group, which has a mixture distribution of 10 ID genes and in the energy function gene IDs group, which has a mixture distribution of 9 ID genes ([8], [9], [10], [11], [12], [13], [14] and [15]). Each gene ID used in this study has a sample size \( n = 3 \). The simulation data generation uses a specific scenario to obtain simulation data that is similar to the original data as data from [7] as has been found in the study of [16], given data on gene expression differences have a specific meaning. Data generated as much as 1,000 times with each data generation takes a sample size of 3. The Bayesian mixture model approach was used to model data on gene expression differences of Chickpeas in Indonesia on each gene ID used in this study and validation of the model that have been built using the Continuous Ranked Probability Score (CRPS) concept. The fit Bayesian mixture model is indicated by a small CRPS value. Software R and R2WinBUGS are used as a tool for analyzing data.
The results of exploratory data on gene expression differences in healthy and diseased conditions of Chickpea plants in Indonesia as a result of [7] research for group IDs gene defence function and group IDs gene energy function are shown in Figure 1.

3. Simulation Modeling Concept, Bayesian Mixture Analysis and Continuous Ranked Probability Score

In this sub-section, the theories related to the research will be elaborated. These theories are simulation modeling concept that are used as a reference for generating simulation data, Bayesian Analysis, Mixture Model, Bayesian Mixture Model as a model of research data and Continuous Ranked Probability Score as a validation of the Bayesian mixture model.

3.1. Simulation Modeling Concept

Analytical evaluation of the system can be done easily but often very difficult because of the complexity of the system being studied. If the system can be learned easily then experiments can be carried out directly on the system, but if the system is very difficult to learn, then experiments must be done through the model of the system. In this case the simulation scenario must be done to get the right model that is able to describe a complex system [1]. Simulation activities to imitate the original system pattern require complete information about the system to be imitated and some specific assumptions and require good computing technology. The assumptions in question are generally about the relationship of mathematical models or logical relationships to the original system, so that the resulting imitation of a system that is able to properly describe the original system.

An experiment is carried out through learning the model of the system because the complexity of the model can be done in two ways, namely through physical models and through mathematical models. If the Mathematical model is used to study the system, there are two ways to complete the Mathematical model, namely through analytic solutions and simulation solutions. A complete illustration of the system completion map can be seen in Figure 2.
Figure 2. Maps out Different Ways in Which a System Might be Studied [1].

3.2. Bayesian Analysis
Bayesian analysis is a statistical analysis method based on the posterior probability distribution model with a structure as a combination of two information, namely prior information about parameter model and likelihood function ([2], [20], [21], [22] and [23]). In Bayesian analysis, model parameters $\theta$ seen as a random variable in the parameter space $\Omega$. In the Bayesian analysis concept, suppose there are observational data $X$ which has a likelihood function $f(X|\theta)$, then the information about the parameter $\theta$ which is known before observation, is called prior $\theta$, that is $p(\theta)$. Posterior probability distribution of the $\theta$, that is $p(\theta|X)$ can be known based on equation 1.1 ([19], [22]).

$$p(\theta|X) = \frac{f(X|\theta)p(\theta)}{f(X)} \quad (1.1)$$

where:

$$f(X) = \begin{cases} \int_{\theta \in R} f(X|\theta)p(\theta)d\theta, & \text{when } \theta \text{ is continuous}, \\ \sum_{\theta \in B} f(X|\theta)p(\theta), & \text{when } \theta \text{ is discrete,} \end{cases}$$

According to [22], $f(X)$ in equation 1.1 applies as a normalized constant, so equation 1.1 can be written in proportional form as in equation 1.2.

$$p(\theta|X) \propto f(X|\theta)p(\theta). \quad (1.2)$$

posterior $\propto$ (likelihood function) $\times$ (prior)
3.2.1. Mixture Model

The mixture model is a special model for data that has multimodal properties, namely data that has a composition of sub-populations or groups, where each sub-population is an element component of the mixture model that has different proportions. The mixture model is able to combine data while maintaining the characteristics of the original data [22], [24], [25-26]. According to [22], [24], and [27], the mixture probability function which is a probabilistic model of an observation made, i.e. \( x=(x_1, x_2, ..., x_n) \) taken from a number of \( k \) sub-populations as shown in equation 1.3.

\[
f(x | \theta, w) = w_1 g_1(x | \theta_1) + ... + w_k g_k(x | \theta_k) = \sum_{j=1}^{k} w_j g_j(x | \theta_j),
\]

where:

- \( f(x | \theta, w) \) = mixture probability function of the data \( x \) with the model parameter vector \( \theta \) and weighting vector \( w \),
- \( g_j(x | \theta_j) \) = \( j \)th probability function, \( j=1,2,...,k \) with parameter \( \theta_j \) which is a parameter vector whose characteristics depend on the form of distribution \( g_j \) each component in the mixture model, and
- \( w \) = weighting parameter vector of the mixture model with elements \( w_1, w_2, ..., w_j \),
- where \( 0 < w_j < 1, \forall j \) with \( j=1,2,...,k \) and \( \sum_{j=1}^{k} w_j = 1 \).

3.2.2. Mixture Bayesian Model

Bayesian analysis in the mixture model views that all parameters in the model are random variables that have certain prior distributions, so this analysis requires prior distribution specifications for each parameter in the model [28]. According to [29], in arrange the mixture model consider that each observation \( x_i \) will be a member of one of the unknown sub-populations. If the allocation of each observation in each sub-population of the mixture model in equation 1.3 is denoted by \( z_i \), then the proportion of allocation for each observation \( z_i \) determined from the distribution in equation 1.4.

\[
p(z_i = j) = w_j, i=1,2,3,...,n \text{ and } j=1,2,3,...,k.
\]

Based on equation 1.4, if given a value \( z_i \) then according to equation 1.3, observation data \( x_i \) derived from the subpopulation which is distributed in equation 1.5.

\[
x_i | z_i \sim g_j(x | \theta_{z_i}), i=1,2,...,n.
\]

Thus, the combined posterior distribution produced by the mixture model will take the form of a combined distribution of all variables in the mixture model as described in equation 1.6.

\[
p(k, w, z, \theta, x) = p(k) p(w | k) p(z | w, k) p(\theta | z, w, k) p(x | \theta, z, w, k),
\]

where:

- \( p(k, w, z, \theta, x) \) = the combined posterior distribution of the mixture model with the number of mixture components \( k \) from data \( x \) with parameter model \( \theta \), weighting \( W \) and allocation parameter \( z \).
prior distribution of parameters for the number of mixture components as much as $k$, 
$p(w|k) = \text{prior distribution of weighting parameters } w \text{ with certain value of } k$, 
$p(z|w,k) = \text{prior distribution of allocation parameters } z \text{ conditional } w \text{ and certain value of } k$, 
$p(\theta|z,w,k) = \text{prior distribution of the model parameters } \theta \text{ conditional } z, w \text{ and certain value of } k$, and 
$p(x|\theta,z,w,k) = \text{likelihood function of data } x \text{ known } \theta, z, w \text{ and certain value of } k$.

Posterior distribution in Bayesian analysis is often very complicated to do and requires a complex integration process in determining marginal posterior of the model parameter, so a numerical Markov Chain Monte Carlo (MCMC) approach method is needed ([2], [30] and [31]). The MCMC algorithm approach to the Gibbs Sampler method can facilitate identification of the posterior distribution in Bayesian modeling ([31], [32], [33] and [34]).

3.2.3. The MCMC Algorithm with the Gibbs Sampler Approach

A numerical Markov Chain Monte Carlo (MCMC) approach is needed to obtain the posterior distribution in Bayesian analysis which is often very complicated to do and requires a complex integration process in determining posterior marginal parameters of a model [30]. Through the MCMC Algorithm with the Gibbs Sampler approach it will make it easy for complex modeling so that this method is considered a breakthrough in the use of Bayesian analysis. The MCMC method is a simulation method that combines Monte Carlo with Markov Chain properties to obtain sample data based on certain sampling scenarios ([22], [23] and [30]). The following is presented in full the MCMC algorithm with the Gibbs Sampler approach. If the model parameters are denoted by $\theta$, then the posterior distribution can be found through three steps from these MCMC algorithm with the Gibbs Sampler approach ([15], [30],[32] and [33]) as shown in the Algorithm 1.

Algorithm 1. MCMC Algorithm with the Gibbs Sampler Approach

Step 1. We will provide initial value of the parameter $\theta$.
$$\theta^{(0)} = \left(\theta_1^{(0)}, \ldots, \theta_r^{(0)} \right)$$

Step 2. We will do the sampling of the parameter $\theta$.
Generate the value of $\theta_j$, $j = 1, \ldots, r$ from their conditional distribution as follows:

Step 2.1. Sampling $\theta_1^{(k+1)}$ from $p\left(\theta_1 | x, \theta_2^{(k)}, \ldots, \theta_r^{(k)} \right)$
Step 2.2. Sampling $\theta_2^{(k+1)}$ from $p\left(\theta_2 | x, \theta_1^{(k+1)}, \theta_3^{(k)}, \ldots, \theta_r^{(k)} \right)$

$$\vdots$$

Step 2.r. Sampling $\theta_r^{(k+1)}$ from $p\left(\theta_r | x, \theta_1^{(k+1)}, \theta_2^{(k+1)}, \ldots, \theta_{r-1}^{(k+1)} \right)$

Step 3. We will do iteration of the parameter $\theta$.
Execute step 2 as $K$ times with $K \to \infty$

3.3. Goodness of Fit Continuous Ranked Probability Score (CRPS)
The basic concept of CRPS in validating the model is based on area (integral) of the difference in the square of the predicted cumulative distribution (hypothesis) with the empirical cumulative distribution
(observation). The value of CRPS is the value of the Mean Square Error from the predicted cumulative distribution (hypothesis) [6]. The CRPS formula is as in equation 1.7 ([4], [5]).

\[ CRPS = \int_{-\infty}^{\infty} \left( \hat{F}(x) - F_n(x_i) \right)^2 dx \]  

(1.7)

where:

- \(CRPS\) : nilai Continuous Ranked Probability Score
- \(\hat{F}(x)\) : cumulative density function from predicted model (hypothesis)
- \(F_n(x_i)\) : cumulative density function from empirical model (observation)

The result of CRPS according to equation 1.7 is a constant value that shows the smaller the value of CRPS (close to value 0), the better the predictive value and vice versa if the value of CRPS is greater (far from the value 0), the estimated value gets worse [35]. Illustration of the concept of CRPS theory according to [5] shown in Figure 3 and according to [36] is shown in Figure 4.

\[
CRPS(P, x_a) = \int_{-\infty}^{\infty} \left[ P(x) - P_a(x) \right]^2 dx
\]

**Figure 3.** Illustration of the Concept for CRPS Theory According to [5].
4. Result and Discussion

In this section, the results and discussion of this study will be presented. The results of the research presented are exploration of simulation data obtained, Bayesian mixture models for each gene ID, Continuous Ranked Probability Score Algorithm and Validation of the built Bayesian mixture model.

4.1. Simulation Data Exploration

Exploration of the results of the average generation of simulation data for groups of gene IDs defence function are shown in Table 1 and for groups of energy function gene IDs are shown in Table 2. This simulation data is compatible with the original data as the results of [7] and has been researched by [16]. The values of gene expression differences obtained have a negative sign, this means that 10 gene IDs in the defence function group and 9 gene IDs in the energy function group are healthy (resistant to the attack of pathogenic fungal disease Ascochyta Rabiei). This is indicated by the value of healthy expression is more dominant than the value of diseased expression. The values of gene expression differences are calculated based on the following formula:

\[
\ln \left( \frac{\text{value of diseased genes expression}}{\text{value of healthy genes expression}} \right).
\]

| No | Defence Function of Gene IDs | Repetition | Average |
|----|------------------------------|------------|---------|
|    |                              | U1         | U2      | U3      |         |
| 1  | LS0024                       | -0.6241    | -0.4632 | -0.0880 | -0.3918 |
| 2  | LS0616                       | -0.8970    | -0.3885 | -0.4253 | -0.5703 |
| 3  | LS0159                       | -1.1179    | -0.6544 | -0.5298 | -0.7674 |
| 4  | LS0162                       | -0.6988    | -0.5336 | -0.0943 | -0.4422 |
| 5  | LS0185                       | -0.6350    | -0.4998 | -0.1008 | -0.4119 |
| 6  | LS0081                       | -0.8875    | -0.8623 | -0.4046 | -0.7181 |

Table 1. Average Simulation Data from Generation 1,000 Times each Repetition for the Defence Function of Gene IDs
Table 2. Average Simulation Data from Generation 1,000 Times each Repetition for the Energy Function of Gene IDs

| No | Energy Function of Gene IDs | Repetition | Average |
|----|---------------------------|-----------|---------|
|  1 | U001                      | -0.8628   | -0.5305 | 0.0158  | -0.4592 |
|  2 | U325                      | -1.4493   | -1.3215 | -0.6623 | -0.9236 |
|  3 | U385                      | -0.8709   | -0.4621 | -0.3058 | -0.5463 |
|  4 | U447                      | -0.7124   | -0.6218 | -0.0870 | -0.4737 |
|  5 | CA0426                    | -1.0557   | -0.8208 | -0.0495 | -0.3519 |
|  6 | CA0534                    | -0.7974   | -0.7974 | -0.6152 | -0.7367 |
|  7 | CA0702                    | -0.9262   | -0.8219 | -0.4988 | -0.7490 |
|  8 | CA0810                    | -0.8932   | -0.6565 | -0.4592 | -0.6696 |
|  9 | CA1120                    | -0.7348   | -0.7129 | 0.3356  | -0.3707 |

4.2. Mixture Bayesian Model

The normal mixture Bayesian model is formed for each gene ID observed in this study. The formation of the model is based on the results of the Reversible Jump Markov Chain Monte Carlo (RJMCMC) test as a Bayesian approach test method to determine the number of mixture components in the data, where these has been investigated by [17]. The test results for the number of mixture components in each gene ID are shown completely in Table 3 and Table 4. In the defence function group gene IDs, 9 gene IDs were obtained that have a normal mixture Bayesian model with two components mixture and 1 gene ID that has a normal mixture Bayesian model with three components mixture. Whereas in the energy function group gene IDs, 7 gene IDs were obtained that have a normal mixture Bayesian model with two components mixture and 2 gene IDs that have a normal mixture Bayesian model with three components mixture.

4.3. Continuous Ranked Probability Score Algorithm

To facilitate the use of the Continuous Ranked Probability Score (CRPS) theory in validating the model, CRPS Algorithm was developed in this study. There are five steps in the CRPS Algorithm, in full the steps of the CRPS Algorithm are shown in Algorithm 2.

Algorithm 2. CRPS Algorithm

Step 1. Look at the $x$ data as a random variable with $x$ as the simulation observation data from the Chickpea data with sample size $n = 3$, so the observation data is $x_1, x_2, x_3$.

Step 2. Set the empirical cumulative distribution function from simulation data, i.e. $F_n(x_i)$.

Step 3. Set the function of the hypothesis cumulative distribution from simulation data, i.e. $\hat{F}(x)$.

Step 4. Calculate the value of CRPS by formula $CRPS = \int_{-\infty}^{+\infty} \left( \hat{F}(x) - F_n(x_i) \right)^2 dx$.
Step 5. Interpretation of the results of model validation for simulation data. The smaller the value of CRPS (close to the value 0), the more appropriate the model. Conversely, if the value of the CRPS is getting bigger (far from the value 0), then the model is increasingly not suitable.

4.4. Validation of the Mixture Bayesian Model

Normal mixture Bayesian models that have been formed, then the model validation process is needed to find out the goodness of fit model. In the Table 3 and Table 4, the average CRPS values for each gene ID were observed in this study. The results obtained show that the average value of CRPS has a range between 0.041 to the highest 0.385. Based on these CRPS values indicate that the value of CRPS is close to the value of 0. This means that the normal mixture Bayesian model that has been formed for each gene ID is fit for the original data model. Therefore, a normal mixture Bayesian model with two and three components mixture can well illustrate the distribution form of data on gene expression differences for Chickpeas in Indonesia. Through this model, it can be further utilized to determine gene ID groups that have Up-regulated characters, so that they can finally find new varieties of superior Chickpea Plants in Indonesia.

Table 3. Result of Continuous Ranked Probability Score Goodness of Fit Test for the Simulation Data on Defence Function Gene IDs

| No | Defence Function of Gene IDs | n | Mixture Bayesian Model for Each Gene IDs | Average Value of CRPS |
|----|-----------------------------|---|----------------------------------------|-----------------------|
| 1  | LS0024                      | 3 | Two Components Normal Mixture           | 0.0722                |
| 2  | LS0616                      | 3 | Two Components Normal Mixture           | 0.3380                |
| 3  | LS0159                      | 3 | Two Components Normal Mixture           | 0.1650                |
| 4  | LS0162                      | 3 | Two Components Normal Mixture           | 0.0775                |
| 5  | LS0185                      | 3 | Two Components Normal Mixture           | 0.0934                |
| 6  | LS0081                      | 3 | Two Components Normal Mixture           | 0.3400                |
| 7  | LS0752                      | 3 | Two Components Normal Mixture           | 0.3370                |
| 8  | LS0688                      | 3 | Two Components Normal Mixture           | 0.0565                |
| 9  | U070                        | 3 | Three Components Normal Mixture         | 0.0443                |
| 10 | U273                        | 3 | Two Components Normal Mixture           | 0.3550                |

Table 4. Result of Continuous Ranked Probability Score Goodness of Fit Test for the Simulation Data on Energy Function Gene IDs

| No | Energy Function of Gene IDs | n | Mixture Bayesian Model for Each Gene IDs | Average Value of CRPS |
|----|-----------------------------|---|----------------------------------------|-----------------------|
| 1  | U001                        | 3 | Three Components Normal Mixture         | 0.0412                |
| 2  | U325                        | 3 | Two Components Normal Mixture           | 0.3360                |
| 3  | U385                        | 3 | Two Components Normal Mixture           | 0.1050                |
| 4  | U447                        | 3 | Two Components Normal Mixture           | 0.3440                |
| 5  | CA0426                      | 3 | Two Components Normal Mixture           | 0.0578                |
| 6  | CA0534                      | 3 | Two Components Normal Mixture           | 0.3850                |
5. Conclusion
In this study, the performance of Continuous Ranked Probability Score as a validation method for normal Bayesian mixture models can be demonstrated for data on differences in gene expression as a result of a microarray experiment from Chickpeas in Indonesia. Normal Bayesian mixture models with two and three mixture components are able to describe the data model well, where the lowest CRPS value is 0.041 and the largest CRPS value is 0.385. The simulation data that was built, through certain scenarios has been compatible with the original data, so that through this simulation data generalization of information about CRPS performance can be done well. The normal mixture Bayesian model with two and three components mixture for each gene ID can be used to find groups of gene IDs that are included in the Up-Regulated characteristic which are then used to find superior Chickpea plant varieties.
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