Impact of Dataset Size on the Signature-Based Calibration of a Hydrological Model
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Abstract: Many calibrated hydrological models are inconsistent with the behavioral functions of catchments and do not fully represent the catchments’ underlying processes despite their seemingly adequate performance, if measured by traditional statistical error metrics. Using such metrics for calibration is hindered if only short-term data are available. This study investigated the influence of varying lengths of streamflow observation records on model calibration and evaluated the usefulness of a signature-based calibration approach in conceptual rainfall-runoff model calibration. Scenarios of continuous short-period observations were used to emulate poorly gauged catchments. Two approaches were employed to calibrate the HBV model for the Brue catchment in the UK. The first approach used single-objective optimization to maximize Nash–Sutcliffe efficiency (NSE) as a goodness-of-fit measure. The second approach involved multiobjective optimization based on maximizing the scores of 11 signature indices, as well as maximizing NSE. In addition, a diagnostic model evaluation approach was used to evaluate both model performance and behavioral consistency. The results showed that the HBV model was successfully calibrated using short-term datasets with a lower limit of approximately four months of data (10% FRD model). One formulation of the multiobjective signature-based optimization approach yielded the highest performance and hydrological consistency among all parameterization algorithms. The diagnostic model evaluation enabled the selection of consistent models reflecting catchment behavior and allowed an accurate detection of deficiencies in other models. It can be argued that signature-based calibration can be employed for building adequate models even in data-poor situations.
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1. Introduction

Model calibration in a hydrological modeling context entails finding the most appropriate set of parameters to obtain the best model outputs resembling the observed system’s behavior. Model calibration can be performed manually; however, it is an inefficient method because it is time-consuming and depends on the modeler’s experience. Therefore, much effort has been made over the past decades to develop effective and efficient calibration methods such as automated (computer-based) calibration, especially in the view of advances in computer technology and algorithmic support for solving optimization problems [1,2]. Various metrics are used in model calibration. The most widely used metrics are borrowed from classical statistical approaches, such as minimizing squared
residuals (the difference between the observations and model simulation outputs), maximizing the correlation coefficient, or aggregating several metrics such as the Kling–Gupta efficiency [1,3–5].

The calibration of a hydrological model requires multiobjective optimization because no single metric can fully describe a simulation error distribution [6,7]. For the past two decades, evolutionary-based multiobjective optimization has been used for hydrological models [8]. Multiobjective optimization has a broad range of applications in engineering and water-resource management, particularly in hydrological simulations [8,9]. For exposure to this topic, readers may be directed, e.g., to Efstratiadis and Koutsoyiannis (2010) who reviewed several case studies that included multiobjective applications in hydrology [10]. In hydrological model calibration, multiobjective optimization can tradeoff between conflicting calibration objectives and can define a solution corresponding to Pareto front’s knee point, which is nearest to the optimum point and can be considered the best individual tradeoff solution [11,12].

Many researchers have argued that calibration of rainfall-runoff models should not be limited to ensuring the fitness of model simulations to observations; it should also be able to produce other hydrological variables to ensure robust model performance and consistency [13]. Martinez and Gupta (2011) approached the concept of hydrological consistency by recommending that the model structures and parameters produced in the classical maximum likelihood estimation should be constrained to replicate the hydrological features of the targeted process [14]. Euser et al. (2013) defined consistency as “the ability of a model structure to adequately reproduce several hydrological signatures simultaneously while using the same set of parameter values” [13]. To improve model calibration, hydrological signatures as objective functions have received more attention over the last decade [7,15–19]. Hydrological signatures reflect the functional behavior of a catchment [20], allowing the extraction of maximum information from the available data [21–26]. New model calibration metrics are continuously being developed to identify optimal solutions that are more representative of the employed hydrological signatures [7,16,17,19,27–29]. However, to the best of our knowledge, Shafii and Tolson (2015) were the first to consider numerous hydrological signatures with multiple levels of acceptability in the context of full multiobjective optimization to calibrate several models; they demonstrated the superiority of this approach over other approaches that are based on optimizing residual-based measures [29].

Streamflow records of several years are necessary for calibrating hydrological models [30], making the calibration of hydrological modeling of poorly gauged catchments or that in situations of considerable data gaps challenging. Several studies have investigated the possibility of using both limited continuous and discontinuous periods of streamflow observations to calibrate hydrological models [31–43]. Tada and Beven (2012) proposed an effective method to extract information from short observation periods in three Japanese basins. They examined calibration periods spanning 4–512 days; they randomly selecting their starting day and reported varying performances, concluding the challenge of pre-identifying the performing short periods in ungauged basins [37]. Sun et al. (2017) obtained performances similar to that of the full-length dataset model when calibrating a physically based distributed model with limited continuous daily streamflow data records (less than one year) in data-sparse basins [32].

Previous studies have explored the discontinuous streamflow data on two bases that can be classified into two categories suggested by Reynolds et al. (2020). One is on the basis that the available data are limited only to separated spots of discharge and the second that the continuous records of discharge are available but only for a few events [39]. In the context of the first category, Perrin et al. (2007) achieved robust parameter values for two rainfall-runoff models by random sampling of 350 discontinuous calibration days, including dry and wet conditions, in diverse climatic and hydrologic basins in the USA [38]. They concluded that in the driest catchments, stable parameter values are harder to achieve. Pool et al. (2017) investigated an optimal strategy for sampling runoff to constrain a rainfall-runoff model using only 12 daily runoff measurements in one year in 12 basins in temperate and snow-covered regions throughout the east of the
USA. They found that the sampling strategies comprising high-flow magnitude result in better hydrograph simulations, whereas strategies comprising low-flow magnitude result in better flow duration curve (FDC) simulations [43]. In the context of the second category, Seibert and McDonnell (2015) investigated the significance of limited streamflow observations and soft data in the Maimai basin (New Zealand) [40]. They found that 10 records of discharge data sampled from high flows used to inform the calibration of a simple rainfall-runoff model result in similar results when using three months of continuous discharge data for calibration. Reynolds et al. (2020) examined the hypothesis that limited flood-event hydrographs in a humid basin are adequate to calibrate a rainfall-runoff model. Their results indicate that two to four calibration events can substantially improve flood predictions for accuracy and uncertainty reduction; however, adding more events resulted in limited performance improvements [39].

In the context of signature satisfaction and absence of time-series, Gharari et al. (2014) proposed an alternative approach for parameter identification was based on prior experience (or professional knowledge) constraints. The algorithm of parameter searching was based on random search (stepwise Monte Carlo sampling) under these constraints. The parameter sets selected using this approach led to a consistent model, along with the potential to reproduce the functional behavior of the catchment [44]. In our study, we evaluate the hypothesis that using several hydrological signatures as objective functions will directly improve the calibration process in the situation of limited data.

To conclude, much of the previous research has focused on identifying and evaluating the minimum requirements of data for model calibration regarding quantity and methods to find the most informative sections of hydrographs and exploring approaches for optimal sampling strategies. This study predominantly focuses on the development and evaluation of a signature-based model calibration approach that incorporates several hydrological signatures to guide the parameter search toward regions of hydrological consistency in the search space under various data-availability scenarios. Different setups of the multiobjective signature-based (MO-SB) optimization approach are compared to single-objective (SO) calibration using traditional error metrics. The focus is primarily on cases where only continuous short-period observations were available. This study would provide a practical solution to successfully calibrate conceptual rainfall-runoff models in terms of both performance and consistency for poorly gauged catchments.

2. Study Area and Datasets

Selection of the case study was driven by the necessity of having enough observational data to conduct experiments with progressive reduction of data availability. The Brue catchment in the UK was chosen. It covers an area of 135 km$^2$ in the southwest of England, starting from Brewham and ending at Burnham-on-sea, and the outlet is at Lovington. This catchment is covered by three weather radars and a densely distributed rain gauge station. Researchers have comprehensively studied the area for modeling rainfall runoff and for precipitation forecasting, especially during the hydrological radar experiment [27,45–47]. The catchment is predominantly characterized by some low hills, discontinuous groups of rocks under clay soils, and major grasslands. Figure 1 shows the topography of the catchment and outlet’s location.

Hourly precipitation data and discharge data from the Lovington gauging station are used in this study. Data were obtained from radar and rainfall gauges with a resolution of 15 min; in addition, data of potential evapotranspiration that was computed using a modified Penman method recommended by the Food and Agricultural Organization were obtained using automatic weather station data (temperature, solar radiation, humidity, wind speed) [48].
Three years and four months of hourly data from 1 September 1993 to 31 December 1996 were selected as the full dataset (FD) to calibrate the model, and one year and almost one month of data from 1 June 1997 to 3 June 1998 was selected as the validation dataset [45].

3. Methodology

The procedure for a signature-based model calibration followed sequential steps (Figure 2). The following subsections provide details on the implemented procedure.

Figure 1. Brue catchment.

Figure 2. Steps followed in the methodology.
3.1. Selection of Hydrological Signatures

The literature uses numerous hydrological signatures, either in hydrological model evaluation and calibration or catchment classification [20,29,49]. This study follows the guidelines or criteria for signature selection suggested by McMillan et al., (2017) [50]. The signatures were derived from the available time-series data as the basis of analysis. The selection process yielded 11 hydrological signatures listed in Table 1: three signatures extracted from three segments of the FDC, four signatures related to streamflow and precipitation, and four signatures characterizing the discharge statistics. The selected signatures have a distinct link to the hydrological process, leading to a better interpretation of the catchment’s functional behavior. Moreover, their scales do not depend on the catchment size as they represent different parts of the flow hydrograph.

Table 1. Summary of hydrological and statistical signatures used in the study.

| Symbol | Hydrological Signature | Equation | Comments | References |
|--------|------------------------|----------|----------|------------|
| FHV (FDC) | High-flow segment volume of the flow duration curve | $\sum_{h=1}^{H} Q_h$ | $h = 1, 2, 3, \ldots, H$ are the indices of high flows; their probability of exceedance is <0.02 | [51] |
| FLV (FDC) | Low-flow segment volume of the flow duration curve | $-1 \times \sum_{i=1}^{L} \log Q_i \log Q_i$ | $L = 1, 2, \ldots, L$ are the indices of low flows; their probability of exceedance is between 0.7 and 1.0 ($L$ is the minimum flow index) | [51] |
| FMS (FDC) | Medium-flow segment of the flow duration curve | $\log Q_{m1} - \log Q_{m2}$ | $m1$ and $m2$ are the lowest and highest flow exceedance probabilities within the mid-segment of FDC (0.2 and 0.7, respectively, in this study) | [51] |
| $IBF$ | Baseflow index | $Q_{BI} = CQ_{BI-1} + (1 - C) (Q_{BI} - Q_{BI-1})$ | $Q_{BI} = Q_{BI} - Q_{DI}$ | [20,52] |
| $IBF$ | Baseflow index | $I_{BF} = \sum_{i=1}^{N} \frac{Q_{m1}}{Q_{m2}}$ | $I_{BF}$ is the baseflow index, and $N$ is the total time steps of the study period | [20,52] |
| $RQP$ | Runoff ratio | $RQP = \frac{Q}{P}$ | $RQP$ is the runoff ratio, $Q$ is the long-term average streamflow, and $P$ is the long-term precipitation | [20,49,51] |
| $RLD$ | Rising limb density | $RLD = \frac{NL}{T}$ | $NL$ is the rising limb (number of peaks of the hydrograph) and $T$ is the total time that the hydrograph is rising | [13,20,49,53] |
| $EQP$ | Stream flow elasticity | $EQP = \frac{Q}{P}$ | $dQ/Q$ is the proportional change in the streamflow, $dP/P$ is the proportional change in precipitation, $Q$ and $P$ are streamflow and precipitation, respectively, at $t$ time-step, and $Q$ and $P$ are the mean of streamflow and precipitation, respectively, in the long-term | [20,54] |
| $Q_{mean}$ | Mean discharge | $\sum_{i=1}^{N} \frac{Q_i}{N}$ | $Q_i$ is the streamflow at $t$ time-step and $N$ is total time steps of the study period | [29,55,56] |
| $Q_{median}$ | Median discharge | $M(Q)$ | $Q_i$ is the streamflow at $t$ time-step, $Q$ is the mean of the streamflow, and $N$ is the total time steps of the study period | [29] |
| $DV(Q)$ | Discharge variance | $\sqrt{\sum_{i=1}^{N} (Q_i - Q)^2 / (N - 1)}$ | $Q_i$ is the streamflow at $t$ time-step, $Q$ is the mean of the streamflow, and $N$ is the total time steps of the study period | [29] |
| $Q_{peak}$ | Peak discharge | $P(Q)$ | $P(Q)$ is the peak of the streamflow data | [29] |
3.2. Data Setup

To meet the study objective, several scenarios were created to obtain different dataset sizes representing various levels of information deficiency. The following steps were followed to set up the data.

1. Select a long-period dataset as an FD for model calibration (benchmark dataset) (Table 2);
2. Select an additional dataset for model validation (Table 2);
3. Divide the FD into partial datasets progressively decreasing in size, from long-term to short-term data using four scenarios (Table 2):
   1. Scenario 1: Each new data subset is composed by removing a certain amount of data (a certain percentage, e.g., remove 25% of the total data) from the end of the FD (Figure 3);
   2. Scenario 2: The new data subset is created by removing an equal amount of data from both the start and end of the FD (Figure 3);
   3. Scenario 3: A section of the FD represents a short continuous dry period (no precipitation);
   4. Scenario 4: A section of the FD represents a short continuous wet period (frequent and intensive precipitation).

| Dataset           | Date (from–to)                          | Number of Data Records |
|-------------------|-----------------------------------------|------------------------|
| Validation dataset| 1 September 1993 00:00–31 December 1996 23:00 | 29,232                 |
|                   | 1 June 1997 01:00–30 June 1998 23:00      | 9478                   |
| Scenario 1        | 1 September 1993 00:00–2 March 1996 11:00 | 21,924                 |
| 75% FRD           | 1 September 1993 00:00–2 May 1995 22:00   | 14,615                 |
| 50% FRD           | 1 September 1993 00:00–2 July 1994 11:00  | 7308                   |
| 25% FRD           | 1 September 1993 00:00–31 December 1993 23:00 | 2928                   |
| 10% FRD           | 1 September 1993 00:00–31 October 1993 21:00 | 1462                   |
| Scenario 2        | 31 January 1994 05:00–1 August 1996 17:00 | 21,924                 |
| 75% FRD           | 2 July 1994 10:00–2 March 1996 11:00      | 14,615                 |
| 50% FRD           | 1 December 1994 15:00–2 October 1995 05:00 | 7308                   |
| 25% FRD           | 2 March 1995 22:00–2 July 1995 21:00      | 2928                   |
| 10% FRD           | 2 April 1995 08:00–2 June 1995 10:00      | 1462                   |
| Scenario 3        | 1 June 1994 00:00–1 August 1994 23:00     | 1488                   |
| Dry-period dataset| 27 December 1994 10:00–1 February 1995 13:00 | 868                    |

Table 2. Datasets used in the study.

**Figure 3.** Example of two scenarios to obtain 75% Fraction Retained Dataset (FRD) of the full dataset (FD): scenario 1 (**left**) and scenario 2 (**right**).
3.3. HBV Model Setup

HBV is a conceptual model that can simulate runoff in different climate zones using precipitation, temperature, and potential evapotranspiration as inputs; it was developed by the Swedish Meteorological and Hydrological Institute and has been applied in more than 30 countries [57,58]. Various variants of the model have been suggested, e.g., HBV-Light by Seibert (1997) [59] and HBV-96 by Lindström et al. (1997) [60]. The model comprises various routines, namely, precipitation, snow, soil, response, and routing routines. Table 3 presents the HBV parameters that are calibrated herein using the following methodology.

| Parameter                              | Explanation                                      | Unit    |
|----------------------------------------|--------------------------------------------------|---------|
| Precipitation Routine                  |                                                  |         |
| LTT                                    | Lower temperature threshold                      | °C      |
| UTT                                    | Upper temperature threshold                      | °C      |
| RFCF                                   | Rainfall corrector factor                        | —       |
| SFCF                                   | Snowfall corrector factor                        | —       |
| Snow Routine                           |                                                  |         |
| CFMAX                                  | Day degree factor                                | mm °C⁻¹ h⁻¹ |
| TTM                                    | The temperature threshold for melting            | °C      |
| CFR                                    | Refreezing factor                                | —       |
| CWH                                    | Water holding capacity                           | —       |
| Soil and Evaporation Routine           |                                                  |         |
| FC                                     | Maximum soil moisture                            | Mm      |
| ETF                                    | Total potential evapotranspiration               | mm h⁻¹  |
| LP                                     | Soil moisture threshold for evaporation          | —       |
| E_CORR                                 | Evapotranspiration corrector factor              | —       |
| BETA                                   | Shape coefficient                                | —       |
| C_FLUX                                 | Capillary flux in the root zone                  | mm h⁻¹  |
| Response Routine                       |                                                  |         |
| K                                      | Upper zone recession coefficient                 | h⁻¹     |
| K1                                     | Lower zone recession coefficient                 | h⁻¹     |
| PERC                                   | Maximum percolation rate from the upper to the lower tank | mm h⁻¹ |
| ALPHA                                  | Response box parameter                           | —       |
| Routing Routine                        |                                                  |         |
| MAXBAS                                 | Routing, length of weighting function            | H       |

3.4. Model Calibration Approaches

The calibration comprises the single objective (SO) optimization and Multi-objective signature-based (MO-SB) optimization approaches.

3.4.1. Formulation of SO Optimization Approach

In the SO approach, the constrained SO optimization algorithm is used to maximize Nash–Sutcliffe efficiency (NSE), equivalent to minimizing the mean-squared error divided by observation variance, as a goodness-of-fit measure. Nineteen parameters of the HBV model are the decision variables of the optimization problem. The upper and lower boundaries are the constraints. The calibration approach is first used to calibrate the benchmark model (using the full dataset FD) and then implemented for the datasets in the four scenarios (calibration of 12 datasets). The initial states of the models differ from one model to another, making it necessary to obtain the initial states of each model (can be done by randomized search or simply by trial and error), at the beginning of the modeling process.

The Augmented Lagrangian Harmony Search Optimizer (ALHSO) algorithm (belonging to the class of randomized search algorithms) from the pyOpt Python library was used...
to solve the optimization problem. It has been applied in complex and continuous problems, such as calibrating hydrologic models, and is efficient [61]. The ALHSO algorithm is suitable for solving an SO optimization problem and has fewer control parameters without the need to set the initial values of decision variables [10,62].

3.4.2. Formulation of MO-SB Optimization Approach

In this approach, the calibration problem is solved by evaluating the extent of signature achievement in the parameter search process executed using an optimization algorithm. Signature achievement is measured by computing the signature score function, which compares the simulated and measured signatures. The multiobjective optimization problem was solved by maximizing 16 objective functions, including 15 individual hydrological signature score functions, with a certain level of acceptability (threshold), and the NSE. Decision variables and constraints are the same as in the first approach (SO). The initial model states are known in this phase from the first experiment and can be reused. The nondominated sorting genetic algorithm (NSGA-II) algorithm [63] from the Inspired Python library was used to solve the optimization problem. NSGA-II is a multiobjective evolutionary algorithm belonging to the class of randomized search methods. NSGA-II has advantageous features compared to other multiobjective constrained optimizers regarding convergence to Pareto optimal solutions and ensuring their good spread in decision spaces and performs well in constrained problems [64].

The observed and simulated hydrological signatures were calculated for observations and model simulations. The signature deviations (\(Dev\)) between them were calculated individually (Equation (1)), consistent with past studies [29,51,65], and transferred to scores (normalizing value) using binary functions (Equation (3)). The idea of the binary score function is based on defining thresholds (+ or −) for the acceptable values of signatures (Equation (2)), meaning that if the value of deviation is within the limits, the score will equal 1 and, if not, the score will equal 0, as implemented by [29,66].

\[ \text{Dev} = \frac{\text{Signature}_{\text{Observed}} - \text{Signature}_{\text{simulated}}}{\text{Signature}_{\text{Observed}}} \]  

\[ \pm \text{Dev}_{\text{threshold}} = \pm \frac{\text{Acceptability threshold} \times \text{Signature}_{\text{Observed}}}{\text{Signature}_{\text{Observed}}} \]  

\[ \text{Score} = \begin{cases} 1, & |\text{Dev}| \leq |\pm \text{Dev}_{\text{threshold}}| \\ 0, & |\text{Dev}| > |\pm \text{Dev}_{\text{threshold}}| \end{cases} \]

In this study, two acceptability thresholds were used (10% and 20% deviation), similar to previous research [29]. In addition, to explore the algorithm convergence (speed) and diversity in Pareto optimal sets, two crossover types were implemented in setting the NSGA-II (the blend crossover (BC) and uniform crossover (UC)). In total, four parameterization algorithms were formulated and coded in Python:

- 10% acceptability threshold and BC, MO-BC (10%);
- 10% acceptability threshold and UC, MO-UC (10%);
- 20% acceptability threshold and BC, MO-BC (20%);
- 20% acceptability threshold and UC, MO-UC (20%);

3.5. The Diagnostic Model Evaluation Approach

The diagnostic model evaluation approach is based on validating (testing) both model performance and consistency. The performance was evaluated by calculating the performance measures for each model (Table 4). Consistency was evaluated by calculating the difference between the simulated hydrological signatures and those calculated from observed measurements (error). In the MO-SB calibration approach, the solution is the Pareto set that contains a large number of solutions (100 solutions), making it difficult to evaluate them all. We propose herein the idea of choosing and further evaluating a single
best solution using a single aggregated criterion (score) after exploring the composition of the optimal Pareto set. We adopted the method of ideal point, i.e., choosing a solution closest to the ideal point (for the considered problem, it is the point where all objective functions have a value of 1). In this study, NSE was used without normalization because for the considered models, it was always between 0 and 1. Minimizing the distance to the ideal point is equivalent to maximizing the distance to 0; thus, the aggregated score can be written as:

\[
\text{AggregatedScore} = \sqrt{\text{NSE}^2 + \sum_{i=1}^{N} \text{Score(Signature)}_i^2}
\]  

(4)

Table 4. Performance measures matrix.

| Symbol | Description                  | Formula                                                                 | Optimal Value | References       |
|--------|------------------------------|------------------------------------------------------------------------|---------------|-----------------|
| NSE    | Nash–Sutcliffe efficiency    | \( \text{NSE} = 1 - \frac{\sum_{i=1}^{n} (Y_{obs} - Y_{sim})^2}{\sum_{i=1}^{n} (Y_{obs} - Y_{\text{mean}})^2} \) | 1             | [17,49,67,68]   |
| RMSE   | Root mean square error       | \( \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_{obs} - Y_{sim})^2} \) | 0             | [15,49,69,70]   |
| PBIAS  | Percent bias (relative volume error) | \( \text{PBIAS} = \frac{\sum_{i=1}^{n} (Y_{obs} - Y_{sim})}{\sum_{i=1}^{n} Y_{obs}} \times 100 \) | 0             | [17,67,71]      |

4. Results

One validation dataset (Table 2) with hourly data spanning one year (1 June 1997 01:00–30 June 1998 23:00) was used in all experiments, whereas the FD was used for calibration. Calibration was run under four scenarios. Scenarios 1 and 2 have the same number of partial datasets with different combinations, whereas scenarios 3 and 4 are limited to dry and wet periods, respectively (Table 2). Figure 4 shows the number of records of partial datasets in the four scenarios models.

![Figure 4. Record numbers per (partial) dataset.](image)

4.1. Diagnostic Evaluation of the SO Optimization Approach

4.1.1. General Characterization of Results

Although the evaluation criteria in this study were based on performance and consistency, it is worthwhile to visually inspect the simulated flow hydrographs from the calibrated models to provide an overall idea of models’ ability to estimate the observed flow (peaks, low values). Figures 5–7 show the simulated hydrographs of the FD model,
50%-FRD model (scenario 2), and 5%-FRD model (scenario 2), respectively. Figures 8 and 9 show the simulated hydrographs for the dry- and wet-period models, respectively.

![Simulated Hydrographs](image)

**Figure 5.** (a) Validation of the calibrated FD model using the single-objective (SO) approach; (b) zoomed in for a clear view.

![Simulated Hydrographs](image)

**Figure 6.** (a) Validation of the calibrated 50%-FRD model; (b) zoomed in for a clear view.
Figure 7. (a) Validation of the calibrated 5%-FRD model; (b) zoomed in for a clear view.

Figure 8. (a) Validation of the calibrated dry-period model; (b) zoomed in for a clear view.
Figure 9. (a) Validation of the calibrated wet-period model; (b) zoomed in for a clear view.

The simulation graphs show that the FD and 50%-FRD models show relatively good results (Figures 5 and 6); however, none of them captured any peaks. For instance, the maximum observed peak flow was 31 m$^3$/h, whereas the simulated flow of the FD and 50%-FRD models were 17.8 and 21.5 m$^3$/h, respectively, which were much lower than the observed one was. Based on the visual comparison, it is difficult to decide which model shows better results; thus, the performance metrics and signatures must be evaluated. The 5%-FRD and dry-period models (Figures 7 and 8, respectively) show poor results, representing a typical case with short-period data that do not hold enough information that could help simulate the streamflow. However, the wet-period dataset model (Figure 9) showed reasonable results with a general flow overestimation of 19.52 m$^3$/h for the 2.6-m$^3$/h observed flow. Some peaks were overestimated (43.7 m$^3$/h vs. 22.3 m$^3$/h observed), whereas other peaks were underestimated (7.2 m$^3$/h vs. 30.1 m$^3$/h observed).

4.1.2. General Characterization of Results

All models in scenario 1 showed similar NSE values in the calibration period, ranging between 0.87 and 0.96, with the superiority of the 5%-FRD model. However, in the validation period, the 5%-FRD model showed poor performance with an NSE of approximately zero whereas the rest of the models showed good NSE values with an average deviation of 0.1 from the NSE in the calibration period (Table 5). Root mean square error (RMSE) values in the calibration and validation periods were small, ranging between 0.96 and 1.7 mm, except for the 5%-FRD model showing a 5.65-mm RMSE in the validation period (Table 5). All PBIAS values in the calibration period were positive, whereas the validation period exhibited negative values from three models (25% FRD, 10% FRD, and 5% FRD). Negative PBIAS values indicate an underestimation in the flow simulation. The PBIAS of the 25%-FRD and 10%-FRD models were acceptable but that of the 5%-FRD model was high (−106.47), which is unacceptable (Table 5), indicating that this model was built using data that were insufficient to simulate the flow.
Table 5. Results of performance measures for the four scenarios.

| Dataset               | NSE    | RMSE   | PBIAS  |
|-----------------------|--------|--------|--------|
|                       | Calibration | Validation | Calibration | Validation | Calibration | Validation |
| Scenario 1            |          |        |        |          |           |           |
| FD                    | 0.87    | 0.77   | 1.14   | 1.7      | 9.16       | 10.2       |
| 75% FRD               | 0.87    | 0.77   | 1.25   | 1.6      | 8.9        | 10.73      |
| 50% FRD               | 0.89    | 0.81   | 1.31   | 1.52     | 8.42       | 9.61       |
| 25% FRD               | 0.89    | 0.85   | 1.28   | 1.5      | 8.81       | −3.16      |
| 10% FRD               | 0.94    | 0.82   | 1.14   | 1.51     | 10.03      | −7.78      |
| 5% FRD                | 0.96    | 0.01   | 0.96   | 5.65     | 1.2        | −106.47    |
| Scenario 2            |          |        |        |          |           |           |
| FD                    | 0.87    | 0.7    | 1.12   | 1.35     | 7.5        | 11.2       |
| 75% FRD               | 0.87    | 0.72   | 1.09   | 1.3      | 7.33       | 10.24      |
| 50% FRD               | 0.9     | 0.69   | 1.02   | 1.8      | 7.63       | 15.98      |
| 25% FRD               | 0.84    | 0.78   | 1.3    | 1.34     | 15.44      | 5.96       |
| 10% FRD               | 0.86    | 0.69   | 0.41   | 1.6      | 6.92       | −22.64     |
| 5% FRD                | 0.52    | 0.1    | 0.25   | 2.8      | −0.24      | −37.1      |
| Scenario 3            |          |        |        |          |           |           |
| Dry-period dataset    | 0.72    | 0.18   | 0.1    | 2.65     | 6.58       | −36        |
| Scenario 4            |          |        |        |          |           |           |
| Wet-period dataset    | 0.86    | 0.57   | 2      | 1.75     | 6.19       | 25.6       |

Similarly, in scenario 2 (Table 5), the 5%-FRD model showed poor NSE in the calibration and validation periods (0.52 and 0.1, respectively). NSE fluctuated without a clear pattern in the calibration and validation periods. Overall, the NSE values of scenario 2 were lower than those of scenario 1, ranging between 0.69 and 0.78 (excluding the 5%-FRD model) in the validation period. The 5%-FRD model showed the lowest performance in terms of the RMSE (2.8 mm), whereas the rest of the models showed acceptable RMSE values, ranging between 0.41 and 1.8 mm in the calibration and validation periods. The 75%-FRD and 25%-FRD models had similar RMSEs (with an average of 0.3) in the calibration and validation periods, whereas the RMSE of the 50%-FRD and 10%-FRD models increased slightly in the validation period, reaching 1.6 and 1.8 mm, respectively. According to the PBIAS values, the minimum limit to acquire acceptable performance was 25% FRD as models of the short-term data (10%-FRD and 5%-FRD models) resulted in high underestimations, as indicated by the PBIAS values (−22.64 and −37.1).

Scenarios 3 and 4 (Table 5) represent short-term data for the dry- and wet-period models. The wet-period model performed better than the dry-period model in terms of the NSE, RMSE, and PBIAS. Specifically, the wet-period model showed higher NSE in the validation period (0.57) than the dry-period model (0.18), whereas the RMSE of the wet-period model was 1 mm less than that of the dry-period model (2.65 mm). Both models were inaccurate in the validation period, with either high overestimation (wet-period model) or high underestimation (dry-period model), as indicated by the PBIAS values for both scenarios. The consistency evaluation of the SO calibrated models is discussed in Section 4.2.2, with the MO-SB calibrated models to compare them.

4.2. Diagnostic Evaluation of the MO-SB Optimization Approach

In this section, a comparison between the four multiobjective optimization algorithms (MO-BC (10%), MO-BC (20%), MO-UC (10%), and MO-UC (20%)) and the SO optimization is provided. First, the performances of the models were evaluated; then, the consistency
of the models was evaluated by comparing the difference between the observed and simulated values of each signature. The results presented in this section focus on scenarios 2, 3 (dry-period data), and 4 (wet-period data) of the dataset sectioning (Table 2). Scenario 1 is not presented because its results pertain to the simple case of a gradually decreasing dataset size.

4.2.1. Performance Evaluation of MO-SB

The evaluation was based on the closest solution to the ideal point in the Pareto set, which has a maximum aggregated score according to Equation (4). Figure 9 shows the NSE values of the five models in the validation period. The MO-BC (20%) algorithm parameterization gave the highest NSE in all models. The NSE obtained from the other three algorithm parameterizations varied from one model to another, but in most cases, the MO-BC led to higher NSE than the MO-UC algorithm parameterization did. The NSE, 5%-FRD, and dry-period models resulted in low NSE, indicating poorer performance than the rest of the models; however, the wet-period model showed an acceptable NSE (average: 0.564). The RMSE values ranged between 1.18 and 2.8 mm for all models, which is relatively low. MO-BC (20%) yielded the lowest RMSEs in all models, with different dataset sizes (Figure 10). Moreover, the highest RMSEs were observed for the 5%-FRD and dry-period models (Figure 11). A noticeable decrease in the PBIAS value occurred in all models after implementing MO-SB (Figure 12) with the different parameterization algorithms. The poor performance was also observed for models of short-term data (5%-FRD, dry-period, and wet-period models). The wet-period model showed negative PBIAS as the streamflow values were overestimated because the same dataset was used as the validation dataset for all models instead of using a different dataset for the wet-period model.

![Figure 10](image1.png)

**Figure 10.** NSE values of different models using five datasets via two main calibration approaches (SO & 4 algorithms parameterization of MO-SB) for each dataset.

![Figure 11](image2.png)

**Figure 11.** RMSE values of different models using five datasets via two main calibration approaches (SO & 4 algorithms parameterization of MO-SB) for each dataset.
4.2.2. Behavioral Consistency Evaluation

The differences between the observed and simulated signatures were calculated for each signature to evaluate the consistency of the output from the optimized calibrated models and their ability to simulate the catchment’s behavior. This section presents the results of the consistency evaluation for each signature.

Baseflow index (I_{BF}): The observations and simulation results revealed high I_{BF} values (0.84–0.98), indicating a high baseflow in the catchment and a high groundwater contribution. I_{BF} values for the wet-period model were lower than those for others, confirming that wet-period data contain high flows, therefore having more direct streamflow and consequently, less baseflow than in other datasets. Furthermore, using the MO-SB approach with different parameterization algorithms did not improve the results significantly; however, MO-BC (20%) yielded the lowest errors for all models (Figure 13). The simulated I_{BF} values for all models were close to the observed values, meaning that all models were consistent with the baseflow index.

Streamflow elasticity (E_{QP}): The value of the E_{QP} calculated from observations was high (127.7), indicating that the streamflow is sensitive to precipitation and that the catchment is elastic. The results obtained from simulated flow after implementing different calibration algorithm parameterizations dramatically varied for each model, indicating signature sensitivity to the length of the records and information held by the data. The 25% FRD model was the most accurate at reflecting the streamflow’s elasticity. The performances of SO and MO-SB were similar, with errors ranging between −2.7 and −11.3. The 5% FRD and dry-period models showed small E_{QP} values, resulting in high errors (Figure 14). Wet-period model simulations also resulted in larger errors than other models but in the
opposite direction. MO-BC (20%) is the best calibration parameterization approach as it enhanced the results in all models, especially in the 10%-FRD and wet-period models.

### Figure 14. E\textsubscript{QP} errors based on observations and simulations of five datasets using two main calibration approaches (SO & 4 algorithms parameterization of MO-SB).

Rising limb density (R\textsubscript{LD}): The values of the observed and simulated R\textsubscript{LD} were small (0.02–0.04), indicating the smoothness of the flow hydrograph. The results after implementing the MO-SB algorithms were similar to those obtained using the SO approach; however, MO-BC (20%) reduced the errors marginally in the FD, 75%-FRD, 50%-FRD, 25%-FRD, and wet-period models (Figure 15).

### Figure 15. R\textsubscript{LD} errors based on observations and simulations of five datasets using two main calibration approaches (SO & 4 algorithms parameterization of MO-SB).

Runoff ratio (R\textsubscript{QP}): The R\textsubscript{QP} values were high for all models (10.9–21.6), indicating the domination of blue water in the catchment. Therefore, the streamflow is larger than evapotranspiration in the context of water balance if we assume no change in the storage of the catchment. The dry-period model showed the lowest simulated R\textsubscript{QP} and consequently, the highest errors among the other models (Figure 16), whereas the wet-period model showed a high R\textsubscript{QP} but in the opposite direction. The results confirm that data containing frequent and high events will result in a large R\textsubscript{QP} and vice versa. The 5%-FRD and 10%-FRD models also resulted in low R\textsubscript{QP}. However, using MO-BC (20%) lowered the errors significantly from 6.5 and 5.3 (obtained via SO) to 1.5 and 0.4, respectively, which are acceptable values compared to the errors of the rest of the models. MO-BC (10%) enhanced the results for R\textsubscript{QP} of the 5%-FRD and 10%-FRD models and ranked second after MO-BC (20%). Furthermore, the MO-BC (20%) significantly improved the R\textsubscript{QP} values in all models.
High-flow segment volume of the FDC (FHV (FDC)): The observed FHV (FDC) was high (2365.1), indicating that the catchment faces frequent flooding because of high streamflow. Simulated FHV (FDC) using long-period models (FD, 75%-FRD, and 50%-FRD) showed lower values than the observed FHV (FDC), although they were still acceptable. However, short-period models failed to reflect this signature as their simulated values were too far from the observed values—either very small values, as simulated using the 5%-FRD and dry-period models, or very high values, as simulated using the wet-period model. The results confirm that short-term and dry-period data lack high-flow events, underestimating the volume of the very high flows, with the opposite being true for the wet-period models. Although the errors were high for short-period models, MO-BC (20%) was the best approach according to simulations of this signature (Figure 17).

Low-flow segment volume of the FDC (FLV (FDC)): From the high errors (overestimation) in Figure 18, we found that the FLV (FDC) volume cannot be simulated by any of the models; all models failed to reflect the FLV (FDC) in the Brue catchment. However, the wet-period models yielded the lowest errors. MO-BC (20%) reduced the errors significantly in the FD, 75%-FRD, and 50%-FRD models. Nevertheless, according to this signature, no model was consistent.
Mid-flow segment slope of the FDC (FMS (FDC)): The FMS (FDC) was well simulated (Figure 19). The errors ranged between −0.2 and 0.5, with the 5%-FRD model exhibiting the best performance with an error of 0.1 for all calibration approaches. The observed FDC slope was steep (0.8), indicating flashy runoff, indicating that moderate flows do not remain in the catchment. Signature-based calibration improved the results slightly. Overall, all models were consistent for this signature.

Mean discharge (Q_mean): The observed and simulated values of mean streamflow resulting from different calibration approaches ranged between 1.2 and 2.5, whereas the observed mean was 1.9. The range of the simulated mean flows was small and acceptable. However, most simulated mean flows were lower than the observed mean flow for all models, except the wet-period model because of a lack of low flows in the wet-period data. The MO-SB algorithms provided more consistent models than the SO approach. The MO-BC (20%) enhanced the results, particularly in the FD, 75%-FRD, 50%-FRD, and 25%-FRD models (errors were almost zero; see Figure 20).
Median discharge ($Q_{\text{median}}$): The results of the simulated median streamflow resulting from the long and short-term period models using different calibration approaches converged with those of the observed median flow of the catchment (0.77–1.4) and the observed value was 1. The wet-period model was the most consistent according to the $Q_{\text{median}}$ as it showed zero errors for all parameterization approaches (Figure 21). Overall, the MO-SB algorithms improved the results for most models, except the 5%-FRD, dry-period, and wet-period models as the SO approach resulted in smaller errors than the MO-SB optimization algorithms.

Discharge variance ($DV(Q)$): The observed discharge variance was high, indicating varying streamflow. The simulated $DV(Q)$ was close to the observed value, except for the 10%-FRD, 5%-FRD, and dry-period models, where the differences were slightly higher than for other models (Figure 22). The 5%-FRD and dry-period models indicated no variability in streamflow as their variances were small because their data were in the same range and close to the mean.
Figure 22. Discharge variance errors based on observations and simulations of five datasets using two main calibration approaches (SO & 4 algorithms parameterization of MO-SB).

Peak discharge (Q_{PEAK}): This signature was associated with the maximum peak observed in the catchment. The results presented in Figure 23 show a significant decrease in the simulated peaks of the 5%-FRD and dry-period models, whereas there was a significant increase in the simulated peaks of the wet-period model. The 25%-FRD model was the most consistent in simulating the peak discharge. The simulated peaks obtained using the SO and MO-SB algorithms were the same. Overall, the MO-SB improved the results slightly, especially in the 10%-FRD model.

Figure 23. Peak discharge errors based on observations and simulations of five datasets using two main calibration approaches (SO & 4 algorithms parameterization of MO-SB).

5. Discussion

Overall, the results showed that the HBV model was successfully calibrated using SO and MO-SB optimization approaches using short-term datasets with a lower limit of approximately four months of data (10%-FRD model). These results correlate with those obtained by Brath et al. (2004) and Perrin et al. (2007), indicating that calibrated models can generate reasonable results using data for less than one year [38,41].

It is difficult to compare the results of this study to previous investigations of model performance under continuous short-term data because no previous study incorporated hydrological signatures in the process of parameters’ search using short-term data. Thus, the comparison is restricted to the general results of the models’ performance regardless of the calibration method. According to the performance measurements, the performance of MO-SB was the best for MO-BC (20%) whereas both MO-UC (10% and 20%) optimization algorithms showed the lowest performance (less than the SO approach), indicating the ineffectiveness of using this setting (uniform crossover). This finding contradicts that of a study by Shafii and Tolson (2015), who concluded that the model performance depends
more on the formulation of the optimization problem than on the choice of the optimization algorithm [29].

In terms of the impact of dataset size on performance, the FD, 75%-FRD, and 50%-FRD models exhibited similar performance. The performance of the 10%-FRD model was lower but still acceptable. The obtained results are consistent with those presented in a study by Brath et al. (2004), who proved that data of less than one year can contribute to acceptable model performances [41]. The 5%-FRD and dry-period models exhibited the lowest performance under all calibration approaches, indicating that in both cases, short hourly records and scarcity of events make the dataset insufficient to build a model that provides acceptable performance, even when using signature-based calibration. The results of the dry-period model correlate with previous findings, such as those of Li et al. (2010) who showed that dry catchments require a longer data-collection period for calibration to obtain stable parameters [36]. Perrin et al. (2007) concluded the difficulty of estimating robust model parameters in dry catchments and recommended longer periods of calibration to achieve stable parameters [38]. Pool et al. (2017) found that dry runoff periods, defined by mean and minimal flow samples, convey less information for hydrograph prediction than wet periods [43]. The situation is different when limited data, as in this study, are selected from a wet period because the availability of multiple events results in good performance. This finding is consistent with previous research, confirming that data containing sufficient high flows leads to better calibration and improved model performance [31,32,38].

Using the signatures in model evaluation allowed for developing a better understanding of the catchment processes. For example, the results provided insight into the catchment’s baseflow. The baseflow index results show a high baseflow in the catchment, correlating with results from a study on the same basin [47]. Additionally, $E_{QP}$ values demonstrated the streamflow sensitivity to the observed precipitation. The $R_{LD}$ values indicate the smoothness of the flow hydrograph. However, the $R_{QP}$ values indicate the domination of blue water, meaning that the streamflow is larger than evapotranspiration in the context of water balance if we assume no change in the storage of the catchment. The volume of the high segment of the FDC indicates a frequent flood in the catchment because of the high streamflow, which is consistent with previous investigation of the Brue catchment [72]. The FDC slope was steep, indicating a flashy runoff; therefore, moderate flows do not remain in the catchment. Also, note that all models (including the long-term data models) failed to reflect the FLV (FDC) in the Brue catchment with significant errors. This result could be interpreted by the effects of vegetation growth in the Brue catchment, leading to poor simulations of low flows, as reported in previous studies [47]. Overall, the results show that five of the hydrological signatures were sensitive to dataset size, namely, the elasticity of streamflow, FHV (FDC), FLV (FDC), $R_{QP}$, and the peak of the flow.

Finally, the study provides a quantitative estimation of the impact of dataset size on model performance and consistency for several metrics and signatures. Incorporating signatures in the model calibration process produced a consistent model with higher performance, improving the results in the case of limited data compared to only using goodness-of-fit measures. However, there is a lower limit on the length of the observation records to build a successful signature-based calibrated model. This is a matter of both dataset length and the hydrological information contained within these limited observations. Note that the signature-based diagnostic evaluation approach enables the selection of consistent models reflecting critical characteristics of the catchment behavior and allows for identifying the deficiencies of various models.

6. Conclusions

In this study, the usefulness of incorporating hydrological signatures in calibrating a rainfall-runoff model (HBV model) under different data-availability scenarios was assessed. In contrast to previous studies, the effect of dataset size on both performance and consistency of HBV calibrated models was investigated in this study. The results showed that a limited number of records can ensure a reasonably good performance in
calibration because the modeled hydrograph can fit the observations to an extent sufficient for hydrological practice. Contrarily, for the validation period, using limited data resulted in poor performance and consistency, as illustrated by the 5%-FRD model in both scenarios 1 and 2.

Nevertheless, the progressive reduction in dataset size deteriorates the model’s performance and the dry periods do not allow for feeding the models with enough information. Therefore, model performance depends on whether the data contains enough climatic information and some extreme events that could help make the model more representative of the watershed; however, more accurate quantification of such influence would require more studies. The MO-SB calibration improved the model results better than the SO calibration approach. The diagnostic evaluation approach provides a powerful and meaningful basis for interpreting model results. However, for the considered case study, the improvement was not as much as expected, and more experiments are needed with various types of catchments.

This study has some limitations, which also allow to formulate the future directions of additional research. We have not considered the uncertainty resulting from the level of confidence in the data, which is particularly important in areas where the data might not accurately represent reality. The set of signatures could be extended, and various combinations could be considered. The results of multiobjective calibration allow for a wider interpretation and provide many possibilities; however, only a single final solution was evaluated in this study. Further insights into the impact of dataset size on model performance would have been obtained if more data-partitioning approaches were explored and investigated. To extend the conclusions and validate the findings of this study, so that they would have more universal applicability, it is recommended to repeat the same investigation on more catchments with different hydrological regimes.
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