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Abstract—The vulnerability of deep neural networks (DNNs) for adversarial examples have attracted more attention. Many algorithms are proposed to craft powerful adversarial examples. However, these algorithms modifying the global or local region of pixels without taking into account network explanations. Hence, the perturbations are redundancy and easily detected by human eyes. In this paper, we propose a novel method to generate local region perturbations. The main idea is to find the contributing feature regions (CFRs) of images based on network explanations for perturbations. Due to the network explanations, the perturbations added to the CFRs are more effective than other regions. In our method, a soft mask matrix is designed to represent the CFRs for finely characterizing the contributions of each pixel. Based on this soft mask, we develop a new objective function with inverse temperature to search for optimal perturbations in CFRs. Extensive experiments are conducted on CIFAR-10 and ILSVRC2012, which demonstrate the effectiveness, including attack success rate, imperceptibility, and transferability.

Index Terms—Adversarial examples, Contributing feature regions, Adversarial patches.

I. INTRODUCTION

THE development of deep learning technology has promoted the successful application of deep neural networks (DNNs) in various fields, such as image classification [1], [2], computer vision [3], [4], natural language processing [5], [6], etc. In particular, convolutional neural networks (CNNs), a typical DNN, have shown excellent performance applied in image classification. However, many works have shown that CNNs are extremely vulnerable to adversarial examples [7]. An adversarial example is crafted from a clean example added by well-designed perturbations that are almost imperceptible to human eyes but can easily fool classifiers. Besides, adversarial examples provide a valuable and beneficial perspective for understanding the behaviors of CNNs [8].

Researchers have proposed a variety of methods to craft adversarial examples, such as L-BFGS [7], FGSM [8], I-FGSM [9], PGD [10], and C&W [11]. Goodfellow et al. [9] argued that the primary cause of the adversarial instability is the linear nature and the high dimensionality. Later work [12] studied the linearity hypothesis further and argued that adversarial examples exist when the classification boundaries lie close to the manifold of sampled data. D. Su et al. [13] empirically found the trade-off of accuracy and robustness and revealed that the robustness may be the cost of accuracy. All the aforementioned works either generate specific adversarial examples by some optimization techniques or attempt to leverage adversarial phenomena to understand CNN’s behavior to minor perturbations in visual inputs. On the contrary, we attempt to utilize the explanation of CNNs to generate more effective adversarial examples.

We are inspired by the work of CAM [14] and Grad-CAM [15], which are considered as one of the state-of-the-art visual explanations to CNNs. As shown in Fig. 1 only a small region of an object contributes the most to the classification, which is similar to human attention mechanisms. This special region is referred to as a contributing feature (CFR) in this paper. With this observation, we speculate that adding perturbations to the CFR will be more effective than previous methods. We further design a soft mask matrix to represent the CFRs for finely characterizing the contributions of each pixel. Based on this soft mask, we develop a new objective function to search for optimal perturbations in CFRs. The objective function we optimize is consist of two parts: the amplitude of the perturbations and the loss of the generated adversarial examples. To avoid the perturbation variable stopping update when the objective function goes to zero, we also introduce a hyperparameter $T$ named inverse temperature inspired by the distillation idea in [16].

Since the CFRs represent the attention regions of an object, our method crafting adversarial perturbations on CFRs is considered at a semantic level, while previous works mostly focus on perturbations at a pixel level. The typical methods like FGSM [8] and C&W [11] perturb all the pixels in an image without considering their semantics. Although some methods perturb local image regions like JSMA [17] and one-pixel attacks [18], they do not take account of the interaction between the neighboring pixels with perturbations, i.e., the perturbed pixels may do not form a continuous region. Similar to our work, some local continuous region attacks are proposed, which are named as patch attacks [19], [20] or sticker attacks [21]. Hence, our perturbations on CFR can be considered as some forms of patch attacks. However, our method is different from existing patch attacks in three aspects. The first is that the shape of patches or stickers is regular, while our CFR’s shape is arbitrary. The second is that the location of patches or stickers is optionally determined by the adversary, while our CFR is located by Grad-CAM at a semantic level. Finally,
the perturbation magnitude of their patches and stickers is not constrained, while our method limits the perturbation within a tiny bound to be imperceptible to human eyes.

Although our work seems to consider CFRs at the image semantic level, it is different from image semantic segmentation since our method is put more attention on the regions that impact classification while image segmentation is an attempt to find the object edge. In other words, we start from the network explanation while image segmentation focuses on the object itself. Recently, C. Xie et al. craft adversarial examples to fool semantic segmentation and object detection, while Z. Gu et al. leverage the YOLO detector to locate sensitive regions for adding perturbations. Essentially, their methods do not fully utilize the network explanation. Besides, the size of our CFR is far smaller than the region obtained by object detectors.

The main innovations and contributes to our work can be summarized as follows:

- To the best of our knowledge, we are the first to utilize network explanations to create adversarial patches at the semantic level. This method combines network explanations and optimization techniques to achieve a good tradeoff between strength and imperceptibility. As a result, we improved the adversarial patch method in two aspects. First, the magnitude of perturbations is substantially reduced, which is almost imperceptible to humans. Second, the position of the adversarial patch is determined at the semantic level.

- We confirmed the reasonable explanation of Grad-CAM through adversarial examples. Our work shows that the adversarial perturbations added to the CFR located by network explanations can effectively fool CNNs. It reveals an important fact that CNN has some characteristics of human neural networks from a novel perspective, that is, the CNN has an attention mechanism similar to humans to some extent, which provides a crucial clue for the further exploration of artificial intelligence.

- Extensive experiments are conducted CIFAR-10 and ILSVRC2012, which demonstrate that CFRs patch attack consistently outperforms state-of-the-art methods in the attack success rate despite in white-box or black-box settings. In brief, compared with the recent proposed patch attacks, the patch crafted by our method is imperceptible; compared with the global attacks, the magnitude of our perturbations is the smallest.

The rest of the paper is organized as follows. The next section highlights the related works in various adversarial attacks, including global perturbations and local perturbations at pixel levels. Then we describe our method to craft perturbations on CFRs in Section III and the experimental results in Section IV. Finally, we conclude the paper in Section V.

II. RELATED WORK

In this section, we introduce some related works on adversarial attacks according to the perturbed regions. These attacks are classified into global adversarial attacks and local adversarial attacks. Our approach proposed in this paper belongs to the latter. However, different from previous local attacks at the pixel level, we add perturbations on some semantic regions through network explanations. The global adversarial attacks at the pixel level are introduced in Section II-A and the local adversarial attacks at the pixel level are presented in Section II-B.

A. Global Adversarial Attacks at Pixel Levels

C. Szegedy et al. first found that DNNs are vulnerable to adversarial examples, they proposed a box-constrained optimal perturbation method called L-BFGS. Since L-BFGS used an expensive linear search method to find the optimal perturbation, it was time-consuming and impractical. I. J. Goodfellow et al. proposed FGSM (Fast Gradient Sign Method) to generate adversarial examples. They only performed a one-step gradient update along the direction of the sign of gradient at each pixel, so the computation cost is extremely lower. However, the generated adversarial example may not perform the best. According to [2], a one-step attack like FGSM is easy to transfer but also easy to defend. Based on FGSM, many other improved methods are proposed, such as I-FGSM proposed by A. Kurakin et al., in which momentum is applied to FGSM to generate adversarial examples more iteratively. F. Tramèr et al. found that FGSM with adversarial training is more robust to white-box attacks than black-box attacks due to gradient masking. They proposed a RAND-FGSM, which added random noise when updating the adversarial examples to defeat adversarial training. Y. Dong et al. proposed MI-FGSM that assumed the gradients at each iteration are related to not only the current gradients but also the gradients in the previous iteration. More recently, MDF-1-FGSM based on MI-FGSM is proposed to improve transferability in black-box attacks.

Besides these FGSM series of attacks, the researchers have proposed a variety of other improved algorithms. S.-M. Moosavi-Dezfooli et al. proposed Deepfool to find the closest distance from the original input to the decision boundary of adversarial examples. To overcome the non-linearity in a high dimension, they performed an iterative attack with a linear approximation, DeepPoo1 provided less perturbation compared to FGSM. N. Carlini and D. Wagner proposed the C&W method to defeat defensive distillation. C&W considers three forms of perturbation constraints ($l_0$, $l_1$, $l_2$). Extensive experiments are conducted CIFAR-10 and ILSVRC2012, which demonstrate that CFRs patch attack consistently outperforms state-of-the-art methods in the attack success rate despite in white-box or black-box settings. In brief, compared with the recent proposed patch attacks, the patch crafted by our method is imperceptible; compared with the global attacks, the magnitude of our perturbations is the smallest.
\(\ell_1\) and \(\ell_\infty\) norm of the added perturbations) and adjusts the added perturbations with the optimization method. As far as we know, C&W is one of the most powerful attacks at the pixel level. All of these works achieve some significant progress; however, they do not fully take into account the semantic of images, which will bring more redundant perturbations to pixels.

B. Local Adversarial Attacks at Pixel Levels

Different from manipulating each image pixel for misclassification, several methods are proposed to perturb some pixels, which are called local adversarial attacks in this paper. A classic method is JSMA proposed by N. Papernot et al. [17] for targeted attacks. They perturbed a small number of pixels by a constant offset in each iteration step that maximizes the saliency map. However, JSMA has the disadvantage of over-modifying the value of the pixels, making the added perturbations easily perceptible by the naked eye, and its adversarial strength is weak [30]. J. Su et al. [18] proposed a one-pixel attack method that successfully deceives the DNNs by modifying the value of a single pixel. Although this method is better for low-resolution images (such as CIFAR-10), the attack success rate for high-resolution images will be greatly reduced (such as ImageNet), and the cost is very large \(\ell_1\) distortion [31].

The pixels perturbed by JSMA are usually nonadjacent, another kind of method manipulates the pixels in a continuous region. I. Evtimov et al. [21] proposed a sticker attack that added noise patches as rectangular patterns on top of traffic signs to cause misclassification. T. B. Brown et al. [19] present a method to create universal, robust, targeted adversarial image patches in the real world. Our method different from them exists in three aspects. First, the size of the patch in Adversarial Patch is determined manually while it in our method is determined by the CFRs automatically. Second, the patch location of Adversarial Patch can be random in the image, while the position in our method is through Grad-CAM at the semantic level. Finally, the patches are obvious in Adversarial Patch, while our patches are imperceptible. D. Karmon et al. [20] generate localized adversarial noises that cover only 2% of the pixels in the image, none of them over the main object, and that is transferable across images and locations, and successfully fool a state-of-the-art Inception v3 model with very high success rates. Although these stickers and patch attacks have demonstrated high strength and can easily bypass existing defense approaches, there is no constraint on noise and they are obvious to be observed easily. Moreover, the location of stickers or patches is randomly determined by the adversary. Z. Gu et al. [24] leverage the YOLO detector to locate sensitive regions for adding perturbations. In contrast, the goal of our method is to locate a sensitive region through network explanations and add imperceptible perturbations.

III. METHODOLOGY

A CNN can be expressed as a high-dimensional function: \(f(X, \theta) : \mathbb{R}^m \rightarrow \mathbb{R}^C\), where \(X \in \mathbb{R}^m\) is the input example, \(Y \in \mathbb{R}^C\) is the ground-truth label of \(X\) and \(\theta\) represents the model parameters. Typically, CNN is comprised of convolutional layers with some method of periodic downsampling (either through pooling or stride convolutions). The input before the softmax layer of the CNNs, namely the Logits layer (the penultimate layer): \(Z_j = w_j^T A, \ j = 1, 2, \ldots, C\), where \(w_j^T\) is the weight matrix and \(A\) is the input vector of the Logits layer, which contains a mapping function \(X \mapsto A\). Then the softmax function can be expressed as \(S_j = \exp(Z_j)/\sum_{i \in C} \exp(Z_i)\), and the final model can be expressed as \(f(X) = S\left(w_j^T A\right)\). Given an input \(X\), then the predicted class of \(X\) can be expressed as \(\hat{y} = \arg \max_{j=1\ldots C} f(X)_j\). An adversarial example can be represented as \(X' = X + \delta\), where \(X\) is a clean nature image, and \(\delta\) is the perturbation. For obtaining imperceptible perturbations, \(\delta\) is always constrained by a \(p\)-norm, \(\|\delta\|_p \leq \epsilon\), where \(p = \ell_0, \ell_2\) or \(\ell_\infty\) and \(\epsilon\) is the perturbation bound.

Inspired by the “attention mechanism” [32], we believe that not each region in an image makes the same contribution to the classification of CNNs. Therefore, if we find a sensitive region for classification and add perturbations to them, it will be more effective to fool the classifier with fewer perturbations than previous methods [33]. Although the intrinsic mechanisms of CNNs are not fully understood by humans, some recent works have demonstrated more interesting clues [15], [14], [34]. These state-of-the-art explanations inspire us to craft local region perturbations in an interpretable way.

A. Thread Models

In general, the method to generate adversarial examples needs some proper assumptions. These assumptions consist of a so-called thread model. X. Yuan et al. [35] presented a deep learning threat model in two dimensions. The first dimension is the adversarial goal including targeted attacks and untargeted attacks according to the adversarial specificity. The second dimension is the attacker ability defined by the amount of information that the attacker can obtain from target CNNs, which are divided into two categories, i.e., white-box attacks and black-box attacks.

Adversarial Goal: Let \(f(\cdot)\) denote the target CNN classifier, \(X\) denote the input example with a ground-truth label \(y\), and \(X'\) denote the generated adversarial example from \(X\). For untargeted attacks, we obtain an \(X'\) to satisfy \(y' = \arg \max_{j=1\ldots C} f(X')_j\), where \(y' \neq y\), i.e., \(y'\) can be any class except \(y\); for targeted attacks, we specify a target class \(y^* \neq y\), and the adversarial example \(X'\) must satisfy \(y^* = \arg \max_{j=1\ldots C} f(X')_j\). In this paper, we mainly focus on untargeted attacks for further adversarial training.

Adversarial Capabilities are defined by the amount of information the adversary has about the target classifier. The so-called white-box attack means that the adversary has almost all the information on the target CNN, including training data, activation functions, network topologies, and so on. The black-box attack, however, assumes the attacker has no way to access the internal information of the trained neural network model, except the output of the model including the label and confidence. In this paper, we assume white-box settings like FGSM, C&W, etc. Nevertheless, all white-box attacks can be
employed to lunch black-box attacks employing a substitute model as described in [36].

B. Problem Formulation

In this paper, we want to add perturbations to a local region instead of on a whole image. To formalize the problem, let $X_r$ denote the region to add the perturbation $\delta_r$. On the contrary, let $\tilde{X}_r$ represent the region without perturbations. Note that $X_r$ can be not a regular region while $X$ is a rectangular. We introduce a binary matrix $M$ to represent the shape of $X_r$. Here $M$ is a 0-1 matrix:

$$M(i, j) = \begin{cases} 1, & X(i, j) \in X_r \\ 0, & \text{otherwise} \end{cases}$$  

(1)

Thus we can transfer $X_r$ to a matrix by $X \odot M$, where $\odot$ is the Hadamard product. Accordingly, obtaining $\delta_r$ can be modeled as the following optimization problem:

$$\min_{\delta_r} \|\delta_r\|_p \quad \text{s.t. } f(X + \delta_r) \neq y$$  

(2)

To solve problem (2) is expensive in computational cost. We think solving this problem lies in two key points. The one is to locate $X_r$, i.e., identifying the binary matrix $M$, which we will describe in Section III-C the other is to find a proper objective function to approximate problem (2), which we will demonstrate in Section III-D.

C. Contributing Feature Regions (CFRs)

Suppose the input image $X \in \mathbb{R}^m$ is forward propagated through the CNN, and the final convolutional layers outputs the high-level feature map $A$ of the image, where $A^k \in \mathbb{R}^{u \times v}$ represents feature map of the $k$-th convolution kernel with the size of $u \times v$. Next, $A$ passing through the fully connected layers and finally outputs a score vector $Y$ (also called logits) of each class. Let $Y^c$ represent the logits value of the $c$-th class. A larger value of $Y^c$ indicates the $X$ is predicted to the $c$-th class with a greater probability. To this end, we compute the gradient of $Y^c$ with respect to $A^k$, i.e., $\frac{\partial Y^c}{\partial A^k}$ to measure the classification prediction importance of the $k$-th convolutional kernel to the $c$-th class. Furthermore, we adopt the global average pooling operation to calculate the weight $\lambda^c_k$ of the $k$-th convolutional kernel:

$$\lambda^c_k = \frac{1}{Z} \sum p \sum q \frac{\partial Y^c}{\partial A^k_{pq}}$$  

(3)

where $Z = u \times v$, $A^k_{pq}$ is the activation at the cell $(p, q)$ of the convolutional kernel. We use the weight $\lambda^c_k$ to obtain a feature activation map $\sum_k \lambda^c_k A^k$ for the $c$-th class. Considering that only the positive elements in $\sum_k \lambda^c_k A^k$ have a positive effect on the classification prediction, the result is reactivated by ReLU to remove the influence of the negative elements, and the final activation map of the $c$-th class is obtained:

$$L^c_X = \text{ReLU} \left( \sum_k \lambda^c_k A^k \right)$$  

(4)

We visualize $L^c_X$ in the form of a heatmap (e.g. Figure 1), in which the red regions represent CFRs of the $c$-th class. For further distinguishing the contribution of each pixel in the CFRs, we design a soft-mask $M_X$ instead of the traditional binary mask in Eq. (1).

$$M_X(i, j) = \begin{cases} \frac{L^c_X(i, j)}{\sum_{m,n} L^c_X(m,n)}, & L^c_X(i, j) \geq \tau, L^c_X(m,n) \geq \tau \\ 0, & \text{otherwise} \end{cases}$$  

(5)

where $\tau$ is a threshold. The detail to obtain the perturbation $\delta_{CFR}$ is illustrated in Algorithm 1.

D. Generate Perturbations for CFRs

After locating the CFR, we further generate perturbations on the CFR. Since problem (2) is computationally expensive, we define a new objective function to relax the condition, which gives a trade-off between obtaining imperceptible perturbations and generating powerful perturbations. This objective function consists of two parts: (1) a cross-entropy loss function $J_{adv}$ for generating adversarial examples, and (2) an $\ell_2$ regularization function to limit the perturbation. In theory, the $\ell_0$ and $\ell_\infty$ can also be used for regularization. However, we notice that the $\ell_0$ norm is non-differentiable and hard for the standard gradient descent algorithm. Also, the $\ell_\infty$ norm only focuses on the largest value in $\delta_{CFR}$, it easily oscillates between two sub-optimal solutions during the gradient descent process.

The original cross-entropy loss function for generating adversarial examples is $J_{adv} = -\log S_j$, $S_j = \exp(Y_j)/\sum_{i=1}^C \exp(Y_i)$. We observe that when $S_j$ tends to approach 1, $J_{adv}$ is close to 0. At this time, the update of $\delta_{CFR}$ has minimal impact on $J_{adv}$, which is undesirable to us. To avoid this situation, we introduce a hyper-parameter $T (0 < T < 1)$ called inverse temperature inspired by the distillation idea. Then $J_{adv}$ is modified as follows:

$$J^{T}_{adv} = \frac{-\log (S_j)}{T}$$  

(6)

where $S_j \in (0, 1)$, $\log (S_j) \in (-\infty, 0)$. If $0 < T < 1$, the lower bound of $\log (S_j) / T$ is magnified and $-\log (S_j) / T$ becomes larger, that is, $J^{T}_{adv}$ becomes larger; if $T > 1$, the lower bound of $-\log (S_j) / T$ is reduced and $-\log (S_j) / T$ becomes smaller, that is, $J^{T}_{adv}$ gets larger. Our goal is that leads to $J^{T}_{adv}$ getting larger so we set $0 < T < 1$.

Thus, our final modified objective function is:

$$F = J^{T}_{adv} + \beta \frac{1}{\|\delta_{CFR}\|_2}$$  

(7)

where $\beta$ is a hyper-parameter to control the degree of distortion (we set $\beta = 1$).

Given a clean image $X$, the adversary aims to find an optimal $\delta_{CFR}$ to maximize $F$ with the constraint $X + \delta_{CFR} \in [0, 1]^m$. Since maximizing $F$ are equivalent to minimizing $1/F$, we present the optimization problem in a standard form:

$$\min \frac{1}{F} \quad \text{s.t. } X + \delta_{CFR} \in [0, 1]^m$$  

(8)
Thus, we can use the SGD algorithm to solve problem \([8]\). The gradient of \(1/F\) with respect to \(\delta_{CFR}\) is denoted by \(\nabla_{\delta_{CFR}}(1/F)\). \(\delta_{CFR}\) can be achieved by iteratively update:

\[
\delta_{CFR} \leftarrow (\delta_{CFR} - \nabla_{\delta_{CFR}}(1/F) \times \eta) \odot M_X \quad (9)
\]

where \(\eta\) is a step size.

**Algorithm 1** Craft Imperceptible Adversarial Patch

**Input:** A clean image \(X\); the iterations \(N\); the degree of distortion \(\beta\); the threshold \(\tau\); the inverse temperature \(T\)

**Output:** \(\delta_{CFR}\)

1: initialize \(\delta_{CFR}\)
   // \(K\) is the number of feature maps in the last layer of convolution layers
2: \(A_k^C \leftarrow \frac{1}{2} \sum_p \sum_q a_{kpq} \frac{\partial C}{\partial X} \cdot k = 1, \ldots, K\)
3: \(L_X \leftarrow \text{ReLU} \left( \sum_k A_k^C A_k \right)\)
   // Get CFRs
4: \(M_X(i, j) = \left\{ \begin{array}{ll}
L_X(i, j) & L_X(i, j) \geq \tau, L_X(m, n) \geq \tau \\
0 & \text{otherwise}
\end{array} \right.\)
5: for \(i = 1 \ldots N\) do
6: \(X' \leftarrow X + \delta_{CFR}\)
7: \(1/F \leftarrow 1/(\beta_{adv} + P)\)
   // Update \(\delta_{CFR}\)
8: \(\delta_{CFR} \leftarrow (\delta_{CFR} - \nabla_{\delta_{CFR}}(1/F) \times \eta) \odot M_X\)
9: end for

IV. EXPERIMENTS

In this section, we first describe the datasets, models, and metrics used in our experiment. Then we show the impact of CFRs on classification by simply setting the CFR to 0. The results confirm that the CFR play a critical role in classification. For intuition, we visualize the adversarial examples and their perturbation of various methods. In white-box settings, we compare the ASR, SSIM, and \(\ell_p\) of our method with the classic global attacks such as PGD and C&W, and local attacks such as JSMA, One-pixel. Two recent patch attacks Adversarial Patch and LaVAN are also compared. Consider the above experiments are conducted on non-protected models, we further explore the effect of our method on protected models. Besides, we compare the transferability of our method with other attacks in black-box settings. Finally, several key hyper-parameters are discussed.

A. Experiment Setup

**Datasets and Models.** We validate our method on two benchmark datasets CIFAR-10 [37] and ILSVRC2012 [38]. CIFAR-10 consists of 60,000 images with the size of \(32 \times 32\), including 10 categories and each with 6,000 images, in which 50,000 images are used for training and 10,000 images are used for tests. ILSVRC2012 contains 1,000 categories, in which 1,200 thousand images are used for training, and 50,000 images are used for tests. All the images we use to generate adversarial examples are correctly classified by all models, which can guarantee all the misclassified examples are adversarial examples. Two popular CNNs VGG [2] and ResNet [3] are selected for our experiment. According their layers, they are further divided into VGG-11, VGG-13, VGG-16, ResNet-18, ResNet-34, and ResNet-50.

**Evaluation Metrics.** We use (1) the attack success rate (ASR) to measure the power of the adversarial examples, (2) the \(\ell_p\) norm to measure the perturbation amplitude, and (3) the structural similarity (SSIM) index as a measurement of image similarity because human visual perception is highly sensitive to the structural information of an image [39].

- **ASR:** Given \(n\) clean images correctly classified by the CNN, the corresponding adversarial examples are obtained by a special generating method. Suppose \(X_i\) represents the \(i-th\) clean image, its true label is \(Y_i\), and \(X'_i\) is its corresponding adversarial image. Then ASR can be obtained by the following formula:

\[
\text{ASR} = 100 \times \frac{1}{n} \sum_{i=1}^{n} r
\]

where \(r = \left\{ \begin{array}{ll} 1, & \text{arg max } f \left( X'_i \right) \neq Y_i \\
0, & \text{arg max } f \left( X'_i \right) = Y_i \end{array} \right.\)

- **SSIM:** Given a clean image \(X\) and its corresponding adversarial image \(X'\), SSTM \((X, X')\) measures the similarity between \(X\) and \(X'\). A larger SSTM \((X, X')\) indicates a higher similarity between two images.

\[
\text{SSIM} \left( X, X' \right) = \left[ l \left( X, X' \right) \right]^\alpha \left[ c \left( X, X' \right) \right]^\beta \left[ s \left( X, X' \right) \right]^\gamma
\]

where \(\alpha, \beta, \gamma > 0\), \(l \left( X, X' \right)\) is brightness comparison, \(c \left( X, X' \right)\) is contrast comparison and \(s \left( X, X' \right)\) is structure comparison:

\[
l \left( X, X' \right) = \frac{2\mu_X\mu_{X'}}{\mu_X^2 + \mu_{X'}^2 + c_1}
\]

\[
c \left( X, X' \right) = \frac{2\sigma_{XX'} + c_2}{\sigma_X^2 + \sigma_{X'}^2 + c_2}
\]

\[
s \left( X, X' \right) = \frac{\sigma_{XX'} + c_3}{\sigma_X\sigma_{X'} + c_3}
\]

where \(\mu_X\) and \(\mu_{X'}\) represent the average of \(X\) and \(X'\) respectively; \(\sigma_X\) and \(\sigma_{X'}\) represent the standard deviation of \(X\) and \(X'\) respectively, \(\sigma_{XX'}\) represents the covariance of \(X\) and \(X'\); \(c_1, c_2, \text{ and } c_3\) are constants.

B. Impact of CFRs on Classification

We first evaluate the impact of CFRs on the classifier through two groups of special adversarial images. The image in one group keeps the pixels in CFR unchanged while the rest of the pixels are set to 0, which is denoted as Adv-non-CFR. On the contrary, the image in the other group keeps the pixels unchanged other than the CFR that is set to 0, which is denoted as Adv-CFR. These special adversarial images are crafted from 10,000 clean images on CIFAR-10 and adopted the threshold \(t = 0.2\). Fig. 4 shows the examples of Adv-CFR and Adv-non-CFR. These examples of Adv-CFR and
Fig. 2. Two groups of special adversarial images: Adv-CFR and Adv-non-CFR.

Fig. 3. Accuracy of different models with clean images, Adv-CFR, and Adv-non-CFR examples.

Adv-non-CFR are tested on VGG and ResNet, and the results are shown in Fig. 3. Compare to the original clean images, the accuracy of Adv-non-CFR decreases by no more than 3%, however, the accuracy of Adv-CFR decreases by at least 60%. The result reconfirms the conclusion of Grad-CAM that the CFRs play a key role in the classification.

C. Visualizing Adversarial Attacks

To intuitively perceive adversarial examples and the added perturbations, we present them in Fig. 4, 5, and 6. PGD and C&W adversarial examples belong to global pixel perturbations, which are compared with our method on CIFAR-10 (see Fig. 4) and ILSVRC2012 (see Fig. 5). It can be seen that the images added by our patch perturbations are perfectly closer to the original clean images than these global perturbed images. On CIFAR-10, the average SSIM of PGD is 0.94, C&W is 0.94, while our method is 0.99. On ILSVRC2012, the average SSIM of PGD is 0.91, C&W is 0.89, while our method is 0.99.

Two recent patch attack methods—Adversarial Patch [19] and LaVAN [20] are compared with our method on ILSVRC2012. In particular, due to the low resolution and relatively small of CIFAR-10, this method does not use it. For Adversarial Patch, we use the same experimental setting as [19] attacking 15% of image size. For LaVAN, we follow the same implementation as [20] that adversarial patches cover 2% pixels in the image. Fig. 6 presents the patches, adversarial examples, and the SSIM value of two methods. This can be further confirmed by the SSIM value, where our method is perfectly close to 1 under the same $\ell_2$ norm constraint.
To further illustrate the superior performance of our method, we report the ASR, SSIM, and $\ell_p$ distortion of different attack methods in Table 1. ResNet-18 and VGG-19 are leveraged to run on CIFAR-10 and ILSVRC2012, respectively. Six classic adversarial attack methods are compared with our method. For PGD, the perturbation bound $\epsilon = 16$, the step size $\alpha = 2$, and 20 iterations are adopted. For C&W, the constant $c = 1$, learning rate $lr = 0.01$ and 1,000 iterations are adopted. Besides the global attacks PGD and C&W, two local attacks JSMA and one-pixel attack are also considered. For JSMA, we set the intensity variations $\theta = 0.3$. For a one-pixel attack, we adopt five pixel-modification. For Adversarial Patch (non-target), we still attack 15% of image size. For LaVAN (non-target), we train the noise up to 10,000 iterations, perturb roughly 2% of the image pixels and choose the location around the corners.

Specifically, besides our CFR patch attack, PGD and C&W have the high ASR while have the larger distortion, i.e., the larger $\ell_p$ ($p = 0, 1, 2, \infty$) and the smaller SSIM on CIFAR-10 and ILSVRC2012. Compare to our method, JSMA is lower with ASR (ASR: 90.33% vs. 100.00%); and larger with $\ell_p$ distortion on CIFAR-10. On ILSVRC2012, our method still outperforms JSMA. In particular, the $\ell_1$ distortion of JSMA reaches the maximum value of 1, which means that the human eyes can easily distinguish the modified pixel. For the one-pixel attack, we choose to attack 5 pixels. Although the $\ell_0$ and $\ell_1$ distortion of the one-pixel attack is smaller than our method on CIFAR-10, the $\ell_2$ and $\ell_\infty$ distortion is greater than our method. Furthermore, the ASR of the one-pixel attack is only 80.77%, which is far lower than that of ours (100%). On ILSVRC2012, the $\ell_0$, $\ell_1$ and $\ell_2$ distortion of the one-pixel attack are the smallest, but the $\ell_\infty$ distortion also reaches the maximum value of 1 and its ASR is only 40.56%. Compared with Adversarial Patch and LaVAN, although the $\ell_0$ distortion smaller than our method, the $\ell_2$ and $\ell_\infty$ distortion are far greater than our method and the patch is clearly visible to the human eye. In summary, our method achieves the most powerful attack ability, besides it can ensure the perturbations imperceptibly.

### E. Transferability

Transferability is a well-known property of adversarial examples, that is, the adversarial examples misleading one model can also mislead other models [40]. This property is generally utilized by the adversary to launch a black-box attack. In this section, we compare the transferability of our CFR patch examples with other classic adversarial examples in black-box settings. In these methods, PGD, M-DI2-FGSM, and C&W are global adversarial attacks, while Adversarial Patch and LaVAN are local adversarial attacks. Note the model for crafting adversarial examples is referred to a substitute model, while the model for testing adversarial examples is termed as a target model in this paper.

For CIFAR-10, we choose VGG-11, VGG-13, VGG-16, ResNet-18, and ResNet-34 as target models, and one of them as a substitute model. Then we obtain five heatmaps as shown in Fig. 7 (a)-(e), where the horizontal axis represents the adversarial examples (i.e., PGD, M-DI2-FGSM, etc.) generated on one substitute model, and the vertical axis represents the target models. The element in the heatmap is the accuracy of target models against adversarial examples, which smaller values indicate higher transferability. Note when the substitute model is consistent with the target model, it is equivalent to a white-box attack. Therefore, in this case, the accuracy will be very lower than other target models. Here we focus on transferability and merely consider the case that the target model is different from the substitute model. In Fig. 7 we observed that the adversarial examples generated with our method have higher transferability than other attack methods, including state-of-the-art M-DI2-FGSM. The same conclusion is obtained with ILSVRC2012 in Fig. 8 which indicates perturbation crafted with network explanations has more powerful attack ability in black-box settings.

### F. Adversarial Attacks on Protected Models

The above foregoing evaluation is conduct on the target model without protection. Now we further test the attack ability of our patch adversarial examples on the protected model. We mainly focus on the model protected by adversarial training, because adversarial training is popularly considered as one of the most effective defenses. Here we use Fast adversarial training [41] and PGD adversarial training [10].
For Fast adversarial training, we set the perturbation bound $\epsilon = 8$ on CIFAR-10 and $\epsilon = 2$ on ILSVRC2012 respectively. For PGD adversarial training, we set 7 iteration steps, the step size $\alpha = 2$, and the total perturbation bound $\epsilon = 8$. Finally, we obtain four protected models ResNet-18-Fast, ResNet-18-PGD, VGG-16-Fast, and VGG-16-PGD.

Consider the image size of CIFAR-10 is too small, we only conduct patch attacks on ILSVRC2012. For CIFAR-10, we compare PGD, C&W, and our method. For ILSVRC2012, we add two patch attacks Adversarial Patch and LaVAN. Table II reports the results of the protected models under various attacks. We observe that adversarial training cannot achieve perfect performance against these attacks (the ASR higher than 50.00%). Among them, our CFR patch attack outperforms other attacks in ASR. For example, our method can achieve 79.87% ASR against VGG-16-Fast on ILSVRC2012.

### G. Analysis of Hyper-Parameters

**Iterations** $N$ and **inverse temperature** $T$ are two dominant hyper-parameters in our algorithm, and here we focus on their effects on ASR. We observe that ASR tends to increase along with increases in Fig. 9 when $N = 30$, ASR of our method can reach 100% on both datasets with a proper inverse temperature (e.g. $T = 0.1$), which indicates that our objective function can find the global optimal solution with fine-tuned parameters. We further discuss the impact of inverse temperature $T$. As shown in Fig. 9 when $T > 1$ or $T$ is too small, it will prevent our patch attack from achieving a higher ASR regardless of increasing iterations. Remind that the purpose of inverse temperature $T$ is to prevent the loss $J^T_{adv}$ from decreasing to 0 as shown in Section III-D. Nevertheless, when $T > 1$, $J^T_{adv}$ becomes smaller, which leads to a smaller ASR, e.g., when $T = 2$, it achieves the lowest ASR in Fig. 9.

Similarly, the smaller $T$ makes $J^T_{adv}$ become so large that it deviates far from the original value and the optimal direction, which makes it hard to converge to the optimal solution. For instance, when $T < 0.1$, the ASR of patch attacks present a downward trend. In summary, a moderate value of $T$ is desirable, e.g., $T = 0.1$ for ILSVRC2012.

**Threshold** $\tau$ is also a dominant hyper-parameter to determines the shape of CFRs, that is, the size of the range of adding perturbations. We use $\ell_0$ norm to measure the number of perturbed pixels. Specifically, $\tau = 0$ means the total pixels in the image are perturbed. As shown in Fig. 10, ASR and $\ell_0$ are presented in the same figure with two independent vertical axes. We observe that increasing the threshold $\tau$ can decrease $\ell_0$ norm, i.e., the size of perturbed regions is reduced, however, it does not affect the ASR of our patch attacks. The
The effect of iterations $N$ and inverse temperature $T$ on the ASR. (a) ResNet-18 network on the CIFAR-10 dataset ($\tau = 0.2$, $\eta = 10$, $\beta = 1$); (b) VGG-16 network on the ILSVRC2012 dataset ($\tau = 0.2$, $\eta = 20$, $\beta = 1$).

This work explores a novel patch attack method by utilizing the network explanation at the semantic level. Extensive experiments on CIFAR-10 and ILSVRC2012 show that our patch attack outperforms either existing global region attacks (such as PGD and C&W) or local region attacks (such as JSMA, One-Pixel, Adversarial Patch, and TPA) and as well within a tiny bound to be imperceptible to human eyes. Meanwhile, the attack based on contributing feature regions may also provide a new perspective for future research on better defensive methods.

V. CONCLUSIONS
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