Migraine Strikes as Neuronal Excitability Reaches a Tipping Point
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Abstract

Self-propagating waves of cerebral neuronal firing, known as spreading depolarisations, are believed to be at the roots of migraine attacks. We propose that the start of spreading depolarisations corresponds to a critical transition that occurs when dynamic brain networks approach a tipping point. We show that this hypothesis is consistent with current pathogenetic insights and observed dynamics. Our view implies that migraine strikes when modulating factors further raise the neuronal excitability in genetically predisposed subjects to a level where even minor perturbations can trigger spreading depolarisations. A corollary is that recently discovered generic early warning indicators for critical transitions may be used to predict the onset of migraine attacks even before patients are clinically aware. This opens up new avenues for dissecting the mechanisms for the onset of migraine attacks and for identifying novel prophylactic treatment targets for the prevention of attacks.

Introduction

About 12% of humanity is plagued by recurring migraine attacks that are characterized by disabling headaches and associated autonomic symptoms [1]. In up to one third of patients, attacks may be associated with neurological (usually visual) aura symptoms, which are caused by the electrophysiological phenomenon of “cortical spreading depression” [2]. This is a pattern of autonomous neuronal firing activity that starts at a focal point within the brain, and subsequently propagates as a slow wave in all directions across the cortex and into subcortical brain regions, until it hits upon less sensitive regions of the brain [2,3]. Although convincing evidence in humans is still lacking, there is increasing evidence from animal experiments that spreading depression not only is the underlying mechanism for migraine aura but also may activate the trigeminovascular “headache generating” system and thus may trigger the whole attack in at least a proportion of patients [4–7].

While much research has focused on the electrophysiological basis of the spreading process across the cortex [8], surprisingly little is known about the mechanisms causing spreading depression to start. When, why and how does such an outbreak of spontaneous firing strike? Several factors have been shown to play a role, ranging from genetic variants [9–12] to hormonal fluctuations [13,14], all leading to neuronal hyperexcitability [12,15]. The hypothesis we put forward is that increasing excitability bring the brain to a tipping point for spreading depression, and that as this tipping point is approached, resilience of the brain decreases in the sense that increasingly small perturbations are sufficient to trigger the onset.

Results

We illustrate the rationale behind our hypothesis with a minimal model of the mechanism we have in mind. The model is ‘minimal’ in the sense that we only focus on the ingredients that are essential for understanding the potential for a tipping point. There is a large literature starting in the 1970’s linking mathematics of dynamical systems to diseases with complex and cyclic dynamics such as Cheyne Stokes respiration, epilepsy, bipolar disorder, and cardiac arrhythmias [16]. Also, there have been sophisticated models in computational neuroscience that specifically address spreading depression, its onset and spatial dynamics [8,17]. Here we do not go into such complex temporal and spatial dynamics. Rather, we focus on the simplest set of mechanisms needed to understand how the brain can arrive at a tipping point for spreading depression. We do not do explicitly consider the dynamics of individual neurons and their interactions in the complex network. Instead, we analyze the total activity and excitability of a local ‘population of neurons’ (a so-called mean field- or mass- model). This allows us to explain the essence based on only three assumptions (Fig. 1):

1. Activity of a group of neurons (A) increases with the level of incoming stimuli (S) and the overall neuronal excitability (E).
2. Excitability is modulated by overall physiological conditions and genetic factors, and promoted by local neural activity, implying positive feedback mechanisms.
3. When excitability surpasses a critical level, neural activity may be triggered merely by the activity of neighboring neurons, thus turning into a locally contagious process.
While the first assumption is straightforward, the background for the second assumption is that neural activity promotes intercellular concentrations of potassium and glutamate, which in turn promote the excitability of neurons in the area [18]. The third assumption follows from the observation that cortical spreading depression spreads centrifugally as a traveling wave over the cortex. Unless orchestrated from another brain area (for which there is no indication) this behavior implies a local contagious component to the firing of neurons.

Figure 2 explains graphically how a tipping point can arise from the above assumptions (for the mathematical model, and a more specific definition of the parameters and variables see the material and methods section). Imagine a dynamic equilibrium of neural activity in a small brain region, resulting from the balance between generation and decay of pulses. If we plot the generation and decay of pulses together, it can be seen that multiple equilibriums may arise at their intersections if the generation of activity rises relatively sharply when the contagious local neural firing kicks in (positive feedback) around a critical excitability level ($e_{\text{crit}}$). The unstable middle equilibrium marks the boundary between the two ‘basins of attraction’ around the stable states.

To see how the brain can be brought to a tipping point, imagine what happens if the base-line excitability $e_0$ increases (Fig. 2b). The unstable point moves closer to the normal stable state causing the basin of attraction for the normal state to shrink. Therefore the resilience becomes smaller, in the sense that a smaller perturbation is needed to let the system fall into the attraction basin of the hyperactive (aura/migraine) state. A further increase in base-line excitability can cause the unstable point to collide with the normal stable state, causing it to lose stability and disappear. This is the real ‘tipping point’, or in mathematical terms a fold-bifurcation point. The way in which the equilibriums are affected by base-line excitability (and/or stimulus strength) can be summarized in one graph (Fig. 2c) known as a catastrophe fold, where the dashed middle section represents the repelling unstable equilibriums that mark the border of the attraction basins of the normal state and the aura state. The essence of the interpretation of changing resilience can be captured in an intuitive way by a stability landscape representation (Fig. 3). Each of the landscapes corresponds to a different physiological condition (captured in excitability $e_0$ in our minimal model). Note that the aura/migraine state in practice is a transient rather than a true stable state. Hyperactivity stops at the rear end of the travelling wave of cortical spreading depression as a result of exhaustion of ATP or oxygen. We are not further addressing the mechanisms of how the process spreads and ultimately halts [17], as we focus on the triggering mechanisms.

Figure 1. Causal structure that may lead to a tipping point for autonomous firing, as illustrated by the minimal model. doi:10.1371/journal.pone.0072514.g001

Figure 2. Graphical model showing how a tipping point for cortical spreading depression can arise. a) Three equilibriums may occur at intersection points where the rate of generation of new pulses (sigmoidal curve) equals the rate of decay (dashed line) of neural pulses. Activity increases when the generation of new pulses exceeds the decay of pulses (sections I and III) and decreases in the other sections (sections II and IV). It can be seen from the arrows representing this direction of change that the middle intersection point is a repeller that marks the border between the basins of attraction of the two alternative stable states. b) Increasing base-line excitability promotes the generation of new pulses causing the unstable equilibrium (open dot) and the stable normal state (left hand solid dot) to move closer together. This reduces resilience of the normal state in the sense that a smaller perturbation is needed to invoke a shift to the Aura state (horizontal dashed arrows in panel). c) Plotting how the intersection points representing equilibriums move as a function of base-line excitability, a catastrophe fold arises. The fold bifurcation point (F) marks the loss of stability of the normal state. doi:10.1371/journal.pone.0072514.g002
Discussion

The presence of a tipping point implies four well-defined predictions that can be checked against empirical observations [19,20]:

1. The system occasionally goes through a sudden transition.
2. A system at any given moment tends to be in either of the two contrasting states rather than somewhere in between.
3. A short perturbation can trigger a shift to a lasting contrasting regime.
4. Change in conditions can reduce the resilience of the system in the sense that a smaller perturbation is needed to invoke a shift.

Clearly the character of cortical spreading depression is well in line with these predictions: The onset of cortical spreading depression sharply breaks the normal regime of the brain [1]; It is an all-or-none phenomenon with no evidence for stable intermediate states [2]; and Perturbations such as light flashes can invoke a shift [3] [18]. The fact that the latter happens only rarely in non-migraineurs and that an attack may sometimes be provoked by a small stimulus (e.g., a light flash) implies indirect evidence for prediction (4). In addition, the observation that the amplitude of electroencephalographic responses to light flashes tends to be systematically larger in the days before a migraine attack [21,22] is well in line with the view that increased excitability may periodically bring patients closer to a tipping point.

The view of cortical spreading depression-induced migraine as a critical transition at a tipping point opens up entirely new angles when it comes to perspectives for attack prediction and treatment. Most importantly, it has recently been shown that the distance to a tipping point in complex systems may be estimated based on generic early warning signals [19]. For instance, the recovery time to the normal regime upon a small perturbation is predicted to become longer as a system comes closer to the critical point [19,23]. This has just been demonstrated for a living system [24], and it would be a logical step to study the decay rate of brain responses to small perturbations such as visual stimuli. As the brain continuously generates activity, development of a robust protocol to detect such slowing down is not trivial. However, if we find ways to objectively measure resilience this way, this opens up novel possibilities. Firstly, we may give patients a simple home test to warn for impending attacks. They could then start pre-emptive short term prophylaxis to reduce excitability and enhance resilience, e.g., with antiepileptic agents known to be also effective in migraine [25], and in addition avoid strong stimuli or activities which are known to specifically trigger their migraine attacks. Secondly, from a research perspective, objective measures of resilience would help to effectively search for mechanisms involved. Now we typically classify subjects into groups such as migraineurs versus healthy persons. However, in our view resilience within these groups may vary strongly, and also within subjects resilience will vary over time. Objective measurements of resilience would greatly enhance the power for instance of statistical tools that can put us on the track of factors related to resilience, including time-varying aspects such as blood or cerebrospinal levels of substances. Some factors contributing to resilience are now well understood, but much could be gained in terms of treatment design if we could develop a more comprehensive insight in the mechanisms that can strengthen or undermine resilience against the onset of cortical spreading depression.

Finally, other episodic brain disorders such as epilepsy may benefit as well from this type of research. Migraine and epilepsy are comorbid episodic brain disorders that have common pathophysiological mechanisms and treatments. Migraine attacks, like epileptic seizures, may be triggered by excessive neocortical cellular excitability; in migraine, however, the hyperexcitability is believed to transition to cortical spreading depression rather than to the hyper-synchronous activity that characterizes seizures [25].

Materials and Methods

To translate our three assumptions into a mathematical model, imagine a dynamic equilibrium of neural activity (A) in a small region, resulting from the generation and decay of pulses. A simple way to formulate that consistent with our assumptions could be:

\[ \frac{dA}{dt} = (c\cdot S + q \cdot A \cdot \frac{d}{dp} + e_{crit} A) \cdot (1-A) \cdot d \cdot A. \] (1)

The last term in this equation reflects a simple proportional decay (at rate d) of pulses. The rest of the equation describes the generation of pulses. The multiplier (1 - A) goes to zero as A approaches unity, causing activity to be limited to values between zero and one. The term c S represents the generation of pulses resulting from external stimuli (S) depending on the excitability (c)
of the neurons. The remaining term reflects the generation of pulses caused by the firing activity \( \langle f \rangle \) of the other neurons in the area. The maximum intensity of this ‘contagion effect’ is scaled by a factor \( q' \). The effect really kicks in when a critical excitability level \( \langle \epsilon_{\text{crit}} \rangle \) is reached. This threshold response is formulated as the so-called Hill function \( (\frac{\epsilon}{\epsilon + \epsilon_{\text{crit}}}^{e} \epsilon) \) that for sufficiently high values of \( e \) increases with \( \epsilon \) in a steep sigmoidal way from zero to one around the critical excitability level \( \langle \epsilon_{\text{crit}} \rangle \).

To include the feedback effect of activity on excitability we assume a linear relationship for simplicity:

\[
\dot{\epsilon} = \epsilon_0 + c \cdot A. \tag{2}
\]

Where \( \epsilon_0 \) is the base-line excitability as determined by predisposition through genetic factors and general physiological conditions, and \( c \) is the steepness of increase in excitability with neural activity. The full model is thus defined by substituting equation 2 for each \( \epsilon \) in equation 1:

\[
\frac{dA}{dt} = \left( \left( \epsilon_0 + cA \right) S + q \cdot A \right) \frac{(\epsilon_0 + cA)^p}{(\epsilon_0 + cA)^p + \epsilon_{\text{crit}}^p} \left( 1 - A \right) \cdot dA. \tag{3}
\]

For suitable parameter settings (e.g. our defaults: \( S = 0.1; d = 0.1; e = 1.5; f = 1; h = 5; p = 4 \)) this model has a tipping point where the system may switch between a normal activity regime to a state of self-propelled hyperactivity (the spreading depression). To illustrate in an intuitive way why such behavior can arise from our assumptions we turn to a simple graphical representation.
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