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Abstract

Image aesthetic quality assessment (AQA) aims to assign numerical aesthetic ratings to images whilst image aesthetic captioning (IAC) aims to generate textual descriptions of the aesthetic aspects of images. In this paper, we study image AQA and IAC together and present a new IAC method termed Aesthetically Relevant Image Captioning (ARIC). Based on the observation that most textual comments of an image are about objects and their interactions rather than aspects of aesthetics, we first introduce the concept of Aesthetic Relevance Score (ARS) of a sentence and have developed a model to automatically label a sentence with its ARS. We then use the ARS to design the ARIC model which includes an ARS weighted IAC loss function and an ARS based diverse aesthetic caption selector (DACS). We present extensive experimental results to show the soundness of the ARS concept and the effectiveness of the ARIC model by demonstrating that texts with higher ARS's can predict the aesthetic ratings more accurately and that the new ARIC model can generate more accurate, aesthetically more relevant and more diverse image captions. Furthermore, a large new research database containing 510K images with over 5 million comments and 350K aesthetic scores, and code for implementing ARIC are available at https://github.com/PengZai/ARIC.

Introduction

Image aesthetic quality assessment (AQA) aims to automatically score the aesthetic values of images. This is very challenging because aesthetics is a highly subjective concept. AQA models are either regressors or classifiers that extract image features and output the aesthetic scores or classes (Zhao et al. 2021). Many images, especially those on photography competition websites contain both aesthetic scores and textual comments. It has been shown that including both the visual and textual information can improve AQA performances (Zhou et al. 2016; Zhang et al. 2021).

Unlike visual contents which are rather abstract, texts are much easier for human to comprehend. Image captioning, which aims to automatically generate textual descriptions of images has been extensively researched, and much progress has been achieved in recent years with the help of deep learning technology (Hossain et al. 2019). Whilst the vast majority of researchers have focused on image captions about objects and their relations and interactions, the more abstract and arguably more challenging problem of image aesthetic captioning (IAC) (Chang, Lu, and Chen 2017), which aims to generate comments about the aesthetic aspects of images, has received much less attention.

In the existing literature, image AQA and IAC are studied independently from each other. However, these are closely related areas of aesthetic visual computing, we therefore believe that jointly study them is beneficial. For example, currently IAC performances are evaluated either subjectively or based on metrics such as SPICE (Anderson et al. 2016) and BLEU (Papineni et al. 2002) which evaluate the similarity between the generated and reference (ground truth) sentences rather than the aesthetic relevance of the texts. It will be very useful if we can directly measure the aesthetic relevance of the IAC results, for example, how accurate the generated caption can predict the images aesthetic scores.

In this paper, we first contribute a large research database called DPC2022 which contains 510K images, over 5 million comments and 350K aesthetic ratings. We then present a new IAC method called Aesthetically Relevant Image Captioning (ARIC). Based on the observation that most image comments are general descriptions of image contents and not about their aesthetics, we first introduce the concept of Aesthetic Relevance Score (ARS) of a sentence. ARS consists of 5 components including scores related to aesthetic words, the length of the sentence, words describing objects, the sentiments of the sentence, and term frequency-inverse document frequency (tf-idf). A list of aesthetic and object words has been manually constructed from DPC2022. After (automatically) labelling the comments in DPC2022 with the ARS scores, we then construct an ARS predictor based on the Bidirectional Encoder Representations (BERT) language representation model (Devlin et al. 2018).

The introduction of ARS and its predictor have enabled the design of the ARIC model which includes an ARS weighted IAC loss function and an ARS based diverse aesthetic caption selector (DACS). Unlike methods in the literature that simply learned a direct mapping between the images and their comments in the database, regardless of the aesthetic relevance of the comments (in fact many of the texts have nothing to do with aesthetics), the ARIC model is constructed based on ARS weighted loss function which...
ensures that it learns aesthetically relevant information. Furthermore, unlike traditional methods that pick the output sentences based on the generator’s confidence which is not directly based on aesthetic relevance, the introduction of the ARS has enabled the design of DACS which can output a diverse set of aesthetically highly relevant sentences. In addition, we have fine tuned the powerful pre-trained image and text matching model CLIP (Radford et al. 2021) using DPC2022 as an alternative to ARS for selecting aesthetically relevant captions.

We have performed extensive experiments. As DPC2022 is by far one of the largest AQA databases, we first provide baseline AQA results. We then present ARIC’s image aesthetic captioning performances to demonstrate its effectiveness. In summary, the contributions of this paper are

1. A large image database, DPC2022, is constructed for researching image aesthetic captioning and image aesthetic quality assessment. DPC2022 is the largest dataset containing both aesthetic comments and scores.
2. A new concept, aesthetic relevance score (ARS), is introduced to measure the aesthetic relevance of sentences. Lists of key words and other statistical information for constructing the ARS model are made available.
3. Based on ARS, we have developed the new aesthetically relevant image captioning (ARIC) system capable of producing not only aesthetically relevant but also diverse image captions.

Related Work

Image aesthetic quality assessment (IAQA). One of the main challenges in AQA is the lack of large scale high quality annotated datasets. The aesthetic visual analysis (AVA) dataset (Murray, Marchesotti, and Perronnin 2012) contains $250K$ images, each has an aesthetic score, and other labels. This is still one of the most widely used databases in aesthetic quality assessment. Recent AQA systems are mostly based on deep learning neural networks and supervised learning that take the images or their textual descriptions or both as input to predict the aesthetic scores (Valenzise, Kang, and Dufaux 2022; Zhang et al. 2020).

Image aesthetic captioning (IAC). Aesthetic image captioning was first proposed in (Chang, Lu, and Chen 2017) where the authors also presented the photo critique captioning dataset (PCCD) which contains pair-wise image comment data from professional photographers. It contains $4235$ images and more than sixty thousands captions. The AVA-Captions dataset (Ghosal, Rana, and Smolic 2019) was obtained by using a probabilistic caption filtering method to clean the noise of the original AVA captions. It has about $230K$ images with roughly 5 captions per image. The DPC-Captions dataset (Jin et al. 2019) contains over $150K$ images and nearly 2.5 million comments where each comment was automatically annotated with one of the 5 aesthetic attributes of the PCCD through knowledge transfer. Very recently, the Reddit Photo Critique Dataset (RPCD) was published by (Nieto, Celona, and Fernandez-Labrador 2022). This dataset contains tuples of image and photo critiques which has $74K$ images and $220K$ comments. Image aesthetic captioning is an under explored area and existing works mostly used LSTM model to generate aesthetic captions.

Image captioning. Image captioning aims to generate syntactically and semantically correct sentences to describe images. This is a complex and challenging task in which many deep learning-based techniques have been developed in recent years (Hossain et al. 2019). Training deep models requires large amount of annotated data which are very difficult to obtain. VisualGPT (Chen et al. 2022) leverages the linguistic knowledge from a large pre-trained language model GPT-2 (Radford et al. 2019) and quickly adapt it to the new domain of image captioning. It has been shown that this Transformer (Vaswani et al. 2017) based technique has superior performances to LSTM based methods used in previous IAC works (Chang, Lu, and Chen 2017)(Ghosal, Rana, and Smolic 2019)(Jin et al. 2019). We adopt this method for IAC to provide benchmark performances for the newly established DPC2022 dataset.

The DPC2022 Dataset

The AVA dataset (Murray, Marchesotti, and Perronnin 2012) which was constructed a decade ago remains to be one of the largest and most widely used in image AQA. As discussed above, datasets available for IAC are either small or constructed from the original AVA dataset. In the past 10 years, the source website of the AVA dataset (www.dpchallenge.com) has been continuously organising more photography competitions and has accumulated a lot more photos and comments. We therefore believe it is a good time to make full use of the data currently available from the website to construct a new dataset to advance research in image aesthetic computing. We first crawled the website and grabbed all currently available images and their comments. Initially we obtain a total of $780K$ images and their comments. We then used an industrial strength natural language processing tool spaCy (https://spacy.io/) to clean the data by removing items such as emoji and other strange spellings, symbols and punctuation marks. At the end, we have kept $510K$ images with good quality and clean comments. Within these $510K$ images, there are $350K$ with both comments and aesthetic scores ranging between 1 and 10. Figure 1 shows the statistics of the DPC2022 dataset. On average, each image contains roughly 10 comments, each comment on average contains 21 sentences, and the average sentence length is 19 words.

Image Aesthetic Relevance of Text

The dictionary definition of aesthetic is “concerned with beauty or the appreciation of beauty”, this is a vague and subjective concept. Photographers often use visual characteristics such as lighting, composition, subject matter and colour schemes to create aesthetic photos. Comments associated with images, especially those on the internet websites, can refer to a variety of topics, not all words are relevant to the aesthetics of images, and some words may be more relevant than others. To the best of the authors’ knowledge, there exist no definitions of image aesthetic relevant words and phrases in the computational aesthetic literature.
And yet when inspecting the comments from the DPC2022 dataset, it is clear that many have nothing to do with the images’ aesthetic qualities. It is therefore appropriate to distinguish words that refer to the aesthetic quality and those that are not relevant. We have developed the Aesthetic Relevant Score (ARS) to quantify a comment’s aesthetic relevance. It is based on a mixture of subjective judgement and statistics from the dataset. Before describing the ARS in detail, it is appropriate to note that this is by no means the only way to define such a quantity, however, we will demonstrate its usefulness through application in image aesthetic captioning and multi-modal image aesthetic quality assessment.

**Labelling a Sentence with its ARS**

The ARS of a sentence $t$ is defined as:

$$ARS(t) = A(t) + L(t) + O(t) + S(t) + T_{idf}(t)$$  \hspace{1cm} (1)

where $A(t)$ is related to aesthetic words, $L(t)$ is related to the length of $t$, $O(t)$ is related to object words, $S(t)$ is the sentiment score of $t$, and $T_{idf}(t)$ is related to term frequency–inverse document frequency.

The components in (1) are computed based on statistics of the DPC2022 database and details of the computational procedures are in Appendix I in the supplementary materials. For computing $A(t)$, we manually selected 1022 most frequently appeared image aesthetics related words such as shot, color, composition, light, focus, background, subject, detail, contrast, etc., the full list of these words, $\{AW_{list}\}$, can be found in Appendix II. For computing $O(t)$, we manually selected 2146 words related to objects such as eye, sky, face, ribbon, water, tree, flower, expression, hand, bird, glass, dog, hair, cat, smile, sun, window, car, etc, the full list of these words, $\{OW_{list}\}$, can be found in Appendix III. The sentiment score $S(t)$ is calculated based on the BertTweet model (Pérez, Giudici, and Luque 2021). Figure 1(d) shows the distribution of ARS of the DPC2022 dataset. It is seen that many sentences contain no aesthetic relevant information, and the majority of the comments contain very low aesthetic relevant information. Informally inspecting the data shows that this is reasonable and expected.

**Automatically Predicting the ARS**

For the ARS to be useful, we need to be able to predict any given text’s aesthetic relevant score. With the labelled data described above, we adopt the pre-trained Bidirectional Encoder Representations (BERT) language representation model (Devlin et al. 2018) for this purpose. A 768 × 1 fully connected layer is cascaded to the output of BERT to predict the ARS of the input text. We train the model with the mean squared error (MSE) loss function. Table 1 shows the ARS prediction performance. It is seen that the Spearman’s rank-order correlation (SRCC) and the Pearson linear correlation coefficient (PLCC) are both above 0.95, indicating excellent prediction accuracy. It is therefore possible to predict a sentence’s ARS with this model. We call ARS predictor.

| Metrics     | SRCC ↑ | PLCC ↑ | RMSE ↓ | MAE ↓ |
|-------------|--------|--------|--------|-------|
| Performance | 0.9553 | 0.9599 | 0.5617 | 0.3395 |

**Aesthetically Relevant Image Captioning**

**Image Captioning Model**

For image captioning, many models based on LSTM (Vinyals et al. 2015) and Transformer (Vaswani et al. 2017) have been developed. Given an image, we first extract visual features using an encoder structure, then use a decoder to generate image captions as shown in Figure 2. To obtain image embedding, we follow the bottom-up-attention model (Anderson et al. 2018) and use ResNet-101 (He et al. 2016) as the backbone network of the Faster R-CNN (Ren et al. 2015) to extract image features. The bottom-up attention model uses a region proposal network (RPN) and a region-of-interest (ROI) pooling strategy for object detection. In this paper, we retain 50 most interesting regions and pass them to the encoder for image caption generation. Each region is represented by a 2048-dimensional feature vector.

For the decoder, we use VisualGPT (Chen et al. 2022) to generate image aesthetic captions. VisualGPT is an encoder-decoder transformer structure based on GPT-2 (Radford et al. 2019) which is a powerful language model but does not have the ability to understand images. VisualGPT uses a self-resurrecting activation unit to encode visual information into the language model, and balances the visual encoder module and the language decoder module.

**Aesthetically Relevant Loss Function**

Unlike general image captioning which in most cases is about revealing the content and semantics of the image, e.g., objects in the image and their relations, image aesthetic captioning (IAC) should focus on learning aesthetically relevant aspects of the image. Arguably, IAC is much more challenging than generic image captioning. The very few existing IAC related literature, e.g., (Chang, Lu, and Chen 2017), (Jin et al. 2019) and (Ghosal, Rana, and Smolic 2019), simply treat the raw image comments from the training data as the IAC ground truth. However, as discussed previously,
many of the texts contain no or very low aesthetic relevant information. The $ARS(t)$ quantitatively measures the aesthetic relevance of a piece of text $t$, a higher $ARS(t)$ indicates that $t$ contains high aesthetic relevant information and a low $ARS(t)$ indicates otherwise. We therefore use $ARS(t)$ to define the aesthetically relevant loss function to construct the IAC model.

Given training set $\{T(k)\} = \{I, y^*(t_k)\}$ which contains pairs of input image $I$ and one of its corresponding ground-truth caption sentences $y^*(t_k) = (y_1^*(t_k), y_2^*(t_k), ..., y_{N_k}^*(t_k))$ consisting of words $y_i^*(t_k)$, $i = 1, 2, ..., N_k$, we generate a caption sentence $y(t_k) = (y_1(t_k), y_2(t_k), ..., y_{N_k}(t_k))$ that maximises the following $ARS(t)$ weighted cross-entropy loss

$$L_{AR}(\theta) = - \sum_{k=1}^{k=|T|} ARS(t_k) \sum_{i=1}^{N_k} \log p(y_i(t_k) = y_i^*(t_k))$$

(2)

where $t_k$ is the $k^{th}$ training sentence (note one image $I$ can have multiple sentences), $|T|$ is the training set size (in terms of sentences), $N_k$ is the number of words in the $k^{th}$ training sentence, and $\theta$ is the model parameters.

**Diverse Aesthetic Caption Selector (DACS)**

Traditional IAC models such as the one described in Figure 2 output sentences based on the generator’s confidence. All existing methods in the literature (Chang, Lu, and Chen 2017), (Jin et al. 2019) and (Ghosal, Rana, and Smolic 2019) adopt this approach. However, the generator’s confidence is not directly based on aesthetic relevance. The new ARS concept introduced in this paper has provided a tool to measure the aesthetic value of a sentence, which in turn can help selecting aesthetically more relevant and more diverse captions from the generator.

Based on the ARS score defined in (1) for a piece of text $t$, we design a sentence selector method that enables the IAC model to generate diverse and aesthetically relevant sentences. Given a picture, we use the IAC model and beam search (Olive, Christianson, and McCary 2011) to generate $N$ most confident sentences. Then we use a sentence transformer\(^1\) to extract the features of the sentences, and then calculate the cosine similarity among the $N$ sentences. We group sentences whose cosine similarity is higher than 0.7 into the same group such that each group contains many similar sentences. Then, we use the ARS predictor to estimate the $ARS$ of the sentences in each group. If the average ARS of a group’s sentences is below the mean ARS of the training data (2.1787), then the group is discarded because their aesthetic values are low. From the remaining groups, we then pick the sentence with the highest ARS in each group as the output. With this method, which we call the Diverse Aesthetic Caption Selector (DACS), we generate aesthetically highly relevant and diverse image captions. In the experiment section, we will show that OpenAI’s CLIP (Radford et al. 2021), a powerful image and text embedding model that can be used to find the text snippet best represents a given image, can be fine tuned to play the role of ARS for picking the best sentence in a group as output.

**Multi-modal Aesthetic Quality Assessment**

The purposes of performing multi-modal AQA are two folds. Firstly, the newly established DPC2022 is one of the largest publicly available datasets and quite unique in the sense that it contains both comments and aesthetic scores. We want to provide some AQA performance baselines. Secondly, we make the reasonable assumption that the more accurate a piece of text can predict an image’s aesthetic rating, the more aesthetically relevant is the text to the image.

The image AQA model is shown in Figure 3. There are 3 separate paths. The first takes the image as input and output the image’s aesthetic rating. A backbone neural network is used for feature extraction. The features are then fed to an MLP to regress the aesthetic rating. The second path takes the textual description of the image as input and output the image’s aesthetic score. Again, a neural network backbone is used for textual feature extraction. The features are fed to an MLP network to output the aesthetic score. The third path is used to implement multi-modal AQA where visual and textual features are concatenated and fed to an MLP to output the aesthetic score.

**Experimental Results**

We perform experiments based on the newly constructed DPC2022 dataset. It has a total of 510,000 photos where each photo also contains a review text. 350,000 out of the

\(^1\)https://huggingface.co/models, all-miniLM-L6-v2
510,000 photos also have aesthetic ratings. We call the dataset containing all images setA, and the subset containing images with both reviews and aesthetic ratings setB. We use setA for photo aesthetic captioning experiment and setB for multi-modal aesthetic quality assessment. We divide setB into a test set containing 106,971 images and a validation set containing 10,698 images, and the remaining 232,331 images are used as the training set. In photo aesthetic captioning, we use the same test set and validation set as those used in multi-modal aesthetic quality assessment, and the remaining setA data (392,331 images) is used for training.

Evaluation Criteria
Similar to criteria in the literature, we use 5 metrics to measure the performance of image AQA including Binary Accuracy (ACC), Spearman rank order correlation coefficient (SRCC), Pearson linear correlation coefficient (PLCC), root mean square error (RMSE), and mean absolute error (MAE). For image captioning, we use 4 metrics widely used in related literature including CIDER (Vedantam, Lawrence Zitnick, and Parikh 2015), METEOR (Banerjee and Lavie 2005), ROUGE (Lin 2004), and SPICE (Anderson et al. 2016). SPICE is a word-based semantic similarity measure for scene graphs, and the others are all based on n-gram.

Implementation Details
For image based AQA, we have used VGG-16, RESNET18, DESNET121, RESNEXT50, and ViT (Dosovitskiy et al. 2020) as the backbone network and used their pre-trained models. For text based AQA, we have used the TEXTCNN (Kim 2014), TEXTRCNN (Lai et al. 2015), BERT (Devlin et al. 2018) and ROBERTA (Liu et al. 2019) as the backbone network. For text and image based AQA, we use their pre-trained models. Finally, we limit the number of tokens for each image’s comment to 512. For IAC, we used the pre-trained GPT2 model and set token size to 64. All experiments were performed on a machine with 4 NVIDIA A100 GPUs. Adam optimizer with a learning rate of $2e^{-5}$ without weight decay was used.

Image AQA Baseline Results
In the first set of experiments, we experimented various network architectures in order to obtain some baseline image AQA results. Table 2 lists the baseline results of image based, text based, and multi-modal AQA results when the backbone used different network architectures. These results show that the textual reviews of the images are aesthetically highly relevant. In two out of 5 metrics, using the review text only gives the best performances. It is also seen that in 3 other metrics, multi-modal AQA has the best performances.

| BB     | ACC  | SRCC | PLCC | RMSE  | MAE  |
|--------|------|------|------|-------|------|
| VGG    | 0.7848 | 0.5914 | 0.6078 | 0.5977 | 0.4699 |
| R18    | 0.8007 | 0.5946 | 0.6108 | 0.5850 | 0.4588 |
| D121   | 0.8096 | 0.6331 | 0.6471 | 0.5501 | 0.4287 |
| R50    | 0.8067 | 0.6386 | 0.6530 | 0.5486 | 0.4282 |
| ViT    | 0.8194 | 0.6755 | 0.6868 | 0.5356 | 0.4193 |
| Text based AQA | | | | | |
| TCNN   | 0.812  | 0.6069 | 0.6251 | 0.5891 | 0.461  |
| TR     | 0.8665 | 0.7516 | 0.7730 | 0.4649 | 0.3611 |
| BE     | 0.8810 | 0.8024 | 0.8219 | 0.4235 | 0.3292 |
| RO     | **0.8939** | 0.8334 | 0.8551 | 0.3826 | 0.2988 |
| Multi-modal (image plus text) AQA | | | | | |
| R50+TR | 0.8591 | 0.8289 | 0.8456 | 0.3864 | 0.2998 |
| R50+BE | 0.8666 | 0.8493 | 0.8695 | 0.3780 | 0.2941 |
| ViT+TR | 0.8622 | 0.8386 | 0.8537 | 0.3747 | 0.2901 |
| ViT+RO | 0.8693 | **0.8629** | **0.8803** | **0.3545** | **0.2756** |
| ViT+BE | 0.8697 | 0.8594 | 0.8766 | 0.3604 | 0.2814 |

Table 3: Multi-modal AQA for images with high and low aesthetic relevant comments. These results are all based on ViT+BERT model.

Verification of ARS
To verify the soundness of the newly introduced ARS, we divide the DPC2022 validation set into two groups according
Table 4: Multi-modal image AQA. As the ARS of the comment texts increases, the aesthetic rating prediction performances increase. $m_{ARS}$ is the mean of $ARS$ and $\sigma_{ARS}$ is the variance of the $ARS$ of the DPC2022 dataset. $ARS \leq m_{ARS} - \alpha \sigma_{ARS}$, short for $\leq m - \alpha$, indicates the group of images each with a comment having an $ARS$ value less than or equal to $m - \alpha$.

![Image](https://example.com/image1.png)

**Figure 4:** Comparison between CLIP and ARS for ranking aesthetically relevant sentences for image AQA. Horizontal-axis is the rank position.

**ARS versus CLIP for Ranking Text Relevance**

CLIP (Contrastive Language-Image Pre-Training) is a neural network trained on a variety of (image, text) pairs (Radford et al. 2021). It is a powerful model that can match natural language descriptions with visual contents. In this experiment, we first fine tune the pre-trained CLIP model with the training set of the DPC2022 data such that the images and their corresponding comments are matched. With such a fine tuned model, we can rank the sentences in the comments of the images. Let $CLIP(I, t)$ be the matching score between an image $I$ and a sentence $t$. Suppose we have two sentences $t_i$ and $t_j$, if $CLIP(I, t_i) > CLIP(I, t_j)$ then $t_i$ and $I$ is a better match. Because CLIP has been fine tuned on DPC2022, it is reasonable to assume that if a text and an image has a better CLIP matching score, then the text can describe the image more accurately. Similar to $ARS$, we can use CLIP to rank the sentences according to their CLIP matching scores. To compare the CLIP and $ARS$ in the selection of texts for image AQA, we rank the sentences of the images in the test set and perform text based AQA for the sentences in different ranks. The SRCC and MAE performances of those ranked by $ARS$ and CLIP are shown in Figure 4. It is seen that the higher ranking sentences by both methods can predict the aesthetic rating more accurately, and that both seem to perform very similarly. These results show that the properly fine tuned CLIP model can also be used to select aesthetically relevant text for image AQA. Figures 5 shows visual examples of how the sentences are ranked by $ARS$ and CLIP.

**Table 5:** Image AQA using generated captions. IO, TO, I+T, Trad, ARS, CLIP short for Image only, Text only, Multi-modal(Image+Text), Traditional, DACS (ARS), DACS (CLIP) respectively. Traditional: no aesthetic relevance selection where all generated sentences are used. DACS(ARS): using sentences selected by the ARS based diverse aesthetic caption selector (DACS). DACS(CLIP): using sentences selected by the CLIP based diverse aesthetic caption selector (DACS).

Aesthetic Captioning Performances

Table 6 shows the aesthetic image captioning performances of our new aesthetically relevant model (ARIC) based on the loss function $L_{AR} (\theta)$ as defined in (2). For comparison, we have implemented a baseline model in which standard cross entropy loss function is used, i.e., setting $ARS'(t_k) = 1$ in (2). It is seen that our new model consistently outperforms the baseline model. These results demonstrate the usefulness...
and effectiveness of introducing the aesthetically relevant score (ARS) for aesthetics image captioning. Even though these metrics do not directly measure aesthetic relevance, the better performances of the new method nevertheless demonstrate the soundness of the new algorithm design.

As described in the main method, with the introduction of ARS, we can use ARS based diverse aesthetic caption selector (DACS) to generate a diverse set of image captions rather than being restricted to output only one single sentence as in previous methods (Chang, Lu, and Chen 2017). Figures 5 shows examples of aesthetic captions generated with ARS based and CLIP based DACS. More examples are available in the Supplementary materials.

| Methods  | M↑ | R(L)↑ | C↑  | S↑  |
|----------|----|-------|-----|-----|
| Baseline | 0.1227 | 0.3543 | 0.0580 | 0.0172 |
| ARIC (2) | 0.1389 | 0.3610 | 0.0633 | 0.0353 |

Table 6: Image aesthetic captioning performances of our new model as compared with the baseline model.

Image AQA based on Generated Captions

In this experiment, we evaluate image AQA performances based on the generated image captions and results are shown in Table 5. It is seen that using captions selected by the new diverse aesthetic caption selector (DACS) either based on ARS or CLIP performs better than using captions without selection. It is interesting to observe that in multi-modal AQA, including the generated texts has started to slightly exceed image only AQA, but is still quite far from those using ground truth. For example, using ground truth text, the ACC of multi-modal AQA is 0.8407 whilst that using generated captions is 0.8203. Would a future image captioning model be able to generate captions to close the gap? This would be a very interesting question and a goal for future research.

Concluding Remarks

In this paper, we have attempted to study two closely related subjects of aesthetic visual computing, image aesthetic quality assessment (AQA) and image aesthetic captioning (IAC). We first introduce the concept of aesthetic relevance score (ARS) and use it to design the aesthetically relevant image captioning (ARIC) model through an ARS weighted loss function and an ARS based diverse aesthetic caption selector (DACS). We first introduce the concept of aesthetic relevance score (ARS) and have presented extensive experimental results which demonstrate the soundness of the ARS concept and the effectiveness of the ARIC model. We have also contributed a large research database DPC2022 that contains images with both comments and aesthetic ratings.
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