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In this paper we analyze the ground state phase diagram of a class of fermionic Hamiltonians by looking at the fidelity of ground states corresponding to slightly different Hamiltonian parameters. The Hamiltonians under investigation can be considered as the variable range generalization of the fermionic Hamiltonian obtained by the Jordan-Wigner transformation of the XY spin-chain in a transverse magnetic field. Under periodic boundary conditions, the matrices of the problem become circulant and the models are exactly solvable. Their free-ends counterparts are instead analyzed numerically. In particular, we focus on the long range model corresponding to a fully connected directed graph, providing asymptotic results in the thermodynamic limit, as well as the finite-size scaling analysis of the second order quantum phase transitions of the system. A strict relation between fidelity and single particle spectrum is demonstrated, and a peculiar gapful transition due to the long range nature of the coupling is found. A comparison between fidelity and another transition marker borrowed from quantum information i.e., single site entanglement, is also considered.

I. INTRODUCTION

In the last years, several papers have shown that the study of quantum phase transitions (QPTs) can benefit from the application of concepts borrowed from quantum information theory. In particular, the behavior of entanglement at quantum critical points, due to its connection with quantum correlations, typically presents peculiar features which can be used as transition markers, thereby providing further insight into these phenomena [1]. More recently, QPTs have also been analyzed from the point of view of Berry’s geometric phase [2], a quantity which has in fact been found to contribute to entanglement entropy [3].

One of the most recent reasons of interest in quantum phase transitions for the quantum information community is the relationship between criticality and decoherence [1]. Another relevant aspect is connected with adiabatic quantum computing [4], as the proximity to QPTs could cause the failure of adiabaticity conditions. On the other hand, crossing of QPTs could be desirable to transform easy-to-prepare states into non-trivial states corresponding to the solution of computationally relevant problems. Transitions with non-vanishing energy gap, like topological QPTs, could allow such an implementation of adiabatic algorithms and therefore the achievement of significant computational speedups [5].

In Refs. [6] an approach to quantum phase transitions in terms of ground state fidelity (the overlap modulus) was proposed. In practice, this consists in analyzing the fidelity between ground states corresponding to slightly different Hamiltonian parameters. The intuitive idea underlying this method is that in the proximity of critical regions a small change of the Hamiltonian parameters can give rise to dramatic ground state (GS) variations, due to the strong difference of the GS structure in opposite phases. The overlap between neighboring states is then expected to decrease abruptly at the phase boundaries. In Ref. [6] this idea was successfully applied to the study of the Dicke and XY models, where a one to one correspondence was found between the sudden drops of the overlap function and the critical points of the phase diagram. In Ref. [7] a more extensive analysis on general free Fermi systems was presented, providing a description of the fidelity features in terms of the matrices of coupling constant entering the system Hamiltonian. In particular, explicit connections between the vanishing of the lowest single particle energy (the gap) and the fidelity drops were shown. An exemplification of these concepts in a model corresponding to a totally connected fermionic graph was also included.

In this article we further develop the general formalism presented in Ref. [6], deriving in detail and expanding some of the results reported there. In particular, we characterize the fidelity behavior by a proper combination $\hbar$ of its second derivatives, namely the lowest eigenvalue of the Hessian matrix. Furthermore, we describe a class of exactly solvable models which offer the ideal playground for the study of the relations between ground state fidelity and QPTs. The corresponding Hamiltonians are the cyclic variable range generalization of the fermionic Hamiltonian obtained by the Jordan-Wigner transformation of the XY spin-chain in a transverse magnetic field. We also consider their free-ends counterparts, which are however analyzed numerically, as the analytical results available for the cyclic case make crucially use of the simple properties of the circulant matrices appearing in the presence of periodic boundary conditions. We then focus on the long range model corresponding to a fully connected fermionic graph. Along with some first order QPTs, two second order QPTs are found, as anticipated in Ref. [6] for the free-ends case. One of them is an example of a gapful second order QPT, an uncommon situation also found in topological QPTs. The existence of a transition in the absence of a vanishing single parti-
cle energy turns out here to be due to the (unphysical) long second order nature of such transition, in the analytical cyclic case we also study the ground state energy derivatives, finding explicitly a discontinuity at the phase boundary in the thermodynamic limit (TDL). Furthermore, the finite-size scaling behavior typical of second order transitions is recovered in the function $h$. Finally, we calculate the single-site entanglement and compare its behavior with that of fidelity in critical regions.

The paper is organized as follows. In Sec. II we review and discuss in more detail the general results on quadratic fermionic Hamiltonians already presented in Ref. [8]. In particular, after a brief summary of the diagonalization procedure of Ref. [8], Subsec. II A is devoted to the explicit calculation of the GS and Subsec. II B to the explicit calculation of the fidelity, and Subsec. II C to fidelity derivatives and the function $h$. In Sec. III we introduce the class of variable range models we have developed. We begin by recalling the fermionic Hamiltonian obtained by the Jordan-Wigner transformation of the XY spin-chain in a transverse magnetic field, which motivated the introduction of our models, and then provide the analytical solution for the variable range cyclic case. In Sec. IV the long range fully coordinated system of $L$ free fermionic modes is given by

$$H = \sum_{i,j=1}^{L} c_i^\dagger A_{ij} c_j + \frac{1}{2} \sum_{i,j=1}^{L} (c_i^\dagger B_{ij} c_j^\dagger + \text{h.c.}) ,$$  \hfill (1)

where $c_i$, $c_i^\dagger$ are the annihilation and creation operators of the $i$-th mode and the matrices $A$, $B$ are hermitian and skew-symmetric respectively, due to the hermiticity of $H$ and the anticommutation properties of the fermionic operators. In the following, we restrict ourselves to the case where $A$ and $B$ are real matrices. The generality of the system described by Eq. (1) can then be appreciated by representing $A$ and $B$ in terms of the generic (real) matrix $Z$, i.e., $A \equiv (Z^T + Z)/2$ and $B \equiv (Z^T - Z)/2$. This allows to identify the space of coupling constants of Eq. (1) with the $L^2$-dimensional full matrix algebra $M_L(\mathbb{R})$. Correspondingly, as it will be illustrated below, the system’s ground state properties and their changes in the presence of QPTs will be completely characterized by the matrix $Z$, which is hence of fundamental importance in our description.

The above Hamiltonian can be rewritten in the more compact form

$$H = (\Psi^\dagger C \Psi + \text{Tr} A)/2 ,$$  \hfill (2)

where $\Psi = (c_1, \ldots, c_L, c_1^\dagger, \ldots, c_L^\dagger)^\dagger$, $\Psi^\dagger = (c_1^\dagger, \ldots, c_L^\dagger, c_1, \ldots, c_L)^\dagger$, and $C = \sigma_z \otimes A + i \sigma_y \otimes B$. This notation, also used in Ref. [10], will be adopted throughout this section.

The diagonalization problem for Eq. (1) has been solved in Ref. [10]. This well known procedure is very powerful, as it involves operations in the parameter space of dimension $L^2$, instead of in the full Hilbert space of the system, which has dimension $2^L$. Below, we derive the results of Ref. [10] by making use of the general properties of real canonical transformations, which we briefly recall also in view of some simple applications in the next Subsection.

**Real canonical transformations** – We consider the linear transformation

$$c_j^\dagger = \sum_{k=1}^{L} (u_{jk} c_k + v_{jk} c_k^\dagger) ,$$  \hfill (3)

where $u$, $v$ are real matrices. Correspondingly, $\Psi' = V \Psi$, where $V = \mathbb{1}_2 \otimes u + \sigma_z \otimes v$ and the subscript is used to specify the dimension of the unit matrix whenever different from $L$. The transformation is canonical if it preserves the anticommutation relations. This implies $V$ to be orthogonal, i.e., the canonical conditions

$$uu^T + vv^T = \mathbb{1} ,$$  \hfill (3a)

$$uv^T + (uv^T)^T = \mathbb{0} .$$  \hfill (3b)

The Hamiltonian becomes

$$H' = (\Psi'^\dagger C' \Psi' + \text{Tr} A)/2 ,$$

where $C' = VCV^T = \sigma_z \otimes A' + i \sigma_y \otimes B'$. Apart from the constant energy shift, which is still given by $\text{Tr} A/2$, the structure of $H$ is then preserved in terms of the primed quantities. One can thus define $Z' = A' - B'$, therefore finding by straightforward calculations the simple relation

$$Z' = (u + v)Z(u - v)^T .$$  \hfill (4)

**Hamiltonian diagonalization** – For the diagonalization of Eq. (1) one then needs to diagonalize the $2L \times 2L$ symmetric matrix $C$, i.e., $C = V^T C' V$ with $C'$ diagonal. We note that the eigenvalue matrix $C'$ can always be written in the form $C' = \sigma_z \otimes A + i \sigma_y \otimes B'$. Apart from the constant energy shift, which is still given by $\text{Tr} A/2$, the structure of $H$ is then preserved in terms of the primed quantities. One can thus define $Z' = A' - B'$, therefore finding by straightforward calculations the simple relation

$$Z' = (u + v)Z(u - v)^T .$$  \hfill (4)
where it is worth recalling $g = (\Phi + \Psi)/2$ and $h = (\Phi - \Psi)/2$. Note that the latter equation is not always solvable, corresponding to cases where either the Ansatz \ref{eq:ansatz} does not hold or the ground state parity is odd. We will return on this point below.

The bridge with the picture of the previous subsection can be made more stringent whenever $\Lambda$ (and hence $Z$) is invertible. In fact, by using Eq. \ref{eq:det} one can write $g = \Phi(\mathbb{I} + \Lambda^{-1}_N)z/2, h = \Phi(\mathbb{I} - \Lambda^{-1}_N)/2, \text{ with } \Lambda_N \equiv \Phi^{-1}A\Phi$, so that if $g$ is invertible one has

$$G = \frac{T - \mathbb{I}}{T + \mathbb{I}}, \quad (9)$$

where $G$ is now seen as the Cayley transform of $T \equiv \Lambda_N^{-1}Z \left| \right. \ref{eq:det}$. The fraction symbol is here not ambiguous, as we are dealing with commuting matrices, $[T - \mathbb{I}, (T + \mathbb{I})^{-1}] = [T + \mathbb{I} - 2 \cdot \mathbb{I}, (T + \mathbb{I})^{-1}] = 0$. The matrix $T \equiv \Lambda_N^{-1}Z$ can be seen as the orthogonal part of the polar decomposition of $Z$. The latter is the generalization to matrices of the polar decomposition of a complex number $z = \left| z \right| e^{i\theta}$. For a generic matrix $M$ one can write $M = PU$, with $U$ unitary and $P = \sqrt{MM^T}$ positive semidefinite (note that det $M = p e^{i\theta}$, with $p = \left| \det M \right|$ and $e^{i\theta} = \det U$). If $M$ is normal, $\left| M, M^T \right| = 0$, then one can use without ambiguity the notation $\left| M \right| = \sqrt{MM^T} = \sqrt{M^T M}$. In our case, from Eq. \ref{eq:det} we immediately obtain the relation $P^2 = ZZ^T = \Lambda_N^2$ and thus $U = T = \Phi^T \Psi$, real. Note that, from Eq. \ref{eq:det}, the orthogonality $T^T = T^{-1}$ readily implies the antisymmetry $G^T = -G$. Since $G$, and thus the ground state $|\Psi_Z\rangle$, can be expressed in terms of $T$, the latter will be of central importance in our analysis. In fact, many of the properties of the ground state we are interested in can be related to or derived from the properties of $T$.

Unless $Z$ is not invertible, $T$ is uniquely defined. Note that det $Z \neq 0$ implies $0 \notin \text{Sp}A$, i.e., the system is gapful. In a gapful phase, therefore, $T$ is always well defined and, provided $T + \mathbb{I}$ is invertible, $G$ exists and the GS is of the form \ref{eq:ansatz}. The inverse Cayley transform then gives $T = (\mathbb{I} + G)/(\mathbb{I} - G)$, which implies det $T = 1$. Indeed, the spectrum of the real antisymmetric matrix $G$ is given by complex conjugate pairs of purely imaginary eigenvalues (with the exception of an unpaired zero eigenvalue for $L$ odd), so that for each eigenvalue $1 + \lambda_G$ of $\mathbb{I} + G$ there exists an eigenvalue $1 - \lambda_G^* = 1 + \lambda_G$ of $\mathbb{I} - G$.

The determinant of $T$, or equivalently the sign of det $Z$, turns out to correspond to number parity, i.e., det $T = 1$ and det $T = -1$ for ground states of even and odd parity respectively. We give a detailed proof in Appendix \ref{app:det}. Here it is important to notice that whenever $-1 \in \text{Sp}T$ the matrix $T + \mathbb{I}$ is not invertible and $G$ cannot be defined. Equivalently, $g$ is not invertible and Eq. \ref{eq:det} cannot be solved. However, with the elementary canonical transformations described in Appendix \ref{app:det} one can always reduce to a $T'$ such that $-1 \notin \text{Sp}T'$, so that the ground state can be expressed by Eq. \ref{eq:det} in terms of the transformed quantities. This will be useful in deriving the fidelity formula of Subsec. \ref{subsec:fid}. In addition, provided $L$
is even and \( \det T = 1 \), one can write the ground state in a form which is valid independently of the presence of \(-1\) in \( \text{Sp} T \) and can hence be considered more general than Eq. \( 7 \). This is
\[
|\Psi_Z\rangle = \otimes_{\nu=1}^{L/2}[\cos(\theta_\nu/2)|00\rangle_{\nu,-\nu} + \sin(\theta_\nu/2)|11\rangle_{\nu,-\nu}],
\]
(10)
where \( \{e^{\pm i\theta_\nu}\}_{\nu=1}^{L/2} = \text{Sp} T \) and \( |0\rangle_\nu \) (\( |1\rangle_\nu \)) denotes the vacuum (occupied) state of the new pairs of fermionic modes \( \tilde{c}_\nu = c_{2\nu-1}, \tilde{c}_\nu = c_{2\nu} \), with \( \tilde{c}'_\nu = R_{jk}c_k \). The matrix \( R \) is the one putting \( T \) and \( G \) in block diagonal form (see Appendix A). In Ref. \( 8 \), Eq. \( 10 \) was derived starting from Eq. \( 4 \), but it should be clear from the discussion in Appendix A how to prove it for cases where \( G \) cannot be defined. One also recognizes when the Ansatz \( 7 \) is not valid: if \(-1 \in \text{Sp} T \) then \( \theta_\nu = \pi \) for some \( \nu = 1, \ldots, L/2 \) and hence the corresponding term in the direct product \( 10 \) is simply \( |11\rangle_{\nu,-\nu} \), which can be described by expression \( 7 \) only in a limiting sense (the weight of the \( |00\rangle_{\nu,-\nu} \) term cannot vanish unless the normalization \( N \nu \) diverges).

### B. Ground state fidelity

We are interested in characterizing how the ground state changes when the set of parameters of Eq. \( 11 \) are slightly modified, i.e., when \( (A, B) \to (A + \delta A, B + \delta B) \) or equivalently when \( Z \to \tilde{Z} = Z + \delta Z \). In order to characterize these changes we use the the ground state fidelity, which was introduced in Ref. \( 12 \) and discussed in Ref. \( 8 \):

\[
\mathcal{F}(Z, \tilde{Z}) \equiv |\langle \Psi_Z | \Psi_{\tilde{Z}} \rangle|.
\]
(11)
As already pointed out in Ref. \( 8 \), in order to evaluate it we can resort to the theory of coherent states \( 13 \). In fact, the GS construction given by Eq. \( 7 \) coincides with the construction of a coherent state for the group \( SO(2L, \mathbb{R}) \). In general the construction of a coherent state relative to a Lie group \( \mathcal{G} \) involves the action of an element of a unitary representation of the group over the so called maximal weight vector of the Lie algebra \( \mathfrak{a} \). In our case, we have that the group coincides with \( SO(2L, \mathbb{R}) \) and the relative Lie algebra \( so(2L, \mathbb{R}) \) is isomorphic to the algebra generated by the operators \( \{c_i\bar{c}_j, c_i\dagger c_j, \frac{1}{2}(c_i\bar{c}_j - c_j\bar{c}_i)\} \). The group \( SO(2L, \mathbb{R}) \) has two unitary irreducible representations over the \( 2^L \) fermionic Hilbert space that splits, according to these representations into two irreducible subspaces even and odd, i.e., \( \mathcal{H}_F = \mathcal{H}_F^e \oplus \mathcal{H}_F^o \), having the basis vectors with an even and odd number of fermions respectively. If we now use the even representation, we can generate the generic coherent state by acting with an element \( U^+ = \exp(A) \), \( A \in so(2L, \mathbb{R}) \) upon the maximal weight vector of the algebra that in this case is the already introduced fermionic vacuum \( (c_i|0\rangle = 0) \). If we now use \( (A)_{ij} = -G_{ij}\bar{c}_j^\dagger c_i^\dagger \) we have that the generic coherent state can be identified by a skew-symmetric matrix \( G \) (in our case determined by \( Z \)) and has exactly the form \( 7 \). This identification allows us to use the general result for the scalar product (overlap) between fermionic coherent states defined by the antisymmetric matrices \( G \) and \( \tilde{G} \), namely
\[
\langle \Psi_{\tilde{Z}} | \Psi_Z \rangle = \frac{\det(\mathbb{I} + G^\dagger \tilde{G})^{1/2}}{\det(\mathbb{I} + G^\dagger G)^{1/4} \det(\mathbb{I} + \tilde{G}^\dagger G)^{1/4}}.
\]
(12)
We can then explicitly write the ground state fidelity in terms of \( T \). In fact, as described in Ref. \( 8 \) one finds
\[
\mathcal{F}(Z, \tilde{Z}) = \sqrt{\frac{\det(T + \tilde{T})}{2}} = \sqrt{\det(\mathbb{I} + T^{-1}\tilde{T})/2}.
\]
(13)
It is not difficult to get the latter result by substituting \( G = (T - \mathbb{1})/(T + \mathbb{1}) \) into Eq. \( 12 \). Whenever one of the ground states cannot be expressed directly into the form \( 7 \), two possibilities are present. Either the ground states belong to different sectors of fermion number parity (that is \( \det T = -\det \tilde{T} \) and \( \det(T^{-1}\tilde{T}) = 1 \) and the fidelity vanishes, as correctly reproduced by Eq. \( 13 \)), or they belong to the same sector but \(-1 \) is an eigenvalue of \( T \) and/or \( \tilde{T} \). In the latter case, a suitable canonical transformation can always be found (similar to those explained in Appendix A) such that \( (i) \) \(-1 \) is absent from the spectrum of both the transformed matrices \( T' \) and \( \tilde{T}' \) and \( \det(T' + \tilde{T}') = |\det(T + \tilde{T})| \). Consequently, one has \( \mathcal{F} = \sqrt{\det[(T' + \tilde{T}')/2]} = \sqrt{\det[(T + \tilde{T})/2]} \) and formula \( 13 \) is proven for all the possible cases.

We also recall that if \( T^{-1}\tilde{T} \in SO_L(\mathbb{R}) \) and \( L \) is even then
\[
\mathcal{F}(Z, \tilde{Z}) = \prod_{\nu=1}^{L/2} |\cos(\theta_\nu/2)|,
\]
(14)
where \( \text{Sp}(T^{-1}\tilde{T}) = \{e^{\pm i\theta_\nu}\}_{\nu=1}^{L/2} \).

### C. Fidelity derivatives

The fidelity function compares ground states at different points in the parameter space, giving a measure of their ‘distance’. Intuitively, in a critical region the ground state changes significantly even for small variations of the Hamiltonian parameters. In other words, the rate of orthogonalization diverges in the proximity of QPTs. It is then reasonable to characterize the degree of criticality by the rapidity of the ground state variation as a function of the system parameters. In practice, this is clearly related to derivatives of the fidelity function.

We fix a point \( Z \) in the parameter space, with the corresponding ground state \( |\Psi_Z\rangle \). The fidelity between \( |\Psi_Z\rangle \) and the GS \( |\Psi_{\tilde{Z}}\rangle \), corresponding to a second point \( \tilde{Z} \), can be regarded as a function of \( X = \tilde{Z} - Z \), defined
by \( F_Z(X) \equiv F(Z, \tilde{Z}) \). Clearly, the function \( F_Z(X) \) has a maximum for \( X = 0 \), where \( F_Z(0) = 1 \). Consequently, the first derivatives of \( F_Z(X) \) with respect to \( X \) must vanish. In order to analyze the fidelity behavior around \( X = 0 \) one has then to consider second derivatives, i.e., the Hessian matrix of \( F_Z(X) \) calculated at \( X = 0 \), which we denote by \( H_{F_Z}(0) \). The eigenvalues of this matrix correspond to the principal curvatures of the hypersurface generated by the function \( F_Z(X) \) at \( X = 0 \). The eigenvector corresponding to the lowest (highest in modulus) eigenvalue gives the direction of most rapid change in the GS. In the proximity of a QPT one expects a (negative) divergence of the smallest Hessian eigenvalue. We then use \( h(Z) = \min \{ \text{Sp}[H_{F_Z}(0)] \} \) as a measure of the degree of criticality of the point \( Z \). For the two-dimensional parameter space \( \mu, \gamma \) considered in this paper one has \( Z = (\mu, \gamma) \), and

\[
h(Z) = \frac{1}{2} \left[ \partial_{\mu}^2 F_Z + \partial_{\gamma}^2 F_Z + \partial_{\mu} \partial_{\gamma} (F_Z) \right] + 4 \left( \partial_{\mu} \partial_{\gamma} (F_Z) \right) - 2 \left( \partial_{\mu} (F_Z) \right) - \left( \partial_{\gamma} (F_Z) \right) + 2 \delta_{\mu} = \delta_{\gamma} = 0 \]

(15)

where all the derivatives are calculated at \( \delta_{\mu} = \delta_{\gamma} = 0 \) (corresponding to \( X = 0 \)).

### III. VARIABLE RANGE FERMIonic XY MODELS

We begin this section by briefly reviewing some aspects of the traditional XY spin chain \( [9] \) in a transverse magnetic field \( [14] \). In accordance with recent literature, we write the corresponding ferromagnetic Hamiltonian as

\[
H = -\sum_j \left[ \frac{1 + \gamma}{2} \sigma^z_j \sigma^z_{j+1} + \frac{1 - \gamma}{2} \sigma^y_j \sigma^y_{j+1} + \lambda \sigma^x_j \right]
\]

(16)

where \( \sigma^\alpha \) for \( \alpha = x, y, z \) are the usual Pauli operators relative to the \( j \)-th site, \( \gamma \) is the anisotropy parameter, and \( \lambda \) defines the strength of the magnetic field in the \( z \) direction. Actually, in the original papers \( [9, 14] \) an antiferromagnetic spin chain was chosen. As recalled later, however, this makes no difference for the ground state phase diagram.

In Eq. (16) we did not specify the range in the summation signs. Two possible choices are indeed possible, (i) the cyclic chain with periodic boundary conditions and (ii) the free-ends chain. We will return on this point when considering the fermionic version of this Hamiltonian.

In fact, by using the Jordan-Wigner transformation, Eq. (16) can be rewritten in terms of the fermionic operators

\[
c_j = e^{i\pi \sum_{k<j} \sigma^z_k \sigma^z_k} \sigma^-_j
\]

(17)

where \( \sigma_j^\pm = (\sigma^x_j \pm i \sigma^y_j)/2 \) are the Pauli raising (\( + \)) and lowering (\( - \)) operators. For a free-ends chain with \( L \) sites one gets

\[
H = -\sum_{j=1}^{L-1} \left( c_j^\dagger c_{j+1} + \gamma c_j^\dagger c_{j+1} + \text{h.c.} \right) - \sum_{j=1}^L \lambda (2c_j^2c_j - 1)
\]

(18)

while for the cyclic case additional boundary terms appear, which are however negligible in the thermodynamic limit \( [9] \). Clearly, apart from a constant term, Eq. (18) is a special case of Eq. (11).

The Hamiltonian (18) corresponds to a free-ends chain in terms of the \( c_j \) fermionic operators. Analogously, one can consider the “cyclic” problem, where periodic boundary conditions are applied to the fermionic chain. In Ref. \( [9] \) the c-cyclic problem is shown to be equivalent to the periodic spin chain in the thermodynamic limit. Here, we generalize the fermionic XY Hamiltonian by introducing variable range couplings and studying both the c-cyclic and the c-free-ends problems. In the free-ends case, the Hamiltonian with a coupling of range \( r \) reads

\[
H = -\sum_{j=1}^{L-r} \sum_{k=1}^r \left( c_j^\dagger c_{j+k} + \gamma c_j^\dagger c_{j+k} + \text{h.c.} \right) - \mu \sum_{j=1}^L c_j^\dagger c_j
\]

(19)

where \( \mu \) plays the role of the chemical potential. For \( r = 1 \) one reduces to the nearest neighbor coupling of the XY model (apart from a constant, the identification with Eq. (18) takes place by putting \( \mu = 2\lambda \)), while for \( r = L-1 \) one gets the fully coordinated fermionic system. It is worth noticing that the spin Hamiltonian obtained by the inverse Jordan-Wigner transformation of Eq. (19) is not the variable range extension of the XY model \([9]\). For example, the fully coordinated spin system, known as the Lipkin-Meshkov-Glick model \([14]\), does not correspond to the fully coordinated fermionic graph discussed below. We also point out that, apart from a constant, the sign of the Hamiltonian is changed by the canonical transformation \( c_j^\dagger = c_j \), so that the GS phase diagram of \(-H\) is equal to that of \(H\). This is why both the ferromagnetic and antiferromagnetic coupling in the XY-model give rise to the same phase diagram (except for the sign of the magnetic field).

It is easy to express our variable range Hamiltonian in the form of Eq. (11). Since in the Hamiltonian the couplings only depend on the distance between sites, \( A \) and \( B \) are Toeplitz matrices, i.e., the element of the \( j \)-th row and the \( k \)-th column depends only on the difference \( j - k \). In the free-ends case, by using the discrete step function \( \theta \) one can write

\[
A_{jk}(r) = -[(\mu - 1)\delta_{jk} + \theta(r - |j - k|)]
\]

(20)

\[
B_{jk}(r) = -\gamma \text{sign}((j - k)\theta(r - |j - k|))
\]

(21)

where \( j, k = 1, \ldots, L, r = 0, \ldots, L - 1 \), and we adopted the usual conventions \( \theta(0) = 1, \text{sign}(0) = 0 \). In the case of periodic boundary conditions, where translational invariance modulo \( L \) takes place, \( A \) and \( B \) become circulant, i.e., each row is a circular shift of the previous one.
For example $A_{21} = A_{1L}$, corresponding to the fact that the weight of the term $c_j^Tc_j$ in the Hamiltonian must be equal to that of the term $c_{L+1}^Tc_L = c_1^Tc_L$. The matrices can then be written as

$$A_{jk}(r) = -[(\mu - 1)\delta_{kj} + \theta(r - |j - k|) + \theta(|j - k| - L + r)],$$

$$B_{jk}(r) = -\gamma \text{sign}(k - j)\theta(r - |j - k|) + \theta(|j - k| - L + r).$$

(22)

(23)

where now $r = 0, \ldots, [(L - 1)/2]$, with $[\ldots]$ denoting the ‘floor’ of a real number. The cyclic case $r = L/2$ for $L$ even (corresponding to the fully coordinated system) has to be treated separately: in this case $A_{jk} = -[(\mu - 1)\delta_{kj} + 1$, while $B_{jk} = B_{jk}(r = L/2 - 1)$, i.e., $B_{1L/2+1} = 0$. In order to visualize at a glance the simple structure of the above matrices, we write explicitly the matrix $B$ for the case $r = 2$ with periodic boundary conditions, which is

$$B = -\gamma \begin{pmatrix}
0 & 1 & 1 & 0 & \ldots & 0 & -1 & -1 \\
-1 & 0 & \ldots & \ldots & \ldots & \ldots & 1 & -1 \\
-1 & 0 & \ldots & \ldots & \ldots & \ldots & 0 & 1 \\
0 & 0 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \ldots & \ldots & \ldots & 1 & \ldots \\
0 & 0 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & 1 & 0 & \ldots & 0 & -1 & -1 & 0
\end{pmatrix}.$$ (24)

We discuss in some detail the cyclic case. Circulant matrices have some useful properties which make their analysis very simple: (i) they all can be diagonalized by the same unitary transformation and (ii) their eigenvalues are given by the discrete Fourier transform of their first row. Property (i) implies that circulant matrices commute and that sums and products of circulant matrices are also circulant (as the transpose as well). Furthermore, whenever a circulant matrix is invertible, the inverse is also circulant. In brief, circulant matrices form a commutative ring. The diagonalizing unitary matrix is usually written as

$$\psi_{jk}^{(\text{circ})} = \frac{1}{\sqrt{L}} e^{-i2\pi(j-1)(k-1)/L},$$ (25)

where $j, k = 1, \ldots, L$. The eigenvalues, according to property (ii), are instead given by

$$\lambda_j^{(\text{circ})} = \sum_{k=1}^{L} m_{jk} e^{-i2\pi(j-1)(k-1)/L},$$ (26)

where $m_{jk}$ are the entries of the circulant matrix and again $j, k = 1, \ldots, L$. Note that $\lambda_1^{(\text{circ})} = \sum_{k=1}^{L} m_{1k}$, while, in the case of real matrices, $\lambda_j^{(\text{circ})} = \lambda_j^{(\text{circ})*}$ for $j = 2, \ldots, L$, where the star denotes complex conjugation. Consequently, whenever the circulant matrix is real, one has $[(L - 1)/2]$ pairs of complex conjugate eigenvalues, with the additional unpaired real eigenvalue $\lambda_1^{(\text{circ})}$ for $L$ odd and the two additional unpaired real eigenvalues $\lambda_1^{(\text{circ})}, \lambda_{L/2+1}^{(\text{circ})}$ for $L$ even. For symmetric matrices, where eigenvalues are real, complex conjugate pairs become degenerate, so that the columns of matrix $B$ can be linearly combined in pairs to get real eigenvectors.

The diagonalization of $A, B, Z = A - B$ is then straightforward. We denote by $\alpha_j \in \mathbb{R}$, $\beta_j \in i\mathbb{R}$, $\zeta_j = \alpha_j - \beta_j$ the eigenvalues of $A, B, Z$ respectively $(j = 1, \ldots, L)$. Since $Z$ is real, $\zeta \in \text{Sp}(Z) \Rightarrow \zeta^* \in \text{Sp}(Z)$. Clearly, in the polar decomposition $Z = \Lambda \Phi T$ the positive part $\Lambda = \sqrt{Z \Phi^T} = |Z|$ and the unitary part $T$ are also circulant. If $Z$ is invertible, $T = Z/|Z|^{-1}$ and its eigenvalues are simply given by $\tau_j = e^{i\theta_j} = \zeta_j/|\zeta_j|$, i.e., $\theta_j = \arg(\zeta_j) = \arccos(|\Re(\zeta_j)/|\zeta_j|))$. Then from Eq. (13) one gets

$$F(Z, \tilde{Z}) = \prod_{j=1}^{L} \frac{1 + e^{i(\theta_j - \theta_j)}}{2} = \delta_\theta \prod_{j=2}^{M+1} \cos \frac{\theta_j}{2},$$ (27)

where $\Theta_j = \tilde{\theta}_j - \theta_j$, $M = [(L - 1)/2]$ is the number of complex conjugate pairs, and $\delta_\theta$ is a function which is zero or one depending on whether $\Theta_1$ and $(\Theta_{L/2+1}$ for $L$ even) is $\pi$ or zero (modulo $2\pi$) respectively. Hence, either all of the unpaired $L - 2M$ eigenvalues of $T^{-1}T$ are equal to one, or the fidelity vanishes, corresponding to a parity change in the ground state.

We evaluate explicitly the eigenvalues for the variable range $c$-cyclic case. By using Eq. (28) one finds

$$-\zeta_j(r) = \mu + (-1)^{l} \delta_{r,[(L+1)/2]} +$$

$$+2 \sum_{k=1}^{r} \left[ \cos \frac{2\pi k(j-1)}{L} + i\gamma \sin \frac{2\pi k(j-1)}{L} \right],$$ (28)

where $r = 1, \ldots, [(L - 1)/2]$, with $[\ldots]$ denoting the ‘ceiling’ of a real number. The function $\delta_{r,[(L+1)/2]}$ is non-zero only for $r = L/2$, with $L$ even. The sums in Eq. (28) can be usefully rewritten as $\sum_{k=1}^{L} \cos(k\theta) = \sin(r\theta/2) \cos((1 + r)\theta/2)/\sin(\theta/2)$ and $\sum_{k=1}^{L} \sin(k\theta) = \sin(r\theta/2) \sin((1 + r)\theta/2)/\sin(\theta/2)$. The eigenvalues of the matrix $Z$ then assume the following expression

$$-\zeta_j(r) = \mu + (-1)^{l} \delta_{r,[(L+1)/2]} +$$

$$+2 \frac{\sin(r\kappa_j/2)}{\sin(r\kappa_j/2)} \left[ \cos \left(1 + \frac{r}{2}\kappa_j \right) + i\gamma \sin \left(1 + \frac{r}{2}\kappa_j \right) \right],$$ (29)

where $\kappa_j = \pi(j - 1)/L$ and again $j = 1, \ldots, L$. For the nearest neighbor range $r = 1$ one recovers the well-known result of the XY-model, which, in terms of the single particle spectrum, yields $\lambda_j(r = 1) = |\zeta_j(r = 1)| = 2\sqrt{(\cos \kappa_j + \mu/2)^2 + \gamma^2 \sin^2 \kappa_j}$ (22).
IV. FULLY COORDINATED FERMIonic HAMILTONIAN

In this section we discuss the long range fermionic system, where, apart from the diagonal elements, $A$ is the adjacency matrix of the complete graph. The entries of the matrix $B$ can instead be interpreted as the orientations of the couplings, so that we have the structure of a directed graph. To be consistent with the notation of Ref. 3 in the following we change the sign of the Hamiltonian with respect to the previous section, so that $A \to -A$, $B \to -B$, $Z \to -Z$. As noticed above, this does not affect the phase diagram.

A. Cyclic case

We proceed by considering the cyclic fully coordinated case $r = [(L - 1)/2]$. One then finds $\zeta_1 = \mu + L - 1$ and

\[
\begin{align*}
\zeta_j &= \mu - 1 + i\gamma [1 + (-1)^j] \cot \frac{\kappa_j}{2} \quad (L \text{ even}), \\
\zeta_j &= \mu - 1 + i\gamma \left[ 1 + (-1)^j \cot \frac{\kappa_j}{4} + \frac{1 + (-1)^{j+1}}{2} \tan \frac{\kappa_j}{4} \right] \quad (L \text{ odd}),
\end{align*}
\]

for $j = 2, \ldots, L$, where $\kappa_j = 2\pi(j - 1)/L$. Hence, concerning the imaginary part $\Im \zeta_j = i\beta_j$, for $L$ even one has $\Im \zeta_{2k} = 2\gamma \cot[\pi(2k - 1)/L]$ and $\Im \zeta_{2k-1} = 0$, while for $L$ odd $\Im \zeta_{2k} = \gamma \cot[\pi(2k - 1)/2L]$ and $\Im \zeta_{2k-1} = -\gamma \tan[\pi(2k - 2)/2L]$. For the real part $\Re \zeta_j = \alpha_j$, we note that the above simple result can also be readily obtained by considering the expression

\[
A = L|\psi_1\rangle\langle \psi_1| + (\mu - 1)1 = (L + \mu - 1)|\psi_1\rangle\langle \psi_1| + (\mu - 1)(1 - |\psi_1\rangle\langle \psi_1|),
\]

where $|\psi_1\rangle$ is the uniform vector given by the first column of the matrix $\psi^{\text{circ}}$ defined in Eq. (26), in components $\psi_{j1}^{\text{circ}} = 1/\sqrt{L}$. Equation (27) directly diagonalizes $A$, i.e., $\text{Sp}A = \{L + \mu - 1, \mu - 1\}$, where the eigenvalue $\alpha = \mu - 1$ is $L - 1$ times degenerate.

To proceed with our analysis we now fix $L$ odd, as usual for the XY-model. We express the fidelity in the Hamiltonian with respect to the previous section, so that $A \to -A, B \to -B, Z \to -Z$. As noticed above, this does not affect the phase diagram.

\[
\begin{align*}
\partial^2 F_Z \bigg|_{\lambda_h=0} &= -\frac{1}{4} \sum_{j=2}^{M+1} \partial \Theta_j \bigg|_{\lambda_h=0} \partial \Theta_j \bigg|_{\lambda_h=0},
\end{align*}
\]

where the parameters $\{\lambda_h\}_{h=1,2}$ are the variations $\delta \mu, \lambda_2 = \delta \gamma$ and one has

\[
\begin{align*}
\partial^2 \delta \mu F_Z &= -\frac{\gamma^2}{4}S, \\
\partial^2 \delta \gamma F_Z &= -\frac{(\mu - 1)^2}{4}S, \\
\partial^2 \delta \mu \partial \delta \gamma F_Z &= \frac{(\mu - 1)\gamma}{4}S,
\end{align*}
\]

with $S = \sum_{j=2}^{M+1} s_j$ and $s_j = (\partial_{\zeta_j} \Im \zeta_j)^2/|\zeta_j|^4$. Consequently, one straightforwardly finds

\[
 h[Z(\mu, \gamma)] = -\frac{1}{4}(\mu - 1)^2 + \gamma^2]S,
\]

while the other Hessian eigenvalue is always zero and hence det $H_{\mu, \gamma}(0) = 0$. We also note that, apart from the discussion on first order QPTs, all these results apply equally well to the even $L$ case.

We are interested in studying $h$ in the limit $L \to \infty$, where a divergence of $h$ reflects a fast fidelity drop. We therefore analyze the behavior of the functions $s_j$ entering the sum $S$. For $\mu \neq 1, \gamma \neq 0$ none of these functions is singular, independently of $L$, so that in the thermodynamic limit one can approximate their sum with an integral

\[
S(\mu \neq 1, \gamma \neq 0) \sim \frac{L}{\pi} \int_{0}^{\pi/4} \left\{ \frac{\tan^2 x}{[(\mu - 1)^2 + (\gamma \tan x)^2]^2} + \cot^2 x \right\} dx = \frac{1}{4L} \left[ (\mu - 1)^2 + (\gamma \cot x)^2 \right],
\]

from which it follows the divergence $h \propto L$. This corresponds to the fact that, for any value of the Hamiltonian parameters, the fidelity between different ground states vanishes in the thermodynamic limit.

A different situation takes place for $\mu = 1, \gamma \neq 0$. In this case one has $s_{j+1} = \cot^2(\pi j/L)/\gamma^4 \sim L^2/(\pi j^2)^2$ for $L \to \infty$, so that it is readily seen that the sum $S$ scales at least as $L^2$. For large $L$ we find

\[
S = \frac{1}{\gamma^4} \sum_{j=1}^{O(L)} \left( \frac{L}{\pi j} \right)^2 + O(L) \sim \frac{1}{6} \frac{L^2}{\gamma^4},
\]

were in the last summation we used $O(L) \to \infty$ and hence the well known result for the Riemann $\zeta$ function $\zeta(2) = \sum_{j=1}^{\infty} j^{-2} = \pi^2/6$. One then finds that the line $\mu = 1$ corresponds to a faster decay of the fidelity in the limit $L \to \infty$. This puts in evidence the presence of a second order QPT, similarly to the case of the XY-model [7] for $\mu = 2$ (i.e., $\lambda = 1$). The same analysis can be repeated
and the above formalism does not apply.

The analysis of second order QPTs can independently be done in terms of the derivatives of the GS energy $E_0 = Tr(A - \Lambda)/2 = \sum_{j=1}^{L} (Re \zeta_j - |\zeta_j|)/2$. Except on the $\mu$ axis, where $E_0 = 0$ for $\mu \geq 1$ and $E_0 = (L-1)(\mu - 1)$ for $\mu < 1$, the energy scales in a superextensive way, due to the fully connected nature of the system. Indeed, while $TrA = L\mu$, for $\gamma \neq 0$ one has $TrB| \leq TrA \leq Tr(A + TrB) \sim Tr(B) \sim L \ln L$ for $L \to \infty$. This makes it impossible to define the energy density $E_0/L$ in the thermodynamic limit. The density of energy derivatives can however be calculated for finite $L$ and in the TDL as well. All the second derivatives are finite and continuous for $\mu \neq 1$, $\gamma \neq 0$. For $\mu \neq 1$, $\gamma = 0$ the second derivatives $\partial_\mu \partial_\mu E_0/L$ and $\partial_\gamma \partial_\gamma E_0/L$ are analytical for $L$ finite, but in the TDL one finds the discontinuous behavior $\partial_\gamma \partial_\gamma E_0(\mu \neq 1, \gamma = 0) \sim -1/\mu = 0$, where the function is non-analytic. The critical plane for $\mu = 1$, $\gamma < 0$, $E_0 = 1001$, with $\delta \mu = \delta \gamma = 0.1$. At the critical lines $\mu = 1$ and $\gamma = 0$ one observes an evident drop.

for $\mu \neq 1, \gamma = 0$, where we get $S \sim (1/2)|L/(\mu - 1)^2|^2$. Summarizing, one has

$$h(\mu \neq 1, \gamma \neq 0) \sim -\frac{L}{16}\frac{(\mu - 1)^2 + \gamma^2}{|\mu - 1||\gamma|(|\mu - 1| + |\gamma|)^2} \quad (38a)$$

$$h(\mu = 1, \gamma \neq 0) \sim -\frac{1}{24}\frac{L^2}{\gamma} \quad (38b)$$

$$h(\mu \neq 1, \gamma = 0) \sim -\frac{1}{8}\frac{L^2}{(\mu - 1)^2} \quad (38c)$$

Finally, we note that the point $\mu = 1, \gamma = 0$ has a peculiar singular behavior. There, all but one ($\zeta_1 = L + \mu - 1$) the eigenvalues of $Z$ vanish and the unitary $T$ is undefined (as at a first order QPT where level crossing takes place). Consequently, the angles $\Theta_j$ cannot be evaluated and the above formalism does not apply.
dividing the peak depth by $L^2$ and rescaling the distance $\mu - 1$ from the critical point by $L$ (therefore compensating the peak narrowing) one gets a curve practically independent of $L$ (data collapsing), as found in the lower panel of Fig. 3. This can be understood by looking at Eq. (38a) in the proximity of the critical line $\mu = 1$, i.e., for $|\mu - 1| \ll \gamma$, which is well verified for the parameters of Fig. 3. Then one finds $h \sim -L/16|\mu - 1|/\gamma$, so that, for a given value of $\gamma$, the quantity $h/L^2$ turns out to depend only on the combination $|\mu - 1|/L$. Similar results were observed for the critical line $\gamma = 0$.

We conclude the analysis of the cyclic fully coordinated system with a couple of additional remarks. As anticipated above, $\det H_{F_2}(0) = 0$, as one eigenvalue identically vanishes. The components of the eigenvector $\mathbf{v} = (v_\mu, v_\gamma)$ associated with this zero eigenvalue are readily found to be related by $v_\gamma = -(\partial^2_{\mu}\mu F_2/\partial\mu_0\partial\beta_0 F_2)c_\mu$. Hence, since $-\partial^2_{\mu}\mu F_2/\partial\mu_0\partial\beta_0 F_2 = \gamma/(\mu - 1)$, the eigenvector is directed in the radial direction from the point $\mu = 1, \gamma = 0$. By recalling that the two eigenvectors of the symmetric matrix $H_{F_2}(0)$ are mutually orthogonal, one immediately concludes that the direction of fastest GS variation is the azimuthal one with respect to this shifted origin. Finally, we comment on first order QPTs for $L$ even. In this case one has two first order critical lines, namely $\mu = 1 - L$ and $\mu = 1$, corresponding to the vanishing of the eigenvalues $\zeta_1 = L + \mu - 1$ and $\zeta_{L/2+1} = \mu - 1$ of $Z$.

B. Free-ends case

In the following we discuss the free-ends fermionic graph. Some results on this system were already reported in Ref. [8]. In this case the relevant matrices are not circulant and the analytic results used before are not available. In particular, it is worth stressing that the matrix $Z$ in the free-ends case is in general not normal, i.e., $[Z, Z^T] \neq 0$. We therefore proceed by calculating the phase diagram numerically.

Let us first recall some analytical facts [8]. For $\gamma = 0$ the resulting number-conserving single-particle Hamiltonian is the same as for the cyclic case. For $(\mu = 0, \gamma = 1)$ the matrices $Z$ and $Z^T$ become instead lower and upper triangular respectively. By explicit computation one finds $(Z Z^T)_{ij} = 4 \min(L - i, L - j)$, which has the last column and row identically vanishing. Accordingly $0 \in \text{Sp}(Z(0, 1)|L)$. We also recall that changing the sign of $\gamma$ simply corresponds to transforming $Z$ into $Z^T$. Hence, since $\text{Sp}(Z Z^T) = \text{Sp}(Z^T Z)$, the matrix $\Lambda$ is not affected by the transformation. Then one can define $\Psi(-\gamma) = \Phi(\gamma)$ and consequently $\Phi(-\gamma) = \Psi(\gamma)$, where the matrices $\Phi$ and $\Psi$ were introduced in Sec. [8]. This implies that $T(-\gamma) = \Phi^T(-\gamma) \Psi(-\gamma) = [\Phi^T(\gamma) \Psi(\gamma)]^T = T^T(\gamma)$, so that the overlap behavior is symmetric with respect to the $\gamma = 0$ axis.

We start from the analysis of first order QPTs. Differently from the cyclic case, the position of these transitions in the parameter space depends on $L$ in a non-trivial way, reaching however a simple configuration in the thermodynamic limit [8]. First order QPTs are given by level crossings which take place when the lowest single particle energy (the gap) exactly vanishes, i.e., when $\det \Lambda = |\det Z| = 0$. Typically, at these points one also has a discontinuous change in $\det T$, which jumps from 1 to $-1$ or vice versa (corresponding to a sign change in $\det Z$), implying $\mathcal{F} = \sqrt{\det(1 + T^{-1}T)/2} = 0$ whenever $T$ and $\bar{T}$ are calculated at opposite sides of the transition. Strictly speaking, at the transition point where $\det Z = 0$ the unitary $T$ is instead undefined, similarly to the azimuthal angle of polar coordinates at the origin.

In order to calculate the position of first order QPTs in the parameter space one then has to solve the equation $\det Z = 0$. The corresponding curve in the $\mu, \gamma$ plane...
depends on $L$. Furthermore, its thermodynamic limit depends on the parity of $L$.

The results for $L$ even were already reported in Ref. [8]. For $L = 2$ the model is trivially solvable and one finds 

\[ \det Z = \mu^2 + \gamma^2 - 1, \]

so that the critical line is the circle of radius one centered at the origin. For $L = 4$ and $L = 6$ the equation \( \det Z = 0 \) is of second and third degree in $\gamma^2$, respectively, so that relatively simple analytical solutions are available. One gets in this way a sequence of closed curves crossing the $\mu$ axis at $\mu = 1 - L$ and $\mu = 1$, while the $\gamma$ axis at $\gamma = \pm 1$. Numerically, in the limit $L \to \infty$ one finds the boundary $\gamma = \pm 1, \mu \leq 1$ and $|\gamma| \leq 1, \mu = 1$.

For $L$ odd the results are different. The equation \( \det Z = 0 \) for the case $L = 3$ is again readily solved analytically. For any $L$, the resulting curve is now open and made of two branches. One branch starts at $\mu = 1 - L$, passes through $\mu = 0, \gamma = \pm 1$, and diverges (as a function of $\mu$) at $\mu = \mu_c$, where $\mu_c = 2/3$ for $L = 3$ (see left panel of Fig. 4). The second branch trivially reduces to the point $\mu = 1, \gamma = 0$. The numerical analysis yields $\mu_c \to 1$ in the thermodynamic limit, so that the critical boundary (apart from the singular point $\mu = 1, \gamma = 0$) is given by $\gamma = \pm 1, \mu \leq 1$ and $|\gamma| \geq 1, \mu = 1$ (see right panel of Fig. 4).

The fact that the asymptotic first order boundaries are different in the even and odd $L$ cases is at first sight surprising. In the limit $L \to \infty$, where $L + 1 \simeq L$, one would expect to find the same result in the two cases. However, the phases separated by the considered QPTs just differ by the fermion number parity. The corresponding level crossings exchange energy states with different parity (recall that the number parity is conserved by the Hamiltonian). Loosely speaking, these states, although orthogonal for any $L$, become less and less different as $L$, and hence the average number of fermions contained in the GS, increases. In conclusion, in the thermodynamic limit such first order QPTs [24] are of little physical interest, in the sense that in practice it would be very difficult to discriminate between such phases, as it would require the capability to distinguish between $L$ and $L + 1$ for $L \gg 1$. On the other hand, the different asymptotic behavior depending on the parity of $L$ is not unreasonable for a quantity which is in turn related to a parity, namely the fermion number parity.

We complete the analysis of the phase diagram by looking at the fidelity. First order QPTs appear as sudden drops of the fidelity, which falls to zero when the considered GSs are in different phases. Besides these discontinuous drops, one also observes a smooth but evident fidelity decay in the proximity of the lines $\mu = 1$ and $\gamma = 0$, which we identify with second order transitions [3]. Hence, apart from first order QPTs, the phase diagram of the free-ends case corresponds to that of the cyclic case.

It is worth discussing in some detail the critical line $\mu = 1$. As explained above, for $L$ odd and $|\gamma| \geq 1$ a first order QPT is also present. For a given value $\gamma_0$ with
\[ |\gamma| \in (1, \infty) \] and for finite \( L \) the (first order) transition point takes place at a critical \( \mu_c(\gamma) \) \( < 1 \) which tends to \( 1 \) in the thermodynamic limit (see Fig. 4). At the point \( \mu_c(\gamma) \), \( \gamma \) the fidelity function is discontinuous and its derivatives, and hence the Hessian matrix, are not defined. However, everywhere else on the line \( \gamma = \gamma_0 \) the eigenvalue \( h(Z) = \min\{\text{Sp}[H_F(0)]\} \) can be calculated. This allows to analyze the finite-size scaling behavior of \( h \) in the neighborhood of \( \mu = 1 \) even for \( |\gamma| \geq 1 \). One then finds the same divergence \( \propto L^2 \) as for second order QPTs in the absence of first order transitions. Only, the constant of proportionality is different in the two phases (i.e., for even or odd number of fermions). For \( |\gamma| < 1 \), instead, one only has the second order transition and \( h \) is symmetric around the critical point. The position of the minimum of \( h \) in the thermodynamic limit gives the second order critical line. For finite \( L \) this position is given by the line \( \mu = \mu_{\text{min}} \), independently of \( \gamma \). In the thermodynamic limit the numerical analysis gives \( 1 - \mu_{\text{min}} \sim \mu \), so that \( \mu = 1 \) is the asymptotic critical line.

For \( L \) even, the first order QPT interesting the \( \mu = 1 \) transition takes place for \( |\gamma| \leq 1 \). Except for this difference, everything goes as in the odd \( L \) case. The finite-size scaling features of \( h \) around \( \mu = \mu_{\text{min}} \) for \( L \) even and \( |\gamma| = 1.5 \) are summarized in Fig. 4. It is also worth noticing that, albeit only in the TDL, the gap also vanishes in the part of the critical line where the first order QPT is absent (e.g., for \( |\gamma| > 1 \) with \( L \) even).

Another second order QPT is found along the line \( \gamma = 0 \). Here the gap is always finite, apart from the point \( \mu = 1 \) (see the cyclic case). Nevertheless, the finite-size scaling of \( h \) puts in evidence the critical behavior. The position of the minimum of \( h \) is here independent of \( L \), always being given by the line \( \gamma = 0 \).

Some insight in the nature of the latter transition can be gained by looking at the perturbative expansion of the ground state around \( \gamma = 0 \). First of all we use a series expansion in \( \gamma \) to prove analytically the \( L^2 \) divergence of \( h \) in \( \gamma = 0 \). Along the line \( \gamma = 0 \), apart from the first order QPTs located at \( \mu = 1 - L \) and \( \mu = 1 \), the ground state is constant. Therefore \( \partial_{\delta\mu}F_Z = \partial_{\delta\nu}F_Z = 0 \) and consequently \( h = \partial^2_{\delta\mu}F_Z \). In practice, one can reduce to the one-dimensional parameter space given by \( \gamma \) and use the series expansion in terms of ordinary derivatives presented in [8],\( F[Z(\lambda),Z(\lambda + \delta\lambda)] = 1 + (1/16)(K'\delta\lambda)^2 + O(\delta\lambda^3) \), where we assumed \( \det T = 1 \) so that \( T = e^{K} \) and the prime denotes derivation with respect to the one-dimensional parameter \( \lambda \) (not to be confused with the magnetic field strength in the XY-model). For simplicity we consider the case \( \mu > 1 \), where \( T(\gamma = 0) = 1 \) and consequently \( T'(\gamma = 0) = T(\gamma = 0)K'(\gamma = 0) = K' \). Lengthy but simple calculations (see Appendix B) yield

\[
\text{Tr}[T'(\gamma = 0)]^2 = \frac{-1}{(\mu - 1)^2} \frac{L^2 + 2L(\mu - 3) + 4(\mu - 1)(3\mu - 5)}{3L + 2(\mu - 1)^2} L^2 + 2L. \]

so that one finds \( h(\gamma = 0) = (1/8)\text{Tr}[T'(\gamma = 0)]^2 \sim (1/24)[L/(\mu - 1)]^2 \) in the thermodynamic limit. Again by series expansion one has \( G(\gamma) = T'(\gamma = 0)/2 + O(\gamma^2) \). The divergence of the elements of \( T' \) at \( \gamma = 0 \) (see Appendix B) in the thermodynamic limit therefore accounts for the rapid orthogonalization rate around the critical line given by the \( \mu \) axis.

V. SINGLE SITE ENTANGLEMENT

The idea of systematically using measures of quantum correlations in order to characterize QPTs has been explored in the past years for general models [1] and in particular for the case of fermion systems [17, 18]. It was found that some of the proposed measures are able to spot, with their peculiar behavior, the undergoing QPTs; in particular, in some cases the behavior of their derivatives is universal, in the sense that they diverge with the correct critical exponents. Here we would like to complete the fidelity analysis of QPTs in the cyclic fully connected system of Subsec. IV A by studying of one of the simplest of such measures: the single site entanglement \( S_i = -\text{Tr}(\rho_i \log_2 \rho_i) \), where \( \rho_i = \sum_{k,h \in \{0,1\}} \rho_{k,h} |k\rangle \langle k| \) is the 2 \times 2 single site reduced density matrix. It can be easily shown that for the system under study we have that \( \rho_{0,0} = 1 - \rho_{1,1} = n \), where \( n \) is the density. Thus the single site entanglement is given by \( S_i = -n \log n - (1 - n) \log(1 - n) \), where here the logarithms are taken in base 2. It can be explicitly computed by noticing that \( n = \partial(E_0)/\partial \mu \). As already described, in our case we have \( E_0 = (\text{Tr}A - \text{Tr}A)/2 = (L \mu - \sum_j |\zeta_j|)/2 \) and \( n \) can be obtained by calculating the TDL of \( \partial_\mu(\sum_j |\zeta_j|)/L = T_{ii} \). The last equality follows from the following observations: (i) since \( T \) is circulant all the elements of its diagonal are equal and each of them corresponds to \( T_{ii} = (\text{Tr}T)/L = \sum_j \tau_j/L \), where we recall that \( \tau_j = \zeta_j/|\zeta_j| \) are the eigenvalues of \( T \); (ii) if \( \zeta_j \in \text{Sp}(Z) \) then \( \zeta_j^* \in \text{Sp}(Z) \) and thus \( T_{ii} \in \mathbb{R} \); (iii) the explicit formulas for \( \zeta_j \) given in Eqs. (30) and (31) allow to write \( \tau_1 = 1 \), for \( \mu > 1 \), which is always true in the TDL, and \( \partial_\mu|\zeta_j| = (\mu - 1)/|\zeta_j| = \zeta_j/|\zeta_j| \) for \( j = 2, \ldots, L \). We can thus write

\[
T_{ii} = \frac{1}{L} + \frac{1}{L} \sum_{j=2}^L \zeta_j/|\zeta_j| = 1 - 2n = \frac{\partial \text{Tr}A}{\partial \mu} L. \]

The above derivation of \( S_i \) in terms of \( T_{ii} \) shows the physical link between the involved quantities and in particular with the single particle eigenvalues \( \zeta_j \). We would however like to remind that the derivation could follow other lines of reasoning based on the well known results about the evaluation of the entropy of entanglement \( S_{i_1,i_2,\ldots,i_N} \) of a block of \( N \) sites \( \{i_1,i_2,\ldots,i_N\} \). In fact, in Refs. [12, 17], it is shown how to express \( S_{i_1,i_2,\ldots,i_N} \) in terms of the eigenvalues \( \nu_i \) of a matrix \( S_N = (T_NT_N)^{1/2} \). There \( T_N \) is the sub-block of order \( N \), relative to the
of single site entanglement; the first derivative of the single site entanglement; the undergoing phase transition, is however not transferred to convergence of the density, that correctly signals the un-

diverses as \( n = 1 \), and due to the circulant nature of \( T \) for all \( i \) one has that \( S_i = \nu_i = |T_{ii}| \) and \( S_i = -[(1 + \nu_i)^2]/2 \log((1 + \nu_i)/2) - [(1 - \nu_i)/2] \log(1 - \nu_i)/2 \).

We now pass to the evaluation of the TDL of \( T_{ii} \) for \( L \) odd. We observe that, since the single particle eigen-
values \( |\nu_i| \) are different for \( j \) even and odd, we can split the sum in \( T_{ii} \) into an even and an odd part and, since in the TDL \( \sum_k \rightarrow (L/\pi) \int \), we can write these sums as integrals such that:

\[
T_{ii} = \frac{1}{\pi} \int_{0}^{\pi/2} \frac{(\mu - 1)dx}{\sqrt{(\mu - 1)^2 + \gamma^2 \cot^2 x}} + \frac{1}{\pi} \int_{0}^{\pi/2} \frac{(\mu - 1)dx}{\sqrt{(\mu - 1)^2 + \gamma^2 \tan^2 x}}
\]

The solution of these integral is different inside and outside the region \( |\gamma| > |\mu - 1| \). One can write

\[
T'_{ii} = \frac{2}{\pi} \frac{\mu - 1}{\sqrt{\gamma^2 - (\mu - 1)^2}} \ln \frac{\sqrt{\gamma^2 - (\mu - 1)^2} + |\gamma|}{|\mu - 1|}
\]

for \( |\gamma| > |\mu - 1| \) and

\[
T''_{ii} = \frac{2}{\pi} \frac{\mu - 1}{\sqrt{(\mu - 1)^2 - \gamma^2}} \arcsin \frac{\sqrt{(\mu - 1)^2 - \gamma^2}}{|\mu - 1|}
\]

for \( |\gamma| < |\mu - 1| \). \( T'_{ii} \) can be used to study the transition \( \mu \rightarrow 1 \), while \( T''_{ii} \) will be used to study the transition \( \gamma \rightarrow 0 \). As far as \( \mu \rightarrow 1 \) is concerned, we first observe that

\[ T'_{ii} \sim - (2/\pi) \ln |\mu - 1|/|\gamma| \rightarrow 0, \text{ thus } n \rightarrow 1/2 \] (half filling) and \( S_i \rightarrow 1 \) is maximal On the contrary, when \( \gamma \rightarrow 0 \) we have that \( T''_{ii} \rightarrow \gamma \ln(\mu - 1) \), consequently \( S_i \rightarrow 0 \) and \( n \) tends to zero or one, so that the ground state is factorized.

The next step is the study of the derivatives of \( T_{ii} \) and \( S_i \). One always has: \( \partial_x S_i = (1/2)[\log((1 - |T_{ii}|)/2) - \log((1 - |T_{ii}|)/2)|\partial_x |T_{ii}| \). We first analyze the case \( x = \mu (\gamma \neq 0) \). When \( \mu \rightarrow 1 \) we have that

\[ \partial_x T_{ii} = -2\partial_x n = \partial_x^2 E_n / L \approx - \ln |\mu - 1|/|\gamma| \].

The divergence of the density, that correctly signals the undergoing phase transition, is however not transferred to the first derivative of the single site entanglement; the latter has a maximum in \( \mu = 1 \) and in fact we have \( \partial_x S_i \propto \log \frac{1 - \gamma}{\mu - 1} \partial_x |T_{ii}| \approx (\mu - 1) \log^2 |\mu - 1| = 0 \). The divergence is shifted to the derivative of second order, i.e., \( \partial^2 S_i / \partial \mu^2 \propto - \log^2 |\mu - 1| \).

We now analyze the case \( x = \gamma (\mu \neq 1) \). At the transition \( \gamma \rightarrow 0 \) the derivative \( \partial_{\gamma} T_{ii} \rightarrow - \gamma )2(\pi(\mu - 1))^{-1} \) is finite but, since when \( \gamma \rightarrow 0 \), \( T_{ii} \approx 1 - 2\gamma/(\pi(\mu - 1)) \) the derivative of the single site entanglement \( \partial_{\gamma} S_i \) diverges as \( - \gamma \log(|\gamma|/\pi|\mu - 1|)/|\mu - 1| \).

In summary we can make the following considerations. Due to its direct link to the density \( n \), the behavior of \( S_i \) in the TDL reflects the properties of the ground state: for \( \gamma = 0 (\mu \neq 1) \) the state is factorized, while for \( \mu = 1 (\gamma \neq 0) \) the single site quantum correlations are maximal. At the transitions the critical behavior is described by the derivatives of \( S_i \). For \( \mu \rightarrow 1 \) the divergence of \( \partial^2 S_i / \partial \mu^2 \) is again directly linked to the divergence of \( \partial_{\mu} n \). In the case \( \gamma \rightarrow 0 \), the derivative \( \partial_{\gamma} T_{ii} \) is finite and hence it is the functional form of the chosen measure of entanglement \( S_i \) that is responsible for the divergence. Indeed \( \partial_{\gamma} S_i \propto - \ln n + \log(1 - n) \) and in this transition \( n \rightarrow 0 \).

VI. CONCLUSIONS

In this paper we have given an extensive discussion of the relation between ground state fidelity and quantum phase transitions in quadratic Fermi systems. The presented material covers several aspects. First (i) we have provided a detailed description of the ground state calculation and a simple formula for the fidelity between ground states corresponding to different parameters. The latter expression is based on the orthogonal part \( T \) of the polar decomposition of the coupling constant matrix \( Z \). The fidelity behavior has then been characterized through a combination of its second derivatives, namely the minimum eigenvalue \( h \) of the Hessian matrix. Subse-

We deem it appropriate to add some remarks on the possible developments of this approach. In all the models considered so far, a one to one correspondence between
QPTs and fidelity drops has been observed. It would however be interesting to study the fidelity behavior in the presence of more subtle transitions, as in the case of topological QPTs, or even in crossover regions, where no discontinuous transition is present. In fact, it would be desirable to answer the question, whether fidelity drops give a reliable signature of QPTs or if they can be originated also by to other effects. In other words, could fidelity drops (or, more precisely, divergences of fidelity derivatives) provide a tool to define QPTs? In spite of the possible computational difficulty of the fidelity analysis in general systems, the added value due to the conceptual simplicity of the ideas underlying our method makes the latter, we believe, an interesting question.

**APPENDIX A**

In this appendix we prove the relationship between det $T$ and the ground state number parity. We start by proving that if det $T = 1$ implies even parity. If det $T = 1$ and $\neg 1 \notin \text{Sp} T$, then $T + \mathbb{1}$ is invertible, $G$ exists, and the even parity follows immediately. If instead det $T = 1$ but $-1 \in \text{Sp} T$, then this negative eigenvalue must appear an even number of times in the spectrum. We note that, if det $T = 1$, one can write $T = e^K$, where $K$ is an antisymmetric real matrix. Then, a real orthogonal transformation $R$ exists such that $R^T K R$ and hence $R^T T R$, is block diagonal. For $L$ even, one has only $2 \times 2$ blocks, while for $L$ odd an additional $1 \times 1$ block is present, corresponding to the only unpaired eigenvalue, which is 0 for $K$ and 1 for $T$. Being present an even number of $-1$ eigenvalues in Sp$T$, one can group them in pairs in blocks of the form $-\mathbb{1}_2$. The idea is now to find a parity preserving canonical transformation of the $c_i$'s which flips the sign of the $-1$ eigenvalues of $T$. In this way one gets a matrix $T'$ s.t. det $T' = 1$ and $-1 \notin \text{Sp} T'$, being thus possible to define $G' = (T' + \mathbb{1})^{-1} (T' + \mathbb{1})$. The ground state will then have the form (7) with the transformed operators $c'_i$ and the corresponding vacuum $|0\rangle'$, so that in terms of the new parity operator $P_{N'} = (-1)^{N'}$, where $N' = \sum_{j=1}^L c_j' c_j'$, the ground state is even. The parity preserving nature of the canonical transformation will ensure that $P_{N'} = P_N$ and the proposition be proved.

The transformation properties of the matrix $Z$ for a general real canonical transformation have been described in the first part of Sec. [11]. We then consider the canonical transformation $c'_j = R^T c_k$, i.e., $u = R^T v$, $v = 0$. This transformation is evidently number preserving, $N' = \sum_{j=1}^L c_j'^* c_j' = \sum_{j=1}^L c_j^* c_j = N$. Furthermore, one has $Z' = R^T Z R = R^T \sqrt{Z Z^T} R R^T T R$ so that $T' = R^T T R$ is block diagonal.

Without loss of generality, we now assume that the first block of $T'$ is given by $-\mathbb{1}_2$ and that no other $-1$ appears in the spectrum. We then use a second trivial canonical transformation defined by $u' + v' = \mathbb{1}$ and $u' - v' = -\mathbb{1}_2 \oplus \mathbb{1}_{L-2}$. In this way one gets $Z'' = Z'(u' - v')$ and $T''$ is equal to $T'$ apart from the first two diagonal elements, whose sign is now changed. Explicitly, $u' = 0 \oplus \mathbb{1}_{L-2}$, $v' = \mathbb{1}_2 \oplus 0_{L-2}$, and it is immediate to check that $u'$ and $v'$ satisfy the canonical conditions [3]. It is easy to see that this transformation, although not number conserving, is parity preserving. Indeed one finds $N'' = N' + 2(1 - n'_1 - n'_2)$, where $n'_1 = c_1^* c'_1$, so that $P_{N''} = P_{N'} = P_N$.

This proves that if det $T = 1$ the ground state is even. Conversely, if det $T = -1$, one can find a trivial parity flipping canonical transformation which yields $T''$ such that det $T'' = 1$. For example, one can choose $c_1^* = c_1^T$ and $c_j' = c_j$ for $j = 2, \ldots, L$, i.e., $u = 0 \oplus \mathbb{1}_{L-1}$ and $v = \mathbb{1} \oplus 0_{L-1}$. Then $u + v = \mathbb{1}$ and $u - v = -1 \oplus \mathbb{1}_{L-1}$, so that $T'' = T'(-1 \oplus \mathbb{1}_{L-1})$ and hence det $T'' = -\text{det} T = 1$. In addition, $N'' = N + 1 - 2n_1$, so that the parity is flipped, $P_{N''} = -P_N$. The ground state will then be of the form (7) with the transformed operators and vacuum $|0\rangle' = c_1^T |0\rangle$, being hence of even parity in the $c'_i$ representation and thus odd in the original one. This completes our proof.

**APPENDIX B**

We briefly sketch the main steps of the calculation of $T'(0) \equiv \partial T |_{\gamma = 0}$ used in Eq. (39) of Subsec. [13]. In the following, primed quantities imply derivation with respect to $\gamma$.

By explicitly deriving $T = \Phi T A^{-1} \Phi Z$ with respect to $\gamma$ and using the fact that $A'(0) = 0$ one finds $T'(0) = [\Phi' T(0) \Phi(0), A^{-1}] A - A^{-1} B'$, where $B' = B/\gamma$.

To avoid the explicit calculation of $\Phi'(0)$ one can use the relation $[A, B'] = [\Phi' T(0) \Phi(0), A^2]$, obtained from $(Z Z^T)'(0)$ with the aid of $A'(0) = 0$. By noting that $A^2 = [L + 1 + \mu - 1] A - (L + \mu - 1) (\mu - 1) \mathbb{1}$ [see Eq. (32)] and that $[\Phi' T(0) \Phi(0), A^{-1}] A = -A^{-1} [\Phi' T(0) \Phi(0), A]$ one finds

$$T'(0) = -A^{-1} \left( \frac{[A, B']}{L + 2(\mu - 1)} + B' \right), \quad (B1)$$

which, after algebraic manipulations, yields $T_{\mu k}(0) = [(k - j)/(L/2 + \mu - 1) - \text{sign}(k - j)]/(\mu - 1)$. Then, Eq. (39) is obtained by calculating only the diagonal elements of $[T'(0)]^2$, namely

$$\{[T'(0)]^2\}_{ij} = \frac{1}{(\mu - 1)^2} \left[ \frac{2(\mu - 1)(j - L - 1)}{(L/2 + \mu - 1)^2} + \frac{1}{6} \frac{L(L + 1)(L + 6 \mu - 2)}{(L/2 + \mu - 1)^2} - L + 1 \right], \quad (B2)$$

and finally summing to get the trace.
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