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ABSTRACT: Correlators of local operators inserted on a straight or circular Wilson loop in a conformal gauge theory have the structure of a one-dimensional “defect” CFT. As was shown in arXiv:1706.00756, in the case of supersymmetric Wilson-Maldacena loop in $\mathcal{N} = 4$ SYM one can compute the leading strong-coupling contributions to 4-point correlators of the simplest “protected” operators by starting with the AdS$_5 \times S^5$ string action expanded near the AdS$_2$ minimal surface and evaluating the corresponding tree-level AdS$_2$ Witten diagrams. Here we perform the analogous computations in the non-supersymmetric case of the standard Wilson loop with no coupling to the scalars. The corresponding non-supersymmetric “defect” CFT$_1$ should have an unbroken $SO(6)$ global symmetry. The elementary bosonic operators (6 SYM scalars and 3 components of the SYM field strength) are dual respectively to the $S^5$ embedding coordinates and AdS$_5$ coordinates transverse to the minimal surface ending on the line at the boundary. The $SO(6)$ symmetry is preserved on the string side provided the 5-sphere coordinates satisfy Neumann boundary conditions (as opposed to Dirichlet in the supersymmetric case); this implies that one should integrate over the $S^5$ expansion point. The massless $S^5$ fluctuations then have logarithmic propagator, corresponding to the boundary scalar operator having dimension $\Delta = \frac{5}{\sqrt{\lambda}} + \ldots$ at strong coupling. The resulting functions of 1d cross-ratio appearing in the 4-point functions turn out to have a more complicated structure than in the supersymmetric case, involving polylog ($\text{Li}_3$ and $\text{Li}_2$) functions. We also discuss consistency with the operator product expansion which allows extracting the leading strong coupling corrections to the anomalous dimensions of the operators appearing in the intermediate channels.
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1 Introduction

Wilson loops are important observables in gauge theories. In addition to the standard Wilson loop (WL), in the $\mathcal{N} = 4$ super Yang-Mills theory one can define also a special Wilson-Maldacena loop (WML) which is locally-supersymmetric due to an extra coupling to SYM scalars. In the case of a straight line or circular contour they preserve a straight line or circular loop that we shall consider below, the WML is also globally supersymmetric (WML) which is locally-supersymmetric due to an extra coupling to SYM scalars. In the case of a deformation of a line or circle.

Both WL and WML are natural objects to study [1, 2]. For smooth contours their expectation values do not have logarithmic divergences and thus are consistent with conformal covariance. For straight line or circular contour they preserve a $SL(2, R)$ subgroup of the 4d conformal group, and hence they may be viewed as examples of one-dimensional conformal defects of the 4d gauge theory. In fact, the WL and WML may be interpreted respectively as the UV and IR fixed points of a 1d RG flow of the scalar coupling in the Wilson line exponent [2] (see also [3]). In the large $N$ limit, their expectation values in the strong coupling ($\lambda \gg 1$) expansion are given by the $AdS_5 \times S^5$ string path integral over the world surfaces ending on an infinite line (or circle) at the boundary of $AdS_5$ and with the $S^5$ scalars subject to the Dirichlet (in the WML case) or the Neumann (in the WL case) boundary conditions [1, 2].

In addition to the WL expectation value it is interesting also to study correlation functions of local operators inserted along the loop (see, e.g., [4, 5, 1, 6–8]). These correlators are constrained by the $SL(2, \mathbb{R})$ 1d conformal symmetry, and define an effective defect 1d CFT [5, 6, 9]. In the supersymmetric WML case this CFT was studied in [9, 11] (see also [12–23] for some recent discussions of the 1d defect CFT approach to Wilson loop computations in $\mathcal{N} = 4$ SYM). In [11] it was shown how to compute some correlation functions on the supersymmetric WML at strong coupling using string theory, i.e. AdS/CFT. Our aim below will be to perform analogous computations in the case of the standard WL which should correspond to a different, non-supersymmetric defect CFT.

Let us first review the supersymmetric WML case, i.e. $W = \text{Tr} \mathcal{P} e^J \int (i x^a A_a + i |x|^\theta \Phi_a)$, where $\Phi_a$ are the SYM scalars ($a = 1, \ldots, 6$). For an infinite straight line (or circle) and $\theta^a$ being a constant vector this operator preserves 16 of the 32 supercharges of the $\mathcal{N} = 4$ superconformal group $PSU(2, 2|4)$. Choosing the defining line as the Euclidean time $x^0 = t (\in (-\infty, \infty))$ and $\theta^a$ pointing in the 6-th direction we get $W = \text{Tr} \mathcal{P} e^J \int (i A_a + \Phi_a)$. The correlators of the gauge-theory operators $O(x)$ inserted along the line (we suppress exponential factors appearing between the operators)

$$\langle O(t_1) \cdots O(t_n) \rangle \equiv \langle \text{Tr} \mathcal{P} [O(x(t_1)) \cdots O(x(t_n))] e^{\int dt (i A_a + \Phi_a)} \rangle$$

(1.1)

can be interpreted as correlators of the corresponding conformal operators $O(t)$ in an effective defect CFT. We shall use the notation $\langle \cdots \rangle$ for correlators of operators inserted on the Wilson line. We shall sometimes not distinguish between $O(x(t))$ and $O(t)$ like in eq.(1.2) below.

This CFT has $d = 1, \mathcal{N} = 8$ superconformal symmetry $OSp(4^*|4) \subset PSU(2, 2|4)$ which contains:
(i) $SO(5)$ subgroup of the $SO(6)$ rotating 5 scalars $\Phi_a$ ($a = 1, \ldots, 5$) not coupled directly to the loop;
(ii) $SO(3) \times SO(2, 1)$ subgroup of the 4d conformal group $SO(2, 4)$ ($SO(3)$ rotations around the line and dilatations, translation and special conformal transformation along the line); (iii) 16 supercharges preserved by the WML. The operators $O$ on the line belong to representations of $OSp(4^*|4)$ (i.e. are

1The operator insertions are equivalent to deformations of the Wilson line [5, 9], so that the knowledge of all of the correlators should, in principle, allow one to compute the expectation value of a general Wilson loop which is a deformation of a line or circle.

2More generally, the data of a defect CFT include additional observables, such as “bulk-defect” correlators, that describe the coupling between operators on the defect and “bulk” operators inserted away from the defect. See e.g. [10].
labelled by the 1d scaling dimension $\Delta$ and representation of “internal” $SO(3) \times SO(5)$). The simplest multiplet contains $8+8$ operators corresponding to a short representation of $OSp(4^+|4)$ with protected dimensions; the bosonic ones are the 5 scalars $\Phi_a$ (with $\Delta = 1$) and the 3 “displacement” operators in the directions $(i = 1, 2, 3)$ transverse to the line $\mathcal{F}_i = i F_i + D_i \Phi_6$ (with $\Delta = 2$). Their 2-point functions in the planar SYM theory then have the exact form

$$
\langle \Phi_a(t_1) \Phi_b(t_2) \rangle = \delta_{ab} \frac{C_\phi}{(t_{12})^{2\Delta}},
$$

where $C_\phi(\lambda) = 2B(\lambda) = \frac{\lambda}{\lambda^2 - \frac{\lambda^2}{4\pi^2} + \ldots}$ is twice the Bremsstrahlung function $B(\lambda) = \frac{\sqrt{\pi} t_{12} (\sqrt{\lambda})}{4\pi^2 t_{12} (\sqrt{\lambda})}$ [7, 8]. Similarly, one finds $\langle \mathcal{F}_i(t_1) \mathcal{F}_i(t_2) \rangle = \delta_{ij} \frac{C_\phi(\lambda)}{(t_{12})^{1\Delta}}$, where $C_\phi = 12B(\lambda)$. The three-point functions of these elementary operators $\mathcal{O} = (\Phi_a, \mathcal{F}_i)$ vanish by the $SO(3) \times SO(5)$ symmetry while their four-point correlators are non-trivial functions of the 1d conformal cross-ratio $\chi$ and the ’t Hooft coupling. For example, for 4 operators of the same dimension

$$
\langle \mathcal{O}_\Delta(t_1) \mathcal{O}_\Delta(t_2) \mathcal{O}_\Delta(t_3) \mathcal{O}_\Delta(t_4) \rangle = \frac{1}{(t_{12} t_{34})^{\Delta}} G(\chi; \lambda), \quad \chi = \frac{t_{12} t_{34}}{t_{13} t_{24}}.
$$

Ref. [11] computed these correlators at strong coupling using the dual string theory in $AdS_5 \times S^5$. At large string tension $T = \frac{\sqrt{\lambda}}{2\pi} t_{12}$ the minimal surface corresponding to the $\frac{1}{2}$ BPS Wilson line is represented by $AdS_2$ space embedded into $AdS_5$ and fixed at a point in the $S^5$. The 1d conformal group $SO(2, 1)$ is then the isometry of $AdS_2$, i.e. one gets a novel example of the $AdS_2$/CFT$_1$ duality. This CFT$_1$, which is “induced” from the 4d CFT on the 1d defect, is not expected to have a description based on a local 1d Lagrangian (for example, representing the Wilson loop path ordered exponential in terms of a 1d auxiliary fermionic path integral [24–29] and integrating out the 4d fields would lead to a non-local 1d fermion action).

The $AdS_2$ multiplet of string fluctuations transverse to the string surface includes [30]: (i) 5 massless scalars $y^a$ ($S^5$ fluctuations near the fixed vacuum point); (ii) 3 massive ($m^2 = 2$) scalars $x^i$ ($AdS_5$ fluctuations), and (iii) 8 fermions with $m^2 = 1$. These $AdS_2$ fields are then naturally identified with the $8+8$ basic CFT$_1$ operators $[6, 31, 32]$. The standard relation $\Delta(\Delta - d) = m^2$ between the $AdS_{d+1}$ scalar mass and the corresponding CFT$_d$ operator dimension implies that the massless $y^a$ fields should be dual to the scalars $\Phi^a$ with $\Delta = 1$ inserted on the line and subject to the standard (Dirichlet) boundary conditions, while the $AdS_5$ fluctuations $x^i$ with $m^2 = 2$ should be dual to $\mathcal{F}_i$ with $\Delta = 2$.

As was explained in [11], using the quartic vertices between the $y_a$ and $x_i$ fields appearing in the expansion of the string action around the $AdS_2$ minimal surface one is able to compute the corresponding tree-level Witten diagrams in $AdS_2$ and extract the strong coupling predictions for the four-point functions of the protected operators on the WML

$$
\langle \mathcal{O}(t_1) \cdots \mathcal{O}(t_n) \rangle = \langle X(t_1) \cdots X(t_n) \rangle_{AdS_2}.
$$

Here $\langle \cdots \rangle_{AdS_2}$ is the expectation value in the 2d world-sheet theory with the bulk-to-boundary propagators attached to the points $t_1, \cdots, t_n$ at the boundary, $X \sim y^a$ corresponds to $\mathcal{O} \sim \Phi^a$ and $X \sim x^i$ corresponds to $\mathcal{O} \sim \mathcal{F}_i$. The expansion parameter for the $AdS_2$ Witten diagrams is the inverse string tension $T^{-1} = \frac{2\pi}{\sqrt{\lambda}}$.3

\footnote{As the 2d theory defined by the fundamental superstring action is to be UV finite, the duality with the boundary 1d CFT should hold for any value of $\lambda$, including world-sheet loop corrections.}
Applying the OPE to (1.3) one can extract the leading corrections to the scaling dimensions of the “two-particle” operators built out of products of two of the protected insertions \((y_a \partial^a y_a, \text{ etc.})\). In particular, for the lowest-dimension unprotected operator \(y_a y_a\) at strong coupling one finds [11, 3]

\[
\Delta = 2 - \frac{5}{\sqrt{\lambda}} + \mathcal{O}\left(\frac{1}{(\sqrt{\lambda})^2}\right). \tag{1.5}
\]

The \(y_a y_a\) operator may be identified with \(\Phi_6\) for which at weak coupling one finds [1]

\[
\langle \Phi_6(t_1) \Phi_6(t_2) \rangle = \frac{C_{\Phi_6}}{(t_{12})^{2\Delta}}, \quad C_{\Phi_6} = \frac{\lambda}{8\pi^2} + \cdots, \quad \Delta = 1 + \frac{\lambda}{4\pi^2} + \cdots, \tag{1.6}
\]

so that (1.5) is consistent with a smooth growth of \(\Delta\) from weak to strong coupling.

Let us now turn to our present case of interest – correlators on the standard (non-supersymmetric) Wilson line. Since here \(W = \text{Tr} \mathcal{P} e^{i \int dx^4 A_0}\) has no coupling to scalars, the full \(SO(6)\) global symmetry should be preserved, i.e. the correlators of operators inserted on the line should correspond to a non-supersymmetric CFT with the \(SO(2,1)\) conformal and \(SO(3) \times SO(6)\) “internal” symmetry. Since there is no supersymmetry, the dimension of the scalars will no longer be protected. In particular, instead of (1.2) (and (1.6)) we should get

\[
\langle \Phi_A(t_1) \Phi_B(t_2) \rangle = \delta_{AB} \frac{C'_{\Phi}}{(t_{12})^{2\Delta}}, \quad C'_{\Phi} = \frac{\lambda}{8\pi^2} + \cdots, \quad \Delta = 1 - \frac{\lambda}{4\pi^2} + \cdots. \tag{1.7}
\]

The leading weak-coupling term in \(C'_{\Phi}\) is the same as in (1.2) or (1.6), as it is determined just by the normalization of the free scalar propagator. In general, however, the 2-point function normalization factor \(C'_{\Phi}\) is scheme dependent and hence arbitrary, since the operator gets renormalized and has non-trivial scaling dimension.\(^4\) The leading correction to \(\Delta\) in (1.7) was computed in [1].\(^5\)

Our aim will be to explore these CFT\(_1\) correlators at strong coupling using similar AdS\(_3\)/CFT\(_1\) set-up as in [11]. The minimal surface in AdS\(_5\) corresponding to the straight-line WL at the boundary has the same AdS\(_2\) geometry and thus the spectrum of string fluctuations will again contain 5 massless \(S^5\) scalars \(y^a\), 3 AdS\(_5\) scalars \(x^i\) with \(m^2 = 2\) and 8 fermions with \(m^2 = 1\). The boundary conditions for the scalar \(x^i\) do not change, and this should be dual to the usual field strength operator \(F_{i\ell}\). The latter, being the displacement operator in the defect CFT\(_1\), should have protected dimension, i.e. \(\Delta_F = 2\) for all \(\lambda\).

In the supersymmetric WML case, where the expansion is around a particular point in \(S^5\), one may use an explicit parametrization of \(S^5\) like \((Y_A Y_A = 1)\)

\[
Y_a = \frac{y_a}{1 + \frac{1}{4} y^2}, \quad Y_6 = \sqrt{1 - Y_a Y_a} = \frac{1 - \frac{1}{4} y^2}{1 + \frac{1}{4} y^2}, \quad ds^2_{S^5} = dY_A dY_A = \frac{dy_a dy_a}{(1 + \frac{1}{4} y^2)^2}. \tag{1.8}
\]

\(^4\) The reason why the normalization constant \(C_\Phi\) in (1.2) in the supersymmetric WML case is meaningful is that \(\Phi^a\) has protected dimension and is in the same multiplet as the displacement operator \(F_{i\ell} = i F_{i\ell} + D_i \Phi_6\); this has a natural normalization due to its relation to translations in the directions orthogonal to the defect. Hence the normalization constant in its 2-point function defines a meaningful observable, somewhat analogous to the “central charge” coefficient \(C_T\) in the correlator of two stress tensors. In the non-supersymmetric WL case the displacement operator dual to \(x^i\) will be simply proportional to the field strength component \(F_{i\ell} = i F_{i\ell}\) [8] and the coefficient in the corresponding 2-point function (5.1) will also be a meaningful function of \(\lambda\). However, the scalar operator normalization \(C'_{\Phi} = C_Y\) will be scheme-dependent and we shall fix it in a particular way (see (4.3)).

\(^5\) Recently, it was rederived as a consequence of integrability of a certain \(SO(6)\) invariant spin chain [16]. This provides a weak-coupling indication that correlators on the standard WL may be described by an integrable theory. Since the AdS\(_5\) \(\times S^5\) superstring action is an integrable 2d theory, the approach of [11] suggests that the same may be expected also at strong coupling (both in the supersymmetric and non-supersymmetric cases).
Then the expansion in \( \frac{1}{\sqrt{A}} \) is equivalent to expansion in powers of \( y_a \) subject to Dirichlet b.c. and one is left with \( SO(5) \) as manifest symmetry of their correlators \([11]\).

The key difference with the supersymmetric WML case is that now the \( S^5 \) scalars should be subject to the Neumann (or “alternative” \([34]\)) boundary conditions which break supersymmetry \([1–3]\). This leads, in particular, to an additional integration over a point in \( S^5 \) restoring the full \( SO(6) \) symmetry in the corresponding correlators.\(^7\) We will assume that the counterparts of the SYM scalars \( \Phi_A \) on the string side should be the \( S^5 \) embedding coordinates \( Y_A \) \( (Y_A Y_A = 1) \) on which \( SO(6) \) acts linearly. For a massless \( AdS_2 \) scalar one has \( \Delta(\Delta - 1) = 0 \) which gives \( \Delta = 0 \) for the Neumann (N) boundary conditions. The first non-vanishing strong-coupling correction to \( \Delta \) in this case was argued to be \([1]\)

\[
\Delta = \frac{5}{\sqrt{A}} + \mathcal{O}(\frac{1}{(\sqrt{A})^2}). \tag{1.9}
\]

The same result was found also in \([3]\), following \([2]\).\(^8\) We will reproduce (1.9) directly by computing the 2-point function (1.7) interpreted as the scalar correlator \( \langle Y_A(t_1)Y_B(t_2) \rangle \) below.

In the case of Neumann boundary conditions on \( y_a \) in (1.8) one is to integrate over their zero mode or position of the expansion point on \( S^5 \). This is equivalent to integrating over the embedding coordinates \( Y_A \) without breaking \( SO(6) \). Then we should have the following analog of (1.4),(1.7)

\[
\langle \Phi_A(t_1) \cdots \Phi_A(t_n) \rangle = \langle Y_A(t_1) \cdots Y_A(t_n) \rangle, \tag{1.10}
\]

The computation of (1.10) can be implemented in a manifestly \( SO(6) \) covariant way by setting \( Y_A = n_A + \zeta_A(\sigma) + \cdots \) and integrating over the fluctuations \( \zeta_A \) and the constant direction \( n_A \). In practice, it is sufficient to consider the \( SO(6) \) singlets like \( \langle Y_A(t_1)Y_B(t_2)Y_D(t_3)Y_D(t_4) \rangle \) which will not depend on the position of the expansion point \( n_A \) and thus averaging over \( n_A \) will not be required. Such \( SO(6) \) singlets will also be IR finite in the quantum theory \([37–39]\).

The rest of the paper is organized as follows. In section 2 we shall first review the computation of 4-point correlators on the supersymmetric Wilson line at strong coupling, following \([11]\). The starting point is the bosonic part of the \( AdS_5 \times S^5 \) string action expanded near the \( AdS_2 \) minimal surface that defines the corresponding quartic vertices between the \( x^i \) and \( y^a \) fields. After summarizing some general relations for 4-point functions in CFT, we will present the expressions for the leading-order strong-coupling terms in the \( G(\chi) \) functions in the scalar 4-point correlators in (2.34) and (2.38). In section 2.4 we make some comments on the analytic continuation to the out of time order correlators relevant for chaos \([40]\), which appear to display a maximal Lyapunov exponent.

In section 3 we will turn to the non-supersymmetric Wilson line case and describe the general \( SO(6) \) invariant computational scheme, based on using the Neumann propagator for the fluctuations of the \( Y^A \) fields and averaging over the \( S^5 \) expansion point \( n^A \). In section 4 we shall use it to compute the 2-point function (1.7) at strong coupling or \( \langle Y_A(t_1)Y_B(t_2) \rangle \) for \( SO(6) \) scalars in \( AdS_2 \) (see (4.1),(4.2)). We shall reproduce the leading term in the dimension \( \Delta \) in (1.9) and also demonstrate

\(^6\) Let us note also that in the present case of UV finite \( AdS_5 \times S^5 \) superstring model there will be no automatic restoration of \( SO(6) \) symmetry (either in flat 2d space or \( AdS_2 \), cf. \([33]\)).

\(^7\)The contribution of the \( S^5 \) zero modes implies also that in contrast to the large \( \lambda \) asymptotics \( \langle W \rangle \sim (\sqrt{\lambda})^{-3/2} e^{\sqrt{\lambda}} \) of the WML \([35]\), for the standard WL one gets \( \langle W \rangle \sim \sqrt{\lambda} e^{\sqrt{\lambda}} \) \([3]\). Let us note also that integration over sphere 0-modes is important also in the context of ratio of BPS Wilson loops in \([36]\).

\(^8\)As \( Y_6 = 1 - \frac{1}{2} y_a y_a + \cdots \) (see (1.8)) at strong coupling \( \Phi_6 \) may be identified with \( y_a y_a \) and thus should have the dimension \( 2 - \frac{1}{\sqrt{A}} + \cdots \) as in (1.5). Since in the WL case all 6 scalars have the same dimension, (1.5) and (1.9) are then consistent \([3]\) with the fact that the dimensions of scalars with the standard (D) and alternative (N) boundary conditions in \( AdS_2 \) should sum up to 2.
(in section 4.2) that the subleading \( \frac{1}{(\sqrt{\lambda})^2} \log^2 \) corrections “exponentiate”, i.e. have the right coefficient to be consistent with the 1d conformally invariant form of the 2-point function in (4.1). The subleading \( \frac{1}{(\sqrt{\lambda})^2} \log \) correction in (4.1) corresponding next to leading coefficient \( d_2 \) in \( \Delta = \frac{5}{\sqrt{\lambda}} + \frac{d_2}{(\sqrt{\lambda})^2} + \ldots \) should receive contributions from the fermionic 1-loop graphs (cf. Fig. 3) and we will not attempt to compute it here.

In section 5 we will compute the mixed correlator \( \langle F^i_i(t_1)F^j_j(t_2)\Phi_A(t_3)\Phi_B(t_4) \rangle \) at strong coupling or the leading contribution to the \( G(\chi) \) function in \( \langle x^i(t_1)x^j(t_2)Y_A(t_3)Y_B(t_4) \rangle \) in (5.2) coming from the diagrams in Figs. 6 and 7. The resulting connected contribution to \( G \) is given by (5.16),(5.18) and happens to be simply proportional to the expression in the supersymmetric case in (2.37),(2.38). The reason for this relation is explained in section 6.2.

Section 6 is devoted to the computation of the \( Y \)-scalar 4-point function (6.1),(6.2). We shall first determine the leading order \( \frac{1}{(\sqrt{\lambda})^3} \) contribution to the singlet function \( G_S(\chi) \) (6.10),(6.11) coming from tree-level graphs in Fig. 8 and graphs with 1-loop propagator corrections like in Fig. 9. The corresponding functions in the traceless symmetric \( G_T \) and antisymmetric \( G_A \) parts of the correlator are given in (6.12),(6.13). We shall then turn to the order \( \frac{1}{(\sqrt{\lambda})^3} \) contribution coming from the tree-level graph with contact bulk vertex in Fig. 11.

In section 6.2 we will explain how one can by-pass the complication of directly computing the \( \text{AdS}_2 \) bulk integrals of the products of four logarithmic Neumann propagators by first differentiating the correlator over the boundary points, then relating it to correlators in the theory with standard Dirichlet propagators and finally integrating back. In addition to the contact diagram contribution there is also the order \( \frac{1}{(\sqrt{\lambda})^3} \) contribution coming from “reducible” tree diagrams in Fig. 12 and similar diagrams with 1-loop “dressed” propagators which are computed in Appendix G (see (G.11), (G.17)). It is only the sum of all \( \frac{1}{(\sqrt{\lambda})^3} \) corrections that is conformally invariant with the resulting singlet function given in (6.59). Similar expressions are found for \( G_T \) and \( G_A \) functions. Compared to the supersymmetric case expressions in (2.34) they are more complicated containing polylog (\( \text{Li}_3 \) and \( \text{Li}_2 \)) functions of \( \chi \). In section 5 and section 6.4 we also comment on the consistency of the results for the \( G \)-functions with the OPE in (2.11) extracting the leading-order strong-coupling corrections to the dimensions of composite operators appearing in the intermediate channels (cf. Appendix B). We also include several other Appendices reviewing some general relations and discussing technical points.

There are a number of interesting directions to explore in the future. One is how the classical integrability of the \( \text{AdS}_3 \times S^5 \) string theory is reflected in the correlation functions like (1.10). Some connection to integrability is expected since, on the one hand, the knowledge of tree-level correlators is related to the value of string action on world sheets ending on more general wavy contours, while, on the other hand, the classical string integrability allows one to find more general Wilson-line type solutions (cf., e.g., [41] and [42]). It would be important to identify more direct correspondences at the level of particular correlators (and the associated \( \text{AdS}_2 \) Witten diagrams) possibly analogous to constraints on flat-space S-matrix in integrable 2d models. Another is an extension of the computations in [11] and the present paper to \( \text{AdS}_2 \) world-sheet loop level including also the Green-Schwarz fermions. Finally, it would be interesting to establish a connection between the strong-coupling results for the correlators found in this paper and general results obtained in the framework of 1d bootstrap (generalizing the analysis of [17] in the supersymmetric case).
2 Correlators on supersymmetric Wilson line at strong coupling

Before turning to the non-supersymmetric WL case let us start with a review of the computation of 4-point correlators on the supersymmetric Wilson line at strong coupling following [11].

2.1 AdS$_5 \times$ S$^5$ string action in static gauge as AdS$_2$ bulk theory action

The bosonic part of the superstring action on AdS$_5 \times$ S$^5$ may be written as

$$S_B = \frac{1}{2}T \int d^2\sigma \sqrt{h} \left[ \frac{1}{2} \left( \partial_\mu x^0 \partial_\nu x^0 + \partial_\mu x^i \partial_\nu x^i + \partial_\mu y^a \partial_\nu y^a \right) + \frac{\partial_\mu y^a \partial_\nu y^a}{(1 + \frac{1}{4} y^2)^2} \right], \quad T = \frac{\sqrt{\Lambda}}{2\pi},$$

(2.1)

where $\sigma^\mu = (t, s)$ are Euclidean world-sheet coordinates, $r = (0, i) = (0, 1, 2, 3)$ label 4-boundary coordinates and $a = 1, ..., 5$ – the S$^5$ coordinates. The minimal surface ending on the straight line $x^0 = t$ at the boundary is

$$z = s, \quad x^0 = t, \quad x^i = 0, \quad y^a = 0,$$

(2.2)

with the induced metric being the AdS$_2$ metric

$$g_{\mu\nu} ds^\mu ds^\nu = \frac{1}{s^2} (dt^2 + ds^2), \quad g_{\mu\nu} = \frac{1}{s^2} \delta_{\mu\nu}.$$  

(2.3)

The embedding of AdS$_2$ into AdS$_5$ can be made explicit using the coordinates (here $x^2 = x^i x^i$, $i = 1, 2, 3$)

$$ds^2_{\text{AdS}_5} = \frac{(1 + t^2)^2}{(1 - t^2)^2} ds^2_{\text{AdS}_2} + \frac{dx^i dx^i}{(1 - t^2)^2}, \quad ds^2_{\text{AdS}_2} = \frac{1}{s^2} (dx_0^2 + dz^2).$$  

(2.4)

Then perturbation theory near the above minimal surface can be described by the string action in the Nambu form taken in the static gauge $z = s, x^0 = t$

$$S_B = T \int d^2\sigma \sqrt{\det \left[ \frac{(1 + t^2)^2}{(1 - t^2)^2} g_{\mu\nu}(\sigma) + \frac{\partial_\mu x^i \partial_\nu x^i}{(1 - t^2)^2} + \frac{\partial_\mu y^a \partial_\nu y^a}{(1 + \frac{1}{4} y^2)^2} \right]} = T \int d^2\sigma \sqrt{g} L_B,$$

(2.5)

where $g_{\mu\nu}$ is the background AdS$_2$ metric (2.3). This action representing a straight fundamental string in AdS$_5 \times$ S$^5$ stretched along $z$ may be interpreted as a 2d field theory of 3 + 5 scalars ($x^i, y^a$) propagating in AdS$_2$ geometry. It has manifest (linearly-realised) symmetry $SO(2,1) \times SO(3) \times SO(5)$.

Expanding (2.5) in powers of $x^i$ and $y^a$ we get an interacting theory for 3 massive ($m^2 = 2$) scalars $x^i$ and 5 massless scalars $y^a$ propagating in AdS$_2$ described by $L_B = L_2 + L_{4x} + L_{2x,2y} + L_{4y} + \cdots$:

$$L_2 = \frac{1}{2} g^{\mu\nu} \partial_\mu x^i \partial_\nu x^i + x^i x^i + \frac{1}{2} g^{\mu\nu} \partial_\mu y^a \partial_\nu y^a,$$

(2.6)

$$L_{4x} = \frac{1}{2} (g^{\mu\nu} \partial_\mu x^i \partial_\nu x^i) \left( g^{\rho\sigma} \partial_\rho x^i \partial_\sigma x^i \right) - \frac{1}{2} (g^{\mu\nu} \partial_\mu x^i \partial_\nu y^a) \left( g^{\rho\sigma} \partial_\rho x^i \partial_\sigma y^a \right) + \frac{1}{2} x^i x^i x^j x^j,$$

(2.7)

$$L_{2x,2y} = \frac{1}{2} (g^{\mu\nu} \partial_\mu x^i \partial_\nu x^i) \left( g^{\rho\sigma} \partial_\rho y^a \partial_\sigma y^a \right) - \frac{1}{2} (g^{\mu\nu} \partial_\mu x^i \partial_\nu y^a) \left( g^{\rho\sigma} \partial_\rho y^a \partial_\sigma y^a \right),$$

(2.8)

$$L_{4y} = - \frac{1}{2} (g^{\mu\nu} \partial_\mu y^a \partial_\nu y^a) \left( g^{\rho\sigma} \partial_\rho y^a \partial_\sigma y^a \right) + \frac{1}{2} (g^{\mu\nu} \partial_\mu y^a \partial_\nu y^a) \left( g^{\rho\sigma} \partial_\rho y^a \partial_\sigma y^a \right).$$

(2.9)

Assuming that both scalars are subject to the standard (Dirichlet) boundary conditions at $z = s = 0$ and applying the standard AdS/CFT relation ($\Delta(\Delta - 1) = m^2$) we conclude that $x^i$ and $y^a$ should be dual, respectively, to the $\Delta = 2$ and $\Delta = 1$ operators at the 1d boundary $x^0 = t$. There are also 8 fermionic fields transforming in the (2,4) representation of $SU(2) \times Sp(4) \simeq SO(3) \times SO(5)$. 

---
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Starting with the 2d bulk theory (2.5) and computing Witten diagrams with bulk-to-boundary propagators attached to the points \( \{ t_n \} \) on the boundary will give us correlators in the boundary CFT, and thus the strong-coupling expansion of the SYM correlators of the corresponding gauge-theory operators \( (x_i \leftrightarrow F_{ti}, \; y_a \leftrightarrow \Phi_a) \) inserted along the WML (see (1.1),(1.4)). As the Lagrangian \( L_B \) has no cubic terms, the first non-trivial contribution to the simplest 4-point correlation functions of \( x^i \) and \( y^a \) is given just by the contact 4-point vertices in (2.7)–(2.9).

### 2.2 Conformal invariance and crossing constraints on 4-point functions in CFT

The 4-point function of primary operators \( O \) with the same dimension \( \Delta \) is constrained by the \( SO(2,1) \) conformal invariance to take the form

\[
\langle O_\Delta(t_1) O_\Delta(t_2) O_\Delta(t_3) O_\Delta(t_4) \rangle = \frac{1}{(t_{12} t_{34})^{2\Delta}} G(\chi), \quad \chi = \frac{t_{12} t_{34}}{t_{13} t_{24}}. \tag{2.10}
\]

The function \( G(\chi) \) in (2.10) admits the OPE (see, e.g., [43])

\[
G(\chi) = \sum_h c_{\Delta,\Delta;h} \chi^{h} F_h(\chi), \quad F_h \equiv 2F_1(h, h, 2h, \chi), \tag{2.11}
\]

associated with the \( s \)-channel exchange of fields with conformal dimension \( h \). The OPE coefficients in (2.11) may be expressed in terms of the coefficients in the 2-point and 3-point functions as

\[
c_{\Delta,\Delta;h} = \frac{(C_{\Delta,\Delta,h})^2}{(C_{\Delta,\Delta})'(\chi,h)^2}. \tag{2.12}
\]

For the 4-point function with two pairwise equal dimensions, one has

\[
\langle O_{\Delta_1}(t_1) O_{\Delta_2}(t_2) O_{\Delta_1}(t_3) O_{\Delta_2}(t_4) \rangle = \frac{1}{(t_{12} t_{34})^{2\Delta_1+2\Delta_2}} \left| \frac{t_{24}}{t_{13}} \right|^{\Delta_{12}} G(\chi), \tag{2.13}
\]

where \( \Delta_{12} = \Delta_1 - \Delta_2 \).

The expressions for the \( G(\chi) \) functions in (2.10),(2.12) in the case of the (generalized) free field theory are summarized in Appendix A.

Together with the conformal invariance, we should also take into account the crossing invariance of the 4-point function. Having in mind applications to the cases of \( SO(5) \) or \( SO(6) \) invariant scalar correlators in defect CFT$_1$‘s associated with the WML or WL, let us discuss crossing for the general \( SO(N) \) flavour symmetry. Let us consider a primary operator \( O_A \) with dimension \( \Delta \) and vector index \( A = 1, \ldots, N \) of \( SO(N) \). Then the analog of the correlator (2.10) will be

\[
\langle O^A(t_1) O^B(t_2) O^C(t_3) O^D(t_4) \rangle = \frac{[C_{\Delta}(\lambda)]^2}{(t_{12} t_{34})^{2\Delta}} G^{ABCD}(\chi). \tag{2.14}
\]

where we separated the factor related to the normalization factor \( C_{\Delta} \) in the 2-point function. \( G^{ABCD} \) can be decomposed into singlet, symmetric traceless tensor and antisymmetric tensor parts as

\[
G^{ABCD} = G_S(\chi) \delta^{AB} \delta^{CD} + G_T(\chi) \left[ \delta^{AC} \delta^{BD} + \delta^{BC} \delta^{AD} - \frac{2}{N} \delta^{AB} \delta^{CD} \right] + G_A(\chi) \left[ \delta^{AC} \delta^{BD} - \delta^{BC} \delta^{AD} \right], \tag{2.15}
\]

so that

\[
G^{AABB} = N^2 G_S, \quad G^{ABAB} = N G_S + (N + 2)(N - 1) G_T + N(N - 1) G_A, \quad G^{ABBA} = N G_S + (N + 2)(N - 1) G_T - N(N - 1) G_A. \tag{2.16}
\]
Thus \(G_S, G_T, G_A\) can be found as combinations of invariant contractions

\[
G_S = \frac{1}{N^2} G^{ABAB}, \quad G_T = \frac{1}{2(N+2)(N-1)} \left[ G^{ABAB} + G^{ABBA} - \frac{2}{N} G^{ABAB} \right], \quad (2.17)
\]

\[
G_A = \frac{1}{2N(N-1)} \left[ G^{ABAB} - G^{ABBA} \right]. \quad (2.18)
\]

Crossing transformations are generated by the leg exchanges \(3 \leftrightarrow 4\) and \(1 \leftrightarrow 3\) in (2.14) which, in addition to exchanging the corresponding flavour indices, amount to \(t_3 \leftrightarrow t_4\) and \(t_1 \leftrightarrow t_3\) or, equivalently,

\[
\chi \xrightarrow{3 \leftrightarrow 4} \frac{1}{\chi - 1}, \quad \chi \xrightarrow{1 \leftrightarrow 3} 1 - \chi. \quad (2.19)
\]

From (2.17) one finds that under \(3 \leftrightarrow 4\)

\[
G_S(\chi) = G_S(\frac{1}{\chi - 1}), \quad G_T(\chi) = G_T(\frac{1}{\chi - 1}), \quad G_A(\chi) = -G_A(\frac{1}{\chi - 1}). \quad (2.20)
\]

The \(1 \leftrightarrow 3\) exchange leaves invariant \(G^{ABAB}\) and swaps \(G^{ABBA} \leftrightarrow G^{ABBA}\). Taking into account the transformation of the prefactor \(\frac{1}{N^2(N-1)}\) in (2.14), this gives

\[
G^{ABAB}(\chi) = \left(\frac{\chi}{\chi - 1}\right)^{2\Delta} G^{ABBA}(1 - \chi), \quad G^{ABBA}(\chi) = \left(\frac{\chi}{\chi - 1}\right)^{2\Delta} G^{ABAB}(1 - \chi). \quad (2.21)
\]

Using (2.20) and (2.21) we observe that instead of three functions in (2.15) we have only one independent, i.e. we can express the \(G_T\) and \(G_A\) in terms of \(G_S\). Explicitly, we have

\[
G^{ABAB}(\chi) = \chi^{2\Delta} G^{ABAB}(\frac{1}{1 - \chi}), \quad G^{ABBA}(\chi) = \left(\frac{\chi}{\chi - 1}\right)^{2\Delta} G^{ABAB}(1 - \chi), \quad (2.22)
\]

and therefore

\[
G_T(\chi) = -\frac{N}{(N+2)(N-1)} G_S(\chi) + \frac{N^2}{2(N+2)(N-1)} \left[ \chi^{2\Delta} G_S(\frac{1}{1 - \chi}) + \left(\frac{\chi}{\chi - 1}\right)^{2\Delta} G_S(1 - \chi) \right], \quad (2.23)
\]

\[
G_A(\chi) = \frac{N}{2(N-1)} \left[ \chi^{2\Delta} G_S(\frac{1}{1 - \chi}) - \left(\frac{\chi}{\chi - 1}\right)^{2\Delta} G_S(1 - \chi) \right]. \quad (2.24)
\]

### 2.3 Strong-coupling expansion of the \(SO(5)\) scalar 4-point function

Let us now review the result of [11] for the tree-level 4-point correlator of the \(S^5\) fluctuations \(y^a\) dual to the 5 SYM scalars \(\Phi^a\), \(a = 1, \ldots, 5\) not coupled to the Wilson-Maldacena loop in (1.1). Since the dimensions of the operators \(\Phi^a\) are protected by supersymmetry, we should have\(^9\)

\[
\langle \Phi^a(t_1) \Phi^b(t_2) \rangle = \langle y^a(t_1) y^b(t_2) \rangle = \delta^{ab} \frac{C_4}{(t_{12})^2}, \quad (2.25)
\]

\[
\langle \Phi^a(t_1) \Phi^b(t_2) \Phi^c(t_3) \Phi^d(t_4) \rangle = \langle y^a(t_1) y^b(t_2) y^c(t_3) y^d(t_4) \rangle = \frac{C_5^2}{(t_{12} t_{34})^2} G^{abcd}(\chi). \quad (2.26)
\]

With the normalization coefficient [\(C_4(\lambda)^2\)] extracted we will have \(G^{a_1 a_2 a_3 a_4}(\chi) = \delta^{a_1 a_2} \delta^{a_3 a_4} + \mathcal{O}(\chi)\). The tensor \(G^{a_1 a_2 a_3 a_4}\) can be split into the \(S, T, A\) parts according to (2.15) with \(N = 5\). Expanding at strong coupling (i.e. small \(\frac{1}{\sqrt{\lambda}}\)) we will have

\[
G_c(\lambda) = G_c^{(0)} + \frac{1}{\sqrt{\lambda}} G_c^{(1)} + \ldots, \quad c = S, T, A. \quad (2.27)
\]

The leading order contributions \(G_c^{(0)}\) comes from with disconnected diagrams like in Fig. 1. Here and below for simplicity we draw the 1d boundary as a circle rather than a line. It is thus given by the

---

\(^9\)In what follows we shall for simplicity omit the label \(\text{AdS}_2\) in the corresponding correlators, i.e. \(\langle y^a(t_1) y^b(t_2) \rangle_{\text{AdS}_2} \equiv \langle y^a(t_1) y^b(t_2) \rangle\), etc.
leading order disconnected contribution $G^{(0)}$ with other similar diagrams obtained by crossing.

free-field contribution (cf. (A.2))

$$
\langle \Phi^a(t_1)\Phi^b(t_2)\Phi^c(t_3)\ldots\Phi^d(t_4) \rangle \text{disc.} = C_\Phi^2 \left[ \frac{\delta^{ab}\delta^{cd}}{t_{12}^2t_{34}^2} + \frac{\delta^{ac}\delta^{bd}}{t_{13}^2t_{24}^2} + \frac{\delta^{ad}\delta^{bc}}{t_{14}^2t_{23}^2} \right] = \frac{C_\Phi^2}{(t_{12}t_{34})^2} \left[ \delta^{ab}\delta^{cd} + \chi^2\delta^{ac}\delta^{bd} + \frac{\chi^2}{(1-\chi)^2}\delta^{ad}\delta^{bc} \right].
$$
(2.28)

Comparing with (2.15) gives

$$
G^{(0)}_S(\chi) = 1 + \frac{2}{5} G^{(0)}_T(\chi), \quad G^{(0)}_T(\chi) = \frac{1}{2} \left[ \chi^2 + \frac{\chi^2}{(1-\chi)^2} \right], \quad G^{(0)}_A(\chi) = \frac{1}{2} \left[ \chi^2 - \frac{\chi^2}{(1-\chi)^2} \right].
$$
(2.29)

The first subleading correction comes from the contact diagram in Fig. 2 where the 4-point vertex

comes from (2.9). The bulk-to-boundary propagator corresponding to a massive scalar in AdS$_{d+1}$ is

$$
K_\Delta(z,x';x) = C_\Delta K_\Delta(z,x;x'), \quad K_\Delta(z,x;x') = \left[ \frac{z}{z^2 + (x-x')^2} \right]^\Delta,
$$
(2.30)

$$
\langle O_\Delta(x)O_\Delta(x') \rangle = \frac{C_\Delta}{[x-x']^{2\Delta}}, \quad C_\Delta = \frac{\Gamma(\Delta)}{2\pi^{d/2} \Gamma(\Delta + 1 - \frac{d}{2})},
$$
(2.31)

where we have assumed a particular normalization of the 2-point function of the associated boundary field.\(^{10}\) For $d = 1$ and $\Delta = 1$ this gives

$$
d = 1, \Delta = 1: \quad K_1(z,t;t') = \frac{1}{\pi} K_1, \quad K_1 = \frac{z}{z^2 + (t-t')^2}, \quad C_1 = \frac{1}{\pi}.
$$
(2.32)

The contribution of the connected diagram corresponding to the vertex in (2.9) is then

$$
\langle \Phi^a(t_1)\Phi^b(t_2)\Phi^c(t_3)\Phi^d(t_4) \rangle_{\text{conn}} = \langle y^a(t_1)y^b(t_2)y^c(t_3)y^d(t_4) \rangle_{\text{conn}}
$$

\(^{10}\)Explicitly, in this normalization $C_\Phi(\lambda) = C_1(1 - \frac{3}{2\sqrt{\lambda}} + \ldots) = \frac{4\sqrt{\lambda}}{\lambda} B(\lambda)$, with $C_1$ given in (2.32). The higher order corrections in $\lambda$ are determined by the Bremsstrahlung function $B(\lambda)$ and should be reproduced by computing loop corrections to the boundary-to-boundary propagators in Figure 1.
where the corresponding functions in (2.15) are then

\[
G^{(1)}_{S}(\chi) = -\frac{2\chi^4 - 4\chi^2 + 2\chi^2 - 10\chi + 5}{5(\chi - 1)^2} \log \chi - \frac{2\chi^4 - 5\chi^3 - 5\chi + 10}{5\chi} \log(1 - \chi),
\]

\[
G^{(1)}_{T}(\chi) = -\frac{(2\chi^2 - 3\chi + 3)\chi^2}{2(\chi - 1)^2} + \frac{\chi^3 - 3\chi^2 + 3\chi}{(\chi - 1)^2} \log \chi - \chi^3 \log(1 - \chi),
\]

\[
G^{(1)}_{A}(\chi) = -\frac{(\chi - 2)(2\chi^2 - \chi + 1)\chi^2}{2(\chi - 1)^2} + \frac{(\chi - 2)(\chi^2 - 2\chi + 2)\chi^2}{(\chi - 1)^2} \log \chi - (\chi^3 - \chi^2 - 1) \log(1 - \chi).
\]

These expressions are found by computing AdS$_2$ integrals as discussed in Appendix C. Here and in what follows we assume as in [11] that \( \log \chi \equiv \log |\chi| \), \( \log(1 - \chi) \equiv \log |1 - \chi| \) so that the resulting expressions are defined as real on the whole line \( \chi \in (-\infty, \infty) \).

The leading order terms (2.29) in \( G_{S,T,A}(\chi) \) are given by the free-field expressions associated with the exchange of 2-particle states \( \Phi^a \partial^b \Phi^b \) that can be decomposed as

\[
[\Phi \Phi]_n^S \sim \Phi^a \partial^a, \quad [\Phi \Phi]_n^T \sim \Phi^a \partial^b \Phi^b, \quad [\Phi \Phi]_n^A \sim \Phi^a \partial^b \Phi^b.
\]

The connected contributions (2.34) provide the \( \frac{1}{\sqrt{\chi}} \) corrections to the OPE coefficients and scaling dimensions \( h_n = 2 + 2n + \frac{1}{\sqrt{\chi}} \gamma^{(1)} + \cdots \) of these operators. In general, there is a mixing between \([\Phi \Phi]_n^S \) (with \( n > 0 \)) and FF and 2-fermion operators, while \([\Phi \Phi]_n^A \) mixes with 2-fermion states in the \( (1, 10) \) of \( SU(2) \times SU(4) \simeq SO(3) \times SO(5) \). The mixing is absent for \( [\Phi \Phi]_0^S \) or \( [\Phi \Phi]_1^T \) and for these operators one finds (see Appendix B)

\[
h_n = 2 + 2n + \frac{1}{\sqrt{\chi}} \gamma^{(1)} + \cdots, \quad \gamma^{(1)}_S = -3n - 2n^2, \quad \gamma^{(1)}_T = -5.
\]

Assuming that one can identify the scalar \( \Phi_0 \) coupled to the WML with the singlet composite field \( y^a y^a \sim [\Phi \Phi]_{n=0}^S \) one finds that strong coupling expansion of its dimension should be given by (1.5).

Finally, let us mention that one can similarly compute the strong-coupling expansion of the correlation functions involving AdS$_5$ coordinates \( x^i \) dual to the dimension \( \Delta = 2 \) operator \( F_{ii} \) inserted on the Wilson line. In particular, one finds for the connected part of the mixed correlator of two AdS and two sphere fluctuations [11]

\[
\langle F_{i1}(t_1) F_{j2}(t_2) \Phi^a(t_3) \Phi^b(t_4) \rangle_{\text{conn}} = \langle x^i(t_1) x^j(t_2) y^a(t_3) y^b(t_4) \rangle_{\text{conn}} = \delta_{ij} \delta^{ab} \frac{G_{\text{conn}}(\chi)}{t_{12} t_{34}^2},
\]

\[
G_{\text{conn}}(\chi) = \frac{1}{\sqrt{\chi}} C_1 C_2 G^{(1)}(\chi) = \frac{1}{\sqrt{\chi}} 2 \frac{2}{3} \pi G^{(1)}(\chi), \quad \frac{G^{(1)}}{t_{12} t_{34}^2} = -4 \left[ 1 - \frac{1}{2} - \frac{1}{\chi} \right] \ln(1 - \chi).
\]

The explicit expression for the 4-point correlator of \( x^i \sim F_{i} \) can also be found in [11].

### 2.4 Analytic continuation to the “chaos configuration”

It is interesting to consider the analytic continuation of the above results to the out of time order correlator relevant to chaos [40, 44]. Let us focus on the \( SO(5) \) singlet part of the 4-point function of sphere coordinates, which is given by the contracted correlation function \( \langle y^a(t_1) y^b(t_2) y^b(t_3) y^a(t_4) \rangle \). Following [44], in order to obtain the relevant thermal out of time order configuration \( y^a(t_1) y^b(t_2) y^b(t_3) y^a(t_4) \), one can map the line to the thermal circle by \( t_i = \tan(\pi r_i/\beta) \), \( i = 1, \ldots, 4 \), and then continue to real time. A convenient configuration considered in [40] is given by taking the four operators to be equally spaced along the thermal circle. This configuration can be obtained by setting

\[\text{Equivalently, one should also be able to obtain the result by computing the 4-point functions directly in AdS Rindler coordinates } ds^2 = -(\nu^2/\nu^2 - 1)dt^2 + \frac{dr^2}{\nu^2 - \nu^2} - d\Omega^2.\]
\[ \tau_1 = it, \tau_2 = it + \beta/2, \tau_3 = \beta/4, \tau_4 = -\beta/4, \] which corresponds to a value of the cross ratio
\[ \chi = \frac{2}{1 - i \sinh(\frac{2\pi}{\beta})}. \] (2.39)

In order to reach this configuration, one has to start from the expression for \( G_S(\chi) \) valid in the region \( \chi > 1 \), which can be simply obtained from (2.34) by letting \( \log(1 - \chi) \rightarrow \log(\chi - 1) \). Then, one may take a large \( t \) limit (corresponding to the formal small \( \chi \) limit of the \( \chi > 1 \) expression) to probe the chaotic behavior. Applying this procedure to the result for \( G_S(\chi) \) given in (2.34), we find for the out of time order correlator
\[ \frac{\langle y^a(t)y^b(0)y^a(t)y^b(0) \rangle}{\langle y^a y^a \rangle \langle y^b y^b \rangle} \approx 1 - \frac{\pi}{2\chi} e^{\frac{2\pi}{\chi}}, \] (2.40)
where we have normalized by the product of 2-point functions (omitting the explicit positions along the thermal circle). The behavior (2.40) corresponds to a maximal Lyapunov exponent \( \frac{2\pi}{\chi} \). The same behavior can be seen to arise from the \( \langle xyxy \rangle \) correlator in (2.38) and the \( \langle xxxx \rangle \) correlator that can be found in [11]. This maximally chaotic behavior for correlators on the string worldsheet was also found previously in [45, 46].

In our static gauge approach, this result can be seen to be essentially due to the 4-derivative vertices in the Nambu-Goto action: these lead to terms in the 4-point functions of the form \( \simeq \chi^{-1} \log(1 - \chi) \), which are responsible for (2.40). We will see below that the same behavior persists for the correlators on the non-supersymmetric Wilson line, indicating that it is not sensitive to the boundary conditions. This should be due to the fact that the limit relevant to chaos is captured by the near horizon region, which is essentially flat space.\(^{12}\) The chaotic behavior (2.40) should then also be related to the “gravitational-type” phase shift found in [47] for the S-matrix on a long string in flat space. It would be interesting to further clarify the relation of our calculations to the exact flat space S-matrix of [47].

3 Non-supersymmetric Wilson line case: \( SO(6) \) invariant correlators

Let us now turn to the case of strong-coupling description of correlators on non-supersymmetric WL. As discussed in the introduction, the corresponding non-supersymmetric CFT\(_1\) should be dual to the AdS\(_2\) theory defined by the same string action (2.5)–(2.9) but now with Neumann boundary conditions for the \( S^5 \) fluctuations [1–3]: \( \partial_s y^a \big|_{s=0} = 0 \) (cf. (2.2),(2.3)). Then the \( SO(6) \) symmetry of scalar correlators will be restored due to the remaining integration over the unfixed “zero mode” part of \( y^a \).

This may be implemented systematically using the embedding coordinates \( Y_A \) (without choosing explicitly a particular parametrization or solution of \( Y_A Y_A = 1 \) as in (1.8)). Ignoring the dependence on the transverse AdS\(_5\) fluctuations \( x_i \) in the string action (2.5) the bosonic Lagrangian in the static gauge will take the form
\[
L_B = \sqrt{\det(g_{\mu\nu} + \partial_\mu Y_A \partial_\nu Y_A)} = \sqrt{g} (1 + L_2 + L_4 + \cdots),
\] (3.1)
\[
L_2 = \frac{1}{3} \partial^\mu Y_A \partial_\mu Y_A, \quad L_4 = \frac{1}{8} (\partial^\mu Y_A \partial_\mu Y_A)^2 - \frac{1}{2} (\partial^\mu Y_A \partial_\mu Y_B)^2,
\] (3.2)
so that the path integral over \( S^5 \) will be \( \langle Y^2 \equiv Y_A Y_A, T = \frac{\sqrt{A}}{2\pi} \rangle \)
\[
Z = \int DY \delta(Y^2 - 1) \exp \left( - T \int d^2 \sigma \sqrt{g} [L_2(Y) + L_4(Y) + \cdots] \right). \tag{3.3}
\]

\(^{12}\)We thank Juan Maldacena for discussions on these points.
Let us separate the constant part $n^A$ of $Y^A$ that selects a particular point on $S^5$ as

$$Y^A = n^A + \tilde{y}^A(\sigma) , \quad n^2 = 1 .$$

(3.4)

Then (3.3) takes the form

$$Z = \int [dn] \int D\tilde{y} \, \delta(n A \tilde{y}_A + \frac{1}{2} \tilde{y}_A \tilde{y}_A) \exp \left( - T \int d^2 \sigma \sqrt{\tilde{g}} [L_2(\tilde{y}) + L_4(\tilde{y}) + \ldots] \right) ,$$

(3.5)

where $\int [dn]... \equiv \int d^6n \, \delta(n^2 - 1)...$ is the integral over $S^5$. The $\delta$-function constraint on $\tilde{y}^A$ can be solved perturbatively in powers of an independent fluctuation $y^A$ orthogonal to $n^A$ as

$$\tilde{y}^A = f(y^2) n^A + h(y^2) y^A , \quad n A y_A = 0 ,$$

(3.6)

$$f = - \frac{1}{2} y^2 - (a + \frac{1}{2}) (y^2)^2 + \ldots , \quad h = 1 + a y^2 + \ldots , \quad y^2 = y_A y_A ,$$

(3.7)

where $a$ is an arbitrary coefficient. We can always choose $a=0$ or redefine $h(y^2) y^A \to \zeta^A$. This is equivalent to defining $\zeta^A$ as the part of $Y^A$ orthogonal to $n^A$. This is what we shall do below, i.e. set

$$Y^A = \sqrt{1 - \zeta^2} n^A + \zeta^A = [1 - \frac{1}{2} \zeta^2 - \frac{1}{8} (\zeta^2)^2 + \ldots] n^A + \zeta^A , \quad n^A \zeta^A = 0 .$$

(3.8)

Then the path integral (3.3) or (3.5) takes the form

$$Z = \int [dn] \int D\zeta \, \delta(n A \zeta_A) \exp \left( - T \int d^2 \sigma \sqrt{\gamma} [L_2(\zeta) + L_4(\zeta) + \ldots] \right) ,$$

(3.9)

$$L_2 = \frac{1}{2} \partial^\mu \zeta^A \partial_\mu \zeta^A , \quad L_4 = \frac{1}{2} \zeta^A \zeta^B \partial^\mu \zeta^C \partial_\mu \zeta^B + \frac{1}{8} (\partial^\mu \zeta^A \partial_\mu \zeta^B)^2 - \frac{1}{4} (\partial^\mu \zeta^A \partial_\mu \zeta^B)^2 ,$$

(3.10)

where we have substituted (3.8) into (3.2) keeping only terms up to quartic order in $\zeta^A$.

The propagator for the massless scalar field $\zeta^A$ (with 5 independent components for fixed $n^A$) is then given by

$$\langle \zeta^A(\sigma) \zeta^B(\sigma') \rangle = P^{AB}(n) \, G_N(\sigma, \sigma'), \quad P^{AB} = \delta^{AB} - n^A n^B ,$$

(3.11)

where $P^{AB}$ is the projector orthogonal to $n^A$ and $G_N$ is the bulk Green’s function in AdS$_2$ (2.3) corresponding to the Neumann boundary conditions (see Appendix D)

$$G_N(\sigma, \sigma') = - \frac{1}{4 \pi} \left( \log[(t - t')^2 + (z - z')^2] + \log[(t - t')^2 + (z + z')^2] \right) .$$

(3.12)

The corresponding bulk-to-boundary propagator will be also denoted as $G_N$:

$$G_N(t, z; t', 0) \equiv G_N(t, z; t, 0) = - \frac{1}{2 \pi} \log[(t - t')^2 + z^2] .$$

(3.13)

We will also use boundary-to-boundary propagator

$$G_N(t_1, t_2) = G_N(t_1, 0; t_2, 0) = - \frac{1}{2 \pi} N_{12} , \quad N_{12} \equiv \log(t_{12}^2) .$$

(3.14)

As in the static gauge (used in (2.5),(3.3)) which is adapted to the expansion near the WL minimal surface the target-space AdS coordinate $z$ is identified with the world-sheet coordinate $s$ (see (2.2)) we shall often use $\sigma^\mu = (t, z)$ as the coordinates in the AdS$_2$ bulk theory. The propagator (3.12) is the standard Neumann one on a half-plane ($z \geq 0$) with a conformally-flat metric (the dependence on

---

13In the special case of the $y^a$ parametrization in (1.8),(2.5) we had $n^A = (0, 0, 0, 0, 0, 1)$ and $\zeta^6 = 0 , \, y^a = y^a$.

14Such local field redefinitions should preserve the “on-shell” correlators in AdS$_2$, see Appendix E.
conformal factor drops out due to the conformal invariance of the massless scalar kinetic term in (3.9). The conformal factor re-enters via a covariant UV cutoff, e.g., after the replacement \((t−t')^2+(z−z')^2 \to \frac{[(t−t')^2+(z−z')^2]}{x^2} + \varepsilon^2\) \(z z'\) (see Appendix D).

In what follows we shall use this SO(6) covariant set-up (3.9)–(3.12) to compute correlation functions of the \(S^5\) embedding coordinates that should give as in (1.10) the corresponding scalar correlators in the boundary CFT1. The expectation value \((Y_{A_1}(t_1) \cdots Y_{A_n}(t_n))_{\text{AdS}_2}\) will be computed according to (3.8),(3.9),(3.10), i.e. will include integrating over \(\xi^A\) as well as averaging over the \(S^5\) direction \(n^A\). From now on we shall denote the AdS\(_2\) expectation value simply by \((\cdots)\).

The averaging over \(S^5\) can be done using

\[
\langle n^A n^B \rangle = \frac{1}{6} \delta^{AB}, \quad \langle n^A n^B n^C n^D \rangle = \frac{1}{36} \left( \delta^{AB} \delta^{CD} + \delta^{AC} \delta^{BD} + \delta^{AD} \delta^{BC} \right), \quad \langle P^{AB} \rangle = \frac{1}{6} \delta^{AB}, \quad \langle P^{AB} P^{CD} \rangle = \frac{31}{36} \delta^{AB} \delta^{CD} + \frac{1}{36} \left( \delta^{AC} \delta^{BD} + \delta^{AD} \delta^{BC} \right), \quad \text{etc.} \tag{3.15}
\]

This averaging restores SO(6) symmetry and implies that all correlators with odd number of \(Y_A\) should vanish, i.e. non-vanishing ones should be \(\langle YY \rangle, \langle x_1 Y Y \rangle, \langle YY Y Y \rangle, \text{etc.}\)

## 4 Two-point function \(\langle Y^A Y^B \rangle\)

The 2-point boundary-to-boundary correlator of \(Y_A\) is supposed to reproduce the strong-coupling expansion of the 2-point function of the SO(6) scalars (1.7). Its structure is fixed by 1d conformal invariance to be \((Y^A(t) \equiv Y^A(t, z = 0))\)

\[
\langle Y^A(t_1) Y^B(t_2) \rangle = \delta^{AB} \left( \frac{C_Y}{|t_{12}|^{2\Delta}} \right) = \delta^{AB} C_Y \left[ 1 - \left( \frac{d_1}{\sqrt{\lambda}} + \frac{d_2}{(\sqrt{\lambda})^2} + \ldots \right) \log(t_{12}^2) \right. \\
+ \left. \left( \frac{d_3^2}{2 (\sqrt{\lambda})^2} + \ldots \right) \log^2(t_{12}^2) + \cdots \right], \tag{4.1}
\]

\[
\Delta = \frac{d_1}{\sqrt{\lambda}} + \frac{d_2}{(\sqrt{\lambda})^2} + \frac{d_3}{(\sqrt{\lambda})^3} + \cdots, \quad d_1 = 5, \tag{4.2}
\]

where the \(d_1 = 5\) is the expected value of the leading anomalous dimension coefficient (1.9). The subleading \(\frac{d_2}{(\sqrt{\lambda})^2}\) contribution to log term and thus to \(\Delta\) should come from the 1-loop diagrams involving also the fermions (see below).

Note that the normalization of the 2-point function of the conformal operator dual to \(Y^A\) is scheme dependent and hence arbitrary. On the string side, since the two-point function starts with \(\langle n^A n^B \rangle = \frac{1}{6} \delta^{AB}\), it appears to be natural to choose a scheme where to all orders

\[
C_Y = \frac{1}{6} \tag{4.3}
\]

so that the condition \(Y^A Y^A = 1\) at coincident points is preserved.\(^{15}\) This should correspond to fixing a particular choice of 2-point function normalization of the dual operator \(\Phi^A\) inserted on the WL.

### 4.1 Leading logarithmic correction

Using (3.8), (3.11) and (3.16) we find \((T^{-1} = \frac{2\pi}{\sqrt{\lambda}})\)

\[
\langle Y^A(\sigma_1) Y^B(\sigma_2) \rangle = \langle \left[ n^A + \xi^A + \cdots \right] \left[ n^B + \xi^B + \cdots \right] \rangle = \frac{1}{6} \delta^{AB} \left[ 1 + 5 T^{-1} G_N(\sigma_1, \sigma_2) + \cdots \right]. \tag{4.4}
\]

\(^{15}\)One may ensure the expected normalization of (4.1) at the coinciding points \((Y^A(t) Y^A(t)) = 1\) by explicitly keeping track of the boundary UV cutoff dependence as in \((Y^A(t_1) Y^B(t_2)) = \frac{1}{6} \delta^{AB} \left[ \frac{\xi^2}{|t_{12}^2|^{1/2}} \right]^{\Delta}\). We will not do this below.
Setting $z_1, z_2 \to 0$ in the propagator in (3.12),(3.13) we thus readily reproduce the value $d_1 = 5$ in (4.1). We have ignored the contribution of the $-\frac{1}{2} \zeta^2 n^A$ term in $Y^A$ in (3.8) as it leads (to the leading order) only to a cutoff-dependent constant.

As discussed in [3], this value is the $J = 1$ case of the $J(J + 4)$ eigenvalue corresponding to the $S^5$ scalar spherical harmonic with angular momentum $J$. One may, indeed, generalize the computation in (4.4) to the correlator $\langle V^{A_1 \ldots A_J}(\sigma_1) V^{B_1 \ldots B_J}(\sigma_2) \rangle$ where $V^{A_1 \ldots A_J} = Y^{(A_1 \ldots Y^{A_J})}$ is a totally symmetric traceless tensor. It is sufficient to consider the correlator of two primary fields $\langle Z^J \bar{Z}^J \rangle$ where $Z = u_A Y_A$ with constant complex null vector $u_A \ (u^2 = 0)$. For example, we may use $Z = Y_1 + i Y_2$ and then

$$\langle Z^J(\sigma_1) \bar{Z}^J(\sigma_2) \rangle = \langle [M_J - J^2 (M_J - 2 M_{J-1}) T^{-1} G_N(\sigma_1, \sigma_2)] \rangle + \cdots, \quad M_J = |n_1 + i n_2|^{2J}, \quad (4.5)$$

where the remaining $S^5$ average can be done, e.g., by using the explicit spherical angle parametrization of $n^A$.\footnote{It is useful to compare the present case with that of a free scalar 2d theory which also has a logarithmic propagator, $(X X) \sim \log |z_{12}|$. Here a primary operator without derivatives which will have $\langle O O \rangle \sim |z_{12}|^{-2\Delta}$ is $O = e^{aX}$. The choice of the exponential function is essential for the right combinatorics. One may of course redefine $X \to X'$, $X = a^{-1} \log(1 + a X')$ so that $O = 1 + a X'$ but then the required contributions will come from the expansion of the redefined action $L = \langle \partial X X \rangle^2 = \langle (1 + a X')^2 \rangle$. Similarly, in the present case of $Y^A(\zeta) = \sqrt{1 - z^2 n^A + \zeta^A} = n^A + \zeta^A - \frac{1}{2} \zeta^2 n^A + \cdots$ with the propagator of $\zeta$ given by (3.14) we will not get the correct exponentiation of $\log t_{12}$ without including extra contributions from $\zeta$ diagrams with the interacting vertices from the action.} As a result, $\langle M_J \rangle = \frac{2}{(J+1)(J+2)}$ and thus

$$\langle (Y_1 + i Y_2)^J(\sigma_1) (Y_1 - i Y_2)^J(\sigma_2) \rangle = \frac{2}{(J+1)(J+2)} [1 + J(J+4) T^{-1} G_N(\sigma_1, \sigma_2)] + \cdots, \quad (4.6)$$

with $J(J+4)$ thus replacing 5 in (4.4).

### 4.2 Subleading corrections

The order $1/(\sqrt{\lambda})^n$ corrections to the 2-point function will be given by the sum of the log and $\log^2$ terms in (4.1). The $d_2$ log term should originate from the bosonic ($\zeta^A$ and $x^i$, cf. (2.8)) and fermionic 1-loop diagrams - the second and third diagrams in Fig. 3. We will not systematically include fermions and thus will not determine $d_2$ here.

The 1d conformal invariance of (4.1) implies that the leading logs at each order in $1/(\sqrt{\lambda})^n$ should exponentiate. Thus at order $1/(\sqrt{\lambda})^n$ we should find the $\log^2 t_{12}^2$ term with the coefficient being precisely $\frac{d_2^2}{2} = \frac{25}{2}$. To demonstrate this requires to go beyond the tree approximation and include the loop contributions of the interacting vertices in (3.9).\footnote{Explicitly, $\langle M_J \rangle = \frac{1}{2} \int d^2 \theta d \phi \int_0^1 d \theta_1 \cdots d \theta_4 \sin^4 \theta_1 \sin^2 \theta_2 \sin^2 \theta_3 \sin \theta_4 \ | \cos \theta_1 + i \sin \theta_1 \cos \theta_2 |^{2J} = \frac{2}{(J+1)(J+2)}$.}

At order $1/(\sqrt{\lambda})^n$ we need to consider the 1-loop contributions from the vertices in $L_4$ in (3.10) and these require UV regularization. In general, the coefficients in the finite contributions will depend on a scheme and, as usual, the scheme should be chosen so that to preserve the required (world-sheet and target space) symmetries (cf. Appendix D).

There are three types of diagrams contributing to the 2-point function (4.1) at order $1/(\sqrt{\lambda})^n$ are shown in Fig. 3: (i) the tree-level one with the contraction of the $\zeta^2 n^A$ terms in $Y^A$ in (3.8) that does not involve interaction vertices; (ii) bosonic 1-loop diagrams with quartic vertices from $L_4$ in (3.10); (iii) fermionic 1-loop diagrams with vertices from the fermionic terms in the full AdS$_5 \times S^5$ superstring action (which were ignored in (2.5)).

While the fermionic loop contribution is important for computing the subleading $d_2$ coefficient in the scaling dimension (4.2), given that $d_1$ in (4.2) receives contribution only from bosons it might be...
natural to expect that finite $\frac{1}{(\sqrt{X})^2} \log^2(t_{12}^2)$ terms in (4.1) should also come only from the bosonic 1-loop contributions. Still, given that the fermionic contribution is crucial for ensuring the UV finiteness of the 2d theory (and given that, in general, there are power-like divergences in the purely bosonic theory) this issue may be regularization scheme dependent. Below we shall assume that there is no $\log^2(t_{12}^2)$ term coming from the fermionic loop in Fig. 3 and concentrate only on the bosonic contributions, i.e. the first two diagrams in Fig. 3.

The contribution of the first diagram in Fig. 3 is $\frac{1}{2} \zeta^2(t_1) n^A \frac{1}{2} \zeta^2(t_2) n^B$ so it should correct (4.4) (restricted to the boundary points $\sigma_a = (t_a,0)$) by $\gamma_2 T^{-2}[G_N(t_1, t_2)]^2$ term. In general, we should find $G_N(t_1, t_2) = -\frac{1}{2\pi} N_{12}$, see (3.14)

$$\langle Y^A(t_1) Y^B(t_2) \rangle = \frac{1}{6} \delta^{AB} \left[ 1 + \frac{24}{\sqrt{X}} N_{12} + \frac{24}{(\sqrt{X})^2} (N_{12})^2 + \frac{24}{(\sqrt{X})^3} (N_{12})^3 + \cdots \right] , \quad N_{12} = \log(t_{12}^2) \quad (4.7) \quad \gamma_1 = -d_1 = -5, \quad \gamma_2 = \gamma_2^{(0)} + \gamma_2^{(1)}, \quad \gamma_2^{(0)} = \frac{5}{2} . \quad (4.8)$$

The tree-level contribution $\gamma_2^{(0)} = \frac{5}{2}$ here should be part of the total coefficient $\gamma_2 = \frac{d_1}{2} = \frac{25}{2}$ in (4.1); the additional term $\gamma_2^{(1)} = \frac{10}{2} = 10$ should come from the 1-loop diagrams.

As we shall see below, it is only the first ("sigma-model") quartic vertex in $L_4$ in (3.10) that will contribute to the leading $\log^2$ term in (4.7). It will lead to several 1-loop contributions to the correlator

$$\langle \zeta^A(t_1) \zeta^B(t_2) \rangle = \frac{1}{6} \delta^{AB} \Pi(t_{12}) . \quad (4.9)$$

One comes from the contraction $\int d^2 \sigma \sqrt{g} \langle \zeta^A(t_1) \zeta^B(t_2) \rangle \zeta^C \zeta^D (\partial \zeta^C \partial \zeta^D) (\text{plus permutations})$. Its contribution is found to be

$$\Pi_1 = -\frac{\sqrt{X}}{2\pi} \times 5 \times (\frac{2\pi}{\sqrt{X}})^3 \times X_2 \times I_2 , \quad I_2 = \int \frac{dz dt}{z^2} G_N(t,z ; t_1) G_N(t,z ; t_2) = \frac{1}{4\pi} \log^2(t_{12}^2) , \quad (10.9)$$

$X_2 = \lim_{\sigma \to \sigma} g^{\mu \nu} \partial_\mu \partial_\nu G_N(\sigma, \sigma') = \frac{k}{4\pi} , \quad (11.11)$

where $G_N(t,z ; t')$ is the bulk-to-boundary propagator (3.13). $X_2$ originates from $\langle \partial \zeta(\sigma) \partial \zeta(\sigma') \rangle$ and its value, in general, depends on a scheme: such correlators are, in general, power divergent and in (4.11) we dropped quadratic divergence (cf. (4.22),(D.13)). The value of $k$ (11.11) found using the naive point-splitting is $k = 1$ but in AdS$_2$ case (in the presence of the boundary) a more natural value is $k = 2$ (see discussion at the end of Appendix D and (D.14)).

The bulk integral $I_2$ in (4.10) is computed using that $\log X = -\lim_{\varepsilon \to 0} X^{-\varepsilon}$ and thus $I_2 = \frac{1}{(2\pi)^2} \lim_{\varepsilon_1,\varepsilon_2 \to 0} I_2$, where

$$I_2 = \frac{\partial^2}{\partial \varepsilon_1 \partial \varepsilon_2} \frac{\Gamma(\varepsilon_1 + \varepsilon_2)}{\Gamma(\varepsilon_1) \Gamma(\varepsilon_2)} \int_{-\infty}^{\infty} dt \int_{0}^{\infty} \frac{dz}{z^2} \int_{0}^{1} dx \frac{x^{\varepsilon_1-1}(1-x)^{\varepsilon_2-1}}{[x((t-t_1)^2 + z^2) + (1-z)((t-t_2)^2 + z^2)]^{\varepsilon_1+\varepsilon_2}} \quad (4.12)$$

Figure 3. Diagrams contributing the 2-point function $\langle YY \rangle$ at order $\frac{1}{(\sqrt{X})^2}$.
The additional contribution to $\gamma_2$ in (4.7) is 
\[ (\gamma_2^{(1)})_1 = -\frac{5}{4} k. \]

Another contribution originates from the contractions $\int d^2\sigma \sqrt{g} \left( \zeta^A(t_1) \zeta^B(t_2) \sqrt{\zeta^C \zeta^D (\partial \zeta^C \cdot \partial \zeta^D)} \right)$ and $\int d^2\sigma \sqrt{g} \left( \zeta^A(t_1) \zeta^B(t_2) \sqrt{\zeta^C \zeta^D (\partial \zeta^C \cdot \partial \zeta^D)} \right)$. Using that from (3.12)
\[
\left[ \partial_\mu G_N(\sigma, \sigma') \right]_{\sigma = \sigma'} = \begin{cases} 0, & \mu = 0 \\ -\frac{1}{2\pi^2}, & \mu = 1 \end{cases} \tag{4.13}
\]
we get the following analog of (4.10) (with averaging over $n_A$ computed using (3.16) and $P^{CC} = 5$)
\[
\Pi_2 = -\frac{\sqrt{5}}{2\pi} \times \frac{1}{2} \times 2^2 \times 30 \times \frac{1}{\sqrt{\lambda}} \left( \frac{2\pi}{\sqrt{\lambda}} \right)^2 \times I_2', \tag{4.14}
\]
where the bulk integral $I_2'$ is related to $I_2$ in (4.10) via integration by parts
\[
I_2' = -\int \frac{dzdt}{z^2} \, z \partial_z G_N(t, z; t_1) \; G_N(t, z; t_2) = -\frac{1}{2} \int \frac{dzdt}{z} \, \partial_z \left[ G_N(t, z; t_1) \; G_N(t, z; t_2) \right] = -\frac{1}{2} I_2. \tag{4.15}
\]
As a result, we get an extra contribution to $\gamma_2$ in (4.7): 
\[ (\gamma_2^{(1)})_2 = 15. \]

The remaining term from the first vertex in (3.10) \[ \int d^2\sigma \sqrt{g} \left( \zeta^A(t_1) \zeta^B(t_2) \sqrt{\zeta^C \zeta^D (\partial \zeta^C \cdot \partial \zeta^D)} \right) \]
contains the logarithmically divergent contribution ($\varepsilon$ is the covariant bulk UV cutoff, see (3.12),(D.7))
\[
G_N(\sigma, \sigma) = -\frac{1}{2\pi} \log(2\varepsilon^2) - \frac{1}{\pi} \log z. \tag{4.16}
\]
The UV divergent term should be absorbed into the renormalization of the radius of $S^5$ in the purely bosonic model but should be cancelled by the fermionic loop contribution in the superstring case. If we assume that the fermionic contribution cancels $\log \varepsilon^2$ term but does not change the coefficient of the finite $\log z$ term in (4.16) we will get the following additional contribution to (4.9)
\[
\Pi_3 = -\frac{\sqrt{5}}{2\pi} \times \frac{1}{2} \times 2 \times 5 \times \left( -\frac{2}{\sqrt{\lambda}} \right) \left( \frac{2\pi}{\sqrt{\lambda}} \right)^2 \int \frac{dzdt}{z^2} \, \log z \, z^2 \sum_{\mu=1}^2 \partial_\mu G_N(t, z; t_1) \partial_\mu G_N(t, z; t_2). \tag{4.17}
\]

Integrating by parts and using that $\partial_\mu \partial_\mu G_N = 0$ we get as in (4.10),(4.15)
\[
\Pi_3 = -\frac{5}{6\pi} \left( \frac{2\pi}{\sqrt{\lambda}} \right)^2 \int \frac{dzdt}{z} \, G_N(t, z; t_1) \partial_z G_N(t, z; t_2) = -\frac{5}{12\pi} \left( \frac{2\pi}{\sqrt{\lambda}} \right)^2 \int \frac{dzdt}{z} \, \partial_z \left[ G_N(t, z; t_1) \; G_N(t, z; t_2) \right] = -\frac{5}{12(\sqrt{\lambda})^2} \log^2(t_1^2). \tag{4.18}
\]
The additional contribution to $\gamma_2$ in (4.7) is thus 
\[ (\gamma_2^{(1)})_3 = -\frac{5}{2}. \]

Thus in total we get (adding also the “tree-level” contribution $\gamma_2^{(0)} = \frac{5}{2}$)
\[
\gamma_2 = \gamma_2^{(0)} + \gamma_2^{(1)} = \gamma_2^{(0)} + \left. \frac{5}{2} k + 15 - \frac{5}{2} \right|_{k=2} = \frac{5}{2} + 10 = \frac{25}{2}, \tag{4.19}
\]
which agrees with (4.1) in the scheme where $k = 2$ in (4.11).\footnote{That this value is indeed the natural one can be seen by generalizing the bosonic $SO(6)$ computation to the $SO(N)$ case. Then $d_1$ in (4.1) becomes $N - 1$ and thus $\frac{d_1^2}{2} = \frac{(N-1)^2}{2}$. The corresponding analog of (4.19) is then $\gamma_2 = \frac{N-1}{2} - \frac{N-1}{4} k + \frac{N(N-1)}{2} - \frac{N-1}{2}$ which is equal to $\frac{(N-1)^2}{2}$ precisely if $k = 2$.}
Finally, let us check that 1-loop diagrams with the other two (4-derivative) vertices in \( L_4 \) in (3.10) do not contribute to the \( \log^2 \) terms in (4.7),(4.9). The second vertex in (3.10) leads to two types of contractions. The first is \[ \int d^2 \sigma \sqrt{g} \left[ \frac{\partial^A(t_1) \partial^B(t_2)}{\partial \zeta^C \partial \zeta^D} \right]; \] using (4.11) and doing the bulk integral we find its contribution to (4.9) to be

\[ \Pi_4 = -\frac{\sqrt{A}}{2 \pi} \times \frac{1}{8} \times k \times 2^2 \times 25 \times \left[ -\frac{\pi}{(\sqrt{A})^3} \log(t_{12}^2) \right]. \] (4.20)

It thus contributes to the first power of \( \log \), i.e. to the coefficient \( d_2 \) in the scaling dimension (4.2). In the second contraction \[ \int d^2 \sigma \sqrt{g} \left[ \frac{\partial^A(t_1) \partial^B(t_2)}{\partial \zeta^C \partial \zeta^D \partial \zeta^E} \right] \) we need to use that (see (D.11),(D.13))

\[ G_N(\sigma, \sigma') = -\frac{1}{4 \pi} \log u(u + 1), \quad u = \frac{1}{2} \frac{(t - t')^2 + (z - z')^2}{2zz'} + \varepsilon^2, \] (4.21)

\[ \partial_\mu \partial_{\nu} G_N(\sigma, \sigma') \bigg|_{\sigma \to \sigma'} = \frac{1}{8 \pi z^2} \left( \frac{1}{z^2} + 1 \right) \delta_{\mu \nu}. \] (4.22)

Then the bulk integral gives again only a log term. The third vertex in (3.10) that has a different \( SO(6) \) contraction structure leads to the same bulk integral and thus also does not produce \( \log^2 \) contributions to (4.9).

Similar conclusions are reached for the 1-loop diagrams with the \( x^i \) loop coming from the \( \partial x \partial x \partial y \partial y \) vertex in (2.8) (where one can replace \( g^a \to Y^A \)). Here we will need to use that the bulk-to-bulk \( AdS_2 \) Green’s function for the massive scalar \( x^i \) satisfies (cf. (4.21),(D.7))

\[ G_{D}^{(m^2=2)}(\sigma, \sigma') = -\frac{1}{4 \pi} \left[ 2u + 1 + \log \frac{u}{u + 1} + 2 \right], \] (4.23)

\[ \partial_\mu \partial_{\nu} G_{D}^{(m^2=2)}(\sigma, \sigma') \bigg|_{\sigma \to \sigma'} = \frac{1}{8 \pi z^2} \left( \frac{1}{z^2} + 1 + 2 \log \varepsilon^2 \right) \delta_{\mu \nu}. \] (4.24)

As (4.24) scales with \( z \) in the same way as (4.21) the corresponding 1-loop diagram also does not contribute to \( \log^2 \) term (while the UV log divergence should cancel against the contribution of the fermionic loop).

At the next \( \frac{1}{\sqrt{A}} \) order the \( (N_{12})^3 = \log^3(t_{12}^2) \) term in (4.1),(4.7) should have the coefficient \( \gamma_3 = -\frac{d_1}{\sqrt{A}} = -\frac{125}{8} \). As the expansion of \( Y^A \) in (3.8) does not contain a \( \zeta^3 \) term (while the \( \zeta^4 \) term in \( Y^A \)) will start contributing only at order \( \frac{1}{\sqrt{A}} \) all contributions to \( \gamma_3 \) should come from loop diagrams. The first type of them is the first diagram in Fig. 3 where one of the two tree propagators is replaced by the 1-loop corrected one (i.e. the one with the corrections from the 1-loop graphs in Fig. 3 included), see Fig. 4(a). In view of the above discussion this 1-loop “self-energy” dressing amounts to the following replacement of each log factor in (4.7) (cf. the first and the second terms in (4.7) with \( \gamma_2^{(1)} = 5 \times 2 \) according to (4.19))

\[ N_{12} \to N_{12} - \frac{2}{\sqrt{A}} (N_{12})^2. \] (4.25)

Applied to the tree-level \( \gamma_2^{(0)} \) term in (4.7) this will give the following contribution to \( \gamma_3 \): \( \gamma_3^{(1)} = \frac{5}{2} \times 2 \times (-2) = -10. \)

---

19This shift accounts just for the leading log contributions; in addition, there will be also subleading ones that can be accounted for by a shift like in (G.7).
The second type of contributions should come from the 2-loop corrections to the $\zeta^A$-propagator which are: (i) irreducible 2-loop generalizations of the second and third graphs in Fig. 3; (ii) reducible iterations of these 1-loop graphs, see Fig. 4(b). These 2-loop corrections (which we will not compute here) should produce the remaining contribution

$$\gamma_3(2) = -\gamma_3(1) + \gamma_3(2) = -\frac{125}{6}, \gamma_3(1) = -10, \gamma_3(2) = -\frac{65}{6}. \tag{4.26}$$

5 Mixed four-point function $\langle x^i x^j Y^A Y^B \rangle$

As was mentioned in the Introduction, the correlators of the three $\text{AdS}_5$ transverse fluctuations $x_i$ (scalars with $m^2 = 2$) dual to the correlator of the field strengths $F_{ti}$ at leading order in strong-coupling expansion should be the same in both WML and WL cases as they are described by the same classical string action (2.5) with the same (Dirichlet) boundary conditions for $x_i$. The corresponding tree-level 2- and 4-point functions $\langle xx \rangle$ or $\langle xxxx \rangle$ were computed in [11]. As the boundary operator $F_{ti} \equiv iF_{ti}$ dual to $x^i$ has the interpretation of the displacement operator, its dimension $\Delta = 2$ will be protected also in the non-supersymmetric WL case, i.e. it should not receive corrections in the strong-coupling expansion

$$\langle F_{ti}(t_1) F_{ti}(t_2) \rangle = \langle x^i(t_1) x^i(t_2) \rangle = \delta^{ij} \frac{C_x'}{(t_{12})^4}. \tag{5.1}$$

While in the WML case the normalization factor $C_x = C_y(\lambda)$ in the analog of (5.1) is known exactly (being equal to 12 times the Bremsstrahlung function), the expression for $C'_x = C_F(\lambda)$ at strong coupling (which should have a scheme-independent meaning, see footnote 4) is not known at present.\footnote{It should be easy to compute the leading strong-coupling correction to it as $C'_x - C_x = C_F - C_y$ should be given by the loop of $S^5$ scalars with the internal line being the difference of the Neumann and Dirichlet propagators.}

The 4-point correlators $\langle xxxx \rangle$ in the supersymmetric and non-supersymmetric cases may start to differ at the first subleading order in $1/\sqrt{\lambda}$.

In the case of the 4-point correlator of two AdS fluctuations and two $S^5$ fluctuations the difference should appear already at the leading order at strong coupling. In the supersymmetric WML case when $S^5$ coordinates were subject to the Dirichlet b.c. it was computed in [11]. In the WL case with Neumann b.c. in $S^5$ directions this correlator should have $SO(3) \times SO(6)$ symmetry and should represent the strong-coupling limit of the 4-point function of two displacement operators and two 6-scalars (cf. (1.3))

$$\langle F_{ti}(t_1) F_{ti}(t_2) \Phi_A(t_3) \Phi_B(t_4) \rangle = \langle x^i(t_1) x^i(t_2) Y_A(t_3) Y_B(t_4) \rangle$$
\[ G(\chi) = 1 + \frac{1}{\sqrt{\lambda}} G^{(1)} + \frac{1}{(\sqrt{\lambda})^2} G^{(2)} + \cdots, \quad (5.2) \]

where \( \Delta = \frac{5}{\sqrt{\lambda}} + \cdots \) is given by (4.2) and as in (4.3) we choose a scheme where \( C_Y = \frac{1}{6} \).

Recalling that \( Y_A = n_A + \zeta_A - \frac{1}{2} \zeta^2 n_A + \cdots \) (see (3.8)) the leading order contributions to (5.2) will come from the disconnected diagrams \( \langle x x \rangle \langle Y Y \rangle \) (see Fig. 5) that will contribute to the prefactor \( \frac{1}{(t_1)^2 (t_3)^2} \) in (5.2). Here the bulk-to-boundary propagator for the massless field \( \zeta \) given by (3.13), i.e.

\[ K_2(t, z; t') = C_2 K_2(t, z; t'), \quad C_2(t, z; t') \equiv \left[ \frac{t - 
abla^2}{2} \right]^{\frac{1}{2}}, \quad C_2 = \frac{2}{\sqrt{\lambda}}, \quad (5.3) \]

\[ G_N(t, z; t') = C_N N(t, z; t'), \quad N(t, z; t') \equiv \log[(t - t')^2 + z^2], \quad C_N \equiv -\frac{1}{\sqrt{\lambda}}, \quad (5.4) \]

so that (ignoring an infinite rescaling of \( x^i \) by a \( z \to 0 \) factor)

\[ \langle x^i(t_1) x^j(t_2) \rangle = \frac{C'_x}{(t_1)^2}, \quad C'_x = \frac{2}{\sqrt{\lambda}} C_2 + O(\frac{1}{(\sqrt{\lambda})^2}). \quad (5.5) \]

One may normalize the 4-point function on the 2-point function of \( x^i \), i.e. absorb the factor of \( C'_x \) into a redefinition of the operator \( x^i \); we will not do this here.

To compute the non-trivial correction to \( \langle x x Y Y \rangle \) we need to use the 4-vertices in (2.8) where we may replace \( \partial_\mu y_a \partial_\nu y_a \to \partial_\mu Y_A \partial_\nu Y_A \) (the two expressions are the same to quartic order in the fields). The leading connected contribution to \( G(\chi) \) will come from the connected diagram in Fig. (6).

\[ \langle x^i x^j Y^A Y^B \rangle. \quad \text{The 4-vertex comes from the quartic Lagrangian (2.8).} \]

There is also another connected contribution to \( \langle x^i x^j Y^A Y^B \rangle \) when \( Y^A \) is replaced by \( n^A \) and \( Y^B \) by \( -\frac{1}{2} \zeta^2 n^B \) (or vice versa), see Fig. 7.

We get for the tree-level connected contribution of the diagram in Fig. (6) to the correlator in (5.2)\(^{21}\)

\[ G_{\text{conn}}(\chi) = -5 \times \left( \frac{2\pi}{\sqrt{\lambda}} \right)^2 C_2 (C_N)^2 Q_{xy}, \quad (5.6) \]

\(^{21}\)Here the vertex (2.8) in the string action (2.5) contributes \( \frac{\sqrt{\lambda}}{2\sqrt{\pi}} \) and four propagators \( \left( \frac{2\pi}{\sqrt{\lambda}} \right)^4 \). One power of normalization factor \( \frac{\sqrt{\lambda}}{2\sqrt{\pi}} C_2 \) of the \( x \)-propagator is extracted to represent \( C'_x \) in (5.2).
the manifestly AdS

This results in the following replacement in (5.7) by replacing

The contribution of the diagram in Fig. 7 is similar: including it gives the total connected contribution

Here $T$ and we find from (5.7), (5.8)

Figure 7

Since this depends only on the difference $N(t_3) - N(t_4) = \log \left( \frac{(t-t_3)^2 + z^2}{(t-t_4)^2 + z^2} \right)$ the same result is found if we start with the manifestly AdS (or conformally) invariant bulk-to-boundary propagator corresponding to (D.11), i.e. $N(t, z; t') = \log \left( \frac{(t-t')^2 + z^2}{z^2} \right)$. This ensures that the resulting integral is conformally invariant.
and the $D$-functions are defined in (C.1). Expressing the latter in terms of $\bar{D}$ functions according to (C.3) we may use that in the AdS case (cf. (C.5))

$$\bar{D}_{2,2,1,1} = \frac{1}{\sin^2(\chi_1) \chi^2} - \frac{2^3 + 3 \chi}{3 \chi^2} \log(1 - \chi) + \frac{2}{3(1 - \chi)^2} \log \chi,$$

$$\bar{D}_{3,3,1,1} = - \frac{2 \chi^2 + 3 \chi - 3}{15(1 - \chi)^2 \chi^2} - \frac{2 \chi(2 + 3 \chi + 6)}{15 \chi^3} \log(1 - \chi) - \frac{2}{15(1 - \chi)^2} \log \chi. \tag{5.14}$$

As a result,

$$Q_{xy}^{(\text{tot})} = \frac{6 \pi}{t_{12}^2} \left[ 1 - \left( \frac{1}{2} - \frac{1}{\chi} \right) \log(1 - \chi) \right] \tag{5.15}.$$  

We thus find for the leading-order contribution to the $G$-function in (5.2)

$$G(\chi) = 1 + \frac{1}{(\chi)^2} G^{(2)}(\chi) + \mathcal{O}(\frac{1}{(\chi)^2}), \tag{5.16}$$

$$G^{(2)}(\chi) = -5(2\pi)^2 C_2 (C_2) t_{12} Q_{xy}^{(\text{tot})} = -20 \left[ 1 - \left( \frac{1}{2} - \frac{1}{\chi} \right) \log(1 - \chi) \right]. \tag{5.17}$$

We observe that the strong-coupling contribution to the connected part of $G$ in (5.2) first appears at order $\frac{1}{(\chi)^2}$ and, remarkably, that $G^{(2)}$ is proportional to the corresponding expression (2.37),(2.38) for the tree-level $\langle x^a x^b y^a y^b \rangle$ correlator found in the supersymmetric line case in [11]. Using the label $D$ for the $G$-function in the supersymmetric (Dirichlet propagator) case we thus get in the non-supersymmetric case

$$G^{(2)} = 5 G^{(1)}_D, \quad G^{(1)}_D = -4 \left[ 1 - \left( \frac{1}{2} - \frac{1}{\chi} \right) \log(1 - \chi) \right]. \tag{5.18}$$

We will explain the reason for this coincidence in section 6.2 below.

Let us comment on the OPE interpretation of the function $G(\chi)$ in (5.2),(5.16, 5.17). Exchanging $t_2 \leftrightarrow t_3$ in (5.2) we get (cf. (2.13),(2.13))

$$\langle F_i(t_1) \Phi_A(t_2) F_i(t_3) \Phi_B(t_4) \rangle = \delta^{ij} \delta_{AB} \frac{C_i}{(t_{12}^2 t_{34}^2)^{2+\Delta}} \frac{t_{24}}{t_{13}}^2 G(\chi),$$

$$G(\chi) \equiv \chi^{2+\Delta} G(\chi^{-1}) = \chi^{2+\Delta} \left( 1 - \frac{20}{(\chi)^2} \left[ 1 + \frac{1}{2} \frac{\log(1 - \chi)}{\chi} \right] + \mathcal{O}(\frac{1}{(\chi)^3}) \right), \tag{5.19}$$

where $\Delta$ is given by (4.2). The corresponding conformal block expansion is\footnote{\textit{c}_h is related to the coefficient in the 3-point function between $F$, $\Phi$, and the exchanged operator $O_h$ of conformal dimension $h$. Let us recall that in the supersymmetric case (cf. (2.37)) the operator $O_h$ takes a schematic form $\Phi \Phi_0 F$, and has dimension $h = 3 + n + \frac{1}{2} \sqrt{n(n+1)(n+4)} + \cdots$ [11]. The normalization of $c_h$ in (5.21) below takes into account that in the present case in (5.16) we have $G(\chi) = 1 + \cdots$.}

$$G(\chi) = \sum_h c_h \chi^h 2F_1(h + 2 - \Delta, h - 2 + \Delta, 2h, \chi). \tag{5.20}$$
For $n \geq 2$ the general expression for the leading order $\frac{1}{\sqrt{\Lambda}}$ correction is

$$h_n = 2 + n - \frac{(n+3)(n-1)}{2} \frac{1}{\sqrt{\Lambda}} + \cdots , \quad c_{h_n} = \frac{30}{3} \frac{n+2}{n} \left( -\frac{1}{4} \right)^{n+2} \sqrt{n+3} \frac{1}{\sqrt{\Lambda}} + \cdots .$$  \hspace{1cm} (5.22)$$

Notice that for large $n$ the dimension $h_n$ of the intermediate operator $\Phi \partial^n \Phi$ has the same universal behaviour as in the supersymmetric line case in [11]: $h_n \to n - \frac{n^2}{2\sqrt{\Lambda}} + \cdots$ (compared to (2.36), (B.6) where the operator contains $\partial^n \Phi$ here $n \to \frac{1}{2} n$). This universality supports the existence of a semiclassical explanation of this large $n$ asymptotics (indeed, possibly related classical string solution should not be sensitive to boundary conditions in $S^5$).

6 Four-point function $\langle Y^A Y^B Y^C Y^D \rangle$

Given the 2-point function (4.1), the general structure of the $SO(6)$ scalar 4-point function controlled by the 1d conformal invariance and crossing should be as in (2.14), (2.15), i.e.

$$\langle Y^A(t_1) Y^B(t_2) Y^C(t_3) Y^D(t_4) \rangle = \frac{C_Y}{|t_{12} t_{34}|^{2\Delta}} G^{ABCD}(\chi) , \quad G^{ABCD} = G_S \delta^{AB} \delta^{CD} + G_T \left[ \delta^{AC} \delta^{BD} + \delta^{BC} \delta^{AD} - \frac{1}{3} \delta^{AB} \delta^{CD} \right] + G_A \left[ \delta^{AC} \delta^{BD} - \delta^{BC} \delta^{AD} \right].$$  \hspace{1cm} (6.1)

Here $G_S(\chi)$ is the basic function with $G_T$ and $G_A$ expressed in terms of it via leg interchange, i.e. using the crossing relations (2.23), (2.24). In what follows we shall set $C_Y = \frac{1}{6}$ as in (4.3).

To compute $G_S$ it is sufficient to consider the singlet correlator as in (2.17), i.e.

$$\langle Y^A(t_1) Y^A(t_2) Y^B(t_3) Y^B(t_4) \rangle = \frac{1}{|t_{12} t_{34}|^{2\Delta}} G_S .$$ \hspace{1cm} (6.3)$$

Here $n^A$ dependence drops out (so the integration over $S^5$ is trivial). Thus (6.3) can be computed in any explicit parametrization of $Y_A$ and we shall again use (3.8), i.e. $Y^A = n^A + \zeta^A - \frac{1}{2} n^A \zeta^2 + O(\zeta^4)$ with $n_A \zeta_A = 0$, $n_A n_A = 1$.

6.1 Leading-order contributions

Let us first consider the simplest – leading order – contributions to (6.3)

$$\langle Y^A(t_1) Y^A(t_2) Y^B(t_3) Y^B(t_4) \rangle = 1 + \frac{1}{\sqrt{\Lambda}} Q^{(1)} + \frac{1}{(\sqrt{\Lambda})^2} Q^{(2)} + \frac{1}{(\sqrt{\Lambda})^3} Q^{(3)} + \cdots .$$ \hspace{1cm} (6.4)$$

At order $\frac{1}{\sqrt{\Lambda}}$ these are just the tree-level terms $\langle \zeta_A \zeta_B n_B n_B \rangle + \langle n_A n_A \zeta_B \zeta_B \rangle$, giving as in (4.1), (4.7)

$$Q^{(1)} = -5 \left( N_{12} + N_{34} \right) , \quad N_{12} = \log t_{12}^2 .$$  \hspace{1cm} (6.5)$$

$Q^{(1)}$ thus corresponds to the leading term in the expansion of the prefactor $(t_{12} t_{34})^{-2\Delta}$ in (6.1), (6.3) with $\Delta = \frac{5}{\sqrt{\Lambda}} + \ldots$. At the next $\frac{1}{(\sqrt{\Lambda})^2}$ order we will get several contributions from tree-level diagrams with four $\zeta$ and two contractions (see Fig. 8). Denoting their contribution to $Q^{(2)}$ as $Q_0^{(2)}$ we get

$$Q_0^{(2)} = \frac{3}{2} \left( N_{12}^2 + N_{24}^2 + N_{34}^2 + N_{14}^2 + N_{23}^2 + N_{24}^2 \right) + 25 N_{12} N_{34} - 5 \left( N_{13} N_{14} + N_{23} N_{24} + N_{13} N_{23} + N_{14} N_{24} \right) + 5 \left( N_{13} N_{24} + N_{14} N_{23} \right) .$$  \hspace{1cm} (6.6)$$
Here the first group of terms comes from diagrams like Fig. 8(a), the second from Fig. 8(b), the third from Fig. 8(c) and the forth from Fig. 8(d) and Fig. 8(e). The terms $\frac{5}{2}(N_{12}^2 + N_{34}^2)$ and $25N_{12}N_{34}$ with 12 and 34 propagators should correspond again to the log$^2$ terms appearing from the expansion of the prefactor $(t_{12}^2 t_{34}^2)^{-\Delta}$ in (6.3).

In addition, there are also similar terms coming from the 1-loop propagator correction diagrams like in Fig. 9. As follows from the structure of the loop-corrected propagator in (4.1) there will be a log correction to $Q^{(2)}$ given by

$$Q^{(2)}_{\log} = -d_2(N_{12} + N_{34})$$

(6.7)

From the analysis of the $\langle YY \rangle$ correlator in section 4 we know that these loop diagrams also contribute the log$^2(t_{12}) + \log^2(t_{34})$ terms (cf. (4.7)) necessary to build up the prefactor $|t_{12} t_{34}|^{-2\Delta}$ as required by conformal invariance. The coefficient of these terms is given by $\gamma_2^{(1)} = \frac{25}{2} - \frac{5}{2} = 10$ in (4.19). Thus we get for the additional 1-loop contribution to $Q^{(2)}$

$$Q_1^{(2)} = 10(N_{12}^2 + N_{34}^2)$$

(6.8)

Equivalently, this term is found from the $\frac{1}{\sqrt{\lambda}}Q^{(1)}$ term in (6.4) upon the substitution (4.25). Thus

$$Q^{(2)} = Q_{\log}^{(2)} + Q_{\log}^{(2)} + Q_1^{(2)} = Q_{\log}^{(2)} + \frac{25}{2}(N_{12} + N_{34})^2 + \tilde{Q}^{(2)}$$

$$\tilde{Q}^{(2)} = \frac{5}{2}(N_{13} + N_{24} - N_{14} - N_{23})^2$$

(6.9)

Multiplying (6.4) by $|t_{12} t_{34}|^{2\Delta} = 1 + \frac{5}{\sqrt{\lambda}}(N_{12} + N_{34}) + \frac{25}{2(\sqrt{\lambda})^2}(N_{12} + N_{34})^2 + ...$ (cf. (6.4),(6.3)) we conclude that all $N_{12}$ and $N_{34}$ dependent terms cancel out (in particular, log term in (6.7) does not contribute) so that the the leading contribution to $G_S$ is given by

$$G_S(\chi) = 1 + \frac{1}{(\sqrt{\lambda})^2}Q^{(2)} + \mathcal{O}(\frac{1}{(\sqrt{\lambda})^3}) = 1 + \frac{1}{(\sqrt{\lambda})^2}G_S^{(2)}(\chi) + \mathcal{O}(\frac{1}{(\sqrt{\lambda})^3})$$

(6.10)

$$G_S^{(2)} = 10 \log^2(1 - \chi)$$

(6.11)

There is no $\frac{1}{\sqrt{\lambda}}$ term as the leading-order correction (6.5) correspond just to the prefactor in (6.3). As there is no other “connected” contribution at order $\frac{1}{(\sqrt{\lambda})}$ the expression in (6.11) gives the full conformally invariant expression for $G_S$ to this order.
To find \( G_T \) and \( G_A \) in (6.2) we may use the general crossing relations (2.23),(2.24) with \( N = 6 \) and \( \Delta \) given by (4.2), i.e. \( \Delta = \frac{5}{\sqrt{\lambda}} + \frac{d_2}{(\sqrt{\lambda})^2} + \ldots \). As a result,

\[
G_T(\chi) = \frac{3}{2} + \frac{g}{2\sqrt{\lambda}} \log \frac{\lambda^2}{1-\chi} + \frac{3}{2(\sqrt{\lambda})^2} \left( 9 \log^2 \frac{\lambda^2}{1-\chi} + 8 \log (1-\chi) + \frac{3}{5} d_2 \log \frac{\chi^2}{1-\chi} \right) + \mathcal{O}(\frac{1}{(\sqrt{\lambda})^3}), \tag{6.12}
\]

\[
G_A(\chi) = \frac{6}{\sqrt{\lambda}} \log (1-\chi) + \frac{6}{(\sqrt{\lambda})^2} \log (1-\chi) \left( 4 \log \frac{\lambda^2}{1-\chi} + \frac{1}{5} d_2 \right) + \mathcal{O}(\frac{1}{(\sqrt{\lambda})^3}) \tag{6.13}
\]

The \( \frac{1}{\sqrt{\lambda}} \) terms here originated from the \( \Delta \)-dependence in (2.23),(2.24). The appearance of the second anomalous dimension coefficient \( d_2 \) in (6.12),(6.13) is not surprising: it means that in order to determine the \( \frac{1}{(\sqrt{\lambda})^2} \) terms in \( G^{ABCD}(\chi) \) one needs to compute also the 1-loop graphs (bosonic and fermionic ones, cf. Fig. 3) that contribute not only to \( G_T \) but effectively also to \( G_T \) and \( G_S \). Similarly, the \( \frac{1}{(\sqrt{\lambda})^3} \) terms in (6.12),(6.13) will depend not only on the \( \frac{1}{(\sqrt{\lambda})^3} \) correction to (6.11) but also on the \( \frac{1}{(\sqrt{\lambda})^3} \) term in \( \Delta \).

It is important to stress that in contrast to the supersymmetric (\( SO(5) \) invariant) case in [11] here the presence of the \( n_A \) "condensate" in \( Y_A \) implies that the disconnected graphs are not described just by a generalized free field perturbation theory (cf. Appendix A). For example, the averages over \( S^5 \) do not factorize: \( \langle n^A n^B n^C n^D \rangle \neq \langle n^A n^B \rangle \langle n^A n^B \rangle \), etc. Thus even \( \frac{1}{\sqrt{\lambda}} \) corrections in (6.12),(6.13) are not those of a free field theory. For example, setting \( \Delta = \frac{5}{\sqrt{\lambda}} + \cdot \cdot \cdot \) in (A.2) and expanding does not reproduce the single logarithms proportional to (6.12).

### 6.2 Order \( \frac{1}{(\sqrt{\lambda})^3} \) contributions: Dirichlet/Neumann relations

At the next \( \frac{1}{(\sqrt{\lambda})^3} \) order we get two different contributions: (i) "reducible" contributions given by tree level diagrams with possible 1-loop or 2-loop propagator corrections; (ii) "irreducible" connected tree-level contributions where all four points are connected to the bulk vertex. The 3-loop propagator corrections (like in Fig. 4(b)) can appear only in the disconnected parts \( \langle \zeta^A \zeta^B n^B \rangle + \langle n^A n^B \zeta^B \zeta^B \rangle \) (see Fig. 9) and thus contribute only to the prefactor \(|t_{12} t_{34}|^{-2\Delta} \) in (6.3) but not to \( G_S \).

Non-trivial reducible contributions come from connected tree diagrams with 3 propagators like the one in Fig. 10 and also from the leading order diagrams in Fig. 8 with one of the propagators being "dressed" by 1-loop correction as in Fig. 3 or Fig. 9. We will discuss these reducible contributions in detail in Appendix G.

**Figure 10.** "Reducible" tree-level diagram contributing at order \( \frac{1}{(\sqrt{\lambda})^3} \).

In addition, there is also an "irreducible" connected contribution to (6.1),(6.3) that comes from the contact tree diagram in Fig. 11 where all four fields in \( \langle \zeta^A(t_1) \zeta^A(t_2) \zeta^B(t_3) \zeta^B(t_4) \rangle \) are attached to a quartic vertex from \( L_4 \) in (3.10) The analog of it (see Fig. 2) was the only leading connected contribution (2.33) in the supersymmetric line case with the Dirichlet bulk-to-boundary propagators [11].

Having one bulk 4-vertex in (3.10) (proportional to \( \sqrt{\lambda} \)) and four \( \zeta \)-propagators (each bringing a \( \frac{1}{\sqrt{\lambda}} \) factor ) this connected contribution should scale as \( \frac{1}{(\sqrt{\lambda})^3} G_{S,\text{conn}}^{(3)} \). Note that the normalization
in the supersymmetric case (2.33) was different, so comparing to it below we shall strip off the $1/\sqrt{\lambda}$ factors. In total, we should find (cf. (6.11), (G.3))

$$G_S = 1 + \frac{1}{(\sqrt{\lambda})^3} G_S^{(2)} + \frac{1}{(\sqrt{\lambda})^3} G_S^{(3)} + O\left(\frac{1}{(\sqrt{\lambda})^4}\right),$$

$$G_S^{(3)} = G_{S,\text{red}}^{(3)} + G_{S,\text{conn}}^{(3)}, \quad G_{S,\text{red}}^{(3)} = G_{S,\log^2}^{(3)} + G_{S,\log^3}^{(3)},$$

where $G_{S,\log^2}^{(3)}$ and $G_{S,\log^3}^{(3)}$ are given in (G.9) and (G.17).

Trying to compute $G_{S,\text{conn}}^{(3)}$ directly one observes that the logarithmic form of the Neumann bulk-to-boundary propagator (3.13) leads to complicated AdS$_2$ integrals. A useful observation is that applying boundary-point $\partial_t$ derivatives to the contact contribution to the correlator $\langle YYYY \rangle$ it is possible to relate the expressions for the integrands with the differentiated Neumann propagators to the similar ones in the Dirichlet propagator case.

Let us define (see (2.32),(5.4); below $\partial_\mu = (\partial_t, \partial_z), \partial^\mu A \partial_\mu B = z^2 \partial_\mu A \partial_\mu B, \epsilon_{\mu \nu} = \pm \epsilon_{tz} = \pm 1$; repeated low indices are contracted with $\delta_{\mu \nu}$)

$$N'(t_a) \equiv \partial_a N(t_a) = 2 \frac{t_a - t}{(t - t_a)^2 + z^2} = \frac{2(t_a - t)}{z} K_1(t_a),$$

$$N(t_a) = \log \left[(t - t_a)^2 + z^2\right], \quad K_1(t_a) = \frac{z}{(t - t_a)^2 + z^2} = \frac{1}{2} \partial_z N(t_a),$$

$$\partial_\mu N'(t_a) = 2 \epsilon_{\mu \nu} \partial_\nu K_1(t_a), \quad \partial_\mu = (\partial_t, \partial_z).$$

Using (6.18) we may thus relate the expressions containing bulk-point derivatives of $N'(t_a)$ to the ones with bulk-point derivatives of $K_1(t_a)$. For example, we get

$$\partial_\mu N'(t_1) \partial_\mu N'(t_2) = 4 \partial_\mu K_1(t_1) \partial_\mu K_1(t_2).$$

Equivalently, (6.19) follows simply from the complex coordinate decomposition of $K_1$ and $N'$

$$K_1(t_a) = -\frac{1}{2\pi} \left(\frac{1}{w} - \frac{1}{\bar{w}}\right), \quad N'(t_a) = -\left(\frac{1}{w} + \frac{1}{\bar{w}}\right), \quad w \equiv t - t_a + i z,$$

using that $\partial_\mu A \partial_\mu B = 4 \partial_\mu A \partial_{\bar{w}} B$ (cf. (D.6)).

From (6.19), we see that the contact diagram associated to the $(\partial \zeta)^4$ term in (3.10) contributing to the 4-point function in the Neumann propagator theory is simply proportional to the same diagram in the theory with the Dirichlet propagator. A similar relation is true for the contributions of the mixed $zxYY$ 4-derivative vertices in (2.8). There is also a close relation between the two cases for the contribution of the 2-derivative $\zeta^2(\partial \zeta)^2$ vertex in (3.10). Explicitly, one finds (see Appendix F)

$$\int dz dt N'(t_1) N'(t_2) \partial_\mu N'(t_3) \partial_\mu N'(t_4) = 16 \int dz dt K_1(t_1) K_1(t_2) \partial_\mu K_1(t_3) \partial_\mu K_1(t_4) + \omega,$$
\[ \omega(t_1, t_2, t_3, t_4) = -\frac{8\pi}{t_{34}^3} \left( \frac{1}{13t_{23}} + \frac{1}{t_{14}t_{24}} \right), \quad t_{ij} = t_i - t_j. \]  

(6.22)

which may be proved by using (6.16)–(6.20) and performing the integrals. The “deficit” \( \omega \)-term here corresponds to the non-zero boundary contribution that survives upon manipulating one integral into the other using integration by parts (see (F.4)–(F.7)).

We then arrive at the following symbolic relations between the \( G \)-functions appearing in the corresponding connected contributions to the correlators in (5.2) and (6.1), (6.2) in the Dirichlet and Neumann cases

\[
(x^i(t_1)x^j(t_2)Y^A(t_3)Y^B(t_4)) : \quad \partial_i \partial_j \hat{G} = -2 \frac{1}{t_{34}^2} G_D(\chi),
\]

(6.23)

\[
(Y^A(t_1)Y^B(t_2)Y^C(t_3)Y^D(t_4)) : \quad \partial_i \partial_j \partial_k \partial_l \hat{G} = 4 \frac{1}{t_{12}^2 t_{34}^2} G_D(\chi) + \Omega.
\]

(6.24)

Here \( \hat{G} \) and \( G_D \) stand for the contact diagram \( \frac{1}{(\sqrt{\lambda})^3} \) contributions in the Neumann and Dirichlet cases respectively with all symmetry group factors stripped off before averaging over \( n^A \) in the N-case (\( \hat{G} \)-functions are related to \( G \)-functions in (6.2) as in (6.29) below). For simplicity, in this section shall often omit the label “(3)” on \( G^{(3)} \). \( \Omega \) in (6.24) is the total contribution of the \( \omega \)-terms in the relation like (6.21). The basic idea behind (6.23),(6.24) is that after the differentiation over the boundary points the Neumann propagator contributions get related to the Dirichlet ones as in (6.19),(6.21). To find the conformally-invariant solution for the total \( G \) we will need to add also the “reducible” contribution as in (6.15) that will cancel non-invariant terms in \( \Omega \).

More explicitly, to compare to the supersymmetric line case with \( SO(5) \) scalars in (2.33),(2.37) one is to replace \( Y^A \) by \( y^a \) and postpone the averaging over \( n^A \) till the end. For the mixed correlator in (6.23) we will have (cf. (3.16))

\[
G_D^{ab} = \delta^{ab} G_D, \quad \hat{G}^{AB} = P^{AB} \hat{G} \to G^{AB} = \frac{1}{8} \delta^{AB} G, \quad G = 5 \hat{G}.
\]

(6.25)

In the massless 4-scalar correlator case, starting with the expression (2.33) in the supersymmetric line case we are first to replace \( \delta^{ab} \to P^{AB} = \delta^{AB} - n^A n^B \) and \( K_1 = C_1 K_1 \to G_N = C_N N \) in the \( SO(5) \) version of (2.15) getting (cf. (6.24))

\[
\hat{G}^{ABCD} = G_S(\chi) P^{AB} P^{CD} + \hat{G}_T(\chi) \left[ P^{AC} P^{BD} + P^{BC} P^{AD} - \frac{1}{6} P^{AB} P^{CD} \right]
\]

\[
\quad + \hat{G}_A(\chi) \left[ P^{AC} P^{BD} - P^{BC} P^{AD} \right],
\]

\[
\partial_i \partial_j \partial_k \partial_l \hat{G}_c = 4 \frac{1}{t_{12}^2 t_{34}^2} G_{D,c}(\chi) + \Omega_c, \quad c = S, T, A.
\]

(6.26)

(6.27)

Here the functions \( G_{D,c}(\chi) \) are given by the leading-order connected expressions (2.34). Averaging (6.26) over \( n^A \) according to (3.15),(3.16) we end up with (cf. (6.2) and (2.16)–(2.18))

\[
\hat{G}^{ABCD} \to \frac{1}{36} G^{ABCD},
\]

(6.28)

\[
G^{ABCD} = G_S \delta^{AB} \delta^{CD} + G_T \left[ \delta^{AC} \delta^{BD} + \delta^{BC} \delta^{AD} - \frac{1}{6} \delta^{AB} \delta^{CD} \right] + G_A \left[ \delta^{AC} \delta^{BD} - \delta^{BC} \delta^{AD} \right],
\]

(6.29)

\[24\text{While in the D-case it is natural to strip off normalization factors of all 2-point functions in the correlator in the N-case this is not natural as the 2-point function of } Y^A \text{ expanded in } \frac{1}{\sqrt{x}} \text{ starts with constant rather than the tree-level propagator. We may still formally do this but without changing sign, so the factor associated to the N-propagator in (5.4) will be } \frac{2n_A}{\sqrt{x} n} = \frac{1}{\sqrt{x}}. \text{ Finally, when relating the expressions in the D and N cases we omit the } \frac{1}{\sqrt{x}} \text{ factors. This formal identification requires the -1 factor in (6.23).} \]
$G_S = 25 \hat{G}_S$, \quad $G_T = \frac{3}{4} \hat{G}_S + \frac{125}{4} \hat{G}_T$, \quad $G_A = 24 \hat{G}_A$. \quad (6.29)

Before turning to the case of $\langle YYYYY \rangle$ let us first demonstrate how the above D/N relation (6.23) explains the proportionality of the expressions for the leading connected part of the mixed correlator $\langle x^i(t_1)x^j(t_2)Y^A(t_3)Y^B(t_4) \rangle$ in the supersymmetric (D) (2.38) and non-supersymmetric (N) (5.16),(5.18) cases. The leading order term in $G_D$ is $G^{(1)}$ in (2.38). To find the corresponding term in $G_N$ we may integrate the relation in (6.23).

The double derivative operator in (6.23) has a nice interpretation in terms of the quadratic Casimir operator of the 1d conformal group (i.e. $J^2$ for $SO(1, 2)$). Indeed, $t_{34}^2 \partial_{t_3} \partial_{t_4}$ is invariant under the scale transformations, translations, and also the inversion. When acting on a function of the cross-ratio $\chi = \frac{t_{12}t_{34}}{t_{13}t_{24}}$ it becomes

$$t_{34}^2 \partial_{t_3} \partial_{t_4} f(\chi) = -\mathcal{D} f(\chi) , \quad \mathcal{D} \equiv \chi^2 (1 - \chi) \partial_\chi^2 - \chi^2 \partial_\chi,$$  \quad (6.30)

where $\mathcal{D}$ is the conformal Casimir operator (see, e.g., [43, 49]). The eigenfunctions of $\mathcal{D}$ are the $SL(2, R)$ conformal blocks (cf. (B.1))

$$\mathcal{D} F_h = h(h - 1) F_h , \quad F_h = \chi^h F_h(\chi) , \quad F_h \equiv 2 F_1(h, h, 2h, \chi).$$ \quad (6.31)

From (6.23),(6.25) we have (cf. (2.38))

$$t_{34}^2 \partial_{t_3} \partial_{t_4} G(\chi) = -\mathcal{D} G(\chi) = -10 G_D(\chi).$$ \quad (6.32)

One can check that

$$F_2 = \chi^2 2 F_1(2, 2, 4, \chi) = -12 \left[1 - \left(\frac{1}{2} - \frac{1}{\chi} \right) \log(1 - \chi) \right] = 3 G_D(\chi) , \quad \mathcal{D} G_D(\chi) = 2 G_D(\chi).$$ \quad (6.33)

Thus $G_D = G^{(1)}$ in (2.38) is given just by a single conformal block corresponding to the dimension $h = 2$. This means that in the supersymmetric line case the only operator that can appear in the OPE channel $12 \rightarrow 34$ (besides the identity which contributes to the disconnected part) is the $h = 2$ singlet $\sim y^a y^a$. Integrating (6.32) for $G$ using (6.33) we get

$$G(\chi) = 5 G_D(\chi) + c_1 + c_2 \log(1 - \chi),$$ \quad (6.34)

where the last two terms are the zero modes of the Casimir operator $\mathcal{D}$, i.e. a linear combination of the $h = 0$ and $h = 1$ conformal blocks.

Let us argue that this “zero-mode” part is to be omitted, i.e. one should set $c_1 = c_2 = 0$. The leading order term in the small $\chi$ expansion of generic $G(\chi)$ in (2.10) should be determined by the minimal dimension of the fields appearing in the corresponding OPE. In the present case of connected part of $G$ this is the $\Delta = 2$ operator suggesting that $G(0) = 0$. Assuming the symmetry under $t_3 \leftrightarrow t_4$, i.e. under $\chi \rightarrow -\frac{\chi}{1 - \chi}$, we get also $G'(0) = 0$. Then a (connected part of) $G(\chi)$ should have the small $\chi$ expansion\footnote{This will also apply to the singlet part of the 4-scalar correlator below but will not be true in general in the T- and A- channels.}

$$G(0) = G'(0) = 0.$$ \quad (6.35)
6.3 Contact diagram contribution and $G_{S,T,A}$ functions at order $\frac{1}{(\sqrt{\lambda})^3}$

The four-point function $\langle Y^{A} Y^{B} Y^{C} Y^{D} \rangle$ in the $SO(6)$ Neumann theory (6.1),(6.2) is expressed in terms of the three functions $G_c$ ($c = S, T, A$). The main task is to determine $G_S$ as then $G_T$ and $G_A$ can be found using the crossing relations (2.23),(2.24) (with $N = 6$).

\[
G_T(\chi) = -\frac{2}{\Omega^2} \left[ G_S(\chi) - 3 \chi 2\Delta G_S \left( \frac{1}{1-\chi} \right) - 3 \left( \frac{\chi}{1-\chi} \right)^2 G_S(1-\chi) \right], \quad (6.36)
\]

\[
G_A(\chi) = \frac{3}{2} \left[ \chi 2\Delta \tilde{G}_S \left( \frac{1}{1-\chi} \right) - \left( \frac{\chi}{1-\chi} \right)^2 \tilde{G}_S(1-\chi) \right], \quad \Delta = \frac{5}{\sqrt{\lambda}} + \frac{d_3}{(\sqrt{\lambda})^2} + \frac{d_4}{(\sqrt{\lambda})^3} + \ldots \quad (6.37)
\]

One may try to determine $G_S$ by integrating the relation (6.27) of its connected part to the corresponding function in the Dirichlet theory (2.34).

\[
t_{12}^2 t_{34}^2 \partial_{t_1} \partial_{t_2} \partial_{t_3} \partial_{t_4} \langle G_S \rangle_{\text{conn}} = 100 G_{D,S}(\chi) + U_S, \quad \quad U_S = t_{12}^2 t_{34}^2 \Omega_S. \quad (6.38)
\]

The normalization of the $U_S$ contribution is chosen such that it directly contributes to $G_S$. Here we restored the label “conn” on $G_S$ to indicate that this contribution comes from the contact connected diagram. By the explicit computation from the 4-vertex in first term in (3.10) one finds that in the $S$-channel the total combination $U_S$ of $\omega$-terms coming from relations like (6.21) is such that

\[
U_S(t_1, t_2, t_3, t_4) = 40 t_{12}^2 t_{34}^2 \left( \frac{1}{t_1^2 t_2^2 t_3^2 t_4^2} - \frac{5}{t_3^2 t_4^2 t_5^2 t_6^2} - \frac{6}{t_1^2 t_2^2 t_5^2 t_6^2} + \frac{1}{t_1^2 t_3^2 t_4^2 t_5^2} - \frac{1}{t_1^2 t_4^2 t_5^2 t_6^2} + \frac{6}{t_2^2 t_3^2 t_4^2 t_5^2} \right).
\]

(6.39)

Since $U_S$ is not conformally invariant, the contact diagram contribution to $G_S$ is also not just a function of $\chi$ so we cannot simply replace $t_{12}^2 t_{34}^2 \partial_{t_1} \partial_{t_2} \partial_{t_3} \partial_{t_4}$ in (6.38) by the square of the Casimir operator $\mathcal{D}$ (6.30). However, the conformal invariance is restored in the total expression for $G_S$, i.e. once we add the “reduced” diagram contributions as in (6.15). Indeed, the expression for $t_{12}^2 t_{34}^2 \partial_{t_1} \partial_{t_2} \partial_{t_3} \partial_{t_4}$ applied to the reduced part $(G_S)_{\text{red}}$ is given by the sum of (G.11) and (G.18). As a result, we find that non-invariant terms in (G.18) cancel against those in (6.39) and we are left with

\[
t_{12}^2 t_{34}^2 \partial_{t_1} \partial_{t_2} \partial_{t_3} \partial_{t_4} \langle G_S \rangle_{\text{conn}} = \mathcal{D}^2 \langle G_S \rangle_{\text{conn}} = 100 G_{D,S}(\chi) + R_S(\chi), \quad (6.40)
\]

\[
G_S = \langle G_S \rangle_{\text{conn}} + \langle G_S \rangle_{\text{red}}, \quad \langle G_S \rangle_{\text{red}} = \langle G_S \rangle_{\text{log}^2} + \langle G_S \rangle_{\text{log}^3}, \quad (6.41)
\]

\[
R_S = 8d_2 \left[ \chi^2 + \frac{\chi^2}{1-\chi^2} \right] + 320 \frac{\chi^2}{1-\chi^2} \left( [1 + (1-\chi)^2](1 + \frac{1}{2} \log \chi) - \frac{1}{2} \log(1-\chi) \right) \quad (6.42)
\]

Here $R_S$ is the combination of $U_S$ with the contributions (G.11), (G.18) of the “reduced” terms in which all non-invariant terms happen to cancel out. The $d_2$ term in (6.42) is the contribution of the log$^2$ reduced term in (G.11); as its contribution to the invariant part of $G_S$ is known already (see (G.10)) in what follows we will simply omit it, concentrating on other invariant terms in $G_S$ solving (6.40).

We may formally split $(G_S)_{\text{conn}}$ into the sum $G_S + \tilde{G}_S$ of the solution of $\mathcal{D}^2 G_S = 100 G_{D,S}(\chi)$ where $G_{D,S} = G_{S}^{(1)}$ in (2.34) and the solution of $\mathcal{D}^2 \tilde{G}_S = R_S(\chi)$ where $R_S$ is given by (6.42),

\[
(G_S)_{\text{conn}} = G_S + \tilde{G}_S, \quad \mathcal{D}^2 G_S = 100 G_{D,S}(\chi), \quad \mathcal{D}^2 \tilde{G}_S = R_S(\chi). \quad (6.43)
\]

Explicitly, one finds that the most general solution for $\tilde{G}_S$ may be written as

\[
\tilde{G}_S = -320 \text{Li}_3(1-\chi) + 320 \text{Li}_2(1-\chi) \log(1-\chi) + 160 \text{Li}_2(\chi) \log(1-\chi)
\]

$^{26}$The appearance of $\text{Li}_n$ functions here (absent in the “reduced” log$^3$ contribution in (G.17)) should be attributed to the contribution of the $\omega$-part of the contact diagram contribution to $R_S$: for example, the 4 times integrated expression of the $\omega$ in (6.22) can be seen to be given by a combination of the polylogarithmic functions.
Indeed, to determine, for instance, as in (6.27), but just the second derivative of the singlet correlator (5.8), i.e. differentiated over the boundary point. For example, the 4-derivative vertices in (3.10) will lead to will get various contractions with two of the four bulk-to-boundary Neumann propagators (5.4),(6.13) a correct analytic continuation of and also the condition (6.35). A somewhat complicated structure of symmetry condition on the total function (cf. (2.19),(2.20))
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\partial N(t_1)\partial N(t_2)\partial N(t_3)\partial N(t_4), \text{ etc.}

Using (6.18) or \( \partial_\mu N = 2\epsilon_{\mu\nu}\partial_\nu K_1 \) we can replace \( N' \) with \( K_1 \) and also apply the relations similar to (5.8), i.e.

\[
\begin{align*}
\partial K_1(t_1) \cdot \partial K_1(t_2) &= K_1(t_1)K_1(t_2) - 2t_1^2 K_2(t_1)K_2(t_2), \\
\partial K_1(t_1) \cdot \partial N(t_2) &= -2\epsilon K_2(t_1) + 2t_1^2 K_2(t_1)K_2(t_2).
\end{align*}
\]

\[
\frac{\Delta}{\pi \chi} \left[ \frac{\Delta^2 f(\chi)}{\chi^{1-\chi}} \right]_{\chi \to 1-\chi}, \quad \frac{\Delta^2 f(1-\chi)}{\chi^{1-\chi}} = \chi^2 \left[ \frac{\Delta^2 f(\chi)}{\chi^{1-\chi}} \right]_{\chi \to 1-\chi}.
\]

Indeed, to determine, for instance, \( f \left( \frac{1-\chi}{1-\chi} \right) \) from the solution to \( \Delta^2 f = g \), one simply writes \( \Delta^2 f \left( \frac{1-\chi}{1-\chi} \right) = \chi^2 g \left( \frac{1-\chi}{1-\chi} \right) \). If the r.h.s. admits a simple analytic continuation (e.g. using the \( \log(-\cdot) \rightarrow \log | \cdot | \) rule) under which it keeps essentially the same complexity, this will then readily give an expression for \( f \left( \frac{1-\chi}{1-\chi} \right) \) after the integration.
This allows us to effectively replace all logarithmic N factors by the Dirichlet functions $K_n(t, t_a; z) = \left[\frac{\gamma - \frac{3}{2} + \frac{3}{2}}{(t-t_a)^2 + 2z^2}\right]$, (cf. (2.30)) so that the resulting integrals over the AdS$_2$ bulk point become the standard ones (see Appendix C).

There is also another type of contractions coming from the 2-derivative vertex in (3.10): after applying $\partial_1, \partial_2$ to them we get integrals $\int dt dz (\cdots)$ like (6.21) with the integrands of the three types

$$V_1 = N N \partial_\mu N' \partial_\mu N', \quad V_2 = N' N' \partial_\mu N \partial_\mu N, \quad V_3 = N N' \partial_\mu N \partial_\mu N'. \quad (6.53)$$

We can simplify these using $\Box N = \Box N' = \Box K = 0$ (here $\Box = \partial_\mu \partial^\mu = \partial_1^2 + \partial_2^2$) and formal integration by parts. Then we get $V_1 = 4G_N G_N \partial_\mu K_1 \partial_\mu K_1 \to 4\partial_\mu G_N \partial_\mu G_N K_1 K_1$, and we can use (5.8) to eliminate $N$ in terms of $K_1$. $V_2$ in (6.53) can be also reduced to the $V_1$-type term: $V_2 = N' N' \partial_\mu N \partial_\mu N \to \partial_\mu N' \partial_\mu N' NN$. The same is also true for $V_3 = N N' \partial_\mu N \partial_\mu N'$ (using the 1 ↔ 2 and 3 ↔ 4 symmetry).

As a result, we find that the second derivative of $G_S$ appearing in (6.49) is given by (see (5.11)) and (C.5) for the expressions for the $T$ and $\overline{T}$ functions

$$\partial_1 \partial_2 \overline{G}_S = -\frac{1}{\pi} \left[ -400 t_{13}^{t_2} \left( t_{2} \partial_1 \partial_2 \left( t_{1}, t_{2}, t_{3} \right) - 400 t_{14}^{t_2} \left( t_{2} \partial_1 \partial_2 \left( t_{1}, t_{2}, t_{3} \right) \right) \right) \right] + \frac{150 \pi t_{13}^{t_2} \overline{D}_{1,1,1,1}}{t_{13}^{t_2} \overline{D}_{2,2,1,1}} - \frac{60 \pi t_{13}^{t_2}}{t_{13}^{t_2} \overline{D}_{2,2,1,1}} \cdot (6.54)$$

Here we again put bar on $G_S$ to indicate that this connected contribution of the contact diagram is computed by formally discarding boundary terms while integrating by parts. Using (5.12), (C.5) gives (cf. (6.30))

$$-\partial \overline{G}_S(\chi) = -10 \left[ \frac{\chi^2 - 10 \chi + 10}{\chi - 1} - \frac{\chi^2 - 10 \chi + 10 - 10}{\chi - 1} \right] \log \chi + \frac{\chi^2 - 8 \chi + 10}{\chi} \log \left( 1 - \chi \right)$$

$$= 25 \left( 4 \log \chi - \frac{4}{15} \chi \right) x^2 + 25 \left( 4 \log \chi - \frac{4}{15} \chi \right) x^3 + O(\chi^4). \quad (6.55)$$

Integrating this as in (6.32), (6.34) and applying the crossing constraint (6.48) and the condition (6.35) of regularity at $\chi \to 0$ we get

$$\overline{G}_S(\chi) = -240 \left[ \text{Li}_2(\chi) + \text{Li}_2\left( \frac{\chi}{\chi - 1} \right) \right] + 50 \left[ \frac{x - 1}{x} - \frac{1}{\chi} \right] \log \chi + 8 \text{Li}_2(\chi) \log \left( 1 - \chi \right)$$

$$+ 40 \left[ \frac{\chi^2 - 10 \chi + 10}{\chi - 1} \right] \log \chi - \frac{1}{4} \frac{\chi^2 - 10 \chi + 10}{\chi - 1} \log \chi - 50 \log \left( 1 - \chi \right)$$

$$- 50 \left( \frac{\chi^2 - 10 \chi + 10}{\chi - 1} \right) \log \chi - \frac{137}{60} \chi^2 + O(\chi^3). \quad (6.56)$$

We have fixed the integration constant to zero using (6.35). A non-trivial check of (6.56) is that applying $\partial^2$ it does satisfy the second equation in (6.43) with $G_{D,S}(\chi)$ given by (2.34).

It is interesting to note that despite the relative simplicity of the $\zeta^2(\partial \zeta)$ vertex contribution to the (6.55) (given by the term $-80 \frac{\chi^2}{\chi - 1} \log \chi + \log(1 - \chi)$ on the r.h.s.) it is this vertex that produces...
the most complicated $\text{Li}_n$ dependent part in $G_S(\chi)$ in (6.56) while the contribution $(\overline{G}_S)_{(\partial \zeta)^4}$ of the $(\partial \zeta)^4$ vertex is similar in structure to the expression in (2.34) in the Dirichlet theory case:

$$(\overline{G}_S)_{(\partial \zeta)^4} = -50 + 50 \left( \frac{1}{\chi} - \frac{1}{\chi^2} \right) \log(1 - \chi) - 10 \frac{\chi^2}{\chi} \log \chi .$$

(6.57)

The total expression for the $\frac{1}{(\sqrt{\lambda})^2}$ term in $G_S(\chi)$ in (6.14) is given by the sum of $\overline{G}_S(\chi)$ in (6.44),(6.47) and $\overline{G}_S(\chi)$ in (6.56) and also the reducible $d_2$-contribution in (G.10) (cf. also (6.42)), i.e. explicitly

$$G_S = 1 + \frac{10}{(\sqrt{\lambda})^2} \log^2(1 - \chi) + \frac{5}{(\sqrt{\lambda})^2} G_S^{(3)} + O\left( \frac{1}{(\sqrt{\lambda})^2} \right),$$

(6.58)

$$G_S^{(3)} = -80 \left[ \text{Li}_3(\chi) + \text{Li}_3\left( \frac{1}{\chi - 1} \right) - \text{Li}_2(\chi) \log(1 - \chi) \right] + 40 \log \frac{1}{1 - \chi} \log^2(1 - \chi)
- 10 \frac{\chi^2}{\chi} \log \chi + 5 \left( 5 - \frac{10}{\chi} - 2 \right) \log(1 - \chi) - 50 + 4 d_2 \log^2(1 - \chi)
= (30 \log \chi + \frac{205}{6} + 4d_2) \chi^2 + O(\chi^3).$$

(6.59)

Let us now compute the $\frac{1}{(\sqrt{\lambda})^2}$ terms in the $G_T$ and $G_A$ functions (complementing the order $\frac{1}{(\sqrt{\lambda})^2}$ expressions in (6.12),(6.13)) using the crossing relations (6.36),(6.37). As a first step, let us replace (6.59) by the following improved form that is equivalent to (6.59) for $0 < \chi < 1$ and represents its real continuation for $\chi > 1$ (cf. footnote 30)

$$G_S^{(3)} = -80 \text{Li}_3(1 - \chi) + \left[ 80 \text{Li}_2(1 - \chi) \right] \log |1 - \chi| + 10 \frac{\chi^2}{\chi - 1} \log \chi
- \frac{205}{3} \log^3 |1 - \chi| + 80 \log \chi \log^2 |1 - \chi| + 10 \left[ 8 \zeta_R(3) - 5 \right] + 4 d_2 \log^2 |1 - \chi|. $$

(6.60)

Note that using this expression we can consider the analytic continuation to the thermal out of time order correlators, following the procedure described in section 2.4. It is easy to see that the dominant contribution in the limit relevant for chaos comes again from the term $\sim \chi^{-1} \log(1 - \chi)$ in (6.60), leading to a maximal Lyapunov exponent. This term originates, in fact, just from the “Nambu string” $(\partial \zeta)^4$ vertex contribution (6.57) (and not from the $S^5$ sigma model vertex $\zeta^2 (\partial \zeta)^2$ in (3.10)), in full analogy with what happened also in the supersymmetric line case (cf. last term in $G_S^{(3)}$ in (2.34)).

Applying the crossing relations (6.36),(6.37) we can use (6.60) to get the following (real) expressions for $G_T$ and $G_A$ that are valid in the range $0 < \chi < 1$ and depend also on the subleading coefficients in $\Delta$ in (4.2)

$$G_T^{(3)} = 48 \text{Li}_3(1 - \chi) + \log(1 - \chi) \left[ -(12 \text{Li}_2(1 - \chi) + 36 \text{Li}_2(\chi) - \frac{3(17\chi^2 - 11\chi + 1)}{2\chi} - 324 \log^2 \chi) \right]
+ \frac{3(17\chi^2 - 21\chi + 21)}{2(\chi - 1)} \log \chi - 83 \log^3 (1 - \chi) + 216 \log^3 \chi + 294 \log \chi \log^2(1 - \chi)
+ \frac{32}{3} [16 \zeta_R(3) - 25] - 6 \pi^2 \log(1 - \chi) + \frac{9}{2} d_2 \left[ 9 \log^2 \left( \frac{\chi^2}{\chi - 1} \right) + 8 \log^2 (1 - \chi) \right] + \frac{9}{10} \log \log \left( \frac{\chi^2}{\chi - 1} \right),$$

(6.61)

$$G_A^{(3)} = 48 \left[ \text{Li}_3(1 - \chi) + 2 \text{Li}_3(\chi) \right] + \log(1 - \chi) \left[ 48 \text{Li}_2(\chi) - 24 \chi + 192 \log^2 \chi + 3 \right]
+ \left[ \frac{24(\chi - 2)}{\chi - 1} - 96 \text{Li}_2(\chi) \right] \log \chi + 84 \log^3 (1 - \chi) - 192 \log \chi \log^2 (1 - \chi) - 48 \zeta_R(3)
+ \frac{48}{5} d_2 \log(1 - \chi) \log \left( \frac{\chi^2}{\chi - 1} \right) + \frac{9}{5} d_3 \log(1 - \chi).$$

(6.62)

The small $\chi$ expansions of these expressions read (cf. (6.59))

$$G_T^{(3)} = 216 \log^3 \chi + \frac{108}{5} d_2 \log^2 \chi + \left( -\frac{63}{2} + \frac{9}{5} d_3 \right) \log \chi + 72 \zeta_R(3) - 36$$
was done in the supersymmetric case in [11] (see (2.35)–(2.36) and Appendix B). Let us assume the anomalous dimensions of composite operators appearing in the intermediate channels as

Let us now discuss the consistency of the expressions for the OPE and anomalous dimensions

A direct computation of \( G_T^{(3)} \) and \( G_A^{(3)} \) which is not based on the crossing relations but follows the same approach as used above to find \( G_S^{(3)} \) is presented in Appendix II. Up to the Casimir operator zero mode terms (cf. (6.45)) that are not, in general, determined in the approach based on integrating the relations like (6.24) the resulting expressions are found to be equivalent to (6.61) and (6.62).

The reason why this ambiguity was not present in the case of \( G_S^{(3)} \) (or, equivalently, was fixed by the condition (6.35)) can be understood from the OPE constraints: in the singlet channel the only non-derivative operator (with dimension \( \Delta = 4 \)) can appear in the exchange is the identity (due to \( Y^A Y^A = 1 \)), implying \( G_S(\chi) = \mathcal{O}(\chi^2) \). At the same time, non-singlet \( Y^A Y^B \) operators can appear in the OPE of \( G_T \) and \( G_A \).

Finally, let us note that the resulting expressions for \( G_{S,T,A}^{(3)} \) in (6.60),(6.61),(6.62) depend on two subleading coefficients \( d_2 \) and \( d_3 \) in the scalar anomalous dimension (4.2) that receive contributions from the fermion loops and are yet to be determined.

### 6.4 OPE and anomalous dimensions

Let us now discuss the consistency of the expressions for the \( G_{S,T,A} \) functions with the OPE and extract the anomalous dimensions of composite operators appearing in the intermediate channels as was done in the supersymmetric case in [11] (see (2.35)–(2.36) and Appendix B). Let us assume the following conformal-block expansion (cf. (2.11),(B.1))

\[
G_c = \begin{cases} 
  c_0 \chi^{h_0} F_{h_0} + c_2 \chi^{h_2} F_{h_2} + \cdots, & c = S, T, \\
  c_1 \chi^{h_1} F_{h_1} + c_3 \chi^{h_3} F_{h_3} + \cdots, & c = A,
\end{cases} \tag{6.65}
\]

where

\[
c_n = c_n^{(0)} + c_n^{(1)} \frac{1}{\sqrt{\chi}} + c_n^{(2)} \frac{1}{(\sqrt{\chi})^2} + \cdots, \quad h_n = n + \gamma_n^{(1)} \frac{1}{\sqrt{\chi}} + \gamma_n^{(2)} \frac{1}{(\sqrt{\chi})^2} + \cdots \tag{6.66}
\]

Comparing (6.10),(6.11),(6.59) with (6.65) we find in the S-channel:

\[
\begin{align*}
  h_{0,S} &= 0, & c_{0,S} &= 1 + \mathcal{O}(\frac{1}{(\sqrt{\chi})^3}), \\
  h_{2,S} &= 2 + \frac{3}{\sqrt{\chi}} + \cdots, & c_{2,S} &= \frac{10}{(\sqrt{\chi})^2} + \frac{205}{6} \frac{1}{(\sqrt{\chi})^2} + 4 d_2 \frac{1}{(\sqrt{\chi})^3} + \cdots, \\
  h_{4,S} &= 4 - \frac{2}{\sqrt{\chi}} + \cdots, & c_{4,S} &= \frac{4}{(\sqrt{\chi})^2} + \frac{5}{15} d_2 \frac{1}{(\sqrt{\chi})^3} + \cdots.
\end{align*} \tag{6.67}
\]

Here \( d_2 \) is the subleading coefficient in \( \Delta \) in (4.2). \( h_0 = 0 \) should correspond to the identity operator \( (Y_A Y_A = 1) \), while \( h_2 \) to the \( Y_A \partial \bar{Y}_A \) operator. Similarly, we get from (6.63)

\[
\begin{align*}
  h_{0,T} &= \frac{12}{\sqrt{\chi}} + \frac{12}{(\sqrt{\chi})^2} + \frac{1}{(\sqrt{\chi})^3} + \cdots + (-42 + \frac{6}{5} d_3) \frac{1}{(\sqrt{\chi})^3} + \cdots, & c_{0,T} &= \frac{3}{2} - 36[1 - 2\zeta_R(3)] \frac{1}{(\sqrt{\chi})^3} + \cdots, \\
  h_{2,T} &= 2 + \frac{171}{17} \frac{1}{\sqrt{\chi}} + \cdots, & c_{2,T} &= \frac{51}{2} \frac{1}{(\sqrt{\chi})^2} + (-\frac{2483}{8} + \frac{511}{2} d_2) \frac{1}{(\sqrt{\chi})^3} + \cdots, \\
  h_{4,T} &= 4 + \frac{86}{17} \frac{1}{\sqrt{\chi}} + \cdots, & c_{4,T} &= \frac{12}{17} \frac{1}{(\sqrt{\chi})^2} + \frac{1893}{200} \frac{1}{(\sqrt{\chi})^3} + \cdots.
\end{align*} \tag{6.68}
\]
and from (6.64)

\[
\begin{align*}
    h_{1,A} &= 1 + \frac{8}{\sqrt{\lambda}} + \left(8 + \frac{8}{5} d_2\right) \frac{1}{(\sqrt{\lambda})^2} + \cdots, & c_{1,A} &= -\frac{6}{\sqrt{\lambda}} - \frac{64}{5} \frac{1}{(\sqrt{\lambda})^2} + (93 - \frac{6}{5} d_3) \frac{1}{(\sqrt{\lambda})^3} + \cdots, \\
    h_{3,A} &= 3 + \frac{6}{\sqrt{\lambda}} + \cdots, & c_{3,A} &= -\frac{8}{3} \frac{1}{(\sqrt{\lambda})^2} - \left(\frac{368}{9} + \frac{16}{15} d_2\right) \frac{1}{(\sqrt{\lambda})^3} + \cdots, \\
    h_{5,A} &= 5 - \frac{1}{\sqrt{\lambda}} + \cdots, & c_{5,A} &= -\frac{12}{175} \frac{1}{(\sqrt{\lambda})^2} - \left(\frac{16997}{6125} + \frac{24}{875} d_2\right) \frac{1}{(\sqrt{\lambda})^3} + \cdots.
\end{align*}
\]

We have found that the general form of the \(\frac{1}{\sqrt{\lambda}}\) term in the anomalous dimensions in (6.67), (6.68), (6.69) is as in (6.66), i.e. \(h_{n,c} = n + \gamma_{n,A}^{(1)} \frac{1}{\sqrt{\lambda}} + \cdots\), with

\[
\begin{align*}
    \gamma_{n,S}^{(1)} &= \begin{cases} 
        0, & n = 0, \\
        4 - \frac{1}{2} n (n - 1), & n = 2, 4, 6, \ldots,
    \end{cases} & \gamma_{n,T}^{(1)} &= \begin{cases} 
        12, & n = 0, \\
        \frac{188}{17} - \frac{1}{2} n (n - 1), & n = 2, 4, 6, \ldots,
    \end{cases} \\
    \gamma_{n,A}^{(1)} &= \begin{cases} 
        8, & n = 1, \\
        9 - \frac{1}{2} n (n - 1), & n = 3, 5, 7, \ldots.
    \end{cases}
\end{align*}
\]

The dependence on \(n\) is the same in all three channels (apart from the “special” bottom states \(n = 0\) for \(c = S, T\) and \(n = 1\) for \(c = A\)). This was also true in the supersymmetric case [11]. In fact, the large \(n\) behaviour of \(\gamma_{n,A}^{(1)}\) is the same in the supersymmetric and the non-supersymmetric case

\[
h_{n \geq 1} = n - \frac{n^2}{2 \sqrt{\lambda}} + \cdots. \quad (6.71)
\]

This universality (independence of boundary conditions on \(S^5\) scalars) should be consistent with possible semiclassical explanation of this large \(n\) scaling (see also (5.22) and comments below it).

In the T-channel the OPE coefficients with \(n > 0\) are subleading in \(\frac{1}{\sqrt{\lambda}}\), because they come from 3-point functions like \(\langle Y(t_1)Y(t_2)(Y^A \partial^n Y^B)(t_3)\rangle\) which for \(n > 0\) do not have an order-zero part. At order \(\frac{1}{\sqrt{\lambda}}\) all the higher powers of \(\chi\) in \(G_T\) in (6.12) agree with the OPE \(c_{n} \chi^{\Delta_n} F_n\) containing only the \(n = 0\) term (see also Appendix I). This means that the OPE coefficients with \(n > 0\) start at \(\frac{1}{(\sqrt{\lambda})^2}\). Indeed, we would get at least two \(\zeta\)-propagators (each with \(\frac{1}{\sqrt{\lambda}}\)) in \(\langle Y(t_1)Y(t_2)(Y^A \partial^n Y^B)(t_3)\rangle\) for \(n \geq 2\).

The anomalous dimension of \(Y^A \partial^n Y^B\) should be \(\frac{12}{\sqrt{\lambda}} + \cdots\) as expected from the analysis of the two point function (cf. (4.6)). Note that the \(d_0\) corrections to the anomalous dimensions in the previous results are always encoded by a factor \(1 + \frac{d_2}{5} \frac{1}{\sqrt{\lambda}} + \frac{d_4}{5} \frac{1}{(\sqrt{\lambda})^2} + \cdots\) correcting the leading order. This is equal to the relative subleading corrections to \(\Delta\) in (4.2). This follows from the universal “dressing” of the \(\zeta\)-propagator (cf. also the expression for \(h_2\) in (5.21)) at leading order in the coefficients \(d_n\) and is a feature that is not expected to hold at higher orders.

Similar comments apply to the S and A channels. The lowest-dimension operator appearing in the A channel is \(Y^A \partial^4 Y^B\) which, according to (6.69), has \(h_{1,A} = 1 + \frac{8}{\sqrt{\lambda}} + \cdots\) and \(c_{1,A} = -\frac{6}{\sqrt{\lambda}} + \cdots\).

Another consistency check is possible using the expressions (H.7), (H.8) for the “reducible” \(\langle (\partial Y)^2 \rangle\) contributions in the T and A channels. The lowest order the operator contributing to the OPE

\[32\]
expansion (6.65) in the T-channel has \( h_{0,T} = \frac{12}{\sqrt{\lambda}} + \ldots \). This means that we should find a peculiar contribution \( \frac{216}{(\sqrt{\lambda})^3} \log^3 \chi \) coming from the expansion of \( c_{0,T} \chi^{h_{0,T}} = \frac{3}{4} \chi^{1+\frac{12}{\sqrt{\lambda}}} + \ldots \). There are no such \( \log^3 \chi \) terms in the \( \bar{G}_c \) functions corresponding to the connected diagram contribution. In fact, this contribution is provided by the \( \bar{G}_T \) function (H.7) that complements \( \bar{G}_T \) to the full \( G_T \) like in the S-channel in (6.43): it contains the required \( \log^3 \chi \) term in its \( \chi \to 0 \) expansion in (6.63). Similarly, the A-channel expression (6.64),(H.8) contains the term \( - \frac{192}{(\sqrt{\lambda})^3} \chi \log^2 \chi \) which is precisely the one appearing in the expansion of \( c_{1,A} \chi^{h_{1,A}} = - \frac{6}{\sqrt{\lambda}} \chi^{1+\frac{12}{\sqrt{\lambda}}} + \ldots \), see (6.69).
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A Four-point correlators of generalized free fields

Assuming that \( \mathcal{O}_\Delta(t) \) is represented by a free field and normalized so that

\[
\llangle \mathcal{O}_\Delta(t_1) \mathcal{O}_\Delta(t_2) \rrangle = \frac{\delta_{\Delta,\Delta'}}{(t_{12})^{2\Delta}},
\]

and doing three separate contractions one finds for the correlator in (2.10)

\[
\llangle \mathcal{O}_\Delta(t_1) \mathcal{O}_\Delta(t_2) \mathcal{O}_\Delta(t_3) \mathcal{O}_\Delta(t_4) \rrangle = \frac{1}{(t_{12}t_{34})^{2\Delta}} G(\chi), \quad G = 1 + \chi^{2\Delta} + \frac{\chi^{2\Delta}}{(1 - \chi)^{2\Delta}}.
\]

This can be checked against (2.11) by taking into account that the exchanged fields are the identity operator and the composites

\[
|\mathcal{O}_\Delta \mathcal{O}_\Delta|_{2n} \sim \mathcal{O}_\Delta \partial_{t_1}^{2n} \mathcal{O}_\Delta, \quad h = 2\Delta + 2n, \quad n = 0, 1, \ldots,
\]

with the OPE coefficients given by (see, e.g., [51, 52])

\[
c_{\Delta,\Delta;2\Delta+2n} = \frac{2}{(\Gamma(2\Delta + 2\Delta))} \frac{\Gamma(2n + 4\Delta - 1)}{\Gamma(2\Delta)^2 \Gamma(4n + 4\Delta - 1)}. \tag{A.4}
\]

One can show that the \( +1 \) in (A.2) comes from the identity, while the rest comes from the tower of operators in (A.3). Also, \( 1 + \frac{1}{(1 - \chi)^2} = \sum_{n=0}^\infty c_{\Delta,\Delta;2\Delta+2n} \chi^{2n} F_1(2\Delta + 2n, 2\Delta + 2n, 2\Delta + 4n, \chi). \)

Similarly, in the case of two different dimensions (2.12) one gets

\[
\llangle \mathcal{O}_{\Delta_1}(t_1) \mathcal{O}_{\Delta_2}(t_2) \mathcal{O}_{\Delta_1}(t_3) \mathcal{O}_{\Delta_2}(t_4) \rrangle = \frac{1}{t_{13}^{2\Delta_1} t_{24}^{2\Delta_2}} = \frac{1}{(t_{12}t_{34})^{\Delta_1+\Delta_2}} \frac{t_{12}^{2\Delta_1} t_{34}^{2\Delta_2}}{t_{13}^{2\Delta_1} t_{24}^{2\Delta_2}} G(\chi), \quad G = \chi^{\Delta_1+\Delta_2}.
\]

Here we assumed that \( \Delta_1 \neq \Delta_2 \) so that (A.2) is not a limit of (A.5). The form of \( G = \chi^{\Delta_1+\Delta_2} \) here can again be explained in terms of the fusion \( \mathcal{O}_{\Delta_1} + \mathcal{O}_{\Delta_2} \rightarrow \mathcal{O}_{\Delta_1} + \mathcal{O}_{\Delta_2} \) leading to the composite operators

\[
|\mathcal{O}_{\Delta_1} \mathcal{O}_{\Delta_2}|_n \sim \mathcal{O}_{\Delta_1} \partial_{t_1}^{n} \mathcal{O}_{\Delta_2}, \quad h = \Delta_1 + \Delta_2 + n, \quad n = 0, 1, \ldots,
\]

with the OPE coefficients

\[
c_{\Delta_1,\Delta_2;\Delta_1+\Delta_2+2n} = \frac{(-1)^n \Gamma(n + 2\Delta_1) \Gamma(n + 2\Delta_2) \Gamma(n + 2\Delta_1 + 2\Delta_2 - 1)}{\Gamma(2\Delta_1) \Gamma(2\Delta_2) \Gamma(n + 1) \Gamma(2n + 2\Delta_1 + 2\Delta_2 - 1)}. \tag{A.7}
\]
B Anomalous dimensions from OPE in supersymmetric case

Here we recall how the anomalous dimensions may be extracted from the OPE expansion of the $G(\chi)$ function in (2.11) on the example of the symmetric traceless tensor part in the supersymmetric line case following [11]. The strong-coupling expansion of the 5-scalar four-point function (2.33) leads to (cf. (2.11))

$$G_T^{(0)}(\chi) + \frac{1}{\sqrt{\lambda}} G_T^{(1)}(\chi) + \cdots = \sum_h c_h \chi^h F_h(\chi), \quad F_h(\chi) = 2 F_1(h, h, 2h, \chi), \quad (B.1)$$

$$h_n = 2 + 2n + \frac{1}{\sqrt{\lambda}} \gamma_n^{(1)} + \cdots, \quad c_h = c_0^{(0)} \frac{[\Gamma(2n + 2)]^2 \Gamma(2n + 1) \Gamma(2n + 3)}{\Gamma(2n + 1) \Gamma(2n + 3)}, \quad (B.2)$$

Comparing the leading order term with the free-field result (A.2), (A.4), we obtain

$$c_0^{(0)} = \frac{[\Gamma(2n + 2)]^2 \Gamma(2n + 3)}{\Gamma(2n + 1) \Gamma(2n + 3)}. \quad (B.3)$$

To get the subleading order correction we use

$$\chi^h = \chi^{2 + 2n + \frac{1}{\sqrt{\lambda}} \gamma_n^{(1)}} = \chi^{2 + 2n} \left(1 + \frac{1}{\sqrt{\lambda}} \gamma_n^{(1)} \log \chi + \cdots\right), \quad (B.4)$$

and the general inversion formula

$$\sum_{n=0}^{\infty} c_n \chi^{2 + 2n} F_{2 + 2n}(\chi) = f(\chi) \quad \rightarrow \quad c_n = \oint \frac{d\chi}{2\pi i} \chi^{-3 - 2n} F_{-1 - 2n}(\chi) f(\chi). \quad (B.5)$$

As a result,

$$\gamma_n^{(1)} = [c_0^{(0)} \frac{[\Gamma(2n + 2)]^2 \Gamma(2n + 1) \Gamma(2n + 3)}{\Gamma(2n + 1) \Gamma(2n + 3)}]^{-1} \oint \frac{d\chi}{2\pi i} \chi^{-3 - 2n} F_{-1 - 2n}(\chi) [G_T^{(1)}(\chi)]_{\log \chi} = -3n - 2n^2. \quad (B.6)$$

One can compute in a similar way the correction to the OPE coefficients [11].

C AdS contact integrals

The building block for AdS$_{d+1}$ diagrams with a 4-point contact term like in (2.33) is the $D$-function (see, e.g., [53–55])

$$D_{\Delta_1, \Delta_2, \Delta_3, \Delta_4}(x_1, x_2, x_3, x_4) = \int \frac{dz \, dx}{z^{d-1} \sum_{n=1}^4 K_{\Delta_n}(z, x; x_n), \quad (C.1)$$

where $K_{\Delta}$ was defined in (2.30). A useful identity is

$$g^\mu \nu \partial_\mu K_{\Delta_1}(z, x; x_1) \partial_\nu K_{\Delta_2}(z, x; x_2) = \Delta_1 \Delta_2 \left[K_{\Delta_1}(z, x_1; x_1) K_{\Delta_2}(z, x_2; x_2) - 2 x_1^2 K_{\Delta_1+1}(z, x_1; x_1) K_{\Delta_2+1}(z, x_2; x_2)\right], \quad (C.2)$$

where $\partial_\mu = (\partial_z, \partial_r)$ ($r = (0, i)$) and $g^\mu \nu = z^2 \delta^\mu \nu$. It is useful to replace $D$ functions by $\mathcal{D}$ functions that depend on the conformally invariant ratios $u = \frac{x_1^2 x_3 x_4}{x_1 x_2 x_3 x_4}$, $v = \frac{x_1 x_2 x_3}{x_1 x_2 x_4}$ ($\Sigma \equiv \frac{1}{2} \sum_n \Delta_n$)

$$D_{\Delta_1, \Delta_2, \Delta_3, \Delta_4} = \frac{\pi^{d/2} \Gamma(\Sigma - \frac{d}{2})}{2 \Gamma(\Delta_1) \Gamma(\Delta_2) \Gamma(\Delta_3) \Gamma(\Delta_4)} \frac{\xi^{2(\Sigma-\Delta_1-\Delta_4)} x_{14}^2}{x_{13}^2 x_{24}^2} \frac{\xi^{2(\Sigma-\Delta_3-\Delta_4)} x_{34}^2}{x_{13}^2 x_{24}^2} \frac{\xi^{2(\Sigma-\Delta_2-\Delta_4)} x_{23}^2}{x_{13}^2 x_{24}^2} \mathcal{D}_{\Delta_1, \Delta_2, \Delta_3, \Delta_4}(u, v), \quad (C.3)$$
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where

\[ \int \frac{\Gamma(\Sigma - \Delta_4)\Gamma(\Delta_4)}{(\alpha_1\alpha_3 + \alpha_1\alpha_2 u + \alpha_2\alpha_3 v)\Sigma - \Delta_4}. \]

(\text{C.3})

Specializing to AdS$_2$ or $d = 1$ where $u = \chi^2$, $v = (1 - \chi)^2$, one can prove that

\[ \mathcal{D}_{\Delta_1, \Delta_2, \Delta_3, \Delta_4} = \frac{\Gamma(\Delta_1)\Gamma(\Delta_2)\Gamma(\Delta_3)\Gamma(\Delta_4)}{\Gamma(\Delta_2 + \Delta_3)} \chi^{\Delta_1 + \Delta_2 - \Delta_3 - \Delta_4} (1 - \chi)^{-\Delta_1 - \Delta_2 - \Delta_3 + \Delta_4} \times \int_{-\infty}^{\infty} d\tau e^{-\tau \Delta_1 + \Delta_2 + \Delta_3 - \Delta_4} (e^\tau + \chi)^{\Delta_1 - \Delta_4} \mathcal{F}_1(\Delta_1, \Delta_1 + \Delta_2 + \Delta_3 - \Delta_4, \Delta_1 + \Delta_2 + \Delta_3 + \Delta_4), - \frac{4\chi}{(1 - \chi)^2} \cosh^2 \frac{\tau}{2}. \]

(\text{C.4})

In particular, we get (assuming $0 < \chi < 1$)

\[ \mathcal{D}_{1,1,1,1} = -\frac{2 \log \chi}{1 - \chi}, \quad \mathcal{D}_{1,1,2,2} = \frac{2 \log(\chi)}{3(\chi - 1)^2} - \frac{\chi}{3(\chi - 1)^2} - \frac{(\chi + 2) \log(1 - \chi)}{3\chi}, \]

\[ \mathcal{D}_{1,2,1,2} = \frac{(2x + 1) \log(1 - \chi)}{3x^2} + \frac{1}{3(x - 1) - (2x - 3) \log(1 - \chi)} + \frac{(2x - 3) \log(1 - \chi)}{3(1 - x)^2}, \]

\[ \mathcal{D}_{2,1,2,1} = \frac{(2x + 1) \log(1 - \chi)}{3x^2} + \frac{1}{3(x - 1) - (2x - 3) \log(1 - \chi)} + \frac{(2x - 3) \log(1 - \chi)}{3(1 - x)^2}, \]

\[ \mathcal{D}_{2,1,1,2} = \frac{(\chi - 3) \log(\chi)}{3(1 - x)^2} + \frac{1}{3(x - 1) - (2x - 3) \log(1 - \chi)} + \frac{(2x - 3) \log(1 - \chi)}{3(1 - x)^2}. \]

(\text{C.5})

D Green’s functions for 2d massless scalar

In this Appendix we discuss the form of 2d massless scalar propagator with Neumann boundary conditions on a space with half-plane or disc topology (with AdS$_2$ being a special case).

It is useful first to recall the case of compact 2d surface with no boundary (i.e. sphere topology). The Laplace-Beltrami operator $-D^2 = -\frac{1}{\sqrt{g}} \partial_m (\sqrt{g} g^{mu} \partial_n)$ has eigenvectors $-D^2 u_n = \lambda_n^2 u_n$ with $\int d^2 \sqrt{g} u_n u_m = \delta_{nm}$ and $\sum_n u_n(\sigma) u_n(\sigma') = \frac{1}{\delta} \delta^{(2)}(\sigma - \sigma')$. Separating the constant zero mode $u_0(\sigma) = \frac{1}{\sqrt{\delta}}$ we get for the Green’s function (see, e.g., [56])

\[ G(\sigma, \sigma') = \sum_{n > 0} \frac{1}{\lambda_n^2} u_n(\sigma) u_n(\sigma'), \]

\[ -D^2 G(\sigma, \sigma') = \sum_{n > 0} u_n(\sigma) u_n(\sigma') = \delta^{(2)}(\sigma, \sigma') - \frac{1}{V}, \]

(\text{D.1})

where $\delta^{(2)}(\sigma, \sigma') = \frac{1}{\sqrt{\delta}} \delta^{(2)}(\sigma - \sigma')$.

In conformally flat coordinates $ds^2 = e^{2\rho} dw d\bar{w}$ the Green’s function formally should not depend on the conformal factor; assuming plane topology it may still enter via a (covariant) UV cutoff $\varepsilon \equiv \varepsilon_{UV}$ introduced as

\[ G(w, w') = \frac{-1}{4\pi} \log \left( |w - w'|^2 + \varepsilon^2 e^{-\rho(w) - \rho(w')} \right). \]

(\text{D.2})

For a sphere topology a natural counterpart of this expression is

\[ G(w, w') = -\frac{1}{4\pi} \log \left[ s^2(w, w') + \varepsilon^2 \right], \quad s^2(w, w') = e^{\rho(w) + \rho(w')} |w - w'|^2. \]

(\text{D.3})

In critical string theory in Polyakov approach [57] the dependence on conformal factor should completely cancel out in the expressions for on-shell scattering amplitudes (see, e.g., [58]).

\[ ^{33} \text{It survives in general in sigma model partition function [59].} \]
Similarly, for the critical string on a world sheet with a boundary (with, e.g., half-plane topology) the standard massless propagator can be found using the method of images

$$G_{D,N}(w, w') = -\frac{1}{4\pi} \left[ \log |w - w'|^2 + \log |w - \overline{w'}|^2 \right], \quad (D.4)$$

where the $\mp$ signs correspond to the Dirichlet (D) and Neumann (N) boundary conditions. Introducing a covariant UV cutoff like in (D.2) gives (see also [60])

$$G_{D,N}(w, w') = -\frac{1}{4\pi} \left[ \log \left( |w - w'|^2 + \varepsilon^2 |w - w'|^2 \right) + \log |w - \overline{w'}|^2 \right], \quad (D.5)$$

This is true on a half-plane with any conformal factor. In the special case of AdS$_2$

$$ds^2 = \frac{1}{2} (dt^2 + dz^2) = \frac{dw d\overline{w}}{\text{Im} w^2}, \quad w = t + i \zeta, \quad (D.6)$$

we get from (D.5) (cf. (3.12))

$$\text{AdS}_2: \quad G_{D,N}(t, z; t', z') = -\frac{1}{4\pi} \left[ \log \left( (t - t')^2 + (z - z')^2 + \varepsilon^2 z z' \right) + \log \left( (t - t')^2 + (z + z')^2 \right) \right]. \quad (D.7)$$

The bulk-to-boundary propagators are obtained by taking $z = \epsilon \to 0$ ($\epsilon = \epsilon_{\text{IR}}$ is an IR cutoff):

$$G_D(t, z; t', \epsilon) = \epsilon K(t, z; t') + \mathcal{O}(\epsilon^2), \quad K(t, z; t') = \frac{z}{\pi (t - t')^2 + z^2}, \quad (D.8)$$

$$G_N(t, z; t', \epsilon) = -\frac{1}{2\pi} \log \left[ (t - t')^2 + z^2 \right] + \mathcal{O}(\epsilon). \quad (D.9)$$

In the Dirichlet case we obtain the standard bulk-to-boundary propagator (2.30) in AdS$_2$; the extra $\epsilon$ factor may be absorbed into a rescaling of boundary fields. In the Neumann case the rescaling is not needed (consistent with the free boundary fields being dimensionless) and we recover (5.4).

If the Weyl invariance of the theory is not manifest (like in the expansion of the Nambu action) we may use instead a covariant approach specific to a particular 2-space. For a homogeneous space like a half-sphere or AdS$_2$ it is natural to represent the propagator in terms of the geodesic distance $s(\sigma, \sigma')$. Then in conformally flat coordinates for a half-plane topology ($ds^2 = e^{2\rho} dw d\overline{w}$) we get

$$G_{D,N}(w, w') = -\frac{1}{4\pi} \left[ \log s^2(w, w') + \log s^2(w, \overline{w}) \right], \quad (D.10)$$

where the covariant bulk UV cutoff may be introduced as in (D.3) by $s^2(w, w') \to s^2(w, w') + \varepsilon^2$. In the AdS$_2$ case we then get explicitly for the Neumann case\footnote{Notice that here for the separated points (when the delta-function is zero) we get $-D^2 G_N = -z^2 \partial_z \partial_{\overline{z}} G_N = \frac{1}{4\pi}$. This may be interpreted as in (D.1) as a consequence of projecting out the constant zero-mode contribution present for the Neumann boundary conditions: indeed, this expression is in agreement with (D.1) after taking into account that the regularized volume of AdS$_2$ with the $S^1$ boundary is $V = -2\pi$.}

$$G_N(t, z; t', z') = -\frac{1}{4\pi} \left[ \log \frac{(t - t')^2 + (z - z')^2}{2z z'} + \log \frac{(t - t')^2 + (z + z')^2}{2z z'} \right]. \quad (D.11)$$

Note that the normal derivative of $G_N$ is constant at $z = 0$, instead of being zero as for the naive Neumann boundary conditions. In fact, the natural Neumann boundary condition on a massless scalar here is $\partial_n \varphi \big|_{z=0} = h = \text{constant}$: near the boundary $\varphi(z \to 0) = h \log z + \ldots$ which is consistent with...
\[ \varphi \sim a z^\Delta + \cdots \text{ when } \Delta \to 0. \] A closely related discussion of the Neumann function for AdS\(_2\) may be found in [61].\(^{35}\)

In bosonic model where power divergences do not automatically cancel out results for correlators involving derivatives of the Green’s function at coinciding points in general depend on regularization scheme. In the case of string sigma model that scheme should be fixed so that to preserve underlying (target-space) symmetries of the theory. For example, the second derivative at coinciding points \(g^{\mu\nu} D_\mu D_\nu G(\sigma, \sigma')\) depends on the choice of UV regularization as discussed, e.g., in [56, 62]. Using spectral or heat kernel regularization \(G(\sigma, \sigma'; \varepsilon) = \sum_n \frac{1}{\lambda_n^2} u_n(\sigma) u_n(\sigma') e^{-\varepsilon \lambda_n^2}\), one finds in conformally-flat coordinates (in the absence of the boundary)

\[
\partial_\mu G(\sigma, \sigma'; \varepsilon)|_{\sigma=\sigma'} = \frac{1}{4\pi} \partial_\mu \rho(\sigma),
\]

\[
\partial_\mu \partial'_\mu G(\sigma, \sigma'; \varepsilon)|_{\sigma=\sigma'} = \frac{e^{2\rho(\sigma)}}{4\pi \varepsilon} + \frac{a}{4\pi} \partial_2^2 \rho(\sigma) - e^{2\rho(\sigma)} u_0^2,
\]

where \(u_0^2 = \frac{1}{\varepsilon}\) and \(a = \frac{2}{3}\). The coefficient \(a\) of the \(\partial_2^2 \rho\) in \(\partial_2 \partial'_2 G\) is regularization dependent: it becomes \(a = 1\) in dimensional regularization and is \(a = 0\) if one uses the covariant Green’s function on \(S^2\) (see [56]). It is a particular (dimensional regularization or equivalent) scheme that leads to results consistent with string theory symmetries in the 2-sphere case (see, e.g., [63, 64]).

Similar expressions are found in the presence of the boundary. Using that for AdS\(_2\) \(\rho = -\log z\), \(z^2 \partial_\mu \partial_\mu \rho = 1\) (and ignoring the first and the last term in (D.13)) the coefficient \(a = 1\) of \(\partial_2^2 \rho\) term in (D.13) corresponds to \(k = 1\) choice in (4.11).\(^{36}\) At the same time, as discussed in [64], in the boundary case a more natural option is to keep only the last term in the analog of (D.13). Then (with \(V_{\text{AdS}_2} = -2\pi\)) we get

\[ e^{-2\rho} \partial_\mu \partial'_\mu G_N(\sigma, \sigma'; \varepsilon)|_{\sigma=\sigma'} = \frac{1}{2\pi}, \]

which corresponds to \(k = 2\) choice in (4.11) that we used in (4.19).

## E  Equivalence of different parametrizations of \(S^5\)

The quartic Lagrangian (2.9) used in the supersymmetric line case [11] corresponds to the parametrization of \(S^5\) defined in (1.8). At the same time, in the discussion of the non-supersymmetric case in section 3 we used a different parametrization (3.8) with the corresponding Lagrangian in (3.10). Choosing there \(n^a = 0, n^b = 1 (a = 1, \ldots, 5)\) and renaming \(\zeta^a \rightarrow y^a\) the two Lagrangians become special cases of the following family

\[
L_4 = r_1 y^b y^b (\partial y^a \cdot \partial y^a) + r_2 y^a y^b (\partial y^a \cdot \partial y^b) + \mathcal{O}( (\partial y)^4) \]

(E.1)

where (2.9) corresponds to \(r_1 = -\frac{1}{4}, r_2 = 0\) and (3.10) – to \(r_1 = 0, r_2 = \frac{1}{2}\). That the two cases are related by a field redefinition is reflected in the fact that if we integrate by parts and ignore the term proportional to the \(y^a\) equations of motion (\(\Box y^a = 0\) then the quartic Lagrangian becomes the same – depending on the combination \(r_1 - \frac{1}{2} r_2\) which is equal to \(-\frac{1}{4}\) in both cases:

\[
\frac{1}{L_4 y} = (r_1 - \frac{1}{2} r_2) y^b y^b (\partial y^a \cdot \partial y^a) + \mathcal{O}( (\partial y)^4) \]

(E.2)

\(^{35}\)In [61] one finds equivalent expressions: in global AdS\(_2\) coordinates \(ds^2 = dr^2 + \sinh^2 r d\phi^2\) the geodesic distance \(s(r, \phi; r', \phi')\) satisfies \(\cosh s = \cosh r \cosh r' - \sinh r \sinh r' \cos(\phi - \phi')\) and then \(G_D = -\frac{1}{4\pi} \log \frac{\pi}{2r\mathbb{T}}\) and \(G_N = -\frac{1}{4\pi} \log |u(u+1)|\) where \(u = \sinh^2 \frac{r}{1} ,\) \(u + 1 = \cosh^2 \frac{r}{1}\), etc. Here again \(\partial_\mu G_N\) tends to a constant at the boundary, see Eq.(5.21) of [61].

\(^{36}\)This follows also directly from (D.7) as well as (D.11) supplemented with the \(\varepsilon\)-regularization term.
Explicitly, \( y^a y^b (\partial y^a \cdot \partial y^b) = \frac{1}{2} \partial(y^2) \cdot \partial(y^2) \rightarrow -\frac{1}{2} y^2 \Box(y^2) = -\frac{1}{2} (y^2)(\partial y \cdot \partial y) + O(\Box y) \). One can check that field redefinitions leave boundary ("on-shell") AdS correlators invariant: the correlator (2.33) computed starting directly with (E.1) depends only on \( r_1 - \frac{1}{2} r_2 \), i.e. is the same as the one corresponding to (E.2).

### F Neumann/Dirichlet relations for bulk integrals

Let us provide some details of the proof of the relations leading to (6.23),(6.24).

To show (6.23) let us note that the contribution of the contact vertex in (2.8) to the mixed correlator involves the following integral (here contractions are with flat metric in \((t, z)\) space and \( I \equiv \int_0^\infty dz \int_{-\infty}^\infty dt \))

\[
I_N = \frac{1}{4} I_N^{(1)} - \frac{1}{2} I_N^{(2)} , \tag{F.1}
\]

\[
I_N^{(1)} = \int \partial_\mu K_2(t_1) \partial_\nu K_2(t_2) \partial_\rho N'(t_3) \partial_\sigma N'(t_4) , \quad I_N^{(2)} = \int \partial_\mu K_2(t_1) \partial_\nu K_2(t_2) \partial_\rho N'(t_3) \partial_\sigma N'(t_4) .
\]

Denoting by \( I_D^{(k)} \) similar integrals with \( N' \rightarrow K_1 \), we using the identity in (6.18)

\[
I_N^{(1)} = 4 I_D^{(1)} , \quad I_N^{(2)} = 4 \int \partial_\mu K_2(t_1) \partial_\nu K_2(t_2) \epsilon_{\mu \rho \nu \lambda} \partial_\rho K_1(t_3) \partial_\lambda K_1(t_4) = 4 (I_D^{(1)} - I_D^{(2)}) . \tag{F.2}
\]

As a result, (F.1) becomes

\[
I_N = -I_D^{(1)} + 2 I_D^{(1)} = -4 I_D . \tag{F.3}
\]

This gives the relation in (6.23) after dividing by the ratio of the factors in the propagators \( C_I/C_N = -2 \) (cf. (2.32),(5.4)).

The contribution of the \((\partial \zeta)^4\) vertex in (3.10) to \( \langle YYYY \rangle \) in the Neumann case involves the integral

\[
J_N = \int N'(t_1) N'(t_2) \partial_\mu N'(t_3) \partial_\nu N'(t_4) = 4 \int N'(t_1) N'(t_2) \partial_\mu K_1(t_3) \partial_\nu K_1(t_4) , \tag{F.4}
\]

where the second equality follows again from (6.19). Now using that \( \Box N' = 0 \) and \( \Box K_1 = 0 \) \((\Box = \partial_\mu \partial_\mu)\) and formally integrating by parts one finds that

\[
J_N = 2 \int N'(t_1) N'(t_2) \Box [K_1(t_3) K_1(t_4)] \rightarrow 2 \int \Box [N'(t_1) N'(t_2)] K_1(t_3) K_1(t_4)
\]

\[
= 4 \int \partial_\mu N'(t_1) \partial_\nu K_2(t_2) K_1(t_3) K_1(t_4) = 16 \int \partial_\mu K_1(t_1) \partial_\nu K_1(t_2) K_1(t_3) K_1(t_4)
\]

\[
\rightarrow 16 \int K_1(t_1) K_1(t_2) \partial_\mu K_1(t_3) \partial_\nu K_1(t_4) . \tag{F.5}
\]

It turns out that, in fact, the \( z = 0 \) boundary term is non-zero and is given by \( \Omega \) in (6.22). Namely, using AdS\(_2\) covariant form of the integrands we have for the difference of (F.4) and (F.5)

\[
\Omega = \int_{-\infty}^{\infty} dt \int_0^\infty dz \int_0^\infty dt \left[ N'(t_1) N'(t_2) \partial^\mu N'(t_3) \partial_\mu N'(t_4) - 16 K_1(t_1) K_1(t_2) \partial^\mu K_1(t_3) \partial_\mu K_1(t_4) \right] . \tag{F.6}
\]

The integrand here is a rational function of \( z, t \). The integral over \( t \) can be done by computing the residues at \( t = t_a + iz \) \((a = 1, 2, 3, 4)\). The result is a rational function of \( z \) (and \( t_a \)) that can be
integrated over $z$ explicitly. Finally, we get

$$\Omega(t_1, t_2, t_3, t_4) = -8\pi t_{14}t_{23} + t_{14}t_{24}t_{34}. \quad (F.7)$$

### G “Reducible” contributions to $G_S$ at order $\frac{1}{(\sqrt{x})^3}$

Here we shall consider the $\frac{1}{(\sqrt{x})^3}$ correction to $G_S \equiv G_{N,S}$ in (6.3), (6.14) coming from the “reducible” diagrams (tree level plus loop corrections to the $\zeta$-propagators, cf. Fig. 9 and Fig. 10). This is part of the total $G_S^{(3)}$ in (6.14) which is the direct analog of the $\frac{1}{(\sqrt{x})^2}$ term in (6.11).

According to the definition in (6.3), (6.4)

$$G_S = |t_{12}t_{34}|^{2\Delta} \langle Y^A(t_1)Y^A(t_2)Y^B(t_3)Y^B(t_4) \rangle = 1 + \sum_{n=1}^\infty \frac{1}{(\sqrt{x})^n} \bar{G}_S^{(n)}, \quad (G.1)$$

$$\langle Y^A(t_1)Y^A(t_2)Y^B(t_3)Y^B(t_4) \rangle = 1 + \sum_{n=1}^\infty \frac{1}{(\sqrt{x})^n} \bar{Q}^{(n)}. \quad (G.2)$$

At order $\frac{1}{(\sqrt{x})^2}$, the contributions to $\langle Y^A Y^A Y^B Y^B \rangle$ are given by the sum of the expressions in (6.4), (6.6), (6.8), (6.9) and after the extracting the contribution of the prefactor $|t_{12}t_{34}|^{-2\Delta}$ we have found $G_S^{(2)}$ in (6.11).

In general, the total expression $G_S^{(3)}$ will be given by the sum on the “reducible” and “connected” (bulk contact, see Fig. 11) diagram contributions

$$G_S^{(3)} = G_{S, \text{red}}^{(3)} + G_{S, \text{conn}}^{(3)}, \quad G_{S, \text{red}}^{(3)} = G_{S, \text{log}^2}^{(3)} + G_{S, \text{log}^3}^{(3)}, \quad (G.3)$$

with the “reducible” contribution being the sum of the terms $G_{S, \text{log}^2}^{(3)}$ and $G_{S, \text{log}^3}^{(3)}$ containing products of two and three log $t_{ij}$ factors respectively. It is the total expression $G_S^{(3)}$ that should be conformally invariant. Our aim below will be to compute $G_{S, \text{red}}^{(3)}$.

The $\frac{1}{(\sqrt{x})^3}$ contributions to (G.2) will come from: (i) tree diagrams (given by products of three $\zeta$-propagators as in Fig. 10), and (ii) diagrams with loops corresponding to the $\zeta$-propagator “self-energy” corrections (cf. Fig. 3). The tree diagrams will give $\frac{1}{(\sqrt{x})^3} \log^3$ terms while the ones with loop corrections will give also $\frac{1}{(\sqrt{x})^3} \log^2$ terms.

To find $G_S^{(3)}$ will then need to multiply the resulting expression for (G.2) by (see (4.2))

$$|t_{12}t_{34}|^{2\Delta} = 1 + \left[\frac{5}{\sqrt{x}} + \frac{d_2}{(\sqrt{x})^2} + \frac{d_3}{(\sqrt{x})^3} + \ldots\right] (N_{12} + N_{34}) + \left[\frac{25}{2(\sqrt{x})^2} + \frac{5d_3}{(\sqrt{x})^3} + \ldots\right] (N_{12} + N_{34})^2$$

$$+ \left[\frac{125}{6(\sqrt{x})^3} + \ldots\right] (N_{12} + N_{34})^3 + \ldots, \quad N_{ij} \equiv \log(t_{ij}^2), \quad (G.4)$$

For example, choosing $t_1 = 0$, $t_2 = 1$, $t_3 = -1$, $t_4 = 2$, one finds

$$\Omega = \int_0^\infty dz \int_{-\infty}^\infty dt \frac{16(t^2 - t - z^2)[t^4 - 2t^3 + t^2(2z^2 - 3) - 2t(z^2 - 2) + z^4 - 13z^2 + 4]}{(t^2 + z^2)(t^2 - 4t + z^2 + 4)^4(t^2 - 2t + z^2 + 1)(t^2 + 2t + z^2 + 1)^2}$$

$$= -16\pi \int_0^\infty dz \frac{z(2565^8 - 26246^6 - 4192z^4 + 812z^2 + 999)}{(z^2 + 1)^2(4z^2 + 9)^2} = -\frac{8\pi}{9}.$$

One can see that a diagram with a bulk fermionic loop and three $\zeta$-propagators attached to it gives zero contribution as one of the legs will be contracted with $n_A$.
and extract the order \( \frac{1}{(\sqrt{\lambda})^3} \) term. Multiplying 1 + \( \frac{1}{\sqrt{\lambda}} \) \( Q^{(1)} \) + \( \frac{1}{(\sqrt{\lambda})^2} \) \( Q^{(2)} \) + \( \frac{1}{(\sqrt{\lambda})^3} \) \( Q^{(3)} \) + ... by (G.4) and using the expressions in (6.5),(6.9) gives

\[
G^{(3)}_S = d_2(N_{12} + N_{34})Q^{(1)} + 5d_2(N_{12} + N_{34})^2 \\
+ \frac{125}{6}(N_{12} + N_{34})^3 + \frac{25}{2}(N_{12} + N_{34})^2Q^{(1)} + 5(N_{12} + N_{34})Q^{(2)} + Q^{(3)} 
\]

(G.5)

\[
= -5d_2(N_{12} + N_{34})^2 + \frac{125}{6}(N_{12} + N_{34})^3 + 5(N_{12} + N_{34})Q^{(2)} + Q^{(3)}, 
\]

(G.6)

where we used that \( Q^{(1)} = -5(N_{12} + N_{34}) \) in (6.5) and \( Q^{(2)} = Q^{(2)}_{\log} + \frac{25}{2}(N_{12} + N_{34})^2 + Q^{(2)} \) where \( Q^{(2)}_{\log} = -d_2(N_{12} + N_{34}) \), see (6.7), (6.9). Note that the \( d_2 \)-dependent terms in the first line of (G.5) cancelled out. Also, some terms in \( Q^{(3)} \) which come from disconnected diagrams involving “dressed” 12 and 34 propagators will cancel in (G.6) (like that happened in \( G^{(2)}_S \) in (6.9),(6.11)).

As was mentioned at the beginning of section 6.2, the log contribution to \( Q^{(3)} \) from the 2-loop propagator correction should cancel against the \( \frac{d_2}{(\sqrt{\lambda})^3} \) term in (G.4) so let us consider the log\(^2\) contributions to \( Q^{(3)} \). These may come from the tree diagrams with two propagators in Fig. 8 where one of the propagators replaced by the 1-loop corrected one corresponding to the \( d_2 \) log term in (4.1). The log\(^2\) terms may thus be obtained by the replacement

\[
N_{ij} \rightarrow \left( 1 + \frac{d_2}{5\sqrt{\lambda}} \right) N_{ij} 
\]

(G.7)

in the expression for \( Q^{(2)}_0 \) in (6.6). At the same time, no additional contributions should come from diagrams in Fig. 9 as they are already accounted for in the \( \Delta \)-dependent terms. As a result, we get the following log\(^2\) contribution to \( Q^{(3)} \)

\[
Q^{(3)}_{\log^2} = d_2 \left[ 5(N_{12}^2 + N_{34}^2) + 10N_{12}N_{34} + (N_{13} + N_{24} - N_{14} - N_{23})^2 \right].
\]

(G.8)

Substituting this into (G.6) we end up with the log\(^2\) term in \( G^{(3)}_S \)

\[
G^{(3)}_{S,\log^2} = d_2 \left[ -4(N_{12}^2 + N_{34}^2) + (N_{13} + N_{24} - N_{14} - N_{23})^2 \right] = d_2 \left[ -4(N_{12}^2 + N_{34}^2) + 4\log^2(1 - \chi) \right].
\]

(G.9)

While the first term here depending separately on 12 and 34 pairs of points is not conformally invariant, the second is – it is, in fact, the same as in (6.9),(6.11). While the non-invariant part of (G.9) should cancel in the total combination in (G.3), this invariant part will simply combine with \( G^{(2)}_S \) in (6.11) as

\[
\frac{1}{(\sqrt{\lambda})^2} G^{(2)}_S + \frac{1}{(\sqrt{\lambda})^3} G^{(3)}_{S,\log^2} \rightarrow \left[ \frac{10}{(\sqrt{\lambda})^2} + \frac{4d_2}{(\sqrt{\lambda})^3} \right] \log^2(1 - \chi). 
\]

(G.10)

Note also that under the four derivatives over \( t_i \) only the second term in (G.9) contributes, i.e.

\[
t_{12}t_{34} \partial_{t_1} \partial_{t_2} \partial_{t_3} \partial_{t_4} G^{(3)}_{S,\log^2} = 8d_2 \left( \frac{t_{12}^2t_{34}^2}{t_{13}^2t_{24}^2} + \frac{t_{12}^2t_{34}^2}{t_{23}^2t_{14}^2} \right) = 8d_2 \left[ \chi^2 + \frac{\chi^2}{(1 - \chi)^2} \right]
\]

(G.11)

is conformally invariant.

Let us now turn to the more non-trivial log\(^3\) contribution to (G.2) at order \( \frac{1}{(\sqrt{\lambda})^3} \). One finds from the tree diagrams in Fig. 12 (cf. (6.4)–(6.6))

\[
Q^{(3)}_1 = -\frac{25}{2}(N_{12}^2N_{34} + N_{12}N_{34}^2) + 5\left[ N_{12}(N_{13}N_{23} + N_{14}N_{24}) + N_{34}(N_{13}N_{14} + N_{23}N_{24}) \right] \\
- 5(N_{12}N_{14}N_{23} + N_{34}N_{13}N_{24}) - 5(N_{12}N_{13}N_{24} + N_{34}N_{14}N_{23}).
\]

(G.12)
The total contribution of dressed propagators connecting points 12 and 34) but in contrast to their complete cancellation at order \(\log^3\) in (6.11) here the terms linear in \(N_{12}\) and \(N_{34}\) survive. This is not surprising as \(\bar{Q}^{(3)}\) contains them in the “irreducible” contributions of diagrams like (b),(c),(d) in Fig. 12 and as
they may appear also in the product of the linear term \((N_{12} + N_{34})\) in the expansion of the prefactor and the “irreducible” \(Q^{(2)}\) term corresponding to the diagrams (e),(d),(c) in Fig. 8.

Like \(G_{S,\log^2}\) in (G.9) the expression for \(G_{S,\log^2}\) in (G.17) is not conformally invariant by itself.\(^{39}\)

The conformal invariance should be restored in the total expression (G.3), i.e. after adding the contribution \(G_{S,\text{cont}}^{(3)}\) of the contact bulk contribution discussed in sections 6.2 and 6.3. An indication that this is indeed what happens is that the operator \(t^2_1 t^2_3 \partial_i \partial_j \partial_k \partial_\ell\) applied to \(G_{S,\text{cont}}^{(3)} + G_{S,\log^3}\) gives indeed a conformally invariant expression depending only on \(\chi\). To demonstrate this (see section 6.2) we will need the following expression that follows directly from (G.16),(G.17) (cf. (G.11))

\[
G^{(3)}_{S,\text{cont}} = 40 t^2_1 t^2_3 \partial_i \partial_j \partial_k \partial_\ell G^{(3)}_{S,\log^3} - \frac{5}{t^2_1 t^2_3} - \frac{4}{t^2_1 t^2_3} \partial_t \partial_j \partial_k \partial_\ell + \frac{4}{t^2_1 t^2_3} \partial_t \partial_k \partial_\ell \partial_j - \frac{5}{t^2_1 t^2_3} \partial_\ell \partial_j \partial_k + \frac{5}{t^2_1 t^2_3} \partial_\ell \partial_k \partial_j - \frac{4}{t^2_1 t^2_3} \partial_t \partial_j \partial_k \partial_\ell + \frac{8}{t^2_1 t^2_3} \partial_t \partial_k \partial_\ell \partial_j - \frac{4}{t^2_1 t^2_3} \partial_\ell \partial_j \partial_k \partial_t \partial_\ell - \frac{4}{t^2_1 t^2_3} \partial_\ell \partial_k \partial_j \partial_t \partial_\ell + \frac{5}{t^2_1 t^2_3} \partial_\ell \partial_k \partial_j \partial_\ell - \frac{5}{t^2_1 t^2_3} \partial_\ell \partial_j \partial_k \partial_\ell - \frac{4}{t^2_1 t^2_3} \partial_\ell \partial_j \partial_k \partial_\ell.
\]

The terms in the last line are conformally invariant while other non-invariant parts of other terms will cancel against non-invariant terms coming from \(G_{S,\text{cont}}^{(3)}\).

H Direct computation of \(G_T\) and \(G_A\) functions at order \(\frac{1}{(\sqrt{\chi})^3}\)

In section 6.3 we computed the function \(G_S^{(3)}\) by a direct diagram computation combined with integration of the relation (6.38) or (6.55) and obtained the final result (6.59). The expressions for \(G_T^{(3)}\) and \(G_A^{(3)}\) in (6.2) we found using the crossing symmetry relations (6.36),(6.37) and led to (6.61), (6.62). In this Appendix, we will discuss a direct computation of \(G_T^{(3)}\) and \(G_A^{(3)}\) based on the same approach as used for \(G_S^{(3)}\). This will provide a useful check of (6.61), (6.62) and is also of technical interest.

To find the \(\hat{G}_T\) function (related to \(G_T\) as in (6.29)) we start from the corresponding combination of contractions of \(\hat{G}_N^{ABCD}\) (see (2.17))

\[
\hat{G}_T = \frac{1}{56} \left( \hat{G}_N^{ABAB} + \hat{G}_N^{ABBA} - \frac{2}{5} \hat{G}_N^{AABB} \right).
\]

We have checked that as in the case of \(G_S\) in section 6.3 the expression for the square of the conformal Casimir operator \(\mathcal{D}^2\) applied to the total (contact diagram plus “reducible”) contribution to \(\hat{G}_T\) or \(\hat{G}_A\) is conformally invariant, i.e. non-invariant parts of boundary terms from integrating by parts in bulk integrals cancel against the non-invariant parts of “reducible” diagram contributions.

A straightforward computation of \(\partial_t \partial_j \partial_\ell \hat{G}_T\) gives (adding bar as in (6.54),(6.55) to indicate that we have used formal integration by parts)\(^{40}\)

\[
t_1^2 t_3^2 \partial_t \partial_j \partial_\ell \hat{G}_T = -\mathcal{D} \hat{G}_T = \frac{x^2}{\sqrt{\chi}} - \chi (\chi + 2) \log (1 - \chi) + \frac{x^2}{(1 - \chi)^2} \log \chi.
\]

\(^{39}\)For example, it is easy to see the absence of scale invariance: under \(N_{ij} \to N_{ij} + \ell\) the second line in (G.16) is invariant while the first changes by \(5\{(N_{13} - N_{14})(N_{23} - N_{24}) + (N_{13} - N_{23})(N_{14} - N_{24})\}\); the second by \(-20(\overline{N_{13} - N_{24}} - N_{14} - N_{23})^2\); the variation of the term with \(Q^{(2)}\) in (G.17) is \(25(\overline{N_{13} + N_{24} - N_{14} - N_{23}})^2\) and in total \(\delta G_{S,\log^3}^{(3)} = 5\{(N_{13} - N_{14})(N_{23} - N_{24}) + (N_{13} - N_{23})(N_{14} - N_{24}) + (N_{13} + N_{24} - N_{14} - N_{23})^2\}\).

\(^{40}\)Note that the expression for \(\mathcal{D}\hat{G}_T\) is correctly invariant under \(3 \leftrightarrow 4\) exchange \((\chi \to \frac{1}{\chi})\) upon the assumed replacement \(\log (1 - \chi) \to \log |1 - \chi|\), \(\log \chi \to \log |\chi|\).
Integrating, we obtain
\[
\tilde{G}_T = c_{1T} + c_{2T} \log(1 - \chi) + 6 \text{Li}_3(\chi) + 6 \text{Li}_3\left(\frac{1}{1 - \chi}\right) - 2 \text{Li}_2(\chi) \log(1 - \chi)
- \log^3(1 - \chi) + \log \chi \log^2(1 - \chi) - \frac{\pi^2}{\chi} \log \chi - \chi \log(1 - \chi). \tag{H.3}
\]

Here the first two terms are the possible 0-mode contribution as, e.g., in (6.34). A non-trivial consistency check is that the analog of (6.43) (cf. (6.27), (6.38)) is satisfied, i.e. \( \mathcal{D}^2 \tilde{G}_T(\chi) = 4 G_{D,T}(\chi) \) where \( G_{D,T}(\chi) \) is given by (2.34).

In the case of \( \mathcal{D} \tilde{G}_A \) it turns out that we cannot express the structure \( V_3 \) in (6.53) in terms of the Dirichlet \( K_n \) functions only so we go back to solving the analog of (6.27),(6.38), i.e. \( \mathcal{D}^2 \tilde{G}_{N,A} = 4 G_{D,A} \) with \( G_{D,A} \) from (2.34). From the explicit expression for the operator \( \mathcal{D} \) in (6.30), one can check that the solution \( f \) of the equation \( \mathcal{D} f = g \) obeys
\[
f'(\chi) = \frac{c_2}{1 - \chi} + \frac{1}{1 - \chi} \int_0^\chi \frac{d\chi'}{\chi'^2} g(\chi'). \tag{H.4}
\]
Integrating (H.4) for \( f = \mathcal{D} \tilde{G}_N \) with \( g = 4 G_{D,A} \) or \( 4 G_{A}^{(1)}(\chi) \) from (2.34) and including the zero-mode terms we get\(^{41}\)
\[
\mathcal{D} \tilde{G}_A = 8 \text{Li}_2(\chi) - \frac{(x-2)(x^2-2x+2)x}{(x-1)^2} \log \chi + \left[3 + (1 - \chi)^2 + 4 \log \chi \right] \log(1 - \chi) + \frac{(x-2)x}{x-1} \chi^2 \\
+ c_1A + c_2A \log(1 - \chi). \tag{H.5}
\]
We can impose the last relation in (2.20) to show that \( c_{1A} = 0 \) (the operator \( \mathcal{D} \) commutes with the crossing transformation \( \chi \rightarrow \frac{1}{\chi} \)). Instead of directly integrating (H.5) we may find \( \tilde{G}_A \) order by order in small \( \chi \) expansion (and again applying also (2.20)). This gives the following expression depending on the two free zero-mode parameters \( c_{2A}, c_{3A} \)
\[
\tilde{G}_A = \chi \left[ (6 - c_{2A}) \log \chi + c_{3A} \right] + \chi^2 \left[ (3 - \frac{c_{3A}}{2}) \log \chi - \frac{c_{2A}}{2} + \frac{c_{3A}}{4} + 3 \right] \\
+ \chi^3 \left[ \left( \frac{23}{9} - \frac{c_{2A}}{3} \right) \log \chi - \frac{4c_{3A}}{3} + \frac{c_{3A}}{9} + \frac{37}{18} \right] + \chi^4 \left[ \left( \frac{13}{6} - \frac{c_{3A}}{4} \right) \log \chi - \frac{3c_{3A}}{8} + \frac{c_{3A}}{4} + \frac{14}{9} \right] + \ldots \tag{H.6}
\]

The total expressions for the \( \frac{1}{(\sqrt{\chi})^3} \) terms in the functions \( G_T \) and \( G_A \) are given by the sums of the “connected” \( \tilde{G} \)-expressions computed using (6.29) added to the analogs of \( \tilde{G}_S \) in (6.43),(6.44). The explicit expressions for the \( \frac{1}{(\sqrt{\chi})^3} \) terms in the latter are found to be
\[
\tilde{G}_T = 96 \left[ 2 \text{Li}_3(1 - \chi) + \text{Li}_2(\chi) \log(1 - \chi) \right] - 83 \log^3(1 - \chi) + 216 \log^3 \chi \\
+ 354 \log \chi \log^2(1 - \chi) - 324 \log^2 \chi \log(1 - \chi) \\
+ 216 \log^3 \chi + 192 \zeta_R(3) + (324 \log^2 \chi - 32 \pi^2) \chi + (162 \log^2 \chi + 258 \log \chi + 48 - 16 \pi^2) \chi^2 + \cdots,
\]
\[
\tilde{G}_A = 96 \left[ 2 \text{Li}_3(1 - \chi) + 4 \text{Li}_3(\chi) - 2 \text{Li}_2(\chi) \log \chi + \text{Li}_2(\chi) \log(1 - \chi) \right] \\
+ 84 \log^3(1 - \chi) - 144 \log \chi \log^2(1 - \chi) + 192 \log^2 \chi \log(1 - \chi) \\
+ 192 \zeta_R(3) + (-192 \log^2 \chi - 192 \log \chi + 384 - 32 \pi^2) \chi + \ldots, \tag{H.8}
\]

\(^{41}\)The application of (H.4) in the case of \( g = 4 G_{D,S} \) or \( g = 4 G_{D,T} \) requires only elementary integrations and the result is precisely (6.55) and (H.2).
where we omitted for simplicity the $d_2$ and $d_3$ dependent contributions coming from the loop corrections to the propagators in the “reducible” contributions.\footnote{Note that in contrast to $G_S^{(3)}$ the functions $G_T^{(3)}$ and $G_A^{(3)}$ can receive (in agreement with (6.61),(6.62)) the contributions proportional to the coefficient $d_3$ of the 2-loop correction (cf. Fig.4(b)) in the 2-point function or $\Delta$ in (4.2): these come from diagrams like in Fig. 9 where the two points carry indices other than $A$ and $B$, i.e. from contractions like $\langle \zeta^n A B | C | n^{(D)} \rangle$, etc., that do not contribute to the prefactor in (6.1).}

The final expressions for $G_T^{(3)}$ and $G_A^{(3)}$ can be shown to be equivalent to (6.61) and (6.62) up to the zero mode contributions. In particular, the latter account for the fact that the small $\chi$ expansions in (6.63),(6.64) do not start at order $O(\chi^2)$, consistently with the OPE analysis in section 6.4.

\section{3-point function $\langle Y Y \rangle$}

In considering the OPE decomposition of 4-point $Y$-scalar correlator in (6.65) in the T-channel (6.68) one finds the contribution of the traceless symmetric operator $Y^{(A} \partial^A Y^{B)}$ (cf. also Appendix B). For $n = 0$ its dimension is $\Delta_0 = \frac{12}{\sqrt{\lambda}} + \cdots$ and the OPE coefficients should be proportional to the square of the coefficients in the 3-point function $\langle Y^A(t_1) Y^B(t_2) Y^C(t_3) \rangle$. Introducing a complex null 6-vector $u^A (u^2 = 0)$ we have $(u^i Y)^2 = Y^{(A} Y^{B)} u_A u_B$ so that we may consider the equivalent correlator

$$
\langle Y^A(t_1) Y^B(t_2) [u \cdot Y(t_3)]^2 \rangle = T(t_1, t_2, t_3) u^A u^B, \quad T(t_1, t_2, t_3) = |t_{12}|^{2\Delta - \Delta_0} |t_{23}|^{\Delta_0} |t_{13}|^{\Delta_0}, \quad (I.1)
$$

Its form is fixed by the SO(6) and conformal invariance. To order $\frac{1}{(\sqrt{\lambda})^2}$ we find from tree-level contributions with one or two boundary-to-boundary propagators $N_{12} = \log(t_{12})^2$ (cf. (5.4))

$$
T_{\text{tree}} = \frac{1}{24} \left[ 1 + \frac{1}{\sqrt{\lambda}} (N_{12} - 6 N_{13} - 6 N_{23}) + \frac{1}{(\sqrt{\lambda})^2} \left( \frac{5}{2} N_{12}^2 - 6 N_{13} N_{12} - 6 N_{23} N_{12} + 6 N_{13}^2 + 6 N_{23}^2 + 36 N_{13} N_{23} \right) + \cdots \right]. \quad (I.3)
$$

1-loop “self-energy” corrections (as in Fig. 3) to the $\zeta$-propagator are taken into account (to the leading log order) by the replacement (4.25). This gives

$$
T_{\text{tree+loop}} = \frac{1}{24} \left[ 1 + \frac{1}{\sqrt{\lambda}} (N_{12} - 6 N_{13} - 6 N_{23}) + \frac{1}{(\sqrt{\lambda})^2} \left( \frac{1}{2} N_{12}^2 - 6 N_{13} N_{12} - 6 N_{23} N_{12} + 18 N_{13}^2 + 18 N_{23}^2 + 36 N_{13} N_{23} \right) + \cdots \right]. \quad (I.4)
$$

Using that

$$
|t_{12}|^{2\Delta - \Delta_0} |t_{23}|^{\Delta_0} |t_{13}|^{\Delta_0} = 1 + \frac{1}{\sqrt{\lambda}} (-N_{12} + 6 N_{13} + 6 N_{23}) + \frac{1}{(\sqrt{\lambda})^2} \left( \frac{N_{12}^2}{2} - 6 N_{13} N_{12} - 6 N_{23} N_{12} + 18 N_{13}^2 + 18 N_{23}^2 + 36 N_{13} N_{23} \right) + \cdots, \quad (I.5)
$$

we find that $c_{112}$ does not receive $\frac{1}{\sqrt{\lambda}}$ and $\frac{1}{(\sqrt{\lambda})^2}$ corrections

$$
c_{112} = \frac{1}{24} + O\left( \frac{1}{(\sqrt{\lambda})^3} \right). \quad (I.6)
$$

Notice that (I.4) differs from (I.5) just in the sign of the $\frac{1}{\sqrt{\lambda}}$ correction, i.e. it is the inverse of the exponential expansion in (I.5).
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