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Abstract

Visual saliency patterns are the result of a variety of factors aside from the image being parsed, however existing approaches have ignored these. To address this limitation, we propose a novel saliency estimation model which leverages the semantic modelling power of conditional generative adversarial networks together with memory architectures which capture the subject’s behavioural patterns and task dependent factors. We make contributions aiming to bridge the gap between bottom-up feature learning capabilities in modern deep learning architectures and traditional top-down handcrafted features based methods for task specific saliency modelling. The conditional nature of the proposed framework enables us to learn contextual semantics and relationships among different tasks together, instead of learning them separately for each task. Our studies not only shed light on a novel application area for generative adversarial networks, but also emphasise the importance of task specific saliency modelling and demonstrate the plausibility of fully capturing this context via an augmented memory architecture.

1. Introduction

Visual saliency patterns are the result of a number of factors, including the task being performed, user preferences and domain knowledge. However existing approaches to predict saliency patterns [1–6] ignore these factors, and instead learn a model specific to a single task while disregarding factors such as user preferences.

Based on empirical results, the human visual system is driven by both bottom-up and top-down factors [7]. The first category (bottom-up) is entirely driven by the visual scene where humans deploy their attention towards salient, informative regions such as bright colours, unique textures or sudden movements. The bottom-up factors are typically exhibited during the free viewing mechanism. In contrast, the top-down attention component, where the observer is performing a task specific search, is modulated by the task at hand [8] and the subject’s prior knowledge [9]. For example, when the observer is searching for people in the scene, they can selectively attend to the scene regions which are most likely to contain the targets [10,11]. Furthermore, a subject’s prior knowledge, such as the scene layout, scene categories and statistical regularities will influence the search mechanisms and the fixations [12,14], rendering task specific visual saliency prediction a highly subjective, situational and challenging task [8,9,15], which motivates the need for a working memory [9,10,17]. Even within groups of subjects completing the same task, due to the differences in a subject’s behavioural goals, expectations and domain knowledge, unique saliency patterns are generated. Ideally, this user related context information should be captured via a working memory.

Fig. 1 shows the variability of the saliency maps when observers are performing action recognition and context recognition on the same image. In Fig. 1 (a) the observer is asked to recognise the action performed by the human in the scene; while in Fig. 1 (b) the saliency map is generated when the observer is searching for cars/ trees in the scene. It is evident that there exists variability in the resultant saliency patterns, yet accurate modelling of human fixations in the application areas specified above requires task specific models. For example, semantic video search, content aware image resizing, video surveillance, and video/ scene classification may require a search for pedestrians, for different objects, or recognising human actions depending on the task and video context.

In recent years, motivated by the success of deep learning techniques [18,19], there have been several attempts to model visual saliency of the human free viewing mechanism with the aid of deep convolutional
 networks [9, 20–22]. Yet, the usual approach when modelling visual saliency for task specific viewing is to hand-craft the visual features. For instance, in [8] the authors utilise the features from person detectors [23] when estimating the search for humans in the scene; while in [15] the authors use the features from HoG descriptors [24] when searching for the objects in the scene. Therefore, these approaches are application dependent and fail to capture the top-down attentional mechanism of humans which is driven by factors such as a subject’s prior knowledge and expectation.

In this work we propose a deep learning architecture for task specific visual saliency estimation. We draw our inspiration from the recent success of Generative Adversarial Networks (GAN) [25–29] for pixel to pixel translation tasks. We exploit the capability of the conditional GAN framework [30] for automatic learning of task specific features in contrast to hand-crafted features that are tailored for specific applications [8, 15]. This results in a unified, simpler architecture enabling direct application to a variety of tasks. The conditional nature of the proposed architecture enables us to learn one network for all the tasks of interest, instead of learning separate networks for each of the tasks. Apart from the advantage of a simpler learning process, this enables the capability of learning semantic correspondences among different tasks and propagating these contextual relationships from one task to another.

Fig. 2 (a) shows the conditional GAN architecture where the discriminator $D$ learns to classify between real and synthesised pairs of saliency maps $y$, given the observed image $x$ and task specific class label $c$. The generator $G$ tries to fool the discriminator. It also observes the observed image $x$ and task specific class label $c$. We compare this model to the proposed model given in Fig. 2 (b). The differences arise in the utilisation of memory $M$, where we capture subject specific behavioural patterns. This incorporates a subject’s prior knowledge, behavioural goals and expectations.

2. Related Work

Literature related to this work can be broadly categorised into “Visual Saliency Prediction” and “Generative Adversarial Networks”, and these two areas are addressed in Sections 2.1 and 2.2 respectively.

2.1. Visual Saliency Prediction

Since the first attempts to model human saliency through feature integration [31], the area of saliency prediction has been widely explored. Building upon this bottom-up approach, Koch and Ullman [32] and Itti et al. [33] proposed approaches based on extracting image features such as colour, intensity and orientation. These methods generate centre-biased acceptable saliency predictions for free viewing but are highly inaccurate in complex real world scenes [9]. Recent studies such as [34–38] have looked into the development of more complex features for saliency estimation.

In contrast, motivated by information theory, authors in [8, 15, 39] have taken the top-down approach where task dependent features come into play. They incorporate local information from regions of interest for the task at hand, such as features from person detectors and HoG descriptors. These models [8, 15, 39] are completely task specific, rendering adaptation from one task to another nearly impossible. Furthermore, they neglect the fact that different subjects may exhibit different behavioural patterns when achieving the same goal which generates unique strategies or sub goals that we term user preferences.

In order to exploit the representative power of deep architectures, more recent studies have been driven to-
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2.2. Generative Adversarial Networks

Generative adversarial networks (GAN), which belong to the family of generative models, have achieved promising results for pixel-to-pixel synthesis \[41\]. Several works have looked into numerous architectural augmentations when synthesising natural images. For instance, in \[42\] the authors utilise a recurrent network approach where as in \[43\] a de-convolution network approach is used to generate higher quality images. Most recently authors in \[44\] have utilised the GAN architecture for visual saliency prediction and proposed a novel loss function which is proven to be effective for both initialising the generator, and stabilising adversarial training. Yet their work fails to delineate the ways of achieving task specific saliency estimation and of incorporating task specific dependencies and the subject behavioural patterns for saliency estimation.

The proposed work draws inspiration from condition
gional GANs \[45,52\]. This architecture is extensively applied for image based prediction problems such as image prediction from normal maps \[52\], future frame prediction in videos \[46\], image style transfer \[45\], image manipulation guided by user preferences \[51\], etc. In \[50\] the authors proposed a novel U-Net \[53\] based architecture for conditional GANs. Their evaluations suggested that this network is capable of capturing local semantics with applications to a wide range of problems. We investigate the possibility of merging the discriminative learning power of conditional GANs together with a local memory to fully capture the global context, contributing a novel application area and structural argumentation for conditional GANs.

3. Visual Saliency Model

3.1. Objectives

Generative adversarial networks learn a mapping from a random noise vector \(z\) to an output image \(y, G : z → y \[25\]; where as conditional GANs learn a mapping from an observed image \(x\) and random noise vector \(z\), to output \(y\), given auxiliary information \(c\), where \(c\) can be class labels or data from other modal-
ties. \(G : \{x, z|c\} → y\). When we incorporate the notion of time into the system, then the observed image at time instance \(t\) will be \(x_t\), the respective noise vector \(z_t\) and the relevant class label will be \(c_t\). Then the objective function of a conditional GAN can be written as,

\[
L_{cGAN}(G, D) = E_{x_t,y_t \sim p_{data}(x_t,y_t)}[\log(D(x_t, y_t|c_t))] + \\
E_{x_t \sim p_{data}(x_t), z_t \sim p_z(z_t)}[\log(1 - D(x_t, G(x_t, z_t|c_t))]).
\]

(1)

Let \(M \in \mathbb{R}^{k \times l}\), shown in Fig. 3 be the working memory with \(k\) memory slots and \(l\) is the embedding dimension of the generator output,

\[
o_t = G(x_t, z_t|c_t).
\]

(2)

If the representation of memory at time instance \(t - 1\) is given by \(M_{t-1}\) and \(f_r^{LSTM}\) is a read function, then we can generate a key vector \(a_t\) representing the similarity between the current memory content and the current generator embedding via attending over the memory slots such that,

\[
\hat{o_t} = f_r^{LSTM}(o_t),
\]

(3)

\[
a_t = softmax(o_t^T, M_{t-1}),
\]

(4)

and

\[
h_t = a_t^T M_{t-1}.
\]

(5)

Then we retrieve the current memory state by,

\[
m_t = f^{MLP}(\hat{o_t}, h_t),
\]

(6)
where $f^{MLP}$ is a neural network composed of multi-layer perceptrons (MLP) trained jointly with other networks. Then we generate the vector for the memory update $\hat{m}_t$ via passing it through a write function $f^{LSTM}_w$

$$\hat{m}_t = f^{LSTM}_w(m_t),$$

and finally we completely update the memory using,

$$M_t = M_{t-1} (1 - (a_t \otimes e_k)^T) + (\hat{m}_t \otimes e_l)(a_t \otimes e_k)^T.$$

We would like to emphasise that we are learning a single network for all the tasks at hand, rendering a simpler but informative framework, which can be directly applied to a variety of tasks without any fine tuning.

3.2. Network Architecture

For the generator we adapt the U-Net architecture of [30] (see Fig. 4). Let $Ck$ denote a Convolution-BatchNorm-ReLU layer group with $k$ filters. $CDk$ denotes a Convolution-BatchNorm-Dropout-ReLU layer with a dropout rate of 50%. Then the generator architecture can be written as, Encoder: C64-C128-C256-C512 followed by a U-Net.
decoder: CD512-CD1024-CD1024-C1024-C1024-C512-C256-C128 where there are skip connections between each $i^{th}$ layer in the encoder and the $n - i^{th}$ layer of the decoder, and there are $n$ total layers in the generator (see [50] for details). The discriminator architecture is: C64-C128-C256-C512-C512-C512.

All convolutions are 4 x 4 spatial filters applied with stride 2. Convolutions in the encoder and in the discriminator down sample by a factor of 2, whereas in the decoder they up sample by a factor of 2. A description of our memory architecture is as follows. For functions $f_r^{LSTM}$ and $f_w^{LSTM}$ we utilise two, one-layer LSTM networks [54] with 100 hidden units and for $f^{MLP}$ we use a neural network with a single hidden layer and 1024 units with ReLU activations. This memory module is fully differentiable, and we learn it jointly with other networks. We trained the proposed model with the Adam [55] optimiser, with a batch size of 32 and an initial learning rate to 1e-5, for 10 epochs.

4. Experimental Evaluations

4.1. Datasets

We evaluate our proposed approach on 2 publicly available datasets, VOCA-2012 [15] and MIT person detection (MIT-PD) [9].

The VOCA-2012 dataset consists of 1,085,381 human eye fixation from 12 volunteers (5 male and 7 female) divided into 2 groups based on the given task. It contains 8 subjects performing action recognition in the given image where as the rest of the subjects are performing context dependent visual search. The subjects in this group are searching for furniture, paintings/wallpapers, bodies of water, buildings, cars/trucks, mountain/hills, road/trees in the given scene. The MIT-PD dataset consist of 12,768 fixations from 14 subjects (between 18-40 years), where the subjects search for people in 912 urban scenes. MIT-PD contains only a single task, and we use this dataset to demonstrate the effectiveness of the memory network.

4.2. Evaluation metrics

Let $N$ denote the number of examples in the testing set, $y$ denotes the ground truth saliency map and $\hat{y}$ is the predicted saliency map. Following this notation we define the following metrics:

- **Area Under Curve (AUC):** AUC is a widely used metrics for evaluating saliency models. We use the formulation of this metric defined in [56].

- **Normalised Scan path Saliency (NSS):** NSS [57] is calculated by taking the mean scores assigned by the unit normalised saliency map $\hat{y}^{norm}$ at human eye fixations.

\[
NSS = \frac{1}{N} \sum_{i=1}^{N} \hat{y}_i^{norm} \quad (10)
\]

- **Linear Correlation Coefficient (CC):** In order to measure the linear relationship between the ground truth and predicted map we utilise the linear correlation coefficient,

\[
CC = \frac{\text{cov}(y, \hat{y})}{\sigma_y \times \sigma_{\hat{y}}} \quad (11)
\]

where $\text{cov}(y, \hat{y})$ is referred to as the covariance between distributions $y$ and $\hat{y}$, $\sigma_y$ is the standard deviation of distributions $y$ and $\sigma_{\hat{y}}$ is the standard deviation of distributions $\hat{y}$. As the name implies $CC = 1$ denotes a perfect linear relationship between distributions $y$ and $\hat{y}$ where as a value of 0 implies that there is no linear relationship.

- **KL divergence (KL):** To measure the non-symmetric difference between two distributions we utilise the KL divergence measure given by,

\[
KL = \sum_{i=1}^{N} \hat{y}_i \log \left( \frac{\hat{y}_i}{y_i} \right). \quad (12)
\]

As ground truth and predicted saliency maps can be seen as 2D distributions, we can use KL divergence to measure the difference between them.

- **Similarity metric (SM):** Computes the sum of the minimum values at each pixel location between $\hat{y}^{norm}$ and $y^{norm}$ distributions.

\[
SM = \sum_{i=1}^{P} \min(\hat{y}_i^{norm}, y_i^{norm}) \quad (13)
\]

where $\sum_{i=1}^{P} \hat{y}_i^{norm} = 1$ and $\sum_{i=1}^{P} y_i^{norm} = 1$ are the normalised probability distributions and $P$ denotes all the pixel location in the 2D maps.

4.3. Results

Quantitative evaluations on the VOCA-2012 dataset is presented in Tab. [4]. In the proposed model, in order to retain the user dependent factors such as user preference in memory, we feed the examples in order such that examples from each specific user go through in sequence. We compare our model with 8 state-of-the-art methods. The row ‘human’ stands for the human saliency predictor, which computes the saliency map derived from the fixations made by half of the human subjects performing the same task. This predictor is
evaluated with respect to the rest of the subjects, as opposed to the entire group [15].

The evaluations suggest that the bottom-up model of Itti et. al [58] generates poor results as it does not incorporate task specific information. Even with high level object detectors, the models of Judd et al. [59] and HOG detector [15] fail to render accurate predictions.

Deep learning models PDP [60] and ML-net [20] are able to out perform the techniques stated above but they lack the ability to learn task dependent information. We note the accuracy gain of cGAN model over PDP, ML-net and SalGAN, where the model incorporates a conditional variable to discriminate between the ‘action recognition’ and ‘context recognition’ tasks instead of learning two separate networks or fine-tuning on them individually. Our proposed approach builds upon this by incorporating an augmented memory architecture with conditional learning. We learn different user patterns and retain the dependencies among different tasks, and outperform all baselines considered (MC-GAN (proposed), Tab. 4).

As further study, in Tab. 1 row M-GAN (separate), we show the evaluations for training two separate memory augmented GAN networks for the tasks in the VOCA-2012 test set without using the conditional learning process. The results emphasise the importance of learning a single network for all the tasks, leveraging semantic relationships between different tasks. The accuracy of the networks learned for separate tasks are lower than the combined MC-GAN and cGAN approaches (rows MC-GAN (proposed) and cGAN, Tab. 1), highlighting the importance of learning the different tasks together and allowing the model to discriminate between the tasks and learn the complimentary information, rather than keeping the model completely blind regarding the existence of another task category.

To provide qualitative insight, some predicted maps along with ground truth and baseline ML-net [20] predictions are given in Fig. 5. In the first column we show the input image, and columns “Action rec GT” and “Context rec GT” depict the ground truth saliency maps for the respective tasks. In columns “Our action rec” and “Our context rec” we show the respective predictions from our model, and finally the column ‘ml-Net’ contains the prediction from the ML-net [20] baseline. Observing columns “Action rec GT” and “Context rec GT” one can clearly see how the tasks differ based on the different saliency patterns. Yet, the proposed model is able to capture these different semantics within a single network which is trained together for all the tasks. As shown in Fig. 5 it has efficiently identified the image saliency from low level features as well as task dependent saliency factors from high level cues such as trees, furniture and roads. Furthermore, the single learning process and the incorporation of a memory module to cGAN, MC-GAN (proposed), and outperform all the baselines. We also compare training 2 separate memory augmented GAN networks, M-GAN (separate) without the conditional learning process.

To provide qualitative insight, some predicted maps along with ground truth and baseline ML-net [20] predictions are given in Fig. 5. In the first column we show the input image, and columns “Action rec GT” and “Context rec GT” depict the ground truth saliency maps for the respective tasks. In columns “Our action rec” and “Our context rec” we show the respective predictions from our model, and finally the column ‘ml-Net’ contains the prediction from the ML-net [20] baseline. Observing columns “Action rec GT” and “Context rec GT” one can clearly see how the tasks differ based on the different saliency patterns. Yet, the proposed model is able to capture these different semantics within a single network which is trained together for all the tasks. As shown in Fig. 5 it has efficiently identified the image saliency from low level features as well as task dependent saliency factors from high level cues such as trees, furniture and roads. Furthermore, the single learning process and the incorporation of a memory module to cGAN, MC-GAN (proposed), and outperform all the baselines. We also compare training 2 separate memory augmented GAN networks, M-GAN (separate) without the conditional learning process.

| Task | Action Rec | Context Rec |
|------|------------|-------------|
|      | AUC | KL | AUC | KL |
| Human [15] | 0.92 | 6.14 | 0.81 | 5.90 |
| ML-net [20] | 0.84 | 8.51 | 0.68 | 7.99 |
| SalGAN [44] | 0.84 | 8.47 | 0.67 | 7.99 |
| cGAN [30] | 0.85 | 8.24 | 0.70 | 7.95 |
| M-GAN (separate) | 0.84 | 8.54 | 0.70 | 8.00 |
| MC-GAN (proposed) | 0.90 | 8.07 | 0.73 | 7.65 |

Table 1: Experimental evaluation on VOCA-2012 test set. We augment the current state-of-the-art GAN method (SalGAN [44]) by adding a conditional variable (cGAN [30]) to mimic the joint learning process instead of learning two separate networks. To capture user and task specific behavioural patterns we add a memory module to cGAN, MC-GAN (proposed), and outperform all the baselines. We also compare training 2 separate memory augmented GAN networks, M-GAN (separate) without the conditional learning process.

| Saliency Models | Action Rec | Context Rec |
|----------------|------------|-------------|
|                | NSS | CC | SM | NSS | CC | SM |
| ML-net [20]    | 2.05 | 0.71 | 0.64 | 2.03 | 0.64 | 0.42 |
| SalGAN [44]    | 2.10 | 0.73 | 0.64 | 2.10 | 0.68 | 0.44 |
| cGAN [30]      | 2.23 | 0.76 | 0.55 | 2.14 | 0.71 | 0.57 |
| MC-GAN (proposed) | 2.23 | 0.79 | 0.60 | 2.20 | 0.77 | 0.69 |

Table 2: Comparison between ML-Net, SalGAN, cGAN and MC-GAN (proposed) on VOCA-2012.

In Tab. 2 and Tab. 4 we present the evaluations of NSS, CC and SM metrics. In order to evaluate ML-
Figure 5: Qualitative results for VOCA-2012 dataset and comparisons to the state-of-the-art.

When comparing the results between the ML-net [20], cGAN [30] and SalGAN [44] models and proposed MC-GAN model a considerable gain in performance is observed in all the metrics considered, which emphasises a greater agreement between predicted and ground truth saliency maps. We were unable to compare other baselines using these metrics due to the unavailability of public implementations.

The qualitative results obtained from the proposed model along with the ML-net [20] network on a few examples from the MIT-PD dataset are shown in Fig. 6. We would like to emphasise the usage of a subject’s prior knowledge in the task of searching for people in the urban scene. The subjects selectively attend the areas such as high rise buildings (see rows 2, 6) and pedestrian walkways (see rows 1, 3-6), which are more likely to contain humans, which our model has effectively captured. With the lack of capacity to model such user preferences, the baseline ML-Net model generates centre biased saliency without effectively under-
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