Proteins-protein interactions are important for nearly all biological processes, and it is known that aberrant protein-protein interactions can lead to human disease and cancer. Recent evidence has suggested that protein interaction interfaces describe a new class of attractive targets for drug development. Full characterization of protein interaction networks of protein complexes and their dynamics in response to various cellular cues will provide essential information for us to understand how protein complexes work together in cells to maintain cell viability and normal homeostasis. Affinity purification coupled with quantitative mass spectrometry has become the primary method for studying in vivo protein interactions of protein complexes and whole organism proteomes. Recent developments in sample preparation and affinity purification strategies allow the capture, identification, and quantification of protein interactions of protein complexes that are stable, dynamic, transient, and/or weak. Current efforts have mainly focused on generating reliable, reproducible, and high confidence protein interaction data sets for functional characterization. The availability of increasing amounts of information on protein interactions in eukaryotic systems and new bioinformatics tools allow functional analysis of quantitative protein interaction data to unravel the biological significance of the identified protein interactions. Existing studies in this area have laid a solid foundation toward generating a complete map of in vivo protein interaction networks of protein complexes in cells or tissues. Molecular & Cellular Proteomics 9:1650–1665, 2010.

Essential biological processes in cells such as DNA replication, transcription, translation, protein degradation, and cell cycle control are carried out by an assembly of protein molecules that interact and form multisubunit protein complexes (1–5). These macromolecular complexes are important cellular machineries that work hand in hand to maintain normal cell homeostasis. Although the function of each individual subunit is important, the function of the complex as a whole is not simply the sum of its individual components (6–8). Traditional biochemical methods focus on characterizing a single protein. Although still valid and useful, these methods cannot account for the complexity of macromolecular protein machines. Recently, technological developments in mass spectrometry-based proteomics approaches have made comprehensive characterization of protein complexes possible by enabling the determination of dynamic protein complex compositions, stoichiometries, posttranslational modifications, assemblies, structures, and protein interaction networks (8–17). This review will report the advances in the study of protein-protein interactions by mass spectrometry.

Protein-protein interactions are important for nearly all biological processes, and it is known that aberrant protein-protein interactions can lead to human disease and cancer (18–20). Sufficient evidence has demonstrated that modulation of protein–protein binding represents an emerging therapeutic paradigm, and protein interaction interfaces describe a new class of attractive targets for drug development. For example, inactivation of tumor suppressor p53 has been implicated in various cancers, and one mechanism of inactivation is the inappropriate interaction with the E3 ubiquitin ligase MDM2, leading to excessive degradation of p53 (21). Disruption of this interaction by small molecule inhibitors has shown promise as a potential tool for cancer treatment (21–25). Current work has illustrated how generating protein interaction networks of protein complexes and profiling the interaction differences between normal and disease states would be greatly beneficial for identifying potential molecular targets for mechanism-driven drug discovery.

Several methodologies including yeast two-hybrid system, protein microarray, fluorescence imaging, and affinity purification-mass spectrometry have been developed for studying protein–protein interactions (26). The sensitivity, specificity, efficiency, versatility, and accuracy offered by affinity purification (AP)1-MS make this strategy the method of choice for

1 The abbreviations used are: AP, affinity purification; QMS, quantitative MS; MAP, mixing after purification; PAM, purification after mixing; Tc, time-controlled; PIP, proteasome-interacting protein; HB, histidine-biotin tag; SILAC, stable isotope labeling by amino acids in cell culture; ICPL, isotope-coded protein label; iTRAQ, isobaric tag for relative and absolute quantitation; TAP, tandem affinity purification; QTAX, quantitative analysis of tandem affinity-purified in vivo cross-linked protein complexes; PPI, protein-protein interaction; GO, gene ontology; TAF, TATA-binding protein-associated factor; APP, amyloid
mapping system-wide scale, in vivo protein interaction networks in various organisms (27–31). Similar strategies have also been applied to study protein interactions of protein complexes (12, 25, 32–38) and protein interaction networks within the context of cellular pathways (39–42).

In recent years, quantitative mass spectrometry has been successfully coupled with affinity purification to study protein–protein interactions. This combination of methods generates highly reliable interaction data by using quantified protein interaction information to distinguish specific protein interactors from nonspecific background proteins (14, 43, 44). This is advantageous because nonspecific binding to the affinity matrix cannot be completely eliminated in resin-based affinity purification processes. In this review, we focus on the recent advances in quantitative profiling of protein interaction networks of protein complexes. These include novel sample preparation strategies to generate comprehensive protein interaction networks of various natures and new bioinformatics tools for their functional characterization.

AP-QUANTITATIVE MS (QMS) STRATEGIES

With the development of new affinity tags and antibodies, AP-MS-based strategies have taken center stage for the study of multisubunit protein complexes. The versatility of AP-MS methods has allowed various sample preparation strategies to be developed and incorporated to capture and identify various types of protein interactions including those that are stable, dynamic, transient, and/or weak (45–50). Basic AP-MS work flows follow the same general process beginning with affinity purification using a tagged bait protein followed by protein digestion, LC-MS/MS analysis, and database searching. Subsequent assessment of the data quality and extraction of functional information by computational analysis are often carried out as well (51). In this process, experimental variables such as the affinity tag, cell lysis condition, sample handling, incubation time, and washing conditions are carefully assessed to allow acquisition of the desired type of interaction data with high reliability because each of these variables is capable of affecting the purification specificity and protein interaction stability. Most of the applications of AP-MS to date involve either one-step or tandem affinity purification under native conditions in physiological buffers. Tandem affinity purification (TAP) can reduce nonspecific binding more effectively, but this prolonged purification process preserves only stable components of protein complexes and limits the recovery of more transient interactions. Therefore, one-step purification is preferred to capture more diversified protein interactions under native conditions. Although minimum nonspecific binding is desired, the stringency of the purification conditions often needs to be compromised to maintain the more loosely bound interactors. Ultimately, quantitative mass spectrometry is required to distinguish specific from nonspecific interactions and obtain higher confidence and easily interpretable interaction data. Co-purified proteins are categorized as specific or nonspecific based on the relative abundance of the protein in purified extracts containing the tagged bait versus control. Specific interaction partners are significantly more abundant in the purified sample containing the tagged bait than in a control sample and therefore generate an abundance ratio greater than 1, whereas the comparable ratios of nonspecifically bound background proteins are close to 1 (14, 43). Recently, it has been suggested that, instead of wild type untagged cells, RNA interference knockdown cells can also be used as controls for determining specific interactions quantitatively (52).

Various quantification techniques based on stable isotope labeling have been developed and used in mass spectrometry-based proteomics approaches for protein quantitation (13, 14). These include metabolic labeling (e.g. SILAC) (53) and chemical labeling (e.g. ICAT, ICPL, and iTRAQ) (54–56). Recently, label-free methods have also shown promise as an alternative strategy for fast quantification with limited cost (57, 58). Metabolic labeling is carried out in vivo at the protein level, whereas chemical labeling is performed in vitro at either the protein or peptide level. Although each method has unique advantages and limitations as reviewed elsewhere (11, 13, 59), they all are theoretically applicable for AP-QMS analysis. In practice, however, metabolic labeling-based approaches appear to be more widely used for studying protein interactions (43). In the wake of this rapid evolution of new quantification techniques, it has become apparent that the quantitative technique itself is not the critical factor for determining the types of interactions that can be isolated. This is because the nature of the protein interactions captured during native AP-MS is highly influenced by experimental conditions and thus controlled by sample preparation and purification strategies (44–46, 60). In this review, we classify two general strategies for the isolation and quantitative determination of specific interactors of protein complexes under native conditions based on sample preparation techniques: 1) purification after mixing (PAM) AP-QMS and 2) mixing after purification (MAP) AP-QMS. The details are illustrated in Fig. 1.

PAM AP-QMS Method

Metabolic labeling such as SILAC is generally considered an accurate strategy for quantitative mass spectrometry (14, 53). This is because metabolic labeling allows in vivo incorporation of stable isotope-labeled amino acids into the entire proteome during cell culture, leading to unbiased labeling, no sample loss, and minimum variation during labeling. However, to ensure full incorporation of labeled amino acids, multiple...
rounds of doubling are required (61). The versatility of SILAC allows quantitative analysis to be coupled with various sample preparation methods for affinity purification (45). Moreover, the commonly used amino acids (Arg/Lys) for labeling allow every tryptic peptide to carry at least one label for quantitation, thus increasing coverage and accuracy. As shown in Fig. 1A, a typical SILAC-based AP-QMS protocol involves in vivo metabolic labeling, cell lysis, lysate mixing, and purification prior to mass spectrometric analysis of the resulting samples (14, 62). In this process, protein purification is carried out after mixing the cell lysates from two types of differentially labeled cells (i.e., cells with a tagged subunit and non-tagged cells as a control). This preparation strategy is termed PAM (45). PAM-SILAC-based strategies have not only been applied for identification of specific protein interactions in signal transduction pathways (43, 62) but also utilized for studying protein complexes (44, 45, 50, 52, 63–66). The PAM strategy allows effective discrimination against purification background as well as quantification of specific but stable interactors based on their peptide relative abundance measured during MS analysis (45, 49). The main advantage of the PAM AP-QMS method is its simplicity in sample handling and reduction of experimental variations during purification. Although other quantitative approaches with stable isotope labeling at the protein level can be coupled with the PAM method, nearly all of the applications of PAM AP-QMS so far are limited to PAM-SILAC (43).

**MAP AP-QMS Method**

We have recently introduced a new sample preparation strategy, MAP, coupled with SILAC (i.e., MAP-SILAC) to quantify stable and dynamic protein interactions of protein complexes (45). In the MAP method, affinity purification of protein complexes is first carried out from comparable cell lines separately prior to sample mixing for quantitation as illustrated in Fig. 1B. In comparison with the PAM method, the MAP approach is much more flexible and can be used with any quantitative techniques using stable isotope labeling such as SILAC, ICAT, ICPL, and iTRAQ. This is because the MAP method is compatible with stable isotope labeling implemented at any step (e.g., cell culture, cell lysate, peptide...
digests, or MS analysis) during the entire sample handling process. The MAP method has been coupled with the SILAC approach to study protein interactions of proteasome complexes (45), COP9 signalosomes (50), and RAD52 protein complexes (67). MAP has also been used in combination with ICAT to map androgen receptor-interacting proteins in mammalian cells (68) and prion-interacting protein (69) and with iTRAQ to study protein interactions of complexes containing the insulin receptor substrate, Chico, in response to insulin signaling (70). The MAP strategy is highly useful and effective for quantitative analysis, especially for cases where purification must be done individually. However, it should be noted that separate purifications of two or more samples can introduce experimental variability that can be mistaken as biological variation. Therefore, caution should be taken when preparing MAP AP-QMS samples. Biological replicates and subsequent validation are a necessity.

**Combining PAM-SILAC and MAP-SILAC for Identifying Dynamic Interactors**

It has been demonstrated that both PAM- and MAP-SILAC strategies can be successfully utilized to determine specific and stable protein interactions based on their relative abundance ratio measurements (45, 50). One technical obstacle remaining with PAM-SILAC studies is that quantitative assignment of *bona fide* but dynamic interactors can be extremely challenging. These dynamic interactors associate and dissociate with their binding partners at high on/off rates. In PAM-SILAC, because all proteins are present in both the light and heavy labeled forms during purification, the fast on/off rates of dynamically interacting proteins will result in an equilibrium between the two isotopically labeled forms of the proteins that bind to the bait. The relative abundance ratios of these interactors will therefore be similar to those of background proteins after a certain time interval, which is dependent on the kinetic parameters of the individual binding partners. As a result, specific but dynamically interacting proteins cannot be effectively distinguished from background proteins through the relative abundance ratio measurements and are often classified as nonspecific interactors (false negatives) (Fig. 2). This problem has been partially solved by decreasing the purification time or using a time-controlled (Tc) PAM-SILAC experiment (45). Such strategies can decrease the extent of dissociation, and some dynamic interactions can be preserved with increased SILAC ratios for their identification. Protein interactors with extremely high on/off rates, however, will still remain indistinguishable from the background proteins as determined by SILAC ratios (45). This is problematic because many regulatory interacting proteins and proteins involved in signaling events are transient and dynamic by nature. Efficient capture and identification of this subpopulation of interactors is highly important for understanding how protein complexes are regulated. To address this issue, we developed the MAP-SILAC approach to allow complete elimination of such interaction exchange of labeled proteins by incorporating separate purification processes of the compared samples. This preserves the specificity of protein interactions during purification and thus retains high SILAC ratios for all specific interactions including those that are stable and dynamic. Compared with PAM-SILAC, which is effective for quantifying stable interactors, MAP-SILAC is more advantageous for unambiguous quantitative identification of both stable and dynamic components of protein complexes (45). A combined approach, however, has proven even more beneficial, allowing effective identification of and differentiation between both stably associated and dynamic interactions (45).

We first used the combined MAP- and Tc-PAM-SILAC approaches to decipher dynamic interactors of the human 26 S proteasome complexes (Fig. 2) (45). In this work, 67 proteasome-interacting proteins (PIPs) were identified, 14 of which would have been classified incorrectly as nonspecific using only the traditional PAM-SILAC approach. Additionally, using this approach, we could clearly distinguish 35 stable interacting PIPs and 16 dynamic interactors from nonspecific background. Nearly half of the dynamic PIPs belong to the ubiquitin-proteasome pathway including one of the proteasome subunits, ADRM1/hrRpn13, and the main deubiquitinating enzyme, UCH37, which are susceptible to regulation because of their special functions in the proteasomal degradation pathway (45). It is known that UCH37 is recruited to the proteasome through ADRM1, and consistent with this notion, both UCH37 and ADRM1 display similar interaction dynamics with the proteasome. Interestingly, ARM1/Rpn13 has recently been identified as a novel ubiquitin receptor playing a critical role in ubiquitin chain recognition and disassembly at the proteasome (71), consistent with the nature of its interaction with proteasomes.

The combination of PAM- and MAP-SILAC-based approaches has also been applied to unravel the dynamics of the human COP9 signalosome (CSN) complex (50), human TATA-binding protein transcription complexes (49), and yeast eIF2B-eIF2 and cyclin-Cdc28 complexes (72). In the study of the human TATA-binding complex, it was determined that all known TATA-binding protein-associated factors (TAFs) were specific but stable interactors with only one of them, BTAFl, displaying the characteristics of dynamic interacting proteins during affinity purification as discussed above. Interestingly, it was found that the dynamic nature of the BTAFl interaction with the TATA-binding protein complex is cell cycle-dependent, providing a basis for further exploration into the mechanism of its control (49). These results provide additional support to the notion that this kind of dynamic interaction is biologically relevant and subject to cellular regulation. More recently, the same strategy has been adopted to study stable and dynamic interactors of mitogen-activated protein kinase kinase 2 (MEKK2) complexes from metabolically labeled...
mouse embryonic fibroblasts derived from target gene knock-out and wild type mice (73), further demonstrating the feasibility and versatility of the combined PAM- and MAP-SILAC strategy to study dynamic interactions of protein complexes from samples of various origins.

In summary, the combination of PAM- and MAP-SILAC represents a powerful and general proteomics tool for identification and characterization of dynamically interacting proteins, offering unique information on a specific subset of biologically important interactions and prompting directional studies into regulatory mechanisms of protein complexes. As mentioned earlier, MAP and PAM strategies can be coupled with other quantitative techniques; however, the combined approach requires labeling methods at the pro-
tein level. Although chemical labeling at the protein level is feasible, metabolic labeling appears to be much more attractive for this type of study because of its inherent advantages (14, 74).

Label-free Native AP-QMS

Although stable isotope labeling-based techniques generate accurate protein quantitation by mass spectrometry, such experiments can be quite costly because of expensive labeling reagents, especially when large numbers of samples are needed for comparative analysis. Because of its simplicity and capability for multiplex comparison, label-free quantitation has recently emerged as an alternative quantitative strategy in AP-QMS to map and characterize protein interactions of affinity-purified protein complexes using spectral counting (32, 57, 75, 76). Because mixing is not performed during sample preparation prior to MS analysis for quantitation in label-free AP-QMS analysis, affinity purification of compared samples is carried out separately as in the MAP method (Fig. 1C). The label-free AP-QMS approach is exemplified by two separate analyses in which bona fide protein-protein interactions of several protein complexes have been identified using multiple bait purifications: 1,278 non-redundant interacting proteins from 27 TAPs from human chromatin remodeling and nutrient sensing complexes (32) and 534 nonredundant interacting proteins from 11 TAPs from Rpd3 histone deacetylase complexes in yeast (33). In addition, Sardi et al. (33) created a probabilistic deletion network that not only identified interacting proteins of the Rpd3 complexes but also detailed the composition of subcomplexes and the intricate interactions between the stable subunits of the complex (33). Because of the use of multiple baits for these studies, the interaction data generated allowed topological analysis of the protein complexes and thus provided more detailed information about protein complex composition and subpopulations. This is an advantage for studying protein complexes because multiplex stable isotope labeling experiments are more costly and technically challenging. However, compared with isotope labeling techniques, label-free quantitation using spectral counting is less accurate for calculating peptide relative abundances. Because each sample for comparison is handled separately in the entire analysis, reproducibility at each step would be critical to minimize experimental variations to obtain reliable interaction data.

QTAX Method (in Vivo Cross-linking-AP-QMS)

Protein-protein interactions in cells are highly dynamic and can be modulated by a host of cellular cues, the nature of which is dependent on binding strength, specificity, and kinetics. Protein interactions have been generally categorized into two major categories: stable and transient/weak interactions. Stable interactions can survive various purification conditions and thus can be easily studied using either native PAM or MAP AP-QMS strategies, whereas transiently and weakly interacting proteins are more susceptible to changes in experimental conditions and are often lost during the native purification process. To obtain a comprehensive picture of protein interaction networks of a given protein complex, it is essential to stabilize these protein interactions during the purification process. This can be accomplished using in vivo chemical cross-linking to freeze protein interactions prior to cell lysis, thereby generating a snapshot of the in vivo protein interaction network (77). In combination with AP-MS, in vivo chemical cross-linking has been successfully used to map protein interactions in cells or tissues (46–48, 78–84). Because of the formation of covalent bonds between interacting partners after cross-linking, affinity purification of the cross-linked complexes under fully denaturing conditions is preferred to eliminate nonspecific purification background and prevent the formation of non-covalent interactions after cell lysis. In addition, quantitative analysis is necessary to effectively distinguish specific interactors from nonspecific background as discussed above. To this end, we have developed a general strategy named QTAX for quantitative analysis of tandem affinity-purified in vivo cross-linked (X) protein complexes (Fig. 1D) (46, 47). Briefly, in vivo cross-linking with formaldehyde is carried out to effectively freeze all types of protein interactions as they occur in the cell prior to lysis and purification. After cell lysis, equal amounts of proteins from the two differentially labeled populations of cells are mixed, and cross-linked products are tandem affinity-purified under fully denaturing conditions using a “TAP” tag, the histidine-neobiotin (HB) tag (46, 48). The HB tag is the only known TAP tag that is capable of tandem affinity purification under fully denaturing conditions and thus allows stringent washing conditions to significantly reduce nonspecific background. This is important because high background is a major problem that often hampers in vivo cross-linking approaches. Purified protein complexes are then analyzed by SILAC-based quantitative mass spectrometry for unambiguous identification and quantification of specific interacting proteins of a given protein complex. It is worth noting that the PAM method is used in the QTAX strategy. Because protein interactions are chemically attached through in vivo cross-linking and purification is carried out under fully denaturing conditions, no interaction exchange between the light and heavy labeled proteins will occur in the QTAX experiment. This is completely different from what has been observed when the PAM method is coupled with native AP-QMS as discussed earlier (45). As a result, the PAM method is best suited to analyze in vivo cross-linked protein complexes, permitting minimum experimental variation and warranting reliable samples for subsequent comparison.

We have used the QTAX strategy to map yeast 26 S PIPs to elucidate molecular mechanisms underlying ubiquitin-protea-
some degradation pathways (46, 47). The QTAX-based tag team approach enabled the determination of a proteasome interaction network containing at least 471 proteins (47), significantly more than the total number of proteins identified by previous reports using other AP-MS methods. Biochemical validation has confirmed that the QTAX strategy is effective for capturing and identifying transient interactions that can only be detected after cross-linking. Protein interaction network analysis has implicated proteasome complex involvement in various cellular processes through its connectivity with 35 gene ontology (GO) protein complexes (47). Additionally, we have shown that the value of SILAC ratios obtained from this type of analysis correlates well with the interaction specificity of PIPs with the proteasome complex (47). This is exemplified by the fact that all of the PIPs identified with “high” ratios (i.e. those present only in the tagged sample) are key factors involved in ubiquitin-proteasome degradation pathways (47).

Compared with homobifunctional N-hydroxysuccinimide esters used for in vivo cross-linking (77), formaldehyde cross-linking appears to be more widely adopted for studying a wide range of protein complexes. This is most likely because of the unique physiochemical properties of formaldehyde: (i) water solubility and cell membrane permeability, (ii) negligible reagent-induced protein rearrangements, and (iii) reversible short cross-linked bonds (2–3 Å) that endure nonphysiological conditions and still maintain structural integrity (85, 86). Although in vivo chemical cross-linking has been effective for capturing a wide range of protein interactions, cross-linking efficiency is dependent on the chemical features of cross-linkers as well as the structures of interacting proteins and the accessibility of cross-linkable amino acids of the protein complexes. To obtain the best results, careful optimization of cross-linking conditions for each protein complex needs to be carried out experimentally.

Apart from the HB tag (46–48, 80, 82, 84), antibodies (78, 81, 87) and epitope-based tags such as Myc (79) and hemagglutinin-FLAG (83) have been used for similar applications. Unlike HB tag-based affinity purification, antibody-based affinity purification must be carried out under native conditions, which will result in higher nonspecific background and thus interfere with subsequent analyses. In addition, cross-linking may diminish epitope recognition significantly to reduce purification efficiency.

Other types of isotope labeling quantitation methods such as iTRAQ have been used with the QTAX strategy as well. Because most cross-linking reagents target free amine groups at N termini and lysines, any chemical labeling for quantitation at the protein level requiring similar chemistry is not possible. However, isotope labeling at the peptide level using methods such as iTRAQ can be applied because enzymatic digestion results in peptides with free N termini for labeling. This can be achieved by revising the QTAX strategy to incorporate the MAP rather than the PAM method as follows: in vivo cross-linked protein complexes are isolated separately from each cell population, digested, labeled with iTRAQ reagents, and then mixed for MS comparison. Markham and co-workers (87) have used a similar strategy to study the in vivo brain interactome of the amyloid precursor protein (APP). In this study, in vivo cross-linked complexes of APP as well as amyloid precursor-like proteins (APLP1 and APLP2) were immunoprecipitated separately from mouse brain tissue for quantitative analysis. The results confirmed eight known interactions of APP and identified more than 30 additional proteins that reside in spatial proximity to APP in the brain, demonstrating the feasibility of this method (87). When isotope labeling is not feasible, label-free methods can be used with a modified version of the QTAX strategy in which every step in the analysis process is performed separately for each sample including in vivo cross-linking, purification, digestion, and MS analysis (83).

In summary, QTAX is a powerful and adaptable technique for studying protein complexes, capable of comprehensively characterizing protein-protein interactions of all types including stable, transient, and/or weak interactions in a single analysis (46, 47). Variations at different steps can be incorporated into the QTAX strategy, but the original protocol (Fig. 1D) (46) remains the superior method as it exploits the optimal combination of sample preparation (PAM), affinity purification (HB tag), and quantitation (SILAC) methods, thereby minimizing experimental variations, nonspecific binding, and sample loss, generating the most reliable quantitation results of protein interactions.

**DYNAMICS OF PROTEIN INTERACTION NETWORKS OF PROTEIN COMPLEXES**

The cellular environment is in a state of constant flux to meet the ever changing needs of a cell. As such, cellular components are in a state of dynamic equilibrium, constantly responding to internal and external cellular signals. The dynamic changes of protein interaction networks of protein complexes at different physiological states may reflect how protein complexes are involved in various biological processes such as the cell cycle, apoptosis, stress response, and DNA damage repair. Over the last decade, comparative expression proteomics has generated considerable interest in using quantitative mass spectrometry to study cell type-specific proteomes, proteome stress response, and cancer proteomes with a special interest in looking for biomarkers (88). Although expression proteomics studies are extremely useful, targeted quantitative analysis of dynamic changes in protein interaction networks of protein complexes will provide more mechanistic details to further our understanding of protein biological functions. In comparison with the vast amount of studies on expression proteomics, only a countable number of studies have been reported on linking dynamics of protein interaction networks of protein complexes to cellular processes or signaling pathways using AP-QMS strategies (64,
65, 70, 76, 84, 89, 90). With the development of new methodologies for quantifying protein complexes, we anticipate that this area of research will attract more attention in the near future. A few examples under different cellular cues are highlighted here.

We recently carried out a comprehensive characterization of cell cycle phase-specific interaction networks of the yeast 26 S proteasome by QTAG (84). The work was aimed at gaining insight and a more complete understanding of cell cycle-dependent regulation of the 26 S proteasome. In this study, we generated G, S, and M phase-specific proteasome interaction networks and successfully identified 677 PIPs, 266 of which were not previously identified from unsynchronized cells. Furthermore, based on the dynamic changes in SILAC ratios across the three cell cycle phases, PIPs were quantitatively profiled and grouped using a profile vector-based clustering approach. We were able to classify PIPs based on their dynamic changes of their associations with the proteasome as the cell progresses through the cell cycle. Using this clustering approach, we identified and generated 20 functionally significant groups of PIPs, three of which are enriched with cell cycle-related functions. This is the first study to use the QTAG strategy to study the dynamics of interaction networks of a macromolecular protein complex, which can be generalized for studying other protein complexes.

Several studies have attempted to decipher phosphorylation-regulated protein interaction dynamics of protein complexes in response to extracellular signaling (70, 76, 90), at cell cycle phases (89), and in the Neurospora circadian clock (65). Identification and quantification of protein interaction dynamics as well as variations in phosphorylation states of protein complexes at a given state or time point need to be carried out for correlation analysis. For example, Baker et al. (65) used AP-QMS to study phosphorylation-dependent regulation of a circadian oscillator, FREQUENCY (FRQ) complex. Using this strategy, the temporal dynamics of endogenous FRQ protein complex-interacting partners were identified and quantified using the PAM-SILAC approach by comparing a time-specific sample with a pooled reference sample. Next, time-dependent phosphorylation of FRQ throughout the circadian cycle was identified, quantified, and correlated with the dynamics of the FRQ interaction network. Integration of results suggested that circadian rhythms and FRQ interaction dynamics are regulated by FRQ phosphorylation states.

In summary, understanding how protein complex interaction networks respond to exogenous and endogenous cellular cues can provide important details for the dynamic regulation of protein complex functions. Furthermore, by linking post-translational modifications with protein interaction dynamics, additional regulatory mechanisms and response pathways can be hypothesized.

---

**Fig. 3. General data analysis work flow for validating and determining biological significance of identified protein interactions of protein complexes using AP-QMS strategies.** Using experimentally or statistically set high confidence threshold values, quantitative data obtained from AP-QMS experiments should be partitioned such that all proteins quantified below the quantitative threshold cutoff are considered as nonspecific background and discarded from further analysis, and all proteins quantified above the threshold cutoff are considered as specific and high confidence interactors for subsequent data analysis steps. Once a high confidence interaction data set is obtained, combinations of protein interaction network mapping, clustering analysis, network topology, and functional enrichment can be carried out. Interaction network mapping is typically accomplished by extracting protein-protein interaction data form PPI databases to be visualized by bioinformatics tools. Clustering analysis needs at least three data sets, whereas network topology analyses require higher numbers of AP-QMS data sets, and therefore both clustering analysis and network topology are only suitable with certain experimental designs. Functional enrichment analysis involves extracting gene annotation data (GO terms, protein domains, expression, pathways, homology, complexes, etc.) from public databases.

**PUTTING IT ALL TOGETHER: MAKING SENSE OF LARGE AP-QMS DATA SETS**

**Generating High Confidence Protein Interaction Data Sets from AP-QMS Experiments**

Continued improvements in the sensitivity of mass spectrometry-based technologies have dramatically enhanced the identification of proteins from AP-QMS experiments. However, improved identification of bona fide interaction partners comes together with increased numbers of contaminant proteins. Generating a list of interacting proteins with high confidence for subsequent functional analysis is the first step toward understanding the biological significance of the identified protein interactions (Fig. 3). Although quantitative mass spectrometry can be used to distinguish between nonspecific and specific interactors, establishing a quantitative threshold cutoff to identify putative specific interactions while filtering out false positives is not trivial. Due to a multitude of variations in AP-QMS strategies, the quality of data obtained is highly variable, and the threshold criteria should be assessed carefully with each type of experimental design to generate a reliable interaction data set. There are two general techniques that have been used to attain appropriate thresholds. The first
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The method uses experimentally derived set points based on the quantitative values of known interactors through literature mining (91) or by using alternative validation techniques to test a subset of interactors (46). The second method uses statistical calculations that are based on experimental variation to calculate data reproducibility and the probability that the data set of identified interactors could be obtained by chance rather than because of specific interactions (62, 67, 70).

Protein-Protein Interaction (PPI) Network Analysis and Functional Categorization

Once a threshold value has been determined, the final data set of high confidence interacting proteins should be validated and assessed to determine biological significance. The general workflow is illustrated in Fig. 3. With smaller data sets (<10), traditional biochemical and genetic methods can be used for validation and examination of the biological consequence of the protein-protein interactions identified. In many cases, lists from AP-QMS experiments are extensive (upward of hundreds of proteins) and exceed the practical limit for interaction validation using traditional biochemical methods. Therefore, the most common approach is to first confirm a small subset of identified interactions using alternative strategies followed by a series of bioinformatics techniques to validate and extract biologically relevant information from the complete data set. Typically, this bioinformatics validation encompasses any combination or order of the following steps: creating interaction network maps from open access protein-protein interaction databases, creating topology networks of protein complex subunits and associated proteins, clustering "like behaving" interacting proteins, and identifying functional trends/enrichments in the protein list.

PPI network analysis is an effective method for both validation of large amount of protein interactions and visualization of the connectivity of the associated proteins (47, 87, 92). Depending on how many AP-QMS interaction data sets are acquired, different information can be generated through PPI network analysis including protein interaction network mapping and network topology.

Protein-Protein Interaction Network Mapping—When only one or a few baits are used in AP-QMS experiments, not enough information about interaction connectivity among proteins can be generated. Therefore, protein interaction network analysis will rely on known interactions among the identified proteins that can be obtained from multiple public protein interaction databases including MPact (93), IntAct (94), Human Protein Interaction Database (HPID) (95), BioGRID (96), Saccharomyces Genome Database (SGD) (97), Human Protein Reference Database (HPRD) (98), Database of Interacting Proteins (DIP) (99), Molecular INTERaction database (MINT) (100), Biocarta, and Biomolecular Interaction Network Database (BIND) (101). The PPI network mapping is carried out in the following two steps: 1) extracting annotated protein-protein interactions between the identified interactors and subunits of the protein complex and among identified interactors from public databases to create a network and 2) visualizing the created network with bioinformatics software designed to map and analyze protein interactions, e.g. Cytoscape. With this type of analysis, an interaction network map of the protein complex can be generated that will display the connectivity among subunits of the protein complex and its associated proteins. In addition, PPI network mapping determines the list of identified specific interacting proteins that have not been previously annotated and adds these interactions to the network as novel interactors. These interactors may be biologically relevant for further validation and functional analysis. It has been demonstrated that this general PPI network analysis strategy can serve as an alternative strategy to validate large data sets of protein interactions obtained from AP-QMS experiments when biochemical validation is not feasible (47). In our study of the 26 S proteasome complex using the QTAX strategy, more than 80% of proteasome-interacting proteins identified were mapped to the proteasome interaction network based on the known interaction data, thereby supporting the validity of the identified interactions (47). Similar analysis has also been performed to validate other protein-protein interaction data (67, 84, 87, 91, 92, 102).

Network Topology—Network topology analysis generally requires a large number (>10) of protein interaction data sets and has been previously applied for large scale AP-MS data from various organisms (27–31, 41, 102). Only recently has this method been applied to the study of protein complexes using label-free AP-QMS strategies (32, 33, 38) with multiple baits. Various strategies and algorithms have been developed for network topology analysis that have been evaluated and reviewed in detail elsewhere (103–105). Nevertheless, most of the strategies use co-purification profiles to assign pairwise interaction scores and/or probabilistic measurements to group proteins into three main topological clusters: cores, modules, and attachments (103–108). Core proteins stably associate and stoichiometrically co-purify with every protein complex subunit. Modules and attachments, on the other hand, are considered to be loosely bound interactors and are usually recovered at substoichiometric levels. Modules are groups of two or more proteins that usually purify together but are not part of the core complex. Attachments are proteins that do not stably associate with core complexes or modules and are only present in some purifications (29). Identification of topological cores, modules, and attachments of a given protein complex can offer details about the molecular function and assembly of protein complexes.

Clustering Analysis

Clustering analysis is often used to group protein interactors into functional modules based on user-defined criteria.
This analysis can be applied to cluster proteins from multibait AP-QMS data to obtain information on protein complex composition. In addition, it can be used for clustering proteins into functional modules based on their interaction dynamics in response to cellular perturbations. The two commonly used clustering methods are hierarchical and partitioning clustering (105, 109), although several other techniques have been used to handle different types of data sets (84, 110, 111). It is important to note that clustering methods are heuristics, and there is no single universal clustering algorithm for every type of data. Therefore, it is best to assess multiple clustering approaches for obtaining optimal results. Ideally, a clustering approach is able to group similarly behaving proteins into mid- to high density clusters that are functionally related. We recently explored the dynamics of cell cycle phase-specific interaction networks of the yeast 26 S proteasome (84). We have clustered the PIPs by the characteristics of their cell cycle phase-dependent SILAC ratios using a profile vector-based clustering approach. This method separates PIPs based on a set of constraints that we have defined rather than by using the known heuristic clustering algorithms such as hierarchical and k-means methods. Although both heuristic clustering methods produced PIP clusters with assorted enrichments, the profile vector-based method produced more mid-high density clusters and had significantly more enrichments, suggesting that more biologically relevant information was extracted by this approach. The profile vector-based method resulted in a total of 20 clusters enriched for molecular functions, seven enriched in protein complexes, and 10 enriched with pathways. This included three different clusters enriched with biological functions and pathways pertaining to the cell cycle or cell differentiation. This analysis permits the separation of large data sets into smaller, functional modules that are easier to validate and assess for biological significance. In addition, proteins clustered together are thought to carry similar functions; therefore, potential functions of proteins with previously unannotated functions can be proposed based on the known protein functions within the same cluster.

**Functional Enrichment Analysis**

One commonly used approach for discerning biologically meaningful information from proteomics data is to group interacting proteins according to their annotated functional categories. This typically involves extracting biological annotations, usually GO terms, of each gene/protein in the data set and highlighting those that are statistically overrepresented (enriched). This functional enrichment analysis, when applied to AP-QMS studies, can increase the probability of identifying biological processes in which the protein complex of interest may be involved. Such analysis can help investigators determine which protein interactors are the most likely to be biologically significant and establish a priority list of proteins requiring validation and further investigation. In most cases, functional enrichment analysis is not performed on the entire data set but used to validate interacting modules or clusters as was the case in the aforementioned cell cycle-specific 26 S proteasome interaction network study (84). In this case, functional enrichment analysis specifically identified three clusters of proteins that were enriched in processes pertaining to the cell cycle. By prioritizing proteins from these clusters, we identified the mitogen-activated protein kinase Fus3, a specific interactor identified by only three to four peptides (four in G1 phase and three in S phase) from 677 PIPs as a high priority interacting protein. Upon further biochemical validation, we verified that Fus3 displays cell cycle-regulated interaction with the 26 S proteasome in yeast, providing the first physical evidence linking the proteasome to the mating response pathway. Without functional enrichment analysis, this highly interesting protein interaction may have been passed over for more abundant proteins identified in the analysis.

**SOFTWARE**

The data analysis processes described above and outlined in Fig. 3 are intensive and require significant knowledge of bioinformatics techniques to obtain statistically significant results. Often, data analysis is the rate-limiting step in the interpretation of AP-QMS results. In recent years, several types of free access software have become available to aid with analysis of proteomics data, particularly AP-MS data. Table I details the unique features and advantages of five of these open access platforms: search tool for recurring instances of neighboring genes (STRING) (112), protein interaction network analysis (PINA) (113), for Data Analysis Tool Extension (DaTE) (114), SuperHirn (115), and database for annotation, visualization and integrated discovery (DAVID) (116). In the following paragraphs, we will provide a brief overview of how these software products can be used to accomplish the data analysis steps outlined above.

Recently, a handful of web-based platforms have been developed to accomplish extraction, creation, and visualization of PPI networks in one easy to use software suite. The two platforms that we find to be the most convenient and useful are STRING (112, 117) and PINA (113), each with their own unique features. The STRING platform integrates and weights PPI information from several sources, covering about 2.5 million proteins from 630 organisms (112). This megadatabase supplements the compiled information from PPI databases with functional association predictions from genomic contexts, co-expression data, and literature mining to calculate confidence scores for each interaction. Following user-friendly data upload (input gene/protein list), the STRING platform creates an interactive PPI map that has several display modes. In the confidence view, as the name implies, the user can visualize the confidence of each interaction displayed as weighted edges. Additionally, by clicking on an edge, the evidence summary of each interaction can be examined indi-
| Free access                  | Web-based and downloadable | Web-based and downloadable | Web-based | Downloadable | Downloadable |
|-----------------------------|-----------------------------|-----------------------------|-----------|--------------|--------------|
| Experimental types          | High throughput "omics" data | Protein/omics data          | High throughput "omics" data | Quantitative -omics data | LC-MS or LC-MS/MS |
| Data input                  | Gene list                   | Single protein, protein list, list of protein pairs, or two lists of proteins | Gene list | Tabular data: abundance or expression ratio (CSV, Excel); Sequest: output files for spectral counts | FT-MS/MS data (centroid or raw format) |
| Features                    | Quantitative analysis       | None                        | None      | None         | None         |
|                            | Clustering                  | $k$-Means and MCL           | Functional clustering | Hierarchical and $k$-means clustering | $k$-Means profile clustering |
|                            | Interaction network mapping | Literature-curated (interactive) | Literature-curated (interactive) | None | None |
|                            | Interactome topology        | None                        | Centrality measurement | None | None |
|                            | Functional enrichment       | None                        | None      | None         | None         |
| Molecular function          | None                        | None                        | None      | None         | None         |
| Biological process          | None                        | None                        | None      | None         | None         |
| Cellular component          | None                        | None                        | None      | None         | None         |
| Phenotype                   | None                        | None                        | None      | None         | None         |
| Pathways                    | None                        | None                        | None      | None         | None         |
| Expression                  | None                        | None                        | None      | None         | None         |
| PPI                         | None                        | None                        | None      | None         | None         |
| Unique features             | Interactive; visualize interaction confidence, evidence, and action; saveable network data | Quarterly updated database, interactive, network visualization, GO term filtering, saveable network data | Gene ID conversion, interactive, user-defined functional analyses | Automated data normalization, reproducibility analysis, missing value imputation, hypothesis testing | Data processing, database searching, protein identification, quantification, comparative analysis |
| Output                      | Bitmap image, SVG image, XML summary, graph layout (for Medusa Viewer), text summary | Enrichment table statistics, downloadable network (MITAB, GraphML, TSV) | Interactive tables, charts, clusters; heat maps; downloadable text files | Heat map, statistical plots (measure of data integrity/reliability) | Profile clusters |

* Functional analysis is only for individual proteins; enrichment calculations must be done by users.
vidually. With the evidence view, the interface displays color-coded edges that delineate the evidence of interaction. In this way, the user can view all interaction types for the entire PPI network rather than manually checking each interaction in the confidence view. Lastly, the actions view displays known functional relationships between two interacting proteins (e.g., inhibition or activation, postranslational modification, or expression). Conveniently, all of the information generated by STRING can be saved and downloaded in user-friendly formats (PNG, SVG, XML, FASTA, and TXT).

Similar to STRING, PINA compiles and maps interaction data from six public PPI databases and provides network construction, filtering, and visualization tools to generate interactive PPI networks from protein lists (input UniProt accession numbers). However, unlike STRING, the PINA platform is not limited to searching a single list of proteins but is capable of handling queries from a list of protein pairs or two lists of proteins, making it one of the most versatile network creation software available. The network construction and analysis tools of PINA also have display options for visualizing what they term detection methods (evidence) as well as the types of interactions (actions). In addition to these features, PINA provides protein annotations of protein domains and GO terms. With the GO enrichment analysis tool, PINA identifies significantly enriched GO terms of the PPI network and allows the user to visualize and filter proteins that share similar GO annotations. Additionally, unique graph-theoretical tools provide centrality measures that combine topological data (diameter, degree distribution, shortest path distribution, and clustering coefficient) to identify topologically important proteins of the PPI network such as hubs or bottlenecks. In this way, the user can identify and prioritize proteins that may be central for network connectivity for further validation. All network information can be saved on the PINA web site or downloaded for further use.

Clustering analysis requires a significant amount of computational effort and expertise. For those who do not want to attempt analysis themselves and those who do not have access to a bioinformatics collaborator, there are a couple downloadable software that have the ability to cluster proteomics data. We will describe two of these: 1) DANTE and 2) SuperHirn. DANTE is downloadable software that can accept tabular quantitative data and will perform both hierarchical and k-means clustering analyses that can be visualized as heat maps. There are no explicit requisites for the type of quantitative analysis input; any abundance measurements are suitable once converted into proper file format (such as Excel or CSV). In addition to clustering, DANTE also includes features such as data normalization, reproducibility analysis, and the ability to handle missing values. Each of these measures can be visualized by one of several various statistical plots including histograms, box plots, and correlation diagrams. SuperHirn, created by Ruedi Aebersold and co-workers, is downloadable software capable of clustering AP-QMS data. With SuperHirn, only label-free quantitative data can be analyzed; however, what is unique about this software is that it can directly analyze FT-MS/MS data files (centroid or raw). Full details of the SuperHirn software can be accessed in the original publication or on line. Briefly, SuperHirn detects, tracks, and combines features in LC-MS patterns to generate a MasterMap that can be used for protein profiling. Additionally, this platform can be used for data quality assessment and subsequent identification and exclusion of low quality LC-MS runs. In sum, SuperHirn nicely manages data processing, database searching, protein identification, and quantification analyses in one software platform.

In addition to publicly available network mapping and clustering tools, there are many tools that can be used to analyze gene lists for biological annotations. Each of these tools has their own unique features and advantages that have been reviewed in detail by Khatri and Drăghici and evaluated in Huang et al. One of the most useful and comprehensive tools available that we will briefly discuss in this review is DAVID bioinformatics resources. DAVID consists of an integrated biological knowledge base that compiles information from over 40 publicly available gene annotation sources. By offering a vast variety of biological annotations including molecular function, biological process, protein complex, phenotype, and disease association, to name a few, DAVID is the most comprehensive, easy to use database we assessed. The resources available also include a suite of tools for calculating the statistical relevance of each enrichment term, charting and clustering enriched proteins, and visualizing enriched gene lists. What makes DAVID especially easy to use is that it can accept any gene list, supports several different species and over 35 different gene identifier formats (e.g., lists of UniProt or Swiss-Prot accession numbers, official gene symbols, Affymetrix ID, etc.), and is capable of automated batch conversion from one ID format to another. All of the ID conversions, annotation charts, tables, clusters, and statistical analyses can be downloaded as text files. Additionally, annotation clusters can be viewed and downloaded as heat map images.

In summary, although no one software suite has been created to handle all data analysis steps, by using combinations of multiple platforms, the desired analysis can be achieved. Therefore, with thoughtful planning and careful execution, anyone is capable of analyzing AP-QMS interaction data.

CONCLUSIONS

Affinity purification coupled with quantitative mass spectrometry has been demonstrated to be a powerful proteomics tool for mapping protein interaction networks of protein complexes and elucidating complex dynamics associated with various physiological conditions. Although significant progress has been made in methods of sample preparation, tagging, purification, quantitation, and data analysis, new ad-
vancements are required to generate more comprehensive, reproducible, and high confidence interaction data sets. Although stable isotope labeling-based quantitative techniques continue to hold their front row seats, new improvements in quantitation accuracy of label-free methods (120, 121) are highly desired for comparing large scale protein interaction networks. The development of the QTAx strategy shows great promise for generating an in vivo snapshot of protein-protein interactions of all natures that occur under physiological conditions in cells or tissues. Current studies have set forth only the initial steps of the long term goal of understanding protein interactions, dynamic composition, posttranslational modifications, assembly, and structure of protein complexes in living systems. The limitation lies in the availability of membrane-permeable cross-linkers that can capture every protein contact with various distances between protein-protein binding interfaces. A recent report on structural elucidation of the RNA polymerase II-transcription factor IIF complex by in vitro cross-linking and mass spectrometry (122) shed some light on future work toward in vitro and in vivo structural analyses of macromolecular machinery. With increased information on protein interactions in mammalian systems and new developments in bioinformatics tools, functional analysis of protein interaction networks that aims to understand protein sociology in cells may become accessible in the foreseeable future. Integration of chemistry, biochemistry, molecular biology, mass spectrometry, and bioinformatics disciplines is essential for developing the next generation of tools to provide better understanding of protein complexes and the functional links found in interaction networks for improved diagnostics as well as treatment of human diseases.

Acknowledgment—We thank Dr. Chaity Aiken for critical reading of the manuscript.

* This work was supported, in whole or in part, by National Institutes of Health Grant GM-74830 (to L. H.).
† To whom correspondence should be addressed: Medical Science I, D233, Depts. of Physiology and Biophysics and Developmental and Cell Biology, University of California, Irvine, CA 92697-4560. Tel.: 949-824-8548; Fax: 949-824-8540; E-mail: lanhuang@uci.edu.

REFERENCES
1. MacNeill, S. A. (2010) Structure and function of the GINS complex, a key component of the eukaryotic replisome. Biochim. J. 425, 489–500
2. Drygin, D., Rice, W. G., and Grummt, I. (2010) The RNA polymerase I transcriptional machinery: an emerging target for the treatment of cancer. Ann. Rev. Pharmacol. Toxicol. 50, 131–156
3. Schmeing, T. M., and Ramakrishnan, V. (2009) What recent ribosome structures have revealed about the mechanism of translation. Nature 461, 1234–1242
4. Navon, A., and Ciechanover. A. (2009) The 26 S proteasome: from basic mechanisms to drug targeting. J. Biol. Chem. 284, 33713–33718
5. Wüsch, R., Robbins, J. A., and Cross, F. R. (2010) The emerging role of APC/CCdh1 in controlling differentiation, genomic stability and tumor suppression. Oncogene 29, 1–10
6. Alberts, B. (1998) The cell as a collection of protein machines: preparing the next generation of molecular biologists. Cell 92, 291–294
7. Gavin, A. C., and Superti-Furga, G. (2003) Protein complexes and proteome organization from yeast to man. Curr. Opin. Chem. Biol. 7, 21–27
8. Köcher, T., and Superti-Furga, G. (2007) Mass spectrometry-based functional proteomics: from molecular machines to protein networks. Nat. Methods 4, 807–815
9. Aloy, P., Böttcher, B., Ceulemans, H., Leutwein, C., Mellwig, C., Fischer, S., Gavin, A. C., Bork, P., Superti-Furga, G., Serrano, L., and Russell, R. B. (2004) Structure-based assembly of protein complexes in yeast. Science 303, 2026–2029
10. Leung, A., Geng, F., Dauny, A., Collins, G., Guzzardo, P., and Tansey, W. P. (2008) Transcriptional control and the ubiquitin-proteasome system. Ernst Schering Found. Symp. Proc. 75–97
11. Gingras, A. C., Aebersold, R., and Raught, B. (2005) Advances in protein complex analysis using mass spectrometry. J. Physiol. 563, 11–21
12. Gingras, A. C., Gstaiger, M., Raught, B., and Aebersold, R. (2007) Analysis of protein complexes using mass spectrometry. Nat. Rev. Mol. Cell Biol. 8, 645–654
13. Gstaiger, M., and Aebersold, R. (2009) Applying mass spectrometry-based proteomics to genetics, genomics and network biology. Nat. Rev. Genet. 10, 617–627
14. Mann, M. (2006) Functional and quantitative proteomics using SILAC. Nat. Rev. Mol. Cell Biol. 7, 952–958
15. Miniker, A. D. (2000) Protein complexes and analysis of their assembly by mass spectrometry: Curr. Opin. Struct. Biol. 10, 601–606
16. Sharon, M., and Robinson, C. V. (2007) The role of mass spectrometry in structure elucidation of dynamic protein complexes. Annu. Rev. Biochem. 76, 167–193
17. Oeljeklaus, S., Meyer, H. E., and Warscheid, B. (2009) New dimensions in the study of protein complexes using quantitative mass spectrometry. FEBS Lett. 585, 1674–1692
18. Chatronnier, S., Gallego, O., and Gavin, A. C. (2008) The social network of a cell: recent advances in interactome mapping. Biotechnol. Annu. Rev. 14, 1–28
19. Bader, S., Kühner, S., and Gavin, A. C. (2008) Interaction networks for systems biology. FEBS Lett. 582, 1220–1224
20. Kar, G., Gursoy, A., and Keskin, O. (2009) Human cancer protein-protein interaction network: a structural perspective. PLoS Comput. Biol. 5, e1000061
21. Shangary, S., and Wang, S. (2008) Targeting the MDM2-p53 interaction for cancer therapy. Clin. Cancer Res. 14, 5318–5324
22. Bowman, A. L., Nikolovska-Coleska, Z., Zhong, H., Wang, S., and Carlson, H. A. (2007) Small molecule inhibitors of the MDM2-p53 interaction discovered by ensemble-based receptor models. J. Am. Chem. Soc. 129, 12809–12814
23. Popovitz, G. M., Czamna, A., Wolf, S., Wang, K., Wang, W., Domling, A., and Holak, T. A. (2010) Structures of low molecular weight inhibitors bound to MDMX and MDM2 reveal new approaches for p53-DMX/MDM2 antagonist drug discovery. Cell Cycle, in press
24. Li, C., Pazgier, M., Li, C., Yuan, W., Liu, M., Wei, G., Lu, W. Y., and Lu, W. (2010) Systematic mutational analysis of peptide inhibition of the p53-DM2/MDM2 interactions. J. Mol. Biol. 396, 200–213
25. Brekmann, M., Hantschel, O., Colinge, J., Kaupe, I., Planayvsky, M., Köcher, T., Mechtcheri, K., Bennett, K. L., and Superti-Furga, G. (2009) Charting the molecular network of the drug target Bcr-Abl. Proc. Natl. Acad. Sci. U.S.A. 106, 7414–7419
26. Guan, H., and Kiss-Toth, E. (2008) Advanced technologies for studies on protein interactomes. Adv. Biochem. Eng. Biotechnol. 110, 1–24
27. Gavin, A. C., Bösche, M., Krause, R., Grandi, P., Marzioch, M., Bauer, A., Schultz, J., Rick, J. M., Michon, A. M., Cruciat, C. M., Remor, M., Höft, C., Schelder, M., Brajak, A., Bader, G. D., Moore, L., Adams, S. L., Millar, A., Taylor, P., Bennett, K., Boutiller, K., Yang, L., Wolting, C., Donaldson, I., Schandorff, S., Shevnanare, J., Vo, M., Taggart, J., Goudreault, M., Muskat, B., Alfarano, C., Dewar, D., Lin, Z., Michalkova, K., Willems, A. R., Sassi, H., Nielsen, P. A., Rasmussen, K. J., Andersen, J. R., Johansen, L. E., Hansen, L. H., Jespersen, H., Podtelejnikov, A., Nielsen, E., Crawford, J., Poulsen, V., Sørensen, B. D.,
31. Kühner, S., van Noort, V., Betts, M. J., Leo-Macias, A., Batisse, C., Rode, A. C., Aloy, P., Grandi, P., Krause, R., Boesche, M., Marzioch, M., ... and Moon, R. T. (2007) Wilms tumor suppressor WTX negatively regulates WNT/beta-catenin signaling. Science 316, 1043–1046

32. Schulze, W. X., Deng, L., and Mann, M. (2005) Phosphoryrosine interactome of the ErbB-receptor kinase family. Mol. Syst. Biol. 1, 2005.0008

33. Vermeulen, M., Hubner, N. C., and Mann, M. (2008) High confidence determination of specific protein-protein interactions using quantitative mass spectrometry.Curr. Opin. Biotechnol. 19, 331–337

34. Trinkle-Mulcahy, L., Boulon, S., Lam, Y. W., Urcia, R., Boisvert, F. M., Vandermoere, F., Morse, N. A., Swift, S., Rothbauer, U., Leonhardt, H., and Lamond, A. (2008) Identifying specific protein interaction partners using quantitative mass spectrometry and bead proteomes. J. Cell Biol. 180, 105–116

35. Wang, X., and Huang, L. (2008) Identifying dynamic interactors of protein complexes by quantitative mass spectrometry. Mol. Cell. Proteomics 7, 46–57

36. Guerreiro, C., Tagwerker, C., Kaiser, P., and Huang, L. (2006) An integrated mass spectrometry-based proteomic approach: quantitative analysis of tandem affinity-purified in vivo cross-linked protein complexes (QTAx) to decipher the 26 S proteasome-interacting network. Mol. Cell. Proteomics 5, 366–378

37. Goudreault, M., D’Ambrosio, L. M., Kean, M. J., Mullin, M. J., Larsen, E. R., and Lamond, A. (2006) Global landscape of protein complexes in the yeast Saccharomyces cerevisiae. Nature 440, 637–643

38. Kühner, S., van Noort, V., Betts, M. J., Leo-Macias, A., Batisse, C., Rode, A. C., Aloy, P., Grandi, P., Krause, R., Boesche, M., Marzioch, M., ... and Moon, R. T. (2007) Wilms tumor suppressor WTX negatively regulates WNT/beta-catenin signaling. Science 316, 1043–1046

39. Wu, Z., Hu, H., and Mann, M. (2008) Protein Complex Interaction Networks.

40. Major, M. B., Camp, N. D., Berndt, J. D., Yi, X., Goldenberg, S. J., Hubbert, C., Bechele, T. L., Gingras, A. C., Zheng, N., Maccooss, M. J., Angers, S., and Moon, R. T. (2007) Wilms tumor suppressor WTX negatively regulates WNT/beta-catenin signaling. Science 316, 1043–1046

41. Sowa, M. E., Bennett, E. J., Gygi, S. P., and Harper, J. W. (2009) Defining the human ubiquitinating enzyme interaction landscape. Cell 138, 389–403

42. Schulze, W. X., Deng, L., and Mann, M. (2005) Phosphoryrosine interactome of the ErbB-receptor kinase family. Mol. Syst. Biol. 1, 2005.0008

43. Vermeulen, M., Hubner, N. C., and Mann, M. (2008) High confidence determination of specific protein-protein interactions using quantitative mass spectrometry. Curr. Opin. Biotechnol. 19, 331–337

44. Trinkle-Mulcahy, L., Boulon, S., Lam, Y. W., Urcia, R., Boisvert, F. M., Vandermoere, F., Morse, N. A., Swift, S., Rothbauer, U., Leonhardt, H., and Lamond, A. (2008) Identifying specific protein interaction partners using quantitative mass spectrometry and bead proteomes. J. Cell Biol. 180, 105–116

45. Wang, X., and Huang, L. (2008) Identifying dynamic interactors of protein complexes by quantitative mass spectrometry. Mol. Cell. Proteomics 7, 46–57

46. Guerreiro, C., Tagwerker, C., Kaiser, P., and Huang, L. (2006) An integrated mass spectrometry-based proteomic approach: quantitative analysis of tandem affinity-purified in vivo cross-linked protein complexes (QTAx) to decipher the 26 S proteasome-interacting network. Mol. Cell. Proteomics 5, 366–378

47. Guerreiro, C., Milenkovic, T., Przulj, N., Kaiser, P., and Huang, L. (2008) Characterization of the proteome interaction network using a QTAx-based tag-team strategy and protein interaction network analysis. Proc. Natl. Acad. Sci. U.S.A. 105, 13333–13338

48. Tagwerker, C., Flick, K., Cui, M., Guerreiro, C., Dou, Y., Auer, B., Baldi, P., Huang, L., and Kaiser, P. (2006) A tandem affinity tag for two-step purification under fully denaturing conditions: application in ubiquitin profiling and protein complex identification combined with in vivo cross-linking. Mol. Cell. Proteomics 5, 737–748

49. Moussou, F., Kolkman, A., Pijnappel, W. W., Timmers, H. T., and Heck, A. J. (2008) Quantitative proteomics reveals regulation of dynamic components within TATA-binding protein (TBP) transcription complexes. Mol. Cell. Proteomics 7, 845–852

50. Fiehn, O., Wang, X., Yamao, K., Chen, P. L., Pan, Z. Q., and Huang, L. (2008) Characterization of the human COP9 signalosome complex using affinity purification and mass spectrometry. J. Proteome Res. 7, 41–49

51. Nesvizhskii, A. I., Vitek, O., and Aebersold, R. (2007) Analysis and validation of proteomic data generated by tandem mass spectrometry. Nat. Methods 4, 787–797

52. Seilbach, M., and Mann, M. (2006) Protein interaction screening by quantitative immunoprecipitation combined with knockdown (QUICK). Nat. Methods 3, 981–983

53. Ong, S. E., Blagoev, B., Kratchmarova, I., Kristensen, D. B., Stein, H., Pandey, A., and Mann, M. (2002) Stable isotope labeling by amino acids in cell culture, SILAC, as a simple and accurate approach to expression proteomics. Mol. Cell. Proteomics 1, 376–386

54. Gygi, S. P., Rist, B., Gerber, S. A., Turecek, F., Gelb, M. H., and Aebersold, R. (1999) Quantitative analysis of complex protein mixtures using isotope-coded affinity tags. Nat. Biotechnol. 17, 994–999

55. Schmidt, A., Kellermann, J., and Lortspeich, F. (2005) A novel strategy for quantitative proteomics using isotope-coded protein labels. Proteomics 5, 4–15

56. Ross, P. L., Huang, Y. N., Marchese, J. N., Williamson, B. P., Parker, K., Hattan, S., Khainovski, N., Pillai, S., Dey, S., Daniels, S., Purkayastha, S., Tran, H., Martin, J., Martin, S., Bartlett-Jones, M., He, F., Jacobson, A., and Pappin, D. J. (2004) Multiplexed protein quantitative quantitation in Saccharomyces cerevisiae using amine-reactive isobaric tagging reagents. Mol. Cell. Proteomics 3, 1154–1169

57. Zybailov, B., Mosley, A. L., Sardiu, M. E., Martin, S., Barlet-Jones, M., He, F., Jacobson, A., and Pappin, D. J. (2004) Multiplexed protein quantitative quantitation in Saccharomyces cerevisiae using amine-reactive isobaric tagging reagents. Mol. Cell. Proteomics 3, 1154–1169

58. Old, W. M., Meyer-Arendt, K., Aveline-Wolf, L., Pierce, K. G., Mendoza, A., Sevinsky, J. R., Resing, K. A., and Ahn, N. G. (2005) Comparison of label-free methods for quantifying human proteins by shotgun proteomics. Mol. Cell. Proteomics 4, 1487–1502

59. Wilm, M. (2009) Quantitative proteomics in biological research. Proteomics 9, 4950–4965
Protein Complex Interaction Networks

60. Cristea, I. M., Williams, R., Chait, B. T., and Rout, M. P. (2005) Fluorescent proteins as proteomic probes. Mol. Cell. Proteomics 4, 1933–1941.

61. Ong, S. E., Kratchmarova, I., and Mann, M. (2003) Properties of 13C-substituted arginine in stable isotope labeling by amino acids in cell culture (SILAC). J. Proteome Res. 2, 173–181.

62. Biagio, B., Kratchmarova, I., Ong, S. E., Nielsen, M., Foster, L. J., and Mann, M. (2004) A proteomics strategy to elucidate functional protein–protein interactions applied to EGF signaling. Nat. Biotechnol. 21, 315–318.

63. Dobrevs, I., Fielding, A., Foster, L. J., and Dedar, S. (2008) Mapping the integrin-linked kinase interactome using SILAC. J. Proteome Res. 7, 1740–1749.

64. Foster, L. J., Rudich, A., Talior, I., Patel, N., Huang, X., Furtado, L. M., Bihan, P. J., Mann, M., and Klip, A. (2006) Insulin-dependent interactions of proteins with GLUT4 revealed through stable isotope labeling by amino acids in cell culture (SILAC). J. Proteome Res. 5, 64–75.

65. Baker, C. L., Kettenbach, A. N., Loros, J. J., Gerber, S. A., and Dunlap, J. C. (2009) Quantitative proteomics reveals a dynamic interactome and phase-specific phosphorylation in the Neurospora circadian clock. Mol. Cell 34, 354–363.

66. Tackett, A. J., DeGrasse, J. A., Sekedat, M. D., Oeffinger, M., Rout, M. P., Foster, L. J., Hochstrasser, M., Finley, D., and Peng, J. (2009) Quantitative proteomic approach for characterizing protein–protein interaction network in a RAD52 protein complex. J. Proteome Res. 8, 2211–2217.

67. Jasavala, R., Martinez, H., Thumar, J., Jasavala, R., Martinez, H., Thumar, J., Andaya, A., Gingras, A. C., Eng, J. K., Aebersold, R., Han, D. K., and Wright, M. E. (2007) Identification of putative androgen receptor interaction module proteins: cytoskeleton and endosomes modulate androgen receptor signaling in prostate cancer cells. Mol. Cell. Proteomics 6, 252–271.

68. Hansen, K. C., Schmitt-Ulms, G., Chalkley, R. J., Hirsch, J., Baldwin, M. A., and Burlingame, A. L. (2003) Mass spectrometric analysis of protein mixtures at low levels using cleavable 13C-isotope-coded affinity tags and multidimensional chromatography. Mol. Cell. Proteomics 2, 299–314.

69. Pfieger, D., Jünger, M. A., Müller, M., Rinner, O., Lee, H., Gehrig, P. M., Gstaiger, M., and Aebersold, R. (2008) Quantitative proteomic analysis of protein complexes: concurrent identification of interactors and their state of phosphorylation. Mol. Cell. Proteomics 7, 326–346.

70. Schreiner, P., Chen, X., Husnjak, K., Randles, L., Zhang, N., Elsasser, S., Finley, D., Dikic, I., Walters, K. J., and Groll, M. (2008) Ubiquitin docking at the proteasome through a novel pleckstrin-homology domain interaction. Nature 453, 548–552.

71. Kito, K., Kawaguchi, N., Okada, S., and Ito, T. (2008) Discrimination between stable and dynamic components of protein complexes by means of quantitative proteomics. Proteomics 8, 2366–2370.

72. Xu, P., Duong, D. M., Seyfried, N. T., Cheng, D., Xie, Y., Robert, J., Rush, G., Bousquet-Dubouch, M. P., Baudelot, E., Guerin, F., Matondo, M., Uitten, Joseph-S, S., Burlet-Schiltz, O., and Monsarrat, B. (2009) Affinity purification strategy to capture human endogenous proteasome complexes diversity and to identify proteasome-interacting proteins. Mol. Cell. Proteomics 8, 1510–1164.

73. Chowdhury, S. M., Shi, L., Yoon, H., Ansong, C., Rommereim, L. M., Norbeck, A. D., Auberry, K. J., Moore, R. J., Adkins, J. N., Heffron, F., and Smith, R. D. (2009) A method for investigating protein–protein interactions related to salmonella typhimurium pathogenesis. J. Proteome Res. 8, 1504–1514.

74. Tardiff, D. F., Abruzzi, K. C., and Rosbash, M. (2007) Protein characterization of Saccharomyces cerevisiae RNA polymerase II after in vivo cross-linking. Proc. Natl. Acad. Sci. U.S.A. 104, 19948–19953.

75. Schreiner, P., Chen, X., Husnjak, K., and Allegrante, J. P. (2008) Identification of novel protein complexes diversity and to identify proteasome-interacting proteins. Mol. Cell. Proteomics 8, 21, 724–731.

76. Jackson, V. (1999) Formaldehyde cross-linking for studying nucleosomal dynamics. Methods 17, 125–139.

77. Sutherland, B. W., Toews, J., and Kast, J. (2008) Utility of formaldehyde cross-linking and mass spectrometry in the study of protein–protein interactions. J. Mass Spectrom. 43, 699–715.

78. Bai, Y., Markham, K., Chen, F., Weerasekera, R., Watts, J., Horne, P., Waku, Y., Bagshaw, R., Mathews, P. M., Fraser, P. E., Westaway, D., St George-Hyslop, P., and Schmitt-Ulms, G. (2008) The in vivo brain interactome of the amyloid precursor protein. Mol. Cell. Proteomics 7, 15–34.

79. Bai, Y., Chen, D. K., and Aebersold, R. (2005) Mass spectrometry-based expression profiling of clinical prostate cancer. Mol. Cell. Proteomics 4, 545–554.

80. Pijnappel, W. P., Kolkman, A., Baartman, M. P., Heck, A. J., and Timmers, H. M. (2009) Quantitative mass spectrometry of TATA binding protein-containing complexes and subunit phosphorylations during the cell cycle. Proteome Sci. 7, 46.

81. von Kriegsheim, A., Baiocchi, D., Birtwistle, M., Sumpton, D., Bienvenut, W., Morris, N., Yamada, K., Lamond, A., Orton, R., Gilbert, D., and Kolch, W. (2009) Cell fate decisions are specified by the dynamic ERK interactome. Nat. Cell Biol. 11, 1458–1464.

82. He, Y. F., Bao, H. M., Xiao, X. F., Zuo, S., Du, R. Y., Tang, S. W., Yang, P. Y., and Chen, X. (2009) Biotin tagging coupled with amino acid-coded mass tagging for efficient and precise screening of interaction proteins. Proteomics 9, 5414–5424.

83. Kirkwood, B., Bennett, T., Preradovic, A., Schu¨ tze, G., Hantschel, O., Superti-Furga, G., and Bauch, A. (2006) An efficient tandem affinity purification procedure for identification of proteins in mammalian cell lines. Nat. Methods 3, 1013–1019.

84. Güldener, U., Münsterkötter, M., Oesterheld, M., Pagel, P., Rüegg, A., Mewes, H. W., and Stümpflen, V. (2006) MPact: the MIPS protein interaction resource on yeast. Nucleic Acids Res. 34, D436–D441.

85. Kerrien, S., Alam-Faruque, Y., Aranda, B., Bancarz, I., Bridge, A., Derow, C., Di Gregorio, D., Dufes, D., Gonzalez, G., Gourdon, M., Hering, P., Hermjakob, H., Khadake, J., Leroy, C., Liban, A., Lieftink, C., Montecchi-Palazzi, L., Orchard, S., Risse, J., Robbe, K., Roechtel, B., Thornycroft, D., Zhang, Y., Apweiler, R., and Hermjakob, H. (2007) IntAct—open source resource for molecular interaction data. Nucleic Acids Res. 35, D561–D565.

86. Hae, K., Park, B., Kim, H., Hong, J., and Park, J. (2004) HPID: the Human Protein Interaction Database. Bioinformatics 20, 2466–2470.

87. Breitkreutz, B. J., Stark, C., Reguly, T., Boucher, L., Breitkreutz, A., Livstone, M., Oughtred, R., Lackner, D. H., Bähler, J., Wood, V., Dolinski, K., and Tyers, M. (2008) The BioGRID Interaction Database: 2008 update. Nucleic. Acids Res. 36, D637–D640.

88. Cherry, J. M., Adler, C., Ball, C., Chervitz, S. A., Dwight, S. S., Hester,
Protein Complex Interaction Networks

E. T., Jia, Y., Juvik, G., Roe, T., Schroeder, M., Weng, S., and Botstein, D. (1998) SGD: Saccharomyces Genome Database. *Nucleic Acids Res.* 26, 73–79

98. Peri, S., Navarro, J. D., Amanchi, R., Kristiansen, T. Z., Jonnalagadda, C. K., Surendranath, V., Nirajan, V., Muthusamy, B., Gandhi, T. K., Gronborg, M., Ibarola, N., Deshpande, N., Shanker, K., Shivashankar, H. N., Rashmi, B. P., Ramya, M. A., Zhao, Z., Chandrika, K. N., Padma, N., Harsha, H. C., Yatish, A. J., Kavitha, M. P., Menezes, C., Choudhury, D. R., Suresh, S., Ghosh, N., Saravana, R., Chandran, S., Krishna, S., Joy, M., Anand, S. K., Madavan, V., Joseph, A. W., Wong, G. W., Schiemann, W. P., Constantinescu, S. N., Huang, L., Khosravi-Far, R., Steen, H., Tewari, M., Ghaffari, S., Sobe, B. C., Gang, C. V., Garcia, J. G., Pevsner, J., Jensen, O. N., Roepstorff, P., Deshpande, K. S., Chinnaiyan, A. M., Hamosh, A., Chakravarti, A., and Pandey, A. (2003) Development of human protein reference database as an initial platform for approaching systems biology in humans. *Genome Res.* 13, 2363–2371

99. Salwinski, L., Miller, C. S., Smith, A. J., Pettit, F. K., Bowie, J. U., and Eisenberg, D. (2004) The Database of Interacting Proteins: 2004 update. *Nucleic Acids Res.* 32, D449–D451

100. Chatr-aryamontri, A., Ceol, A., Palazzi, L. M., Nardelli, G., Schneider, M. V., Castagnoli, L., and Cesareni, G. (2007) MINT: The Molecular INTeraction database. *Nucleic Acids Res.* 35, D572–D574

101. Alfarano, C., Andrade, C. E., Anthony, K., Bahroos, N., Bajec, M., Bantoft, E., Ewing, R. M., Chu, P., Elisma, F., Li, H., Taylor, P., Climie, S., McBroom-Cerajewski, L., Robinson, M. D., O’Connor, L., Li, M., Taylor, R., Dharsee, M., Ho, Y., Hellbut, A., Moore, L., Zhang, S., Ornatksy, O., Bukhman, Y. V., Ethier, M., Sheng, Y., Vasilescu, J., Abu-Farha, M., Lambert, J. P., Duvwel, H. W., Stewart, I. I., Kuehl, B., Hogue, K., Collwill, K., Gladwish, K., Muskat, B., Kinach, R., Adams, S. L., Moran, M. F., Morin, G. B., Topolaglou, T., and Figye, D. (2007) Large-scale mapping of human protein-protein interactions by mass spectrometry. *Mol. Syst. Biol.* 3, D418–D424

102. Ewing, R. M., Chu, P., Elisma, F., Li, H., Taylor, P., Clumie, S., McBroome-Cerajewski, L., Robinson, M. D., O’Connor, L., Li, M., Taylor, R., Dharsee, M., Ho, Y., Hellbut, A., Moore, L., Zhang, S., Ornatksy, O., Bukhman, Y. V., Ethier, M., Sheng, Y., Vasilescu, J., Abu-Farha, M., Lambert, J. P., Duvwel, H. W., Stewart, I. I., Kuehl, B., Hogue, K., Collwill, K., Gladwish, K., Muskat, B., Kinach, R., Adams, S. L., Moran, M. F., Morin, G. B., Topolaglou, T., and Figye, D. (2007) Large-scale mapping of human protein-protein interactions by mass spectrometry. *Mol. Syst. Biol.* 3, D418–D424

103. Brohée, S., and van Helden, J. (2006) Evaluation of clustering algorithms for protein-protein interaction networks. *BMC Bioinformatics* 7, 488

104. Song, J., and Singh, M. (2009) How and when should interactome-derived clusters be used to predict functional modules and protein function? *Bioinformatics* 25, 3143–3150

105. Sardiu, M. E., Flores, L., and Washburn, M. P. (2009) Evaluation of clustering algorithms for protein complex and protein interaction network assembly. *J. Proteome Res.* 8, 2944–2952

106. Asthana, S., King, O. D., Gibbons, F. D., and Roth, F. P. (2004) Predicting protein complex membership using probabilistic network reliability. *Genome Res.* 14, 1170–1175

107. Adamcsek, B., Palla, G., Farkas, I. J., Derényi, I., and Vicsek, T. (2006) CFinder: locating cliques and overlapping modules in biological networks. *Bioinformatics* 22, 1021–1023

108. Altay-Ul-Amin, M., Shinbo, Y., Mihara, K., Kurokawa, K., and Kanaya, S. (2006) Development and implementation of an algorithm for detection of protein complexes in large interaction networks. *BMC Bioinformatics* 7, 207

109. Xu, R., and Wunsch, D., 2nd (2006) Survey of clustering algorithms. *IEEE Trans. Neural Netw.* 16, 645–678

110. Andersen, J. S., Wilkinson, C. J., Mayor, T., Mortensen, P., Nigg, E. A., and Mann, M. (2003) Proteomic characterization of the human centrosome by protein correlation profiling. *Nature* 426, 570–574

111. Kirchner, M., Renard, B. V., Köthe, U., Pappin, D. J., Hämmerle, F. A., Steen, H., and Steen, J. A. (2010) Computational protein profile similarity screening for quantitative mass spectrometry experiments. *Bioinformatics* 26, 77–83

112. Andersen, J. S., Wilkinson, C. J., Mayor, T., Mortensen, P., Nigg, E. A., and Mann, M. (2003) Proteomic characterization of the human centrosome by protein correlation profiling. *Nature* 426, 570–574

113. Wu, J., Vallenius, T., Ovaska, K., Westermarck, J., Mäkelä, T. P., and Hautaniemi, S. (2009) Integrated network analysis platform for protein–protein interactions. *Nat. Methods* 6, 75–77

114. Polpitiya, A. D., Qian, W. J., Jaitly, N., Petyuk, V. A., Adkins, J. N., Camp, D. G., 2nd, Anderson, G. A., and Smith, R. D. (2008) DANTE: a statistical tool for quantitative analysis of -omics data. *Bioinformatics* 24, 1556–1558

115. Mueller, L. N., Rinner, O., Schmidt, A., Letarte, S., Bodenmüller, B., Brusniak, M. Y., Vitek, O., Aebersold, R., and Müller, M. (2007) SuperHirn—a novel tool for high resolution LC-MS-based peptide/protein profiling. *Proteomics* 7, 3470–3480

116. Huang, D. W., Sherman, B. T., and Lempicki, R. A. (2009) Systematic and integrative analysis of large gene lists using DAVID bioinformatics resources. *Nat. Protoc.* 4, 44–57

117. Snel, B., Lehmann, G., Bork, P., and Huynen, M. A. (2000) STRING: a functional interaction network of Homo sapiens derived from genome annotations. *Nucleic Acids Res.* 28, 423–424

118. Khatri, P., and Drăghici, S. (2005) Ontological analysis of gene expression data: current tools, limitations, and open problems. *Bioinformatics* 21, 3587–3595

119. Sherman, B. T., Huang da, W., Tan, Q., Guo, Y., Bour, S., Liu, D., Stephens, R., Baseler, M. W., Lane, H. C., and Lempicki, R. A. (2007) DAVID Knowledgebase: a gene-centered database integrating heterogeneous gene annotation resources to facilitate high-throughput gene functional analysis. *BMC Bioinformatics* 8, 426

120. Sardiu, M. E., and Washburn, M. P. (2010) Enriching quantitative proteomics with SI(N). *Nat. Biotechnol.* 28, 40–42

121. Griffin, N. M., Yu, J., Long, F., Oh, P., Shore, S., Li, Y., Koziol, J. A., and Schnitzer, J. E. (2010) Label-free, normalized quantification of complex mass spectrometry data for proteomic analysis. *Nat. Biotechnol.* 28, 83–89

122. Chen, Z. A., Jawhari, A., Fischer, L., Buchen, C., Tahir, S., Kamenski, T., Rasmussen, M., Lariviere, L., Bukowski-Wills, J. C., Nilges, M., Cramer, P., and Rappsilber, J. (2010) Architecture of the RNA polymerase II-TFIIF complex revealed by cross-linking and mass spectrometry. *EMBO J.* 29, 717–726