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ABSTRACT. The Levenberg-Marquardt (LM) method is a classical but popular method for solving nonlinear equations. Based on the trust region technique, we propose a parameter-adjusting LM (PALM) method, in which the LM parameter $\mu_k$ is self-adjusted at each iteration based on the ratio between actual reduction and predicted reduction. Under the level-bounded condition, we prove the global convergence of PALM. We also propose a modified parameter-adjusting LM (MPALM) method. Numerical results show that the two methods are very efficient.

1. Introduction. In this paper, we aim to solve the system of nonlinear equations

$$F(x) = 0,$$

where $F : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is continuously differentiable. Define

$$f(x) := \frac{1}{2} \|F(x)\|^2,$$

then

$$\nabla f(x) = JF(x)^T F(x).$$

It is obvious that solving system (1) is equivalent to find the stationary point of the unconstrained optimization problem,

$$\text{minimize}_{x \in \mathbb{R}^n} \ f(x).$$
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A classical but very popular method for solving nonlinear equations (1) is the Levenberg-Marquardt method [5, 6]. We do not attempt to survey the literature on LM method, which is vast. For the $k$–th iterate point $x_k$, denote

$$f_k = f(x_k), \quad F_k = F(x_k), \quad \nabla f_k = \nabla f(x_k), \quad B_k = JF(x_k)^TJF(x_k).$$

At the $k$–th iteration, the LM method calculates the direction $p_k$ by solving the following linear equations

$$[B_k + \mu_k I]p_k + \nabla f_k = 0,$$  \hspace{1cm} (3)

where $\mu_k > 0$ is the LM parameter which is updated at each iteration. Note that, if $B_k$ is nonsingular and $\mu_k = 0$, the the LM direction $p_k$ is reduced to the traditional Newton step. Thus, the LM method has global convergence and local quadratic convergence rate if the LM parameter $\mu_k$ is chosen suitably and the Jacobian $B_k$ is nonsingular at the solution. However, the nonsingularity condition of the Jacobian is too strong. Yamashita and Fukushima [10] proved that, under the local error bound condition, the LM method maintain the quadratic convergence. Fan [1] proposed a modified Levenberg-Marquardt method, which uses the addition of an LM step and an approximate LM step as the LM direction. At every iteration, the modified LM method first obtains an LM step $d_k$ by solving the linear equations

$$[B_k + \mu_k I]p_k + \nabla f_k = 0,$$

then solves the linear equations

$$[B_k + \mu_k I]p_k + \nabla f(y_k) = 0 \text{ with } y_k = x_k + d_k$$

to obtain the approximate LM step $\hat{d}_k$, and the LM direction is $p_k = d_k + \hat{d}_k$. The author showed that, under the local error bound condition, the modified LM method achieves the cubic convergence. The modified LM method with line search was recently introduced in [2].

This paper focuses on the choice of the LM parameter $\mu_k$. It is well known that, if $\nabla f(x)$ is Lipschitz continuous and nonsingular at the solution, the LM method converges quadratically if $\mu_k$ is chosen as $O(\|\nabla f_k\|)$. Fan and Yuan [4] chose $\mu_k = \|F_k\|^\delta$ with $\delta \in (0, 2]$ and showed that, under the local error bound condition, the LM method converges superlinearly when $\delta \in (0, 1)$ and quadratically when $\delta \in [1, 2]$. Moré [7] reviewed the relationship between Levenberg-Marquardt method and the trust region method. Inspired by the trust region method, we proposed a new LM method, in which the parameter $\mu_k$ is self-adjusted based on the ratio between actual reduction and predicted reduction. A similar parameter self-adjusted LM method was studied in [3]. However, the Lipschitz of $F(x)$ and $JF(x)$ is assumed to obtain the global convergence. In this paper, based on the traditional trust region method we proved that, the parameter-adjusting LM method we construct is convergent globally if $F(x)$ is continuously differentiable and $f(x)$ is level bounded.

The main differences between the modified parameter-adjusting LM method we proposed and the existing Levenberg-Marquardt method can be stated as follows. First, the choice of LM parameter $\mu_k$ is different. In most of the existing LM methods, the parameter $\mu_k$ is chosen as $\|F_k\|^\delta$ with $\delta \in (0, 2]$. However, when the iterative sequence is close to the solution set, the LM parameter $\mu_k = \|F_k\|^\delta$ may be too small to lose its role. In our new LM method, the parameter $\mu_k$ is automatically updated according to the ratio between actual reduction and predicted reduction, which is inspired by the success of traditional trust region method. Second, the assumption to obtain global convergence is relaxed. Fan and Pan [3] assumed that
both $F(x)$ and $JF(x)$ are Lipschitz continuous. We show in this paper that the
global convergence can also be proved without this assumption, which will expand
the applicability of LM method.

The paper is organized as follows. In Section 2, we proposed a parameter-
adjusting LM method and obtain its global convergence under some assumptions.
A modified parameter-adjusting LM method is proposed in Section 3. Finally, some
numerical results are presented in Section 4.

2. A parameter-adjusting LM method. Consider the quadratic model for ap-
proximating $f$ around $x_k$ defined as follows

$$m_k(p) = f_k + \nabla f_k^T p + \frac{1}{2}p^T B_k p.$$  

For $p_k$, which will be calculated in the following method, define the ratio between
actual reduction and predicted reduction

$$\rho_k = \frac{f_k - f(x_k + p_k)}{m_k(0) - m_k(p_k)}. \quad (4)$$

We present the parameter-adjusting Levenberg-Marquardt (PALM) method as
follows.

**Algorithm 1 (PALM).** Given $\mu_0 > 0$, $\eta \in [0, 1/4)$:

for $k = 0, 1, 2, \ldots$

Calculate $p_k = -[B_k + \mu_k I]^{-1}\nabla f_k$;

Evaluate $\rho_k$ from (4);

if $\rho_k < 1/4$

$\mu_{k+1} = 4\mu_k$;

else

if $\rho_k > 3/4$

$\mu_{k+1} = \mu_k/2$;

else

$\mu_{k+1} = \mu_k$;

if $\rho_k > \eta$

$x_{k+1} = x_k + p_k$;

else

$x_{k+1} = x_k$;

end (for).

The following lemma, which gives a lower bound of the predicted reduction, is a
key to the proof of global convergence theorem.

**Lemma 2.1.**

$$m_k(0) - m_k(p_k) \geq \frac{1}{2} \|\nabla f_k\| \min \left[ \|p_k\|, \frac{\|\nabla f_k\|}{\|B_k\|} \right]. \quad (5)$$

**Proof.** Noting that $(p, \lambda) = (p_k, \mu_k)$ satisfies the following relations

$$\nabla f_k + B_k p + \lambda p = 0, \quad 0 \leq \lambda \leq \|p_k\| - \|p\| \geq 0,$$

which is indeed the Karush-Kuhn-Tucker system of the following problem

$$\min m_k(p)$$

s.t. $\|p\|^2 \leq \|p_k\|^2.$  

(6)
Since $m_k(\cdot)$ is a convex function, we have that $p_k$ is the optimal solution to the problem (6).

If we take the Cauchy step defined as in [9, Chapter 4]

$$p_k^c = \tau_k \frac{\nabla f_k}{\| \nabla f_k \|},$$

where

$$\tau_k = \begin{cases} 
1, & \text{if } \nabla f_k^T B_k \nabla f_k = 0, \\
\min \left[ 1, \frac{\| \nabla f_k \|^3}{\| p_k \| \| \nabla f_k \|} \right], & \text{if } \nabla f_k^T B_k \nabla f_k > 0,
\end{cases}$$

then the following inequality follows from [9, Lemma 4.3]

$$m_k(0) - m_k(p_k^c) \geq \frac{1}{2} \| \nabla f_k \| \min \left[ \| p_k \|, \frac{\| \nabla f_k \|}{\| p_k \|} \right].$$

Noticing that $\| p_k^c \|^2 \leq \| p_k \|^2$, one has

$$m_k(0) - m_k(p_k) \geq m_k(0) - m_k(p_k^c),$$

so the inequality (5) is obtained.

The global convergence requires the following assumption.

**Assumption 1.** The mapping $F$ is continuously differentiable and the level set

$$L(x_0) = \{ x \in \mathbb{R}^n : f(x) \leq f(x_0) \}$$

is bounded.

Next, we show that the sequence generated by PALM method with $\eta = 0$ converges to a stationary point of the merit function $f(x)$.

**Theorem 2.2.** Let Assumption 1 be satisfied and $\eta = 0$ in Algorithm 1. Suppose that $\{ x_k \}$ is generated by Algorithm 1, then we have

$$\lim_{k \to \infty} \| \nabla f_k \| = 0. \quad (7)$$

**Proof.** We proceed the proof by contradiction. Suppose that there exist $\varepsilon > 0$ and an infinite set of positive integers $\mathcal{N}$ such that

$$\| \nabla f_k \| \geq \varepsilon, \quad \forall k \in \mathcal{N}. \quad (8)$$

Note that

$$| \rho_k - 1 | = \left| \frac{m_k(p_k) - f(x_k + p_k)}{m_k(0) - m_k(p_k)} \right|. \quad (9)$$

From Taylor’s theorem, we have that

$$| m_k(p_k) - f(x_k + p_k) | = \left| \frac{1}{2} p_k^T B_k p_k - \int_0^1 [\nabla f(x_k + tp_k) - \nabla f(x_k)]^T p_k \, dt \right| \leq \frac{1}{2} \beta \| p_k \|^2 + c(x_k, p_k) \| p_k \|,$$

where

$$\beta = \max_{x \in L(x_0)} \| JF(x)^T JF(x) \|_2, \quad \text{(spectral norm)}$$

$$c(x_k, p_k) = \max_{0 \leq t \leq 1} \| \nabla f(x_k + tp_k) - \nabla f(x_k) \|. \quad (9)$$
In view of (5) in Lemma 2.1, we have for $k \in \mathcal{N}$ that
\[ m_k(0) - m_k(p_k) \geq \frac{1}{2} \| \nabla f_k \| \min \left[ \| p_k \|, \frac{\| \nabla f_k \|}{\| B_k \|} \right] \geq \frac{1}{2} \varepsilon \min \left[ \| p_k \|, \varepsilon \beta \right]. \tag{10} \]
Using (9) and (10), we obtain for $k \in \mathcal{N}$ that
\[ |\rho_k - 1| \leq \frac{\| p_k \| [\beta \| p_k \| + 2c(x_k, p_k)]}{\varepsilon \min \left[ \| p_k \|, \varepsilon \beta \right]} \tag{11} \]
Let $\overline{\mu} > \mu_N$, where $\mathcal{N}$ is the first index in $\mathcal{N}$, be sufficiently large such that when $\mu_k \geq \overline{\mu}$, $k \in \mathcal{N}$, $p_k = -[B_k + \mu_k I]^{-1} \nabla f_k$ is small enough satisfying
\[ \| p_k \| \leq \frac{\varepsilon}{8\beta}, c(x_k, p_k) \leq \frac{\varepsilon}{16}, \]
then
\[ \beta \| p_k \| + 2c(x_k, p_k) \leq \frac{\varepsilon}{4}. \]
We have from (11) for $k \in \mathcal{N}$ with $p_k$ small enough that
\[ |\rho_k - 1| \leq \frac{\frac{\varepsilon}{4} \| p_k \|}{\| p_k \|} = \frac{1}{4}. \]
Therefore, $\rho_k \geq 3/4$ for $k \in \mathcal{N}$ with $p_k$ small enough, and by Algorithm 1, we have $\mu_{k+1} \leq \mu_k$ when $\mu_k \geq \overline{\mu}$.

It follows that increase of $\mu_k$ (by a factor 4) can only occur if $\mu_k < \overline{\mu}$. Therefore, we conclude that
\[ \mu_k \leq 4 \overline{\mu} \text{ for all } k \in \mathcal{N}. \tag{12} \]
Suppose now that there exists an infinite index set $\mathcal{K} \subset \mathcal{N}$ such that $\rho_k \geq 1/4$ for $k \in \mathcal{K}$. If $k \in \mathcal{K}$, we have from (4) and (5) that
\[ f(x_k) - f(x_{k+1}) \geq \frac{1}{4} [m_k(0) - m_k(p_k)] \geq \frac{1}{8} \varepsilon \min \| p_k \|, \varepsilon / \beta]. \]
Since $f$ is bounded from below, we have
\[ \lim_{k \in \mathcal{K}, k \to \infty} \| p_k \| = 0, \]
which implies $\mu_k \to \infty$, $k \in \mathcal{K}$, $k \to \infty$, this contradicts (12). Hence no such infinite index set $\mathcal{K}$ can exist, and we must have $\rho_k < 1/4$ for all $k \in \mathcal{N}$ large enough. In this case, $\mu_k, k \in \mathcal{N}$ will eventually be enlarged by a factor 4 at every iteration, and we have $\mu_k \to \infty$, which again contradicts (12). Therefore, (8) is incorrect, giving (7).

Finally in this section, we show that the PALM method also globally converges to a stationary point when $\eta \in (0, 1/4)$.

**Theorem 2.3.** Let Assumption 1 be satisfied and $\eta \in (0, 1/4)$ in Algorithm 1. Suppose that $\{x_k\}$ is generated by Algorithm 1, then we have
\[ \lim_{k \to \infty} \| \nabla f_k \| = 0. \tag{13} \]
Proof. We consider a particular positive index \( m \) with \( \nabla f_m \neq 0 \). Define the scalar 
\[ \varepsilon := \| \nabla f_m \| > 0. \]
If the entire sequence \( \{ x_k \}_{k \geq m} \) satisfies \( \| \nabla f_k \| \geq \varepsilon \), by using the reasoning in the proof of Theorem 2.2, we can show that this scenario does not occur. Therefore, we can choose the index \( l \geq m \) such that \( x_{l+1} \) is the first iterate after \( x_m \) with \( \| \nabla f_{l+1} \| < \varepsilon \). From Assumption 1, \( \nabla f(x) \) is continuous, then there exists a positive scalar \( R > 0 \) such that 
\[ \| x_{l+1} - x_m \| \geq R. \]
From the framework of Algorithm 1, we can write 
\[ x_{l+1} - x_m = \sum_{k=m}^{l} x_{k+1} - x_k = \sum_{k=m, x_k \neq x_{k+1}}^{l} p_k, \]
where we have limited the sum to the iterations \( k \) for which \( x_k \neq x_{k+1} \), that is, those iterations on which a step was actually taken. Note that those iterations occur only under the condition \( \rho_k \geq \eta \), by using (10) we have
\[ f(x_m) - f(x_{l+1}) = \sum_{k=m, x_k \neq x_{k+1}}^{l} f(x_k) - f(x_{k+1}) \]
\[ \geq \sum_{k=m, x_k \neq x_{k+1}}^{l} \eta [ m_k(0) - m_k(p_k) ] \]
\[ \geq \sum_{k=m, x_k \neq x_{k+1}}^{l} \frac{1}{2} \eta \varepsilon \min \left[ \| p_k \|, \frac{\varepsilon}{\beta} \right]. \]
If \( \| p_k \| \leq \varepsilon / \beta \) for all \( k = m, m + 1, \ldots, l \), we have
\[ f(x_m) - f(x_{l+1}) \geq \frac{1}{2} \eta \varepsilon \sum_{k=m}^{l} \| p_k \| \geq \frac{1}{2} \eta \varepsilon R. \quad (14) \]
Otherwise, we have \( \| p_k \| > \varepsilon / \beta \) for some \( k = m, m + 1, \ldots, l \), and so 
\[ f(x_m) - f(x_{l+1}) \geq \frac{1}{2} \eta \varepsilon \frac{\varepsilon}{\beta}. \quad (15) \]
Since the sequence \( \{ f(x_k) \}_{k=0}^{\infty} \) is decreasing and bounded below, we have that 
\[ f(x_k) \downarrow f^* \]
for some \( f^* > -\infty \). Therefore, using (14) and (15), we can see 
\[ f(x_m) - f^* \geq f(x_m) - f(x_{l+1}) \geq \frac{1}{2} \eta \varepsilon \min \left[ R, \frac{\varepsilon}{\beta} \right] \]
\[ = \frac{1}{2} \eta \| \nabla f_m \| \min \left[ R, \frac{\| \nabla f_m \|}{\beta} \right] > 0, \]
which implies 
\[ \| \nabla f_m \| \to 0. \]
\[ \square \]
3. A modified parameter-adjusting LM method. In this section, we proposed a modified parameter-adjusting LM (MPALM) method. One and only difference between PALM and MPALM is that the calculation of LM direction in MPALM is altered to

\[ p_k = -[B_k + \mu_k\|F_k\|I]^{-1}\nabla f_k. \]

The proof of global convergence for MPALM is almost the same as PALM.

**Algorithm 2 (MPALM).** Given \( \mu_0 > 0, \eta \in [0, 1/4) \):

```plaintext
for \( k = 0, 1, 2, \ldots \)
    Calculate \( p_k = -[B_k + \mu_k\|F_k\|I]^{-1}\nabla f_k; \)
    Evaluate \( \rho_k \) from (4);
    if \( \rho_k < 1/4 \)
        \( \mu_{k+1} = 4\mu_k; \)
    else
        if \( \rho > 3/4 \)
            \( \mu_{k+1} = \mu_k/2; \)
        else
            \( \mu_{k+1} = \mu_k; \)
    if \( \rho_k > \eta \)
        \( x_{k+1} = x_k + p_k; \)
    else
        \( x_{k+1} = x_k; \)
end (for).
```

The following key lemma can be proved as Lemma 2.1.

**Lemma 3.1.**

\[
m_k(0) - m_k(p_k) \geq \frac{1}{2}\|\nabla f_k\| \min \left[ \|p_k\|, \frac{\|\nabla f_k\|}{\|B_k\|} \right]. \tag{16}\]

**Theorem 3.2.** Let \( \eta = 0 \) be chosen in Algorithm 2 and Assumption 1 be satisfied. Let \( \{x_k\} \) be generated by Algorithm 2. Then we have

\[
\lim_{k \to \infty} \|\nabla f_k\| = 0. \tag{17}\]

**Proof.** The proof is very similar to Theorem 2.2. Define

\[
\beta = \max_{x \in L(x_0)} \|JF(x)\|^T JF(x)\|_2, \text{ (spectral norm)}
\]

\[
\beta_1 = \max_{x \in L(x_0)} \|JF(x)\|_2, \text{ (spectral norm)}
\]

\[
c(x_k, p_k) = \max_{0 \leq t \leq 1} \|\nabla f(x_k + tp_k) - \nabla f(x_k)\|.
\]

We proceed the proof by contradiction. Suppose that there exists \( \varepsilon > 0 \) and an infinite set of positive integers \( N \) such that

\[
\|\nabla f_k\| \geq \varepsilon \quad \forall k \in N. \tag{18}\]

As in the proof of Theorem 2.2, by using Lemma 3.1 we obtain for \( k \in N \) that

\[
|\rho_k - 1| \leq \frac{\|p_k\|}{\|p_k\|, \|\nabla f_k\|} + 2c(x_k, p_k).
\]

Since \( \|F_k\| \geq \|\nabla f_k\|/\beta_1 \), so we have

\[
\lambda_{\min}(B_k + \mu_k\|F_k\|I) \geq \mu_k\|F_k\| \geq \mu_k\varepsilon/\beta_1,
\]
where \( \lambda_{\text{min}}(\cdot) \) denotes the minimal eigenvalue of a matrix. Thus
\[
\| (B_k + \mu_k\|F_k\|I)^{-1} \|_2 = [\lambda_{\text{min}}(B_k + \mu_k\|F_k\|I)]^{-1} \leq [\mu_k\varepsilon/\beta_1]^{-1}.
\]
Recall that \( p_k = -[B_k + \mu_k\|F_k\|I]^{-1}\nabla f_k \), we obtain
\[
\| p_k \| \leq [\mu_k\varepsilon/\beta_1]^{-1}\| \nabla f_k \| = \beta_1\| \nabla f_k \|/[\mu_k\varepsilon].
\]
Let \( \bar{\mu} > \mu_N \), where \( N \) is the first index in \( \mathcal{N} \) be sufficiently large such that when \( \mu_k \geq \bar{\mu}, k \in \mathcal{N} \), \( p_k \) is small enough satisfying
\[
\| p_k \| \leq \frac{\varepsilon}{8\beta}, \quad c(x_k, p_k) \leq \frac{\varepsilon}{16},
\]
then
\[
\beta\| p_k \| + 2c(x_k, p_k) \leq \frac{\varepsilon}{4}.
\]
We have from (19) for \( k \in \mathcal{N} \) with \( p_k \) small enough that
\[
|\rho_k - 1| \leq \frac{1}{4}.
\]
The remainder is similar to the proof of Theorem 2.2.

**Theorem 3.3.** Let Assumption 1 be satisfied and \( \eta \in (0, \frac{1}{4}) \) in Algorithm 2. Suppose that \( \{x_k\} \) is generated by Algorithm 2, then we have
\[
\lim_{k \to \infty} \| \nabla f_k \| = 0.
\]

4. **Numerical Results.** In our numerical experiments, we would like to illustrate the behavior of PALM and MPALM on the following test functions that are obtained from \([8]\). These functions are defined in the following general format:
(a) Dimensions;
(b) Function definition;
(c) Initial point;
(d) Solution.

**Problem 1** (Rosenbrock function).  
(a) \( n = 2, m = 2 \)
(b) \( F_1(x) = 10(x(2) - x(1)^2), F_2(x) = 1 - x(1) \)
(c) \( x_0 = (-1.2, 1) \)
(d) \( x^* = (1, 1) \)

**Problem 2** (Helical valley function).  
(a) \( n = 3, m = 3 \)
(b)
\[
F(x_1, x_2, x_3) = \begin{bmatrix}
10|x_3 - 10\varphi(x_1, x_2)| \\
10\sqrt{x_1^2 + x_2^2 - 1}
\end{bmatrix},
\]
where
\[
\varphi(x_1, x_2) = \begin{cases}
\frac{1}{\pi} \arctan(\frac{x_2}{x_1}), & x_1 > 0 \\
\frac{1}{\pi} \arctan(\frac{x_2}{x_1}) + 0.5, & x_1 < 0
\end{cases}
\]
(c) \( x_0 = (-1, 0, 0) \)
(d) \( x^* = (1, 0, 0) \)

**Problem 3** (Powell badly scaled function).  
(a) \( n = 2, m = 2 \)
(b) \( F_1(x) = 10^4x(1)x(2) - 1, F_2(x) = \exp(-x(1)) + \exp(-x(2)) - 1.0001 \)
(c) \( x_0 = (0, 0.1) \)
(d) \( x^* = (1.098 \cdot 10^{-5}, 9.106) \)
Problem 4 (Powell singular function).  
(a) $n = 4, m = 4$
(b) $F_1(x) = x(1) + 10x(2), \ F_2(x) = \sqrt{5}(3x - x(4))$,  
$F_3(x) = (2x - 2x(3))^2$, $F_4(x) = \sqrt{10}(1 - x(4))^2$
(c) $x_0 = (3, -1, 0, 1)$
(d) $x^* = 0$

Problem 5 (Wood function).  
(a) $n = 4, m = 6$
(b) $F_1(x) = 10x(1) - x(1)^2, \ F_2(x) = 1 - x(1)$,  
$F_3(x) = \sqrt{90}(x(4) - x(3)^2), \ F_4(x) = 1 - x(3)$,  
$F_5(x) = \sqrt{10}(x(2) + x(4) - 2), F_6(x) = (x(2) - x(4))/\sqrt{10}$
(c) $x_0 = (-3, -1, -3, -1)$
(d) $x^* = (1, 1, 1, 1)$

Problem 6 (Trigonometric function).  
(a) $n = 100, m = 100$
(b) $F_k(x) = n + k(1 - \cos(x(k))) - \sin(x(k)) - \sum_{j=1}^n \cos(x(j))$
(c) $x_0 = (1/n, \ldots, 1/n)$
(d) $x^* = 0$

Problem 7 (Brown almost-linear function).  
(a) $n = 200, m = 200$
(b) $F_k(x) = x(k) - (n + 1) + \sum_{j=1}^n x(j), k = 1, \ldots, (m - 1)$,  
$F_m(x) = (\prod_{j=1}^n x(j)) - 1$
(c) $x_0 = (0.005, 0.005, \ldots, 0.005)$
(d) $x^* = (\alpha, \ldots, \alpha, \alpha^{1-n})$, where $\alpha$ satisfies  
$$n \alpha^n - (n + 1)\alpha^{n-1} + 1 = 0.$$  

Problem 8 (Discrete boundary value function).  
(a) $n = 10, m = 10$
(b) $F_k(x) = 2x(k) - x(k - 1) - x(k + 1) + h^2(x(k) + t(k + 1))$ \[ -\frac{1}{2} \]
where  
$$h = 1/(n + 1), \ t(k) = kh, \ x(0) = x(n + 1) = 0$$
(c) $x_0 = (\xi_k)$ with $\xi_k = t(k)(t(k) - 1)$
(d) $x^* = -10^{-4} \cdot (432, 816, 1145, 1410, 1599, 1699, 1691, 1552, 1254, 754)$

Problem 9 (Discrete integral equation function).  
(a) $n = 10, m = 10$
(b)  
$$F_k(x) = x(k) + 0.5h \left[ (1 - t(k))(h) \sum_{j=1}^k t(j)(x(j) + t(j) + 1)^3 
+ t(k) \sum_{j=k+1}^n (1 - t(j))(x(j) + t(j) + 1)^3 \right]$$
where  
$$h = 1/(n + 1), \ t(k) = kh, \ x(0) = x(n + 1) = 0$$
(c) $x_0 = (\xi_k)$ with $\xi_k = t(k)(t(k) - 1)$
(d) $x^* = -10^{-4} \cdot (432, 816, 1145, 1410, 1599, 1699, 1691, 1552, 1254, 754)$

Problem 10 (Broyden tridiagonal function).  
(a) $n = 20, m = 20$
(b) $F_k(x) = (3 - 2x(k))x(k) - x(k - 1) - 2x(k + 1) + 1$ with  
$$x(0) = x(n + 1) = 0$$
(c) $x_0 = (-1, -1, \ldots, -1)$
(d)  
$$x^* = -10^{-4} \cdot (5708, 6819, 7025, 7063, 7071, 7071, 7071, 7071, 7071, 7071, 7071, 7070, 7068, 7064, 7051, 7015, 6919, 6658, 5960, 4164)$$
We set \( \mu_0 = 10^{-3}\|F_0\| \), \( \eta = 0 \). The algorithms are terminated when the norm of derivative of \( f \) at \( x_k \) is less than \( 10^{-5} \), i.e., \( \|\nabla f_k\| \leq 10^{-5} \), or the number of the iterations exceeds \( 100 \cdot n \). The numerical experiments were carried out with MATLAB 2014b on a laptop with 2.3GHz CPU and 4GB memory. The numerical results for PALM and MPALM on those ten numerical problems are presented in Table 1. The second column \((n,m)\) of the table denotes the dimensions of the problems. The third column shows that the initial point is \( x_0, 10x_0 \) or \( 100x_0 \), where \( x_0 \) is defined in the problems. “NF”, “NJ” and “IT” stand for the number of function calculations, Jacobian calculations and the number of iterations, respectively. Note that, for general nonlinear equations, the number of calculations of a Jacobian is usually \( n \) times of that of a function. The sign “-” denotes that the iterations had underflows or overflows.

**Table 1. Numerical results for PALM and MPALM**

| Problem (n,m) | \( x_0 \) | NF | NJ | IT | NF | NJ | IT |
|--------------|-----------|----|----|----|----|----|----|
| 1 (2,2)      | 1         | 43 | 19 | 24 | 41 | 18 | 23 |
|              | 10        | 56 | 27 | 29 | 60 | 30 | 34 |
|              | 100       | 104| 51 | 53 | 117| 56 | 61 |
| 2 (3,3)      | 1         | 16 | 8  | 8  | 17 | 9  | 8  |
|              | 10        | 17 | 9  | 8  | 28 | 12 | 16 |
|              | 100       | 44 | 20 | 24 | 32 | 16 | 16 |
| 3 (2,2)      | 1         | 204| 95 | 109| 221| 96 | 125|
|              | 10        | 174| 84 | 90 | 148| 71 | 77 |
|              | 100       | -  | -  | -  | 85 | 40 | 45 |
| 4 (4,4)      | 1         | 19 | 10 | 9  | 19 | 10 | 9  |
|              | 10        | 25 | 13 | 12 | 27 | 14 | 13 |
|              | 100       | 37 | 19 | 18 | 49 | 25 | 24 |
| 5 (4,6)      | 1         | 159| 67 | 92 | 154| 65 | 89 |
|              | 10        | 167| 71 | 96 | 54 | 25 | 29 |
|              | 100       | 92 | 44 | 48 | 176| 85 | 91 |
| 6 (100,100)  | 1         | 61 | 26 | 35 | 33 | 12 | 21 |
|              | 10        | 55 | 25 | 30 | 61 | 27 | 34 |
|              | 100       | 43 | 21 | 22 | 57 | 25 | 32 |
| 7 (200,200)  | 1         | 7  | 4  | 3  | 9  | 5  | 4  |
|              | 10        | 7  | 4  | 3  | 9  | 5  | 4  |
|              | 100       | 7  | 4  | 3  | 11 | 6  | 5  |
| 8 (10,10)    | 1         | 5  | 3  | 2  | 5  | 3  | 2  |
|              | 10        | 7  | 4  | 3  | 7  | 4  | 3  |
|              | 100       | 19 | 10 | 9  | 19 | 10 | 9  |
| 9 (10,10)    | 1         | 5  | 3  | 2  | 5  | 3  | 2  |
|              | 10        | 7  | 4  | 3  | 7  | 4  | 3  |
|              | 100       | 19 | 10 | 9  | 19 | 10 | 9  |
| 10 (20,20)   | 1         | 9  | 5  | 4  | 9  | 5  | 4  |
|              | 10        | 17 | 9  | 8  | 17 | 9  | 8  |
|              | 100       | 25 | 13 | 12 | 35 | 18 | 17 |

From Table 1, we can see that the performances of PALM and MPALM are almost in the same level. For every numerical problems, the two methods can
always obtain the solutions with different initial points. If we change the stopping
criterion to \( f(x_k) = \frac{1}{2} \| F(x_k) \|^2 \leq 10^{-5} \), the number of iterations will be fewer for
most of the problems.

5. Conclusions. Inspired by the traditional trust region method, we proposed a
parameter-adjusting LM (PALM) method. The main difference between classical
LM method and PALM is that, the LM parameter \( \mu_k \) in PALM is self-adjusted
at each iteration according to the ratio between actual reduction and predicted
reduction. An analogous method can be found in the literature. However, the
global convergence of PALM is proved under a weaker condition.

Next, we will consider the local quadratic convergence of PALM. In the literature,
a local error bound condition is necessary to prove the local quadratic convergence.
A natural question is that, is it possible to relax the local error bound condition?
Another question is, how to accelerate the PALM method to a higher order conver-
gence rate. The papers [1, 2] provide some insights for finding the answers.

Another very important question is about solving nonsmooth (or semismooth)
nonlinear equations by Levernberg-Marquardt method. In the literature, almost all
of the references on LM method focus on solving smooth nonlinear equations. It
is well known that the nonsmooth nonlinear equations have various applications.
Therefore, it is of significant importance for us to study the LM method for non-
smooth equations. Based on the existing results of nonsmooth Newton method, it
is very likely to construct a LM method for solving nonsmooth equations and prove
the corresponding convergence results.
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