Abstract

Individual neurons often produce highly variable responses over nominally identical trials, reflecting a mixture of intrinsic “noise” and systematic changes in the animal’s cognitive and behavioral state. Disentangling these sources of variability is of great scientific interest in its own right, but it is also increasingly inescapable as neuroscientists aspire to study more complex and naturalistic animal behaviors. In these settings, behavioral actions never repeat themselves exactly and may rarely do so even approximately. Thus, new statistical methods that extract reliable features of neural activity using few, if any, repeated trials are needed. Accurate statistical modeling in this severely trial-limited regime is challenging, but still possible if simplifying structure in neural data can be exploited. We review recent works that have identified different forms of simplifying structure—including shared gain modulations across neural subpopulations, temporal smoothness in neural firing rates, and correlations in responses across behavioral conditions—and exploited them to reveal novel insights into the trial-by-trial operation of neural circuits.

Introduction

Widely disseminated optical and electrophysiological recording technologies now enable many research labs to simultaneously record from hundreds, if not thousands, of neurons. Often, a first step towards characterizing the resulting datasets is to estimate the average response of all neurons across a small set of conditions. For example, a subject may be presented different sensory stimuli (images, odors, sounds, etc.) or trained to perform different behaviors (reaching to a target, pressing a lever, etc.), each of which constitutes a different condition. Each condition is then repeated many times, and the neural response is averaged over these nominally identical trials to reduce noise and variability.

Despite their obvious importance, averages represent incomplete (and potentially misleading [29]) summaries of neural data. Trial-to-trial variations in neural activity reflect a variety of interesting processes, including fluctuations in attention and task engagement [12*, 71*, 76, 87], changes-of-mind during decision-making [13, 23, 35, 36, 72], modulations of behavioral variability to promote learning [14], representations of uncertainty [52], changes-in-strategy [75], and modified sensory processing linked to active sensing [22, 93], locomotion [96], and other motor movements [56, 90]. Some of these effects may be disentangled by developing targeted experimental designs [87] or by regressing against behavioral covariates [56, 58, 90]. In other cases, these effects may spontaneously emerge and subside during the course of an experiment and leave little to no
behavioral signature.

While the activity of individual neurons may correlate with these single-trial phenomena, such effects may be subtle and difficult to detect. A unique advantage to collecting simultaneous population recordings is the possibility of pooling statistical power across many individually noisy neurons to characterize short-term fluctuations and long-term drifts in neural circuit activity. One way to approach this goal is to estimate higher-order statistics of the neural response distribution, such as the trial-to-trial response correlations between all pairs of neurons. Unfortunately, as we discuss below, estimating second-order response properties (i.e., covariance structure) generally requires the number of trials per condition to grow super-linearly with the number of neurons, which can quickly become infeasible. Indeed, in modern experiments, the number of simultaneously recorded neurons often outnumbers the number of trials in each behavioral condition.

At the same time, there is a trend toward studying neural circuits in more ethologically relevant settings. This involves studying rich sensory stimuli and spontaneous, unconstrained behaviors which elicit more natural patterns of neural activity. Recent work in visual neuroscience, for instance, has measured activity in response to very diverse sets of natural images \[7, 97\], with as little as two trials per image \[89\]. This is in stark contrast with classical experiments, which presented simple stimuli (e.g. oriented gratings) repeatedly over many trials. Similar trends are present in motor neuroscience, where motion capture algorithms have been leveraged to measure spontaneous animal behaviors \[49, 50\]. Unconstrained motor actions repeat themselves infrequently and inexactly, resulting in few “trials” compared with classical behavioral tasks (e.g. cued point-to-point reaches or lever presses).

Figure 1A summarizes these trends. We selected a small subset of papers from the past thirty years that obtained multi-neuronal recordings, and plotted the total number of trials collected against the number of free variables one could potentially try to estimate. There are a total of \(NC\) such variables for a recording of \(N\) neurons across \(C\) conditions. (For now, we neglect the within-trial temporal dynamics of neural responses; including these dynamics as estimatable parameters would only exacerbate the potential for statistical error.) The greyscale background shows the expected estimation error for second-order statistics under a worst-case scenario where trial-to-trial variations are uncorrelated across neurons and conditions (i.e., variability that is high-dimensional, in a sense that we formally define below). We observe that the number of trials has been growing more slowly than number of parameters we wish to estimate, raising the possibility that our statistical analysis will suffer from greater estimation errors. As these trends continue, traditional experimental designs that assume large numbers of trials over a discrete set of conditions, will become an increasingly ill-suited framework for neural data analysis—under completely unconstrained and naturalistic settings, no two experiences and actions are truly identical so, in some sense, each constitutes a unique condition with exactly one trial.

The solution is to recognize that neural and behavioral data may not be as high-dimensional as they appear. Though we may never see the exact same pattern of neural activity or motor output twice, certain features within these data may be predictable by some (potentially nonlinear) statistical model. If such structure can be captured by a simple (i.e. low-dimensional) model, then the ratio of trials to estimated parameters becomes larger and more favorable to accurate statistical analysis. Such simplifying structures are present in many
neurons * conditions

Figure 1: (A) The number of trials in neural datasets is growing more slowly than the number of simultaneously recorded neurons and sampled behavioral conditions. Scatter plot color corresponds to year of publication on an ordinal scale (see legend). Grayscale heatmap shows the worst-case error scaling for covariance estimation [94*]—the contours are $O(N C \log N C)$ for a dataset with $N$ neurons and $C$ conditions. Darker shades correspond to larger error. (B) Low-dimensional visualizations of trial-to-trial variability in static (top row) and dynamic (bottom row) neural responses. Left, trial average in two conditions (blue and red). In the dynamic setting, neural firing rates evolve along a 1D curve parameterized by time. In the static setting, responses are isolated points in firing rate space. Middle, same responses with independent single-trial variability illustrated in each dimension. Right, same responses with correlated variability. The positive correlations in the top panel are “information limiting” because they increase the overlap between the two response distributions, degrading the discriminability of the two conditions (see, e.g., [2]). In the bottom panel, correlations in neural response amplitudes result in trajectories that are preferentially stretched or compressed along particular dimensions from trial-to-trial (see [104*] for a class of models that are adapted to this simplifying structure).

neural datasets. For example, trial-to-trial variability may arise from a small number of internal state variables (e.g. fluctuations in attention), neuron-by-neuron covariance might be concentrated along a small number of dimensions (i.e., approximately low-rank), and natural behavior may be composed of a small number of relatively stereotyped movements. The success of single-trial neural data analysis is predicated on identifying and exploiting these simplifying structures in neural data, as exemplified by the recent advances we highlight below.

Statistical challenges in trial-limited regimes

In a pioneering study from the early 1990’s, Zohary et al. [111] measured responses from co-recorded neuron pairs over 100 sessions in primates performing a visual discrimination task. They found weak, but detectable, correlations in the neural responses over trials—when one neuron responded with a large number of spikes, the co-recorded neuron often had a slightly higher probability of emitting a large spike count. Though this result may appear innocuous, the authors were quick to point out that even weak correlations could drastically impact the signalling capacity of sensory cortex (fig. 1B). This finding inspired many experimental and theoretical investigations into “noise correlations,” which now comprise one of the most developed bodies of scientific work on trial-to-trial variability (for reviews, see [2, 38]).

The fact that Zohary et al. [111] were technologically limited to recording two neurons at once came with a
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\[ N(N - 1)/2 = 499500 \] pairs of neurons, the number of free parameters (correlation coefficients between unique neuron pairs) was vastly larger than the number of independent observations. Intuitively, if the correlations between neuron pair A-B and neuron pair B-C were mis-estimated, then the estimated correlation between neurons A and C would also likely be inaccurate, since the same set of trials were used for the underlying calculation. The authors were forced to grapple with an increasingly common question: how many neurons and trials must be collected to ensure the overall conclusions were accurate?

Established results in high-dimensional statistics and random matrix theory provide answers to questions like this \[94^*, 99\]. One of these results states that \(O(d \log N)\) observations (i.e., trials) are needed to accurately estimate a \(N \times N\) covariance matrix, \(\Sigma\), to a specified error tolerance. Here, \(d\) measures the effective dimensionality of the covariance matrix; formally, \(d = \text{Tr}[\Sigma]/\|\Sigma\|\) (see section 5.6 of \[94^*\]).\(^1\) Intuitively, \(d\) is large when trial-to-trial variability equally explores every dimension of neural firing rate space (as in fig. 1B, “uncorrelated variability”). Conversely, \(d\) is small when there are large correlations in a small number of dimensions, such that many dimensions are hardly explored relative to high-variance dimensions. In the worst case scenario where variability is equal across all dimensions (“isotropic”) and heavy-tailed, we would have \(d = N\) and require \(O(N \log N)\) trials, which may be infeasible to collect.

Fortunately, Rumyantsev et al. \[77^*\] provide empirical evidence and a simple circuit model which suggest that the eigenvalues of \(\Sigma\) decay rapidly. This corresponds to the statistically tractable setting where \(d\) is much

\[^1\text{If the tails of the neural response distribution decay sufficiently fast, this bound can be improved from } O(d \log N) \text{ to } O(d) \text{ trials needed to accurately estimate } \Sigma [95].\]
smaller than \( N \). Bartolo et al. [3] contemporaneously reported similar results under different experimental conditions and in nonhuman primates. Overall, these works provide some of the strongest evidence to date that noise correlations do indeed limit the information content of large neural populations. The effect of noise correlations more generally—e.g., in concert with behavioral state changes [57], and in response to more diverse stimuli [74]—remains a subject of active research.

For us, the key takeaway is that the presence of simplifying structures (e.g., low dimensionality) enables accurate statistical analysis when we collect data from many more neurons and behavioral conditions than trials. We can leverage formal results from high-dimensional statistics to sharpen this conceptual lesson into quantitative guidance for experimental designs.

**Gain modulation and low-rank matrix decomposition**

In the last section, we discussed covariance estimation. It is useful to view this problem as a special case of maximum likelihood estimation (MLE). Given a recording of \( N \) neurons, we observe neural responses \( \{x_1, x_2, \ldots, x_K\} \), where each \( x_k \in \mathbb{R}^N \) is a vector holding the population response on trial \( k \in \{1, 2, \ldots, K\} \). Now, assume that each response is sampled independently from a multivariate normal distribution with mean \( \mu \) and covariance \( \Sigma \); that is, \( x_k \sim \mathcal{N}(\mu, \Sigma) \) for every trial index \( k \). It is a simple exercise to show that the parameter estimates that maximize the log-likelihood, \( \log p(\{x_1, \ldots, x_K\} | \mu, \Sigma) \), are the empirical mean, \( \tilde{\mu} = \frac{1}{K} \sum_{k=1}^K x_k \), and the empirical covariance, \( \tilde{\Sigma} = \frac{1}{K} \sum_{k=1}^K (x_k - \tilde{\mu})(x_k - \tilde{\mu})^\top \).

We saw that this maximum likelihood estimate of the covariance matrix is provably more accurate in trial-limited regimes when the true covariance is effectively low-dimensional [95]. This scenario corresponds to the covariance being approximately low-rank—i.e., there is some \( N \times d \) matrix \( U \), for which \( \Sigma \approx UU^\top \). Other modeling assumptions can achieve similar effects. For example, Wu et al. [107*] developed a model with Kronecker product structure to model variability across multiple data modalities (odor conditions and neurons). Integrating data from multiple modalities into a unified model is a nascent theme of recent research in neuroscience [20, 54, 62, 83, 104*], and is already well-established in other areas of computational biology [110*].

Using a multivariate normal distribution to model single-trial responses is often mathematically convenient and computationally expedient. However, it is usually not an ideal model. For example, if we count the number of spikes in small time windows as a measure of neural activity, a Poisson distribution is typically used to model variability at the level of single neurons [64]. Extending the Poisson distribution to the multivariate setting turns out to be a somewhat advanced and nuanced subject [33]. A simple approach is to introduce per-trial latent variables, which induce correlated fluctuations across neurons. For example, suppose the number of spikes fired by neuron \( n \) on trial \( k \) is modeled as \( X_{nk} \sim \text{Poisson}(u_n^\top v_k) \), where \( u_n \in \mathbb{R}^r \) and \( v_k \in \mathbb{R}^r \) are vectors holding \( r \) “components” or latent variables for each neuron and trial. It is useful to reformulate this model using matrix notation. Let \( \Lambda = UV^\top \), where the matrices \( U \in \mathbb{R}^{N \times r} \) and \( V \in \mathbb{R}^{K \times r} \) are constructed by stacking the vectors \( u_n \) and \( v_k \), row-wise. We can interpret \( \Lambda \) as a matrix of estimated firing rates, which, in expectation,
Figure 2: Matrix factorization methods for single-trial analysis.  
(A) Schematic firing rate traces of three neurons demonstrating correlated gain-modulation: the peak responses in all three neurons are scaled by a common factor on each trial.  
(B) A rank-1 NMF model over 9 neurons and 9 trials. The neural responses on each trial are taken to be the peak evoked firing rate as illustrated in panel A. The data $X$ (black-to-white heatmap) are approximated by the outer product of two vectors, $uv^\top$ (respectively shown as blue and red stem plots).  
(C) Interpretation of a rank-3 NMF model as an idealized neural circuit. Low-dimensional neuron factors, $U$, correspond to synaptic weights, while trial factors, $v_k$ for trial $k$, correspond to input amplitudes (a related circuit interpretation is provided in [104]).  
(D) A schematic data matrix containing responses from 9 neurons over 9 trials is modeled as the sum of three rank-1 components (overall, a rank-3 model).  
(E) Spike-triggered ensemble analysis of retinal ganglion neurons in Salamander retina. NMF-identified components correspond to localized visual inputs that correspond to presynaptic bipolar cells; these signals are mixed together in PCA-identified components (panel adapted from [47]).  
(F) Demonstration of the “rotation problem” in PCA. Left, a rank-three data matrix holding a multivariate time series. Right, temporal factors identified by PCA and NMF (colored lines). Dashed black line denotes zero loading. In this case, the decomposition by NMF is unique (up to permutations; [17]), unlike PCA.
equals the observed spikes counts—i.e., our model is that \( \mathbb{E}[X] = \Lambda = UV^\top \), where \( X \) is an \( N \times K \) matrix holding the observed spike counts, and noise is Poisson-distributed (i.i.d. across neurons and trials).

This model is a special case of a low-rank matrix factorization (Box 2)—a versatile framework that encompasses many familiar methods including PCA, k-means clustering, and others [92\*]. Now we ask: given \( X \), what are good values for \( U \) and \( V \)? One answer is to choose \( U \) and \( V \) to maximize the log-likelihood of the data. After removing an additive constant from the log-likelihood function, we arrive at the following optimization problem:

\[
\begin{align*}
\text{maximize} \quad & \sum_{n=1}^{N} \sum_{k=1}^{K} X_{nk} \log \Lambda_{nk} - \Lambda_{nk} \\
\text{subject to} \quad & \Lambda = UV^\top; \quad U \geq 0; \quad V \geq 0.
\end{align*}
\]

We have included nonnegativity constraints which ensure that \( \Lambda \geq 0 \); i.e., the predicted firing rates are, quite sensibly, nonnegative. Alternatively, we could have dropped the nonnegativity constraints, and set \( \Lambda = \exp(UV^\top) \), where the exponential is applied elementwise. However, the factor matrices are typically easier to interpret when they are nonnegative, as demonstrated by Lee and Seung [40], who popularized the model in eq. (1) under the name of nonnegative matrix factorization (NMF). An alternative form of NMF is nearly identical, but uses a least-squares criterion instead of the Poisson log-likelihood (see [25] for a modern review of NMF).

NMF is of immense importance to modern neural data analysis. Variants of this method underlie a number of popular analyses: cell extraction methods in calcium imaging [69, 109], sequence detection methods in neural spike trains [48, 68], methods to parcelate widefield imaging videos into functional regions [81], and models of grid cell pattern formation [18, 86]. In the context of single-trial analysis, NMF can be interpreted as a model of gain modulation (fig. 2A), which is a widely studied phenomenon in sensory and motor circuits [21, 66]. For example, in a rank-1 NMF model, the firing rate matrix is factorized by a pair of vectors, \( \Lambda = uv^\top \) (fig. 2B). We can interpret \( u \) as being proportional to the trial-averaged firing rate of all \( N \) neurons. On trial \( k \), the predicted firing rates are \( \Lambda(\cdot,k) = v_k u \), which is simply the average response re-scaled by a nonnegative gain factor, \( v_k \). It has been hypothesized that such gain modulations play a key role in tuning the signal-to-noise ratio of sensory representations, with larger gain factors corresponding to attended inputs [71\*, 73].

NMF can also model more complex patterns of single-trial variability. In particular, an NMF model with \( r \) low-dimensional components (i.e. a rank-\( r \) model) can capture independent gain modulations over \( r \) neural sub-populations (fig. 2C-D). Despite differing in some details, recent statistical models of sensory cortex bear a strong similarity to this framework [30, 71\*, 100, 101]. We thus view this conceptual connection between NMF—a general-purpose method with many applications outside of neuroscience [26]—and the neurobiological principle of gain modulation as a useful and unifying intuition.

Recent work has also applied NMF to spike-triggered analysis of visually-responsive neurons. Here, the data matrix \( X \) is a \( S \times K \) matrix holding the spike-triggered ensemble: the \( k \)th column of \( X \) contains the visual stimulus (reshaped into a vector) that evoked the \( k \)th spike in the recorded neuron. In this context, trial-to-trial variability
The expression $\mathbf{X} = \mathbf{U}\mathbf{V}^\top$ is called a matrix factorization (or matrix decomposition) of $\mathbf{X}$. We call $\mathbf{U}$ and $\mathbf{V}$ factor matrices and the columns of these matrices factors. This terminology is analogous to factoring natural numbers: the expression $112 = 7 \cdot 16$ is a factorization of 112 into the factors 7 and 16. Low-rank factorizations are a common element of many statistical models: given a data matrix $\mathbf{X} \in \mathbb{R}^{m \times n}$, these models posit a low-rank approximation $\mathbf{X} = \mathbf{U}\mathbf{V}^\top$, where $\mathbf{U} \in \mathbb{R}^{m \times r}$, $\mathbf{V} \in \mathbb{R}^{n \times r}$ and $r < \min(m, n)$ is the rank of $\mathbf{X}$. This model summarizes the $mn$ datapoints held in $\mathbf{X}$ with $mr + nr$ model parameters, which may be substantially smaller. Intuitively, this corresponds to a form of dimensionality reduction since the dataset is compressed into an low-dimensional (i.e., $r$-dimensional) subspace.

Adding constraints and regularization terms on the factor matrices is often very useful [92*]. For example, if $\mathbf{F} \in \mathbb{R}^{r \times r}$ denotes an arbitrary invertible matrix, and if $\mathbf{U}$ and $\mathbf{V}$ are optimal factor matrices by a log-likelihood criterion, then $\mathbf{U}\mathbf{F}^{-1}$ and $\mathbf{V}\mathbf{F}^\top$ are also optimal factor matrices since $(\mathbf{U}\mathbf{F}^{-1})(\mathbf{V}\mathbf{F}^\top)^\top = \mathbf{U}\mathbf{F}^{-1}\mathbf{F}\mathbf{V}^\top = \mathbf{U}\mathbf{V}^\top$. In the context of PCA and factor analysis, this invariance is called the “rotation problem.” This degeneracy of solutions hinders the interpretability of the model—ideally, the pair of factor matrices that maximize the log likelihood would be unique (up to permutation and re-scaling components). This can sometimes be accomplished by adding nonnegativity constraints (as in NMF; [17]) or L1 regularization (as in sparse PCA; [114]). The tensor factorization model we discuss in this review (see [104*]) are also essentially unique under mild conditions. Kolda and Bader [39] review these conditions and other forms of tensor factorizations (namely, Tucker decompositions) that do not yield unique factors.

Box 2 — Matrix Factorization

The expression $\mathbf{X} = \mathbf{U}\mathbf{V}^\top$ is called a matrix factorization (or matrix decomposition) of $\mathbf{X}$. We call $\mathbf{U}$ and $\mathbf{V}$ factor matrices and the columns of these matrices factors. This terminology is analogous to factoring natural numbers: the expression $112 = 7 \cdot 16$ is a factorization of 112 into the factors 7 and 16. Low-rank factorizations are a common element of many statistical models: given a data matrix $\mathbf{X} \in \mathbb{R}^{m \times n}$, these models posit a low-rank approximation $\mathbf{X} = \mathbf{U}\mathbf{V}^\top$, where $\mathbf{U} \in \mathbb{R}^{m \times r}$, $\mathbf{V} \in \mathbb{R}^{n \times r}$ and $r < \min(m, n)$ is the rank of $\mathbf{X}$. This model summarizes the $mn$ datapoints held in $\mathbf{X}$ with $mr + nr$ model parameters, which may be substantially smaller. Intuitively, this corresponds to a form of dimensionality reduction since the dataset is compressed into an low-dimensional (i.e., $r$-dimensional) subspace.

Adding constraints and regularization terms on the factor matrices is often very useful [92*]. For example, if $\mathbf{F} \in \mathbb{R}^{r \times r}$ denotes an arbitrary invertible matrix, and if $\mathbf{U}$ and $\mathbf{V}$ are optimal factor matrices by a log-likelihood criterion, then $\mathbf{U}\mathbf{F}^{-1}$ and $\mathbf{V}\mathbf{F}^\top$ are also optimal factor matrices since $(\mathbf{U}\mathbf{F}^{-1})(\mathbf{V}\mathbf{F}^\top)^\top = \mathbf{U}\mathbf{F}^{-1}\mathbf{F}\mathbf{V}^\top = \mathbf{U}\mathbf{V}^\top$. In the context of PCA and factor analysis, this invariance is called the “rotation problem.” This degeneracy of solutions hinders the interpretability of the model—ideally, the pair of factor matrices that maximize the log likelihood would be unique (up to permutation and re-scaling components). This can sometimes be accomplished by adding nonnegativity constraints (as in NMF; [17]) or L1 regularization (as in sparse PCA; [114]). The tensor factorization model we discuss in this review (see [104*]) are also essentially unique under mild conditions. Kolda and Bader [39] review these conditions and other forms of tensor factorizations (namely, Tucker decompositions) that do not yield unique factors.

corresponds to variation in the stimulus preceding each spike. The classic method of spike-triggered covariance analysis [82], captures this variability by a low-rank decomposition of the empirical covariance matrix—in essence, applying PCA to $\mathbf{X}$. Liu et al. [47] showed that NMF extracts more interesting and physiologically interpretable structure. When applied to data from retinal ganglion cells, NMF factors closely matched the location of presynaptic bipolar cell receptive fields, which were identified by independent experimental measurements (fig. 2E). Subsequent work by Shah et al. [84*] sharpened the spike-triggered NMF model in several respects to achieve impressive results on nonhuman primate retinal cells and V1 neurons.

The one-to-one matching of NMF factors to interpretable real-world quantities is a remarkable capability. In contrast, the low-dimensional factors derived from PCA generally cannot be interpreted in this manner due to the “rotation problem” described in Box 2 and illustrated in Figure 2F. In essence, PCA only identifies the linear subspace containing maximal variance in the data, and there are multiple equivalent coordinate systems that describe this subspace. Under certain conditions (outlined in [17]), the additional constraints in the NMF objective cause the solution to be “essentially unique” (that is, unique up to permutations and scaling transformations). This markedly facilitates our ability to interpret the features derived from NMF, and is one of the main explanations for the method’s widespread success.
Figure 3: Models for trial-to-trial variability in temporal dynamics (A) Left, correlation between pursuit latency (reaction time) and neural response latency in a single-neuron recording from a nonhuman primate performing smooth eye pursuits. Right, correlation in response latency between two co-recorded neurons in the same task. All units are z-scored. Large black dots denote averages over quintiles. (Adapted from [41].) (B) Left, diagram illustrating three trials containing four behavioral actions. Right, time warping functions that align the three trials. The “canonical trial” defines the identity line, and time is re-scaled on the two other trials to align each behavioral action. This manual alignment procedure is used in refs. [37, 42]. (C) Activity from a neuron in rat motor cortex with spike times aligned to lever press (red arrow, left) and aligned by unsupervised time warping (right). Importantly, the warping functions were fit only to neural data from simultaneously recorded neurons—the discovery of spike time oscillations demonstrates that variability in timing is correlated across cells, and thus generalizes effectively on this heldout neuron. (Adapted from [105].) (D) Illustration of how trial-to-trial variability in time warping and gain-modulated population dynamics respectively affect the speed and scale of firing rate trajectories. Top panels show firing rate traces from two neurons, while bottom plots show the trajectory in a low-dimensional state space. (E) Schematic illustration of the canonical tensor decomposition model. (F) A set of three low-dimensional factors derived from tensor decomposition. The model identifies a sub-population of neurons (blue) whose within-trial dynamics (red) grow in amplitude at the onset of learning (green). (Adapted from [104].)
Single-trial variability in temporal dynamics

Thus far, we have discussed models that treat neural responses as a static quantity on each trial. However, theories spanning motor control [98], decision-making [28], odor discrimination [106], and many other domains, all predict that the temporal dynamics of neural circuits are crucial determinants of behavior and cognition. Similar to how trial-to-trial variability in neural amplitudes can be described by a small number of shared gain factors, variability in temporal activity patterns also tends to be shared across neurons. For example, the latency of neural responses can correlate with behavioral reaction times on a trial-by-trial basis. Similarly, the latencies of co-recorded neuron pairs are often correlated [1, 41] (fig. 3A).

The temporal patterning of population dynamics can also vary in more complex ways. In many experiments, each trial is composed of a sequence of sensory cues, behavioral actions, and reward dispensations. The time delays between successive events often vary on a trial-by-trial basis, resulting in nonlinear warping in the time course of neural dynamics (fig. 3B). These misalignments can obscure salient features of the neural dynamics, and thus it is often crucial to correct for them. This has sometimes been done in a human-supervised fashion by warping the time axis to align salient sensory and behavioral key points across trials [37, 42]. Recent work has demonstrated the effectiveness of unsupervised time warping models, which are fit purely on neural population data and are agnostic to alignment points identified by human experts [19, 105*]. Such models provide a data-driven approach for time series alignment, which can uncover unexpected features in the data—for example, Williams et al. [105*] found ~7 Hz oscillations in spike trains from rodent motor cortex, which were not time-locked to paw movements or the local field potential (fig. 3C).

Beyond time warping, we are also interested in trial-to-trial changes in the trajectory's shape. For example, geometrical features like rotations [10], tangling [78], divergence [79], and curvature [85*], have been used to describe population dynamics in primary and supplementary motor cortex. While such analyses are often carried out at the level of trial averages, estimates of single-trial trajectories can be derived via well-established methods including PCA [11], Gaussian Process Factor Analysis (GPFA; [108]), and, more recently, artificial neural networks [63].

However, some datasets contain thousands of trials from the same population of neurons over multiple days [16]. In these cases, applying methods like PCA and GPFA produces thousands of estimated low-dimensional trajectories (one for each trial). It is infeasible to visually digest and interpret such a large number of trajectories when they are overlaid on the same plot. But if we hypothesize that trial-to-trial variation is well-described by simple transformations—e.g., time warping or gain modulation (fig. 3D)—we can develop statistical models that exploit this structure to reduce the dimensionality both across trials and neurons.

Tensor factorization (or tensor decomposition) models [39] can be used to model population activity as a small number of temporal factors that are gain-modulated across trials. Neural data are represented in a 3-dimensional data array (called a “tensor”) comprising neurons, timebins, and trials (fig. 3E, left). The data are then approximated by a three-way factorization, which is a straightforward generalization of the matrix factorization methods described in the last section. This produces three intertwined sets of low-dimensional factors.
factors (fig. 3E, right). Each triplet of factors describes a sub-population of neurons (blue), with a characteristic temporal firing pattern (red), with per-trial gain modulation (green).

When successful, tensor factorization can achieve a much more aggressive degree of dimensionality reduction than matrix factorization. For example, one demonstration in Williams et al. [104] on mouse prefrontal cortical dynamics shows that a tensor decomposition model utilizes 100-fold fewer parameters than a PCA model with nearly equal levels of reconstruction accuracy. Intuitively, this dramatic reduction in dimensionality (without sacrificing performance) facilitates visualization and interpretation of the data. For instance, Figure 3F shows one low-dimensional tensor component which identifies a sub-population of neurons whose activity grew in magnitude over the course of learning in a nonhuman primate learning to adapt to a visuomotor perturbation in a brain-computer interface task. By additionally reducing the dimensionality of the data across trials, tensor factorization is uniquely suited to pull out such trends in neural data. Like NMF, tensor factorizations are unique under weak assumptions (see [39]), particularly if nonnegativity constraints are additionally incorporated into the model [43]. Thus, unlike PCA, tensor factorizations do not suffer from the “rotation problem” (see Box 2 and fig. 2F), and so the extracted factors are more amenable to direct interpretation.

Finally, low-rank and non-negative matrix factorization, time-warping models, and tensor factorizations can all be seen as probabilistic models in which each trial is endowed with latent variables that specify its unique features. Hierarchical Bayesian models [24] generalize these notions by specifying a joint distribution over the entire dataset, combining information across trials to estimate global parameters (e.g., per-neuron factors) while simultaneously allowing latent variables (e.g., per-trial gain factors) to capture trial-by-trial variability. Of particular interest are hierarchical state space models [27, 45, 65], which model each trial as a sample of a stochastic dynamical system. For many problems of interest, we can formulate existing computational theories and hypotheses as dynamical systems models governing how a neural population’s activity evolves over time [44, 113]. Hierarchical state space models additionally generalize to include latent variables associated with each behavioral condition, brain region, recording session, subject, and so on. As neuroscience progresses to study more complex and naturalistic behaviors, hierarchical models that pool statistical power while capturing variability across trials, conditions, subjects, and sessions will be a critical component of our statistical toolkit.

**Open questions, challenges, and opportunities**

What scientific discoveries might statistical models with single-trial resolution help us unlock? In general, we expect these methods to be most informative when behavioral performance is changing and unstable. Fluctuations in attention, which are thought to correlate with population-wide gain modulations in sensory areas, represent a relatively simple and statistically tractable example that we reviewed above in detail. More difficult tasks will often produce larger levels of trial-to-trial variability, reflecting changes in the animal’s uncertainty, strategy, and appraisal of evidence, all of which may evolve stochastically over time during internal deliberation [72]. Capturing signatures of these effects in neural dynamics remains challenging [8], and simple modeling assumptions like gain modulation and time warping may be insufficient to capture the full scope of
these complexities. State space models that optimize a set of stochastic differential equations governing neural dynamics are a promising and still evolving line of work on this subject [112, 113].

Trial-to-trial variability may also be heightened during incremental, long-term learning of complex tasks [15]. This, too, represents a promising application area in which statistical methods that capture the gradual emergence of learned dynamics could connect neurobiological data to classical theories of learning. For example, learning dynamics for hierarchically structured tasks (e.g. the categorization of objects into increasingly refined sub-categories) are expected to advance in discrete, step-like stages [53]—a prediction that was recently verified in artificial deep networks [80]. Similar opportunities originate in theories of reinforcement learning, which have heavily influenced neuroscience research for decades [59]. Here again, state space models offer a promising approach toward translating the constraints of competing theories into statistical models that can be tested against data [44].

More broadly, as illustrated in Figure 1A, we expect the field's trend towards complex experiments with trial-limited regimes to increasingly necessitate the adoption of statistical models with single-trial resolution. Indeed, naturalistic animal behavior does not neatly sort itself into a discrete set of conditions with repeated trial structure. We can sometimes dispense with the notion of trials altogether and characterize neural activity by directly analyzing the streaming time series of neural and behavioral data—analyses leading to the discovery of place cells, grid cells, and other functional cell types involved in navigation are prominent examples of this [55]. However, the relationships between neural activity and behavior are not always so regular and predictable. In many cases, it is useful to extract approximate trials (i.e., inexact repetitions of a behavioral act or a pattern of neural population activity) from unstructured time series. Methods such as MoSeq [49], recurrent switching dynamical systems [46], dimensionality reduction and clustering based on wavelet features [5], and spike sequence detection models [48, 68, 70, 103], have been used for this purpose. However, the time series clustering problem these methods aim to solve is very challenging, and it is still an active area of research.

Finally, although descriptive statistical summaries are a key step towards understanding complex neural circuit dynamics, neuroscientists should aim to integrate trial-by-trial analyses more deeply into the design and execution of causal experiments. For example, the neural sub-populations identified by latent variable models could potentially be manipulated by emerging optogenetic stimulation protocols for large-scale populations [51], or targeted perturbations to brain-computer interfaces [60]. Such interventions will be critical if we hope to build causal links between neural population dynamics and animal behavior. Translating statistical modeling assumptions into biological terms—such as the connection between low-rank matrix factorization and gain modulation highlighted in this review—can help facilitate these interactions between experimental and theoretical research.
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