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This paper extends to Continuous-Time Jump Markov Decision Processes (CTJMDP) the classic result for Markov Decision Processes stating that, for a given initial state distribution, for every policy there is a (randomized) Markov policy, which can be defined in a natural way, such that at each time instance the marginal distributions of state-action pairs for these two policies coincide. It is shown in this paper that this equality takes place for a CTJMDP if the corresponding Markov policy defines a nonexplosive jump Markov process. If this Markov process is explosive, then at each time instance the marginal probability, that a state-action pair belongs to a measurable set of state-action pairs, is not greater for the described Markov policy than the same probability for the original policy. These results are used in this paper to prove that for expected discounted total costs and for average costs per unit time, for a given initial state distribution, for each policy for a CTJMDP the described a Markov policy has the same or better performance.
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1. Introduction. One of the fundamental facts in the theory of discrete-time Markov decision processes (MDPs) states that, if an initial state distribution is fixed, then for an arbitrary policy there exists a Markov policy such that for each time epoch the marginal distributions of state-action pairs for these policies coincide. This fact was established by Derman and Strauch [4] and Strauch [25]. The corresponding Markov policy chooses actions at a state \( x \) at an epoch \( t \) with the same probability distribution as the original policy does at epoch \( t \) under the condition that the process visits the state \( x \) at epoch \( t \). Since most of the major performance criteria, including expected total discounted costs and average costs per unit time, depend only on marginal distributions of state-action pairs, this theorem implies that for a given initial state distribution the optimal values of major performance criteria for the classes of all and Markov policies are equal. This fact means that, if an initial distribution is fixed, the decision maker may use only (possibly randomized) Markov policies.

This paper establishes the similar fact for continuous-time jump Markov decision processes (CTJMDPs). We show that the described equality of state-action marginal distributions holds if the jump Markov process defined by the corresponding Markov policy is nonexplosive, that is, the number of jumps on each finite interval of time is finite with probability 1. Of course, the notion of explosiveness is applicable only to continuous-time processes because stochastic sequences are always nonexplosive. In general, when the corresponding Markov policy may define an explosive Markov process, the results of this paper imply an inequality rather than the equality. According to this inequality, at each time instance the probability of the event, that a state-action pair belongs to a measurable set of state-action pairs for the described Markov policy, is not greater that the probability of the same event for the original policy. The question, whether the equality always holds, remains open.
We recall that for discrete time the equivalence of arbitrary and Markov policies is proved by induction in the time parameter in [4, 25] and in other places. Of course, induction in the time parameter is not applicable to continuous time problems. Our proofs are based on the fact that for CTJMDPs transition probabilities for marginal distributions of states satisfy an analogue to Kolmogorov’s forward equation. This fact was established by Kitaev [18] for problems with bounded intensities, strengthened by Guo and Song [13] and by Piunovskiy and Zhang [24] to certain non-explosive CTJMDPs, and further strengthened in this paper to possibly explosive CTJMDPs.

Studies of Kolmogorov’s equations for jump Markov processes were pioneered by Feller [11], who investigated processes with possibly unbounded transition rates continuous in the time parameter. In particular, reference [11] includes the results stating that transition probabilities of jump Markov processes are solutions of Kolmogorov’s forward equation. Feller clarified later in the erratum to [11] that these results were obtained in [11] only for nonexplosive processes. The question whether transition probabilities for explosive jump Markov processes are minimal solutions of Kolmogorov’s forward equation remained open for a long time. This question and the similar question for Kolmogorov’s backward equation were answered positively in Feinberg et al. [8], where jump Markov process with measurable transition rates were considered; see also additional results in [9]. This fact for forward equation plays the central role in the proofs in this paper.

Section 2 of this paper describes the model. Section 3 presents the main results whose proofs are provided in Section 5. Section 4 applies the results on Kolmogorov’s forward equations from [8, 9] to Markov processes defined by Markov policies for CTJMDPs. In Section 6 we show that Markov policies are not worse than arbitrary ones for the total expected discounted costs and for average-cost per unit time.

We remark that for discrete-time MDPs, a general policy makes decisions based on the history that includes the current state, time, and previous states and actions. The decisions may be randomized. Defining past-dependent and randomized policies for CTJMDPs is a more delicate matter than for discrete-time MDPs. Early publications on CTJMDPs [12, 16, 20, 21] dealt only with Markov policies. For Markov policies the corresponding Markov processes are defined via Kolmogorov’s forward equation; see Guo and Hernández-Lerma [12] for details, where the theory of countable-state CTJMDPs is described. In particular, the results of Section 6 imply that many currently available results on the existence of optimal and nearly optimal policies within the class of randomized Markov policies hold in the stronger sense because the corresponding policies are also optimal or nearly optimal within the broader class of history-dependent policies.

Yushkevich [27, 28] defined history dependent policies for CTJMDPs with bounded jump rates. For such policies, decisions can be chosen at any time and they depend on the finite sequence $x_0, t_1, x_1, \ldots, t_n, x_n, t$ of the previous states and jump epochs, the current state, and the current time, where $0 < t_1 < t_2 < t_3 < \ldots$ and $t_n < t$. The arguments relevant to the Ionescu Tulcea theorem [22, Proposition V.1.1] were used in [27, 28] to construct stochastic processes defined by policies and initial state distributions. These arguments can be extended to CTJMDPs with unbounded jump rates. Yushkevich [29] also used this approach to reduce CTJMDPs with expected total costs to discrete-time MDPs with actions being the functions of the time parameters with values in the action space. Feinberg [5] described the relations between the expected times, during which actions are used between jumps, and actions chosen at the jump epochs. Feinberg [6, 7] used this relation to reduce discounted CTJMDPs to MDPs with the same action sets as in the CTJMDP.

Kitaev [18] used Jacod’s [14] results on multivariate point processes and their compensators to provide an equivalent and more elegant construction of stochastic processes for possibly history dependent policies for CTJMDPs. It was observed by Kitaev [18] that, for a properly defined sample space $(\Omega, \mathcal{F})$ with a filtration, each policy explicitly defines a predictable random measure. This random measure and an initial state distribution define a jump stochastic process such that the compensator of the random measure for the multivariate point process generated by jumps of
this stochastic process is the predictable random measure defined by the policy. Thus, a policy and an initial state distribution define the appropriate jump stochastic process.

In conclusion, we remark that the notions of randomized policies have different meanings for MDPs and CTJMDPs. For MDPs, a randomized policy may choose actions randomly at each time instance. For continuous time such policies may not define measurable stochastic processes; Kallianpur [17, Example 1.2.5]. For CTJMDPs, randomized policies are defined as regular policies for the problem with action sets replaced with the sets of probability measures on action sets. For example, this means that randomized policies may use transition rates being convex combinations of transition rates in the original models. For this reason, randomized policies for CTJMDPs are often called relaxed, which is a more precise term. In this paper we mostly consider only relaxed policies, and the terms “randomized” and “relaxed” are used only at the end of Section 6.

2. Model description. In this section we introduce basic notations, define CTJMDPs, and provide the construction of jump stochastic processes defined by policies and initial state distributions. Recall that a measurable space $(S, \mathcal{S})$ is called a standard Borel space, if there is a measurable one-to-one correspondence $f$ of this space onto a Polish (complete, separable, metric) space endowed with its Borel $\sigma$-algebra such that the correspondence $f^{-1}$ is also measurable. We usually write $(S, \mathfrak{B}(S))$ instead of $(S, \mathcal{S})$ for a standard Borel space. If $S' \in \mathfrak{B}(S)$, then we consider the $\sigma$-algebra $\mathfrak{B}(S') = \{\overline{S} \cap S' : \overline{S} \in \mathfrak{B}(S)\}$ on the set $S'$. The measurable space $(S', \mathfrak{B}(S'))$ is also a standard Borel space. If we add an isolated point $s' \notin S$ to a standard Borel space $S$, then we consider the $\sigma$-algebra $\mathfrak{B}(S \cup \{s'\}) = \sigma(\mathfrak{B}(S), \{s'\})$, where $\sigma(E)$ denotes the $\sigma$-algebra generated on a set by the set $E$ of its subsets. Of course, $(S \cup \{s'\}, \mathfrak{B}(S \cup \{s'\}))$ is also a standard Borel space. We denote by $\mathcal{P}(S)$ the set of all probability measures on $(S, \mathfrak{B}(S))$. For two standard Borel spaces $(S, \mathfrak{B}(S))$ and $(\tilde{S}, \mathfrak{B}(\tilde{S}))$, a transition probability $\pi(\cdot|\cdot)$ from $(S, \mathfrak{B}(S))$ to $(\tilde{S}, \mathfrak{B}(\tilde{S}))$ is a mapping from $(S, \mathfrak{B}(S))$ to $\mathcal{P}(\tilde{S})$ such that for each $E \in \mathfrak{B}(S)$ the function $\pi(E|\cdot):(S, \mathfrak{B}(S)) \mapsto ([0, 1], \mathfrak{B}([0, 1]))$ is measurable. A Dirac measure concentrated at a point $s$ is denoted by $\delta_s$. Let $\mathbb{R} := [-\infty, +\infty]$, $\mathbb{R}^- := [0, +\infty]$, $\mathbb{R}^+ := [0, +\infty]^*$, and $\mathbb{R}_+ := [0, +\infty]$.

The probability structure of a CTJMDP is specified by the four objects $\{X, A, A(\cdot), \tilde{q}\}$, where

(i) $(X, \mathfrak{B}(X))$ is a standard Borel space (the state space);
(ii) $(A, \mathfrak{B}(A))$ is a standard Borel space (the action space);
(iii) $A(x)$ is a non-empty subset of $A$ for each state $x \in X$ (the set of actions available at $x$). It is assumed that the set of feasible state-action pairs

$$Gr(A) := \{(x, a) : x \in X, a \in A(x)\}$$

is a measurable subset of $(X \times A)$ containing the graph of a measurable mapping of $X$ to $A$.

(iv) $\tilde{q}(x, a, \cdot)$ is a signed measure on $(X, \mathfrak{B}(X))$ for each $(x, a) \in Gr(A)$ (the transition rate), such that $\tilde{q}(x, a, X) = 0$, $0 \leq \tilde{q}(x, a, Z \setminus \{x\}) < \infty$, and $\tilde{q}(x, a, Z)$ is a measurable function on $Gr(A)$ for each $Z \in \mathfrak{B}(X)$.

Let $\tilde{q}(x, a) := \tilde{q}(x, a, X \setminus \{x\})$ for all $(x, a) \in Gr(A)$ and let $\tilde{q}(x) := \sup_{a \in A(x)} \tilde{q}(x, a)$ for all $x \in X$. If an action $a \in A(x)$ is selected at state $x \in X$ and is fixed until the next jump, then the sojourn time has an exponential distribution with the intensity $\tilde{q}(x, a)$ and the process jumps to the set $Z \setminus \{x\}$, where $Z \in \mathfrak{B}(X)$, with probability $\tilde{q}(x, a, Z \setminus \{x\})/\tilde{q}(x, a)$ if $\tilde{q}(x, a) > 0$. If $\tilde{q}(x, a) = 0$, then the state $x$ is absorbing. However, the model allows changing actions between jumps. In this paper we make the following standard assumption, which implies that there are no instantaneous jumps.

**Assumption 2.1.** $\tilde{q}(x) < \infty$ for each $x \in X$.

To define a sample space, which includes trajectories that have a finite number of jumps over $\mathbb{R}_+$ and that have an infinite number of jumps over a finite interval of time, we add an additional point $x_\infty \notin X$ to $X$. Let $\hat{X} := X \cup \{x_\infty\}$. For a set $\mathcal{H}$ of real-valued functions defined on a common set, let $\sigma(\mathcal{H}) = \sigma(\{f^{-1}(\mathfrak{B}(\mathbb{R})) : f \in \mathcal{H}\})$ denote the sigma field generated by all functions from $\mathcal{H}$.
Let \( X \times (\mathbb{R}_+ \times \bar{X})^\infty \) be the set of all sequences \((x_0,t_1,x_1,t_2,x_2,\ldots)\) with \(x_0 \in X, \ t_n \in \mathbb{R}_+, \) and \(x_n \in \bar{X} \) for \(n = 1, 2, \ldots\). This set is endowed with the \(\sigma\)-algebra \(\mathcal{B}(X \times (\mathbb{R}_+ \times \bar{X})^\infty)\) defined by the products of the Borel \(\sigma\)-algebras \(\mathcal{B}(X), \ \mathcal{B}(\mathbb{R}_+), \) and \(\mathcal{B}(\bar{X})\). Since a countable product of standard Borel spaces is a standard Borel space, the measurable space \((X \times (\mathbb{R}_+ \times \bar{X})^\infty), \mathcal{B}(X \times (\mathbb{R}_+ \times \bar{X})^\infty))\) is a standard Borel space.

The set \(\Omega\) of trajectories with a finite or countable numbers of jumps is defined as the subset of all sequences \((x_0,t_1,x_1,t_2,x_2,\ldots)\) from \(X \times (\mathbb{R}_+ \times \bar{X})^\infty\) such that, for \(n = 1, 2, \ldots\), the following two properties hold: (i) if \(t_n < \infty\), then \(x_n \in X\) and \(t_{n+1} = t_n\), and (ii) if \(t_n = +\infty\), then \(x_n = x_\infty\) and \(t_{n+1} = +\infty\). The definition of \(\Omega\) implies that \(\Omega \in \mathcal{B}(X \times (\mathbb{R}_+ \times \bar{X})^\infty)\). Let us denote \(\mathcal{F} = \mathcal{B}(\Omega) = \{\Omega \cap B : B \in \mathcal{B}(X \times (\mathbb{R}_+ \times \bar{X})^\infty)\}\), where the second equality is the definition of \(\mathcal{B}(\Omega)\). The standard Borel space \((\Omega, \mathcal{F})\) is called the sample space.

Define the random variables \(t_0(\omega) := 0, \ x_0(\omega) := x_0, \ t_n(\omega) := t_n, \) and \(x_n(\omega) := x_n, \) for \(n = 1, 2, \ldots,\) on the measurable space \((\Omega, \mathcal{F})\) denoting, respectively, the initial time epoch, the initial state, the time of the \(n\)th jump, and the state to which the process jumps at the \(n\)th jump. Let \(t_\infty(\omega) := \lim_{n \to \infty} t_n(\omega)\). The jump process of interest, \(\xi_t(\omega) : t \in \mathbb{R}_+, \omega \in \Omega\) with values in \(\bar{X}\), is

\[
\xi_t(\omega) = x_n(\omega), \quad \text{for } t_n(\omega) \leq t < t_{n+1}(\omega), \ n = 0, 1, \ldots, \quad \text{and } \xi_t(\omega) = x_\infty \text{ for } t \geq t_\infty(\omega).
\tag{1}
\]

Let us consider the natural filtration \(\mathcal{F}_t = \sigma(\{\xi_s(\omega) : 0 \leq s \leq t\}), \ t \in \mathbb{R}_+\), and \(\sigma\)-algebras \(\mathcal{F}_\infty = \sigma(\{\mathcal{F}_t : t \geq 0\})\) and \(\mathcal{F}_\infty = \{B : B \in \mathcal{F} : B \cap \{t \leq t\} \in \mathcal{F}_t, t \geq 0\}\). The definition of \((\Omega, \mathcal{F})\) implies that \(\mathcal{F}_\infty = \sigma(\{t_n, x_n : 0 \leq m \leq n\})\); see e.g., [19, Theorem 4.13].

A policy \(\pi\) is a mapping \((\Omega \times \mathbb{R}_+) \to \mathcal{P}(\mathcal{A})\) such that (i) the stochastic process \(\pi(B|\omega, t)\) is predictable for all \(B \in \mathcal{B}(\mathcal{A})\), and (ii) \(\pi(A|\xi_t(\omega)) = 1\) for all \((\omega, t) \in (\Omega \times \mathbb{R}_+)\) with \(t < t_\infty(\omega)\).

Since it is possible that \(t_\infty(\omega) < +\infty\) for some \(\omega\), in order to define a policy for all \(t \in \mathbb{R}_+\), including \(t \geq t_\infty(\omega)\), we add an additional point \(a_\infty \notin \mathcal{A}\) to \(\mathcal{A}\) and set \(A(x_\infty) = \{a_\infty\}\). Let \(\bar{A} := \mathcal{A} \cup \{a_\infty\}\). The definition and the structure of predictable processes described in Jacod [14, p. 241] implies that \(\pi\) is a policy if and only if there is a sequence of transition probabilities \(\pi^n : ((\mathbb{R}_+)^{n+1}, \mathcal{B}((\mathbb{R}_+)^{n+1})) \to (\bar{A}, \mathcal{B}(\bar{A}))\) such that, at each \(t \in \mathbb{R}_+\), the policy \(\pi\) selects the probability measure

\[
\pi(\cdot|\omega, t) := \sum_{n \geq 0} \pi^n(\cdot|x_0, t_1, x_1, \ldots, t_n, x_n, t - t_n)I\{t_n \leq t < t_{n+1}\} + \delta_{a_\infty}(\cdot)I\{t \geq t_\infty\}, \ \omega \in \Omega,
\tag{2}
\]

where we omit \(\omega\) in the right-hand side of (2) and \(\delta_{a_\infty}(\cdot)\) is a Dirac measure on \((\bar{A}, \mathcal{B}(\bar{A}))\) concentrated at \(a_\infty\).

A policy \(\pi\) is called Markov if there exists a transition probability \(\tilde{\pi}\) from \(((\mathbb{R}_+)^{n+1}, \mathcal{B}((\mathbb{R}_+)^{n+1}))\) to \((\bar{A}, \mathcal{B}(\bar{A}))\) such that \(\pi(\cdot|\omega, t) = \tilde{\pi}(\cdot|\xi_t(\omega), t)\) for all \((\omega, t) \in (\Omega \times \mathbb{R}_+)\) with \(t < t_\infty(\omega)\). For a Markov policy \(\pi\), formula (2) implies that \(\pi^n(B|x_0, t_1, x_1, \ldots, t_n, x_n, t - t_n) = \tilde{\pi}(B|x_n, t)\), when \(t_n < t \leq t_{n+1}\) and for all \(B \in \mathcal{B}(\bar{X})\) and \(n = 0, 1, 2, \ldots\). With a slight abuse of notations, we shall write \(\pi\) instead of \(\tilde{\pi}\).

For a measurable function \(f\) on \(X \times \mathcal{A}\), define

\[
f(z, p) := \int_{A(z)} f(z, a)p(da), \quad z \in X, \ p \in \mathcal{P}(\mathcal{A}),
\tag{3}
\]

whenever the integral is defined. In particular, (3) for \(f(z, a) = \tilde{q}(z, a, Z)\) is

\[
\tilde{q}(z, p, Z) = \int_{A(z)} \tilde{q}(z, a, Z)p(da), \quad z \in X, \ p \in \mathcal{P}(\mathcal{A}), \ Z \in \mathcal{B}(\bar{X}),
\tag{4}
\]

and, (3) for \(f(z, a) = \tilde{q}(z, a)\) is

\[
\tilde{q}(z, p) = \int_{A(z)} \tilde{q}(z, a)p(da), \quad z \in X, \ p \in \mathcal{P}(\mathcal{A}),
\tag{5}
\]

\(\tilde{q}(z, a)\) being a \(\mathcal{B}(\bar{X})\)-measurable function.
where we set $\tilde{q}(z, a) := 0$ for $(z, a) \in (X \times A) \setminus \text{Gr}(A)$; in particular $\tilde{q}(z, a, Z) = 0$ if $(z, a) \in (X \times A) \setminus \text{Gr}(A)$ and $Z \in \mathfrak{B}(X)$. Due to Assumption 2.1, the integrals in (4) and (5) are defined, and

$$
\tilde{q}(z, p) \leq \int_{A(z)} \left( \sup_{a \in A(z)} \tilde{q}(z, a) \right) p(da) \leq \tilde{q}(z) < +\infty, \quad z \in X, \ p \in \mathcal{P}(A).
$$

In addition, the properties of the transition rate $\tilde{q}(z, a, Z)$ imply that $\tilde{q}(z, p, Z)$ is a signed measure on $(X, \mathfrak{B}(X))$ with $\tilde{q}(z, p, Z) = 0$, the function $\tilde{q}(z, p, Z \setminus \{z\})$ is a finite measure on $(X, \mathfrak{B}(X))$. For a policy $\pi$, let $\pi_t(\omega)$ denote the probability measure with values $\pi(\cdot | \omega, t)$. Then, $q(\xi_{t-}(\omega), \pi_t(\omega), Z \setminus \{\xi_{t-}(\omega)\})$ defined by (4), with $z = \xi_{t-}(\omega)$, $p(\cdot) = \pi_t(\omega)$, and $Z = Z \setminus \{\xi_{t-}(\omega)\}$, is the jump intensity at time $t$ from the state $\xi_{t-}(\omega)$ to the set $Z \setminus \{\xi_{t-}(\omega)\}$.

Recall that a multivariate point process is a sequence $(t_n(\omega), x_n(\omega))_{n \geq 1}$ of random variables on $(\Omega, \mathcal{F})$ with values in $(\mathbb{R}_+ \times X)$ and such that, for $n = 1, 2, \ldots$, the following properties hold: (i) if $t_n < +\infty$, then $x_n \in X$ and $t_{n+1} > t_n$, and if $t_n = +\infty$, then $x_n = x_\infty$ and $t_{n+1} = +\infty$, (ii) $t_n(\omega)$ is a stopping time, and (iii) $x_n(\omega)$ is $\mathcal{F}_{t_n}$-measurable. A multivariate point process $(t_n(\omega), x_n(\omega))_{n \geq 1}$ is characterized by the random measure $\mu$ on $(\mathbb{R}_+ \times X)$ defined by

$$
\mu(\omega; [0, t], Z) := \sum_{n \geq 1} I\{t_n(\omega) \in [0, t]\} I\{x_n(\omega) \in Z\}, \quad \omega \in \Omega, \ t \in \mathbb{R}_+, \ Z \in \mathfrak{B}(X).
$$

A random measure $\nu$ on $\mathbb{R}_+ \times X$ is called predictable if for every $Z \in \mathfrak{B}(X)$ the stochastic process $\{\nu(\omega; [0, t], Z)\}$ is $\mathcal{F}_{t-}$-measurable. According to Jacod [14, Theorem 2.1] or Kitaev and Rykov [19, Theorem 4.20], for a given probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a right-continuous filtration $\{\mathcal{F}_t\}_{t \geq 0}$, there exists a predictable random measure $\nu : (\Omega \times \mathfrak{B}(\mathbb{R}_+ \times X)) \to \mathbb{R}_+$ called the compensator of $\mu$ such that (i) for each $Z \in \mathfrak{B}(X)$, the process $\{\nu(\omega; [0, t], Z)\}_{t \in \mathbb{R}_+}$ is predictable; and (ii) for any stopping time $T$ with values in $\mathbb{R}_+$ and $Z \in \mathfrak{B}(X)$,

$$
\mathbb{E}(\mu(\omega; [0, T], Z)) = \mathbb{E}(\nu(\omega; [0, T], Z)),
$$

where $\mathbb{E}$ denotes the expectation with respect to the probability measure $\mathbb{P}$.

Define the random measure $\nu^\pi$ on $(\mathbb{R}_+ \times X)$ by

$$
\nu^\pi(\omega; [0, t], Z) := \int_0^t \tilde{q}(\xi_s(\omega), \pi_s(\omega), Z \setminus \{\xi_s(\omega)\}) I\{\xi_s(\omega) \in X\} ds, \quad \omega \in \Omega, \ t \in \mathbb{R}_+, \ Z \in \mathfrak{B}(X).
$$

This random measure is predictable. Indeed, in view of (1) and (2), for each $Z \in \mathfrak{B}(X)$, the stochastic process $\{\nu^\pi(\omega; [0, t], Z)\}$ is $\mathcal{F}_{t-}$-measurable. In addition, it has continuous paths. Therefore, these processes are $\mathcal{F}_{t-}$ measurable or, in other words, predictable; see, e.g., Jacod and Shiryaev [15, Proposition 2.6] or Kitaev and Rykov [19, Theorem 4.16].

Furthermore, $\nu^\pi(\omega; [t_\infty, +\infty[, X) = 0$ since $\xi_t(\omega) = x_\infty$ for all $t \geq t_\infty$ and $\nu^\pi(\omega; \{t\} \times X) = 0$ since the function $\nu^\pi(\omega; [0, t], X)$ is continuous in $t \in \mathbb{R}_+$. In view of Jacod [14, Theorem 3.6], the predictable random measure $\nu^\pi$ and a probability measure $\gamma$ on $X$ define a unique probability measure $\mathbb{P}_\gamma^\pi$ on $(\Omega, \mathcal{F})$ for which $\mathbb{P}_\gamma^\pi(dx_0) = \gamma(dx_0)$ and $\nu^\pi$ is a compensator of the random measure $\mu$. We remark that [14, Theorem 3.6] has two assumptions, namely, [14, assumptions (4) and (A.2)]. Assumption (4) from [14] is verified in the first sentence of this paragraph. Assumption (A.2) follows from the construction of the sample space $(\Omega, \mathcal{F})$.

If $\gamma(\{x\}) = 1$ for some $x \in X$, we shall write $\mathbb{P}_\gamma^\pi$ instead of $\mathbb{P}_\gamma^\pi$. Let $\mathbb{E}_\gamma^\pi$ and $\mathbb{E}_\pi^\gamma$ denote expectations with respect to the measures $\mathbb{P}_\gamma^\pi$ and $\mathbb{P}_\pi^\gamma$ accordingly. For a policy $\pi$ and an initial distribution $\gamma$, we say that the jump process is nonexplosive if $\mathbb{P}_\gamma^\pi(\xi_t(\omega) \in X) = 1$ for all $t \in \mathbb{R}_+$.

Yushkevich [27, 28] constructed explicitly the probability measure $\mathbb{P}_\gamma^\pi$ for a given initial distribution $\gamma$ and a nonrandomized policy $\pi$ by using the Ionescu Tulcea theorem. The policies we consider
in this paper can be viewed as nonrandomized if actions are substituted with probability measures on the feasible sets of actions. Therefore, in view of the Ionescu Tulcea theorem the function \( \mathbb{P}_\pi^x (C) \) is measurable in \( x \) for every \( C \in \mathcal{F} \).

Observe that, for all \( t \in \mathbb{R}_+ \),

\[
\mathbb{P}_\pi^x (\xi_t (\omega) \neq \xi_{t^-} (\omega)) = \mathbb{E}_\pi^x \mu (\omega; \{ t \}, X) = \mathbb{E}_\pi^x \nu^x (\omega; \{ t \}, X) = 0, \tag{10}
\]

where the first equality follows from the definition of a random measure of a multivariate point process, the second equality follows from (8), and the last one is follows from \( \nu^x (\omega; \{ t \}, X) = 0 \).

We now define in (12) marginal distributions of the states and of the state-action pairs. Consider the process of actions \( \{ U_t (\omega) : t \in \mathbb{R}_+, \omega \in \Omega \} \) with values in \( A \), where the probability of actions \( U_t (\omega) \in B \) is \( \pi (B \mid \omega, t) \) for \( t < t_\infty (\omega) \) and \( U_t (\omega) = a_\infty \) for \( t \geq t_\infty (\omega) \). For the given \( \omega \in \Omega \) and \( t > 0 \), the probability of the event \( \{ \xi_{t^-} (\omega) \in Z, U_t (\omega) \in B \} \), where \( Z \in \mathcal{B} (X) \) and \( B \in \mathcal{B} (A) \), is \( I \{ \xi_{t^-} (\omega) \in Z \} \pi (B \mid \omega, t) \).

For an initial distribution \( \gamma \) and a policy \( \pi \), consider the marginal probabilities

\[
P_\gamma^x (t, Z) := \mathbb{P}_\gamma^x (\xi_t (\omega) \in Z) = \mathbb{P}_\gamma^x (\xi_{t^-} (\omega) \in Z), \tag{11}
\]

\[
P_\gamma^x (t, Z, B) := \mathbb{P}_\gamma^x (\xi_{t^-} (\omega) \in Z, U_t (\omega) \in B) = \mathbb{P}_\gamma^x (\xi_t (\omega) \in Z, U_t (\omega) \in B). \tag{12}
\]

where \( t \in \mathbb{R}_+ \), \( Z \in \mathcal{B} (X) \), and \( B \in \mathcal{B} (A) \). The second equalities in (11) and (12) are correct in view of (10).

Observe that, in view of (10)–(12), for \( t \in \mathbb{R}_+ \), \( Z \in \mathcal{B} (X) \), and \( B \in \mathcal{B} (A) \),

\[
P_\gamma^x (t, Z) = P_\gamma^x (t, Z, \tilde{A}),
\]

\[
P_\gamma^x (t, Z, B) = \mathbb{E}_\gamma^x (I \{ \xi_{t^-} (\omega) \in Z \} \pi (B \mid \omega, t)) = \mathbb{E}_\gamma^x [I \{ \xi_t (\omega) \in Z \} \pi (B \mid \omega, t)], \tag{14}
\]

and the function \( P_\gamma^x (\cdot, \cdot, \cdot) \) is a transition probability from \((\mathbb{R}_+, \mathcal{B} (\mathbb{R}_+)) \) to \((\tilde{X} \times A, \mathcal{B} (\tilde{X} \times A)) \). To see that \( P_\gamma^x (\cdot, \cdot, \cdot) \) is a transition probability from \((\mathbb{R}_+, \mathcal{B} (\mathbb{R}_+)) \) to \((\tilde{X} \times A, \mathcal{B} (\tilde{X} \times A)) \), observe that by its definition \( P_\gamma^x (t, \cdot, \cdot) \) is a probability measure on \((\tilde{X} \times A) \) for all \( t \in \mathbb{R}_+ \). Since the processes \( \xi_t (\omega) \) and \( \pi (U_t (\omega) \in B \mid \omega, t) \) are measurable and predictable, respectively, the processes \( I \{ \xi_t (\omega) \in Z \} \) and \( \pi (U_t (\omega) \in B \mid \omega, t) \) are measurable. Since (14) holds and the functions under the expectation in (14) are measurable in \((\omega, t) \), the function \( P_\gamma^x (t, Z, B) \) is measurable in \( t \). In addition, for any nonnegative measurable function \( f \) on \( Gr (A) \),

\[
\mathbb{E}_\gamma^x f (\xi_t (\omega), \pi_t (\omega)) I \{ \xi_t (\omega) \in Z \} = \mathbb{E}_\gamma^x I \{ \xi_t (\omega) \in Z \} \int_A \left( f (\xi_t (\omega), a) I \{ a \in A (\xi_t (\omega)) \} \right) \pi (da \mid \omega, t)
\]

\[
= \int_Z \int_A f (z, a) \delta_a (A (z)) P_\gamma^x (t, dz, da) = \int_Z \int_{A(z)} f (z, a) P_\gamma^x (t, dz, da), \tag{15}
\]

where the first equality follows from (3), the second equality follows from (14), and the last one is straightforward. Similar to \( \mathbb{P}_\pi^x \), we shall write \( P_\gamma^x \) instead of \( P_\gamma^x \) if \( \gamma (\{ x \}) = 1 \) for some \( x \in X \). In the rest of this paper, we omit \( \omega \) whenever there is no confusion.

3. Main results. In this section we formulate the main result of this paper. Let us fix an arbitrary \( B \in \mathcal{B} (A) \) and consider the measures \( P_\gamma^x (t, \cdot, B) \) and \( P_\gamma^x (t, \cdot) \) on \((\tilde{X} \times A, \mathcal{B} (\tilde{X} \times A)) \), where \( t \in \mathbb{R}_+ \).

Then, (13) implies \( P_\gamma^x (t, Z, B) \leq P_\gamma^x (t, Z) \) for all \( Z \in \mathcal{B} (X) \). Thus \( P_\gamma^x (t, \cdot, B) \ll P_\gamma^x (t, \cdot) \). Therefore, in view of the Radon-Nikodym theorem, there is a derivative \( \frac{dP_\gamma^x (t, \cdot, B)}{dP_\gamma^x (t, \cdot)} \). The following lemma and its corollary state that this derivative can be written as a Markov policy.

**Lemma 1.** For an initial distribution \( \gamma \) on \( X \) and a policy \( \pi \), there exists a Markov policy \( \varphi \) such that, for all \( t \in \mathbb{R}_+ \),

\[
P_\gamma^x (t, Z, B) = \int_Z \varphi (B | z, t) P_\gamma^x (t, dz), \quad Z \in \mathcal{B} (X), \ B \in \mathcal{B} (A). \tag{16}
\]
Proof. As explained after formula (14), the function $P^\gamma_\pi(\cdot, \cdot)$ is a transition probability from $(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$ to $(\bar{X} \times \bar{A}, \mathcal{B}(\bar{X} \times \bar{A}))$. Therefore, in view of (13), there exists a transition probability $\tilde{\varphi}$ from $(\bar{X} \times \mathbb{R}_+, \mathcal{B}(\bar{X} \times \mathbb{R}_+))$ to $(\bar{A}, \mathcal{B}(\bar{A}))$ such that formula (16) holds with $\varphi = \tilde{\varphi}$; see e.g., Bertsekas and Shreve [2, Corollary 7.27.1]. In addition, since the action chosen by the policy $\pi$ at time $t$ is concentrated on $A(\xi_t)$, the probability measure $P^\gamma_\pi(t, \cdot, \cdot)$ is concentrated on $\{Gr(A) \cup (x_\infty, a_\infty)\}$. Thus, for all $t \in \mathbb{R}_+$,

$$\tilde{\varphi}(A(z)|z,t) = 1, \quad z \in X \ (P^\gamma_\pi(t, \cdot) \text{-a.s.}). \tag{17}$$

Suppose that $\phi$ is a measurable mapping from $\bar{X}$ to $\bar{A}$ with $\phi(x) \in A(x)$ for all $x \in \bar{X}$. The existence of such a mapping is guaranteed by assumption (iii) in Section 2 stating that the set of feasible state action pairs $Gr(A)$ contains the graph of a measurable mapping $\phi$ from $X$ to $A$. Then, the function $\varphi(B|z,t)$, where $B \in \mathcal{B}(\bar{A})$, $z \in X$, and $t \in \mathbb{R}_+$, defined by

$$\varphi(B|z,t) := \begin{cases} \tilde{\varphi}(B|z,t), & \text{if } \tilde{\varphi}(A(z)|z,t) = 1, \\ \delta_{\phi(z)}(B), & \text{otherwise}, \end{cases} \tag{18}$$

is a measure on $(\bar{A}, \mathcal{B}(\bar{A}))$ with $\varphi(A(z)|z,t) = 1$ for each $z \in X$ and $t \in \mathbb{R}_+$. In addition, for every $B \in \mathcal{B}(\bar{A})$, the function $\varphi(B|z,t)$ is measurable in $(z,t)$. To see this, observe that

$$\tilde{\varphi}(A(z)|z,t) = \int_A \delta_{\phi(z)}(a) \tilde{\varphi}(da|z,t), \quad z \in X, \ t \in \mathbb{R}_+.$$ 

Since the set $Gr(A) \in \mathcal{B}(X \times \bar{A})$, the function $\delta_{\phi}(A(z))$ is measurable on $X \times \bar{A}$. The measurable property of integrals with respect to a transition probability implies that the function $\tilde{\varphi}(A(z)|z,t)$ is measurable in $(z,t)$; see e.g., [2, Proposition 2.9]. Then, the set $\{(z,t) : \tilde{\varphi}(A(z)|z,t) = 1 \}$ is measurable. This fact implies that the function $\varphi(B|z,t)$ is measurable in $(z,t)$ for every $B \in \mathcal{B}(\bar{A})$. Hence, the function $\varphi$ defined by (18) is a Markov policy. Therefore, in view of (17), it follows from (16) with $\varphi = \tilde{\varphi}$ that (16) holds for the Markov policy $\varphi$ defined by (18).

REMARK 1. Strictly speaking, a Markov policy $\varphi$ satisfying (16) depends on the initial distribution $\gamma$ and on the policy $\pi$, that is, $\varphi = \varphi_{\gamma, \pi}$. To simplify notations, we write $\varphi$ instead of $\varphi_{\gamma, \pi}$.

**Corollary 1.** For an initial state distribution $\gamma$ on $X$ and for a policy $\pi$, a Markov policy $\varphi$, whose existence is stated in Lemma 1, satisfies (16) if and only if, for all $t \in \mathbb{R}_+$ and $B \in \mathcal{B}(\bar{A})$,

$$\varphi(B|z,t) = \frac{P^\gamma_\pi(t, dz, B)}{P^\gamma_\pi(t, dz)}, \quad z \in X \ (P^\gamma_\pi(t, \cdot) \text{-a.s.}). \tag{19}$$

**Proof.** The corollary follows from the definition of the Radon-Nikodym derivative. □

The following theorem is the main result of this paper.

**Theorem 1.** For an initial distribution $\gamma$ on $X$ and a policy $\pi$, let $\varphi$ be a Markov policy satisfying (16). Then

$$P^\gamma_\pi(t, Z, B) \leq P^\gamma_\pi(t, Z, B), \quad t \in \mathbb{R}_+, Z \in \mathcal{B}(X), B \in \mathcal{B}(\bar{A}). \tag{20}$$

In addition, if $P^\gamma_\pi(s, X) = 1$ for some $s \in \mathbb{R}_+$, then (20) holds for all $t \in [0, s]$ with an equality. In particular, if $P^\gamma_\pi(t, X) = 1$ for all $t \in \mathbb{R}_+$, then (20) holds with an equality.

**Corollary 2.** Let the transition rates $q(z,a)$ be bounded in $(z,a) \in Gr(A)$. Then, for every policy $\pi$ and initial distribution $\gamma$, $P^\gamma_\pi(t, X) = 1$ for all $t \in \mathbb{R}_+$. In addition, formula (20) holds with an equality for every Markov policy $\varphi$ satisfying (16).
Proof. Let \( \lambda \) be a non-negative integer, such that \( q(z, a) < \lambda \) for all \( (z, a) \in Gr(A) \), and \( N(t) \) be a Poisson process with the rate \( \lambda \). Then, \( P_{\gamma}^\pi(t, X) = P_{\gamma}^\pi(\xi_t \in X) = P_{\gamma}^\pi(t < t_\infty) = 1 \), \( t \in \mathbb{R}_+ \).

The second statement in the corollary follows from Theorem 1 and (21) applied to the Markov policy satisfying (16).

COROLLARY 3. For an initial distribution \( \gamma \) on \( X \) and a policy \( \pi \), let \( \varphi_1 \) and \( \varphi_2 \) be two Markov policies satisfying (16). Then \( \mathbb{P}_{\gamma}^{\varphi_1} = \mathbb{P}_{\gamma}^{\varphi_2} \) and

\[
P_{\gamma}^{\varphi_1}(t, Z, B) = P_{\gamma}^{\varphi_2}(t, Z, B), \quad t \in \mathbb{R}_+, Z \in \mathcal{B}(X), B \in \mathcal{B}(A).
\]

Proof. Theorem 1 implies that \( P_{\gamma}^{\varphi_i}(t, \cdot) \ll P_{\gamma}^{\varphi_i}(t, \cdot) \) for all \( t \in \mathbb{R}_+ \) and \( i = 1, 2 \). Therefore, in view of (19), \( \varphi_1(B|x, t) = \varphi_2(B|x, t) \) \( P_{\gamma}^{\varphi_1}(t, \cdot) \)-a.s. and \( P_{\gamma}^{\varphi_2}(t, \cdot) \)-a.s., \( z \in X \), for all \( t \in \mathbb{R}_+ \) and \( B \in \mathcal{B}(A) \). In view of Theorem 1 applied to \( \varphi = \varphi_1 \) and \( \pi = \varphi_2 \), the inequality \( P_{\gamma}^{\varphi_1}(t, Z, B) \leq P_{\gamma}^{\varphi_2}(t, Z, B) \) holds for all \( t \in \mathbb{R}_+ \), \( Z \in \mathcal{B}(X) \), and \( B \in \mathcal{B}(A) \). The same arguments imply that \( P_{\gamma}^{\varphi_2}(t, Z, B) \leq P_{\gamma}^{\varphi_1}(t, Z, B) \). Thus, (22) is proved. In particular, \( P_{\gamma}^{\varphi_1}(t, \cdot) = P_{\gamma}^{\varphi_2}(t, \cdot) \) for all \( t \in \mathbb{R}_+ \). Thus, two jump Markov processes have the same marginal distributions. This implies that their distributions coincide.

The proof of Theorem 1 is given in Section 5. Theorems 4 and 5 from Section 6, which follow from Theorem 1, establish the sufficiency of Markov policies for particular criteria. In Section 4 we present auxiliary facts that follow from the results in Feinberg et al. [9].

4. Kolmogorov’s forward equation corresponding to a Markov policy. In this section we verify that (i) the jump process corresponding to a Markov policy is a jump Markov process, and (ii) its transition probability is the minimal solution of Kolmogorov’s forward equation. These facts follow from Feinberg et al. [9, Theorem 1 and Corollary 7]. For readers’ convenience, we present these two results here. Note that, action sets are not considered in [9], jump intensities are defined there by \( Q \)-functions, whose definition is given below, and jump Markov processes are defined in [9] on a finite or infinite interval \([T_0, T_1] \in \mathbb{R}_+ \). We present here the results for the case \( T_0 = 0 \) and \( T_1 = \infty \) needed in this paper.

Recall that, a function \( q(z, t, Z) \), where \( z \in X, \ t \in \mathbb{R}_+, \) and \( Z \in \mathcal{B}(X) \), is called a \( Q \)-function if:

(a) for fixed \( z \) and \( t \), the function \( q(z, t, Z) \) is a signed measure on \((X, \mathcal{B}(X))\) with \( q(z, t, X) = 0 \) and \( q(z, t, Z \setminus \{z\}) \) is a finite measure on \((X, \mathcal{B}(X))\);

(b) for a fixed \( Z \) the function \( q(z, t, Z) \) is measurable in \((z, t)\).

Let us consider a \( Q \)-function \( q \) satisfying the condition

\[
\int_0^t q(z, s) ds < \infty, \quad t \in \mathbb{R}_+, z \in X.
\]

Then the \( Q \) function \( q \) defines the predictable random measure \( \nu \) on \((R_+^0 \times X)\) such that

\[
\nu(\omega; [0, t], Z) := \int_0^t q(\xi_s(\omega), s, Z \setminus \{\xi_s(\omega)\}) I\{\xi_s(\omega) \in X\} ds, \quad \omega \in \Omega, \ t \in \mathbb{R}_+, Z \in \mathcal{B}(X),
\]

where the function \( \xi_s(\omega) \) is defined in (1). An initial state distribution \( \gamma \) on \( X \) and a compensator \( \nu \) of the random measure for the multivariate point process \((t_n(\omega), x_n(\omega))_{n \geq 1}\) uniquely define a probability distribution \( \mathbb{P}_\gamma \) on \((\Omega, \mathcal{F})\) such that \( \mathbb{P}_\gamma(x_0 \in Z) = \gamma(Z) \) for all \( Z \in \mathcal{B}(X) \).
Let $q(x, t) := q(x, t, X \setminus \{x\})$ for $x \in X$ and $t \in \mathbb{R}_+$. Following Feller [11, Theorem 2], for $u \in \mathbb{R}^0$, $x \in X$, $t \in [u, T_1]$, and $Z \in \mathcal{B}(X)$, define

$$
\tilde{P}^{(0)}(u, x; t, Z) = \delta_Z(Z)e^{-\int_u^t q(x, s)\,ds},
$$

and, for $n = 1, 2, \ldots$,

$$
\tilde{P}^{(n)}(u, x; t, Z) = \int_u^t \int_X e^{-\int_u^w q(x, \theta)\,d\theta} q(x, w, dy \setminus \{x\}) \tilde{P}^{(n-1)}(w, y; t, Z) \,dw.
$$

Set

$$
\tilde{P}(u, x; t, Z) = \sum_{n=0}^{\infty} \tilde{P}^{(n)}(u, x; t, Z).
$$

**Theorem 2.** ([9, Theorem 1]). For a $Q$-function $q$ satisfying condition (24) and for an arbitrary initial state distribution $\gamma \in \mathcal{P}(X)$, the jump process $\{\xi_t : t \in \mathbb{R}^+_0\}$ defined by (1) on the probability space $(\Omega, \mathcal{F}, \mathcal{F}_t, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}_\gamma)$ is a jump Markov process with the transition function $\tilde{P}$.

For simplicity, we write $\tilde{P}(t, Z)$ instead of $\tilde{P}(0, x, t, Z)$ when the initial state $x$ is fixed. Let $E$ be a set and $A$ be a set of functions $f : E \mapsto \mathbb{R}$. We say that $f$ is a minimal element of $A$ if $f \in A$ and $f(e) \leq g(e)$ for all $e \in E$ and for all $g \in A$.

Observe that, if

$$
\sup_{t \in \mathbb{R}^+_0} q(z, t) < +\infty, \quad z \in X,
$$

then (23) holds. For a given $Q$-function $q$, define the set of measurable subsets of $X$

$$
\mathcal{Y} = \{Z \in \mathcal{B}(X) : \sup_{z \in Z, t \in \mathbb{R}^+_0} q(z, t) < +\infty\}.
$$

The sets from $\mathcal{Y}$ are called $q$-bounded; [9].

**Theorem 3.** ([9, Lemma 1(a) and Corollary 7]). Fix an arbitrary $x \in X$. If (28) holds, then

(a) there exists Borel subsets $X_n$, $n = 1, 2, \ldots$, of $X$ such that $X_n \in \mathcal{Y}$ for all $n = 1, 2, \ldots$ and $X_n \uparrow X$ as $n \to \infty$,

(b) for all $t \in \mathbb{R}_+$ and $Z \in \mathcal{Y}$, the function $\tilde{P}(t, Z)$ satisfies Kolmogorov’s forward equation,

$$
P(t, Z) = \delta_Z(Z) + \int_0^t \int_X q(z, s, Z \setminus \{z\}) P(s, dz)\,ds - \int_0^t \int_Z q(z, s) P(s, dz)\,ds.
$$

(c) the function $\tilde{P}(t, Z)$, where $t \in \mathbb{R}_+$ and $Z \in \mathcal{B}(X)$, is the minimal function such that: (i) it is a measure on $(X, \mathcal{B}(X))$ for a fixed $t$, (ii) it is measurable in $t$ for a fixed $Z$, and (iii) statement (b) holds. If $P(s, X) = 1$ for some $s \in \mathbb{R}_+$, then $P(t, Z) = \tilde{P}(t, Z)$, where $t \in [0, s]$ and $Z \in \mathcal{B}(X)$, for every function $P : \mathbb{R}_+ \times \mathcal{B}(X) \to [0, 1]$ satisfying conditions (i)–(iii). In addition, if $P(t, X) = 1$ for all $t \in \mathbb{R}_+$, then $\tilde{P}(t, Z)$ is the unique function with values in $[0, 1]$ and satisfying conditions (i)–(iii).

**Definition 1.** For given $x \in X$ and $Q$-function $q$, a function $P : \mathbb{R}_+ \times X \mapsto \mathbb{R}$ is called a solution of Kolmogorov’s forward equation (30), if $P$ satisfies properties (i)–(ii) stated in Theorem 3(c) and (30) holds for all $t \in \mathbb{R}_+$ and $Z \in \mathcal{Y}$.

Theorem 3 states that $\tilde{P}(\cdot, \cdot)$ is the minimal solution of Kolmogorov’s forward equation (30).

Let $\phi$ be a Markov policy for a CTJMDP. Consider the function $q(z, t, Z) = \tilde{q}(z, \phi_t, Z)$ defined by (4) with $p(\cdot) = \phi(\cdot | z, t)$. Observe that the function $\tilde{q}(z, \phi_t, Z)$ is a $Q$-function, and, in view of Assumption 2.1, condition (28) holds with $q(z, t) = \tilde{q}(z, \phi_t)$. In addition, the right-hand sides of formulae (9) and (24) coincide. Therefore, $\nu^\phi = \nu$. Therefore, $\mathbb{P}^\gamma_\phi = \mathbb{P}_\gamma$ for every initial state distribution $\gamma \in \mathcal{P}(X)$. 
Let $P^\phi(u, x; t, Z)$, where $u \in \mathbb{R}^+_0$, $x \in X$, $t \in [u, +\infty[$, and $Z \in \mathcal{B}(X)$, be the transition function obtained from (25)-(27) with $q(z, t, Z) = \tilde{q}(z, \phi_t, Z)$. The following corollary from Theorem 3 states that the jump process corresponding to the Markov policy $\phi$ is a jump Markov process with the transition function $P^\phi$.

**Corollary 4.** For an initial distribution $\gamma$ on $X$ and a Markov policy $\phi$, the jump process $\{\xi_t : t \in \mathbb{R}^+_0\}$ defined on the probability space $(\Omega, \mathcal{F}, \mathcal{F}_t, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}_\gamma)$ is a jump Markov process with the transition function $P^\phi$.

**Proof.** Recall that (28) holds with $q(z, t) = \tilde{q}(z, \phi_t)$. Therefore, inequality (23) holds with $q(z, s) = \tilde{q}(z, \phi_s)$, and the corollary follows from Theorem 2 with $q(z, t, Z) = \tilde{q}(z, \phi_t, Z)$, $P(t, Z) = P^\phi(t, Z)$, and $\mathbb{P}_\gamma = \mathbb{P}_\phi$.

Corollary 4 implies that, for the given Markov policy $\phi$, initial state $x \in X$, time epoch $t \in \mathbb{R}$, and set $Z \in \mathcal{B}(X)$,

$$P^\phi_x(t, Z) = \mathbb{P}_\phi^x(\xi_t \in Z) = P^\phi(0, x; t, Z),$$

where the first equality follows from the definition of $P^\phi_x(t, Z)$ in (11) and the second equality holds because $P^\phi$ is the transition function of the jump Markov process $\xi_t$.

Consider Kolmogorov’s forward equation (30) with $q(z, t, Z) = \tilde{q}(z, \phi_t, Z)$,

$$P(t, Z) = \delta_z(Z) + \int_0^t \int_X \tilde{q}(z, \phi_s, Z \setminus \{z\}) P(s, dz) ds - \int_0^t \int_Z \tilde{q}(z, \phi_s) P(s, dz) ds. \tag{32}$$

Let $\mathcal{Y}^\phi := \mathcal{Y}$, where $\mathcal{Y}$ is defined by (29) for $q(z, t) = \tilde{q}(z, \phi_t)$,

$$\mathcal{Y}^\phi = \{Z \in \mathcal{B}(X) : \sup_{z \in Z, t \in \mathbb{R}^+} \tilde{q}(z, \phi_t) < +\infty\}. \tag{33}$$

The following corollary from Theorem 3 states that $P^\phi(\cdot, \cdot)$ is the minimal solution of Kolmogorov’s forward equation (32).

**Corollary 5. For fixed initial state $x \in X$ and Markov policy $\phi$, the function $P^\phi_x(t, Z)$, defined for $t \in \mathbb{R}^+$ and $Z \in \mathcal{B}(X)$, is the minimal solution of Kolmogorov’s forward equation (32). If $P^\phi_x(s, X) = 1$ for some $s \in \mathbb{R}^+$, then $P(t, Z) = P^\phi_x(t, Z)$, where $t \in [0, s]$ and $Z \in \mathcal{B}(X)$, for every solution $P(\cdot, \cdot)$ of Kolmogorov’s forward equation (32) with values in $[0, 1]$. In particular, if $P^\phi_x(t, X) = 1$ for all $t \in \mathbb{R}^+$, then $P^\phi_x(t, Z)$ is the unique solution of Kolmogorov’s forward equation (32) with values in $[0, 1]$.**

**Proof.** The corollary follows from Theorem 3 with $q(z, t, Z) = \tilde{q}(z, \phi_t, Z)$, for all $z \in X$, $t \in \mathbb{R}^+$, and $Z \in \mathcal{B}(X)$, since $P(t, Z) = \bar{P}(0, x, t, Z) = P^\phi(0, x, t, Z) = P^\phi_x(t, Z)$ for the $Q$-function $q$, where the last equality follows from (31).

**Corollary 6. Let the transition rates $q(z, a)$ be bounded in $(z, a) \in \text{Gr}(A)$. Then, for an initial state $x \in X$ and a Markov policy $\phi$, the function $P^\phi_x(t, Z)$, where $t \in \mathbb{R}^+$ and $Z \in \mathcal{B}(X)$, is the unique solution of Kolmogorov’s forward equation (32).**

**Proof.** In view of (21), $P^\phi_x(t, X) = 1$ for all $t \in \mathbb{R}^+$ as the transition rates $q(z, a)$ are bounded. Thus, the corollary follows from the last conclusion of Corollary 5.

**5. Proof of Theorem 1.** The proof of Theorem 1 is provided in two steps. First, we prove Lemma 5 stating that Theorem 1 holds when the initial distribution $\gamma$ on $X$ is concentrated at a point $x \in X$. Second, using this fact, we prove that the theorem holds for all initial distributions $\gamma$ on $X$. The proof of Lemma 5 is based on the following lemma stating that, for an initial state $x$ and for policies $\pi$ and $\varphi$ described in the statement of Theorem 1, the marginal distributions $P^\pi_x(t, Z)$ and $P^\varphi_x(t, Z)$ are solutions to Kolmogorov’s forward equation (32) for the Markov policy $\phi = \varphi$. 


Lemma 2. For an initial state \( x \in X \) and for a policy \( \pi \), let \( \varphi \) be a Markov policy satisfying (16) with \( \gamma \{ \{ x \} \} = 1 \). Then, the following statements hold:

(i) the functions \( P^x_\pi(t, Z) \) and \( P^x(t, Z) \) are solutions of Kolmogorov’s forward equation (32) with \( \phi = \varphi \);

(ii) for all \( t \in \mathbb{R}_+ \) and \( Z \in \mathcal{B}(X) \),

\[
P^x_\pi(t, Z) \leq P^x(t, Z);
\]

(iii) if \( P^x_\pi(s, X) = 1 \) for some \( s \in \mathbb{R}_+ \), then (34) holds for \( t \in [0, s] \) with an equality. In addition, if \( P^x_\pi(t, X) = 1 \) for all \( t \in \mathbb{R}_+ \), then inequality (34) holds with an equality for all \( t \in \mathbb{R}_+ \).

The proof of Lemma 2 is provided after presenting auxiliary Lemmas 3 and 4. Lemma 3 was introduced in Kitaev [18, Proof of Lemma 4] and explicitly stated in Kitaev and Rykov [19, Lemma 4.28]. We provide the formulation of Lemma 3 here for completeness.

Lemma 3. (Kitaev and Rykov [19, Lemma 4.28]). For an initial state \( x \in X \) and for a policy \( \pi \), consider the probability space \((\Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P}^x_\pi)\), whose elements are defined in Section 2. Then the random measure

\[
\hat{\nu}^\pi([0, t], Z) := \int_0^t \bar{q}(\xi_s, \pi_s) I\{\xi_s \in Z\} ds, \quad t \in \mathbb{R}_+, \ Z \in \mathcal{B}(X),
\]

is a compensator of the random measure

\[
\hat{\mu}([0, t], Z) := \sum_{n \geq 1} I\{t_n \in [0, t]\} I\{x_{n-1} \in Z\}, \quad t \in \mathbb{R}_+, \ Z \in \mathcal{B}(X).
\]

We remark that \( \hat{\mu}([0, t], Z) \) is the number of jumps out of the set \( Z \) and \( \hat{\nu}^\pi([0, t], Z) \) is the cumulative intensity of jumping out of the set \( Z \) during the time interval \([0, t]\). We recall that the random measures \( \mu([0, t], Z) \) and \( \nu^\pi([0, t], Z) \) described in (7) and (9) deal with the numbers of jumps to sets \( Z \in \mathcal{B}(X) \).

Definition 2. For an initial state \( x \in X \) and a policy \( \pi \), a set \( Z \in \mathcal{B}(X) \) is called \((x, \pi)\)-bounded if \( \sup_{t \in \mathbb{R}_+} \mathbb{E}^x_\pi \bar{q}(\xi_t, \pi_t) I\{\xi_t \in Z\} < +\infty \).

The following lemma implies that, for an initial state \( x \in X \) and a policy \( \pi \), the marginal distribution \( P^x_\pi(t, Z) \) satisfies, for all \( t \in \mathbb{R}_+ \) and \((x, \pi)\)-bounded sets \( Z \in \mathcal{B}(X) \), the equation

\[
P^x_\pi(t, Z) = \delta_x(Z) + \mathbb{E}^x_\pi \int_0^t \bar{q}(\xi_s, \pi_s, Z \setminus \{ \xi_s \}) I\{\xi_s \in X\} ds - \mathbb{E}^x_\pi \int_0^t \bar{q}(\xi_s, \pi_s) I\{\xi_s \in Z\} ds.
\]

For bounded transition rates, Kitaev [18, Lemma 4] showed that (37) holds for all \( Z \in \mathcal{B}(X) \). For unbounded transition rates, the integrals in (37) need not be finite, and hence their difference may not be defined. However, if \( \sup_{z \in Z} \bar{q}(z) < +\infty \) for \( Z \in \mathcal{B}(X) \), then

\[
\mathbb{E}^x_\pi \bar{q}(\xi_s, \pi_s) I\{\xi_s \in Z\} \leq \mathbb{E}_\pi^x \bar{q}(\xi_s) I\{\xi_s \in Z\} \leq \sup_{z \in Z} \bar{q}(z) < +\infty, \quad t \in \mathbb{R}_+,
\]

where the first inequality follows from (6) with \( p(\cdot) = \pi_s(\cdot) \), and the other inequalities are straightforward. Therefore, the second integral in (37) is finite for sets \( Z \in \mathcal{B}(X) \) with \( \sup_{z \in Z} \bar{q}(z) < +\infty \). Using this fact, Guo and Song [13, Theorem 3.1(c)] and Piunovskiy and Zhang [24, Theorem 1(b)] showed that (37) holds for sets \( Z \in \mathcal{B}(X) \) such that \( \sup_{z \in Z} \bar{q}(z) < +\infty \) when the transition rates are unbounded and the associated jump process is nonexplosive. The condition for nonexplosiveness considered in [24, Condition 1] is more general than the condition considered in [13, Assumption A]. In the following lemma, we show that formula (37) holds for possibly explosive jump processes and for \((x, \pi)\)-bounded sets, which is a larger class of sets than the sets considered in [24]. Therefore, Lemma 4 generalizes [24, Theorem 1(b)]; see Corollary 7.
Lemma 4. For an initial state $x \in X$ and a policy $\pi$, formula (37) holds for all $t \in \mathbb{R}_+$ if the set $Z \in \mathfrak{B}(X)$ is $(x, \pi)$-bounded.

Proof. For all $m = 0, 1, \ldots, t \in \mathbb{R}_+$, and $Z \in \mathfrak{B}(X)$, the number of jumps in the interval $[0, t \wedge t_m]$ is bounded by $m$. Then, as the random measures $\mu([0, t \wedge t_m], Z)$ and $\tilde{\mu}([0, t \wedge t_m], Z)$ defined in (7) and (36), respectively, give the numbers of jumps into and out of the set $Z$ during the interval $[0, t \wedge t_m]$,

$$I\{\xi_{t \wedge t_m} \in Z\} = \delta_x(Z) + \mu([0, t \wedge t_m], Z) - \tilde{\mu}([0, t \wedge t_m], Z).$$

(39)

Taking expectation in the both sides of (39) implies that, for all $m = 0, 1, \ldots, t \in \mathbb{R}_+$, and $Z \in \mathfrak{B}(X)$,

$$\mathbb{P}_x^\pi(\xi_{t \wedge t_m} \in Z) = \delta_x(Z) + \mathbb{E}_x^\pi(\mu([0, t \wedge t_m], Z)) - \mathbb{E}_x^\pi(\tilde{\mu}([0, t \wedge t_m], Z)).$$

(40)

To prove (37) for $(x, \pi)$-bounded sets $Z \in \mathfrak{B}(X)$, we take $m \to \infty$ in formula (40). For all $t \in \mathbb{R}_+$ and $Z \in \mathfrak{B}(X)$,

$$\lim_{m \to \infty} \mathbb{E}_x^\pi(\mu([0, t \wedge t_m], Z)) = \mathbb{E}_x^\pi(\mu([0, t \wedge t_\infty], Z)) = \mathbb{E}_x^\pi(\mu([0, t], Z)) = \mathbb{E}_x^\pi(\nu^\pi([0, t], Z)), \quad (41)$$

where the first equality follows from the monotone convergence theorem since $\mu([0, t \wedge t_m], Z) \uparrow \mu([0, t \wedge t_\infty], Z)$ as $m \to \infty$, the second equality is correct because $\{t_n \in [0, t]\} = \{t_n \in [0, t \wedge t_\infty]\}$ for all $n = 1, 2, \ldots$, and the last one follows from (8) with $E = \mathbb{E}_x^\pi$, $\nu = \nu^\pi$, and $T = t$ since $\nu^\pi$ is a compensator of the random measure $\mu$. Similarly, since $\tilde{\mu}([0, t \wedge t_m], Z) \uparrow \tilde{\mu}([0, t \wedge t_\infty], Z)$ as $m \to \infty$ and, in view of Lemma 3, $\tilde{\nu}^\pi$ is a compensator of the random measure $\tilde{\mu}$,

$$\lim_{m \to \infty} \mathbb{E}_x^\pi(\tilde{\mu}([0, t \wedge t_m], Z)) = \mathbb{E}_x^\pi(\tilde{\mu}([0, t \wedge t_\infty], Z)) = \mathbb{E}_x^\pi(\tilde{\mu}([0, t], Z)) = \mathbb{E}_x^\pi(\tilde{\nu}^\pi([0, t], Z)). \quad (42)$$

Let us fix an arbitrary $t \in \mathbb{R}_+$, a policy $\pi$, and an $(x, \pi)$-bounded set $Z \in \mathfrak{B}(X)$. Observe that

$$\mathbb{E}_x^\pi(\tilde{\nu}^\pi([0, t], Z)) = \int_0^t \mathbb{E}_x^\pi(\tilde{q}(\xi_s, \pi_s)I\{\xi_s \in Z\}) \, ds \leq t \left( \sup_{s \in \mathbb{R}_+} \mathbb{E}_x^\pi(\tilde{q}(\xi_s, \pi_s)I\{\xi_s \in Z\}) \right) < +\infty, \quad (43)$$

where the first equality follows from (35) and from interchanging the expectation and integration operators, the first inequality is straightforward, and the last one holds since $Z$ is an $(x, \pi)$-bounded set. Then

$$\lim_{m \to \infty} \left( \mathbb{E}_x^\pi(\mu([0, t \wedge t_m], Z)) - \mathbb{E}_x^\pi(\tilde{\mu}([0, t \wedge t_m], Z)) \right)$$

$$\quad = \mathbb{E}_x^\pi(\nu^\pi([0, t] \times Z)) - \mathbb{E}_x^\pi(\tilde{\nu}^\pi([0, t] \times Z))$$

$$\quad = \mathbb{E}_x^\pi \int_0^t \tilde{q}(\xi_s, \pi_s, Z \setminus \{\xi_s\})I\{\xi_s \in X\} \, ds - \mathbb{E}_x^\pi \int_0^t \tilde{q}(\xi_s, \pi_s)I\{\xi_s \in Z\} \, ds, \quad (44)$$

where, in view of (43), the first equality follows from (41) and (42), and the last one follows from (9) and (35).

In addition,

$$\lim_{m \to \infty} \mathbb{P}_x^\pi(\xi_{t \wedge t_m} \in Z) = \lim_{m \to \infty} \left( \mathbb{P}_x^\pi(\xi_t \in Z, t < t_m) + \mathbb{P}_x^\pi(\xi_{t_m} \in Z, t \geq t_m) \right)$$

$$\quad = \mathbb{P}_x^\pi(\xi_t \in Z, t < t_\infty) = \mathbb{P}_x^\pi(\xi_t \in Z) = P_x^\pi(t, Z), \quad (45)$$

where the first equality is straightforward, the third equality holds because $\{\xi_t \in X\} = \{t < t_\infty\}$, the last one is correct due to (11), and the second equality holds in view of the continuity of probability because $\{\xi_t \in Z, t < t_m\} \downarrow \{\xi_t \in Z, t < t_\infty\}$ as $m \to \infty$ and, as shown in the rest of this proof,

$$\lim_{m \to \infty} \mathbb{P}_x^\pi(\xi_{t_m} \in Z, t \geq t_m) = 0 \quad (46)$$
for an \((x, \pi)-\)bounded set \(Z\). To complete the proof of (45), we need to verify (46).

Let \(\limsup_{m \to \infty} \mathbb{P}_x^\pi(\xi_{t_m} \in Z, t \geq t_m) = p > 0\). Then there exists a subsequence \(\{m_k, k = 1, 2, \ldots\}\) such that \(\mathbb{P}_x^\pi(\xi_{t_{m_k}} \in Z, t \geq t_{m_k}) > \frac{p}{2}\) for all \(k = 1, 2, \ldots\). This fact and (7) imply that

\[
\mathbb{E}_x^\pi(\mu([0, t], Z)) = \sum_{m \geq 1} \mathbb{P}_x^\pi(t_m \in [0, t], x_m \in Z) \geq \sum_{k \geq 1} \mathbb{P}_x^\pi(t_{m_k} \in [0, t], x_{m_k} \in Z) = +\infty. \tag{47}
\]

Since the set \(Z\) is \((x, \pi)-\)bounded,

\[
\mathbb{E}_x^\pi(\mu([0, t], Z)) = \lim_{m \to \infty} \mathbb{E}_x^\pi(\mu([0, t \wedge t_m], Z)) \leq \lim_{m \to \infty} \mathbb{E}_x^\pi(\mu([0, t \wedge t_m], Z)) + 1 < +\infty, \tag{48}
\]

where the first equality follows from the first and second equalities in (41), the first inequality follows from (40), and the last inequality follows from (42) and (43). Since inequality (48) contradicts (47), formula (46) holds, and (45) is proved.

Let \(m \to \infty\) in (40). In view of (45), the left-hand side of (40) tends to \(P_x^\pi(Z)\). In view of (44), the right-hand side of (40) tends to the right-hand side of (37). So, (37) is proved. \(\square\)

The following corollary generalizes Piunovskiy and Zhang [24, Theorem 1(b)] since it holds for possibly explosive jump processes.

**Corollary 7.** (cp. Piunovskiy and Zhang [24, Theorem 1(b)]) For an initial state \(x \in X\) and a policy \(\pi\), formula (37) holds for all \(t \in \mathbb{R}_+\) and for all \(Z \in \mathcal{B}(X)\) with \(\sup_{z \in Z} \tilde{q}(z) < +\infty\).

**Proof.** As follows from (38), every set \(Z \in \mathcal{B}(X)\) with \(\sup_{z \in Z} \tilde{q}(z) < +\infty\) is \((x, \pi)-\)bounded. Thus, the corollary follows from Lemma 4. \(\square\)

**Proof of Lemma 2.** Consider the set of measurable sets \(\mathcal{Y}^\varphi\) defined by (33). In view of Corollary 5, statements (ii) and (iii) of the lemma hold if statement (i) holds. The rest of the proof verifies statement (i) of the lemma.

Corollary 5 with \(\phi = \varphi\) implies that the function \(P_x^\varphi(t, Z)\) is the minimal solution of Kolmogorov’s forward equation (32). It remains to show that the function \(P_x^\varphi(t, Z)\) is also a solution of (32).

Observe that, for any non-negative measurable function \(f\), for all \(Z \in \mathcal{B}(X)\) and \(s \in \mathbb{R}_+\),

\[
\mathbb{E}_x^\pi f(\xi_s, \pi_s) I\{\xi_s \in Z\} = \int_Z \int_{A(z)} f(z, a) P_x^\pi(s, dz, da) = \int_Z \int_{A(z)} f(z, a) \varphi(da|z, s) P_x^\pi(s, dz) = \int_Z f(z, \varphi_s) P_x^\pi(s, dz), \tag{49}
\]

where the first equality follows from (15), the second equality follows from (16), and the last one follows from (3). Then, for any non-negative measurable function \(f\), for all \(t \in \mathbb{R}_+\) and \(Z \in \mathcal{B}(X)\),

\[
\mathbb{E}_x^\pi \left( \int_0^t f(\xi_s, \pi_s) I\{\xi_s \in Z\} ds \right) = \int_0^t \mathbb{E}_x^\pi f(\xi_s, \pi_s) I\{\xi_s \in Z\} ds = \int_0^t \int_Z f(z, \varphi_s) P_x^\pi(s, dz) ds, \tag{50}
\]

where the first equality follows from interchanging integration and expectation, and the second one follows from (49). Therefore, it follows from Lemma 4, formula (50) with \(Z = X\) and \(f(\xi_s, \pi_s) = \tilde{q}(\xi_s, \pi_s, Z \setminus \{\xi_s\})\), and the same formula with \(f(\xi_s, \pi_s) = \tilde{q}(\xi_s, \pi_s)\) imply that the function \(P_x^\varphi(t, Z)\) satisfies Kolmogorov’s forward equation (32) with \(\phi = \varphi\) for all \(t \in \mathbb{R}_+\) if the set \(Z \in \mathcal{B}(X)\) is \((x, \pi)-\)bounded.

To conclude the proof of the lemma, observe that every set \(Z \in \mathcal{Y}^\varphi\) is \((x, \pi)-\)bounded, where \(\mathcal{Y}^\varphi\) is defined in (33) for \(\phi = \varphi\). This is true because, for \(Z \in \mathcal{Y}^\varphi\),

\[
\sup_{s \in \mathbb{R}_+} \mathbb{E}_x^\pi \tilde{q}(\xi_s, \pi_s) I\{\xi_s \in Z\} = \sup_{s \in \mathbb{R}_+} \int_Z \tilde{q}(z, \varphi_s) P_x^\pi(s, dz) \leq \left( \sup_{z \in Z, s \in \mathbb{R}_+} \tilde{q}(z, \varphi_s) \right) P_x^\pi(s, Z) < +\infty,
\]

where the first equality follows from (49) with \(f(\xi_s, \pi_s) = \tilde{q}(\xi_s, \pi_s)\), the first inequality is straightforward, and the last one is true since \(Z \in \mathcal{Y}^\varphi\) and \(P_x^\pi(s, Z) \leq 1\). Therefore, the function \(P_x^\varphi(t, Z)\) is a solution of Kolmogorov’s forward equation (32), and statement (i) of the lemma holds. \(\square\)
The following lemma is Theorem 1 with the initial distribution \( \gamma \) concentrated at a point \( x \in X \).

**Lemma 5.** Theorem 1 holds if the initial distribution \( \gamma \in \mathcal{P}(X) \) is concentrated at a singleton, that is, \( \gamma(\{x\}) = 1 \) for some \( x \in X \).

**Proof.** For all \( t \in \mathbb{R}_+ \), \( Z \in \mathcal{B}(X) \), and \( B \in \mathcal{B}(A) \),

\[
P_x^\varphi(t, Z, B) = \mathbb{E}^x[I\{\xi_{t-} \in Z\}\varphi_t(B)] = \int_Z \varphi(B|z, t)P_x^\varphi(t, dz)
\leq \int_Z \varphi(B|z, t)P_x^\varphi(t, dz) = P_x^\varphi(t, Z, B),
\]

(51)

where the first equality is (14) with \( \pi = \varphi \), the second equality follows from (11), (10), and the property \( \varphi(\cdot|\omega, t) = \varphi(\cdot|\xi_{t-}, t) \) for the Markov policy \( \varphi \), the inequality is correct since (34) holds as follows from Lemma 2(ii), and the last equality is (16). Therefore, (20) holds.

Observe that (51) holds with an equality if \( P_x^\varphi(t, Z) = P_x^\varphi(t, Z) \) for all \( Z \in \mathcal{B}(X) \). Therefore, in view of Lemma 2(iii), formula (20) holds with an equality for \( t \in [0, s] \), if \( P_x^\varphi(s, X) = 1 \) for some \( s \in \mathbb{R}_+ \), and for \( t \in \mathbb{R}_+ \) if \( P_x^\varphi(t, X) = 1 \) for all \( t \in \mathbb{R}_+ \).

**Definition 3.** A sub-model of a CTJMDP \( \{X', A', A'(.), q'\} \) is a CTJMDP \( \{X, A, A(.), q\} \) with \( X \subseteq X' \), \( A \subseteq A' \), \( A(z) \subseteq A'(z) \) for all \( z \in X \), and \( q'(z, a, Z) = q(z, a, Z) \) for all \( z \in X \), \( a \in A(z) \), and \( Z \in \mathcal{B}(X) \).

Theorem 1 is proved in Lemma 5 for the initial distribution concentrated at one point. The extension to an arbitrary initial distribution is based on the following arguments explained in detail in the proof of Theorem 1. We introduce an extended CTJMDP, for which our original CTJMDP is a sub-model, by adding a state \( x' \) to \( X \) and actions \( a', a'' \) to \( A \). Then, for an arbitrary policy \( \sigma \) for the original CTJMDP and for an arbitrary fixed \( u \in \mathbb{R}_+ \), we construct in a natural way a policy \( \tilde{\sigma} \) for the extended CTJMDP such that the marginal distributions satisfy

\[
P_{x'}^\sigma(t + u, Z, B) = (1 - e^{-u})P_x^\sigma(t, Z, B), \quad t \in \mathbb{R}_+, Z \in \mathcal{B}(X), B \in \mathcal{B}(A).
\]

(52)

For an arbitrary policy \( \pi \) and the corresponding Markov policy \( \varphi \) satisfying (16), we shall consider policies \( \tilde{\pi} \) and \( \tilde{\varphi} \) in the extended CTJMDP such that formula (52) holds for \( (\sigma, \tilde{\sigma}) = (\pi, \tilde{\pi}) \), and for \( (\sigma, \tilde{\sigma}) = (\varphi, \tilde{\varphi}) \). We shall also show that for the extended CTJMDP formula (16) holds being applied to the policy \( \tilde{\pi} \), Markov policy \( \tilde{\varphi} \), and initial distribution concentrated at the state \( x' \). Then, as follows from Lemma 5 applied to the extended CTJMDP,

\[
P_{x'}^{\tilde{\varphi}}(t, Z, B) \leq P_{x'}^{\tilde{\varphi}}(t, Z, B), \quad t \in \mathbb{R}_+, Z \in \mathcal{B}(X), B \in \mathcal{B}(A).
\]

(53)

In view of this fact, formula (52), applied to the pairs of policies \( (\sigma, \tilde{\sigma}) = (\pi, \tilde{\pi}) \) and \( (\sigma, \tilde{\sigma}) = (\varphi, \tilde{\varphi}) \), implies the correctness of Theorem 1; see the diagram in Figure 1.

\[
P_{x'}^{\tilde{\varphi}}(t + u, Z, B) \leq P_{x'}^{\tilde{\varphi}}(t + u, Z, B) \quad \left\{ \begin{array}{l}
(1 - e^{-u})P_{x'}^{\tilde{\varphi}}(t, Z, B) \\
1 - e^{-u}P_{x'}^{\tilde{\varphi}}(t, Z, B)
\end{array} \right.

\Rightarrow P_{x'}^\sigma(t, Z, B) \leq P_{x'}^\sigma(t, Z, B)
\]

Figure 1. Major steps of the proof of Theorem 1.

**Proof of Theorem 1.** Let us fix an arbitrary \( u \in \mathbb{R}_+ \). For \( x' \notin X \) and \( a', a'' \notin A \), let \( X' := X \cup \{x'\} \), \( A' := A \cup \{a', a''\} \), \( A'(x) := A(x) \cup \{a'', a''\} \) for all \( x \in X \), and \( A'(x') := \{a', a''\} \). For all \( x \in X' \), \( a \in A'(x) \), and \( Z \in \mathcal{B}(X') \), define the new transition rate \( q' \) by

\[
q'(x, a, Z) := \begin{cases} 
\gamma(Z \setminus \{x'\}) - \delta_{x'}(Z) & \text{if } x \in X \setminus \{x'\}, a = a', \\
0 & \text{if } x \in X \setminus \{x'\}, a = a''.
\end{cases}
\]

(54)
This means that an additional state \( x' \) is added to the state space \( X \). The set of feasible actions at this state consists of a two actions \( a' \) and \( a'' \). If the action \( a' \) is chosen at the state \( x' \), then the process jumps to every set \( Z \in \mathcal{B}(X) \) with the intensity \( \gamma(Z) \). In addition, the action \( a'' \) is also added to the action sets \( A(x) \) for all \( x \in X \). Under this action, every set \( x \in X' = X \cup \{ x' \} \) is absorbing.

Consider the extended CTJMDP \( \{ X', A', A'(x), q' \} \). For this extended CTJMDP, we shall respectively denote by \( x'_n, t'_n, \omega', \Omega', \xi'_t, \) and \( U'_t \) the objects \( x_n, t_n, \Omega, \xi_t, \) and \( U_t \) defined in Section 2, where \( n = 0, 1, \ldots \). In particular, consider the set of trajectories \( \Omega'(u) \) defined by

\[
\Omega'(u) = \{(x', t'_1, x_0, t_1 + u, x_1, t_2 + u, \ldots) : t'_1 \in [0, u], \ (x_0, t_1, x_1, t_2, \ldots) \in \Omega \}.
\]

For \( \omega' = (x'_0, t'_1, x'_1, t'_2, \ldots) \in \Omega'(u) \), let us define \( \omega'_{-u} := (x'_1, (t'_2 - u), x'_2, (t'_3 - u), \ldots) \), which is the sample path starting from time \( u \) and shifted back by time \( u \). Note that \( \xi'_t(\omega) = \xi'_{t+u}(\omega') \) for all \( t \in \mathbb{R}_+, \omega \in \Omega, \) and \( \omega' \in \Omega'(u) \). The definition of \( \Omega'(u) \) implies that it is a measurable subset of \( \Omega' \).

For a policy \( \sigma \) in the original CTJMDP, let \( \tilde{\sigma} \) be a policy for the extended CTJMDP such that, for all \( \omega' \in \Omega' \), \( t \in \mathbb{R}_+ \), and \( B \in \mathcal{B}(A') \),

\[
\tilde{\sigma}(B \mid \omega', t) = \begin{cases} 
\delta_{a'}(B)I\{\xi_{t-} = x'\} + \delta_{a''}(B)I\{\xi'_{t-} \in X\}, & \text{if } t \in [0, u], \\
\delta_{a'}(B)I\{\xi'_{t-} = x'\}, & \text{if } t \in [u, +\infty[,
\sigma(B \setminus \{a', a''\} \mid \omega'_{-u}, t - u)I\{\omega' \in \Omega'(u)\}, & \text{if } t \in [u, +\infty[.
\end{cases}
\]

(55)

For the initial state \( x'_0 = x' \), the policy \( \tilde{\sigma} \) chooses the action \( a' \) at the state \( x' \) during the time interval \([0, u]\). If the jump does not occur during the time interval \([0, u]\), the policy \( \tilde{\sigma} \) always chooses the action \( a'' \) at the state \( x' \) during the time interval \([u, +\infty[\). Of course, in this case the state \( x' \) becomes absorbing at the time instance \( u \). If the first jump occurs during the time interval \([0, u]\), then the process jumps to a state \( x'_1 \in X \). Observe that, in view of (54),

\[
\mathbb{P}^\tilde{\sigma}_x\{x'_1 \in Z \mid t'_1 \leq u\} = \gamma(Z) \quad \text{and} \quad \mathbb{P}^\tilde{\sigma}_x(t'_1 \leq t) = 1 - e^{-t}
\]

(56)

for \( Z \in \mathcal{B}(X) \) and for \( t \in [0, u] \). After this jump the process stays at the state \( x'_1 \in X \) until the time epoch \( u \), and during the time interval \([u, +\infty[\) the policy \( \tilde{\sigma} \) selects actions at time instances \( t \in [u, +\infty[ \) in the same way as the policy \( \sigma \) does at time instances \( t - u \) using the observations starting from the initial state \( x_0 = x'_1 \) and initial time 0 until the time epoch \( t - u \). Thus, \( \mathbb{P}^\tilde{\sigma}_x(\xi'_{t+u} \in Z \mid t'_1 \leq u) = \mathbb{P}^\tilde{\sigma}_{x'_1}(\xi_t \in Z) \mathbb{P}^\tilde{\sigma}_{x'_1} \text{a.s. for } t \in \mathbb{R}_+ \text{ and for } Z \in \mathcal{B}(X) \).

For \( t \in \mathbb{R}_+, \ Z \in \mathcal{B}(X), \) and \( B \in \mathcal{B}(A) \),

\[
P^\tilde{\sigma}_x(t + u, Z, B) = \mathbb{E}^\tilde{\sigma}_x[I\{x'_1 \in X\}I\{\xi'_{t+u} \in Z\}I\{\xi'_t = x\}]I\{x' \in X\}I\{t' \in [0, u]\}I\{\omega' \in \Omega'(u)\}
\]

(58)

where the first equality holds because \( \{t'_1 \leq u\} = \{x'_1 \in X\} \) up to null set of probability \( \mathbb{P}^\tilde{\sigma}_x \), and the second one follows from (56).

For \( t \in \mathbb{R}_+, \ Z \in \mathcal{B}(X), \) and \( B \in \mathcal{B}(A) \),

\[
P^\tilde{\sigma}_x(t + u, Z, B) = \mathbb{E}^\tilde{\sigma}_x[I\{x'_1 \in X\}I\{\xi'_{t+u} \in Z\}I\{\xi'_t = x\}]I\{x' \in X\}I\{t' \in [0, u]\}I\{\omega' \in \Omega'(u)\}
\]

(58)

where the first equality follows from (14) and from \( \{x'_1 \in X\} = \{\xi'_{t+u} \in X\} \supseteq \{\xi'_{t+u} \in Z\} \) for \( Z \in \mathcal{B}(X) \) and the equality of sets holds up to null sets of measure \( \mathbb{P}^\tilde{\sigma}_x \). The second equality in (58) follows from the properties of conditional expectations because the function \( I\{x'_1 \in X\} \) is \( \sigma(x'_1) \)-measurable, the third equality follows from the definition of the policy \( \tilde{\sigma} \) in (55), the fourth equality
follows from (14), the fifth equation follows from the definitions of expectations and indicators, and the last one follows from (57).

In view of (58), for \( t \in \mathbb{R}_+ \), \( Z \in \mathcal{B}(X) \), and \( B \in \mathcal{B}(A) \),

\[
P_\gamma^\pi(t, Z, B) = (1 - e^{-u})^{-1} P_\gamma^\pi(t + u, Z, B).
\]  

(59)

Thus, \( P_\gamma^\pi(t, \cdot) \) and \( P_\gamma^\pi(t + u, \cdot) \) are equivalent measures on \( (X, \mathcal{B}(X)) \) for all \( t \in \mathbb{R}_+ \).

Let us fix an arbitrary policy \( \pi \) for the original CTJMDP. Let \( \varphi \) be a Markov policy satisfying equality (16), and let us consider policies \( \hat{\pi} \) and \( \hat{\varphi} \) for the extended CTMDP satisfying (55) with \( \sigma = \pi \) and \( \sigma = \varphi \) respectively. As follows from (55) applied to \( \sigma = \varphi \), the Markov policy \( \hat{\varphi} \) is defined uniquely and, for \( B \in \mathcal{B}(A') \), \( z \in X' \), and \( t \in \mathbb{R}_+ \),

\[
\hat{\varphi}(B \mid x, t) = \delta_{a'}(B) I \{ x_t = x', t \leq u \} + \delta_{a''}(B) I \{ \{ \xi'_t \in X, t \leq u \} \cup \{ \xi'_t = x', t > u \} \}
\]

\[
+ \varphi(B \setminus \{ a', a'' \}) I \{ x \in X, u > t \}.
\]

In view of (19) and (59) with \( \sigma = \pi \), for \( B \in \mathcal{B}(A) \), \( z \in X \), and \( t \in \mathbb{R}_+ \),

\[
\hat{\varphi}(B \mid z, t + u) = \varphi(B \mid z, t) \frac{P_\gamma^\pi(t, dz, B)}{P_\gamma^\pi(t, dz)} = \frac{P_\gamma^\pi(t + u, dz, B)}{P_\gamma^\pi(t + u, dz)}, \quad (P_\gamma^\pi(t + u, \cdot) \text{-a.s.}),
\]

which implies that formula (19) holds for the policies \( \hat{\varphi}, \hat{\pi} \) and the initial state distribution concentrated at the state \( x' \) when \( z \in X \) and \( t > u \). Formula (19) also holds for \( \hat{\varphi}, \hat{\pi} \), for the initial state distribution concentrated at the state \( x' \), and for state-time pairs \( (z, t) \in X \times \mathbb{R}_+ \setminus \{ z \in X, t > u \} \) because at these state-time pairs the policy \( \hat{\pi} \) is Markov. Since (19) is equivalent to (16), for \( t \in \mathbb{R}_+ \), \( Z \in \mathcal{B}(X) \), and \( B \in \mathcal{B}(A) \),

\[
P_\gamma^\varphi(t, Z, B) = (1 - e^{-u})^{-1} P_\gamma^\varphi(t + u, Z, B) \leq (1 - e^{-u})^{-1} P_\gamma^\pi(t + u, Z, B) = P_\gamma^\pi(t, Z, B),
\]  

(60)

where the inequality follows from Lemma 5 and the equalities follow from (59) applied to \( \sigma = \varphi \) and \( \sigma = \pi \) respectively. Inequality (20) is proved.

To complete the proof of the theorem, assume that \( P_\gamma^\varphi(s, X) = 1 \) for some \( s \in \mathbb{R}_+ \). We fix an arbitrary \( t \in [0, s] \). Then \( P_\gamma^\varphi(t, X) = 1 \).

Let \( P_\gamma^\varphi(t, Z, B) < P_\gamma^\varphi(t, Z, B) \) for some \( Z \in \mathcal{B}(X) \) and \( B \in \mathcal{B}(A) \). Then, in view of (60),

\[
P_\gamma^\varphi(t, Z, \mathcal{A} \setminus B) \leq P_\gamma^\varphi(t, Z, \mathcal{A} \setminus B) \text{ and } P_\gamma^\varphi(t, X \setminus Z, A) \leq P_\gamma^\varphi(t, X \setminus Z, A).\]

Therefore

\[
1 = P_\gamma^\varphi(t, X) = P_\gamma^\varphi(t, Z, B) + P_\gamma^\varphi(t, Z, \mathcal{A} \setminus B) + P_\gamma^\varphi(t, X \setminus Z, A)
\]

\[
< P_\gamma^\varphi(t, Z, B) + P_\gamma^\varphi(t, Z, \mathcal{A} \setminus B) + P_\gamma^\varphi(t, X \setminus Z, A) = P_\gamma^\varphi(t, X),
\]

which is impossible since \( P_\gamma^\varphi(t, X) \leq 1 \). Thus, \( P_\gamma^\varphi(t, Z, B) = P_\gamma^\varphi(t, Z, B) \) for all \( Z \in \mathcal{B}(X) \) and for all \( B \in \mathcal{B}(A) \).

\[\square\]

6. Sufficiency of Markov policies for particular objective criteria. This section describes applications of the results of Section 3 to CTJMDPs with finite and infinite horizons. For finite-horizon CTJMDPs we consider expected total discounted costs. For infinite-horizon CTJMDPs we consider expected total discounted costs and average costs per unit of time. For each of these problems we show that for a fixed arbitrary initial distribution \( \gamma \) the objective criterion for a Markov policy \( \varphi \), described in Theorem 1 for a policy \( \pi \), is smaller than or equal to the objective criterion for the policy \( \pi \) if the cost functions are nonnegative. If the jump Markov process, defined by the policy \( \varphi \) and by the initial state distribution \( \gamma \), is nonexplosive, then the corresponding values of objective functions for polices \( \pi \) and \( \varphi \) coincide without the assumption that the cost functions are nonnegative. These facts hold for problems with multiple criteria.
If the transition rates \( q(z, a) \) are bounded on \( Gr(A) \), as this takes place in many applications to queueing control, it is well-known that the jump process under every policy is nonexplosive. However, jump processes under all policies may be nonexplosive even for problems with unbounded jump rates. For example, jumps occur at arrival and departure epochs in many controlled queues. If the rate of the arrival process, which may be Poisson or Markov-modulated, is bounded, then the total number of arrivals and departures over every finite deterministic interval of time is finite with probability 1, and the corresponding Markov processes are nonexplosive even if their transition rates are unbounded. For example, transition rates can be unbounded because the number of servers is unbounded \([1, 10]\) or because customers are impatient and can abandon the queue \([3]\), but the corresponding jump Markov processes are nonexplosive. In general, if the transition rates are unbounded, the corresponding jump process may be explosive. Piunovskiy and Zhang \([24, \text{Theorem 1}]\) provided a general sufficient condition for the nonexplosiveness of jumps processes defined by all policies.

6.1. Finite-horizon CTJMDPs. For an initial state distribution \( \gamma \) and a policy \( \pi \), the finite-horizon expected total discounted cost with the discount rate \( \alpha \in \mathbb{R} \) up to time \( T \in \mathbb{R}_+ \) is

\[
V^T_\alpha(\gamma, \pi) := \mathbb{E}_{\gamma}^\pi \left[ \int_0^{T \wedge \tilde{T}} e^{-\alpha s}c(\xi_s, \pi_s)ds + \sum_{i=1}^{\infty} e^{-\alpha u_i}G_i(\xi_{u_i}, \pi_{u_i}) \right],
\]

(61)

where the first summand is the total discounted cost collected up to the time \( T \) with the cost rate \( c(\cdot, \cdot) \) and the second summand is the total discounted costs \( G_i \) incurred at certain time epochs \( (u_i \in [0, T])_{i=1,2,...} \). The functions \( c : \tilde{X} \times \tilde{A} \mapsto \mathbb{R} \) and \( G_i : \tilde{X} \times \tilde{A} \mapsto \mathbb{R} \) are assumed to be measurable with \( c(x_\infty, \cdot) = c(\cdot, a_\infty) = G_i(x_\infty, \cdot) = G_i(\cdot, a_\infty) = 0 \) for all \( i = 1, 2, \ldots \). To avoid undefined sums, integrals, and expectations in (61), we start with nonnegative functions \( c \) and \( G_i \), \( i = 1, 2, \ldots \). We recall that, according to (3), \( f(\xi_t, \pi_t) := \int_{A(\xi_t)} f(\xi_t, a)\pi_t(da) \). The second summand in (61) models the situation when at some time instances \( u_1, u_2, \ldots \) the decision maker has to make payments. In particular, if \( u_1 = T \) and \( G_i \equiv 0 \) for \( i = 2, 3, \ldots \), then we have a problem with the terminal cost \( G_1(\xi_T, \pi_T) \).

**Theorem 4.** Let the functions \( c \) and \( G_i \), \( i = 1, 2, \ldots \), take nonnegative values, and let \( T \in \mathbb{R}_+ \). For an initial distribution \( \gamma \) on \( X \) and a policy \( \pi \), let \( \varphi \) be a Markov policy satisfying (16). Then for all \( \alpha \in \mathbb{R} \)

\[
V^T_\alpha(\gamma, \varphi) \leq V^T_\alpha(\gamma, \pi).
\]

(62)

If, in addition, \( P^\varphi_\gamma(T, X) = 1 \), then \( V^T_\alpha(\gamma, \varphi) = V^T_\alpha(\gamma, \pi) \).

**Proof.** Observe that

\[
V^T_\alpha(\gamma, \pi) = \int_0^T e^{-\alpha s} \mathbb{E}_{\gamma}^\pi c(\xi_s, \pi_s)ds + \sum_{i=1}^{\infty} e^{-\alpha u_i} \mathbb{E}_{\gamma}^\pi G_i(\xi_{u_i}, \pi_{u_i})
\]

\[
= \int_0^T e^{-\alpha s} \left( \int_X \int_{A(z)} c(z, a) P^\gamma_\pi(s, dz, da) \right)ds + \sum_{i=1}^{\infty} e^{-\alpha u_i} \mathbb{E}_{\gamma}^\pi \int_X \int_{A(\xi)} G_i(z, a) P^\gamma_\pi(u_i, dz, da),
\]

(63)

where the first equality follows from (61) since \( \xi_s = x_\infty \) for \( s \geq t_\infty \) and \( c(x_\infty, \cdot) = 0 \); the second equality follows from (15) with \( f(\xi_t, \pi_t) = c(\xi_t, \pi_t), f(\xi_t, \pi_t) = G_i(\xi_t, \pi_t) \), and \( Z = X \). Then

\[
V^T_\alpha(\gamma, \varphi) = \int_0^T e^{-\alpha s} \int_X \int_{A(z)} c(z, a) P^\varphi_\gamma(s, dz, da)ds + \sum_{i=1}^{\infty} e^{-\alpha u_i} \mathbb{E}_{\gamma}^\varphi \int_X \int_{A(z)} G_i(z, a) P^\varphi_\gamma(u_i, dz, da)
\]

\[
\leq \int_0^T e^{-\alpha s} \int_X \int_{A(z)} c(z, a) P^\gamma_\varphi(s, dz, da)ds + \sum_{i=1}^{\infty} e^{-\alpha u_i} \mathbb{E}_{\gamma}^\varphi \int_X \int_{A(z)} G_i(z, a) P^\gamma_\varphi(u_i, dz, da) = V^T_\alpha(\gamma, \pi),
\]

(64)
where the first and last equalities follow from (63) applied to the policies \( \varphi \) and \( \pi \) respectively, and the inequality follows from Theorem 1. Thus (62) is proved.

Now let \( P_\gamma^o(T, X) = 1 \). Then Theorem 1 implies that the inequality in (64) is an equality. □

Let \( \Pi \) and \( \Pi^M \) be respectively the classes of all history-dependent and Markov policies. The following corollary follows from Theorem 4.

**Corollary 8.** Let the functions \( c \) and \( G_i, i = 1, 2, \ldots, \) take nonnegative values, and let \( T \in \mathbb{R}_+ \). For an initial distribution \( \gamma \) and discount rate \( \alpha \in \mathbb{R} \)

\[
\inf_{\varphi \in \Pi} V_\alpha^T(\gamma, \varphi) = \inf_{\pi \in \Pi} V_\alpha^T(\gamma, \pi). \tag{65}
\]

If, in addition, \( P_\gamma^o(T, X) = 1 \) for every Markov policy \( \varphi \), then

\[
\sup_{\varphi \in \Pi} V_\alpha^T(\gamma, \varphi) = \sup_{\pi \in \Pi} V_\alpha^T(\gamma, \pi). \tag{66}
\]

**Proof.** The inclusion \( \Pi^M \subset \Pi \) implies \( \inf_{\varphi \in \Pi} V_\alpha^T(\gamma, \varphi) \geq \inf_{\pi \in \Pi} V_\alpha^T(\gamma, \pi) \). The opposite inequality follows from Theorem 4. Equality (66) follows from the last statement of Theorem 4. □

Now let us consider cost functions \( c : \bar{X} \times \bar{A} \rightarrow \mathbb{R} \) and \( G_i : \bar{X} \times \bar{A} \rightarrow \mathbb{R} \) without the assumption that they take nonnegative values. For an arbitrary \( r \in \mathbb{R} \), let \( r^+ := \max\{r, 0\} \) and \( r^- := \min\{r, 0\} \) be positive and negative parts of \( r \). Let \( V_{\alpha^+}^T(\gamma, \pi) \) and \( V_{\alpha^0}^T(\gamma, \pi) \) are the expected total costs defined in (61) with the cost functions \( c \) and \( G_i \) substituted with the functions \( c^+, G_i^+ \) and \( c^-, G_i^- \), respectively, \( i = 1, 2, \ldots \). These definitions imply \( V_{\alpha^+}^T(\gamma, \pi) \geq 0 \) and \( V_{\alpha^0}^T(\gamma, \pi) \leq 0 \). If either \( V_{\alpha^+}^T(\gamma, \pi) < +\infty \) or \( V_{\alpha^0}^T(\gamma, \pi) > -\infty \), then we say that the value \( V_\alpha^T(\gamma, \pi) \) is defined and set

\[
V_\alpha^T(\gamma, \pi) := V_{\alpha^+}^T(\gamma, \pi) + V_{\alpha^0}^T(\gamma, \pi). \tag{67}
\]

For example, the values \( V_\alpha^T(\gamma, \pi) \) are defined for all initial state distributions \( \gamma \), all policies \( \pi \), and all discount rates \( \alpha \in \mathbb{R} \) if \( T < +\infty \), all the functions \( c, G_i \) are bounded either from below or from above simultaneously, and for some natural number \( k \) the functions \( G_i \) are identically equal to 0 for \( i > k \). Of course, in this case (67) holds.

The following two corollaries imply that, if the values \( V_\alpha^T(\gamma, \pi) \) are defined, then under the assumption \( P_\gamma^o(T, X) = 1 \) the corresponding conclusions of Theorem 4 and Corollary 8 hold without the assumptions that the functions \( c(x, a) \) and \( G_i(x, a) \) take nonnegative values.

**Corollary 9.** Let \( T \in \mathbb{R}_+ \). For an initial distribution \( \gamma \) on \( X \) and a policy \( \pi \), let \( \varphi \) be a Markov policy satisfying (16). If the value \( V_\alpha^T(\gamma, \pi) \) is defined and \( P_\gamma^o(T, X) = 1 \), then \( V_\alpha^T(\gamma, \varphi) = V_\alpha^T(\gamma, \pi) \).

**Proof.** The last claim of Theorem 4 applied to the functions \( c^+, G_i^+ \) and \( -c^-, -G_i^- \), \( i = 1, 2, \ldots \), implies respectively that \( V_{\alpha^+}^T(\gamma, \varphi) = V_{\alpha^+}^T(\gamma, \pi) \) and \( V_{\alpha^0}^T(\gamma, \varphi) = V_{\alpha^0}^T(\gamma, \pi) \). Thus, the corollary follows from (67). □

**Corollary 10.** Let \( T \in \mathbb{R}_+ \). For an initial distribution \( \gamma \) on \( X \), if the value \( V_\alpha^T(\gamma, \pi) \) is defined for every policy \( \pi \) and \( P_\gamma^o(T, X) = 1 \) for every Markov policy \( \varphi \), then equalities (65) and (66) hold.

**Proof.** This corollary follows from Corollary 9. □

Theorem 4 can be also be applied to problems with multiple criteria and constraints. Let, for a fixed initial state distribution \( \gamma \), the performance of policy \( \pi \) is evaluated by a finite or infinite number \( g(\gamma, \pi) \in \mathbb{R} \). In addition, for some nonempty set \( \mathcal{B} \) there are a collection of functions \( \{g_\beta : \mathcal{A}(X) \times \Pi \rightarrow \mathbb{R}, \beta \in \mathcal{B}\} \) and a collection of real numbers \( \{M_\beta : \beta \in \mathcal{B}\} \). The constrained optimization problem is

\[
\begin{align*}
\text{minimize}_{\pi \in \Pi} & \quad g(\gamma, \pi) \\
\text{subject to} & \quad g_\beta(\gamma, \pi) \leq M_\beta, \quad \beta \in \mathcal{B}.
\end{align*} \tag{68}
\]
Let us consider the finite time horizon $T \in \mathbb{R}_+$, discount rate $\alpha \in \mathbb{R}$, measurable cost functions $c : \bar{X} \times A \rightarrow \mathbb{R}$ and $G_i : \bar{X} \times A \rightarrow \mathbb{R}$, and time instances $u_i \in [0, T]$, $i = 1, 2, \ldots$, satisfying the properties assumed in the first paragraph of this subsection. For each $\beta \in \mathbb{B}$, let us consider the similar objects indexed by $\beta$ and satisfying the same properties. In particular, we consider the finite time horizons $T_\beta [0, +\infty]$ discount rates $\alpha_\beta \in \mathbb{R}$, measurable cost functions $c_\beta : \bar{X} \times A \rightarrow \mathbb{R}$ and $G_{i, \beta} : \bar{X} \times A \rightarrow \mathbb{R}$, and time instances $u_{i, \beta} \in [0, T_\beta]$, $i = 1, 2, \ldots$. Let $V_{\alpha, \beta}(\gamma, \pi)$ denotes the expected total discounted costs defined in (61) for $\alpha := \alpha_\beta$, $c := c_\beta$, $G_i := G_{i, \beta}$, and $u_i := u_{i, \beta}$, where $\beta \in \mathbb{B}$, $i = 1, 2, \ldots$. Let us consider the following assumption.

**Assumption 6.1.** Let the following conditions hold for a given initial distribution $\gamma$ on $X$:

1. either the functions $c, G_i, i = 1, 2, \ldots$, take nonnegative values or the following two conditions hold: $P_{\gamma}(T, X) = 1$ for all Markov policies $\varphi$, and $V_{\alpha}(\gamma, \pi)$ is defined for all policies $\pi \in \Pi$;
2. for each $\beta \in \mathbb{B}$ either the functions $c_\beta, G_{i, \beta}, i = 1, 2, \ldots$, take nonnegative values or the following two conditions hold: $P_{\gamma}(T_\beta, X) = 1$ for all Markov policies $\varphi$, and $V_{\alpha, \beta}(\gamma, \pi)$ is defined for all policies $\pi \in \Pi$.

We remark that condition (ii) in Assumption 6.1 is condition (i) applied to a finite-horizon CTJMDP with $c, G_i, \alpha$, and $T$ replaced with $c_\beta, G_{i, \beta}, \alpha_\beta$, and $T_\beta$ respectively.

**Corollary 11.** For an initial state distribution $\gamma$ on $X$, let us consider problem (68) with $g(\gamma, \pi) = V_{\alpha}(\gamma, \pi)$ and $g_\beta(\gamma, \pi) = V_{\alpha, \beta}(\gamma, \pi)$ for all $\pi \in \Pi$ and $\beta \in \mathbb{B}$. If Assumption 6.1 holds for the initial distribution $\gamma$, then for every feasible policy $\pi$ satisfying (16), and the policy $\varphi$ is feasible.

**Proof.** Let us consider problem (68) with $g(\gamma, \pi) = V_{\alpha}(\gamma, \pi)$ and $g_\beta(\gamma, \pi) = V_{\alpha, \beta}(\gamma, \pi)$. For an arbitrary feasible policy $\pi$, let us consider a Markov policy $\varphi$ satisfying (16). Theorem 1 and Corollary 9 imply that $V_{\alpha}(\gamma, \varphi) \leq V_{\alpha}(\gamma, \pi)$ and $V_{\alpha, \beta}(\gamma, \varphi) \leq V_{\alpha, \beta}(\gamma, \pi) \leq M_\beta$ for all $\beta \in \mathbb{B}$.

Thus, for every feasible policy, that is, a policy satisfying constraints in (68), there is a feasible Markov policy with the same or smaller objective function. The same is true if the objective function and the functions in constraints are sums of finite numbers the expected discounted costs with possibly different discount rates and horizons and if Assumption 6.1 is satisfied for all the expected discounted total costs in the sums. The latter means that the summands in the objective function satisfy Assumption 6.1(i) and the summands in constraints satisfy Assumption 6.1(ii).

6.2. Infinite horizon CTJMDPs. For infinite-horizon problems, in addition to cost rates $c$ and instant costs $G_i$, we shall also consider costs $C(\xi_{t_{n-1}}, \xi_t)$ incurred at jump epochs $t_n$, $n = 1, 2, \ldots$. The cost structure of an infinite-horizon CTJMDP is defined by the following three nonnegative cost functions:

1. the cost rate function $c(z, a)$ representing the cost per unit time when an action $a$ is chosen at state $z$;
2. the instant cost function $G_i(z)$ representing the costs collected at time epochs $u_i$, where $u_i \in \mathbb{R}_+$, if $z = \xi_{u_i}$, $i = 1, 2, \ldots$;
3. the instantaneous cost function $C(z, y)$ representing the cost incurred at the jump epoch when the process transitions from state $z$ to state $y$.

The functions $c : \bar{X} \times A \rightarrow \mathbb{R}$, $G_i : \bar{X} \times A \rightarrow \mathbb{R}$, and $C : \bar{X} \times \bar{X} \rightarrow \mathbb{R}$ are assumed to be measurable with $c(x_\infty, \cdot) = c(\cdot, a_\infty) = G_i(x_\infty, \cdot) = G_i(\cdot, a_\infty) = C(x_\infty, \cdot) = C(\cdot, x_\infty) = 0$ for all $i = 1, 2, \ldots$. If all the cost functions $c, G_i, i = 1, 2, \ldots$, and $C$ take either always nonnegative values or always nonpositive values, for an initial state distribution $\gamma$, a policy $\pi$, and a discount rate $\alpha \in \mathbb{R}_+$, the infinite-horizon expected total discounted cost is

$$V_\alpha(\gamma, \pi) := \mathbb{E}_\gamma \left[ \int_0^{T_\infty} e^{-\alpha t} c(\xi_t, \pi_t)ds + \sum_{n=1}^{\infty} e^{-\alpha n} C(\xi_{t_{n-1}}, \xi_{t_n}) + \sum_{i=1}^{\infty} e^{-\alpha u_i} G_i(\xi_{u_i}, \pi_{u_i}) \right].$$
Theorem 5. Let the functions $c$, $C$, and $G_i$, $i = 1, 2, \ldots$, take nonnegative values. For an initial distribution $\gamma$ on $X$ and a policy $\pi$, let $\varphi$ be a Markov policy satisfying (16). Then for all $\alpha \in \mathbb{R}_+^0$

$$V_\alpha(\gamma, \varphi) \leq V_\alpha(\gamma, \pi).$$

(70)

If, in addition, $P^\pi_\gamma(t, X) = 1$ for all $t > 0$, then $V_\alpha(\gamma, \varphi) = V_\alpha(\gamma, \pi)$.

Proof. First, we prove the theorem for problems without instantaneous costs at jump epochs, that is $C \equiv 0$. In this case, let us denote by $\overline{V}_\alpha(\gamma, \pi)$, where $\pi$ is an arbitrary policy, the expected total infinite-horizon cost defined in (69) with the omitted second summand in the right-hand side. The finite-horizon version of these costs up to the epoch $T \in \mathbb{R}_+$ is

$$\overline{V}^T_\alpha(\gamma, \pi) := \mathbb{E}^\pi_{\gamma} \left[ \int_0^{T \land T} e^{-\alpha s} c(\xi_s, \pi_s) ds + \sum_{i=1}^{\infty} e^{-\alpha u_i} 1\{u_i \leq T\} G_i(\xi_{u_i}, \pi_{u_i}) \right].$$

(71)

The monotone convergence theorem implies that $\overline{V}^T_\alpha(\gamma, \pi) \uparrow \overline{V}_\alpha(\gamma, \pi)$ as $T \to +\infty$. Therefore,

$$\overline{V}_\alpha(\gamma, \varphi) = \lim_{T \to \infty} \overline{V}^T_\alpha(\gamma, \varphi) \leq \lim_{T \to \infty} \overline{V}^T_\alpha(\gamma, \pi) = \overline{V}_\alpha(\gamma, \pi),$$

(72)

where the inequality follows from Theorem 4. In addition, as follows from Theorem 4, if $P^\pi_\gamma(T, X) = 1$ for all $T > 0$, then the inequality in (72) holds in the form of an equality. The theorem is proved for $C \equiv 0$. To complete the proof of the theorem, it is sufficient to show that

$$\mathbb{E}^\pi_{\gamma} \sum_{n=1}^{\infty} e^{-\alpha t_n} C(\xi_{t_{n-1}}, \xi_{t_n}) \leq \mathbb{E}^\pi_{\gamma} \sum_{n=1}^{\infty} e^{-\alpha t_n} C(\xi_{t_{n-1}}, \xi_{t_n})$$

(73)

and, if $P^\pi_\gamma(T, X) = 1$ for all $T > 0$, then the inequality in (73) holds in the form of an equality.

To prove (73), we set $\tilde{C}(x, \delta_a) := 0$ and consider the function $\tilde{C} : X \times \mathcal{P}(A) \mapsto [0, +\infty]$

$$\tilde{C}(z, p) := \int_{X \setminus \{z\}} C(z, y) \tilde{q}(z, p, dy),$$

(74)

where the measures $\tilde{q}(z, p, dy)$ and $\tilde{q}(z, p)$ are defined in (4) and (5) respectively. Let us fix $n = 1, 2, \ldots$ and consider the nonnegative random variable $s_n = t_n - t_{n-1}$, which is the sojourn time. As follows from (1), (2), and (9),

$$\mathbb{P}^\pi_{x}\{s_n \leq t | F_{t_{n-1}}\} = 1 - \exp(-\int_0^{t} \tilde{q}(\xi_{t_{n-1}}, \pi_{t_{n-1}}) (x_0, x_1, \ldots, t_{n-1}, x_{n-1}, s)) ds),$$

(75)

where the function $\tilde{q} : X \times \mathcal{P}(A) \mapsto [0, +\infty]$ is defined in (5). As follows from (1), (2), (9), and (75), for $B \in \mathcal{B}(X)$,

$$\mathbb{P}^\pi_{x}\{\xi_{t_n} \in B| F_{t_{n-1}}\} = \mathbb{E}^\pi_{x}\left[ \tilde{q}(\xi_{t_{n-1}}, \pi_{t_{n-1}+s_n}) B \setminus \{\xi_{t_{n-1}}\} / \tilde{q}(\xi_{t_{n-1}}, \pi_{t_{n-1}+s_n}) | F_{t_{n-1}} \right].$$

(76)

Then

$$\mathbb{E}^\pi_{\gamma}[e^{-\alpha t_n} C(\xi_{t_{n-1}}, \xi_{t_n}) | F_{t_{n-1}}] = e^{-\alpha t_{n-1}} \mathbb{E}^\pi_{\gamma} \left[ e^{-\alpha s_n} \tilde{C}(\xi_{t_{n-1}}, \pi_{t_{n-1}+s_n}) \right]$$

$$= e^{-\alpha t_{n-1}} \int_0^{\infty} e^{-\alpha s_n} \tilde{C}(\xi_{t_{n-1}}, \pi_{t_{n-1}+s}) \mathbb{P}^\pi_{x}\{s_n \leq s | F_{t_{n-1}}\} ds,$$

(77)
where the first equality in (77) follows from (76) and because the random variable \( t_{n-1} \) is \( \mathcal{F}_{t_{n-1}} \)-measurable, the second equality holds because conditional expectation can be written as an integral with the conditional distribution, and the last equality follows from (75) and from the explicit differentiation in \( s \) the function \( P^x_s \{ s_n \leq s \} \mathcal{F}_{t_{n-1}} \) displayed in (75) with \( s = t \).

Let us consider the nonnegative function \( f(s) = e^{-\alpha s} \tilde{C}(\xi_{t_{n-1}}, \pi_{t_{n-1}+s}) \). According to [5, p. 263],

\[
\mathbb{E}^\pi\left[ \int_0^t f(s)ds \mid \mathcal{F}_{t_{n-1}} \right] = \int_0^\infty f(s)\mathbb{P}^x_s \{ s_n > s \} \mathcal{F}_{t_{n-1}}ds.
\]

This formula and (77) imply

\[
\mathbb{E}^\pi\left[ e^{-\alpha s} \tilde{C}(\xi_{t_{n-1}}, \xi_{tn}) \mid \mathcal{F}_{t_{n-1}} \right] = \mathbb{E}^\pi\left[ \int_0^{s_n} e^{-\alpha (s_{n-1}+s)} \tilde{C}(\xi_{t_{n-1}}, \pi_{t_{n-1}+s})ds \mid \mathcal{F}_{t_{n-1}} \right].
\]

(78)

By changing the variable \( s \) to \( t := t_{n-1} + s \) in (78) and taking expectations in (78), we have

\[
\mathbb{E}^\pi\left[ e^{-\alpha n} \tilde{C}(\xi_{t_{n-1}}, \xi_{tn}) \right] = \mathbb{E}^\pi\left[ \int_{t_{n-1}}^{t_n} e^{-\alpha t} \tilde{C}(\xi_{t_{n-1}}, \pi_t)dt \right], \quad n = 1, 2, \ldots \in \Pi,
\]

which implies

\[
\mathbb{E}^\pi\left[ e^{-\alpha n} C(\xi_{t_{n-1}}, \xi_{tn}) \right] = \mathbb{E}^\pi\left[ \int_0^{t_n} e^{-\alpha t} \tilde{C}(\xi_{t_{n-1}}, \pi_t)dt \right], \quad \pi \in \Pi.
\]

Thus, the expected discounted sum of instant costs \( C(z, y) \) at jump epoch is equal to the expected total discounted cost with the cost rate \( \tilde{C}(z, a) = \int_{\Gamma^1(z)} C(z, y)q(z, a, dy) \). Since the theorem is proved in (72) for problems without instant costs at jump epochs, equality (79) implies inequality (73). In addition, as follows from Theorem 4, if \( P_\gamma^\pi(T, X) = 1 \) for all \( T > 0 \), then the inequality in (73) holds in the form of an equality. \( \square \)

**Corollary 12.** Let the functions \( c, C, \) and \( G_i, i = 1, 2, \ldots \), take nonnegative values. For an initial distribution \( \gamma \) and discount rate \( \alpha \in \mathbb{R}_+^+ \)

\[
\inf_{\varphi \in \Pi} V_\alpha(\gamma, \varphi) = \inf_{\pi \in \Pi} V_\alpha(\gamma, \pi).
\]

(80)

If, in addition, \( P_\gamma^\varphi(t, X) = 1 \) for every Markov policy \( \varphi \) and for every \( t > 0 \), then

\[
\sup_{\varphi \in \Pi} V_\alpha(\gamma, \varphi) = \sup_{\pi \in \Pi} V_\alpha(\gamma, \pi).
\]

(81)

**Proof.** The proof is identical to the proof of Corollary 8 with Theorem 5 used instead of Theorem 4. \( \square \)

If the cost functions \( c, G_i, \) and \( C \) can take positive and negative values, we consider the infinite-horizon expected total discounted costs \( V_\alpha^\oplus(\gamma, \pi) \) and \( V_\alpha^\ominus(\gamma, \pi) \) for cost functions \( c^+, G_i^+, C^+ \) and \( c^-, G_i^-, C^- \), respectively, \( i = 1, 2, \ldots \). We say that the infinite-horizon expected total discounted cost \( V_\alpha(\gamma, \pi) \) is defined if either \( V_\alpha^\oplus(\gamma, \pi) < +\infty \) or \( V_\alpha^\ominus(\gamma, \pi) > -\infty \). If \( V_\alpha(\gamma, \pi) \) is defined, we set similarly to (67)

\[
V_\alpha(\gamma, \pi) := V_\alpha^\oplus(\gamma, \pi) + V_\alpha^\ominus(\gamma, \pi).
\]

(82)

The following two corollaries are the infinite-horizon versions of Corollaries 9 and 10, and they follow from Theorem 5 in the same way as Corollaries 9 and 10 follow from Theorem 4.

**Corollary 13.** For an initial distribution \( \gamma \) on \( X \) and a policy \( \pi \), let \( \varphi \) be a Markov policy satisfying (16). If the value \( V_\alpha(\gamma, \pi) \) is defined and \( P_\gamma^\varphi(t, X) = 1 \) for all \( t > 0 \), then \( V_\alpha(\gamma, \varphi) = V_\alpha(\gamma, \pi) \).

**Corollary 14.** For an initial distribution \( \gamma \) on \( X \), if the value \( V_\alpha(\gamma, \pi) \) is defined for every policy \( \pi \) and \( P_\gamma^\varphi(t, X) = 1 \) for every \( t > 0 \) and for every Markov policy \( \varphi \), then equalities (80) and (81) hold.
For an infinite horizon, the average cost per unit time is
\[
W(\gamma, \pi) := \limsup_{\alpha \downarrow 0} \alpha V(\gamma, \pi).
\] (83)

Another way to define the average cost per unit time is
\[
W^1(\gamma, \pi) := \limsup_{T \to +\infty} \frac{V_T(\gamma, \pi)}{T},
\] (84)

where \(V_T(\gamma, \pi)\) is introduced in (69). The average cost \(W(\gamma, \pi)\) is defined if \(V(\gamma, \pi)\) is defined for each \(\alpha > 0\). The average cost \(W^1(\gamma, \pi)\) is defined if \(\overline{V}(\gamma, \pi)\) is defined for each \(T > 0\). These definitions are natural if the initial distribution \(\gamma\) and the policy \(\pi\) define an nonexplosive process, that is, \(P_{\gamma, \pi}(t, X) = 1\) for all \(t > 0\).

Average costs (83) and (84) are related under certain conditions. If instant and jump costs are equal to zero and the stochastic process \(\xi_t\) defined by an initial state distribution \(\gamma\) and a policy \(\pi\) is nonexplosive, that is, \(C = G_t = 0, \xi_i = 1, 2, \ldots\), and \(P_{\gamma, \pi}(\xi_t \in X) = 1\) for all \(t > 0\), then
\[
V(\gamma, \pi) := \mathbb{E}_{\gamma}^{\pi} \int_0^\infty e^{-\alpha s} c(\xi_s, \pi_s) \, ds = \int_0^\infty e^{-\alpha s} \mathbb{E}_{\gamma}^{\pi}[c(\xi_s, \pi_s)] \, ds.
\] (85)

In this case, as follows from the Tauberian theorem [12, p. 197], \(W(\gamma, \pi) \leq W^1(\gamma, \pi)\) if the function \(c\) takes nonnegative values. In addition, this inequality holds as an equality if either of the limits \(\lim_{T \to +\infty} \frac{V_T(\gamma, \pi)}{T}\) or \(\lim_{\alpha \downarrow 0} \alpha V(\gamma, \pi)\) exists and is finite; [26, Chapter V, Corollary 1a and Theorem 14].

Standard properties of limits, Theorem 5, and Corollaries 12–14 imply that the statements of Theorem 5 and Corollaries 12–14 remain valid, if average costs per time \(W\) and \(W^1\) are used instead of the expected discounted costs \(V_\alpha\) and the corresponding objective criteria are defined. In addition, this is true for the finite sums of the objective criteria \(V(\gamma, \pi), W(\gamma, \pi),\) and \(W^1(\gamma, \pi)\) with possibly cost functions and for possibly different discount factors for the total discounted criteria if each summand in each sum is defined. In particular, if, for a given initial distribution \(\gamma\), every Markov policy defines a nonexplosive jump Markov process, then for every feasible policy for problem (69) with \(g\) and \(g_j\) being such finite sums, there exists a feasible Markov policy with the equal or smaller objective function.

The CTJMDP literature usually deals only with cost rate functions \(c\) and, if the problem is finite-horizon, with terminal costs. The instantaneous costs \(G_t\) has never been considered before. Pinnovskv and Zhang [23] considered instantaneous costs \(C(z)\) at jump epochs that depend only on the state \(z\) from which the process jumps. Feinberg [6, 7] considered instantaneous costs at jump epochs of the form \(C(z, a, y)\), where \(z\) is the state from which the process jumps, \(a\) is the action selected at state \(z\) at the jump epoch, and \(y\) is the state to which the process jumps. It is shown in [6, Corollary 4.4] that for nonrelaxed (nonrandomized) policies the instantaneous jump costs \(C(z, a, y)\) can be substituted with the additional cost rate
\[
\tilde{C}(z, a, y) := \int_X C(z, a, y) \tilde{q}(z, a, dy)
\] (86)
added to the cost rate \(c(z, a)\). The results for general (relaxed) policies stated in [6, 7] have correct proofs only for the instantaneous costs of the form \(C(z, y)\), that is, for instantaneous costs at jump epochs that do not depend on actions.

In particular, it was overlooked in [6, p. 510] that for general (relaxed) policies the transformation in (86) leads to the instant cost \(\tilde{C}(z, p, y) := \int_{A(z)} \int_X C(z, a, y) \tilde{q}(z, a, dy) p(da)\), where \(p \in \mathcal{P}(A(z))\) is a relaxed action, rather than to the desired costs \(\tilde{C}(z, p, y) := \int_X C(z, p, y) \tilde{q}(z, p, dy)\).
with $C(z,p,y) := \int_{A(z)} C(z,a,y)p(da)$ and with $\tilde{q}(z,p,dy)$ defined in (4). However, for $C(z,a,y) := C(z,y)$, the equality $\int_{A(z)} \int_X C(z,y)\tilde{q}(z,a,dy)p(da) = \int_X C(z,y)\tilde{q}(z,p,dy)$ holds. That is, the desired transformation takes place in [6, 7] if the values $C(z,a,y)$ do not depend on $a$.

In the following example instantaneous costs $C(z,a,y)$ depend on the action $a$, all Markov policies define nonexplosive Markov chains, and the conclusions of Theorems 4 and 5 do not hold.

**Example 1.** For an initial distribution $\gamma$ and for a policy $\pi$, the Markov policy $\varphi$ satisfying (16) can have higher infinite-horizon expected total discounted costs than the policy $\pi$ when the instantaneous costs $C$ depend on the action chosen at the jump epoch. Let $X = \{1, 2\}$, $A = \{b, c\}$, $A(1) = b$, $A(2) = A$, $\tilde{q}(1,b) = \tilde{q}(2,b) = 2$, and $\tilde{q}(2,c) = 1$. The cost rate function $c(x,a) = 0$ for all $x \in X$ and $a \in A$, and the instantaneous costs $C$ are $C(1,b,2) = 0$, $C(2,b,1) = 1$, and $C(2,c,1) = 2$. There are no instant costs $G_i$, that is, $G_i \equiv 0$ for all $i = 1, 2, \ldots$. This CTJMDP is described in Figure 2.

Let $N(t, 2)$ represent the number of jumps into state 2 up to time $t$ and let $\pi$ be a non-randomized policy choosing the action $\pi_t$ at time $t$, where

$$\pi_t = bI\{\xi_t = 1\} + bI\{\xi_t = 2, N(t, 2) \text{ is even or } 0\} + cI\{\xi_t = 2, N(t, 2) \text{ is odd}\}. \quad (87)$$

Let the initial state be 2. Observe that, $P_2^{\pi}(\xi_t \in X) = 1$ for all $t \in \mathbb{R}_+$ for every policy $\sigma$. This follows from Corollary 2. Since $C(1,b,2) = 0$, the expected discounted total cost up to time $t$ under every policy does not change in $t$ when the process is at state 1. Since $C(2,b,1)\tilde{q}(2,b,1) = C(2,c,1)\tilde{q}(2,c,1) = 2$, then $C(2,a,1)\tilde{q}(2,a,1) = 2$ for any nonrandomized policy. Therefore, the discounted total cost rate increases with the rate $2e^{-\alpha t}$ if the policy $\pi$ is used at state 2 at time $t$. Thus,

$$V_\alpha(2, \pi) = E_2^\pi \int_0^{+\infty} 2e^{-\alpha t}I\{\xi_t = 2\}dt = 2 \int_0^{+\infty} e^{-\alpha t}P_2^\pi(2,t)dt. \quad (88)$$

Let $\varphi$ be a Markov policy satisfying (19) for all $t \in \mathbb{R}_+$. That is, the Markov policy $\varphi$ selects the action $b$ in state 1 and an action $a \in \{b, c\}$ in state 2 with probability $P_2^{(t,2,a)} / P_2^{(t,2)}$. Observe that $P_2^{(t,2,a)} > 0$ and $\varphi_t(a|2,t) > 0$ for $t > 0$, $a \in A(2) = \{b, c\}$. For the Markov policy $\varphi$, if the process is at state 2 at time $t > 0$, then the jump rate is

$$\tilde{q}(2,\varphi_t, 1) = \tilde{q}(2,b)\varphi(b|2,t) + \tilde{q}(2,c)\varphi(c|2,t) = 2\varphi(b|2,t) + \varphi(c|2,t) = 1 + \varphi(b|2,t), \quad (89)$$

and the expected instantaneous cost incurred, if a jump occurs at the epoch $t$, is

$$C(2, \varphi_t, 1) = C(2,b,1)\varphi(b|2,t) + C(2,c,1)\varphi(c|2,t) = \varphi(b|2,t) + 2\varphi(c|2,t) = 1 + \varphi(c|2,t). \quad (90)$$
In view of (89) and (90), the expected discounted total cost increases with the rate \( e^{-\alpha t}(1 + \varphi(b|2,t))(1 + \varphi(c|2,t)) = e^{-\alpha t}(2 + \varphi(b|2,t)\varphi(c|2,t)) \) if the policy \( \pi \) is used at state 2 at time \( t \).

Therefore, starting from initial state 2, the infinite-horizon expected total discounted cost earned by the Markov policy \( \varphi \) is

\[
V_\alpha(2, \varphi) = \mathbb{E}_2^\varphi \int_0^\infty e^{-\alpha t}(2 + \varphi(b|2,t)\varphi(c|2,t)) I\{\xi_t = 2\} \, dt
\]

\[
= \int_0^\infty e^{-\alpha t}(2 + \varphi(b|2,t)\varphi(c|2,t)) P_2^\varphi(t,2) \, dt
\]

\[
= 2 \int_0^\infty e^{-\alpha t} P_2^\varphi(t,2) \, dt + \int_0^\infty e^{-\alpha t} \varphi(b|2,t)\varphi(c|2,t) P_2^\varphi(t,2) \, dt > V_\alpha(2, \pi),
\]

where the inequality follows from (88) and \( \int_0^\infty e^{-\alpha t} \varphi(c|2,t) P_2^\varphi(t,2) \, dt > 0 \). Since in this example \( V_\alpha^T(x, \sigma) \uparrow V_\alpha(x, \sigma) \) as \( T \to +\infty \) for any policy \( \sigma \) and for any initial state \( x \), then \( V_\alpha^T(2, \varphi) > V_\alpha^T(2, \pi) \) in this example for sufficiently large \( T \).
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