MODULAR THEORY FOR THE VON NEUMANN ALGEBRAS OF LOCAL QUANTUM PHYSICS

Daniele Guido

Abstract. In the first part, the second quantization procedure and the free Bosonic scalar field will be introduced, and the axioms for quantum fields and nets of observable algebras will be discussed.

The second part is mainly devoted to an illustration of the Bisognano-Wichmann theorem for Wightman fields and in the algebraic setting, with a discussion on the physical meaning of this result.

In the third part some reconstruction theorems based on modular groups will be described, in particular the possibility of constructing an action of the symmetry group of a given theory via modular groups, and the construction of free field algebras via representations of the symmetry group.
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1. Introduction

Since the beginning of modular theory for von Neumann algebras in the late sixties [55], the relations with quantum physics became apparent, first through the interpretation of the analyticity properties of the modular automorphism group as a condition for thermodynamical equilibrium due to Haag, Hugenoltz and Winnink [37], and few years later with the theorem of Bisognano and Wichmann [4, 5], relating the symmetries of quantum field theory on Minkowski space with the modular objects associated with suitable regions. The mathematical instruments needed to prove and consolidate these relations are the theory of operator algebras together with its connections with the theory of analytic functions in one or more variables and the theory of group representations, plus some geometrical properties of the spacetimes. In this notes we present the descriptions of quantum field theory by the Gårding-Wightman axioms and by the Haag-Kastler axioms together with the
common example of the free scalar field, showing in particular how, for the free Bose fields, the local subspaces and the associated modular objects in the one-particle space are connected with the algebras of local observables and the associated modular objects on the Fock space. We refer to [45] for the analogous connection in the case of Fermi fields (CAR algebras). Then we discuss the relations of the modular objects for the algebras of observables of some regions with the symmetry group of the quantum theory, both in the concrete form of the Bisognano-Wichmann theorem for Wightman fields and in the more abstract form of the Borchers theorem. Finally we analyze some reconstruction results in this context, e.g. reconstruct modular objects via symmetries of a net of von Neumann algebras, reconstruct the symmetries of a net of von Neumann algebras via modular objects, reconstruct a net of von Neumann algebras via a representation of the symmetry group.

2. Free quantum fields and local quantum theories

2.1. Free scalar field. As a first basic example of a quantum field, I will introduce the free quantum scalar field (of mass $m$) on the Minkowski space. This example is ubiquitous, so I quote here only some basic references, the book of Streater & Wightman [54], chapter X.7 of the book of Reed and Simon [50], and the papers of Araki [1, 2], by which this presentation has been strongly influenced. Other references will be given below.

2.1.1. Spacetime and Symmetries. Let me recall that the (four-dimensional) Minkowski space $M^4$ is the real manifold $\mathbb{R}^4$ with the Minkowski pseudometric given by the signature $(+, -, -, -)$, the first component describing the time coordinate, the others the space coordinates. The group of diffeomorphisms of $M^4$ preserving this (pseudo)-metric is the so called Poincaré group $P$, which is given by the semi-direct product $\mathcal{L} \times \mathbb{R}^4$ of the Lorentz group $\mathcal{L}$ with the translations, where $\mathcal{L}$ is the group of isometries of $M^4$ as a vector space with the (indefinite) inner product $x \cdot y = x_0 y_0 - x_1 y_1 - x_2 y_2 - x_3 y_3$. The Lorentz group is a finite dimensional locally compact Lie group. We denote by $\mathcal{L}^+$ the proper Lorentz group, namely the subgroup of orientation preserving transformations, and by $\mathcal{L}^\uparrow$ the orthochronous Lorentz group, namely the subgroup of time-orientation preserving transformations. $\mathcal{L}^+$ is also denoted by $SO(1, 3)$. The intersection $\mathcal{L}_+^\uparrow = \mathcal{L}_+ \cap \mathcal{L}^\uparrow$ is the identity component of $\mathcal{L}$. Subgroups $\mathcal{P}_+^\uparrow = \mathcal{P}_+ \cap \mathcal{P}^\uparrow$ of the Poincaré group are defined analogously.

Elements of the Lorentz group can be represented as $4 \times 4$ matrices. Elements of the form $\begin{pmatrix} 1 & 0 \\ 0 & V \end{pmatrix}$, where $V$ is an orthogonal transformation on $\mathbb{R}^3$, represent a change of the space coordinates. Elements of the form

$$
\begin{pmatrix}
\cosh \vartheta & -\sinh \vartheta & 0 & 0 \\
-\sinh \vartheta & \cosh \vartheta & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

are called boosts, and relate two reference frames in relative uniform motion. In the example above, the motion is along the axis $x_1$, with velocity $v$ given by $\cosh \vartheta = (1 + v^2/c^2)^{-1/2}$.

Only positive energy representations of $\mathcal{P}_+^\uparrow$ will be considered, namely representations for which the joint spectrum of the unitaries implementing the translation
group is contained in the closed forward light cone \( V_+ = \{ x \in M^4 : x \cdot x \geq 0, x_0 \geq 0 \} \). Such condition is also called spectrum condition.

Positive energy, irreducible representations of the (proper orthochronous) Poincaré group are labeled by two parameters, the mass \( m \geq 0 \) and the spin \( s \in \mathbb{N} \) (indeed for \( m = 0 \) also “infinite spin” is allowed).

More precisely, since \( \mathcal{P}_+^1 = \mathcal{L}_+^1 \times \mathbb{R}^4 \), irreducible positive energy representations are constructed as follows: consider the action of \( \mathcal{L}_+^1 \) on \( \mathbb{R}^4 \) and choose an orbit contained in the closed forward light cone with the origin excluded. These orbits are the mass hyperboloids \( H_m = \{ p \in M^4 : p \cdot p = m^2, p_0 > 0 \} \), \( m \geq 0 \). Then choose an irreducible representation of the stabilizer of a point in the given orbit. For \( m > 0 \), the stabilizer is (isomorphic to) \( SO(3) \), the group of orientation preserving rotations; for \( m = 0 \) the stabilizer is (isomorphic to) \( E(2) \), the Euclidean group of the plane. Finally use Mackey induction to get a representation of the Poincaré group (cf. e.g. \([44, 53]\)). Since irreducible representations of \( SO(3) \) are parametrized by the spin \( s = 0, 1, 2, \ldots \), irreducible representations of \( \mathcal{P}_+^1 \) are labeled by the pair \((m, s)\).

The irreducible representations of \( E(2) \) are of two kinds: finite dimensional, when the translational part is trivially represented, and infinite-dimensional, otherwise. The first are just representations of the circle group, hence are labeled by the so-called helicity \( s \in \mathbb{Z} \). They give rise to the mass zero, helicity \( s \) representations. The latter give rise to the so called infinite spin representations, cf. section 4.2.

2.1.2. One-particle space. Let me describe the mass \( m \), spin 0 irreducible representation \( u \) of the (proper, orthochronous) Poincaré group. It acts on the Hilbert space \( L^2(H_m, d\Omega_m) \) of square-summable functions on the mass-hyperboloid \( H_m \), w.r.t. the Lorentz invariant measure \( d\Omega_m \). It is called the one-particle space for the quantum fields describing particles of mass \( m \) and spin \( s \). The representation \( u \) acts follows:

\[
(1) \quad (u(\Lambda, a)\varphi)(p) = e^{ia \cdot p} \varphi(\Lambda^{-1} p), \quad \Lambda \in \mathcal{L}_+^1, \ a \in \mathbb{R}^4,
\]

where elements of \( \mathcal{P}_+^1 \) are written as pairs \((\Lambda, a)\) with \( \Lambda \in \mathcal{L}_+^1, \ a \in \mathbb{R}^4 \). Since the measure \( d\Omega_m \) is Lorentz invariant, the action is unitary.

Let us notice that, if we wish to extend the representation to the proper Lorentz group, it is sufficient to describe \( u(\gamma, 0) \), where \( \gamma \) represents the space-time reflection. If \( P \) denotes the four component generator of the translation subgroup, we have \( u(\gamma, 0)e^{ia \cdot P}u(\gamma, 0) = e^{-ia \cdot P} \), which implies \( u(\gamma, 0)iPu(\gamma, 0) = -iP \). In order to have positive energy, \( u(\gamma, 0) \) has to be conjugate-linear. We call (anti)-unitary a representation of \( \mathcal{P}_+ \) such that \( u(g) \) is unitary if \( g \) is time-preserving and is anti-unitary if \( g \) is time-reversing. In quantum field theory, the anti-unitary implementing the reflection \( \gamma \) is called the PCT (parity, charge conjugation, time) transformation, and is denoted by \( \Theta \).

We shall consider the following real-linear embedding of the space \( \mathcal{S}(M^4, \mathbb{R}) \) of smooth rapidly decreasing functions into the complex Hilbert space \( L^2(H_m, d\Omega_m) \):

\[
(2) \quad f \in \mathcal{S}(M^4, \mathbb{R}) \rightarrow Ef \in L^2(H_m, d\Omega_m), Ef(p) = \sqrt{2\pi} \hat{f}(p), p \in H_m.
\]

\( \hat{f} \) denoting the Fourier transform (up to a sign). Proposition below follows by a direct computation.
PROPOSITION 2.1. Setting \( f(\Lambda, a) \) \( (x) = f(\Lambda^{-1}(x - a)), \Lambda \in \mathcal{L}^{\uparrow}_{+}, a \in \mathbb{R}^{4}, \) we have
\[
Ef(\Lambda, a) = u(\Lambda, a)Ef.
\]

REMARK 2.2. Equation (3) can be used as a prescription for the definition of \( u(\gamma, 0). \) A straightforward computation gives \( u(\gamma, 0)\varphi = \varphi. \)

2.1.3. Local structure of the one-particle space. Now, for any bounded open region \( \mathcal{O} \subset M^{4}, \) let us define the corresponding local space as the real-linear closed vector space given by
\[
K(\mathcal{O}) = \{ Ef : f \in \mathcal{S}(M^{4}, \mathbb{R}), \text{supp } f \subset \mathcal{O} \}^{\ominus}.
\]
By Proposition 2.1, \( K(g\mathcal{O}) = u(g)K(\mathcal{O}), \) for any \( g \in \mathcal{P}^{+}_{1}. \)

For unbounded regions \( \mathcal{C}, \) we set \( K(\mathcal{C}) = \bigvee_{\mathcal{O} \subset \mathcal{C}} K(\mathcal{O}), \) \( \vee \) denoting the generated real-linear closed space.

For any open region \( \mathcal{O} \subset M^{4}, \) we consider its (open) space-like complement \( \mathcal{O}', \) with
\[
\mathcal{O}' = \{ x \in M^{4} : (x - y)^{2} < 0, y \in \mathcal{O} \}.
\]
For any real-linear closed subspace \( K \subset L^{2}(H_{m}, d\Omega_{m}), \) we set
\[
K' = \{ h \in L^{2}(H_{m}, d\Omega_{m}) : \exists (h, k) = 0, k \in K \}.
\]
The following theorem has been proven by Araki [2]

THEOREM 2.3. For any bounded open nonempty simply connected region \( \mathcal{O} \) with regular boundary we have
(i) \( K(\mathcal{O}) = K(\mathcal{O})' \).
(ii) \( K(\mathcal{O}) \cap iK(\mathcal{O}) = \{ 0 \}. \)
(iii) \( K(\mathcal{O}) + iK(\mathcal{O}) \) is dense.

2.1.4. Tomita-Takesaki theorem for real subspaces. A closed real subspace \( K \) satisfying properties (ii) and (iii) of Theorem 2.3 is called standard. Given a standard subspace \( K, \) let us consider the following operator:
\[
s_{K} : K + iK \rightarrow K + iK
\]
\[
h + ik \mapsto h - ik
\]

PROPOSITION 2.4. There is a one-to-one correspondence between standard subspaces and closed, anti-linear operators \( s \) satisfying \( D(s) = Rg(s) \) and \( s^{2} = 1. \) Let now \( K \) be a standard subspace, \( s_{K} \) be as above, \( s_{K} = j_{K}^{3/2} \) be the polar decomposition. We have:
(i) \( s_{K'} = s_{K}^{*} \) and \( K \cap K' = \{ x : j_{K}x = x \& \delta_{K}x = x \}. \)
(ii) \( j_{K}K = K', \delta_{K}^{\uparrow}K = K. \)

PROOF. Assume \( K \) is standard. The operator \( s_{K}^{*} \) is clearly well defined, since property \( K \cap iK = \{ 0 \} \) implies that a vector in \( K + iK \) can be uniquely decomposed as \( k_{1} + ik_{2}, \) with \( k_{1}, k_{2} \in K, \) and densely defined. A simple computation shows that \( \| k_{1} + ik_{2} \|_{\mathcal{G}(s_{K})}^{2} = 2(\| k_{1} \|^{2} + \| k_{2} \|^{2}), \) namely \( (K + iK, \| \cdot \|_{\mathcal{G}(s_{K})}) \) is isomorphic, as a real Hilbert space, to \( K \oplus K, \) hence is closed. Properties \( D(s_{K}) = Rg(s_{K}) \) and \( s_{K}^{2} = 1 \) are now obvious. Conversely, if \( s \) has the mentioned properties, any vector \( x \in D(s) \) can be uniquely decomposed as a sum of an invariant and of an anti-invariant vector for \( s, x = \frac{1}{2}(x + sx) + \frac{1}{2}(x - sx), \) \( x \) is invariant if\( i \) \( x \) is anti-invariant, hence setting \( K := \{ x : sx = x \} \) we get a closed standard subspace. In
the following we drop the subscript $K$ from the operators $s, j, \delta$ when no confusion arises.

(i). From the properties above we get $j^2 = 1$, $j \delta j = \delta^{-1}$, and $s^* = j \delta^{-1/2}$, hence $\mathcal{D}(s^*) = \mathcal{R}(s^*)$ and $(s^*)^2 \subset 1$. This implies that, as for the operator $s$, $s^*$ is determined by its invariant subspace $\{ x \in \mathcal{H} : s^* x = x \}$.

Let us recall that, since $s$ is antilinear, $(sx, y) = \langle s^* y, x \rangle$. If $sk = k$ and $s^* h = h$, we have $(k, h) = (sk, h) = (s^* h, k) = (h, k)$, namely $3(k, h) = 0$. As a consequence, $s^*_K \supseteq s^*_K$. Conversely, if $k_1, k_2 \in K$ and $h_1, h_2 \in K'$, one gets, by a straightforward computation, $\langle h_1 + ih_2, s(k_1 + ik_2) \rangle = \langle k_1 + ik_2, h_1 - ih_2 \rangle$, hence $h_1 + ih_2 \in \mathcal{D}(s^*_K)$ and $s^*_K(h_1 + ih_2) = h_1 - ih_2$. This proves the equality $s^*_K \supseteq s^*_K$. Then, $x \in K \cap K'$ iff $s_K x = x$ and $s^*_K x = x$, namely $\delta x = s^* sx = x$, from which $\delta^{1/2} x = x$ and $jx = x$. The converse implication is proved analogously.

(ii). Let me first give the idea of the proof: we may decompose the complex Hilbert space $\mathcal{H}$ as a direct integral of 2-dimensional spaces (possibly up to the eigenspace $\{x = \delta s \}$, which may be odd-dimensional), in such a way that $K$, $K'$, $s$ and $s^*$ are decomposed accordingly. In any such fiber, the operators $j$ and $\delta$ can be written as

$$
\begin{align*}
  j &= \begin{pmatrix} 0 & C \end{pmatrix} \begin{pmatrix} C^* & 0 \end{pmatrix}, \\
  \delta &= \begin{pmatrix} \tan^2 \vartheta \theta & 0 \tan^{-2} \vartheta \theta \end{pmatrix},
\end{align*}
$$

where $C$ denotes the complex conjugation and $\vartheta \in (0, \pi/2]$, the space $K$ is generated by the vectors

$$
\begin{align*}
  y_+ &= \begin{pmatrix} \cos \vartheta \theta \\ \sin \vartheta \theta \end{pmatrix}, \\
  y_- &= \begin{pmatrix} i \cos \vartheta \theta \\ -i \sin \vartheta \theta \end{pmatrix},
\end{align*}
$$

and the space $K'$ is generated by the vectors

$$
\begin{align*}
  y'_+ &= \begin{pmatrix} \sin \vartheta \theta \\ \cos \vartheta \theta \end{pmatrix}, \\
  y'_- &= \begin{pmatrix} i \sin \vartheta \theta \\ -i \cos \vartheta \theta \end{pmatrix}.
\end{align*}
$$

Form this one gets $jy_{\pm} = y'_{\mp}$, hence $jK = K'$, and $\delta^{it} y_{\pm} = \cos[(\log \tan^2 \vartheta \theta)t]y_{\pm} \pm \sin[(\log \tan^2 \vartheta \theta)t]y_{\mp}$, hence $\delta^{it} K = K$.

The previous argument can be made rigourous as in [35], Proposition 1.14, where we are assuming for simplicity that $1 \notin \sigma_p(\delta)$.

Let us choose a selfadjoint antiunitary $C$ commuting with $j$ and $\delta$, and set $U = jC$, so that $U(\log \delta)U = -\log \delta$. Then denote with $\mathcal{L}$ the real vector space of $C$-invariant vectors in the spectral subspace $\{ \log \delta > 0 \}$ and by $\psi^\pm$ the maps $\psi^+: y \in \mathcal{L} \mapsto U\cos \frac{\vartheta \theta}{2} y + \sin \frac{\vartheta \theta}{2} y, \psi^-: y \in \mathcal{L} \mapsto iU\cos \frac{\vartheta \theta}{2} y - i\sin \frac{\vartheta \theta}{2} y$, where the operator $\Theta$ is defined by $|\log \delta| = -2 \log \tan \frac{\vartheta \theta}{2}, \sigma(\Theta) \subseteq [0, \pi/2]$.

Since $U$ maps the spectral space $\{ \log \delta > 0 \}$ onto the spectral space $\{ \log \delta < 0 \}$, both $\psi^+$ and $\psi^-$ are isometries, and a simple calculation shows that their ranges are real-orthogonal. Moreover, decomposing $\mathcal{H}$ as $\{ \log \delta < 0 \} \oplus \{ \log \delta > 0 \}$, one can show that any solution of the equation $sx = x$ can be written as a sum $\psi^+(y) + \psi^-(z)$, namely the map $\psi^+ + \psi^-: \mathcal{L} \oplus \mathcal{L} \to K$ is an isometric isomorphism of real Hilbert spaces. For a more detailed proof and the relation of $\Theta$ with the angle between $K$ and $iK$, see [27].

Remark 2.5. Let us notice that, if $\mathcal{R}$ is a von Neumann algebra acting on a Hilbert space $\mathcal{H}$ with a standard vector $\Omega$, the closure $K$ of the real space $\mathcal{R}\oplus\Omega$ is standard, and the Tomita operator $S$ coincides with the operator $s_K$ considered above. Compare the statement of the previous theorem with that of the Tomita-Takesaki theorem in this volume [45].
2.1.5. Second quantization functor. Let $\mathcal{H}$ be a complex separable Hilbert space. The symmetric Fock space over it is

$$\mathcal{F}^\text{Sym} = \bigoplus_{n=0}^{\infty} \mathcal{H}^\otimes \text{Sym}^n$$

where $\mathcal{H}^\otimes \text{Sym}^n$ is the subspace of the $n$-th tensor product of $\mathcal{H}$ which is pointwise invariant under the natural action of the permutation group. More precisely,$$
\text{Sym}(x_1 \otimes \cdots \otimes x_n) := \frac{1}{n!} \sum_{\sigma \in \mathbb{P}(n)} x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(n)}.
$$

$\mathcal{H}^\otimes \text{Sym}^n$ is called the $n$-particle space

The set of coherent vectors in $\mathcal{F}^\text{Sym}$ consists of the vectors

$$\mathcal{E} = \bigoplus_{n=0}^{\infty} \mathcal{H}^\otimes \sqrt{n}!$$

This set turns out to be total in $\mathcal{F}^\text{Sym}$ (see property (a) below).

The first important class of operators acting on $\mathcal{F}^\text{Sym}$ is that of second quantization operators. For any closed, densely defined, operator $a$ on the one-particle space $\mathcal{H}$, we set

$$e^a = \bigoplus_{n=0}^{\infty} a^\otimes n,$$

on the linear span of the symmetrized elementary tensors on $\mathcal{D}(a)$, namely of the vectors $\text{Sym}(x_1 \otimes \cdots \otimes x_n)$, with $x_i \in \mathcal{D}(a)$, $i = 1, \ldots, n$, so that $e^a$ is densely defined. Let us observe that $(e^a)^* \supseteq e^{(a^*)}$, and since the latter is densely defined, $e^a$ is indeed closable, cf. [49] Theorem VIII.1. In the following, we shall denote its closure with the same symbol $e^a$.

In the particular case in which $u$ is unitary on the one-particle space, $e^u$ is unitary on the Fock space. Setting $U(g) = e^{u(g)}$, $g \in \mathbb{P}^\uparrow$, for the representation $u$ of the Poincaré group on $\mathcal{H}$, we get a positive energy representation $U$ on the Fock space.

The second class consists of Weyl unitaries, which are the range of the map $h \rightarrow W(h)$ from $\mathcal{H}$ to the unitaries on $\mathcal{F}^\text{Sym}$ defined by

$$W(h)e^0 = \exp \left( -\frac{1}{4} \|h\|^2 \right) e^{\frac{\sqrt{2}}{2} h}, \quad h \in \mathcal{H}$$

$$W(h)W(k) = \exp \left( -\frac{i}{2} \mathbb{I}(h,k) \right) W(h + k) \quad h, k \in \mathcal{H}$$

The vector $e^0 = \Omega$ is called vacuum and the relations in the last equality are called Canonical Commutation Relations (CCR). We refer to [45] for the treatment of fields obeying Canonical Anticommutation Relations (CAR).

Via the preceding equalities $W(h)$ becomes a well defined, isometric and invertible (with inverse $W(-h)$) operator on the dense set spanned by coherent vectors, and hence it extends to a unitary on $\mathcal{F}^\text{Sym}$. Weyl unitaries generate the so-called

---

1The reason for Sym is to the fact that we describe quantum particles (hence indistinguishable particles) obeying Bose-Einstein statistics.
second quantization algebras. With each closed real linear subspace \( K \subset \mathcal{H} \), a von Neumann algebra \( \mathcal{R}(K) \) is associated, defined by

\[
\mathcal{R}(K) = \{ W(h), \ h \in K \}''.
\]

The following theorems give some properties of the second quantization algebras and their modular operators.

**Theorem 2.6 ([25]).** A second quantization algebra \( \mathcal{R}(K) \) is in standard form w.r.t. the vacuum if and only if \( K \) is standard. In this case \( S = e^s, \Delta = e^\delta, \) and \( J = e^j \), where \( S \) is the Tomita operator of \( (\mathcal{R}(K), e^0) \) and \( S = J \Delta^{1/2}, s = j \delta^{1/2} \) are the polar decompositions of \( S \) and \( s \), respectively.

**Theorem 2.7 ([1]).** The map \( K \to \mathcal{R}(K) \) is an isomorphism of complemented nets, where the complementation of an algebra is its commutant and the complementation of a real subspace \( K \) is the symplectic complement \( K' = \{ h \in \mathcal{H} : \Im(h,k) = 0 \} \).

2.1.6. Some proofs. We shall now prove the main results concerning second quantization algebras, and in particular the following results from Theorems 2.6 and 2.7:

(a) The vacuum vector \( \Omega \) is cyclic and separating for the second quantization algebra \( \mathcal{R}(K) \) if and only if \( K \) is standard. In particular, in this case the set \( \{ e^k : k \in K \} \) is total in \( e^H \).

(b) If \( K \) is standard, \( S = e^s, \Delta = e^\delta, \) and \( J = e^j \). In this case \( \mathcal{R}(K)' = \mathcal{R}(K') \).

**Lemma 2.8.** Let \( a \) be a closed, densely defined, operator on the one-particle space \( \mathcal{H} \). Then the vectors \( e^h, \) with \( h \in \mathcal{D}(a) \), belong to \( \mathcal{D}(e^a) \), and \( e^a e^h = e^{ah} \).

**Proof.** For any \( h \in \mathcal{H} \),

\[
\| e^h - \sum_{n=0}^N \frac{h^\otimes n}{\sqrt{n!}} \| \leq \sum_{n=N+1}^{\infty} \frac{\| h \|^2 n!}{n!} \to 0, \text{ for } N \to \infty,
\]

as a consequence, when \( h \in \mathcal{D}(a) \), \( \oplus_{n=0}^N \frac{h^\otimes n}{\sqrt{n!}} \) converges to \( e^h \) in the graph norm of \( e^a \). The thesis follows.

**Lemma 2.9.** Symmetrized elementary tensors can be written as linear combinations of tensor powers \( x^{\otimes n} \), more precisely

\[
\text{Sym}(x_1 \otimes \cdots \otimes x_n) = \frac{1}{n!} \sum_{F \subseteq \{n\}} (-1)^{|F|+n} \left( \sum_{j \in F} x_j \right)^{\otimes n},
\]

where \( \{n\} \) is the set of the first \( n \) natural numbers, and \( |F| \) denotes the cardinality of the subset \( F \).

**Proof.** In the following, \( I \) will denote a multi-index in \( (\mathbb{N} \cup \{0\})^n \). We set

\[
|I| = \sum_{j=1}^n I_j, \ \supp(I) = \{ j : I_j \neq 0 \}, \ \binom{n}{I} = \frac{n!}{I_1! \cdots I_n!}, \ \hat{x}^{\otimes I} = \bigotimes_{j \in \supp(I)} x_j^{\otimes I_j}.
\]
Since under symmetrization the order in the tensor product does not matter, we have

\[
\left( \sum_{j \in F} x_j \right) ^n = \text{Sym} \left( \sum_{j \in F} x_j \right) ^n = \sum_{j_1, \ldots, j_n \in F} \text{Sym}(x_{j_1} \otimes \cdots \otimes x_{j_n})
\]

\[
= \sum_{\text{supp}(I) \subseteq F, |I| = n} \left( \begin{array}{c} n \\ I \end{array} \right) \text{Sym}(\vec{x}^\otimes I).
\]

As a consequence,

\[
\sum_{F \subseteq (n)} (-1)^{|F| + n} \left( \sum_{j \in F} x_j \right)^n = \sum_{F \subseteq (n)} (-1)^{|F| + n} \sum_{\text{supp}(I) \subseteq F} \left( \begin{array}{c} n \\ I \end{array} \right) \text{Sym}(\vec{x}^\otimes I)
\]

\[
= \sum_{|I| = n} \left( \begin{array}{c} n \\ I \end{array} \right) \text{Sym}(\vec{x}^\otimes I) \sum_{\text{supp}(I) \subseteq F \subseteq (n)} (-1)^{|F| + n}.
\]

We now observe that, setting \( j = |\text{supp}(I)| \), the number of sets \( F \) of cardinality \( \ell \) such that \( \text{supp}(I) \subseteq F \subseteq (n) \) is \( \binom{n-j}{\ell-j} \), hence

\[
\sum_{\text{supp}(I) \subseteq F \subseteq (n)} (-1)^{|F| + n} = \sum_{\ell=j}^{n} \left( \binom{n-j}{\ell-j} \right) (-1)^{\ell+n} = \sum_{m=0}^{j} \left( \begin{array}{c} n-j \\ m \end{array} \right) (-1)^{m+j+n} = (-1)^{j+n} \delta_{jn} = \delta_{jn}.
\]

Since the only index \( I \) with \( |I| = n \) and \( |\text{supp}(I)| = n \) is \( I = (1, \ldots, 1) \) we get the thesis. \( \Box \)

**Lemma 2.10.** Let \( a \) be a selfadjoint operator on the one-particle space \( \mathcal{H} \). Then \( e^a \) is selfadjoint.

**Proof.** Let \( e_U \) be the spectral projection of the operator \( a \) for the Borel set \( U \). Making use of Lemma 2.9, one can show that vectors of the form \( x^\otimes n, n \in \mathbb{N}, x \in D(a), e_{[-\alpha, \alpha]} x = x, \alpha > 0 \), form a total set in \( e^\mathcal{H} \). By a direct computation, such vectors are analytic for \( e^a \). The thesis follows by Nelson Theorem, [50] Theorem X.39. \( \Box \)

**Lemma 2.11.** For any vector \( h \in \mathcal{H} \),

\[
\left. \frac{d^n}{dt^n} e^{\text{th}} \right|_{t=0} = \sqrt{n!} \ h^\otimes n,
\]

where derivatives converge in norm.

**Proof.** We prove by induction on \( n \) that the following formula is true in norm:

\[
\left. \frac{d^n}{dt^n} e^{\text{th}} \right|_{t=0} = \bigoplus_{j=0}^{\infty} \frac{\sqrt{(j+n)!}}{j!} t^j h^\otimes (j+n).
\]
The result is true for \(n = 0\). Assume it for \(n\), then

\[
\frac{d^{(n+1)}}{dt^{(n+1)}} e^{th} = \lim_{\varepsilon \to 0} \varepsilon^{-1} \sum_{j=0}^{\infty} \frac{\sqrt{(j+n)!}}{j!} \varepsilon^{j} (t + \varepsilon)^{j} h^{\otimes (j+n)}
\]

\[
= \lim_{\varepsilon \to 0} \varepsilon^{-1} \sum_{j=0}^{\infty} \frac{\sqrt{(j+n+1)!}}{(j+1)!} ((t + \varepsilon)^{(j+1)} - t^{(j+1)}) h^{\otimes (j+n+1)}
\]

If \(|\varepsilon| < 1\),

\[
\left| \frac{(t + \varepsilon)^{(j+1)} - t^{(j+1)}}{\varepsilon} - (j+1)t^{j} \right| \leq \sum_{p=2}^{j+1} \binom{j+1}{p} |\varepsilon|^{p-1} |t|^{j+1-p} \leq |\varepsilon| \sum_{p=0}^{j+1} \binom{j+1}{p} |t|^{j+1-p} \leq |\varepsilon|(|t| + 1)^{j+1}.
\]

As a consequence,

\[
\left\| \sum_{j=0}^{\infty} \frac{\sqrt{(j+n+1)!}}{(j+1)!} ((t + \varepsilon)^{(j+1)} - t^{(j+1)}) h^{\otimes (j+n+1)} \right\|^{2}
\]

\[
= \left\| \sum_{j=0}^{\infty} \frac{\sqrt{(j+n+1)!}}{(j+1)!} h^{\otimes (j+n+1)} ((t + \varepsilon)^{(j+1)} - t^{(j+1)}) \right\|^{2}
\]

\[
\leq \varepsilon^{2} \sum_{j=0}^{\infty} \frac{(j+n+1)!}{((j+1)!)^{2}} \|h\|^{2(j+n+1)}(|t| + 1)^{2(j+1)}
\]

□

**Lemma 2.12.** Let \(\Omega\) be a standard vector for \(R(K)\), \(S\) the associated Tomita operator. Then

(i) If \(k \in K\), \(Se^{ik} = e^{-ik}\).

(ii) Let \(D\) be the linear span of the vectors \(e^{ik}\), \(k \in K\). Then the closure of \(D\) w.r.t. the graph norm of \(S\) is the domain of \(S\).

(iii) For \(k_{1}, \ldots, k_{n} \in K\), \(\text{Sym}(k_{1} \otimes \cdots \otimes k_{n})\) belongs to the domain of \(S\), and is invariant under \(S\).

**Proof.** (i). If \(k \in K\), we have \(SW(k)\Omega = W(-k)\Omega\), which implies the thesis.

(ii). Indeed, any operator \(A \in R(K)\) can be written as the limit, in the strong*-topology, of operators \(A_{i}\), with \(A_{i}\) in the linear span of the \(W(k)\)'s, \(k \in K\), therefore \(A_{i}\Omega\) converges to \(A\Omega\) in the graph norm of \(S\), i.e. \(A\Omega \in \overline{D}\). Since \(D(S)\) is the closure, w.r.t. the graph norm, of \(\{A\Omega, A \in R(K)\}\), the thesis follows.

(iii) By Lemma 2.11, one gets that, for \(k \in K\), \(\frac{d^{n}}{dt^{n}} e^{ikt}\big|_{t=0}\) is a limit, in the graph norm of \(S\), of elements of \(D\). As a consequence, \(k^{\otimes n} \in D(S)\), and, because of (i), \(Sk^{\otimes n} = k^{\otimes n}\). By Lemma 2.9 one gets that, for \(k_{1}, \ldots, k_{n} \in K\), \(\text{Sym}(k_{1} \otimes \cdots \otimes k_{n})\) belongs to the domain of \(S\), and is invariant under \(S\). □

**Proof of Property (a).** Since \(W(k)\Omega = e^{-\|k\|^{2}/4} e^{i|k|/\sqrt{2}}\), the sets \(\{W(k)\Omega : k \in K\}\) and \(\{e^{ik} : k \in K\}\) span the same space. From the Lemmas 2.9 and 2.11 above, the norm closure of the linear span of the set \(\{e^{ik} : k \in K\}\) contains all symmetrized elementary tensors of the form \(\text{Sym}(x_{1} \otimes \cdots \otimes x_{n})\), with \(x_{i} \in K\). Therefore, if \(K + 1\) is dense, \(\Omega\) is cyclic for \(R(K)\). On the other hand, if \(k \in K\)
and \( k' \in K' \), \( \omega(k, k') = 0 \), therefore the canonical commutation relations imply \([W(k), W(k')] = 0\), i.e. \( \mathcal{R}(K') \subset \mathcal{R}(K)\). Then, \( K \cap iK = \{0\} \) implies, passing to the real-orthogonal complement, \( K' + iK' \) is dense. As a consequence, \( \mathcal{R}(K')\Omega \) is dense, hence \( \mathcal{R}(K)\Omega \) is dense, namely \( \Omega \) is separating for \( \mathcal{R}(K)\).

Conversely, if \( \Omega \) is cyclic for \( \mathcal{R}(K) \) the set \( \{e^{i k} : k \in K\} \) is total in \( e^\mathcal{H} \). Since the norm closure of the linear span of the symmetrized elementary tensors of the form \( \text{Sym}(x_1 \otimes \cdots \otimes x_n), x_i \in K\), contains \( \{e^{i k} : k \in K\} \), the symmetrized elementary tensors above are total in \( e^\mathcal{H} \). In particular, \( K \) is total in \( \mathcal{H} \), namely \( K + iK \) is dense. If moreover \( \Omega \) is separating, the operator \( S \) is defined and, by Lemma 2.12 (iii), \( k \in K \) implies \( Sk = k \). Then, if \( k \in K \cap iK \), we get \( Sk = k \) and \( Sk = -k \), namely \( k = 0 \.

**Proof of Property (b).** By Lemma 2.12 (iii), one gets \( S \supset e^s \). On the other hand, by Lemma 2.8, \( e^{ik} \in \mathcal{D}(e^s), k \in K \), and \( e^s \) coincides with \( S \) on such vectors. Since the linear span \( \mathcal{D} \) of such vectors is a core for \( S \) by Lemma 2.12 (ii), we get \( e^s \supset S \). We now observe that, given the polar decomposition \( s = j\delta^{1/2}, e^j \) is anti-unitary, \( e^{i\delta^{1/2}} \) is positive selfadjoint by Lemma 2.10, and \( S = e^s = e^j e^{i\delta^{1/2}} \). Since \( S \) is invertible, its polar decomposition \( J\Delta^{1/2} \) is uniquely determined by the requirement that \( J \) is anti-unitary and \( \Delta \geq 0 \), hence \( J = e^j \) and \( \Delta = e^\delta \). Finally, \( \mathcal{R}(K') = JR(K)J = J\{W(k) : k \in K\}'J = \{JW(k)J : k \in K\}' = \{W(jk)^* : k \in K\}' = \mathcal{R}(K') \).

### 2.2. Axioms for Quantum Field Theories.

**2.2.1. Observable algebras & Haag-Kastler axioms.** We now put together the net of local spaces with the second quantization algebra construction. If \( \mathcal{H} = L^2(H_m, d\Omega_m) \), we may consider the following net of von Neumann algebras on \( e^\mathcal{H} \).

\[
\mathcal{O} \to \mathcal{R}(\mathcal{O}) := \mathcal{R}(K(\mathcal{O})).
\]

The algebra \( \mathcal{R}(\mathcal{O}) \) is interpreted as the algebra whose self-adjoint elements describe the physical quantities which can be observed in the region \( \mathcal{O} \). Such net describes non-interacting neutral (i.e. self-adjoint fields) spin-zero Bose particles. In the following we shall only consider causally complete regions, namely regions for which \( \mathcal{O} = \mathcal{O}' \), and more specially double cones. A double cone is obtained by applying any Poincaré transformation to the causal completion of an open ball in the time-zero plane. The net \( \mathcal{O} \to \mathcal{R}(\mathcal{O}), \mathcal{O} \) being a causally complete region in \( M^4 \), satisfies the following properties:

1. (isotony). \( \mathcal{O}_1 \subset \mathcal{O}_2 \Rightarrow \mathcal{R}(\mathcal{O}_1) \subset \mathcal{R}(\mathcal{O}_2) \);
2. (locality). \( \mathcal{O}_1 \subset \mathcal{O}_2' \Rightarrow \mathcal{R}(\mathcal{O}_1) \subset \mathcal{R}(\mathcal{O}_2)' \);
3. (Poincaré symmetry). The Poincaré group acts as automorphisms of the net, in such a way that \( \alpha_g(\mathcal{R}(\mathcal{O})) = \mathcal{R}(g\mathcal{O}), g \in \mathcal{P}_+^1 \).

Properties (1), (2), (3) of a net of von Neumann algebras (or \( C^* \)-algebras) on double-cones of the Minkowski space are called Haag-Kastler axioms, and have been proposed as a minimal set of axioms for a local quantum theory (cf. [36]).

A representation \( \pi \) of a net \( \mathcal{O} \to \mathcal{R}(\mathcal{O}) \) on a Hilbert space \( \mathcal{H} \) is a family \( \{\pi_\mathcal{O}\} \), with \( \pi_\mathcal{O} \) a representation of \( \mathcal{R}(\mathcal{O}) \) on \( \mathcal{H} \), such that \( \pi_{\mathcal{O}_1} |_{\mathcal{R}(\mathcal{O}_1)} = \pi_{\mathcal{O}_2} \), if \( \mathcal{O}_1 \subset \mathcal{O}_2 \).

When the family of regions is directed, this is the same as giving a representation of the inductive limit \( C^* \)-algebra.
The net $\mathcal{O} \to \mathcal{R}(\mathcal{O})$ of local algebras for the free scalar field is equipped with a representation $\pi_0$ satisfying

(3') (Poincaré covariance). There exists a strongly continuous unitary representation $U$ of the Poincaré group $\mathcal{P}_+^+$ such that $U(g)\pi_0(\mathcal{R}(\mathcal{O}))U(g)^* = \pi_0(\mathcal{R}(g\mathcal{O}))$, $g \in \mathcal{P}_+^+$.

(4) (Positive energy) The joint spectrum of the generators of the translation subgroup lies in the closed forward light cone.

(5) (vacuum). There exists a unique (up to a multiplicative constant) translation invariant vector $\Omega$. The set $\{\pi_0(A)\Omega, A \in \mathcal{R}(\mathcal{O}), \mathcal{O} \text{ double cone}\}$, is dense in $\mathcal{H}$.

A representation $\pi_0$ of a Haag-Kastler net on a Hilbert space is called a vacuum representation if properties (3'), (4), (5) above hold.

**Proposition 2.13.** With the assumptions above, $U(g)\Omega = \Omega$, for any $g \in \mathcal{P}_+^+$.

**Proof.** Let $g$ be an element of the Lorentz group. Then

$$U(\tau_x)U(g)\Omega = U(g)U(\tau_{g^{-1}x})\Omega = U(g)\Omega,$$

namely $U(g)\Omega$ is translation invariant. Uniqueness up to a constant imply $U(g)\Omega = c_g\Omega$, with $|c_g| = 1$, namely $g \mapsto c_g$ is a one-dimensional representation of $\mathcal{L}^+_+$. Since the Lorentz group is perfect, it has no non-trivial one dimensional representations, namely $c_g = 1$. $\square$

The following theorem is due to Borchers in this setting, but is usually called Reeh-Schlieder theorem, because of the analogous result in the Wightman setting (see Theorem 3.2).

**Theorem 2.14 ([6]).** If axioms (1), (2), (3'), (4), (5) are satisfied, and additivity holds, namely $\mathcal{O} = \cup_i \mathcal{O}_i$ implies $\mathcal{R}(\mathcal{O}) = \vee_i \mathcal{R}(\mathcal{O}_i)$, then the vacuum vector is cyclic and separating for any double cone.

2.2.2. Free fields & the Gárding-Wightman axioms. Let us now come back to the free field example. Assume $f$ is in $\mathcal{S}(M^4, \mathbb{R})$, $Ef$ is the corresponding element in $L^2(H_m, d\Omega_m)$, and denote by $\phi(f)$ the self-adjoint generator of the one-parameter group $W(\lambda Ef)$, $W(\cdot)$ denoting the Weyl unitary. The map

$$f \in \mathcal{S}(M^4) \to \phi(f)$$

is called the free scalar field of mass $m$ The map $\phi$ is usually extended linearly to complex-valued functions.

It satisfies the following properties:

(A) The map $f \to \phi(f)$ is an operator valued tempered distribution.

(B) There is a dense common invariant domain $\mathcal{D}$ for all fields $\phi(f)$, and $\phi(\overline{f}) \subseteq \phi(f)^*$.

(B') The field operators $\phi(f)$ are essentially self-adjoint on a dense common invariant domain $\mathcal{D}$, for real-valued $f$.

(C) There is a strongly continuous, positive energy unitary representation $U$ of the Poincaré group $\mathcal{P}_+^+$ satisfying $U(g)\phi(f)U(g)^* = \phi(f_g)$.

(D) There is a unique (up to a multiplicative constant) translation invariant vector $\Omega$, the vacuum vector, contained in $\mathcal{D}$.

(E) If the supports of $f$ and $g$ are space-like separated, $\phi(f)\phi(g)$ and $\phi(g)\phi(f)$ coincide on $\mathcal{D}$. 
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(E') If the supports of \( f \) and \( g \) are space-like separated, \( \phi(f) \) and \( \phi(g) \) commute as self-adjoint operators, namely the spectral projections of the former commute with the spectral projections of the latter.

Properties (A), (B), (C), (D) and (E) are the so called Gårding-Wightman axioms for a neutral field of spin zero. They have been proposed (in the generalized form for charged fields of any spin) as a minimal set of axioms for Quantum Field Theory [54].

**Remark 2.15.** The relations between the Gårding-Wightman axioms and the Haag-Kastler axioms have long been investigated. It is not difficult to show that, assuming the extra-axioms (B') and (E'), we obtain a net of observable algebras obeying Haag-Kastler axioms, together with the vacuum representation. Conversely there are many papers that tried to recover fields from observables. One problem is that fields are not necessarily observable (they are not gauge-invariant). The problem of the reconstruction of the global gauge group and of the field algebras has been solved by Doplicher-Roberts [24] in terms of their theory of superselection sectors. The actual reconstruction of fields as operator-valued distributions has been addressed by Fredenhagen and Hertel [29], Fredenhagen and Jörss [30], and Bostelmann[12].

### 3. Bisognano-Wichmann relations.

The property described by Bisognano and Wichmann in their papers [4, 5] concerns the relation between the modular operators associated with certain space-time regions of the Minkowski space-time in the vacuum representation. We now describe this property in the case of the free scalar field.

#### 3.1. The Theorem by Bisognano and Wichmann.

3.1.1. *One-particle Bisognano-Wichmann theorem.** Let us consider the so-called right wedge region \( W = \{ x \in M^4 : x_1 > |x_0| \} \), and observe that such region is invariant for the one-parameter subgroup \( \Lambda_W(t) \) of the Lorentz group

\[
\Lambda_W(t) = \begin{pmatrix}
\cosh(2\pi t) & -\sinh(2\pi t) & 0 & 0 \\
-\sinh(2\pi t) & \cosh(2\pi t) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

**Theorem 3.1.** Let \( K(W) \) be the closed real subspace of the one-particle space for the free scalar field, corresponding to the wedge region \( W \). The modular group and conjugation associated with the space \( K(W) \) have a geometric action. More precisely

\[
(10) \quad j_W = u(r_1,0), \quad \delta^{it} = u(\Lambda_W(t),0),
\]

where \( r_1 \) denotes the (proper, time-reversing) transformation changing sign to the \( x_0 \) and \( x_1 \) coordinates. Making use of the one-particle PCT transformation \( \theta \), one may also write \( j_W = \theta \cdot u(R_{23}(\pi),0) \), where \( R_{23} \) denotes a rotation on the \((x_2, x_3)\)-plane.
3.1.2. The general case. Assume $\phi$ is a neutral scalar field satisfying the Gårding-Wightman axioms in the stronger form $(A), (B'), (C), (D)$ and $(E')$, and assume also that the field is irreducible, namely nothing but multiples of the identity commutes with all fields.

For any open region $O$, denote by $\mathcal{R}(O)$ the von Neumann algebra generated by bounded functional calculi of the fields $\phi(f)$, with $\text{supp} f \subset O$. Then:

**Theorem 3.2** (Reeh-Schlieder Theorem). For any non-empty open region $O$, the vacuum vector $\Omega$ is cyclic for the algebra $\mathcal{R}(O)$. In particular, if $O'$ is non-empty, $\Omega$ is a standard vector for $\mathcal{R}(O)$.

For a proof, see e.g. [54].

**Theorem 3.3** (Bisognano-Wichmann Theorem [4]). If $J_W$, $\Delta_W$ denote the modular operators for the pair $(\mathcal{R}(W), \Omega)$, then

\[
J_W = \Theta \cdot U(B_{23}(\pi), 0), \quad \Delta_W = U(\Lambda_W(t), 0).
\]

Moreover, wedge duality holds, namely $\mathcal{R}(W)' = \mathcal{R}(W)$.

A somewhat simpler proof is contained in [51]. The generalization to non-necessarily scalar fields was given in [5].

Up to now, the only region for which the modular objects have been proved to have a geometrical meaning is the right wedge. However, the vacuum is invariant under the Poincaré group. Therefore, denoting by $W_R$ the right wedge, the modular operator $S_{gW_R}$ for the pair $(\mathcal{R}(gW_R), \Omega)$ coincides with $U(g)S_{W_R}U(g)^*$. We then call wedge any element of the set $W := \{gW_R, g \in \mathcal{P}_L^+\}$, and observe that for any $W \in W$ the corresponding modular operators have a geometrical meaning; setting $A_{gW_R}(t) = gA_{W_R}(t)g^{-1}$, $r_{gW_R} = gr_{W_R}g^{-1}$, we get $J_W = U(r_W), \Delta_W = U(\Lambda_W(t))$.

Given a net $\mathcal{O} \rightarrow \mathcal{R}(O)$, $O$ double cone, we may set $\mathcal{R}(C) = \vee_{C \subset O} \mathcal{R}(O)$ for a general open region $C$. Then the dual net is defined by $\mathcal{R}^d(O) = \mathcal{R}(O)'$. The dual net does not necessarily satisfy locality, but if it does, it clearly satisfies Haag duality: $\mathcal{R}(O) \subset \mathcal{R}(O)'$ implies $\mathcal{R}^d(O)' = \mathcal{R}(O) \subset \mathcal{R}(O)' = \mathcal{R}^d(O)$, on the other hand locality for $\mathcal{R}^d(O)$ gives the reverse inclusion. The net $\mathcal{O} \rightarrow \mathcal{R}(O)$ is said to satisfy essential duality if $\mathcal{O} \rightarrow \mathcal{R}^d(O)$ is local (hence dual) for double cones. The following result can be found e.g. in [51].

**Corollary 3.4.** With the assumptions of the present section, the net $\mathcal{O} \rightarrow \mathcal{R}(O)$ satisfies essential duality.

**Proof.** We first note that the two a-priori different notions for $\mathcal{R}(W)$ actually coincide, namely the von Neumann algebra generated by fields localized in $W$ coincides with the algebra $\vee_{C \subset W} \mathcal{R}(O)$. Indeed, $\vee_{C \subset W} \mathcal{R}(O)$ is contained in $\mathcal{R}(W)$, and is globally invariant under the action of the modular group of $\mathcal{R}(W)$, since the group acts geometrically. By a theorem of Takesaki, we get a conditional expectation from $\mathcal{R}(W)$ to the invariant subalgebra. Since the vacuum is cyclic for the latter, the conditional expectation is the identity, namely the two algebras coincide.

Let us observe that if $O$ and $O_0$ are space-like separated double cones, there exists a wedge $W$ such that $O \subset W \subset O'_0$. Then, for any double cone $O_0$ we get,
by wedge duality,
\[
\mathcal{R}^d(O_0) = \mathcal{R}(O_0)' = \left( \bigvee_{\mathcal{O}' \subset O_0} \mathcal{R}(\mathcal{O}) \right)' = \left( \bigvee_{W \subset O_0'} \mathcal{R}(W) \right)'
\]
\[
= \bigwedge_{W \subset O_0'} \mathcal{R}(W)' = \bigwedge_{W \supset O_0} \mathcal{R}(W).
\]

Finally, if \(O_0\) and \(O_1\) are space-like separated double cones, we find a wedge \(W\) such that \(O_0 \subset W\) and \(O_1 \subset W'\), hence the corresponding algebras \(\mathcal{R}^d(O_0), \mathcal{R}^d(O_1)\) commute, namely \(\mathcal{R}^d\) is local. \(\Box\)

**Remark 3.5.** A striking result in quantum field theory is the relation between the statistical behavior of quantum particles, which may be described either by the Bose-Einstein statistics or by the Fermi-Dirac statistics, and is manifested by either the commutation or the anticommutation relations for fields at space-like distance, and the integer or half-integer values for the spin, corresponding to the symmetry group being truly represented, or represented up to a phase, namely the appearance of a representation of the symmetry group or of its universal covering. In the Wightmann framework the proof of this connection follows by the implementability of the PCT symmetry by the operator \(\Theta\) (the so called PCT theorem, cf. \([54]\)). As shown by the Bisognano-Wichmann theorem, such PCT operator is related to the modular conjugation \(J_W\). In the algebraic setting, the geometrical meaning of \(J_W\) is indeed the base for a proof of the connection between spin and statistics (cf. \([33, 34, 41]\)).

### 3.1.3. The conformal case.

As shown above, the larger is the symmetry group the larger is the family of regions for which the modular objects have a geometric meaning. This observation produced an important result of Hislop and Longo.

Let us recall that on a (semi)-Riemannian manifold, a conformal transformation is a transformation which preserves the metric tensor up to a scalar function. In dimension \(\geq 3\), the conformal group is a finite dimensional Lie group; for the space \(M^4\) its identity component is generated by the proper Poincaré group and the relativistic ray inversion transformation \(x \mapsto \frac{x}{x^2}\). A quantum field theory on \(M^4\) is conformal if the identity component of the conformal group acts as the symmetry group. We note here that conformal transformations are singular on some submanifolds. The way to treat this problem is to extend the theory to a suitable compactification of the space-time (or better to its universal covering). For a detailed description of this procedure see \([16]\).

**Theorem 3.6 (Hislop-Longo \([39]\)).** Assume \(\phi\) is an irreducible neutral scalar field satisfying the Gårding-Wightman axioms in the stronger form \((A), (B'), (C'), (D')\) and \((E')\), where

\((C')\) There is a strongly continuous, positive energy unitary representation \(U\) of the conformal group satisfying \(U(g)\phi(f)U(g)^* = \phi(fg)\).

\((D')\) There is a unique (up to a multiplicative constant) translation invariant vector \(\Omega\), the vacuum vector, contained in \(\mathcal{D}\), which is also conformally invariant.

Then the modular conjugations and groups of the von Neumann algebras associated with wedges, double cones, and forward and backward light cones have a geometric meaning, namely for any such region \(\mathcal{C}\) there is a conformal reflection \(r_\mathcal{C}\)
and a one parameter group $\Lambda_C$ of conformal transformations such that

$$J_C = U(r_C), \quad \Delta_C^t = U(\Lambda_C(t)).$$

**Sketch of the proof.** It is enough to show that double cones and forward and backward cones may be obtained by wedges via conformal transformation. Indeed, applying the relativistic ray inversion transformation to the right wedge translated by the vector $(0, r/2, 0, 0)$ one gets the double cone whose basis is the ball of radius $1/r$ and center $(0, -1/r, 0, 0)$ in the hyperplane $x_0 = 0$. All other double cones are obtained via Poincaré transformations. Applying the ray inversion transformation to the double cone whose basis is the ball of radius $r$ and center $(r, 0, 0, 0)$ in the hyperplane $x_0 = r$ one gets the forward cone based on the point $(1/2r, 0, 0, 0)$. All other cones can be obtained via translations and space-time reflections.

3.1.4. The case of the de Sitter space. Instead of changing only the symmetry group, one can change the spacetime itself, and study the geometrical meaning of modular operators on different spacetimes. The four-dimensional de Sitter space may be seen as the hyperboloid $\{ (t, \vec{x}) \in M^5 : \vec{x}^2 = R^2 + t^2 \}$ in the five-dimensional Minkowski space-time. The intersections of the hyperboloid with the wedges of $M^5$ whose edge contains the origin play the rôle of the wedges, and the Lorentz group plays the rôle of the symmetry group. An analog of the Bisognano-Wichmann theorem for the de Sitter space has been proven in [15], where the spectrum condition, which is unavailable in de Sitter space since there are no translations, is replaced by analyticity properties of the $n$-point functions.

3.2. Borchers theorem and BW relations for conformal nets. For many years, the Theorem by Bisognano and Wichmann was a kind of paradoxical result: while its formulation is very natural in the Haag-Kastler formalism, its proof was given only in the Gårding-Wightman setting. The first main result in the algebraic formalism is due to Borchers, and is of a quite abstract nature.

**Theorem 3.7 (Borchers [7]).** Let $\mathcal{R}$ be a von Neumann algebra with a standard vector $\Omega$, and $U(a)$ a one-parameter group of unitaries with positive generator leaving $\Omega$ fixed and such that, for $a \geq 0$, $U(a)\mathcal{R}U(a)^* \subset \mathcal{R}$. The following commutation relations between the modular operators $\Delta$ and $J$ for $(\mathcal{R}, \Omega)$ and $U(a)$ hold:

$$\Delta^t U(a) \Delta^{-it} = U(e^{-2\pi t}a), \quad JU(a)J = U(-a), \quad t, a \in \mathbb{R}. \quad (13)$$

The following proof is due to Florig [28].

**Proof.** Set $V(a) = JU(-a)J$. Let us observe that $V(a)\Omega = JU(-a)J\Omega = \Omega$, and, if $x \in \mathcal{R}$, $x' \in \mathcal{R}'$, $a \geq 0$,

$$[V(a)xV(a)^*, x'] = V(a)[x, V(a)^*x'V(a)]V(a)^*$$

$$= V(a)[x, JU(a)(Jx'J)U(a)^*J]V(a)^* = 0,$$

since $(Jx'J) \in \mathcal{R}$, and $U(a)$ implements endomorphisms of $\mathcal{R}$ for $a \geq 0$. Moreover, if $H$ denotes the selfadjoint generator of the one-parameter group $U$, the selfadjoint generator of $V$ is given by

$$-i \frac{d}{da} V(a) = -i \frac{d}{da} J e^{-iH}j = -iJ(-iH)J = JHJ$$
namely $V$ has a positive generator, too. This shows that $V$ has the same properties of $U$.

Now, for $x \in \mathcal{R}$, $x' \in \mathcal{R}'$, $0 \leq \Im z \leq \frac{1}{2}$, set

$$f_{U}(z) = (\Delta^{-iz}x'\Omega, U(e^{2\pi z}a)\Delta^{-iz}x\Omega), \quad a \geq 0.$$ 

Let us prove that $f$ is continuous and bounded in the closed strip $0 \leq \Im z \leq \frac{1}{2}$, and analytic in the open strip $0 < \Im z < \frac{1}{2}$. Indeed, $e^{-2\pi z}a$ belongs to the upper half-plane, where $U$, having a positive generator, is analytic. Moreover,

$$\Delta^{-iz}x\Omega = \left(\Delta_{[0]}^{-iz} + \Delta_{(1,\infty)}^{-iz-1/2}\Delta_{(1,\infty)}^{1/2}\right)x\Omega = \Delta_{[0]}^{-iz}x\Omega + \Delta_{(1,\infty)}^{-iz-1/2}\Delta_{(1,\infty)}^{1/2}x\Omega,$$

where $\Delta_{[E]} = \Delta_{P_{\Delta}(E)}$, with $P_{\Delta}(E)$ the spectral projection of $\Delta$ relative to the measurable set $E$. Now, since $\Delta_{[0]} \leq I$, $\Delta_{[0]}^{w}$ is analytic for $\Re w > 0$, namely $\Delta_{[0]}^{-iz}$ is analytic for $\Im z > 0$. Analogously, since $\Delta_{(1,\infty)} \geq I$, $\Delta_{(1,\infty)}^{w}$ is analytic for $\Re w < 0$, namely $\Delta_{(1,\infty)}^{-iz-1/2}$ is analytic for $\Im z < 1/2$. The analyticity of $\Delta^{-iz}x\Omega$ in the open strip follows, since $x\Omega \in \mathcal{D}(\Delta^{1/2})$. The same argument shows that in the closed strip $\|\Delta_{[0]}^{-iz}\| \leq 1$ and $\|\Delta_{(1,\infty)}^{-iz-1/2}\| \leq 1$, hence $\|\Delta^{-iz}x\Omega\| \leq \|x\Omega\| + \|\Delta^{1/2}x\Omega\|$. In an analogous way we get analyticity and boundedness for $\Delta^{-iz}x'\Omega$.

Since $V$ has the same properties as $U$, we get that $f_{V}(z)$ is continuous and bounded in the closed strip $0 \leq \Im z \leq \frac{1}{2}$, and analytic in the open strip $0 < \Im z < \frac{1}{2}$.

We now show that $f_{U}(t + \frac{i}{2}) = f_{V}(t)$, $\forall t \in \mathbb{R}, a \geq 0$. Indeed

$$f_{U}(t + \frac{i}{2}) = (\Delta^{-\frac{1}{2}}\Delta^{-it}x'\Omega, U(e^{2\pi t}e^{it}a)\Delta^{-it}\Delta_{[0]}^{\frac{1}{2}}x\Omega) = (\Delta^{-\frac{1}{2}}\Delta^{-it}x'\Omega, U(-e^{2\pi t}a)\Delta^{-it}Jx^{*}\Omega) = (\Delta^{-\frac{1}{2}}\Delta^{-it}x'\Omega, JV(e^{2\pi t}a)\Delta^{-it}x'^{*}\Delta^{it}V(e^{2\pi t}a)^{*}\Omega) = (\Delta^{-it}x'\Omega, SV(e^{2\pi t}a)\Delta^{-it}x^{*}\Delta^{it}V(e^{2\pi t}a)^{*}\Omega) = (\Delta^{-it}x'\Omega, V(e^{2\pi t}a)\Delta^{-it}x\Omega) = f_{V}(t),$$

where in the third (and fifth) equation we used the invariance of $\Omega$ under $V(a)$ and $\Delta^{it}$, and in the fifth one we used the fact that $V(e^{2\pi t}a)\Delta^{-it}x^{*}\Delta^{it}V(e^{2\pi t}a)^{*} \in \mathcal{R}$, since $\Delta^{it}$ implements automorphisms of $\mathcal{R}$ for $t \in \mathbb{R}$, and $V(a)$ implements endomorphisms of $\mathcal{R}$ for $a \geq 0$.

In the same way, $f_{V}(t + \frac{i}{2}) = f_{U}(t)$, since the map $U(a) \to JU(-a)J$ is an involution. As a consequence, gluing copies of the functions $f_{U}$ and $f_{V}$ we get a continuous function $f$ on the complex plane which is periodic of period $i$, satisfies $f(z) = f_{U}(z - i\frac{m}{2})$ on any closed strip $\frac{m}{2} \leq \Im z \leq \frac{m+1}{2}$ for $m$ even and satisfies $f(z) = f_{V}(z - i\frac{m}{2})$ on any closed strip $\frac{m}{2} \leq \Im z \leq \frac{m+1}{2}$ for $m$ odd. As a consequence, by the edge of the wedge theorem (cf. e.g. [54]), $f$ is analytic on $\mathbb{C}$, and, being bounded, is indeed constant by Liouville theorem. This entails

$$(\Delta^{-it}x'\Omega, U(e^{2\pi t}a)\Delta^{-it}x\Omega) = f(t) = f(0) = (x'\Omega, U(a)x\Omega),$$

$$(x'\Omega, U(a)x\Omega) = f(0) = f(i/2) = f_{V}(0) = (x'\Omega, JU(-a)Jx\Omega).$$

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
Since $\Omega$ is cyclic and separating for $\mathcal{R}$, we get
\begin{equation}
U(a) = \Delta^{it} U(e^{2\pi i t}a) \Delta^{-it}, \quad a \geq 0, \ t \in \mathbb{R}.
\end{equation}

The same relations should hold for $V$, therefore we get (14) for $a \leq 0$. \qed

The previous theorem has a direct corollary for two-dimensional quantum field theories in the algebraic setting, which motivated Borchers theorem.

**Corollary 3.8 ([7]).** Assume we are given a net $\mathcal{O} \rightarrow \mathcal{R}(\mathcal{O})$ of von Neumann algebras, where $\mathcal{O}$ is a double cone in the two-dimensional Minkowski space $M^2$, acting in the vacuum representation, so that axioms (1), (2), (4), (5) are satisfied, with axiom (3') replaced by
\begin{equation}
(3'') \text{ There exists a strongly continuous, positive energy, unitary representation } U \text{ of the translation group such that } U(\tau_x)\pi_0(\mathcal{R}(\mathcal{O})) U(\tau_x)^* = \pi_0(\mathcal{R}(\mathcal{O} + x)), \text{ where } \tau_x \text{ denotes the translation by the vector } x.
\end{equation}

Then the representation $U$ extends to a representation of the proper Poincaré group in such a way that (3') is satisfied for the dual net $\mathcal{R}^d(\mathcal{O})$ and Bisognano-Wichmann relations hold. In particular essential duality holds for the given net.

**Remark 3.9.** In the previous Corollary Poincaré covariance is not assumed, indeed the Lorentz boosts are constructed via modular groups. More precisely what is proved is a geometric action of the modular groups and reflections (see next section). This is stronger than the Bisognano-Wichmann result, however rises the question of the uniqueness of the implementation of the Poincaré symmetry. It may happen that the theory was endowed with a Poincaré action which does not coincide with the one recovered by modular theory. A uniqueness result is contained in [16], a comprehensive review on these questions is given in [11].

**Remark 3.10.** It is possible to reverse the statement of the previous Corollary, namely reconstruct the net of local algebras starting with the vacuum vector $\Omega$, the right wedge algebra $\mathcal{M}$ and a positive energy representation $U$ of the translation group on the two-dimensional Minkowski space $M^2$. The standard hypotheses are required, namely $\Omega$ should be cyclic and separating for $\mathcal{M}$ and invariant under $U$, and $U(x)$ has to implement endomorphisms of $\mathcal{M}$ when $x$ is space-like and pointing to the right. In this way one reconstructs the algebras $\mathcal{R}(W)$ for all wedges together with a representation of the Poincaré group in two dimensions (cf. the reconstruction results for conformal theories on the circle in Theorem 4.3). Then one may define the double cone algebras via intersection (cf. eq. (19) below). However, the non triviality of the double cone algebras is not guaranteed in general. This problem has been solved under the further assumption of modular nuclearity, bringing to the construction of interacting theories (see [43] and references therein).

The results by Hislop-Longo and the theorem of Borchers have been used to get the following.

**Theorem 3.11 ([16],[31]).** Let $\mathcal{O} \rightarrow \mathcal{R}(\mathcal{O})$ a conformally covariant net of von Neumann algebras acting on a Hilbert space. Then it satisfies essential duality, and the modular conjugations and groups of the von Neumann algebras associated with wedges, double cones, and forward and backward cones have a geometric meaning. In particular, for any such region $\mathcal{C}$, the relations in (12) are satisfied.
The previous result is the first 4-dimensional example of a complete proof of the Bisognano-Wichmann relations in the algebraic setting, though under the conformal symmetry assumption. A proof for massive Poincaré covariant theories is due to Mund [47].

3.3. Physical interpretations: Hawking radiation & Unruh effect. In the early seventies, Haag, Hugenholtz and Winnink [37] showed that the analyticity condition enjoyed by the modular group was indeed equivalent to the so-called KMS condition in quantum thermodynamics, characterizing equilibrium states for a given time evolution. According to this interpretation, the Bisognano-Wichmann relations for wedge-like regions mean that the vacuum state is a thermal equilibrium state for the time evolution given by the Lorentz boosts. Indeed, as observed by Sewell [52], an observer whose time-evolution is given by Lorentz boosts is a uniformly accelerated observer, and, by the Einstein equivalence principle, behaves like a free-falling observer in a gravitational field. The wedge region, as a space-time in itself, is known as the Rindler wedge, and is one of the space-times describing a black hole, the wedge boundary describing the event horizon. A fundamental result of Hawking [38] showed that free falling observers in a black hole feel a temperature, the so called Hawking temperature. A heuristic explanation is the following: spontaneous particle pairs creation happens on the event horizon, negative energy particles may tunnel into the inaccessible region, the others contribute to the thermal radiation. This explains why the vacuum becomes a thermal state for an accelerated observer. The general fact that a vacuum state may become a temperature state because of acceleration is generally called Unruh effect [59]. Furthermore, the width of the analyticity strip associated with the KMS state is interpreted as the inverse temperature, hence, according to the re-parametrization of the boosts, for a uniformly accelerated observer with acceleration \( a \), the vacuum has temperature \( \frac{a}{2\pi} \).

A similar motivation explains Bisognano-Wichmann relations for the de Sitter space-time. Gibbons and Hawking [32] have shown that a spacetime \( \mathcal{M} \) with repulsive (i.e. positive) cosmological constant has certain similarities with a black hole spacetime. \( \mathcal{M} \) is expanding so rapidly that, if \( \gamma \) is a freely falling observer in \( \mathcal{M} \), there are regions of \( \mathcal{M} \) that are inaccessible to \( \gamma \), even if he waits indefinitely long; in other words the past of the world line of \( \gamma \) is a proper subregion \( \mathcal{N} \) of \( \mathcal{M} \). The boundary \( \mathcal{H} \) of \( \mathcal{N} \) is a cosmological event horizon for \( \gamma \). As in the black hole case, one argues that \( \gamma \) detects a temperature related to the surface gravity of \( \mathcal{H} \). A heuristic explanation can be given as above, the event horizon being replaced by the cosmological horizon.

4. Modular covariance and modular localization.

Once the geometric meaning of the modular objects in quantum field theory has been established, one may try to reverse the procedure, namely to start with modular objects and reconstruct some aspects of a quantum field theory.

4.1. Modular covariance. In the spirit of Theorem 3.7 of Borchers and in fact based on it, one may ask if the modular conjugations or one-parameter groups associated to wedge regions generate a representation of the Poincaré group which acts geometrically on the net. So, instead of assuming Poincaré symmetry one may try to recover it by modular objects. A hypothesis which is sufficient for that is
the request that the adjoint action of the modular groups maps local algebras to local algebras in some prescribed way. These assumptions have been called modular covariance or geometrical modular action. The first result in this direction is the following [17, 33]

**Theorem 4.1.** Let \( \mathcal{O} \to \mathcal{R}(\mathcal{O}) \) a net of von Neumann algebras acting on a Hilbert space \( \mathcal{H} \) and satisfying the following properties:

- (isotony). \( \mathcal{O}_1 \subset \mathcal{O}_2 \Rightarrow \mathcal{R}(\mathcal{O}_1) \subset \mathcal{R}(\mathcal{O}_2) \);
- (locality). \( \mathcal{O}_1 \subset \mathcal{O}_2' \Rightarrow \mathcal{R}(\mathcal{O}_1) \subset \mathcal{R}(\mathcal{O}_2)' \);
- (Reeh-Schlieder property). There exists a vector \( \Omega \) which is cyclic for the algebras \( \mathcal{R}(\mathcal{O}) \) associated with double cones.
- (modular covariance) For any wedge \( W \) and any double cone \( \mathcal{O} \), we have

\[
\Delta_W^u \mathcal{R}(\mathcal{O}) \Delta_W^{-u} = \mathcal{R}(\Lambda_W(t) \mathcal{O}), \quad t \in \mathbb{R}.
\]

Then there exists a unique positive-energy anti-unitary representation \( U \) of the proper Poincaré group such that \( U(g)\mathcal{R}(\mathcal{O})U(g)^* = \mathcal{R}(g\mathcal{O}) \), and the Bisognano-Wichmann relations hold. In particular the net satisfies essential duality.

If we assume essential duality, the thesis still holds if we replace modular covariance with the less restrictive assumption

\[
\alpha^W_{t} (\mathcal{R}(\mathcal{O})) = \mathcal{R}(\Lambda_W(t) \mathcal{O}), \quad t \in \mathbb{R}, \mathcal{O} \subset W,
\]

where \( \alpha^W_t \) denotes the modular automorphism group associated with \( (\mathcal{R}(W), \Omega) \).

Many results of this type have been given later, among which we quote [8, 9, 20, 21, 22, 23]. In particular, Buchholz, Dreyer, Florig and Summers proved a quite general result, which we state here in the classical case of wedge algebras of the Minkowski space.

A map \( W \to \mathcal{R}(W) \) from wedges to von Neumann algebras satisfies the Condition of Geometric Modular Action (CGMA) if (i) preserves inclusion; (ii) if \( W_1 \cap W_2 \neq \emptyset \), the vacuum is cyclic for \( \mathcal{R}(W_1) \cap \mathcal{R}(W_2) \); (iii) if the vacuum is cyclic for \( \mathcal{R}(W_1) \cap \mathcal{R}(W_2) \), then \( W_1 \cap W_2 \neq \emptyset \); (iv) for any wedge \( W_0 \), \( J_{W_0} \) implements an automorphism of the family \( \{ \mathcal{R}(W) \} \).

The map \( W \to \mathcal{R}(W) \) satisfies the Condition of Geometric Action for the Modular Group (CMG) if (i), (ii), (iii) above are satisfied, and (v) for any wedge \( W_0, t \in \mathbb{R}, \Delta_W^u \) implements an automorphism of the family \( \{ \mathcal{R}(W) \} \).

The map \( W \to \mathcal{R}(W) \) satisfies the Modular Stability Condition if the modular unitaries of any wedge are contained in the group generated by the modular conjugations of all wedges.

**Theorem 4.2** ([21, 22]). Assume we have a map \( W \to \mathcal{R}(W) \) from wedge regions to von Neumann algebras acting on a given Hilbert space such that CGMA is satisfied, and the group generated by the \( J_W \)'s acts transitively on the wedge algebras. Then there is a (anti-)unitary representation of the proper Poincaré group such that \( J_W = U(r_W) \) and \( U(g)\mathcal{R}(W)U(g)^* = \mathcal{R}(gW) \). In particular wedge duality holds.

If we assume modular stability then the spectrum condition holds (up to a sign).

If we assume CMG with transitive action we get a strongly continuous unitary representation of the covering group of the proper orthochronous Poincaré group such that \( U(g)\mathcal{R}(W)U(g)^* = \mathcal{R}(gW) \) and \( \Delta_W^u = U(\Lambda_W(t)) \).

If locality is further assumed, the representation extends to the proper Poincaré group, \( J_W = U(r_w) \) and the spectrum condition holds.
Let us remark that the result just quoted was indeed stated and proved in a far more general setting, in order to treat general space-times and general symmetry groups, via suitable family of "wedge like" regions.

A direct analysis of the de Sitter space in terms of a suitable thermal behavior of the vacuum vector is contained in \[10\].

We conclude this subsection by mentioning some important results due to Borchers and Wiesbrock, of particular interest in the case of conformal theories.

As already mentioned, for conformally covariant theories Bisognano-Wichmann relations hold (cf. Theorem 3.11). Chiral two dimensional theories split in a tensor product of two nets on a line, and any such net is covariant w.r.t. the group of fractional linear transformations (Möbius group). Therefore, any such net extend to a net on the one-point compactification, namely a net on the circle.

Such nets are given by a map $I \to \mathcal{R}(I)$ from the open intervals of the circle to von Neumann algebras acting on a Hilbert space, verifying the suitably modified Haag-Kastler axioms, with the space-like complement replaced by the interior of the complement, the symmetry group replaced by the Möbius group, and the spectrum condition by the positivity of the generator of rotations (cf. e.g. \[46\] for a thorough description of the properties of conformal nets on the circle).

Under these hypotheses $\Omega$ is cyclic and separating for the algebras $\mathcal{R}(I)$, and the Bisognano-Wichmann relations hold, namely $\Delta^t_I = U(\Lambda_I(t))$, where $\Lambda_I(t)$ is the unique one-parameter subgroup of the Möbius group leaving $I$ globally invariant, the re-scaling being fixed by the KMS condition, or, equivalently, by the Borchers relations.

As already mentioned, we may also recover the Möbius symmetry assuming modular covariance for the modular groups plus Reeh-Schlieder property.

With the following result, Wiesbrock showed that one may reconstruct the covariant net itself starting with few algebras. Indeed, assume we have a conformal net on the line, and consider the algebras $\mathcal{M} := \mathcal{R}(-1, 1)$ and $\mathcal{N} := \mathcal{R}(0, \infty)$. It turns out that $J_{\mathcal{M}}$ implements the ray inversion map, hence preserves $\mathcal{N}$, therefore

\[
J_{\mathcal{M}} \mathcal{N} J_{\mathcal{M}} = \mathcal{N}.
\]

(15)

$\Delta^t_{\mathcal{M}}$ moves points in $(-1, 1)$ toward 1 for negative $t$, therefore, since $\mathcal{M} \cap \mathcal{N} = \mathcal{R}(0, 1)$,

\[
\Delta^t_{\mathcal{M}}(\mathcal{M} \cap \mathcal{N}) \Delta^{-t}_{\mathcal{M}} \subset \mathcal{M} \cap \mathcal{N}, \quad t \leq 0.
\]

(16)

Finally, $\Delta^t_{\mathcal{N}}$ implements contractions for positive $t$, therefore

\[
\Delta^t_{\mathcal{N}}(\mathcal{M} \cap \mathcal{N}) \Delta^{-t}_{\mathcal{N}} \subset \mathcal{M} \cap \mathcal{N}, \quad t \geq 0.
\]

(17)

**Theorem 4.3** ([60]). Assume we have two von Neumann algebras acting on a Hilbert space $\mathcal{H}$ with a common cyclic and separating vector $\Omega$. If relations (15), (16), (17), hold, these data reconstruct in a canonical way a Möbius covariant net of von Neumann algebras on the circle.

Let me just remark that the proof of previous theorem was based on a result of the same author, whose proof however had a gap. Such gap was filled by a subsequent paper by Araki-Zsido [3], cf. also [28].

Similar techniques have been used by Wiesbrock and collaborators to recover Poincaré covariant nets on the 3-dimensional and 4-dimensional Minkowski space from few algebras with suitable relations [61, 40].
4.2. Modular localization. This last section is devoted to the observation that, in the case of free fields, the whole net may be reconstructed via the representation of the symmetry group, in terms of one-particle modular operators. For related results and applications we refer to [26] and references quoted therein.

As we have seen in section 2.1.3, in the one-particle Hilbert space we have a map \( O \rightarrow K(O) \) which associates a standard vector space \( K(O) \) with any double cone \( O \). Since \( K(O) \) is standard, we may define its modular operators \( J_O, \Delta_O \).

When wedge regions are considered, Bisognano-Wichmann relations (18) hold. Now suppose a strongly continuous, (anti)-unitary, positive energy representation \( u \) of the proper Poincaré group is given, acting on a Hilbert space \( \mathcal{H} \). We may use Bisognano-Wichmann relations as a prescription: first we associate with any wedge region \( W \) the corresponding reflection \( r_W \) and one-parameter group \( \Lambda_W(t) \), then set \( j_W = u(r_W), \delta_W^{it} = u(\Lambda_W(t)) \).

With this definition, \( j_W \) is anti-linear and commutes with \( \delta_W^{it} \), therefore it anti-commutes with \( \delta_W^{-it/2} \). Hence, setting \( s_W = j_W\delta^{1/2} \) we get an anti-linear closed operator such that \( s_W^2 \subset 1 \). We may therefore set

\[
K_W := \{ h \in \mathcal{D}(s_W) : s_W h = h \}.
\]

The following result holds.

**Theorem 4.4 ([18])**. Assume we are given a strongly continuous, (anti)-unitary, positive energy representation \( u \) of the proper Poincaré group, acting on a Hilbert space \( \mathcal{H} \). For any wedge \( W \), the space \( K(W) \) constructed as above is standard, with Tomita operator \( s_W \). The family \( W \rightarrow K(W) \) satisfies the following properties:

- **isotony** \( W_1 \subset W_2 \Rightarrow K(W_1) \subset K(W_2) \);
- **duality** \( K(W') = K(W)' \);
- **covariance** \( u(g)K(W) = K(gW), g \in \mathcal{P}_+ \).

By definition, the Bisognano-Wichmann relations hold.

Let us observe that the properties of covariance and Bisognano-Wichmann are quite direct consequences of the definitions. As for duality, it follows from the relations \( J_W = J_W' \) and \( \Delta_W^{it} = \Delta_W'^{it} \). Finally, it is sufficient to prove isotony for the inclusion \( \tau_x W_R \subset W_L \), where \( \tau_x \) is a translation and \( x = (t, t, 0, 0), t \geq 0 \). The latter is a partial converse of the (one particle) Borchers theorem, the commutation relations, positivity of the generator of translations and cyclicity of the vacuum being assumed, and the endomorphically action of translations to be proved. We refer to [18] or to the recent general notes of Longo [46] for a proof.

The net \( W \rightarrow K(W) \) may be extended to general causally complete regions as follows:

\[
K(O) := \bigcap_{W \supset O} K(W) \quad O \text{ convex},
\]

(19)

\[
K(C) := \bigcup_{C \subset C} K(O) \quad O \text{ convex, } C \text{ not convex}.
\]

(20)

Clearly the properties of isotony, locality, and covariance hold for this extended net. Duality for double cones holds too, as in Corollary 3.4. The non-trivial property is the standard property for \( K(O) \). One may anyway use the second quantization functor and construct the algebras on the Fock space as above: \( \mathcal{R}(O) = \{ W(h) : h \in K(O) \}' \).
In fact, Theorem 3.1 shows that the usual free fields may be alternatively reconstructed via modular localization. However, not all irreducible positive energy representations of the Poincaré group are considered in physics. A subfamily of them, called infinite spin representations, have always been considered as non-physical, cf. e.g. [62], where it is shown that the construction of free fields associated with these representations is not allowed. The procedure described above however allows the construction of a free field net for these representations. Indeed, for infinite spin representation, it is conjectured that $K(O)$ is not standard for double cones. However the following holds.

**Theorem 4.5 ([18]).** Let $C$ be a space-like cone, namely a convex cone generated by a point and a double cone which are space-like separated.

With the assumptions above, the space $K(C)$ is standard. If $u$ does not contain the trivial representation, the second quantization algebra $R(C)$ is a type III$_1$ factor.

The quoted results, in particular the idea that for infinite spin representations local algebras for bounded regions may be trivial, but those for arbitrarily thin cones are not, suggested the construction of string localized fields for infinite spin representations [48].

An interesting aspect of the previous construction is the possibility of generalizing it to more general space-times or symmetry groups. The main point is to identify a suitable family of regions endowed with a reflection and a one-parameter group with prescribed properties. One example is given by conformal theories: in this case the family is that of double cones; given any representation of the conformal group $M^d$ one may construct the associated free field algebras as above. The second example is the de Sitter space: in this case the family consists of the wedges considered in section 3.1.4; given a representation of the Lorentz group one may e.g. reconstruct the free field algebras described by Bros and Moschella [14]. While the method in [18] for the de Sitter space applies to all representations of the Lorentz group, the standard property for bounded regions was proved only for those representations which extend to a representation of $\mathcal{P}_+$ with non-trivial translations.
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