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Abstract

Speech perception is essential for daily communication. Background noise or concurrent talkers, on the other hand, can make it challenging for listeners to track the target speech (i.e., cocktail party problem). The present study reviews and compares existing findings on speech perception and unmasking in cocktail party listening environments in English and Mandarin Chinese. The review starts with an introduction section followed by related concepts of auditory masking. The next two sections review factors that release speech perception from masking in English and Mandarin Chinese, respectively. The last section presents an overall summary of the findings with comparisons between the two languages. Future research directions with respect to the difference in literature on the reviewed topic between the two languages are also discussed.
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1. Introduction

Speech carries linguistic information that is important for human communication and social activities. Essentially, it is an
acoustic signal produced by an “energy source”: exhalation of the lungs and followed by fine modulations by the vocal tract and articulators (i.e., the source-filter model, Fant, 1960). Although speech is relatively robust to noise interference (see Diehl, 2008 and Bronkhorst, 2015 for details), speech perception can be challenging when the interfering noise is also speech (i.e., speech-on-speech masking). Cherry (1953) first used the term “Cocktail Party Problem” to describe the circumstance where a listener selectively attends to one specific speech among other concurrent speech (see Fig. 1). Since then, more and more hearing scientists started to explore the sensory limits of ears in parsing auditory scenes.

So far, research conducted in English has revealed several factors that facilitate “unmasking” of the speech target (i.e., improving speech perception) in cocktail-party listening environments. These factors include the target/masker spatial separation and the difference in target/masker voice characteristics. The magnitude of the unmasking benefits due to these factors were also found to be consistently large across a number of reports. Interestingly, recent studies in Mandarin Chinese, which is a tonal language, replicated these English experiments and observed different patterns: the magnitude of unmasking benefits for spatial separation seemed to be smaller, but larger for voice characteristics compared to English (e.g., Wu et al., 2005; 2011; Zhang et al., 2020; Chen et al., 2020).

Despite the methodological differences between the Mandarin Chinese studies and English studies, the results have led to a possibility that the linguistic differences between Mandarin Chinese and English can carry over to the difference in the degree to which both languages benefit from spatial separation and difference in voice characteristics. These linguistic differences between Mandarin Chinese and English may include but are not limited to (1) the quantity of voiced consonants is fewer in Mandarin Chinese (Kang, 1998), (2) the pitch contour carries lexical meaning in Mandarin Chinese but not in English (Liang, 1963), and (3) most Mandarin Chinese words are multimorphemic, whereas most English words are monomorphemic (Wu et al., 2011). Nevertheless, the topic of speech unmasking in cocktail-party situations has been under-researched in Mandarin Chinese compared to English.

In order to better understand the differences in unmasking benefits in Mandarin Chinese and English and the underlying mechanisms, this review first presents a series of concepts regarding auditory masking which are important for speech perception in cocktail party situations. The following sections summarize findings on unmasking factors in speech-on-speech masking experiments in English and Mandarin Chinese, respectively. The last section provides an overall summary and comparison of the relevant findings between the two languages. Future research directions are then discussed.

2. Auditory masking

People often have trouble in understanding speech when the communication takes place in adverse listening environments. From the hum of a car engine to the echo in a reverberant room, noise can be any kind of sound that is “unwanted” to the listener and it usually compromises speech perception. This deficit in perceiving a sound of interest (for example, speech) is a consequence of Auditory Masking, defined as the process by which the threshold of hearing one sound is raised by the presence of another (Moore, 2012). Consequently, increasing the intensity of one sound relative to other confounding sounds should benefit its perception. Indeed, the primary analysis of a sound mixture at the cochlea (Fletcher, 1940) appears to give credit to spectrotemporal (i.e., frequency-time) units with higher energy (Brown and Cooke, 1994; Wang and Brown, 1999). Specifically, when a sound mixture of source A and B is decomposed into different frequency constituents on the basilar membrane at an instantaneous time point, the source with a higher energy at that specific time-frequency point will dominate the neural representation in the auditory nerve (see Fig. 2).

However, this “winner-takes-all” mechanism (i.e., ideal binary masks, Brown and Cooke, 1994) could be a problem when attributes of the unwanted sound dominate a sufficient number of spectrotemporal units along a long time period. In this case, the corresponding neural representation will be occupied by the unwanted sound, rendering the target sound ‘inaudible’ to auditory nerves. This kind of masking arising from the overwhelming neural representation of masking sounds is referred to as Energetic Masking (EM). Although it has been widely accepted that EM predominantly occurs at the auditory periphery, it was argued that such definition based on the level of processing may not be accurate (Culling and Stone, 2017). For example, some processes that are able to reduce EM such as binaural processing (Durlach 2006; Hirsh 1948) can occur beyond the peripheral level.

Apart from EM, another type of masking that mainly occurs at the auditory periphery level is Modulation Masking (MM, Stone et al., 2012; Stone and Canavan, 2016; Culling and Stone, 2017). MM derives from the interaction of target and masker intrinsic modulation. Importantly, the random noise commonly used in speech perception in noise experiments that was thought to produce pure EM, in fact, has intrinsic envelope fluctuations (Stone et al., 2012; Stone and Canavan, 2016). The fluctuation in the masker’s envelope also obscures that of the target, so the total masking effect using a random noise should be accounted for by both EM and MM, instead of EM alone. By removing the intrinsic modulation fluctuation from the random noise, Stone et al., (2012) and Stone and Canavan (2016) revealed that “dip-listening” (i.e., listeners’ ability to glimpse a target signal through the spectrotemporal envelope fluctuation of masking noise) was mainly dependent on the release from MM rather than from EM.

On the other hand, sounds with relatively sparse spectrotemporal distribution can also disturb auditory perception. For example, only two to three simultaneous talkers in the background can be confusing enough for listeners to tell apart, even when the signal-to-noise ratio (SNR) is not challenging (Brungert et al., 2001).
Auditory researchers used “Perceptual Masking” (Carhart et al., 1968) or “Informational Masking” (IM, Brungart, 2001) to refer to the masking due to a group of central factors (e.g., attention or linguistic factors). In other words, IM occurs when both the target and masker are audible but not distinguishable and when the masker information is misattributed to the target (Carlile and Corkhill, 2015).

In a cocktail party situation, speech-on-speech masking may involve all these types of masking but to different extents. For example, when there are only a few background talkers, masking speech may remain intelligible with little spectrotemporal energy overlap and modulation interaction with the target. In this case, the difficulty in understanding a target speech primarily derives from IM. In contrast, if the number of background talkers is larger, EM and MM may account for a larger proportion of the total masking due to the increased spectrotemporal overlap and modulation disruption on the target, whereas IM may play a minor role as linguistic information of masking sounds become obscure (Hoen et al., 2007).

3. Speech unmasking in English

The perceptual outcome in a cocktail party problem is a result of the competition between masking and unmasking. Factors contributing to EM, MM, and IM make a cocktail party situation more challenging, whereas factors assisting auditory processing can unmask the target speech. The benefit provided by these unmasking factors can be quantified by measuring the improvement in behavioral performance relative to when unmasking factors are unavailable (i.e., masking release).

Some unmasking factors are labeled “low-level” while others are “high-level” (e.g., Mattys et al., 2012). This distinction is made based on the level of auditory processing that the unmasking process involves. Specifically, unmasking factors are considered as low-level when they mainly reduce energetic components of masking or benefit preattentional processes (or auditory object formation, Shinn-Cunningham, 2008) such as local grouping and streaming. In contrast, “high-level” unmasking factors facilitate central processes such as selective attention (i.e., auditory object selection, Shinn-Cunningham, 2008) and/or linguistic competition. The present section discusses both low- and high-level unmasking factors in cocktail-party situations where the difficulty in speech perception is mainly governed by IM.

3.1. Low-level unmasking factors

3.1.1. Spatial separation

When two sounds are presented to human ears from different locations, the task of attending to one sound becomes easier compared to when they are co-located. The improvement in auditory perception due to target/masker spatial separation is called spatial release from masking (SRM). From a masking point of view, SRM reflects release from both EM and IM (e.g., Ihlefeld and Shinn-Cunningham, 2008). The energetic component can be reduced by processes such as binaural unmasking (e.g., Bronkhorst, 2000; Culling et al., 2004; Kidd et al., 2010; Marrone et al., 2008) and better-ear listening (e.g., Edmonds and Culling, 2006; Culling and Mansell, 2013; Culling and Stone, 2017). In a cocktail party situation, spatial separation mainly benefits speech perception by reducing IM (cf. Kidd et al., 2008). Listeners show large SRM in auditory perception tasks where the masker is highly similar to the target in linguistic aspects (e.g., Freyman et al., 2001; Kidd et al., 2010; Swaminathan et al., 2015; Viswanathan et al., 2016; Calandruccio et al., 2017) and in voice characteristics (e.g., Best et al., 2012; Zekveld et al., 2014; Xia et al., 2015; Kidd et al., 2016; Rennies et al., 2019), where the attention is distracted (e.g., Best et al., 2006; Kopco, 2009; see a review by Sussman, 2017), or where the cognitive load is high (e.g., Zekveld...
et al., 2014; Andéol et al., 2017; Xia et al., 2015). In contrast, when a modulated noise that produces barely any IM is used as the masker, listeners usually benefit little from spatial separation (e.g., Freyman et al., 1999 and 2001). Therefore, the improvement in SRM relative to the modulated noise condition often serves as an estimation of IM in masking experiments (Schneider et al., 2007).

The benefit of spatial separation has been found relatively large across a large number of studies. Freyman et al. (1999) measured listeners’ identification of nonsense sentences spoken by a female through two loudspeakers, one from the front (0° azimuth) and another from 60° azimuth to the right. The masker was either speech-spectrum-shaped noise (SSN) or a female talker. In the co-located condition, the target-masker stimuli were presented from both loudspeakers without time delay. In the spatial-separated condition, the masker sound in the right loudspeaker slightly led the masker sound from the front in time by 4 ms. This time delay was the key to elicit the perceived spatial separation between the target and masker because of the precedence effect which refers to the phenomenon that the auditory system fuses two separate sounds into one when one sound lags the other by a short time of delay (Zurek, 1987). As a result, the apparent image of the masker shifted away from the target and toward the temporally leading loudspeaker (CTF, right), whereas the target remains at the center in the co-located condition. The recognition score in percentage correct was measured at multiple SNRs (i.e., −12, −8, −4, and 0 dB) and SRM defined as the difference in dB required for reaching the same performance level was calculated. For a female masker, SRM was approximately 14 dB (at 70% correct), compared with 8 dB obtained performance level was calculated. For a female masker, SRM was approximately 14 dB (at 70% correct), compared with 8 dB obtained for SSN, yielding a release from IM of about 6 dB. These results were replicated in later studies by Freyman et al. (2001, 2004).

Many other studies using different speech materials have also reported a large release from IM due to spatial separation. For example, several studies using Coordinate Response Measure (CRM) in which the sentences are of the form “Ready [call sign] go to [color] [number] now.” observed an SRM of >10 dB for intelligible speech maskers (mostly two-talker babble) but a much smaller SRM for SSN masker (e.g., Andéol et al., 2017; Arbogast et al., 2002; Gallun et al., 2013; Kidd et al., 2014). The large magnitude of SRM due to reduced IM was also consistent with studies in which the effect of head-shadow was accounted for (e.g., Marrone et al., 2008; Best et al., 2012; Swaminathan et al., 2015).

In studies attempting to isolate EM or IM, it became clear that SRM can be largely attributed to release from IM. For example, Arbogast et al. (2002) processed two speech sources into acoustically mutually exclusive frequency channels using a tone vocoder (see Xu, 2016; Xu et al., 2020) and created two types of masker: “different-band speech” (DBS) and “different-band noise” (DBN). The DBS consisted of intelligible speech in narrow frequency bands that did not contain target speech, whereas the DBN consisted of equally narrow bands of noise (unintelligible) in the bands that did not contain target speech. In both types of maskers, EM was minimized to the same amount by eliminating the spectral overlap. Thus, the difference in performance of the DBS and DBN conditions could be attributed to the difference in intelligibility. The observed SRM was 18 dB for the DBS masker, in comparison to <10 dB for the DBN masker. This difference in SRM reflected the amount of IM.

In the signal-processing technique proposed by Brungart et al. (2006), “ideal time-frequency segregation” (ITFS), speech sources were divided into narrow frequency channels with each channel then being subdivided into brief time intervals. The resulting time-by-frequency (T-F) matrix illustrates values representing energy contained in each T-F unit. In this procedure, units with the target-to-masker energy beyond a certain value (determined based on knowledge of the stimulus) were preserved and those below that value were discarded. In other words, this procedure represents an “ideal” listener who performs perfect local segregation processes (see Shinn-Cunningham et al., 2017 for details), therefore, the output of this procedure contained little IM. Kidd et al. (2016) compared SRM between ITFS processed (i.e., glimpsed) and unprocessed stimuli for two- or four-talker masker. The SRM was found much larger for unprocessed stimuli (19.2 dB and 12.4 dB for two/four-talker masker, respectively) than for glimpsed stimuli (less than 2 dB for both maskers). Because ITFS removes most of IM, this result was consistent with the view that spatial separation benefits speech perception mainly by reducing the IM component in speech-on-speech masking conditions. Similar results were also reported by Rennies et al. (2019).

3.1.2. Speaker voice difference

The difference in fundamental frequency (F0) can be used by listeners to distinguish between speech streams from different sources (e.g., different talkers). Because F0 also contributes to the perception of pitch, the release from masking due to F0 difference is likely to involve higher-level processing. Improved perception performance in speech-on-speech masking experiments due to the target/masker voice difference has been well documented in many studies (e.g., Brungart 2001; Brungart et al., 2001; Cullington and Zeng, 2008; Brown et al., 2010). In general, the more similar the target/masker voices are, the worse the speech perception performance becomes compared to when target/masker voices differ greatly (such as different sexes).

Brungart (2001) presented listeners with two competing phrases spoken in the same-sex, different-sex, or same voice and asked them to identify the target phrase. Listeners scored 20 percentage points higher when the masker phrase was of different sex rather than of the same sex as the target phrase. The lowest performance was observed when the target and masker were spoken in the same voice. A similar pattern was observed in a follow-up study by Brungart et al. (2001) where the number of concurrent talkers was increased to four. Consistently, several later studies also reported a large masking release due to dissimilar target/masker sex (Noble and Perrett, 2002; Brungart and Simpson, 2002; Allen et al., 2008; Brungart et al., 2001, 2009; Cullington and Zeng 2008; Zekvel et al., 2014; Xia et al., 2015; Kidd et al., 2016, 2019; Rennies et al., 2019; Zhang et al., 2020).

Zekvel et al. (2014) used meaningful and semantically neutral sentences as stimuli and observed a 4-dB benefit in SRT by using different sexes for the masker and target speakers. They also observed that spatial separation benefits were much larger for same-sex than different-sex maskers, indicating that the composition of IM was higher when the target/masker sex was the same. A possible explanation was that the listeners’ cognitive processing load was higher (associated with a larger pupil response) when the masker and target voices were of the same sex (Zekvel et al., 2014).

This finding was also supported by studies employing the ITFS procedure (Brungart et al., 2009; Kidd et al., 2016; Rennies et al., 2019). Kidd et al. (2016) observing a large masking release of 21.4 dB in the different-sex condition relative to the same-sex condition. After the stimuli were processed with ITFS, a large difference in SRTs (about 30 dB) was observed between unprocessed and processed conditions for the same-sex masker whereas little (<2 dB) was for different-sex masker. Because ITFS was assumed to remove most of the IM component, the difference observed between same- and different-sex masker conditions indicated the difference in the amount of IM; that is, same-sex masker induces a great amount of IM while different-sex masker barely does.

To date, most studies investigated effects of the difference in voice characteristics on speech-on-speech masking by varying the relative sex of target and masker. Although this manipulation maximally preserves the naturalness of human voices, it has
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inevitably led to changes in multiple aspects of voice characteristics at the same time (such as on F0 and vocal track length, VTL). Some well-controlled experiments have attempted to parse these effects (e.g., Darwin et al., 2003; Boghdady et al., 2019). For example, Darwin et al. (2003) measured the effects of F0 and VTL differences on segregating target and masker speech. They observed that increasing differences in F0 and in VTL provided systematic improvements in speech perception, yet neither of them could fully govern the total masking release due to target–masker sex differences. Başkent and Gaudrain (2016) systematically varied F0 and VTL to differentiate the target voice from the masker voice in sentence perception tasks and observed a strong benefit from musical training, that is, musicians outperformed non-musician listeners. Such advantages in the speech perception of musicians were likely due to better stream segregation or enhanced cognitive functions (Başkent and Gaudrain, 2016).

3.2. High-level unmasking factors

3.2.1. Linguistic variables

Evidence has shown that when different auditory objects (or streams) compete for attentional resources (i.e., object selection, Shinn-Cunningham, 2008), linguistic factors that activate linguistic processing can exert a strong effect. These factors examined in studies include background meaningfulness (e.g., Freyman et al., 2001; Swaminathan et al., 2015; Kidd et al., 2016; Rennies et al., 2019), language familiarity (Freyman et al., 2001; Rhebergen et al., 2005; Van Engen and Bradlow, 2007; Calandruccio et al., 2010, 2013), and semantic contexts (e.g., Cooke et al., 2007; Calandruccio et al., 2010; 2013; Brouwer et al., 2012; Kidd et al., 2014; Newman, 2009; Newman et al., 2015). Viswanathan et al. (2016) referred to the benefit provided by linguistic unmasking factors as “linguistic release from masking”. A theory that summarizes the overall effect of these factors is the target-masker linguistic similarity hypothesis (Brouwer et al., 2012) in which it was assumed that the more similar the target and the masker speech are in these linguistic aspects, the harder it is to perform stream segregation effectively. This theory has been supported by findings from many aforementioned studies, although some other studies (e.g., Kidd et al., 2008) adapting the “every-other-word” paradigm found little evidence in support of this theory. In Kidd et al. (2008) study, the masking effect was only observed when the manipulation of linguistic variables was performed on the target sentences but not on the masker sentences, while the target-masker similarity remained the same.

3.2.1.1. Masker meaningfulness. Time reversal of an intelligible speech preserves its original spectral and temporal envelope properties while eliminating the meaning of speech (cf. Kellogg 1939; Cherry 1953; Schubert and Schultz 1962). Recent studies also confirmed that the amount of EM in a time-forward speech and in a time-reversed speech was about the same (cf. Marrone et al., 2008; Kidd et al., 2016). Therefore, timely reversing speech is an appropriate way to eliminate the meaningfulness of intelligible speech and allows the examination of lexicality in speech-on-speech masking.

In an early study by Freyman et al. (2001), the performance in nonsense sentence identification for a time-forward two-talker masker was compared with that for a timely-reversed version of the masker. The amount of IM was estimated by measuring SRM (i.e., the shift in dB between co-located and spatial separated conditions for equal recognition scores on the psychometric function). The intelligible two-talker masker induced 6 dB more SRM than the time-reversed masker, indicating that the background meaningfulness in speech-on-speech masking is a significant source of IM and the timely-reversed maskers reduce IM. Consistent findings were also reported by Kidd et al. (2008). They employed an “every-other word” paradigm in which the five-word matrix sentences (of the structure ‘name, verb, number, adjective, object’), with target words forming odd-number elements whereas masker words or time-reversed words or noise bursts forming even-number elements, were used. The results showed that natural maskers caused the most reduction in identification performance, timely-reversed maskers worsened the performance by a smaller degree, and noise burst did not affect the performance. As there is no target/masker overlap, reduction in performance relative to no masker condition can be solely attributed to IM.

In Kidd et al. (2016), stimuli were processed using ITFS (i.e., glimpsed conditions) prior to the speech perception task. It was found that the difference in performance between the time-forward and time-reversed four-talker masker conditions was about 15 dB. As glimpsed stimuli preserve little IM component, the difference between unprocessed and glimpsed conditions served as an estimation of the amount of IM. For two-talker masker conditions, the estimated IM was about 30 dB, whereas for the timely-reversed condition it was about 12 dB. Kidd et al. (2016) explained that the IM component of the time-reversed speech masker may be associated with difficulty in stream segregation because (1) time-reversed speech contains many properties as natural speech does (thus high similarity) and (2) few simple perceptual cues (such as spatial location or F0) are available in time-reversed speech. A significant amount of release from IM by timely reversing the masker has also been observed in many other studies (Marrone et al., 2008; Best et al., 2012; Kidd et al., 2010, 2016; Swaminathan et al., 2015; Ueda et al., 2017; Rennies et al., 2019).

Collectively, these findings have confirmed that the meaningfulness of a speech masker can be a significant source of IM. The observation that a speech masker of which the meaningfulness is removed can also induce IM (although by a much smaller degree, e.g., Kidd et al., 2016) may also be worth further elucidation. The underlying reasons could be essential to our understanding of the time-reversal method and relevant speech properties that contribute to IM.

3.2.1.2. Familiarity of masker language. The effect of familiarity of masking language has been examined in many different languages and there are some discrepancies in the results across studies presumably due to the difference in methodology. The effect size of background language familiarity reported in some early studies was relatively small or non-significant (Freyman et al., 2001; Rhebergen et al., 2005; Mattys et al., 2009, 2010). Conversely, some other studies suggested a strong effect of the familiarity of masking language (Van Engen and Bradlow, 2007; Garcia- Lecumberri and Cooke, 2006; Claudruccio et al., 2010, 2013).

Van Engen and Bradlow (2007) found a significant masking release in identifying open-set meaningful English sentences for native English speakers when two-talker babble masker was spoken in Mandarin Chinese instead of English at challenging SNRs (i.e., −5 dB). Mattys et al. (2010), who observed a non-significant effect of masking language familiarity with close-set format tasks, carefully compared their design features to those of Van Engen and Bradlow (2007) and concluded that the inconsistent conclusions may result from a difference in the degree of required task-related attention between close- and open-set perception tasks. In other words, the independent effect of background language familiarity exists under the constraints of task-related attentional factors (Brouwer et al., 2012).

3.2.1.3. Semantic information. In section 3.2.1.1 we discussed the effect of masker meaningfulness on IM by focusing on studies that...
used the time-reversed speech to eliminate the meaning of the natural speech signal. In this section, the focus will be on studies in which the meaningfulness of natural speech is preserved to various degrees in terms of semantic information. It is shown that semantic contents of speech may strongly impact speech perception performance especially when the listening environment is not ideal (e.g., Freyman 2001; Rhebergena et al., 2005; Cooke et al., 2008; Brouwer et al., 2012; Calandruccio et al., 2010; 2013; 2017; Kidd et al., 2014; Viswanathan et al., 2016). Essentially, the degree of semantic information present in speech is associated with the predictability of an unfolding speech sequence (Hunter and Pisoni, 2018) by which IM can be affected.

Brouwer et al. (2012) manipulated the amount of semantic information in the target/masker similarity (i.e., meaningful sentences or syntactically correct but semantically anomalous sentences). The observed performance in identifying English target sentences was in a descending order using meaningful English sentence masker, anomalous English sentence masker, meaningful Dutch sentence masker, and anomalous Dutch sentence masker. This pattern was more obvious when the SNR was more challenging (i.e., −5 dB). Consistent results were also observed in a similar but separate study where the effect of EM was accounted for (Calandruccio et al., 2013). By using three maskers in different languages which differed in the typological distance to English (far: Mandarin Chinese; closer: Dutch; closest: English), the identification of English sentences in native English speakers was found to be best using Mandarin Chinese maskers and worst using English maskers, indicating that a linguistically dissimilar masker (Mandarin Chinese) has induced less IM than a linguistically similar masker (English).

In summary, linguistic variables influence the degree of IM in speech-on-speech masking conditions, however, these effects seem to be sensitive to the design and methods of experiments. The differences in methodology across studies may have contributed to the inconsistency in the findings regarding the effect of linguistic factors on speech unmasking. Although the linguistic similarity theory can govern a broad explanation of how linguistic variables affect speech perception, the extent to which each of those factors affects IM needs more detailed investigation while controlling for the variability in experimental designs.

3.2.2. Attention and cognitive factors

Although attention is not required in automatic sound segregation (Sussman, 2005), it can be a strong unmasking factor by reducing EM/MM, and IM. Studies using EEG (for details see Sussman, 2017; Fritz et al., 2007) demonstrated that attention facilitates sound segregation towards task-specific goals (Sussman, 2007) and helps with overcoming noisy listening environments (Sussman and Steinschneider, 2009). This is also shown in many behavioral studies using priming (e.g., Freyman et al., 2004; Best et al., 2007; Ihlefeld and Shinn-Cunningham, 2008; Jones and Litovsky, 2008; Kopco et al., 2009; Kitterick et al., 2010; Kidd et al., 2005; 2014; Singh et al., 2008; Carlile and Corkhill, 2015). Priming is a psychological experimental paradigm in which prior knowledge of some perceptual property of the target was provided. Essentially, cueing or priming provides a perceptual goal for listeners to focus their attention on.

In Freyman et al. (2004), when listeners were primed with sentences spoken by a different talker or printed and read silently, a significant improvement in their perception of nonsense sentences was observed. Kidd et al. (2005) instructed participants to listen to three different sentences; chosen from CRM played concurrently over three spatially separated loudspeakers. In one experiment, the target was randomly assigned to one of the three loudspeakers, and the call sign was given after the three sentences were presented. Listeners were able to correctly identify the color and number associated with the call sign approximately 1/3 of the time. However, when prior knowledge about target location (i.e., which loudspeaker) was given, participants were able to correctly report the color and number over 90% of the time. It was concluded that providing prior knowledge about target source location can improve speech recognition in speech-on-speech masking (Kidd et al., 2005). Similarly, in other studies, cueing listeners as to ‘who’ or ‘what’ to listen for also provided significant benefit in speech perception in noise compared to situations where listeners were not provided with any clues about the target speech.

On the other hand, as the total cognitive resources or capacity is limited (Murphy et al., 2017), increasing cognitive loads by adding a secondary task that requires attentional processing (e.g., Mattys et al., 2009; Sorqvist and Rönnberg 2014; Baldock et al., 2019) or demands working memory (e.g., Francis, 2010; Brungart et al., 2013) can leave speech perception open to noise interference. In cocktail party listening environments, listeners may perform two types of attentional processing depending on their perceptual goal: selective attention (e.g., focusing on only one talker while ignoring others) or divided attention (i.e., extract information across many talkers). The latter was found to produce higher cognitive loads as measured by pupil responses (see a review by Zekveld et al., 2018). Baldock et al. (2019) had each participant undertake selective and divided auditory attention tasks using the dichotic digits test. Participants were asked to repeat numbers played between left and right ears (i.e., divided attention) or only in one ear (i.e., selective attention). Pupil responses were measured during these tasks. Larger mean and peak pupil dilation (indicative of greater cognitive load) were observed when listeners were asked to divide their attention across two ears than in one ear. This finding suggested that limited cognitive capacity or cognitive deficits can result in poor performance in speech perception tasks involving divided attention.

Brungart et al. (2013) measured speech recognition performance in different listening conditions (target in one known ear, in one unknown ear, or in both ears, masked by SSN or speech babbles). The recognition threshold generally worsened from response to one known ear to both ears for all maskers, but the decrement was much larger for speech babbles than SSN. In the second experiment, listeners were asked to perform a secondary memory task (i.e., one-back task) in which they were required to remember the last word of a sentence, while doing a true-false judgment of the sentence in the presence of speech babbles or noise. The observed performance for speech babble masker was significantly worse than that with noise. Brungart et al. (2013) concluded that speech-on-speech masking tasks require more cognitive resources than speech-in-noise tasks as additional cognitive resources need to be allocated to deal with IM in speech babbles. In line with this finding, other studies also reported worse speech recognition performance associated with higher cognitive load, likely due to that attention- or working-memory-demanding tasks preempt processing resources needed for speech perception (Mattys and Wiget, 2011; Mattys and Scharenborg, 2014; Mattys et al., 2013).

These studies showed that although attention can guide low-level processing in speech perception (such as stream segregation) towards the listener’s perceptual goal or improve its efficiency, it also draws upon limited cognitive resources, especially when the task involves divided attention. Extracting speech information from other speech seems to be more demanding on cognitive resources than from noise. Besides, when listeners need to perform multiple tasks that involve different levels of processing, the distribution of cognitive resource seems to prioritize those requiring higher-level processing.

Overall, English research has revealed that spatial separation and difference in voice characteristics between target and masker
in cocktail party environments can facilitate speech perception by a relatively large degree by reducing IM at early stages of auditory processing (pre-attentional). Linguistic factors also play important roles in speech unmasking depending on the degree of linguistic similarity between the target and masker. The influence of these factors can be modulated or overwhelmed by attention whereas priming can help overcome multi-talker distraction. Overall, speech processing is limited by cognitive resources. Listeners tend to prioritize attentional processing over other lower-level processing.

4. Speech unmasking in Mandarin Chinese

Most studies investigating masking and unmasking factors in cocktail party problems have been conducted in English or other non-tonal languages. Tonal languages, as a major part of world languages, have been less frequently used for the investigation of this topic. As one of those tonal languages, Mandarin Chinese has four lexical tones that function similarly to vowels and consonants in English, that is, to discriminate the lexical meaning of monosyllables (Li, 1963; Xu and Zhou, 2011). This section reviews findings on unmasking factors in Mandarin Chinese.

4.1. Spatial separation

Wu et al. (2005) replicated the experiment by Freyman et al. (1999) in order to investigate the amount of SRM that existed in Mandarin Chinese. For the two-talker masker, SRM for Mandarin Chinese nonsense sentences was about 3.3 dB which was much smaller than 9 dB that was observed by Freyman et al. (1999) and many other recent studies in English.

In Wu et al. (2007), the investigation of SRM was extended to multiple-talker maskers (number of talkers: 1, 2, 3, or 4) for Mandarin Chinese to compare to Freyman et al. (2004). Results showed that SRM at N = 1 for Mandarin Chinese was very small, however, in a similar condition, Freyman et al. (2004) observed a 7-dB SRM. The SRM at N = 2, 3, and 4 ranged from 3.86 to 2.62 dB in Wu et al. (2007) compared to 9 to 4 dB in Freyman et al. (2004), respectively. Again, SRM for Mandarin Chinese was much smaller than that for English. Wu and colleagues speculated that the relatively smaller benefits of perceived spatial separation on reducing IM in Mandarin Chinese may be due to that Chinese syllables have more voiceless consonants and fewer voiced consonants than English syllables, thus, the Chinese language has a larger energetic masking component (Kong, 1998). Mandarin Chinese speech may have a different target/masker similarity pattern than English speech. Lastly, the pitch contour of a vowel is phonemic in Mandarin Chinese but not in English.

In a recent study by Zhang et al. (2020), the magnitude of SRM (measured in SRTs) between Mandarin-Chinese-speaking and English-speaking listeners was compared using close-set matrix-style test materials as stimuli in corresponding languages. Contrary to Wu et al. (2005, 2007), comparable magnitudes in SRM between Mandarin Chinese and English speakers were observed. The Chinese listeners benefited by about 13.7 dB and comparatively, English listeners by about 12.2 dB from the spatial separation alone. It should be noted that there were several methodological differences between Zhang et al. (2020) and Wu et al. (2005, 2007). Zhang et al. (2020) manipulated the physical location of loudspeakers, whereas in Wu et al. (2005, 2007), the precedence effect was used to induce the spatial separation. Also, Zhang et al. (2020) used matrix sentences as the test material, while nonsense sentences were used in Wu et al. (2005, 2007).

4.2. Speaker voice difference

Chen et al. (2020) measured SRTs with one, two, or four maskers for different combinations of target-masker sexes. A masking release of about 12 dB was observed in the different-sex masker condition compared to the same-sex condition. Zhang et al. (2020) reported a masking release of 11.7 dB when talker sex cues were available in Chinese listeners, which was significantly better than that of English listeners in their study (about 8.7 dB). The authors attributed the larger masking release in Mandarin Chinese listeners to their tonal language experience which might have facilitated accurate talker identification and pitch perception (Xie and Myers, 2015; Deroche et al., 2019).

4.3. Linguistic variables

Wu et al. (2011) compared the word recognition for different target/masker language combinations in native Chinese and English speakers: same-language (e.g., target and masker both in Mandarin Chinese or English), cross-language (e.g., target in English masker in Mandarin Chinese, or reversely) and noise conditions (i.e., SSN as masker). Results showed that Chinese listeners benefited from spatial separation as much as English listeners did for the SSN masker, but they benefited less in their same-language condition (i.e., Chinese target and Chinese masker). Interestingly, when Chinese target words were scored as correct when either of the two morphemes in the target word was correctly identified (i.e., morphemic-level scoring) instead of whole-word scoring, the reduced benefit from spatial separation in Mandarin Chinese listeners was comparable. Note that the morphemic-level scoring did not change the psychometric function for English listeners’ identification scores. Wu and colleagues concluded that release from IM happens at the morphemic level for Mandarin Chinese and spatial separation may facilitate morpheme access. They also suspected that the reason underlying the difference in SRM between the two languages using whole-word scoring was that most Chinese multisyllabic words are also multimorphemic (meaning that each monosyllable can also stand alone as a new word). On the contrary, most English multisyllabic words are monomorphemic, which means the lexical meaning of those words is carried by several syllables together and each syllable cannot stand alone as a new word. This difference, according to Wu et al. (2011) may have led to different ways in which lexical meaning was accessed in the two languages.

Peng et al. (2012) compared word and sentence recognition in Mandarin Chinese with multi-talker maskers. Sentence recognition scores were significantly higher than those of word recognition. The authors suggested that the linguistic connection in sentences might have helped listeners perceiving the target better in background babble.

4.4. F0 contours

In Mandarin Chinese, F0 contour is the primary cue for tone perception at the monosyllable level (Howie, 1976; Xu and Zhou, 2011). It is also related to the perception of sentence intonation and voice pitch. Many studies have focused their interest on the contribution of F0 contours in perceiving Mandarin Chinese (e.g., Kong and Zeng, 2006; Krenmayr et al., 2011; Lee et al., 2013; Li et al., 2019; Wang and Xu, 2020). Using meaningful sentences as targets, Patel et al. (2010) demonstrated that meaningful Chinese sentences with flattened F0 contours were as intelligible as those with normal F0 patterns in a quiet environment, however, it was less intelligible under SSN or babble noise, as reported in several other studies (e.g., Wang et al., 2013; Chen et al., 2014; Li et al., 2019).
To control for other linguistic effects and to investigate whether intonation cues affect the unmasking of Mandarin Chinese speech, Wu (2019) manipulated the intonation information of nonsense Mandarin Chinese sentences in three conditions (i.e., flattened, typical, and exaggerated intonation) while preserving the tone information of each monosyllable. The recognition performance was measured in the presence of steady-state noise or two-talker babble. Consistent with English findings (Laures, 1999; Laures and Bunton, 2003; Binns and Culling, 2007), natural intonation information provided the largest benefit in speech perception in noise. Furthermore, Wu’s (2019) results suggested that either reducing or exaggerating intonation relative to natural intonation reduced speech intelligibility, especially for the multi-talker babble condition.

4.5. Target priming

In Yang et al. (2007), the effect of voice cueing on releasing Chinese nonsense sentences from IM was examined by employing a same-sentence, different-sentence priming, and no priming condition. All primers were spoken by the same voice as in the target. Yang and colleagues found that when the masker was speech, even though the content of primer was not the same as the target, listeners could still benefit from the same voice cue (i.e., different-sentence condition). They concluded that similar to English, being familiar with the target voice also benefited Mandarin Chinese speech perception in speech-on-speech masking. Voice cues, which act at the perceptual level, can facilitate selective attention to the voice characteristics of the target stream, leading to a release from IM. To account for any potential effect due to long-term familiarity of the target voice, Huang et al. (2010) used both single and double presentations of priming sentences to investigate how listeners utilized voice information to reduce IM. Consistent with Yang et al. (2007), a significant benefit of being familiar with the target voice was observed in the perception of Mandarin Chinese nonsense sentences for adult listeners.

The effect of content-priming (i.e., presenting the early part of a target sentence in quiet) was also observed in perceiving nonsense Mandarin Chinese sentences in noise (Wu et al., 2012a, 2012b). Wu et al. (2012a) observed that participants benefited from the content priming by about 2 dB in the presence of a multi-talker masker in reporting the last target keyword. The authors agreed with the English literature (Freyman et al., 2004) that the content prime mainly helps listeners focus attention more quickly on the target, thereby facilitating recognition of the last keyword in the target stream against IM.

In summary, Mandarin Chinese, as a tonal language, can also benefit from factors that have been shown to unmask speech perception in cocktail-party listening environments in English. However, this line of research was relatively sparse. The reported effects of low-level unmasking factors such as spatial separation and difference in voice characteristics were inconsistent across the few studies and some of them appeared to lack replicability. For high-level unmasking factors, findings in the few Mandarin Chinese reports seemed to be consistent with those in English. Yet, most studies focused on replicating English studies. Systematic investigations for attentional factors were absent. In addition, as a unique feature for tonal language, the pitch contour that plays multiple roles in Mandarin Chinese was found to be associated with speech unmasking, however, more detailed research is needed to expand our knowledge on this matter.

5. Summary

Auditory masking related to speech perception in cocktail-party listening conditions can be classified in several forms. In particular, energetic masking and modulation masking are characterized by peripheral interference. Informational masking is characterized by the “confusion” that occurs beyond the auditory peripheral level.

Both English and Mandarin Chinese literature has demonstrated that speech perception in cocktail-party listening environments can be unmasked by several factors. Some of the factors facilitate low-level auditory processing (e.g., spatial separation and voice characteristics) and some other factors benefit high-level processing (e.g., linguistic variables, attention, and cognitive capacity). Compared to English research, fewer studies have been done on speech unmasking in Mandarin Chinese and little consensus regarding the magnitude of unmasking benefits due to spatial separation and voice characteristics has been reached.

Interestingly, some studies have suggested that linguistic differences between Mandarin Chinese and English may result in differences in the degree to which two languages benefit from low-level unmasking factors. As Mandarin Chinese has fewer voiced consonants than English, it may be more subject to energetic masking than English (Wu et al., 2005, 2011), leading to different distributions of energetic masking or modulation masking and informational masking. This in turn may be reflected in the magnitude of the spatial release of masking. For voice characteristics, since pitch contours play multiple roles in tonal language, the observed masking release due to voice difference may differ from that found in English. Indeed, early studies in Mandarin Chinese have shown such possibilities. Further investigation is encouraged in light of the linguistic differences between tonal and non-tonal languages.
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