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Abstract
Behl’s method is one of the iterative methods to solve a nonlinear equation that converges cubically. In this paper, we modified the iterative method with real parameter $\beta \in \mathbb{R}$ using second Taylor’s series expansion and reduce the second derivative of the proposed method using the equality of Chun-Kim and Newton Steffensen. The result showed that the proposed method has a fourth-order convergence for $\beta = 0$ and involves three evaluation functions per iteration with the efficiency index equal to $4^{1/3} \approx 1.5874$. Numerical simulation is presented for several functions to demonstrate the performance of the new method. The final results show that the proposed method has better performance as compared to some other iterative methods.
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1. INTRODUCTION

Mathematical modeling is a mathematical representation of sciences and engineering problems. One of the terms of mathematical representation is a nonlinear equation. While in fact, most of the
nonlinear equation consists of complexity form of function [1]. The problem arises when we solve this equation:

\[ f(x) = 0. \] (1)

Most of the complicated nonlinear equations can’t be solved using the analytical technique. So, numerical solving is an alternative solution using requiring calculating. This technique is most well known as an iterative method.

The iterative method that are popular to find the root of (1) is the Newton Method i.e.

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}, n = 0, 1, 2, \ldots \] (2)

Equation (2) is a one-point iterative method that is constructed by Taylor expansion in first order with quadratic order of convergence. This method involved two evaluation functions with efficiency index is \( 2^{1/2} \approx 1.4142 \).

Furthermore, to fix up the order of convergence, second-order Taylor expansion is used to construct an iterative method. It processes appear some one-point iterative method with third-order of convergence, such as Halley’s, Halley’s Irrational, and Chebyshev’s methods [2]. Besides that, some authors develop one-point iterative method with third-order of convergence using several technique approximation, such as quadratic function [3] [4], hyperbolic function [5], parabolic function [6], Adomian decomposition method [7] [8], homotopy perturbation method [7], curvature [9], variation iteration method [10], and substituted Taylor series [11] [12]. All of the third-order iterative methods involve three functional evaluations with index efficiency equal to \( 3^{1/3} \approx 1.4422 \).

The one-point iterative methods above have third-order of convergence. So, based on Kung-Traub conjecture [13], the iterative methods aren’t an optimal order of convergence. To improve the convergence order of an iterative method, some author uses several approximations. One of the approaches used is the substitution of the Taylor second-order series as has been done by Chun and Kim [9], Wartono and Nanda [12], and Baghat [11].

In this paper, we construct a new iterative method using a combination of a one-point iterative method developed by Behl et al. [14] and second-order Taylor series. Furthermore, at the end of this section, we give numerical simulation to examine the performance of our proposed method and some iterative methods. The performance will be compared based on the number of iterations, computational of the order of convergence, the absolute value of a function, absolute error and relative error.

2. METHOD

In this section, we use some definitions and theorems that are used to construct an iterative method, finding for the order of convergence both of using Taylor series or computational order of convergence, and numerical simulation.

**Theorem 1.** [15] Let \( f \) have \( (n+1) \) continuous derivative on \([a, b]\) for some \( n \geq 0 \), and let \( x, x_0 \in [a, b] \). Then there exists a point \( \xi \) between \( x_0 \) and \( x \) such that

\[
 f(x) = f(x_0) + f'(x_0)(x-x_0) + \frac{f''(x_0)}{2!}(x-x_0)^2 + \cdots + \frac{f^{(n)}(x_0)}{n!}(x-x_0)^n + R_n(x),
\]
where

\[ R_n(x) = \frac{f^{(n+1)}(\xi)}{(n+1)!}(x-x_0)^{n+1}. \]

**Definition 1.** [1] Let \( f(x) \) be a real function with simple root \( \alpha \) and let \( \{x_n\}_{n \in \mathbb{N}} \) be a sequence of real numbers that converges to \( \alpha \). We say that the order of convergence of the sequence is \( p \) if there exists a number \( p \in \mathbb{R}^+ \) such that:

\[ \lim_{n \to \infty} \frac{|x_{n+1} - \alpha|}{|x_n - \alpha|^p} = c. \]

When \( c \neq 0 \) it is known as the asymptotic error constant. If \( p = 1, 2 \) or \( 3 \), the sequence \( \{x_n\} \) is said to have linear, quadratic, and cubic convergence, respectively.

**Definition 2.** [1] Let \( e_n = x_n - \alpha \) be the error in the \( n^{th} \) and let

\[ e_{n+1} = ce_n^p + O(e_{n+1}^{p+1}). \] (3)

The relation in Equation (3) called as an error equation in the \((n+1)^{th}\).

**Definition 3.** [1] Let \( d \) be the number of any evaluation of a function or one of its derivatives. The efficiency of the method is measured by the concept of efficiency index and is defined by

\[ IE = \frac{1}{\sqrt{d}}, \]

where \( p \) is the convergence order of the method.

**Definition 4.** [1] Suppose that \( x_{n-1}, x_n \) and \( x_{n+1} \) are three successive closer to the root \( \alpha \). Then the computational order of convergence \( \rho \) is approximated by

\[ \rho \approx \ln\left(\frac{(x_{n+1} - \alpha) / (x_n - \alpha)}{(x_n - \alpha) / (x_{n-1} - \alpha)}\right). \]

3. **RESULT AND DISCUSSION**

3.1. **The Developed Iterative Method**

In this subsection, the author constructs an iterative method by considering a one-point iterative method developed by Behl et al. [14] and add one real parameter \( \beta \) as follows:

\[ x_{n+1} = x_n - \frac{8f(x_n)f'(x_n)^3}{8f'(x_n)^4 - \beta \left(4f'(x_n)^2 + f(x_n)f''(x_n)\right)f(x_n)f'''(x_n)}. \] (4)
Equation (4) is a third-order iterative method with three functional evaluations and an efficiency index as 1.4422. Furthermore, to modify (4), we consider a second-order Taylor series expansion about \( x_n \) written as,

\[
f(x) = f(x_n) + (x - x_n)f'(x_n) + \frac{(x - x_n)^2}{2!} f''(x_n).
\]  

(5)

Let \( x_{n+1} \) is a value close to \( \alpha \) then \( f(x_{n+1}) \approx 0 \). So, for \( x = x_{n+1} \), we can write (5) as:

\[
x_{n+1} - x_n = -\frac{f(x_n)}{2} \left( \frac{f''(x_n)^2 - \left( 8f'(x_n)^2 + 4\beta f(x_n)f''(x_n) + \beta f(x_n)^2 f''(x_n)^2 \right)}{8f'(x_n)^4 + f(x_n)^2f''(x_n)(\beta f(x_n)^2 f''(x_n)+4\beta f'(x_n)^2 + 4f'(x_n)^2) \right)
\]  

(7)

To fix up the order of convergence and avoid using the second derivative of \( f(x) \), we approach \( f''(x_n) \) using the equality of two third-order iterative methods. We consider Chun-Kim’s [9] and Newton-Steffensen’s methods [4], respectively, written as follows:

\[
x_{n+1} = \frac{f(x_n)^2 f''(x_n) + 2f(x_n)f'(x_n)^2}{2f'(x_n)^3},
\]  

(8)

and

\[
x_{n+1} = \frac{f(x_n)^2}{f'(x_n)(f(x_n) - f(y_n))},
\]  

(9)

where \( y_n = x_n - \frac{f(x_n)}{f'(x_n)} \).

Both of iterative method of (8) or (9) have third order of convergence. Based on these equations, \( f''(x) \) will be approximated using equality of (8) and (9) as Wartono et al. [16] which is written as

\[
\frac{f(x_n)^2 f''(x_n) + 2f(x_n)f'(x_n)^2}{2f'(x_n)^3} = \frac{f(x_n)^2}{f'(x_n)(f(x_n) - f(y_n))},
\]

Using simplification, we obtain a form of \( f''(x_n) \) as follows:

\[
f''(x_n) = \frac{2f'(x_n)^2 f(y_n)}{f(x_n)(f(x_n) - f(y_n))}
\]  

(10)

Furthermore, by substituting (10) into (7) we obtain an equation to iterative method.
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\[ x_{n+1} = x_n - \left( f(x_n) \right) \left( \frac{-2f(x_n)^2 + (2\beta + 4)f(y_n)f(x_n) + (-\beta - 2)f(y_n)^2}{f'(x_n)^2} \right) \]  \hspace{1cm} (11)

Equation (11) is a two-point iterative method involving two functions and one of its first derivative.

3.2. Convergence Analysis

The theorem 2 describes the order of convergence in (11) using the Taylor series expansion.

**Theorem 2.** Let \( f(x) \) be a real-valued function. Assume that \( f(x) \) has first, second and third derivatives in the interval \( D \). If \( f(x) \) has a simple root \( \alpha \in D \) and \( x_0 \) is sufficiently close to \( \alpha \), then the iterative method in (11) has fourth-order of convergence for \( \beta = 0 \) and satisfies the following error equation:

\[ e_{n+1} = \left( -c_2 e_n^2 + c_3 e_n^3 \right) + O(e_n^4). \]

**Proof:**

Let \( \alpha \) be a simple root of \( f(x) \). Then \( f(\alpha) = 0 \) and \( f'''(\alpha) \neq 0 \). Assume that \( x_n = \alpha + e_n \) then expand \( f(x_n) \) using the Taylor series about \( \alpha \). We have

\[ f(x_n) = f(\alpha) + f'(\alpha)(x_n - \alpha) + \frac{f''(\alpha)}{2!}(x_n - \alpha)^2 + \frac{f'''(\alpha)}{3!}(x_n - \alpha)^3 + \cdots \]  \hspace{1cm} (12)

So, using \( x_n = \alpha + e_n \), Equation (12) can be written as

\[ f(x_n) = f'(\alpha) \left( e_n + \frac{f''(\alpha)}{2!f'(\alpha)} e_n^2 + \frac{f'''(\alpha)}{3!f'(\alpha)} e_n^3 + \frac{f^{(4)}(\alpha)}{4!f'(\alpha)} e_n^4 + \frac{1}{f'(\alpha)} O(e_n^4) \right) \]  \hspace{1cm} (13)

or

\[ f'(x_n) = f'(\alpha) (1 + 2c_2 e_n + 3c_3 e_n^2 + 4c_4 e_n^3 + 5c_5 e_n^4 + O(e_n^5)), \]  \hspace{1cm} (14)

where \( c_j = \frac{1}{j!} \frac{f^{(j)}(\alpha)}{f'(\alpha)} \), \( j = 2,3,\ldots \). Based on (13) and (14), we have

\[ \frac{f(x_n)}{f'(x_n)} = e_n - c_2 e_n^2 + (2c_2^2 - 2c_3) e_n^3 + O(e_n^4). \]  \hspace{1cm} (15)

Furthermore, using (15) and \( x_n = e_n + \alpha \), we can write (11) as

\[ y_n = \alpha + c_3 e_n^2 - (2c_2^2 - 2c_3) e_n^3 + O(e_n^4). \]  \hspace{1cm} (16)

To simplify (16), we write it as \( y_n = \alpha + s_n \), where

\[ s_n = c_2 e_n^2 - (2c_2^2 - 2c_3) e_n^3 + O(e_n^4). \]  \hspace{1cm} (17)

Using Taylor series, the expanding of \( f(y_n) \) about \( \alpha \) is
\begin{align*}
f(y_n) &= f(\alpha) + (y_n - \alpha) f'(\alpha) + \frac{(y_n - \alpha)^2}{2!} f''(\alpha) + (y_n - \alpha)^3 f'''(\alpha) + \cdots. & (18) \\
\text{Using } f(\alpha) = 0 \text{ and } y_n = \alpha + s_n, \text{ Equation (18) become}
\begin{align*}
f(y_n) &= f'(\alpha)(s_n + c_2 s_n^2 + c_3 s_n^3 + c_4 s_n^4 + \cdots). & (19)
\end{align*}
\end{align*}

Substituted (17) into (19), hence we obtain \( f(y_n) \) in form
\begin{align*}
f(y_n) &= f'(\alpha)(c_2 e_n^2 + (2c_2^2 - 2c_3)e_n^3 + (5c_2^3 - 7c_2c_3 + 3c_4)e_n^4 + O(e_n^5)). & (20)
\end{align*}

From (13) and (20), we obtain the multiple of \( f(x_n) \) and \( f(y_n) \) as follows
\begin{align*}
f(x_n) f(y_n) &= f'(\alpha)^2(c_2 \theta e_n^2 + (-\theta c_2^2 + \theta 2c_3)e_n^4 + O(e_n^5)), & (21)
\end{align*}
and the quadratic of \( f(x_n) \) and \( f(y_n) \), respectively, are
\begin{align*}
f(x_n)^2 &= f'(\alpha)^2[e_n^2 + 2c_2 e_n^3 + (2c_3 + c_2^2)e_n^4 + O(e_n^5)], & (22)
\end{align*}
and
\begin{align*}
f(y_n)^2 &= f'(\alpha)^2[c_2^2 e_n^4 + O(e_n^5)] . & (23)
\end{align*}

Also, using (21), (22) and (23), we have
\begin{align*}
-2 f(x_n)^2 &= f'(\alpha)^2(-2 e_n^2 - c_2 e_n^3 + (-4c_3 - 2c_2^2)e_n^4 + O(e_n^5)), & (24)
\end{align*}
\begin{align*}
(2\beta + 4)f(x_n)f(y_n) &= f(\alpha)^2 \left((2\beta + 4)c_2 e_n^3 + (-2\beta + 4) c_2^2 + (8 + 4\beta)c_3\right)e_n^4 + O(e_n^5)), & (25)
\end{align*}
\begin{align*}
(2\beta + 6)f(x_n)f(y_n) &= f(\alpha)^2 \left((2\beta + 6)c_2 e_n^3 + (-2\beta + 6) c_2^2 + (12 + 4\beta)c_3\right)e_n^4 + O(e_n^5)), & (26)
\end{align*}
\begin{align*}
(-\beta - 2)f(y_n)^2 &= f'(\alpha)^2 \left(-(-\beta + 2)c_2^2 e_n^4 + O(e_n^5))\right), & (27)
\end{align*}
and
\begin{align*}
(-\beta - 4)f(y_n)^2 &= f'(\alpha)^2 \left(-((-\beta + 4)c_2^2 e_n^4 + O(e_n^5))\right). & (28)
\end{align*}

From (24), (25), (26), (27) and (28), we have
\begin{align*}
-2 f(x_n)^2 + (2\beta + 4)f(y_n)f(x_n) + (-\beta - 2)f(y_n)^2 \\
&= f(\alpha)^2 \left(-2 e_n^2 + 2c_2 \beta e_n^3 + \left((1 + 4\beta)c_3 - (8 + 3\beta)c_2^2\right)e_n^4 + O(e_n^5))\right), & (29)
\end{align*}
and
\begin{align*}
-2 f(x_n)^2 + (2\beta + 6)f(y_n)f(x_n) + (-\beta - 4)f(y_n)^2 \\
&= f(\alpha)^2 \left(-2 e_n^2 + 2(1 + \beta)c_2 e_n^3 + \left((8 + 4\beta)c_3 - (12 + 3\beta)c_2^2\right)e_n^4 + O(e_n^5))\right). & (30)
\end{align*}
Applying (15), (29), and (30) in (11), and then simplify it, we obtain

\[
\left( \frac{f(x_n)}{f'(x_n)} \right) \left( -2f(x_n)^2 + (2\beta + 4)f(y_n)f(x_n) + (-\beta - 2)f(y_n)^2 \right) \\
\left( \frac{f'(x_n)}{f''(x_n)} \right) \left( -2f(x_n)^2 + (2\beta + 6)f(y_n)f(x_n) + (-\beta - 4)f(y_n)^2 \right)
\]

\[= e_n + c_2^3 \beta e_n^3 + \left( c_2 c_3 (4\beta + 1) + c_2^3 (\beta^2 - \frac{5}{2}\beta - 1) \right) e_n^4 + O(e_n^5). \quad (31)
\]

Substitute (31) into (11), and using \( x_{n+1} = e_{n+1} + \alpha \) and \( x_n = e_n + \alpha \), we get a convergence order of the proposed method in (11) that is given by

\[e_{n+1} = -c_2^3 \beta e_n^3 + \left( -(4\beta + 1)c_2 c_3 + \left( -\beta^2 + \frac{5}{2}\beta + 1 \right) c_2^3 \right) e_n^4 + O(e_n^5). \quad (32)
\]

Equation (32) gives us information that the order of convergence of the proposed method in (11) will increase by taking \( \beta = 0 \). So, Equation (32) can be written as

\[e_{n+1} = (-c_2 c_3 + c_2^3) e_n^4 + O(e_n^5). \quad \blacksquare
\]

### 3.3 Numerical Simulation

In this section, we present a numerical simulation to show the performance of the proposed method for \( \beta = 0 \) (MMIOT), and then we compare the proposed method between some kind of iterative methods, namely: Newton’s method (MN), third-order iterative method (MIOT), Newton-Steffensen’s (MNS) [4] and Chun-Kim’s method (MCK) [8]. Some measures of performance of the compared methods are the number of iterations (IT), computational order of convergence (COC), and the absolute value of a function at \( n \)th iteration \( |f(x_n)| \).

We used several following real test functions and all computations have been performed using MAPLE 13 with 800 digits floating-point arithmetic. The root of real test functions is displayed by the computed approximate zeros \( a \) round up to 20th decimal places.

- \( f_1(x) = xe^{-x} - 0.1, a \approx 0.11183255915896296483 \),
- \( f_2(x) = e^x - 4x^2, a \approx 4.30658472822069929833 \),
- \( f_3(x) = \cos(x) - x, a \approx 0.73908513321516064165 \),
- \( f_4(x) = (x-1)^3 - 1, a \approx 2.00000000000000000000 \),
- \( f_5(x) = x^3 + 4x^2 - 10, a \approx 1.36523003414096845760 \),
- \( f_6(x) = e^{-x^2-x+2} - \cos(x+1) + x^3 + 1, a = -1.00000000000000000000 \),
- \( f_7(x) = \sin^2(x) - x^2 + 1, a \approx 1.40449164821534122603 \),
- \( f_8(x) = \sqrt{x} - x, a = 1.00000000000000000000 \).

The number of iteration (IT) for the compared methods are determined using the following stopping criteria \(|x_{n+1} - x_n| < \epsilon\), where \( \epsilon \) is the precision of the compared methods, while the COC is approximated by the formula
\[ \rho \approx \frac{\ln(x_{n+1} - \alpha) / (x_n - \alpha)}{\ln(x_n - \alpha) / (x_{n-1} - \alpha)}. \]  

(33)

Table 1. The number of iteration for various iterative methods with \( \varepsilon = 10^{-95} \).

| \( f(x) \) | \( x_0 \) | Number of iteration | MN | MCK | MNS | MIOT | MMIOT |
|-----------|--------|---------------------|----|-----|-----|------|-------|
| \( f_1(x) \) | \(-0.2\) | 0.3 | 8 | 5 | 5 | 4 | 4 |
| \( f_2(x) \) | 4.0 | 4.5 | 8 | 6 | 5 | 5 | 4 |
| \( f_3(x) \) | 0.1 | 1.5 | 8 | 5 | 5 | 5 | 4 |
| \( f_4(x) \) | 1.8 | 3.0 | 8 | 5 | 5 | 4 | 4 |
| \( f_5(x) \) | 1.0 | 2.0 | 8 | 5 | 5 | 5 | 5 |
| \( f_6(x) \) | \(-1.5\) | 0.0 | 7 | 5 | 5 | 5 | 4 |
| \( f_7(x) \) | 1.2 | 2.0 | 8 | 5 | 5 | 4 | 4 |
| \( f_8(x) \) | 0.5 | 1.5 | 8 | 6 | 5 | 5 | 4 |

Besides using the Taylor expansion approach, we also use computational approximation using formulation in (33) to get the convergence order of the compared iterative method. The results are seen in Table 2. Table 2 describes that the computational order of convergence of the proposed method (MMIOT) is four. In addition to using the number of iterations and COCs, the performance of an iterative method can also be measured using accuracy, namely calculating the absolute of a function as given in Table 3. Table 3 shows the absolute value of the function using a total number of functional evaluations (TNFE), which are as many as twelve functional evaluations. Based on Table 3, it can be seen that the proposed method has better accuracy than other iterative methods.

Table 2. The COC for the various iterative method with \( \varepsilon = 10^{-95} \)

| \( f(x) \) | \( x_0 \) | COC | MN | MCK | MNS | MIOT | MMIOT |
|-----------|--------|-----|----|-----|-----|------|-------|
| \( f_1(x) \) | \(-0.2\) | 0.3 | 2,0000 | 2,9999 | 3,0000 | 3,0000 | 4,0000 |
| \( f_2(x) \) | 4.0 | 4.5 | 2,0000 | 3,0000 | 3,0000 | 3,0000 | 4,0000 |
| \( f_3(x) \) | 0.1 | 1.5 | 2,0000 | 2,9999 | 3,0000 | 3,0000 | 4,0000 |
| \( f_4(x) \) | 1.8 | 3.0 | 2,0000 | 3,0000 | 3,0000 | 3,0000 | 4,0000 |

Table 2. The COC for the various iterative method with \( \varepsilon = 10^{-95} \) (continued)
iterative method in a nonlinear equation. The iterative method requires three evaluations of functions with an efficiency

\[
\frac{2}{3} = 0.6667
\]

Table 3. The absolute value of \( f(x_0) \) for TNFE = 12.

\[
\begin{array}{cccccc}
 f(x) & x_0 & \text{COC} \\
 & & MN & MCK & MNS & MIOT \\
 f_1 & 1.0 & 2.0000 & 3.0000 & 3.0000 & 3.0000 \\
 & 2.0 & 2.0000 & 2.9999 & 3.0000 & 3.0000 \\
 f_2 & -1.5 & 2.0000 & 2.9999 & 3.0000 & 3.0000 \\
 & 0.0 & 2.0000 & 2.9999 & 3.0000 & 3.0000 \\
 f_3 & 1.2 & 2.0000 & 3.0000 & 3.0000 & 3.0000 \\
 & 2.0 & 2.0000 & 2.9999 & 3.0000 & 3.0000 \\
 f_4 & 0.5 & 2.0000 & 3.0000 & 3.0000 & 3.0000 \\
 & 1.5 & 2.0000 & 2.9999 & 3.0000 & 3.0000 \\
\end{array}
\]

4. CONCLUSION

We have developed a two-point iterative method with four orders convergence for \( \beta = 0 \) to solve a nonlinear equation. The iterative method requires three evaluations of functions with an efficiency index equal to \( 4^{1/3} \approx 1.5874 \). The numerical result which is given in Table 1, 2, and 3 show that the iterative method in equation (11) has better performance than other compared iterative methods.
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