Global Heisenberg scaling in noisy and practical phase estimation
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Heisenberg scaling characterizes the ultimate precision of parameter estimation enabled by quantum mechanics, which represents an important quantum advantage of both theoretical and technological interest. Here, we study the attainability of strong, global notions of Heisenberg scaling in the fundamental problem of phase estimation, from a practical standpoint. A main message of this work is an asymptotic noise “threshold” for global Heisenberg scaling. We first demonstrate that Heisenberg scaling is fragile to noises in the sense that it cannot be achieved in the presence of phase damping noise with strength above a stringent scaling in the system size. Nevertheless, we show that when the noise does not exceed this threshold, the global Heisenberg scaling in terms of limiting distribution (which we highlight as a practically important figure of merit) as well as average error can indeed be achieved. Furthermore, we provide a practical adaptive protocol using one qubit only, which achieves global Heisenberg scaling in terms of limiting distribution under such noise.

I. INTRODUCTION

The estimation of unknown parameters such as phases in quantum systems, which is also widely studied under the names of quantum metrology, sensing, interferometry etc. in recent years [1–4], is a problem of fundamental importance in quantum information science [5, 6], as well as an exciting technological frontier with promising potential for practical applications in wide-ranging scenarios involving high-precision measurements such as spectroscopy, gravitational wave detection, and atomic clocks [7–9]. A central observation of this area is that by utilizing quantum mechanical effects such as superposition, entanglement and squeezing, quantum estimation can potentially attain precision which scales as $n^{-1}$ where $n$ is the resource count (e.g. the number of channel uses or the probing time), namely the Heisenberg scaling [1, 10]. In contrast, one can only attain the scaling of $n^{-1/2}$ (also known as the shot-noise or standard quantum limit) with classical resources. This indicates a significant quantum enhancement in metrology and estimation tasks, which is a representative type of practical advantages of quantum information technologies.

However, quantum systems are very susceptible to the realistically ubiquitous noise effects, which stand as a fundamental obstacle towards practical quantum applications [6, 11]. Therefore, a research direction of central importance is to understand the limitations of quantum information processing, especially to what extent the theoretically blueprinted quantum advantages can be maintained, when noises are taken into account. Ideally, for the standard phase estimation problem, where we aim to estimate the phase $\theta$ in the signal unitary $U_\theta := e^{i\theta \sigma_z}$, it is well known that the Heisenberg scaling can be achieved in various settings [10, 12]. Nevertheless, the estimation precision is naturally expected to deteriorate under noise effects, leading us to the following important and highly nontrivial question: When can Heisenberg scaling still be achieved in the presence of noises?

In this work, we address this general question by studying the necessary and sufficient conditions for achieving Heisenberg scaling in phase estimation, in the presence of the fundamental phase damping noise as illustrated in Fig. 1. More specifically, we derive a strong upper bound on the noise strength, and further address the achievable...
ity when the bounds are satisfied by constructing explicit protocols. Here, in particular, we consider a strong notion of estimation in terms of global precision over all possible values of the phase that is broadly important in practical applications, while most previous work only consider the local notion. Notably, the most widely studied lens for quantum metrology is the quantum Fisher information (QFI), which nevertheless only characterizes the local estimation precision at a given point and is generally insufficient for scenarios in which global estimation is of interest (see more detailed discussions later).

The key contributions of this work are more specifically summarized as follows. We first formally lay down two sets of natural criteria for global Heisenberg scaling, respectively based on the average error and the notion of limiting distribution [13]. In particular, the limiting distribution is a powerful notion that provides more information than the error measures commonly considered in metrology, allowing us to directly analyze confidence intervals and success probabilities. However, the study of it in quantum metrology is very limited (see also [14]). By explicitly analyzing the behavior of QFI under phase damping, we derive a $O(n^{-1})$ upper bound on the noise strength, which is necessary for Heisenberg scaling. On the other hand, when this bound is satisfied, we show that both notions of global Heisenberg scaling can indeed be achieved (a key tool being Fourier analysis), indicating that the $O(n^{-1})$ bound is optimal in a strong sense. We also construct a practically friendly protocol that resorts to only single-qubit memories by modifying the well known phase estimation algorithm in [15] and show that it achieves global Heisenberg scaling in terms of limiting distribution. Note that previous work [16] implies that Heisenberg scaling cannot be achieved under any fixed strength of phase damping. Here we extend the consideration to $n$-dependent noise to sharpen this understanding, and also first present protocols that actually achieves Heisenberg scaling under phase damping. Also note that our protocols are not based on quantum error correction as is commonly considered (see e.g. [17–24]) and thus broadens the methodology for quantum metrology in noisy scenarios.

II. CRITERIA FOR GLOBAL HEISENBERG SCALING

Here we discuss our global notions of Heisenberg scaling in detail.

As mentioned, a commonly considered but limited figure of merit for quantum metrology is the quantum Fisher information (QFI). More specifically, the symmetric logarithmic derivative (SLD) QFI is given by

$$F_\theta = \frac{1}{\sqrt{m J_\theta S^2}}$$

where $\delta \theta = \sqrt{E[(\hat{\theta} - \theta)^2]}$ is the standard deviation, and $m$ is the number of times that the measurement is repeated. Here, importantly, $\hat{\theta}$ is assumed to be an unbiased estimator (whose expected value equals the true value). In the literature, the Heisenberg scaling is often considered in terms of the QFI scaling as $n^2$ where $n$ is the number of channel uses, as this indicates that $\delta \theta$ scales as $1/n$ due to the quantum Cramér-Rao bound. However, the QFI only bounds the local precision at a single point, while global notions that consider all possible values of the parameter are often important and more meaningful as the true value of the parameter is supposed to be unknown. The optimal local estimator in general does not work globally, as previously pointed out in e.g. [27, 28]. In fact, even in a neighborhood of $\theta_0$, it does not work with respect to the minimax criterion (where one considers the worst point in the neighborhood) when the radius of the neighborhood of $\theta_0$ is a constant [27]. When the minimum mean square error of local estimation scales as $O(n^{-1})$, it can be attained globally by using various adaptive methods including two-step methods [27]. However, the proof of the reduction statement does not work when the scaling is $O(n^{-1-\delta})$ for any $\delta > 0$. Furthermore, it is known that in the parallel scheme the minimum error for global phase estimation can be strictly larger than the inverse of the maximum QFI [27, 29]. This shows the necessity of a new method for global estimation. Therefore, the $n^2$ scaling of QFI does not mean that it is possible to construct an estimator that can achieve the Heisenberg scaling globally, even with adaptive estimation. We refer interested readers to e.g. [27–29] for more discussions on this issue.

We would like to rigorously study the attainability of global notions of Heisenberg scaling, for which it is not sufficient to consider QFI (although it can lead to simple necessary conditions, as will be discussed later). Here we consider two types of figure of merit. The first is the average error over all possible values of the parameter. For our phase estimation problem where $\theta \in (-\pi, \pi]$, considering periodicity, we focus on e.g. the error function

$$R_\theta := E_\theta [\sin^2(\hat{\theta} - \theta)]$$

where $E_\theta$ denotes the expectation with respect to $\theta$. Then, we take its average with respect to the uniform prior distribution over the range of $\theta$:

$$\bar{R} := \frac{1}{2\pi} \int_{-\pi}^{\pi} R_\theta d\theta$$

(1)

We say the Heisenberg scaling is achieved when $R$ scales as $1/n$. The second figure of merit, which is practically more important but little understood, is the probability that the error exceeds a certain threshold $c$, namely $P_\theta (|\hat{\theta} - \theta| > c)$. When the threshold $c$ is a constant, this is just the large deviation analysis [30]. Here we are interested in the case where the limiting probability is constant. This is in general only possible when the threshold $c$ changes with $n$ and the Heisenberg scaling means the
threshold $c$ has scaling $O(n^{-1})$. To be more precise, we say that the Heisenberg scaling in terms of limiting distribution is achieved if $P_0\left\{ \frac{a}{n} \leq \hat{\theta} - \theta \leq \frac{b}{n} \right\}$ converges to a non-trivial value (neither 0 nor 1) for any two real numbers $a < b$, in this case we can define the limiting distribution $\mathcal{P}_0$ as $\mathcal{P}_0(a, b) := \lim_{n \to \infty} P_0\left\{ \frac{a}{n} \leq \hat{\theta} - \theta \leq \frac{b}{n} \right\}$. The limiting distribution is more informative about the estimation as it can be used to calculate the error probability exceeds a certain threshold $c$, $P_0\{ |\hat{\theta} - \theta| > c \}$, which is widely used in practice. Note that the global Heisenberg scalings under these two figures of merit are slightly different, as will be seen later.

III. GLOBAL PHASE ESTIMATION UNDER NOISE

We now present our results on the attainability of global Heisenberg scaling in the presence of noise. We consider a model where the signal unitary is given by $U_\theta := e^{i\theta/2}|0\rangle\langle 0| + e^{-i\theta/2}|1\rangle\langle 1|$ (where $\theta \in (-\pi, \pi]$) on the system $\mathcal{H}$ spanned by $\{|0\rangle, |1\rangle\}$, and there is a phase damping noise $\mathcal{N}_\theta(p) = (1-p)\mathbb{I} + p(|0\rangle\langle 0| + |1\rangle\langle 1|)$ with dephasing probability or strength $p \in [0, 1]$ which describes the natural decoherence effect, acting before or after the application of $U_\theta$. Noting that the signal unitary $U_\theta$ acts trivially upon dephasing, our model is overall given by the channel

$$\Lambda_{\theta,p}(\rho) := (1-p)U_\theta \rho U_\theta^\dagger + p(|0\rangle\langle 0| + |1\rangle\langle 1|)\rho.$$  \hspace{1cm} (2)

Here, we study the Heisenberg scaling of the channel estimation of $\Lambda_{\theta,p}$ under the adaptive scheme, as illustrated in Fig. 2, which represents the most general approach to channel estimation. Since the $n^2$ scaling of the QFI is a necessary condition for global Heisenberg scaling in terms of both figures of merit, we can obtain a simple upper bound on the noise strength $p$ through analyzing QFI as follows. Note that the SLD QFI is upper bounded by the right logarithmic derivative (RLD) QFI, namely $J_\theta^{\text{SLD}} \leq J_\theta^{\text{RLD}}$ where $J_\theta^{\text{RLD}} := \text{Tr}(\rho L_R)$ is the RLD QFI and $L_R$ is the RLD operator satisfying $\frac{\partial \rho}{\partial t} = \rho L_R$. We denote the SLD (RLD) QFI of the output state of $\Lambda_{\theta,p}$ acting on input state $\rho$ as $J_{\theta,p}^{\text{SLD}} (J_{\theta,p}^{\text{RLD}})$, and then the channel SLD (RLD) QFI of $\Lambda_{\theta,p}$ is achieved when the input state $|\eta\rangle$ is given by maximizing over all input states $|\eta\rangle$, namely $J_{\theta,p}^{\text{SLD}} := \max_\rho J_{\theta,p}^{\text{SLD}}$. Although the maximum SLD QFI $J_{\theta,p}^{\text{SLD}}$ is not additive which makes the analysis of it difficult in general, the maximum RLD QFI $J_{\theta,p}^{\text{RLD}}$ is additive even in the adaptive scheme [31, Theorem 18]. So we need only address the RLD QFI to derive a necessary condition for Heisenberg scaling. It can be verified that $J_{\theta,p}^{\text{RLD}} = \frac{2(1-p)^2}{n(2-p)}$. Due to the additivity of RLD QFI, the maximum RLD QFI for $n$ uses then equals $n^2 \frac{2(1-p)^2}{n(2-p)}$. Therefore, the maximum RLD QFI scales as $n^2$ if and only if $p \leq O(n^{-1})$. See Appendix A for more detailed calculations and discussions.

Note that this $p \leq O(n^{-1})$ bound on the phase damping strength is quite strong, comparable to e.g. an erasure noise model in which only a constant number of qubits are erased in a scalable system of $n$ qubits. In fact, it is easy to check that $p$ would need to be subconstant to achieve any scaling advantage over the shot-noise limit. This is consistent with (and improves) the previous knowledge [16] that Heisenberg scaling cannot be achieved for any constant $p > 0$ in our noise model due to the “Hamiltonian-not-in-Kraus-span” condition. An overall message is that the metrological advantage of quantum systems is highly fragile in noisy environments.

Now we consider whether the conditions for global Heisenberg scaling can actually be attained when $p \leq O(n^{-1})$ (see Appendix B for a detailed exposition). To set the stage, we first discuss the noiseless model where $n$ unitary channels act in parallel on a $n$-qubit input state, which is assumed to be a pure state $|\eta\rangle := \sum_m a_m |m\rangle$, where $|m\rangle$ is a normalized vector in the eigenspace of $\sum_{\theta=0}^{\pi} U_\theta^n |\eta\rangle = e^{i\theta} |\eta\rangle$ with eigenvalue $\frac{\pi}{n} - m$. We choose the coefficients $a_m$ as $a_m := \frac{1}{\sqrt{n+1}} f\left( \frac{m}{n} \right)$, here $f$ is some square-integrable $C^1$-differentiable function on $[0, 1]$ with $L^2$ norm 1, which is the key object in our analysis. The distribution of the outcome of the phase covariant measurement is then given by

$$P_\theta\left\{ \frac{a}{n} \leq \hat{\theta} - \theta \leq \frac{b}{n} \right\} = \mathcal{P}_0\left\{ \frac{a}{n} \leq \hat{\theta} \leq \frac{b}{n} \right\}$$

$$= \int \frac{1}{n+1} \sum_{m=0}^{n} e^{i\theta_m} f\left( \frac{m}{n} \right)^2 \rho dt \approx \int_a^b |\mathcal{F} f(t)|^2 dt,$$

where $\mathcal{F} f$ denotes the Fourier transform of $f$. That is, the limiting distribution of the estimate is determined by the Fourier transform $\mathcal{F} f$ [13], and global Heisenberg scaling in terms of limiting distribution can be achieved when the input state $|\eta\rangle$ is given by any square-integrable $C^1$-differentiable function $f$ on $[0, 1]$ with $L^2$ norm 1.
norm equals to 1. As for the average error, consider $R[|\eta|] := \mathbb{E}_{\theta\sim\beta} |\sin^2(\hat{\theta} - \theta)|$ for input state $|\eta\rangle$, where the error function is taken to be $\sin^2(\hat{\theta} - \theta)$. Suppose the Dirichlet boundary condition, i.e. $f(0) = f(1) = 0$, holds, e.g., $f(x)$ is given by $\sqrt{2}\sin(\pi x)$. Then we have

$$\tilde{R}[|\eta|] = \frac{1}{4\pi^2} \int (|f|P^2|f| + o\left(\frac{1}{n^2}\right)) dt,$$

where $P = -i\frac{d}{dx}$. When the Dirichlet boundary condition does not hold, $\tilde{R}[|\eta|] = O(n^{-1})$; More specifically,

$$\tilde{R}[|\eta|] = \frac{1}{n^2} (A_+(f) + A_-(f)) \sin(2\pi),$$

where

$$A_+(f) = \lim_{R_1 \to \infty} \lim_{R_2 \to \infty} \frac{1}{R_2} \int_{R_1}^{R_1 + R_2} t^2 |Ff(t)|^2 dt,$$

$$A_-(f) = \lim_{R_1 \to \infty} \lim_{R_2 \to \infty} \frac{1}{R_2} \int_{R_1}^{R_1 + R_2} t^2 |Ff(t)|^2 dt,$$

$\sin(x) := \int_0^x \sin(t) dt$, and $\sin(2\pi) \approx 1.14159$. Therefore, we conclude that the average error condition for global Heisenberg scaling is achieved if and only if the Dirichlet boundary condition $f(0) = f(1) = 0$ holds.

For a concrete case, consider the input state with the form $|\eta_{uni}\rangle := \sum_{m=0}^{n} \frac{1}{\sqrt{n!}} |m\rangle$, where $f$ takes constant value 1 on $[0, 1]$ and we have $\tilde{R}[|\eta_{uni}|] = \frac{\sin(2\pi)}{2\pi} + O(\frac{1}{n^2})$. This state achieves the global Heisenberg scaling in terms of limiting distribution, but not the average error, demonstrating that these two conditions are not equivalent.

In the presence of noise, the above analyses for the limit distribution and the average error $\tilde{R}[|\eta|]$ are changed as follows. For given integers $k, \ell$, we define the operator $T_{t,k,\ell}$ as

$$T_{t,k,\ell} := \sum_{u=\max(0,t-k+\ell)}^{\min(t,\ell)} \binom{k-\ell}{k-u} \binom{\ell}{u} Q^{2(t-u)+\ell} (I - Q)^{2u+k-\ell},$$

where $Q$ is the multiplication operator. Then, the average error is calculated under the Dirichlet boundary condition $f(0) = f(1) = 0$ as

$$\tilde{R}[|\eta|] \approx \frac{1}{4\pi^2} \int_{\mathbb{R}} f(t) \sqrt{T_{t,k,\ell}} P^2 \sqrt{T_{t,k,\ell}} f dt.$$

Since the Dirichlet boundary condition for $f$ implies the Dirichlet boundary condition for $\sqrt{T_{t,k,\ell}} f$, the average error $\tilde{R}[|\eta|]$ achieves the Heisenberg scaling even in the case with noise $p = \frac{\epsilon}{n}$. As for the limiting distribution condition, we have

$$P_\theta \left\{ \frac{\epsilon}{n} \leq \hat{\theta} - \theta \leq \frac{\beta}{n} \right\} \approx \sum_{k=0}^{\infty} e^{-\beta} \frac{k}{k!} \sum_{\ell=0}^{k} \binom{k}{\ell} \left(\frac{1}{n^2}\right)^k \int_a^b |F(\sqrt{T_{t,k,\ell}} f)(t)|^2 dt.$$

That is, we find that the Heisenberg scaling in terms of limiting distribution can be achieved even when $f$ does not satisfy the Dirichlet boundary condition. The overall message is summarized as follows.

**Theorem 1.** The strength of phase damping noise $p \in O(1/n)$ is a necessary and sufficient condition for the existence of an estimator to achieve global Heisenberg scaling in terms of both average error and limiting distribution.

### IV. A PRACTICAL METHOD USING SINGLE-QUBIT MEMORY

In the above, we demonstrated the attainability of the global Heisenberg scaling with $n$ channels acting in parallel on a $n$-qubit state. However, the protocol is practically demanding since the state is in general highly entangled and the measurement typically needs to be collective. In the following we propose and analyze a simple adaptive one-qubit protocol that builds on the phase estimation algorithm in [15] (see Appendix C for details).

**Protocol 1.** In the first step, we prepare the input state $|+\rangle := \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$, and apply the unknown channel $\Lambda_{\theta,p}$ for $2^N$ times. Then, we measure the final state in the basis $\{|+, -\rangle\}$ and set $A_1 = 0, 1$ upon getting $|+, -\rangle$ respectively.

Inductively, in the $k$-th step, we prepare the input state $|+\rangle := \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$, and apply $\Lambda_{\theta,p}$ for $2^{N-k+1}$ times. Then, we apply $U_{-A_2-\cdots-A_{N-k+1}} := A_1 - \cdots - A_k$ and set $A_k = 0, 1$ upon getting $|+, -\rangle$ respectively.

We repeat the above up to the $(N+1)$-th step. After the final step, depending on $A^{N+1} := (A_1, \cdots, A_{N+1})$, we obtain the final estimate $\hat{\theta}(A^{N+1}) := A_1 A_2^{-N+1} \cdots + A_2^{-N+1} \cdots + A_1$. This protocol uses $n := 2^{N+1} - 1$ applications of the unknown channel $\Lambda_{\theta,p}$ in total.

For the noiseless case, the stochastic behavior of the estimate $\hat{\theta}$ turns out to be the same as the $\eta = \eta_{uni}$ case above. The noisy case requires a different analysis. Again, consider $p = \frac{\epsilon}{n}$ noise. Then, the stochastic behavior of the error $\hat{\theta} - \theta$ is asymptotically characterized.
as

\[
\lim_{N \to \infty} \mathbb{E}[\{P_{\theta,\frac{\pi}{n}} \mid \frac{a}{n} \leq \hat{\theta} - \theta \leq \frac{b}{n}\}]
\]

\[
= \lim_{N \to \infty} \mathbb{E}[\hat{A}^{N+1},X^{N+1}] \left[ \int_{b}^{a} \frac{\sin^2 y}{(y + \zeta(A^{N+1},X^{N+1}))^2} dy \right].
\]

Here, the term \(\zeta(A^{N+1},X^{N+1}) := ((-1)^{A_1}2X_1 + \cdots + (-1)^{A_{N+1}}2^{N+1}X_{N+1})\pi\) represents the difference from the noiseless case. In addition, the binary variables \(A^{N+1} := (A_1, \cdots, A_{N+1})\) are independent binary variables subject to the uniform distribution and the binary variables \(X^{N+1} := (X_1, \cdots, X_{N+1})\) are independently subject to the following distribution:

\[
P_{X_k}(1) = \frac{1}{2}(1 - e^{-c^{2-k}}), \quad P_{X_k}(0) = \frac{1}{2}(1 + e^{-c^{2-k}}).
\]

V. SUMMARY AND OUTLOOK

In this work, we considered the problem of achieving Heisenberg scaling in phase estimation in a global sense, for which the previously widely studied Cramér-Rao approach and quantum Fisher information is not sufficient. We introduced two types of meaningful conditions for such global Heisenberg scaling, respectively based on the average error and the limiting distribution. In particular, we consider the limiting distribution to be a practically important and powerful tool, and we hope our work stimulates more interest in this perspective. Here we are particularly interested in the attainability of global Heisenberg scaling in practical scenarios where noise effects are present. We considered phase damping noise and proved a necessary and sufficient condition on the noise strength which can be regarded a strong “threshold theorem” for global Heisenberg scaling – when the noise strength is above the \(O(n^{-1})\) scaling we showed by analyzing QFI that the Heisenberg scaling cannot be achieved; while otherwise, we gave a protocol that achieves both notions of global Heisenberg scaling. Furthermore, we generalized the well known phase estimation algorithm in [15] to construct a practically implementable protocol that uses only a small memory, which achieves global Heisenberg scaling in terms of limiting distribution.

For future work, it would be interesting to extend the analysis to more general noise models such as depolarizing and erasure noises, and consider the estimation of more general actions like SU\((d)\). Furthermore, note that phase estimation is an essential subroutine in a wide range of important quantum algorithms (e.g. factoring [32], linear system solving [33]). In particular, the limiting distribution method enables us to consider success probability, which is important in practice. An important future work is to explore the connections and applications of our results to the practical implementation of such algorithms.
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Appendix A: Quantum Fisher information under noise

Here we give details and extended discussions on the analysis of QFI. The main result is that Heisenberg scaling can only be achieved when noise strength $p \leq O(n^{-1})$. As a further note, it is easy to verify that $p$ would need to be sub-constant to achieve any scaling advantage over the shot-noise limit.

The following variant called the right logarithmic derivative (RLD) QFI will be useful: $J_{\theta,p}^{\text{RLD}} = \text{Tr}(L_{\rho} \rho_0 L_R)$ where $L_R$ is the RLD operator which can be obtained from

$$\frac{\partial \rho_0}{\partial \theta} = \rho_0 L_R. \quad (A1)$$

Note that the RLD QFI is an upper bound on the SLD QFI, namely $J_{\theta}^{\text{SLD}} \leq J_{\theta}^{\text{RLD}}$. We shall be interested in various QFIs associated with our model channel $\Lambda_{\theta,p}$. We denote the SLD (RLD) QFI of the output state of $\Lambda_{\theta,p}$ acting on input state $\rho$ as $J_{\theta,p}^{\text{SLD(RLD)}}$, and then the channel SLD (RLD) QFI of $\Lambda_{\theta,p}$ given by maximizing over all input states as $J_{\theta,p}^{\text{SLD(RLD)}} = \max_\rho J_{\theta,p}^{\text{SLD(RLD)}}$. We shall also consider the maximum SLD (RLD) QFI under $n$ uses of $\Lambda_{\theta,p}$ in the parallel or adaptive schemes, respectively denoted by $J_{\theta,p}^{\text{SLD(RLD)(n)}}$ or $J_{\theta,p}^{\text{SLD(RLD)(n)}}$.

1. RLD QFI

The channel RLD QFI $J_{\theta,p}^{\text{RLD}}$ can be computed from the Choi matrix. Here the Choi matrix of $\Lambda_{\theta,p}$ is given by

$$C_{\Lambda_{\theta,p}} = 2(1-p)\langle \Phi_\theta | \Phi_\theta \rangle + p(0,0) \langle 0,0 | + | 1,1 \rangle \langle 1,1 |$$

$$= 2(1-p)\langle \Phi_\theta | \Phi_\theta \rangle + p\langle \Phi_\theta^\perp | \Phi_\theta^\perp \rangle$$

where $\Phi_\theta := \frac{1}{\sqrt{2}} (e^{i\theta/2}|0,0 \rangle + e^{-i\theta/2}|1,1 \rangle)$ and $\Phi_\theta^\perp := \frac{1}{\sqrt{2}} (e^{i\theta/2}|0,0 \rangle - e^{-i\theta/2}|1,1 \rangle)$. The derivative $D_{\Lambda_{\theta,p}} := \frac{d}{d\theta} C_{\Lambda_{\theta,p}}$ is

$$D_{\Lambda_{\theta,p}} = (1-p)(\langle \Phi_\theta^\perp | \Phi_\theta \rangle + \langle \Phi_\theta | \Phi_\theta^\perp \rangle). \quad (A3)$$

Then by using the formula [27, Theorem 1], we obtain that

$$J_{\theta,p}^{\text{RLD}} = \|\text{Tr} \text{Out} \frac{D_{\Lambda_{\theta,p}} C_{\Lambda_{\theta,p}}^{-1} D_{\Lambda_{\theta,p}}}{p} \|$$

$$= \left\|\text{Tr} \text{Out} \left( \frac{(1-p)^2}{p} \langle \Phi_\theta | \Phi_\theta \rangle + \frac{(1-p)^2}{2-p} \langle \Phi_\theta^\perp | \Phi_\theta^\perp \rangle \right) \right\|$$

$$= \frac{2(1-p)^2}{p(2-p)} \| I \| = \frac{2(1-p)^2}{p(2-p)}, \quad (A4)$$

where “Out” denotes the output system of the channel, and $\| X \|$ denotes the matrix norm of $X$.

For the parallel scheme with $n$ uses of $\Lambda_{\theta,p}$, i.e. $\Lambda_{\theta,p}^\otimes n$, we simply have [27, Corollary 1]

$$J_{\theta,p}^{\text{RLD(n)}} = n J_{\theta,p}^{\text{RLD}} = \frac{2(1-p)^2}{p(2-p)}. \quad (A5)$$

Recently, it has been shown that for the general adaptive scheme (Fig. 2) the RLD QFI is additive [31, Theorem 18], so we again have

$$J_{\theta,p}^{\text{RLD}[n]} = n J_{\theta,p}^{\text{RLD}} = \frac{2(1-p)^2}{p(2-p)} \quad (A6)$$

Therefore, to achieve Heisenberg scaling, it is necessary that $p \leq O(n^{-1})$. In particular, when $p = \frac{\epsilon}{n}$, we have

$$J_{\theta,p}^{\text{RLD}[n]} = J_{\theta,p}^{\text{RLD}[n]} = \frac{1}{\epsilon} n^2 + O(n). \quad (A7)$$

2. Achievable SLD QFI

Now since RLD QFI upper bounds SLD QFI, we conclude that the standard SLD QFI cannot achieve the Heisenberg scaling if $p$ tends to zero more slowly than the order $O(n^{-1})$.

We are now going to show that when $p \leq O(n^{-1})$ is satisfied, the SLD QFI can indeed achieve the Heisenberg scaling as well as the RLD QFI. This can be seen by considering the GHZ state $|\Psi^{(n)}_\theta \rangle := \frac{1}{\sqrt{2}} (|0,\ldots,0 \rangle + |1,\ldots,1 \rangle)$ as the input state. First consider the parallel scheme. Even in the presence of the phase damping noise, the state belongs to the subspace $\mathcal{H}_o$ spanned by $|0,\ldots,0 \rangle$ and $|1,\ldots,1 \rangle$. When dephasing acts at least on one qubit, the state becomes the completely mixed state on $\mathcal{H}_o$. That is,

$$\Lambda_{\theta,p}^\otimes n (|\Psi^{(n)}_\theta \rangle \langle \Psi^{(n)}_\theta |)$$

$$= (1-p)^n |\Psi^{(n)}_\theta \rangle \langle \Psi^{(n)}_\theta | + \frac{1}{2} (1-(1-p)^n) I_{\mathcal{H}_o}$$

$$= \frac{1}{2} (1+(1-p)^n) |\Psi^{(n)}_\theta \rangle \langle \Psi^{(n)}_\theta |$$

$$+ \frac{1}{2} (1-(1-p)^n) |\Psi^{(n)}_\theta^\perp \rangle \langle \Psi^{(n)}_\theta^\perp |, \quad (A8)$$

where $|\Psi^{(n)}_\theta \rangle := \frac{1}{\sqrt{2}} (e^{i\theta/2}|0,\ldots,0 \rangle + e^{-i\theta/2}|1,\ldots,1 \rangle)$ and $|\Psi^{(n)}_\theta^\perp \rangle := \frac{1}{\sqrt{2}} (e^{i\theta/2}|0,\ldots,0 \rangle - e^{-i\theta/2}|1,\ldots,1 \rangle)$. The SLD is given by

$$n(1-p)^n (|\Psi^{(n)}_\theta^\perp \rangle \langle \Psi^{(n)}_\theta^\perp | + |\Psi^{(n)}_\theta \rangle \langle \Psi^{(n)}_\theta |) \quad (A9)$$

Hence, the SLD QFI of the state family $\Lambda_{\theta,p}^\otimes n (|\Psi^{(n)}_\theta \rangle \langle \Psi^{(n)}_\theta |)$ is $n^2(1-p)^{2n}$, which implies that

$$J_{\theta,p}^{\text{SLD(n)}} \geq n^2(1-p)^{2n}. \quad (A10)$$

Since $J_{\theta,p}^{\text{RLD(n)}} \geq J_{\theta,p}^{\text{SLD(n)}}$, combining with Eq. (A6), for $p = \frac{\epsilon}{n}$ we have

$$J_{\theta,p}^{\text{SLD(n)}} \approx \frac{n^2 [e^{-2\epsilon} + o(1)]}{} \quad (A11)$$
However, we stress again that the analysis of QFI only guarantees an understanding of local precision. When we employ the optimal local estimator, the mean square error behaves as $1/[n^2(e^{-2e} + o(1))] = e^{2e}/n^2 + o(1/n^2)$, but this estimator in general does not work globally or even in certain neighborhood of the point, as pointed out in [27].

3. SLD QFI for a practical adaptive strategy

Since $\mathcal{J}_{\theta,p}^{\text{RLD},[n]} \geq \mathcal{J}_{\theta,p}^{\text{SLD},[n]} \geq \mathcal{J}_{\theta,p}^{\text{SLD},(n)}$, the maximum SLD QFI $\mathcal{J}_{\theta,p}^{\text{SLD},[n]}$ in the adaptive scheme has the same asymptotic behavior as Eq. (A11). Here we show that this asymptotic behavior can be achieved by a simple adaptive strategy on one qubit. We consider $n$ repetitive applications of the channel $\Lambda_{\theta,p}$, i.e., $\Lambda_{\theta,p}^n := \Lambda_{\theta,p} \circ \cdots \circ \Lambda_{\theta,p}$, acting on the input state $|+\rangle := \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle)$. The output state is given by

$$\Lambda_{\theta,p}^n(|+\rangle\langle+|) = (1-p)^n |\Psi_{\theta,n}\rangle \langle \Psi_{\theta,n}| + (1 - (1-p)^n) \frac{I}{2},$$

where $|\Psi_{\theta,n}\rangle := \frac{1}{\sqrt{2}} (e^{i\theta/2}|0\rangle + e^{-i\theta/2}|1\rangle)$ and $|\Psi_+\rangle := \frac{1}{\sqrt{2}} (e^{i\theta/2}|0\rangle - e^{-i\theta/2}|1\rangle)$. Then, the SLD QFI of the family $\Lambda_{\theta,p}^n(|+\rangle\langle+|)$ is again calculated to be $n^2(1-p)^{2n}$. When $p = \frac{\epsilon}{n}$, it is $n^2(e^{-2\epsilon} + o(1))$, namely the Heisenberg scaling of SLD QFI is achieved in the same way as Eq. (A11). Again the optimal estimator also only works locally. A key finding of our work is that this estimator can be modified to achieve the Heisenberg scaling globally.

Appendix B: Global phase estimation

We have shown that a necessary condition for Heisenberg scaling is $p = O(n^{-1})$, and the main goal here is to prove that the Heisenberg scaling can be achieved globally when the noise parameter $p$ behaves as $\epsilon/n$. Along the way, a comprehensive analysis of global phase estimation in both noiseless and noisy cases is given.

Before diving into the derivations, we overview the state of knowledge. Since the Cramér-Rao approach only addresses the precision of local estimation, we need new methods to study the achievability of Heisenberg scaling for global estimation. It is known in the noiseless case that global phase estimation can be done using the notion of group covariant estimators [26, 34]. Recall that we are interested in two formulations for Heisenberg scaling in global estimation, respectively based on the asymptotics of the average error and the limiting distribution. There exists a type of estimators that achieve the Heisenberg scaling in terms of limiting distribution but not average error in the noiseless case (note that the asymptotic behavior of the average error is not known previously). The previous study [13] discusses how Heisenberg scaling can be achieved in both senses in the noiseless case. The noisy case has not been studied before.

This section aims to provide a detailed, self-contained discussion of global estimation. As a preparation, we first discuss the noiseless case in Appendix B.1. Appendix B.1a introduces the group covariant formulation for global phase estimation. Appendix B.1b reviews the existing results for global Heisenberg scaling in the noiseless case. In Appendix B.1c, as a new result, we explicitly analyze the asymptotics of the average error of the estimators that achieve the Heisenberg scaling in terms of limiting distribution but not average error. Finally, in Appendix B.2, we consider the noisy case and show how Heisenberg scaling is achieved in both senses when the noise parameter $p = \epsilon/n$.

1. Noiseless case

a. Formulation with covariant measurements

For the parallel scheme with $n$ uses of the unknown unitary, it is known that the inverse of the maximum SLD Fisher information cannot be attained globally in general [27, 28]. In our case with $p = 0$, the minimum average error is strictly larger than the inverse of the maximum SLD Fisher information [28, 35, 36]. In these previous studies [28, 35, 36], the global phase estimation is achieved by converting the parallel operation $U_{\theta}^{\otimes n}$ on $n$-qubits to a phase operation $U_{\theta}^{(n)} := \sum_{m=0}^{n} e^{i(2m-n)\theta/2}|m\rangle\langle m|$ on an $(n+1)$-dimensional system $\mathcal{H}_n$ spanned by $\{|0\rangle, |1\rangle, \cdots, |n\rangle\}$. To see this conversion, we define the subspace $\mathcal{H}_{n,m}$ of $\mathcal{H}_{n}^{\otimes n}$ spanned by the vector $|0\rangle^{\otimes n-m} \otimes |1\rangle^{\otimes m}$ and its permutations with respect to the order of the tensor product. The initial state $|\Xi\rangle$ on $\mathcal{H}_{n}^{\otimes n}$ can be decomposed as $|\Xi\rangle = \sum_{m=0}^{n} a_m |\Xi_{n,m}\rangle$, where $|\Xi_{n,m}\rangle \in \mathcal{H}_{n,m}$ is a normalized vector and $a_m$ is a non-negative real number. Depending on the states $|\Xi_{n,m}\rangle := \{\Xi_{n,m}\}_m$, we define the isometry $V_{\Xi_{n,m}}^{\otimes n}$ from $\mathcal{H}_n$ to $\mathcal{H}_{n,m}^{\otimes n}$ as

$$V_{\Xi_{n,m}}^{\otimes n} (|m\rangle) := |\Xi_{n,m}\rangle_m.$$ (B1)

Then, $U_{\theta}^{(n)}$ is given by $V_{\Xi_{\theta,n}}^{\otimes n} U_{\theta}^{\otimes n} V_{\Xi_{\theta,n}}^{\otimes n}$.

So for the noiseless case, the problem of estimating the unknown unitary $U_{\theta}^{\otimes n}$ on $\mathcal{H}_{n}^{\otimes n}$ with the initial state $|\Xi\rangle$ is converted to estimating the unknown unitary $U_{\theta}^{(n)}$ on $\mathcal{H}_n$ with the initial state $|\eta\rangle := \sum_{m=0}^{n} a_m |m\rangle$ [26, 34]. Now suppose the error function $R(\theta, \hat{\theta})$ depending on the true parameter $\theta$ and the estimate $\hat{\theta}$ has the property

$$R(\theta + \theta', \hat{\theta} + \hat{\theta}') = R(\theta, \hat{\theta})$$ (B2)
for any $\theta'$. Then when the estimator is given by a POVM $M$ on $\mathcal{H}_n$, the error is given by

$$R_{M,\theta} := \int_0^{2\pi} R(\theta, \tilde{\theta})(\tilde{\Xi})M(d\tilde{\theta})|\Xi).$$

Then the average error is naturally defined by taking the average with respect to the uniform prior distribution of the true parameter $\theta$:

$$R_M := \frac{1}{2\pi} \int_0^{2\pi} R_{M,\theta}d\theta.$$  \hfill (B4)

If the estimator $M$ satisfies the covariance condition,

$$U_c^{(n)}(a, b)(U_c^{(n)})^\dagger = M((a+c, b+c)),$$

it is called a covariant estimator. Then the error $R_{M,\theta}$ does not depend on the true parameter $\theta$, namely for any $\theta$,

$$R_{M,\theta} = R_M.$$ \hfill (B6)

Given an estimator $M$, we can define an associated covariant estimator $\tilde{M}$ as

$$\tilde{M}((a, b)) := \frac{1}{2\pi} \int_{-\pi}^{\pi} U_c^{(n)}(a, b)(U_c^{(n)})^\dagger dc,$$  \hfill (B7)

which satisfies the condition

$$R_M = R_{\tilde{M},\theta} = R_{\tilde{M}}$$ \hfill (B8)

for any $\theta$. For example, consider the discrete estimator $M_{\text{Dis}}[\{e^{i\theta_j}\}]$

$$M_{\text{Dis}}[\{e^{i\theta_j}\}](\tilde{\theta} = \frac{2j\pi}{n})$$

$$= U^{(n)}_{\tilde{\theta}}|I, \{e^{i\theta_j}\}⟩⟨I, \{e^{i\theta_j}\}|(U^{(n)}_{\tilde{\theta}})^\dagger$$ \hfill (B9)

where $|I, \{e^{i\theta_j}\}⟩ := \sum_{j=0}^n e^{i\theta_j}|j⟩$. The covariant estimator $M_{\text{Dis}}[\{e^{i\theta_j}\}]$ is equivalent to the continuous estimator $M_{\text{Con}}[\{e^{i\theta_j}\}]$ defined as

$$M_{\text{Con}}[\{\hat{e}^{i\theta_j}\}](d\hat{\theta}) := U^{(n)}_{\hat{\theta}}|I, \{\hat{e}^{i\theta_j}\}⟩⟨I, \{\hat{e}^{i\theta_j}\}|(U^{(n)}_{\hat{\theta}})^\dagger \frac{d\hat{\theta}}{2\pi}.$$ \hfill (B10)

Therefore, when we evaluate the average error $R_M$ of a given estimator $M$, we can consider the error $R_{\tilde{M},\theta}$ of the associated covariant estimator $\tilde{M}$. In particular, the minimization problem can be simplified as

$$\min_M R_M = \min_{M: \text{covariant}} R_{M,\theta} = \min_{M: \text{covariant}} R_M.$$ \hfill (B11)

That is, it is sufficient to minimize over covariant estimators [26, 34].

b. Heisenberg scaling of average error and limiting distribution

For channel estimation, it is known that the local min-max error can be asymptotically achieved globally [27]. This fact shows that the asymptotic performance does not depend on the choice of the prior distribution on the parameter space. Therefore, without loss of the generality, we may assume the uniform prior distribution (Eq. (B4)) in later asymptotic discussions.

Now, we adopt the common error function $\tilde{R}(\theta, \tilde{\theta}) := \sin^2(\theta - \tilde{\theta})$. It is known that the minimum $\tilde{R}_M$ is given by [26, 28, 34]

$$\min_M \tilde{R}_M$$

$$= R[|\eta]| := \int_{-\pi}^{\pi} |\langle F_{\theta, \tilde{\theta}}|\eta⟩|^2 \sin^2(\tilde{\theta} - \theta) \frac{d\tilde{\theta}}{2\pi}$$

$$= \frac{1}{2} \left( \frac{n}{2} |a_m|^2 - 2 \sum_{m=0}^{n-1} \hat{a}_{m+1} a_m - 2 \sum_{m=1}^{n} \hat{a}_{m-1} a_m \right)$$

$$= \langle \hat{a}|T|\hat{a}⟩,$$ \hfill (B12)

where the matrix $T$ is defined as $T_{k,m} = \frac{1}{2}\delta_{k,m} - \frac{1}{2}\delta_{k,m+1} - \frac{1}{2}\delta_{k,m-1}$, which can be attained when the estimator $M$ is taken to be the continuous estimator $M_{\text{Con}}$. Here, the covariance measurement is given by

$$M(d\tilde{\theta}) = \frac{d\tilde{\theta}}{2\pi} U^{(n)}_{\tilde{\theta}}(\sum_{m=0}^{n} e^{i\theta_m}|m⟩)(\sum_{m=0}^{n} |m⟩e^{-i\theta_m})(U^{(n)}_{\tilde{\theta}})^\dagger.$$ \hfill (B13)

When $e^{i\theta_j} = \frac{a_j}{|a_j|}$, the above measurement is an optimal one that achieves Eq. (B12). Due to Eq. (B8), the minimum is achieved by an estimator $M$ when the associated covariant estimator $\tilde{M}$ is $M_{\text{Con}}[\{e^{i\theta_j}\}]$. Hence, the discrete estimator $M_{\text{Dis}}[\{e^{i\theta_j}\}]$ achieves the minimum because $M_{\text{Dis}}[\{e^{i\theta_j}\}]$ is $M_{\text{Con}}[\{e^{i\theta_j}\}]$.

For the estimation of the unknown unitary $U_{\hat{\theta}}^{(n)}$, we have

$$\min_{|\eta|} \tilde{R}[|\eta]| = \frac{1}{2}(1 - \cos \frac{\pi}{n+1}) = \frac{\pi^2}{4(n+1)^2} + o\left(\frac{1}{n^2}\right),$$ \hfill (B14)

which is achieved when $|\eta|$ is chosen to be

$$|\eta_{\text{opt}}⟩ := \sum_{m=0}^{n} C \sin \frac{\pi m}{n+1} |m⟩,$$ \hfill (B15)

where $C$ is the normalization constant [35][36, Eq. (10)][37, Theorem 7]. That is, $|\eta_{\text{opt}}⟩$ achieves the Heisenberg scaling in terms of average error. As a contrast, if the initial state is taken to be $|\eta_{\text{uni}}⟩ := \sum_{m=0}^{n} \frac{1}{\sqrt{n+1}} |m⟩$, the error is given by $R[|\eta_{\text{uni}}⟩] = \frac{1}{n+1}$, namely the Heisenberg scaling is not achieved.
In fact, the minimum coefficient $\frac{c}{\pi}$ in the Heisenberg scaling can be derived in another way as follows. Consider a square-integrable $C^2$-differentiable function $f$ on $[0, 1]$ with the $l^2$ norm 1. We choose the coefficients $a_m := \frac{1}{\sqrt{\pi}} f(m/n)$ for the input state $|\eta\rangle$. When the Dirichlet boundary condition $f(0) = f(1) = 0$ is satisfied, depending on $|\eta\rangle$, the average $\tilde{R}[|\eta\rangle]$ is calculated as follows:

$$
\tilde{R}[|\eta\rangle] = \frac{1}{4(n+1)} \left( \sum_{m=1}^{n-1} f(m/n) \left( 2f(m/n) - f(m/\pi) - f(m/\pi - 1/n) \right) \right)
$$

$$
= \frac{1}{4(n+1)n^2} \sum_{m=1}^{n-1} f(m/n) \frac{d^2 f(m/n)}{dx^2} + o(1/n^2)
$$

$$
= \frac{1}{4n^2} \int_0^1 P(f|P^2|f) + o(1/n^2),
$$

(B16)

where $P = -i \frac{d}{dx}$. Under the Dirichlet boundary condition $f(0) = f(1) = 0$, the minimum eigenvalue of $P^2$ is $\pi^2$ and the corresponding eigenfunction is $\sqrt{2} \sin(\pi x)$. On the other hand, when the Dirichlet boundary condition is not satisfied, the first equation does not hold and $\langle f|P^2|f \rangle$ does not take a finite value. Therefore, we need a different analysis for this case (see Appendix B1c).

We now go on to consider the practically more important figure of merit, the probability $P_{\theta,0,n}\{\theta - \theta \geq c\}$ where $c$ is a certain error threshold (we use $P_{\theta,p,n}$ to denote the distribution when the true parameter, the dephasing probability, and the number of applications, are $\theta$, $p$, and $n$, respectively). As mentioned in the main text, the case of constant $c$ corresponds to the large deviation analysis [30], and here we consider the case where the limiting probability is a constant. When Heisenberg scaling is achieved, the threshold $c$ has scaling $O(n^{-1})$. Hence, when $P_{\theta,0,n}\{\frac{a}{n} \leq \hat{\theta} - \theta \leq \frac{b}{n}\}$ converges to a nontrivial value, i.e., neither 0 nor 1, we say that the limiting distribution $\lim_{n \to \infty} P_{\theta,0,n}\{\frac{a}{n} \leq \hat{\theta} - \theta \leq \frac{b}{n}\}$ achieves the Heisenberg scaling. In the following, we show that the Heisenberg scaling in terms of limiting distribution can be achieved without the Dirichlet boundary condition. For this discussion, we denote the Fourier transform of $f$ by $\mathcal{F}f$, which is defined as

$$
\mathcal{F}f(t) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i xt} f(x) dx.
$$

(B17)

Then, using $t = n(\hat{\theta} - \theta)$, we have

$$
P_{\theta,0,n}\{\frac{a}{n} \leq \hat{\theta} - \theta \leq \frac{b}{n}\}
$$

$$
= \int_0^\pi \left| \sum_{m=0}^{n-1} e^{im(\hat{\theta} - \theta)} a_m \right|^2 \frac{d\theta}{2\pi}
$$

$$
= \frac{1}{n + 1} \int_0^\pi \left| \sum_{m=0}^{n-1} e^{im(\hat{\theta} - \theta)} f(m/n) \right|^2 \frac{d\theta}{2\pi}
$$

$$
= \frac{(n+1)}{n} \int_a^b |\mathcal{F}f(t)|^2 dt.
$$

(B18)

That is, we can say that the Heisenberg scaling in terms of limiting distribution can be achieved [13].

Now return to the original problem of estimating the unknown unitary $U_{\theta,p}^\dagger$ on the system $\mathcal{H}_{\tilde{n}}$. The choice of $f$, or $\{a_i\}$, corresponds to the choice of the initial pure state. The above analysis shows that the minimum average error as given by the error function $\tilde{R}$ is given by $\frac{1}{2}(1 - \cos(\pi/2)) = \frac{1}{2}(1 - \sin^2(\pi/2)) + \theta(\pi/2)$ and thus achieves Heisenberg scaling. Furthermore, it can be attained by initial state $V_{\tilde{n}}^f|\eta_{opt}\rangle$ and the POVM

$$
M(\tilde{\theta}|\eta) = V_{\tilde{n}}^f M_{\text{Con}}(\tilde{\theta}|\eta) V_{\tilde{n}}^\dagger.
$$

(B19)

### c. Asymptotic analysis of average error without the Dirichlet boundary condition

The above discussion shows that the Heisenberg scaling in terms of average error is not achieved when the square-integrable $C^1$-differentiable function $f$ on $[0, 1]$ does not satisfy the Dirichlet boundary condition $f(0) = f(1) = 0$. However, the asymptotic behavior of the average error $\tilde{R}[|\eta\rangle]$ in this case has not been explicitly analyzed. We now do so. Using $t = n(\hat{\theta} - \theta)$, we have

$$
\tilde{R}[|\eta\rangle] = \int_0^\pi \left| \sum_{m=0}^{n-1} e^{im(\hat{\theta} - \theta)} a_m \right|^2 \sin^2(\hat{\theta} - \theta) \frac{d\theta}{2\pi}
$$

$$
= \left( \frac{n+1}{n} \right) \int_0^\pi \left| \sum_{m=0}^{n-1} e^{im(\hat{\theta} - \theta)} f(m/n) \right|^2 \sin^2\left( \frac{n(\hat{\theta} - \theta)}{n} \right) \frac{d\theta}{2\pi}
$$

$$
\cong \frac{n+1}{n} \int_{-\pi}^{\pi} \sin^2\left( \frac{t}{n} \right) |\mathcal{F}f(t)|^2 dt.
$$

(B20)

When $f$ satisfies the Dirichlet boundary condition $f(0) = f(1) = 0$, the integral $\int_{-\pi}^{\pi} |\mathcal{F}f(t)|^2 dt$ converges.
Hence, we have
\[
\lim_{n \to \infty} n^2 \tilde{R}[[\eta]] = \lim_{n \to \infty} \int_{-\pi}^{\pi} n^2 \sin^2 \left(\frac{t}{n}\right)|\mathcal{F} f(t)|^2 dt \\
= \int_{-\infty}^{\infty} t^2 |f(t)|^2 dt. \tag{B21}
\]
To consider a function \( f \) that does not satisfy the Dirichlet boundary condition \( f(0) = f(1) = 0 \), we define
\[
A_+(f) := \lim_{R_1 \to \infty} \lim_{R_2 \to \infty} \frac{1}{R_2} \int_{R_1}^{R_2} t^2 |\mathcal{F} f(t)|^2 dt \\
A_-(f) := \lim_{R_1 \to \infty} \lim_{R_2 \to \infty} \frac{1}{R_2} \int_{R_1}^{R_2} t^2 |\mathcal{F} f(t)|^2 dt. \tag{B22}
\]
We then have
\[
\tilde{R}[[\eta]] = \frac{n+1}{n} \int_{-\pi}^{\pi} \sin^2 \left(\frac{t}{n}\right)|\mathcal{F} f(t)|^2 dt \\
= \frac{n+1}{n^2} \int_{-\pi}^{\pi} \sin^2 \frac{s}{2} |\mathcal{F} \left(\frac{s}{n}\right)|^2 \frac{8}{n^2} ds \\
\leq \frac{1}{n} \left( A_+(f) \int_{0}^{\pi} \sin^2 \frac{s}{2} ds + A_-(f) \int_{-\pi}^{0} \sin^2 \frac{s}{2} ds \right) \\
= \frac{1}{n} (A_+(f) + A_-(f)) \text{Si}(2\pi), \tag{B24}
\]
where \( \text{Si}(x) := \int_{0}^{x} \frac{\sin t}{t} dt \), and \( \text{Si}(2\pi) \approx 1.4185 \). That is, this type of input states cannot achieve Heisenberg scaling in terms of average error. However, we shall see that it achieves Heisenberg scaling in terms of limiting distribution.

A representative example of an input state that does not satisfy the Dirichlet boundary condition is the state \(|\eta_{\text{uni}}\rangle\), for which \( f \) is the constant function on \([0, 1] \). Now since \( \mathcal{F} f(t) = \frac{e^{it/2} \sin \frac{t}{\sqrt{2\pi}t}}{\sqrt{2\pi}t} \), we have \( t^2 |\mathcal{F} f(t)|^2 = \frac{\sin^2 \frac{t}{2\pi}}{2\pi} \), which implies \( A_+(f) = A_-(f) = \frac{1}{2\pi} \). Hence, we have
\[
\tilde{R}[[\eta_{\text{uni}}]] \geq \frac{\text{Si}(2\pi)}{2n\pi}, \tag{B25}
\]
which has a scaling different from the Heisenberg scaling.

2. Noisy case

We now extend the analysis to the noisy scenario. In the following parts, we employ the standard notation for probability theory, in which, upper case letters denote random variables and the corresponding lower case letters denote their realizations. Consider the tensor-product vector space \((\mathbb{C}^2)^{\otimes n}\), where \(\mathbb{C}^2\) is spanned by the normalized orthogonal basis \(|0\rangle, |1\rangle\). The tensor-product vector space \((\mathbb{C}^2)^{\otimes n}\) can be decomposed as
\[
(\mathbb{C}^2)^{\otimes n} = \bigoplus_{j=0}^{n/2} \mathcal{U}_j \otimes \mathcal{V}_j,
\]
where \(\mathcal{U}_j\) denotes the spin \(j\) representation of SU(2), and \(\mathcal{V}_j\) denotes the irreducible representation of \(n\)-th permutation group with respect to the order of tensor product. \(\mathcal{V}_j\) is spanned by \(|\ell, j\rangle|_{\ell=-j-1,\ldots,j-1}\) and we denote the projection to \(\mathcal{U}_j \otimes \mathcal{V}_j\) as \(P_{\ell,j}\).

Now, we consider the phase estimation problem under our noisy model \(A_{\theta,P}\). In order to make the noise effect symmetric with respect to permutation, we let \(\Xi_{n,m} = (\mathbb{C}^m)^{\otimes \lfloor \frac{n}{2} \rfloor} \otimes |0\rangle^{\otimes m-n} + PT\), where \(PT\) represents the permuted terms of \(|1\rangle^{\otimes m} \otimes |0\rangle^{\otimes m-n}\). An initial state which is permutation invariant can then be written as \(|\Phi\rangle := \sum_{m=0}^{n} a_m |\Xi_{n,m}\rangle\). For simplicity, we let the unitary \(U_{\theta}^{\otimes n}\) act on the \(n\) qubits after the phase damping channel. Let \(X^n = (X_1, \ldots, X_n) \in \mathbb{F}_2^n\) be the variables that describe the effects of the noise: When the dephasing, i.e., the two-valued measurement \(|0\rangle\langle 0|, |1\rangle\langle 1|\) is applied on the \(i\)-th qubit, \(X_i = 1\), otherwise \(X_i = 0\). Let \(|\bar{x}\rangle\) be the number of components in the vector \(\bar{x}\) that are \(1\). For example, when \(\bar{x} = (1, \ldots, 1, 0, \ldots, 0)\), we have \(|\bar{x}\rangle = |k\rangle|_{n-k}\).

In the following, we consider the above type of \(\bar{x}\). Since the dephasing acts on the first \(k\) qubits, the PVM \(\{P_{\bar{x}}\}_{\bar{x} \in \mathbb{F}_2^n}\) is applied, where the projection \(P_{\bar{x}}\) is defined as \(|\bar{z}\rangle\langle \bar{z}| \otimes I^{\otimes n-k}\). For a general \(\bar{x} \in \mathbb{F}_2^n\), the projection \(P_{\bar{x}}\) is defined by applying the permutation to \(|\bar{z}\rangle\langle \bar{z}| \otimes I^{\otimes n-k}\). Therefore, when \(\bar{X} = \bar{x}\), the resultant state is
\[
\sum_{\bar{x} \in \mathbb{F}_2^n} P_{\bar{x}}|\Phi\rangle\langle \Phi|P_{\bar{x}}. \tag{B26}
\]
Noting that the probability that \(\bar{X} = \bar{x}\) is \(p^k(1-p)^{n-k}\), the averaged state is
\[
\sum_{\bar{x} \in \mathbb{F}_2^n} p^{n-|\bar{x}|} \sum_{\bar{x} \in \mathbb{F}_2^n} P_{\bar{x}}|\Phi\rangle\langle \Phi|P_{\bar{x}}. \tag{B27}
\]
Since this state is invariant with respect to permutation, it has the form
\[
\sum_{j=0}^{n/2} p_{j} \rho_{j} \otimes I_{V_{j}}, \tag{B28}
\]
where \(\rho_{j}\) is some state on \(U_{\theta}\) and \(I_{V_{j}}\) is the completely mixed state on \(V_{j}\). Since the unitary \(U_{\theta}^{\otimes n}\) acts only on \(U_{\theta}\), the optimization of measurement is reduced to the phase estimation on each system \(U_{\theta}\). Since the basis \(|\ell, j\rangle|_{\ell=-j-1,\ldots,j-1}\) of \(V_{j}\) are eigenvectors of the unitary \(U_{\theta}\), we apply the following measurement on \(U_{\theta} \otimes V_{j}\),
\[
M(d\hat{\theta}) = \mathcal{D}_{\hat{\theta}}^{(n)} \left( \sum_{\ell=-j}^j e^{i\ell \hat{\theta}} |\ell, j\rangle \right) \left( \sum_{\ell=-j}^j \langle \ell, j| e^{-i\ell \hat{\theta}} \right) U_{\theta}^{(n)} \otimes I_{V_{j}}. \tag{B29}
\]
Since the state Eq. (B28) can be decomposed into Eq. (B27), we consider the optimal coefficient \( e^{i\theta_k} \) for each component of the decomposition.

Without loss of generality, we consider the case when \( \vec{x} = (1, \ldots, 1, 0, \ldots, 0) \) and \( \vec{z}' = (1, \ldots, 1, 0, \ldots, 0) \).

Then,

\[
P_{\vec{z}'|\vec{x}}(\Phi) = \sum_{m=0}^{n} a_{m} P_{\vec{z}'|\vec{x}}(\Xi_{n,m})
= \sum_{m=0}^{n} a_{m} b_{n,m|k,\ell}|1\rangle \otimes |(k-\ell)\rangle |\Xi_{n-k,m-\ell}\rangle,
\]

where
\[
b_{n,m|k,\ell} := \sqrt{\frac{m(m-1) \cdots (m-\ell+1)}{n(n-1) \cdots (n-\ell+1)\sqrt{(n-m)(n-m-1)\cdots(n-m-(k-\ell)+1)}}}.
\]

Hence, when \( \vec{x}' = \vec{x} \), the initial state before the application of the unknown phase is \( \sum_{\vec{z} \in \{0,1\}^n} P_{\vec{z}'|\vec{x}}(\Phi) P_{\vec{z}} \).

In this case, when the measurement given by Eq. (B29) is applied, by taking the average with respect to \( \vec{z}' \) in Eq. (B34), the estimation error of this estimator is
\[

\begin{align*}
\sum_{j=0}^{n/2} \sum_{\ell=0}^{k/2} & \frac{k}{2} \sum_{m=0}^{n} a_{m}^2 d_{n,j,m,k,\ell}^2 \\
& - \frac{1}{2} \sum_{m=0}^{n-1} a_{m+1} d_{n,j,m+1,k,\ell} a_{m} d_{n,j,m,k,\ell} \\
& - \frac{1}{2} \sum_{m=1}^{n} a_{m-1} d_{n,j,m-1,k,\ell} a_{m} d_{n,j,m,k,\ell} .
\end{align*}
\]

Finally, taking the average for \( k \) under the distribution \( \binom{n}{k} p^k (1-p)^{n-k} \), the estimation error is
\[
v_n := \sum_{j=0}^{n/2} \sum_{\ell=0}^{k/2} \binom{n}{k} p^k (1-p)^{n-k} \\
\sum_{m=0}^{n} a_{m}^2 d_{n,j,m,k,\ell}^2 \\
- \frac{1}{2} \sum_{m=0}^{n-1} a_{m+1} d_{n,j,m+1,k,\ell} a_{m} d_{n,j,m,k,\ell} \\
- \frac{1}{2} \sum_{m=1}^{n} a_{m-1} d_{n,j,m-1,k,\ell} a_{m} d_{n,j,m,k,\ell} .
\]

We need to minimize the above value by choosing \( a_{m} \).

In particular, we are interested in the case of \( p = e/n \). Then the binomial distribution converges to the Poisson distribution as \( \binom{n}{k} p^k (1-p)^{n-k} \to e^{-\frac{e-n}{n}} \) as \( n \to \infty \). Also, we have the condition \( j \geq n/2 - k - 1 \). Let the coefficients \( a_{m} := \frac{1}{\sqrt{n+1}} f \left( \frac{m}{n} \right) \), where \( f \) is a square-integrable smooth function on \([0,1]\) with \( L^2 \) norm 1. We prove the following lemma.

**Lemma S1.** When \( k, \ell \) is fixed and \( a_{m} = \frac{1}{\sqrt{n+1}} f \left( \frac{m}{n} \right) \), \( a_{m} d_{n,\frac{k-\ell}{2}-\ell,m,k,\ell} \) is approximately \( \frac{1}{\sqrt{n+1}} \sqrt{T_{k,k,\ell}}(\frac{m}{n}) \), where the operator \( T_{k,k,\ell} \) is defined as
\[
T_{k,k,\ell} := \sum_{u=\max(0,k+\ell)}^{\min(k,\ell)} \binom{k-\ell}{u} \binom{\ell}{u} Q^{2u}(I-Q)^{2n+2k-2u}. 
\]

**Proof.** We fix \( k, \ell \) and take the limit \( n \to \infty \). Due to Eq. (B31), we find that
\[
b_{n,m|k,\ell} \approx \sqrt{\frac{(m/n)^{\ell} (1-m/n)^{k-\ell}}{(n+1)}}. 
\]
\( p(x|n,m,k,\ell) \) defined in [38] equals \( d_n^2 \sim \frac{1}{n} \). Hence, Theorem 5.1.1 of [38] guarantees that
\[
d_n^2 \sim \frac{1}{n} \min(t,\ell,\mu,\nu) \sum_{u=\max(0,t-k+1)} \left( \frac{k}{t-u} \right) \left( \frac{\mu}{n} \right)^{2(n-u)+\ell} (1 - \frac{\nu}{n})^{2u+k-\ell}.
\]
Since \( d_n^2 \geq 0 \) and \( a_m = \frac{1}{\sqrt{n+1}} f(\frac{m}{n}) \), we have
\[
a_m d_n^2 \geq \frac{1}{\sqrt{n+1}} (\sqrt{T_{i,k,\ell}} f)(\frac{m}{n}).
\]
Therefore, \( v_n \) is approximated as the following:
\[
v_n \approx \sum_{k=0}^{\infty} e^{-k} \frac{k! \sum_{t=0}^{k} \sum_{\ell=0}^{k} \left( \frac{k}{\ell} \right) \frac{1}{4n^2} |F(\sqrt{T_{i,k,\ell}} f)(t)|^2 dt}. \tag{B41}
\]
When \( f \) satisfies the Dirichlet boundary condition \( f(0) = f(1) = 0 \), \( \sqrt{T_{i,k,\ell}} f \) also satisfies the Dirichlet boundary condition so that the average error \( v_n \) achieves the Heisenberg scaling.

Next, we consider the limiting distribution. For \( p = \epsilon/n \), using the same discussion with Eq. (B18), we have
\[
P_{\epsilon,n} \{ a/n \leq \theta - \theta \leq b/n \} \approx \sum_{k=0}^{\infty} e^{-k} \frac{k! \sum_{t=0}^{k} \sum_{\ell=0}^{k} \left( \frac{k}{\ell} \right) \int_a^b |F(\sqrt{T_{i,k,\ell}} f)(t)|^2 dt}. \tag{B42}
\]
That is, we conclude that the Heisenberg scaling in terms of limiting distribution can be achieved even when \( f \) does not satisfy the Dirichlet boundary condition.

Therefore, we arrive at the following main conclusion.

**Theorem 1.** The strength of phase damping noise \( p \in O(1/n) \) is a necessary and sufficient condition for the existence of an estimator to achieve global Heisenberg scaling in terms of both average error and limiting distribution.

**Appendix C: Practical global estimation with one-qubit memory**

We have shown that the Heisenberg scaling can be achieved when the noise parameter \( p \) behaves as \( \epsilon/n \). However, the method given in Appendix B2 requires a complicated process so that it may not be regarded practically implementable. To address this problem, similar to Appendix A3, we propose a simple adaptive method by modifying the adaptive discrete phase estimation method by the paper [15], which requires only an one-qubit memory. It is known that the above discrete method perfectly estimates the unknown phase parameter when it is limited to the specific discrete subset, and the estimation error of this method when the unknown phase parameter does not belong to the discrete subset is discussed in [15]. However, it did not derive the limiting distribution nor the asymptotic behavior of the average error even in the noiseless case when the unknown phase parameter is subject to the uniform distribution on the continuous set. Appendix C2 clarifies the above two issues in the noiseless case after Appendix C1 introduces the above discrete method with one-qubit memory as our practical phase estimator. Appendix C3 analyzes the noisy case by modifying the analysis of the above noiseless case, showing that it achieves the Heisenberg scaling in terms of limiting distribution.

1. **Construction of the estimator**

   According to [15], we construct the following adaptive estimator on an one-qubit memory that works globally when \( n = 2^{N+1} - 1 \) applications are allowed. (This protocol is already presented in the main text; We repeat it here for readers’ convenience.)

**Protocol 1.** In the first step, we prepare the input state \( |+\rangle := \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \), and apply the unknown channel \( \Lambda_{\partial,p} \) for \( 2^N \) times. Then, we measure the final state in the basis \( \{|+,|-\} \) and set \( A_1 = 0, 1 \) upon getting \( |+\rangle, |-\rangle \) respectively.

   In the second step, we prepare the input state \( |+\rangle := \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \), and apply \( \Lambda_{\partial,p} \) for \( 2^{N-1} \) times. Then, we apply \( U_{-A_1\pi/2} \) depending on \( A_1 \). Then, we measure the final state in the basis \( \{|+,|-\} \) and set \( A_2 = 0, 1 \) upon getting \( |+\rangle, |-\rangle \) respectively.

   Inductively, in the \( k \)-th step, we prepare the input state \( |+\rangle := \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \), and apply \( \Lambda_{\partial,p} \) for \( 2^{N-k+1} \) times. Then, we apply \( U_{-A_{k-2\pi}A_{k-2\pi}^2A_{k-2\pi}^3\cdots A_{k-2\pi}^{N-1}} \) depending on \( A_{k-2\pi} \). Then, we measure the final state in the basis \( \{|+,|-\} \) and set \( A_k = 0, 1 \) upon getting \( |+\rangle, |-\rangle \) respectively.

   We repeat the above up to the \((N + 1)\)-th step. After the final step, depending on \( A^{N+1} := (A_1, \cdots, A_{N+1}) \), we obtain the final estimate \( \hat{\theta}(A^{N+1}) := A_1 2^{-N\pi} - A_2 2^{-N+1\pi} + \cdots + A_k 2^{-k(N+1)\pi} + \cdots + A_N 2^{-1\pi} + A_{N+1} \pi \).

2. **Noiseless case**

   First consider the case \( p = 0 \). When \( \theta = \ell 2^{-N+1\pi} \) for an integer \( \ell \), the above method can identify \( \theta \) with probability 1 [15]. However, when the true parameter \( \theta \) does not take the above discrete values, the situation is more complicated. For the analysis of this situation, we rewrite the above estimator. Let \( \mathcal{H} \) be the Hilbert space spanned by \( \{|x\rangle\}_{x=0}^{2^{N+1}-1} \). We define the representation
F_\theta on \mathcal{H} by

\begin{equation}
F_\theta|x\rangle := e^{i\theta x}|x\rangle.
\end{equation}

Then, we consider the n-tensor product system \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_{N+1}, where each \mathcal{H}_j is spanned by \{0\}, \{1\}. Then, we define an isomorphism \nu from \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_{N+1} to \mathcal{H} as follows:

\nu : |x_1\rangle \cdots |x_{N+1}\rangle \mapsto \sum_{j=1}^{N+1} x_j 2^{N+1-j} |\pm\rangle.

Therefore, the outcome of the above protocol has the same stochastic behavior as the outcome of the following protocol.

**Protocol S2.** Set the initial state \|\eta_{uni}\rangle := 2^{-(N+1)/2} \sum_{x=0}^{2^{N+1}-1} |x\rangle. Then, apply the unitary \nu^{-1} F_\theta. Finally, make measurements in the following way: In the first step, measure the system \mathcal{H}_1 in the basis \{\{\pm\}\}; In the k-th step, measure the system \mathcal{H}_k in the basis \{\{\pm\}\} after applying the unitary \U_{-A_{j2^{k+1}+\pm}-A_{j2^{k}+\pm}-\cdots-A_{j2^{k+1}-\pi}}. After the final step, the (N + 1)-th step, we obtain the final estimate \hat{\theta} \in \mathbb{R}^{N+1}.

Applying \nu to the measurement basis on \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_{N+1} in Protocol S2, we obtain the measurement basis \{\nu^{-1} F_\theta \nu^{-1} \U |\eta_{uni}\rangle\}_{y=0}^{2^{N+1}-1} on \mathcal{H}. Hence, the outcome of the above protocol has the same stochastic behavior as the outcome of the following protocol.

**Protocol S3.** Set the initial state \|\eta_{uni}\rangle. After applying the unitary \nu F_\theta, make the measurement \{\nu^{-1} F_\theta \nu^{-1} |\eta_{uni}\rangle\}_{y=0}^{2^{N+1}-1}. Then, our estimate \hat{\theta} is set to be \nu y^{2-(N+1)}.

Now, under Protocol S3, we assume that the unknown parameter \theta is subject to the uniform distribution on \[0, 2\pi\]. The difference \Z := \theta - \hat{\theta} is subject to the distribution with the following probability density function,

\begin{equation}
P_\Z(\zeta) := \frac{1}{2\pi} 2^{2N+1} \sum_{y=0}^{2^{N+1}-1} |\nu^{-1} F_\theta |\nu^{-1} F_\nu |\nu^{-1} F_\nu \eta_{uni}\rangle |\nu^{-1} F_\nu |\nu^{-1} F_\nu \eta_{uni}\rangle|^2.
\end{equation}

The final term is the same as the probability density function of difference between the estimate and the true parameter in the setting of Section B1 with initial state \|\eta_{uni}\rangle. That is, when we consider the uniform distribution for the unknown parameter \theta and focus on the average, our analysis is reduced to that in Section B1 with the group covariant estimator. However, we stress that the group covariant estimator in Section B1 cannot be written in a form of an adaptive protocol with one-qubit memory. Hence, to keep the above practical form of our estimator, we need to consider the averaged probability \E_\theta[P_{\theta,0,2^{N+1}+1}(\hat{\theta} - \theta > c)]. By using Eq. (B18), the tail probability is evaluated as

\begin{equation}
\lim_{N \to \infty} \E_\theta \left[ \frac{P_{\theta,0,2^{N+1}+1}(\hat{\theta} - \theta > c)}{\theta,0,2^{N+1}+1} \right] = \lim_{N \to \infty} \E_\theta \left[ \frac{P_{\theta,0,2^{N+1}+1}(\hat{\theta} - \theta > c)}{\theta,0,2^{N+1}+1} \right] = \int_{\theta > c} \frac{\sin^2 t}{t^2} \frac{dt}{2\pi}.
\end{equation}

That is, the Heisenberg scaling in terms of average error cannot be attained even in the noiseless case.

3. Noisy case

Next, we analyze the case of non-zero \rho. Let \hat{A}_k be the outcome of the k-th step in Protocol 1 in the noiseless case. Again let \X_k be the variable that describes the error in the outcome of the k-th step. That is, when the outcome of the k-th step is flipped, \X_k = 1. Otherwise, it is zero. (Note that we denote \X^{N+1} := (X_1, \ldots, X_{N+1}) like for A.) Hence, we obtain the outcome \hat{A}_k = \hat{A}_k \oplus \X_k in the k-th step. The probability that the correct unitary \U_\theta^{\otimes 2^{N-k+1}} acts in the k-th step is (1 - \rho)^{2^{N-k+1}}. When the correct unitary \U_\theta^{\otimes 2^{N-k+1}} does not act in the k-th step, the outcome \hat{A}_k of the k-th step is subject to the uniform distribution, which implies that the outcome \hat{A}_k of the k-th step equals \hat{A}_k with probability 1/2. Therefore, the probability \P_{\X_k}(1) is characterized as

\begin{equation}
P_{\X_k}(1) = \frac{1}{2} (1 - (1 - \rho)^{2^{N-k+1}}).
\end{equation}

Let \hat{\theta} be the estimate. We denote the probability distribution of \hat{\theta} when the true parameter is \theta by \P_{\theta|\theta}, which
is given by
\[ P_{\theta|\theta}(\tilde{\theta}(\alpha^{N+1})) = \sum_{x^{N+1} \in \mathbb{F}_2^{N+1}} P_{X_1}(x_1) \cdots P_{X_N}(x_N) \cdot |\langle \tilde{F}_1^{(\alpha \otimes x)} \rangle_{\theta}|^2, \]
\[ = \sum_{x^{N+1} \in \mathbb{F}_2^{N+1}} P_{X_1}(x_1) \cdots P_{X_N}(x_N) \cdot |\langle \tilde{F}_1^{(\alpha \otimes x)} \rangle_{\theta}|^2, \]
where
\[ \tau(a^{N+1}, x^{N+1}) := (-1)^{a_1} x_1 2^{-N} + \cdots + (-1)^{a_N} x_{N+1} \pi, \]
and Eq. (C7) follows from the relation \( a_k \oplus a_k = a_k + (-1)^k x_k \).

We also assume that \( \theta \) is subject to the uniform distribution. Hence, the joint distribution of \( P_{\theta_0, \theta}(\tilde{\theta}_0, \tilde{\theta}) \) of \( \tilde{\theta} \) and \( \theta \) is \( P_{\theta|\theta}(\tilde{\theta}_0, \theta_0) \frac{1}{2\pi} \), where \( \tilde{\theta} \) takes a discrete value and \( \theta \) takes a continuous value. Hence, the joint distribution of the difference \( Z := \theta - \tilde{\theta} \) and \( \tilde{\theta} \) is given as
\[ P_{Z, \theta}(z, \tilde{\theta}_0) = P_{\theta|\theta}(\tilde{\theta}_0) \frac{1}{2\pi}. \]
Thus, the difference \( Z \) is subject to the distribution with the following probability density function;
\[ P_Z(z) = \frac{1}{2\pi} \sum_{a^{N+1} \in \mathbb{F}_2^{N+1}} P_{\theta|\theta}(\alpha^{N+1}) \theta(a^{N+1}) \]
\[ = \frac{1}{2\pi} \sum_{a^{N+1} \in \mathbb{F}_2^{N+1}} \sum_{x^{N+1} \in \mathbb{F}_2^{N+1}} P_{X_1}(x_1) \cdots P_{X_N}(x_N) \cdot |\langle \tilde{F}_1^{(\alpha \otimes x)} \rangle_{\theta}|^2 \]
\[ = \frac{1}{2\pi} \sum_{a^{N+1} \in \mathbb{F}_2^{N+1}} \sum_{x^{N+1} \in \mathbb{F}_2^{N+1}} P_{X_1}(x_1) \cdots P_{X_N}(x_N) \cdot |\langle \tilde{F}_1^{(\alpha \otimes x)} \rangle_{\theta}|^2 \]
\[ = \frac{1}{2\pi} \sum_{a^{N+1} \in \mathbb{F}_2^{N+1}} \frac{1}{2^{N+1}} \sum_{x^{N+1} \in \mathbb{F}_2^{N+1}} P_{X_1}(x_1) \cdots P_{X_N}(x_N) \cdot |\langle \tilde{F}_1^{(\alpha \otimes x)} \rangle_{\theta}|^2. \]

Now, we define the random variable \( Z_0 \) subject to the probability density function \( |\langle \tilde{F}_1^{(\alpha \otimes x)} \rangle_{\theta}|^2 \frac{d\theta}{2\pi} \). Hence, Eq. (C10) guarantees that the difference \( Z \) is characterized as
\[ Z = Z_0 - \tau(A^{N+1}, X^{N+1}), \]
where the binary variables \( A_1, \ldots, A_{N+1} \in \mathbb{F}_2 \) are independent binary variable subject to the uniform distribution and the binary variable \( X_k \) is subject to the distribution Eq. (C6).

Now, we consider the case when \( p = \frac{a}{n} = \frac{\pi}{\pi + k} \). Hence, the probability \( P_{X_k}(1) \) given in Eq. (C6) converges to \( \frac{1}{2}(1 - e^{-2k}) \). Hence, in the following, we consider that the binary variables \( X^{N+1} = (X_1, \ldots, X_k, \ldots, X_{N+1}) \) are independently subject to the following distribution:
\[ P_{X_k}(1) = \frac{1}{2}(1 - e^{-2k}), \quad P_{X_k}(0) = \frac{1}{2}(1 + e^{-2k}). \]

Hence, \( X_k \) with large \( k \) can be ignored because \( \frac{1}{2}(1 - e^{-2k}) \) goes to zero as \( k \) goes to infinity. Also, the binary variables \( A^{N+1} = (A_1, \ldots, A_k, \ldots, A_{N+1}) \) are other independent binary variables subject to the uniform distribution. So we have
\[ \lim_{N \to \infty} \mathbb{E}_{\theta} \left[ P_{\tilde{\theta}} \cdot 2^{N+1-1} \frac{a_n \leq \theta - \tilde{\theta} \leq b_n}{n} \right] = \lim_{N \to \infty} \mathbb{E}_{A^{N+1}} \left[ 2^{N+1} \int_{b - \varsigma(A^{N+1}, X^{N+1})}^{a - \varsigma(A^{N+1}, X^{N+1})} \frac{\sin^2 y}{y^2} \frac{dy}{2\pi} \right] \]
\[ = \lim_{n \to \infty} \mathbb{E}_{A^{N+1}} \left[ \int_{b}^{a} \frac{\sin^2 (y + \varsigma(A^{N+1}, X^{N+1})))}{(y + \varsigma(A^{N+1}, X^{N+1)))^2} \frac{dy}{2\pi} \right] \]
\[ = \lim_{N \to \infty} \mathbb{E}_{A^{N+1}, X^{N+1}} \left[ \int_{b}^{a} \frac{\sin^2 y}{y^2} \frac{dy}{2\pi} \right], \]
where \( \varsigma(A^{N+1}, X^{N+1}) := ((-1)^{A_k} 2X_1 + \cdots + (-1)^{A_{N+1}} 2X_{N+1}) \pi \). The above equation shows that the proposed estimator achieves the Heisenberg scaling in terms of limiting distribution.

Also, the asymptotic behavior of the average error is
calculated as

\[
\lim_{N \to \infty} n \mathbb{E}[Z^2] = \frac{\text{Si}(2\pi)}{\pi} - \frac{\pi}{2}
\]

(a) \[
\lim_{N \to \infty} n \mathbb{E}\left[\left(Z_0 - \tau(A^{N+1}, X^{N+1})\right)^2 - Z_0^2\right]
\]

(b) \[
\lim_{N \to \infty} n \mathbb{E}\left[\left(Z_0 + \sum_{k=1}^{N+1} X_k \gamma_k 2^{2k-2-2N} \pi^2\right) - Z_0^2\right]
\]

\[
= \lim_{N \to \infty} 2^{N+1} \left(\sum_{k=1}^{N+1} (1 - e^{-2^{-k}})2^{2k-3-2N} \pi^2\right)
\]

\[
= \lim_{N \to \infty} \sum_{k=1}^{N+1} (1 - e^{-2^{-k}})2^{2k-2-2N} \pi^2
\]

\[
= \lim_{N \to \infty} \sum_{k=1}^{N+1} \sum_{l=1}^{\infty} \frac{(-1)^{l+1} \epsilon^{2^{-l-k}}}{l!} 2^{2k-2-2N} \pi^2
\]

\[
= \lim_{N \to \infty} \sum_{l=1}^{\infty} \sum_{k=1}^{N+1} \frac{(-1)^{l+1} \epsilon^{2^{-l-k}}}{l!} 2^{(2-l)k-2-2N} \pi^2
\]

\[
= \lim_{N \to \infty} \sum_{l=1}^{\infty} \frac{(-1)^{l+1} \epsilon^{2^{-l-2-N} \pi^2} 2^{l(N+2)(2-l) - 2^{2-l}}}{l!} \frac{2^{2-l} - 1}{2^{2-l} - 1}
\]

(c) \[
\epsilon 2^{-2} \pi^2 \frac{2^2}{2 - 1} = \epsilon \pi^2,
\]

where (a) follows from Eq. (C11) and Eq. (C5), (b) follows from the independence and the uniformity of \(A_k\), and in addition, (c) holds because the terms in \(\sum_{l=1}^{\infty}\) vanish when \(l \geq 2\).