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Abstract. Families of one-point interactions are derived from the system consisting of regularized two- and three-delta potentials using different paths of the convergence of corresponding transmission matrices in the squeezing limit. This limit is controlled by the relative rate of shrinking the width of delta-like functions and the distance between these functions using the power parameterization: width \( l = \varepsilon^{\mu-1} \), \( \mu \in [2, \infty] \) (for width) and \( r = \varepsilon^{\tau} \), \( \tau \in [1, \infty] \) (for distance). It is shown that at some values of real coefficients (intensities \( a_1 \), \( a_2 \) and \( a_3 \)) at the delta potentials, the transmission across the limit point interactions is non-zero, whereas outside these (resonance) values the one-point interactions are opaque splitting the system at the point of singularity into two independent subsystems. The resonance sets of intensities at which a non-zero transmission occurs are proved to be of four types depending on the way of squeezing the regularized system to one point. In its turn, on these sets the limit one-point interactions are observed to be either single- or multiple-resonant-tunnelling potentials also depending on the squeezing way. In the two-delta case the resonance sets are curves on the \((a_1, a_2)\)-plane and surfaces in the \((a_1, a_2, a_3)\)-space for the three-delta system. A new phenomenon of furcation of single-valued resonance sets to multi-valued ones is observed under approaching the parameter \( \mu > 2 \) to the value \( \mu = 2 \).
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1. Introduction

The models described by the Schrödinger operators with singular zero-range potentials have widely been discussed in both the physical and mathematical literature (see books \cite{1, 2, 3, 4} for details and references). These models admit exact closed analytical solutions which describe realistic situations using different approximations via Hamiltonians describing point interactions \cite{5, 6, 7, 8, 9, 10}. Currently, because of the rapid progress in fabricating nanoscale quantum devices, of particular importance is the point modelling of different structures like quantum waveguides \cite{11, 12}, spectral filters \cite{13, 14} or infinitesimally thin sheets \cite{15, 16, 17}. A whole body of literature (see, e.g., \cite{18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30}, a few to mention), including the very recent studies \cite{31, 32, 33, 34, 35, 36, 37, 38} with references therein, has been
published where the one-dimensional Schrödinger operators with potentials given in the form of distributions are shown to exhibit a number of peculiar features with possible applications to quantum physics. A detailed list of references on this subject can also be found in the recent review [39]. On the other hand, using some particular regular approximations of the potential expressed in the form of the derivative of Dirac’s delta function, a number of interesting resonance properties of quantum particles tunnelling through this point potential has been observed [8, 40, 41, 42]. Particularly, it was found that at some values of the potential strength of the δ'-potential the transmission across this barrier is non-zero, whereas outside these values the barrier is fully opaque. In general terms, the existence of such resonance sets in the space of potential intensities has rigorously been established for a whole class of approximations of the derivative delta potential by Golovaty with coworkers [43, 44, 45, 46, 47, 48, 49]. This type of point interactions may be referred to as ‘resonant-tunnelling δ’-potentials’. These results differ from those obtained within Kurasov’s theory [21] which was developed for the distributions defined on the space of functions discontinuous at the point of singularity. Here the limit point interaction is also called a δ’-potential. The common feature of Kurasov’s point potential and a resonant-tunnelling δ’-potential is that the transmission matrices of both these interactions are of the diagonal form, but the elements of these matrices are different. It is of interest therefore to to find a way where it would be possible to describe both these types in a unique regularization scheme starting from the same initial regularized potential profile.

In the present work we address the problem on the relation between the point interactions realized within Kurasov’s theory and the resonant-tunnelling δ’-potentials studied in [8, 40, 41, 42, 43, 44, 46, 48, 49, 50]. Similarly to these papers, we explore the one-dimensional stationary Schrödinger equation

\[-d^2\psi(x)/dx^2 + V_\varepsilon(x)\psi(x) = E\psi(x)\]  

(1)

where \(\psi(x)\) is the wavefunction and \(E\) the energy of a particle. The potential \(V_\varepsilon(x)\) with a squeezing parameter \(\varepsilon > 0\) shrinks to one point, say \(x = 0\), as \(\varepsilon \to 0\). One of the ways to realize limit point interactions is to choose the potential \(V_\varepsilon(x)\) in the form of a sum of several Dirac’s delta functions as follows [31, 51, 52]

\[V_\varepsilon(x) = \sum_{j=1}^{N} c_j(\varepsilon)\delta(x - r_j(\varepsilon)), \quad r_j(\varepsilon) \in \mathbb{R},\]  

(2)

where all \(r_j(\varepsilon) \to 0\) and \(c_j(\varepsilon) \to \pm \infty\) as \(\varepsilon \to 0\). The particular case of the three-delta spatially symmetric potential [2], in the limit as the distances between the δ-functions tend to zero, has been studied by Cheon and Shigehara [51], and Albeverio and Nizhnik [52]. In this limit a whole four-parameter family of point interactions has been constructed, independently on whether or not potential (2) has a distributional limit. Here we follow the approach developed by Exner, Neidhardt and Zagrebnov [7], who have approximated the δ-potentials by regular functions and constructed a one-point limit interaction. In particular, they have proved that the limit takes place if the
distances between the ‘centers’ of regularized potentials tend to zero sufficiently slow relatively to shrinking the δ-like potentials. A similar research [6] concerns about the convergence of regularized δ-like structures to point potentials in higher dimensions.

In this paper we focus on the two cases when potential (2) consists of two (N = 2) and three (N = 3) δ-potentials separated equidistantly by a function r(ε) that tends to zero as ε → 0. All the coefficients at the δ-functions are specified as $c_j = -a_j/ε$ where $a_j$’s (‘intensities’, ‘charges’ or ‘amplitudes’) are non-zero constants. The sign ‘−’ has been chosen for convenience in the following notations, so that negative values of $a_j$ correspond to a δ-barrier and positive ones to a δ-well. Thus, in the case with $N = 3$ we have

$$V_{εr}(x) = -ε^{-1} [a_1 δ(x) + a_2 δ(x - r) + a_3 δ(x - 2r)], \quad (a_1, a_2, a_3) ∈ \mathbb{R}^3 \setminus \{0\}. \quad (3)$$

For the case of two δ-potentials, we just set in (3) $a_3 = 0$, so that $(a_1, a_2) ∈ \mathbb{R}^2 \setminus \{0\}$.

The transmission matrices for the two- and three-delta potentials are the products $Λ_{εr} = Λ_2 Λ_0 Λ_1$ and $Λ_{εr} = Λ_3 Λ_0 Λ_2 Λ_0 Λ_1$, respectively, where

$$Λ_0 = \begin{pmatrix} \cos(kl) & k^{-1} \sin(kl) \\ -k \sin(kl) & \cos(kl) \end{pmatrix}, \quad Λ_j = \begin{pmatrix} 1 & 0 \\ -a_j/ε & 1 \end{pmatrix}, \quad j = 1, 2, 3. \quad (4)$$

We restrict ourselves to the most simple approximation of the δ-potentials by piecewise constant functions resulting in a three (for $N = 2$) and a five (for $N = 3$) layered potential profile. In the limit as both the width of δ-like functions and the distance between them tends to zero simultaneously we obtain a family of one-point interactions. We observe that, starting from the same profile of the three- and five-layered structure that approximates potential (2), the limit point interactions crucially depend on the relative rate of tending the width of layers and the distance between them to zero. Within this approach one can realize both the point interactions obtained within Kurasov’s theory and the resonant-tunnelling potentials.

### 2. A piecewise constant approximation of the δ-potentials

Let us approximate the δ-potentials in (3) by piecewise constant functions. Then potential (3) is replaced by the rectangular function

$$V_{εlr}(x) = \begin{cases} 0 & \text{for } -∞ < x < 0, \quad l < x < l + r, \\ 2l + r < x < 2(l + r), \quad 3l + 2r < x < ∞, \\ -a_j/εl & \text{for } (j - 1)(l + r) < x < j(l + r) - r, \quad j = 1, 2, 3, \end{cases} \quad (5)$$

and, as a result, all the matrices $Λ_j, j = 1, 2, 3$, in the product for $Λ_{εr}$ are replaced by

$$Λ_{j,l} = \begin{pmatrix} \cos(k_jl) & k_j^{-1} \sin(k_jl) \\ -k_j \sin(k_jl) & \cos(k_jl) \end{pmatrix}, \quad (6)$$

where

$$k_j := \sqrt{k^2 + a_j/εl}, \quad k := \sqrt{E}, \quad j = 1, 2, 3. \quad (7)$$
In other words, the regularized transmission matrix \( \Lambda_{\text{str}} \) defined by the relations
\[
\begin{pmatrix}
\psi(x_2) \\
\psi'(x_2)
\end{pmatrix}
= \Lambda_{\text{str}}
\begin{pmatrix}
\psi(x_1) \\
\psi'(x_1)
\end{pmatrix},
\quad \Lambda_{\text{str}} = \Lambda_{3,l} \Lambda_0 \Lambda_{2,l} \Lambda_1 \Lambda_{t,l} =: \begin{pmatrix}
\tilde{\lambda}_{11} & \tilde{\lambda}_{12} \\
\tilde{\lambda}_{21} & \tilde{\lambda}_{22}
\end{pmatrix},
\tag{8}
\]
connects the boundary conditions for the wavefunction \( \psi(x) \) and its derivative \( \psi'(x) \) at
\( x = x_1 = 0 \) and \( x = x_2 = 3l + 2r \). For the case of the two-delta potential
\( (N = 2) \) we set in potential \( a_3 = 0 \), so that the boundary conditions are \( x_1 = 0 \) and \( x_2 = 2l + r \). The matrix elements in \( \Lambda \), denoted by overhead bars, depend on all the shrinking parameters \( \varepsilon, l, r \), whereas in the limit matrix elements, if they exist, the bars are omitted, i.e., we write \( \lim_{\varepsilon, l, r \to 0} \Lambda_{\text{str}} =: \Lambda = \begin{pmatrix}
\lambda_{11} & \lambda_{12} \\
\lambda_{21} & \lambda_{22}
\end{pmatrix} \). Having accomplished the limit procedure, we set \( x_1 = -0 \) and \( \lim_{l, r \to 0} x_2 = +0 \).

We follow the notations and the classification of one-point interactions given by Brasche and Nizhnik \[31\]. Thus, we denote
\[
\psi_s(0) := \psi(+0) - \psi(-0),
\psi'_s(0) := \psi'(+0) - \psi'(-0),
\psi_t(0) := \eta \psi(+0) + (1 - \eta) \psi(-0),
\psi'_t(0) := \eta \psi'(-0) + (1 - \eta) \psi'(+0),
\tag{9}
\]
where \( \eta \in \mathbb{R} \) is an arbitrary parameter (this is a generalization of the generally accepted case with \( \eta = 1/2 \), see, e.g., \[20, 21, 31, 33\]). Then the \( \delta' \)-interaction, or \( \delta' \)-potential, with intensity \( \alpha \) is defined by the boundary conditions \( \psi'_s(0) = 0 \) and \( \psi'_t(0) = \alpha \psi_t(0) \), so that the \( \Lambda \)-matrix in this case has the form
\[
\Lambda = \begin{pmatrix}
1 & 0 \\
\alpha & 1
\end{pmatrix}.
\tag{10}
\]
The dual interaction is termed a \( \delta' \)-interaction (the notation has been suggested in \[3, 19\] and adopted in the literature). This point interaction with intensity \( \beta \) defined by the boundary conditions \( \psi'_t(0) = 0 \) and \( \psi'_s(0) = \beta \psi'_t(0) \) has the \( \Lambda \)-matrix in the form
\[
\Lambda = \begin{pmatrix}
1 & \beta \\
0 & 1
\end{pmatrix}.
\tag{11}
\]
As follows from formulae \(10) \) and \(11) \), the usage of the parameter \( \eta \) for both the \( \delta \)- and \( \delta' \)-interactions does not play any role. However, for the \( \delta' \)-potential with intensity \( \gamma \) the potential part in equation \(11) \) is given by \( \gamma \delta'(x) \psi(x) \) where the wavefunction \( \psi(x) \) must be discontinuous at \( x = 0 \). Therefore, due to the ambiguity of the product \( \delta'(x) \psi(x) \), one can suppose the following generalized (asymmetric) averaging in the form
\[
\delta'(x) \psi(x) = [(1 - \eta) \psi(-0) + \eta \psi(+0)] \delta'(x) + [\eta \psi'(0) + (1 - \eta) \psi'(+0)] \delta(x).
\tag{12}
\]
This suggestion is also motivated by the studies \[53, 54, 55\] which demonstrate that the plausible averaging with \( \eta = 1/2 \) at the point of singularity in general does not work. The \( \delta' \)-potential with intensity \( \gamma \) is defined by the boundary conditions \( \psi_s(0) = \gamma \psi_t(0) \) and \( \psi'_s(0) = -\gamma \psi'_t(0) \) \[31\]. An equivalent form of these conditions is given by the \( \Lambda \)-matrix in the diagonal form
\[
\Lambda = \begin{pmatrix}
\theta & 0 \\
0 & \theta^{-1}
\end{pmatrix}.
\tag{13}
with
\[ \theta = \frac{1 + (1 - \eta)\gamma}{1 - \eta\gamma}. \]  

Finally, instead of the fourth type of point interactions defined in [31] as \( \delta \)-magnetic potentials, in this paper we shall be dealing with potentials which at some (resonant) values of intensities are fully transparent, whereas outside these values they are completely opaque satisfying the Dirichlet boundary conditions \( \psi(\pm 0) = 0 \). At the resonance sets the boundary conditions are given by the unit matrix \( \Lambda = I := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \).

Beside these, as a particular case, resonant-tunnelling \( \delta \)-potentials will also be shown to exist.

The convergence of the transmission matrix \( \Lambda_{\varepsilon,l,r} \) as \( \varepsilon, l, r \to 0 \) can be parameterized through the parameter \( \varepsilon \) using the powers \( \mu > 1 \) and \( \tau > 0 \) (keeping the same notation used in [56]) as follows
\[ l = \varepsilon^{\mu-1} \quad \text{and} \quad r = \varepsilon^{\tau}. \]  

Then, according to (7), we have the following asymptotic relations:
\[ k_j \to \sqrt{a_j/\varepsilon} = \sqrt{a_j} \varepsilon^{-\mu/2}, \quad k_j l \to \sqrt{a_j} \varepsilon^{\mu/2-1}, \quad k_j^2 l \to a_j \varepsilon^{-1}. \]  

Explicitly, using that \( k_j \to \infty, k_j l \) and \( k_i/k_j, i, j = 1, 2, 3 \), are finite and \( r \to 0 \) as \( \varepsilon \to 0 \), we find the asymptotic behaviour of the elements of the matrix \( \Lambda_{\varepsilon;r} = \Lambda_{2,l} \Lambda_0 \Lambda_{1,l} \) \((N = 2)\):
\[ \bar{\lambda}_{11} \to \cos(k_1 l) \cos(k_2 l) - (k_1/k_2) \sin(k_1 l) \sin(k_2 l) \]
\[ - k_1 r \sin(k_1 l) \cos(k_2 l), \]
\[ \bar{\lambda}_{12} \to 0, \]
\[ \bar{\lambda}_{21} \to - k_1 \sin(k_1 l) \cos(k_2 l) - k_2 \cos(k_1 l) \sin(k_2 l) \]
\[ + k_1 k_2 r \sin(k_1 l) \sin(k_2 l), \]
\[ \bar{\lambda}_{22} \to \cos(k_1 l) \cos(k_2 l) - (k_2/k_1) \sin(k_1 l) \sin(k_2 l) \]
\[ - k_2 r \cos(k_1 l) \sin(k_2 l). \]  

Similarly, for the three-delta potential the \( \bar{\lambda}_{ij} \)-asymptotes of the matrix product \( \Lambda_{\varepsilon;r} = \Lambda_{3,l} \Lambda_0 \Lambda_{2,l} \Lambda_0 \Lambda_{1,l} \) are as follows
\[ \bar{\lambda}_{11} \to \cos(k_1 l) \cos(k_2 l) \cos(k_3 l) - (k_1/k_2) \sin(k_1 l) \sin(k_2 l) \cos(k_3 l) \]
\[ - (k_1/k_3) \sin(k_1 l) \cos(k_2 l) \sin(k_3 l) - (k_2/k_3) \cos(k_1 l) \sin(k_2 l) \sin(k_3 l) \]
\[ - 2k_1 r \sin(k_1 l) \cos(k_2 l) \cos(k_3 l) - k_2 r \cos(k_1 l) \sin(k_2 l) \cos(k_3 l) \]
\[ + k_1 k_2 r^2 \sin(k_1 l) \sin(k_2 l) \cos(k_3 l) + (k_1 k_2 r/k_3) \sin(k_1 l) \sin(k_2 l) \sin(k_3 l), \]
\[ \bar{\lambda}_{12} \to - k_2 r^2 \cos(k_1 l) \sin(k_2 l) \cos(k_3 l), \]
\[ \bar{\lambda}_{21} \to - k_1 \sin(k_1 l) \cos(k_2 l) \cos(k_3 l) - k_2 \cos(k_1 l) \sin(k_2 l) \cos(k_3 l) \]
\[ + k_2 r \cos(k_1 l) \sin(k_2 l) \cos(k_3 l), \]
\[ \bar{\lambda}_{22} \to \cos(k_1 l) \cos(k_2 l) \cos(k_3 l) - (k_2/k_1) \sin(k_1 l) \sin(k_2 l) \cos(k_3 l) \]
\[ - k_2 r \cos(k_1 l) \sin(k_2 l) \cos(k_3 l) \]
\[ + k_1 k_2 r^2 \sin(k_1 l) \sin(k_2 l) \cos(k_3 l) + (k_1 k_2 r/k_3) \sin(k_1 l) \sin(k_2 l) \sin(k_3 l). \]
relations (17), (19)-(21), (23) and (24) are reduced to the analysis of the convergence of the corresponding transmission matrices as $\mu > 3$. Realizing point interactions under the convergence of the leads to quite different results.

In the limit as $\epsilon \to 0$ along the families of paths with $(\epsilon, l, r)$, therefore, as follows from asymptotes (25) and (27), the interval $0 \leq \tau < 11$ is not suitable for the existence of point interactions. Consequently, the interval $1 \leq \tau \leq \infty$ has to be considered for the further analysis of the convergence as $\epsilon \to 0$. Then, similarly to limit (18), from (22) we also have $\lambda_{12} \to -a_2 \epsilon^{2\tau-1} \to 0$ in the case with $N = 3$. However, the elements $\lambda_{21}$ given by asymptotes (26) and (28) are always divergent as $\epsilon \to 0$. The only possibility to make these terms finite is a cancellation of divergences in the shrinking limit. To accomplish such a cancellation procedure, in virtue of the form of formulae (25)-(28), we split the interval $2 \leq \mu \leq \infty$ into the four sets: $\{2\}$, $(2, 3)$, $\{3\}$, $(3, \infty]$ and the interval $1 \leq \tau \leq \infty$ into the sets: $\{1\}$, $(1, 2)$, $\{2\}$, $(2, \infty]$.

Next, for convenience we introduce a three-dimensional system of coordinates $(\epsilon, l, r)$ with the origin at $(\epsilon, l, r) = (0, 0, 0) =: \{0\}$ and consider the cube with the
vertices at \( \{0\} \), \((1,0,0),(1,1,0),(0,1,0) \) in the face \( r = 0 \) and \((0,0,1),(1,0,1),(1,1,1) \)
\((0,1,1) \) in the face \( r = 1 \), as shown in figure 1. Then the squeezing limit of potential \((5)\)
corresponds to a path (descent) for which \((\varepsilon, l, r) = (1,1,1) \) is a starting point and the
origin \((\varepsilon, l, r) = \{0\}\) a final point. For the whole interval \(1 \leq \tau \leq \infty \) we consider the four
families of paths parameterized by \(3 < \mu \leq \infty \) (paths 1), \(\mu = 3 \) (paths 2), \(2 < \mu < 3 \)
(paths 3) and \(\mu = 2 \) (paths 4). In its turn, for the \( j \)th \((j = 1, 4) \) family, we also single
out the same four subsets: \(ja \) (\(\tau = 1\)), \(jb \) (\(1 < \tau < 2\)), \(jc \) (\(\tau = 2\)) and \(jd \) (\(2 < \tau \leq \infty\)).
Some of these paths shown in the faces of the cube and along its edges are schematically
depicted in figure 1. As shown in this figure, in the limit case as \( \mu \to \infty \) (\( l \to 0 \)), all
the paths of family 1 follow first along the edge \((\varepsilon, r) = (1,1)\) and then each of these
paths descends in the face \( l = 0 \) approaching the cube origin \( \{0\} \) with different rates
depending on \( \tau \). Similarly, the case with \( \tau = \infty \) (\( r \to 0 \)) describes the situation when the
squeezing limit sequentially proceeds along the edge \((\varepsilon, l) = (1,1)\) and then along
the curve \( l = \varepsilon^{\mu-1} \) in the face \( r = 0 \) with rates depending on \( \mu \). Finally, note that the
limit paths when both \( \mu \) and \( \tau \) tend to infinity are different depending on the repeated
limit: first \( \mu \to \infty \), then \( \tau \to \infty \) or vice versa, first \( \tau \to \infty \) and then \( \mu \to \infty \). Below we
analyse both connected and separated point interactions which can be realized along all of
these paths starting at the point \((1,1,1)\) and ending at the origin \( \{0\} \).

3.1. Families of paths 1a, 2a and 3a \((1 < \mu \leq \infty, \tau = 1)\)

First we note that the \( \varepsilon \to 0 \) limit of asymptotes \((25)\) and \((27)\) with \( \mu > 2 \) and \( \tau = 1 \)
is finite and therefore this fact ensures the existence of point (connected or separated)
interactions. Next, as it can be seen from asymptotes \((26)\) and \((28)\), for all \( \mu > 1 \) and
\( \tau > 0 \) the \( \bar{\lambda}_{21} \)-terms are divergent as \( \varepsilon \to 0 \) in both the cases \( N = 2 \) and \( 3 \).
The necessary condition to make these terms finite in the \( \varepsilon \to 0 \) limit is to impose the equations

\[
K_2(a_1, a_2) := a_1 + a_2 - a_1 a_2 = 0 \quad \text{for} \quad N = 2,
K_3(a_1, a_2, a_3) := a_1 + a_2 + a_3 - a_1 a_2 - 2a_1 a_3 - a_2 a_3 + a_1 a_2 a_3 = 0 \quad \text{for} \quad N = 3.
\]

The first of these equations obtained earlier by Brasche and Nizhnik \((31)\) ensures the
finiteness of the limit term \( \lambda_{21} \) for all paths 1a, 2a and 3a, while for \( N = 3 \), because of
the presence of the term with \( \varepsilon^{\mu-3} \) in \((28)\), the existence of connected interactions
is impossible for path 3a (in virtue of the inequality \( \mu < 3)\). Using equations \((29)\) in
asymptotes \((25)\) and \((27)\), we obtain the diagonal elements of the limit matrix \( \Lambda \) (except
for paths 3a with \( N = 3)\):

\[
\lim_{\varepsilon \to 0} \bar{\lambda}_{11} =: \theta = \begin{cases}
1 - a_1 & \text{for} \quad N = 2, \\
1 - 2a_1 - a_2 + a_1 a_2 & \text{for} \quad N = 3,
\end{cases}
\]

\[
\lim_{\varepsilon \to 0} \bar{\lambda}_{22} =: \rho = \begin{cases}
1 - a_2 & \text{for} \quad N = 2, \\
1 - a_2 - 2a_3 + a_2 a_3 & \text{for} \quad N = 3.
\end{cases}
\]

In virtue of equations \((29)\), we have \( \rho = \theta^{-1} \) and therefore for paths 1a, 2a, 3a \((N = 2)\)
and 1a \((N = 3)\) the limit transmission matrix becomes of diagonal form \((13)\).
Figure 1. The $(\varepsilon, l, r)$-cube where the eight paths: 1a ($\mu \to \infty$, $\tau = 1$), 1c ($\mu \to \infty$, $\tau = 2$), 2d ($\mu = 3$, $\tau \to \infty$), 4a ($\mu = 2$, $\tau = 1$), 4c ($\mu = \tau = 2$), 4d ($\mu = 2$, $\tau \to \infty$) and both 1d (first $\mu \to \infty$, then $\tau \to \infty$ and first $\tau \to \infty$, then $\mu \to \infty$) are schematically shown by solid lines accompanied with arrows. The families of paths 1b ($\mu \to \infty$, $1 < \tau < 2$), 2d ($2 < \mu < 3$, $\tau \to \infty$) and 4b ($\mu = 2$, $1 < \tau < 2$) lie in sparsely shadowed regions, whereas the families of paths 1d ($\mu \to \infty$, $2 < \tau < \infty$), 4d ($\mu = 2$, $2 < \tau < \infty$) and 1d ($3 < \mu < \infty$, $\tau \to \infty$) are illustrated by densely shadowed areas.

This occurs at the following values of $(a_1, a_2)$ and $(a_1, a_2, a_3)$:

For $N = 2$ and

$$a_1 = \frac{\gamma}{1 - \eta \gamma}, \quad a_2 = \frac{\gamma}{1 + (1 - \eta) \gamma}$$

with arbitrary $a_2 \in \mathbb{R} \setminus \{2\}$, for $N = 3$. We call those intensities $(a_1, a_2) \in \mathbb{R}^2 \setminus \{0\}$ and $(a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \{0\}$ which satisfy equations (29) the resonance sets $\mathcal{K}_2$ and $\mathcal{K}_3$, respectively. For $N = 2$ the first equation (29) describes a curve on the $(a_1, a_2)$-plane, whereas for $N = 3$ we have a surface in the $(a_1, a_2, a_3)$-space. Therefore the point interactions realized on the sets given by equations (29) along paths 1a, 2a, 3a $(N = 2)$ and 1a $(N = 3)$ may be called ‘single-resonant-tunnelling $\delta'$-potentials of the $\mathcal{K}$-type’.

There exists a particular subfamily of the intensities $(a_1, a_2) \in \mathbb{R}^2 \setminus \{0\}$ and $(a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \{0\}$ from the $\mathcal{K}_{2,3}$-sets for which $\theta = \pm 1$ in (13), realizing the point
interactions with full transmission. Thus, for \( N = 2 \) these values are \( a_1 = a_2 = 2 \) resulting in the unit matrix \( \Lambda = -I \). In the three-delta case the two conditions \( a_1 = a_3 \) and \( 2a_1 + a_2 - a_1a_2 = 0 \) provide the unit matrix \( \Lambda = I \), whereas the other two conditions \( a_1 + a_3 = 2 \) and \( 2a_1 + a_2 - a_1a_2 = 2 \) (in general, an asymmetric structure) lead to the matrix \( \Lambda = -I \).

As regards path 2a in the case with \( N = 3 \), the cancellation of divergences in (28) leads in the limit as \( \varepsilon \to 0 \) to a non-zero constant. As a result, in virtue of (25) and (27), we have the same limit diagonal elements (30) and the limit transmission matrix of the form

\[
\Lambda = \begin{pmatrix}
\theta & 0 \\
\alpha & \theta^{-1}
\end{pmatrix}, \quad \alpha := \lim_{\varepsilon \to 0} \bar{\lambda}_{21},
\]

with \( \alpha = a_1a_3 \). Therefore, to be in agreement with the notation introduced above for paths 1a, 2a, 3a (\( N = 2 \)) and 1a (\( N = 3 \)), the point interaction realized along path 2a (\( \mu = 3, \tau = 1 \)) on the resonance \( \mathcal{K}_3 \)-set may be called a ‘single-resonant-tunnelling \( (\delta' + \delta) \)-potential of the \( \mathcal{K} \)-type’.

Finally, as follows from asymptote (28) for \( N = 3 \), the cancellation of divergences in the limit as \( \varepsilon \to 0 \) is impossible. Thus, everywhere beyond the \( \mathcal{K}_2 \)-set (paths 1a, 2a, 3a) and for all \( (a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \{0\} \), the limit point interactions are separated. They are described by the boundary conditions of the Dirichlet type: \( \psi(\pm 0) = 0 \).

3.2. Families of paths jb, jc and jd, \( j = 1, 2, 3 \)

It follows from asymptotic relations (25) and (27) that for all paths jb, jc and jd, \( j = 1, 2, 3 \), we have the limits \( \bar{\lambda}_{11}, \bar{\lambda}_{22} \to 1 \), so that in these cases either connected or separated point interactions can be realized. The \( \varepsilon \to 0 \) analysis has to be carried out only for the \( \bar{\lambda}_{21} \)-terms given by asymptotes (26) and (28).

Families of paths 1b, 2b and 3b (\( 2 < \mu \leq \infty, 1 < \tau < 2 \)): Along these paths the \( \bar{\lambda}_{21} \)-terms are divergent for all non-zero \( a_1, a_2 \) and \( a_3 \). However, there exists a possibility to cancel the divergences in (28) for paths 1b and 2b (\( 3 \leq \mu \leq \infty \)) at \( \tau = 3/2 \) and for path 3b at \( \mu - 1 = \tau = 3/2 \). In the former case the last term in (28) is finite and the cancellation occurs if both the equations \( a_1 + a_2 + a_3 = 0 \) and \( a_1a_2 + 2a_1a_3 + a_2a_3 = 0 \) are fulfilled simultaneously. Similarly, in the latter case, instead of the last equation, we have \( a_1a_2 + 3a_1a_3 + a_2a_3 = 0 \). Excluding \( a_3 \) from these equations, we find the conditions \( a_1^2 + (a_1 + a_2)^2 = 0 \) and \( (3/4)a_1^2 + (3a_1/2 + a_2)^2 = 0 \), respectively, which are valid only if \( a_1 = a_2 = 0 \) and therefore \( a_3 = 0 \). Therefore the limit point interactions realized along the family of paths 1b, 1a and 1c are separated for all non-zero \( a_1, a_2 \) and \( a_3 \) with the boundary conditions \( \psi(\pm 0) = 0 \).

Families of paths 1c, 2c and 3c (\( 2 < \mu \leq \infty, \tau = 2 \)): Contrary to the previous case, for these paths the cancellation of divergences in the \( \bar{\lambda}_{21} \)-terms is possible, except for paths 3c with \( N = 3 \) because of the presence of the term with \( \varepsilon^{\mu-3} \) in (28). As a result,
a non-zero finite limit of the $\lambda_{21}$-terms takes place if the conditions
\begin{align*}
L_2(a_1, a_2) &:= a_1 + a_2 = 0 \quad \text{for } N = 2, \\
L_3(a_1, a_2, a_3) &:= a_1 + a_2 + a_3 = 0 \quad \text{for } N = 3
\end{align*}
hold true, being just a ‘linearized’ version of equations (29). In the following we refer
the intensities $(a_1, a_2) \in \mathbb{R}^2 \setminus \{0\}$ and $(a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \{0\}$, which satisfy equations (34), to as $\mathcal{L}_2$- and $\mathcal{L}_3$-sets, respectively. On these sets the limit $\Lambda$-matrix describes the
$\delta$-potential with intensity $\alpha$. From asymptote (26) we obtain $\alpha = a_1 a_2$ for $N = 2$, while for $N = 3$ asymptote (28) results in
\begin{align*}
\alpha &= \begin{cases} 
  a_1 a_2 + 2a_1 a_3 + a_2 a_3 & \text{for paths } 1c, \\
  a_1 a_2 + 3a_1 a_3 + a_2 a_3 & \text{for path } 2c.
\end{cases}
\end{align*}
Everywhere beyond the $\mathcal{L}_2$-set for paths 1c, 2c, 3c and the $\mathcal{L}_3$-set for paths 1b, 2b as well as for all $(a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \{0\}$ for paths 3b, the point interactions are separated satisfying the Dirichlet boundary conditions.

**Families of paths** 1d, 2d and 3d ($2 < \mu \leq \infty$, $2 < \tau \leq \infty$): The case with $\tau = \infty$ describes the situation when the squeezing limit sequentially follows the edge $r \to 0$ and then it goes along the curves $l = \varepsilon^{\mu-1}$ in the face $r = 0$ as shown in figure 1. The total cancellation of divergences takes place for paths 1d, 2d, 3d ($N = 2$, on the $\mathcal{L}_2$-set) and 1d ($N = 3$, on the $\mathcal{L}_3$-set), resulting in the existence of the resonant point interactions with full transmission ($\Lambda = I$). In virtue of the term with $\varepsilon^{\mu-3}$ in (28), the limit point interactions for paths 2d are of the $\delta$-potential type described by $\Lambda$-matrix (10) with $\alpha = a_1 a_3$. Finally, for paths 3d ($N = 3$) the cancellation of divergences in asymptotes (28) as $\varepsilon \to 0$ is impossible because of the presence of the term with $\varepsilon^{\mu-3}$. Consequently, for paths 1d, 2d, 3d outside the $\mathcal{L}_2$-set; 1d, 2d outside the $\mathcal{L}_3$-set and for all $(a_1, a_2, a_3) \in \mathbb{R} \setminus \{0\}$ for paths 3d, the limit interactions are separated satisfying the Dirichlet boundary conditions.

Thus, the $\Lambda$-matrices for paths 1b, 1c and 1d exhibit the transition of transmission that occurs on the $\mathcal{L}_{2,3}$-sets while varying the rate of the decrease of distance $r$ between the $\delta$-potentials. For sufficiently slow squeezing this distance ($1 < \tau < 2$, paths 1b), the limit point interactions are opaque, for intermediate shrinking ($\tau = 2$, paths 1c) the interactions become partially transparent ($\delta$-potential) and for fast shrinking ($2 < \tau < \infty$) the interactions appear to be fully transparent. One can check that these results are in agreement with those established by Šeba for $N = 2$ in the limit case $\mu \to \infty$ (see Theorem 3 in [18]).

4. Realizing point interactions under the convergence of the $\Lambda_{tllr}$-matrix along the families of paths with $\mu = 2$ and $1 \leq \tau \leq \infty$

Consider now the situation when $\mu = 2$ and $0 < \tau \leq \infty$. Then $l = \varepsilon$ and according to asymptotic relations (16), we have $k_j \to \sqrt{a_j}/\varepsilon$. In this case $r \to 0$ as $\varepsilon \to 0$ and
therefore asymptotes \((17), (19)\) and \((20)\) are reduced to

\[
\begin{align*}
\lambda_{11} & \rightarrow \cos \sqrt{a_1} \cos \sqrt{a_2} - \sqrt{a_1} a_2 \sin \sqrt{a_1} \sin \sqrt{a_2} - \sqrt{a_1} \sqrt{a_2} \cos \sqrt{a_2} \varepsilon^{\tau - 1}, \\
\lambda_{22} & \rightarrow \cos \sqrt{a_1} \cos \sqrt{a_2} - \sqrt{a_2} a_1 \sin \sqrt{a_1} \sin \sqrt{a_2} - \sqrt{a_2} \sqrt{a_1} \cos \sqrt{a_1} \varepsilon^{\tau - 1}, \\
\lambda_{21} & \rightarrow -(\sqrt{a_1} a_2 \cos \sqrt{a_2} a_2 \sin \sqrt{a_2} a_2 \varepsilon^{\tau - 1} + \sqrt{a_1} a_2 \sin \sqrt{a_1} \sin \sqrt{a_2} \varepsilon^{\tau - 2}) \quad (37)
\end{align*}
\]

for \(N = 2\). Similarly, in the case with \(N = 3\) asymptotes \((21), (23)\) and \((24)\) are transformed to

\[
\begin{align*}
\tilde{\lambda}_{11} & \rightarrow \cos \sqrt{a_1} \cos \sqrt{a_2} \cos \sqrt{a_3} - \sqrt{a_1} a_2 \sin \sqrt{a_1} \sin \sqrt{a_2} \cos \sqrt{a_3} \\
& \quad - \sqrt{a_1} a_2 \sqrt{a_1} \cos \sqrt{a_2} a_2 \sin \sqrt{a_2} a_2 \sin \sqrt{a_3} \varepsilon^{\tau - 1} + \sqrt{a_1} a_2 \sin \sqrt{a_1} \sin \sqrt{a_2} \cos \sqrt{a_3} \varepsilon^{2(\tau - 1)} \\
\tilde{\lambda}_{22} & \rightarrow \cos \sqrt{a_1} \cos \sqrt{a_2} \cos \sqrt{a_3} - \sqrt{a_2} a_1 \sin \sqrt{a_1} \sin \sqrt{a_2} \cos \sqrt{a_3} \\
& \quad - \sqrt{a_2} a_1 \sqrt{a_2} \cos \sqrt{a_1} a_1 \sin \sqrt{a_1} \sin \sqrt{a_2} a_2 \sin \sqrt{a_3} \varepsilon^{\tau - 1} + \sqrt{a_2} a_1 \cos \sqrt{a_2} \cos \sqrt{a_3} \varepsilon^{2(\tau - 1)} \\
\tilde{\lambda}_{21} & \rightarrow \left(\sqrt{a_1} a_2 / a_2 \sin \sqrt{a_1} \sin \sqrt{a_2} \cos \sqrt{a_3} - \sqrt{a_1} a_2 \sin \sqrt{a_1} \cos \sqrt{a_2} \cos \sqrt{a_3} \varepsilon^{-1} + \sqrt{a_1} a_2 \sin \sqrt{a_1} \sin \sqrt{a_2} \cos \sqrt{a_3} \varepsilon^{2(\tau - 3)}ight) \varepsilon^{2(\tau - 1)} \\
& \quad + k^2 \cos \sqrt{a_2} (\sqrt{a_1} a_2 \sin \sqrt{a_1} \cos \sqrt{a_3} + \sqrt{a_3} \cos \sqrt{a_1} \sin \sqrt{a_3}) \varepsilon^{2(\tau - 1)} \quad (39)
\end{align*}
\]

For the realization of (both connected and separated) interactions in the squeezing limit the elements \(\tilde{\lambda}_{11}\) and \(\tilde{\lambda}_{22}\) given by asymptotes \((36)\) and \((38)\) must be finite as \(\varepsilon \rightarrow 0\). Consequently, similarly to the case with \(\mu > 1\), the interval \(0 < \tau < 1\) is not suitable for realizing point interactions and therefore we have to consider the region \(1 \leq \tau \leq \infty\). Then limit \((22)\) becomes \(\tilde{\lambda}_{12} \rightarrow -\sqrt{a_2} \sin \sqrt{a_2} \varepsilon^{2\tau - 1} \rightarrow 0\).

All the paths of family 4 \((\mu = 2 \text{ and } 1 \leq \tau \leq \infty)\) are schematically shown in figure 1 starting at \((\varepsilon, l, r) = (1, 1, 1)\) and ending at the cube origin \((\varepsilon, l, r) = \{0\}\) within the diagonal plane: 4a \((\tau = 1)\), 4b \((1 < \tau < 2)\), 4c \((\tau = 2)\) and 4d \((2 < \tau \leq \infty)\) including the limit \(\tau \rightarrow \infty\) [first \(r \rightarrow 0\) along the edge \((\varepsilon, l) = (1, 1)\) and then along the diagonal \(l = \varepsilon \rightarrow 0\) in the face \(r = 0\)].

**Paths 4a and 4b \((\mu = 2, 1 \leq \tau < 2)\):** The cancellation of divergences in \((37)\) at \(\tau = 1\) leads to the resonance equation

\[
F_2(a_1, a_2) := \sqrt{a_1} \tan \sqrt{a_1} + \sqrt{a_2} \tan \sqrt{a_2} - \sqrt{a_1 a_2} \tan \sqrt{a_1} \tan \sqrt{a_2} = 0 \quad (40)
\]

for \(N = 2\). Using this equation in relations \((36)\) at \(\tau = 1\), we obtain the diagonal limit elements of the \(\Lambda\)-matrix in one of the following forms:

\[
\begin{align*}
\lambda_{11} & = (\cos \sqrt{a_1} - \sqrt{a_1} \sin \sqrt{a_1}) / \cos \sqrt{a_2} = -\sqrt{a_1} \sin \sqrt{a_1} \sqrt{a_2} \sin \sqrt{a_2}, \\
\lambda_{22} & = (\cos \sqrt{a_2} - \sqrt{a_2} \sin \sqrt{a_2}) / \cos \sqrt{a_1} = -\sqrt{a_2} \sin \sqrt{a_2} \sqrt{a_1} \sin \sqrt{a_1}.
\end{align*}
\]

\(\lambda_{12}\) becomes \(\tilde{\lambda}_{12} \rightarrow -\sqrt{a_2} \sin \sqrt{a_2} \varepsilon^{2\tau - 1} \rightarrow 0\).

For the realization of (both connected and separated) interactions in the squeezing limit the elements \(\lambda_{11}\) and \(\lambda_{22}\) given by asymptotes \((36)\) and \((38)\) must be finite as \(\varepsilon \rightarrow 0\). Consequently, similarly to the case with \(\mu > 1\), the interval \(0 < \tau < 1\) is not suitable for realizing point interactions and therefore we have to consider the region \(1 \leq \tau \leq \infty\). Then limit \((22)\) becomes \(\lambda_{12} \rightarrow -\sqrt{a_2} \sin \sqrt{a_2} \varepsilon^{2\tau - 1} \rightarrow 0\).
Using again equation (41), one can check that the equality $\lambda_{11}\lambda_{22} = 1$ holds true for matrix elements (41). Similarly, for the three-delta case the cancellation of divergences in (39) at $\tau = 1$ results in the resonance equation

$$F_3(a_1, a_2, a_3) := \sum_{j=1}^{3} \sqrt{a_j} \tan(a_j) - \sqrt{a_1 a_2} \tan(a_1) - 2 \sqrt{a_1 a_3} \tan(a_1) \tan(a_3)$$

$$- \sqrt{a_2 a_3} \tan(a_2) \tan(a_3) + (a_2 - 1) \sqrt{\frac{a_1 a_3}{a_2}} \prod_{j=1}^{3} \tan(a_j) = 0. \tag{42}$$

Using equation (42) in asymptotic relations (38) at $\tau = 1$, the expressions for the limit elements $\lambda_{11}$ and $\lambda_{22}$ can be simplified. As a result, we obtain the most simple representation of these elements:

$$\lambda_{11} = \left[ \cos(\sqrt{a_1} \cos(\sqrt{a_2} - 2 \sqrt{a_1} \sin(\sqrt{a_1} \cos(\sqrt{a_2} - \sqrt{a_2} \cos(\sqrt{a_1} \sin(\sqrt{a_2} - \sqrt{a_1} \sin(\sqrt{a_2})/\cos(a_3) = (\sqrt{a_1 a_2} \sin(\sqrt{a_1} \sin(\sqrt{a_2})) - \sqrt{a_1} \sin(\sqrt{a_1} \sin(\sqrt{a_2})/\cos(a_3) \right]$$

$$\lambda_{22} = \left[ \cos(\sqrt{a_2} \cos(\sqrt{a_3} - 2 \sqrt{a_2} \cos(\sqrt{a_3} - \sqrt{a_3} \cos(\sqrt{a_2} \sin(\sqrt{a_3} - \sqrt{a_3} \cos(\sqrt{a_2} \sin(\sqrt{a_3})) \right]$$

$$\lambda_{22} = \left[ \cos(\sqrt{a_2} \cos(\sqrt{a_3} - 2 \sqrt{a_2} \cos(\sqrt{a_3} - \sqrt{a_3} \cos(\sqrt{a_2} \sin(\sqrt{a_3} - \sqrt{a_3} \cos(\sqrt{a_2} \sin(\sqrt{a_3})) \right]$$

$$\lambda_{22} = \left[ \cos(\sqrt{a_2} \cos(\sqrt{a_3} - 2 \sqrt{a_2} \cos(\sqrt{a_3} - \sqrt{a_3} \cos(\sqrt{a_2} \sin(\sqrt{a_3} - \sqrt{a_3} \cos(\sqrt{a_2} \sin(\sqrt{a_3})) \right]$$

Using again equation (42), one can check that the formula $\lambda_{11}\lambda_{22} = 1$, in which the matrix elements are given by expressions (43), holds true.

The solutions to transcendental equations (40) and (42) determine countable sets of resonance curves on the $(a_1, a_2)$-plane and resonance surfaces in $(a_1, a_2, a_3)$-space. We refer these resonance curves and surfaces to as $\mathcal{F}_2$- and $\mathcal{F}_3$-sets, respectively. The limit transmission matrix on these sets is of diagonal form (13) with the element $\lambda_{22}$ given by (43), the values of which are determined by the solutions of equations (40) and (42). The point interactions of this countable family may be called ‘multiple-resonant-tunnelling $\delta$-potentials of the $\mathcal{F}$-type’.

Next, on the point subsets of $\mathcal{F}_{2,3}$ defined by

$$\mathcal{P}_2 := \{a_1, a_2 \mid \sin(\sqrt{a_1} = \sin(\sqrt{a_2} = 0)\}$$

$$\mathcal{P}_3 := \{a_1, a_2, a_3 \mid \sin(\sqrt{a_1} = \sin(\sqrt{a_2} = \sin(\sqrt{a_3} = 0)\} \tag{44}$$

we have $\Lambda = \pm I$. Note that no symmetry is required here, i.e., the reflectionless one-point potentials can be realized even if $a_1 \neq a_2$ $(N = 2)$ or $a_1 \neq a_2 \neq a_3$ $(N = 3)$.

Concerning paths 4b (both for $N = 2$ and 3), the cancellation of divergences in the $\lambda_{22}$-terms is impossible, except for the $\mathcal{P}_{2,3}$-subsets on which the divergences in (37) and (39) disappear as well. However, similarly to paths 1b and 2b, we have to analyse the case $\tau = 3/2$ in (39). Here the $\varepsilon \rightarrow 0$ limit of $\lambda_{21}$ will be finite if both the coefficients at $\varepsilon^{-1}$ and $\varepsilon^{-2}$ equal zero simultaneously resulting in two equations. Excluding from these equations the term $\sqrt{a_3} \tan(\sqrt{a_3})$, we find the condition $a_1 \tan^2(\sqrt{a_1} \cos^2(\sqrt{a_2}) + (\sqrt{a_1} \tan(\sqrt{a_1} + \sqrt{a_2} \tan(\sqrt{a_2})^2 = 0$ which cannot be satisfied for all $(a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \{0\}$ and therefore the case with $\tau = 3/2$ does not produce connected point interactions. Thus, outside the $\mathcal{F}_{2,3}$-sets in the case of path 4a and
for all \((a_1, a_2) \in \mathbb{R}^2 \setminus \mathcal{P}_2\) and \((a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \mathcal{P}_3\) for paths 4b, the limit interactions are separated satisfying the boundary conditions \(\psi(\pm 0) = 0\).

Paths 4c and 4d \((\mu = 2, 2 \leq \tau \leq \infty)\): As follows from asymptotes (37) and (39) for these paths, the cancellation of divergences occurs if the equations

\[
G_2(a_1, a_2) := \sqrt{a_1} \tan \sqrt{a_1} + \sqrt{a_2} \tan \sqrt{a_2} = 0, \quad N = 2,
\]

\[
G_3(a_1, a_2, a_3) := \sum_{j=1}^{3} \sqrt{a_j} \tan \sqrt{a_j} - \sqrt{a_1a_3/a_2} \prod_{j=1}^{3} \tan \sqrt{a_j} = 0, \quad N = 3,
\]

are satisfied. Using the first of these equations in (36) at \(\tau = 2\), we find the following two representations for the diagonal elements of the \(\Lambda\)-matrix \((N = 2)\):

\[
\lambda_{11} = \lambda_{22}^{-1} = \cos \sqrt{a_1} / \cos \sqrt{a_2} = -\sqrt{a_1} \sin \sqrt{a_1} / \sqrt{a_2} \sin \sqrt{a_2}.
\] (46)

Similarly, using the second equation (45), we obtain from (38) the diagonal elements for \(N = 3\):

\[
\begin{align*}
\lambda_{11} &= (\cos \sqrt{a_1} \cos \sqrt{a_2} - \sqrt{a_1/a_2} \sin \sqrt{a_1} \sin \sqrt{a_2}) / \cos \sqrt{a_3} \\
&= -\sqrt{a_1} \sin \sqrt{a_1} \cos \sqrt{a_2} + \sqrt{a_2} \cos \sqrt{a_1} \sin \sqrt{a_2}) / \sqrt{a_3} \sin \sqrt{a_3}, \\
\lambda_{22} &= (\cos \sqrt{a_2} \cos \sqrt{a_3} - \sqrt{a_3/a_2} \sin \sqrt{a_2} \sin \sqrt{a_3}) / \cos \sqrt{a_1} \\
&= -\sqrt{a_2} \sin \sqrt{a_2} \cos \sqrt{a_3} + \sqrt{a_3} \cos \sqrt{a_2} \sin \sqrt{a_3}) / \sqrt{a_1} \sin \sqrt{a_1}.
\end{align*}
\] (47)

In virtue of the second equation (45), the equality \(\lambda_{11}\lambda_{22} = 1\), where the elements are given by (47), holds true. Next, as follows from asymptotes (37) and (39) at \(\mu = \tau = 2\) (path 4c), the off-diagonal elements \(\lambda_{21}\) on resonance sets (45) are in general non-zero. For this path they are given by

\[
\lambda_{21} = \begin{cases} \\
\sqrt{a_1a_2} \sin \sqrt{a_1} \sin \sqrt{a_2}, & N = 2, \\
\sqrt{a_1a_2} \sin \sqrt{a_1} \sin \sqrt{a_2} \cos \sqrt{a_3} + 2\sqrt{a_1a_3} \sin \sqrt{a_1} \cos \sqrt{a_2} \sin \sqrt{a_3} \\
& + \sqrt{a_2a_3} \cos \sqrt{a_1} \sin \sqrt{a_2} \sin \sqrt{a_3}, & N = 3.
\end{cases}
\] (48)

Setting \(\theta := \lambda_{11} = \lambda_{22}^{-1}\) and \(\alpha := \lambda_{21}\) where these elements are given by (46)-(48), we get the family of point interactions described by the \(\Lambda\)-matrix of form (38). The elements \(\theta\) and \(\alpha\) are determined by the countable sets of solutions to resonance equations (45). Therefore, similarly to the point interaction realized along path 2a on the single-resonance \(\mathcal{K}_3\)-set, the last family may be called ‘multiple-resonant-tunnelling \((\delta' + \delta)\)-potentials of the \(\mathcal{G}\)-type’.

Some particular cases of the potentials given by equations (46)-(48) should be singled out. First, we note that on the \(\mathcal{P}_{2,3}\)-sets, as follows from (46)-(48), the limit transmission matrix \(\Lambda = \pm I\). Similarly to (44), one can consider the following point subsets of the resonance sets \(\mathcal{G}_{2,3}\):

\[
Q_2 := \{a_1, a_2 | \cos \sqrt{a_1} = \cos \sqrt{a_2} = 0\},
\]

\[
Q_3^{(3)} := \{a_1, a_2, a_3 | \cos \sqrt{a_1} = \cos \sqrt{a_2} = \sin \sqrt{a_3} = 0\},
\]

\[
Q_3^{(2)} := \{a_1, a_2, a_3 | \cos \sqrt{a_1} = \sin \sqrt{a_2} = \cos \sqrt{a_3} = 0\},
\]

\[
Q_3^{(1)} := \{a_1, a_2, a_3 | \sin \sqrt{a_1} = \cos \sqrt{a_2} = \cos \sqrt{a_3} = 0\}.
\] (49)

On these subsets matrix elements (46)-(48) are simplified to

\[
\theta := \lambda_{11} = \pm \begin{cases} \\
\sqrt{a_1/a_2}, & N = 2, \\
\sqrt{a_1/a_2}, \quad \sqrt{a_1/a_3}, \quad \sqrt{a_2/a_3}, & N = 3
\end{cases}
\] (50)
and
\[ \alpha := \lambda_{21} = \mp \begin{cases} \sqrt{a_1a_2} / \sqrt{a_1a_2}, & \text{for } N = 2, \\ 2\sqrt{a_1a_3}, & \text{for } N = 3. \end{cases} \] (51)

In the particular case \( a_1 = a_2, a_1 = a_3 \) and \( a_2 = a_3 \), the multiple-resonant \((\delta' + \delta)\)-potentials are reduced to the multiple-resonant \(\delta\)-potentials given by \(\Lambda\)-matrix (10).

A more general case is the symmetric structure of the regularized potential for \( N = 3 \) if \( a_1 = a_3 \) and \( a_2 \) is arbitrary. Here the second resonance condition (45) is reduced to the following two equations:
\[ \sqrt{a_1} \tan \sqrt{a_1} = \sqrt{a_2}(\cos \sqrt{a_2} \mp 1) / \sin \sqrt{a_2}. \] (52)

Using these equations in (47) and (48), we get the limit transmission matrix that describes the two representations of the \(\delta\)-potential with
\[ \theta = \pm 1 \quad \text{and} \quad \alpha = \mp 2a_1 \sin^2 \sqrt{a_1} \] in \(\Lambda\)-matrix (33), where \( a_1 \) depends on \( a_2 \) through equation (52). As regards paths 4d, instead of equation (48) we have \( \lambda_{21} = 0 \), so that for this family of paths \( \Lambda = \pm I \).

Thus, similarly to the families of paths \( jb, jc \) and \( jd, j = 1, 2, 3 \), resulting in the one-point interactions with single resonances, the interactions realized along path 4c (\( \tau = 2 \)) describe an intermediate case with a partial multiple-resonant transmission, while for paths 4b (\( \tau < 2 \)) the limit interactions are opaque and for paths 4d (\( \tau > 2 \)) they are fully transparent being multiple-resonant as well. Everywhere beyond the \( G_{2,3} \)-sets we have the separated point interactions with the Dirichlet conditions \( \psi(\pm 0) = 0 \). Note that the results given by the first equation (45) and formulae (46) have been obtained earlier in [8, 43].

5. Concluding remarks

The main goal of this paper has been to approximate the system consisting of two and three \(\delta\)-potentials (with intensities \( a_j \neq 0, j = 1, 2 \) if \( N = 2 \) and \( j = 1, 2, 3 \) if \( N = 3 \)) by piecewise constant functions and then to investigate the convergence of the corresponding transmission matrices in the squeezing limit as both the width of \(\delta\)-like functions \( l \) and the distance between them \( r \) tend to zero. The admissible rates of shrinking the parameters \( l \) and \( r \) are controlled through the approximation given by equations (15), involving the two powers \( \mu \) and \( \tau \) as well as the parameter \( \varepsilon \to 0 \). For convenience of the presentation, the three-dimensional \((\varepsilon, l, r)\)-cube has been introduced and various paths inside it were considered. Starting from the same three-layer (for \( N = 2 \)) and five-layer (for \( N = 3 \)) potential profile described by (5), a whole family of limit one-point interactions with resonant-tunnelling behaviour has been realized. The resonance sets for these interactions are curves on the \((a_1, a_2)\)-plane \( (N = 2) \) and surfaces in the \((a_1, a_2, a_3)\)-space \( (N = 3) \). The number of resonances (one or infinite) depends on a path, along which the corresponding sequence of transmission matrices has a limit.
For both the cases with $N = 2$ and 3 we single out the four resonance sets named $\mathcal{K}_{2,3}$, $\mathcal{L}_{2,3}$, $\mathcal{F}_{2,3}$, $\mathcal{G}_{2,3}$ and defined by equations (29), (34), (40) and (42), (45), respectively. The first two of these sets describe single and the two others multiple resonances. Accordingly, the one-point interactions realized on these sets belong to $\mathcal{K}$-, $\mathcal{L}$-, $\mathcal{F}$- and $\mathcal{G}$-families and their $\Lambda$-matrices are given by (10), (13) and (33). The $\Lambda$-matrix elements for the interactions of the $\mathcal{K}$- and $\mathcal{L}$-families are single-valued, while for the families $\mathcal{F}$ and $\mathcal{G}$ these elements are multi-valued. All these interactions together with the paths along which they are realized, including the corresponding resonance sets and $\Lambda$-matrices are summarized in table 1. Here the following four subfamilies of one-point

### Table 1. Resonance sets and transmission matrices for resonant-tunnelling point interactions realized along all the possible paths in the $(\varepsilon, l, r)$-cube

| Resonant point interactions | Paths  | Resonance sets $(N = 2)$ | Resonance sets $(N = 3)$ | $\Lambda$-matrices |
|-----------------------------|--------|--------------------------|--------------------------|-------------------|
| $\delta'$-potentials        | 1a     | $\mathcal{K}_2$          | $\mathcal{K}_3$          | (13), (30)        |
|                             | 2a, 3a | $\mathcal{K}_2$          | -                        |                   |
|                             | 4a     | $\mathcal{F}_2$          | $\mathcal{F}_3$          | (13), (11), (43)  |
| $\delta$-potentials         | 1c, 2c | $\mathcal{L}_2$          | $\mathcal{L}_3$          | (10), $\alpha = a_1 a_2$, (35) |
|                             | 2d     | -                        | $\mathcal{L}_3$          | (10), $\alpha = a_1 a_2$ |
|                             | 3c     | $\mathcal{L}_2$          | -                        | (10), $\alpha = a_1 a_2$ |
|                             | 4c     | $\mathcal{Q}_2$, $a_1 = a_2$ | -                        | (33), (50), (51) |
|                             |        | $\mathcal{Q}_2^{[4]}$, $a_1 = a_2$ |                |                   |
|                             |        | $\mathcal{Q}_2^{[2]}$, $a_1 = a_3$ |                |                   |
|                             |        | $\mathcal{Q}_3^{[1]}$, $a_2 = a_3$ |                |                   |
|                             |        | $a_1 = a_3$, (52), (53) |                |                   |
| $(\delta' + \delta)$- potentials | 2a     | -                        | $\mathcal{K}_3$          | (30), (33), $\alpha = a_1 a_3$ |
|                             | 4c     | $\mathcal{G}_2$          | $\mathcal{G}_3$          | (33), (43), (48)  |
| Reflectionless potentials   | 1a     | -                        | $a_1 = a_3$, $2a_1 + a_2 - a_1 a_2 = 0$ | $\Lambda = I$ |
|                             |        | $a_1 = a_2 = 2$          | $a_1 + a_3 = 2$, $2a_1 + a_2 - a_1 a_2 = 2$ | $\Lambda = -I$ |
|                             | 1d     | $\mathcal{L}_2$          | $\mathcal{L}_3$          | $\Lambda = I$ |
|                             | 2d, 3d | $\mathcal{L}_2$          | -                        | $\Lambda = \pm I$ |
|                             | 4a, 4b | $\mathcal{P}_2$          | $\mathcal{P}_3$          | $\Lambda = \pm I$ |
|                             | 4c, 4d | $\mathcal{Q}_2$, $a_1 = a_2$ | -                        | (52), $a_1 = a_3$ |
|                             | 4d     | $\mathcal{Q}_2^{[3]}$, $a_1 = a_2$ |                |                   |
|                             |        | $\mathcal{Q}_2^{[2]}$, $a_1 = a_3$ |                |                   |
|                             |        | $\mathcal{Q}_3^{[1]}$, $a_2 = a_3$ |                |                   |
resonant-tunnelling interactions are singled out: (i) the $\delta'$-potentials (single-resonant of the $\mathcal{K}$- and multiple-resonant of the $\mathcal{F}$-, $\mathcal{G}$-types), (ii) the $\delta$-potentials (single-resonant of the $\mathcal{L}$-type, including multiple-resonant defined on the $\mathcal{Q}$-subsets), (iii) the $(\delta' + \delta)$-potentials (single-resonant of the $\mathcal{K}$- and multiple-resonant of the $\mathcal{G}$-types) and (iv) the reflectionless potentials (single-resonant of the $\mathcal{L}$-type, including multiple-resonant defined on the $\mathcal{P}$- and $\mathcal{Q}$-subsets).

Outside the resonance sets all the one-point interactions become separated with the Dirichlet boundary conditions $\psi(\pm 0) = 0$. The corresponding conditions for the existence of this type of interactions given on the $(a_1, a_2)$-plane and in the $(a_1, a_2, a_3)$-space depend on the paths and they are summarized in table 2.

It should be noticed that in this paper we have restricted ourselves to power parameterization (15). The admissible set of the powers $\mu$ and $\tau$ for realizing point interactions appears to be the set $Q := \{2 \leq \mu \leq \infty\} \times \{1 \leq \tau \leq \infty\}$. Using this parameterization as well as the piecewise constant approximation of the $\delta$-functions in potential (3), it is possible to get the explicit solutions for the corresponding $\Lambda$-matrices and to treat thus the reflection-transmission properties of the one-point interactions directly. It is of interest to note that inside the set $Q$ the resonance sets are single-valued and when approaching the boundary $\{\mu = 2, 1 \leq \tau \leq \infty\}$, the furcation of the resonance sets occurs. Qualitatively, all these results are the same for $N = 2$ and 3, except for the dimension of the resonance sets and the corresponding equations. In principle, a similar straightforward analysis could be carried out for higher $N$ resulting in the same types of one-point interactions with resonance sets $\mathcal{K}_N$, $\mathcal{L}_N$, $\mathcal{F}_N$ and $\mathcal{G}_N$ being $(N - 1)$-dimensional hypersurfaces, however, the corresponding formulae appear to be quite complicated. In the case, if we would like to deal with potentials (5) which admit distributional limits, for instance, the $\delta'(x)$ potential, constraint (34) has to be imposed in addition to sets (29), (40), (42) and (15). Therefore this constraint reduces the dimension of resonance sets by one, so that for $N = 2$, instead of the resonance curves, we have the corresponding set of discrete numbers and for $N = 3$ one-dimensional curves.

| Paths | Non-resonant conditions ($N = 2$) | Non-resonant conditions ($N = 3$) |
|-------|----------------------------------|----------------------------------|
| 1a, 2a | $(a_1, a_2) \notin \mathcal{K}_2 \cup \{0\}$ | $(a_1, a_2, a_3) \notin \mathcal{K}_3 \cup \{0\}$ |
| 1b, 2b, 3b | $(a_1, a_2) \in \mathbb{R}^2 \setminus \{0\}$ | $(a_1, a_2, a_3) \in \mathbb{R}^3 \setminus \{0\}$ |
| 1c, 1d, 2c, 2d | $(a_1, a_2) \notin \mathcal{L}_2 \cup \{0\}$ | $(a_1, a_2, a_3) \notin \mathcal{L}_3 \cup \{0\}$ |
| 3a | $(a_1, a_2) \notin \mathcal{G}_2 \cup \{0\}$ | $(a_1, a_2, a_3) \notin \mathcal{G}_3 \cup \{0\}$ |
| 3c, 3d | $(a_1, a_2) \notin \mathcal{F}_2 \cup \{0\}$ | $(a_1, a_2, a_3) \notin \mathcal{F}_3 \cup \{0\}$ |
| 4a | $(a_1, a_2) \notin \mathcal{P}_2 \cup \{0\}$ | $(a_1, a_2, a_3) \notin \mathcal{P}_3 \cup \{0\}$ |
| 4b | $(a_1, a_2) \notin \mathcal{G}_2 \cup \{0\}$ | $(a_1, a_2, a_3) \notin \mathcal{G}_3 \cup \{0\}$ |
Some of the particular cases for $N = 2$ have been treated in [8, 43, 50]. To conclude, it should be noticed that the approach developed in this paper can be a starting point for further studies on regular approximations of point interactions and understanding the resonant mechanism.
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