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Some organic contaminants, including the persistent organic pollutants (POPs), have achieved global distribution through long range atmospheric transport (LRAT). Regulatory efforts, monitoring programs and modelling studies address the LRAT of POPs on national, continental (e.g. Europe) and/or global scales. Whereas national and continental-scale models require estimates of the input of globally dispersed chemicals from outside of the model domain, existing global-scale models either have relatively coarse spatial resolution or are so computationally demanding that it limits their usefulness. Here we introduce the Nested Exposure Model (NEM), which is a multimedia fate and transport model that is global in scale yet can achieve high spatial resolution of a user-defined target region without huge computational demands. Evaluating NEM by comparing model predictions for PCB-153 in air with measurements at nine long-term monitoring sites of the European Monitoring and Evaluation Programme (EMEP) reveals that nested simulations at a resolution of 1° × 1° yield results within a factor of 1.5 of observations at sites in northern Europe. At this resolution, the model attributes more than 90% of the atmospheric burden within any of the grid cells containing an EMEP site to advective atmospheric transport from elsewhere. Deteriorating model performance with decreasing resolution (15° × 15°, 5° × 5° and 1° × 1°), manifested by overestimation of concentrations across most of northern Europe by more than a factor of 3, illustrates the effect of numerical diffusion. Finally, we apply the model to demonstrate how the choice of spatial resolution affect predictions of atmospheric deposition to the Baltic Sea. While we envisage that NEM may be used for a wide range of applications in the future, further evaluation will be required to delineate the boundaries of applicability towards chemicals with divergent fate properties as well as in environmental media other than air.

Environmental significance

Within a regulatory context, the model-based assessment of the potential of organic chemical for long range atmospheric transport (LRAT) is often accomplished with extremely simple models lacking spatial resolution. The computational efficiency of the nested global modelling approach introduced here should enable future model applications of regulatory and scientific interest that previously were not possible with highly spatially resolved models. This includes (i) the performance of stochastic sensitivity and uncertainty analyses, (ii) the screening of large numbers of organic chemicals for LRAT, (iii) the modelling of complex contaminant mixtures comprised of numerous constituents with divergent LRAT potential, and (iv) model investigations requiring the simulation of large numbers of scenarios.

Introduction

Persistent Organic Pollutants (POPs) have been banned and restricted globally because of possible harm to environment and human health. The justification for their regulation on a global scale is their ability to undergo long-range environmental transport (LRT), which has been established through numerous measurements at remote background sites on national, regional, continental and global scales. Field measurements across geographical scales have been paralleled by regulatory efforts across national boundaries and jurisdictions. At the same time a wide variety of mathematical models has been developed to predict the environmental dispersal of POPs, because a comprehensive understanding of their long-range atmospheric transport (LRAT) and the consequences for sound control strategies cannot be achieved on the basis of measurements alone.
Because POPs reach remote areas mainly by LRAT, networks have been set up to measure their concentrations in air in support of national, regional and global policy objectives. The most comprehensive network in Europe is the European Monitoring and Evaluation Programme (EMEP), which collates POP measurements carried out by national laboratories as part of national programs. Similar arrangements apply to other regional long-term monitoring programs, such as the Arctic Monitoring and Assessment Programme (AMAP), and the joint US-Canadian Great Lakes Integrated Atmospheric Deposition Network (IADN). These programs have generated long-term time trends of POPs in the atmosphere based on data reaching back to the early 1990s. On a global scale, the Global Monitoring Plan (GMP) supports the implementation and effectiveness evaluation of the Stockholm Convention on POPs by synthesizing data on ambient concentrations in air from national, regional and global air monitoring programs.

Monitoring data do not only inform regulatory efforts but are also essential for model evaluations. In the context of LRAT, the utility of multimedia fate and transport models (MFTMs) targeting national scales is limited. Continental-scale MFTMs such as Impact 2002 (ref. 25) or the Berkley-Trent models for North America and Europe suffer from difficulties in accurately defining the advective import of POPs from outside the model domain. This is not an issue for global MFTMs which range from relatively simple evaluative models to dynamic geo-referenced three-dimensional models. Whereas MFTMs rely on simplified descriptions of environmental transport, such as meteorological conditions averaged over the time scale of a month, global high resolution transport models (HRTMs) account for the spatially and temporally highly dynamic nature of atmospheric mixing and removal processes. HRTMs are, for example, capable of realistically predicting the short-term variability in concentrations in air of remote regions, such as the occurrence of LRAT episodes causing temporary concentration peaks. At the same time, HRTMs tend to be computationally too demanding to simulate a wide range of POPs over the decadal time scales reflective of their environmental persistence.

Major challenges therefore still remain in terms of formulating models which have global coverage, high spatial resolution, and the capability of performing a large number of simulations (e.g. for multiple chemicals and scenarios or for sensitivity analyses). In other words, LRAT models which operate across scales to serve multiple needs are largely missing. We propose to address this need through a flexible, nested modelling approach which is (i) less computationally demanding, enabling numerous simulations at coarse resolution, (ii) able to individually target, yet also integrate regional, continental and global scales, (iii) offers higher spatial resolution of receptor regions of scientific and/or regulatory interest, and (iv) dynamic, allowing one to address the environmental response to changes in emissions.

The main objectives of this study are to (i) introduce a new Nested Exposure Model (NEM) for organic contaminants that is designed to meet those requirements, (ii) evaluate different geometries of the model by comparing predictions of variable resolution with each other and with measurements, (iii) apply the model to quantify the relative importance of local sources and advective atmospheric import from elsewhere to the concentrations observed in areas in which European background monitoring stations are located, and (iv) explore how the choice of spatial resolution affect predictions of atmospheric deposition to a specific receiving environment. PCB-153 is used as an example.

Materials and methods

Points of departure

NEM builds upon CoZMo-POP2 (ref. 36) and BETR-Global, two existing dynamic MFTMs for predicting the long-term behavior of persistent semi-volatile organic contaminants in the physical environment. Whereas CoZMo-POP2 is not spatially resolved, the resolution of the global-scale BETR-Global was originally 15° × 15° (lat/long), but recently increased to 3.75°. As all resolutions used here are identical in latitude and longitude we used X° when referring to X° × X° in the remainder of the paper. NEM adopts major parts of the code from CoZMo-POP2 and supplements it with parts of the parameterization of BETR-Global. An advantage of this approach is that these models have undergone extensive evaluations over the years lending credibility to the underlying process descriptions built into NEM. CoZMo-POP2 has been evaluated for PCBs and short-chain chlorinated paraffins. Similarly, BETR-Global has been previously evaluated and applied. By relying on previously documented models and process descriptions, we can restrict the model documentation to those elements of NEM that are novel and make it different from CoZMo-POP2 and BETR-Global.

Nesting

A key feature of NEM is the opportunity to operate the model across different spatial scales and resolutions to focus on a specific region of the globe. By nesting up to five different model domains with user-defined geometries and resolutions, NEM offers increasing resolution with increasing proximity to a given target region of interest. Through sequential calculations, model output obtained from simulating a larger domain with coarse resolution serves to define the boundary conditions for a smaller domain with finer resolution, nested within the larger domain. The nested domain needs to be fully incorporated within the larger domain and rely on boundary conditions derived from one preceding domain alone. This nested approach not only reduces computational demands by limiting simulations at the finest resolution to a user-defined region of interest, but it also allows for the assessment of the impact of spatial resolution on model predictions, all within a consistent modelling framework. The BETR-Global model relies on spatially variable environmental input data. Most of these data sets have been replaced by new global databases as described and summarized below.

Transport

Chemical transport between adjacent grid cells within NEM may occur by air, fresh water and seawater, and is defined on
the basis of data with a monthly temporal resolution and a 0.5° spatial resolution (Fig. S1†). NEM linearly interpolates monthly into daily values. Monthly means of fresh water discharge for the years 2000–2009 are taken from the global freshwater model WaterGAP 2.2c.44 Freshwater flow from a grid cell may occur in eight directions (N, NE, E, SE, S, SW, W, NW) and vertically (inland sinks). Inland sinks are treated as an input of chemical to terrestrial surface media. Outflow cells for run-off into the sea are based on Döll et al.45 Ocean circulation is based on the third version of the Simple Ocean Data Assimilation (SODA3) ocean reanalysis46 for which the horizontal velocities in four directions (N, E, S, W) within the ocean mixing layer and the vertical velocity out of the mixing layer were retrieved (SODA 3.4.2, 30th May 2019). The parameterization of atmospheric transport is re-gridded from BETR-Research.38 The finest resolution in NEM is constrained by the resolution of freshwater transport.

Compartmentalization

NEM includes compartments describing a two-layer atmosphere (representing the boundary layer and the free troposphere),37 forest canopies (needleleaf and broadleaf), soils (forest soils, agricultural soils and uncultivated soils), perennial snow/ice, fresh water and freshwater sediment, as well as seawater and marine sediment (Fig. S1†). NEM additionally includes a seasonal sea ice cover, parameterized on basis of the SODA3 ocean reanalysis. Area fractions for terrestrial compartments are based on the land cover classification from IGBP at 0.5° resolution.47 Some minor adjustments were necessary to align the IGBP database with the requirements of WaterGAP and SODA3. A marine sediment compartment is assumed to be present in all coastal grid cells with run-off into the sea, and for marine grid cells with a seawater depth less than 600 meters. NEM is also integrated with the ACC-Human bioaccumulation model.48

Other environmental input parameters

Long-term monthly means of temperature in air at 2 meters above the surface, wind speed at 10 m and daily precipitation at 0.5° resolution were taken from ECWMF (European Centre for Medium-Range Weather Forecasts – www.ecwmf.int). The durations of dry and wet periods were also calculated with data from ECWMF. Soil organic carbon content at 0.5° resolution was derived from global soil maps.49,50 Monthly seawater temperatures and bathymetry were taken from SODA3.44 The remaining environmental input parameters were adopted from CoZMoPOP2 (ref. 36) or BETR-GLOBAL.38

Physical-chemical properties and emissions

For this initial study, we selected PCB-153 (2,2',4,4',5,5'-hexachlorobiphenyl) because (i) it is representative of the larger group of non-polar organic contaminants (ii) environmental and human exposure to PCBs remains high and toxicologically relevant49,50 (iii) empirical data critical for model evaluation are plentiful, and (iv) a global historical emission inventory for PCBs is available.51,52 Partition coefficients at 25 °C (octanol–water $K_{ow}$, octanol–air $K_{oa}$, and air–water $K_{aw}$) and energies of phase transfer for adjusting those coefficients to temperatures other than 25 °C were adopted from Li et al.53 The rate constant for the gas-phase reaction of PCB-153 with OH radicals at 25 °C, along with the corresponding activation energy, were taken from Brubaker and Hites.54 For reaction rates and activation energies in media other than air, we used the values by Wania and Su.55 The most recent global historical emission inventory for PCB-153 was used to predict environmental concentrations (default scenario).56 Reflecting the observed seasonal variability at a monitoring station influenced by local sources,57 emissions are assumed to vary seasonally following a sine function with the warmest month in each grid cell having emissions 50% above the annual average.

Model scenarios exploring impact of spatial resolution outside a nested European domain

It is well established that numerical diffusion in Eulerian box models with coarse resolution leads to overestimated concentrations in remote areas and underestimated concentrations in source regions.58,59 Global HRTMs employ a fine spatial resolution to overcome this problem, but a fine spatial resolution may not necessarily be required on a global scale when the area of interest is a single confined region. Nevertheless, a coarse spatial resolution outside of a nested region could have an appreciable “edge effect” on model predictions within that region. The maximum number of grid cells in a single simulation in NEM is restricted to ~3000. The number of grid cells is constrained by the available memory within the software used. This limits the finest spatial resolution for a global simulation to 5°. To explore this edge-effect, we performed three global simulations at resolutions of 30°, 15° and 10°, each of which was followed by the simulation of a nested European domain (90°N, 30°W to 30°N, 30°E) at 5° (Fig. S2A†). We also included an additional simulation for the European domain at 5°, in which inflow of PCB-153 was set to zero (Fig. S2B†). The results obtained from a global simulation at 5° then served as the benchmark to which results from the four nested simulations were compared (Fig. S2C†).

Model scenarios exploring impact of spatial resolution within a northern European domain

For model evaluation and application, we studied the impact of spatial resolution within northern Europe (85°N, 30°W to 45°N, 30°E) using three global simulations: non-nested with 15° resolution throughout; non-nested with 5° resolution; and nested with 1° resolution in the nested northern European domain and 5° outside of it (Fig. 1 and S3†).

In all cases, simulations covered the years from 1930 to 2020 at time-steps of 6 hours (30°/15°), 3 hours (10°), 1 hour (5°) and 15 minutes (1°) with results stored six times per year.

Monitoring data

The nested domain was chosen because of the relatively large number of long-term monitoring stations in northern Europe. We used monthly mean concentrations in background air from AMAP54,60 and EMEP61 (ebas.nilu.no) to evaluate the predicted
spatial and temporal trends of PCB-153. The list of stations, station coordinates and years covered is included in Table S1.† The model evaluation is restricted to air because the focus of the model application is on LRAT.

Visualizations

The Normalized Difference Vegetation Index (NDVI) image generated by NASA based on MODIS satellite observations was used for mapping results.

Results and discussion

Spatial resolution outside a nested domain

The advective chemical inflow via air, fresh water and seawater into a nested domain will depend on the emissions outside the nested domain as well as the spatial resolution selected for this external (to the nest) domain. Fig. S4† displays maps of the ratio of PCB-153 concentrations in air obtained for late summer 2015 from each of the nested simulations and those from the global benchmark simulation. If the global simulation was done at 30°, the predicted concentrations in the nested domain were higher than the benchmark simulation by factor of 1.96–1.26 over the entire year. When the global simulation was done at 15° and 10° resolution, that factor was reduced to 1.46–1.05 and 1.09–0.93, respectively. While predictions thus were still higher than in the global benchmark simulation, the increased spatial resolution outside the nested domain reduced the effect of numerical diffusion into the nested domain. Concentrations predicted with the scenario without advective inflow were always lower than in the benchmark simulation, although the difference relative to the benchmark simulation was minor (as low as 2%) in the major source region in central parts of Europe (e.g. UK, Germany and France)31,52 (Fig. S3†).

Larger deviations were predicted for individual grid cells within the nested domain. The maximum ratios over the year for the 5° grid cell in which the Zeppelin monitoring station on Svalbard was located was 1.23 (1.00–1.80). There were also circumstances where predictions based on the global benchmark simulation exceeded predictions from any of the nested simulations, as seen over ocean areas near the western border of the domain (Fig. S4†). However, these minimum ratios were very similar for all of the nested simulations (0.36 at 30°, 0.33 at 15°, 0.36 at 10°). Such results may be anticipated when the global benchmark simulation resolves confined plumes extending outwards from source regions towards the boundaries of the nested domain (see also Fig. 4C). The ability to perform quantitative evaluations within a consistent modelling framework illustrates that this feature can be explored to inform tiered modelling strategies. While inflow into a nested domain from global sources will always be overestimated because of numerical diffusion outside the boundaries, the initial analysis shows that any “edge effect” as seen at the highest latitudes (Fig. S4†) can be greatly reduced by increasing the spatial resolution of the preceding domain (e.g. by further nesting).

Model evaluation

Numerical diffusion can be further minimized by reducing the spatial resolution within the nested domain. Fig. 2 compares predicted and observed concentration time trends of PCB-153 in air at the nine monitoring sites with the longest time series at a spatial resolution down to 1° (Table S1† results for four further sites with shorter time series are found in Fig. S5†). The extent of model—measurement agreement is further evaluated by comparing geometric means of observed and predicted concentrations for the period for which measurement data were available for each site (Fig. 3A). The geometric mean concentrations varied over more than an order of magnitude between sites, from 3.7 pg m⁻³ at Košetice to 0.1 pg m⁻³ at Andoya, and this range is largely captured by the model (Fig. 3A). The three model simulations predict a decline in concentrations at all sites (Fig. 2), consistent with the decline in primary emissions in the model domain over the time-period for which monitoring data are available. The predictions are broadly in line with temporal trends observed at most, but not all, of the sites. For example, a review of long-term temporal trends in Arctic air did

Fig. 1 The map on the left shows the global NEM model domains at the 15° and 5° resolutions. The map on the right shows the location of the air monitoring sites within the nested northern European domain at the 1° resolution.
not identify any downward trend in concentrations of PCB-153 at Størhöföi, but NEM predicts such a decline.

The extent of agreement between predicted and observed temporal trends varies between sites (Fig. 2 and 3). This could be because sampling frequency and duration vary between sites. At the Swedish and Finnish stations weekly samples are collected throughout the year and analyzed in monthly pools, which yields concentrations more directly comparable to the results of a model that relies on variables with a temporal resolution of a month. At Košetice, Størhöföi, and the Norwegian sites air sampling is intermittent. For example, samples at Andøya were collected over 48 hours once per month in 2018. Such intermittently measured concentrations are subject to short-term fluctuations that cannot be captured by NEM. Some variability in model-measurement agreement between sites could also arise because they were generated in different laboratories. Differences of up to a factor two are plausible when trace amounts of PCBs are quantified in air samples.
The extent of agreement between predicted and observed concentrations generally improved with increasing spatial resolution (Fig. 2 and 3). The predicted geometric mean concentration divided by the corresponding measured concentration at 15°, 5° and 1° across all nine sites was, on average, 3.8 (range: 0.8–7.5), 2.4 (range: 1.2–4.3) and 1.5 (range: 0.7–2.4), respectively (Fig. 3B). That these average ratios are larger than 1 implies that the model tended to overestimate observed concentrations of PCB-153 in air, irrespective of the spatial resolution. The tendency for better agreement with increasing spatial resolution was consistent for 7 out of 9 sites, with the notable exception of Košetice for reasons discussed below. There was a slightly better agreement for Râo at intermediate resolution compared to the finest resolution. Overall, the model evaluation shows that differences between observations when averaged over a month and model predictions at higher resolution are comparable to the variability anticipated from differences in sampling and analytical methods used across laboratories involved in the EMEP POPs programme.

Comparison of model results at different resolution

NEM allows for a direct comparison of predictions obtained at different spatial resolution. Predictions at coarse resolution (15°) were 2–5 times higher than those at the finest resolution (1°) at all sites except Košetice (Fig. 3C). As the comparison of air concentrations at different resolution in Fig. 3C is restricted to grid cells containing monitoring stations, Fig. 4 displays maps with concentrations predicted with NEM, exemplified for late summer 2015, with three different resolutions as well as a map of the ratio between predictions obtained at the coarsest and the finest resolution. Similar plots for other points in time during 2015 are included in the ESI (Fig. S6–S8†). The three first panels in Fig. 4 highlight the effect of numerical diffusion on the predicted spatial dispersion of PCB-153. Concentrations in the northwestern part of the domain are clearly elevated at coarse resolution, whereas at fine resolution higher concentrations are predicted in central Europe in the southeastern part of the model domain, comprising the major PCB source regions (Fig. S3†).

The maps in Fig. 4 suggest that a coarse resolution overestimates atmospheric dispersion and thereby overestimates concentrations in air across much of the domain. Concentrations predicted at 15° resolution were, on average, 3.4 times higher than those at 1° (Fig. 4), with the factor varying from 2.2 to 3.4 over the year (Fig. S9†). The difference between predictions obtained at 5° versus 1° was less pronounced, varying by a factor between 1.5 and 1.8 during 2015 (Fig. S10†).

In sharp contrast to most of the model domain, concentrations predicted for the southeastern PCB source regions at the 1° resolution were much higher than predictions at 15°. This is also a result of overestimated atmospheric dispersion from major source regions at coarse resolution. Košetice is the only sampling site that falls into that part of the model domain, which explains why it is also the only one where an increasing spatial resolution does not improve model-measurement agreement (Fig. 3B). The apparent better model-measurement agreement for Košetice at coarse resolution (Fig. 2 and 3B) may suggest that emissions affecting the 1° grid cells containing Košetice are overestimated. We attribute this to uncertainties in the emissions inventory which spatially distributes national emissions using population densities. While this might be a fair
approximation for models operating at a coarse resolution, it becomes increasingly unrealistic at finer spatial scales, e.g. because facilities treating PCB-containing waste are not necessarily located in the most densely populated areas of a nation. This suggests that the ability of the model to resolve spatial variability in concentrations in or close to PCB source regions is constrained by the accuracy of the emission inventory at finer resolution.22 Furthermore, an accurate description of atmospheric dispersion becomes increasingly important when a station is located close to an area with strong emissions.

Fig. 4 also helps to explain the tendency towards better agreement with increasing spatial resolution, especially if the emissions inventory at 1° reveals a high spatial variability in emission strength within a 15° cell (Fig. S3†). A notable example is the 15° grid cell containing Birkenes in southern Norway (Fig. 1), for which predictions exceeded measurements by almost a factor of 8 (Fig. 2 and 3). This is because the same 15° grid cell also comprises major source regions in Central Europe. Simulations at higher resolution result in stronger modeled concentration gradients within that 15° cell (Fig. 4, lower panel). The map in Fig. 4 (lower panel) helps to identify regions where increasing spatial resolution is expected to be particularly important. These are regions with steep concentration gradients. Reducing model resolution reduces concentration gradients by two mechanisms: averaging out gradients within a cell, and flattening out gradients between cells (Fig. S9 and S10†).

Applying NEM to compare inflow versus in-cell emissions

It is of interest to assess whether atmospheric burdens within a certain region are mainly controlled by atmospheric inflow from the outside or primarily dictated by emissions within the region. The ratio of these two flows is a measure of the remoteness of the location from sources, assessed on the scale of the grid cell. Whether this grid cell is remote or not will therefore depend on the resolution of the model. How to choose suitable measurement sites has been a topic within EMEP for many decades, dating back to assessments of LRAT for acidifying pollutants.14,15 EMEP aims to sample at background sites where the air and precipitation quality parameters are representative of a larger region.14,15 Since an important objective of monitoring in EMEP is also to evaluate atmospheric transport models, the size of the area a site is expected to represent has historically been constrained by the spatial resolution of early EMEP models. Compared to air pollutants that are more easily measured, monitoring sites for POPs are very limited in number (Fig. 1).15 We therefore applied NEM to assess how representative a site is in terms of remoteness within the area (grid cell) in which they are located.

We calculated the fraction of the total PCB-153 input to a grid cell that is originating from outside this cell, i.e. is not attributed to local emissions within that cell. We caution that this measure assumes that any molecule which were initially emitted in a grid cell never returns. This calculation was done for the grid cells containing air monitoring sites and for different spatial resolution (Fig. 5). If a site is located within a cell without emissions, atmospheric inflow is the only source of PCB-153. This is the case for Zeppelin, irrespective of the spatial resolution, as well as for Andøya at 1°. For most sites and resolutions, inflow from the outside dominates, making a contribution of more than 75% (Fig. 5). The notable exception was the 15° grid cell containing Birkenes and Råö/Rörvik, where only ~27% of the PCB-153 is estimated to originate from outside. This occurs because this cell comprises areas with high emissions in central Europe as well as parts with comparatively low emissions, including the regions where Birkenes and Råö/Rörvik are located (Fig. 4 and S3†). This leads to a high estimated contribution from local emissions at coarse resolution, which is not representative of the actual situation at those sites. At increasing resolution, these and many other sites become increasingly influenced by atmospheric inflow. At 1°, atmospheric inflow is predicted to contribute close to 100% of PCB-153 to the cell containing Birkenes, and ~92% to that containing Råö/Rörvik. The general pattern of decreasing influence of local emissions with increasing resolution indicates that the sites are generally remote within the larger region in which they are located. The exception is Störhöfö where local sources make the highest contribution at a resolution of 5°. This is because at that resolution Störhöfö shares a cell with Reykjavik (61°14′N, 21°94′E), where most of the Icelandic PCB emissions are assumed to occur, but at a 1° resolution they are in separate cells. At a resolution of 15° (Fig. 4), Icelandic emissions become negligible when distributed within a very large grid cell. A similar situation to Störhöfö is evident for High Muffles (coastal site in N. England) and Westerland (west coast of Germany, close to the Danish border) which both are seen as remote at a resolution of 1°, but not 5° (Fig. S3†).

A numerical threshold is required to define a grid cell as remote or not. If an (arbitrary) cut-off of less than 95% is chosen, then the cells containing Störhöfö and Zeppelin will be defined as remote at all model resolutions. The cells containing Andøya and Birkenes are remote at 5°, Aspvreten and Košetice at 1°; while Pallas falls just below this threshold at 1° (94.9%). The cell containing Råö/Rörvik which always includes Göteborg, the second largest city in Sweden, is not defined as remote at any spatial resolution (91.5 at 1°). To what extent a grid cell containing a specific background monitoring station is remote...
therefore depends on the model resolution, while a threshold is required to identify whether the cell is remote or not. If the site is close to source regions, the desirable spatial resolution is likely to be higher and will depend on the grid cell’s source proximity.

The simple approach used herein, calculating emissions vs. inflow to assess whether and to what extent a site monitors LRAT, resembles attempts to establish measures of remoteness using generic emission scenarios e.g. If realistic emission scenarios are available, NEM can help to plan where to collect air samples. Fig. S11† shows results across the model domain at 15°, 5° and 1°. Applying the cut-off at 95% for model predictions at 15°, 7 out of 16 grid cells will qualify as remote. The two adjacent grid cells which include the UK (60°N, 15°W to 45°N, 0°E) and Germany/France (60°N, 15°W to 45°N, 0°E) are predicted to be predominantly controlled by emissions within these grid cells. The percentage inflows are predicted to be 41.9% and 26.6% respectively. Rås/Rörvik and Birkenes fall into the latter grid cell (Fig. 5). At a resolution of 5°, 34 grid cells qualify as remote. Two out of the 108 grid cells in total are predicted to be mainly controlled by emissions, rather than inflow. These two cells cover central parts of England (55°N, 5°W to 50°N, 5°W) and central parts of France (50°N, 0°W to 45°N, 5°E) with predicted inflows of 33.2% and 48.3%, respectively. At a resolution of 1°, emissions occur in 666 out of 2400 grid cells in total whereby 463 grid cells classify as remote. Only a single grid cell (London) is predicted to be predominantly influenced by local emissions (48.8% inflow) at 1° resolution. The results presented in Fig. S11† summarize how numerical diffusion both leads to overestimated atmospheric dispersion from major source regions and LRAT into remote northern sites.

Applying NEM to resolve spatial gradients in atmospheric deposition to the Baltic Sea

The occurrence of PCBs in the Baltic Sea has been extensively studied for more than half a century, e.g.72 Previous studies have highlighted the role of atmospheric deposition and air–sea exchange in controlling the levels and fate of PCBs in the Baltic Sea. e.g.16,17† A review of temporal trends of PCBs in biota over ~30 years across the Baltic Sea suggested that airborne transport has been the key factor controlling contaminant burdens in the Baltic Sea, with local and regional sources and LRAT all having played a role.52 It follows that accurate quantification of atmospheric input is crucial for understanding the fate of PCBs in the Baltic Sea. Because this body of water extends from PCB source regions in the Southwest to more remote regions in the North, predictions of atmospheric inputs are likely to depend strongly on spatial resolution. We have therefore compared the atmospheric deposition of PCB-153 to the Baltic Sea in 2015, when calculated with NEM at resolutions of 1°, 5° and 15° (Fig. S12–S14†). The atmospheric deposition predicted at 15° generally exceeded predictions at the finest resolution by a factor of about ~2 (1.5–2.2) for the Baltic Sea as a whole during most of the year except for the late fall (0.7) (Table S2†). Differences are much more pronounced for individual sub-basins, with discrepancies in estimated deposition for the Bothnian Sea (defined as the Baltic Sea >60°N) during winter, and the Kattegat/Skagerrak region (<15°E) during summer, occasionally exceeding one order of magnitude for individual grid cells (Fig. S15†). This example highlights the significance of numerical diffusion for compartments other than air, and the need for fine resolution when targeting specific receiving environments of interest.

Conclusions

The NEM model allows for both targeting and integrating regional, continental and global scales through nesting. The effect of numerical diffusion has been explored by varying the spatial resolution selected outside of a nested European region simulated at 5°. This “edge effect” was found to be most pronounced for grid cells at the boundaries of the highest latitude, but it was greatly reduced by increasing the spatial resolution outside the nested domain from 30° to 10°. The evaluation for the nested northern European model domain, simulated at 1°, demonstrated a very good agreement with concentrations of PCB-153 in air measured at nine long-term monitoring sites. While there was a slight tendency to overestimate observed concentrations in air, the deviations between predictions are comparable to the variability expected from differences in sampling and analytical methods alone. The model predicted that ~92% or more of the atmospheric burden within the grid cells containing an EMEP site can be attributed to advective atmospheric transport from outside those cells at a resolution of 1°. However, the ability of the model to resolve spatial variability in concentrations within or adjacent to PCB source regions becomes increasingly constrained by the accuracy of the emission inventory at finer resolution.

An advantage of NEM is the ability to flexibly select spatial resolutions and nesting strategies in a way that matches the resolution of the emission inventory, rather than operating HRTMs on the basis of emissions data that are more coarsely resolved than the model. The latter approach may lead to an overparameterization with respect to the available emission inventory. For some countries and regions more highly spatially resolved emission inventories may be available than what is available at coarser scales (e.g. globally). Under such circumstances, NEM allows for a harmonized nesting strategy which matches the model resolution to the available emission inventories at various scales.

An obvious advantage of a nested modelling strategy is that its computational efficiency allows for simulations of large number of substances (e.g. complex mixtures or groups of chemicals). Multimedia models have been shown to be suitable for simulating the fate of complex compound mixtures based on defining input parameters for blocks of closely related substances, e.g. hydrocarbon mixtures in gasoline or different formula groups of the short-chain chlorinated paraffins. However, while previous efforts of this type were restricted to relatively simple non-spatially resolved models, NEM opens up the possibility to simulate spatial and temporal aspects of the fate of contaminant mixtures, e.g. by investigating
how mixture composition will change in space and time. This is feasible because a nested approach allows for spatially resolved, dynamic simulations of dozens of mixture components with reasonable computational resources. It should also be feasible to screen large numbers of chemicals for LRAT with a NEM-based approach, when spatial variability in LRAT is an important aspect of the assessment.77–79

The scope of testing and applying the model in this study was restricted to PCB-153 in air within northern Europe. There clearly is a need for future efforts to test the model for other regions, contaminants and compartments to help identify areas for further improvements as well as to characterize the domain of applicability. However, the flexible model geometries and resolutions make us optimistic that NEM will prove useful in future studies of scientific and/or regulatory interest. The choice of resolution will depend on the purpose and requirements of a model simulation as illustrated for the Baltic Sea. Ideally, a simulation using NEM should be done at the finest resolution achievable with the available computing resources (i.e. model and CPU time). As those resources will always be restricted, NEM offers a rationale for targeting most of the limited resources towards those aspects of a model simulation which are of greatest interest.
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