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Abstract

Most work in graph-based recommender systems considers a static setting where all information about test nodes (i.e., users and items) is available upfront at training time. However, this static setting makes little sense for many real-world applications where data comes in continuously as a stream of new edges and nodes, and one has to update model predictions incrementally to reflect the latest state. To fully capitalize on the newly available data in the stream, recent graph-based recommendation models would need to be repeatedly retrained, which is infeasible in practice. In this paper, we study the graph-based streaming recommendation setting and propose a compositional recommendation model—Lightweight Compositional Embedding (LCE)—that supports incremental updates under low computational cost. Instead of learning explicit embeddings for the full set of nodes, LCE learns implicit embeddings (i.e., through a composition function based on their interactions in the graph). This provides an effective, yet efficient, means to leverage streaming graph data when one node type (e.g., items) is more amenable to static representation. We conduct an extensive empirical study to compare LCE to a set of competitive baselines on three large-scale user-item recommendation datasets with interactions under a streaming setting. The results demonstrate the superior performance of LCE, showing that it achieves nearly skyline performance with significantly fewer parameters than alternative graph-based models.

1 Introduction

Real-world recommender systems face a number of important challenges in practice. First, they need to be able to model the richness of user-item and user-user interactions. Graph-based recommender systems are an excellent fit for this as they frame recommendation as a link prediction task on the user-item graph [10, 32, 36]. Another substantial challenge is the dynamic nature of the interaction data that recommendations are based on. For example, on most content platforms, users continuously interact with items (e.g., subscribe to a channel, visit a location) and with each other (e.g., exchange messages, co-edit a document).

Despite the fact that graph-based data often arrives in a streaming fashion, much of the work on graph-based recommendation has focused on static settings, where all information about the test nodes (users/items) is assumed to be available for model training and assumed to be constant throughout. This assumptions limits a models ability to perform well cold-start settings and also bares high computational costs in practice since models need to be retrained regularly. In this paper we take a step towards a more realistic recommendation setting and focus on the task of top-k recommendation under streaming data. In top-k recommendation the goal is to recommend items that match users’ long-term interests and will be consumed at some point in the future. This is different from sequential (often also called session-based or dynamic) recommendation where the task is to predict the next item(s) that a user is going to consume [12, 13, 20, 22, 30, 34].

More specifically, in this paper, we formalize the problem of graph-based recommendation in an incremental streaming setting and we propose a partially compositional model to make future recommendations efficiently. We assume that one node type (users or items) is more amenable to “static” representation than the other (e.g., items). This could mean that the activity changes more slowly so that less frequent updating is needed, or the size of the node set is small enough to relearn representations regularly. Then our model will learn a static representation for one node type (e.g., items) and learn an implicit, compositional function to calculate the representation of the other nodes (e.g., users).

Our approach, which we call Lightweight Compositional Embeddings (LCE) allows us to: (i) Efficiently update recommendations over time without having to regularly relearn the model, (ii) Efficiently represent embeddings with fewer parameters compared to fully-explicit models, (iii) Make partially inductive recommendations (i.e., for new users or items depending on the choice above). While there are other approaches that employ compositional functions, most of them are transductive and thus are unable to support incremental updates [14, 25]. Table 5 in Appendix (Sec. A.1) compares LCE with related methods in more detail.

For empirical evaluation, we employ an incremental replay protocol to effectively assess the performance of recommendation systems in real-world streaming settings. Our empirical results show that LCE, with partially-implicit representations, is able to effectively utilize incremental information to substantially improve performance, with a more compact model compared to alternatives. We also evaluate LCE performance when considering cold-start items and show significant improvement over the two baselines that are able to make predictions for unseen items. Finally, we investigate LCE performance in a production recommendation setting in Microsoft Teams and show improved performance over Light-GCN. We further include ablation experiments to show that LCE is able to (i) more effectively utilize incremental information, and (ii) approach skyline performance more quickly than alternatives.

In summary, our contributions include:

- Formalization of the setting of graph-based recommendation under incremental streaming
- Development of a compositional graph-based method (LCE) that supports efficient incremental updates in a partially inductive setting
2 PROBLEM FORMULATION AND NOTATION

In this paper, we develop and evaluate our method in what we call the incremental streaming setting. In it, we assume that there exists some fixed future graph \( G_{\text{final}} = (V_{\text{final}}, E_{\text{final}}) \) whose edges form the target of our prediction. Nodes are split into two types (users and items), \( V = U \cup W \) with no edges between items as item-item interactions are rare in practice. We do not get to observe the entire set of edges \( E_{\text{final}} \) or nodes \( V_{\text{final}} \) at the start but only subsets of them \( E_t \) or \( V_t \) at the beginning - at a point in time we denote with \( t_0 \). Now, as time moves forward, we get to see an increasing number of edges \( E_t \) and nodes \( V_t \) from \( G_{\text{final}} \). This process can also be seen as sampling without replacement from the edge set and nodes sets of \( G_{\text{final}} \). We assume a partially inductive setting, where new nodes of only a certain type (i.e. user or item) can arrive over time, and the other type of nodes are known at \( t_0 \), i.e., \( V_t = W_t \cup U_{\text{final}} \).

We assume that we are allowed to train a model once for \( t_0 \), a step we will refer to as offline batch training. After that, the model goes through \( K \) rounds of online incremental updates where it observes new edges and nodes as it is asked to produce updated predictions. More specifically, the prediction target is the edge set \( E_{\text{final}} \) and the goal is to condition predictions on the graph \( G_t \), even though we can only estimate model parameters on \( G_t \).

Figure 1 illustrates the incremental streaming scenario with an evolving user-book graph where user-user edges represent trust relations and user-book edges indicate read books. The middle graph corresponds to an incremental update step \( t \) where a new book \( E \) and three blue dotted edges were added to the graph. The rightmost graph represents the final graph \( G_{\text{final}} \) where the green edges were added and also form the prediction target.

3 LIGHTWEIGHT COMPOSITIONAL EMBEDDINGS

The key idea of our approach, Lightweight Compositional Embeddings (LCE), is to only explicitly learn embeddings for one set of nodes - either \( U \) or \( W \) - and then compute representations for the other set of nodes via a composition function. In practice, one would typically choose to represent the smaller node set (either \( U \) or \( W \)) explicitly. This enables LCE to efficiently update under a streaming setting, as well as substantially reduces overall model size. During the offline initialization step, we fit the explicit embeddings and aggregation parameters in the LCE model as usual on the training set, propagating information from embeddings via simplified GCN layers. Afterwards, during each incremental update step, we re-compute the compositional embeddings with the new edges from each step and also compute new prediction scores.

3.1 LCE model

We start with a general description of the LCE model before turning to training and inference details. For ease of exposition, let us assume that we chose to learn explicit embeddings for \( u \in U \) and represent \( w \in W \) implicitly through a composition function. LCE then represents each user \( u \) via a pair of explicit embeddings \( (z_u, \tilde{z}_u) \in \mathbb{R}^d \times \mathbb{R}^d \), enabling the model to use different embeddings for aggregation and scoring. Large letters denote matrices, e.g., \( Z_U \) is the matrix one obtains by concatenating all \( z_u \) from \( U \). Let us use \( z_w \) to denote the compositional embedding of \( w \in W \) that are derived from \( Z_W \) via the graph interactions. Given representations \((z_u, \tilde{z}_u) \) and \( z_w \), we model the probability of an edge existing between user \( u \) and item \( w \) as

\[
S(u, w) = \sigma(z_u^T z_w),
\]

where \( \sigma \) is the well-known sigmoid function.

Inference. To generate recommendations we compute the scores \( S(u, w) \) for user \( u \) on all items \( w \) and sort them in descending order to produce a ranking \( w_1, w_2, \ldots, w_{|W|} \).

Compositional embeddings. To generate embeddings \( z_w \) for each \( w \in W \), LCE follows the process in Eq.3. First, we compose the initial embeddings for each item \( w \in W \) by aggregating embeddings from the incoming edges of \( w \) within a given graph \( G \):

\[
z_w^{(0)} = f(\{z_u\}_{u \in N_C(w; G)})
\]

Here, \( N_C(w; G) \) is the set of neighboring users for item \( w \), and \( f(\cdot) \) is a composition function (e.g. mean pooling, sum pooling) which generates the input layer embedding \( z_w^{(0)} \) as the average or sum of the explicit embeddings \( z_u \) according to past user-item interactions. The impact of this choice is generally small as our empirical result shows, but we note that this is an additional hyperparameter that can be optimized.

\( G \) denotes the adjacency matrix of a graph which will be specified in the following two subsections. We stack \( L \) graph convolution layers to pass around information from the neighborhood. For each node \( v \in U \cup W \), we compose its embedding \( z_v \) as follows:

\[
\begin{align*}
z_v^{(1)} &= \text{agg}(\{z_u^{(0)}\}_{u \in N_C(v; G)}) \\
\cdots \\
z_v^{(L)} &= \text{agg}(\{z_u^{(L-1)}\}_{u \in N_C(v; G)}) \\
z_w &= \text{agg}(z_w^{(0)}, z_w^{(1)}, \ldots, z_w^{(L)})
\end{align*}
\]

where \( N_C(v; G) \) is the set of all the neighbors for node \( v \) in graph \( G \) that might include both users and items. The \( \text{agg} \) function denotes an aggregation function corresponding to a graph convolution operator which generates \( l \)-th layer’s node representation from \((l - 1)\)-th layer’s representation of the target node and its neighbor nodes.

Note that the convolution function (Eq.3) is applied for all nodes, but the final composition (Eq.4) is only used to calculate implicit embeddings for nodes \( W \). Similar to LightGCN [10] which showed that typical aggregation functions can be suboptimal in recommendation tasks, we adopt a simplified design for the convolution layers where the aggregation function is mean pooling and the layer-wise transformation function is simply the identity mapping.

3.2 Offline batch training

As mentioned before, we train the model once on a batch of offline data before it enters the streaming phase. Let \( \Theta \) denote the set of all parameters in our model. We initialize the matrices of
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Figure 1: An example graph illustrating the streaming scenario we are addressing in this paper. Given a graph at time \( t_0 \) — here, between users and books — new edges (blue) and items node (here: book E) arrive at timesteps \( t_1, t_2, \ldots \), which the model has to take into account when making predictions for edges in the final graph at \( t_{final} \).

### 3.3 Online incremental (streaming) updates

After offline training, we fix the explicit embeddings \((Z_U, Z_I)\) and re-compute embeddings \(Z_W\) as follows. Given a new graph \( G_t, k > 0 \), we use the new adjacency matrix \( G_t \) in place of \( G \) to initialize item embeddings via Eq.2 and follow Eq.3 to obtain the final embedding for \( w \), again plugging in \( G_t \) for \( G \). Finally, we obtain new recommendation scores via Eq.1 on missing edges between users and items.

### 4 EMPIRICAL EVALUATION

Through our experiments, we seek to answer the following research questions:

1. How does our proposed method fare against a competitive set of baselines? Particularly, can the models effectively use incremental updates to improve model performance? (→ Sec. 4.4)
2. How much does performance improve over the offline setting? (→ Tables 3, 6, Fig. 2)
3. How close do they get to skyline performance (i.e. retraining models with all available data)? (→ Fig. 2)
4. How do they perform when including cold-start items during streaming? (→ Fig. 3)
5. How important are the various components of LCE? Does performance suffer if the components are removed/varied? (→ Sec. 4.5)
6. How does the choice of compositional embedding affect performance? (→ Sec. 4.6)
7. How close do they get to skyline performance (i.e. retraining with all available data)? (→ Fig. 2)
8. How do they perform when including cold-start items during streaming? (→ Fig. 3)
9. How will LCE perform in a production recommendation system? (→ Sec. 4.7)

### 4.1 Replay protocol

For the overall experimental setup, we implemented the scenario introduced in Section 2 as follows. There are three larger splits of the data – an offline dataset to train \((G_{train})\) on with a validation set \((G_{val})\), \(K\) different chunks of streaming data \((G_{t})\), and the test data \((G_{final})\). This is also shown in Figure 1.

For each method to evaluate, we first train a model \(M_{t_0}\), using the training portion offline data \(G_{t_0}\), and pick the best hyperparameters on the validation test \(G_{val}\). During the streaming phase, we regard the model parameters as fixed and only feed new inputs \(G_{t_i}, i = 1, \ldots, K\) to the model \(M_{t_i}\). We will also report skyline performance later which is the performance of a model that was completely retrained with all data up to and including \(G_{t_i}\). Let \(M_{t_i}\) denote the skyline model one gets from the latter. To measure recommendation performance, we rank all possible user-item edges with negative sampling.

### 4.2 Data

We consider the following three datasets for our experiments whose statistics are shown in Table 1. They differ in the time span and user/item ratio, and the user-item graph density. For example, the Yelp dataset contains the reviews from 20K users for 37K items over the time period of three years, whereas the Epinions dataset contains much sparser user-item interactions with fewer users (~10K) but more items (~88K) over ten years. More details about each dataset are listed below:
were chosen so as to ensure that (i) we have enough users from offline, streaming and test sets used for hyper-parameter tuning. The overall proportions of the offline data makes up the validation set, while the streaming performance refers to the scenario when the offline portion of our dataset, \( G_{\text{train}} \), is used for training, while the streaming performance refers to the scenario when the streaming data is used for inference using the same trained model. In the streaming scenario, we report performance after seeing the last chunk of streaming data \( G_{\text{test}} \).

4.3 Baselines

We consider both popular recommendation methods (ALS, SLIM, ENSFM, etc.) and graph-based method (LightGCN). Table 2 lists the characteristics of the various baselines and our model. These methods differ in structure (i.e. shallow v.s. deep or graph-based), model parameterization (i.e. whether explicitly learn user/item embeddings) resulting in the difference in model parameters.

The implementation details (e.g. hyper-parameter tuning) of each baseline method can be found in the appendix. For fair comparison, we feed matrix-factorization based algorithms a user-(item \( U \) or user) matrix by concatenating the user-user interaction matrix with the user-item matrix.

- **Top-Popu**: recommend most popular items.
- **Alternative Least Squares (ALS)** [11, 27].
- **Efficient Non-sampling Factorization Machines (ENSF) [4]**. We represent the user-item graph as one-hot feature vectors.
- **LightGCN** [10]: LightGCN is a state-of-the-art graph-based model for collaborative filtering. To leverage the social network information, we feed the heterogeneous graph including both user-item and user-user edges instead of the bipartite graph considered in the original paper.
- **LightGCN**: a graph vertex ranking recommendation method that re-ranks items based on 3-hop random walk transition probabilities.
- **LightGCN**: a graph vertex ranking recommendation method that re-ranks items based on 3-hop random walk transition probabilities.

4.4 Comparison with baseline methods

Table 3 shows the streaming recommendation performance in terms of recall@20 and nDCG@20 of baseline methods and our method (including its variants) on the three datasets. The offline performance refers to the scenario when the offline portion of our dataset, \( G_{\text{train}} \), is used for training, while the streaming performance refers to the scenario when the streaming data is used for inference using the same trained model. In the streaming scenario, we report performance after seeing the last chunk of streaming data \( G_{\text{test}} \). Comparing the offline and streaming results, almost all the methods are able to utilize the streaming data effectively to improve streaming performance, with the only exception of LightGCN on Yelp dataset.

---

**Table 1: Density, user-item ratios, and temporal window sizes (used for creating data splits) for the three datasets we used during evaluation.**

| Dataset          | Yelp   | Epinions | LibraryThing |
|------------------|--------|----------|--------------|
| # users          | 20,458 | 10,277   | 16,894       |
| # items          | 37,552 | 87,791   | 59,079       |
| graph density    | 0.079% | 0.023%   | 0.037%       |
| offline window   | 24 months | 48 months | 50 months   |
| streaming window | 3 months  | 12 months | 12 months   |
| test window      | 6 months  | 5 years   | 3 years     |

**Table 2: Properties of baselines used in our experiment. We compare to a mix of classic factorization-based approaches and deep/graph-based models. RW="random walk".**

| method         | architecture | embeddings | model size |
|----------------|--------------|------------|------------|
| RP^3           | RW           | none       |            |
| ALS            | MF           | user + item |            |
| SLIM           | MF           | item       |            |
| ENSFM          | Deep MF      | user + item |            |
| LightGCN       | GNN          | user + item |            |
| LCE            | GNN          | user or item | 2|U| \cdot d |

**Yelp.** The Yelp dataset is adopted from the latest Yelp challenge which includes time-stamped reviews from Yelp users from the year of 2017 to 2019. The local businesses like restaurants and bars are viewed as the items, and the user-item interactions are reviews given to the restaurants.

**Epinions.** This dataset contains timestamped product reviews and the trust network amongst users [28].

As the number of items is much more than number of users in the three datasets, we learn explicit embeddings for users and compositional embeddings for items to have a more compact model. Also, since some baseline models (e.g. LightGCN, ENSFM) do not support cold-start items, we primarily consider a transductive setting where all items and users are known during offline training, and also introduce a partially inductive setting, which includes cold-start items, for evaluation in Sec. 4.4.2.

**4.2.1 Data splits.** To create the splits mentioned in Figure 1, we split the user-item interactions by their timestamps into three sets (i.e. offline, streaming and test) and use all the user-user edges for offline training. The last 10% of the offline data makes up the validation set used for hyper-parameter tuning. The overall proportions were chosen so as to ensure that (i) we have enough users from \( G_{\text{final}} \) that also appear in \( G_{\text{test}} \), and (ii) have enough observations to perform the incremental streaming updates. The streaming portion was divided into three equally sets \( G_{\text{test}}, G_{\text{train}}, \) and \( G_{\text{eval}}, \) and we assess model performance under increasing amounts of streaming data in Section 4.4.1. The specific split sizes are shown in the bottom part of Table 1.

**4.3 Baselines**

We consider both popular recommendation methods (ALS, SLIM, ENSFM, etc.) and graph-based method (LightGCN). Table 2 lists the characteristics of the various baselines and our model. These methods differ in structure (i.e. shallow v.s. deep or graph-based), model parameterization (i.e. whether explicitly learn user/item embeddings) resulting in the difference in model parameters.

The implementation details (e.g. hyper-parameter tuning) of each baseline method can be found in the appendix. For fair comparison, we feed matrix-factorization based algorithms a user-(item \( U \) or user) matrix by concatenating the user-user interaction matrix with the user-item matrix.

- **Top-Popu**: recommend most popular items.
- **Alternative Least Squares (ALS)** [11, 27].
- **Efficient Non-sampling Factorization Machines (ENSF) [4]**. We represent the user-item graph as one-hot feature vectors.
- **LightGCN** [10]: LightGCN is a state-of-the-art graph-based model for collaborative filtering. To leverage the social network information, we feed the heterogeneous graph including both user-item and user-user edges instead of the bipartite graph considered in the original paper.
- **LightGCN**: a graph vertex ranking recommendation method that re-ranks items based on 3-hop random walk transition probabilities.
- **LightGCN**: a graph vertex ranking recommendation method that re-ranks items based on 3-hop random walk transition probabilities.

To test each of these methods, we adopt the same temporal data split and the incremental replay evaluation protocol. The only exception is for ENSFM [4] method. Since it does not support incremental updates, we retrain the model from scratch using both offline and streaming data for the streaming setting.

**4.4 Comparison with baseline methods**

Table 3 shows the streaming recommendation performance in terms of recall@20 and nDCG@20 of baseline methods and our method (including its variants) on the three datasets. The offline performance refers to the scenario when the offline portion of our dataset, \( G_{\text{train}} \), is used for training, while the streaming performance refers to when the streaming data is used for inference using the same trained model. In the streaming scenario, we report performance after seeing the last chunk of streaming data \( G_{\text{test}} \). Comparing the offline and streaming results, almost all the methods are able to utilize the streaming data effectively to improve streaming performance, with the only exception of LightGCN on Yelp dataset.

Our proposed method LCE consistently out-performs all the baselines, especially when streaming data is available. To test the statistical significance of the performance gain, we conduct paired...
t-tests with alternative hypothesis that LCE performs better than the baseline, and mark Table 3 with ★ when \( p < 0.05 \).

Among the baselines, LightGCN and SLIM are the two strongest models. More specifically, SLIM achieved better nDCG scores than LightGCN but lower recall scores, meaning that the sparse model (i.e. SLIM) is not as effective at retrieving all relevant items as it is for ranking them accurately. Note however that, under the same embedding dimension, LCE has fewer parameters than LightGCN when the size of the implicitly embedded node set is larger than that of the explicitly embedded set (see Table 2). Moreover, LCE performance is significantly better than LightGCN across the three datasets. See Appendix Appendix A.5 for more results on model capacity vs. performance.

The ENSFM model achieved better performance than SLIM on Yelp, but not on the other two datasets. Note that we do not have additional features (e.g., user features) as input which is typical for factorization machine-based methods, thus it might limit the strength of ENSFM in our setting. The shallow models ALS and top-popu in general perform worse than the other deep(er) models, which also indicates that more complex model (i.e. deep, graph-based) can better capture the signals from past interactions for recommendation.

4.4.1 Utilizing streaming data with incremental updates. To further investigate if LCE is able to effectively utilize the streaming data comparing to the sky line performance when retraining with full data, we compare the streaming performance using incremental updates (the default setting) vs. skyline performance when retraining the model from scratch with full (i.e. offline + streaming) data.

We show the model performance with incremental updates (solid lines) and with model retraining (dotted lines) on the three datasets in Figure 2. Again, we can see that our method LCE consistently out-performs the three baselines (LightGCN, SLIM, and ALS), and the gains become larger as more streaming data is available for incremental updates. Furthermore, comparing the gaps between the two lines for each method, LCE has the smallest gap compared to other baselines. For example, on Yelp dataset the skyline performance of LCE and LightGCN is very close, but LCE has much better incremental performance, which means LCE can better utilize the streaming data even without retraining the model. Note that incremental updates are much more efficient than model retraining. Each incremental step takes a few seconds for LCE while model re-training takes a few hours.

4.4.2 Evaluating with cold-start items. Our model LCE is partially inductive — it can deal with cold-start users or items depending on the choice of composition direction. We evaluated its recommendation performance when considering cold-start items that only appears during the streaming window on Epinions and Library datasets. Both datasets have a long streaming window (12 months), and contains 40862 and 21506 cold-start items respectively. As LightGCN and ENSFM do not support new items (see Table 5), we compare to two other strong baselines SLIM and ALS. Figure 3 shows that LCE consistently improves the performance on both datasets, and is able to utilize the streaming data.

4.5 Comparison with LCE variants

The two important features of our model architecture are (1) using two separate user embeddings for generating item embeddings (\( Z_U \)) and scoring (\( \tilde{Z}_U \)) respectively, and (2) stacking multiple graph convolutional layers to capture long-range dependencies in the user-item interaction graphs. We performed two ablation studies to investigate the benefits of the two features.

In Table 3, we can see that the single embedding variant (denoted as “LCE-1 emb”) performs slightly worse than the original LCE, which reveals the benefits of separating the two steps (i.e. embedding generation and scoring). Meanwhile, “LCE-1 emb” achieves comparable or better performance than LightGCN, especially in streaming setting, which shows the benefit of introducing compositional embeddings and reconstruction-based objective function. Furthermore, the single GCN layer variant (denoted as “LCE-1 layer”) also achieved suboptimal performance compared to the original

|        | Recall@20 | nDCG@20 | Recall@20 | nDCG@20 | Recall@20 | nDCG@20 |
|--------|-----------|---------|-----------|---------|-----------|---------|
| Yelp   |           |         | LibraryThing |         | Epinions  |         |
| Top-popu       | 0.0040  | 0.0022  | 0.0009  | 0.0014  | 0.0012  | 0.0007  |
| ALS             | 0.0438  | 0.0263  | 0.0215  | 0.0202  | 0.0112  | 0.0105  |
| ENSFM          | 0.0565  | 0.0344  | 0.0265  | 0.0259  | 0.0091  | 0.0079  |
| LightGCN       | 0.0565  | 0.0334  | 0.024   | 0.0209  | 0.0152  | 0.0100  |
| LCE-1 layer     | 0.0636  | 0.0380  | 0.0286  | 0.0242  | 0.0153  | 0.0106  |
| LCE-1 emb       | 0.0636  | 0.0380  | 0.0286  | 0.0242  | 0.0153  | 0.0106  |

Table 3: The streaming performance on three datasets. Our model (LCE) consistently out-performs all the other methods. LightGCN and SLIM are the two strongest baselines. Numbers with ★ represent significant improvement in a paired t-test at the \( p < 0.05 \) level compared with the best baseline.
LightGCN and ENSFM do not support new items. On both datasets compared with SLIM and ALS. Note that start items of various methods on LibraryThing (3a) and Yelp dataset, our model LCE is comparable or slightly better than the best baseline (i.e. LightGCN) when no streaming data is available, but gain becomes larger as more data comes in. The smallest gap between the two lines of our model reveals its ability to utilize streaming data via incremental updates. On Epinions dataset, our model is consistently better than the best baseline (i.e. LightGCN).

### Table 4: The recommendation performance of LCE with different implicit (compositional) embeddings listed in blue. LCE-item is the best performing LCE in Table 3. Numbers with * represent significant improvement in a paired t-test at the $p < 0.05$ level compared with the best baseline.

|                     | Yelp     | LibraryThing | Epinions |
|---------------------|----------|--------------|----------|
| LCE-item            | 0.0387*  | 0.0283*      | 0.0148*  |
| LCE-user (equal $D$)| 0.0320   | 0.0235       | 0.0109   |
| LCE-user (larger $D$)| 0.0322   | 0.0248       | 0.0111   |

### 4.6 Explicit v.s. implicit embeddings

One important assumption of our model is that one node type is more amenable to “static” representation than the other, so we learn a static representation for that node type (e.g. users) and learn an implicit, compositional function to calculate the representation of the other nodes (e.g. items). In our earlier experiments, we considered the smaller node set to be the more static one, which is the set of users in all the three datasets. We also tried the reverse (i.e. explicitly embedding items and using a compositional function for users). Let the embedding dimension of LCE-item be $d_{item}$. Since the LCE-item model learns two explicit embeddings for each user, the number of parameters is $D = 2d_{item}$ [users]. When we learn explicit embeddings for items (LCE-user (equal $D$)), we set $d_{user} = \frac{|user|}{|item|} \times d_{item}$ so the total number of parameters is held constant, i.e. $2d_{user} |item| = D$. To measure the effect of increasing
the parameterization (since the \(|\text{items}| > |\text{users}|\)) we also consider
\(d_{\text{user}} = 2d_{\text{user}}\) for LCE-user (larger \(D\)). The results are shown in
Table 4, where we can see implicitly embedding users ("LCE-user")
performed significantly worse, regardless of whether the parameter
size is increased.

In addition, we test the assumption of stationarity by measuring
the robustness of past embeddings. Since measuring stationarity
directly is challenging, we use robustness as a proxy. Specifically, we
split the training data into four equal-sized buckets \{\(D_1, D_2, D_3, D_4\}\)
in chronological order, and then we use \(D_1\) to learn explicit user
embeddings \(Z^{I_1}_i\) and item embeddings \(Z^{I_1}_i\) with a LightGCN model.
To test robustness, we fix the embedding for one node type (i.e. user
embedding \(Z^{I_1}_i\) ) and re-learn the embeddings for the other type (i.e.
item embedding \(Z^{I_2}_i\), \(Z^{I_3}_i\), \(Z^{I_4}_i\) ) on data \(D_2, D_3\) and \(D_4\) respectively. For
evaluation, the learned embeddings are used to predict the future
edges between users and items.

In Figure 4 we can see that updating item embeddings (i.e. fix
user embeddings) achieved consistently better performance than
updating user embeddings, which means the information loss from
using old data is more significant for items, and thus we conclude
that item nodes are more non-stationary in these datasets. This
provides empirical validation of our assumption that an implicit,
compositional function can be used to represent node types that are
more non-stationary (to update their representation dynamically)
and that it is only necessary to learn explicit representations for
node types that are more stationary.

4.7 Evaluation on real-world production data
In addition to the three public datasets, we also evaluated
LCE on a real-world production system (Microsoft Teams), where
the task is to recommend TEAMS for users to join. We created a
subset of 224K users and 26K TEAMS, with a total of 65 million user
interactions. The interaction graph is constructed from a set of time-
stamped user-item and user-user actions, where the edges represent
interactions between two users (accessing a shared document, email
communication, chatting), or between a user and a TEAM (past
membership). The offline, streaming and test time windows are set
to 3 weeks, 2 weeks and 5 months respectively, and we use daily
slices for streaming data.

For model comparison, we chose LightGCN as the strongest
baseline, and evaluated the offline and streaming performance in
terms of precision@3 and recall@10. The results showed that LCE
achieved competitive offline performance with > 80% fewer model
parameters than LightGCN, and out-performed LightGCN by up to
6.42% on precision@3 when streaming data is available. Furth-
more, our results showed that LCE improves with more streaming
data, whereas LightGCN was not able generalize to new data, pos-
sibly due to over-parameterization.

5 RELATED WORK
Our work is inspired by and contributes to three research di-
rections: sequential and streaming recommendation, graph-based
recommendation, and cold-start recommendation.

5.1 Sequential and streaming recommendation
Sequential recommendation models \([5, 16, 20, 21, 29, 33, 35]\) fo-
cus on capturing the temporal dynamics of user-item interactions
which is orthogonal to the problem of incremental recommenda-
tion. Moreover, these methods cannot handle non-bipartite graph
data which we study in this paper. Regarding streaming recommend-
dation, prior work \([3, 7, 31]\) has proposed retraining models with
subsamples of the training set \([31]\) or meta-learning \([37]\). However,
so far, these techniques are only shown to be effective for shallow
MF models that do not capture higher-order user-item relationships.
Due to the large parameter space and high computational cost of
deep models or graph-based models, retraining-based methods are
not directly applicable. Our work advances the state-of-the-art by
developing a graph-based recommendation model that supports
incremental recommendation.

5.2 Graph-based recommendation models
Leveraging graphs to support recommendation scenarios is an
emerging research theme. The core idea is to cast recommenda-
tion problem to graph link prediction. Prior work explored many
graph neural network architectures, for example GraphSage \([9, 36]\).
NGCF \([32]\) and LightGCN \([10]\) learn convolutional structures over
embeddings for all users and items. These models are not generally
applicable to the incremental streaming recommendation setting
that this paper studied, because they require either auxiliary fea-
tures \([9, 36]\) or explicit embeddings for all nodes \([10, 32]\). Our work
follows the line of graph-based recommenders, but the novel design
of compositional embedding allows LCE to readily incorporate new
data incrementally. Our experiments show that LCE significantly
outperforms state-of-the-art baselines like LightGCN \([10]\).

5.3 Cold-start recommendation
Cold-start is a common problem faced by recommendation sys-
tems \([17, 23]\), and it refers to the difficulty of recommending items
for users with a limited number of interactions. Similar to the
compositional embedding proposed in this paper, some prior non-
graph models \([15, 24, 26]\) represented users using the items they
interacted with to address the cold-start problem. However, the
cold-start problem is complementary to the streaming setting that
we study in this paper, as it assumes static setting where recommen-
dation performance is plotted against the number of observations
that a user or item has. Our proposed method LCE can deal with
new entities (users or items) as long as they are in the set of nodes
whose embeddings are generated compositionally, and we show that
LCE is able to improve over the performance of MF and SLIM
in the presence of cold-start items. Moving towards a fully induct-
ive setting where both new users and items are considered, the
compositional function can be defined on a set of stationary objects
or node attributes.

6 CONCLUSION
Motivated by needs of real-world recommender systems, we
consider recommendation in an incremental streaming setting in
this work, where new data continuously comes in after the model
is trained. This is in contrast to the static setting that most graph-
based recommendation systems adopt where all information about
test nodes are available at training time. We propose a composi-
tional graph-based method (LCE) that supports continuous updates
in a streaming setting under low computational cost. To evaluate
the proposed method, we conduct experiments on three real-world
datasets and demonstrate the superior performance of LCE compared to a set of competitive baselines. In particular, the experimental results show that LCE is able to more effectively utilize streaming data, in many cases approaching skyline performance as if it had been relearned with all available data. Moreover, LCE significantly improves over the other baselines when considering cold-start items. We also found positive results for LCE when applying it in a production recommendation setting in Microsoft Teams.
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A  APPENDIX

A.1 Comparison with related methods

While there are some existing top-k recommendation methods that can be applied in an incremental streaming scenario, they have clear limitations. Many common methods, e.g., matrix factorization-based models [11, 18] have no concept of user-user edges and thus have to use heuristics to accommodate such information. Another limitation is that many methods are transductive by nature and do not support new items/nodes at test time. Incremental inference can be added on as a posthoc modification, e.g., through folding in [1], but this can be ineffective due to the violation of modeling assumptions.

We summarize the properties of several graph-based and traditional recommender systems along these dimensions in Table 5. The table shows that our method (LCE) is the only method designed for top-k recommendation in streaming graph scenarios with user-user interaction links, which natively supports predictions over new items and efficient incremental updates, and doesn’t require node/item features.

A.2 Training procedure

We use the default Xavier initializer [8] to initialize the model parameters \((Z_U, Z_V)\), and train our models using Adam optimizer with weight decay. The model is trained for a maximum of 800 epochs with early stopping, i.e., stopping training if recall@20 on the validation set is not increased for 50 successive epochs. We also search the best hyperparameters using validation set. Specifically, the embedding dimension is searched in \([16, 32, 64, 128, 256, 512]\), no. of GCN layers \(L\) is set to 3, batch size is tuned in \([2048, 5000, 10000]\), and the weight decay factor \(\lambda\) is tuned in \(\{10^{-3}, 10^{-4}, 10^{-5}\}\).

A.3 Datasets

Yelp. We apply the same 10-core setting as previous papers [10, 32], i.e., retaining users and items with at least ten interactions.

Epinions. We select the products from top 10 categories from the year of 2002 to 2011, and filter out users that were inactive since 2004.

LibraryThing. We filter out users that were inactive since 2007, and only keep users/items with at least 2 reviews before the end of 2009.

A.4 Baselines

- Top-Popu: always recommend most popular items excluding already interacted ones.
- Alternative Least Squares (ALS) [11, 27]: We applied this common matrix factorization based method to a user-item user matrix that was created by concatenating the user-user interaction matrix with the user-item matrix. We first train a model using the offline data, and use the learned matrix as a basis for streaming evaluation. New edges are being incorporated via fold-in. The hyper-parameter embedding dimension \(d\) is searched in \([32, 64, 128, 256, 512]\).
- Efficient Non-sampling Factorization Machines (ENSFM) [4]. We represent the user-item graph as one-hot feature vectors and increment the counts during online incremental updating. The hyper-parameter negative weight is tuned in \([0.1, 0.2, 0.5]\).
- LCE variants: In our ablation study (see Section 4.5), we compare to two variants of our model: “LCE-1 emb” and “LCE-1 layer”. “LCE-1 emb” does not have a separate user embedding for scoring user-item pairs, but uses the user embedding generated by GCN layers instead (i.e., setting \(x_u\) with Equation (4)). “LCE-1 layer” uses a single GCN layer instead of three layers.

A.5 Model capacity v.s. performance

Note that under the same embedding dimension \(d\), LCE has much fewer model parameters than LightGCN. As shown in Table 2, LCE...
Table 5: Characterization of related recommendation models. ✓? means the model can be modified or applied with minor changes.

| Model       | Prediction supports new items | Efficient incremental updates | Model top-k supports | User-user links supports | Works w/o features |
|-------------|--------------------------------|------------------------------|----------------------|--------------------------|--------------------|
| GAG [20]    | ✓                              | ✓                            | ✓                    | ✓                        | ✓                  |
| JODIE [12, 13, 30] |                          |                              |                      |                          |                    |
| DySAT [22]  | ✓                              |                              | ✓                    | ✓                        | ✓                  |
| GraphSAIL [35] |                         |                              |                      |                          |                    |
| PinSAGE [36] | ✓                             | ✓                            | ✓                    | ✓                        | ✓                  |
| LightGCN [10] |                            | ✓                            | ✓                    | ✓                        | ✓                  |
| MF [11, 27] | ✓                              | ✓?                          | ✓                    | ✓?                       | ✓                  |
| SLIM [19]   | ✓?                            | ✓?                          | ✓                    | ✓?                       | ✓                  |
| ENSFM [4]   | ✓                              | ✓                            | ✓                    | ✓                        | ✓                  |
| LCE         | ✓                              | ✓                            | ✓                    | ✓                        | ✓                  |

Table 6: The offline performance on three datasets. Our model (LCE) consistently out-performs all the other methods. LightGCN and SLIM are the two strongest baselines. Numbers with ★ represent significant improvement in a paired t-test at the $p < 0.05$ level compared with the best baseline.

| Model       | Yelp Recall@20 | Yelp nDCG@20 | LibraryThing Recall@20 | LibraryThing nDCG@20 | Epinions Recall@20 | Epinions nDCG@20 |
|-------------|----------------|--------------|-------------------------|-----------------------|-------------------|------------------|
| Top-popu    | 0.0040         | 0.0023       | 0.0007                  | 0.0012                | 0.0011            | 0.0007           |
| Rs$^3$β     | 0.0253         | 0.0128       | 0.0039                  | 0.0033                | 0.0046            | 0.0027           |
| ALS         | 0.0436         | 0.0259       | 0.0174                  | 0.0175                | 0.0111            | 0.0093           |
| SLIM        | 0.0481         | 0.0286       | 0.0214                  | 0.0198                | 0.0138            | 0.0123           |
| ENSFM       | 0.0503         | 0.0302       | 0.0199                  | 0.0185                | 0.0095            | 0.0068           |
| LightGCN    | 0.0572         | 0.0336       | 0.0237                  | 0.0204                | 0.0152            | 0.0096           |
| LCE$_{mean}$| 0.0568         | **0.0338**   | **0.0246**              | 0.0213                | 0.0163            | 0.0136           |
| LCE$_{sum}$ | 0.0542         | 0.0314       | 0.0244                  | **0.0218**            | **0.0170**        | **0.0144**       |
| LCE-1 emb   | 0.0563         | 0.0336       | 0.023                   | 0.0206                | 0.0152            | 0.0096           |
| LCE-1 layer | 0.0550         | 0.0319       | 0.0186                  | 0.0173                | 0.009             | 0.0066           |

% improvement
-0.69% +0.60% +3.79% +6.86% +11.84% +17.07%

Table 6: The offline performance on three datasets. Our model (LCE) consistently out-performs all the other methods. LightGCN and SLIM are the two strongest baselines. Numbers with ★ represent significant improvement in a paired t-test at the $p < 0.05$ level compared with the best baseline.

LCE learns $2 \times |U| \times d$ parameters, while LightGCN learns $(|U| + |W|) \times d$ parameters where $|U|$ and $|W|$ are numbers of users and items. For example, on Epinions dataset where we have 10,277 users and 87,791 items, LightGCN has about five times more parameters than LCE. Figure 5 shows the recommendation performance of LCE and LightGCN on the Yelp dataset while varying embedding dimension. We can see that LCE achieves comparable or slightly better offline performance than LightGCN (see dotted lines), and the gain is much larger when streaming data is available (see solid lines), with a much smaller model size.