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Abstract. Extending a recent suggestion for hyperon form factors to the nucleon case, dispersion theory is used to relate the low-energy vector-iso-vector form factors of the nucleon to the pion vector form factor. The additionally required input, i.e. the pion-nucleon scattering amplitudes are determined from relativistic next-to-leading-order (NLO) baryon chiral perturbation theory including the nucleons and optionally the Delta baryons. Two methods how to include pion rescattering are compared: (a) solving the Muskhelishvili-Omnès (MO) equation and (b) using an N/D approach. It turns out that the results differ strongly from each other. Furthermore the results are compared to a fully dispersive calculation of the (subthreshold) pion-nucleon amplitudes based on Roy-Steiner (RS) equations. In full agreement with the findings from the hyperon sector it turns out that the inclusion of Delta baryons is not an option but a necessity to obtain reasonable results. The magnetic isovector form factor depends strongly on a low-energy constant of the NLO Lagrangian. If it is adjusted such that the corresponding magnetic radius is reproduced, then the results for the corresponding pion-nucleon scattering amplitude (based on the MO equation) agree very well with the RS results. Also in the electric sector the Delta degrees of freedom are needed to obtain the correct order of magnitude for the isovector charge and the corresponding electric radius. Yet quantitative agreement is not achieved. If the subtraction constant that appears in the solution of the MO equation is not taken from nucleon+Delta chiral perturbation theory but adjusted such that the electric radius is reproduced, then one obtains also in this sector a pion-nucleon scattering amplitude that agrees well with the RS results.

1 Introduction and Summary

The remaining big challenge within the standard model of particle physics is to understand quantitatively how the quarks and gluons form nucleons and other hadrons. Especially when light quarks are involved this means that we have to understand the formation of composite objects from relativistic quantum states. In general, form factors parametrize the deviation from pointlike behavior [1]. Thus they encode by definition the information about the intrinsic structure of an object. On the other hand, when quantum objects are probed in relativistic reactions, quantum fluctuations influence the measurement. In this sense there are no truly pointlike objects in the realm of relativistic quantum physics. These quantum fluctuations are nothing but the cross-channel equivalent of particle production. On a technical level the analyticity of reaction amplitudes enforces the presence of quantum fluctuations whenever the optical theorem incorporates the corresponding particle production. Dispersion theory is the natural framework to establish these interrelations [2,3,4].

The lower the energy/momentum that one uses to probe the object of interest, the less resolution one can achieve. Consequently electromagnetic form factors coincide in the low-energy limit with the properties that one attributes already to a pointlike object, the electric charge and magnetic moment. Proceeding to somewhat higher energies one can measure the onset of an energy dependence of a form factor. In a dispersive representation this is related to the lightest particles that couple to the object of interest and to electromagnetism. The impact of heavier states is suppressed by the (square of the) ratio between the resolution energy and the heavy mass of these states. The lightest hadronic state that couples to electromagnetism is the two-pion state [5]. The dispersive framework [6,7,8,9] that utilizes these interrelations is at the heart of the present work.

Recently it has been proposed in [10] to determine the low-energy electromagnetic form factors for the transition of the Sigma to the Lambda hyperon by a combination of dispersion theory and relativistic octet+decuplet chiral perturbation theory (χPT) at next-to-leading order (NLO). A similar framework — with subtle differences...
that will be addressed below — has been used in [11] based on relativistic octet+decuplet $\chi$PT at leading order (LO). In the latter work, peripheral transverse densities for the whole ground-state multiplet have been determined. Recently an extension of the framework of [11] to the scalar form factor of the nucleon using NLO $\chi$PT has been presented in [12].

In [10] the use of $\chi$PT has been motivated by the fact that there exist no direct pion-hyperon scattering data. Clearly this situation is different for the nucleon case. There a dispersive analysis based on Roy-Steiner equations exists for the pion-nucleon scattering amplitudes [13]. It can be used to pin down the subthreshold t-channel p-wave pion-nucleon amplitudes. In turn these subthreshold amplitudes provide the necessary input for the vector-isovector form factors of the nucleon [9].

Thus one might use the nucleon case as a cross-check of the formalism proposed for the hyperons in [10]. This was the primary motivation to start the present work. In addition the nucleon case is of course interesting in its own right [14,15,16].] Finally it is worth to compare the two approaches [10] and [11]. Though both respect Watson’s theorem of the universality of final-state interactions [17] pion rescattering is treated very differently. A Muskhelishvili-Omnès (MO) problem [2,3] is solved in [10] while a variant of the N/D method [18] is utilized in [11]. It will turn out that the results are very different with the MO version agreeing very well with the fully dispersive setup of the Roy-Steiner analysis.

The analysis presented in the following supports the ideas raised in [10] for hyperons: The explicit inclusion of decuplet degrees of freedom (for the nucleon case the Delta baryon) is mandatory. Undetermined parameters can be fitted to data. Consequently the required input is

– once subtracted dispersion relations for the magnetic and electric isovector form factors, the respective subtraction constant is fixed by the corresponding magnetic moment or charge;
– the by now very well known pion vector form factor [19,20,21] based on the pion p-wave phase shift [22,23];
– the exchange diagrams of octet and decuplet baryons with coupling constants adjusted to pertinent data on pion-baryon interactions;
– for each sector (electric/magnetic) a constant — pion-baryon contact interaction — that enters the solution of the MO problem, this constant can be fitted to the corresponding radius.

Thus, with value and slope at the photon point as input, the shape of a form factor, e.g. its curvature can be predicted. Alternatively one might use the obtained dispersive representation with free parameters to fit form factor data. This is similar in spirit to [24,1]. In that way a parametrization superior to polynomial fits might be obtained that correctly accounts for pion rescattering and for low-by low-hand cuts. Of course, a description of data on the scattering of electrons on protons or neutrons requires the additional treatment of the isoscalar part of the electromagnetic form factors. This is beyond the scope of the present work where I solely focus on the isovector part.

2 Dispersive framework

Essentially I follow the formalism described in [10]. To apply dispersion theory I formally study the (isovector part of the) reaction $N\overline{N} \to \gamma^* \to e^+e^-$ and saturate the intermediate states by a pion pair. It can be expected that the saturation of the inelasticity by a pion pair provides a good approximation for the form factors at low energies.

The form factors can be defined (in the isospin limit) by

$$\langle 0|j^\mu|(pp - n\overline{n})/2\rangle = e\bar{v}_N \left(\gamma^\mu F_1(q^2) - \frac{i\sigma^\mu\nu q_\nu}{2m_N} F_2(q^2)\right) u_N$$

with

$$G_E(q^2) := F_1(q^2) + \frac{q^2}{4m_N^2} F_2(q^2), \quad G_M(q^2) := F_1(q^2) + F_2(q^2).$$

$q^2$ denotes the square of the invariant mass of the virtual photon. With the conventions of [1] the photon momentum $q$ is given by the sum of the momenta of the two baryons. In the following $G_{E/M}$ is called electric/magnetic form factor, i.e. I will not always stress explicitly that these are only the isovector parts of the commonly known electromagnetic form factors. It is worth to mention that $G_M$ is the helicity flip and $G_E$ the helicity non-flip amplitude concerning the baryon spins in the reaction $N\overline{N} \to \gamma^* \to e^+e^-$. see also [25].

I will mainly use the subtracted dispersion relations

$$G_{M/E}(q^2) = G_{M/E}(0) + \frac{q^2}{12\pi} \int_0^\infty \frac{ds}{s} \frac{T_{M/E}(s) p_{cm}^3(s) F_{pi}^{V^*}(s)}{s^{3/2} (s - q^2 - i\epsilon)}.$$  \hfill (3)

The subtraction constants that appear in [3] can be adjusted to match the form factors at the photon point, $G_E(0) = \frac{1}{2}$, $G_M(0) = \frac{1}{2}(1 + \kappa_p - \kappa_n)$ where $\kappa_{p/n}$ denotes the magnetic moment of the proton/neutron.

In line with the names for the form factors I will denote the corresponding pion-nucleon amplitudes $T_E$ and $T_M$ by electric and magnetic scattering amplitude, respectively. These quantities are reduced amplitudes for the formal reaction $N\overline{N} \to \pi^+\pi^-$ projected on $I = 1, J = 1$. For details I refer again to [10]. Yet, to make comparisons to other works easier I will relate $T_{M/E}$ to the amplitudes used in [26,27,9]. This matching is described in appendix A.

In [3] $p_{cm}$ denotes the pion momentum in the center-of-mass frame of the two-pion system and $F_{pi}^{V}$ the pion...
vector form factor defined by

\[ 0\langle j^\mu |\pi^+ (p_+)^- (p_-)^- \rangle = e (p_{+}^{\mu} - p_{-}^{\mu}) F^V_{\pi} ((p_+ + p_-)^2) . \tag{4} \]

Besides the once subtracted dispersion relation \(3\) I will also examine an unsubtracted version,

\[ G_{M/E}(q^2) = \frac{1}{12\pi} \int_{4m^2}^{\infty} \frac{ds}{\pi} T_{M/E}(s) \frac{p^3_{cm}(s) F_{\pi}^{V*}(s)}{s^{1/2} (s - q^2 - i\epsilon)} \tag{5} \]

and explore to which extent the pion loop plus pion rescattering saturates the isovector magnetic moment,

\[ \frac{1}{2} \left( 1 + \kappa_p - \kappa_n \right) = \frac{1}{12\pi} \int_{4m^2}^{\infty} \frac{ds}{\pi} T_E(s) \frac{p^3_{cm}(s) F_{\pi}^{V*}(s)}{s^{1/2}} \tag{6} \]

and to which extent the dispersively calculated isovector charge is reproduced,

\[ \frac{1}{2} \left( 1 + \kappa_p - \kappa_n \right) = \frac{1}{12\pi} \int_{4m^2}^{\infty} \frac{ds}{\pi} T_E(s) \frac{p^3_{cm}(s) F_{\pi}^{V*}(s)}{s^{1/2}} \tag{7} \]

Concerning the quality of subtracted vs. unsubtracted dispersion relations I refer to the detailed discussion in \(10\) and references therein. The synopsis is that a subtracted dispersion relation is more reliable than an unsubtracted one if one keeps from all possible intermediate states only the ones that remain relevant at low energies, i.e. the two-pion states; see also the corresponding discussion in \(9\).

In line with \(9\) I also introduce electric and magnetic radii:

\[ \langle r_{M/E}^2 \rangle := 6 \frac{dG_{M/E}(q^2)}{dq^2} \bigg|_{q^2=0} . \tag{8} \]

These isovector radii are related to the standard electromagnetic radii \(\langle r_{M/E}^2 \rangle_{p/n}\) for proton and neutron via

\[ \langle r_{M}^2 \rangle = \frac{1}{2} \left( \langle 1 + \kappa_p \rangle \langle r_{M}^2 \rangle_p - \kappa_n \langle r_{M}^2 \rangle_n \right) , \tag{9} \]

\[ \langle r_{E}^2 \rangle = \frac{1}{2} \left( \langle r_{E}^2 \rangle_p - \langle r_{E}^2 \rangle_n \right) . \tag{10} \]

As a consequence of \(3\) the dispersive representation of the radii reads

\[ \langle r_{M/E}^2 \rangle = \frac{1}{2\pi} \int_{4m^2}^{\infty} \frac{ds}{\pi} T_{M/E}(s) \frac{p^3_{cm}(s) F_{\pi}^{V*}(s)}{s^{1/2}} . \tag{11} \]

To satisfy Watson’s theorem \(17\) the amplitudes \(T_{M/E}\) must contain the rescattering of pions. I will discuss two unitarization methods how to account for this rescattering. The solution of the Muskhelishvili-Omnès problem \(2\) \(8\) provides the basis of the first approach. I will denote the results by \(T_{MO}\) and suppress the labels \(M/E\) until they become relevant again. The resulting form factors are denoted by \(G_{MO}\). This MO approach has also been used in \(10\).

The second approach is a variant of the N/D method \(13\). It has been used in \(11\) and is based on a further rewriting of the imaginary part of the form factors, i.e. of the numerators in \(3\). \(4\). I will denote the solution by \(G_{N/D}\).

For the MO framework the amplitude \(T_{MO}\) is decomposed into one part that contains all the left-hand cuts and another that contains the right-hand cuts. The former is denoted by \(K\). For the problem at hand where there are no overlapping cuts one finds:

\[ \text{Im}(T_{MO} - K) = T_{MO} e^{-i\delta} \sin \delta \tag{12} \]

with the pion p-wave phase shift \(\delta\). Equation \(12\) is solved by the ansatz

\[ T_{MO} - K = \Omega H \tag{13} \]

with an auxiliary function \(H\). The Omnès function

\[ \Omega(s) = \exp \left\{ \int_{4m^2}^{\infty} \frac{ds'}{\pi} \frac{\delta(s')}{} \right\} \tag{14} \]

solves the homogeneous version of \(12\), i.e.

\[ \text{Im}\Omega = \Omega e^{-i\delta} \sin \delta . \tag{15} \]

Note that by construction both \(H\) and \(\Omega\) have no left-hand cuts, but only the right-hand cut from the two-pion states. After some rewriting one obtains:

\[ 0 = \text{Im}(T_{MO} - K) - T_{MO} e^{-i\delta} \sin \delta = e^{-i\delta} (|\Omega| \text{Im}H - K \sin \delta) \tag{16} \]

and therefore

\[ \text{Im}H = \frac{K \sin \delta}{|\Omega|} . \tag{17} \]

Following still \(10\) I determine \(H\) from a subtracted dispersion relation by recalling that \(H\) has only a right-hand cut (caused by the two-pion states):

\[ H(s) = P_{n-1}(s) + s^n \int_{4m^2}^{\infty} \frac{ds'}{\pi |\Omega(s')|} \frac{\sin \delta(s') K(s')}{(s' - s - i\epsilon) s'^n} . \tag{18} \]

Here \(P_m\) is a polynomial of degree \(m\). In practice I use \(n = 1\). Finally this yields

\[ T_{MO}(s) = K(s) + \Omega(s) P_0 + \Omega(s) s \int_{4m^2}^{\infty} \frac{ds'}{\pi |\Omega(s')|} \frac{\sin \delta(s') K(s')}{(s' - s - i\epsilon) s'} . \tag{19} \]
Though the whole setup deals with and aims at low-energy quantities, it is nonetheless interesting to note that the use of a constant $P_0$ instead of a higher-order polynomial $P_n(s)$, $n \geq 1$, has the following appealing feature. Assuming $\Omega(s) \sim 1/s$ (see, e.g., [28]) and $K(s)$ dropping for large $s$, then also $T^{\text{MO}}$ converges. This leads to a convergent integral in [3], provided that the pion vector form factor satisfies $F^V_\pi(s) \sim 1/s$ [29].

Let us come back to low energies and spell out the crucial approximation: The left-hand cut structure $K(s)$ is determined from tree-level nucleon and (optionally) Delta exchange diagrams. This is essentially relativistic leading-order (LO) chiral perturbation theory ($\chi$PT) [27,30] with or without explicit Delta degrees of freedom [31]. Extension to next-to-leading order (NLO) does not provide additional diagrams with left-hand cuts. The effect can be encoded in the subtraction constant $P_0$. In other words one has

$$T^{\text{NLO}} \chi^{\text{PT}} = K + P_0.$$  \hspace{1cm} (20)

Note that a deviation of the Omnès function $\Omega$ from unity encodes pion rescattering and is therefore a loop effect in $\chi$PT. But NLO accuracy of baryon $\chi$PT means tree level [30]. This justifies the result [20]. The constant $P_0$ can be determined from a fit to the radius [10]. I will come back to this aspect in section 3.

The final ingredient is the pion vector form factor $F^V_\pi$ introduced in [3]. Here I slightly improve on the approximation of [10] and use [19,32,6]

$$F^V_\pi(s) = (1 + \alpha_V s) \Omega(s).$$ \hspace{1cm} (21)

In practice I use the pion phase shift from [22] smoothly extrapolated to reach $\pi$ at infinity [19]. The parameter $\alpha_V$ is determined from a fit to data on the pion vector form factor from tau decays. A value of

$$\alpha_V = 0.12 \text{GeV}^{-2}$$ \hspace{1cm} (22)

yields the curve shown in figure 1. An excellent agreement is achieved for energies below 1 GeV. One should not expect a good agreement at higher energies where other intermediate states (four pions, six pions, . . . ) also play an important role. Note that in contrast to [19,30] isospin breaking, in particular rho-omega mixing, is entirely ignored in the present work.
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With the third case one can study to which extent a dynamical treatment of the Delta really matters.

For the N/D method it is not necessary to specify $K$ and $P_0$ separately. According to \[21\] only the sum matters. However, in the MO formula \[19\] the two ingredients $P_0$ and $K$ are treated differently. One can consider what happens if a constant is kept as part of $K$. This can be deduced from the last expression in \[26\] and is discussed in more detail in appendix \[15\] see also the corresponding discussion in \[28\] The result of these considerations is that \[19\] would be modified. Actually the additional term changes the high-energy behavior. To keep the appealing high-energy behavior described after \[19\] it is of advantage to keep a $K$ that vanishes at large energies apart from the constant $P_0$.

Thus it is necessary to specify $K$ and $P_0$ separately. In addition, one might adopt a point of view that is somewhat complementary to chiral perturbation theory. The importance of nucleon and Delta exchange as the most relevant left-hand cuts can also be motivated on phenomenological grounds. What remains to be determined is then the constant $P_0$, to be more specific: one constant for the electric and one for the magnetic sector. This can be achieved by a fit to the corresponding radius. Thus it makes sense to fully specify $K$ and $P_0$ separately.

In general, a calculation of tree-level nucleon and Delta exchange diagrams yields polynomials and left-hand cut structures that cannot be further reduced by partial fraction decomposition. Only the latter are subsumed in $K$. As discussed in \[10\], $K$ does not depend on the chosen representation for the fields while in general the polynomial does. One might dub this “offshell ambiguity”. In an effective field theory this ambiguity is compensated by the appearance of contact interactions \[37\].

For the case considered here, $K$ consists of contributions from nucleon and from Delta exchange. I call these contributions $K_{\text{Born}}$ and $K_{\text{res}}$, respectively. Correspondingly I introduce

\[
T^\text{Born/res}(s) :=
\]

\[
K_{\text{Born/res}}(s) + \Omega(s) s \int_{4m_N^2}^{\infty} ds' \frac{\sin \delta(s')}{|\Omega(s')|} \frac{C(s')}{s' - s - i\epsilon} s'.
\]

Then the MO scattering amplitude \[19\] can be written as

\[
T^\text{MO}(s) = T^\text{Born}(s) + T^\text{res}(s) + \Omega(s) P_0.
\]

Instead of determining $P_0$ from $\chi$PT one might fit it to the radius. Using \[11\] this reads for the MO scheme:

\[
\langle r_{M/E}^2 \rangle = \int_{4m_N^2} \frac{ds}{\pi} \frac{\langle x_{\text{M/E}}(s) \rangle + T_{M/E}^\text{res}(s)}{2\pi s^{3/2}} F_s^V(s) + P_{0,M/E} \int_{4m_N^2} \frac{ds}{\pi} \frac{\Omega(s)}{2\pi s^{3/2}} F_s^V(s).
\]

### 3 Input from chiral perturbation theory

Before turning to the results I shall further specify the input of the calculations. Formally the same Lagrangians as in \[10\] are used. The pion-nucleon tree-level amplitudes can be obtained from the expressions given in \[10\] by the replacements $m_{\Sigma}, m_{\Delta} \to m_N$, $m_{\Sigma^*} \to m_{\Delta^*}$, $D F/\sqrt{3} \to g_{A^2}/4$, and $h_A^2/\sqrt{3} \to 2h_A^2/3$ with $g_A = F + D = 1.26$; see also appendix \[A\]. The pion-Delta-nucleon coupling constant $h_A$ is chosen such that the width of the Delta is reproduced, I use $h_A = 2.88$. Note that the value obtained from hyperon decays and used in \[10\] is significantly smaller ($h_A \approx 2.3$). However, the whole framework that highlights the dominant role of the light pions and disregards kaons is not SU(3) symmetric anyway; see also the corresponding discussion in \[10\]. Thus it appears most appropriate that the three-point coupling constants that are required in exchange diagrams are determined from corresponding two-body decay widths. This is the phenomenology-based philosophy followed here and in \[10\]. Only in the absence of phenomenological input flavor SU(3) is utilized as a fall-back option.

Following \[10\] I will discuss in the following the third approximations for the $\chi$PT input:

1. “LO”: Purely-nucleon $\chi$PT at LO, i.e. no explicit Delta degrees of freedom; essentially these are the Born diagrams of nucleon exchange and a contact interaction from the Weinberg-Tomozawa term \[34,35\].

2. “NLO”: Purely-nucleon $\chi$PT at NLO; as pointed out in \[10\] there is no modification for the electric case while for the magnetic case there is a contribution from a contact interaction of the NLO Lagrangian. In the SU(2) $\chi$PT language of \[36,27\] this term is proportional to the low-energy constant $c_4$.

3. “NLO+res”: Nucleon+Delta $\chi$PT at NLO; the overall strength of the contact interaction is adjusted such that at low energies the result matches to the previous case, see \[10\] for details.
In the magnetic sector there is a contribution to $P_{0,M}$ from the NLO Lagrangian. It is proportional to the low-energy constant $c_4$. Here one might turn the line of reasoning around and determine $c_4$ from the isovector magnetic radius of the nucleon.

The explicit expressions for $K$ can be easily obtained from the formulae given in [10] together with the replacement rules specified in the beginning of this section. The χPT expressions for $P_0$ are as follows. At LO of purely-nucleon χPT one obtains

$$P_{0,M}^{LO} = P_{0,E}^{LO} = -\frac{g_3^2 - 1}{2F_\pi^2}.$$

At NLO of purely-nucleon χPT one finds the additional contribution

$$P_{0,M}^{NLO} = \frac{2m_N c_4}{F_\pi^2}.$$

In the electric sector there is no NLO modification.

In the “NLO+res” approximation that includes pion rescattering but does not provide a full one-loop χPT calculation, it should be expected that the value of $c_4$ lies between the values from NLO and NNLO. This corresponds to an NLO low-energy constant $c_4 = 2.99$ GeV$^{-1}$. The low-energy constants of pion-nucleon scattering have been determined in [35], [36] by matching the dispersive RS representation to the χPT representation in the sub-threshold region. The results for $c_4$ are: $c_4^{NLO} \approx 2.17$ GeV$^{-1}$ and $c_4^{NNLO} \approx 3.56$ GeV$^{-1}$. Given that the MO scheme goes beyond NLO χPT by including pion rescattering but does not provide a full one-loop χPT calculation, it should be expected that the value of $c_4$ lies between the values from NLO and NNLO. This is indeed the case. If the cutoff $\Lambda$ is increased to 1.8 GeV to 1 GeV, then a slight readjustment of the value for $c_4$ is required to reproduce the same value for the magnetic radius, now $c_4 = 3.07$ GeV$^{-1}$.

The MO results using nucleon+Delta χPT at NLO for two different cutoffs $\Lambda$ are compared to the RS result of [9] in figure [3]. Obviously excellent agreement is obtained between MO and RS up to the region where differences caused by different cutoffs matter. This is only

4. Results

4.1 Magnetic sector

The deviations in the treatment of left-hand cut structures when comparing N/D and MO suggest that significant quantitative differences might appear for left-hand cuts that start close to the threshold of the right-hand cut, the two-pion threshold. Indeed the nucleon exchange diagrams provide a pole at $s = 4m^2 - m^2_1 [6]$, i.e. very close to threshold. As I will show below, significant differences between the results of the two methods appear.

One might guess that the MO method should yield more reliable results since it decomposes thoroughly the analytic structure of the amplitudes. On the other hand, it must be stressed that for both methods the input comes from χPT and not directly from data. It is not guaranteed a priori which combination of input and unitarization method is capable to provide the most reliable results. For the case at hand the quality assessment will be provided by a comparison to the results from a fully dispersive analysis of pion-nucleon scattering based on Roy-Steiner (RS) equations [13]. I will compare the imaginary parts of the nucleon form factors in the region between the two-pion threshold and 1 GeV as obtained from the MO scheme,

$$\text{Im}G^{MO}(s) = \frac{p_{cm}^2}{12\pi\sqrt{s}} T^{MO}(s) \left(1 + \alpha V s\right) \Omega^*(s),$$

and the RS analysis [9].

The imaginary part of the magnetic form factor is shown in figure [2] for MO and N/D using the same input. Obviously the results differ substantially in the rho-meson region. The constant $P_0$ is adjusted such that the magnetic radius used in [9] is reproduced in the MO scheme using nucleon and Delta exchange. Translated to purely-nucleon χPT [9] this corresponds to an NLO low-energy constant $c_4 = 2.99$ GeV$^{-1}$. The low-energy constants of pion-nucleon scattering have been determined in [35], [36] by matching the dispersive RS representation to the χPT representation in the sub-threshold region. The results for $c_4$ are: $c_4^{NLO} \approx 2.17$ GeV$^{-1}$ and $c_4^{NNLO} \approx 3.56$ GeV$^{-1}$. Given that the MO scheme goes beyond NLO χPT by including pion rescattering but does not provide a full one-loop χPT calculation, it should be expected that the value of $c_4$ lies between the values from NLO and NNLO. This is indeed the case. If the cutoff $\Lambda$ is changed from 1.8 GeV to 1 GeV, then a slight readjustment of the value for $c_4$ is required to reproduce the same value for the magnetic radius, now $c_4 = 3.07$ GeV$^{-1}$.
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Fig. 2. The imaginary part of the magnetic (isovector) form factor using various approximations: “MO” refers to \( (34) \), “N/D” to \( (35) \), the labels “LO”, “NLO” and “NLO+res” refer to the list of successive approximations specified in section 3. For the non-color version of this figure the labels are assigned to the line ordering: “MO LO”: bottom line; “MO NLO”: third line from bottom; “MO NLO+res”: second line from bottom; “N/D LO”: third line from top; “N/D NLO”: top line; “N/D NLO+res”: second line from top.

\[ \Lambda = 1.8 \text{ GeV} \] is used and the constant \( P_0 \) has been chosen such that the magnetic radius is reproduced by MO NLO+res.

Fig. 3. The imaginary part of the magnetic (isovector) form factor using the MO NLO+res scheme for two values of the cutoff \( \Lambda \). For both cutoffs the respective constant \( P_{0,M} \) has been chosen such that the magnetic radius is reproduced. The band denotes the results from the RS analysis. Note that the full red lines here and in figure 2 show the same result.

Beyond the rho-meson peak region. With the same input the N/D result deviates already in the rho-meson region significantly as shown in figure 2. If one tried to obtain a spectrum comparable to the ones of figure 3 using N/D NLO+res, then one would need \( c_4 \approx -1.1 \text{ GeV}^{-1} \), a value that differs in size and sign from the values extracted in RS 13. With realistic values for the low-energy constant \( c_4 \) the N/D spectrum is much larger than the RS spectrum in the rho-meson region. Note that this is exactly what has been found in 11; see figure 7 therein. In 11 the reasonable agreement between N/D and RS below the rho-peak has been stressed. It has been argued that the disagreement in the rho-meson region is less important for the peripheral transverse densities. However, the interesting point is that a better agreement over a larger range can be achieved by the use of the MO method instead of N/D. To substantiate this further I compare in figure 4 directly the magnetic amplitude for MO and RS 13. Again impressive agreement is achieved.

Fig. 4. Real (top) and imaginary (bottom) part of the magnetic amplitude comparing RS 13 and MO NLO+res. \( \Lambda = 1.8 \text{ GeV} \) and \( c_4 = 2.99 \text{ GeV}^{-1} \) have been used.

From now on I focus on the MO scheme. Returning to figure 2 one observes that the inclusion of NLO and of dynamical Deltas both matters for the spectral information. To see whether this also matters for the low-energy quantities I turn now to the determination of magnetic moment and radius based on (6) and (11), respectively. Results are shown in table 1 for two values of the cutoff \( \Lambda \). Note that the NLO low-energy constant \( c_4 \) has always been chosen such that for NLO+res the correct radius is obtained. As already pointed out the obtained values for \( c_4 \) are very realistic and lead to scattering amplitudes that agree with the RS results (figure 4).
In figure 5 the (isovector part of the) magnetic form factor is compared to the Kelly parametrization [39]. The latter was obtained from a fit to proton and neutron data. The calculations are based on the subtracted dispersion relation [1] using the MO scheme with nucleon and Delta exchange, i.e. NLO+res. Variation of the cutoff turns out to be fairly irrelevant. Note that the agreement of value and slope at the photon point is by construction (adjusting $G_M(0)$ and $P_{0,M}$), but the reasonable agreement between the results and the Kelly parametrization extends much further than a pure agreement of the slope would provide. The agreement between the low-energy calculations of the present work and the Kelly parametrization up to $|q^2| \approx 0.4 \text{GeV}^2$ is quite encouraging. A direct comparison to proton and neutron data is hampered by the lack of the isoscalar part of the nucleon form factors. I leave this part to future investigations.

### 4.2 Electric sector

In the magnetic sector the combination of dispersion theory and input from nucleon+Delta $\chi$PT at NLO seems to work very well, albeit one should be aware that possible shortcomings of the $\chi$PT input might be hidden by the low-energy constant $c_4$, which is to some extent adjustable. This is not possible in the electric sector where LO and NLO agree (note that I always use physical values for the nucleon mass and for $g_A$). In the electric sector only the explicit inclusion of dynamical Delta degrees of freedom makes a change. Yet, (N)LO+res does not provide a satisfying value for the electric radius, as can be read off from table 2.

![Graph showing magnetic form factor](image)

**Fig. 5.** The (isovector part of the) magnetic form factor of the nucleon in the spacelike region using two different values of the cutoff $\Lambda$ as compared to the Kelly parametrization [39].

### Table 1. Results for the isovector magnetic moment and radius for two different cutoffs. Data are taken from [5] for the magnetic moment and from [1] for the radius.

|        | $\Lambda = 1 \text{GeV}$ | $\Lambda = 1.8 \text{GeV}$ |
|--------|--------------------------|----------------------------|
| LO     | $-0.37$                  | $-0.72$                    |
| NLO    | $5.94$                   | $6.12$                     |
| NLO+res| $3.19$                   | $3.03$                     |
| exp.   | $2.35$                   |                            |
| $(r_M^2) [\text{GeV}^{-2}]$ | $\Lambda = 1 \text{GeV}$ | $\Lambda = 1.8 \text{GeV}$ |
| LO     | $6.30$                   | $6.52$                     |
| NLO    | $75.30$                  | $76.72$                    |
| NLO+res| $46.73$                  | $46.79$                    |
| experiment | 46.76               |                            |

### Table 2. Results for the isovector charge and isovector electric radius for two different values of the pion-Delta-nucleon coupling constant $h_A$. $\Lambda = 1.8 \text{GeV}$ is used. Data are taken from [5].

|        | $h_A = 2.88$ | $h_A = 2.67$ |
|--------|--------------|--------------|
| LO     | $-0.56$      |              |
| NLO+res| $0.39$       | $0.26$       |
| exp.   | $1/2$        |              |
| $(r_E^2) [\text{GeV}^{-2}]$ | $h_A = 2.88$ | $h_A = 2.67$ |
| LO     | $0.29$       |              |
| NLO+res| $7.91$       | $6.84$       |
| experiment | 11.02        |              |

Before inspecting possible shortcomings of $\chi$PT I will discuss the results of table 2 in more detail. Like for the magnetic case, LO alone provides values for (isovector) charge and radius that are off by an order of magnitude (or even sign). The inclusion of dynamical Deltas delivers the correct order of magnitude, but not an accurate value for the electric radius. I note in passing that the much smaller disagreement in the electric radius of the proton as extracted from electronic versus muonic hydrogen [15] [16] is of no concern for the present discussion. Besides presenting the results for LO and NLO+res (which coincides...
with LO+res) I have also explored the impact of a variation in $h_A$. The choice $h_A = 2.88$ reproduces the width of the Delta baryon in a tree-level calculation. This evaluation is consistent with the use of $h_A$ in the tree-level exchange diagrams. The choice

$$h_A = 3g_A/\sqrt{2} \approx 2.67 \tag{36}$$

is the value obtained for QCD in the limit of a large number of colors, $N_c$. Table 2 shows that a variation of $h_A$ in a reasonable range does not reproduce the isovector electric radius. The same is true for a variation in the pion-nucleon coupling constant $g_A$ (not shown here).

It is worth to inspect the LO=NLO nucleon+Delta $\chi$PT input in more detail. Actually there are large cancelation effects in the electric sector that might cause a sensitivity to unaccounted higher-order terms. I note in passing that this cancelation does not happen in the magnetic sector. From a formal point of view the cancelation can be best understood in the large-$N_c$ limit. In this limit the masses of Delta and nucleon are degenerate and the pion-baryon three-point coupling constants are related by $\Lambda$. As already demonstrated in appendix A, the left-hand cut structures $K_E$ and $K_{pE}$ completely cancel each other in this limit. A significant part of this cancelation survives in the real world of $N_c = 3$. It is illuminating to discuss this cancelation effect also for $P_{0,E}$. According to (39), there are three terms in LO=NLO nucleon+Delta $\chi$PT originating from the Born diagrams,

$$P_{0,E}^{\text{Born}} := -\frac{g_A^2}{4 F_\pi^2} \approx -93 \text{ GeV}^{-2} \sim N_c, \tag{37}$$

from the Weinberg-Tomozawa term,

$$P_{0,E}^{\text{WT}} := -\frac{1}{2 F_\pi^2} \approx 59 \text{ GeV}^{-2} \sim \frac{1}{N_c}, \tag{38}$$

and from the Delta-resonance exchange diagrams

$$P_{0,E}^{\text{res}} = \frac{h_A^2 (m_N + m_\Delta)^2}{36 m_\Delta^2 F_\pi^2} \approx 84 \text{ GeV}^{-2} \sim N_c. \tag{39}$$

I have provided numerical values for the real world of three colors and the information how the terms scale with the number of colors. Using $m_\Delta \to m_N$ and $N_c \to \infty$ it is easy to check that in the large-$N_c$ limit the contributions (37), (38), and (39) exactly cancel. Formally these contributions are separate of order $N_c$ and therefore much larger than the remaining Weinberg-Tomozawa contribution, which is $N_c$ suppressed. By inspecting the numerical values in (37), (38), (39) this ordering can still be seen qualitatively for $N_c = 3$, albeit the Weinberg-Tomozawa contribution is not of order of magnitude smaller that a factor $1/N_c^2$ might suggest.

Fig. 6. Real (top) and imaginary (bottom) part of the electric amplitude comparing RS to MO with $\Lambda = 1.8 \text{ GeV}$, nucleon and Delta exchange and a constant that is adjusted to the isovector electric radius.

Cancelations of large terms enhance the sensitivity to small(er) corrections. Of course, LO=NLO nucleon+Delta $\chi$PT is an approximation. (This remark refers now to chiral corrections, not to large-$N_c$ corrections.) In fact convergence problems of nucleon $\chi$PT have also been observed in $\Delta P^{\text{res}}$. Thus it might be worth to explore an alternative approach already mentioned in section 5 (and essentially used also in the magnetic sector). Keeping Born and Delta exchange, but leaving $P_{0,E}$ as a free parameter, I can use the experimental value for the electric radius to determine $P_{0,E}$ from (29). What is needed in addition to the sum of (37), (38), (39) is $\Delta P_{0,E} \approx 29 \text{ GeV}^{-2}$. This value is smaller than each of the values of the separate contributions (37), (38), and (39), but quite important for the total budget. The results for the scattering amplitude $T^{\text{MO}}_E$, given by (19), can be compared to the results from the dispersive RS analysis of $\Delta P^{\text{res}}$. This comparison is shown in figure 6. Again an impressive agreement is observed given the simplicity of the input. It appears that the relevant physics contained in these helicity flip (magnetic) and non-flip (electric) p-wave subthreshold amplitudes is captured rather well by nucleon and Delta exchange unitarized by the MO method and accompanied by one subtractions constant per channel.

Finally the resulting (isovector) electric form factor in the spacelike region is depicted in figure 7. A fair agreement is achieved, though not quite as satisfying as for
The magnetic case. Obviously the tension to $\chi$PT requires further investigations.

The results of the present work suggest that a low-energy isovector form factor of the transition from $A$ to $B$ can be calculated from a dispersion relation using the dominant two-pion inelasticity and the solution of the MO equation to account for pion rescattering. The required input are the dominant left-hand cut structures, which might be approximated by tree-level hadron exchange diagrams in the $s$ and $u$ channel of the reaction $\pi A \rightarrow \pi B$. This is similar in spirit to \cite{13,28,14}. As further experimental input the value of the form factor and its slope at the photon point are needed to pin down the subtraction constants. A natural application of this framework are Dalitz decays $A \rightarrow B \, e^+ e^-$. Concrete examples are $(A, B) = (\Delta, N), (\Sigma, A) \cite{10}, (\Sigma^*, A), (\Sigma_c, A_c)$. These topics will be addressed in the future. In addition it might be worth to explore if the deviations between the MO and N/D unitarization schemes are mitigated once the input is extended beyond NLO by calculating the required pion-nucleon scattering amplitudes at one-loop accuracy of relativistic nucleon+Delta $\chi$PT.

I thank Martin Hoferichter and Bastian Kubis for many valuable discussions and for providing the results of their dispersive Roy-Steiner equations. I also thank Emilie Passemar for inspiring discussions and creative suggestions how to make further use of the formalism developed here.

A Comparing conventions for pion-nucleon amplitudes

The reduced amplitudes $T_{M/E}$ used in \cite{10} and here are related to the corresponding amplitudes of \cite{26,20} via

$$f_1^{\pm}(s) = \frac{\sqrt{2}}{12\pi} T_M(s), \quad f_3^{\pm}(s) = \frac{m_N}{12\pi} T_E(s). \quad (40)$$

For practitioners it might be helpful to compare also the expressions for the amplitudes before projecting on the $p$-wave. In \cite{10} and here the formal reaction baryon plus antibaryon to two pions is studied. In \cite{26} it is the time reversed reaction while in \cite{27,20} it is elastic pion-nucleon scattering. Correspondingly, the independent variables are $s$ and scattering angle in \cite{10} and $t$ and scattering angle in \cite{27,20}. Also in \cite{20} the variable $t$ is used. There it denotes the square of the invariant mass of the two-pion system. Thus it is $s$ in \cite{10} and here what is called $t$ in \cite{20,27}.

In principle, one could imagine that a slightly larger complication than just rewriting $s$ to $t$ could emerge when turning from baryon-antibaryon spinor structures $\bar{\psi} \ldots u$ to $\bar{u} \ldots u$. Depending on the definitions of $v$ and $u$ an analytic continuation might not lead from $v$ to $u$, but to $u$ times a sign or phase. However, such problems are avoided in the formalism used in \cite{10} and here. The reduced amplitudes are deduced from ratios where the convention ambiguities drop out.

The expression that enters the projection formula for the magnetic (helicity-flip) sector is

$$\mathcal{M}(s, \theta, +1/2, -1/2)$$

$$\bar{\psi}(-p_z, -1/2) \gamma^1 u(p_z, +1/2) \ p_{c.m.}. \quad (41)$$

the corresponding one for the electric (non-flip) sector is

$$\mathcal{M}(s, \theta, +1/2, +1/2)$$

$$\bar{\psi}(-p_z, +1/2) \gamma^3 u(p_z, +1/2) \ p_{c.m.}. \quad (42)$$

For details see \cite{10}. There the Feynman amplitude $\mathcal{M}$ is always decomposed into a structure that is proportional to $\bar{v} \gamma^\mu k_{\mu} u$. For the following matching procedure it is helpful to recall that $k = p_+ - p_- \rightarrow$ is the difference of pion momenta, chosen to lie in the $x$-$z$ plane.

I start with the decomposition

$$\mathcal{M} =: A_C \bar{v} \, u - \frac{1}{2} B_C \bar{v} \gamma^\mu k_{\mu} u \quad (43)$$

where $A_C$ and $B_C$ can be easily read off from the expressions given in \cite{10} and translated to the nucleon case via the replacement rules specified at the beginning of section \cite{3}. I will show now that the two scalar structures $A_C$ and $B_C$ defined in this way coincide with $A^{-}$ and $B^{-}$ from \cite{20,27,19}, respectively (except for calling $s$ then $t$). The index $C$ could be regarded as referring to crossing or to the first name of the first author of \cite{10}.

For the magnetic sector only $B_C$ contributes. To evaluate the ratio \cite{41} one needs $k_1 = -2 p_{c.m.} \sin \theta$. Then the
formula for $T_M$, equation (23) in [10], takes the form

$$T_M(s) = \frac{3}{4} \int \frac{d \theta}{\pi} \sin^3(\theta) B_C. \quad (44)$$

Identifying $B_C$ with $B^-$ this fits exactly to the relation between $f_L^\perp$ and $B^-$ from [20,9].

In the electric sector both $A_C$ and $B_C$ contribute. To evaluate (42) it is helpful to use $k_3 = -2 \text{p.c.m.} \cos \theta$ and the relation

$$\bar{v}(p_z, +1/2) u(p_z, +1/2) = -\frac{p_z}{m_N} \bar{v}(p_z, +1/2) \gamma^3 u(p_z, +1/2). \quad (45)$$

Then the formula for $T_E$, equation (22) in [10], becomes

$$T_E(s) = \frac{3}{2} \int \frac{d \theta}{\pi} \sin \theta \left( -\frac{p_z}{m_N \text{p.c.m}} A_C + B_C \cos \theta \right) \cos \theta. \quad (46)$$

The relation between $f_L^\perp$ and $A^-$, $B^-$ from [20,9] is recovered if one identifies $A_C$ with $A^-$ (and again $B_C$ with $B^-$).

As further cross-checks of my calculations I have explicitly compared my results for the Born terms with [9] and for the Weinberg-Tomozawa term [38] and the $e_4$ term [31] with [27] (details not shown here).

B Carrying a constant through the MO formalism

In this appendix I compare left- and right-hand side of [26] for the case that $K$ is just a constant; see also [28]. The purpose is to demonstrate that it matters if $P_0$ is kept as a part of $K$ or is treated separately.

The Omnes function [14] scales like $1/s$ for large $s$. Essentially this is achieved by the phase shift $\delta$ approaching $\pi$ in the same limit. The inverse of the Omnes function grows linearly with $s$. Therefore a quadratic dispersion relation can be established [28):

$$\Omega^{-1}(s) = 1 - \hat{\Omega}(0) s + s^2 \int \frac{ds'}{4m_N^2} \frac{\Im \Omega^{-1}(s')}{s'} \frac{1}{s'} \cdot (47)$$

Instead of a completely general study I will focus on one particular high-energy behavior of $\Omega$, namely when the imaginary part of $\Omega^{-1}$ approaches a constant for large $s$. This happens if $\sin(\delta(s)) \sim 1/s$ for large $s$. Then the dispersive integral in [47] can be rewritten:

$$s^2 \int \frac{ds'}{4m_N^2} \frac{\Im \Omega^{-1}(s')}{s'} \frac{1}{s'} = -s \int \frac{ds'}{4m_N^2} \frac{\Im \Omega^{-1}(s')}{s'} + s \int \frac{ds'}{4m_N^2} \frac{\Im \Omega^{-1}(s')}{s'} \frac{1}{s'} \cdot (48)$$

Thus one finds

$$s \int \frac{ds'}{4m_N^2} \frac{\Im \Omega^{-1}(s')}{s'} \frac{1}{s'} = \Omega^{-1}(s) - 1 + L s \quad (49)$$

with the constant

$$L := \hat{\Omega}(0) + \int \frac{ds'}{4m_N^2} \frac{\Im \Omega^{-1}(s')}{s'}. \quad (50)$$

For a constant $K$ the last expression in [26] turns to $K - K L s$. In other words it makes a difference if a constant term in the low-energy expression is just identified with $P_0$ or carried through the MO machinery with a once subtracted dispersion relation.

The difference is of order $s$ which is beyond the NLO approximation that is used throughout this work. Note that in contrast to pionic $\chi$PT, where the respective next order in the power expansion is suppressed by $s$, baryonic $\chi$PT order by order receives relative corrections of order $\sqrt{s}$ [30].
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