A Novel Obstacle Localization Method for an Underwater Robot Based on the Flow Field
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Abstract: Because the underwater environment is complex, autonomous underwater vehicles (AUVs) have difficulty locating their surroundings autonomously. In order to improve the adaptability of AUVs, this paper presents a novel obstacle localization strategy based on the flow features. Like fish, the strategy uses the flow field information directly to locate the object obstacles. Two different localization methods are provided and compared. The first method, which is named the Method of Spatial Distribution (MSD), is based on the spatial distribution of the flow field. The second method, which is named the Method of Amplitude Variation (MAV), is provided by the amplitude variation of the flow field. The flow field around spherical targets is obtained by a numerical method, and both methods use the parallel velocity component on the virtual lateral line. During the study, different target numbers, detectable ratios, spacing ratios, and flow velocities are taken into account. It is demonstrated that both methods are able to locate object obstacles. However, the prediction accuracy of MAV is higher than that of MSD. That implies that MAV is more robust than MSD. These new findings indicate that the object obstacles can be directly located based on the flow field information and robust flow sensing is perhaps not based on the spatial distribution of the flow field but rather, on its fluctuation range.
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1. Introduction

The autonomous underwater vehicle (AUV) is an important piece of equipment that is used to explore the ocean. However, the adaptive ability of the AUV is poor because the underwater environment is complex. In order to improve its environmental adaptability, studies have mainly focused on its control strategy [1–3]. However, the AUV is still not as adaptable as fish. One main reason for this is that the AUV has difficulty sensing its surroundings autonomously. Conventionally, electromagnetic sensors, sonars, and vision sensors are applied for perception. They can offer numerous advantages to help AUV localization, but their usage is also limited for a variety of reasons. For example, the sonars locate object obstacles based on the emission of sound waves, a process which has high energy consumption. Moreover, their medium to low resolution and high cost is the main limitation of their usage in underwater localization. In addition, the electromagnetic waves attenuate faster in seawater [4]. The vision sensors are overly dependent on light conditions, resulting in a greater power requirement and a limited operating scope [5–7]. Despite the exploitation of electromagnetic sensors, sonars, and vision sensors for successful object obstacle avoidance by underwater robots, the new method has obvious room for development because of the limitations.

Recently, some studies have proven that flow sensing can provide useful information about an AUV’s surroundings [8,9]. Flow sensing has no relationship with illumination and noise conditions,
and it can provide exteroceptive information in extreme environments [8,10–11]. The research on flow sensing based on lateral line mechanism can be divided into two parts. One is the study of ichthyology, and the other one is hydrodynamics.

Ichthyology mainly focuses on the structure of lateral organs and the behavior of fish after being stimulated. Based on the biologists’ studies of the lateral line system [12–14], some researchers have designed many artificial lateral line sensors. Such designs employ a variety of sensing principles, such as piezoresistive [15], capacitive [16], thermal [17], magnetic [18], piezoelectric [19], and optical techniques [20]. Hydrodynamics mainly focuses on the characteristics of the flow field around the target [21–24]. Research methods mainly include theoretical analysis and numerical simulations. Among the theoretical analysis methods, the potential flow theory has been used widely [25–27]. However, the potential flow theory is based on the assumption of idealized fluid, and the details of the flow field cannot be described accurately. With the development of computer technology, computational fluid dynamics (CFD) has become the main hydrodynamics method [28–33]. Based on these studies, we determined the structures of neuromasts and the flow fields around different targets. Because there is a wide academic gap between the ichthyology and hydrodynamics, we cannot determine the mechanism of the lateral line system used by the fish. For example, the specific stimuli information obtained by fish and the sensing processes based on this information are unknown. If we cannot build a bridge between ichthyology and hydrodynamics, the AUV will not be able to use lateral line sensors (LLS) to sense the environment [34].

In recent years, flow sensing has been introduced into the detection of objects. However, the most common method is the detection and localization of the dipole source [35–37]. One main method is the detection of Karman vortex streets (KVS) [38,39]. Another technique is the study of multisignal fusion and detection algorithms, which are based on the neural network scheme and other algorithms [40,41]. However, the excessive computing and storage resources and the difficulty of using these approaches for system level implementation mean that they cannot be used in engineering.

In this paper, we present a new flow sensing method for target localization. The relationship between the flow features and object location is investigated. The complete localization technique only uses flow velocity data as input parameters, and this technique has never been reported. This novel obstacle localization strategy uses the spatial distribution and amplitude variation of the flow field as flow features. An extensive comparative analysis between the two methods is carried out. The evaluation aims to study the differences between the methods—the Method of Spatial Distribution (MSD) and the Method of Amplitude Variation (MAV). The ultimate goal is to find a simple and effective method to locate the object obstacles based on the flow features.

The paper is organized as follows: Section 2 describes the background of the system model and the numerical method used to obtain the flow field, and the validation of numerical method is also described in this section. The novel object localization strategy is described in Section 3, including descriptions of MSD and MAV. Additionally, when the detective ratio changes, a comparison between two methods is provided. Section 4 presents the case of two tandem targets and the evaluation results of the two methods when the spacing ratio and flow velocity change. Finally, concluding remarks and directions for future work are provided in Section 5.

2. Implementation of the Test Problem

2.1. System Model

The lateral line and the targets are located in a Cartesian coordinate. As depicted in Figure 1, the diameter of the target is $H$. In order to avoid the influence of the computational domain on the flow field around the targets, the size of the computation field is 10 times larger than the target. Because the two targets are arranged in tandem and in order to ensure the full development of the wake field, the size of computation field along the flow direction is 30 times larger than the target. Thus, the computational domain $\Omega$ is $30H \times 10H \times 10H$. In the case of two targets, $L$ is the distance between them. The lateral line is under the center of the targets, and the interval between two LLS is
0.01H. The influence of the LLS is negligible. The sensors are located at \((x_i, y_i, z_i)\), and their range is shown in Equation (1):

\[
\begin{aligned}
-12H \leq x_i \leq 12H; \\
y_i = -D; \\
z_i = 0.
\end{aligned}
\] (1)

where \(H\) is the diameter of the target and \(D\) is the detective distance.

Figure 1. Schematic diagram of the computational domain in the XOY plane.

At the inlet boundary, a uniform flow is prescribed to be \(V\). The outlet condition is a pressure outlet, and the initial pressure is zero. A no-slip boundary is set as the surface of the targets, and a symmetry condition is used on the lateral boundaries. In order to ensure that the dynamic characteristics between the fluid and targets can be embodied accurately, the computational domain is defined by \(\Omega = \Omega_i + \Omega_e\). The domain \(\Omega_i\) is the vicinity of targets, whose size is \(24H \times 8H \times 8H\). The lateral lines used in this paper are located in this domain. Its grids are presented by employing an unstructured, triangular, and refined grid, whose size is \(\Delta x\). Restricted by the computer resources, a grid increasing function is used to mesh the domain \(\Omega_e\) by a hexahedral grid. The surfaces of domain \(\Omega_i\) are used as the source, with an increasing ratio of 1.2 and a maximum size of \(0.05H\).

To ensure the solution’s convergence, grid independence is studied. Three cases of the mesh dependency test are provided. When the residual is smaller than \(1 \times 10^{-6}\), the solution can be seen as convergent. The minimum sizes \(\Delta x_{\text{min}}\) of the three cases are \(0.001H\), \(0.005H\), and \(0.01H\), respectively. The drag coefficient \(C_d\) and its percentage changes are shown in Table 1. It is observed that \(C_d\) decreases while \(\Delta x\) becomes smaller. However, there is no significant change between Grid-1 and Grid-2. Therefore, the mesh characteristics of Grid-2 were used in the investigations presented.

Table 1. Analysis of grid independence.

| Case   | \(\Delta x_{\text{min}}\) | Number of Elements | \(C_d\) | Percentage Changes/% |
|--------|---------------------------|--------------------|--------|----------------------|
| Grid-1 | 0.001H                    | \(7.94 \times 10^6\) | 0.1418 | 0.77                 |
| Grid-2 | 0.005H                    | \(1.33 \times 10^6\) | 0.1429 | 3.99                 |
| Grid-3 | 0.01H                     | \(0.47 \times 10^6\) | 0.1486 | \        |

2.2. Numerical Method

The two-step Taylor-characteristic-based Galerkin method (TCBG) is used to solve the Navier–Stokes equation and the continuity equation, written in the Eulerian form as Equation (2) and
Equation (3) [42]. The momentum equation must be split in the classical method, but that is not required in the current method. The momentum–pressure Poisson equation method is used to segregate the pressure from the calculation of velocity. The preferable accuracy of this method with less numerical dissipation was proven by Bao et al. [42].

\[
\left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) = -\frac{\partial p}{\partial x_i} + \frac{1}{Re} \frac{\partial \tau_{ij}}{\partial x_i},
\]

(2)

\[\frac{\partial u_i}{\partial x_i} = 0\]

(3)

where \( u_i \) is the \( i \)-component velocity, \( u_j \) is the convective velocity, \( t \) is the time, \( \rho \) is the water density, \( p \) is the pressure, and \( \tau_{ij} \) is the deviatoric stress that is given by Equation (4):

\[
\tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right),
\]

(4)

where \( \mu \) is the viscosity constant.

Based on the TCBG method, the discretizing process has three steps. Firstly, we can get \( u_i^{n+1/2} \) from Equation (5), and then the relationship of \( \rho^{n+1} \) and \( u_i^{n+1} \) can be obtained from Equation (7). Finally, Equation (6) can be solved to get \( u_i^{n+1} \):

\[
u_i^{n+1/2} = u_i^n - \frac{\Delta t}{2} \left( u_i^n \frac{\partial u_i^n}{\partial x_j} + \frac{1}{Re} \frac{\partial \tau_{ij}^n}{\partial x_j} \right) + \frac{\Delta t^2}{8} u_k^n \frac{\partial}{\partial x_k} \left( u_j^n \frac{\partial u_i^n}{\partial x_j} + 2 \left( \frac{\partial p^n}{\partial x_j} - \frac{1}{Re} \frac{\partial \tau_{ij}^n}{\partial x_j} \right) \right),
\]

(5)

\[
u_i^{n+1} = u_i^n - \Delta t \left( u_i^{n+1/2} \frac{\partial u_i^{n+1/2}}{\partial x_j} + \frac{1}{Re} \frac{\partial \tau_{ij}^{n+1/2}}{\partial x_j} \right) + \frac{\Delta t^2}{2} u_k^{n+1/2} \frac{\partial}{\partial x_k} \left( u_j^{n+1/2} \frac{\partial u_i^{n+1/2}}{\partial x_j} + \frac{\partial \rho^{n+1}}{\partial x_j} - \frac{1}{Re} \frac{\partial \tau_{ij}^{n+1/2}}{\partial x_j} \right)
\]

(6)

\[
\frac{\partial^2 \rho^{n+1}}{\partial x_i \partial x_j} = \frac{1}{\Delta t} \frac{\partial}{\partial x_j} \left( u_i^n - u_i^{n+1} \right) - \frac{\partial}{\partial x_j} \left( u_j^{n+1/2} \frac{\partial u_i^{n+1/2}}{\partial x_j} + \frac{1}{Re} \frac{\partial \tau_{ij}^{n+1/2}}{\partial x_j} \right)
\]

(7)

where \( n \), \( n+1/2 \), and \( n+1 \) denote the time points of \( t_n \), \( t_{n+1/2} \), and \( t_{n+1} \), respectively.

2.3. Numerical Validation

In this section, the accuracy of the numerical algorithm is demonstrated and validated by theoretical and previous results.

In the analysis of theoretical validation, the velocity potential \( \phi \) meets the Laplace equation, as shown in Equation (8). Because of its properties, the complex flow can be decomposed into several simple flows:

\[
\frac{\partial^2 \phi}{\partial x_i^2} + \frac{\partial^2 \phi}{\partial y_i^2} + \frac{\partial^2 \phi}{\partial z_i^2} = 0,
\]

(8)

In uniform flow, the flow field around a sphere can be considered to be a mixed flow of uniform flow and dipole flow. The interest velocity potential \( \phi \) can be expressed as Equation (9), the flow velocity near the target can be shown as Equation (10), and the parallel velocity component \( v(x)_{x//} \) can be expressed as Equation (11) [43]. If we do not consider the influence of gravity and the component along the y-direction, the parallel velocity component \( v(x)_{x//} \) meets the requirements of the potential flow theory. For validation of the proposed method, flow past a single sphere is computed. When the detective distance is equal to \( 2H \), the parallel velocity on the lateral line is as
shown in Figure 2. As seen in Figure 2, it is found that the numerical result shows satisfactory
agreement with the theoretical result.

\[
\phi = \phi_1 + \phi_2 = Vx_i + \frac{H^3(V \cdot r)}{2\|r\|} \omega \tag{9}
\]

\[
v(r) = V - \frac{H^3(V \cdot r) \cdot r - \|v\|^2}{2\|r\|} \omega \tag{10}
\]

\[
v(x)_{x,\parallel} = V - \frac{H^3V(2(x_i - x_o)^2 - D^2)}{2(x_i - x_o)^2 + D^2^{5/2}} \omega \tag{11}
\]

where \( V \) is the flow velocity, \( H \) is the spherical diameter, \( r \) is the Euclidean distance between
the sensor and the target, \( \|r\| \) represents the vector’s Euclidean norm, and \( \omega \) is a dimensionless
coefficient, which was 1.143 in this paper.

Moreover, Zhao et al. [44] studied the flow past a single square cylinder. The same case was
studied by the above computational algorithm in this paper. The Strouhal number of square targets
with different postures \( \theta \) was computed. The comparison results are shown in Figure 3, and the
numerical results are in accordance with previous reports. The computational algorithm is adequate
to solve the flow field around the underwater target, which is confirmed by reasonable agreement
between our numerical results and the previous data.

![Figure 2](image1.png)

**Figure 2.** Comparison of the simulated parallel velocity and the theoretical result.

![Figure 3](image2.png)

**Figure 3.** Comparison of simulated results and previous results.
3. Location Strategies

3.1. Method of Spatial Distribution (MSD)

As shown in Figure 2, we determined the parallel velocity distribution on the lateral line. It is clear that there are three extreme points on the curve. Using the operation of partial derivatives on the parallel component, the results are shown in Equation (12), and the abscissa of three extreme points are shown in Equation (13).

\[
\omega \cdot \frac{3H^3V(x_i-x_o)(3D^2-2(x_i-x_o)^2)}{2\|x_i-x_o\|^2+D^2} = \omega ,
\]

(12)

\[
\begin{align*}
  x_1 &= x_o - \frac{\sqrt{6}}{2} D; \\
  x_2 &= x_o; \\
  x_3 &= x_o + \frac{\sqrt{6}}{2} D
\end{align*}
\]

(13)

As shown in Figure 2, the abscissa of the spherical center and the maximum point are equal, and the spatial variation of two minimum points is \(\sqrt{6}D\), where \(D\) is equal to \(\|v_i-v_o\|\). The results show that the position of a target can be estimated based on the spatial variation of the extremum points. The method is similar to the model presented by Dagamseh et al. [35], which was proven in the study of dipole source localization.

Because the spherical target is symmetrical, in order to discuss it conveniently, the velocity distribution hereinafter is in the XOY plane. As seen in Figure 4, the velocity in the area away from the target is similar to the inlet velocity, resulting in the positions of minimum points being non-obvious. From Figure 5, it is clear that the estimated error \(\varepsilon_1\), which is shown in Equation (14), increases when the detective ratio increases. In other words, as the detective ratio increases, we cannot locate the target based on the MSD accurately. Therefore, the other more robust method is needed.

\[
\varepsilon_i = \frac{|D-D_{est}|}{D} \times 100\% ,
\]

(14)

where \(D\) is the actual detective distance and \(D_{est}\) is the estimated detective distance. The \(i\) values are 1 and 2, and they represent the estimated errors of the previous method and new method, respectively.

![Figure 4. Parallel velocity on the lateral line at different detective ratios.](image-url)
3.2. Method of Amplitude Variation (MAV)

Another interesting observation from Figure 4 is that the amplitude variation of velocity $\Delta v$ decreases when the detective ratio $D/H$ increases. The amplitude variation $\Delta v$ is plotted in Figure 6 as a function of the detective ratio. As seen in Figure 6, the connection can be approximated by an exponent regression. The regression equation is shown in Equation (15) and the equation analog effect is good. This implies that the localization of targets can be approximated by the amplitude variation of extreme points in the velocity distribution.

\[
\begin{align*}
\Delta v & = \frac{m}{(D/H)^n} \\
\Delta v & = |v_{\text{max}} - v_{\text{min}}|
\end{align*}
\]

where $m$ and $n$ are the regression coefficients. $v_{\text{max}}$ and $v_{\text{min}}$ are the maximum velocity and the minimum velocity on the lateral line.

According to Equation (11), we can get $v_{\text{max}}$ and $v_{\text{min}}$, which are shown in Equation (16). The amplitude $\Delta v$ of the velocity drop based on the potential flow theory is shown in Equation (17), whose form is similar to that of Equation (15). Compared with Equation (15), the coefficients $m$ and $n$ are 0.6$V$ and 3.0, respectively, in this paper. As seen in Equation (17), the regression coefficients depend on the flow velocity.
\[
\begin{align*}
\begin{cases}
    v_{\text{max}} &= V + \frac{V}{2}(D / H)^3 \cdot \omega \\
    v_{\text{min}} &= V - \frac{\sqrt{10}V}{125}(D / H)^3 \cdot \omega
\end{cases}
\end{align*}
\] (16)

\[
\Delta_{\text{max}}v = \frac{(125 + 2\sqrt{10}) \cdot \omega \cdot V}{250 (D / H)^3}
\] (17)

In order to prove that the method is effective at different detective ratios, the velocity curves on more lateral lines were computed, and the detective ratio is estimated based on the MAV, as shown in Table 2. We can see that the estimated error of the MAV is less than 1%, and it is smaller than that of MSD obviously. This implies MAV is more robust than MSD.

| \(D / H\) | 1.25 | 1.75 | 2.25 | 2.75 | 3.25 |
|-----------|------|------|------|------|------|
| \(D_{\text{est}} / H\) | 1.26 | 1.74 | 2.23 | 2.73 | 3.28 |
| \(\varepsilon_2\) | 0.80 | 0.63 | 0.89 | 0.73 | 0.92 |

4. Discussion of Tandem Targets

4.1. Influence of the Spacing Ratio

In this section, the case of double targets arrayed in tandem is presented. The influence of the spacing ratio \(L / H\) is taken into consideration. It should be pointed out that the amplitude of the velocity curve decreases when the spacing ratio is decreased, as shown in Figure 7. When the spacing ratio becomes bigger, the flow field is more stable. As seen in Figure 7, when the value of \(L / H\) is 4 and 6, the positions of two minimum points are not obvious. This implies that the estimated error will become bigger based on the MSD, as shown in Figure 8.

![Figure 7. Parallel velocity on the lateral line at different spacing ratios.](image)
Figure 8. Parallel velocity on the lateral line at different spacing ratios.

We chose the minimum velocity in the upstream region of the target to calculate the velocity drop amplitude in MAV. Additionally, it is interesting that both the estimated errors are less than 1%. This means that MAV is effective for the case of double targets, and the spacing ratio has no influence on its prediction accuracy.

4.2. Influence of the Flow Velocity

In order to determine the influence of the flow velocity on the estimated results, the cases of different flow velocity are computed. Because the velocity range of most AUV is from 0.5 to 2.0 m/s, this range is used for the research considered. For all the cases in this section, the detective ratio and the spacing ratio are set as 2.0 and 10.0, respectively. The parallel velocity curve is treated with the dimensionless method, as shown in Equation (18):

$$V_{\text{norm}} = \frac{v}{V},$$  \hspace{1cm} (18)

where $V_{\text{norm}}$ is the dimensionless velocity, $v$ is the velocity on the lateral line, and $V$ is the inlet velocity.

As seen in Figure 9, the dimensionless velocity curves are plotted for various flow velocities. In this range, the change of velocity is not sufficient to change the velocity distribution on the lateral line. When the spacing ratio is enlarged to 10.0, the shear layers formulated from the upstream target are stable in the gap between the targets. Therefore, the flow patterns are similar to each other.

Figure 9. Dimensionless velocity curves on the lateral lines with different inlet velocities.
It can be seen from Figure 9 that the dimensionless velocity curves are similar to each other in the range of flow velocities. This implies that the flow velocity has little influence on the estimated errors of both methods. The estimated errors of both methods for target-2 are shown in Table 3. As seen in Table 3, the estimated errors of MAV with different velocities are smaller.

| $V$ (m/s) | $\varepsilon_1$ | $\varepsilon_2$ |
|-----------|----------------|----------------|
| 0.5       | 5.846          | 0.573          |
| 1.0       | 6.495          | 0.746          |
| 1.5       | 6.279          | 0.685          |
| 2.0       | 6.306          | 0.652          |

5. Conclusions

We presented a new strategy for underwater target localization using the flow features including MSD and MAV. The two methods were compared in different cases. The following conclusions were obtained from the results.

1. The amplitude variation of extreme points on the parallel velocity curve can be used to estimate the locations of targets. For the cases of flow past one and two targets in a uniform flow field, the estimated error of MAV was less than 1%, which was evidently smaller than that of MSD.
2. Changes in the detective ratio and spacing ratio had obvious influences on the estimated error of MSD, but they had little influence on the results of MAV.
3. Robust flow sensing is not based on the spatial distribution of the flow field but rather, on the fluctuation range.

Future work will focus on other target shapes and flow patterns, such as irregular targets in turbulent oscillatory and pulsing flows. We hope that this research will investigate the connections among various target shapes and flow patterns and that the full range of practical applications of this new object location strategy will be established.
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