A Full $\Lambda$CDM Analysis of KiDS-1000 Weak Lensing Maps using Deep Learning
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We present a full forward-modeled $\Lambda$CDM analysis of the KiDS-1000 weak lensing maps using graph-convolutional neural networks (GCNN). Utilizing the COSMOGRID, a novel massive simulation suite spanning six different cosmological parameters, we generate almost one million tomographic mock surveys on the sphere. Due to the large data set size and survey area, we perform a spherical analysis while limiting our map resolution to HEALPix $n_{\text{side}} = 512$. We marginalize over systematics such as photometric redshift errors, multiplicative calibration and additive shear bias. Furthermore, we use a map-level implementation of the non-linear intrinsic alignment model along with a novel treatment of baryonic feedback to incorporate additional astrophysical nuisance parameters. We also perform a spherical power spectrum analysis for comparison. The constraints of the cosmological parameters are generated using a likelihood-free inference method called Gaussian Process Approximate Bayesian Computation (GPABC). Finally, we check that our pipeline is robust against choices of the simulation parameters. We find constraints on the degeneracy parameter of $S_8 \equiv \sigma_8 \sqrt{\Omega_M/0.3} = 0.79^{+0.06}_{-0.05}$ for our power spectrum analysis and $S_8 = 0.79^{+0.05}_{-0.05}$ for our GCNN analysis, improving the former by 16%. This is consistent with earlier analyses of the 2-point function, albeit slightly higher. Baryonic corrections generally broaden the constraints on the degeneracy parameter by about 10%. These results offer great prospects for full machine learning based analyses of on-going and future weak lensing surveys.

I. INTRODUCTION

The large scale structures (LSS) of the Universe contains a wealth of information that can be used to test our cosmological models. Weak gravitational lensing (WL) (see e.g. [1, 2] for reviews) utilizes the laws of general relativity along the shape measurements of millions of galaxies to reconstruct the projected matter distribution of the Universe. The unique ability of WL to directly observe the matter contents of the Universe makes it an ideal probe to constrain cosmological parameters. This has already been demonstrated by WL surveys such as the Canada France Hawaii Telescope Lensing Survey (CFHTLenS)[3] [4], the Kilo-Degree Survey (KiDS)[5] [6, 7], the Dark Energy Survey (DES)[8] [9, 10], and the Subaru Hyper Suprime-Cam (HSC)[11] [12]. Future surveys such as Euclid [13], the Vera C. Rubin Observatory [14] or the Wide-Field Infrared Survey Telescope (WFIRST) [15] will be able to provide even more precise measurements.

On large scales, the projected matter distribution of the Universe approximately follows the distribution of a Gaussian random field, making statistics based on the two-point correlation function ideal tools to analysis the data [7, 9, 12]. However, the increasing quality and quantity of the available data makes it possible to probe scales, where the evolution of the matter distribution is dominated by non-linear effects, leading to information that cannot be fully extracted by the two-point correlation function alone. This motivates the search for novel summary statistics with the ability to extract non-Gaussian information. Such approaches include weak lensing peak statistics (e.g. [16–23]), the three-point correlations function (e.g. [24, 25]) or machine learning based methods (e.g. [26–30]). These higher order statistics have the potential to greatly improve the cosmological parameter constraints and reduce the systematic effects. However, one problem is that analytical predictions are typically not available, making it necessary to predict them with costly simulations. Additionally, the common assumption of a Gaussian likelihood might break down for complicated statistics and likelihood-free inference methods may have to be used.

In this work we perform a forward-model $\Lambda$CDM machine-learning analysis of the KiDS-1000 data [31] using very similar settings as the KiDS-1000 two-point correlation function analysis [7, hereafter A20]. To achieve this we build upon our previous analysis of the KiDS-450 data [29, hereafter F19], but significantly improve the pipeline by increasing the number of cosmological and nuisance parameters, as well as using a different type of neural networks along with the likelihood-free inference method Gaussian Process Approximate Bayesian Computation (GPABC) [28] to constrain the cosmological parameters. Similar to F19 we perform an analysis based on neural networks as well as a standard power spectrum analysis for comparison. In contrast to F19,
we do not need to cut the observed data in independent patches, and instead treat the whole survey at once on the sphere. We create the necessary mock surveys for the evaluation of the power spectra and the training of the networks using the UFA LCON [32, 33] software and a novel simulations suite, called the CosmoGrid [34]. The CosmoGrid is an extensive simulation suite that contains ~20,000 independent simulations of 2'500 distinct parameter combinations of the $\Lambda$CDM model, varying 6 cosmological parameters, namely the total matter density $\Omega_M$, the fluctuation amplitude $\sigma_8$, the spectral index $n_s$, the Hubble parameter $H_0 \equiv 100h$, the baryon density $\Omega_b$, and the dark energy equation of state parameter $w_0$. The large size of the CosmoGrid poses computational challenges and we therefore limit the resolution of our mock surveys to a HEALPix $n_{\text{side}} = 512$. Our generated mock surveys incorporate systematics such as photometric redshift errors or the multiplicative and additive shear biases in a similar way as A20. Furthermore, we utilize the map-level implementation of the non-linear intrinsic alignment model (NLA) [35–37] presented in F19 to constrain the intrinsic alignment amplitude $A_{\text{IA}}$. Additionally, we develop a new method to treat baryonic feedback for the CosmoGrid simulations based on [38–40] that allows us to marginalize over baryonic effects. We evaluate the power spectrum of the generated, spherical mock surveys and further analyse them with graph-convolutional neural networks utilizing DeepSphere [41] and an information maximizing loss [28, 42]. Finally, we perform a likelihood-free parameter inference using GPABC [28].

This paper is structured as follows. In section II we give an overview of the used data. In section III we describe our blinding scheme. Section IV contains a detailed description of our methods, including the mock survey generation, treatment of all systematics, the used networks and our inference pipeline. We discuss our tests of the whole pipeline with respect to simulation settings in section V and present our results in section VI, which is followed by our conclusions in section VII. Afterwards, appendix A includes more details about certain prior choices. In appendix B we present tests for the accuracy of our mock surveys and in appendix C we describe our baryon model in more detail. More information and tests for our examined networks are presented in appendix D and finally, our full parameter constraint can be found in appendix E.

II. KIDS-1000 DATA

In this work, we analyse the fourth data release [31] of the Kilo-Degree Survey (KiDS [43]) which is a public survey by the European Southern Observatory (ESO). This release contains ~1000 deg$^2$ of images giving it the name KiDS-1000. KiDS is observing in four band (ugri) using the OmegaCAM CCD mosaic camera mounted at the Cassegrain focus of the VLT Survey Telescope (VST). This combination was designed to have a well-behaved and almost round point spread function (PSF), as well as a small camera shear, making it ideal for weak lensing measurements. The combination with its partner survey, VIKING (VISTA Kilo-degree INfrared Galaxy survey [44]), increases the number of observed optical and near infrared bands of the galaxies to nine (ugrizYJHK$_s$), greatly improving their photometric redshift estimates. The observed data is processed with the two pipelines TheLI [45] and Astro-Wise [46] and the galaxy shear estimates are obtained with LENSFIT [47, 48]. LENSFIT uses a likelihood-based method to fit a disc and bulge model to each of the observed galaxies to extract their shear values. Each galaxy is also assigned a weight based on this likelihood, with large weight indicating a high confidence of the fit. Additionally, photometric redshifts of the galaxies are obtained using the BPZ code [49]. A detailed description of the KiDS-1000 methodology can be found in [50].

A. Data Preparation

We split the galaxies into five tomographic bins using their BPZ estimated in the same way as in A20. The most important quantities of these bins can be found in table 1 of A20. To create shear maps from the observed galaxies, we project them onto HEALPix [51] maps with a resolution of $n_{\text{side}} = 512$. However, before the projection, we rotate the positions of the galaxies, as well as their shear values. This rotation is performed to increase the number of cutouts that can be obtained from simulated maps as described in section IV B and is visualized in Figure 1. After the rotation, the shear value of each pixel is calculated as the weighted mean of the shear values $\epsilon_i$ of the galaxies inside the pixel

$$\gamma_{\text{pix}} = \frac{\sum_{i \in \text{pix}} w_i (\epsilon_i - c_z)}{\sum_{i \in \text{pix}} w_i},$$

(1)

where the $w_i$ are the LENSFIT weights and the constants $c_z$ are chosen such that the weighted mean shear of each redshift bin is zero (see section IV E 2).

III. BLINDING

The analysis presented in this work was performed in a blinded fashion to avoid a confirmation bias. The shear values of the observed galaxies were only used to generate noise footprints in the analysis pipeline (see section IV C). We only unblinded the actual observed data after two conditions were met. First, the power spectra analysis (see section IV H 1) had to be consistent with the network analysis (see section IV H 2). Second, the analysis had to be robust against the simulation settings used for the data generation (see section V). The observed data was only analyzed after passing both of these requirements. After the unblinding we did not change our analysis pipeline.
FIG. 1. The original KiDS-1000 survey footprint is shown in dark grey and the galaxy density [galaxies/arcmin\(^2\)] of the rotated footprint in blue. The pixels with zero galaxies are part of the padding necessary to process the maps with the graph convolutional neural network (see section IV F) and not part of the original survey.

However, we did run an additional analysis, where we adapted a hyperparameter of our inference method. This is explained in more details in section VI.

IV. METHODOLOGY

An overview of the data flow is given by Figure 2. The depicted flowchart explains most of the crucial parts of the data generation procedure. Additional parts of the pipeline that are not shown include our handling of the photometric redshift error (see section IV E 1), our treatment of baryonic effects (see section IV E 4), details about the used networks (see sections IV F and IV G) and, finally, our inference method (see section IV H).

A. Simulations

1. Parameters

The training of the GCNN as well as the inference of the cosmological parameters requires a tremendous amount of simulations. In this work, we use the COSMOGRID [34] to generate the necessary weak lensing maps. The COSMOGRID is a simulation suite generated with the fast and efficient PKDGRAV3 code [52]. It contains seven independent simulations for each of the 2'500 grid cosmologies varying six different cosmological parameters, as well as, 200 distinct simulations of a fiducial cosmology and perturbations of it. The perturbed fiducial simulations are simulations for which a single cosmological parameter \( \theta \) was changed by a small shift \( \pm \Delta \theta \), but the seeds of the initial conditions remained unchanged. These simulations can be used to estimate derivatives of quantities with respect to the cosmological parameters via finite difference methods (see e.g. section IV F 1). The six varying cosmological parameters are listed in Table 1. The dark energy density \( \Omega_\Lambda \) was adapted for each simulation to achieve a flat \( \Lambda \)CDM universe and the neutrino mass was fixed to three degenerate neutrinos each having a mass of \( m_\nu = 0.02 \) eV. The 2'500 grid points are split into two sub-grids: 1'250 grid points follow a Sobol sequence inside the priors listed in Table 1 and 1'250 grid points follow a Sobol sequence with tighter priors around the fiducial parameters (see e.g. Figure 3), focusing on the region of interest. A Sobol sequence is a quasi-random low-discrepancy sequence that uniformly samples the space. It is similar to Latin hypercube sampling. However, it has the advantage that the sample size does not have to be set in advance, allowing the addition of new samples to the sequence. Another important property is that the number of dimensions of the samples can also be extended, making it easy to add new parameters. One should note that the tight prior is not relevant for this analysis as we only consider the full range of the parameters. The

FIG. 2. Overview of the data flow used in the analysis. Section IV B explains the generation of full sky convergence \( \kappa_{\text{sim}} \) and intrinsic alignment maps \( \kappa_{\text{IA}} \), as well as, the spherical KS inversion to transform the convergence maps to shear maps \( \gamma_{\text{sim}} \) & \( \gamma_{\text{IA}} \), and the subsequent masking. The mode removal strategy is covered in section IV D. Section IV C describes the generation of noise maps \( \gamma_{\text{noise}} \) from the actual observed data \( \gamma_{\text{data}} \). Finally, the handling of the multiplicative shear bias \( m_b \) and additive shear bias \( c_b \) is described in section IV E 2.
The simulations also include three degenerate massive neutrinos each having a mass $m_\nu = 0.02$ eV and general relativistic effects, which are modeled as described in [53]. This model requires a lookup table of highly accurate transfer functions. This table was generated using CLASS [54] and then transformed into the proper N-body gauge using CONCEPT [55]. This lookup table was also used to generate the initial conditions at $z = 99$. The remaining precision parameters were left to their default values as in F19.

After the initial condition generation, the simulations used 140 base time steps [56] to evolve the particles to $z = 0$. The first 70 time steps were equally spaced in proper time and evolved the particles to $z = 4$ and the remaining steps were equally spaced in proper time between $z = 4$ and $z = 0$. This split in the evolution was done to reduce the number of steps at low redshifts to reduce the amount of generated data. The simulations were run in lightcone mode and after crossing $z = 3.5$ a shell of particles with a resolution of $n_{\text{side}} = 2048$ was generated for each time step, containing the particles that left the observed lightcone. The simulated box was replicated to cover the relevant range if necessary. PKDGRAV3 also includes a friends-of-friends (FoF) halo finder. For each time step, a halo catalog was generated using a linking length of one-fifth of the mean particle separation. This catalog was later used to include baryonic effects into the generated weak lensing maps (see section IV E 4).

3. Benchmarks

Additionally to the fiducial and grid simulations, the COSMOGRID contains different types of benchmark simulations. These simulations were all run using the fiducial cosmology. Each benchmark contains five independent simulations and the random seeds for the initial conditions were the same across the different settings. This was done to reduce the cosmic variance between the different benchmarks, which makes it easier to use them to test various systematics. The first benchmark simulations were run with exactly the same parameters as the fiducial simulations. This benchmark can be used to generate mock observations that are equivalent to the other benchmarks in terms of cosmic variance, but run with the normal simulation settings. For the second benchmark the particle count was increased to 2048$^3$. This can be used to check the convergence of the simulations and with respect to the particle count. For the third benchmark the boxsize was increased to 2250 Mpc$/h$, while keeping the particle density the same, which can be used to investigate the effect of modes that are larger than the fiducial setup.

The last benchmark was generated to check the redshift resolution of the fiducial setup. For this run, the number of base timesteps was increased to 500, of which 100 were equally spaced in proper time to $z = 4$ and the remaining 400 were equally spaced between $z = 4$ and $z = 0$. All these benchmarks were used to check the robustness of our pipeline with respect to simulation settings and the results are presented in section V.

B. Mock surveys

Similarly to F19 and [10], we generate full sky convergence maps with the simulated shells using UFALCON [32, 33]. However, we downgrade the simulated shells to an $n_{\text{side}}$ of 512 to alleviate the computational costs and reduce the memory consumption of the generated surveys. UFALCON uses the Born approximation to efficiently generate convergence and intrinsic alignment (see section IV E 3) maps. The convergence of any given pixel $\kappa(\vec{v}_{\text{pix}}, z)$ is calculated in the following way

$$\kappa(\vec{v}_{\text{pix}}, z) \approx \frac{3}{2} \Omega_m \sum_b W_b \frac{H_0}{c} \int_{\Delta z_b} \frac{dz}{H_0 E(z)} \delta (\vec{v}_{\text{pix}}, z),$$

where $D(z)$ is the dimensionless comoving distance and the vector $\vec{v}_{\text{pix}}$ is given by

$$\vec{v}_{\text{pix}} = \frac{c}{H_0} D(z) \hat{n}_{\text{pix}}.$$
The vector $\mathbf{b}$ is a unit vector pointing to the pixels center and $E(z)$ is given by

$$dD = \frac{dz}{E(z)}. \quad (2)$$

The sum runs over all redshift shells and $\Delta z_b$ is the thickness of shell $b$. Each shell gets the additional weight $W_b$ which depends on the redshift distribution of the source galaxies. We refer the interested reader to [32, 33] for a detailed description. The generation of the intrinsic alignment maps works in a similar way, but uses different weights for the shells, which is described in F19. The Born approximation used to generate the maps might have an impact on the constraints. However, [57] showed that the impact of the approximation is negligible for stage-III surveys like KiDS, which was also verified by the systematics test in F19.

We generate the maps using the same redshift distributions as A20. A detailed description of the construction of the redshift distributions can be found in [58] and our treatment of the photometric redshift error is described in section IV E 1. It is important to note that these redshift distributions span a range of $0 \leq z \leq 6$ which is significantly larger than the range of our simulations. However, the lensing contribution of the matter between $3.5 \leq z \leq 6$ is negligible for KiDS-1000. We therefore used the whole range of the redshift distributions, but ignored the contribution of the matter in the high redshift regime outside of the range of our simulations. We compare the power spectra of the generated maps to predictions obtained with PyCCL [59] in appendix B.

After generating full sky convergence maps, we used the spherical Kaiser-Squires (KS) inversion [60] to transform them into weak lensing shear maps. This transformation has two unwanted side effects that have to be addressed in the analysis. First, such a transformation acts as a low-pass filter on the maps, because the highest $\ell$-mode in the transformation is directly linked to the resolution of the maps and a perfect reconstruction of the original convergence map is not possible. Second, the generated map contains only E-modes. We address these issues after the masking with a “mode removal” (see section IV D) strategy similar to the one used in F19.

After the first spherical KS inversion, we mask the full sky cosmic shear maps to generate mock surveys. To make better use of the simulated area, we cut out eight survey footprints out of a single simulation. These footprints are shown in Figure 4. Each of the shown footprints can be obtained from the original (rotated) survey footprint (see Figure 1) with a transformation that respects the HEALPix octahedral symmetry, meaning that each pixel can be mapped to exactly one pixel without overlapping with any other pixels. For the grid cosmologies, we generated five full sky convergence maps per patch with a different redshift distribution (see section IV E 1), resulting in 280 (seven simulations $\times$ eight patches $\times$ five realizations) mock surveys per grid point after the KS inversion. This results in a total of 700'000 mock surveys for all grid cosmologies combined. For the fiducial cosmology, including its perturbations and benchmarks, we generated a total of ten full sky convergence maps per patch, resulting in 16'000 mock surveys for the fiducial simulations and its perturbations and 400 mock surveys for the benchmarks.

The combined size of all generated mock surveys with a resolution of $n_{\text{side}} = 512$ is approximately $\sim 11$TB, showing the immense size of the data set. Increasing the resolution to $n_{\text{side}} = 1024$ would increase the memory usage of the mock surveys by a factor of four. Additionally, it would significantly increase the time to train the neural networks and to evaluate the power spectra. We therefore leave the analysis of smaller scales that could be probed with a higher resolution to future work.

At this point the generated mock surveys do not contain any noise and still suffer from the side effects of the KS inversion. Also, they no not include effects of the multiplicative and additive shear bias yet. We will cover all these aspects in the following sections.

### C. Shape and Measurement Noise

The simulation of realistic noise maps is crucial for the analysis. To do this, we use the same technique as in F19 and generate noise maps using random rotations of the

| $\theta$ | $\theta_{\text{fid}}$ | $\Delta \theta$ | Prior |
|---------|----------------|----------------|-------|
| $\Omega_M$ | 0.26 | 0.01 | [0.1, 0.5] |
| $\sigma_8$ | 0.84 | 0.015 | [0.4, 1.4] |
| $h$ | 0.6736 | 0.02 | [0.64, 0.82] |
| $\Omega_b$ | 0.0493 | 0.001 | [0.03, 0.06] |
| $n_s$ | 0.9649 | 0.02 | [0.87, 1.07] |
| $w_0$ | -1.0 | 0.05 | [-2.0, -0.333] |
| $\sigma_\nu$ | 0.02 | N/A | fixed |
| $A_{1\alpha}$ | 0.0 | 0.1 | [-3.0, 3.0] |
| $\lg(M_\odot^b)$ | 13.82 | 0.1 | [12.0, 15.0] |
| $\nu$ | 0.0 | 0.1 | [-2.0, 2.0] |
| $\delta_\alpha$ | N/A | N/A | $N(\mu_\alpha, C_\alpha)$ |
| $m$ | N/A | N/A | $N(\mu_m, C_m)$ |
| $\delta_\gamma$ | N/A | N/A | $N(0, 23 \times 10^{-4})$ |

TABLE I. Cosmological and nuisance parameters used in this analysis. We provide the fiducial values $\theta_{\text{fid}}$ along with their perturbations $\Delta \theta$ used for the training of the network and the MOPED compression (see sections IV F and IV H 1). We vary six cosmological parameters in flat priors and also constrain three astrophysical nuisance parameters: the intrinsic alignment amplitude $A_{1\alpha}$ (section IV E 3) and the baryon parameters $M_\odot^b$ and $\nu$ (section IV E 4). The priors of the mean shift of the redshift distributions $\delta_\alpha$ (section IV E 1) and the multiplicative bias $m$ are modeled as multivariate Gaussians with means $\mu_\alpha$ and $\mu_m$, and covariance matrices $C_\alpha$ and $C_m$. The uncertainty of the additive bias $\delta_\gamma$ (section IV E 2) is modeled with an univariate Gaussian prior. The parameters $\delta_\alpha$, $m$ and $\delta_\gamma$ are marginalized in the analysis and not constrained.
FIG. 4. The eight patches that were to make better use of the full sky simulations. The patches respect the HEALPix octahedral symmetry, meaning that one can perfectly map every pixel of each patch onto any other patch without causing unwanted artefacts.

The observed shear values

\[ \gamma_{\text{pix, noise}} = \frac{\sum_{j \in \text{pix}} \exp (\theta_{j} i) w_{j} (\gamma_{j} - c_{z})}{\sum_{j \in \text{pix}} w_{j}}, \]

where the \( \theta_{j} \) are drawn uniformly from \([0, 2\pi])\). The rotation and projection of the galaxies is computationally very efficient and could theoretically be done on-the-fly during the training of the networks. However, noise maps that are generated this way are not band-limited and also contain B-modes. Therefore, we have to apply our mode removal (see section IV D) which requires a spherical harmonics decomposition. Such a transformation cannot be done on-the-fly during the training or evaluation of the network and we decided to create a static dataset of noise footprints. We produced one noise map for each generated mock survey of the grid cosmologies and two for each mock survey of the fiducial cosmology, one for the training and one for the evaluation. The generation of two independent noise maps for each mock survey of the fiducial simulations was necessary to avoid overfitting during the training of the network (see section IV F 1).

D. Mode Removal

Projecting the shear of the observed galaxies onto a spherical grid leads to shear maps that contain B-modes and are not band-limited. We define a band-limited map as a map that can be decomposed into spherical harmonics without losing information. Theoretically, this is always possible, but it can be numerically unstable. Because of this, HEALPix limits the resolution of the spherical harmonics decomposition to modes with \( \ell \leq 3n_{\text{side}} - 1 \) per default. Therefore, the simulated shear maps do not have modes above the cutoff scale. However, the projected galaxies from the survey and the noise realizations still contain these modes, which can potentially lead to biases in the results. Additionally, the simulated convergence maps will produce shear maps that only contain E-modes, as opposed to the observed maps and noise maps, which can contain B-modes. These missing modes can also lead to biases. We mitigate these potential biases by performing an additional spherical harmonic decomposition on all masked maps. During this decomposition we remove all B-modes from the shear maps. This way, all generated simulations, noise maps and the true data are band limited, contain the same masking effects and are E-modes only. We dub this additional decomposition “model removal” (see Figure 2).

E. Systematics

In this section we describe our treatment of the systematic effects that we consider in this work. In our analysis we marginalize over photometric redshift errors (section IV E 1), intrinsic alignment (section IV E 3), the multiplicative and additive shear bias (section IV E 2), as well as baryonic feedback (section IV E 4). Furthermore, we check that our results are robust to the simulation settings of the CosmoGrid (section IV E 5).

1. Photometric Redshift

The redshift distributions of each tomographic bin of the KiDS-1000 dataset have been calibrated using the self-organising map (SOM) method of [61] with additional requirements described in [62]. The resulting distributions have a reliable mean redshift with a high accuracy coming from the nine-band photometry of the galaxies. The expected uncertainty on the mean redshift was estimated using mock simulations. Following A20, we use the same means and covariance matrix to model the uncertainty on the mean redshifts of the five tomographic distributions as multivariate Gaussians. Each generated mock survey (see section IV B), either for the training or evaluation, has been produced with a redshift distribution that is shifted by a random draw from this multivariate Gaussian to marginalize over the photometric redshift errors.

2. Multiplicative and Additive Shear Bias

We use the common model of an additive and multiplicative shear bias correction to model the calibration uncertainty

\[ \gamma_{\text{obs}} = (1 + m_{z}) \gamma + c_{z}, \]

where \( m_{z} \) and \( c_{z} \) are the multiplicative and additive correction, respectively. We treat the multiplicative bias in the same way as the “free \( m \) correlated” model of A20, using the same mean and covariance matrix for the Gaussian prior (see Table I). Each redshift bin is corrected by
a multiplicative bias term that is drawn from a Gaussian distribution and the terms of the different bins are fully correlated. It was shown in A20 that treating the multiplicative biases as correlated or uncorrelated does not significantly affect the resulting constraints. We marginalize over this uncertainty by correcting each of the generated mock surveys (see section IV B) with a randomly drawn bias term after the mode removal (see section IV D and Figure 2).

We also treat the additive shear biases for each redshift bin. We remove the mean shear from all shear maps, simulated and observed alike, and then model the remaining uncertainty similar to the treatment of the real space correlation function $\xi_c$ in A20. The mode removal (see section IV D) removes all B-modes from the shear maps and hence removes any additive correction from the imaginary part of the shear maps. Therefore, we only need to model the additive correction of the real part. We expect this correction to have a negligible impact on the results. Nevertheless, we use the same uncertainty $\delta_c$ to model this additive correction as A20 used for their treatment of the correction in their $\xi_c$ analysis. This correction is applied to each simulated survey after the mode removal (see section IV D and Figure 2).

3. Intrinsic Alignment

The intrinsic alignment of galaxies around massive objects is one of the most important systematic effects in weak gravitational lensing. We use the same model as in F19 which is based on the non-linear intrinsic alignment model (NLA) [35–37]. We refer the reader to F19 and [23] for details about the concrete implementation. Similar to F19 and A20, we ignore the redshift and luminosity dependence of the NLA model and only consider the intrinsic alignment amplitude $A_{\text{IA}}$ as a free parameter. We create an intrinsic alignment map along each mock survey containing the cosmological signal. This intrinsic alignment map, scaled by the amplitude $A_{\text{IA}}$, can then be added to the actual signal map (see Figure 2). We also check the accuracy of our IA only maps by comparing their power spectra to PyCCL predictions. This comparison is presented in appendix B.

To constrain the intrinsic alignment amplitude, we extent the Sobol sequence of the grid cosmologies by an additional dimension and scale it to our prior on $A_{\text{IA}}$ (see Table I). This way, each simulated cosmology has a unique amplitude which can be used for the parameter inference (see section IV H).

4. Baryonic Feedback

Baryonic effects can have a significant impact on the small scale clustering in large cosmological simulations [see e.g. 63–65]. However, modeling these effects is a challenging task as they depend on hydrodynamical interactions which include sub-grid stellar and active galactic nuclei (AGN) feedback phenomena. In A20 these corrections are modeled at the level of the matter power spectrum by using the HMCODE [66]. The HMCODE introduces the baryonic feedback parameter $A_{\text{bary}}$ that controls the strength of the corrections, with $A_{\text{bary}} = 3.13$ corresponding to the dark-matter only case. Such a model is, however, not applicable for our map-based analysis. A possible way to introduce baryonic feedback into our simulations would be to use large-scale hydrodynamic simulations. However, these simulations are computationally very expensive, which is why multiple approaches to incorporate baryonic feedback into dark-matter-only simulations have been proposed [38, 67–69]. For example, [67] applied a deep learning based approach to directly “paint” baryonic feedback onto weak lensing maps. In this work we use a modified version of the baryonification model of [38–40] to incorporate baryonic feedback into our simulations. A different modified version of this method has already been used by [70] to perform a neural network analysis of flat weak lensing maps, showing that neural networks are capable to learn the relevant model parameters. The method works by adjusting the particle positions of dark-matter-only simulations such that the resulting density field includes the effects of gas and stars at cosmological scales. It has been shown by [39] that the corrected density field is in good agreement with full hydrodynamical simulations. We will only cover the most relevant aspects of the baryonification model here, and provide more details and benchmarks in appendix C. We refer the interested reader to [39] for a detailed description of the original model.

The baryonification model of [39] works by displacing $N$-body particles around dark matter halos, such that the resulting profiles include effects from stars and gas that are influenced by feedback processes. The original model has several free parameters that control the various effects. In our model we only vary the parameter $M_c$ which dictates the mass dependence of the gas profile and has been shown to be the most important parameter for cosmology [71]. In contrast to the original model of [39], we do not directly use $M_c$ as a baryonic parameter, but we instead assume

$$M_c = M_0^b (1 + z)^\nu,$$  \hspace{1cm} (5)

where $M_0^b$ and $\nu$ correspond to our new model parameters. Equation (5) corresponds to an extension of the model in [39], allowing for an additional redshift dependence of the baryonic feedback effects. We fix the remaining parameters of the baryonification model to the best-guess parameters (model B-avrg), which can be found in table 2 of [39]. The values of the fixed parameters are motivated by observed X-ray gas fractions [72–74] including current uncertainties of the hydrostatic mass bias [75]. The fiducial values and priors of the two varying parameters ($M_0^b, \nu$) are listed in table I.

In the original model, the particles are moved inside snapshots at a fixed redshift. However, the simulations
of the CosmoGrid were run in lighcone mode, meaning that we only have access to the particle shells instead of full snapshots. Therefore, we use the friends-of-friends (FoF) halo catalogue of the CosmoGrid simulations to adapt the particle shells instead of the positions of individual particles inside snapshots. We provide more details about this procedure in appendix C. Similar to the treatment of the intrinsic alignment amplitude, we extend the Sobol sequence of the grid cosmologies by two dimension to assign each simulated cosmology a unique set of parameters \((M_c, \nu)\). We then generate a second set of simulated shells that contain the baryonic corrections for all simulations. For the fiducial simulations, their perturbations and the benchmarks, we chose our fiducial baryon correction parameters and their corresponding perturbations according to table I. One should note that the fiducial baryon correction parameters are not equivalent to the dark-matter-only case, but reflect the best-guess parameters of [39]. Using this second set of shells, we repeat the previously described procedure to generate mock surveys. This allows us to perform an analysis that fully incorporates baryonic effects at the level of the model described above.

5. Simulation Settings

The results of the analysis should be robust with respect to the simulation settings. We check this robustness using mock observations of the benchmark simulations (see section IV A 3). In this way we can test the influence of the number of particles, the box size, and the redshift resolution of the shells on the cosmological constraints. The number of particles is relevant for the resolution at small scales. Using a larger box size enables us to measure the impact of potential super survey modes. Finally, the benchmark with the higher redshift resolution makes it possible to check if the number of base time steps of the simulations is sufficiently large. The results of these tests are presented in section V.

F. Graph Convolutional Neural Network

Due to the large survey area and footprint of the KiDS-1000 data, the curvature of the sky needs to be taken into account. In F19, this problem was solved by projecting parts of the survey onto flat patches. However, in this work, we choose to treat the survey as a whole. There are multiple approaches to deal with data on the sphere in machine learning. Following [28] we chose to use DEEPSphere [76], described in [41], which treats the pixel of the maps as nodes in a graph. DEEPSphere has two main types of layers that are described in [28, 41]. First, pseudo convolutions make use of the \texttt{HEALPix} pixelization and are used to reduce the \(n_{side}\) of the maps with trainable weights. These layers can only be applied if the input maps are padded correctly (see [28]). This padding, visualized in Figure 1, is necessary such that the lower resolution maps have a valid number of pixels. The other type of layers are graph convolutions, which are expressed in terms of Chebyshev polynomials and applied to the data via the graph Laplacian. These layers can be used to construct composite layers like residual layers. In this work we use the same settings and types of layers as in [28]. Our fiducial architecture is listed in table II. All layers of networks used in this work, if not mentioned otherwise, use the linear rectified unit (ReLU) as activation function. We trained a total of three networks with the same fiducial architecture (see section IV F 1). Additionally, we trained three similar networks to check the robustness of the results regarding certain choices of hyperparameters. The first network was trained with a larger batch size (see section IV F 1). The second was trained with more residual layers and the third one was trained without graph convolutional layers. These networks are described in more detail in appendix D, and we will refer to them as “benchmark networks”.

1. Training

We used both shear components of all five redshift bins as the input of the graph convolutional neural network (GCNN), resulting in a total of ten input channels (see table II). We trained the GCNNs using the fiducial simulations of the CosmoGrid and the information maximizing loss presented in [28] that is based on [42] and optimizes the Cramér-Rao bound. The loss function is given by

\[
L = \log \det(Cov_\theta(\hat{s})) - 2 \log \left| \det \left( \frac{\partial \Psi_\theta(\hat{s})}{\partial \theta} \right) \right|, \tag{6}
\]

TABLE II. Fiducial architecture of the used GCNN. We report layer type, output shape (\(N_b\) being the batch size) and number of trainable parameters. The residual layer (see Figure 5 of [28]) is repeated five times. The output of the network is only four dimensional since we decided to ignore certain parameters in the loss (see section IV F 1).

| Layer Type                | Output Shape # Parameter |
|---------------------------|--------------------------|
| Input                     | \((N_b, 149504, 10)\) 0   |
| Pseudo Convolution        | \((N_b, 37376, 32)\) 1312 |
| Pseudo Convolution        | \((N_b, 9344, 64)\) 8256  |
| Pseudo Convolution        | \((N_b, 2336, 128)\) 32986 |
| Chebyshev Convolution     | \((N_b, 2336, 256)\) 163840 |
| Layer-Normalization       | \((N_b, 2336, 256)\) 512  |
| Pseudo Convolution        | \((N_b, 584, 256)\) 262400 |
| Chebyshev Convolution     | \((N_b, 584, 256)\) 327680 |
| Layer-Normalization       | \((N_b, 584, 256)\) 512  |
| Pseudo Convolution        | \((N_b, 146, 256)\) 262400 |
| Residual Layer            | \((N_b, 146, 256)\) 656896 |
|                          |                          |
| Residual Layer            | \((N_b, 1672, 128)\) 170528 |
| Flatten                   | \((N_b, 37376)\) 0        |
| Layer-Normalization       | \((N_b, 37376)\) 74752    |
| Fully Connected           | \((N_b, 4)\) 149508       |
where \( \hat{s} \) is the output of the network (summary), and \( \Psi_\theta(\hat{s}) \) is the expected value of \( \hat{s} \) for input maps that were generated with the cosmological and nuisance parameters \( \theta \). We found that using all parameters leads to instabilities during the training because the signal originating from some parameters is fairly weak. We therefore decided to only use the four parameters for the training to which weak lensing is most sensitive to \( \theta = (\Omega_M, \sigma_8, w_0, A_{\Lambda}) \). One should note that this does not correspond to a marginalization of the remaining parameters. The network will still output different results if for example \( \Omega_b \) is changed. However, the network is not aware of the missing parameters during the training. Additionally, to make the training more stable we used the regularizer proposed in [28]

\[
L_{\text{regu}} = \lambda \left\| \frac{\partial \Psi_\theta(\hat{s})}{\partial \theta} - I \right\| ,
\]

where we set \( \lambda = 100 \) and \( I \) is the identity matrix. The training is performed on the mock surveys without baryon corrections. We found that simply evaluating the normally trained network on the mock surveys containing baryon corrections leads to similar results as retraining the network with the new maps. The reason for this is most likely the high noise level of the maps and the low signal originating from the baryon nuisance parameters. The covariance \( \text{Cov}_\theta(\hat{s}) \) is estimated empirically during the training and the derivatives of the expected value are calculated empirically and with a finite difference method using the fiducial simulations with perturbed parameters (see table I). Each network, fiducial architecture or benchmark, is trained for 100'000 steps on eight GPUs in a data-parallel fashion on the supercomputer Piz Daint [77]. Each GPU had a local batch size of eight, leading to a final batch size of 64, with the exception of the benchmark model that used a larger total batch size (see appendix D), which was trained on 16 GPUs. The weight optimization is done using the Adam optimizer [78] with an initial learning rate of 0.0001 and moments \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). As in [28], we clip the gradient, reducing the global norm to 5.0 if necessary to avoid large weight updates. One should note that the actual input of the network is a batch of 576 because of the perturbed maps that have to be evaluated to estimate the derivative used in the loss (see equation (6)). During every training step each fiducial map in the current batch is augmented with random multiplicative and additive shear biases and paired with a random noise realization. We observed that the networks are overfitting by learning the 16'000 noise maps of our fiducial set, if we trained the networks for long enough. This overfitting could potentially be avoided by using more regularization techniques like dropout [79]. We leave such applications to future work. To mitigate the overfitting during the inference, we use new noise realizations (see section IV C) for the evaluation. We evaluate the whole dataset, fiducial and grid, every 10'000 steps.

### G. Summary Networks

Additionally to the GCNN, we train standard fully connected networks on pre-calculated summary statistics. To train the network we evaluate the summary statistics of 128'000 combinations of signal and noise maps for the fiducial simulations and perturbations using only the noise generated for the training. We also evaluate the summary statistics using the maps of the grid cosmologies and the evaluation set of the fiducial simulations. For each generated survey we evaluate the auto- and cross-spectra in 30 linearly spaced bins for \( \ell \in [0, 1500] \), covering almost all resolvable scales. Further, we perform a peak count analysis with auto- and cross-peaks similar to [10]. However, we found that including the peak counts in the input of the networks did not significantly increase the performance. This is most likely because of the low resolution of the maps and the small survey area, making it hard for peak counts to extract a strong signal. Therefore, we did not use any additional summaries besides the auto- and cross-correlations. The architecture of the networks is presented in table III.

#### 1. Training

We train three instances of the summary networks presented in table III for 100'000 steps using the same optimizer settings and gradient clipping as for the GCNN. However, since the input data is significantly smaller, we could perform the training on a single GPU with a batch size of 1'024. As for the GCNN we reduce the relevant parameters for the training to \( \theta = (\Omega_M, \sigma_8, w_0, A_{\Lambda}) \). The input of the network is the logarithm of the absolute value of the auto- and cross-spectra. This transformation is performed to avoid the usually very small values of the spectra. Training the network this way can lead to significant overfitting, as only 128'000 different samples are available. Therefore, we added a standard L2 regularization term with a weight of 0.25 to the loss. Again, we
\[ S_8 = \sigma_8 \sqrt{\Omega_M/0.3} \text{ on mock surveys} \]

| Fiducial | Particle Count | Box Size | Redshift Resolution | Baryons on/off w/o baryons with baryons |
|----------|----------------|----------|--------------------|-----------------------------------------|
| 0.7 0.75 0.8 0.85 | 0.7 0.75 0.8 0.85 |

FIG. 5. Constraints of the degeneracy parameter \( S_8 \) using mock observations generated from the COSMOGRID benchmark simulations. The error bars correspond to the 68% confidence intervals and the dots indicate the expected value. The upper constraints on each stripe were generated using the GCNNs and summary networks while the lower ones stem from our power spectra analysis. The left column of the plot shows the constraints without including Baryonic corrections in the simulated maps used for the inference, i.e. the maps used for the evaluation of the GNCC and power spectra, while the constraints in the right column includes them. Besides the last row, the mock observations used in the left column also ignore Baryon feedback. The last row shows the constraints for the fiducial mock observation (first row) again, but including Baryonic correction in the left column and ignoring them in the right column.

H. Parameter Inference

We perform the parameter inference in the same way as [28], by using Gaussian Process Approximate Bayesian Computation (GPABC). We estimate the ABC log-posterior of a grid point \( \theta \) by using the summaries of the \( n_x = 280 \) mock surveys via

\[ \hat{L}(\theta) = \log \left( \frac{p(\theta)}{n_x} \sum_{i=1}^{n_x} K_h \left( \| \hat{s}_i - \hat{s}_{\text{obs}} \|_M \right) \right), \quad (8) \]

where \( p(\theta) \) is the (flat) prior, \( K_h \) is a kernel with scale \( h \) and \( \| \cdot \|_M \) represents the Mahalanobis distance using the fiducial covariance matrix

\[ \| y \|_M^2 = y^T \text{Cov}_\theta(\hat{s})^{-1} y. \quad (9) \]

Additionally, the variance of this estimate can be obtained via

\[ \sigma^2(\theta) = \frac{p(\theta)^2 \text{Var}[K_h(\| \hat{s}_i - \hat{s}_{\text{obs}} \|_M)]}{\hat{p}_{\text{ABC}}(\theta|\hat{s}_{\text{obs}})}, \quad (10) \]

where the ABC posterior is defined via

\[ \hat{L}(\theta) = \log (\hat{p}_{\text{ABC}}(\theta|\hat{s}_{\text{obs}})). \quad (11) \]

In this work, we exclusively use the sigmoid kernel

\[ K_h(x) = \frac{2}{\pi h} \frac{1}{\exp \left( \frac{x}{h} \right) + \exp \left( - \frac{x}{h} \right)}. \quad (12) \]

The scale \( h \) is a hyperparameter and generally depends on the observation. These log-posterior estimates along with their uncertainty can then be interpolated using Gaussian process (GP) regression. The GP can then be evaluated to obtain confidence intervals for the model parameters with standard techniques like Markov Chain Monte Carlo (MCMC). In this work, we use the emcee algorithm described in [80] with 1’024 walkers each sampling 5’000 samples. With these settings, sampling the emulated posterior takes roughly three minutes on a single GPU on Piz Daint.

1. Power Spectra Analysis

To check the consistency of our network analysis, we first perform a power spectrum analysis using a standard compression scheme. The compression is necessary as the ABC log-posterior estimates generally become less noisy if the summary vector has fewer dimensions, which is known as the curse of dimensionality. The dimensional reduction is performed using the standard MOPED compression [82]. The MOPED algorithm performs a linear transformation that aims to preserve as much information about the relevant model parameter as possible. Given any summary \( \hat{s} \), the \( i \)-th entry of the compressed vectors is obtained via

\[ \hat{y}_i = b_i^T \hat{s}, \quad (13) \]
where the linear transformation is defined via
\[ b_i = \frac{\text{Cov}(\hat{s})^{-1} \frac{\partial \Psi_i}{\partial \theta}}{\sum_{q=1}^{i-1} \left( \frac{\partial \Psi_i}{\partial \theta} \right)^T b_q \frac{\partial \Psi_i}{\partial \theta} \sum_{q=1}^{i-1} \left( \frac{\partial \Psi_i}{\partial \theta} \right)^T b_q} \]
\[ \times \left( \sum_{q=1}^{i-1} \left( \frac{\partial \Psi_i}{\partial \theta} \right)^T b_q \frac{\partial \Psi_i}{\partial \theta} \right)^{-1} \]
(14)

We compress the auto- and cross-correlation of all mock surveys using the compression matrix generated with the auto- and cross-spectra of the fiducial simulations and their perturbations. The output vector \( \hat{y} \) contains one entry for each model parameter, which is seven for mock surveys without baryonic corrections and nine if baryonic corrections are included. The compressed vectors can then be used for parameter inference with GPABC.

2. Network Analysis

Similar to F19, we decided to combine multiple networks to improve the results. We therefore use all predictions from all fiducial GCNN and summary networks. All networks were evaluated every 10'000 training steps, meaning that the output of a single network for a single mock observation is 40 dimensional (four outputs × ten evaluations). All six networks combined would therefore have an output dimension of 240. This high dimensionality would deteriorate the performance of the GPABC significantly. In [28] it was therefore proposed to perform as a second compression using a fully connected network and the previously introduced information maximizing loss (see equation (6)). However, at this point, we only have access to 16'000 evaluations of the fiducial mock surveys to optimize the weights of the networks. This low number might lead to severe overfitting in the optimization. Therefore, we decided to use the standard MOPED compression instead. To perform a MOPED compression, one has to calculate the inverse of the covariance matrix of the fiducial predictions (see equation (14)). This inversion can be numerically unstable if the covariance matrix is not well conditioned, e.g. because the vectors are very correlated. To avoid this instability, we performed a MOPED compression for all predictions of the GCNN and summary networks individually. This reduced the dimensionality of the outputs from the three GCNN and summary networks from 120 to the four, one for each parameter that we trained the networks on (see sections IV F 1 and IV G 1). Afterward, we took the mean of the two compressed vectors as the final output, as it would also consider the correlations between the predictions of the GCNNs and summary networks. However, we found that the numerical instability caused by the ill-conditioned matrix actually degrades the performance. This could be solved by increasing the number of fiducial mock surveys, which we will leave to future work.

All results of our network analysis presented in the main paper use this combination of six networks. We present some constraints with different settings, including constraints from our benchmark networks, in appendix D.

V. TESTS ON MOCK OBSERVATIONS

In this section we present cosmological constraints that are generated with mock observations from the COSMOPERT benchmark simulations. These tests are performed for three reasons. First, to check if our power spectrum analysis is consistent with the network analysis. Second, to see if our pipeline can correctly recover the input parameters of the mock observations. And third, to examine the effects of the different simulation settings (including baryonic feedback effects) on the constraints. The inference is done as explained in section IV H with the scale...
parameter set to $h = 0.4$. As mock observations, we choose the mean predictions of all 400 mock surveys from the CosmoGrid benchmark simulations. We choose the mean predictions to decrease the spread of the cosmic variance. We present the 68% confidence regions and mean predictions of the degeneracy parameter

$$S_h = \sigma_8 \sqrt{\frac{\Omega_M}{0.3}}$$  \hspace{1cm} (15)$$
in Figure 5. It can be seen that all constraints are consistent with each other and also with the input parameter. The impact of the different simulation settings is small and similar to the findings of F19. However, the impact of the baryonic corrections is significantly smaller. This can be seen in the last row of the plot, where we use the fiducial mock observation including Baryonic feedback in the analysis that ignores Baryons or ignore Baryonic feedback in the analysis that uses the baryonic correction model respectively. The smaller impact is mainly caused by the chosen scale cuts. The resolution of the maps in F19 is much higher, leading to more non-Gaussian information, but also increasing the impact of baryonic physics. The scale cuts in this work ($\ell_{\text{max}} \sim 1500$) are similar to the ones in A20 and the measured shifts caused by either including the baryonic corrections in the mock observation, but not in the data or vice versa are consistent with the findings in A20. This shows that the implemented baryonification model is consistent with the HMCode implementation used in A20, at least at the level of the cosmological constraints. Generally, including baryonic feedback into the analysis increases the confidence intervals by $\sim 10\%$, which is expected.

Another important difference to the results of F19 is that the constraints of the networks analysis are on average only $\sim 10\%$ tighter than the constraints of the power spectrum analysis, as opposed to the $\sim 30\%$ improvement reported in F19. There are multiple reasons for this difference. The most important two being the different scale cuts and the choice of the scale parameter $h$ in the GPABC. The high resolution maps used in F19 include much more non-Gaussian information, increasing the performance of the networks. We expected the gain of the networks to drop, considering the low resolution maps used in this analysis. Further, all constraints generated with GPABC require the choice of the scale parameter $h$. This parameter acts like a smoothing scale on the constraints and makes it possible to obtain constraints even if the simulated grid is very coarse. Increasing $h$ leads to broader constraints, but the expected value remains largely unchanged. Theoretically, one should optimize $h$ for all constraints individually. However, since here, we are only interested in the consistency of the constraints as opposed to the actual size, we chose a fairly conservative $h = 0.4$ for all constraints. We decided to only optimize $h$ for the final constraints after the unblinding (see sections III and VI). All constraints presented in this section are generated using the fiducial setting described in section IVH. Further tests can be found in appendix D.

VI. RESULTS

As mentioned in section III, we unblinded our results after making sure that our pipeline successfully recovers the parameters of the mock observations, that the results of the network and power spectra analysis are consistent, and that the pipeline is robust against simulation settings. Our fiducial constraints are presented in Figure 6. The results were generated in the same way as the constraints in section V and generally consistent with the results of A20 and the KiDS-1000 $\omega$CDM analysis [81]. The results
including the baryon corrections prefer a slightly higher value of the degeneracy parameter $S_8$. This is consistent with our checks from section V. A comparison of $S_8$ constraints of various settings and external analyses is shown in Figure 9. We show the same constraints in the $\Omega_M - \sigma_8$ and $\Omega_M - \omega_b$ planes in Figure 7. Additionally, we present the full parameter constraints in appendix E. We constrain the degeneracy parameter to $S_8 = 0.76^{+0.05}_{-0.05}$ with our power spectrum analysis ignoring including baryon feedback and to $S_8 = 0.78^{+0.06}_{-0.06}$ if we include our baryon treatment. Including the baryon correction increases the constraints by 14%, which is roughly consistent with the findings of A20 and our tests on mock observations. Our fiducial analysis with the GCNN constrains the degeneracy parameter to $S_8 = 0.77^{+0.04}_{-0.04}$ when ignoring baryon corrections and to $S_8 = 0.79^{+0.05}_{-0.05}$ when including baryon feedback. This is an 14% and 16% improvement respectively when compared to our power spectrum analysis, which is also consistent with our tests on mock observations. Both, our power spectrum and GCNN analysis, show the typical degeneracy in the $\Omega_M - \sigma_8$ plane, which is shown in Figure 7. Our constraints on the dark energy equation of state parameter are mostly dominated by our prior and consistent with the $\Lambda$CDM model. However, our fiducial GCNN analysis is able to put an upper bound on $w_0 = -0.93^{+0.32}_{-0.29}$ at the 68% confidence level, while the lower bound is determined by our prior distribution. Finally, we are also able to constrain the intrinsic alignment amplitude. The fiducial results of our power spectrum analysis constrain the intrinsic alignment amplitude to $A_{1A} = 0.77^{+0.86}_{-0.70}$ without baryon corrections and to $A_{1A} = 0.73^{+0.88}_{-0.70}$ when including baryons. The GCNN analysis yields the constraints $A_{1A} = 0.51^{+0.67}_{-0.66}$ and $A_{1A} = 0.46^{+0.67}_{-0.67}$, respectively, leading to an improvement of $\sim 15\%$. These constraints are consistent with the GCNN analysis having the tendency to prefer slightly lower intrinsic alignment amplitudes as the power spectrum analysis.

In Figure 8, we show the constraints of our GCNN analysis, where we decreased the smoothing scale of the GPABC to $h = 0.2$, which we dub “GCNN optimized”. As mentioned in section V, the smoothing scale of the GPABC is a hyperparameter that can be optimized for each observation. For our fiducial constraints, we chose the same, conservative scale $h = 0.4$ as for our tests on mock observations. Decreasing this parameter can lead to tighter constraints, however, choosing a value that is too small will lead to a noisy posterior similar to choosing a threshold that is too small in a standard rejection ABC analysis. A demonstration of the impact of the smoothing parameter is given in the appendix of [28]. Our results are generally robust to small changes to this parameter, indicating that the parameter choice did not lead to a noisy posterior. Decreasing it further only leads to marginal improvements of the constraints. Using this new scale, the constraints of the degeneracy parameter improve to $S_8 = 0.78^{+0.04}_{-0.04}$ without the treatment of baryons and to $S_8 = 0.79^{+0.05}_{-0.05}$ if baryon corrections are included. This corresponds to a $\sim 11\%$ improvement when compared to the fiducial GCNN results.

Our results are also consistent with the results of A20 and the KiDS-1000 wCDM analysis [81]. Our analysis results in slightly higher values for the degeneracy parameter $S_8$, but the difference is less than one standard deviation. The $S_8$ constraints of our fiducial power spectrum analysis including baryon corrections are 18% larger than the results of the KiDS-1000 wCDM analysis [81]. Looking at Figures 9 and 7, one can see that the difference is mostly coming from the low $\Omega_M$ regime that the KiDS-1000 wCDM analysis is able to exclude as compared to our analysis. These differences are most likely caused by the different modeling choices. The KiDS-1000 wCDM analysis and our power spectrum analysis are fairly similar, however, there are some important differences. The most important being the different weighing schemes of the $\ell$-modes, the baryon treatment, and the different prior choices. While the scale cuts are comparable, it is worth noting that our map-based approach with a resolution of $n_{side} = 512$ significantly down-weights the high $\ell$-modes because of the pixel window function. Furthermore, as we described in section IV E-4, the baryon treatment is based on two entirely different methods. And lastly, the KiDS-1000 wCDM analysis has a flat prior in $\omega_{cdm} \equiv \Omega_{cdm} h^2$ and $\omega_b \equiv \Omega_b h^2$ which does not translate into a flat prior in $\Omega_M$ and $\Omega_b$ that our analysis is using. These modeling differences can potentially explain the differences in the results.

Our fiducial $S_8$ constraints including baryon correction of the GCNN analysis have the same size as the constraints of the KiDS-1000 wCDM analysis [81], but are $\sim 1\sigma$ higher, while our optimized results are $11\%$ smaller. Due to the preference of higher $S_8$-values in our analysis, we find a lower tension with the results of Planck [83]. Our
FIG. 9. A comparison of our constraints of the degeneracy parameter $S_8$ with different external analyses. The first three results are from this work, where the left column shows our results without the treatment of baryon correction and the results in the right column include baryon corrections. We compare our results to the band power constraints of A20, the KiDS-1000 $w$CDM analysis [81], the fiducial DES-Y3 results [9], the DES-Y3 peaks analysis [10], the HSC-Y1 results [12] and the Planck 2018 (TT,TE,EE + lowE + lensing) [83] constraints.

VII. CONCLUSION

In this work, we presented a fully forward-modeled $w$CDM analysis of the KiDS-1000 data that is consistent with previous results and shows the potential of neural networks in cosmological parameter inference. We used the simulations of the CosmoGrid to generate almost one million mock surveys of the KiDS-1000 data, including the treatment of systematic effects like the photometric redshift bias or the multiplicative and additive shear biases. Additionally, we treat the effect of intrinsic galaxy alignment and baryon corrections on map level to incorporate them into our analysis. We then performed a standard power spectrum analysis and we trained GCNNs using DeepSphere with an information maximizing loss. Finally, we applied the method described in [28] to perform a likelihood-free cosmological parameter inference.

Out results of the power spectrum and network analysis are generally consistent with each other and also with the results from A20 and KiDS-1000 $w$CDM analysis [81]. We find a preference for slightly higher $S_8$ values which can potentially be explained by the different modeling choices. Similar to the results of F19 we find that the networks generally perform better than the power spectrum analysis, leading to $\sim 15\%$ smaller constraints in $S_8$ and $A_{IA}$, with our GCNN analysis giving similar constraints as the KiDS-1000 $w$CDM analysis [81]. Optimizing the hyperparameter of the GPABC leads to a further decrease of the $S_8$ constraints by $\sim 11\%$.

Including baryon corrections into our analysis generally broadens the constraints by $\sim 10\%$, affecting the network and power spectrum analysis to a similar degree. Additionally, we find that including baryons into the analysis leads to slightly higher values of $S_8$, which agrees with the results of A20, showing that the implemented baryon model is consistent with other treatments at the level of the cosmological parameter constraints.

Potential extensions of this work include a more advanced intrinsic alignment model, less conservative scale cuts and the analysis of other surveys such as the dark energy survey (DES). We believe that using a finer resolution of the mock surveys will, most likely, greatly improve the

\[ S_8 = \sigma_8 \sqrt{\Omega_M / 0.3} \]
performance of the networks, similar to gains presented in F19. A finer resolution of the mock surveys would require additional tests of the simulations and the baryon model. At the same time it would also drastically increase the storage requirements along with the computational resources necessary to analyse the data. For example, increasing the resolution to a HEALPix $n_{\text{side}} = 1024$ would increase the storage necessary for the mock surveys by a factor of four and similarly affect the training times of the networks. However, larger data sets might also be able to reduce the prior ranges of the cosmological parameters, reducing the necessary number of simulations of the COSMOGRID. Overall this offers great prospects for machine learning inference for current and weak lensing surveys.
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Appendix A: Additional $\Omega_M - w_0$ Priors

The additional prior in the $\Omega_M - w_0$ plane, mentioned in section IV A, is a consequence of the effective nature of the $\omega$CDM model along with the modeling of the relativistic fields according to [39]. The treatment of the relativistic fields requires a lookup table of transfer functions in the N-body gauge. The CosmoGrid generated the transfer functions with CLASS and then transformed them into the N-body gauge using CONCEPT. This gauge transformation requires the total velocity transfer function $\vartheta_{\text{tot}}$, which is defined as a weighted sum over the velocity transfer functions $\vartheta_i$ from all relevant relativistic species $i$. The weight of each term is given by the sum of the density and pressure of the given species $(\rho + p)_i$.

However, the normalization of the sum

$$(\rho + p)_{\text{tot}} = \sum_i (\rho + p)_i, \quad (A1)$$

will perform a sign flip during the evolution if $w_0 < -1$. When this sign flip occurs, the total velocity transfer function diverges, similar to the phantom crossing for dark energy models, which results in impossibly large linear kicks inside the simulations. This divergence is inevitable for all models with $w_0 < -1$, however, it can occur in the future, i.e. at $z < 0$, for certain parameter choices, which makes it possible to run certain simulations with $w_0 < -1$. For $w_a = 0$ and ignoring photons and neutrinos, the time of the divergence can be calculated via

$$a_{\text{divergence}} = \left(\frac{(\Omega_M - 1)(1 + w_0)}{\Omega_M}\right)^{\frac{1}{3w_0}}, \quad (A2)$$

where $\Omega_M = \Omega_{\text{cdm}} + \Omega_b$. Using this formula we can select all parameters that are still possible to run with relativistic fields. We show the resulting additional prior in Figure 10.

Appendix B: Accuracy of the Simulations

We compare the power spectra from all benchmark simulations to check the accuracy of the simulated convergence maps. Further, we also compare our fiducial configuration to spectra predicted with PYCCL using the whole range of the redshift distributions. The results of this comparison are shown in Figure 11. The power spectra of the benchmarks agree well with each other and also with the PYCCL predictions. Meaning that the simulation settings have a negligible impact on the considered scales.

Appendix C: Shell Baryonification

In this section we provide some details about our modified version of the baryon correction model from [39]. In Figure 10, the 2'500 grid points projected onto the $\Omega_M - w_0$ plane. The lower border indicates the additional prior from equation A2 and the shaded region corresponds to the tight prior mentioned in section IV A. The red cross in the middle indicates the fiducial cosmology.

which we dub shell baryonification. The original correction model starts with the assumption that the dark-matter-only halos are well described by combining the truncated Navarro–Frenk–White (NFW) profile with a 2-halo density component

$$\rho_{\text{dmo}}(r) = \rho_{\text{NFW}}(r) + \rho_{\text{2h}}(r). \quad (C1)$$

This profile only depends on the cosmological parameters of the simulations, the virial mass of the halo $M \equiv M_{200}$ and the concentration $c \equiv c_{200}$. However, a more realistic description of the profile would also include gas, the central galaxy and a collisionless matter component

$$\rho_{\text{dmb}}(r) = \rho_{\text{gas}} + \rho_{\text{cen}}(r) + \rho_{\text{clm}}(r) + \rho_{\text{2h}}(r). \quad (C2)$$

The goal of the correction model is now to transform the dark matter only profile $\rho_{\text{dmo}}$ from the simulations into a profile that includes this baryonic feedback $\rho_{\text{dmb}}$. This is done by matching the halo masses

$$M_\chi(r) = 4\pi \int_0^r s^2 \rho_\chi(s) ds. \quad (C3)$$

The halo mass functions $M_{\text{dmo}}(r)$ and $M_{\text{dmb}}(r)$ are bijective function, making it possible to invert them. The difference between the inverted function gives raise to the displacement function

$$d(r_{\text{dmo}}|M, c) = r_{\text{dmb}}(M) - r_{\text{dmo}}(M), \quad (C4)$$

for each halo with mass $M$ and concentration $c$. Each particle inside the simulation that is close enough to a halo, is then displaced using this function, transforming the dark matter only profiles $\rho_{\text{dmo}}$ into $\rho_{\text{dmb}}$. The model requires that the simulation is run in snapshot mode, such that the position of each particle is known. However, the simulations of the CosmoGrid were run in lightcone...
FIG. 11. Power spectra comparison of PyCCL and the benchmark simulations. The spectra are all calculated using maps with an $n_{\text{side}}$ of 2048 to avoid resolution effects. The left column shows the spectra of the cosmological signal for each redshift bin. The right column shows the same comparison for the intrinsic alignment (II) spectra. The shaded regions on the right side of each plot indicate the scales that can’t be resolved with our fiducial resolution of $n_{\text{side}} = 512$. The lower panels of each plot show the ratio of the CosmoGrid settings with respect to the other settings.
mode and only particle shells are available along with the halo catalogues of each time step, making it impossible to directly apply this correction model. The halo catalogues of the COSMOPROJECT were generated using a FoF halo finder with a linkage length of 20% of the mean particle separation and were generated for each time step. For our correction model we used all FoF halos that contain at least 100 particles within the virial radius \( r = r_{200} \). We fit a standard NFW profile to each halo using the logarithmically binned mass shells contained in the COSMOPROJECT halo catalogues to obtain the concentration \( c \) and mass \( M \) of each halo. Afterwards, we organized the halos into shells using the same shell boundaries and replication schemes as in the original lightcone mode. Halos that were closer than 20 Mpc to a shell boundary are assigned to both shells of the boundary, making it possible for them to affect the particles in both shells. Following the UFALCON convention, we assume that all halos and particles inside a shell lie at the shells mean redshift \( z_m \). Next we define the projected halo mass function

\[
M_h(r) = 2\pi \int_0^r s \int_0^{z_{\text{max}}} \rho_h(s, z) dz ds, \tag{C5}
\]

which corresponds to the mass function of a halo that was projected onto a plane. We chose \( z_{\text{max}} = 50r \) as the limit of the integration. Note that the projected mass is actually diverging as \( z_{\text{max}} \) increases, because of the 2-halo component. However, the projected displacement function

\[
d_p(r, M, c) = r_{\text{dmb}}(M) - r_{\text{dmo}}(M), \tag{C6}
\]

is always finite, because the divergent terms cancel out. The shell baryonification is then performed by displacing the pixels of the high resolution shells (\( n_{\text{side}} = 2048 \)) of the COSMOPROJECT simulations. For each halo we assume a locally flat sky and displace the pixels closer than 50r using the projected displacement function. Afterwards, we assign new values to the HEALPix pixel positions using a linear interpolation to the displaced pixels. In a last step, we decrease the resolution of the shells to our final resolution of \( n_{\text{side}} = 512 \) which acts as a smoothing kernel.

We compare the power spectra of maps generated with the original baryon correction model and our shell baryonification in Figure 12. The shell baryonification was performed as explained above using a random fiducial simulation and our fiducial baryonic correction parameters (see section IV.E.4 and table 1). The original baryonification model was performed in the same way as in F19, which is the normal procedure as described in [39]. We reran the simulation with the identical initial condition in snapshot mode. Afterwards, we used the Amiga halo finder [84, 85] to identify all relevant halos and performed the normal baryon corrections inside the generated snapshots. Finally, we generate the shells of the past lightcone using the replication scheme of the original simulations and project them with UFALCON and the fiducial redshift distributions. The power spectra of the resulting maps is shown in Figure 12. Both approaches agree very well over all considered scales. Additionally to the two baryonic feedback models, we also plot the power spectrum of the maps without any corrections. One can clearly see that there is a significant drop of the power on small scales (high \( \ell \)-modes) for the baryon-corrected maps.

**Appendix D: Additional Network Benchmarks**

In this appendix we provide more details about the benchmark networks. These networks are used to test the robustness of the pipeline with respect to certain hyperparamters of the used networks.

1. **Architectures & Training**

Besides the fiducial architecture presented in section IV.F, we train three different networks. The first network has the identical architecture as the fiducial networks, however, it was trained on 16 GPUs instead of eight, leading to a total batch size that is twice as big as the fiducial one. For the second benchmark model we doubled the number of residual layers. And for the last benchmark model we replaced the graph convolutional layers (GCL) inside the residual layers with standard 1D convolutional layers. The GCL of DEEPSPHERE have the major advantage that they are approximately rotational equivariant. However, a potential disadvantage is that they only connect pixels in a certain neighborhood. This means that the disconnected patches of the KiDS-1000 data might not be correlated if one applies only GCL layers. This does not happen in our networks since we also apply normalization layers that affect all pixels, however, it might still decrease the performance. Standard 1D convolution are not rotational equivariant, however, they automatically connect the disconnected patches of the KiDS-1000 data. We apply 1D convolutions on the HEALPix pixel arrays with a filter size of 16. Besides the mentioned changes, all other parameters, e.g. initial layers or optimizer settings remained unchanged. In the next section we will show the impact of these choices on the constraints of the degeneracy parameter.

2. **Constraints**

We present the constraints on the degeneracy parameter for various settings in Figure 13. All constraints are generated as described in sections IV.H and V, using a kernel scale of \( h = 0.4 \) and we used the fiducial benchmark simulations as mock observations. It can be seen that the constraints of all settings are very consistent. The fiducial constraints from section V are the tightest because they represent the combination of six networks. Besides that, all other settings have a very similar performance,
FIG. 12. Power spectra of the shell baryonification, the original baryonification from [39], and the dark-matter-only-case using a fiducial simulation. The left-hand column shows the power spectra of the signal for each redshift bin and the right-hand column for the intrinsic alignment maps (II).
indicating that our results are fairly robust with respect to the hyperparameter choices.

Appendix E: Full Parameter Constraints

We present the constraints on all cosmological parameters in table IV. It is important to note that most of the constraints are dominated by their prior distribution (see table I), which is why we did not include them in the main paper. The only parameters with meaningful constraints are the degeneracy parameter $S_8$ and the intrinsic alignment amplitude $A_{IA}$. Nevertheless, all results are consistent with each other.