Task-Oriented Battlefield Situation Information Hybrid Recommendation Model

Chunhua Zhou*, Jianjing Shen, Xiaofeng Guo and Zhenyu Zhou

PLA Strategic Support Force Information Engineering University, Zhengzhou, 450000, China
*Corresponding Author: Chunhua Zhou. Email: zehgjb@126.com
Received: 03 July 2020; Accepted: 02 August 2020

Abstract: In the process of interaction between users and battlefield situation information, combat tasks are the key factors that affect users’ information selection. In order to solve the problems of battlefield situation information recommendation (BSIR) for combat tasks, we propose a task-oriented battlefield situation information hybrid recommendation model (TBSI-HRM) based on tensor factorization and deep learning. In the model, in order to achieve high-precision personalized recommendations, we use Tensor Factorization (TF) to extract correlation relations and features from historical interaction data, and use Deep Neural Network (DNN) to learn hidden feature vectors of users, battlefield situation information and combat tasks from auxiliary information. The results are predicted through logistic regression. To solve the multi-source heterogeneity of battlefield situation information, we design a hybrid learning and presentation model that integrates multiple deep learning models such as Doc2Vec, fully connected network and convolutional neural network (CNN), to integrate the rich and diverse data information in situational awareness system effectively. We perform experiments with the maneuvers dataset to test and evaluate the model through scenario simulation.
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1 Introduction

With the rapid development of battlefield situation awareness technologies, and the fast growth of situation information resources, the amount of battlefield situation data increases explosively. Using massive data and information effectively to improve operational efficiency has become a research hotspot in the military science and technology domain. However, massive battlefield data, while increasing the amount of available information and enhancing situational awareness, also leads to “information overload” [1]. Therefore, users face the dilemma of “abundant information” but “lack of useful information.”

Nowadays, the primary way for users to get battlefield situation information is situation information distribution. Information distribution mainly adopts classified subscriptions and topic subscriptions. The situation information is classified and cataloged by the manager in a unified way. Users can subscribe by type according to the information catalog, or combine multiple types into topics to subscribe [2].
Wang et al. [3] and Zhong et al. [4] designed information distribution models based on Agent and Multi-Agent and introduced feedback mechanisms and information priority mechanisms into the models to improve the quality and real-time performance of information distribution. Yu et al. [5] and Zhou et al. [6] constructed a hierarchical user interest vector space model and implemented the on-demand distribution of battlefield situation information using the Naive Bayesian classification algorithm and TF-IDF classification method respectively. Dong et al. [7] proposed a real-time and efficient information distribution method for battlefield situations based on semantic publish-subscribe systems and used ontology to describe the conceptual model of battlefield situations. The task-oriented information distribution technology is proposed to realize accurate and practical information distribution [8,9].

Information distribution, like information retrieval, is a pull information service. Although it can meet users’ needs to obtain battlefield information to a certain extent, it cannot actively provide personalized information services to users, but usually requires users to provide clear precipitation needs. It can be said that the way of information acquisition can no longer adequately meet the information needs of users to carry out combat tasks dynamically. Its main manifestations are as follows: (1) The accuracy of information distribution is not accurate enough, and only the directional acquisition of information can be realized from the category of coarse-grained, so users will still face a large amount of redundant information; (2) The timeliness of distribution is inadequate. The traditional information distribution method requires manual screening and subscription from the information catalog, which results in the timeliness not being able to match the rapid changes of battlefield situations; (3) Information is not sufficient to support the users’ combat tasks. Users select situation only from the perspective of classification of information itself and cannot reflect the needs of information generated by the users to complete the tasks during the warfare process.

However, in many cases, users do not know what information they need, or the information that users have subscribed is not sufficient to support users to make decisions. Even for some unexpected events or tasks, while facing vast amounts of data and information, users will often be at a loss and have no way to start, and the application of recommendation technologies can effectively alleviate the above problems. As an effective method to solve information overload, the recommendation system has become a hotspot in academia and industry and plays a vital role in many fields. Especially with the successful application of deep learning in speech recognition, image processing, natural language processing, and other fields, deep learning technology has also become an important research direction in the field of recommendation. It provides practical solutions for data sparsity challenges, cold startup, interest drift, scalability, and cross-domain recommendation of recommendation systems. Researchers have successively proposed many DNN-based recommendation models, such as deep structured semantic models [10], wide & deep learning models [11], neural collaborative filtering model [12] and deep factorization-machine model [13], etc., laying a foundation for the research in this field.

Yu et al. [14] proposed a coupling matrix and tensor decomposition model based on CNN, which is used for the aesthetic based clothing recommendation system. CNN is used to learn image features and aesthetic features. Lei et al. [15] introduced a deep learning model for image recommendation, which consists of two CNNS for image representation learning and one MLP for user preference modeling. ConTagNet [16] is a context-aware tag recommendation system. CNN learns the image features, and the context representation is processed by a two-layer, fully connected feed-forward neural network. The two neural networks’ outputs are connected and input to a Softmax function to predict the probability of candidate tags. A session-based parallel recommendation architecture is proposed in [17], which learns the representations of one-hot vectors, image feature vectors, and text feature vectors, respectively, and then inputs them into a nonlinear activation function to predict the next item in the session. Konstantina et al. [18] designed an interactive recommendation model based on RNN to solve two key tasks in interactive recommendation: question and answer. RNN predicts the questions that the user may ask and predicts the response based
on the user’s recent behavior. Trapit et al. [19] used GRU to encode the text sequence into the latent factor model, which solved the problem of hot and cold start. Besides, to prevent overfitting and reduce the sparsity of the training data, a multi-task regularization is used. The model can realize the prediction of item metadata (such as label, type) while completing the score prediction. Huang et al. [20] proposed knowledge-enhanced memory networks to enhance the feature capturing ability and interpretability of the recommendation system, and solve the problems that the sequential recommendation system is not interpretable and the fine-grained features of users cannot be obtained. In order to solve the dynamic changes of news content and user preferences and the diversity of recommendations, a news recommendation system based on reinforcement learning is proposed in [21]. For the successive Point-of-Interest (POI) recommendation problem, Doan et al. [22] proposed a deep LSTM recurrent neural network model with a memory/attention mechanism that captures both the sequential and temporal/spatial characteristics into its learned representations. Rahmani et al. [23] proposed a POI recommendation method based on a Local Geographical Model, which considers the user’s main region of activity and the relevance of each location within that region. The proposed local geographical model is fused into the Logistic Matrix Factorization to improve the accuracy of POI recommendation. Recommendation technologies have also been tried in the field of battlefield situation information recommendation. Gu et al. [24] used personalized recommendation technologies of content similarity to screen intelligence information. Shen et al. [25] tried to alleviate the problem of sparse data combined with the users’ historical behavior and extracted the content features of situation information using Doc2Vec on the basis of the neural network recommendation algorithm.

In the process of interaction between users and battlefield situation information, combat tasks are the key factors that affect users’ information selection. Therefore, in the paper, we combine recommendation algorithms, tensor factorization and deep learning technology to design TBSI-HRM to predict the correlation degree among users, combat tasks and battlefield situation information, and recommend highly correlated situation information to users according to the ranking of correlation degree. The model consists of TF component and DNN component. TF component is used to extract implicit features of users, situation information and combat tasks and their potential semantic associations; And DNN component is used to learn the potential feature vectors of user and situation information from auxiliary information. Finally, the two parts’ predicted values are fused by logistic regression to obtain the final correlation prediction value.

TBSI-HRM integrates the latent features of users, situation information and combat tasks, and the features of auxiliary information. It also can provide personalized, intelligent and dynamic situation information more accurately for users to complete situation information sharing, thus ensuring the consistency of situation information among all levels of command systems, which is helpful to realize the self-coordination of combat organization and command and military actions based on the unified combat situation.

The main contributions of this paper are as follows:

(1) We design TBSI-HRM based on TF and DNN. TF is used to extract correlation relations and features from historical interaction data among users, battlefield situation information and combat tasks, and then hidden feature vectors of users, battlefield situation information and combat tasks are learned from auxiliary information through DNN. Combining the two results to predict the correlation degree can achieve high-precision personalized recommendation.

(2) A hybrid learning and presentation model is designed based on the multi-source heterogeneity of battlefield situation information, using the field-based feature representation method, which is combined with Doc2Vec, fully connected network, CNN and other deep neural networks models, to integrate the rich and diverse data information in situational awareness system effectively.
(3) We use the data from the situation management of the actual combat military confrontation training information system as the experimental dataset and verify the model’s performance by comparing several groups of evaluation indexes in the scenario simulation.

2 Problem Definition

BSIR is related to the feature of users and closely related to the combat tasks undertaken by specific users. Users’ demand for battlefield situation information is closely related to the combat tasks they usually undertake, so the demand for situation information will vary greatly with the different combat objectives and actions in the combat tasks. Furthermore, with the advancement of the battle process and the continuous changes of the battlefield environment, the battle tasks’ content and state will also change and adjust, which means that the corresponding information requirements will also show dynamic changes. Therefore, in order to meet the changing information needs of users in planning and executing combat tasks, situation information should be recommended accurately for combat tasks.

Task-oriented BSIR refers to that artificial intelligence exploits the correlation among users, situation information and tasks according to the specific operational tasks undertaken by users, searches, analyses and processes situation information data in advance, filters out and sorts out important situation information, and finally presents it to users in the form of pictures and texts. Its purpose is to help users quickly acquire high-value battlefield situation information. Moreover, the users here can be commanders, operational command organizations, operational units and operational systems, etc.

Let $U$ be the set of users registered in the system; Let $I$ be the set of situation information registered in the system for command and decision-making; Let $T$ be the set of all combat tasks registered in the system. Tensor model can be used to describe the historical interaction record of user-combat task-situation information. In Fig. 1, three dimensions of tensor $A$ respectively describe users, tasks and situation information. The value of element $A_{121}$ is 3, which indicates that user $u_1$, situation information $i_2$ and task $t_1$ have interacted three times.

The utility function $f$ is defined as:

$$U \times I \times T \rightarrow \text{Correlation}$$

where Correlation is a totally ordered set, e.g., non-negative integers or real numbers within a certain range which represents the degree of correlation among users, combat tasks and battlefield situation information. $f$ is used to calculate the degree of association between specific user $u \in U$ and situation information $i \in I$ during the execution of combat task $t \in T$. Therefore, the task-oriented situation information recommendation problem is to find the situation information $i_{ut} \in I$ in an unknown state around the target task $t \in T$ undertaken by the user $u \in U$, so as to maximize the utility function $f$, that is:

![Figure 1: The structure of tensor $A \in \mathbb{R}^{3 \times 3 \times 3}$](image)
\[ i_{ut}^\ast = \arg \max_{i \in I} f(u, t, i) \] (2)

Therefore, the task of BSIR is how to build a model \( f \) that can predict the degree of correlation according to the historical interaction records and auxiliary information, and recommend the situation information with high correlation to users. Each user in \( U \) can be defined by their attribute sets, which are registered according to different users’ categories. Generally speaking, for commanders, the registered attributes are as follows: name, gender, age, educational background, military ranks, military services, arms, subordinate troops and other characteristics, and interests. Each element in \( T \) can also be defined by their attribute sets, such as type, nature, start time, end time, task goal, etc. Battlefield situation information mainly consists of three types of elements: entity, environment and capability [26,27]. The entity’s situation information includes the unique identification of the entity, the state attribute, the behavior attribute, etc.

3 Preliminaries

3.1 Field-Based Feature Representation

In order to solve the problems of too many training parameters and too low computational efficiency caused by data sparseness and high feature dimension, DNN based recommendation systems at present usually used field-based feature representation, i.e., clustering data features into several fields, and then compressing each field into a low-dimensional, dense real-value embedding vector through a feature embedding layer [28–30]. In this way, even fields with arbitrary length and sparse discretization will become a dense and fixed-length continuous numerical vector after passing through the embedding layer. This paper uses field-based feature representation to extract potential content features of users and battlefield situation information, and designs a hybrid model based on multi-source heterogeneous data.

Assume that the original features of user or situation information are:

\[ F = [fd_1, fd_2, \ldots, fd_m] \] (3)

where \( m \) is the number of fields; \( fd_i \) can be of continuous numerical type, discrete type or categorical type; It can be text data or multimedia data such as pictures, audio and video. Assuming that the embedding vector of the field \( fd_i \) after passing through the embedding layer is \( e_i \in \mathbb{R}^C \) and \( C \) is the length of \( e_i \), then the output of the embedding layer can be expressed as:

\[ e = [e_1, e_2, \ldots, e_m] \] (4)

The length of \( e \) is \( m \times C \). The categorical or discrete features can be normalized by one-hot coding. For example, the original feature value of a commander is \([id = c04, gender = male, age = 35, diploma = bachelor, service = army]\), so the commander’s one-hot code is:

Then, each field is converted into an embedded feature vector with a fixed length of \( C \), here \( C \) is 5, as shown in Fig. 2.

![Field-based feature representation](image-url)
3.2 Doc2Vec

In recommendation system, when extracting features from users or items through DNN, if the input data is text data, the bag-of-words model is generally adopted to convert the text into dense vectors of fixed-length low-dimensional space, to facilitate learning potentially complex content features in the text and avoid the limitations of traditional manual feature selection [31]. However, the traditional bag-of-words model ignores the order and semantics of words, which will affect the effect of conversion.

Doc2Vec, also known as Paragraph2Vec, is a word embedding model proposed by Google based on Word2Vec [32], aiming at transforming variable-length text segments (such as sentences, paragraphs and documents) into fixed-length feature vector representations [33]. The process of Doc2Vec is divided into two stages: training and inference. Its basic idea is to use the training method under completely unsupervised conditions to obtain softmax() parameters, word vectors and paragraph vectors from the original data through random gradient descent and back propagation, and to train and infer new paragraph vectors through known word vectors and softmax() parameters.

Doc2Vec includes two models: Distributed Memory Model of Paragraph Vectors (PV-DM) and Distributed Bag of Words Version of Paragraph Vector (PV-DBOW). PV-DBOW is a method that uses a paragraph vector to predict words in a paragraph, where words in a paragraph are obtained by randomly sampling in the paragraph. Each word is considered to exist independently in a paragraph and the order of words does not affect the learning result of the paragraph vector. PV-DM model adds paragraph vectors to the training process of word vectors, trains sentence vectors and word vectors at the same time, and saves sentence vectors and word vector matrix. Compared with PV-DBOW model, PV-DM needs to save additional word vector model, so it will slow down the training speed. Because this research only needs to obtain the comment text data or the feature representation of some text descriptive attributes, in order to speed up the training model, PV-DBOW model is chosen in our research.

Let \( d \) denote the text data in the data set and the words in the text are \( w \). Let \( V \) represent the word dictionary. Let \( D \) be the feature vector of the paragraph, and let \( W \) be the word vector. According to the hypothesis of the word bag model, the probability of each word \( w \) appearing in the document is calculated using softmax(), as shown in Eq. (5):

\[
P(w|d) = \frac{\exp(W^TD)}{\sum_{w' \in V} \exp(W'^TD)}
\]

(5)

In order to reduce the cost of calculation, a negative sampling strategy is adopted. Among the words that do not appear, some words are sampled according to a predefined noise distribution and used as negative samples for approximate calculation. The objective function of PV-DBOW is defined as:

\[
L(W, D) = \sum_{w \in V} c_{w,d} \log \sigma W^T D + \sum_{w \in V} c_{w,d} \left( t \cdot E_{w \sim P_d} \log \sigma - W^T_N D \right)
\]

(6)

where, \( c_{w,d} \) is the number of occurrences of the word \( w \) in the document \( d \), \( t \) is the number of negative samples, and \( t \cdot E_{w \sim P_d} \log \sigma - W^T_N D \) denotes the expectation of \( \log \sigma - W^T_N D \) in the noise distribution \( P_d \).

3.3 Tensor Factorization

Tensor is a multidimensional extension of vector, which is an organizational form of high-dimensional data [34,35], represented by \( \mathcal{X} = \{X_{ij...k}\} \in \mathbb{R}^{l_1 \times l_2 \times ... \times l_N} \). Where, \( N \) is the order of the vector. Similar to matrix factorization, tensor factorization also represents a high-order tensor data through multilinear operations on latent factors. Therefore, it is inspired for the efficient application of matrix factorization in two-dimensional recommendation systems, tensor factorization is used to multidimensional recommendation problems of users, items and context scenarios in [36,37], and extract implicit features
from high-order users evaluation tensors. TBSI-HRM only considers the three dimensions of users, combat
tasks and situation information, and uses the three-dimensional tensor $\mathcal{X} \in \mathbb{R}^{m \times n \times c}$ to represent the
interaction among them, where $m$ is the number of users, $n$ is the number of combat tasks, and $c$ is the
number of situation information.

CP decomposition [38] and Tucker decomposition [39] are two classical algorithms of tensor
decomposition. Most of tensor decomposition algorithms after this are extensions of these two methods,
such as higher order singular value decomposition (HOSVD) [40], Nonnegative Tucker decomposition
(NTD) [41] and hierarchical alternative least squares (HALS) [42], etc. In this paper, HOSVD is used to
decompose tensor. HOSVD is an extension of singular value decomposition (SVD) in tensors. Its core
idea is to factorize a tensor into three matrices and a core tensor, and then approximate the tensors by
solving the approximate low rank matrices of the expansion matrix and the core matrix respectively.
HOSVD of three-dimensional tensor $\mathcal{X}$ is shown in Fig. 3. HOSVD can be defined as follows [37]:

$$\mathcal{X} \approx S \times_U U \times_T T \times_I I$$  \hspace{1cm} (7)

In this case, the decision function for a single user $i$, situation information $j$, combat task $k$, combination
becomes:

$$\mathcal{X}_{ijk} \approx S \times_U U_i \times_T T_j \times_I I_k$$  \hspace{1cm} (8)

where $U \in \mathbb{R}^{m \times d_U}$, $T \in \mathbb{R}^{n \times d_T}$, $I \in \mathbb{R}^{c \times d_I}$, and the core vector $S \in \mathbb{R}^{d_U \times d_T \times d_I}$. We can fully control over the
dimensionality of the factors extracted for the users, situation information and tasks by adjusting $d_U$, $d_T$ and $d_I$
parameters.

![Figure 3: HOSVD of three-dimensional tensor $\mathcal{X}$](image)

4 Hybrid Recommendation Model

4.1 Recommendation Framework

TBSI-HRM consists of TF component and DNN component, as shown in Fig. 4. TF module mainly uses
the situation information recommendation algorithm based on HOSVD to obtain the prediction value $y_{TF}$ of
correlation degree among users, situation information and tasks; DNN component is used to learn feature
vectors of various data to fuse potential features of users and situation information, thus calculating
correlation prediction value $y_{DNN}$. Finally, the final correlation degree prediction $\hat{y}$ is obtained by
integrating the two prediction values through logical regression, that is:

$$\hat{y} = \text{sigmoid}(y_{TF} + y_{DNN})$$  \hspace{1cm} (9)

Recommend the situation information with the largest correlation value to the users.
4.2 HOSVD-Based BSIR Algorithm

TBSI-HRM uses three-dimensional tensor $X \in \mathbb{R}^{m \times n \times c}$ to represent historical interaction data among users, combat tasks and situation information. However, the BSIR algorithm based on HOSVD applies the algorithm idea of HOSVD, iteratively calculates the low-rank approximate matrices of $U$, $T$, $I$ and the approximate tensor of core tensor $S$ by gradient descent method, and calculates the predicted value of correlation degree at the same time, thus obtaining the approximate tensor $\hat{X}$ of tensor $X$.

The loss function of tensor factorization is calculated by the square error between the original value and the approximate value:

$$L = \min \sum_{i,j,k} (\hat{X}_{ijk} - X_{ijk})^2$$

When the score matrix of user-situation information is very sparse, overfitting will occur. Usually, the method is to add a regularization term based on the $l_2$ norm of these factors. This norm is also known as the $F$ norm. If $F$ norm is added here, the objective function becomes:

$$L^* = \min \sum_{i,j,k} (\hat{X}_{ijk} - X_{ijk})^2 + \lambda_U || U ||_F^2 + \lambda_T || T ||_F^2 + \lambda_I || I ||_F^2 + \lambda_S || S ||_F^2$$

Where, $\lambda_U$, $\lambda_T$, $\lambda_I$, and $\lambda_S$ are the weights of the regular terms respectively. For the optimization of the objective function, the stochastic gradient descent (SGD) method is adopted, and $\hat{X}_{ijk}$ is calculated simultaneously in the iterative process [37]. In order to calculate the update of SGD algorithm, it is necessary to calculate the
gradient of loss function, which can be calculated from Eq. (7):

\[
\begin{align*}
    \partial U_i, L^* &= S \times T_{j*} \times I_{k*} \partial \hat{X}_{ijk} * \\
    \partial T_j, L^* &= S \times U \times I_{k*} \partial \hat{X}_{ijk} * \\
    \partial I_k, L^* &= S \times U \times T_{j*} \partial \hat{X}_{ijk} * \\
    \partial S, L^* &= U_{is} \otimes T_{js} \otimes I_{ks} \partial \hat{X}_{ijk} *
\end{align*}
\]

Thus, the iterative updating formula of each factor matrix is obtained as follows:

\[
\begin{align*}
    U_{is} &= U_{is} - \eta (\lambda_U U_{is} - \partial U_{is}) \\
    T_{js} &= T_{js} - \eta (\lambda_T T_{js} - \partial T_{js}) \\
    I_{ks} &= I_{ks} - \eta (\lambda_I I_{ks} - \partial I_{ks}) \\
    S &= S - \eta (\lambda_S S - \partial S*)
\end{align*}
\]

where \( \eta \) is the step size, i.e., the learning rate, which is a super parameter and can be determined by adjusting parameter. The algorithm is shown in Tab. 1.

### Table 1: HOSVD-based BSIR algorithm

| Algorithm 1. HOSVD-based BSIR algorithm |
|-----------------------------------------|
| **Input:** \( X, D \) |
| **Output:** \( \hat{X} \) |
| 1. Initialize \( U \in \mathbb{R}^{m \times d_U}, T \in \mathbb{R}^{n \times d_T}, I \in \mathbb{R}^{c \times d_I}, \) and \( S \in \mathbb{R}^{d_U \times d_T \times d_I} \) with small random values. |
| 2. \( t = t_0 \) |
| 3. for each \( X_{ijk} \) in \( X \), loop 4–6: |
| 4. \( \eta = \frac{1}{\sqrt{t}}, t = t+1 \) |
| 5. \( \hat{X}_{ijk} = S \times U \times T_{js} \times I_{ks} \) |
| 6. update \( U, T, I \) and \( S \) are by using Eqs. (16)–(19) |
| 7. Output \( \hat{X} \) |

### 4.3 Deep Component

Deep component mainly uses a variety of neural networks to preprocess multi-source heterogeneous data to extract embedded feature representations of various data, and then carries out correlation degree prediction. Its structure is shown in Fig. 5.

In recommendation systems, multi-source heterogeneous data usually includes structured, semi-structured, and unstructured data [43]. In BSIR, structured data includes scoring matrix converted by explicit feedback or implicit feedback of users. The semi-structured data include the users’ attribute information (such as age, gender, education background, ranks, military services, etc.), and the attribute information of situation information (identification, category, label, etc.); Unstructured data includes user’s comments, text related to situation information, images, videos, etc. For these heterogeneous data sets with various data forms, it is challenging to express different data forms with vectors of the same dimension.
In many recommendation systems based on DNN, in order to learn hidden feature representations of complex content data or the interaction between features, a multi-layer fully connected network structure is usually adopted. However, unlike the application of deep neural networks in the field of computer vision, the input data are usually pictures, and the content of these data is dense. In the powerful situation awareness system, the input data are usually highly sparse, super high-dimensional, categorical-continuous-mixed. The amount of calculation increases exponentially, and even “dimension disaster” may occur. If fully connected neural network is directly used to process input data, it will result in extremely many network parameters and extremely low computational efficiency. In order to solve the above problems, this paper uses field-based feature representation and designs a hybrid model based on multi-source heterogeneous data, as shown in Fig. 5.

For semi-structured data, we can transform semi-structured data into structured data by discretization or 0–1. For unstructured data, it can be transformed into structured data through information retrieval technology or machine learning methods. As shown in the model, this paper directly uses the embedding layer to transform the embedded features of the structured information in the users’ information and situation information, and uses the convolution neural network to extract the features of the picture. Furthermore, deep text learning algorithm Doc2Vec is used to extract embedded feature representations of text data, and all data are uniformly mapped to a potential low-dimensional feature space.

The output of the feature embedding layer is a horizontal splicing wide vector with length of $m \times D$:

$$z^{(0)} = [e_1, e_2, \ldots, e_m]$$  \hspace{1cm} (20)
where, $e_i$ represents the embedding vector of the $i$th field, $D$ is the dimension of the embedding vector, and $m$ is the number of fields. Then the embedding vector $a^{(0)}$ is fed into the DNN, and the calculation update of the hidden layer is performed according to the Eq. (21):

$$a^{(l)} = \sigma\left(W^{(l)}a^{(l-1)} + b^{(l)}\right)$$  \hspace{1cm} (21)$$

where, $l$ is the number of hidden layers, $\sigma$ is $\text{sigmoid()}$ activation function, that is $\sigma(x) = 1/(1 + e^{-x})$. $a^{(l)}$ is the input of the hidden layer of the $l$th level, and $W^{(l)}$ and $b^{(l)}$ are the model parameters and offsets of the $l$th level respectively.

Assume the number of hidden layers is $L$, the prediction value of the correlation degree of the output layer is:

$$y_{DNN} = \sigma(W^{L+1}a^L + b^{L+1})$$  \hspace{1cm} (22)$$

5 Experiments

Accuracy is a very important index for evaluating the recommendation system. The purpose of BSIR is also to recommend the situation information that the commander needs, so the accuracy of the situation information recommendation is very important. We selected Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) as the evaluation indexes of our algorithm to evaluate the recommendations effectiveness.

In the experiment, the data from the situation management of an actual combat military confrontation training information system has been used as the experimental dataset. A total of 18 complete exercises were collected. There are about 3–6 tanks in each exercise, of which each has 3 units and each unit has 10 tanks. In the 18 exercises, 362 effective tasks have been received by tank troops, and all units have received 5973 effective tasks. The first 15 exercises’ data are taken as sample sets, and the data of the last 3 exercises are taken as test sets.

This paper mainly tests the algorithm performance through scenario simulation. Firstly, a simulation system consisting of a battle support center, a battle-level command post and two tactical-level command posts with different attributes is constructed. Each command post includes two main decision-making commanders. Among them, the two tactical command posts’ superiors are all operational command posts, and the responsibility areas do not intersect. Each commander and command post customizes the operational situation to the situation service center according to the area of responsibility, and the operational support center is responsible for recommending situation information to the commander and command post. The simulation we have was result in 30 combat tasks and 60000 pieces of various situation information, which will randomly assign combat tasks to command posts and commanders.

The neural network can be trained efficiently by preprocessing all kinds of situation information. Unify picture data by data enhancement, adjusting picture size and converting picture format; for text situation information, the text should be cleaned by eliminating useless punctuation information, text segmentation, synonym merging, eliminating stop words and other operations. For classified and continuous features, the situation information is normalized by field-based feature representation. Then all kinds of situation information data are input into the data feature hybrid learning model for training and learning so as to realize more accurate feature vector representation.
5.1 Compare TBSI-HRM with Publish/Subscribe Situation Distribution Mechanism

The accuracy index $\phi$ is used to evaluate and compare the performance of TBSI-HRM, topic-based publish/subscribe method [2] and content-based publish/subscribe method [44]. Accuracy $\phi$ is defined as follows:

$$\phi = \frac{m}{n}$$  \hspace{1cm} (23)

Where, $n$ is the total number of situation information pushed to users, and $m$ is the number of situation information that has been pushed to the users and users are interested in.

The comparison of the accuracy rates of the three methods are shown in Tab. 2.

As we can see from Tab. 2, the accuracy rate of situation information of TBSI-HRM can reach more than 90%, and it is hardly affected by changes in combat tasks. Subscribe/publish-based methods suffer from low accuracy because of subscription content will affect the matching of combat tasks. Especially when sudden tasks occur or the assigned tasks do not match the subscribed situation content completely, it will seriously affect the accuracy of situation push. For example, command post 1 and commander 3 in the table both receive combat tasks that do not match the information they subscribe to, resulting in users receiving the useless subscribed situation information.

Table 2: The comparison of the accuracy rates

| Methods          | Combat Units    | TBSI-HRM | Topic-based publish/subscribe | Content-based publish/subscribe |
|------------------|-----------------|----------|-------------------------------|--------------------------------|
| Command post 1   | 0.91            | 0.64     | 0.65                          |                                |
| Command post 2   | 0.92            | 0.73     | 0.78                          |                                |
| Commander_1      | 0.93            | 0.75     | 0.73                          |                                |
| Commander_2      | 0.95            | 0.70     | 0.75                          |                                |
| Commander_3      | 0.92            | 0.62     | 0.64                          |                                |
| Commander_4      | 0.90            | 0.74     | 0.76                          |                                |

5.2 Compare TBSI-HRM with Independent Models

We use Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), recall rate (Recall) and precision rate (Precision) to compare the TBSI-HRM with two independent models of DNN and TF. The experimental results of MAE and RMSE are shown in Tab. 3.

Table 3: The comparison of MAE and RMSE

| Methods     | MAE     | RMSE   |
|-------------|---------|--------|
| DNN         | 0.2110  | 0.2561 |
| TF          | 0.1983  | 0.2438 |
| TBSI-HRM    | 0.1658  | 0.1913 |

As we can see from Tab. 3, TBSI-HRM has lower error and more accurate recommended results than the two independent models.

The contrast of Recall and Precision is shown in Fig. 6.
As we can see from Fig. 6, TBSI-HRM is obviously more accurate than the other two independent models. This is because TBSI-HRM combines the two models, which can make up for the defect of incomplete data sources extracted by a single model and can learn more effective information, thus improving the accuracy of recommendation results. TBSI-HRM combines TF and DNN learning users’ behavior preference, which has high intelligence, high accuracy and high robustness. Thus, it can be effectively applied in actual combat, reducing the workload of users and improving decision-making efficiency.

6 Conclusion

In order to meet the needs of users for dynamic battlefield situation information in the process of carrying out combat tasks and realize personalized situation information recommendation, this paper designs a Task-Oriented Battlefield Situation Information Hybrid Recommendation Model (TBSI-HRM). TBSI-HRM combines TF and DNN, taking into account the hidden features of users, battlefield situation information and combat tasks in users score and the features of auxiliary information, expecting to mine more feature information of situations, making the users’ demand modeling more accurate, thus improving the accuracy of recommendation. The performance of TBSI-HRM, independent models and classical recommendation algorithms are compared through experiments, and also the excellent performance of the model in situation information recommendation has been verified.
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