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Learning by doing, a change in beliefs (and consequently behaviour) due to experience, is crucial to the adaptive behaviours of organizations as well as the individuals that inhabit them. In this review paper, we summarise different pathologies of learning noted in past literature using a common underlying mechanism based on self-confirming biased beliefs. These are inaccurate beliefs about the environment that are self-confirming because acting upon these beliefs prevents their falsification. We provide a formal definition for self-confirming biased beliefs as an attractor that can lock learning by doing systems into suboptimal actions and provide illustrations based on simulations. We then compare and distinguish self-confirming biased beliefs from other related theoretical constructs, including confirmation bias, self-fulfilling prophecies, and sticking points, and underscore that self-confirming biased beliefs underlie inefficient self-confirming equilibria and hot-stove effects. Lastly, we highlight two fundamental ways to escape self-confirming biased beliefs: taking actions inconsistent with beliefs (i.e., exploration) and getting information on unchosen actions (i.e., counterfactuals).

1. Introduction

The ability to learn is crucial to adaptive behaviour for agents in complex environments. Lacking omniscience, learning, a change in beliefs (and consequently behaviour) because of experience, is the primary mechanism through which an agent revises its beliefs to better represent the environment in which it finds itself and thus takes more adaptive actions. This is believed to be as true of individuals [1] as organizations [2] and other learning systems [3]. In particular, “learning by doing” characterizes many learning situations in organizations. It is a process through which agents learn from the results of their actions in a task environment (i.e., own experience). It is usually distinguished from social learning (i.e., learning from the experience of others) [4].

In learning by doing processes, two properties often cooccur. First, information about the environment is restricted to that resulting from actions taken by the agent, so-called “own-action dependence” [5] or endogenous sampling [6]. In such situations, information that corresponds to unchosen actions is not available to the agent. Second, the agent is motivated to take actions that are likely to produce the best outcomes given current beliefs; agents act to “earn,” not only to “learn.” When these properties cooccur, the learning task is formally equivalent to the type of Markov decision problem known as a reinforcement learning problem [3].

For an example where both properties cooccur, imagine a situation involving hiring employees from three types of candidates (Table 1): A, B, and C. Employers are likely to choose employee type to maximize expected performance based on their beliefs (which may be incorrect to an unknown degree). As they interact with a chosen type of employee, they will gather information and update beliefs on that type. However, feedback on the unchosen types is not available for them, and their beliefs regarding those types will not be updated. This combination of own-action dependence and the agent’s selection of actions to maximize
Table 1: An example of SCBB in the context of hiring.

| Employee types | True payoff | Employer’s belief about payoffs |
|---------------|-------------|---------------------------------|
|               |             | Type I  | Type II |
| A             | 150         | 50      | 60      |
| B             | 120         | 80      | 50      |
| C             | 100         | 60      | 120     |

Outcomes given current beliefs feature together in many learning by doing processes in organizations - whether in the context of manufacturing [7], service organizations [8], partner selection for alliances [9], or new product development [10].

In this analytical review paper, we describe self-confirming biased beliefs (SCBB) as a unified concept that forms the basis for understanding pathologies in “learning by doing” processes. SCBB are relevant whenever own-action dependence is present in learning contexts in which agents act to maximize expected returns given their beliefs. SCBB are biased in the sense that they are inaccurate representations of the environment, and they are self-confirming because acting upon these beliefs prevents their falsification [11]. In the example above, consider employers (type I) who believe that employee types A, B, and C yield 50, 80, and 60 units of payoff. Their true values are worth 150, 100, and 120 (i.e., the employer’s beliefs are biased). If employers take actions consistent with their beliefs, they will choose type B. The resulting outcome will be 100, thereby increasing their confidence in type B. However, they do not update their beliefs on A or C since they cannot observe their outcome (i.e., the counterfactual). Thus, type A or C will not be sampled even in the future, and this biased belief will perpetuate. SCBB are thus a particular type of attractor (i.e., stable fixed point) of learning by doing systems that can lock such systems into suboptimal actions [12].

Along with a formal definition of SCBB, we provide conceptual clarity by comparing SCBB with other related theoretical constructs across several literatures, including confirmation bias [13], self-fulfilling prophecy [14], self-confirming equilibria [15, 16], sticking points [17], and “hot-stove” effects [11]. In particular, we highlight that SCBB are a common concept underlying both inefficient self-confirming equilibria [15, 16] and hot-stove effects [11]. It can occur independently of confirmation bias or sticking points and act in opposition to self-fulfilling prophecies. This paper, thus, contributes to the literature on organizational learning by offering an integrative framework to understand the distinct nature of the pathologies associated with learning by doing, as well as a detailed analysis of one central concept, SCBB.

Last but not least, we elucidate two possible pathways to escape SCBB. The first involves forcing the agents to take actions inconsistent with their own beliefs, thus breaking the condition that agents maximize outcomes conditional on beliefs. In the previous example, employers making a decision inconsistent with their own beliefs (e.g., hiring type A while believing that type B is superior) may escape SCBB by correcting biased beliefs. This mechanism has been studied extensively in terms of the exploration-exploitation trade-off in learning [18, 19]. The second solution, which is less widely understood, is to provide information on counterfactuals by escaping own-action dependence (i.e., information on unchosen actions). A modification of the task environment and agent behaviours that accomplish this is access to the experience of others. Social learning, even when there is no difference in the initial accuracy of beliefs across agents, can nonetheless break own-action dependence, if only to introduce noise to the focal agent’s beliefs by leveraging the diversity of erroneous beliefs [20, 21]. Again, in the hiring example, observing other employers (type II) who choose type C may reduce a focal employer’s confidence in the appropriateness of continuing with type B. This may eventually help them discover the correct belief (i.e., type A).

In the following section, we briefly review learning models in organization science. We then provide a formal definition of SCBB within the framework of a multiarmed bandit model followed by a comparison with related theoretical constructs. We also explore two mechanisms for escaping SCBB, exploration and social learning, and compare their viability in organizational contexts. Lastly, the implications of this study and notes on possible future extensions are provided.

2. Learning by Doing as a Form of Reinforcement Learning

Learning, revising beliefs based on available information, has been crucial in explaining many organizational phenomena [4]. In particular, there are two basic types of learning processes, learning by doing (equivalently learning from own experience) and social learning (or vicarious learning), learning from the experience of others. Of the two, learning by doing is the more fundamental process to understand since even social learning leverages the learning by doing of others. The centrality of learning by doing is also recognized as the principle of empiricism in the philosophy of science [22, 23].

Recent developments in machine learning have also highlighted other ways in which we might categorize learning problems. For instance, online learning describes a situation where information for learners unfolds over time and at a cost; the informational inputs to learning arrive in a staggered form. This is in contrast to offline learning, where the informational inputs are already present before the learning process begins (e.g., archival data) [3]. Learning by doing is, therefore, a form of online learning, but social learning may be either online or offline. Another categorisation that is prevalent in the machine learning literature is one that distinguishes supervised from unsupervised learning. In the former, the objective of what is to be learnt (i.e., an outcome to predict) is prespecified. For instance, an algorithm can learn how to predict creditworthiness based on past data on realized creditworthiness and applicant features. In the latter (unsupervised) form of learning, no prespecified dependent variable exists (e.g., clustering to find individuals who are demographically similar among voters).
Learning by doing almost always involves an objective in terms of performance and therefore can be seen as a form of supervised learning. Finally, when learners’ choices determine both information generation process (i.e., own-action dependence) and their utilities, this constitutes a Markov decision problem known as a reinforcement learning task [3]. Learning by doing is, therefore, formally equivalent to a reinforcement learning task (which can also be described as both supervised and online).

While computer scientists are primarily interested in finding the optimal solution to learning problems, organization scientists have focused on the descriptive value of learning models. In particular, learning problems in organizations have often been described within the learning by doing framework and modeled using reinforcement learning tasks (e.g., [11, 24–29]; see [30] for a review). This is because organizational learning problems frequently meet the two conditions that define reinforcement learning problems.

First, choices in the learning process are often closely related to the effectiveness of an organization. As a consequence of pressures from competitors, stakeholders, or even colleagues, actions are usually motivated by the desire to obtain good outcomes given current beliefs. Second, in many organizational contexts, the value of alternatives can only be gauged by trying them (e.g., new product development, the adoption of organizational practices, or the choice of an alliance partner). The dynamic nature of organizational environments poses limits on offline learning since information generated in the past might not represent the current environment. In sum, learning by doing processes in organizations are well described in terms of reinforcement learning problems, in which subjective utility maximizers encounter a task environment with own-action dependence.

Next, we introduce the concept of self-confirming biased beliefs (SCBB) and how they may derail learning in reinforcement learning tasks (i.e., in organizational learning by doing processes).

## 3. Formal Definition

To provide a formal definition for SCBB, we describe the learning by doing process within the framework of a canonical reinforcement learning task, the multiarmed bandit problem. In this task, multiple alternatives exist, and an agent learns its values through repeated choices [3]. This model has been used extensively in organization science to analyze learning by doing processes, including individual-level processes [31], coupled learning process between individuals (or organizations) [24], and organization-level adaptation [25]. Along with a formal definition, we provide a numerical illustration of SCBB. We then illustrate the well-established result that exploration in choice can help escape SCBB. Finally, we introduce information on counterfactuals as a second mechanism that can also effectively combat SCBB.

Consider a task environment that consists of $m$ possible alternative actions $A: \{A_1, A_2, \ldots, A_m\}$, and these map onto performance outcomes $\Pi: \{\Pi_1, \Pi_2, \ldots, \Pi_m\}$. We assume that the alternative actions and their corresponding outcomes are fixed and deterministic across time periods (i.e., a stable task environment). As the relationship $A \rightarrow \Pi$ is unknown, an agent chooses an action based on its beliefs on possible alternatives—$\pi_i = \{\pi_{1,i}, \pi_{2,i}, \ldots, \pi_{m,i}\}$. That is, the agent will choose an action that is believed to provide the greatest payoff at a given period (i.e., argmax$_{i \in \{1,\ldots,m\}} \pi_{i,t}$), which is also called “greedy search.” Note that the agent’s belief on a specific action may not reflect its true value ($\pi_{i,t} \neq \pi_{i,t'}$). Also, beliefs at time $t$ may differ from those at time $t'$ for $t \neq t'$ as the agent updates its beliefs based on information gathered. When the agent takes a specific action, it will receive feedback for that action but not for other unchosen actions (i.e., own-action dependence). For simplicity, we assume here that there is no noise in feedback. That is, when the agent chooses action $i$, it will receive $\pi_i$ as the payoff in a deterministic manner. We consider SCBB in a noisy environment in Appendix A.

SCBB arise when an action with an incorrect belief is never sampled in the future. Formally, the condition under which the incorrect belief on the action $i (\Pi_i \neq \pi_{i,j})$ on the action $i$ will be self-perpetuating (i.e., SCBB exists) is given by

\[ \exists j \text{ that satisfies } \pi_{j,t} > \pi_{i,t} \text{ and } \Pi_j > \Pi_{i,t}. \tag{1} \]

The agent will not sample the action $i$ at time $t$ since it believes that the action $j$ is more attractive ($\pi_{j,t} > \pi_{i,t}$). Moreover, the true value of the action $j$ is higher than a perceived payoff for the action $i (\Pi_j > \Pi_{i,t})$. Thus, the agent will continue to believe that the action $j$ is more attractive than the action $i$ even when the agent learns the true value of the action $j$. Under this condition, the incorrect belief on the action $i$ will never be falsified ($\Pi_i \neq \pi_{i,t}$ for $t' \geq t$).

Note that SCBB do not automatically imply poor performance. It is only when the incorrect belief about action $i$ persists even though the action $i$ is actually superior to the selected action $j (\Pi_i > \Pi_j)$ that SCBB imply a learning pathology. Put differently, to earn more, the agent needs to correct SCBB on actions that are superior to the current one but not inferior ones. Thus, a learning system performs poorly because of SCBB when

\[ \exists i, j \text{ that satisfy } \Pi_i > \Pi_j, \pi_{j,t} > \pi_{i,t}, \text{ and } \Pi_{i,t} > \Pi_{i,t}. \tag{2} \]

### 3.1. An Illustration of Self-Confirming Biased Beliefs

To provide a numerical illustration of SCBB (code for reproducing the results from computational analysis for this paper is accessible via https://github.com/sanghunpark4/Self-confirming-biased-beliefs/blob/main/SCBB.py), we model a task environment as a multiarmed bandit task with $50$ alternatives ($m = 50$), with their corresponding performance outcomes ($\Pi$, where $i \in \{1, 2, \ldots, 50\}$) drawn from the uniform distribution in $(0, 1)$. For an agent learning in this environment, we assume that it possesses its own belief for each alternative at the initial stage of learning (i.e., its prior), which is also drawn from the uniform distribution in $(0, 1)$. In other words, the agent starts with unbiased prior in terms of the distribution. Lastly, at each point in time, the agent
chooses the alternative that is believed to offer the greatest payoff (maximizes subjective expected utility) and updates its belief by following a Bayesian norm for updating (i.e., averaging past payoffs). We demonstrate below that the own-action dependence condition is necessary and sufficient for an adaptive agent who acts as above to be susceptible to SCBB.

The pattern of SCBB in the learning by doing process is robust to other model specifications, the number of alternatives, the distribution of payoffs and priors, and the updating rule (Appendix B). The model parameters are summarized in Table 2. As our model has stochastic components (i.e., payoff and prior distribution), all data points in the following figures were averaged over 10,000 repeated simulations to reduce statistical errors (we choose the sample size by setting a tolerance level at 5% for the proportion of the best choice at the steady-state. To be specific, we generate 10,000 samples for each sample size (i.e., 10, 100, 1,000, 10,000, and 100,000) and check whether the range of proportions of the best choice is smaller than 5%. We find that the pattern of SCBB is robust regardless of the sample size (Appendix C).

Figure 1 illustrates SCBB for different information conditions. First, our result shows that incorrect beliefs (measured as the Manhattan distance between belief and reality vectors) in the system with own-action dependency persist, while they eventually disappear if either complete information on the consequences of taking all actions or even on a randomly selected action is provided to the agent (see Figure 1(a)). Second, under own-action dependence, learning by doing produces lock-in because of SCBB. In Figure 1(b), only about 14% of cases among 10,000 repeated simulations reach the global optimum. Interestingly, the system with random information does not suffer as much from SCBB, even though the information given to the agent is incomplete. The system can still reach the best alternative even though it takes a longer time compared to that with complete information. In other words, own-action dependence (combined with the agent’s actions that maximize expected payoff conditional on beliefs) is the root cause of SCBB rather than the amount of information per se.

Lastly, SCBB may not necessarily lead to inferior short-term performance. In particular, in our illustration, the system with own-action dependence outperforms that with random information until \( t \leq 730 \) (see Figure 1(c)). In contrast, the probability of choosing the optimal alternative under random information exceeds that under own-action dependence around \( t = 100 \). The trade-off is between SCBB producing premature convergence to a good but not optimal action, whereas random information provision produces an opportunity cost (in terms of not knowing outcomes for action chosen) that may only be offset given time [19].

4. Differentiating SCBB from Related Constructs

SCBB are distinct from confirmation bias, which refers to “the seeking or interpreting of evidence in ways that are partial to existing beliefs, expectations, or a hypothesis in hand [13].” This is a cognitive bias in information processing driven by reliance on heuristics or avoidance of cognitive dissonance [32]. However, the root causes for SCBB are a task environment that forces endogenous sampling and agents who maximize returns conditional on beliefs; the agent may process the resulting information without any biases of the form noted above and still succumb to SCBB. As we demonstrated above and as is well recognized, SCBB can arise even when agents begin with unbiased priors and follow Bayesian norms for updating [6, 33].

SCBB also differ from the self-fulfilling prophecy, which refers to “a false definition of the situation evoking a new behavior which makes the originally false conception come true [14].” Its underlying mechanism is that the task environment is responsive to behaviors in a way that reduces bias in beliefs. For example, teachers’ expectations of students can be self-fulfilling because students react to teachers’ behaviors induced by their expectations [34]. In other words, a self-fulfilling prophecy illustrates a process in which biased beliefs become correct representations of reality because of changes to the task environment caused by the agent’s actions. On the contrary, SCBB describe the persistence of biased beliefs despite the learning process. In fact, it can be shown that a responsive task environment, a necessary condition for the self-fulfilling prophecy, will reduce SCBB (Appendix D).

To further distinguish SCBB from other related constructs, it is useful to note that there can ultimately be only two sources of the beliefs that produce SCBB: erroneous priors and noisy feedback. For instance, when the agent believes that a particular alternative is unattractive at the initial stage, it will not be sampled. Thus, even when such a belief is incorrect (i.e., a false-negative belief), it will not be revised. Further, even when the agent has sampled the optimal alternative (i.e., the highest expected payoff), it may deviate from that alternative in the subsequent periods if the realized payoff is below the expected payoff due to noisy feedback (i.e., “hot-stove” effect [11]). In \( n \)-agent games, players who are subject to SCBB may end up in suboptimal self-confirming equilibria (there is a possibility that incorrect beliefs at off-path information sets may persist), which diverge from Nash equilibria [15, 16]. Thus, SCBB are a superset of both inefficient self-confirming equilibria (because they can exist even with a single agent) and “hot-stove effects” (because they can exist even when there is no noise in payoffs).

Lastly, SCBB are also distinct from sticking points, which have been defined in the context of local search on rugged landscapes. These refer to “a configuration of choices such that once the firm arrives at the configuration, the firm will never deviate from it [17].” While both SCBB and sticking points are attractors (i.e., stable fixed points) of the adaptive system, the source of stability varies. On the one hand, the interdependency between elements of the system is a root cause of sticking points. An accurate assessment of a configuration combined with a local search constraint produces fixation for the system in the case of sticking points. On the other hand, the own-action dependency combined with the
tendency to maximize payoffs based on beliefs causes SCBB. Thus, while sticking points and SCBB are both instances of the interactions between task environments and agent properties (i.e., Herbert Simon’s famous “scissors” [35]), they are also qualitatively different. Specifically, in SCBB, the agent’s beliefs must be biased in a way such that acting upon the beliefs prevents the generation of evidence that may falsify the incorrect belief. Thus, SCBB can emerge even without interdependency in the task environment (e.g., as in the previous illustration) or a local search constraint, both of which are necessary for sticking points.

5. How to Escape Self-Confirming Biased Beliefs

Given that these are the necessary conditions, disrupting the agent’s tendency to maximize payoffs based on their beliefs or breaking up own-action dependency is the only possible path for escaping SCBB. The first path involves forcing the
agent to engage in “exploration,” which is defined as taking actions inconsistent with current beliefs [36]. In learning models, the exploration process has been extensively studied [18, 19]. By sampling actions that would not be chosen under the existing belief system (i.e., taking those actions believed to be less attractive), the agent may deviate from SCBB. In the previous hiring example in Table 1, employers can escape SCBB by choosing type A, which is inconsistent with their beliefs, and correct biased belief. This reveals the well-known benefit of exploration in learning by doing, and it is common to introduce random noise into action selection stages in learning models (e.g., ϵ-greedy, Luce’s choice rule, softmax [3], or maximum entropy [37]). Yet, implementing this is by no means an easy injunction for human actors to follow, as demands for consistency, justification, and explanation of actions are usually quite high in social settings. This prompted James March to memorably call for “technologies of foolishness” that would enable agents to take actions inconsistent with current best beliefs [36].

In organizational contexts, exploration includes experimentation, search, innovation, and variation, which contradict a tendency to behave consistently, synonymous with exploitation (e.g., refinement, efficiency, productivity, and variance reduction). In overcoming the tension between exploration and consistency, either relaxing demands for consistency or separating explorative activities to a different organizational unit is often cited as feasible policies [38]. For example, an organizational culture that values both innovation and efficiency may allow individuals to engage in innovative activities without damaging quality or efficiency [39]. Alternately, the tension can also be resolved by isolating exploration activities from exploitative activities. The separation can be achieved at three different levels: organizational separation (e.g., having an R&D department), temporal separation (i.e., sequential between exploration and exploitation), or domain separation (i.e., exploring in some domains while exploiting in other domains) (see [38] for a review). However, organizational scholars commonly agree that maintaining a sufficient degree of exploration is a demanding task in organizational contexts [19].

A third, less remarked upon approach is to provide evidence to the agent that might be independent of its own actions (i.e., supply information on counterfactuals). Figure 1 shows that providing information for a randomly selected alternative (instead of the actual action taken) can resolve SCBB. This might be hard to practically implement in most task environments in which learning by doing occurs. However, a possibility is to exploit the fact that the experiences of others can be a source of information on counterfactuals [21]. To illustrate this mechanism, consider that the employers in the previous example can alter their own beliefs when they observe other employers (type II) who respond payoffs). To be specific, we assume that they follow the softmax rule [3]. To be specific, the probability that the agent chooses an action \( i \) in period \( t \) is given by

\[
P_{it} = \frac{e(\pi_{it})}{\sum_{j=1}^{m} e(\pi_{jt})}, \quad \text{where} \; \tau > 0.
\]  

Note that now all alternatives will be assigned a positive probability of being chosen. Thus, all alternatives will be sampled eventually (as \( T \to \infty \)), and the agent can escape SCBB by falsifying incorrect beliefs. The parameter \( \tau \) represents the degree of exploration in the search process [3]. When \( \tau \) is high, the selection of choices depends less on the subjective valuation of alternatives (i.e., more exploration). As \( \tau \to 0 \), the softmax rule converges to the greedy search rule in our baseline case. We make the exploration parameter endogenous to the received payoffs by assuming that \( \tau_t = 1 - \text{Payoff}_{t-1} \) (we assume that when \( \tau < 0.01 \), agents follow a greedy search (i.e., choosing the best one in the belief system) to prevent division by zero). This assumption allows agents to stick to a good alternative once they found a satisfactory one, thereby isolating the effect of SCBB from that of constant exploration (which prevents exploitation of good choices once found) in understanding the propensity to choose the best alternative.

To illustrate social learning, we assume that there are two agents in the system without an ex-ante knowledge differential. They learn not only from their own experience but also from the other’s experience (i.e., action and corresponding payoffs). To be specific, we assume that they update beliefs by assigning equal weights on their own and the other’s experience, which implies that they are not biased in utilizing the information as the quality of information is independent of its source (the pattern of results that we illustrate here is robust to other specifications of exploration and social learning (i.e., the exploration parameter and weights on information source; see Appendices E and F)).

Figure 2 shows the degree of SCBB for exploration and social learning compared to a benchmark of providing...
random information as in Figure 1. First, compared to the baseline case of own-action dependence, all three variations reduce biased beliefs; see Figure 2(a). In particular, all increase the probability of choosing the best alternative at the end of the learning period (Figure 2(b)). Second, the three interventions differ in their effectiveness in resolving SCBB to find the optimal alternative. Interestingly, we find that providing information on random action outperforms SCBB but cannot escape it entirely since exploitation is with their beliefs) is only partially resolved. x'_he explor-action dependence with agents who behave consistently in the other two mechanisms, the root cause (i.e., own-action dependence with agents who behave consistently with their beliefs) is only partially resolved. The explor-ative behaviour under the softmax rule is less prone to SCBB but cannot escape it entirely since exploitation is rarely zero.

For the system with social learning, belief systems of the agents converge over time through mutual imitation, thereby generating less counterfactual information. Social learning is, therefore, a self-limiting mechanism for escaping SCBB; its ability of producing this benefit declines with its application. At the same time, the intertemporal trade-off in redressing SCBB privileges social learning (Figure 2(c)). With information on a random action provided, the actions actually taken are not updated, losing out on the opportunity to benefit from finding good actions early on. Social learning does not have this problem while providing a useful source of counterfactuals. It helps to break own-action dependence early in the search process while, at the same time, allowing for exploiting good actions found early on (which neither exploration through softmax nor provision of information for randomly selected actions allow). Thus, not only is SCBB a fundamental cause of the exploitation and exploration trade-off [18, 19], but also social learning is a particularly effective means to optimize on this trade-off in a manner that breaks own-action dependence without sacrificing the gains from early successes, which other mechanisms like a constant level of nongreedy action selection do not provide.

This benefit of social learning can also be demonstrated in a larger system as long as agents hold heterogeneous beliefs and share counterfactual information. Figure 3 illustrates the impact of the system size (i.e., the number of agents) on SCBB when agents engage in social learning. In particular, our result shows that the probability of choosing the optimal action at the steady-state increases with the system size (Figure 3(a)). For example, while only 23% of cases reach the optimal action when the system consists of two agents, about 83% of systems find the optimal one when there are fifteen agents. As the system size increases, more diverse alternatives will be sampled unless agents start with identical priors (Figure 3(b)). Under identical priors, the multiagent system cannot enjoy the benefit of social learning in redressing SCBB. These results point to another form of the “wisdom of crowds” in remedying SCBB; as long as there is sufficient heterogeneity to produce counterfactuals during learning, the crowd can improve on the individual learner [41] (see also [42] for a similar result for problem-solving).

6. Discussion

In this review article, we summarise what we know about a pathology that is likely to arise in learning by doing systems, which can be traced to self-confirming biased beliefs (SCBB). In particular, we pinpoint two conditions that are jointly sufficient for learning systems to become susceptible to SCBB: own-action dependence and agents who take actions consistent with current beliefs (e.g., maximizing subjective expected utility). Under these conditions, adaptive agents may not be able to correct false-negative beliefs because acting consistently with those beliefs prevents actors from collecting information that would eliminate those beliefs. Thus, such incorrect beliefs can be self-perpetuating. Because the above two conditions are jointly sufficient to produce SCBB, the only way to escape SCBB is to either break own-action dependency (i.e., providing information on counterfactuals) or produce inconsistency in choice and belief (i.e., creating exploration) or both.

We provide a comparison between SCBB and related (or seemingly related) constructs in prior literature. On the one hand, SCBB are at the root of both suboptimal self-confirming equilibria [15, 16] and hot-stove effects [11]. On the other hand, SCBB differ from confirmation bias [13] and sticking points [17] and are potentially diminished by self-fulfilling prophecies [14]. SCBB can arise even without cognitive bias in information processing, interdependency of choices within the system, local search, or a responsive environment that adjusts to the agent’s actions.

We also reviewed different mechanisms that may help escape SCBB as well as their feasibilities. Although exploration helps a learning system escape SCBB, it is often demanding for individuals and organizations to engage in it. In addition to the natural tendency to behave consistently with own belief, social contexts (e.g., organizations) often require consistency and explanation of actions, which contradict exploration activities (e.g., experimentation, search, or variation). Further, despite SCBB, learners are likely to establish correct inference on the current best alternative since it has been sampled more than other underexplored alternatives. Ambiguity aversion would thus make exploration even more difficult, as an underexplored alternative, which is subject to a false-negative belief, is likely to be further discounted [16, 43]. The persistence of SCBB despite some exploration indicates that biased belief for the optimal alternative is deeply entrenched in the existing belief system.

Access to information on counterfactuals is an alternative mechanism to escape SCBB. In some contexts, this is easy to implement. For instance, investors in the capital markets can observe the performance of stocks that they did not invest [44], and employers might track the candidates that they did not hire (i.e., on LinkedIn). In other contexts, social learning (i.e., learning from others’ experience) can be a feasible solution that reconciles a demand for consistency in their private beliefs and actions with the ability of breaking own-action dependence. Under social learning, agents can benefit from gathering
Figure 2: Self-confirming biased beliefs for different correcting mechanisms. (a) Degree of biased beliefs (i.e., the distance between belief and reality), (b) probability of choosing the best alternative, and (c) cumulative performance (divided by time period).

Figure 3: The impact of the system size on self-confirming biased beliefs under social learning. (a) Probability of choosing the optimal alternative at the steady-state and (b) the number of alternatives sampled by the system.
information on counterfactuals even when each agent behaves consistently with their own beliefs. However, the nature of social influence is critical. For example, when individuals sample based on popularity (e.g., trying what the majority seem to be doing) without sharing experiences, they may develop “collective illusions” where beliefs are homogenized around popular but suboptimal alternatives [45].

Our discussion of SCBB has several implications for researchers interested in learning within and by organizations. The most basic point is that in learning by doing processes the amount of experience may not correspond to knowledge (i.e., the veridicality of beliefs) when actors have a strong incentive to earn, not (only) learn. An explorative agent with limited experience may have a better representation of the task environment than an exploitative agent with abundant experience (Figure 2(a)). Second, SCBB offer a distinct and parsimonious mechanism to explain persistent heterogeneity across organizations despite adaptive processes. In explaining the diversity of organizations (e.g., practices and forms), which is one of the central questions in organization science, previous approaches have relied on local search on a rugged fitness landscape [46] or rigidity (diminished sensitivity to feedback) of organizations combined with heterogeneous environments [47]. However, heterogeneity across organizations under homogenous environments even without any local search restrictions may persist due to SCBB. Organizations may lock into suboptimal practices not because they have ossified and do not learn or because their trajectories of local search have led them to a local peak, but because they maximize subjective expected utility; they do not see any reason to deviate from their current beliefs, which may, however, feature SCBB in their priors.

A natural extension of our work is to explore correcting mechanisms for SCBB in more detail, including their boundary conditions. Organization scholars have proposed several ways to balance the cost and benefit of exploration [38]. On the contrary, we have a limited understanding of the microprocesses through which agents learn from others’ experience and their boundary conditions for producing an accurate understanding of the task environment. Since social learning might be more feasible, imposing lower pressures of consistency or justification than exploration, in organizational settings, these questions are also practically relevant to improve learning by doing processes in organizations. The analysis of learning by doing and social learning (learning from others) may well benefit from a tighter integration, since even in the latter, as we have noted, ultimately one learns from the learning by doing of others.

Appendix

A. SCBB under Noisy Feedback

In the baseline model, we assume no noise in performance feedback (i.e., the performance feedback is deterministic). In reality, performance feedback often entails noise [10, 26]. That is, under noisy feedback, performance feedback \( \Pi_{i,t} \) that the agent receives may deviate from the expected performance \( \Pi_i \). When performance feedback is stochastic, performance outcomes \( \Pi \) become the expected performance for each alternative \( \Pi_i = E(\Pi_i) \). Then, the condition for SCBB is given by

\[ \exists j \text{ that satisfies } \pi_{j,t} > \pi_{i,t} \text{ and } \Pi_{j,LB} > \pi_{i,t}, \tag{A.1} \]

where \( \Pi_{j,LB} \) represents a lower bound of \( \Pi_j \). Note that noise has two opposite impacts on SCBB. On the one hand, it reduces SCBB because \( \Pi_{j,LB} \leq \Pi_j \). Put simply, noise in the performance feedback on the action \( j \) may allow the agent to correct biased beliefs on the action \( i \) when \( \Pi_j > \pi_{i,t} > \Pi_{j,LB} \). On the other hand, noise in performance feedback is a source of incorrect beliefs \( \pi_{j,t} \neq \pi_i \) along with erroneous priors, resulting in SCBB, "hot-stove effect [11]." The agent who sampled the best alternative may deviate from it in the subsequent periods when it receives unfavourable feedback due to noise. Thus, even when the agent starts with unbiased priors \( \pi_i = \Pi_i \) for \( i \in \{1, \ldots, m\} \), it is susceptible to SCBB when feedback is noisy.

B. Sensitivity Checks

The following figure describes sensitivity checks (Figure 4):

C. The Distribution of Estimates of the Proportion of the Best Alternative with regard to Sample Sizes

The following figure describes sample size (Figure 5):

D. SCBB in Systems with Responsive Environments

So far, we have described SCBB in the context of an agent learning by doing in an environment that is itself not agentic, which does not respond to the actions of the agents. However, there are learning situations in which the environment also reacts to the agent’s actions (e.g., the payoff to action may alter due to being selected). For instance, an agent’s payoff from an action may be enhanced through a repetitive selection of action (an “investment” task, such as A trusting B increases B’s trustworthiness [48] or an agent repeating a task increases the payoff for that task to the agent through some form of increasing returns [49]). Conversely, the selection of an alternative may diminish its payoffs (a “depletion” task, such as in the selection of a location to harvest or fish). To operationalize responsive environments, we assume that \( \Pi_{i,t} = (1 + \gamma)^{\text{t}_i} \Pi_{i,0} \) where \( n_{i,t} \) represents the number of times that the alternative \( i \) has been sampled during \( t - 1 \) periods and \( \Pi_{i,0} \) is a payoff at \( t = 0 \). When \( \gamma > 0 \), the task environment is characterized as an investment task. On the other hand, \( \gamma < 0 \) represents a depletion task.

Our result shows that both forms of environmental reactance can mitigate the effects of SCBB. In the investment case, the action in which the agent is locked
objectively becomes the best over time so that there is no bias in terms of choosing the optimal alternative (Figure 6(c)), even though beliefs may still be biased about other alternatives (Figure 6(a)). This result corresponds to a self-fulfilling prophecy [14]. In the depletion case, the selected action objectively becomes
Figure 5: Sample size.

Figure 6: (a) Degree of biased beliefs (i.e., the distance between belief and reality), (b) probability of switching action, and (c) probability of choosing the best alternative.
worse and also causes the agent to discard it (Figure 6(b)), eliminating bias by encouraging wandering over alternatives (Figure 6(a)).

**E. Sensitivity Check for Exploration**

The following figure describes sensitivity check for exploration (Figure 7):

**F. Sensitivity Check for Social Learning**

The following figure describes sensitivity check for social learning: (Figure 8)

**Data Availability**

The code for reproducing the results from computational analysis for this paper is made accessible to readers via GitHub.
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