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ABSTRACT In recent years, numerous new approaches that rely on data-intensive methods have been developed for maritime assistance systems, leading to a compelling need for more elaborate verification and validation procedures. Modern testbeds that can meet these demands are often developed separately from the system itself and provided as generically usable services. However, the joint usage of such testbeds by multiple stakeholders from research and industry confronts them with various challenges in terms of data management: Data control and protection is required to preserve possible competitive advantages or comply with legal framework conditions. The resulting decentralization in data management complicates collaboration, especially in the joint processing and analysis of testbed data. In this paper, we present a decentralized software system, which can deal with these challenges by modelling interrelationships between the stakeholders in a data space, considering their various interests. With the help of a modular data management architecture, the organization of a testbed data basis, as well as the support of verification and validation processes and the evaluation of data streams is made possible. This is achieved with a workflow model for mapping complex and distributed data processing steps. We demonstrate the applicability of the system in an application scenario for the development of a maritime assistance system.
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I. INTRODUCTION

THE UTILIZATION of different types of testbeds to support all steps of development and operation in engineering processes of complex systems is a standard procedure. According to IEEE a testbed is defined as “an environment containing the hardware, instrumentation, simulators, software tools, and other support elements needed to conduct a test” [1]. As new technological developments approach modern engineering processes, the complexity and the architecture of testbeds has changed in the past years. Especially in the area of vehicular testbeds, that are utilized in engineering processes for cars, planes, vessels etc., the availability of new sensor technology and computational power has influenced requirements for testbeds drastically: With an increasing amount of data being processed in all areas of engineering, new challenges emerge for the processes of data management and distribution. Particularly, the maritime domain is currently experiencing a shift of paradigms with the advent of Maritime Autonomous Surface Ships (MASS), remote shipping operations and highly available or high bandwidth communication channels such as IP-over-Satellite, LTE or VDES.

The complexity of systems that build on these technologies often requires a deep understanding of the environment in which they act before the development process can start [2]. Nowadays, data-driven analysis of environmental data is frequently used to build models and to gain knowledge about the system’s domain. Furthermore, as different (existing) subsystems are often combined to deal with complicated tasks, such as collision avoidance or object identification, a collaboration of different parties from industry and academia for
their development is not unusual (cf. [3]). This has multiple implications for the joint usage of a single testbed by different stakeholders, such as conflicts of interests. Additionally, monitoring and analyzing the behavior of several different sub-systems, that are organized in a decentralized setup is a highly complex task and adds a significant amount of effort to the amount of work that is already required to develop the system itself. Therefore, the development of testbeds is often separated from the actual system development. Previous work has shown that generically usable, maritime testbed architectures are already able to deal with the integration of complex Systems-of-Systems into an existing testbed from an operational perspective (e.g., in [4]). However, the task of managing produced data artifacts from environmental sensors, as well as data from a system under test and making them securely available only to authorized parties was yet entirely left to the users.

In this article, we discuss how centrally organized maritime data can be made available for a data-driven research and development process in the testbed context. First, the basic methods of research and development data management will be discussed and a connection to data management concepts in maritime testbeds is established. We represent the testbed as a data ecosystem, considering modelling it on architectural level as a data space and propose an architecture for the management of a testbed data basis, as well as for the support of verification and validation processes and the evaluation of data streams from testbed data. In contrast to existing data management systems in testbeds, which are not able to deal with decentralized data sources and processing or multiple stakeholders, we base our concept on a distributed workflow model for mapping complex data processing activities, while preserving the stakeholders’ sovereignty over their data. Also, the proposed architecture is aimed at a service-oriented usage by following the Testbed-as-a-Service paradigm. The system is secured by a testbed-wide authentication of users and a fine-grained authorization mechanism for the available data resources. Finally, the designed system is prototypically implemented and evaluated in a case study.

II. THE TESTBED AS A DATA ECOSYSTEM
In the recent years, the paradigm of Everything-as-a-Service (XaaS) has extensively been used in the domain of modern systems and software development, especially in the area of systems using Service Oriented Architectures (SOA) [5] and cloud infrastructures [6]. The process of providing specific functionalities as services on-demand has the potential to deliver high performance and easy access to relevant resources at a low cost [7]. Systems that are based on SOA can bring together functionalities that are often distributed over different physical locations or under the control of different entities. This pattern also has been adapted in the area of testbeds. A generic testbed or a Testbed-as-a-Service architecture is able to dynamically integrate a System under Test into its SOA [8], [9]: Several services for monitoring and analyzing the SuT are provided and can easily be utilized by the users of the testbed to test, monitor or evaluate their systems, which reduces the work of implementing a testbed for a system in parallel to the system development itself. However, opening a testbed for multiple users in a service-oriented manner introduces several challenges for the management of data resources, which are a main concern in the service-oriented testbed. The following sections will give an overview of these challenges.

A. DATA MANAGEMENT TASKS IN TESTBEDS
Vehicle development is becoming more and more complex as the level of technology increases. Manufacturers are no longer only concerned with hull development [10]. Instead, the pure driving functionality and the technical systems required for this, such as control units, are becoming subdivided more and more into technical and logical system development [11]. To deal with the complexity and to accelerate development even with additional effort, parallelization is taking place in the form of partitioning the individual components, which leads to integration effort when the system is put into operation. This type of system development is also known as simultaneous engineering [12], often involving multiple contractors that collaborate in a system development process. In order to be able to implement parallel development, a higher level of coordination is required upstream via interfaces and information flows, which is also maintained during system development. Accordingly, coordination likewise takes place less over documents but mainly over product models especially in model driven development. This kind of the model-based systems engineering has further advantages, which are meaningful for the integration, test and later also for the operational phase in addition to the design phase. The wide-spread approach of X-in-the-loop testing requires well-defined interfaces and strict modularization in order to gradually replace the initially virtual components with physical subcomponents and still be able to maintain the data flows [10]. Additionally, the costs involved in the development of an environment capable of providing means to evaluate complex assistance systems is also a driving factor for the service-oriented and shared usage of testbeds.

Therefore, a core contribution of a testbed is the provision of a data management system with the services required for the entire system development process from the design phase to the operational phase. Accordingly, the services for the evaluation of a SuT, are divided into the categories “Modeling and Knowledge generation”, “Verification and Validation” and “Operation and End-to-end Certification”:

1) Modelling and Knowledge generation: Starting at the early stages of system development or even before that, a testbed can be utilized to provide environmental data for the generation of knowledge or building models of the environment (cf. [13], [14]). In the maritime domain, traffic data, weather data or
data from test carriers may, e.g., be used to gain insights into traffic flow patterns, vessel behavior or potential risk factors from weather. These insights are required by new approaches for the development of traffic management systems [15], vessel behavior prediction methods [16] or weather-based route planning models [17]. Managing this type of data comes close to classical approaches for data management and should be based in accordance to common data management principles, such as the FAIR guidance principles [18].

2) Validation and Verification (V+V): According to [19], validation is the process of checking whether the expectations of stakeholders are satisfied by a system and verification is the process of checking whether the defined requirements are fulfilled by the system. Testbeds are commonly utilized in both processes as a controlled and well-observable environment during the system development process. Test outcomes depend on the SuT behavior during a test, which is often assessed with the help of data that is generated by the SuT and environmental sensors. As different SuTs introduce a broad range of technologies into the testbed, managing data from V+V activities is a new challenge. Especially recording and analyzing data during field tests comes with the difficulty of streamed data, that requires procedures to manage it during the runtime of a test. As the developed systems get more and more complex these days (e.g., by the usage of AI technologies), defining strict rules for testing single functionalities of a SuT is not always applicable. A well-known approach to deal with these issues is the scenario-based testing, where representative test scenarios are used as a reference for real-world occurrences and are derived from historical data [20] or by expert knowledge [21].

3) Operation and End-to-End Certification: When the system development process is completed, a testbed may be used for certification. Regarding data management, it is, e.g., recommended by certification agencies to store and document data for the certification of autonomous and remotely operated ships [22]. Additionally, functions in developed systems are also constantly being improved and expanded even after approval and during operation. For this reason, another challenge is just coming up for testbeds during operation: In addition to the general monitoring and development of triggers to monitor correct operation, the question of the reliability of over-the-air updates of critical software artifacts plays an increasingly important role, followed by the assurance of certification in the form of module-based post-certification. Also, testbeds are commonly used for demonstration of specific systems in a controlled environment (see, e.g., [23]), where a specific, defined set of data is exported and presented or visualized.

B. DATA ECOSYSTEMS
When it comes to the exchange of data between many different stakeholders in a network of independent actors, a central exchange point for sharing or trading data is often hard to establish. Reasons can be trust issues [24], loss of sovereignty [19] or legal issues such as data protection regulations, organizational or technical challenges and many others [26]. Therefore, decentral structures to share and exchange data are often utilized. According to Hugoson [27], decentralization means that involved parties in a system can make decisions locally. In the case of a testbed there may be different stakeholders with their own data requirements: A testbed user typically introduces their own data sources to the testbed, that are required for the SuT to work as expected. On the other hand, they may also request data from the testbed infrastructure, which is provided by the testbed operator / owner. Nevertheless, both stakeholders can decide on their data sources locally. Furthermore, Hugoson emphasizes in [27], that a system in a decentralized structure must fulfill some requirements that enable them to interact with other systems in the same structure. Otherwise, the system would be isolated from the decentralized structure.

A more specific model of the interaction in a decentralized data exchange network is given by the model of the data ecosystem. In general, this term describes an overarching, socio-technical network [28]. Oliveira and Lóscio conducted a literature review in [29] to elaborate the main aspects of a data ecosystem. It is mentioned that a data ecosystem consists of multiple actors that have different interests, capabilities and requirements and thus embody various roles. An actor can represent one or more roles at the same time and is connected to other actors through cooperation or competition. Additionally, each actor consumes, produces or provides data and other related resources such as services or infrastructure to the ecosystem [29]. Finally, data exchange is commonly based on standardized interfaces, licenses, and quality examinations. According to these aspects, a generic testbed with multiple collaborating parties can also be seen as a data ecosystem. A detailed analysis of these aspects for a service-oriented testbed is conducted in the following section.

C. STAKEHOLDERS IN THE TESTBED
Inside a data ecosystem, different interests need to be considered. In the literature, role models have been discussed to categorize those interests and represent their relations. In accordance to the work of Xu et al. [30], Oliveira et al. [31] and the International Data Space (IDS) reference architecture [32], we assume that stakeholders in data ecosystems can be categorized into some forms of a data providers, who by any means generate and/or provide the data and data consumers that use the data for their purposes. Most other stakeholders in the models of Xu et al. and the IDS are intermediaries in the process of collaborative data processing. These intermediaries seem to be specific to
the architecture and fulfill tasks like data (service) distribution, data discovery, and establishment of trust. Subsequently, we assume that the stakeholders in a data ecosystem can be characterized by the roles of the data provider, data consumer and intermediary. These roles may include some more specific sub-roles, which are not considered in detail in the continuation of our work.

A mapping of these abstract roles to stakeholders in the testbed is depicted in Figure 1: Starting with the data providers, the testbed owner can be seen as a classical, long-term data provider in a testbed. As the testbed is operated by its owner, statically available data sources, such as sensors or historical data bases are made available by the owner to the users of the testbed. In the maritime domain, typical static sensors would, e.g., include shore-based AIS, RADAR, cameras, or weather sensors. These static data sources are typically consumed by the users of the testbed. However, the generic sensors of the testbed owner may not fulfill the requirements of all users in the testbed. In these cases, users would integrate their own equipment to the testbed and provide it to authorized other testbed users, for collaboration in system development. It is important to notice that testbed users may want to use a testbed collaboratively, but not share all their data with other participants. This is due to the fact, that data may represent a valuable asset in the economic competition, which should not be exposed to competitors. To avoid conflicts and facilitate data exchange, the testbed owner normally has an interest in providing a neutral communication infrastructure, and therefore also acts as an intermediary in the testbed data ecosystem and fulfills the role of a data trustee. Sometimes this role can also be outsourced to a trusted third party.

In the context of testbeds, we generally differentiate between two kinds of data consumers: testbed users and observers. Depending on the type of use, the testbed users can be further categorized into different subgroups. Thus, a testbed user may be interested in the data of the testbed itself, e.g., to develop models or to identify patterns in the data that can be obtained from the testbed. This mainly applies to data scientists or data engineers. However, a testbed user may also be interested in evaluating a SuT by using the testbed infrastructure. This aim is more likely to be pursued by system engineers or data management engineers. A system engineer mainly acts as a data consumer, retrieving data from the testbed and feeding it into the SuT. This activity is complemented by the data management engineer, who is initially responsible for providing interfaces for exchanging data with other systems but is also interested in managing data flows within the testbed to analyze the system behavior during test runs. In particular, these stakeholders may have a business background and be interested in maintaining control over exchanged data. Furthermore, there are also entities in the testbed that can be classified as either only data provider or only data consumer: DaaS providers extend the available data in the testbed by providing additional (paid) data resources. In the maritime domain, this could, e.g., be high-precision chart data or weather predictions.

Finally, testbed observers have an interest in obtaining selected subsets of the testbed data and evaluating or visualizing it. Potential actors are experts in a system certification process or observers of a demonstration. It is particularly important for the certifiers, but also for other testbed users, to be able to trace the data provenance. This is the only way to make test processes traceable and reproducible.

D. DATA SPACES

A classical architectural pattern to deal with the decentralized structure of stakeholders and their relations in a data ecosystem are so-called data spaces. In the original definition, given by Franklin et al. in [33], a data space is defined as a coexistent amount of data, which is connected by a supportive system. This supportive system – the Data Space Support Platform (DSSP) – is the main approach for data integration and management. It must support a wide variety of different data types and formats, offer methods for querying, updating and managing data sources in the data space. Due to the challenges of providing consistent data access in a data space, the DSSP always aims at approximative solutions for its functionalities. In previous work [34], we discussed the challenges of developing such a system. Furthermore, the DSSP
must be able to provide solutions to improve data integration over time and also add new data sources to the data space incrementally [35]. This way, the technical and organizational heterogeneities can be considered.

E. SERVICE ORIENTED ARCHITECTURE VS. MICROSERVICES

Recent trends in service-oriented software development have been altering the concepts of SOA to be more dynamically scalable and more flexible in terms of intra-service communication, deployment, and implementation platforms, which has been leading to the utilization of microservices. Microservices are organized as smaller and independent services that run in separated processes and communicate via lightweight communication protocols. They are typically deployed in container runtimes, providing an adaptable abstraction layer per service, that makes it possible to use different implementation platforms for different microservices. Other advantages are the easy setup of microservice-based applications due to their containerization and the reduced complexity by providing simpler functionalities per microservice [36].

Furthermore, SOA often requires a central orchestration component, that manages process flows and data exchange between different services [37]. From the perspective of a testbed data ecosystem, the more decentralized nature of microservices, which normally do not require central coordination (cf. [37]) and can easier be scaled, is a relevant solution to consider in the development of testbed data infrastructures. As testbeds also are being used in several different configurations, it would make more sense, to put the composition intelligence into to the services itself (referred to as the ability of choreography by [36] and [37]), than into a central orchestration component, that would be subject to ongoing change requests by the testbed users, as they frequently introduce new systems to the testbed.

Kubernetes is a frequently utilized platform, that helps to manage containerized microservices on a distributed infrastructure. This includes tasks like automatic scaling, restarting containers, providing networking functionalities or monitoring the containers [38].

III. REQUIREMENTS FOR A MARITIME TESTBED DATA MANAGEMENT SYSTEM

Based on the main task of enabling data exchange between the testbed infrastructure, its users and between different users respectively, several use-cases can be derived from the different data management tasks and stakeholders, that could be identified in Section II. Starting with the testbed owner, it is of importance to provide a centrally accessible infrastructure to the users, which can deal with the decentralized structures in the testbed. Additionally, a testbed owner also wants to use the infrastructure to provide maritime data from static data sources of the testbed. This data is then used by the testbed users for modeling, knowledge generation or as an input to a SuT. The main interest of testbed users is to use the testbed for field tests. Also, for testing complex maritime assistance systems, the approach of scenario-based testing is often utilized, in which the necessary tests are given by representative scenarios [39]. Then, users or systems also need to use the infrastructure to dynamically exchange data from test executions with other entities. These data exchange processes may have to be documented thoroughly for subsequent analyses or certification processes. It should also be possible to only select and retrieve a subset of the processed data, for specific demonstration or certification activities. Finally, enabling external service providers to offer their data products in the testbed would also lead to a more efficient utilization of data in the testbed. Combining the insights from these use-cases leads to the conclusion, that a Testbed Data Management System (TDMS) must fulfill the following requirements:

1) Architectural core requirements: It must be possible to integrate arbitrary data sources in the testbed to the TDMS and to process data queries on them, regardless of who operates them [40]. To enable easy access, the TDMS must manage the metadata of the available data sources [41] and map queries to them respectively [42]. This functionality should consider the fact, that some of the data sources are only allowed to be accessed by specific parties.

2) Data sharing: Exchanging data through an intermediate system always involves trusting a third party. Therefore, a data provider must be able to control how exchanged data is being processed by the TDMS and under what conditions it is being done [43]. To maximize the control over its data, a data provider may not transfer large amounts of data from its data basis to the TDMS for a long-term period, but answer data queries directly, making the requested data only available for the requesting user. A role-model helps to distinguish between different access rights for different data sources (cf. [44]).

3) Data processing: A TDMS should support the entire data lifecycle from acquisition to the final result (cf. [45]). It must be possible to seamlessly integrate data processing steps, that are carried out decentrally in the testbed. Therefore, a TDMS should provide interfaces that can be used by external tools and systems, without losing track of the data manipulation processes [46]. Furthermore, the TDMS must be able to track the execution of field tests and manage scenario or test execution data in the scenario-based testing approach.

4) Trust, security, and traceability: To resolve trust issues between users of the testbed, the TDMS must provide means to secure communication channels. Furthermore, it must be possible to configure data access rights with different entities in a fine-grained manner (cf. [25]). Additionally, for the sake
of data provenance, it should be possible to document the processing chain of a data set (cf. [47]).

5) Maritime domain: Literature studies have shown, that data-based research and development in the maritime domain is often based on similar data sources, some of the most popular being the Automatic Identification System (AIS), weather data, or technical data from ships [48], [49]. Properties of these types of data (geospatial references, timestamps, etc.) should be utilized to provide better data integration capabilities and pre-processing functionalities by the TDMS.

IV. RELATED WORK
In the following section, related work from several fields is examined. After evaluating conventional data management systems, DMS for data ecosystems are examined. Then in Section IV-C, existing maritime testbeds are examined based on a testbed register managed by the International Association of Lighthouse Authorities (IALA) [50]. In addition, a selection of testbeds from the automotive domain was analyzed in Section IV-D. In Sections IV-C and IV-D only related work that includes dedicated concepts for data management was considered.

A. CONVENTIONAL DATA MANAGEMENT SYSTEMS
Several systems for traditional, centralized management of research data have been established and are used by numerous research institutions, often to publish research datasets. A basic comparison of popular systems of this type is presented by Amorim et al. in [51]. Most of the examined conventional research data management platforms like Figshare, Zenodo, CKAN, DSpace, ePrints and EUDAT are aiming at long-term preservation of research datasets in large repositories. These systems manage resulting data at the end of a data-driven process. For the most part, they are also designed to store the corresponding data and make it available as a kind of publication (similar to scientific publications). The documentation or recording of earlier states of the data in the data processing process (raw data, intermediate processing steps) is usually not considered. The mere fact that conventional research data management systems prefer to store the data in a centralized way already contradicts the principle of decentralization in the service-oriented testbed context. The aggregation of all testbed data in a central instance would violate the sovereignty interests of the data providers and it might not be possible to satisfy data protection regulations.

B. DATA MANAGEMENT IN DATA ECOSYSTEMS
Current scientific literature also discusses approaches which enable the management of scientifically or industrially used data in a data ecosystem. In one of the earlier works in this area, Elsayed and Brezany describe a platform architecture for managing scientific data in a data space [52]: In this process, they characterize the “Scientific Data Space” by input data that is used for an experiment, analysis methods that are used in experiments and data sets that represent intermediate results of experiments. Here, the various data sources in the data space are searched and indexed by the data space indexer. A data space browser enables browsing of the data and can retrieve data from the data space via a query processor and SPARQL queries. However, this assumes that data in the data space has standardized metadata in the OWL format. With a further abstraction, additional metadata about the linkage of resources in the data space is then managed in an RDF database to represent scientific data processing operations [52].

The concept of data management in data spaces was further developed by Curry in [53], who presented the approach of a Real-time Linked Data Space. This is an adaptation of conventional data spaces to scenarios in which data is processed live and event based. A platform solution (Data Space Support Platform) provides functionalities and services for managing the data space. In addition to search functionalities and access controls, these include services that support the streaming of data and complex event processing.

The International Data Space (IDS) Association is aiming to standardize data space architectures. For this purpose, an architecture model has been developed that can represent a wide variety of stakeholders and interests. The core of the concept is a decentrally organized system that enables data exchange in data ecosystems by means of standardized connectors and a central broker. For this purpose, various standardized models are used to exchange metadata and to define the framework conditions for data exchange. Further components are identity providers and an app store for the application-oriented provisioning and retrieval of data assets [54].

From this, it can be seen that data spaces very much rely on the concept of service-orientation. Depending on the exact use-case both service-oriented architectures as well as microservice are conceivable.

C. MARITIME TESTBEDS
As part of the Smart Ship Application Platform (SSAP) projects, an architecture was developed for exchanging data between ships at sea and coastal stations. An approach was followed in which the entire data of the testbed is managed in coast-side master databases with standardized interfaces and an onboard data server for ship-specific applications. Here, the centralized master databases are aggregating data across multiple vessels. The focus was specifically on IoT data and typical maritime data such as weather, traffic and engine data. Furthermore, the data is exchanged in a standardized way in a classical service-oriented architecture with multiple data services and can be controlled by the ship owners. In addition to storing data on the ship and shore side, live data can also be streamed.

Data recording and transmission is based on ISO 19848 and IEC61162 standards. A provenance management component is not provided [55].
The datAcron project focuses on the management and analysis of heterogeneous data related to surveillance systems from the maritime domain and aviation. Selected maritime data sources include AIS data, chart data, ship routes, ship data, (accident) reports, weather data and data on specific geographic areas (e.g., fishing areas). In particular, a distinction is made between “data-at-rest” (archived data) and “data-in-motion” (live/streaming data). The data is processed according to a classical scientific workflow. In this approach, all data is transformed into RDF format using a previously defined ontology and stored centrally [56], [57].

The goals of the Sea Traffic Management (STM) initiative are to increase safety in maritime traffic by reducing the workload on ship bridges due to better organization of relevant information and to increase the efficiency of shipping through digital infrastructures. Within the STM Validation project, various concepts and services of STM have been investigated and evaluated by using several testbeds. Especially, the three areas of collaborative decision making in ports, route management systems, and traffic simulation were considered [58].

In the area of collaborative decision making in ports, a platform solution has been developed that enables the sharing of data while considering different interests and security aspects. A platform-based solution helps in the sovereign exchange of data between different participants. For this purpose, the data ecosystem of maritime stakeholders is analyzed, and a role distribution is derived. The “core provider” provides the essential, standardized infrastructure to exchange and manage data and integrate new services. Furthermore, data providers can use connectors to make their data available and service providers can provide services that use the existing data and make it available to service consumers in a specific form. Thus, a classic service-oriented architecture with an orchestration platform (cf. Section II-E) is implemented in which the core provider stands as an intermediary between data consumers and providers. However, the whole platform is mainly focused on operational usage and does not provide support for managing test related data or tracing data provenance [59].

The eMIR testbed is a generic testbed that is intended to enable the development and testing of highly automated and autonomous systems. The goal is to provide a testbed architecture that is as sustainable and interoperable as possible and thereby to simplify the integration of systems to be tested in the testbed. The focus was placed on the aspects of the development of cyber-physical systems of systems (CPSoS), which involve special requirements with regard to safety, reliability, validation and verification, and the complex interaction of several subsystems. eMIR consists of various simulation components that can simulate traffic, environment, and sensors, a reference waterway in the area of the German Bight and the Elbe River that records real data of maritime traffic and environmental conditions, a research boat, a mobile ship bridge, and a near-collision database [4].

Some selected data of the testbed is analyzed and stored in a central data warehouse. For this purpose, a classical scientific data processing process is applied, in which AIS and RADAR data are recorded, cleaned and merged. For detecting critical traffic situation on the sea, the data is merged into individual vessel tracks, analyzed, and categorized based on different types of vessel encounter situations. The raw data, tracks and near-collision encounter situations are stored centrally in different databases. However, this workflow only covers a portion of the data from the eMIR testbed; specific data management processes for other data sources, such as additional sensors, are not considered. Although some of the components are provided as single services, the architecture mainly focuses on the integration of a SuT via a central data flow management component and does not support the independent usage of all services [20].

D. AUTOMOTIVE TESTBEDS

The C-Vet testbed at the University of California, Los Angeles is a generic testbed for testing models and protocols used in connected vehicles. It enables both the exploration of communication channels for connected vehicles (physical communication layer, protocol layer, and specifically data exchange via 802.11p) and the experimental validation of mobility models. The latter aims at testing within a realistic environment so that influences such as traffic density, realistic movement patterns and other traffic conditions can be considered in experiments and realistic behavior patterns in traffic can be investigated. The testbed consists of hardware and software for testing new network layers and protocols, a testbed-wide mesh network, several vehicles equipped with sensors, sensors for monitoring the environment (traffic, air quality, and imaging data from stereoscopic cameras), a Web interface for managing the testbed components, and a central live database for aggregating the recorded testbed data. The architecture is non-service-oriented and focuses on the extendibility of existing components [60].

The VFbed testbed is a test environment for testing concepts in the field of “Vehicular Fog Computing”. In this case, calculations are outsourced to a network layer between the end device and the cloud (the so-called “edge”). In addition to communication between the vehicles in the testbed (vehicle-to-vehicle), communication between the vehicle and the infrastructure (vehicle-to-infrastructure) also plays an important role. Both the test vehicles (through on-board units) and the infrastructure (so-called “Fog Nodes”) are connected to the backend of the testbed. Instead of real cars, miniature robots are used, which use a Raspberry Pi for control. The VFbed test field is strongly oriented towards use as a service: Users of the test field can book, configure and expand test environments fully automatically. Nevertheless, the architecture does not support live data management. It can be assumed that an SOA has been implemented to realize VFbed, but too few details are given about the type and nature of the interfaces and communication processes [61].
One of the few papers dealing exclusively with the topic of data management in automotive testbeds or test environments was published in 2019 by Klitzke et al. They address the question of how data can be organized for real-world test drives. This involves the identification and management of data in the form of scenarios. For this purpose, a Vehicle Data Management System (VDMS) was developed, which divides the historical raw data from the test carrier vehicles into scenes, aggregates them and enriches them by further processing and data from external data sources (e.g., map data). The overall architecture and processing modules are designed to transform the data from tests into a scenario representation and make it centrally available to build a scenario catalogue, identify relevant scenarios for certifying SuTs, identify relevant system parameters in specific scenarios, and evaluate the performance of real-world tests. For data management, a three-layer module-based monolithic architecture is presented, consisting of a data layer (storing the testbed data), a module layer (data management, e.g., aggregation, enrichment, compression) and an interface layer (querying and analyzing) [62].

HarborNet is a cross-domain testbed which is mainly used to investigate network protocols for connected vehicles. As a data management solution for managing the recorded testbed data, a monolithic cloud-based backend system was developed, which stores the data from the testbed in a NoSQL database in the form of a data warehouse and makes it available via a Web API. Furthermore, several monitoring components are used and real-time evaluation of experiments, as well as delayed analysis is possible [63].

E. SUMMARY
For examining existing solutions, approaches in the context of decentralized research and development data management, conventional research DMS and DMS in data ecosystems were considered first. Although conventional research DMS can fulfill basic requirements for merging data from different data sources and offer the possibility of storing further metadata on the data processing history, they are not suitable for the use in decentrally organized testbeds due to their centralized nature.

In the data ecosystem domain, approaches like the IDS reference architecture can satisfy requirements related to trust and security in decentralized structure. They also already focus strongly on service-orientation. However, for the use in the research and development context, there are some isolated approaches so far, but they cannot cover the requirements of the user side due to a lack of testbed-specific methods for, e.g., (testbed) data streaming, collaborative system engineering models or testcase-oriented data management.

Even directly related approaches for the data management of testbeds can only partially fulfill the defined requirements (c.f. Section III). For example, while simple and static processes are used for data processing, general applicability or extensibility on an architectural level and the ability to facilitate collaboration of multiple stakeholders in a service-oriented environment is not given. The modular and sovereign connection of new data sources is also not fully supported, and data provenance information is not documented consistently. Also, only very few of them are utilizing SOA and none of the analyzed architectures utilized the advantages of microservices and frameworks like Kubernetes. As a result, the investigated architectures cannot be used to provide data in a testbed to external users in a service-oriented way while considering the decentralized context. This leads to a limited feasibility and efficiency for collaborative research and development processes. Finally, it can be stated that there is a need to conceptualize a new DMS for testbeds.

V. SYSTEM DESIGN OF A TESTBED DATA MANAGEMENT SYSTEM

Based on our assumptions in Sections II and III, we interpret the modern testbed ecosystem as a data space, used by different stakeholders, that are exchanging their data and collaborate in modelling, development, verification and validation, certification and demonstration of new systems. In the following sections we adapt the functionalities from a classical DSSP and present a system, that can support data access and exchange in the testbed data space.

A. METHODOLOGY

For the design of a TDMS, several abstraction layers are considered during the system design, starting with the implications of the testbed data ecosystem, by examining the interests of different types of stakeholders and their interrelations. Additionally, as discussed in Sections II and III, data spaces are chosen as an architectural model that can reflect the decentralized structures in a service-oriented testbed.

In this section, we aim to consider all the specific requirements of the different groups of stakeholders in the testbed, while at the same time avoiding designing a too complex monolithic architecture. Therefore, a layer-based approach for deriving the architecture of a TDMS is being used. Layer-based architectures are a well-known approach and can guarantee a “separation of concerns” in such a way, that responsibilities are clearly assignable to a specific layer, and that development, testing and management tasks can be divided into tasks with lower complexity [64].

Section VI gives a short summary of the used technologies and the implementation of the proposed architecture with the concept of microservices and the Kubernetes framework. Figure 2 shows an overview of the methodology.

Therefore, all architectural layers of the TDMS will be logically separated and will communicate with standardized interfaces: Each layer is built around a central request handler component, which interprets the calls from other layers or entities and forwards them to the desired internal components of the layer. Table 1 gives an overview of the architectural layers, their functionalities, and the associated requirements from Section III.
Considering the interests of data sovereignty of the data providers in the testbed, the layer integrating the actual data from the testbed to the TDMS must deal with strong decentralization. Guaranteeing an independent control of the data sources is an important factor to satisfy the sovereignty requirements. This is realized in the so-called “Connector Layer”, which provides data integration abilities and the “Connector Access Layer”, which coordinates data requests to the different data sources, as they are expected to run on multiple different infrastructures from different data providers. After being able to access the decentralized data sources, the next challenge comes with the provision of requested data, while at the same time supporting maritime data processing operations by different stakeholders and making them traceable. This is the task of the “Data Processing Layer”. Finally, the third layer of the proposed architecture, the Data Distribution Layer, must deal with authentication of users and authorization of data requests. This is mandatory for enforcing the role model and preventing unauthorized data access. The layers of the TDMS are discussed in detail in the following section and are depicted in Figure 3.

In the following, Sections V-B, V-C, and V-F describe the architectural structure of the proposed layers and their purpose by referring to the structure of the data space and the stakeholders with their use-cases in the data ecosystem. Sections V-D and V-E focus on the realization of requirements that are specific to the testbed data ecosystem.

### B. Connector Layer and Connector Access Layer

**Architecture:** As different decentrally organized data sources in a data space come with the problem of technical heterogeneity, a first layer of the TDMS architecture must provide integration functionalities in such a way, that data in all data sources can be accessed, while at the same time guaranteeing the control over the data to the data providers. In data spaces, the architectural pattern of the connector can fulfill these requirements. A connector is a “standardized interface for receiving, sending and transforming data sets for communication” [65]. These interfaces are controlled by the data providers and can be used to enforce data usage policies [65]. In the testbed, we assume that processes for data acquisition are implemented outside the connectors (e.g., by reading and preprocessing sensor data) and that data is exchanged via the TDMS and not directly sent to the users. For this reason, our version of the connector only handles and sends data to the TDMS.

To manage the decentralized connectors, a counterpart is required at the TDMS side. The connector access layer collects metadata about the decentral connectors and their data schemes and forwards generic data queries from users of the TDMS to the desired connector with the help of a metadata service. It also supplies a verification functionality to make sure that connectors are not receiving incorrect queries.

**Rationale:** In this configuration, a connector has two main purposes. Firstly, it controls incoming data requests from the users and can reject them if they violate the data usage policy of the data provider. Secondly, a connector acts as a technology abstraction layer: A generic user request is forwarded by the system to a compatible connector, which will translate the data request to a compatible query, e.g., SQL or MongoDB query, which can be answered by the data source. It is then transformed to a generic container format and sent back to the user. We already discussed a detailed version of this approach in previous work in [34].

### C. Data Processing Layer (DPL)

**Architecture:** As a next step, the Data Processing Layer provides a possibility to transport data from a connector to the user. A direct connection between user and connector is not realized in our scenario, as collaborative data processing involving multiple users would become very complicated and the main load for exchanging data would be put on the decentrally organized connectors. Because of this, the Data Processing Layer of the TDMS is utilized as an intermediate system to exchange data between different stakeholders. The architectural structure of the DPL
is implemented as a *Kappa* data architecture, as described in [66]: Data is processed as streams in a *speed layer*, which is supported by a data ingestion tool. The ingestion tool temporarily stores the data stream and therefore makes it easily available at a later point in time for repurposing or sharing in a collaborative setup. Also, the Kappa architecture can support many processes out-of-the-box, that rely on live (streamed) data.

**Rationale:** The management of live data is a relevant factor in maritime testbeds, as test executions typically produce large streams of data, supplied by a SuT, its input and output variables, environmental sensors, or other monitoring data. Data transferred to the ingestion tool does not necessarily have to come from a connector, it could also be an artifact in the further data processing workflow, which a system or a user applies to the data. For example, the ingestion tool could be used at the time of a test execution to hold data that represents internal states of a system under test, to better monitor its states and rate the test success at runtime of the system. Utilizing this tool for answering data queries and as a medium for data artifacts from data processing reduces the complexity of the TMDS architecture and facilitates data sharing in the testbed in several different use-cases.

Additional services support data processing in the *speed layer* of the kappa architecture. The speed layer can be seen as another decentralized component of the TMDS: Data consumers would utilize the TDMS for retrieving and exchanging data artifacts, but processing of the data still happens locally. In this way, the architecture can dynamically be extended based on different requirements of different types of data consumers. However, using the TDMS as a main component for data processing as part of a SuT itself would not make sense, as the system cannot rely on a testbed component for later usage in a production environment.

To organize data from different processes in the ingestion tool, different artifacts of data are managed in *topics* by the Topic Service. A topic is a logical unit of thematically related data (cf. [67]). This could, e.g., be the result of a data query, monitoring information about an internal state of a SuT in the testbed, or the output of a prediction model. The remaining services of the DPL are discussed in the following two sections.

**D. WORKFLOW MODEL IN THE DPL**

Apart from the architectural considerations on data source integration and answering of data queries, a testbed data management system should provide an overarching concept of data organization: Using topics as thematically related units makes the management of data in a maritime testbed easier but is still not sufficient to model the complex relations in a data space with multiple data providers, consumers, systems-of-systems, and data exchange processes. To solve this issue, it is required to add context to the data topics and connect multiple related topics to each other. Therefore, we introduce a simple data workflow model to describe complex processing chains and make them available as a whole to users of the TDMS. In the previous section, it was mentioned that the speed layer, which contains the actual data manipulation operations is a decentralized component. Because decentralized components are not under the control of the TDMS, we can only store meta-information about these operations: We define a *processing step* as the application of a transformation to one or more data topics by a stakeholder in the testbed, resulting in a new data topic. By chaining data artifacts and processing step metadata, complex workflows can now be managed by the TMDS in a graph-like data structure. Finally, references to the data producers and consumers will also be stored to complete the provenance information of the data.
A formal description of such a model is also given by the PROV-DM standard [69]. Like our conceptual model it uses three core elements to represent provenance information (cf. Figure 4). In the interest of providing a standardized model, we utilize the PROV-DM model to serialize the provenance information in the TDMS, describing a data topic as an Entity, a processing step as an Activity and data producers and consumers as Agents. Managing the provenance information of the workflows in the DPL is done by the workflow and scenario service.

E. DATA MANAGEMENT COMPONENTS FOR V+V IN THE DPL

Scenario Elicitation: The central step in the utilization of testbeds for engineering processes is the execution of testcases. Looking at complex cyber-physical systems, this process is more and more relying on scenario-based testing methods [70]. From the perspective of data, especially the tasks of scenario elicitation based on historical data, and the execution of scenarios in the testbed are relevant (cf. Figure 1 in [39]). Looking at processes for the elicitation of scenarios, Neurohr et al. state in [39] that these processes are use-case specific and require the incorporation of expert knowledge. However, with the proposed collaborative workflow model from Section V-D, the TDMS can support a decentralization of the process to different stakeholders.

On the other hand, the local management of data sources may lead to different data models and varying data quality. Also, many approaches show, that raw maritime traffic data typically needs be preprocessed in similar ways. An example of AIS and RADAR data used for scenario elicitation is given by [20]. These reoccurring data (pre-)processing tasks typically represent the first processing steps in a data workflow for scenario elicitation. To further support users of the TDMS in this regard, we introduce the concept of internal processing steps. An internal processing step is a processing step, managed and executed on the TDMS infrastructure. Typical internal processing steps would solve frequent data (pre-)processing tasks. These could be provided in a parameterizable way by the testbed owner, as a service for the testbed users. In this way, typical preprocessing can be generalized to increase the efficiency of the scenario elicitation process.

Scenario Instantiation: As a core functionality, the TDMS should also support the management of data from test/scenario executions. In the following, we propose a methodology for managing scenario execution data, based on a test specification: When executing a test-scenario, an abstract representation of a scenario is instantiated. From the perspective of data, this can be seen as the acquisition of several new artifacts of data, describing the test-environment and SuT behavior itself. As our understanding of data processes in the testbed is expressed by the workflow model, instantiating a scenario means instantiating a workflow, thus adding data to the topics of the workflow, which consists of topics, processing steps and associated users, as described in the previous section (cf. Figure 5).

According to IEEE, there can be different levels of test specifications (test design specification, test procedure specification, test case specification) that specify the inputs, predicted results, execution conditions and general procedures and approaches to implement and conduct tests [1]. In the proposed methodology, a test engineer would define a workflow based on his knowledge of the SuT and the requirements from the test specification documents. This is depicted in Figure 6: From the conceptual knowledge about the system and its input and output variables, it is possible to define a fine-granular workflow that maps desired data topics in the data processing chain that should be evaluated, to data topics in the TDMS-managed workflow. Information about the processing steps inside the system is added to enrich the metadata of the workflow and can be defined by the different stakeholders. Such a workflow may not only incorporate data directly related to the SuT, but also environmental data, that influences input variables or the system behavior in general. This brings the benefits of easier analysis of system behavior and the possibility to share insights, build automated tools for generating test reports or rating test success automatically. Furthermore, also a black box of data processing can be monitored live and different stages of data processing can be managed separately in the workflow. Due to the temporary storage capabilities of the Kappa architecture, test data may also be replayed or merged with additional data for enriching tests. An example is given in Section VII.

However, to apply this methodology in a real-world setup, it must be taken care of the fact, that testing is often
FIGURE 6. Derivation of a Data Workflow from a SuT based on a Test Specification.

expensive, and a tight schedule for test cases must be adhered to. This leads to multiple tests being executed at the same time, or in quick succession. Storing data in a data workflow for a larger test campaign, may lead to large amounts of recorded data, which cannot be separated into single test cases anymore. Therefore, it is required to store additional metadata for the scenario instances’ starting and ending times. As common ingestions tools like Kafka store the data in the topics as immutable logs, with the possibility to only append new data, the TDMS stores the current position of the log as a marker, when starting and ending a scenario. Later, when a scenario is exported or replayed, this metadata can be used to retrieve the correct section of each topic in the workflow.

F. DATA DISTRIBUTION LAYER (DDL)

Trust and Data Protection: When data is being exchanged via the ingestion tool, a data provider must trust the TDMS, that only authorized users can access and process this data. However, trust issues are more likely to appear between different users of the testbed, than between users and testbed owner. In a service-oriented testbed, users would sign a contract with the testbed owner regulating usage conditions and guaranteeing legal security regarding data protection. Furthermore, a provider of a TDMS typically is not in economic competition with users of the testbed. Nevertheless, it is in the responsibility of the testbed owner, to secure the TDMS against cyber security threats and especially unauthorized access to data. To do this, a third layer, the Data Distribution Layer (DDL) is introduced. Except for the ingestion tool, the DDL provides the only interface publicly available to testbed users from outside the TDMS. All data queries, workflow modifications or other functionalities must be requested from the DDL. After a successful authentication of a user and authorization, a request is forwarded by the DDL internally to the corresponding layer. This minimizes the attack surfaces and makes monitoring of suspicious activities far easier.

Architecture: For authentication of users, a local identity provider (IdP) is set up in the testbed by the testbed owner. According to [71], an identity provider is a trusted entity providing mechanisms for authentication. The IdP can be used to authenticate users at the interfaces of the TDMS and may also be utilized for other (non-data related) services in the testbed. The local IdP (or an external solution) may also already exist as an important part for accessing any types of the services in the service-oriented testbed in a single-sign on fashion.

Regarding authorization, there are three resources that need to be protected: data sources (connectors), topics (including the actual data) and workflows (as a collection of metadata, including scenarios). For the data sources, a Role Based Access Control (RBAC) is proposed (cf. [72]). RBAC represents an easy way of determining if a specific user is allowed to access a data source in the testbed. The TDMS can check if a requesting user owns the designated role to access the requested data source. More fine-granular access policies allowing or restricting specific queries may then be enforced at the side of the connector, directly by the data provider. For topics and workflows, it would not make sense to create designated roles for accessing them, as they are created more dynamically than data sources and access rights might also be changed by users itself. For this reason, it is required to manage access information separately.
for each resource in a Discretionary Access control (DAC, cf. [72]).

To make interactions with the interfaces of the TDMS easier available for developers or test engineers, libraries may be provided for different programming environments. Additionally, a Web UI is provided to monitor workflows and scenarios during a test execution.

VI. TECHNOLOGIES AND DEPLOYMENT
In the following section, the technologies used to implement the proposed concept as a proof-of-concept are discussed. The presented prototype was mainly implemented in Java.

A. OVERVIEW
Based on the advantages for the application in service-oriented testbeds discussed in Section II-E, a microservices architecture was utilized for the implementation of the TDMS and the associated services (see Figure 7): First, each layer was implemented as a single service. To achieve the choreography property of microservices, lightweight REST-interfaces are exposed where necessary (depicted in green). The interfaces are provided in such a way, that services can directly communicate with each other without the need for a central orchestration component. For example, the extension of the architecture by new connectors is possible at runtime without the modification of any other components. Besides the REST-interfaces, the services that exchange data from the testbed also communicate with the ingestion tool (Apache Kafka, depicted in red). For the test setup, all the services run in a microk8s\(^1\) Kubernetes cluster with a built-in container registry. The registry is also utilized by the DPL to dynamically instantiate new container instances for the internal processing steps via the Kubernetes API (depicted in blue, cf. Section V-E). The services are organized in four different Kubernetes namespaces and only expose the marked interfaces (depicted as white dots) to the testbed.

---

1. <https://microk8s.io/>. Accessed: August 18, 2022.

B. SPRING BOOT WEB API
The communication between all components is realized via standardized REST APIs. Spring Boot is utilized as a library to provide the basic API implementation and as a framework for dependency injection in the code. Furthermore, the API endpoints are exposed compliant to the OpenAPI [73] specification. Communication with the public endpoints is only possible TLS-encrypted via HTTPS and login is realized via OAuth2 [62]. A Java client-library that is used to access TDMS functionalities and the Web-UI are an abstraction layer of the DDL-API, which is the only publicly available layer beside the ingestion tool.

C. APACHE KAFKA
As the ingestion tool, an Apache Kafka cluster is utilized. Kafka is a distributed event store and stream-processing platform [75]. It acts as a base for exchanging data in the testbed, while supporting stream (live) data processing and has client-libraries for many different programming languages. Furthermore, it is possible to have multiple topics that can be protected with a fine-granular access control. In our implementation, we specifically use the strimzi Kafka distribution [76], as it natively supports the Kubernetes API and the integration of an external identity and access management via the OAuth2 protocol. For every requested new data topic, a Kafka topic is instantiated and made accessible to the corresponding user.

D. KEYCLOAK
As a Single-Sign-On (SSO) solution for all the services in the testbed, Keycloak is being used. Keycloak is an identity and access management platform that supports common authentication and authorization protocols such as OAuth2 or SAML [77]. In the implementation of the TDMS prototype, Keycloak is mainly used for authentication of the testbed users and to manage authorization for the Kafka cluster.

E. MONGODB
MongoDB [78] is a NoSQL database and is used as the database backend of the TDMS. Its document-oriented
storage capabilities fit well to the hierarchical nature of provenance data. The MongoDB stores information regarding the testbed data sources and workflow- and scenario metadata. Furthermore, the workflow-related DAC data is also stored in the MongoDB.

F. GRAPHQL/PROTOBUF
Data querying to connectors is implemented in GraphQL (cf. [79]). GraphQL is a flexible query language, often used for the provision of data APIs. The connector access layer uses GraphQL-schemas of the data sources to match a query against them and forward it to a data source in the testbed that can answer the query. Besides queries for batch data, it also supports streaming queries. Finally, the requested data is dynamically encoded using Protobuf, which is a highly efficient data serialization format. Protobuf schemas are dynamically being generated and shared in the testbed data space with the help of a schema registry.

G. MARITIME DATA CONNECTORS
For demonstration of our approach, we implemented two connectors to supply AIS data to the testbed users via the TDMS. Firstly, a PostgreSQL connector was implemented to make historical data available. The historical AIS connector is able to answer data queries and filter the data by several different attributes such as geographical position, ship speed, ship heading, time range and ship identifier. Additionally, a RabbitMQ connector for a live AIS-Data source was implemented, that provides data from the testbed and is also able to utilize the same attributes (except the time range) for the supplied data.

H. DECENTRAL DEPLOYMENT
To use the TDMS operationally in the service-oriented testbed, it cannot necessarily be assumed that all data providers and consumers trust a single central Kubernetes deployment (provided by the testbed owner) of such a system. As all the architectural layers are also logically separated in the implementation, it is possible to provide individual parts of the system in a modular fashion and to have them provided by specially certified or trusted parties. For example, a data trustee, as the provider of the DPL, or a metadata broker to provide the connector access layer. Finally, a provider of the DDL coordinates access to the layers and could resolve any conflicts that may arise, since it is able to log all requests to the TDMS. In this way, required layers could be instantiated multiple times, depending on the stakeholders’ needs.

VII. EVALUATION: INSIGHTS TO A MARITIME COLLISION AVOIDANCE SYSTEM
As the range of possible applications of the proposed system is very broad, we illustrate several use-cases with the example of a maritime assistance system for collision avoidance as an evaluation.

A. INTRODUCTION TO CASE STUDY
The Maritime Traffic Collision Avoidance System (MTCAS) is an assistance system, capable of detecting critical maritime traffic situations, predicting vessel behavior and negotiating a conflict resolution with multiple vessels [80]. As part of our evaluation, we specifically focus on MTCAS’ functionality to detect critical encounter situations. This is done by a rule-based approach, as described in [41]: Based on the remaining predicted time and distance until an accident happens, five categories of so-called escalation states (1 – clear, 2 – recommendation, 3 – danger, 4 – last minute maneuver, 5 – accident) are utilized to rate the current collision risk with every vessel perceived by MTCAS. MTCAS uses a complex data processing workflow to transform raw traffic data (in the format of NMEA0183, cf. [81]) to an internal sensor data model, followed by a traffic situation model and a behavior prediction to classify the current collision risk as escalation state.

The goal of the proposed case study is to use a scenario-based testing approach to validate and verify the collision risk assessment functionality of MTCAS. As an input data stream for the system, we first utilize a third-party simulation and later enrich the data from the simulation with real live data from the testbed.

B. SETUP FOR COLLABORATIVE TESTING
In the described setting, three stakeholders collaborate to test the risk assessment functionalities of MTCAS: the testbed owner (providing the live data from the testbed), the provider of the simulation environment and the engineers of the MTCAS system itself. Figure 8 shows the testing setup with the TDMS: Data produced by the simulation component, as well as live data from the testbed is pushed to a topic at the TDMS, where it is consumed by MTCAS as an input data stream. This way, incoming data can be dynamically added from simulation and/or the testbed. In a production environment, the input from the TDMS would be replaced by a real NMEA0183 data source on a ship. In contrast to using the TDMS as a middleware for data exchange between different stakeholders, the internal data processing states are only mirrored to the TDMS for analysis by other systems or users to minimize the dependency of the actual SuT on the TDMS. For our tests, the investigated data workflow consists of the NMEA0183 input data stream, the internal representation of the MTCAS sensor data model, the systems perception of the overall traffic situation, results of the behavior prediction for each ship and the escalation states as an output of the system. As MTCAS is implemented in Java, the TDMS Java client library is utilized to transmit the data from the system to the TDMS. Finally, input and output data are being transmitted continuously, while the internal states of the system are sampled as Java objects every 500ms, converted to Protobuf messages and then sent to the TDMS.

As an additional application, the proposed setup can be used without the simulation or the live testbed data source
after a single run of the test-scenario, by replaying the data from the associated data topic directly to the system under test. This can be useful for situations where repeating a specific test-case is very expensive or time-consuming, e.g., when executing tests with multiple vessels.

C. SEPARATION OF DATA ACCESS

In the proposed setup in Figure 8, the input data topic represents a central topic, to which all the three stakeholders need access. A live traffic data stream from the testbed may specifically be requested by the system engineer to test their system in a scenario with real-world surrounding traffic, while the provider of the simulation is required to access the topic to write simulation data of the scenarios. Only the MTCAS system and its engineer should be able to read the provided data. Additionally, the internal states of the MTCAS system should also only be available to the system engineer to protect innovative value of system internals. Table 2 shows how these relations can be modelled with the RBAC and DAC systems, introduced in Section V-F.

For additional data protection, the stakeholders may introduce custom encryption to the exchanged data independently from the TDMS.

D. MANAGEMENT OF TEST SCENARIOS

To conduct the scenario-based evaluation of MTCAS, we used five common traffic situations and recreated them in the simulation: As MTCAS bases its behavioral analysis of ship movements on the COLREGs [82], we utilized a crossing situation, a head-on situation, an overtake situation, a situation where two ships are passing, and a situation in which a ship is following another ship. The scenarios were played sequentially in the simulation, without restarting the main components of MTCAS. To manage the data recording, the Web-UI of the TDMS (see Figure 9) was used to quickly start and stop recordings during the test, and to export them as json-Files for further analysis.

Furthermore, we looked at an example with data of a real collision accident between the FU SHAN HAI and the GDYNIA in 2003 north of Bornholm in the Baltic Sea [83], from which the results are presented in the following section.

E. DATA WORKFLOW ANALYSIS

This section shows how the workflow and scenario-oriented data management concept of the TDMS can be utilized to analyze SuT behavior in the testbed: The workflow approach allows to analyze the generated data from the testcase in detail. For this, the described historical collision accident scenario was replayed in the simulation. It was then recorded with the workflow described in Section VII-B, and exported in json-Files (one file for each data topic) to conduct the analyses. This gives a detailed view on how MTCAS would have behaved in the scenario. For the documentation of the workflow, PROV-DM compliant metadata is also supplied by the Workflow and Scenario management component of the TDMS, as shown in Figure 10.

To start with the actual analysis, the raw data stored in the NMEA0183 topic was compared to the representation of the scenario, that was utilized in the simulation. Figure 11 shows an excerpt from the raw data and visualizes all the recorded positions of the two ships approaching each other.
After validating the correctness of the raw input data for MTCAS, internal data processing steps from MTCAS’ behavior prediction component were analyzed: As collision risk is one of the most relevant variables to consider, when looking at the escalation states, and collision risk correlates with the predicted minimum distance (Closest Point of Approach distance/CPA distance) between two vessels, it was decided to further investigate the predicted CPA distance (cf. Figure 12) between the two vessels from the behavior prediction topic. This is a prediction of the minimal encounter distance of the vessels, based on their current state.

Several variables are used by MTCAS to predict the CPA distance at runtime. After analyzing the data extracted from the traffic situation topic, it was found that the GDYNIA started a slight clockwise rotation maneuver at minute 7 (cf. Figure 13), leading to changes in the CPA distance prediction.

MTCAS does not only calculate the CPA distance as such, but projects two encountering vessel poses to the future at the point of their closest approach. These CPA-projections were also extracted from the MTCAS behavior prediction topic and are visualized in Figure 14: The maneuver of the GDYNIA initially leads to a different projection, with a greater CPA distance.

F. DISCUSSION

In summary, the case study showed the applicability of the proposed TDMS architecture in a service-oriented testbed with multiple stakeholders and fulfills the requirements defined in Section III: With the help of the test-setup from Section VII-B, two decentrally organized data sources from two different data providers could be integrated, dynamically queried and merged as input data for a scenario-based testing approach. Metadata querying and query-mapping functionalities are provided by the Connectors and the Connector.
Access Layer of our architecture. Secondly, it is possible for the data providers to manage access to their data with a fine-granular access management. Likewise, users of the testbed can manage access to single parts of collaborative data processing workflows as it has been shown in Section VII-C. Furthermore, data exchange is controlled by every party individually: Data providers may use custom connectors to enforce data usage policies, and users of the TDMS can utilize different workflow and scenario metadata management structures to organize and encapsulate their data (cf. Section VII-D). Thirdly, data processing steps can easily be integrated (e.g., with the provided library) to the TDMS, documented from end-to-end in a standardized format, and processed data can be exported for further analyses as demonstrated in Section VII-E. The complete system was secured with standard protocols for authentication and authorization (OAuth2 with Keycloak) and the attack surface of the architecture was minimized by only providing a single access point to the TDMS – the Data Distribution Layer, which distributes and monitors requests to the other layers. Finally, the case study also demonstrated that the proposed architecture is specifically applicable to the maritime domain, supporting efficient data exchange in areas with low network bandwidths by serializing data to the space-efficient Protobuf format.

VIII. SUMMARY AND CONCLUSION

In this paper, we discussed the need for a data management system, which can meet the requirements of a service-oriented maritime testbed. After identifying the gaps in existing work, a layer-based architecture was developed that incorporates different stakeholder needs and can support activities in the area of knowledge generation and verification and validation tasks from the perspective of data management by using a dedicated concept of managing distributed data workflows and scenarios. On the technical level, the concept of a Kappa architecture was integrated into a data space representation of the testbed to increase data availability and facilitate collaboration. With the help of a case study, the applicability of the system was demonstrated.

The proposed architecture closes the gap of lacking data management concepts for service-oriented maritime testbeds with multiple stakeholders. Furthermore, it highly supports current trends in data protection and the need to preserve sovereignty over data. In summary, the proposed architecture provides a holistic approach to data management in service-oriented testbeds. However, when it comes to an extension of the TDMS with multiple new data sources, some limitations of our architecture need to be mentioned: The structure of a data space with many data sources can result in a large heterogeneity of data. This can lead to problems if users do not know exactly which data source they need for their tests. Depending on the testbed, it could make sense to enforce the usage of standardized data models or to provide a support system for accessing the data (cf. [34]).

Similar limitations apply to data usage policies and their enforcement: As more data providers exist and different kind of usage policies exist, it makes sense to implement harmonized models for their enforcement. As described in [84], there already exist sophisticated models that could be utilized to deal with this problem, when scaling the TDMS architecture.

In future work, we envision to integrate the testbed data ecosystem into a greater context of data infrastructures, such as the European GAIA-X project for cross-eco-system data exchange. Furthermore, we plan to investigate the applicability of our architecture to the automotive domain and analyze related work in other transport domains, such as rail or aerospace.
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