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Abstract

We investigate the Cauchy problem for linear elliptic operators with $C^\infty$–coefficients at a regular set $\Omega \subset \mathbb{R}^2$, which is a classical example of an ill-posed problem. The Cauchy data are given at the manifold $\Gamma \subset \partial \Omega$ and our goal is to reconstruct the trace of the $H^1(\Omega)$ solution of an elliptic equation at $\partial \Omega/\Gamma$. The method proposed here composes the segmenting Mann iteration with a fixed point equation associated with the elliptic Cauchy problem. Our algorithm generalizes the iterative method developed by Maz’ya et al., who proposed a method based on solving successive well-posed mixed boundary value problems. We analyze the regularizing and convergence properties both theoretically and numerically.

1 Introduction

The solution of a linear elliptic Cauchy problem is written as the solution of a fixed point equation for an affine operator $T$ (see Section 2). This fixed point equation is obtained as a byproduct in [Le].

In Section 3.1 we discuss the functional analytical formulation in [Le] of an iterative method for solving elliptic Cauchy problems, which was originally proposed by Maz’ya et al. in [KMF].
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The original formulation of the Mann iteration (see [Ma]) is discussed in Section 3.2. We also analyze a variant introduced by Groetsch, called segmenting Mann iteration (see [Gr], [EnSc]). These iterative methods approximate the solution of fixed point equations. The Groetsch variation is particularly interesting, when the fixed point equation is described by a non-expansive operator.

In Section 4 we formulate the segmenting Mann iteration for the fixed point equation of Section 2, associated with the solution of an elliptic Cauchy problem. A convergence proof for this new method is given in Section 4.1. Basically we choose a special topology for the space of boundary data, which allow us to prove uniform convexity and to verify some spectral properties of $T$. This properties are the cornerstone of the proof. A regularization property of the method is proved in Section 4.3. Then we provide convergence rates for this regularization method and report about its numerical performance in Section 5.

2 Elliptic Cauchy problems and fixed point equations

Let $\Omega \subset \mathbb{R}^2$ be an open bounded set and $\Gamma \subset \partial \Omega$ a given manifold. We denote by $P$ a second order elliptic operator defined in $\Omega$. We denote by elliptic Cauchy problem the following (time independent) initial value problem for the operator $P$

\[
(CP) \quad \begin{cases} 
Pu = 0, & \text{in } \Omega \\
u = f, & \text{at } \Gamma \\
\nu = g, & \text{at } \Gamma
\end{cases}
\]

where the given functions $f, g : \Gamma \to \mathbb{R}$ are called Cauchy data.

The problem we want to solve is to evaluate the trace of the solution of such an initial value problem at the part of the boundary where no data is prescribed, i.e. at $\partial \Omega \setminus \Gamma$. As a solution of the Cauchy problem (CP) we consider a $H^1(\Omega)$-distribution, which solves the weak formulation of the elliptic equation in $\Omega$ and also satisfies the Cauchy data at $\Gamma$ in the sense of the trace operator.

It is well known that elliptic Cauchy problems are not well posed in the sense of Hadamard\(^1\). A famous example given by Hadamard himself (see [Had]) shows that we cannot have continuous dependence of the data. Also existence of solutions for arbitrary Cauchy data $(f, g)$ can not be assured\(^2\) as shows a simple argumentation with the Schwartz reflection principle (see [GiTr]).

---

\(^1\) For a formal definition of well posed problems, see e.g. [Ba] or [EHN].

\(^2\) The Cauchy data $(f, g)$ is called consistent if the corresponding problem (CP) has a
However, extending the Cauchy–Kowalewsky and Holmgren Theorems to the $H^1$–context, it is possible to prove uniqueness of solutions in weak sense (see [DaLi], [Is]).

Our next step is to characterize the solution of (CP) as solution of a fixed point equation. We define $Γ_1 := Γ, Γ_2 := \partial Ω \setminus Γ$, such that $Γ_1 \cap Γ_2 = \emptyset$ and $Γ_1 \cup Γ_2 = \partial Ω$. Further, we make the following assumption on the second order elliptic differential operator $P$

$$P(u) := -\sum_{i,j=1}^2 D_i(a_{i,j}D_ju),$$  \hspace{1cm} (1)

where the operator coefficients $a_{i,j}$ satisfy

- $a_{i,j} \in L_\infty(Ω);
- the matrix $A(x) := (a_{i,j})_{i,j=1}^2$ satisfies: $ξ^tA(x)ξ > α\|ξ\|^2$, a.e. $x \in Ω, \forall ξ \in \mathbb{R}^2$, where $α > 0$ is given (independent of $x$).

Given the Cauchy data $(f, g) \in H^{1/2}(Γ_1) \times H^{1/2}_{00}(Γ_1)'$, we assume that there exists a $H^1$–solution of the problem

$$Pu = 0 \text{ in } Ω, \quad u = f \text{ at } Γ_1, \quad u_{ν_A} = g \text{ at } Γ_1.$$  \hspace{1cm} (3)

We are mainly interested in the determination of the Neumann trace $\bar{ϕ} := u_{ν_A|Γ_2} \in H^{1/2}_{00}(Γ_2)'$. Notice that, once $\bar{ϕ}$ is known, the solution of (CP) can be determined as the solution of the well posed mixed boundary value problem

$$Pu = 0 \text{ in } Ω, \quad u = f \text{ at } Γ_1, \quad u_{ν_A} = \bar{ϕ} \text{ at } Γ_2.$$  \hspace{1cm} (4)

Next we define the operators $L_n : H^{1/2}_{00}(Γ_2)' \to H^{1/2}(Γ_2), L_d : H^{1/2}(Γ_2) \to H^{1/2}_{00}(Γ_2)'$ by $L_n(ϕ) := w_{|Γ_2}, L_d(ψ) := v_{ν_A|Γ_2}$, where $w,v \in H^1(Ω)$ solve

$$Pw = 0 \text{ in } Ω, \quad w = f \text{ at } Γ_1, \quad w_{ν_A} = ϕ \text{ at } Γ_2$$

and

$$Pv = 0 \text{ in } Ω, \quad v_{ν_A} = g \text{ at } Γ_1, \quad v = ψ \text{ at } Γ_2$$

respectively. Now, defining the operator

$$T : H^{1/2}_{00}(Γ_2)' \ni \varphi \mapsto L_d(L_n(ϕ)) \in H^{1/2}_{00}(Γ_2)'$$  \hspace{1cm} (5)

and observing that

$$L_n(\bar{ϕ}) = u_{|Γ_2}, \quad L_d(u_{|Γ_2}) = \bar{ϕ},$$

solution. Otherwise $(f, g)$ is called inconsistent Cauchy data.

\footnote{For details on the definition of the Sobolev spaces see [Ad] or [DaLi].}
we obtain the desired characterization $T(\bar{\varphi}) = \bar{\varphi}$.

Note that $T$ is an affine operator, since $L_n$ and $L_d$ are affine as well. The linear part of $T$ is denoted by $T_l \in \mathcal{L}(H^{1/2}_{00}(\Gamma_2)')$. The affine term of the operator $T$ depends on the Cauchy data $(f, g)$ and is denoted by $z_{f,g} \in H^{1/2}_{00}(\Gamma_2)'$. Then we conclude that the solution $\bar{\varphi}$ of (CP) is also a solution of the fixed point equation

$$T \varphi \left(= T_l \varphi + z_{f,g}\right) = \varphi. \quad (3)$$

The converse is also true, i.e. if $\bar{\varphi}$ is a solution of (3), one concludes from the uniqueness of solution of (CP) that $\bar{\varphi}$ must be equivalent to $u_{|_{\Gamma_2}}$.

### 3 Iterative methods

#### 3.1 The Maz’ya iteration

In this section we discuss the functional analytical formulation in [Le] of an iterative method originally proposed by Maz’ya et al. (see [KMF]). Defining $\mathcal{H} := H^{1/2}_{00}(\Gamma_2)'$ and following the notation of Section 2 the Maz’ya iteration can be written in the form of the algorithm:

1. Choose $\varphi_1 \in \mathcal{H}$;
2. For $k = 1, 2, \ldots$ do
   $$\psi_k := L_n(\varphi_k);$$
   $$\varphi_{k+1} := L_d(\psi_k);$$

Notice that this is equivalent to set $\varphi_{k+1} := T\varphi_k$, $k = 0, 1, \ldots$, which is exactly the Picard successive approximation for equation (3). In this particular case we have

$$\varphi_{k+1} = T^k(\varphi_1) = T^k_l(\varphi_1) + \sum_{j=0}^{k-1} T^j_l(z_{f,g}). \quad (4)$$

The choice of a special topology for the Hilbert space $\mathcal{H}$ allows one to verify the non-expansivity and asymptotic regularity of the operator $T_l$.\footnote{The corresponding definitions can be found in [BrPe].} This are the key properties used in [Le] to prove the strong convergence of the sequence $\{\varphi_k\}$ to the solution $\bar{\varphi}$ of problem (CP). The convergence of the Maz’ya iteration follows basically from

**Lemma 1** Let $H$ be a Hilbert space and $A : H \to H$ a linear non-expansive regular asymptotic operator. Given $x \in H$, the sequence $\{A^k x\}$ converges to the orthogonal projection of $x$ onto $\text{Ker} (I - A)$.

\footnote{See [Le] for a complete proof.}
The interpretation of the Cauchy problem’s solution as a solution of a fixed point equation is already suggested in [KMF]. In this paper, Maz’ya et al. based their argumentation on some monotonicity results and elliptic theory to prove the convergence of the iterative method.

3.2 The Mann iteration

In this section we analyze the iterative method introduced by Mann (see [Ma]) to determine solutions of fixed point equations. Let \( X \) be a Banach space and \( E \subset X \) a convex compact subset. Given a continuous operator \( T : E \to E \), we know from Schauder’s fixed point theorem that \( T \) has at least one fixed point in \( E \). The considered task is that of constructing in \( E \) a sequence that converges to a fixed point of \( T \).

The starting point for the development of the Mann iteration is the ordinary iteration process \( x_{k+1} := T(x_k) \), with \( x_1 \in E \) arbitrarily chosen. Let us introduce the infinite triangular matrix

\[
A = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & \cdots \\
a_{21} & a_{22} & 0 & \cdots & 0 & \cdots \\
a_{31} & a_{32} & a_{33} & \cdots & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\end{pmatrix},
\]

where the coefficients \( a_{ij} \) satisfy

i) \( a_{ij} \geq 0 \), \( i, j = 1, 2, \ldots \)
ii) \( a_{ij} = 0 \), \( j > i \)
iii) \( \sum_{j=1}^{i} a_{ij} = 1 \), \( i = 1, 2, \ldots \)

The Mann iteration is defined by

1. Choose \( x_1 \in E \);
2. For \( k = 1, 2, \ldots \) do
   \[
   v_k := \sum_{j=1}^{k} a_{kj} x_j; \\
x_{k+1} := T(v_k);
   \]

This method is denoted briefly by \( M(x_1, A, T) \). It can be regarded as a generalization of the ordinary iteration process, since this corresponds to the special choice \( A = I \) (the identity matrix). In the early work [Ma], Mann proves the following result:

**Lemma 2** If either of the sequences \( \{x_k\} \), \( \{v_k\} \) converges, than the other also converges to the same limit, and this common limit is a fixed point of \( T \).

\[\text{6It is obvious that this Picard iteration may fail to converge in this general framework.}\]
Further properties of the sets of limit points of \( \{x_k\} \) and \( \{v_k\} \) are also proved, under additional requirements on the coefficients \( a_{ij} \).

The proof in [Ma] can be extended to a locally convex Hausdorff vector space \( X \) and \( E \subset X \) a convex closed subset, by using the regularity of the matrix \( A \). A sketch of the proof is given in [Do], which also analyzes the Mann iteration for quasi non-expansive operators.

In the article [Gr], Groetsch considers a variant of the iteration defined above. The Banach space \( X \) is assumed to be uniformly convex and \( E \subset X \) convex only. Additionally to i), ii) and iii), the further assumption

\[ iv) \ a_{i+1,j} = (1 - a_{i+1,i}) a_{ij}, \quad j \leq i \]

is made, in which case the matrix \( A \) is said to be segmenting. The corresponding iterative method is called Mann segmenting iteration. As one can easily check, \( v_{k+1} \) can be written in this case as the convex linear combination

\[ v_{k+1} = (1 - d_k) v_k + d_k T(v_k), \]  

where \( d_k := a_{k+1,k+1}, i.e. \ v_{k+1} \) lies on the line segment joining \( v_k \) and \( x_{k+1} = T(v_k) \). Notice that the choice of the diagonal elements \( d_k \) determines completely the segmenting matrix \( A \). Next we enunciate the main theorem in [Gr]:

**Lemma 3** Let \( T \) be a non-expansive operator with at least one fixed point in \( E \). If \( \sum_{k=1}^{\infty} d_k (1 - d_k) \) diverges, then the sequence \( \{(I - T)v_k\} \) converges strongly to zero, for every \( x_1 \in E \).

Notice that, differently from Lemma 2, compactness of \( E \) is not required in Lemma 3. This is the reason, why the existence of fixed points of \( T \) must be assumed in the last lemma.

In order to prove that \( M(x_1, A, T) \) converges strongly to a fixed point of \( T \) for every \( x_1 \in E \), one needs stronger assumptions such as:

- \( E \) is closed convex; \( T(E) \) is relatively compact in \( X \).
- \( E \) is closed convex; \( I - T \) maps bounded closed subsets of \( E \) into closed subsets of \( E \).
- \( E \) is closed convex; \( T \) is demicompact in the sense of [BrPe].

One should note that the last condition is a particular case of the second one.

In the particular case \( X \) is an Euclidian space, \( E \subset X \) is a convex compact subset, \( T : E \to E \) is a non-expansive mapping with a unique fixed point \( x \in E \), and \( A \) is a segmenting matrix such that \( \sum_{k=1}^{\infty} d_k (1 - d_k) \) diverges, then \( M(x_1, A, T) \) converges to \( x \), for every \( x_1 \in E \).

---

*Due to the geometrical interpretation, we adopt the notation used in [Gr] and [EnSc]. In [Do], matrices satisfying iv) are called normal matrices.*
It is worth mentioning that Lemma 3 gives on $M(x_1,A,T)$ a condition analogous to the asymptotic regularity, which was used in Lemma 1 to prove the convergence of the Maz’ya iteration.

4 An iterative method for Cauchy problems

In this section we introduce a segmenting Mann iteration for solving the elliptic Cauchy problem (CP). Let $T$ be the operator defined in (2) and $A$ a segmenting matrix. We assume the Cauchy data $(f,g)$ are consistent and denote by $\bar{\varphi}$ the solution of the fixed point equation (3). The Mann–Maz’ya iteration is defined by:

1. Choose $\varphi_1 \in \mathcal{H}$;
2. For $k = 1, 2, \ldots$ do
   \[
   \phi_k := \sum_{j=1}^{k} a_{kj} \varphi_j; \\
   \varphi_{k+1} := T(\phi_k);
   \]

Note that $\varphi_k, \phi_k \in H, k = 1, 2, \ldots$. We represent this iterative process by $(\varphi_1,A,T)$. Obviously it coincides with the Maz’ya iteration if one chooses $A = I$.

Defining the iteration errors $\varepsilon_k := \varphi_k - \bar{\varphi}$ and $\gamma_k := \phi_k - \bar{\varphi}$, we obtain

\[
\varepsilon_{k+1} = \varphi_{k+1} - \bar{\varphi} = T(\phi_k) - T(\bar{\varphi}) = T_1(\phi_k - \bar{\varphi}) = T_1(\gamma_k),
\]

\[
\gamma_k = \phi_k - \bar{\varphi} = \sum_{j=1}^{k} a_{kj} \varphi_j - \bar{\varphi} = \sum_{j=1}^{k} a_{kj} \varphi_j - \sum_{j=1}^{k} a_{kj} \bar{\varphi} = \sum_{j=1}^{k} a_{kj} \varepsilon_j.
\]

It becomes clear, that the convergence of the iteration $(\varphi_1,A,T)$ to the fixed point $\bar{\varphi}$ is equivalent to the convergence (to zero) of the iteration $(\varepsilon_1,A,T_1)$.

In order to analyze this method, we need to define a special topology for the space $H$.

**Definition 4** Given $\varphi \in H$, let $W(\varphi) \in H^1(\Omega)$ be the solution of the mixed boundary value problem

\[
Pw = 0 \text{ in } \Omega, \quad w = 0 \text{ at } \Gamma_1, \quad w_{\nuA} = \varphi \text{ at } \Gamma_2.
\]

We define the functional $\| \cdot \|_* : H \to \mathbb{R}$ by $\|\varphi\|_* := \left( \int_{\Omega} |\nabla W(\varphi)|^2dx \right)^{1/2}$.

It is proved in [Le] that the functional $\| \cdot \|_*$ defines a norm in $H$, which is equivalent to the usual Sobolev norm of this space. Actually, one can verify that the bilinear form

\[
\langle \varphi, \psi \rangle_* := \int_{\Omega} \nabla W(\varphi) \cdot \nabla W(\psi)dx
\]

defines an inner product in $H$. In the Hilbert space $(H; \langle \cdot, \cdot \rangle_*)$ we are able to analyze the Mann–Maz’ya iteration $(\varphi_1,A,T)$.
4.1 Convergence proof

We start this section discussing an auxiliary convexity result, that is needed for the proof of the main theorem.\footnote{For simplicity we denote by $\| \cdot \|$ the norm of the Hilbert space $\mathcal{H}$, but meant is the norm $\| \cdot \|_*$ introduced in Definition 4.}

**Lemma 5** Let $\varphi_k$, $\phi_k$ be the sequences generated by the iteration $(\varphi_1, A, T)$ and $\bar{\varphi}$ the solution of the fixed point equation (3). If for some $\varepsilon > 0$, $k_0 \in \mathbb{N}$ the inequality $\|T(\phi_k) - \varphi_k\| \geq \varepsilon$, $\forall \ k \geq k_0$ holds, then there exists $c > 0$ such that

$$\|\phi_{k+1} - \bar{\varphi}\| \leq (1 - c d_k (1 - d_k)) \|\phi_k - \bar{\varphi}\|, \ k \geq k_0.$$  \hfill (6)

**Proof.** Notice that $\|\phi_k - \bar{\varphi}\| \leq \|\phi_1 - \bar{\varphi}\|$, for $k \geq 1$ (see (11) below). Since the Hilbert space $\mathcal{H}$ is uniformly convex, we obtain for every pair $x, y \in \mathcal{H}$ with $\|x\|, \|y\| \leq \|\phi_k - \bar{\varphi}\|$ and $\|x - y\| \geq \varepsilon$ the inequality

$$\|\lambda x + (1 - \lambda)y\| \leq 2\lambda \|\frac{1}{2}(x + y)\| + (1 - 2\lambda) \|y\|$$

$$\leq 2\lambda (1 - \tilde{c}) \|\phi_k - \bar{\varphi}\| + (1 - 2\lambda) \|\phi_k - \bar{\varphi}\|$$

$$\leq \|\phi_k - \bar{\varphi}\| \left[ 1 - 2\lambda \tilde{c}(1 - \lambda) \right], \ \lambda \in [0, 1],$$  \hfill (7)

where the constant $0 < \tilde{c} < 1$ depends only on $\varepsilon$ and $\|\phi_1 - \bar{\varphi}\|$. Further, it follows from (5)

$$\phi_{k+1} - \bar{\varphi} = (1 - d_k)(\phi_k - \bar{\varphi}) + d_k(T(\phi_k) - T(\bar{\varphi})).$$  \hfill (8)

Now, from (8) and (7) with $x = T(\phi_k) - T(\bar{\varphi})$, $y = \phi_k - \bar{\varphi}$, $\lambda = d_k$, we obtain the inequality in (6) with $\epsilon = 2\tilde{c}$. \Box

Next we prove for the Mann–Maz’ya iteration, a result analogous to the one stated Lemma 3.

**Theorem 6** Let $T$ be the operator defined in (2) and $A$ a segmenting matrix such that $\sum_{k=1}^{\infty} d_k (1 - d_k)$ diverges. The iteration $(\varphi_1, A, T)$ generates a sequence $\{\phi_k\}$ such that $\{(I - T)\phi_k\}$ converges strongly to zero, for every $\varphi_1 \in \mathcal{H}$.

**Proof.** From the segmenting property (5), follows

$$\|\phi_{k+1} - \phi_k\| = d_k\|T(\phi_k) - \phi_k\|.$$  \hfill (9)

From the non-expansivity of $T_l$ and (9) we obtain

$$\|T(\phi_{k+1}) - \phi_{k+1}\| \leq \|T(\phi_{k+1}) - T(\phi_k)\| + \|T(\phi_k) - \phi_{k+1}\|$$

$$\leq d_k\|T(\phi_k) - \phi_k\| + \|T(\phi_k) - (1 - d_k)\phi_k - d_kT(\phi_k)\|$$

$$= d_k\|T(\phi_k) - \phi_k\| + (1 - d_k)\|T(\phi_k) - \phi_k\|$$

$$= \|T(\phi_k) - \phi_k\|.$$  \hfill (10)
Denoting by $\bar{\varphi}$ the solution of the fixed point equation (3), we estimate
\[
\|\phi_{k+1} - \bar{\varphi}\| = \|(1 - d_k)\phi_k + d_k T(\phi_k) - (1 - d_k)\bar{\varphi} - d_k\bar{\varphi}\|
\leq \|\phi_k - \bar{\varphi}\| \tag{11}
\]
and
\[
\|\phi_k - T(\phi_k)\| = \|\phi_k - \bar{\varphi} + T(\bar{\varphi}) - T(\phi_k)\| \leq 2\|\phi_k - \bar{\varphi}\|. \tag{12}
\]
Now, let us assume that $(I - T)\phi_k \not\to 0$ for some $\varphi_1$. Since the sequence $\|(I - T)\phi_k\|$ is monotone decreasing by (10), there exists $\varepsilon > 0$ and $k_0 \in \mathbb{N}$ such that
\[
\|T(\phi_k) - \phi_k\| \geq \varepsilon, \quad k \geq k_0. \tag{13}
\]
From (12) and (13) follows
\[
\|\phi_k - \bar{\varphi}\| \geq \varepsilon/2, \quad k \geq k_0. \tag{14}
\]
Now we obtain from (13) and Lemma 5
\[
\|\phi_{k+1} - \bar{\varphi}\| \leq \|\phi_{k_0} - \bar{\varphi}\| - c \|\phi_k - \bar{\varphi}\| \sum_{j=k_0}^{k} d_j (1 - d_j),
\]
for $k \geq k_0$. Repeating the argumentation we have
\[
\|\phi_{k+1} - \bar{\varphi}\| \leq \|\phi_{k_0} - \bar{\varphi}\| - c \|\phi_k - \bar{\varphi}\| \sum_{j=k_0}^{k} d_j (1 - d_j).
\]
This inequality together with (14) imply
\[
\varepsilon/2 \leq \|\phi_{k_0} - \bar{\varphi}\| - c \varepsilon/2 \sum_{j=k_0}^{k} d_j (1 - d_j)
\]
and we finally obtain
\[
\varepsilon \left[1 + c \sum_{j=k_0}^{k} d_j (1 - d_j)\right] \leq 2\|\phi_{k_0} - \bar{\varphi}\|, \quad k \geq k_0.
\]
This gives a contradiction, since $\sum_{j=1}^{\infty} d_j (1 - d_j)$ diverges by hypothesis. $\Box$

Notice that to prove Theorem 6 it is enough to verify that $(I - T)\gamma_k \to 0$, for every $\varepsilon_1 \in \mathcal{H}$. This can be done with minor adaptations in the above proof.
Corollary 7 Let $T$ be the operator defined in [2] and $A$ a segmenting matrix such that $\sum_{k=1}^{\infty} d_k (1 - d_k)$ diverges. For every $\varphi_1 \in \mathcal{H}$ the sequences $\{\varphi_k\}$, $\{\phi_k\}$ generated by the iteration $(\varphi_1, A, T)$ satisfy
\[
\lim_{k \to \infty} \phi_k = \bar{\varphi} = \lim_{k \to \infty} \varphi_k,
\]
where $\bar{\varphi}$ is the unique determined solution of the fixed point equation (3).

Proof. Since $(f, g)$ are consistent Cauchy data, existence and uniqueness of $\bar{\varphi}$ can be assured (see Section 2). Since $(I - T)\phi_k = (I - T_1)(\phi_k - \bar{\varphi})$, it follows from Theorem 3 that $\lim_k (I - T_1)(\phi_k - \bar{\varphi}) = 0$ or alternatively $\lim_k \text{dist}(\phi_k - \bar{\varphi}, N) = 0$, where $N := \text{Ker}(I - T_1)$. However we know from [Le, Theorem 2.3] that $\text{Ker}(I - T_1) = \{0\}$, from what follows $\phi_k \to \bar{\varphi}$. The second statement follows from $\lim_k \varphi_k = \lim_k T(\phi_{k-1}) = T(\bar{\varphi}) = \bar{\varphi}$. \(\square\)

4.2 A remark on noisy Cauchy data

Before analyzing regularization properties and obtaining convergence rates for the Mann–Maz’ya iteration (see Sections 4.3 and 4.4 below), it is necessary to make some considerations about the treatment of noisy Cauchy data.

Let $(f, g)$ be consistent Cauchy data and $z_{f,g} \in \mathcal{H}$ the corresponding affine term of the operator $T$, defined in Section 2. Notice that for every pair of Cauchy data $(\tilde{f}, \tilde{g}) \in H^{1/2}(\Gamma_1) \times H^{1/2}_0(\Gamma_1)'$, consistent or not, we can analogously obtain a corresponding affine term $\tilde{z}$. In this section we investigate the following question: Given the measured data $(f_\varepsilon, g_\varepsilon)$ in $L^2(\Gamma_1) \times H^{1/2}_0(\Gamma_1)'$, with
\[
\|f_\varepsilon - f\|_{L^2} + \|g_\varepsilon - g\|_{H^{1/2}_0(\Gamma_1)'} \leq \varepsilon,
\]
how can we obtain a corresponding affine term $z_\varepsilon$, such that $\|z_{f,g} - z_\varepsilon\| \leq \varepsilon$.

We claim that $z_\varepsilon$ can be obtained under the following a priori assumption on the exact Cauchy data: $f \in H^r(\Gamma_1)$, $r \geq 1/2$. In order to verify this assertion, we first use a smoothing operator $S : L^2(\Gamma_1) \to H^{1/2}(\Gamma_1)$ to generate a $\tilde{f}_\varepsilon := S f_\varepsilon \in H^{1/2}(\Gamma_1)$, satisfying $\|f - \tilde{f}_\varepsilon\|_{1/2} \leq \varepsilon'$. The existence of such an operator follows from

Lemma 8 Let $f \in H^r$, $r > s > 0$. There exists a smoothing operator $S : L^2 \to H^s$ and a positive function $\gamma$ with $\lim_{x \to 0} \gamma(x) = 0$, such that for $\varepsilon > 0$ and $f_\varepsilon \in L^2$ with $\|f - f_\varepsilon\|_{1/2} \leq \varepsilon$, we have
\[
\|f - S f_\varepsilon\|_{s} \leq \gamma(\varepsilon).
\]

Proof. See [BaLe, Lemma 14]. \(\square\)

After smoothing the data $f_\varepsilon \in L^2(\Gamma_1)$, we finally obtain from the Cauchy data $(\tilde{f}_\varepsilon, g_\varepsilon)$ a corresponding $z_\varepsilon \in H^{1/2}_0(\Gamma_1)'$ such that $\|z_{f,g} - z_\varepsilon\| < \varepsilon'$ (note that the affine term $z_{f,g}$ depends continuously on the data $(f, g)$).
4.3 A Regularization property

In this section we analyze a regularization property of the Mann–Maz’ya iteration. We start defining, for every fixed $\varphi \in H$, the family of operators

$$R_k^\varepsilon : H \ni \psi \mapsto \varphi_k \in H, \quad k \in \mathbb{N},$$

(15)

where $\varphi_k$ is $k$-th element of the sequence generated by the Mann–Maz’ya algorithm $(\varphi, A, T_i + \psi)$. In the next theorem we prove a regularization property of the family $\{R_k^\varepsilon\}_k$ with respect to the solution $\bar{\varphi}$ of the fixed point equation (3).

**Theorem 9** Let $\varphi$ be an arbitrary element of $H$ and $\{R_k^\varepsilon\}_{k \in \mathbb{N}}$ be the family of operators defined in (15). There exists $\varepsilon_0 > 0$ and functions $\tau : (0, \varepsilon_0) \to \mathbb{R}^+$, $k : (0, \varepsilon_0) \to \mathbb{N}$, such that

i) $\tau(\varepsilon) \to 0$, for $\varepsilon \to 0$;

ii) For every pair of Cauchy data $((f_\varepsilon, g_\varepsilon)$ with $\|z_\varepsilon - z_{f,g}\| \leq \varepsilon$, we have

$$\|R_k^\varepsilon(z_\varepsilon) - \bar{\varphi}\| \leq \tau(\varepsilon).$$

**Proof.** Let the Cauchy data $(f_\varepsilon, g_\varepsilon)$ be given as in ii). From the identity $\bar{\varphi} = R_k^\varepsilon(z_{f,g})$, $k \in \mathbb{N}$ follows

$$\|R_k^\varepsilon(z_\varepsilon) - \bar{\varphi}\| = \|R_k^\varepsilon(z_\varepsilon - z_{f,g})\| \leq \|R_k^\varepsilon(0)\| + \|R_k^\varepsilon(z_\varepsilon - z_{f,g})\|.$$ (16)

Using the facts: $\|T_i\| \leq 1$, $\sum_{j=1}^k a_{kj} = 1$, one obtains by induction

$$\|R_{k+1}^\phi(\psi)\| \leq k\|\psi\|, \quad k \in \mathbb{N}.$$ Substituting in (16) we have

$$\|R_k^\varepsilon(z_\varepsilon) - \bar{\varphi}\| \leq \varepsilon k + \|R_k^\varepsilon(0)\|.$$ (17)

Now we define for $\varepsilon > 0$, the function

$$\tau(\varepsilon) := 2 \inf_{k \in \mathbb{N}} \{\varepsilon k + \|R_k^\varepsilon(0)\}\}.$$ Note that the sequence $\{R_k^\varepsilon(0)\}$ corresponds to the Mann–Maz’ya algorithm for the (consistent) Cauchy data $(f, g) = (0, 0)$ with initial point $\varphi_1 = \varphi - \bar{\varphi}$. From Corollary 7 follows $\lim_{k \to \infty} R_k^\varepsilon(0) = 0$, and we can conclude $\lim_{\varepsilon \to 0} \tau(\varepsilon) = 0$.

Given $\varepsilon > 0$ we choose $k(\varepsilon) \in \mathbb{N}$ with

$$\varepsilon k(\varepsilon) + \|R_{k(\varepsilon)}(0)\| < \tau(\varepsilon)$$
As an immediate consequence of Theorem 9, we obtain the following regularization property of the Maz’ya iteration:

**Corollary 10** The Maz’ya iteration regularizes the fixed point equation (3), i.e. given \( \varphi_1 \in H^{1/2}_0(\Gamma_2)' \), there exists \( \varepsilon_0 > 0 \) and functions \( \tau : (0, \varepsilon_0) \to \mathbb{R}^+ \), \( k : (0, \varepsilon_0) \to \mathbb{N} \), such that \( \lim_{\varepsilon \to 0} \tau(\varepsilon) = 0 \) and for every pair of Cauchy data \((f_\varepsilon, g_\varepsilon)\) with \( \|z_\varepsilon - z_{f,g}\| \leq \varepsilon \) the inequality \( \|\varphi_k(\varepsilon) - \bar{\varphi}\| \leq \tau(\varepsilon) \) holds.

### 4.4 Convergence rates

Notice that in Theorem 9 we obtain an estimate for the iteration error \( \varepsilon_k = \varphi_k - \bar{\varphi} \). However, without making any further assumption on \( \varepsilon_0 \) (or equivalently on \( \bar{\varphi} \)), we cannot give concrete choices for \( \tau(\cdot), k(\cdot) \) as functions of \( \varepsilon \), i.e. we cannot prove convergence rates.

In this section we consider the iteration residual and use the discrepancy principle as stopping rule (again without any additional regularity assumption on \( \bar{\varphi} \)), in order to obtain a similar (but constructive) result (at least for the residuals; for rates of convergence for the iterates themselves, we will need additional conditions as explained in Section 4.5).

We start by defining the iteration residual. Let \((f, g)\) be consistent Cauchy data and \( z_\varepsilon \in \mathcal{H} \) with \( \|z_\varepsilon - z_{f,g}\| \leq \varepsilon \). Given \( \varphi_1 \in \mathcal{H} \), let us consider the sequences \( \varphi_{k+1} = T_1 \varphi_k + z_{f,g}, \quad \varphi_{k+1}^\varepsilon = T_1 \varphi_k^\varepsilon + z_\varepsilon, \quad k = 1, 2, \ldots, \varphi_1^\varepsilon = \varphi_1 \). The corresponding residuals (exact and real, i.e. using noisy data) are defined by

\[
\begin{align*}
    r_k := z_{f,g} - (I - T_1) \varphi_k, & \quad r_k^\varepsilon := z_\varepsilon - (I - T_1) \varphi_k^\varepsilon.
\end{align*}
\]

Now let \( \mu > 1 \) be fixed. According to the discrepancy principle, we should stop the iteration at the step \( k(\varepsilon, z_\varepsilon) \) when for the first time \( \|r_k^\varepsilon(\varepsilon, z_\varepsilon)\| \leq \mu \varepsilon \), i.e.

\[
    k(\varepsilon, z_\varepsilon) := \min \{ k \in \mathbb{N} \mid \|z_\varepsilon - (I - T_1) \varphi_k^\varepsilon\| \leq \mu \varepsilon \}. \tag{18}
\]

**Remark 11** Notice that the residual sequences \( \{\|r_k^\varepsilon\|\}, \{\|r_k\|\} \) are non-increasing. Indeed, this follows from

\[
\begin{align*}
    z_{f,g} - (I - T_1) \varphi_{k+1} &= z_{f,g} - (I - T_1) (T_1 \varphi_k + z_{f,g}) \\
    &= T_1(z_{f,g} - (I - T_1) \varphi_k), \\
    z_\varepsilon - (I - T_1) \varphi_{k+1}^\varepsilon &= T_1(z_\varepsilon - (I - T_1) \varphi_k^\varepsilon).
\end{align*}
\]

and the non-expansivity of \( T_1 \).
Next we obtain an estimate for \( k(\varepsilon, z_\varepsilon) \) in (18). For simplicity we consider only the Maz’ya iteration \((A = I)\), being the general case completely analog. (This result is comparable to the one known for the Landweber iteration; see e.g. [EHN] Section 6.1 or [EnSc].)

**Theorem 12** If \( \mu > 1 \) is fixed, the stopping rule \( k(\varepsilon, z_\varepsilon) \) determined by the discrepancy principle in (18) satisfies \( k(\varepsilon, z_\varepsilon) = O(\varepsilon^{-2}) \).

**Proof.** Given a linear non-negative operator \( T : \mathcal{H} \to \mathcal{H} \) we have

\[
\langle T\psi, T\psi \rangle = \langle \psi, \psi \rangle - \langle (I - T)\psi, (I - T)\psi \rangle - 2 \langle (I - T)\psi, T\psi \rangle, \; \psi \in \mathcal{H}.
\]

Using this identity for \( T = T_i, \; \psi = \tilde{\varphi} - \varphi_j \), we obtain

\[
\| \tilde{\varphi} - \varphi_{j+1} \|^2 = \| \tilde{\varphi} - \varphi_j \|^2 - \| z_{f,g} - (I - T_i)\varphi_j \|^2 - 2 \langle (I - T_i)(\tilde{\varphi} - \varphi_j), T_i(\tilde{\varphi} - \varphi_j) \rangle
\]

(notice that \( T \psi = \tilde{\varphi} - \varphi_{j+1} \)) and we can estimate

\[
\| \tilde{\varphi} - \varphi_j \|^2 - \| \tilde{\varphi} - \varphi_{j+1} \|^2 = \| z_{f,g} - (I - T_i)\varphi_j \|^2 + 2 \langle T_i(I - T_i)(\tilde{\varphi} - \varphi_j), (\tilde{\varphi} - \varphi_j) \rangle
\]

\[
\geq \| z_{f,g} - (I - T_i)\varphi_j \|^2.
\]

Adding up this inequalities for \( j = 1, \ldots, k \), we obtain

\[
\| \tilde{\varphi} - \varphi_1 \|^2 - \| \tilde{\varphi} - \varphi_{k+1} \|^2 \geq \sum_{j=1}^{k} \| z_{f,g} - (I - T_i)\varphi_j \|^2 \geq k \| z_{f,g} - (I - T_i)\varphi_k \|^2
\]

(in the last inequality we used the monotonicity of the sequence \( \| r_k \| \); see Remark[11]) and we can conclude

\[
\| z_{f,g} - (I - T_i)\varphi_k \|^2 \leq k^{-1} \| \tilde{\varphi} - \varphi_1 \|^2.
\]

Now, let us consider the real residual \( r^k_\varepsilon \). We have

\[
\| z_\varepsilon - (I - T_i)\varphi_{k+1} \| = \| T_i^k(z_\varepsilon - (I - T_i)\varphi_1) \|
\]

\[
\leq \| T_i^k(z_\varepsilon - z_{f,g}) \| + \| T_i^k(z_{f,g} - (I - T_i)\varphi_k) \|
\]

\[
\leq \varepsilon + \| z_{f,g} - (I - T_i)\varphi_k \|.
\]

Substituting (21) in the last inequality, we obtain

\[
\| z_\varepsilon - (I - T_i)\varphi_{k+1} \| \leq \varepsilon + k^{-\frac{1}{2}} \| \tilde{\varphi} - \varphi_1 \|.
\]

Since the right hand side of (22) is lower than \( \mu \varepsilon \) for \( k > (\mu - 1)^{-2}\| \tilde{\varphi} - \varphi_1 \|^2 \varepsilon^{-2} \), we have \( k(\varepsilon, z_\varepsilon) \leq c \varepsilon^{-2} \), where the constant \( c > 0 \) depends only on \( \mu \) and \( \varphi_1 \).

From Theorem 12 we obtain the desired convergence rates for the residuals in the Mann–Maz’ya iteration. (Notice that, as in Theorem 9, we do not make any additional regularity assumption on the solution \( \tilde{\varphi} \).)
Corollary 13 Let \((f, g)\) be consistent Cauchy data, \(\tau > 1\) and \(\varepsilon > 0\). Given the noisy data \((f_\varepsilon, g_\varepsilon)\), with \(\|z_\varepsilon - z_{f,g}\| \leq \varepsilon\), the stopping rule \(k(\varepsilon, z_\varepsilon)\) determined by the discrepancy principle satisfies

\[ i) \|z_\varepsilon - (I - T_\varepsilon)\varphi_{k(\varepsilon, z_\varepsilon)}\| \leq \mu\varepsilon; \]
\[ ii) k(\varepsilon, z_\varepsilon) = O(\varepsilon^{-2}). \]

4.5 Convergence rates under source conditions

In this section we again use the discrepancy principle as stopping rule for the iteration. However, differently from Section 4.4, we make additional regularity assumptions on the solution of the fixed point equation (3). These assumptions are stated in the form of the so-called source conditions. This is a common way to insert in the estimates some a priori knowledge about the solution and the spectrum of the operator \(T_\varepsilon\). In this way, we can also obtain convergence rates for the approximate solutions, not only for the resulting residuals.

Source conditions for linear problems usually have the form

\[ \bar{\varphi} - \varphi_1 = f(T)\psi, \quad \|\psi\| \leq \tilde{\psi}. \]

If \(f(\lambda) = \lambda^\mu\) for some \(\mu > 0\), we have the Hölder-type source conditions. Since our problem is exponentially ill-posed (the eigenvalues of \(T_\varepsilon\) converge exponentially to 1; see e.g. [Le]) this type of condition is too restrictive. Much more natural in this case is to use logarithmic-type source conditions:

\[ f(\lambda) := \begin{cases} (\ln(\exp(1)\lambda^{-1}))^{-p}, & \lambda > 0 \\ 0, & \lambda = 0 \end{cases} \quad (23) \]

with some parameter \(p > 0\). (See Remark 16 for an interpretation of this source condition.)

Theorem 14 Let \((f, g)\) be consistent Cauchy data and assume that the solution \(\bar{\varphi}\) of the fixed point equation (3) satisfies the source condition

\[ \bar{\varphi} - \varphi_1 = f(I - T_\varepsilon)\psi, \text{ for some } \psi \in \mathcal{H}, \quad (24) \]

where \(\varphi_1 \in \mathcal{H}\) is some initial guess and \(f\) is the function defined in (23) with \(p \geq 1\). Let \(\mu > 2\), \((f_\varepsilon, g_\varepsilon)\) some given noisy data with \(\|z_\varepsilon - z_{f,g}\| \leq \varepsilon, \varepsilon > 0\) and \(k(\varepsilon, z_\varepsilon)\) the stopping rule determined by the discrepancy principle. Then there exists a constant \(C\), depending on \(p\) and \(\|\psi\|\) only, such that

\[ i) \|\bar{\varphi} - \varphi_k\| \leq C(\ln k)^{-p} \]
\[ ii) \|z_\varepsilon - (I - T_\varepsilon)\varphi_k\| \leq Ck^{-1}(\ln k)^{-p} \]

for all iteration index \(k\) satisfying \(1 \leq k \leq k(\varepsilon, z_\varepsilon)\).
Proof. We set \( e_k := \varphi_k - \bar{\varphi} \), \( P := I - T_I \) (note that \( P \) is self-adjoint positive non-expansive and compact). It follows from the definition of the iterative algorithm that

\[
e_k = (I - P)^{k-1}e_1 + \sum_{j=0}^{k-2} (I - P)^j (z_{f,g} - z_\varepsilon),
\]

(25)

\[
P e_k = (I - P)^{k-1}Pe_1 + (P - (I - P))^{k-1}(z_{f,g} - z_\varepsilon),
\]

for \( k \geq 2 \). Now, from Lemma A.2 follow the estimates

\[
\|e_k\| \leq c \|\psi\| (\ln(k+1))^{-p} + \varepsilon (k - 1)
\]

(26)

and

\[
\|Pe_k\| \leq c \|\psi\| (k - 1)^{-1}(\ln(k+1))^{-p} + \varepsilon.
\]

(27)

Further, we obtain from the discrepancy principle

\[
\mu \varepsilon \leq \|z_\varepsilon - (I - T_I)\varphi_k\| = \|P\varphi_k - P\bar{\varphi} + z_{f,g} - z_\varepsilon\| \leq \|Pe_k\| + \varepsilon.
\]

(28)

for \( 1 \leq k < k(\varepsilon, z_\varepsilon) \). It follows from (28) and (27)

\[
\varepsilon (\mu - 2) \leq c \|\psi\| (k - 1)^{-1}(\ln(k+1))^{-p}.
\]

(29)

Now, from (29) and (26) we obtain

\[
\|e_k\| \leq c \|\psi\| (1 + \frac{1}{\mu^2}) (\ln(k+1))^{-p}.
\]

(30)

Since \( \hat{c} := \sup_{k \in \mathbb{N}} \{(\ln(k+1)/\ln(k))^{-p}\} < \infty \), assertion i) follows from (30) with \( C = c \|\psi\|(1 + \frac{1}{\mu^2}) \hat{c} \). Now we prove ii). It follows from (28) and (27)

\[
\|z_\varepsilon - (I - T_I)\varphi_k\| \leq \|Pe_k\| + \varepsilon \leq c \|\psi\| (k - 1)^{-1}(\ln(k+1))^{-p} + 2\varepsilon
\]

and together with (29) we have

\[
\|z_\varepsilon - (I - T_I)\varphi_k\| \leq c \|\psi\| (1 + \frac{2}{\mu^2}) (k - 1)^{-1}(\ln(k+1))^{-p}.
\]

(31)

Since \( c^* := \sup_{k \in \mathbb{N}} \{(k + 1)/k\} \) \( < \infty \), assertion ii) follows from (31) with \( C = c \|\psi\|(1 + \frac{1}{\mu^2}) c^* \hat{c} \).

It is simple to check that, in the case of exact Cauchy data (\( \varepsilon = 0 \)), assertions i) and ii) of Theorem 14 hold for every \( k \geq 1 \). Therefore, in the case of exact data and under the source condition (24), the iteration approximates the solution of the fixed point equation (3) with a rate of \( O(\ln(k)^{-p}) \).

In the case of noisy data, the next theorem gives an estimate for the asymptotic behavior of the stopping index \( k(\varepsilon, z_\varepsilon) \) in dependence of the noisy level \( \varepsilon \).
Theorem 15 Set $k_{\varepsilon} := k(\varepsilon, z_\varepsilon)$. Under the assumptions of Theorem 4 we have
\begin{enumerate}
  \item $k_{\varepsilon}(\ln(k_{\varepsilon}))^p = O(\varepsilon^{-1})$;
  \item $\|\bar{\varphi} - \varphi_{k_{\varepsilon}}\| \leq O((-\ln \sqrt{\varepsilon})^{-p})$.
\end{enumerate}

Proof. In the sequence we use the notation of Theorem 4. From inequality (29) for $k = k_{\varepsilon} - 1$ follows
\[(\mu - 2)\varepsilon \leq c_1(k_{\varepsilon} - 2)^{-1}(\ln k_{\varepsilon})^{-p}\]
and we obtain
\[\varepsilon^{-1} \geq c_2(k_{\varepsilon} - 2)(\ln k_{\varepsilon})^p \geq c_3 k_{\varepsilon}(\ln k_{\varepsilon})^p,\]
proving the first assertion. Now we prove \textit{ii}). From (25) follows
\[e_{k_{\varepsilon}} = (I - P)^{k_{\varepsilon} - 1}e_1 + \sum_{j=0}^{k_{\varepsilon} - 2} (I - P)^j (z_{f,g} - z_\varepsilon),\]
\[= f(P)\psi_{k_{\varepsilon}} + \sum_{j=0}^{k_{\varepsilon} - 2} (I - P)^j (z_{f,g} - z_\varepsilon),\]  \quad (32)
where $\psi_{k_{\varepsilon}} := (I - P)^{k_{\varepsilon} - 1}\psi$. Then we can estimate
\[\|e_{k_{\varepsilon}}\| \leq \|f(P)\psi_{k_{\varepsilon}}\| + \varepsilon k_{\varepsilon}.\]  \quad (33)
Next we estimate the term $Pf(P)\psi_{k_{\varepsilon}}$. From (32) follows
\[\|Pf(P)\psi_{k_{\varepsilon}}\| = \|Pe_{k_{\varepsilon}} - [(I - (I - P)^{k_{\varepsilon} - 1}) (z_{f,g} - z_\varepsilon)]\|
\leq \|Pe_{k_{\varepsilon}} - (z_{f,g} - z_\varepsilon)\| + \varepsilon
\leq \|(I - T_l)\varphi_{k_{\varepsilon}} - z_\varepsilon\| + \varepsilon
\leq (\mu + 1)\varepsilon.\]  \quad (34)
Further, we have from Lemma A.3
\[\|Pf(P)\psi_{k_{\varepsilon}}\|^2 \geq \exp(1)^{-2} \int_0^1 \exp(-[(1 - \ln(\lambda))^{-2p}]^{-1/(2p)})^2 (1 - \ln(\lambda))^{-2p} d\|E_\lambda \psi_{k_{\varepsilon}}\|^2 \geq \exp(1)^{-2} \hat{h} \left( \int_0^1 (1 - \ln(\lambda))^{-2p} d\|E_\lambda \psi_{k_{\varepsilon}}\|^2 \right) = \exp(1)^{-2} \hat{h} \left( \|f(P)\psi_{k_{\varepsilon}}\|^2 \right).\]  \quad (35)
Then we obtain from (34), (35) and Lemma A.4
\[\|f(P)\psi_{k_{\varepsilon}}\| \leq O((-\ln(\varepsilon^{(p)}))^{-p}).\]  \quad (36)
Now we estimate the term $\varepsilon k_\varepsilon$. From assertion $i)$ and Lemma A.5 follows
\[
 k_\varepsilon = O(\varepsilon^{-1} (-\ln\sqrt{\varepsilon})^{-p}). \tag{37}
\]
Now, from (33), (36), (37) follows
\[
 \|e_k\| \leq O(((-\ln(\varepsilon^{1/2}))^{-p} + \varepsilon O(\varepsilon^{-1} (-\ln\sqrt{\varepsilon})^{-p}) \leq O((-\ln\sqrt{\varepsilon})^{-p}),
\]
proving the second assertion. □

Remark 16 Next we consider the question of how to interpret the source condition defined in (24). Let $\Omega$ be the square $[-\pi, \pi] \times [-\pi, \pi]$, $\Gamma_1 = \{(x, y) \in \partial \Omega; x = -\pi\}$, $\Gamma_2 = \{(x, y) \in \partial \Omega; x = \pi\}$ and consider the Cauchy problem
\[
 \begin{cases}
 \Delta u = 0, & \text{in } \Omega \\
 u = f, & \text{at } \Gamma_1 \\
 u_\nu = g, & \text{at } \Gamma_1 \\
 u(x, \pm \pi) = 0, & x \in (-\pi, \pi)
\end{cases}
\]
where $f(y) = \sum_{j=1}^{N} a_j \sin(jy)$, $g(y) = \sum_{j=1}^{N} b_j \sin(jy)$. Given the Neumann data $\varphi(y) = \sum_{j=1}^{N} \varphi_j \sin(jy)$, we can explicitly represent the operator $T$ defined in (2) by
\[
 (T\varphi)(y) = \sum_{j=1}^{N} \left[ \left( \frac{\alpha_j}{\beta_j} \right)^2 \varphi_j + \left( \frac{j \alpha_j}{\beta_j^2} \right) a_j + \frac{1}{\beta_j} b_j \right] \sin(jy), \tag{38}
\]
where $\alpha_j = \sinh(2j\pi)$ and $\beta_j = \cosh(2j\pi)$. Now we define the Sobolev spaces of periodic functions
\[
 H_{\text{per}}^s(-\pi, \pi) := \{ \varphi(y) = \sum_{j \in \mathbb{Z}} \varphi_j e^{ijy} | \sum_{j \in \mathbb{Z}} (1 + j^2)^s \varphi_j^2 < \infty \}, s \in \mathbb{R}.
\]
If the Cauchy data $(f, g)$ is sufficiently regular, the Maz’ya iteration is well defined at $H_{\text{per}}^{-1/2}(\Gamma_1)$ and we obtain from (38) a spectral representation of the linear part of the operator $T$:
\[
 (T_1 \varphi)(y) = \sum_{j=1}^{\infty} \lambda_j \varphi_{0,j} \sin(jy) \tag{39}
\]
with $\lambda_j = (\alpha_j/\beta_j)^2$, at the space \( H := \text{Span}\{\sin(jy), \ j \in \mathbb{N}\}^{\|\cdot\|_{H_{\text{per}}^{-1/2}}}. \) From the estimate
\[
 \ln \left( \frac{\exp(1)}{1 - \lambda_j} \right) \geq 1 - \ln \left( \exp(1) \left[ 1 - \frac{\alpha_j}{\beta_j} \right] \right) = -\ln \left( \frac{2 \exp(-2j\pi)}{\exp(2j\pi) + \exp(-2j\pi)} \right) \geq 4\pi j - 1
\]
and from the source condition (24) follows

\[ \| \hat{\varphi} - \varphi_1 \|_p^2 = \sum_{j=1}^{\infty} (1 + j^2)^p \ln \left( \frac{\exp(1)}{1 - \lambda_j} \right)^{-2p} \psi_j^2 \]

\[ \leq \sum_{j=1}^{\infty} (1 + j^2)^p (4\pi j - 1)^{-2p} \psi_j^2 \leq c \sum_{j=1}^{\infty} \psi_j^2 < \infty. \]

This means that the source condition (24) can be interpreted as a regularity condition in the sense of $H^p$ spaces, i.e. $\hat{\varphi} - \varphi_1 \in H^p_{\text{per}}(\Gamma_1)$. This shows that a logarithmic source condition is indeed appropriate for our problem.

5 Numerical experiments

Next we present some numerical results related to the numerical implementation of the Mann–Maz’ya iteration. The first two problems concern consistent Cauchy problems in a square and in an annular domain. In the third example we consider a problem with noisy data.

The computation was performed on the Silicon Graphics SGI-machines (based on R12000 processors; 32-bit code) at the Spezialforschungsbereich F013. The elliptic mixed boundary value problems were solved using the (NETLIB) software package PLTMG.

5.1 A consistent problem in a rectangular domain

Let $\Omega \subset \mathbb{R}^2$ be the open rectangle $(0, 1) \times (0, 3/4)$ and define the following subsets of $\partial \Omega$:

\[ \Gamma_1 := \{(x, 0); x \in (0, 1)\}, \quad \Gamma_2 := \{(x, 3/4); x \in (0, 1)\}, \]

\[ \Gamma_3 := \{(0, y); y \in (0, 3/4)\}, \quad \Gamma_4 := \{(1, y); y \in (0, 3/4)\}. \]

We consider the Cauchy problem

\[
\begin{align*}
\Delta u &= 0, \quad \text{in } \Omega \\
u &= f, \quad \text{at } \Gamma_1 \\
u_\nu &= g, \quad \text{at } \Gamma_2 \\
u &= 0, \quad \text{at } \Gamma_3 \cup \Gamma_4
\end{align*}
\]

where the Cauchy data $f(x) = \sin(\pi x)$, $g \equiv 0$ is given at $\Gamma_1$. We aim to reconstruct the (Dirichlet) trace of $u$ at $\Gamma_2$. As one can easily check, the exact solution of this Cauchy Problem is given by $\tilde{u}(x, y) = \cosh(\pi y) \sin(\pi x)$.

\[ \text{See URL [http://www.netlib.org](http://www.netlib.org) for details.} \]
We used in the iteration the matrix $A = (a_{jk})$, with $a_{jk} = k^{-1}$ for $j \leq k$. As initial guess, we chose $\varphi_1 \equiv 0$. Each mixed boundary value problem was solved using (multi-grid) finite element methods, with linear elements and a uniform mesh with 65,921 nodes (256 nodes on $\Gamma_2$). We used the stopping rule $\|\varphi_k - \varphi_{k-1}\|_{L^2(\Gamma_2)} \leq 10^{-3}$. In Figure 1, we present the results corresponding to the Mann–Maz’ya iteration: the dotted line represents the exact solution and the solid line represents the sequence generated by $(0, A, T)$.

As one can observe in Figure 1, the convergence rate decays very fast. This can be in part explained by linear convex combination used to compute $\psi_k$ in the Mann–Maz’ya iteration (note that $\psi_{k+1} - \psi_k = \frac{1}{k+1} \varphi_{k+1} - \frac{1}{k(k+1)} \sum_{j=1}^{k} \varphi_j$).

As an alternative to improve the convergence rate, we relaxed the stopping rule and restarted the iteration, using the last evaluated $\varphi_k$ as new initial guess. In Figure 2, we present the results corresponding to this restart strategy. For comparison purposes, we restarted the iteration after every 50 steps. Thus, to compute the results in Figure 2, we had to evaluate 50, 100, 250 and 500 iteration steps respectively.

The restart strategy seems to save a considerable amount of computation effort, however we should quote that we have no analytical justification neither for the choice of the restart criterion nor for the improvement in the convergence rate. (Arguementing as in Section 4.3, one can verify that the sequence...
of residuals is again non-increasing.)

5.2 A consistent problem in an annular domain

Let Ω be the annulus centered at the origin with inner and outer radius respectively 1 and 3. We denote the inner and outer boundaries by Γ₁ and Γ₂ respectively. We consider the following Cauchy problem:

\[
\begin{align*}
\Delta u &= 0, \quad \text{in } \Omega \\
u &= f, \quad \text{at } \Gamma_1 \\
u_{\nu} &= g, \quad \text{at } \Gamma_1
\end{align*}
\]

Given the Cauchy data \( f(\theta) = \sin(\theta) - \frac{1}{2}\sin(2\theta) \) and \( g \equiv 0 \) at \( \Gamma_1 \), we want to reconstruct at \( \Gamma_2 \) the trace of \( u \). It is easy check, that the solution of this Cauchy problem is given by \( \bar{u}(r, \theta) = \frac{1}{2}(r + r^{-1}) \sin(\theta) - \frac{1}{2}(r^2 + r^{-2}) \sin(2\theta) \).

The matrix \( A \) is chosen as in Section 5.1. For the multi-grid method we used linear elements and a (uniform) mesh with 61,824 nodes (512 nodes on \( \Gamma_2 \)). We use the same initial guess \( \varphi_1 \equiv 0 \) and the same stopping rule as in the previous example. In Figure 3 we present the results corresponding to the Mann–Maz’ya iteration: the dotted line represents the exact solution and the solid line represents the sequence generated by the iteration \((0, A, T)\). (Note that in Figures 3, 4 and 5 the horizontal axis is parameterized from 0 to \( 2\pi \).)

![Figure 3: Annular domain; iteration for consistent Cauchy data](image)

5.3 An inconsistent problem (noisy data)

For this experiment we consider once more the Cauchy problem formulated in Section 5.2. The noisy data is obtained by inserting in the exact Cauchy data \((f, g) = (\sin(\theta) - \frac{1}{2}\sin(2\theta), 0)\) a perturbation of 5%. In Figure 4 we present the perturbations added to the Dirichlet and to the Neumann data.

The matrix \( A \) is chosen as in Section 5.1. The initial guess, stopping rule and mesh level used for the computation are the same as those considered in
that section. The results corresponding to the Mann–Maz’ya iteration are presented in Figure 5 (thick line).

As one can see in Figure 5, the performance of the numerical implementation of the Mann–Maz’ya iteration is stable. The high frequency components of the error start to interfere in the iteration only after an exponential number of steps. Indeed, in the Maz’ya algorithm the iteration error \( e_k := \tilde{\varphi} - \varphi_k \) satisfies \( e_{k+1} = T_l e_k = T_l^k e_1 \), and the eigenvalues of the fixed point operator \( T_l \) converge exponentially to 1 (see Remark 16 for an example). Thus, the iteration reconstructs first the projection of the solution over the first eigenspace of the operator \( T_l \); after an exponential number of steps, it reconstructs also the projection over the second eigenspace; and so on.

The high frequency components of the error are exponentially amplified and destroy completely the approximation if we iterate long enough. However, due to the characteristic explained above, one has to evaluate an exponential number of steps in order to observe the influence of the bad frequencies.

6 Final remarks

Let us suppose \( \partial \Omega = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \) and we want to analyze a Cauchy problem with data given at \( \Gamma_1 \) plus some further boundary condition (Neumann, Dirichlet, ...) at \( \Gamma_3 \) (this is precisely the situation in Section 5.1). It is still possible to

Figure 4: Generation of noisy data; (a) Perturbation added to the Dirichlet data; (b) Perturbation added to the Neumann data

Figure 5: Iteration for noisy data in the annular domain; dotted-line: exact solution; thin-line: iteration for exact data; thick-line: iteration for noisy data
use the Maz’ya method for such problems. All we have to do is to adapt the Maz’ya iteration by adding this extra boundary condition at \( \Gamma_3 \) to both mixed boundary value problems at each iteration step. This over-determination of boundary data does not affect the analysis of the Maz’ya algorithm (see [Le]). Consequently, it also does not also affect the analysis of the Mann–Maz’ya iteration presented here.

The Maz’ya iterative method (see Section 3.1) generates a sequence of Neumann traces, which approximate the unknown Neumann boundary condition \( u_{\nu,A}|_{\Gamma_2} \). Analogously, we can define an iterative method, which produces a sequence of Dirichlet traces (this was already suggested by Maz’ya et al. in [KMF]). The convergence proof for this iteration is quite similar to the one presented in [Le] for the Maz’ya iteration. It is also possible to combine this iteration with the Mann strategy. All the results formulated here for the Mann–Maz’ya method remain valid for this iteration.

The approach followed in [Le] to characterize the solution of elliptic Cauchy problems as a solution of a fixed point equation can be extended, using spectral theory, to differential operators of hyperbolic and parabolic types (see [BaLe]). The formulation of the Mann iteration for this problems follow the lines discussed here.

Appendix

Lemma A.1 Let \( p > 0 \) and \( k \in \mathbb{N}_0 \). Define the real-valued function \( \hat{f}(\lambda) := (1 - \lambda)^k \left( \ln \frac{\exp(1)}{\lambda} \right)^{-p} \), \( \lambda \in [0, 1] \). Then we have

\[
\hat{f}(\lambda) \leq C (\ln k)^{-p}, \lambda \in [0, 1],
\]

with \( C \) independent of \( k \). Moreover, for each \( p \in \mathbb{R} \), the real-valued function \( \hat{g}(\lambda) := (1 - \lambda)^k \lambda \left( \ln \frac{\exp(1)}{\lambda} \right)^{-p} \) defined on \([0, 1]\), satisfies

\[
\hat{g}(\lambda) \leq C k^{-1} (\ln k)^{-p}, \lambda \in [0, 1],
\]

with \( C \) independent of \( k \).

Proof. The first assertion is proved in [DES, Lemma A.1]. The second assertion is quite similar to the second part of the lemma cited above and can be proved with an analogous argumentation. \( \square \)

Lemma A.2 Let \( p > 0 \), \( \mathcal{H} \) a Hilbert space, \( P : \mathcal{H} \rightarrow \mathcal{H} \) a positive linear self-adjoint non-expansive operator, \( f \) the real-valued function defined by

\[
f(\lambda) := \begin{cases} \left( \ln(\exp(1)\lambda^{-1}) \right)^{-p}, & \lambda \in (0, 1] \\ 0, & \lambda = 0. \end{cases}
\]
Let $e_1 := f(P)\psi$, for some $\psi \in H$. Then for any $k > 1$

$$
\|(I - P)^k e_1\| \leq C \|\psi\| \left(\ln(k + 2)\right)^{-p}
$$

$$
\|(I - P)^k P e_1\| \leq C \|\psi\| k^{-1} \left(\ln(k + 2)\right)^{-p}
$$

with $C$ independent of $k$.

**Proof.** This lemma is analogue to the result stated in [DES, Lemma 2.6]. It follows from Lemma A.1, the same way as [DES, Lemma 2.6] follows form [DES, Lemma A.1]. □

**Lemma A.3** Given $p > 1$, then

$$
\int_0^1 \hat{h}((1 - \ln(\lambda))^{-2p}) \, d\lambda \geq \hat{h}\left(\int_0^1 (1 - \ln(\lambda))^{-2p} \, d\lambda\right),
$$

with $\hat{h}(t) := \exp(-t^{\frac{1}{2p}})^2 t$.

**Proof.** The assertion follows from the convexity of $\hat{h}$ in $[0, \infty)$ and Jensen’s inequality. (see [DES, Lemma A.2]) □

**Lemma A.4** Let $p \geq 1$, $C > 0$ and $\varepsilon > 0$ sufficiently small such that $1 \geq (-\ln(C\varepsilon^{\frac{2}{p}}))^{-2p} \geq \varepsilon$. Let

$$
\int_0^1 \hat{h}((1 - \ln(\lambda))^{-2p}) \, d\|E\lambda \psi\|^2 = C\varepsilon^2.
$$

Then there exists $D > 0$ (independent of $\varepsilon$) such that

$$
\int_0^1 (1 - \ln(\lambda))^{-2p} \, d\|E\lambda \psi\|^2 \leq D\left(-\ln(\varepsilon^{\frac{2}{p}})\right)^{-2p}.
$$

**Proof.** Let $s_2 = (-\ln(C\varepsilon^{\frac{2}{p}}))^{-2p}$. Then

$$
\hat{h}(s_2) = \left(C\varepsilon^{\frac{2}{p}}\right)^2 (-\ln(C\varepsilon^{\frac{2}{p}}))^{-2p} \geq C\varepsilon^2.
$$

Thus, it follows from the monotonicity of $\hat{h}$ that the equation $\hat{h}(s) = C\varepsilon^2$ has a solution $s_1 \in (0, s_2]$. From the assumptions and Lemma A.3 follows

$$
\hat{h}\left(\int_0^1 (1 - \ln(\lambda))^{-2p} \, d\|E\lambda \psi\|^2\right) \leq C\varepsilon^2
$$

and we conclude from the monotonicity of $\hat{h}$ that

$$
\int_0^1 \hat{h}((1 - \ln(\lambda))^{-2p}) \, d\|E\lambda \psi\|^2 \leq s_1 \leq s_2 \leq D\left(-\ln(\varepsilon^{\frac{2}{p}})\right)^{-2p}
$$

for a generic constant $D$. □
Lemma A.5 Let \( \hat{k} \) be a solution of
\[
  k (\ln k)^p = C \varepsilon^{-1}.
\]
Then \( \hat{k} \) satisfies
\[
  \hat{k} = O(\varepsilon^{-1} (-\ln \sqrt{\varepsilon})^{-p}).
\]

Proof. Follows immediately from [DES, Lemma A.6] □
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