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Abstract In this paper, we introduce a method for multivariate function approximation using function evaluations, Chebyshev polynomials, and tensor-based compression techniques via the Tucker format. We develop novel randomized techniques to accomplish the tensor compression, provide a detailed analysis of the computational costs, provide insight into the error of the resulting approximations, and discuss the benefits of the proposed approaches. We also apply the tensor-based function approximation to develop low-rank matrix approximations to kernel matrices that describe pairwise interactions between two sets of points; the resulting low-rank approximations are efficient to compute and store (the complexity is linear in the number of points). We have detailed numerical experiments on example problems involving multivariate function approximation, low-rank matrix approximations of kernel matrices involving well-separated clusters of sources and target points, and a global low-rank approximation of kernel matrices with an application to Gaussian processes.
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1 Introduction

Multivariate function approximation to construct a surrogate model for an underlying physical model that is expensive to evaluate is an important topic: it has applications in optimization, reduced order modeling, uncertainty quantification, sensitivity analysis, and many other areas. The first goal of this paper is to provide a multivariate approximation of a function $f : \mathcal{D} \times \mathbb{R}^{N}$ of the form

$$f(x_1, \ldots, x_N) \approx c_{i_1, \ldots, i_N} \phi_{i_1}(x_1) \cdots \phi_{i_N}(x_N),$$

where $\mathcal{D} \subset \mathbb{R}^N$ is a hypercube, $\{\phi_{i_j}^{(k)}\}$ are basis functions for $j = 1, \ldots, r_k$ and $k = 1, \ldots, N$ and $c_{i_1, \ldots, i_N}$ are the coefficients. Such a decomposition is described as a summation of separable functions and the existence of such an approximation depends on the properties of $f$ (such as regularity). If the functions are analytic, then the error in the best approximation decays geometrically with the degree of the polynomial [38,16]; the decay is algebraic if the function is in a Sobolev space [22].

This paper proposes a technique for multivariate function approximation, using a combination of Chebyshev polynomial interpolation using function evaluations at Chebyshev interpolation nodes and compression of the tensor (i.e. multiway array) that contains the function evaluations. We use the Tucker format for the tensor to achieve compression. Since it is a natural fit for the application at hand, we can leverage prior work on randomized low-rank tensor approximations [33] and we can exploit the structure in the Tucker format to our computational advantage resulting in new algorithms. Similar functional tensor approximations have been used for trivariate functions (i.e., for $N = 3$) [12,28] but our approach is not limited to three dimensions. The authors in [34] also use a functional Tucker approximation but use sparsity promoting techniques to reduce the storage cost involving the core tensor. Several authors have constructed multivariate tensor approximations using the Tensor Train format, rather than the Tucker format [18,4]; however, a detailed comparison between the Tucker and Tensor Train formats is beyond the scope of the paper. In addition to tensor-based methods, there is a technique for multivariate function approximation that uses sparse grid interpolation [7] but it makes slightly different assumptions on the regularity of the functions to be approximated. While there are alternatives to the Tucker format for function approximation, to the best of our knowledge, none of the tensor formats have been explored in the context of kernel approximations, which is the second goal of the paper. For this application, using the Tucker format for the tensor has several advantages, which we exploit throughout this paper.

Kernel methods are used to model pairwise interactions among a set of points. They are popular in many applications in numerical analysis and scientific computing such as solvers for integral equations, radial basis function interpolation, Gaussian processes, machine learning, geostatistics and spatiotemporal statistics, and Bayesian inverse problems. A major challenge in working with kernel methods is that the resulting kernel matrices are dense, and are difficult to store and
Operations with kernel matrices, which are used to model pairwise interactions, can be accelerated by using low-rank matrix approximations. Over the years, there have been many efforts to compute efficient low-rank approximations in the context of kernel methods [8, 42, 9, 44, 43, 3]. There are two techniques to generating such approximations. In the first approach, the entire matrix is approximated by a global low-rank matrix (e.g., using Nyström approach). In the second approach, the kernel matrix is represented as a hierarchy of subblocks, and certain of the off-diagonal subblocks are then approximated in a low-rank format (e.g., [24, 26, 19, 6, 25]). The subblocks representing the interactions between these sets of points can be compressed using the singular value decomposition (SVD). However, the cost of computing the SVD can be prohibitively expensive when the number of source and target points is large and/or when the low-rank approximations need to be computed repeatedly over several sets of source and target points. Our goal is to avoid these expensive calculations when computing our approximations.

Our approach builds on the black-box fast multipole method (BBFMM) low-rank approximation approach in Fong and Darve [15], which uses Chebyshev interpolation to approximate the kernel interactions. In this method, instead of computing the kernel interactions between every pair of points given, the interactions are only computed between points on Chebyshev grids. This significantly reduces the number of kernel evaluations needed. This work is also similar to the semi-analytic methods in [8, 42] which also use some form of Chebyshev interpolation to reduce the number of kernel interactions. Our work differs in the subsequent low-rank approximation techniques, as we use tensor-based methods instead of the matrix techniques presented in these papers.

Contributions and Contents. This paper provides new algorithms for multivariate interpolation with an application to low-rank kernel matrix approximations. We summarize the main contributions in our paper:

1. We propose a method for multivariate function interpolation that combines Chebyshev polynomials and tensor compression techniques via the Tucker format. We analyze the error in the approximation which is comprised of the error due to interpolation and the error due to tensor compression. The resulting function approximations can be used as surrogates in a variety of applications including, but not limited to, uncertainty quantification and reduced order modeling.

2. We develop three novel randomized compression algorithms for computing low multirank approximations to tensors in the Tucker format. The first algorithm employs randomized interpolatory decomposition for each mode-unfolding; we derive error bounds, in expectation, for this compression technique. The second algorithm uses the first approach but for a subsampled tensor, and requires fewer function evaluations. The third algorithm is similar to the first but uses random matrices formed using Kronecker products, and requires less storage and fewer random numbers to be generated. We also provide a detailed analysis of the computational costs. These algorithms are of independent interest to tensor compression beyond computing functional approximations.
3. We use the multivariate function approximations to develop low-rank approximations to kernel matrices which represent pairwise interactions. The resulting approximations are accurate, as demonstrated by detailed numerical experiments, and the computational costs are linear in the number of source and target points. To our knowledge, this is the first use of tensor-based function approximations to low-rank kernel matrix approximations.

We conclude this section with a brief organizational overview of the paper. In Section 2, we review the material on Chebyshev interpolation, tensor compression, and randomized matrix algorithms. In Section 3, we propose a tensor-based method for approximating multivariate functions, which combines multivariate Chebyshev interpolation with randomized compression algorithms. We develop three randomized algorithms for compressing low-rank tensors and provide insight into the error in the interpolation. In Section 4, we apply the tensor-based algorithms developed in Section 3 to develop low-rank approximations to kernel matrices. We provide a detailed analysis of the computational cost of the resulting algorithms. In Section 5, we perform three sets of numerical experiments: the first highlights the performance of the tensor-based function approximation, the second demonstrates the accuracy of the low-rank approximations to kernel matrices with several different kernels, and the third is an application to Gaussian processes involving low-rank kernel matrices.

2 Background

In this section, we provide some background on Chebyshev interpolation as well as tensor notation and decompositions. We also discuss the randomized matrix algorithms that will be important components in our algorithms.

2.1 Chebyshev interpolation

We begin by reviewing how to interpolate a function $g: [a,b] \to \mathbb{R}$ using Chebyshev interpolation. The first step is to construct the Chebyshev points of the first kind in the interval $[-1,1]$; these are given by $\xi_k = \cos \left( \frac{2k-1}{2n} \pi \right)$ for $k = 1, \ldots, n$. Using the mapping $I_{[a,b]}: [-1,1] \to [a,b]$ defined as

$$I_{[a,b]}(x) = (x+1)(b-a) + a,$$

we obtain the Chebyshev points in the interval $[a,b]$ as $\eta_k = I_{[a,b]}(\xi_k)$ for $k = 1, \ldots, n$. This mapping is invertible, with the inverse $I_{[a,b]}^{-1}(x) = \frac{2(x-a)}{b-a} - 1$. Recall that for a function $g(x)$ with $x \in [a,b]$, the Chebyshev interpolation polynomial of degree $n-1$ is

$$\pi_{n-1}(x) = \sum_{k=0}^{n-1} c_k T_k(I_{[a,b]}^{-1}(x)),$$

where $T_k(x) = \cos(k \cos^{-1}(x))$ is the Chebyshev polynomial of degree $k$, and $c_k$ are the coefficients of the Chebyshev polynomials. The coefficients $c_k$ can be obtained...
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using the interpolating conditions and the discrete orthogonality of the Chebyshev polynomials. If we define an interpolating polynomial \( S_n^{[a,b]}(x, y) \) as

\[
S_n^{[a,b]}(x, y) = \frac{1}{n} + \frac{2}{n} \sum_{k=1}^{n-1} T_k \left( I_{[a,b]}^{-1}(x) \right) T_k \left( I_{[a,b]}^{-1}(y) \right),
\]

then the polynomial \( \pi_{n-1}(x) \) can also be expressed as

\[
\pi_{n-1}(x) = \sum_{k=1}^{n} g(\eta_k) S_n^{[a,b]}(\eta_k, x).
\]

The idea of interpolation using Chebyshev polynomials can be extended to multivariate functions as we explore in Section 3.1. The accuracy of Chebyshev interpolation has been studied extensively; see for example [32,39].

2.2 Tensor Preliminaries

We now introduce notation and background information for handling tensors. See [29] for more details. A \( N \)-mode tensor is denoted as \( \mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) with entries \( x_{i_1 \ldots i_N} \) for \( 1 \leq i_j \leq I_j, 1 \leq j \leq N \).

**Matricization** We can reorder the elements of a tensor to “unfold” it into a matrix, and this process is known as matricization or mode-unfolding. A \( d \)-mode tensor (also called a \( d \)th order tensor) can be unfolded into a matrix in \( d \) different ways. For mode-\( j \), the mode-\( j \) fibers\(^1\) of a tensor \( \mathbf{X} \) are arranged to become the columns of a matrix. This matrix is called the mode-\( j \) unfolding, and is denoted by \( \mathbf{X}(j) \in \mathbb{R}^{I_j \times \prod_{k \neq j} I_k} \). We also denote the unfolding of modes 1 through \( j \) as \( \mathbf{X}(1:j) \in \mathbb{R}^{(I_1 \ldots I_j) \times \prod_{k=j+1}^{N} I_k} \).

**Tensor product** One fundamental operation with tensors is the mode-wise product, a way of multiplying a tensor by a matrix. For a matrix \( \mathbf{A} \in \mathbb{R}^{m \times I_j} \), the mode-\( j \) product of \( \mathbf{X} \) with \( \mathbf{A} \) is denoted \( \mathbf{Y} = \mathbf{X} \times_j \mathbf{A} \in \mathbb{R}^{I_1 \times \cdots \times I_{j-1} \times m \times I_{j+1} \times \cdots \times I_N} \). The entries of this product are

\[
Y_{i_1, \ldots, i_{j-1}, k, i_{j+1}, \ldots, i_{d}} = \sum_{i_j=1}^{I_j} x_{i_1, \ldots, i_d} a_{ki_j}, \quad 1 \leq k \leq m, \quad j = 1, \ldots, N.
\]

Note that we can also express the mode-\( j \) product as the product of two matrices, as \( \mathbf{Y}(j) = \mathbf{A} \mathbf{X}(j) \).

\(^1\) A mode-\( j \) fiber of a tensor is obtained by holding all indices except the \( j \)th fixed. For example, the mode-1 fibers of 3rd order tensor \( \mathbf{X} \) would be denoted \( \mathbf{X}^{\cdot,1,2;3}, \mathbf{X}^{\cdot,2,1;3}, \mathbf{X}^{\cdot,3,1;2} \).
Tucker representation. The Tucker form of an $N$-mode tensor $\mathbf{X}$, given a target rank $(r_1,\ldots,r_N)$, consists of a core tensor $\mathbf{G} \in \mathbb{R}^{r_1 \times \cdots \times r_N}$ and $N$ factor matrices $\{\mathbf{A}_j\}_{j=1}^N$, such that $\mathbf{X} \approx \mathbf{G} \times_{j=1}^N \mathbf{A}_j$. For short, we denote this form as $\mathbf{X} \approx [\mathbf{G}; \mathbf{A}_1,\ldots,\mathbf{A}_N]$.

A popular algorithm for computing a Tucker representation of a tensor is the Higher-order SVD (HOSVD) [11]. In this algorithm, each mode of a tensor $\mathbf{X}$ is processed separately and independently. For mode $j$, the factor matrix $\mathbf{A}_j$ is computed by taking the first $r_j$ left singular vectors of $\mathbf{X}_{(j)}$, where $(r_1,\ldots,r_d)$ is the target rank. Then, the core tensor is formed as $\mathbf{G} = \mathbf{X} \times_{d} \mathbf{A}_j^\top$. The tensor compression algorithms we will present in Section 3 are related to the HOSVD algorithm. This can be computationally expensive for large-scale problems, so we propose new randomized algorithms in Section 3, extending some of the methods proposed in [33].

2.3 Randomized Matrix Algorithms

In this section, we review some of the randomized algorithms (for matrices) that will be used in our later algorithms. The first of these is the randomized range finder, popularized in [27]. Given a matrix $\mathbf{X} \in \mathbb{R}^{m \times n}$, this algorithm finds a matrix $\mathbf{Q}$ that estimates the range of $\mathbf{X}$, i.e., $\mathcal{R}(\mathbf{X}) \approx \mathcal{R}(\mathbf{Q})$. This is accomplished by drawing a Gaussian random matrix $\Omega \in \mathbb{R}^{n \times (r+p)}$, where $r$ is the desired target rank, and $p \geq 0$ is an oversampling parameter. We then form the product $\mathbf{Y} = \mathbf{X}\Omega$, which consists of linear combinations of random columns of $\mathbf{X}$. We next compute a thin QR of the result, $\mathbf{Y} = \mathbf{QR}$, to obtain the matrix $\mathbf{Q}$ such that $\mathcal{R}(\mathbf{Q})$ is a good approximation to $\mathcal{R}(\mathbf{X})$. Taken together, this process gives the approximation $\mathbf{X} \approx \mathbf{QQ}^\top$. See steps 1-3 in Algorithm 1 for the details.

Algorithm 1 $[\mathbf{F}, \mathcal{J}] = \text{RRID}(\mathbf{X}, r, p)$

| Input: matrix $\mathbf{X} \in \mathbb{R}^{m \times n}$, target rank $r$, oversampling parameter $p$ such that $r + p \leq \min\{m,n\}$ |
| Output: factor matrix $\mathbf{F}$, $r + p$ selected indices $\mathcal{J}$ |
1. Draw standard random Gaussian matrix $\Omega \in \mathbb{R}^{n \times (r+p)}$
2. Multiply $\mathbf{Y} \leftarrow \mathbf{X}\Omega$
3. Compute thin QR $\mathbf{Y} = \mathbf{QR}$
4. Perform column pivoted QR on $\mathbf{Q}^\top$ to obtain permutation matrix $\mathbf{P} = [\mathbf{P}_1 \mathbf{P}_2]$, where $\mathbf{Q}^\top [\mathbf{P}_1 \mathbf{P}_2] = \mathbf{Z} \begin{bmatrix} \mathbf{R}_{11} & \mathbf{R}_{12} \end{bmatrix}$.

Take $\mathcal{J}$ to be the index set corresponding to the columns of $\mathbf{P}_1$ (note that $|\mathcal{J}| = r + p$).
5. Compute $\mathbf{F} \leftarrow \mathbf{Q}(\mathbf{Q}(\mathcal{J}, :))^{-1}$

The randomized range finder can be combined with subset selection (specifically pivoted QR, which we call the randomized row interpolatory decomposition (RRID)). This algorithm, similar to randomized SVD with row extraction [27, Algorithm 5.2], produces a low-rank approximation to a matrix $\mathbf{X}$ that exactly reproduces rows of $\mathbf{X}$. After the matrix $\mathbf{Q}$ is computed, we use pivoted QR on $\mathbf{Q}^\top$ to pick out indices of $r + p$ well-conditioned rows of $\mathbf{Q}$; denote this by $\mathcal{J}$. We then form the matrix $\mathbf{F} = \mathbf{Q}(\mathbf{Q}(\mathcal{J}, :))^{-1}$, which gives the low-rank approximation to $\mathbf{X}$.
as $X \approx FX(J)$, In practice, we use the Businger-Golub pivoting algorithm \[17, Algorithm 5.4.1\] but in Theorem 1 we use the strong rank-revealing QR factorization \[23\], since among the rank-revealing QR algorithms this algorithm has the best known theoretical results. The details of this algorithm are presented in Algorithm 1, and will be used later in our tensor compression algorithms.

3 Tensor-based functional approximation

In this section, we present our tensor-based approach to approximate functions. First, we explain our approach in general, which combines multivariate Chebyshev interpolation and tensor compression techniques to approximate a function $f$. We then propose three tensor compression methods that fit within our framework and the natural application of our approach to kernel approximations. Finally, we provide analysis of the computational cost of our approach as well as analysis of the accuracy.

3.1 Multivariate functional interpolation

Let us denote the Cartesian product of the intervals as $D = [\alpha_1, \beta_1] \times \cdots \times [\alpha_N, \beta_N] \subset \mathbb{R}^N$, and let $f : D \to \mathbb{R}$ be a function that we want to approximate using Chebyshev interpolation. We can expand the function using Chebyshev polynomials as

$$f(\xi_1, \ldots, \xi_N) \approx \sum_{j_1=1}^{n} \cdots \sum_{j_N=1}^{n} f^{(N)}(\eta^{(1)}_{j_1}, \ldots, \eta^{(N)}_{j_N}) \left( \prod_{k=1}^{N} S^{[\alpha_k, \beta_k]}_{n}(\eta^{(k)}_{j_k}, \xi_k) \right),$$

where $\eta^{(k)}_{j_k}$ are the Chebyshev points of the first kind in the interval $[\alpha_k, \beta_k]$ for $k = 1, \ldots, N$ and the interpolating polynomials $S_n$ have been defined in (3). Here we have assumed the same number of Chebyshev points in each dimension for ease of discussion, but this is straightforward to generalize. To match notation with (1), we have $c_{j_1, \ldots, j_N} = f(\eta^{(1)}_{j_1}, \ldots, \eta^{(N)}_{j_N})$ and $\phi^{(k)}_{j_k}(\cdot) = S^{[\alpha_k, \beta_k]}_{n}(\eta^{(k)}_{j_k}, \cdot)$.

For a fixed $\xi \in \mathbb{R}^N$, we can express this in tensor form as

$$\hat{f}(\xi_1, \ldots, \xi_N) = \mathcal{M} \times_1 s_1(\xi_1) \times_2 s_2(\xi_2) \times_3 \cdots \times_N s_N(\xi_N),$$

where the entries of $\mathcal{M} \in \mathbb{R}^{n \times \cdots \times n}$ are $\mathcal{M}_{j_1, \ldots, j_N} = f(\eta^{(1)}_{j_1}, \ldots, \eta^{(N)}_{j_N})$ and

$$s_k(\xi_k) = \left[ S^{[\alpha_k, \beta_k]}_{n}(\eta^{(k)}_{1}, \xi_k) \ldots S^{[\alpha_k, \beta_k]}_{n}(\eta^{(k)}_{n}, \xi_k) \right] \in \mathbb{R}^{1 \times n}, \quad k = 1, \ldots, N.$$

For a new point $\xi$, we need only to compute the factor matrices $s_k$. The core tensor $\mathcal{M}$ need not be recomputed. However, storing the core tensor can be expensive, especially in high dimensions since the storage cost is $n^N$ entries. Therefore, we propose to work with a compressed representation of the core tensor $\mathcal{M}$. In [12,
Section 2.5, the authors argue that for certain functions, the degree of the multivariate polynomial required for approximating a function to a specified tolerance can be larger than the multilinear rank (in each dimension). For these functions, this justifies a compression of the tensor which has a smaller memory footprint but is nearly as accurate as the multivariate polynomial interpolant.

Using the Tucker format, we can approximate $\mathcal{M} \approx \mathcal{M} = [\mathbf{G}; \mathbf{A}_1, \ldots, \mathbf{A}_N]$ where $\mathbf{G}^{r_1 \times \cdots \times r_N}$ and $\mathbf{A}_k \in \mathbb{R}^{n \times r_k}$ for $k = 1, \ldots, N$. Then,

$$
\hat{f}(\xi_1, \ldots, \xi_N) \approx \mathcal{M} = \mathcal{G} \bigotimes_{k=1}^{N} \mathbf{s}_k(\xi_k) = \mathbf{G} \bigotimes_{k=1}^{N} \mathbf{s}_k(\xi_k),
$$

where $\mathbf{s}_k(\xi_k) = s_k(\xi_k) \mathbf{A}_k \in \mathbb{R}^{1 \times r_k}$ for $k = 1, \ldots, N$ with entries

$$
[s_k(\xi_k)]_j = \sum_{i=1}^{n} a_{ij} s_n^{\alpha_{i} \beta_{i}}(\eta_i^{(k)}, \xi_k) \quad j = 1, \ldots, r_k.
$$

The compressed Tucker representation $\mathcal{M}$ can be obtained using any appropriate tensor compression technique (e.g., HOSVD, sequentially truncated HOSVD). However, computing this low-rank approximation using deterministic techniques is computationally expensive and requires many function evaluations. We propose randomized approaches to computing low-multirank Tucker approximations, in order to both avoid the computational costs and reduce the number of function evaluations, associated with non-randomized approaches.

3.2 Tensor compression techniques

We propose three new tensor compression methods in the context of compressing core tensor $\mathcal{M}$ as defined above. The first uses the Randomized Row Interpolatory Decomposition (RRID), or Algorithm 1, on each mode unfolding of the tensor to obtain a low-rank approximation for each mode. We provide an analysis for this method as well. The second tensor compression method is similar to the first, but works with a subsampled tensor instead, thus reducing the computational cost. Our third method uses the Kronecker product of Gaussian random matrices instead of a single Gaussian random matrix while compressing $\mathcal{M}$, which reduces the number of random entries needed. These three methods produce structure-preserving approximations in the Tucker format as described in [33]; this means that the core has entries from the original tensor $\mathcal{M}$ and the decomposition (in exact arithmetic) reproduces certain entries of the tensor exactly.

3.2.1 Method 1: Randomized Interpolatory Tensor Decomposition

The first compression algorithm we present uses a variation of the structure-preserving randomized algorithm that we previously proposed in [33, Algorithm 5.1] to compress core tensor $\mathcal{M}$. In mode 1, we apply Algorithm 1 with target rank $r_1$ and oversampling parameter $p$ to the mode-1 unfolding $M_{(1)}$ to obtain the low-rank approximation

$$
M_{(1)} \approx \mathbf{A}_1 \mathbf{P}_1^\top M_{(1)}.
$$
Here $P_1 \in \mathbb{R}^{n \times (r_t+p)}$ has columns from the identity matrix corresponding to the index set $J_1$. This process is repeated across each mode to obtain the other factor matrices $A_2, \ldots, A_N$ and the index sets $J_2, \ldots, J_N$. Finally, we have the low multirank Tucker representation

$$\mathcal{M} \approx \hat{\mathcal{M}} = [\mathcal{G}; A_1, \ldots, A_N].$$

In contrast to [33, Algorithm 5.1] in which we used sequential truncation, our low-rank approach can be described as the structure-preserving HOSVD algorithm. To analyze the computational cost of this algorithm, assume that the target tensor rank is $(r_t, \ldots, r_t)$. First, we discuss the cost of tensor compression. We apply the RRID algorithm to each mode unfolding of size $n \times n N - 1$. This costs $O(r_t n N)$ flops. The total cost is $O(N r_t n N)$ flops.

**Algorithm 2** Method 1: Randomized Interpolatory Tensor Decomposition

**Input:** Tensor $\mathcal{M} \in \mathbb{R}^{n \times \cdots \times n}$ of order $N$, tensor target rank $(r_t, \ldots, r_t)$, oversampling parameter $p$ such that $r_t + p \leq n$

**Output:** approximation $\hat{\mathcal{M}} = [\mathcal{G}; A_1, \ldots, A_N]$

1: for $j = 1, \ldots, N$ do
2: Compute $[A_j, J_j] = \text{RRID}(\mathcal{M}(j), r_t, p)$
3: end for
4: Form core tensor $\mathcal{G} = \mathcal{M}(J_1, \ldots, J_N)$

**Error Analysis** We now provide a result on the expected error from compressing a tensor $\mathcal{M}$ using Algorithm 2. Note that this theorem assumes we are using strong rank-revealing QR (sRRQR) in the RRID algorithm instead of pivoted QR. This proof is very similar to the proof of [33, Theorem 5.1], so we leave the proof to Appendix A.

**Theorem 1** Let $\hat{\mathcal{M}} = [\mathcal{G}; A_1, \ldots, A_N]$ be the rank-$(r_t, \ldots, r_t)$ approximation to $N$-mode tensor $\mathcal{M} \in \mathbb{R}^{n \times \cdots \times n}$ which is the output of Algorithm 2. We use oversampling parameter $p \geq 2$ such that $\ell = r_t + p < n$, and strong rank-revealing QR factorization [23, Algorithm 4] with parameter $f = 2$. Then the expected approximation error is

$$E_{\Omega_{k=1}^N} \|\mathcal{M} - \hat{\mathcal{M}}\|_F \leq \sum_{j=1}^N (g(n, \ell))^j \left(1 + \frac{r_t}{p-1}\right) \sum_{i=r_t+1}^n \sigma_i^2(M(j)) \right)^{1/2},$$

where $g(n, \ell) = \sqrt{1 + 4\ell(n - \ell)}$.

The interpretation of this theorem is that if the singular values of the mode-unfoldings $M(j)$ decay rapidly beyond the target rank, then the low-rank tensor approximation is accurate. See the discussion in [33, Section 5.2] for further discussion on the interpretation.
3.2.2 Method 2: Randomized Interpolatory Tensor Decomposition with Block Selection

Our second compression algorithm aims is a variant of the previous approach, which reduces the number of function evaluations and the computational cost, by working with a subsampled tensor rather than the entire tensor. Recall that we have assumed that the number of Chebyshev grid points in each spatial dimension is the same. Suppose we are given an index set \( I \) with cardinality \(|I| = n_b\) representing the subsampled fibers. In the first step of the algorithm, we process each mode for the tensor compression step; however, the main difference is that randomization is involved.

In mode 1, we form the tensor \( X = \mathcal{M}(I, \ldots, I) \in \mathbb{R}^{n_b \times n_b \times \cdots \times n_b} \) and apply the RRID algorithm to \( X_{(1)} \) to obtain the matrix \( A_1 \) and the index set \( J_1 \). We then have a low-rank approximation to \( \mathcal{M} \) as

\[
M_{(1)} \approx A_1 P_1^T X_{(1)}, \quad \mathcal{M} \approx \mathcal{M}(J_1, \ldots, J_N).
\]

Here \( P_1 \in \mathbb{R}^{n \times (r_t + p)} \) has columns from the identity matrix corresponding to the index set \( J_1 \). This process is repeated across each mode to obtain the other factor matrices \( A_2, \ldots, A_N \) and the index sets \( J_2, \ldots, J_N \). Finally, we have the low-rank Tucker representation

\[
\mathcal{M} \approx \hat{\mathcal{M}} = [\mathcal{G}; A_1, \ldots, A_N], \quad \mathcal{G} = \mathcal{M}(J_1, \ldots, J_N).
\]

The summary of all steps for the second variation is described in Algorithm 3.

Compared with Method 1, in each mode we are working with the subsampled version of the mode unfolding rather than the entire mode-unfolding. In other words, by setting \( n_b = n \) we can recover Method 1. To subsample, we use the nested property of the Chebyshev nodes [41]. More precisely, let the Chebyshev nodes

\[
\eta^{(n)}_k = \cos \left( \frac{(2k - 1)\pi}{2n} \right) \quad k = 1, \ldots, n.
\]

Then \( \eta^{(n)}_k = \eta^{(3n)}_{3k+1} \); i.e., the \( k \)-th point \( \eta^{(n)}_k \) is the \( 3k + 1 \)-th point \( \eta^{(3n)}_{3k+1} \). Therefore, assuming that \( n \) is a multiple of 3, to subsample by 1 level we take \( I = \{2, 5, \ldots, n-1\} \). To subsample more aggressively, by \( l \) levels, we take the indices to be \( I = \{3^{l-1} + 2, 3^l+1 + 5, \ldots\} \) and \( n_b = |I| = n/3^l \).

Now consider the computational cost. At the first step, the unfolded matrix \( X_{(1)} \) has dimensions \( n \times n_b^{N-1} \). Applying RRID for each mode requires \( O(nr_n n_b^{N-1}) \) flops; the total cost for the entire tensor decomposition is therefore \( O(Nr_t n_b^{N-1}) \). The number of function evaluations are \( n N n_b^{N-1} + (r_t + p)^N \); in practice, this is much smaller than \( n^N \) since we choose \( n_b, r_t \ll n \).

3.2.3 Method 3: Randomized Kronecker Product

In the third compression algorithm, we are essentially computing RRID along each mode for the tensor compression step; however, the main difference is that randomization is involved. Suppose we are given an index set \( I \) with cardinality \(|I| = n_b\) representing the subsampled fibers. In the first step of the algorithm, we process each mode for the tensor compression step; however, the main difference is that randomization is involved. Suppose we are given an index set \( I \) with cardinality \(|I| = n_b\) representing the subsampled fibers. In the first step of the algorithm, we process each mode for the tensor compression step; however, the main difference is that randomization is involved.

In the third compression algorithm, we are essentially computing RRID along each mode for the tensor compression step; however, the main difference is that randomization is involved. Suppose we are given an index set \( I \) with cardinality \(|I| = n_b\) representing the subsampled fibers. In the first step of the algorithm, we process each mode for the tensor compression step; however, the main difference is that randomization is involved.
Algorithm 3 Method 2: Randomized Interpolatory Tensor Decomposition with Block Selection

**Input:** tensor $\mathcal{M} \in \mathbb{R}^{n \times \cdots \times n}$ of order $N$, tensor target rank $(r_1, \ldots, r_N)$, index set $\mathcal{I} \subset \{1, \ldots, n\}$ with cardinality $n_\mathcal{I}$, oversampling parameter $p$ such that $r_1 + p \leq \min(n, n_\mathcal{I})$.

**Output:** approximation $\hat{\mathcal{M}} = [G; A_1, \ldots, A_N]$.

1: Set $P = [I(:, i_1) \cdots I(:, i_{n_\mathcal{I}})] \in \mathbb{R}^{n \times n_\mathcal{I}}$ to be the columns of the identity matrix, and $i_1, \ldots, i_{n_\mathcal{I}} \in \mathcal{I}$.
2: for $j = 1, \ldots, N$ do
3: Compute subsampled tensor $X = \mathcal{M} \times^N_{k=1, k \neq j} \Omega_k^\top$.
4: Compute $[A_j, J_j] = \text{RRID}(X_{(j)}, r_j, p)$.
5: end for
6: Form core tensor $G = \mathcal{M}(J_1, \ldots, J_N)$.

and compute the left singular vectors of the mode-1 unfolding $X_{(1)}$ to obtain the factor matrix $A_1$. We call this the Randomized Kronecker Product approach since using the definition of mode products

$$X_{(1)} = M_{(1)}(\Omega_{N-1} \otimes \cdots \otimes \Omega_1) \in \mathbb{R}^{n \times (r_1 + p)^{N-1}}.$$ 

To obtain the factor matrices $A_2, \ldots, A_N$, we follow a similar procedure along modes 2 through $N$. Finally, to obtain the core tensor we compute $G = \mathcal{M} \times_1 A_1^\top \cdots \times_N A_N^\top$. The rest of the algorithm resembles Method 1 and is detailed in Algorithm 4. The asymptotic cost of Method 3 is the same as Method 1. However, a potential advantage over Method 1 is the reduction in the number of random entries generated. In Method 1, in using a RRID along each mode, we need to generate $n(N-1)(r_i + p)$ random numbers, whereas in Method 3, we only need to generate $N(n(r_i + p))$ random numbers.

Algorithm 4 Method 3: Randomized Kronecker Product

**Input:** tensor $\mathcal{M} \in \mathbb{R}^{n \times \cdots \times n}$ of order $N$, tensor target rank $(r_1, \ldots, r_N)$, oversampling parameter $p$ such that $r_1 + p \leq n$.

**Output:** approximation $\mathcal{M} = [G; A_1, \ldots, A_N]$.

1: Draw Gaussian random matrices $\Omega_j \in \mathbb{R}^{n \times (r_1 + p)}$.
2: for $j = 1, \ldots, N$ do
3: Form $X = \mathcal{M} \times^N_{k=1, k \neq j} \Omega_k^\top$.
4: Compute thin QR factorization $X_{(j)} = Q_j R_j$.
5: Perform column pivoted QR on $Q_j^\top$ to obtain permutation matrix $[P_1 \ P_2]$

$$Q_j^\top [P_1 \ P_2] = Z [R_{11} \ R_{12}].$$

Take $J_j$ to be the index set corresponding to the columns of $P_1$ (note that $|J_j| = r_i + p$).
6: Compute $A_j = Q_j(Q_j(J_j,:)^{-1})$.
7: end for
8: Compute core tensor $G = \mathcal{M}(J_1, \ldots, J_N)$.

3.3 Error analysis

We now analyze the accuracy of the proposed algorithmic framework. Since there are several approximations (interpolation error, and errors due to tensor compres-
sion) involved, it is difficult to give sharp estimates of the error, but we aim to provide some insight into the error analysis.

We want to first understand the effect of the tensor compression on the overall approximation error. To this end, we use the triangle inequality to bound

\[ |f(\xi_1, \ldots, \xi_N) - \sum_{j=1}^{N} s_j(\xi_j)| \leq |f(\xi_1, \ldots, \xi_N) - \sum_{j=1}^{N} \mathcal{M} s_j(\xi_j)| + |(\mathcal{M} - \hat{\mathcal{M}}) \sum_{j=1}^{N} s_j(\xi_j)|. \]

The first term in the error is due to Chebyshev polynomial interpolation and can be bounded using classical results from multivariate approximation theory. Assuming that the function \( f \) satisfies the assumptions in [16, Theorem 2.2], then by Corollary 2.3 in that same paper \( |f(\xi_1, \ldots, \xi_N) - \mathcal{M} \sum_{j=1}^{N} s_j(\xi_j)| \leq C \rho^{-n} \), where \( C \) and \( \rho \) are positive constants with \( \rho > 1 \). To bound the second term, we use the Cauchy-Schwartz inequality to obtain

\[
|\mathcal{M} - \hat{\mathcal{M}}| \sum_{j=1}^{N} s_j(\xi_j)| \leq \|\mathcal{M} - \hat{\mathcal{M}}\|_F \prod_{i=1}^{N} \|s_i(\xi_i)\|_2.
\]

We then use the vector inequality \( \|s_i(\xi_i)\|_2 \leq \sqrt{n} \|s_i(\xi_i)\|_\infty \); the terms \( \|s_i(\xi_i)\|_\infty \) can also be bounded using results from interpolation; since the terms \( S_n \) are the same as the Lagrange basis functions defined at the appropriate interpolation nodes, we can bound

\[
\|s_j(\xi_j)\|_\infty \leq \sup_{x \in [\alpha_j, \beta_j]} \sum_{i=1}^{n} |S_n^{[\alpha_j, \beta_j]}(\eta_i^{(j)}, x)| =: A_{j,n}, \quad j = 1, \ldots, N,
\]

where \( A_{j,n} \) is the Lebesgue constant due to interpolation at the nodes \( \{\eta_i^{(j)}\}_{i=1}^{n} \).

For Chebyshev interpolating points, as is the case in our application, it is well known that (see [39, Chapter 15]) for the Chebyshev points \( A_{t,n} \leq \mathcal{O}(\log n) \) for \( t = 1, \ldots, N \). This gives \( \|s_1(\xi_1)\|_2 \leq \mathcal{O}(\sqrt{n} \log n) \), using which we can derive the error bound

\[
|f(\xi_1, \ldots, \xi_N) - \hat{\mathcal{M}} \sum_{j=1}^{N} s_j(\xi_j)| \leq C \rho^{-n} + \mathcal{O}(n^{N/2} \log^N n) \|\mathcal{M} - \hat{\mathcal{M}}\|_F.
\]

The important point to note is that there are two sources of error: the error due to Chebyshev interpolation which decreases geometrically with increasing number of Chebyshev nodes, and the error due to tensor compression is \( \|\mathcal{M} - \hat{\mathcal{M}}\|_F \) which is amplified by the term \( \mathcal{O}(n^{N/2} (\log n)^N) \). In numerical experiments, we have observed that the error due to the tensor compression was sufficiently small, so the amplification factor did not appear to have deleterious effects.

It is desirable to have an adaptive approach that produces an approximation for a given accuracy; we briefly indicate a few ideas to develop an adaptive approach. However, we do not pursue the adaptive case here further and leave it for future work. If the number of Chebyshev points \( n \) is not known in advance,
an adaptive approach can be derived that combines the methods proposed here with the computational phases as described in [28,12]. We can start with a small estimate for \( n \), we can use the fact that the Chebyshev points of the first kind are nested. We can start with a small value of \( n \) (say \( n = 16 \)), and increase \( n \) by multiples of 3 until a desired accuracy is achieved (by evaluating the accuracy on a small number of random points); since the points are nested, this avoids recomputing a fraction of the function evaluations. If the target rank \( r_t \) is not known in advance, we can use the techniques described in [33, Section 4] to estimate the target rank such that the low-rank decomposition satisfies a relative error bound involving a user-specified tolerance.

4 Application: Low-rank Kernel approximations

In this section, we use the functional tensor approximations developed in Section 3 to compute low-rank approximations to kernel matrices.

4.1 Problem Setup and Notation

Rank-structured matrices are a class of dense matrices that are useful for efficiently representing kernel matrices. In this approach, the kernel matrix is represented as a hierarchy of subblocks, and certain off-diagonal subblocks are approximated in a low-rank format. There are several different types of hierarchical formats for rank-structured matrices, including \( \mathcal{H} \)-matrices, \( \mathcal{H}^2 \)-matrices, hierarchically semi-separable (HSS) matrices, and hierarchically off-diagonal low-rank (HODLR) matrices. For more details on hierarchical matrices, see [24,26,19,6,25,35]. If the number of interaction points is \( N_s \), then the matrix can be stored approximately using \( O(N_s (\log^t N_s)) \) entries rather than \( N_s^2 \) entries, and the cost of forming matrix-vector products (matvecs) is \( O(N_s (\log^t N_s)) \) flops, where \( s, t \geq 0 \) are nonnegative integers depending on the format and the algorithm for computing the rank-structured matrix. The dominant cost in working with rank-structured matrices is the high cost of computing low-rank approximations corresponding to off-diagonal blocks, which we address here using novel tensor-based methods.

Before showing how to compute these off-diagonal blocks efficiently, we define the problem setup that we will use in the rest of this chapter. Let \( \mathcal{X} = \{x_1, x_2, \ldots, x_{N_s}\} \) and \( \mathcal{Y} = \{y_1, y_2, \ldots, y_{N_t}\} \) be \( N_s \) and \( N_t \) source and target points, respectively. These points are assumed to be enclosed by two boxes, \( B_s, B_t \subset \mathbb{R}^D \), where \( D \) is the dimension, defined as

\[
B_s = [a_1, b_1] \times \cdots \times [a_D, b_D],
B_t = [c_1, d_1] \times \cdots \times [c_D, d_D],
\]

such that \( \mathcal{X} \subset B_s \) and \( \mathcal{Y} \subset B_t \). These bounding boxes are plotted in Figure 1 for visualization in two spatial dimensions (i.e., \( D = 2 \)). Then, for the kernel \( \kappa : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R} \), let the interaction matrix \( \mathcal{K} (\mathcal{X}, \mathcal{Y}) \) be defined as

\[
\mathcal{K} (\mathcal{X}, \mathcal{Y}) = \begin{bmatrix}
\kappa(x_1, y_1) & \kappa(x_1, y_2) & \cdots & \kappa(x_1, y_{N_t}) \\
\kappa(x_2, y_1) & \kappa(x_2, y_2) & \cdots & \kappa(x_2, y_{N_t}) \\
\vdots & \vdots & \ddots & \vdots \\
\kappa(x_{N_s}, y_1) & \kappa(x_{N_s}, y_2) & \cdots & \kappa(x_{N_s}, y_{N_t})
\end{bmatrix}.
\]
Fig. 1 Visual of the bounding boxes in two spatial dimensions for source points, $\mathcal{B}_s$, and for target points, $\mathcal{B}_t$. Note that $\mathcal{X} \subset \mathcal{B}_s$ and $\mathcal{Y} \subset \mathcal{B}_t$.

We can only represent blocks in low-rank form if those blocks are admissible. Note that the diameters of the bounding blocks $\mathcal{B}_s$ and $\mathcal{B}_t$ are

$$\text{diam}(\mathcal{B}_s) = \sqrt{\sum_{j=1}^{D} (b_j - a_j)^2}, \quad \text{diam}(\mathcal{B}_t) = \sqrt{\sum_{j=1}^{D} (d_j - c_j)^2},$$

(7)

We define the distance $\text{dist}(\mathcal{B}_s, \mathcal{B}_t)$ between these blocks as the minimum distance between any two points from $\mathcal{B}_s$ and $\mathcal{B}_t$. Specifically,

$$\text{dist}(\mathcal{B}_s, \mathcal{B}_t) = \min_{x \in \mathcal{B}_s} \min_{y \in \mathcal{B}_t} \left( \sum_{j=1}^{D} (y_j - x_j)^2 \right)^{1/2}.$$

(8)

The domains $\mathcal{B}_s$ and $\mathcal{B}_t$ are considered strongly admissible if they satisfy

$$\max\{\text{diam}(\mathcal{B}_s), \text{diam}(\mathcal{B}_t)\} \leq \eta \text{dist}(\mathcal{B}_s, \mathcal{B}_t),$$

(9)

where $\eta > 0$ is the admissibility parameter. This means two sets of points are strongly admissible if they are sufficiently well-separated. Two blocks are weakly admissible if there is no overlap between them. Typically, we will assume that the blocks $\mathcal{B}_s$ and $\mathcal{B}_t$ are either strongly or weakly admissible. However, in Section 5.3 we discuss how to compute a global low-rank approximation assuming only that $\mathcal{B}_s = \mathcal{B}_t$ and that the kernel is sufficiently smooth (and that the blocks are not admissible).

Given points $\mathcal{X} \subset \mathcal{B}_s$ and $\mathcal{Y} \subset \mathcal{B}_t$, we seek to compute the pairwise kernel interactions between the sets of points, i.e., $\mathcal{K}(\mathcal{X}, \mathcal{Y})$. This is expensive both from a computational and storage perspective. If we simply compute the kernel interaction for each pair of points, this requires $N_s N_t$ kernel interactions and the cost of storage is $\mathcal{O}(N_s N_t)$. As $N_s$ and $N_t$ can get quite large, computing $\mathcal{K}(\mathcal{X}, \mathcal{Y})$ can become computationally challenging. Assuming that the points are well-separated so that the kernel interactions between the source and targets can be treated as a smooth function, the matrix $\mathcal{K}(\mathcal{X}, \mathcal{Y})$ can be approximated in a low-rank format. However,
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computing this low-rank approximation is computationally expensive. To this end, our goal is to compute an approximation to \( K(\mathcal{X}, \mathcal{Y}) \) with a cost that is linear in \( Ns \) and \( Nt \), which we accomplish using multivariate Chebyshev interpolation.

**Fig. 2** Visual representation in two spatial dimensions of mapping source and target points to Chebyshev grids, shown by steps 1 and 3. Step 2 shows computing the interactions between Chebyshev grid. Each numbered step corresponds to a matrix shown in Figure 3.

4.2 Low-rank approximation of \( K(\mathcal{X}, \mathcal{Y}) \)

Suppose we have the boxes \( B_s, B_t \subset \mathbb{R}^D \) denoting the bounding boxes for the sources and the targets respectively that are well-separated so that the kernel function \( \kappa: B_s \times B_t \rightarrow \mathbb{R} \) can be viewed as a smooth function \( f: \mathbb{R}^{2D} \rightarrow \mathbb{R} \) of the form

\[
f(x_1, \ldots, x_D, y_1, \ldots, y_D) := \kappa(x, y), \quad x \in B_s, y \in B_t.
\]

That is, we identify \( \xi_j = x_j \) and \( \xi_{j+D} = y_j \) for \( j = 1, \ldots, D \). Similarly, \( \alpha_j = a_j, \beta_j = b_j, \alpha_{j+D} = c_j \) and \( \beta_{j+D} = d_j \) for \( j = 1, \ldots, D \). This allows us to approximate the function \( f \), and, therefore, the kernel by a multivariate Chebyshev polynomial approximation

\[
\kappa(x, y) \approx \sum_{j_1=1}^{n} \cdots \sum_{j_N=1}^{n} f(u_{j_1}^{(1)}, \ldots, u_{j_N}^{(N)}) \left( \prod_{k=1}^{N} \mathcal{S}_{[\alpha_k, \beta_k]} [v_{j_k}^{(k)}, \xi_k] \right) \]

\[
= \mathcal{M} \left( \bigotimes_{k=1}^{D} s_k(x_k) \right) \left( \bigotimes_{k=D+1}^{2D} s_k(y_k - D) \right),
\]

following the notation in Subsection 3.1 for \( \mathcal{M} \). We can use the multidimensional Chebyshev approximation to obtain a low-rank representation for \( K(\mathcal{X}, \mathcal{Y}) \) as follows.
Low-rank approximation We are now given the set of points $\mathcal{X} = \{x_j\}_{j=1}^{N_s}$ and $\mathcal{Y} = \{y_j\}_{j=1}^{N_t}$. Let us define the sequence of matrices $\{U_j\}_{j=1}^{D}$ and $\{V_j\}_{j=1}^{D}$ such that
\[
U_j = \begin{bmatrix} s_j([x_1]) \\ s_j([x_2]) \\ \vdots \\ s_j([x_{N_s}]) \end{bmatrix} \in \mathbb{R}^{N_s \times n}, \quad V_j = \begin{bmatrix} s_j([y_1]) \\ s_j([y_2]) \\ \vdots \\ s_j([y_{N_t}]) \end{bmatrix}^\top \in \mathbb{R}^{N_t \times n},
\]
for $j = 1, \ldots, D$. Let $\bowtie$ define the row-wise Khatri-Rao product. Using these sequences, we define the following factor matrices to be the row-wise Khatri-Rao product of the matrices $\{U_j\}_{j=1}^{D}$ and $\{V_j\}_{j=1}^{D}$ in reverse order
\[
F_s = U_D \bowtie U_{D-1} \bowtie \cdots \bowtie U_1 \in \mathbb{R}^{N_s \times n^D},
\]
\[
F_t = V_D \bowtie V_{D-1} \bowtie \cdots \bowtie V_1 \in \mathbb{R}^{N_t \times n^D}.
\]
This gives the low-rank approximation (see Figure 3 for a visual representation)
\[
\mathcal{K}(\mathcal{X}, \mathcal{Y}) \approx F_s M F_t^\top,
\]where $M = M_{(1:D)} \in \mathbb{R}^{n^D \times n^D}$ is an unfolding of the tensor $\mathcal{M}$. The storage cost of this representation is $n^{2D} + nD(N_s + N_t)$, assuming $F_s$ and $F_t$ are stored in terms of factors $\{U_j\}_{j=1}^{D}$ and $\{V_j\}_{j=1}^{D}$ and are not formed explicitly.

Compressed low-rank representation Suppose we compress $\mathcal{M}$ using the methods discussed in Section 3 to obtain $\mathcal{\hat{M}} = [\mathcal{G}; A_1, \ldots, A_{2D}]$ with multirank $(\ell, \ldots, \ell)$ (here $\ell = r_t + p$), we can write the kernel approximation as
\[
\kappa(x, y) \approx \mathcal{\hat{M}} \bigotimes_{k=1}^{2D} s_k(\xi_k) = \mathcal{G} \bigotimes_{k=1}^{2D} \mathcal{S}_k(\xi_k).
\]
where \( \tilde{s}_k(\xi_k) = s_k(\xi_k)A_k \) for \( k = 1, \ldots, 2D \). Similar to the low-rank representation discussed above, we define the sequences \( \{\tilde{U}_j\}_{j=1}^{D}, \{\tilde{V}_j\}_{j=1}^{D} \), as

\[
\tilde{U}_j = U_j A_j \quad \tilde{V}_j = V_j A_j \quad j = 1, \ldots, D.
\]

We also have the matrices

\[
\tilde{F}_s = \tilde{U}_D \times \tilde{U}_{D-1} \times \cdots \times \tilde{U}_1 \in \mathbb{R}^{N_s \times t^D}
\]

\[
\tilde{F}_t = \tilde{V}_{2D} \times \tilde{V}_{2D-1} \times \cdots \times \tilde{V}_{D+1} \in \mathbb{R}^{N_t \times t^D}.
\]

Finally, the low-rank matrix approximation to \( \mathcal{K}(X, Y) \) is

\[
\mathcal{K}(X, Y) \approx \tilde{F}_s \tilde{M} \tilde{F}_t^T,
\]

where, now, \( \tilde{M} = G_{(1,D)} \in \mathbb{R}^{t^D \times t^D} \). The storage cost using this representation (assuming \( \tilde{F}_s \) and \( \tilde{F}_t \) are stored in terms of factors \( \{\tilde{U}_j\}_{j=1}^{D}, \{\tilde{V}_j\}_{j=1}^{D} \) is \( \ell^{2D} + \ell D(N_s + N_t) \) and has obvious storage benefits when \( \ell \ll n \).

**Further compression** We now have a low-rank approximation of the form \( \tilde{F}_s \tilde{M} \tilde{F}_t^T \).

For an additional computational cost, we can achieve further compression. We compute the thin QR factorizations \( \tilde{F}_s = Q_s R_s \) and \( \tilde{F}_t = Q_t R_t \) and form \( B = R_s \tilde{M} R_t^T \). Then we compute the truncated SVD \( B \approx \tilde{U}_B \tilde{\Sigma}_B \tilde{V}_B^T \) corresponding to the matrix rank \( r_1 \). Finally, we have the low-rank approximation

\[
\mathcal{K}(X, Y) \approx \tilde{U} \tilde{\Sigma} \tilde{V}^T,
\]

where \( \tilde{U} = Q_s \tilde{U}_B \) and \( \tilde{V} = Q_t \tilde{V}_B \). Suppose the target matrix rank is \( r_m \). Assuming that we use RandSVD to compute the SVD of \( B \), the additional cost required for further compression is \( O((r_m r_1 + r_1^D)(N_s + N_t) + r_1^2 D r_m) \) flops.

4.3 Computational cost and Error

Suppose we were to use the SVD to compress interaction matrix \( \mathcal{K}(X, Y) \); the cost of compression is then \( O(\max\{N_s, N_t\} \min\{N_s, N_t\}^2) \) flops. If the number of sources and targets are large, then this cost has cubic scaling with the number of points. By using the BBFMM, the cost of forming the kernel approximation \( \mathcal{K}(X, Y) \approx F_s M F_t^T \) becomes \( O(n^D(N_s + N_t) + n^{2D}) \) flops, since forming \( F_s, F_t \) cost \( O(n^D(N_s + N_t)) \) flops and forming \( M \) costs \( O(n^{2D}) \) flops. Since the cost of storage of the BBFMM approximation can be large when \( n \) is large, we have proposed various techniques for compressing \( M \).

We now summarize the costs of the various compression techniques at our disposal. It should be noted that to obtain a low-rank approximation to \( \mathcal{K}(X, Y) \), we need to include the cost of forming \( F_s \) and \( F_t \) which cost \( O(n^D(N_s + N_t)) \) flops. If the SVD is used for compressing \( M \), then the cost is \( O(n^{3D}) \) flops; if RandSVD is used instead of SVD, then the cost is \( O(n^{2D} r_m) \) flops. Methods 1 and 3 both cost \( O(D r_m n^{2D}) \) flops, whereas Method 2 costs \( O(D n_b^{2D-1} r_1 r_m) \) flops. Method 2 is the most computationally efficient of the proposed algorithms if \( n_b, r_1, p \ll n \), and if \( n_b = n \), Method 2 has the same cost as Methods 1 and 3. Note that Methods 1
and 3 have comparable cost to RandSVD directly computed on $\mathcal{M}$, but typically the tensor rank $r_1$ is chosen to be smaller than $r_m$, so we expect the tensor-based methods to be more efficient for the same accuracy. As mentioned earlier, Method 3 may be preferable to Method 1 since it requires generating fewer random numbers.

| Approximation Method | Cost | Kernel Evals. | Storage |
|----------------------|------|---------------|---------|
| SVD                  | $O(\max\{N_x, N_t\} \min\{N_x, N_t\})$ | $N_x N_t$ | $O(r(N_x + N_t))$ |
| BBFM     | $O(n^D(N_x + N_t) + n^{2D})$ | $n^{2D}$ | $O(n^{2D} + n^D N_x N_t)$ |
| BBFM + SVD | $O(n^{2D} + n^D(N_x + N_t))$ | $n^{2D}$ | $O(r_m(N_x + N_t))$ |

Table 1 Summary of the computational cost of the various algorithms. The upper table represents the computational cost of the standard approaches, and the lower table represents the computational costs associated with the tensor compression methods proposed. Here, $n$ is the number of Chebyshev nodes, $r_1$ is the tensor target rank, $r_m$ is the matrix target rank, $\ell = r_1 + p$ where $p$ is the oversampling parameter, and $n_b$ is the number of blocks drawn from $\mathcal{M}$ in Method 2.

Another potential benefit of Method 2 is the number of kernel evaluations needed to form $\mathcal{M}$. In nearly all the other approaches, the tensor $\mathcal{M}$ needs to be formed explicitly requiring $n^{2D}$ kernel evaluations. In Method 2, only a portion of the tensor $\mathcal{M}$ needs to be formed. That is, for $D = 2$ (i.e., in two spatial dimensions), we only need $4n^2 N + (r_1 + p)^4$ kernel evaluations. Assuming $r_1 = p = 5$ and $n = 27$, we only need $(4n^2 N + (r_1 + p)^4)/n^4 \approx 15\%$ of the total function evaluations if $n_b = 9$ and approximately $2\%$ of the total function evaluations if $n_b = 3$. In other words, we only need a small percentage of the kernel evaluations, which can be beneficial if the kernel evaluations are expensive.

There are other benefits to using our tensor-based compression method. Consider a time-dependent problem in which the source and target points are changing in time but are contained within the same bounding boxes $B_s$ and $B_t$. Although the matrices $F_s, F_t$ change in time, the kernel interactions in $\mathcal{M}$ do not change, and the matrix approximation $\tilde{\mathcal{M}}$ can be precomputed and deployed efficiently in the time dependent problem. This can yield significant reductions in computational cost and has low storage costs since the resulting approximations can be stored efficiently.

**Error analysis** Consider a fixed source point $x \in B_s$ and a fixed target point $y \in B_t$. With the notation in Section 4.2, we can write $\kappa(x, y) \approx \mathcal{M} \times_{j=1}^{2D} s_j(\xi_j)$, where

$$s_j(\xi_j) = \left[\sum_{i=1}^{N_s} b_i(\eta_j^{(i)}, \xi_j) \cdots \sum_{i=1}^{N_t} b_i(\eta_j^{(i)}, \xi_j)\right] \in \mathbb{R}^{1 \times n}, \quad j = 1, \ldots, 2D.$$ 

Note that $\xi_j = x_j$ and $\xi_{j + D} = y_j$ for $j = 1, \ldots, D$. The vectors $s_{j + D}(\xi_{j + D})$ for $j = 1, \ldots, D$ are defined analogously. Following the discussion in Section 3.3, we can derive the error bound

$$|\kappa(x, y) - \tilde{\mathcal{M}} \times_{j=1}^{2D} s_j(\xi_j)| \leq C\rho^{-n} + O(n^D \log^{2D} n)\|\mathcal{M} - \tilde{\mathcal{M}}\|_F.$$
5 Numerical Experiments

We demonstrate the performance of our algorithms on three different sets of numerical experiments. The first set of experiments study the accuracy of the tensor-based function approximations on synthetic test problems and an application in electrical circuits. The second set of experiments study the performance of the low-rank approximations for kernel matrices on a wide variety of kernels from PDEs, Radial basis interpolation, and Gaussian processes. The final set of experiments, is an application to a test dataset that has been used in Gaussian processes.

5.1 Function approximation

We first investigate the use of the tensor-based function approximation. We choose three different test problems that were also considered in [28,12]. Note that while these references focus on constructing highly accurate function approximations (typically with 15 digits of accuracy), our goal is to test the performance of the tensor compression methods. Specifically, we choose

\begin{align*}
  f_1(x, y, z) &= \frac{1}{1 + 25(x^2 + y^2 + z^2)} \\
  f_2(x, y, z) &= \sin(x + yz) \\
  f_3(x, y, z) &= \tanh(3(x + y + z)).
\end{align*}

We choose the number of Chebyshev nodes \( n = 36 \), the target rank \( \ell = r_l + p = 10 \). We choose the number of blocks \( n_b = 4 \). To compute the error, we used 100 randomly generated points in \([-1, 1]^3\) and report the relative error in the \( \infty \)-norm. The results are reported in Table 2. We see that Method 3 is the most accurate and its accuracy is comparable with Method 1 and HOSVD. For functions \( f_1 \) and \( f_3 \), the low-rank compression is not that significant compared to function \( f_2 \) and for these cases the performance of Method 2 are comparable to Method 3 (and HOSVD). For \( f_2 \), Method 2 has small error but is not as accurate as the other methods. However, Method 2 requires far fewer function evaluations \( \approx 5\% \) and can be computationally efficient for good accuracy when the function evaluations are very expensive.

| Function | HOSVD | Method 1 | Method 2 | Method 3 |
|----------|-------|----------|----------|----------|
| \( f_1 \) | \( 8.75 \times 10^{-3} \) | \( 8.75 \times 10^{-3} \) | \( 8.75 \times 10^{-3} \) | \( 2.29 \times 10^{-3} \) |
| \( f_2 \) | \( 6.49 \times 10^{-13} \) | \( 5.80 \times 10^{-12} \) | \( 1.046 \times 10^{-8} \) | \( 2.41 \times 10^{-13} \) |
| \( f_3 \) | \( 2.71 \times 10^{-3} \) | \( 7.18 \times 10^{-2} \) | \( 4.41 \times 10^{-2} \) | \( 5.00 \times 10^{-3} \) |

Table 2 Accuracy of the proposed methods on the test functions defined in (13).

*Six-dimensional test problem* Our next test problem is a 6-dimensional test problem modeling an electrical circuit, which has been used for statistical screening and sensitivity analysis [10]. The details of this test problem are available in [5], under Emulation & Prediction test problems/OTL Circuit test problem. For the test parameters, we choose the number of Chebyshev nodes \( n = 12 \), the rank \( r_l = 5 \).
and oversampling \( p = 0 \). We choose the number of blocks \( n_b = 4 \). To compute the error, we used 100 randomly generated points in the domain of the function, and report the relative error in the \( \infty \)-norm:

| Method | Error |
|--------|-------|
| HOSVD  | \( 7.74 \times 10^{-8} \) |
| Method 1 | \( 2.04 \times 10^{-7} \) |
| Method 2 | \( 1.77 \times 10^{-7} \) |
| Method 3 | \( 1.83 \times 10^{-7} \) |

For this example, all three methods had comparable accuracy and Method 2 only requires \( \sim 3\% \) of the function evaluations. The resulting functional approximation using any of the methods can, therefore, be deployed as a numerical surrogate in applications. Method 2 is especially attractive for problems in which the function evaluations are expensive.

5.2 Kernel low-rank approximations

First, we consider the kernel approximations in 2D. In these experiments, we use \( n = 27 \) Chebyshev nodes for each dimension. For Method 2, we will take \( n_b = 9 \) for all the kernels. Also, we will compute the relative error as

\[
\text{relerr} = \frac{\|K(X, Y) - \hat{F}_s\hat{M}\hat{F}_t\|_\infty}{\|K(X, Y)\|_\infty},
\]

where \( \|A\|_\infty = \max_{i,j} |a_{ij}| \) is the max-norm.

We define our source and target boxes for two spatial dimensions in the following way. Let the source box have one vertex at the origin and side length \( L \). The target box also has side length \( L \), and let \( D \) be the distance between bottom left vertices. Finally, define \( \theta \) to be the angle describing the placement of the target box in relation to the sources box. A visual representation of this setup is in Figure 4. Unless otherwise stated, we will use \( L = 5, D = 10, \) and \( \theta = \pi/4 \). In the boxes defined in this manner, we will generate \( N_s = 500 \) and \( N_t = 500 \) uniformly randomly distributed source and target points, respectively.

**Experiment 1: Comparing different kernels** In our first experiment, we consider the relative error produced by our algorithms for five different kernels that are taken from different fields: partial differential equations (PDEs), Radial basis functions, and Gaussian Processes.

| Kernel function \( \varphi(r) \) | Name | Field |
|-------------------------------|------|-------|
| \( 1/r \) | Laplace-3D | PDEs |
| \( 1/r^2 \) | Biharmonic | PDEs |
| \( -\log(r) \) | Laplace-2D | PDEs |
| \( r^2 \log(r) \) | Thin-plate | Radial basis functions |
| \( \sqrt{1 + (\frac{r}{\sigma})^2} \) | Multiquadric | Radial basis functions |
| \( \exp(-\frac{(r)^2}{2}) \) | Gaussian | Radial basis functions |
| \( \exp(-\frac{r}{\sigma}) \) | Matérn-1/2 | Gaussian Processes |
| \( (1 + \sqrt{3}\frac{r}{\sigma})\exp(-\frac{\sqrt{3}r}{\sigma}) \) | Matérn-3/2 | Gaussian Processes |
| \( (1 + \sqrt{5}\frac{r}{\sigma})\frac{1}{2}(\frac{r}{\sigma})^2 \exp(-\frac{\sqrt{5}r}{\sigma}) \) | Matérn-5/2 | Gaussian Processes |

**Table 3** List of kernels of the form \( \kappa(x, y) = \varphi(r) \), where \( r = \|x - y\|_2 \) and \( \sigma \) is the scale parameter.
Fig. 4 Box setup for our numerical experiments for two spatial dimensions, where $L$ is the length of both the source and target boxes, $D$ is the distance between bottom left corners of boxes, and $\theta$ is the angle describing the placement of the target box.

We compare relative error with increasing target rank $\ell = r_1 + p$. To provide a reasonable comparison in this case, we plot the performance of our algorithms against the relative error of using an HOSVD of $\mathcal{M}$ instead of the tensor methods we proposed in Section 3. These results are plotted in Figure 5. We see that for all five kernels, the accuracy is very similar for each algorithm, with Method 3 and HOSVD as the most accurate.

Fig. 5 Relative error of Methods 1, 2, and 3 with increasing target rank $r_1$ values compared to HOSVD for nine different kernels.
Experiment 2: Comparison with randomized SVD

The tensor based methods can be used to produce the low-rank approximation (11) which has a rank $\ell D$, however, an alternative approach is to compress the approximate low-rank representation using Chebyshev interpolation $F_s M F_t^\top$ (see (10)), which has rank $n D$, using matrix techniques (e.g., SVD or RandSVD). For fair comparison, we compress the output of all the approximations to the same target rank $\ell$ using the approach described in obtaining (12) (note that the rank of the low-rank approximation before compression is $\ell^2$). The relative error computed for the recompressed tensor-based approximations compared to a RandSVD of the same rank is plotted in Figure 6 with increasing target rank $\ell_t$. For all five kernels, the accuracy of the tensor based approaches is comparable to that using matrix techniques. However, the tensor-based methods are more advantageous (since Method 2 has fewer kernel evaluations and computational cost, and Method 3 requires generating fewer random numbers).

![Fig. 6](image)

Fig. 6 Relative error from Methods 1, 2, and 3 compared to RandSVD with increasing target rank $\ell = \ell_t + p$. The low-rank approximation for Methods 1, 2, and 3 were recompressed to rank $\ell$ (from rank $\ell^2$).

Experiment 3: Three spatial dimensions

We now consider experiments in three spatial dimensions. For each of these experiments, we generate the boxes as in the previous subsection. Both the source and target boxes are of size $L = 5$ and are placed in the first octant. The source box has one corner at the origin, and the distance between the origin and the corresponding corner of the target box is $D = 15$. In these boxes, we generate $N_s = N_t = 500$ source and target points that are randomly spaced. Furthermore, we take $n = 18$ Chebyshev nodes for each dimension, with block size $n_b = 6$. We plot the relative error from Methods 1, 2, 3, and HOSVD as the target rank $\ell$ increases for five different kernels. These error values are shown in Figure 7. HOSVD and Method 3 are the most accurate for each kernel, but all relative error values are very similar to each other. We see that Method 2 is less accurate for the Gaussian kernel for the larger values of $\ell$.

5.3 Application to Gaussian Processes

In Gaussian processes involving large datasets [31], it is desirable to construct a global low-rank approximation when the sources and target points are the same.
That is, $\mathcal{X} = \mathcal{Y}$, and we want to compute low-rank approximations of the form $\mathcal{K}(\mathcal{X}, \mathcal{X})$. Here the implicit assumption is that the kernel is sufficiently smooth so that the matrix admits a low-rank approximation. There are approaches in the literature to generate low-rank approximations such as Nyström [30], Structured Kernel Interpolation [40], block-structure [36], etc.

Since the resulting matrix is symmetric and positive definite, we would like to preserve the symmetry in the low-rank approximation. We can easily adapt the methods proposed in Sections 3 to handle this. First, by the symmetry of the problem, we have $B_i = B_j$ and, therefore, $c_j = a_j$ and $d_j = b_j$ for $j = 1, \ldots, D$. Furthermore, we compute the factor matrices only along the first $D$ modes. This gives us the compressed tensor representation $\mathcal{M} \approx \mathcal{G} \left( \mathbf{A}_1, \ldots, \mathbf{A}_D, \mathbf{A}_1, \ldots, \mathbf{A}_D \right)$ with target rank $(r_1, \ldots, r_D)$ which we can also express as

$$
\mathcal{M} \approx \mathcal{G} \left( \bigotimes_{j=1}^{D} \mathbf{A}_j \right) \left( \bigotimes_{j=D+1}^{2D} \mathbf{A}_{j-D} \right),
$$

$$
\mathcal{G} = \mathcal{M} \left( \bigotimes_{j=1}^{D} \mathbf{A}_j^\top \right) \left( \bigotimes_{j=D+1}^{2D} \mathbf{A}_{j-D}^\top \right).
$$

Using this tensor approximation, we can obtain a low-rank approximation kernel approximation

$$
\mathcal{K}(\mathcal{X}, \mathcal{X}) \approx \hat{\mathcal{K}} \hat{\mathcal{M}} \hat{\mathcal{F}}^\top,
$$

where $\hat{\mathcal{F}} = \hat{\mathbf{U}}_D \times \hat{\mathbf{U}}_{D-1} \times \cdots \times \hat{\mathbf{U}}_1$. The storage cost of the low-rank approximation is $2r_1DN_\mathcal{X} + r_1^2D$; if $\hat{\mathcal{F}}$ is formed explicitly, then the cost of storing is $2r_1DN_\mathcal{X} + r_1^2D$ entries. For simplicity, we have assumed the amount of oversampling is $p = 0$, but it is straightforward to incorporate additional oversampling.

We use the daily precipitation data set corresponding to 5,500 weather stations in the US for the year 2010 [1]. The details of this test problem are given in [13]. In total, this data set has $N_\mathcal{X} = 628,474$ points. Our goal is only to compare the
accuracy of the kernel matrix approximations and not to study its application to Gaussian Process regression. To this end, we denote $K = \mathcal{K}(\mathcal{X}, \mathcal{X})$ and $\tilde{K} = \tilde{F} \tilde{M} \tilde{F}^\top$. We compute the relative error as

$$\text{rel err} = \frac{|\text{trace}(K) - \text{trace}(\tilde{K})|}{\text{trace}(K)}.$$ 

We use this error measure since it only requires computing the diagonals of $K$ and $\tilde{K}$. We take the kernel to be

$$\kappa(x, y) = \exp \left( -\sum_{j=1}^{3} \frac{(y_j - x_j)^2}{\sigma_j^2} \right)^{1/2}.$$ 

The scale parameters are taken to be $\sigma_1 = 0.8 \cdot 80$, $\sigma_2 = 0.8 \cdot 30$, $\sigma_3 = 0.8 \cdot 365$. We take the number of Chebyshev points $n = 27$ and the number of blocks $n_b = 9$ and the results are reported in Table 4. Once again, we see that all three methods are highly accurate and the accuracy of the methods are comparable to that using HOSVD. In the worst case, Method 2 only required $\approx 1.3\%$ of the total function evaluations.

|       | $r_1 = 2$ | $r_1 = 4$ | $r_1 = 6$ | $r_1 = 8$ |
|-------|-----------|-----------|-----------|-----------|
| HOSVD | $8.06 \times 10^{-2}$ | $2.49 \times 10^{-4}$ | $3.24 \times 10^{-6}$ | $2.14 \times 10^{-10}$ |
| Method 1 | $4.04 \times 10^{-2}$ | $5.39 \times 10^{-4}$ | $1.40 \times 10^{-6}$ | $9.84 \times 10^{-10}$ |
| Method 2 | $1.31 \times 10^{-1}$ | $5.13 \times 10^{-4}$ | $3.57 \times 10^{-6}$ | $1.28 \times 10^{-9}$ |

Table 4 Accuracy of the low-rank approximation corresponding to the precipitation data set.

6 Conclusions and future work

In summary, we proposed a tensor-based function approximation, developed new randomized algorithms for tensor compression in the Tucker format, and demonstrated an application of these approaches to constructing low-rank approximations to kernel matrices. When the function is sufficiently smooth, the resulting tensor-based approximations are accurate and storage efficient and can be used as a surrogate model in a variety of applications. The kernel low-rank approximations are efficient to compute and store: both the computational and storage costs are competitive with other methods. An important future direction that we have not addressed in this paper is to provide an adaptive approach for computing the function approximation to a desired accuracy. This could, for example, use the adaptive techniques developed in [28, 12] that uses multiple computational phases. Another direction for future work is to consider tensor compression techniques using the Tensor Train format rather than the Tucker format and compare it with related techniques [18, 4]. This has the potential to be effective for very high-dimensional problems.
A Proof of Theorem 1

For each $j = 1, \ldots, N$, let $\Pi_j = A_jP_j^T$. First recall that $\hat{\mathcal{M}} = \mathcal{M} \times_{j=1}^N \Pi_j$. Then considering the term $\mathcal{M} - \hat{\mathcal{M}}$, we can add and subtract the terms $\mathcal{M} \times_{j=1}^N \Pi_j$ for $j = 1, \ldots, N - 1$ as follows.

$$
\mathcal{M} - \hat{\mathcal{M}} = \mathcal{M} - \mathcal{M} \times_{j=1}^N \Pi_j
= \mathcal{M} \times_1 (I - \Pi_1) + \mathcal{M} \times_1 \Pi_1 \times_2 (I - \Pi_2) + \cdots + \mathcal{M} \times_{j=1}^{N-1} \Pi_j \times_N (I - \Pi_N).
$$

Then, taking the Frobenius norm and applying the triangle inequality, we have

$$
\|\mathcal{M} - \hat{\mathcal{M}}\|_F \leq \sum_{j=1}^N \|\mathcal{M} \times_j (I - \Pi_j)\|_F.
$$

Using the linearity of expectations we get

$$
E_{\mathbf{\Pi}^N_{\mathbf{k}}} \|\mathcal{M} - \hat{\mathcal{M}}\|_F \leq \sum_{j=1}^N E_{\mathbf{\Pi}_j} \|\mathcal{M} \times_j (I - \Pi_j)\|_F. \tag{14}
$$

Now consider the term $\|\mathcal{M} \times_{j=1}^{j-1} \Pi_j \times_j (I - \Pi_j)\|_F$. We can use the submultiplicativity property $\|AB\|_F \leq \|A\|_2 \|B\|_F$ to obtain

$$
\|\mathcal{M} \times_{j=1}^{j-1} \Pi_i \times_j (I - \Pi_j)\|_F \leq \prod_{i=1}^{j-1} \|\Pi_i\|_2 \|\mathcal{M} \times_j (I - \Pi_j)\|_F. \tag{15}
$$

Note that $\Pi_jQ_jQ_j^T = Q_jQ_j^T$, meaning that $I - \Pi_j = (I - \Pi_j)(I - Q_jQ_j^T)$. We can then rewrite each term $\|\mathcal{M} \times_j (I - \Pi_j)\|_F$ as

$$
\|\mathcal{M} \times_j (I - \Pi_j)\|_F = \|\mathcal{M} \times_j (I - \Pi_j)(I - Q_jQ_j^T)\|_F
\leq \|\mathcal{M} \times_j (I - Q_jQ_j^T)\|_F \|I - \Pi_j\|_2. \tag{16}
$$

We note that $\Pi_j \neq I$ since $\text{rank}(\Pi_j) \leq \text{rank}(Q_j) = r_x + p < n$, and $\Pi_j \neq 0$ since $Q_j$ has orthonormal columns and $P_j^TQ_j$ is invertible. Therefore, using the main result of [37], $\|I - \Pi_j\|_2 = \|\Pi_j\|_2$. Then using [14, Lemma 2.1], $\|I - \Pi_j\|_2 = \|\Pi_j\|_2 = \|P_j^TQ_j\|_2^{-1} \leq g(n, \ell)$. Combining this result with equations (15) and (16), we obtain

$$
\|\mathcal{M} \times_{j=1}^{j-1} \Pi_j \times_j (I - \Pi_j)\|_F \leq (g(n, \ell))^j \|\mathcal{M} \times_j (I - Q_jQ_j^T)\|_F
\leq (g(n, \ell))^j \|I - Q_jQ_j^T\|_F \|M(j)\|_F. \tag{17}
$$

The last equality comes by unfolding the term $\mathcal{M} \times_j (I - Q_jQ_j^T)$ along mode-$j$. By taking expectations and applying [45, Theorem 3], we have

$$
E_{\mathbf{m}_j} \|\mathcal{M} \times_{j=1}^{j-1} \Pi_j \times_j (I - \Pi_j)\|_F \leq (g(n, \ell))^j E_{\mathbf{m}_j} \|I - Q_jQ_j^T\|_F \|M(j)\|_F
\leq (g(n, \ell))^j \left(1 + \frac{r_1}{p-1} \sum_{i=r_1+1}^n \sigma_i^2(M(j))\right)^{1/2}.
$$

Combining this result with (14), we obtain the desired bound.
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