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Objective: This study aimed to develop and validate a machine learning model for predicting bone metastases (BM) in prostate cancer (PCa) patients.

Methods: Demographic and clinicopathologic variables of PCa patients in the Surveillance, Epidemiology and End Results (SEER) database from 2010 to 2017 were retrospectively analyzed. We used six different machine learning algorithms, including Decision tree (DT), Random forest (RF), Multilayer Perceptron (MLP), Logistic regression (LR), Naive Bayes classifiers (NBC), and eXtreme gradient boosting (XGB), to build prediction models. External validation using data from 644 PCa patients of the First Affiliated Hospital of Nanchang University from 2010 to 2016. The performance of the models was evaluated using the area under receiver operating characteristic curve (AUC), accuracy score, sensitivity (recall rate) and specificity. A web predictor was developed based on the best performance model.

Results: A total of 207,137 PCa patients from SEER were included in this study. Of whom, 6725 (3.25%) developed BM. Gleason score, Prostate-specific antigen (PSA) value, T, N stage and age were found to be the risk factors of BM. The XGB model offered the best predictive performance among these 6 models (AUC: 0.962, accuracy: 0.884, sensitivity (recall rate): 0.906, and specificity: 0.879). An XGB model-based web predictor was developed to predict BM in PCa patients.

Conclusion: This study developed a machine learning model and a web predictor for predicting the risk of BM in PCa patients, which may help physicians make personalized clinical decisions and treatment strategy for patients.
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Introduction

Prostate cancer (PCa) is the most common non-skin cancer among men globally, with approximately 1.6 million cases and 366,000 deaths reported each year. Metastatic prostate cancer has important clinical implications, and metastatic disease may occur on the occasion of the initial clinical diagnosis. Bone metastases (BM) take up a great proportion of patients with metastases, accounting for approximately 16.7% of all metastatic cases, and these patients had significantly reduced 5-year survival and quality of life.

Recently, prostate-specific membrane antigen (PSMA) ligands have presented good results in the diagnosis and treatment of BM from PCa. However, this method is still at the stage of clinical trial and is not acceptable for most patients.
due to the radiation injury and the high cost. The current method for detecting BM in PCa patients is mainly bone scan. But it just suggested for patients with suspected skeletal-related events (SRE) due to the severe radiation injury. In addition, the median time to SRE has been reported to be 5 months after bone metastases. An assisted decision-making system that can help determining which cancer patients should receive bone scan will provide help for addressing these issues. And with the development of precision medicine, the diagnosis and treatment of cancer should be individualized. The Surveillance, Epidemiology and End Results (SEER) database is a publicly obtainable, federally funded cancer reporting system that brings raw material to our insights into complex diseases. With the increasing level of computer hardware, machine learning can facilitate the diagnosis of cancer metastasis by processing and analyzing large, heterogeneous and complex clinical data and building predictive models. And there are already studies that have been conducted in this area with good results.

Therefore, in this study, we aim to build a prediction model to evaluate the risk of BM in PCa patients based on machine learning techniques, and develop a web-based predictor that can be easily manipulated by physicians and patients. This study may provide some help for clinicians to make personalized decisions for the treatment of patients with PCa BM.

Materials and Methods

Study Population

The study is carried out based on the SEER database. Patients' data were obtained from the “SEER Research Plus Data, 18 Registries, Nov 2019 Sub (2000–2017)” and downloaded using SEER*stat 8.3.9 software. Patients who were diagnosed with PCa from 2010 to 2017 were included in this study. Exclusion criteria were as follows: PCa was not the first tumor. The information of race, grade, Prostate-specific antigen (PSA), Gleason score, T, N stage, metastatic status and marital status missed or unknown. Additionally, 644 PCa patients from the First Affiliated Hospital of Nanchang University from 2010 to 2016 were included for external validation. The case screening process is shown in Figure 1.

Data Selection

Eight variables from the SEER database that may affect BM in PCa patients were selected in this study, including age at diagnosis, race, grade, PSA value, Gleason score, T, N stage and marital status. Besides, we only included patients with PSA values between 0.1 and 98.0 ng/mL. Because no specific values over 98.0 ng/mL were provided by the SEER database. All patients enrolled in this study were staged using the 7th edition of the AJCC TNM staging system and relevant guidelines of the SEER program.

Statistical Analyses and Model Establishment

All statistical analysis was performed in Python (version 3.8, Python Software Foundation) and SPSS (version 26, IBM, USA). All machine learning algorithms were built based on scikit-learn (version 0.24.1). The patient data were randomly sliced into training and internal test sets in a ratio of 7:3 using python. Training set is used to build the model, and the internal test set is used for model validation and evaluation.

In order to determine the variables included in the machine learning model, we conducted a univariate analysis to compare these variables between patients with and without BM. The Chi-square test was utilized for categorical data, and the Wilcoxon rank-sum test was used for continuous non-normally distributed data. Variables with a \( P < 0.05 \) in univariate analysis were enclosed within the construction of machine learning models and multivariate logistic regression was performed to identify the risk factor for BM. Meanwhile, based on the Permutation Importance principle, we performed feature importance analysis on the variables in each machine learning model. Correlation analysis was performed on the screened variables to test whether the variables would affect each other.

This study used six different machine learning algorithms to model the data, including Decision tree (DT), Random Forest (RF), Multilayer Perceptron (MLP), Logistic regression (LR), Naive Bayes classifiers (NBC) and eXtreme gradient boosting (XGB). The ML algorithms were trained by using Python software to predict the BM in PCa patients. Model parameter settings are detailed in the Supplementary Materials. Parameter settings link is accessible from [https://share.streamlit.io/liuwencaincu/prostate-cancer/main/prostate.py](https://share.streamlit.io/liuwencaincu/prostate-cancer/main/prostate.py). Then, the predictive power of the machine learning models was evaluated in internal ten-fold cross-validation of the train set, internal test set and external test set. The area under the receiver operating characteristic curve (AUC), the
sensitivity (recall rate), specificity, and accuracy score were calculated. The best-performing model was selected to build a web predictor.

**Results**

**Demographic Baseline Characteristics**

A total of 207,137 PCa patients from SEER database were included in the study. Of whom, 6725 (3.25%) developed BM and 200,412 (96.75%) had no BM. All demographic and clinicopathological characteristics of these patients were demonstrated in detail in Table 1. All patients were randomly cut into a training set (n = 144,995) and an internal test set (n = 62,142) in a ratio of 7:3. External validation was conducted by using data of 644 PCa patients from the First Affiliated Hospital of Nanchang University. The details of the training and test sets are shown in Table 2.

**Univariate and Multivariate Logistic Regression Analysis**

Based on the univariate analysis, age, race, grade, T, N stage, PSA value, Gleason score and marital status...
were significantly associated with the BM in PCa patients ($P < 0.05$) (Table 3). Variables with a $P$ values $<0.05$ between these two groups were selected for multivariate logistic regression analysis. Based on the analysis, T, N stage, Gleason score and PSA value were found to be the independent risk factors for BM in PCa patients (Table 3).

### Table 1 Clinical and Pathological Characteristics of Study Population

| Variables            | ALL       | NBM       | BM        |
|----------------------|-----------|-----------|-----------|
|                      | N=207137  | N=200412  | N=6725    |
| **Age**              |           |           |           |
| $\leq$39             | 100 (<0.1%) | 97 (<0.1%) | 3 (<0.1%) |
| 40–49                | 5902 (2.8%) | 5760 (2.9%) | 142 (2.1%) |
| 50–59                | 46,532 (22.5%) | 45,478 (22.7%) | 1054 (15.7%) |
| 60–69                | 92,231 (44.5%) | 89,924 (44.9%) | 2307 (34.3%) |
| $\geq$70             | 62,372 (30.1%) | 59,153 (29.5%) | 3219 (47.9%) |
| **Race**             |           |           |           |
| American Indian/Alaska Native | 813 (0.4%) | 778 (0.4%) | 35 (0.5%) |
| Asian or Pacific Islander | 10,032 (4.8%) | 9673 (4.8%) | 359 (5.3%) |
| Black                | 33,822 (16.3%) | 32,574 (16.3%) | 1248 (18.6%) |
| White                | 162,470 (78.4%) | 157,387 (78.5%) | 5083 (75.6%) |
| **Grade**            |           |           |           |
| Grade I              | 20,130 (9.7%) | 20,071 (10.0%) | 59 (0.9%) |
| Grade II             | 254 (0.1%) | 212 (0.1%) | 42 (0.6%) |
| Grade III            | 102,729 (49.6%) | 96,633 (48.2%) | 6096 (90.6%) |
| Grade IV             | 84,024 (40.6%) | 83,496 (41.7%) | 528 (7.9%) |
| **T stage**          |           |           |           |
| T1                   | 87,738 (42.4%) | 85,198 (42.5%) | 2540 (37.8%) |
| T2                   | 90,974 (43.9%) | 88,612 (44.2%) | 2362 (35.1%) |
| T3                   | 26,494 (12.8%) | 25,520 (12.7%) | 974 (14.5%) |
| T4                   | 1931 (0.9%) | 1082 (0.5%) | 849 (12.6%) |
| **N stage**          |           |           |           |
| N0                   | 199,991 (96.6%) | 195,282 (97.4%) | 4709 (70.0%) |
| N1                   | 7146 (3.4%) | 5130 (2.6%) | 2016 (30.0%) |
| **PSA (ng/mL)**      |           |           |           |
|                      | 6.5 [4.8;10.4]* | 6.4 [4.8;9.9]* | 77.4 [20.6;98.0]* |
| **Gleason score**    |           |           |           |
| $\leq$6              | 82,688 (39.9%) | 82,508 (41.2%) | 180 (2.7%) |
| 7                    | 83,693 (40.4%) | 82,688 (41.3%) | 1005 (14.9%) |
| 8                    | 21,937 (10.6%) | 20,265 (10.1%) | 1672 (24.9%) |
| $\geq$9              | 18,819 (9.1%) | 14,951 (7.5%) | 3868 (57.5%) |
| **Marital status**   |           |           |           |
| Married              | 181,913 (87.8%) | 176,389 (88.0%) | 5524 (82.1%) |
| Unmarried            | 25,224 (12.2%) | 24,023 (12.0%) | 1201 (17.9%) |

Note: *Median [interquartile range, IQR].
Abbreviations: BM, bone metastasis; NBM, no bone metastasis; PSA, prostate specific antigen.

Variable Influence and Feature Importance on Prediction

Correlation tests were performed among different variables identified from the univariate analysis. The correlation heat map showed that variables were not significantly correlated with each other (Figure 2), which indicated that they were mutually independent.
The importance of features in each machine learning model for predicting BM is shown in Figure 3. Although the importance of features varied slightly among different machine learning algorithms, PSA value, Gleason score and N stage ranked at the top three of five models, which had similarities with the results of multivariate logistic analysis. In contrast, marital status ranked at the last place in most algorithms, but it also made some contributions to the models. In the XGB model, the importance of features were sorted in descending order by PSA value, Gleason score, N stage, T stage, age, grade, race and marital status.

| Variables | Training Set BM(%) (n=4735) | Internal Test Set BM(%) (n=60,152) | External Test Set BM(%) (n=527) |
|-----------|-----------------------------|-----------------------------------|-------------------------------|
| NBM(%) (n=140,260) | NBM(%) (n=60,152) | NBM(%) (n=1990) | NBM(%) (n=117) |
| Age | | | |
| ≤39 | 67 (<0.1) | 30 (0.1) | 1 (<0.1) | 0 (0.0) |
| 40–49 | 4028 (2.8) | 1732 (2.9) | 41 (2.1) | 8 (1.5) |
| 50–59 | 31,862 (22.7) | 13,616 (22.6) | 292 (14.7) | 91 (17.3) |
| 60–69 | 62,724 (44.7) | 27,200 (45.2) | 681 (34.2) | 211 (40.0) |
| ≥70 | 41,579 (29.6) | 17,574 (29.2) | 975 (49.0) | 217 (41.1) |
| Race | | | |
| American Indian/Alaska Native | 557 (0.4) | 221 (0.4) | 11 (0.6) | 0 (0) |
| Asian or Pacific Islander | 6720 (4.8) | 2933 (4.9) | 113 (5.7) | 527 (100) |
| White | 110,259 (78.6) | 47,128 (78.3) | 1486 (74.7) | 0 (0) |
| Grade | | | |
| Grade I | 14,050 (10.0) | 6021 (10.0) | 20 (1.0) | 10 (1.9) |
| Grade II | 152 (0.1) | 60 (0.1) | 13 (0.7) | 1 (0.2) |
| Grade III | 67,619 (48.2) | 29,014 (48.2) | 1805 (90.7) | 310 (58.8) |
| Grade IV | 58,439 (41.7) | 25,057 (41.7) | 152 (7.6) | 206 (39.1) |
| T stage | | | |
| T1 | 59,594 (42.5) | 25,604 (42.6) | 767 (38.5) | 292 (55.4) |
| T2 | 62,041 (44.2) | 26,571 (44.2) | 687 (34.5) | 193 (36.6) |
| T3 | 17,844 (12.7) | 29,014 (48.2) | 290 (14.6) | 41 (7.8) |
| T4 | 781 (0.6) | 25,057 (41.7) | 246 (12.4) | 1 (0.2) |
| N stage | | | |
| N0 | 136,654 (97.4) | 58,628 (97.5) | 1384 (69.5) | 521 (98.9) |
| N1 | 3606 (2.5) | 606 (30.5) | 6 (1.1) | 32 (27.4) |
| PSA (ng/mL) | 6.4 (5.1)* | 7.0 (77.9)* | 6.4 (5.1)* | 7.4 (6.8)* |
| Gleason score | | | |
| ≤6 | 57,814 (41.2) | 24,694 (41.1) | 56 (2.8) | 224 (42.5) |
| 7 | 57,791 (41.2) | 24,897 (41.4) | 283 (14.2) | 195 (37.0) |
| 8 | 14,120 (10.1) | 6145 (10.2) | 519 (26.1) | 64 (12.1) |
| ≥9 | 10,535 (7.5) | 4416 (7.3) | 1132 (56.9) | 44 (8.3) |
| Marital status | | | |
| Married | 123,372 (88.0) | 53,017 (88.1) | 1599 (80.4) | 489 (92.8) |
| Unmarried | 16,888 (12.0) | 7135 (11.9) | 391 (19.6) | 38 (7.2) |
| Note: *Median (interquartile range, IQR). Abbreviations: BM, bone metastasis; NBM, no bone metastasis; PSA, prostate specific antigen.
Model Performance

The predictive performance of different models was compared using the internal ten-fold cross-validation of training set, internal and external test sets, which were detailed in Figures 4–6 and Table 4. Among these models, the XGB model showed the best performance with an average AUC of 0.951 in the internal ten-fold cross-validation (Figure 4). In the internal test set, the XGB model gained the best score with an AUC of 0.955, an accuracy of 0.881, a sensitivity (recall rate) of 0.905 and a specificity of 0.880. In the external test set, the XGB model also showed excellent performance with an AUC of 0.962, an accuracy of 0.884, a sensitivity (recall rate) of 0.906 and a specificity of 0.879 (Figures 5 and 6 and Table 4). Meanwhile, the prediction results of different models were presented with a heat map in Figure 7.

### Table 3 Univariate Analysis and Multivariate Logistic Regression Analysis of Variables

| Variables | Univariate Analysis | Multivariate Logistic Analysis | P value |
|-----------|---------------------|--------------------------------|---------|
|           | P value             | OR (95% CI)                    |         |
| Age       | <0.001*             |                                |         |
| ≤39       | Reference           |                                |         |
| 40–49     | 0.555 (0.076–4.060) | 0.562                          |         |
| 50–59     | 0.508 (0.071–3.661) | 0.502                          |         |
| 60–69     | 0.518 (0.072–3.370) | 0.514                          |         |
| ≥70       | 0.632 (0.088–4.555) | 0.650                          |         |
| Race      | <0.001*             |                                |         |
| American Indian/Alaska Native | Reference |                                |         |
| Asian or Pacific Islander | 0.938 (0.548–1.603) | 0.814                          |         |
| Black     | 0.896 (0.533–1.506) | 0.677                          |         |
| White     | 1.214 (0.727–2.030) | 0.459                          |         |
| Grade     | <0.001*             |                                |         |
| Grade I   | Reference           |                                |         |
| Grade II  | 0.709 (0.368–1.365) | 0.303                          |         |
| Grade III | 0.773 (0.519–1.150) | 0.204                          |         |
| Grade IV  | 0.840 (0.576–1.226) | 0.367                          |         |
| T stage   | <0.001*             |                                |         |
| T1        | Reference           |                                |         |
| T2        | 0.917 (0.843–0.997) | 0.043*                         |         |
| T3        | 0.511 (0.456–0.572) | <0.001*                        |         |
| T4        | 2.015 (2.641–3.231) | <0.001*                        |         |
| N stage   | <0.001*             |                                |         |
| N0        | Reference           |                                |         |
| N1        | 2.921 (2.641–3.231) | <0.001*                        |         |
| Gleason score | <0.001*   |                                |         |
| ≤6        | Reference           |                                |         |
| 7         | 4.502 (3.563–5.689) | <0.001*                        |         |
| 8         | 15.828 (12.238–20.472) | <0.001*                       |         |
| ≥9        | 32.566 (25.243–42.014) | <0.001*                       |         |
| PSA       | <0.001*             |                                |         |
| Unmarried | Reference           |                                |         |
| Married   | 1.039 (1.038–1.040) | <0.001*                        |         |

Note: *P < 0.05.

Abbreviations: BM, bone metastasis; NBM, no bone metastasis; PSA, prostate specific antigen.
Web Predictor
A web predictor based on the best predictive performance of the XGB model was developed to predict BM in PCa patients. The risk of BM from PCa could be easily predicted by simply setting the variables in the sidebar of the web page ([https://share.streamlit.io/liuwencaincu/prostate-cancer/main/prostate.py](https://share.streamlit.io/liuwencaincu/prostate-cancer/main/prostate.py)) (Figure 8).

Discussion
Prostate cancer is the second leading cause of cancer-related death among men in the world. Bone-related events usually occur after bone metastases, which will result in reduced patient quality of life and survivorship. The current diagnostic method for BM from PCa is bone scan and prostate-specific membrane antigen examination combined with nuclear imaging. However, there is radiation injury and high cost for the bone scan, and not all PCa patients are recommended for BM screening. Tissue biopsy is another method for the diagnosis. But it may increase the risk of further tumor invasion. Although skeletal-related events are considered to be a sign of BM, it would not be reasonable for screening BM from PCa because it may delay the treatment. Thus, it makes sense to develop
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**Figure 2** Results of correlation analysis between all variables. The heat map shows the correlation between the variables.

|       | Age    | Race   | Grade  | T-stage | N-stage | PSA   | Gleason_score | Marital_status |
|-------|--------|--------|--------|---------|---------|-------|---------------|----------------|
| Age   | 1      | 0.056  | -0.048 | -0.14   | -0.0035 | 0.17  | 0.18          | 0.084          |
| Race  | 0.056  | 1      | 0.013  | 0.065   | 0.0015  | -0.087| -0.031        | 0.11           |
| Grade | -0.048 | 0.013  | 1      | -0.058  | -0.077  | -0.1  | -0.27         | 0.0062         |
| T-stage| -0.14  | 0.065  | -0.058 | 1       | 0.18    | 0.023 | 0.22          | 0.022          |
| N-stage| -0.0035| 0.0015 | -0.077 | 0.18    | 1       | 0.18  | 0.22          | -0.022         |
| PSA   | 0.17   | -0.087 | -0.1   | 0.023   | 0.18    | 1     | 0.32          | -0.062         |
| Gleason_score | 0.18 | -0.031 | -0.27 | 0.22 | 0.22 | 0.32 | 1 | -0.013 |
| Marital_status | 0.084 | 0.11 | 0.0062 | 0.022 | -0.022 | -0.062 | -0.013 | 1 |
a model to provide early attention and screening PCa patients at a high risk of BM. In this study, we built a predictive model using machine learning technologies to predict BM in PCa patients and identify patients at a high risk of BM.

With the development of the computer technique, machine learning technology has been widely used in different fields. And it also shows great promise for application in the biomedical science.\textsuperscript{13,27} Studies have already used machine learning technology to predict the development of diseases.\textsuperscript{12,28} In this study, several widely used machine learning algorithms were developed and validated to predict the risk of BM in PCa patients. After the comparison of algorithms with several evaluation indicators, the XGB algorithm-based prediction model showed the best performance among these models. The XGB model achieved better performance than others probably because it uses a number of strategies to prevent overfitting, exploits the second-order derivatives of the loss function and supports parallelization, and has a fast data processing speed.\textsuperscript{29} These results can provide clinicians with more accurate prediction outcomes and help them to make personalized decisions for the treatment of PCa.

In the present study, four risk factors, including T, N stage, PSA and Gleason Score, were screened out of the pre-selected eight factors by univariate and multivariate analyses. They were in high agreement with the models’ feature importance ranking (Table 4, Figure 3). However, machine learning algorithms consider that other variables that are not statistically significant can also make some contribution to the prediction. This may be because the algorithms can make predictions by exploring intrinsic connections between data that cannot be discovered through traditional statistical methods.

Studies have found that PCa patients with high PSA values have a higher likelihood of developing BM. It is recommended that PCa patients with PSA >20ng/mL need a bone scan to check for BM.\textsuperscript{30,31} In this study, we also found that PSA values were important in predicting BM from PCa. It has been shown that advanced age and clinical stage were both correlated with the BM from PCa and poor prognosis.\textsuperscript{32,33} Chen et al\textsuperscript{34} found that age greater than 70 years was the threshold for significantly higher risk of BM for PCa patients. However, Stolzenbach et al\textsuperscript{35} found that age and race were not informative in predicting the progression of PCa metastasis, which was in
line with the results of our study. Patients diagnosed at the T4 stage had the highest risk of BM. The same trend was seen in Grade. These results were consistent with the findings of Lu et al and Guo et al.\textsuperscript{32,36} Patients with regional lymphoma metastases tend to be more likely to develop BM than those with N0 stage.\textsuperscript{37} The Gleason score also played an important role in the prediction model. The degree of BM in patients varies greatly with

| Models | AUC | Accuracy | Sensitivity (Recall Rate) | Specificity |
|--------|-----|----------|--------------------------|-------------|
| DT     | 0.938 | 0.833    | 0.883                    | 0.831       |
| LR     | 0.903 | 0.849    | 0.867                    | 0.848       |
| MLP    | 0.947 | 0.876    | 0.898                    | 0.875       |
| NBC    | 0.941 | 0.880    | 0.885                    | 0.879       |
| RF     | 0.950 | 0.879    | 0.902                    | 0.879       |
| XGB    | 0.955 | 0.881    | 0.905                    | 0.880       |

**Abbreviations:** DT, Decision tree; LR, Logistic regression; MLP, Multilayer Perceptron; NBC, Naive Bayes classification; RF, Random Forest; XGB, eXtreme gradient boosting.
It was reported that Gleason score greater than 6 had a high specificity (88.9%) for the diagnosis of BM. In addition, unmarried male patients had a higher risk of BM from PCa, which was in line with previous studies. Our model adequately incorporates various risk factors that may affect BM in PCa patients and achieves excellent predictive performance.

Based on machine learning algorithms and the huge amount of data in the SEER database, a model was constructed to predict BM in PCa patients and a webpage predictor was developed. However, there are still some limitations in this study. First, the population in this study was obtained from the SEER database and externally validated using data just from a single center, which will be limitations for the application. Second, due to the inherent black-box properties of machine learning algorithms, it may pose some difficulties for the interpretation of the model. Third, the SEER database just reports the initial diagnostic information of PCa patients, and...
further therapeutic information is missing. We cannot access this information for further analysis.

In conclusion, we developed a prediction model to predict the risk of BM in PCa patients based on the XGB algorithm with machine learning techniques, and developed a web predictor in this study. And those at high risk of BM were recommended for further detailed screening based on the web predictor. This may help physicians to individualize the treatment of BM in patients with PCa.

**Figure 7** Prediction results of the different models. The heat map shows the predicted results of all models versus the actual situation in internal test set and external test set. Each column in the heat map represents the models’ predicted results of bone metastases for all patients in the dataset. Dark colors represent bone metastases cases and light colors are non-bone metastases.
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