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Abstract
For Schrödinger equations with both time-independent and time-dependent Kato potentials, we give a simple proof of the maximal speed bound. The latter states that the probability to find the quantum system outside a ball of radius proportional to the time lapsed decays as an inverse power of time. We give an explicit expression for the constant of proportionality in terms of the maximal energy available to the initial condition. For the time-independent part of the interaction, we require neither decay at infinity nor smoothness.
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1 Introduction

It was shown in [19] that there is a constant $c$ such that the probability to find a quantum mechanical system outside the ball of radius $ct$ decays as an inverse power of time $t$. We call this result the maximal propagation speed bound. It complements the minimal
propagation speed estimates obtained in [14,19,21]; see also [6,11], for related results and [13] for a review of the latter.

In this paper, we give a simple proof of the maximal propagation speed (MPS) bound for Schrödinger (or von Neumann) equations with time-independent and time-dependent potentials. We also give an upper bound on the infimum of such constants $c$ as above, which we call the maximal propagation speed, in terms of the maximal energy of the state involved. Our assumption on the time-independent part of the interaction is rather general and allows e.g. many-body potentials with Coulomb singularities. In particular, neither decay at infinity nor smoothness is required.

There is a certain parallel between the MPS bound and the Lieb-Robinson one, which has found many applications and has been discussed extensively in the literature, see [5,9,16,17] for a review and some recent papers. Both deal with the maximal propagation speed of information in quantum systems over large distances. The seeming discrepancy in that the Lieb-Robinson bounds do not depend on the energy is due to the fact that, with exception of [9], these bounds are obtained for discrete Hamiltonians for which the energy is bounded to begin with. ([9] uses an explicit momentum cut-off in the solution.)

The paper is organized as follows. In Sect. 2 we formulate the problem precisely and state our first main result dealing with time-independent potentials. In Sect. 3 we state the corresponding result for time-dependent potentials. In Sects. 4 and 5, we prove the corresponding results and in Appendix 1 we collect commutator estimates (non-Abelian functional calculus) based on those described in [13].

In what follows, the relation $A \lesssim B$ means that there is a constant $C > 0$ independent of the parameters $s, t, a, b, c$ appearing below and s.t. $A \leq CB$.

## 2 The problem and results for time-independent potentials

We consider the Schrödinger equation $i \partial_t \psi_t = H \psi_t$, with a Schrödinger operator $H = -\frac{1}{2} \Delta + V(x)$ on $L^2(\mathbb{R}^d)$ and an initial condition $\psi$. We will assume that $V(x)$ is $\Delta$-bounded with the relative bound $< 1$, i.e. it satisfies (with $\| \cdot \|$ being the norm in $L^2(\mathbb{R}^d)$)

\[ \exists 0 \leq a < 1, \ b > 0 : \quad \| Vu \| \leq a \frac{1}{2} \| \Delta u \| + b \| u \|. \tag{2.1} \]

Then by Kato’s result (see e.g. [2]), $H$ is self-adjoint on the domain of $\Delta$.

We say that a state $\psi$ (or $\psi_t = e^{-iHt}\psi$) obeys the maximal propagation speed (MPS) bound if there is a constant $c < \infty$ s.t., as $|t| \to \infty$,

\[ \int_{|x| \geq c|t|} dx \ |\psi_t(x)|^2 \to 0. \tag{2.2} \]

Moreover, the scalar $c_{\text{max}} := \inf\{c : (2.2) \text{ holds}\}$ will be called the maximal propagation speed.
Let $\chi_A$ stand for the characteristic function of a set $A$. In this paper, we show that any state $\psi \in \text{Ran} \chi_I(H)$ obeys the MPS bound and the maximal propagation speed $c_{\text{max}}$ is bounded above by the constant

$$k := \|p|\chi_I(H)\|,$$

where $p := -i\nabla$ and $I$ is an interval in $\mathbb{R}$. Note that, if $I := (-\infty, E]$ for some energy $E > 0$, then due to (2.1), $k^2 \leq 2(E + b)/(1 - a)$. We have

**Theorem 2.1** [Maximal propagation speed bound] Suppose that $H$ satisfies (2.1). Let $g \in C^\infty_0(I)$ be real and let $A^\pm := \{x \in \mathbb{R}^d : \pm |x| \geq \pm \rho\}$. If $c > k$, then

$$\|\chi_{A_{ct+a}} e^{-iHt} g(H) \chi_{A_b^-}\| \lesssim t^{-n},$$

for $t > 1$ and any $n$, uniformly in $a$ in any region $0 < b < a \lesssim t$.

**Earlier results.** MPS bounds were first given in [19] and then extended in [21] and [1] and used in scattering theory in [3,7,10,18,20].

The main contributions of this paper compared to earlier work are:

(a) a significant extension of the class of potentials (in particular, no smoothness, or decay at infinity is required);
(b) a much simpler proof;
(c) the determination of the precise maximal velocity bound (see (2.3)).

**Light cone.** Inequality (2.4) (see also (2.6)) implies that the probability to find the quantum system outside the ball $\langle x \rangle \leq ct + a$ decays with time. Moreover, for well localized initial conditions, it gives a rate of decay.

Below, we prove a stronger result implying a limitation on the speed of propagation of information. Let $\alpha_t$ be the Heisenberg evolution, $\alpha_t(B) := e^{iHt}Be^{-iHt}$. Then we show for $c > k$, $\rho$ satisfying $\rho > a + ct$, for $a$ sufficiently large,

$$\|\chi_{A_{ct+a}} e^{-iHt} g(H) \chi_{A_b^-}\| \lesssim \rho^{-n},$$

i.e. it takes at least $\rho/c$ units of time for a signal originating in $A_b^-$ to reach $A^+_\rho$.

**Density matrices.** Since Theorem 2.1 and its version in (2.5) deal with propagation of observables, they are valid also for states described by density operators, i.e. for the von Neumann dynamics.

**Weighted estimates.** Inequality (2.4) implies weighted estimates. Indeed, using

$$\langle x \rangle^{-\alpha} = \langle x \rangle^{-\alpha} \chi_{A_{\alpha/2}} + O(t^{-\alpha}),$$

and using (2.4), with $b = \epsilon t/2$, we find, for $n \geq \alpha$,

$$\|\chi_{A_{(c+\epsilon)t}} e^{-iHt} g(H) \langle x \rangle^{-\alpha}\| \lesssim t^{-\alpha}.$$
Abstract formulation. Theorem 2.1 could be stated in an abstract setting for a pair of self-adjoint operators $H$ and $X$ with multiple commutators required to be $H$-bounded, with some extra care in the definition of the commutators for unbounded operators. Here we deal with Schrödinger operators $H = \frac{1}{2} p^2 + V(x)$ and with the particle position coordinate $x$, more precisely, with $\langle x \rangle$.

Time reversal. The results for $t < 0$ are obtained by complex conjugation $C : \psi \rightarrow \overline{\psi}$, using $CHC = H$, $Cx = x$: (2.4) transform into

$$\| \chi_{A_{ct+a}} e^{iHt} g(H) \chi_{A_b^-} \| \lesssim t^{-n}$$

for $t > 1$ and for any $n$, which can be reformulated in terms of $t < -1$.

Approach. Our approach can be thought of as microlocal analysis with an operator functional calculus replacing the pseudodifferential one. It is based on the method of propagation observables which we now explain.

We consider a time-dependent, non-negative operator-family ($propagation observable$) $\Phi_t$. We would like to obtain propagation estimates of the form $\| \Phi_t \psi_t \| \lesssim t^{-m}$. Denote the inner product in $L^2(\mathbb{R}^d)$ by $\langle \cdot, \cdot \rangle$, so that $\| \cdot \| = \sqrt{\langle \cdot, \cdot \rangle}$ and let $\psi_t = e^{-iHt} g(H) \phi$ be a spectrally localized solution to the Schrödinger equation and let $\langle A \rangle_t := \langle \psi_t, A \psi_t \rangle$. Note the relation

$$\frac{d}{dt} \langle \Phi_t \rangle_t = \langle D \Phi_t \rangle_t; \quad D \Phi_t = i[H, \Phi_t] + \frac{\partial}{\partial t} \Phi_t. \tag{2.8}$$

We call $D$ the Heisenberg derivative. Using $\langle \Phi_t \rangle_t = \langle \Phi_0 \rangle_0 + \int_0^t \partial_r \langle \Phi_r \rangle_r \, dr$, we find

$$\langle \Phi_t \rangle_t - \int_0^t \langle D \Phi_r \rangle_r \, dr = \langle \Phi_0 \rangle_0. \tag{2.9}$$

which we call the basic equality. If $g(H) D \Phi_t g(H) \leq 0$, modulo fast time-decaying terms, then, after pulling $g(H)$ out of $\psi_t$, this relation gives estimates on the positive terms $\langle \Phi_t \rangle_t$ and $- \int_0^t \langle D \Phi_r \rangle_r \, dr$.

We will consider propagation observables of the form $\Phi_{ts} = f(x_{ts})$, where $x_{ts} := s^{-1}(\langle x \rangle - a - ct)$, with $s \geq t$, and $f$ is a non-negative, non-decreasing function supported in $(0, \infty)$. The factor $s^{-1}$ is introduced to control multiple commutators and commutator products. It can be thought of as an adiabatic or semi-classical parameter.

The energy cut-off $g(H)$ appearing next to $D \Phi_t$ is pulled out of $\psi_0$, by commuting it with the evolution $e^{-iHt}$. The latter simple but crucial fact expresses the conservation of energy for the Schrödinger equation. It is not valid for Schrödinger equations with time-dependent Schrödinger operators, $H(t)$. This is the main obstacle in treating such equations. We overcome it by introducing the asymptotic energy cut-offs and proving the pull-through relation, replacing the commutativity of $g(H)$ and $e^{-iHt}$. In what follows, we let $g \in C^0_c(I)$. 
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3 Time-dependent potentials

Consider time-dependent hamiltonians of the form

\[ H_t := H + W_t, \]  

(3.1)

where \( H \) is as above and \( W = W(x, t) \) is a real, time-dependent potential satisfying

\[ \partial_x^\alpha W_t(x) = O(\langle t \rangle^{-\mu - |\alpha|}), \quad \mu > 1, \ |\alpha| \leq 2. \]  

(3.2)

Here \( \langle t \rangle := (1 + t^2)^{1/2} \), but in what follows we consider only \( t > 0 \) and ignoring the singularity at \( t = 0 \), we write \( t \) for \( \langle t \rangle \).

Let \( U_t := U(t, 0) \) be the evolution generated by \( H_t \). Here the crucial role is played by the asymptotic energy cut-offs introduced in [19]:

Proposition 3.1 [Asymptotic energy cut-off]. Let condition (3.2) hold but with \( \mu > 0 \) instead of \( \mu > 1 \). Then the following operator-norm limit exists

\[ g_+(H) := \lim_{t \to \infty} U_t^{-1} g(H) U_t. \]  

(3.3)

Proof Define \( g_t(H) := U_t^{-1} g(H) U_t \), and write \( g_t(H) \) as the integral of the derivative and use that \( \partial_t g_r(H) = i U_r^{-1} [g(H), W_r] U_r \) to obtain

\[ g_t(H) = g(H) + i \int_0^t U_r^{-1} [g(H), W_r] U_r dr. \]  

(3.4)

Since \( [g(H), W_r] = O(r^{-\mu - 1}) \) (see Lemma A.2 of Appendix 1), this shows that \( g_+(H) = \lim g_t(H) \) (the operator norm limit) exists provided \( \mu > 0 \). \( \square \)

Remark As was noticed by one of the referees, (a) assumption (3.2) on the time-dependent potential \( W_t \) can be relaxed, e.g. to \( \int_0^\infty \| \partial_x^\alpha W_t(x) \| dt < \infty, |\alpha| \leq 2 \); (b) for \( \mu > 1 \) (which is used in our proofs below) the proof of Proposition 3.1 is simpler and the obvious estimate \( \| [g(H), W_r] \| \leq 2 \| g(H) \| \| W_r \| = O(r^{-\mu}) \) is sufficient. So, we could have assumed e.g. \( \| W_t(H + 1)^{-1} \|_{L^\infty} \lesssim \langle t \rangle^{-\mu}, \mu > 1 \).

Eq. (3.4) implies that

\[ g_+(H) - g_t(H) = i \int_0^\infty U_r^{-1} [g(H), W_r] U_r dr = O(t^{-\mu}), \]  

(3.5)

which, together with \( U_t g_t(H) = U_t U_t^{-1} g(H) U_t = g(H) U_t \), implies

Corollary 3.2 [Pull-through relation]. With the notation and assumptions above, see (3.1), (3.2) and (3.3), we have

\[ U_t g_+(H) = g(H) U_t + O(t^{-\mu}). \]  

(3.6)
Using the above key relation with $\mu > 1$, and additional commutator estimates, we are able to extend Theorem 2.1 to time-dependent potentials:

**Theorem 3.3** [Maximal propagation speed for $t$-dependent potentials]. Suppose that $H_t$ is of the form (3.1), with $H$ and $W_t$ satisfying (2.1) and (3.2). Let $g \in C_0^\infty(I)$ be real. If $c > k$, then

$$\| \chi_{A^+_{c+u}} U_t g_+(H) \chi_{A^-_{c+u}} \| \lesssim t^{-1/2} \tag{3.7}$$

for $t > 1$, uniformly in $a$ in any region $0 < b < a \lesssim t$. Here $A^\pm_\rho$ are the sets defined in Theorem 2.1.

The next result from [19] shows that the initial conditions of the form $g_+(H) \chi_{A^-_a} - b \phi$, for various $g(H), b > 0$ and $\phi \in L^2$, form a dense set.

**Theorem 3.4** Let $(I_n) \subset \mathbb{R}$ be a sequence of increasing intervals with $\lim_{n \to \infty} I_n = \mathbb{R}$, and let $g_n \in C_0^\infty(\mathbb{R})$ be such that $g_n \equiv 1$ on $I_n$. Let $g_{n,+} := \lim_{t \to \infty} g_n(H)U_t$, as in (3.3). Then

$$s - \lim_{n \to \infty} g_{n,+}(H) = \text{id.}$$

See [19] for the proof of this theorem.

As was mentioned after (2.9), to bound $D\Phi_\xi$ from above, we have ‘to pull $g(H)$ from $\psi_0$’ through $U_t$. For the time-dependent situation this is achieved using (3.6). Note that we need $\mu > 1$ for the remainder term in (3.6) to lead to an integrable contribution.

**4 Proof of Theorem 2.1**

**Definitions and notation.** We fix $c > v$ and let $\mathcal{F}$ be the set of functions $0 \leq f \in C^\infty(\mathbb{R})$, supported in $\mathbb{R}^+$ and satisfying $f(\lambda) = 1$ for $\lambda \geq c - v$, and $f' \geq 0$, with $\sqrt{f'} \in C^n$. Here and in the rest of the section, $n$ is the same as in (2.4).

We say a function $h$ is *admissible* if it is smooth, non-negative with supp $h \subset (0, c - v)$ and $\sqrt{h} \in C^n$. Note that if $h$ is admissible, then $h = f'$, with

$$f(\lambda) = \int_{-\infty}^{\lambda} h(s)ds \quad \text{and} \quad f' \left( \int_{-\infty}^{\infty} h(s)ds \right)^{-1} \in \mathcal{F}.$$  

Moreover, we will use the following notation (for any $\phi \in L^2, \|\phi\| = 1$):

$$\chi_b := \chi_{A^+_b}, \quad \psi_t := e^{-iHt} g(H) \chi_b^-, \quad \text{and} \quad x_{ts} := s^{-1}(\langle x \rangle - a - vt)$$

and the convention that $A \lesssim B$ and $A \lesssim B$ mean that for any $n > 0$, there is $C > 0$ s.t. $A \leq B + Cs^{-n}$ and $A \lesssim B + Cs^{-n}$, respectively.

We begin the Proof of Theorem 2.1 with the velocity bound needed below.
Lemma 4.1  Given $f \in \mathcal{F}$, let $u^2 = f'$. Then, for any $n$, there is $\tilde{u}$, with $\tilde{u}^2$ admissible, s.t.

\[
\|pu(x_{ts})g(H)\psi\| \leq k\|u(x_{ts})g(H)\psi\| + s^{-1}\|\tilde{u}(x_{ts})g(H)\psi\|. \quad (4.1)
\]

**Proof** Writing $g(H) = \tilde{g}(H)g(H)$, with $\tilde{g} \in C_0^\infty(I)$, with $\tilde{g} = 1$ on $\text{supp}g$, and commuting $\tilde{g}(H)$ to the left, we find

\[
pu(x_{ts})g(H) = p\tilde{g}(H)u(x_{ts})g(H) + p[u(x_{ts}), \tilde{g}(H)]g(H). \quad (4.2)
\]

Now, by (A.3), $p[u(x_{ts}), \tilde{g}(H)] = \sum_{k=1}^{n-1} \frac{s^{-k}}{k!}pB_k u^{(k)}(x_{ts}) + O(s^{-n})$ for any $n$, with $pB_k$ bounded. With this, taking the norm of (4.2) and using $\|p\tilde{g}(H)\| \leq k$, we arrive at (4.1) with $\tilde{u}^2 := C(u^2 + \sum_{k=1}^{n-1} s^{-k}(u^{(k)})^2)$, for some $C > 0$. \hfill \Box

Next is a key statement in the proof of Theorem 2.1:

**Proposition 4.2** Under the hypothesis of Theorem 2.1, for any $f \in \mathcal{F}$ and any $n$, there is $\tilde{f} \in \mathcal{F}$ s.t., for $s \geq t$,

\[
\int_0^t (f'(x_{rs}))_r \, dr \lesssim s (\tilde{f}'(x_{0s}))_0 + O(s^{-n}). \quad (4.3)
\]

**Proof** We proceed inductively, showing that (4.3) holds for $n = 0$ and then assuming it holds for some $n = n' \in \mathbb{R}$ and proving that it holds for $n = n' + 1$, and proceed in this way until we reach an arbitrary $n$. To this end, we use the time dependent observable

\[
\Phi_s(t) = f(x_{ts}), \quad f \in \mathcal{F}, \quad (4.4)
\]

with $0 \leq t \leq s$. In order to estimate $\langle \Phi_s(t) \rangle_t = \langle \psi_t, \Phi_s(t)\psi_t \rangle$, we apply (2.8) and the basic equality (2.9). We start by computing $D\Phi_s(t)$. First, we have

\[
\frac{\partial}{\partial t}\Phi_s(t) = -s^{-1}v f'(x_{ts}). \quad (4.5)
\]

Then, we let $\gamma := \frac{1}{2}(p \cdot \nabla(x) + \nabla(x) \cdot p)$, with $p := -i\nabla$. Factorizing $f' = u^2$ and using that $[H, \langle x \rangle] = \gamma$ and $[[\gamma, u], u] = 0$, we find

\[
i[H, \Phi_s(t)] = \frac{i}{2}[p^2, \Phi_s(t)] = \frac{1}{2}s^{-1}(\gamma f'(x_{ts}) + f'(x_{ts})\gamma) = s^{-1}u(x_{ts})\gamma u(x_{ts}). \quad (4.6)
\]

This equation, together with Eq. (4.5), yields:

\[
D\Phi_s(t) = s^{-1}u(x_{ts}) (\gamma - v) u(x_{ts}). \quad (4.7)
\]
Now, we claim that, with $k$ defined in (2.3), there is $C > 0$ s.t.
\begin{align}
g(H)u(x_{ts}) \gamma u(x_{ts})g(H) &\leq kg(H)u(x_{ts})^2 g(H) \\
&+ Cs^{-1}g(H)\tilde{u}(x_{ts})^2 g(H),
\end{align}
(4.8)
where $\tilde{u}(x_{ts})^2$ is an admissible function. To see this, we first estimate
\begin{align}
|\langle \psi, g(H)u(x_{ts}) \gamma u(x_{ts})g(H)\psi \rangle| \\
&\leq \|\nabla(x)u(x_{ts})g(H)\psi\|\|pu(x_{ts})g(H)\psi\|.
\end{align}
(4.9)
This inequality, together with (4.1), gives
\begin{align}
|\langle \psi, g(H)u(x_{ts}) \gamma u(x_{ts})g(H)\psi \rangle| \\
&\leq \|u(x_{ts})g(H)\psi\| \left( k\|u(x_{ts})g(H)\psi\| + s^{-1}\|\tilde{u}(x_{ts})g(H)\psi\| \right),
\end{align}
(4.10)
which implies (4.8). Now, using (4.8), together with (4.7) and the definitions $u(x_{ts})^2 = f'(x_{ts})$ and $h(x_{ts}) := \tilde{u}(x_{ts})^2$, we obtain
\begin{align}
g(H)D\Phi_{s}(t)g(H) \\
&\leq (k - v)s^{-1}g(H)f'(x_{ts})g(H) + C s^{-2}g(H)h(x_{ts})g(H).
\end{align}
(4.11)
Taking the matrix element of this inequality with the vector $\tilde{\psi}_t = e^{-iHt}\chi b^{-}\phi$ and using
\begin{align}
g(H)\tilde{\psi}_t = e^{-iHt}g(H)\chi b^{-}\phi =: \psi_t,
\end{align}
(4.12)
we find that
\begin{align}
(D\Phi_{s}(t))_t \leq (k - v)s^{-1}\langle f'(x_{ts}) \rangle_t + C s^{-2}\langle h(x_{ts}) \rangle_t.
\end{align}
Hence, Eqs. (2.8) and (2.9) and the definition $\Phi_{ts} := f(x_{ts})$ give
\begin{align}
\langle f(x_{ts}) \rangle_t + (v - k)s^{-1} \int_0^t \langle f'(x_{rs}) \rangle_r dr \\
&\leq \langle f(x_{0s}) \rangle_0 + C s^{-2} \int_0^t \langle h(x_{rs}) \rangle_r dr.
\end{align}
(4.13)
Since $k < v$ and since $h = \tilde{u}^2$ is an admissible function and therefore $h \gtrsim j'$ for some $j \in \mathcal{F}$, (4.13) implies that
\begin{align}
\int_0^t \langle f'(x_{rs}) \rangle_r dr \lesssim s\langle f(x_{0s}) \rangle_0 + s^{-1} \int_0^t \langle j'(x_{rs}) \rangle_r dr.
\end{align}
(4.14)
(The constant entering the relation \( \lesssim \) here is bounded by a power of \((v - k)^{-1}\).) This, together with the boundedness of \(j'\), gives estimate (4.3) with \(n = 0\). Now, assuming (4.3) holds for some \(n = n' \geq 0\), and using this (with \(f = j\)) for the integral on the r.h.s. of (4.14), we see that (4.3) holds for \(n = n' + 1\). □

**End of the proof of Theorem 2.1** Recall that supp \(f \subset \mathbb{R}^+\) for any \(f \in \mathcal{F}\), and therefore supp \(f(x_0) \subset \{\langle x \rangle > a + \delta s\}\). Since supp \(\chi_b^- \subset \{\langle x \rangle \leq b\}\) and \(b < a\), the functions \(f(x_0)\) and \(\chi_b^-\) have disjoint supports. Hence, we have by (A.3) of Lemma A.1 (and the fact that \(f^{(k)}(x_0) \chi_b^- = 0\)) that, for any \(n\),

\[
f(x_0)g(H)\chi_h^- = [f(x_0), g(H)]\chi_h^- = O(s^{-n})
\]

and therefore, for any \(n\) and any \(f \in \mathcal{F}\),

\[
\langle f(x_0) \rangle_0 = \langle g(H)\chi_h^- \phi, f(x_0)g(H)\chi_h^- \phi \rangle = O(s^{-n}).
\]

Next, retaining the first term in (4.13) and dropping the second one and using (4.3) and (4.16), we conclude that, for any \(n\),

\[
\langle f(x_{t,s}) \rangle_{t \lesssim s^{-n}}.
\]

Now, for any \(f \in \mathcal{F}\), we have \(f(\lambda) = 1\) for \(\lambda \geq c - v\), and therefore \(f(x_{t,s}) = 1\) on \(\{\langle x \rangle \geq a + vt + (c - v)s\}\). Recalling that \(s \geq t\) and \(A_0^+ := \{x \in \mathbb{R}^d : \pm \langle x \rangle \geq \pm \rho\}\), we have

\[
A_{c^t + a}^+ \subset \{f(x_{t,s}) = 1\}.
\]

Hence, we conclude that \(\langle \chi_{A_{c^t + a}^+} \rangle_{t \lesssim t^{-n}}\). Since \(\psi_t := e^{-iHt}g(H)\chi_h^- \phi\) for any \(\phi \in L^2, \|\phi\| = 1\), this implies (2.4). □

**Proof of Eq. (2.5)** By our assumption, \(\rho > a + ct\). We set \(s = (\rho - a)/c \geq t\). This gives \(\rho = a + cs \geq a + ct\) and therefore \(A_0^+ \subset \{\langle x \rangle \geq a + vt + (c - v)s\} \subset \{f(x_{t,s}) = 1\}\). Using this together with estimate (4.17) in the time-reversed form \(\|f(x_{ts})^{1/2} e^{iHt}g(H)\chi_h^- \phi\| \lesssim s^{-n}\), and the definitions \(s = (\rho - a)/c\) and \(\alpha_t(B) := e^{iHt}B e^{-iHt}\), we arrive at (2.5). □

**5 Proof of Theorem 3.3**

We follow the proof of Theorem 2.1. We use the notation \(A \lesssim B\) and \(A \lesssim B\) introduced in the previous section. Let

\[
\psi_t := U_t g_+(H)\phi_0, \quad \phi_0 := \chi_h^- \phi.
\]

We begin by using (2.8) as before and observe that the identities (4.7) and (4.11) still hold for \(H_t\). However, the relation (4.12) (the trivial pull-through formula) fails. Now,
instead of (4.12), we use the pull-through relation (3.6) to pull in $g(H)$ from $\psi_t$. For convenience denote $R := \psi_t - g(H)U_t\phi_0 = O(t^{-\mu})\phi_0$. Then

\[
\partial_t \langle \Phi_{ts} \rangle_t = \langle g(H)U_t\phi_0, D\Phi_s(t)g(H)U_t\phi_0 \rangle + \langle R, D\Phi_s(t)g(H)U_t\phi_0 \rangle + \langle g(H)U_t\phi_0, D\Phi_s(t)R \rangle + \langle R, D\Phi_s(t)R \rangle. \tag{5.1}
\]

We claim that the second line above is $O(s^{-1}t^{-\mu})$. This follows from (4.7) and (4.1) for the first two terms; for the third one we can get the better bound $O(s^{-1}t^{-2\mu})$ using

\[
\| p(U_t g_+(H) - g(H)U_t) \| = O(t^{-\mu}),
\]

which follows from (3.5) and estimates (A.18) and (A.20) of Appendix A.

Going back to (5.1), and using also (4.11) to bound the first terms on the r.h.s., we get, for some admissible function $\tilde{f}$,

\[
\partial_t \langle \Phi_{ts} \rangle_t \leq (k - v)s^{-1} \langle g(H)U_t\phi_0, f'(x_{ts})g(H)U_t\phi_0 \rangle + Cs^{-2} \langle g(H)U_t\phi_0, \tilde{f}(x_{ts})g(H)U_t\phi_0 \rangle + O(s^{-1}t^{-\mu}). \tag{5.2}
\]

Next, passing back to $\psi_t$ by using the pull-through relations in the opposite direction and the fact that $\tilde{f}$ is bounded, we obtain

\[
\partial_t \langle \Phi_{ts} \rangle_t \leq (k - v)s^{-1} \langle f'(x_{ts}) \rangle_t + Cs^{-2} + Cs^{-1}t^{-\mu}. \tag{5.3}
\]

Since $v > k$, we can drop the first term on the r.h.s. and use the basic equality (2.9), the definition $\Phi_{ts} := f(x_{ts})$ and the conditions $\mu > 1$, $s \geq t$, to find

\[
\langle f(x_{ts}) \rangle_t \leq \langle f(x_0) \rangle_0 + Cs^{-1}. \tag{5.4}
\]

For the first term on the r.h.s., we claim

\[
\langle f(x_0) \rangle_0 = O(s^{-2\mu}/(\mu + 1)). \tag{5.5}
\]

To prove this estimate, we recall $\psi_t := U_t g_+(H)\chi_b^- \phi$, note that $\langle f(x_0) \rangle_0 = \| \chi(x_0) \psi_0 \|^2$, with $\chi^2 = f$, and pass from $g_+(H)$ to $g_{s\beta}(H) := U_{x^\beta}^- g(H)U_{x^\beta}$, with $\beta < 1$, paying with the error $O(s^{-\beta\mu})$:

\[
\chi(x_0)\psi_0 = \chi(x_0)g_+(H)\chi_b^- \phi = \chi(x_0)g_{s\beta}(H)\chi_b^- \phi + O(s^{-\beta\mu}).
\]

In Lemma A.3 of Appendix A we show that

\[
\chi(x_0)g_{s\beta}(H)\chi_b^- = O(s^{\beta-1}). \tag{5.6}
\]
This, together with the previous estimate and the choice \( \beta = 1/(\mu + 1) \), yields (after squaring up) (5.5), (5.5) and (5.4) imply

\[
\langle f(x_{ts}) \rangle_t \leq C s^{-1},
\]

which, in view of the definition of \( f \), gives, after setting \( s = t \), Theorem 3.3. \( \square \)
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**Appendix A. Commutator expansions**

In this appendix, we present commutator expansions and estimates, first derived in [19] and then improved in [12,14,21] (see [4,8,15] for the original work). We follow [12] and refer to this paper for details and references. Here, we mention only that, by the Helffer-Sjöstrand formula, a function \( f \) of a self-adjoint operator \( A \) can be written as

\[
f(A) = \int d\tilde{f}(z)(z-A)^{-1}, \tag{A.1}
\]

where \( \tilde{f}(z) \) is an almost analytic extension of \( f \) to \( \mathbb{C} \) supported in a complex neighbourhood of \( \text{supp} f \). For \( f \in C^{n+2}(\mathbb{R}) \), we can choose \( \tilde{f} \) satisfying the estimates (see (B.8) of [12]):

\[
\int |d\tilde{f}(z)||\text{Im}(z)|^{-p-1} \lesssim \sum_{k=0}^{n+2} \|f^{(k)}\|_{k-p-1}, \tag{A.2}
\]

where \( \|f\|_m := \int \langle x \rangle^m |f(x)| \). Note that [12] requires \( f \in C_0^\infty(\mathbb{R}) \), but one can easily extend representation (A.1) and the needed results to \( f \)'s satisfying

\[
\sum_{k=0}^{n+2} \|f^{(k)}\|_{k-2} < \infty,
\]

for some \( n \geq 1 \), which covers the case \( f \in C^\infty(\mathbb{R}) \) with \( f' \in C_0^\infty(\mathbb{R}) \) which comes up in this work.

The essential commutator estimates are incorporated in the following lemma:

**Lemma A.1** Let \( f \in C^\infty(\mathbb{R}) \) be bounded, with \( \sum_{k=0}^{n+2} \|f^{(k)}\|_{k-2} < \infty \), for some \( n \geq 1 \). Let \( x_t = s^{-1}(\langle x \rangle - a) \) for \( a > 0 \) and \( 1 \leq s < \infty \). Suppose that \( H \) satisfies
(2.1) and let \( g \in C_0^\infty(\mathbb{R}) \). Then, for any \( n \geq 1 \),

\[
[g(H), f(x_s)] = \sum_{k=1}^{n-1} \frac{s^{-k}}{k!} B_k f^{(k)}(x_s) + O(s^{-n}), \tag{A.3}
\]

uniformly in \( a \in \mathbb{R} \), where \( H^j B_k, \ j = 0, 1, k = 1, \ldots, n - 1, \) are bounded operators and \( \|H^j O(s^{-n})\| \lesssim s^{-n}, \ j = 0, 1. \) For \( n = 1 \), the sum on the r.h.s. is omitted.

**Proof** Omitting the argument \( x_s \) in \( f \) and \( f^{(k)} \) and using (B.14)–(B.15) of [12], we have

\[
[g(H), f] = \sum_{k=1}^{n-1} \frac{s^{-k}}{k!} B_k f^{(k)} + s^{-n} \text{Re}(s); \tag{A.4}
\]

\[
B_k = ad_{(x)}^k g(H); \tag{A.5}
\]

\[
\text{Re}(s) = \int d\tilde{f}(z)(z - x_s)^{-1} B_n(z - x_s)^{-n}, \tag{A.6}
\]

where for \( n = 1 \), the sum on the r.h.s. is omitted. Now we show that the operators \( H^j B_k, \ j = 0, 1, k = 1, \ldots, n, \) and \( \text{Re}(s) \) satisfy the estimates:

\[
\|H^j B_k\| \lesssim 1, \ j = 0, 1, k = 1, \ldots, n, \quad \|H^j \text{Re}(s)\| \lesssim 1, \tag{A.7}
\]

uniformly in \( a \) (and of course \( s \)). Let \( R(z) := (z - H)^{-1} \). We claim that

\[
B_k = \sum_{\pi \in \Pi_k} \int d\tilde{g}(z) R(z) C_{j_1} \ldots R(z) C_{j_k} R(z), \tag{A.8}
\]

where \( \pi = (k_1, \ldots, k_s) \), with \( 1 \leq k_j \leq 2 \) and \( k_1 + \cdots + k_s = k \), are ordered partitions of \( k \), and \( C_j := ad_{(x)}^j H \). Indeed, using the formula (A.1) for \( g(H) \),

\[
g(H) = \int d\tilde{g}(z) R(z), \tag{A.9}
\]

and the relation \( ad_{(x)}^j R = RC_1 R \), we see that this is true for \( k = 1 \):

\[
B_1 = \int d\tilde{g}(z) R(z) C_1 R(z). \tag{A.10}
\]

Now, assuming that (A.8) holds for \( k = m \), we prove it for \( k = m + 1 \). To this end, we use that \( ad_{(x)}^j B_j = B_{j+1}, ad_{(x)}^j R = RC_1 R \) and \( ad_{(x)}^j C_j = C_{j+1} \) to obtain

\[
B_{m+1} = \sum_{\pi \in \Pi_m} \int d\tilde{g}(z) \left\{ \sum_{a=1}^{m} \prod_{j=1}^{a-1} (R(z) C_{k_j})(R(z) C_1 R(z) C_{k_a} + R(z) C_{k_a+1}) \right\}
\]

\( \Box \) Springer
\[ \times \prod_{j=a+1}^{s} (R(z)C_{k_j})R(z) + \prod_{j=1}^{s} (R(z)C_{k_j})(R(z)C_1R(z)) \]

\[ = \sum_{\pi \in \Pi_m} \int d\tilde{g}(z) \left\{ \sum_{a=1}^{m} \left[ \prod_{j=1}^{a-1} (R(z)C_{k_j})(R(z)C_1) \prod_{j=a}^{s} (R(z)C_{k_j}) \right] \right. \\
\left. + \prod_{j=1}^{a-1} (R(z)C_{k_j})(R(z)C_{k_{a+1}}) \prod_{j=a+1}^{s} (R(z)C_{k_j}) \right\} \right. \\
\left. + \prod_{j=1}^{s} (R(z)C_{k_j})(R(z)C_1) \right\} R(z). \quad (A.11) \]

It is not hard to see that (A.11) is of the form (A.8) with \( k = m + 1 \). Finally, since \( ad_{(x)}^k H = 0 \), for \( k \geq 3 \), we have that either \( k_a + 1 \leq 2 \) or \( C_{k_{a+1}} = 0 \).

To prove boundedness of \( B_k \), we use that \( C_1 := [(x), H] = i\gamma \), where, recall, \( \gamma = \frac{1}{2} (p \cdot \nabla \langle x \rangle + \nabla \langle x \rangle \cdot p) \), with \( p := -i\nabla \), and \( C_2 := [(x), [(x), H]] = -|\nabla \langle x \rangle|^2 \).

Let

\[ S := (H + c)^{1/2}, \quad \text{where} \quad c := -\inf H + 1, \quad (A.12) \]

and \((H + c)^{1/2}, s \in \mathbb{R}\), is defined by the spectral theory. Since \( \gamma \) is \( S \)-bounded, we have \( \|\gamma R(z)\| \lesssim \|SR(z)\| \lesssim \sup_{s \geq 1}(s^{1/2}|s - c - z|^{-1}) \), which gives

\[ \|C_1R(z)\| \lesssim |\text{Re } z|^{1/2}/|\text{Im } z|. \quad (A.13) \]

Using this and \(|\nabla \langle x \rangle| \leq 1 \) in (A.8) and using (A.2) for \( \tilde{g}(z) \) supported in a complex neighbourhood of \( \text{supp } g \), which is a compact set, shows that \( H^j B_k, k = 1, 2, \ldots, j = 0, 1 \), are bounded.

The proof of the last estimate in (A.7) is similar (cf. (B.8) and also (B.15) of [12]). \( \Box \)

Now, we prove various commutator estimates used in the main text.

**Lemma A.2**

\[ [g(H), W_r] = O(r^{-\mu-1}). \quad (A.14) \]

**Proof** As in (A.4), with \( n = 1 \), we have

\[ [W_r, g(H)] = \int d\tilde{g}(z)(z - H)^{-1}[W_r, H](z - H)^{-1}. \quad (A.15) \]

Using this, estimate (A.2) for \( \tilde{g}(z) \) and the fact that \( [W_r, H] = \nabla W_r \cdot \nabla + \frac{1}{2} \Delta W_r \) is \( S \)-bounded, where the operator \( S \) is given in (A.12), and the estimate

\[ \|p R(z)\| \lesssim |\text{Re } z|^{1/2}/|\text{Im } z| \]
(cf. (A.13)), we arrive at (A.14).

**Lemma A.3** Estimate (5.6), that is, \(\|\chi(x_{0s})g_{s,\beta}(H)\chi_b^-\| = O(s^{-1})\), holds.

**Proof** Recall the definition \(g_{s,\beta}(H) := U_{s,\beta}^{-1}g(H)U_{s,\beta}\) and let \(\chi \equiv \chi(x_{0s})\). Using \(\chi\chi_b^- = 0\), we write

\[
\chi g_{s,\beta}(H)\chi_b^- = [\chi, U_{s,\beta}^{-1}]g(H)U_{s,\beta}\chi_b^- + U_{s,\beta}^{-1}[\chi, g(H)]U_{s,\beta}\chi_b^- + U_{s,\beta}^{-1}g(H)[\chi, U_{s,\beta}]\chi_b^-.
\]

(A.16)

Since \([\chi, U_{s,\beta}] = U_{s,\beta}(U_{s,\beta}^{-1}\chi U_{s,\beta} - \chi) = U_{s,\beta}\int_0^{s,\beta} \partial_r(U_r^{-1}\chi U_r)dr\) and \(\partial_r(U_r^{-1}\chi U_r) = iU_r^{-1}[H_r, \chi]U_r\), we have

\[
[\chi, U_{s,\beta}] = iU_{s,\beta}\int_0^{s,\beta} U_r^{-1}[H_r, \chi]U_rdr.
\]

(A.17)

Note that \([H_r, \chi] = -ip\nabla\chi + \frac{1}{2}(\Delta\chi)\). We control \(p\) by \(S^{-1} = (H + c)^{-1/2}\) (see (A.12)) as

\[
p = SB = B'S,
\]

(A.18)

where \(B := (H + c)^{-1/2}\) and \(B' := p(H + c)^{-1/2}\), bounded operators. Eq. (A.17), together with the last two relations, gives

\[
[\chi, U_{s,\beta}] = U_{s,\beta}\int_0^{s,\beta} U_r^{-1}(SB\nabla\chi + i\frac{1}{2}(\Delta\chi))U_rdr.
\]

(A.19)

Next, we commute \((H + c)^{1/2}\) to the left. To this end, we apply the equation

\[
[S, U_r] = O(1),
\]

(A.20)

which we now prove. First, we write \(S = (H + c)^{1/2} = (H + c)(H + c)^{-1/2}\) and use the explicit formula \((H + c)^{-s} := c' \int_0^\infty (H + c + \omega)^{-s}d\omega/\omega^{s+1}\), where \(s \in (0, 1)\) and \(c' := [\int_0^\infty (1 + \omega)^{-1}d\omega/\omega^{s+1}]^{-1}\), to obtain \([W_r, (H + c)^{1/2}] = O(r^{-\mu-1})\). This implies the estimate \([H_r, (H + c)^{1/2}] = [W_r, (H + c)^{1/2}] = O(r^{-\mu-1})\), which, together with \(\mu > 0\) and the relation

\[
[S, U_r] = U_r\int_0^r iU_r^{-1}[H_r', S]U_r'dr',
\]

(A.21)

yields (A.20).

Commuting \(S\) in Eq. (A.19) to the left (either twice through \(U_r^{-1}\) and \(U_{s,\beta}\), or once through \(U_{s,\beta}U_r^{-1} = U(s^\beta, r)\)) and using (A.20), \(\nabla\chi = O(s^{-1})\) and \(\Delta\chi = O(s^{-2})\),
gives

\[ [\chi, U_{s^\beta}] = SO(s^{\beta-1}) + \int_0^{s^\beta} \left( O(s^{-1}) + O(s^{-2}) \right) U_r dr \]

\[ = SO(s^{\beta-1}) + O(s^{\beta-1}). \quad (A.22) \]

A similar estimate holds for \([\chi, U_{s^\beta}^{-1}] = -[\chi, U_{s^\beta}]^*:\]

\[ [\chi, U_{s^\beta}^{-1}] = O(s^{\beta-1}) S + O(s^{\beta-1}). \quad (A.23) \]

Now, the second term on the r.h.s. of the above relation produces the right bound, \(O(s^{-1} + \beta)\) and so does the first term multiplied by \(g(H)\), as \((H + 1)^{1/2} g(H)\) is a bounded operator. This shows that the first term on the r.h.s. of (A.16) is of the order \(O(s^{-1} + \beta)\). The same estimates apply to the third term on the r.h.s. of (A.16) giving \(O(s^{-1} + \beta)\). For the second term on the r.h.s. of (A.16), we use (A.3) to obtain \([\chi, g(H)] = O(s^{-1})\). This proves (5.6).

\[ \square \]
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