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We exhibit a complete set of identities for CNOT, the symmetric monoidal category generated by the controlled-not gate, the swap gate, and the computational ancillae. We prove that CNOT is a discrete inverse category. Moreover, we prove that CNOT is equivalent to the category of partial isomorphisms of finitely-generated non-empty commutative torsors of characteristic 2. This is equivalently the category of partial isomorphisms of affine maps between finite-dimensional \( \mathbb{Z}_2 \) vector spaces.

1 Introduction

In this paper, we model the behaviour of circuits comprised of cnot gates and the four computational ancillae—which restrict certain inputs and outputs to be either 0 or 1. We model these circuits as maps in the symmetric monoidal category CNOT given by finite generators and relations. Although the cnot gate is unitary, the ancillae are not. This is because ancillae model state preparation and measurement which are irreversible operations. Ancillae are commonly used in quantum error correction codes [4, 9]; moreover, the proof that the Toffoli gate is universal uses ancillae [13]. Although unitary transformations are an active area of research [10], and there is a finite, faithful set of identities for circuits composed of cnot gates [1], the structure of circuits composed of cnot gates and ancillae is not. Previously, Lafont has classified several similar categories [12].

We prove that CNOT is equivalent to a concrete category of torsors and partial maps, equivalent to the category of partial isomorphisms of affine linear maps between finite dimensional \( \mathbb{Z}_2 \) vector spaces. We have yet to prove that there is a faithful embedding of CNOT into the category of Hilbert spaces with completely positive maps, \( \text{CP}(\mathcal{F}
\text{Hilb}) \) (see [7]).

2 Defining the Category CNOT

CNOT is a symmetric monoidal category presented by generating maps and identities. We use string diagrams to express the maps in CNOT. For the cnot-gate and the upside-down cnot-gate, we use the following notation respectively:

\[ \begin{array}{c}
\text{\includegraphics[width=0.1\textwidth]{cnot.png}} \\
\text{\includegraphics[width=0.1\textwidth]{upside_down_cnot.png}}
\end{array} \]
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We call the wire of the \textit{cnot} gate with the dot the \textbf{control bit} and the other wire with the $\oplus$ the \textbf{operating bit}. We graphically denote the input and output ancillary bits for 1 by $\overset{\_}{\circ}$ and $\overset{\_}{\circ}$. Algebraically we denote the input ancillary bit for 1 by $|1\rangle$ and the output ancillary bit for 1 by $\langle 1|$.

CNOT is the symmetric monoidal category generated by \textit{cnot}, and the 1 ancillae satisfying the identities $[\text{CNT.1}] - [\text{CNT.9}]$. Two maps are equal in CNOT if and only if they can be proven to be equivalent by the following identities:

\begin{align*}
[\text{CNT.1}] & : \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.2}] & : \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.3}] & : \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.4}] & : \quad \overset{\_}{\circ} = \bigcirc \quad \text{and} \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.5}] & : \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.6}] & : \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.7}] & : \quad \overset{\_}{\circ} = \bigcirc \quad \text{and} \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.8}] & : \quad \overset{\_}{\circ} = \bigcirc \\
[\text{CNT.9}] & : \quad \overset{\_}{\circ} = \bigcirc
\end{align*}

Note that all of the identities $[\text{CNT.1}] - [\text{CNT.9}]$ are horizontally symmetric. This symmetry expresses a functorial involution which will be useful later.

While the first eight identities are quite familiar, $[\text{CNT.9}]$ may be unexpected: it is reminiscent of the absorbing scalar Axiom (ZO) in the ZX calculus [2].

Note that CNOT only has 3 generating gates as we can construct the 0-ancillary bits from \textit{cnot} and the 1 ancillary bits. The following gates are respectively the input and output 0 ancillary bits:

\begin{align*}
\overset{\_}{\circ} : & = \quad \text{and dually} \quad \overset{\_}{\circ} : = \quad \leftarrow
\end{align*}

We denote these ancillary bits algebraically by $|0\rangle$ and $\langle 0|$ respectively.
2.1 Restriction and inverse categories

In this section, we introduce the basic theory and terminology of restriction categories which we use later.

Definition 2.1. [5, Def. 2.1.1]

A restriction structure on a category \( \mathcal{X} \) is an assignment \( \overline{f} : A \to A \) for each map \( f : A \to B \) in \( \mathcal{X} \) satisfying the following four axioms:

(R.1) \( \overline{f} \overline{g} = \overline{g} \overline{f} \) whenever \( \text{dom} f = \text{dom} g \) for maps \( f, g \) in \( \mathcal{X} \).

(R.2) \( \overline{g} \overline{f} = \overline{f} \overline{g} \) whenever \( \text{dom} f = \text{dom} g \) for maps \( f, g \) in \( \mathcal{X} \).

(R.3) \( \overline{g} f = f \overline{g} \) whenever \( \text{dom} f = \text{dom} g \) for maps \( f, g \) in \( \mathcal{X} \).

(R.4) \( f \overline{g} = \overline{f} g \overline{f} \) whenever \( \text{cod} f = \text{dom} g \) for maps \( f, g \) in \( \mathcal{X} \).

A restriction category is a category equipped with a restriction structure. A restriction functor is a functor which preserves the given restriction structure.

In a restriction category, a total map is a map \( f \) such that \( \overline{f} = 1 \). The total maps of a restriction category \( \mathcal{X} \) form a subcategory \( \text{Total}(\mathcal{X}) \) of \( \mathcal{X} \).

A restriction category is a 2-category with 2-cells given by the partial order \( f \leq g \iff \overline{f} = \overline{g} \) if and only if there exists an isomorphism \( \alpha \) such that \( \alpha \overline{m} = \overline{m} \) and \( \alpha \overline{f} = \overline{f} \).

A basic example of a restriction category is a partial map category. One can form a partial map category from any category which has pullbacks:

Definition 2.2. [5, Sec. 3] Given a category \( \mathcal{X} \) with pullbacks, the category of partial maps of \( \mathcal{X} \), \( \text{Par}(\mathcal{X}) \) is defined as follows:

Objects: Objects in \( \mathcal{X} \).

Maps: Every map from \( A \) to \( B \) is a pair \( (m, f) \) such that \( m : A' \to A \) and \( f : A' \to B \) such that \( m \) is monic—up to an equivalence relation \( (m, f) \sim (m', f') \) if and only if there exists an isomorphism \( \alpha \) such that \( \alpha m' = m \) and \( \alpha f' = f \).

Identities: The identity on \( A \) is the pair \( (1_A, 1_A) \).

Composition: For maps \( (m, f) : A \to B \) and \( (m', g) : B \to C \), \( (m, f)(m', g) := (m'' m, f' g) \) where \( m'' \) and \( f' \) are determined by the following pullback:

\[
\begin{array}{ccc}
A'' & \xleftarrow{m''} & A' \\
\searrow & & \swarrow f' \\
A & \xrightarrow{m} & B \\
\downarrow m' & & \downarrow g \\
A & \xrightarrow{f} & B' & \xrightarrow{m'} & C \\
\end{array}
\]

Composition is well-defined even though pullbacks are determined only up to isomorphism as the maps are taken modulo the equivalence relation.
The notion of a partial map category can be generalized by restricting the monics to any class of monics closed to composition, isomorphisms and pullbacks \[5\text{ Sec. 3}\]. However, here we consider only the class of all monics.

If the category \(X\) has products then \(\text{Par}(X)\) has restriction products: these are “lax” products for which the pairing operation satisfies \((f, g)\pi_0 = \overline{f} f\) (and \((f, g)\pi_1 = \overline{f} g\)). If the category \(X\) has a final object then \(\text{Par}(X)\) has a restriction final object, that is an object ! for which, for each object \(A\), there is a unique total map ! : \(A \to 1\) so that for any map \(k : A \to 1\), \(k = ! !\). A restriction category with restriction products and a restriction terminal object is called a Cartesian restriction category.

**Definition 2.3.** \[5\text{ Sec. 2.3}\] A map \(f\) is a **partial isomorphism** when there exists another map \(g\), called the **partial inverse** of \(f\), such that \(f = f g\) and \(g = g f\).

Partial isomorphisms generalize the notion of an isomorphisms to restriction categories; thus, the composition of partial isomorphisms is a partial isomorphism and partial inverses are unique. A restriction category \(X\) is an **inverse category** when all its maps are partial isomorphisms. A one object inverse category is an inverse monoid.

Given any restriction category \(X\), there is a subcategory of partial isomorphisms of \(X\), denoted by \(\text{ParIso}(X)\) which is an inverse category.

There is an important alternate way to view an inverse category:

**Theorem 2.4.** \[5\text{ Thm. 2.20}\] A category \(X\) is an inverse category if and only if there exists an involution \((\circ) : X^\text{op} \to X\) which is the identity on objects, satisfying the following three axioms:

\[
\begin{align*}
\text{(Inv.1)} & \quad (\circ) \circ = c \\
\text{(Inv.2)} & \quad c \circ c = c \\
\text{(Inv.3)} & \quad c \circ d \circ = d \circ c \circ c
\end{align*}
\]

Inverse categories have restriction structure given by \(\overline{f} := c \circ f\). It is not hard to show that every idempotent in an inverse category is necessarily a restriction idempotent.

### 2.2 Discrete restriction categories and inverse products

A Cartesian restriction category in which the diagonal map, \(\Delta_A : A \to A \times A\), is a partial isomorphism is called a **discrete Cartesian restriction category**. The partial map category, \(\text{Par}(X)\), of a category with products and pullbacks is always a discrete Cartesian restriction category (as the diagonal map is a partial isomorphism). Discrete Cartesian restriction categories are equivalently characterized as those Cartesian restriction categories which have meets:

**Definition 2.5.** \[6\text{ Lemma 2.11}\] A restriction category \(X\) has **meets** when it has a combinator \(\cap : X(A,B)^2 \to X(A,B)\) for all objects \(A\) and \(B\) in \(X\) such that for all \(f,g : A \to B\) and \(h : B \to C\) in \(X\) the three following axioms hold:

\[
\begin{align*}
\text{(M.1)} & \quad f \cap f = f \\
\text{(M.2)} & \quad f \cap g \leq f \text{ and } f \cap g \leq g \text{ with respect to the restriction ordering.}
\end{align*}
\]
(M.3) \((f \cap g)h = (fh) \cap (gh)\)

In a discrete Cartesian restriction category one defines the meet as \(f \cap g := \Delta(f \times g)\Delta^0\); conversely if one has meets in a Cartesian restriction category one can define the partial inverse of the diagonal map as \(\Delta^0 := \pi_0 \cap \pi_1\). When one considers the subcategory of partial isomorphism of a discrete Cartesian category one obtains an inverse category which has a residual product structure. As the projections are not (partial) isomorphisms this structure centres round the behaviour of \(\Delta\) and \(\Delta^0\):

**Definition 2.6.** [8, Def. 4.3.1] Given an inverse category \(\mathcal{X}\) equipped with a tensor product \(\otimes: \mathcal{X} \times \mathcal{X} \to \mathcal{X}\) which preserves \((\_ \cap \_)^c\), we say \(\mathcal{X}\) has **inverse products** if there exists a total natural diagonal transformation \(\Delta\) which satisfies the properties:

\((DInv.1)\) \(\Delta\) is cocommutative for each \(A \in \mathcal{X}\):

\[
\begin{array}{c}
A \\
\Delta_A \\
\Delta_A \\
\end{array}
\xymatrix{ & A \otimes A \\
A \otimes A \ar[ur]^{\Delta_A} \ar[dr]_{\Delta_A} & \\
& D }
\]

\((DInv.2)\) \(\Delta\) is coassociative for each \(A \in \mathcal{X}\):

\[
\begin{array}{c}
A \\
\Delta_A \\
\Delta_A \\
\end{array}
\xymatrix{ & A \otimes A \\
A \otimes A \ar[ur]^{\Delta_A} \ar[dr]_{\Delta_A} & \\
& A \otimes (A \otimes A) }
\]

\((DInv.3)\) \((\Delta, \Delta^0)\) is a semi-Frobenius object for each \(A \in \mathcal{X}\):

\[
\begin{array}{c}
A \otimes A \\
\Delta_A \otimes 1_A \\
(1_A \otimes \Delta_A)\varphi^{A,A}_{A,A} \\
\end{array}
\xymatrix{ & (A \otimes A) \otimes A \\
A \otimes (A \otimes A) \ar[ur]^{(\Delta_A \otimes 1_A)\varphi^{A,A}_{A,A}} \ar[dr]_{\Delta_A} & \\
(A \otimes A) \otimes A \ar[ur]_{\Delta_A \otimes 1_A} \\
& A \otimes A }
\]

\((DInv.4)\) \(\Delta\) satisfies the uniform copying identity for each \(A, B \in \mathcal{X}\):

\[
\begin{array}{c}
A \otimes B \\
\Delta_A \otimes \Delta_B \\
\Delta_{A \otimes B} \\
\end{array}
\xymatrix{ & (A \otimes A) \otimes (B \otimes B) \\
(A \otimes B) \otimes (A \otimes B) \ar[ur]^{\Delta_B \otimes \Delta_A} \ar[dr]_{\varphi^{A,B}_{A,B}} & \\
(A \otimes B) \otimes (A \otimes B) \\
& (A \otimes B) \otimes (A \otimes B) }
\]
The natural isomorphism,

\[
\text{ex} : = a(1 \otimes a^\circ)(1 \otimes (c \otimes 1))(1 \otimes a)^\circ : (A \otimes B) \otimes (C \otimes D) \to (A \otimes C) \otimes (B \otimes D)
\]

is called the exchange map.

A **discrete inverse category** is an inverse category with inverse products. Note that \(\Delta\) is total if and only if \(\Delta\) is separable (special), that is, \(\Delta \Delta^\circ = 1\). A discrete inverse category always has meets \([8]\): \(a \cap b = \Delta(a \otimes b)\Delta^\circ\). Furthermore, the partial isomorphisms of a discrete Cartesian restriction category (such as \(\text{Par}(X)\) for a \(X\) with finite limits) is always a discrete inverse category. Conversely – and more surprisingly – every discrete inverse category has a “completion” to a discrete Cartesian restriction category (see \([8]\) for more details).

## 3 Torsors

We will prove that CNOT is equivalent to the category of partial isomorphism between finitely generated non-empty commutative torsors of characteristic 2, \(\text{ParIso}(\text{CTor}_2)\). Torsors are essentially groups without a fixed multiplicative identity: the category \(\text{ParIso}(\text{CTor}_2)\) may, thus, also be viewed as the partial isomorphism category of finite-dimensional \(\mathbb{Z}_2\) vector spaces with affine maps.

**Definition 3.1.** A **torsor** is a set \(X\) along with a ternary operator \((\_ \times \_ \times \_): X \times X \times X \to X\) called para-multiplication, such that for any \(a,b,c,d,e \in X\), the following laws hold \([17]\):

**Para-associative law:**

\[(a \times_b c) \times_d e = a \times_d (c \times_b e) = a \times_b (c \times_d e)\]

**Para-identity law:**

\[a \times_b b = b \times_b a = a\]

A torsor is said to be **commutative**, when \(a \times_b c = c \times_b a\). A torsor is said to have **characteristic 2**, when \(a \times_b a = b\).

The category of torsors \(\text{Tor}\) has objects torsors and maps homomorphisms of torsors. A homomorphisms of torsors, \(f: (X, \times) \to (Y, \times)\), is a functions \(X \to Y\) which preserve para-multiplication. As this is a category of algebras we know that it is a finitely complete category. This allows us to form \(\text{Par}(\text{Tor})\) and \(\text{ParIso}(\text{Tor})\) immediately.

Note that the empty set is a torsor, however, if \((X, \times)\) is a non-empty torsor, then \(X\) has, for each element of \(X\), a group structure. Thus, given any \(z \in X\), \(X\) is a group under the multiplication 

\[\times_z : X^2 \to X; (x,y) \mapsto x \times_z y.\]

Conversely, if \((X, \cdot)\) is a group, then \(X\) has a non-empty torsor structure \(\times : X^3 \to X\) such that \((x,z,y) \mapsto x \cdot z^{-1} \cdot y [3\text{ Sec. 0.2}]\). This correspondence does not imply that the category of torsors and groups are equivalent since their homomorphisms are different.
Some authors, including their originator [11, Def. 18], require the underlying set of a torsor to be nonempty so that torsors always arise as groups. However, following [3, Sec. 0.2], we will not impose this condition as we need a category closed to pullbacks, and the empty torsor arises as a pullback. A torsor is also also known as a “... heap, ground, flock, herd, principal homogeneous space, abstract coset, pregroup ...” [3, Sec. 0.2] with the non-emptiness condition appearing in some cases.

**Definition 3.2.** Define $\mathcal{C} \text{Tor}_2$ to be the full subcategory of torsors whose objects are finitely generated commutative torsors of characteristic 2 (including the empty torsor).

There is an equivalent characterization of the objects of $\mathcal{C} \text{Tor}_2$.

**Proposition 3.3.** Every object in $\mathcal{C} \text{Tor}_2$ is either empty or isomorphic to a finite dimensional $\mathbb{Z}_2$ vector spaces; furthermore, torsor homomorphisms are precisely the affine maps.

**Proof.** Suppose that $X$ is a finitely generated commutative torsor under the para-multiplication $\cdot \times \cdot : X^3 \to X$. If $X$ is nonempty, fix some element $z \in X$. As $X$ has characteristic 2 as a commutative torsor, it has characteristic 2 as a Abelian group under the addition $\cdot + \cdot = \cdot \times \cdot : X^2 \to X$. Furthermore, the dimension of such a torsor is one more than the dimension of this corresponding group (as the base point must be added). Thus, finitely generated commutative torsors of characteristic 2 are finite. Therefore, by the fundamental theorem of finitely generated Abelian groups:

$$X \cong \mathbb{Z}_2^0 \oplus \left( \bigoplus_{i=1}^n \mathbb{Z}_2 \right) \cong \mathbb{Z}_2^n$$

with para-multiplication given by:

$$(a,b,c) \mapsto a \oplus (-b) \oplus c = a \oplus b \oplus c$$

Given a morphism of non-empty torsors, $f : (\mathbb{Z}_2^n, \cdot \oplus \cdot) \to (\mathbb{Z}_2^m, \cdot \oplus \cdot)$, for any $x$ and $y$ in $\mathbb{Z}_2^n$,

$$f(x \oplus y) = f(x \oplus 0 \oplus y) = f(x) \oplus f(y) \oplus f(0)$$

Therefore, $f$ is an affine transformation when $\mathbb{Z}_2^n$ and $\mathbb{Z}_2^m$ are seen as vector spaces over $\mathbb{Z}_2$.

Conversely, consider an affine transformation of vector spaces $f : \mathbb{Z}_2^n \to \mathbb{Z}_2^m$. Then $f$ can be regarded as morphism of torsors as for any $x,y,z \in \mathbb{Z}_2^n$,

$$f(x \oplus y \oplus z) = f(x \oplus (y \oplus z)) = f(x) \oplus f(y \oplus z) \oplus f(0)$$

The empty torsor and the empty affine space are strict initial objects; therefore, they have the same maps in torsors and Abelian groups viewed as affine spaces.

As $\mathcal{C} \text{Tor}_2$ is a category of algebras and so is finitely complete, we may construct $\text{Par}(\mathcal{C} \text{Tor}_2)$ and $\text{ParIso}(\mathcal{C} \text{Tor}_2)$. Let $\text{ParIso}(\mathcal{C} \text{Tor}_2)^*$ denote $\text{ParIso}(\mathcal{C} \text{Tor}_2)$ without the empty torsor.
**Proposition 3.4.** \( \text{ParIso}(\text{CTor}_2)^* \) is a discrete inverse category.

**Proof.** \( \text{ParIso}(\text{CTor}_2)^* \) is an inverse category by construction. Because \( \text{Par}(\text{CTor}_2)^* \) is a discrete Cartesian restriction category and \( \text{ParIso}(\text{CTor}_2)^* \) is the category of partial isomorphisms, it therefore has inverse products (see \([8\text{, Theorem 4.3.7}])

Thus, it is a discrete inverse category. \( \square \)

One further property of \( \text{CTor}_2 \) is worth mentioning: all its monic maps are regular monics. This means, more concretely, every subobject of a torsor is determined by some set of equations. This then means that in \( \text{Par}(\text{CTor}_2)^* \) the restriction idempotents correspond to equations.

## 4 Overview of Proof

The main theorem of this paper is:

**Theorem C.27**

There is an equivalence of categories between CNOT and \( \text{ParIso}(\text{CTor}_2)^* \).

To prove this, it is necessary to understand some of the properties of the category CNOT.

The first major challenge is to prove that CNOT is a discrete inverse category. We approach this by setting up the “discrete” part of the structure first. For this, we construct the “copy” natural transformation \( \Delta \) which is defined inductively. The base case of 1 wire is defined by applying a cnot gate to a 0 ancillary bit. Then we prove that \( \Delta \) has the properties required by an inverse product. This involves showing that the family of maps \( \{\Delta_n : n \to 2n\}_{n \in \mathbb{N}} \) is a natural transformation i.e., for any circuit \( f : n \to m \) in CNOT, \( f\Delta_m = \Delta_{2n}(f \otimes f) \). Naturality of \( \Delta \) is proven by a structural induction on \( f \). Next, we prove that \( \Delta \) forms a total semi-Frobenius algebra.

CNOT has an important symmetry expressed by a functor \( (\_)^\circ : \text{CNOT}^\text{op} \to \text{CNOT} \) which “horizontally flips” maps (circuits). We use this functor to prove that CNOT is an inverse category.

Our final objective is to prove that the category of partial isomorphisms between non-empty, finitely generated commutative torsors of characteristic 2, \( \text{ParIso}(\text{CTor}_2)^* \) is equivalent to CNOT. In order to establish this, we construct a functor \( H_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \) indirectly by constructing a functor \( h_0 : \text{CNOT} \to \text{Par}(\text{Set}) \). We show that \( h_0 \) can be factored in two ways:

- Through the inclusion \( \iota : \text{ParIso}(\text{Set}) \to \text{Par}(\text{Set}) \)
- Through the underlying functor \( \text{Par}(\text{U}) : \text{Par}(\text{CTor}_2)^* \to \text{Par}(\text{Set}) \)

These factorizations imply \( H_0 \) factors through the pullback of \( \iota \) and \( \text{Par}(\text{U}) \) which is \( \text{ParIso}(\text{CTor}_2)^* \). Thus, we obtain a map \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \).

There is another important way to describe this functor: as CNOT is the freely generated symmetric monoidal category on the gates cnot, \( |1\rangle \), and \( \langle 1| \), it suffices to interpret these into the category \( \text{ParIso}(\text{CTor}_2)^* \) and check that all of the identities hold. The result is equivalent to the functor we have produced and has the virtue of showing fairly immediately that \( \tilde{H}_0 \) preserves discrete inverse structure.
Once we have proven that the functor \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \) is well-defined, we prove that it is an equivalence of categories. That is, that it is full, faithful, and essentially surjective. The proofs are in Appendix [C]. The essential surjectivity is straightforward; however, the other two are not.

To obtain the fullness we need to show that any partial isomorphism between torsors can be simulated using circuits in \( \text{CNOT} \). However, we first show that we can simulate the graph, \( \langle 1, f \rangle \), of a total map \( f \) between torsors (see Lemma [C.22]). Next we observe that any partial map between torsors is dominated by a total map: so we can simulate the graph of this total map. The difficulty is now to introduce the partiality. To achieve this we use the fact that the functor is full on restriction idempotents (see Theorem [C.19] - more on this soon): this allows us to simulate \( \langle \tilde{f}, f \rangle \) for any partial map \( f \). However, by a general result (see Lemma [C.21]) we observe that simulating graphs of partial isomorphisms is sufficient to ensure we can simulate any partial isomorphism.

To secure faithfulness we start by reducing the problem to showing faithfulness on restriction idempotents. This involves two observations. First we prove that a functor from an inverse category is faithful if and only if it is faithful on restriction idempotents and reflects them (see Lemma [C.24]). Next, we prove that a functor between discrete inverse categories which preserves the inverse product structure and is faithful on restriction idempotents always reflects restriction idempotents and, thus, is faithful (see Lemma [C.25]). Thus to establish faithfulness in our case it suffices to prove that \( \tilde{H}_0 \) is faithful on restriction idempotents.

Toward this end we introduce a normal form, called “clausal form”, for restriction idempotents in \( \text{CNOT} \) (Definition [C.15]). A circuit is in clausal form if and only if it is the composite of a finite number of clauses. A clause is a wire starting and ending with ancillary bits which is controlled from the identity (on \( n \) wires). It has the effect of restricting the “legal” throughputs on the identity. Clauses correspond to torsor equations and can be manipulated by Gaussian elimination: and this means they are in bijective correspondence to the restriction idempotents in \( \text{ParIso}(\text{CTor}_2)^* \). This is the content of Theorem [C.19] which is the crux of the proof.

### 5 Concluding Remarks

In this work, we provided a complete set of identities for \( \text{CNOT} \), the symmetric monoidal category generated by the \text{cnot} gate and the computational ancillae. We proved that \( \text{CNOT} \) is equivalent to the category of partial isomorphisms of non-empty finitely generated commutative torsors of characteristic 2, \( \text{ParIso}(\text{CTor}_2)^* \).

To the best of our knowledge, our work is the first to provide a complete set of identities for the \text{cnot} gate and computational ancillae. The proof we present shows that \( \text{CNOT} \) is equivalent to a certain category of torsors. This we admit leaves a gap as one might expect a faithful functor from \( \text{CNOT} \) to \( \text{CP}(\text{FHilb}) \), the category of finite dimensional Hilbert spaces with completely positive maps. This proof should involve checking that the identities of \( \text{CNOT} \) hold in matrices; however, we leave this for future work. With the techniques developed in this paper, we expect this proof to be quite accessible.
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A Preliminary results for CNOT

Because of Axiom (CNT.9) certain circuits can interfere with the circuits with which they are tensored. This peculiar behaviour warrants discussion as these circuits are important later.

Definition A.1. The degenerate circuit in CNOT is:

\[ \Omega := \begin{array}{c|c}
\downarrow & \downarrow \\
\hline
\downarrow & \downarrow \\
\end{array} : 0 \to 0 \]

This circuit consumes itself in the following sense:

Lemma A.2. \( \Omega \otimes \Omega = \Omega \)

Proof. We observe:

\[ \begin{array}{c|c|c|c|c|c|c}
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\hline
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\end{array} = \begin{array}{c|c|c|c|c|c|c}
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\hline
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\end{array} \]

\[ \begin{array}{c|c|c|c|c|c|c}
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\hline
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\end{array} = \begin{array}{c|c|c|c|c|c|c}
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\hline
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\end{array} \]

\[ \begin{array}{c|c|c|c|c|c|c}
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\hline
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\end{array} = \begin{array}{c|c|c|c|c|c|c}
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\hline
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\end{array} \]

We may generalize \( \Omega \) to an arbitrary domain and codomain:

Definition A.3. For any \( n \) and \( m \) in \( \mathbb{N} \), define the degenerate circuit from \( n \) to \( m \), \( \Omega_{n,m} : n \to m \) by the circuit \( (\otimes^n |1\rangle \langle 1| \Omega (\otimes^m |1\rangle) \rangle ) \).

Note that \( \otimes^n \_ \) denotes the \( n \)-fold iterated tensor product.

These circuits exhibit the following “absorbing” property similar to Axiom (ZS) in the ZX calculus [2]:

Lemma A.4.

(i) If \( f = f \otimes \Omega \) for some \( f : n \to m \) then \( f = \Omega_{n,m} \)

(ii) If \( g : m \to p \), then \( \Omega_{n,m} g = \Omega_{n,p} \)

(iii) If \( h : p \to n \), then \( h \Omega_{n,m} = \Omega_{p,n} \)

Proof.

(i) Consider an arbitrary circuit \( f : n \to m \) such that \( f = f \otimes \Omega \). Use (CNT.9) to cut the wires around any gate in \( f \). Then every cut gate must either be \( \Omega \) or \( |1\rangle \langle 1| \). In the first case, as \( f = f \otimes \Omega \) use Lemma A.2 to consume the \( \Omega \) obtained by cutting. In the other case, by (CNT.6) \( |1\rangle \langle 1| = 1_0 \). It follows immediately that \( f = f \otimes \Omega = \Omega_{n,m} \).
(ii) Clearly $\Omega_{n,m} \otimes \Omega = \Omega_{n,m}$ but then $h\Omega_{n,m} = (h\Omega_{n,m}) \otimes \Omega$ so $h\Omega_{n,m} = \Omega_{p,m}$.

(iii) Dual to (ii).

We will need the following identities for later, to simplify proofs:

**Lemma A.5.**

(i)

\[
\begin{align*}
\includegraphics[width=0.2\textwidth]{lemma_a5_i.png} & = \includegraphics[width=0.2\textwidth]{lemma_a5_i.png} \tag{CNT.8} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_i.png} \tag{CNT.3} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_i.png} \tag{CNT.8} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_i.png}
\end{align*}
\]

(ii)

\[
\begin{align*}
\includegraphics[width=0.2\textwidth]{lemma_a5_ii.png} & = \includegraphics[width=0.2\textwidth]{lemma_a5_ii.png} \tag{CNT.4} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_ii.png} \tag{CNT.2} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_ii.png} \tag{CNT.6}
\end{align*}
\]

(iii)

\[
\begin{align*}
\includegraphics[width=0.2\textwidth]{lemma_a5_iii.png} & = \includegraphics[width=0.2\textwidth]{lemma_a5_iii.png} \tag{CNT.2} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_iii.png} \tag{CNT.8}
\end{align*}
\]

(iv)

\[
\begin{align*}
\includegraphics[width=0.2\textwidth]{lemma_a5_iv.png} & = \includegraphics[width=0.2\textwidth]{lemma_a5_iv.png} \tag{CNT.4} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_iv.png} \tag{CNT.8} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_iv.png} \tag{CNT.3} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_iv.png} \tag{CNT.8} \\
& = \includegraphics[width=0.2\textwidth]{lemma_a5_iv.png} \tag{CNT.4}
\end{align*}
\]
B  CNOT is a Discrete Inverse Category

In this section, we prove that CNOT is a discrete inverse category. We show discreteness before establishing the inverse category properties.

B.1  Inverse products in CNOT

We begin by defining a family of maps \( \Delta \) and show that \( \Delta \) is a copy natural transformation which forms a cosemigroup such that the uniform copying law holds.

**Definition B.1.** Define two families of maps \( \{ \Delta_n : n \to 2n \}_{n \in \mathbb{N}} \) and \( \{ \nabla_n : 2n \to n \}_{n \in \mathbb{N}} \) as follows.

On zero wires define \( \Delta_0 := 1_0 \).

On one wire, we define \( \Delta_1 \), \( \nabla_1 \), respectively by,

\[
\begin{align*}
\begin{array}{c}
\text{on one wire, }
\Delta_1 := \begin{array}{c}
\text{and dually,}
\nabla_1 := \begin{array}{c}
\end{array}
\end{array}
\end{align*}
\]

On \( n \) wires define \( \Delta_n \), \( \nabla_n \) inductively as follows,

\[
\begin{align*}
\begin{array}{c}
\Delta_n := \begin{array}{c}
\text{and dually,}
\nabla_n := \begin{array}{c}
\end{array}
\end{array}
\end{align*}
\]

As we have defined CNOT by its generators, most of the proofs which follow involve structural inductions. Therefore, we define the size of a circuit to induct upon:

**Definition B.2.** For any circuit \( f \) we define the size of the circuit, \( |f| \), as the number of cnot gates and ancillae in \( f \).

**Lemma B.3.** \( \Delta \) is a natural transformation.

**Proof.** We prove \( \Delta \) is natural by a structural induction on circuits.

- For \( |1| \):

\[
\begin{align*}
\begin{array}{c}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{proofs:}
\text{\( \Delta_1 \):}
\text{\( \Delta_2 \):}
\text{\( \Delta_3 \):}
\text{\( \Delta_4 \):}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{\( \nabla_1 \):}
\text{\( \nabla_2 \):}
\text{\( \nabla_3 \):}
\text{\( \nabla_4 \):}
\end{array}
\end{align*}
\]
Therefore, $|1\rangle = \Delta_1(|1\rangle \otimes |1\rangle)$.

- For $\langle 1|$:

\[
\begin{align*}
\vdots &= \delta \\
&= \delta \\
&= \delta \\
&= \delta \\
&= \delta \\
&= \delta \\
&= \delta \\
&= 1
\end{align*}
\]

Therefore, $\langle 1| = \Delta_1(\langle 1| \otimes \langle 1|)$.

- For $\text{cnot}$:
Therefore, $\text{cnot} = \Delta_2(\text{cnot} \otimes \text{cnot})$.

Therefore, $\Delta$ is natural by structural induction.

**Lemma B.4.** $\Delta$ is cocommutative.

**Proof.** We prove that $\Delta$ is cocommutative by induction on the number of wires:

- On one wire:
  
  ![Diagram](CNT.1)

  ![Diagram](CNT.2)

  ![Diagram](CNT.7)

  Therefore, the inductive claim holds.

**Lemma B.5.** $\Delta$ is separable (or special).
Proof. We prove that $\Delta$ is separable ($\Delta \nabla = 1$) by induction on the number of wires.

- On one wire:

\[
\begin{aligned}
\Delta := & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0);
\end{tikzpicture} \\
= & \quad \Delta \\
\end{aligned}
\]

(CNT.2) Lemma A.5 (ii)

Therefore, the base case on one wire holds.

- Suppose inductively that $\Delta_n \nabla_n = 1_n$ for some $n \in \mathbb{N}$. On $n + 1$ wires:

\[
\begin{aligned}
\Delta_{n+1} \nabla_{n+1} := & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (2,0) -- (2,1) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\draw (1,0) -- (2,0) -- (2,1) -- (1,1) -- (1,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (0,1);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0);
\end{tikzpicture} \\
\end{aligned}
\]

By the inductive hypothesis

Therefore, the inductive claim holds.

Lemma B.6. $\Delta$ is coassociative.

Proof. We prove that $\Delta$ is coassociative by induction on the number of wires.

- On one wire:

\[
\begin{aligned}
\Delta := & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
= & \quad \begin{tikzpicture}
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- (0,0);
\end{tikzpicture} \\
\end{aligned}
\]

(CNT.2) Lemma A.5 (i) (CNT.7) $\times 2$
Therefore, the base case on one wire holds.

- Suppose that $\Delta$ is coassociative on up to $n$ wires. On $n + 1$ wires:

\[
\begin{align*}
\Delta_{n+1} &= \Delta_n \circ \Delta_n \\
&= \Delta_n \\
&= \Delta_{n+1}
\end{align*}
\]

By the inductive hypothesis

Therefore, the inductive claim holds.

The dual propositions for $\nabla$ hold since, $\Delta^\circ = \nabla$.

**Lemma B.7.** $(\Delta, \nabla)$ is a semi-Frobenius algebra.

**Proof.** We prove that $(\Delta, \nabla)$ is a semi-Frobenius algebra by induction on the number of wires.

- On one wire:

\[
\begin{align*}
\begin{array}{c}
\Delta \\
\end{array} &= \begin{array}{c}
\nabla \\
\end{array} \\
&= \begin{array}{c}
\cdot \\
\end{array} \\
&= \begin{array}{c}
\cdot \\
\end{array} \\
&= \begin{array}{c}
\cdot \\
\end{array} \\
&= \begin{array}{c}
\cdot \\
\end{array} \\
&= \begin{array}{c}
\cdot \\
\end{array} \\
&= \begin{array}{c}
\cdot \\
\end{array} \\
&= \begin{array}{c}
\cdot \\
\end{array} \\
\end{align*}
\]

Therefore, the base case on one wire holds.
Suppose inductively that $\Delta$ is semi-Frobenius algebra on up to $n$ wires. On $n+1$ wires:

By the inductive hypothesis

Therefore, the inductive claim holds.

Lemma B.8. \([\text{Inv.4}]\) holds for $\Delta$.

Proof. The uniform copying law holds for $\Delta$ by construction.

B.2 CNOT is an inverse category

To prove that CNOT is an inverse category, we need to prove that the functor $(-)^\circ : \text{CNOT}^{\text{op}} \to \text{CNOT}$ which horizontally flips circuits satisfies \([\text{Inv.1}]\), \([\text{Inv.2}]\), and \([\text{Inv.3}]\). It is immediate that \([\text{Inv.1}]\) holds. It remains to show that \([\text{Inv.2}]\) and \([\text{Inv.3}]\) hold.

B.2.1 Latchable Circuits

In order to prove that \([\text{Inv.2}]\) holds, we identify the restriction idempotents $f f^\circ$ in CNOT with what we call “latchable circuits”. We then show that for every $f$ that map $f f^\circ$ is latchable.

Definition B.9. A circuit $f : n \to n$ is latchable when

$$f = \Delta_n (f \otimes 1_n) \nabla_n$$

That is, when the following holds:

In order to use Theorem 2.4 to prove that CNOT is a discrete inverse category, we require the following:

Lemma B.10. Latchable circuits commute and are idempotent.
Proof. Suppose two circuits \( f, g : n \to n \) are latchable, then:

\[
\begin{align*}
\Delta(\text{\#}) & = \text{\#} \\
\text{\#} & = \Delta \text{\#} \\
\text{\#} & = \Delta \Delta(\text{\#}) = \Delta \text{\#} = \Delta \Delta \text{\#} = \text{\#} = \Delta \Delta \text{\#} = \Delta \text{\#} = \Delta \Delta \text{\#} = \text{\#}
\end{align*}
\]

By supposition

As \( \Delta \) is commutative and cocommutative

As \( \Delta \) is a semi-Frobenius algebra

As \( \Delta \) is associative and coassociative

By symmetry

Therefore, latchable circuits commute. Likewise, by a similar argument:

\[
\begin{align*}
\Delta(\text{\#}) & = \text{\#} \\
\text{\#} & = \Delta \text{\#} \\
\text{\#} & = \Delta \Delta(\text{\#}) = \Delta \text{\#} = \Delta \Delta \text{\#} = \text{\#} = \Delta \Delta \text{\#} = \Delta \text{\#} = \Delta \Delta \text{\#} = \text{\#}
\end{align*}
\]

By supposition

As \( \Delta \) is commutative and cocommutative

As \( \Delta \) is a semi-Frobenius algebra

As \( \Delta \) is associative and coassociative

By supposition

As \( \Delta \) is a natural transformation

As \( \Delta \) is separable

Therefore, latchable circuits are idempotent. \( \square \)

Before we prove all circuits of the form \( ff^0 \) are latchable, we establish the following identity.

Lemma B.11. \( \Delta_1((\langle 1 \mid 1 \rangle) \otimes 1_1) \nabla_1 \)
Proof. We observe:

\[
\begin{align*}
\text{(CNT.4)} & \quad = \quad \text{(CNT.4)} \times 2 \\
\text{(CNT.2)} & \quad = \quad \text{(CNT.2)} \times 2 \\
\text{(CNT.1)} & \quad = \quad \text{(CNT.1)} \times 2 \\
\text{(CNT.7)} & \quad = \quad \text{(CNT.7)} \times 3 \\
\text{(CNT.6)} & \quad = \quad \text{(CNT.6)} \times 2 \\
\end{align*}
\]

Proposition B.12. All circuits of the form \( f f^\circ \) are latchable.

Proof. We proceed to prove that any circuit of the form \( f f^\circ \) latchable by structural induction on that circuit.

- Consider an arbitrary circuit \( pp^\circ : n \to n \) with 0 gates. As \( p \) is a permutation \( pp^\circ \) is the identity, so it is latchable.

- Suppose inductively that every circuit of the form \( f f^\circ \) is latchable when \( |f| < k \). Take any circuit \( f : n \to n \) with \( k \) gates. We proceed by cases:
  - Given that \( n \geq 1 \), the symmetric circuit
    \[
    h = (\langle 1 \rangle \otimes 1_n) f^\circ (\langle 1 \rangle \otimes 1_{n-1}) f : n - 1 \to n - 1
    \]
    is latchable, as:
    \[
    \begin{align*}
    & \quad = \quad \text{By supposition} \\
    & \quad = \quad \text{By supposition}
    \end{align*}
    \]
\[ n-1 \quad n-1 \quad n-1 \quad n-1 \]

\[-\text{Given that } n \geq 1, \text{ the symmetric circuit} \]
\[ h = ((|1\rangle \otimes 1_n)f)(|1\rangle \otimes 1_n)f) : n+1 \rightarrow n+1 \]
\[ n+1 \quad n+1 \quad n+1 \quad n+1 \]
\[ = \quad n \quad n \quad n \quad n \]
\[ = \quad n \quad n \quad n \quad n \]
\[ = \quad n \quad n \quad n \quad n \]
\[ = \quad n+1 \quad n+1 \quad n+1 \quad n+1 \]

\[-\text{Given that } n \geq 2, \text{ the symmetric circuit} \]
\[ h = ((\text{cnot} \otimes 1_{n-2})f)(\text{cnot} \otimes 1_{n-2})f) : n \rightarrow n \]
\[ n \quad n \quad n \quad n \]
\[ = \quad n \quad n \quad n \quad n \]
\[ = \quad n \quad n \quad n \quad n \]
\[ = \quad n \quad n \quad n \quad n \]
\[ = \quad n \quad n \quad n \quad n \]

\[ \quad \text{By supposition} \]
\[ \quad \text{By supposition} \]
\[ \quad \text{As } \Delta \text{ is natural} \]

\[ \quad \text{By supposition} \]
\[ \quad \text{By supposition} \]
\[ \quad \text{As } \Delta \text{ is natural} \]
Therefore, every circuit of the form $hh^o$ is latchable when $|h| = k + 1$. This is without loss of generality, since every decomposition $g = (\alpha \otimes 1)f$ of a circuit $g : n \to n$ into a gate $\alpha : n \to m$ and a circuit $f : m \to n$ can be further decomposed into the form $g = (\alpha \otimes 1)p^p f$ given any permutation $p : m \to m$.

This allows us to prove that (Inv.3) holds:

**Proposition B.13.** Circuits of the form $ff^o$ commute.

**Proof.** This is immediate from Proposition B.12 and Lemma B.10.

It remains to prove that (Inv.2) holds which we prove using structural induction.

**Lemma B.14.** (Inv.2) holds in CNOT under the functor $(\_)^o : \text{CNOT}^{\text{op}} \to \text{CNOT}.$

**Proof.** We will prove (Inv.2) holds under the functor $(\_)^o$ by structural induction on the number of gates of circuits.

- Take $p : n \to n$ to be a circuit with no gates. Then $pp^o p = p$, since $p$ is a permutation.
- Suppose inductively that (Inv.2) holds for all circuits with up to $k$ gates. Consider an arbitrary circuit $f : n \to m$ composed of $k$ gates. We proceed by cases:
  - Suppose that $f = ((1| \otimes 1_{n-1})g$. Then:


\[
\begin{align*}
\text{By supposition} \\
\text{By the inductive hypothesis} \\
\text{By supposition}
\end{align*}
\]
– Suppose that \( f = (|1\rangle \otimes 1_n)g \). Then:

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-1} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

By supposition

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n-1} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-1} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

[Inv.3]

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n-1} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-1} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

By the inductive hypothesis

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n-1} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-1} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

By supposition

– Suppose that \( f = (\text{cnot} \otimes 1_{n-2})g \). Then:

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-2} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

By supposition

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n-2} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-2} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

[CNT.2]

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n-2} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-2} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

By the inductive hypothesis

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a) at (0,0) {n-2} ;
\node (b) at (1,0) {m} ;
\node (c) at (0,1) {n-2} ;
\node (d) at (1,1) {m} ;
\draw[->] (a) -- (b);
\draw[->] (c) -- (d);
\end{tikzpicture}
\end{array}
\end{align*}
\]

By supposition

Therefore, [Inv.2] holds for all circuits with up to \( k + 1 \) gates. Therefore, the inductive claim holds.

\[\Box\]

**Theorem B.15.** CNOT is a discrete inverse category.

**Proof.** The functor \((\_)^{op} : \text{CNOT}^{op} \to \text{CNOT}\) which flips circuits horizontally satisfies [Inv.1] by construction. It satisfies [Inv.2] by Lemma [B.14] and [Inv.3] is satisfied by Proposition [B.13]. Hence, CNOT is an inverse category.

CNOT is equipped with a tensor product \(\_ \otimes \_ : \text{CNOT} \times \text{CNOT} \to \text{CNOT}\). \(\Delta\) is a natural transformation by Lemma [B.3] which is cocommutative by Lemma [B.4], coassociative by Lemma [B.6], a semi-Frobenius algebra by Lemma [B.7], and it satisfies [DInv.4] by Lemma [B.8] where all the dual propositions hold by symmetry. This proves that CNOT has inverse product. Hence, CNOT is a discrete inverse category.

\[\Box\]
C The Equivalence CNOT ≃ ParIso(CTor₂)∗

The objective of this appendix is to prove that CNOT and ParIso(CTor₂)∗ are equivalent. The proof is done in five steps:

(1) Defining a functor \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \), which preserves inverse products.
(2) Showing that \( \tilde{H}_0 \) is full and faithful on restriction idempotents.
(3) Showing that \( \tilde{H}_0 \) is essentially surjective.
(4) Showing that \( \tilde{H}_0 \) is full.
(5) Showing that \( \tilde{H}_0 \) is faithful.

The key technical steps (in (4) and (5) above) are to reduce the full and faithfulness of \( \tilde{H}_0 \) to its full and faithfulness on its (restriction) idempotents (in step (2) above). This latter result is based on understanding the clausal normal form for restriction idempotents in CNOT.

C.1 Defining the functor \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \)

To construct a functor \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \) we consider the following pullback, where \( U : \text{CTor}_2 \to \text{Set} \) is the underlying functor.

\[
\begin{array}{c}
\text{ParIso}(\text{CTor}_2)^* \\
\downarrow \\
\text{Par}(\text{CTor}_2)^*
\end{array} \xrightarrow{\text{ParIso}(U)} \begin{array}{c}
\text{ParIso}(\text{Set}) \\
\downarrow \\
\text{Par}(\text{Set})
\end{array} \]

\[
\begin{array}{c}
\text{Par}(\text{CTor}_2)^* \\
\downarrow \\
\text{Par}(\text{Set})
\end{array} \xleftarrow{\text{Par}(U)} \begin{array}{c}
\text{ParIso}(\text{Set}) \\
\downarrow \\
\text{Par}(\text{Set})
\end{array}
\]

To prove that CNOT is equivalent to ParIso(CTor₂)∗, the category of partial isomorphisms of finitely generated non-empty commutative torsors of characteristic 2, we start by considering a functor \( h_0 : \text{CNOT} \to \text{Par}(\text{Set}) \) and on the one hand lift to a functor \( H_0 : \text{CNOT} \to \text{Par}(\text{CTor}_2)^* \) and on the other hand lift to a functor \( \tilde{h}_0 : \text{CNOT} \to \text{ParIso}(\text{Set}) \). Then by the pullback of the diagram \( \text{Par}(\text{CTor}_2)^* \xrightarrow{\text{Par}(U)} \text{Par}(\text{Set}) \leftrightarrow \text{ParIso}(\text{Set}) \) we are given a unique functor \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \):
The functor $h_0 : \text{CNOT} \to \text{Par}(\text{Set})$ which we shall describe is a restriction hom-functor so we first prove a general result about such functors. Given a restriction category $\mathcal{X}$ and any $X \in \mathcal{X}$, define the following map $h_X := \text{Total}(\mathcal{X})(X, -) : \mathcal{X} \to \text{Par}(\text{Set})$ as follows:

**On objects:** For each object $Y \in \mathcal{X}$, $h_X(Y) := \{ f \in \mathcal{X}(x, y) | f = 1_x \};$

**On maps:** For each map $Y \xrightarrow{f} Z$ in $\mathcal{X}$, for all $g \in h_X(Y),$ 

$$ (h_X(f))(g) := \begin{cases} gf & \text{if } g f = 1_X \\ \uparrow & \text{otherwise} \end{cases} $$

**Lemma C.1.** $h_X : \mathcal{X} \to \text{Par}(\text{Set})$ is a restriction functor.

**Proof.** To prove $h_X$ is a restriction functor is to prove $h_X$ preserves identities, composition and restriction structure.

- **First,** we prove that $h_X$ preserves identities. Take any object $Y \in \mathcal{X}$ and any map $f \in h_X(Y).$ Then, $(h_X(1_Y))(f) = f 1_Y = f$ as $\overline{f 1_Y} = \overline{f} = 1_X.$

- **Next** we prove that $h_X$ preserves composition. Consider arbitrary maps $Y \xrightarrow{f} Z \xrightarrow{g} W$ and an $h \in h_X(Y).$

  Suppose that $\overline{h f g} = 1_X,$ then $(h_X(fg))(h) = hfg$ and $\overline{hf} = 1_X,$ then 
  $$ h_X(g)((h_X(f))(h)) = (h_X(g))(hf) = hfg. $$

  On the other hand, suppose that $\overline{h f g} \neq 1_X$ then 
  $$ h_X(g)((h_X(f))(h)) = h_X(g)(\uparrow) = \uparrow $$

  If $\overline{hf} = 1_X,$ then also 
  $$ h_X(g)(h_X(f))(h)) = h_X(g)(hf) = \uparrow. $$

  Therefore, $h_X$ preserves composition.

- **Finally,** we prove that $h_X$ preserves restriction.

  For any $f : Y \to Z$ and any $g \in h_X(Y):$

  $$ (h_X(f))(g) = \begin{cases} \overline{gf} & \text{if } \overline{gf} = \overline{gf} = 1_X \\ \uparrow & \text{otherwise} \end{cases} $$

  However,

  $$ h_X(f)(g) \begin{cases} g & \text{if } (h_X(f))(g) \downarrow \\ \uparrow & \text{otherwise} \end{cases} $$

  But, $(h_X(f))(g)$ if and only if $\overline{gf} = 1_X$ and, if $\overline{gf} = 1_X,$ then $\overline{gf} = \overline{gf} g = 1_X g = g.$ Therefore, $h_X$ preserves restriction.
Fixing $X = \text{CNOT}$ and $X = 0$, we obtain a functor $h_0 := \text{Total}(\text{CNOT})(0, \_): \text{CNOT} \to \text{Par(Set)}$. As CNOT is an inverse category, it follows by Lemma [C.1] that every map in $h_0(\text{CNOT})$ is a partial isomorphism. Therefore $h_0: \text{CNOT} \to \text{Par(Set)}$ factors through $\text{ParIso(Set)}$ as $\tilde{h}_0 : \text{CNOT} \to \text{ParIso(Set)}$.

Now that we have the candidate functor $\tilde{h}_0 : \text{CNOT} \to \text{ParIso(Set)}$ for the pullback, we must also show that we can factor $h_0$ through $\text{Par}(U) : \text{Par}(\text{CTor}_2)^* \to \text{Par(Set)}$. To do so, we show that the objects of CNOT have an internal torsor structure and show that $h_0$ preserves this structure: thus showing it can be factored through $\text{Par}(\text{CTor}_2)^*$. This will allow us to construct the functor $H_0: \text{CNOT} \to \text{Par}(\text{CTor}_2)^*$ and whence $\tilde{H}_0$.

Proving that $h_0$ is a functor from CNOT to $\text{Par}(\text{CTor}_2)^*$ is not such a trivial task. To this end, we make several observations regarding maps in the homset $\text{CNOT}(0, n)$ for any $n \in \mathbb{N}$.

To succinctly express total maps $0 \xrightarrow{f} n$ for any $n \in \mathbb{N}$ in CNOT written as $\text{Total}(\text{CNOT})(0, n)$, we define the following family of functions.

**Definition C.2.** Define a family of functions $|\_\_\rangle_n : \mathbb{Z}_{2}^n \to \text{Total}(\text{CNOT})(0, n)$ for all $n \in \mathbb{N}$ as follows. Take $|\_\_\rangle := 1_0$. For any $b \in \mathbb{Z}_{2}^1$ define,

$$|b\rangle := \begin{cases} |1\rangle & \text{if } n = 1 \\ |0\rangle & \text{otherwise} \end{cases}$$

Moreover, for all $n \in \mathbb{N}$ such that $n > 1$,

$$|b_1, \ldots, b_n\rangle := |b_1\rangle \otimes \cdots \otimes |b_n\rangle$$

**Lemma C.3.** Consider a circuit $f : n \to m$ with no output ancillae. Then, for any $x \in \mathbb{Z}_{2}^n$, there is some $y \in \mathbb{Z}_{2}^m$ such that $|x\rangle f = |y\rangle$.

**Proof.** It will suffice to prove our claim for all $b \in \mathbb{Z}_{2}^n$ on a single controlled-not gate, then by induction, the more general claim follows immediately.

- Take $b = (0, 0)$, then by $\text{[CNT.7]}$,

  $$\begin{array}{cc} 0 & \downarrow \downarrow \\ \uparrow & \downarrow \downarrow \\ 0 & \downarrow \downarrow \\ \end{array} = \begin{array}{cc} b & \\ \end{array}$$

- Take $b = (0, 1)$, then by $\text{[CNT.7]}$

  $$\begin{array}{cc} 0 & \downarrow \downarrow \\ \uparrow & \downarrow \downarrow \\ 1 & \downarrow \downarrow \\ \end{array} = \begin{array}{cc} b & \\ \end{array}$$
• Take \( b = (1, 0) \), then:

\[
\gamma \cdot b = \begin{pmatrix} 1 \end{pmatrix} \otimes \begin{pmatrix} 0 \end{pmatrix} = \begin{pmatrix} 0 \end{pmatrix} 
\]

(CNT.8)

= \begin{pmatrix} 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \end{pmatrix} = \begin{pmatrix} 1 \end{pmatrix} 

(CNT.4)

= \begin{pmatrix} 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \end{pmatrix} = \begin{pmatrix} 1 \end{pmatrix} 

(CNT.7)

= \begin{pmatrix} 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \end{pmatrix} = \begin{pmatrix} 1 \end{pmatrix} 

(CNT.4)

= \begin{pmatrix} 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \end{pmatrix} = \begin{pmatrix} 1 \end{pmatrix} 

(CNT.2)

= \begin{pmatrix} 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \end{pmatrix} = \begin{pmatrix} 1 \end{pmatrix} 

(CNT.6)

• Take \( b = (1, 1) \), then:

\[
\gamma \cdot b = \begin{pmatrix} 1 \end{pmatrix} \otimes \begin{pmatrix} 1 \end{pmatrix} = \begin{pmatrix} 1 \end{pmatrix} 
\]

(CNT.4)

The following lemma is an intuitive result which we shall use:

**Lemma C.4.** For every \( f \in \text{CNOT}(0, n) \), \( f \) is either total or degenerate.

**Proof.** Consider any circuit \( f : 0 \to n \) for any \( n \in \mathbb{N} \). We prove that \( f \) is either total or degenerate by structural induction.

- If \( |f| = 0 \), then \( f \) is a permutation, and is therefore total.
- Inductively suppose that \( f \) is either total or degenerate. Consider any circuit \( g : n \to m \) such that \( |g| = 1 \). If \( f \) is degenerate, then \( fg \) is degenerate as well by Lemma A.4. Otherwise, suppose that \( f \) is total. There are three cases:
  - If \( |1 \rangle \in g \), then \( fg = \overline{f} \otimes \overline{g} = \overline{f} \otimes \overline{g} = 1 \otimes 1 = 1 \).
  - If \( \langle 1 | \in g \), then the gate to the left of \( \langle 1 | \) is either \( |1 \rangle \) or \( |0 \rangle \). If it is \( |1 \rangle \), then as \( |1 \rangle \langle 1 | = 1 \), it is total. Otherwise, if it is \( \langle 1 | \), then \( |1 \rangle \langle 1 | = : \Omega \), so \( fg \) is degenerate by Lemma A.4.
  - If \( \text{cnot} \in g \), then \( fg \) is total by Lemma C.3.

To prove that \( h_0 \) takes maps in CNOT to well-defined maps in \( \text{Par}(\text{CTor}_2)^* \), we construct a torsor-like operation in CNOT which gives the internal torsor structure which we mentioned above. This will act as the para-multiplication when we project the last 1/3 wires.
**Definition C.5.** Define a family of maps \( +_n : 3n \to 3n \) in CNOT inductively such that such that on no wires, \( +_0 := 1_0 \). Furthermore, on one wire:

\[
\begin{align*}
+ : 31 &\to 31 \\
\end{align*}
\]

Furthermore, for any \( n > 1 \):

\[
\begin{align*}
+ : 3n &\to 3n \\
\end{align*}
\]

Now we show that \( \text{Total}(\text{CNOT})(0, \_0) \) really does produces maps which preserve torsor structure.

**Lemma C.6.** For any map \( f : n \to m \) in CNOT, \( (f \otimes f \otimes f) +_m = +_n(f \otimes f \otimes f) \).

**Proof.** For any map \( f : n \to m \) in CNOT, we prove \( \otimes^3 f +_m = +_n \otimes^3 f \) by structural induction on \( f \).

- When \( |f| = 0 \), \( f \) is a permutation, so it is immediate that \( \otimes^3 f +_m = +_n \otimes^3 f \).

- Suppose that \( \otimes^3 f + = +_n \otimes^3 f \) for all \( |f| \leq k \). Consider some \( f : n \to m \) with \( |f| = k + 1 \). We can decompose \( f = gh \) for some \( |g| = 1 \) and \( |h| = k \). By the inductive hypothesis, \( \otimes^3 f + = \otimes^3(gh) + = \otimes^3 g + \otimes^3 h \).

We proceed by cases on the elements of \( g \).

- Suppose that \( \text{cnot} \in g \), then:

\[
\begin{align*}
\begin{array}{c}
\text{CNOT.3}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{Lemma A.5(iii)} \times 2
\end{align*}
\]

\[
\begin{align*}
\text{CNOT.3 and CNOT.5}
\end{align*}
\]
\[\begin{array}{c}
\otimes f_+ = \otimes g + \otimes h = + \otimes (gh) = + \otimes f \\
\end{array}\]

- Suppose otherwise that \(|1\rangle \in g\). Then by Lemma \(\otimes^3 f_+ = \otimes^3 g + \otimes^3 h = + \otimes^3 (gh) = + \otimes^3 f\).
- If \(\langle 1| \in g\), dually to the previous case, \(\otimes^3 f_+ = \otimes^3 g + \otimes^3 h = + \otimes^3 (gh) = + \otimes^3 f\). \hfill \Box
We also show that $h_0$ produces well defined maps in $\text{Par}(\text{CTor}_2)$.

**Lemma C.7.** Consider any $n, m \in \mathbb{N}$ and map $f \in \text{CNOT}(n, m)$. For any $x, y, z \in \text{CNOT}(0, n)$ such that $\overline{x f} = \overline{y f} = \overline{z f} = 1_0$, it follows that $(x \otimes y \otimes z) + _n \otimes ^3 f = 1_0$.

**Proof.** Consider an arbitrary map $f \in \text{CNOT}(n, m)$ and any $x, y, z \in \text{CNOT}(0, n)$ such that $\overline{x f} = \overline{y f} = \overline{z f} = 1_0$. By Lemma C.6

\[
(\overline{x f} \otimes \overline{y f} \otimes \overline{z f}) + _n \otimes ^3 f = (x f \otimes y f \otimes z f) + _m f + _m m = (x f \otimes y f \otimes z f) + _m m = x f \otimes y f \otimes z f = \overline{x f} \otimes \overline{y f} \otimes \overline{z f} = 1_0 \otimes 1_0 \otimes 1_0 = 1_0
\]

We now prove that $H_0 : \text{CNOT} \rightarrow \text{Par}(\text{Tor}_2)^*$ is a functor.

**Lemma C.8.** $h_0$ can be factored as $H_0 \text{Par}(U)$ and $h_0$ preserves this structure. Thus, CNOT has internal torsor structure which is preserved by $h_0$.

**Proof.** First, we prove for every $f : n \rightarrow m$ in CNOT, $h_0(f)$ can be regarded as a map in $\text{Par}(\text{CTor}_2)^*$. Consider an arbitrary map $f : n \rightarrow m$ in CNOT. If $f$ is degenerate, then $h_0(f)$ vacuously preserves torsor structure. Suppose otherwise that there exists some $x, y, z \in \mathbb{Z}_2^n$ and $x', y', z' \in \mathbb{Z}_2^n$ such that $|x'\rangle = |x\rangle f$, $|y'\rangle = |y\rangle f$ and $|z'\rangle = |z\rangle f$. Forgetting the first 2/3 wires, by Lemma C.7, $h_0(f)(x \oplus y \oplus z)$ is defined; moreover, by Lemma C.6, $h_0(f)(x \oplus y \oplus z) = h_0(f)(x) \oplus h_0(f)(y) \oplus h_0(f)(z)$, so $h_0(f)$ preserves the para-multiplication.

**Corollary C.9.** The functor $h_0$ can be lifted to a functor $\tilde{H}_0 : \text{CNOT} \rightarrow \text{Parlso}(\text{CTor}_2)^*$.

**Proof.** As $h_0$ can be factored through Parlso(Set) by Lemma C.1 and $\text{Par}(\text{CTor}_2)^*$ by Lemma C.8, it is also a functor to $\tilde{H}_0 : \text{CNOT} \rightarrow \text{Parlso}(\text{CTor}_2)^*$ by pullback.

**Lemma C.10.** $\tilde{H}_0 : \text{CNOT} \rightarrow \text{Parlso}(\text{CTor}_2)^*$ preserves inverse products.

**Proof.** We prove that $\tilde{H}_0$ preserves inverse products by the examination of components within $\text{Parlso}(\text{CTor}_2)^*$.

Consider two arbitrary circuits $f : n \rightarrow m$ and $f' : n' \rightarrow m'$ in CNOT. Moreover, consider any $(b_1, \cdots, b_{n+n'}) \in \mathbb{Z}_2^{n+n'}$. Then by construction of $\tilde{H}_0$:

\[
\tilde{H}_0(f \otimes g)(b_1, \cdots, b_{n+n'}) = \tilde{H}_0(|b_1, \cdots, b_{n+n'})(f \otimes g)(+)
\]

\[
= \tilde{H}_0(|b_1, \cdots, b_n)f \otimes \tilde{H}_0(|b_{n+1, \cdots, b_{n+n'}}, g)(+)
\]

\[
= \tilde{H}_0(|b_1, \cdots, b_n)f \otimes |b_{n+1, \cdots, b_{n+n'}})(g)(+)
\]

\[
= (\tilde{H}_0(f) \otimes \tilde{H}_0(g))(b_1, \cdots, b_{n+n'})
\]
Moreover:

\[ \tilde{H}_0(f \Delta)(b_1, \ldots , b_{n+\prime}) = \tilde{H}_0(f \otimes f)(b_1, \ldots , b_{n+\prime}) = (\tilde{H}_0(f) \otimes \tilde{H}_0(f))(b_1, \ldots , b_{n+\prime}) \]

Therefore, \( \tilde{H}_0 \) preserves inverse products.

**Remark C.11.** As mentioned in the main body of the paper, an alternative way to define \( \tilde{H}_0 \) would be to use the fact that CNOT is defined freely on gates with relations. Thus, it would have sufficed to provide the interpretation of the gates and then verify the relations. Our proof produces the same functor but it avoids direct verification of the identities. The direct proof may, in fact, be more straightforward; however, some of the lemmas which we have established in our proof will be reused.

As we will reduce the full and faithfulness of \( \tilde{H}_0 \) to its full and faithfulness on restriction idempotents, the next section is dedicated to describing a normal form for restriction idempotents in CNOT and establishing the full and faithfulness of \( \tilde{H}_0 \) on restriction idempotents.

### C.2 Clausal form for restriction idempotents in CNOT

The restriction idempotents of \( \text{Par}(\text{CTor})^* \) are determined by finite sets of torsor equations. The restriction idempotents of CNOT also have a normal form, as a conjunction of clauses: we call this the clausal form for restriction idempotents in CNOT. As torsor equations can be translated into clauses it follows that \( \tilde{H}_0 \) is full on restriction idempotents. Furthermore, by showing that one can perform Gaussian elimination on these clauses we prove that \( \tilde{H}_0 \) is faithful on restriction idempotents.

**Definition C.12.** For any \( n \in \mathbb{N} \), \( 1 \leq i \leq n \), \( \text{swap}_{(i,n)} : n \to n \) is a map in CNOT defined inductively such that:

\[
\text{swap}_{(i,n)} := \begin{cases} 
1_n & \text{If } i=0 \\
(1_{n-(i+1)} \otimes \text{swap} \otimes 1_{i-1})(\text{swap}_{(i+1,n)}) & \text{Otherwise}
\end{cases}
\]

For example, consider the circuit \( \text{swap}_{(4,5)} \):

- - - - -

Note that \( \text{swap}_{(i,n)} \circ \text{swap}_{(i,n)} : n \to n \) is the identity.

**Definition C.13.** Given any \( n \in \mathbb{N} \) and \( 1 \leq i \leq n \), define the literal \( l_{i,n} \) to be the following:

\[
\text{swap}_{(i,n+1)} (\text{cnot} \otimes 1_{n-2}) \text{swap}_{(i,n+1)}
\]

For example, consider the literal \( l_{4,5} \):

\[\text{-- -- -- -- -- -- --} \]

- - - - -
Definition C.14. A clause $c : n \rightarrow n$ is a map in CNOT which is the composition of literals in the following form:

$$c = (|0\rangle \otimes 1_n) l_{i_1,n} l_{i_2,n} \cdots l_{i_m,n} (a \otimes 1_n)$$

clausal form where $a : 1 \rightarrow 0$ is either $|1\rangle$ or $|0\rangle$.

In a clause, the wire which begins with an input ancillary bit and ends with an output ancillary bit and on which literals act is called the clause wire. The following are examples of clauses in which the top wire is the clause wire:

Definition C.15. A map in CNOT is said to be in clausal form if it can be decomposed into a sequence of clauses.

We wish now to show that every restriction idempotent in CNOT can be expressed in clausal form. To achieve this the following observations are useful:

Lemma C.16.

(i)  

(ii)  

(iii)  

(iv)
Lemma C.17. In CNOT clauses are idempotent.

Proof. To show idempotence of a clause we describe how to duplicate it. First, using the naturality of $\Delta$, split the input ancilla bit on the clause wire $|0\rangle := (|0\rangle \otimes |0\rangle)\nabla$. Then by repeatedly using Lemma C.16(iii), copy all of the literals onto both of the new clause wires. Then use the naturality of $\nabla$ on the output ancillary bit $\nabla\langle b | := \langle b | \otimes \langle b |$ to split both clauses apart.

\[ \square \]

Proposition C.18. In CNOT

(i) Every restriction idempotent is equivalent to a circuit in clausal form.

(ii) Every circuit in clausal form is a restriction idempotent.

Proof.

(i) Given a restriction idempotent $e : n \to n$ for some $n \in \mathbb{N}$, we prove $e$ is in clausal form by structural induction.

- $1_n$ is in clausal form as $1_n = 1_n \otimes 1_0 = 1_n \otimes |1\rangle \langle 1|$. 
- Suppose inductively for all circuits $f$ such that $\|f\| < k$, the restriction idempotent $f = f f$ is in clausal form. Consider some restriction idempotent $f : n \to n$ such that $\|f\| = k$. Decompose $f$ into circuits $g$ and $h$ such that $\|g\| = 1, \|h\| = k - 1$ and $f = gh$. Consider the three following cases.

  - Suppose that $\langle 1 | \in g$. Note that $f = f f = gh h g^o = gh g^o$. The two circuits $g$ and $g^o$ form a clause, by Lemma A.16(v). Recall that $h$ is in clausal form by supposition, as $\|h\| = k - 1 < k$; therefore, $f$ is the composition of clauses, and thus a clause itself.

  - Suppose that $|1\rangle \in g$. As $f = f f = gh h^o g^o = gh g^o$ and $\nabla$ is in clausal form by Lemma C.3 we push $g$ and $g^o$ toward the middle through $\nabla$ until the two ancillae meet and annihilate each other by [CNT.2]. This process may have turned some literals into not gates, so slide the not gates to the right side of the clause wires with [CNT.5]. This may toggle the output ancilla on some clause wires; however, as the output ancilla of a clause can be either $\langle 0 |$ or $\langle 1 |$, $f$ is in clausal form.

  - Suppose that $\text{cnot} \in g$. Again, we push both cnot gates inward through $\nabla$. If the cnot gates reach each other by [CNT.2] we are done. If this does not happen immediately, as $\nabla$ is in clausal form, there are two cases: the control or operating bits may be adjacent to a control bit of a clause. In the first case, the two control bits commute by [CNT.3]. In the other case, by Lemma A.3(iii) we may add another literal to the clause and pass the operating bit through.
(ii) Given a circuit $t = d_1d_2 \cdots d_m$ in clausal form where $d_1, \ldots, d_m$ are clauses,

\[ tt = d_1 \cdots d_m d_1 \cdots d_m = d_1^2 d_2^2 \cdots d_m^2 = d_1 d_2 \cdots d_m \]

as clauses commute by \textit{[CNOT.5]} and are idempotent by Lemma \textit{C.17}. Therefore, as CNOT is an inverse category $t$ is a restriction idempotent.

\[ \square \]

\textbf{Theorem C.19.} $\tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \text{ is full and faithful on restriction idempotents.}$

\textit{Proof.} A restriction in $\text{Par}(\text{Tor}_2)$ is given by a span in which both legs are equal and, thus, monic.

Thus, restrictions correspond precisely to subobjects in $\text{Tor}_2$. However, these are determined by sets of torsor equations of the form:

\[ \left\{ \sum_j b_{i,j} = a_i \right\}_i \]

Each equation, $\sum_j b_{i,j} = a_i$, corresponds in turn to a clause which picks out the wires $b_{i,j}$ and has output ancillary bit $\langle a_i \rangle$. This immediately means that $\tilde{H}_0$ is full on restriction idempotents.

Consider now an arbitrary restriction idempotent expressed as a circuit in clausal form, under $\tilde{H}_0$ it corresponds to a set of equations. We must show that two restriction idempotents in CNOT, whose corresponding sets of equations are equivalent in CTO$_2$, must be equal in CNOT. This amounts to showing that we can perform Gaussian elimination on clauses in CNOT, as two sets of equations are equivalent in CTO$_2$ if and only if they can be shown so by Gaussian elimination steps.

Given two clauses $c$ and $c'$ we show that we can perform the Gaussian elimination step

\[ \{c, c'\} \mapsto \{c, c + c'\} \]

and maintain equality.

We first join the input ancilla of both clause wires into $(|0 \rangle \otimes |0 \rangle) := |0 \rangle \Delta$ using naturality of $\Delta$.

By \textit{[CNOT.2]} we copy two copies of each literal in $c$ to the right of the input ancilla. By Lemma \textit{C.16(iii)} push one copy of each new literal through $\Delta$. On one wire all of the literals will annihilate, and on the other only the common literals between $c$ and $c'$ will annihilate. Use Lemma \textit{C.16(i)} and \textit{C.16(ii)} to split the literals to the left and right of $\Delta$. This may have shifted the input ancilla of the second clause to be $|1 \rangle$. In this case, use \textit{[CNOT.2]} to push a not gate from the left to right of the clause wire and negate the output ancillary bit of the second clause. The result is two clauses corresponding to the Gaussian elimination step. Therefore, we can perform Gaussian elimination on clauses in CNOT.

For example, suppose we are given a circuit determined by the equations:

\[
\begin{bmatrix}
1 & 0 & 1 \\
1 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
-x_2 \\
x_3
\end{bmatrix}
= \begin{bmatrix}
1 \\
0
\end{bmatrix}
\]
We can perform Gaussian elimination as follows

\[
\begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]

Which represents the reduced system of linear equations:

\[
\begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]

Hence, if the image of two circuits are equal under the functor \( \tilde{H}_0 \), then they are the same.

**C.3** \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \) is essentially surjective

Now that we have the candidate functor \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \), we first prove that it is essentially surjective. In order to prove that \( \tilde{H}_0 \) is essentially surjective, we invoke the alternative characterization of \( \text{CTor}_2 \) given by Proposition 3.3.

**Proposition C.20.** \( \tilde{H}_0 \) is essentially surjective.

**Proof.** Consider any torsor \((X, \times)\) in \( \text{ParIso}(\text{CTor}_2)^* \). There is some \( n \in \mathbb{N} \) such that \((X, \times) \cong (\mathbb{Z}_2^n, +\oplus +\ominus)\) by Proposition 3.3. However, \( \text{Total}(\text{CNOT})(0,n) = \mathbb{Z}_2^n \).

**C.4** \( \tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^* \) is full

In order to prove that \( \tilde{H}_0 \) is full, we will prove two useful results:

**Lemma C.21.** Let \( F : \mathbb{X} \to \mathbb{Y} \) be an inverse product preserving functor between discrete inverse categories. Let \( f \) be a partial isomorphism in \( \mathbb{Y} \). If \((\overline{f}, f) := \Delta(\overline{f} \otimes f) \) and \((\overline{f^o}, f^o) := \Delta(\overline{f^o} \otimes f^o)\) are in the image of \( F \), then \( f \) and \( f^o \) are also in the image of \( F \).
Proof. Observe that in $\mathcal{Y}$ we have:

![Diagram]

As $\Delta$ is cocommutative

As $\Delta$ is natural

As $\Delta$ is natural

As $\Delta$ is natural

By the semi-Frobenius property

As $\Delta$ is separable

Therefore, $f \in F(X)$ and by symmetry $f^\circ \in F(X)$ as well.

Lemma C.22. If $f \in \text{CTor}_2(\mathbb{Z}_2^n, \mathbb{Z}_2^m)$, then there is a map $g \in \text{CNOT}(n,m)$ with $\tilde{H}_0(g) = \langle 1, f \rangle$. 

\qed
Proof. Consider \( f \in \text{CTor}_2(\mathbb{Z}_2^n, \mathbb{Z}_2^m) \). Recall that \( f \) may be regarded as a linear map \( t : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2^m \) with a shift \((b_1, \cdots, b_m)\). Consider the standard bases \( \{e_i\} \) and \( \{m_j\} \) of \( \mathbb{Z}_2^n \) and \( \mathbb{Z}_2^m \), respectively. As \( t \) is a linear map, for any \( 1 \leq i \leq n \) there are unique coefficients \( a_{i,j} \in \mathbb{Z}_2 \) for all \( 1 \leq j \leq n \) such that:

\[
f(e_i) = \sum_{j=1}^{m} a_{i,j} m_j
\]

However, as \( \mathbb{Z}_2^n \) is a vector space over \( \mathbb{Z}_2 \), the coefficients \( a_{i,j} \) are either 0 or 1 so they determine for each \( i \) a subset of the \( m_i \).

Construct a circuit by starting with \( 1_n \otimes |b_1, \cdots, b_m\rangle \) and conditionally applying for all \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \) a cnot gate from the \( i \)th wire to the \( i+j \)th wire. Call this new circuit \( g \). Given any \((c_1, \cdots, c_n) \in \mathbb{Z}_2^n \), by Lemma C.3:

\[
|c_1, \cdots, c_n\rangle g = \bigotimes_{j=1}^{m} |b_j + \sum_{i=1}^{n} a_{i,j} c_i\rangle
\]

Therefore, \( \tilde{H}_0(g)(c_1, \cdots, c_n) = f(c_1, \cdots, c_n) \) and thus \( \tilde{H}_0(g) = f \).

For example, consider the map \( f \in \text{CTor}_2(\mathbb{Z}_2^3, \mathbb{Z}_2^2) \) given by the affine transformation with a linear component \( T \) and shift \( S \) such that:

\[
T = \begin{bmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} \quad \text{and} \quad S = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

Then the corresponding circuit \( g \) such that \( \tilde{H}_0(g) = (1, f) \) is:

![Circuit Diagram]

We are now ready to prove:

**Proposition C.23.** \( \tilde{H}_0 : \text{CNOT} \rightarrow \text{ParIso}(\text{CTor}_2)^* \) is full.

**Proof.** Suppose \( A \xrightarrow{f} A' \xrightarrow{g} B \) is a partial isomorphism in \( \text{Par}(\text{CTor}_2)^* \). Thus \( f \) and \( g \) are monics. If \( A' \) is empty we can simulate the map as \( \tilde{H}_0(\Omega_{n,m}) \) for some \( n, m \in \mathbb{N} \). On the other hand if \( A' \) is non-empty then there is a total map \( r \) with \( fr = 1_{A'} \) as the object \( A' \) is injective (as it is injective as a \( \mathbb{Z}_2 \)-vector space). This means the total map \( A \xrightarrow{rg} B \) extends \((f,g)\) (so...
\[(f, g) \leq (1_A, rg)\] as

\[
\begin{array}{ccc}
A' & \xrightarrow{f} & A \\
\downarrow & & \downarrow \\
B & \xleftarrow{g} & A
\end{array}
\]

But by Lemma C.22 there is a map \(k \in \text{CNOT}\) with \(\tilde{H}_0(k) = (1, rg)\). By the fullness of \(\tilde{H}_0\) on restriction idempotents there is an \(e\) with \(\tilde{H}_0(e) = (f, f)\) but then

\[
\tilde{H}_0(ek) = \tilde{H}_0(e)\tilde{H}_0(k) = (f, f)(1_a, rg) = ((f, g), (f, g)).
\]

Similarly we can implement \(\langle (g, f), (g, f) \rangle\) and therefore by Lemma C.21 we can implement \((f, g)\).

Thus \(\tilde{H}_0\) is full.

C.5 \(\tilde{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^*\) is faithful

We reduce the faithfulness of \(\tilde{H}_0\) to being faithful on restriction idempotents in two stages.

**Lemma C.24.** A restriction functor \(F : \mathcal{X} \to \mathcal{Y}\) between inverse categories is faithful if and only if it reflects and is faithful on restriction idempotents.

To reflect restriction idempotents means that, whenever \(h : A \to A\) is an endomorphism with \(F(h)\) a restriction idempotent, then \(h\) is a restriction idempotent itself.

**Proof.** Suppose \(F\) reflects and is faithful on restriction idempotents.

Consider maps \(f, g \in \mathcal{X}(A, B)\) with \(U(f) = U(g)\), then:

\[
U(fg^\circ) = U(f)U(g^\circ) = U(f)U(g)^\circ = U(f)U(f)^\circ
\]

However, \(U(f)U(f)^\circ\) is a restriction idempotent and, as \(F\) by assumption reflects restriction idempotents, \(fg^\circ\) is a restriction idempotent. Furthermore, as \(U(f)U(f)^\circ = U(f)U(f^\circ)\) = \(U(ff^\circ) = U(f)\) and \(F\) is faithful on idempotents \(fg^\circ = f^\circ\). Similarly \(f^\circ g = g^\circ\) and as \(F\) is faithful on idempotents \(f^\circ = g^\circ\) but this means \(f\) is the partial inverse of \(g\) which means \(f = g\).

Conversely, if \(F\) is faithful it is certainly faithful on restriction idempotents. Suppose, \(g : A \to A\) and \(F(g)\) is a restriction idempotent then \(F(g) = F(g) = F(g)\) so, as \(F\) is faithful, \(g = g\) as desired.

Therefore, as \(\tilde{H}_0\) is a restriction functor, it suffices to prove that \(\tilde{H}_0\) reflects and is faithful on restriction idempotents. However, we can do better for discrete inverse categories:

**Lemma C.25.** A restriction functor \(F : \mathcal{X} \to \mathcal{Y}\) between discrete inverse categories which preserves the inverse product is faithful if and only if it is faithful on restriction idempotents.
Proof. Consider a functor $F : \mathbb{X} \to \mathbb{Y}$ between discrete inverse categories that preserves the tensor products, diagonal and codiagonal maps.

As for arbitrary maps $f$ and $g$, the meet of $f$ and $g$, $f \cap g := \Delta(f \otimes g)\nabla$ [8 Prop. 4.3.6], it follows that $F$ also preserves meets.

Suppose that $F$ is faithful on restriction idempotents and there is some endomorphism $g$ in $\mathbb{X}$ such that $F(g) = F(g)$. Then, by [8 Lem. 3.4.2],

$$F(\overline{g}) = F(g) = F(g) \cap F(g) = F(g) \cap F(\overline{g}) = F(\overline{g})$$

Therefore, as $\overline{g}$ and $g \cap \overline{g}$ are restriction idempotents, $\overline{g} = g \cap \overline{g}$.

Therefore, $\overline{g} = g \cap \overline{g} \leq g$

So $\overline{g} \leq g$, and thus, $\overline{g} g = \overline{g} = g$. Therefore, $F$ reflects restriction idempotents.

Therefore, by Lemma C.25 and Lemma C.10, it suffices to show that $\hat{H}_0$ is faithful on restriction idempotents to prove that it is faithful. However, we already have proven that $\hat{H}_0$ is faithful on idempotents in Theorem C.19 so we have:

**Proposition C.26.** $\hat{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor}_2)^*$ is faithful.

Finally this gives the main theorem:

**Theorem C.27.** There is an equivalence of categories between CNOT and ParIso(CTor)*.

**Proof.** The equivalence functor $\hat{H}_0 : \text{CNOT} \to \text{ParIso}(\text{CTor})^*$ is full, faithful, and essentially surjective by Propositions C.23, C.26 and C.20 respectively.