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1 Introduction

There has recently been renewed interest in computing correlation functions of local operators in top-down models of holography in various dimensions [1–12]. Interest has been spurred by the observation that Witten diagrams can be efficiently bootstrapped in Mellin space [13, 14], where they obey simple analytic properties that are reminiscent of the analytic properties of scattering amplitudes in flat space [16–19]. In addition to these analytic properties, the bootstrap conditions include crossing symmetry and constraints required by supersymmetry. Remarkably, this program has led to the successful evaluation of contact Witten diagrams corresponding to higher derivative corrections to 10d or 11d supergravity, or even to certain one-loop diagrams with higher derivative vertices, even though the complete forms of these higher-derivative interaction vertices remain unknown [5–12].

The work referenced above involves correlation functions of scalar operators only. (See, however, [20–22] for some work on Witten diagrams for spinning correlators.) The restriction to scalar operators occurs for several reasons. First, in the cases studied thus far, maximal or near-maximal supersymmetry relates correlators of operators with spin to scalar correlators [7–9]. With less supersymmetry, spinning correlators require separate study. Furthermore, the CFT structures needed for spinning operators are cumbersome to work with and become more and more complicated with increasing spin. Lastly, the Mellin representation of spinning correlators has not yet been developed, and consequently, the analytic properties of spinning correlators are not yet fully understood.

The goal of this paper is to initiate a systematic study of holographic correlators of spinning operators by developing a new embedding-space formalism that makes it easier to evaluate Witten diagrams for external operators of any spin. We will restrict our work to the case AdS$_4$/CFT$_3$. Within the formalism we develop, we define various differential operators that can be used to “spin up” scalar correlators. This idea of changing the spin of the operators in a correlation function is not new, and has been used in the past to study both Witten diagrams [20, 21, 23] and conformal blocks [24–32].

Our formalism is a variant of the embedding space formalisms for AdS/CFT which includes some features of the spinor-helicity formalism for scattering amplitudes. The standard embedding space formalism linearizes conformal transformations by embedding both AdS$_d+1$ and its boundary $\mathbb{R}^{d-1,1}$ within $\mathbb{R}^{d,2}$ [33–37]. In particular, the manifold AdS$_d+1$ is realized as the subset of $\mathbb{R}^{d,2}$ (with signature $-++\cdots++$) for which

$$X \cdot X \equiv -(X^0)^2 + (X^1)^2 + \cdots + (X^d)^2 - (X^{d+1})^2 = -1.$$  (1.1)

The boundary $\mathbb{R}^{d-1,1}$ of this manifold can be identified with the null light cone $P \cdot P = 0$, up to rescalings $P^I \sim \lambda P^I$, with $I = 0, \ldots, d + 1$. To describe spinning fields/operators in this formalism, one must introduce fields/operators with SO($d, 2$) indices possessing gauge redundancies and/or obeying constraints [21, 25, 27, 38, 39]. For example, in CFT$_d$,
symmetric tensor operators $O_{\mu\nu}(x)$, with $\mu, \nu = 0, \ldots, d - 1$, lift to symmetric tensors $O^{IJ}(P)$ in embedding space obeying the transversality constraint $P I O^{IJ}(P) = 0$ as well as the gauge redundancy $O^{IJ}(P) \sim O^{IJ}(P) + P I (\Lambda^J)(P)$, with $\Lambda^J(P)$ transverse, $P I \Lambda^J(P) = 0$, but otherwise arbitrary. Dealing with such gauge redundancies and constraints can be cumbersome.

Similar difficulties are familiar from the study of scattering amplitudes. Indeed, traditionally, massless amplitudes are described using polarization vectors and gauge conditions. In the last two decades however, much progress has been made using spinor helicity variables — variables which transform in spinor representations of both the Lorentz group and also the little group of the particle. These variables have not only led to many technical improvements in the computation of perturbative scattering amplitudes, but they have also allowed a deeper understand of scattering amplitudes, and in particular they have illuminated otherwise hidden connections between theories with quite different matter content. For a good textbook introduction to these methods with many references, see [40].

Our aim is to develop analogous methods for describing correlators in AdS$_4$/CFT$_3$. In AdS$_4$, the analogues of the spinor-helicity variables are the Killing spinors $T^A_{\dot{\alpha}}$ and their conjugates $\bar{T}^A_{\dot{\alpha}}$, which transform in the spinor representation of the $SO(3,2)$ isometry group as exhibited by the index $A = 1, \ldots, 4$, and in the spinor representations of the $SO(3,1)$ local Lorentz group, as exhibited by the indices $\alpha$ and $\dot{\alpha}$. On the boundary CFT$_3$, the analogues of the spinor-helicity variables are the conformal Killing spinors $S^A_a$, which also transform in the spinor representation of $SO(3,2)$ as well as the spinor representation of the Lorentz group $SO(2,1)$. They are the boundary limits of the $T^A_{\dot{\alpha}}$ and $\bar{T}^A_{\dot{\alpha}}$ defined in the bulk.

For scattering amplitudes, the components of the momentum of each particle can be written as quadratic expressions in the spinor-helicity variables. Similarly in our approach the embedding space coordinates $X^I$ (for AdS$_4$) and $P^I$ (for CFT$_3$) can be written as quadratic expressions in the Killing spinors and conformal Killing spinors, respectively. Because of this fact, the fields in the bulk of AdS$_4$ can be thought of as functions of the $T^A_{\dot{\alpha}}$ and $\bar{T}^A_{\dot{\alpha}}$ and the operators in the boundary CFT$_3$ can be thought of as functions of the $S^A_a$. The $T^A_{\dot{\alpha}}$ and $\bar{T}^A_{\dot{\alpha}}$ contain 16 real components and constraints are needed to reduce this number to 4 independent ones, as appropriate to parametrize the four-dimensional space AdS$_4$. Likewise the real $S^A_a$ obey constraints such that their 8 components are reduced to 3, which is the number of dimensions of $\mathbb{R}^{2,1}$. We discuss these constraints in detail in the next section. When defining a spinning field (or operator) in this formalism, we do not need transversality constraints or gauge redundancies on the fields (or operators). Instead we simply specify the appropriate transformation properties under $SO(3,1)$ (or under $SO(2,1)$). In this way the difficulty of dealing with tensor operators and gauge redundancies is avoided. This formalism is particularly suitable for Witten diagram computations because bulk-boundary propagator take a particularly simple form.

After establishing this formalism, we are guided by conformal symmetry to define various differential operators with respect to our new coordinates $T^A_{\dot{\alpha}}$, $\bar{T}^A_{\dot{\alpha}}$, and $S^A_a$. These differential operators become particularly useful when evaluating contact and exchange Witten diagrams. As we will see, all diagrams can be reduced to diagrams where the external legs are scalar propagators. On the boundary, the differential operators we use
to spin up the external legs are more unified versions of the weight-shifting operators for the spinor representation of SO(3, 2), which were defined in [31] in the embedding-space formalism of [27].

The body of this paper is organized as follows. Section 2 introduces the bispinors needed to describe the bulk and boundary in AdS$_4$/CFT$_3$ and outlines their relation to Killing spinors. The general form of all bulk-boundary propagator is then derived from conformal invariance. In section 3, we define the full set of conformal covariant differential operators needed to relate Witten diagrams with spinning external lines to diagrams with external scalars. Many examples of contact and tree level exchange diagrams are presented in section 4. In section 5, we derive the bulk-bulk propagators for massive spinor and gauge vector fields and show that their boundary limits agree with previous bulk-boundary propagators. We evaluate a 4-point Witten diagram with spinor exchange. Finally we determine the bulk-bulk propagators of the purely chiral and anti-chiral fields obtained by covariant differentiation of their parent Lagrangian fields. We end with a discussion of our results in section 6. There are six appendices which present our conventions and provide more detail on ideas from the main text.

2 Bispinors for the bulk and boundary

The chief innovation of our study is the use of bispinor variables$^3$ to describe both CFT operators and their dual AdS fields in the bulk. We describe the key features of our work in this section, with applications left for later sections.

First, let us establish some conventions. The symmetry group of embedding space is viewed as SO(3, 2) or its double cover Sp(4). Indices of the SO(3, 2) spinor representation are denoted by capitals $A, B, \ldots$. From the Sp(4) perspective this representation is the fundamental, and spinor indices can be lowered and raised with the symplectic form $\epsilon_{AB} = -\epsilon_{BA}$, as in $\psi_A = \epsilon_{AB} \psi^B$ and $\psi^A = \epsilon^{AB} \psi_B$. To work with SO(3, 2) spinors we define 5 real $\Gamma^I$ matrices,$^4$ and 10 group generators $\Gamma^{IJ} = [\Gamma^I, \Gamma^J]/2$. When these matrices act as linear transformations, we use up/down indices, e.g. $(\Gamma^I)^A_B$. When they are bilinear forms, we lower or raise indices with the symplectic matrix, e.g $\Gamma^I_{AB} = \epsilon^{AC}(\Gamma^I)^C_B$. As bilinear forms, the $\Gamma^I_{AB}$ are anti-symmetric, and the $\Gamma^{IJ}_{AB}$ are symmetric. We will find it convenient to introduce angle brackets to suppress Sp(4) indices, defining for spinors $S^A, T^A$ and vectors $P^I$ the quantity:

$$\langle S P_1 \ldots P_n T \rangle = S^A \epsilon_{AB} (\hat{P}_1)^B_C (\hat{P}_2)^C_D \cdots (\hat{P}_n)^E_F T^F,$$

where $(\hat{P}_I)^B_C = P^I (\Gamma_I)^B_C$. (2.1)

Having established these conventions, let us now turn to the definition of spinning fields in the bulk AdS$_4$ and the boundary $\mathbb{R}^{2,1}$.

2.1 Bulk

To describe spinning fields in AdS$_4$ we use frame fields. These are necessary to describe spinor fields on curved manifolds, but as we will see are also convenient for bosonic fields.

$^3$Similar variables are used in [22] for AdS$_5$/CFT$_4$, but the approach is developed differently.

$^4$A specific set of matrices is presented in appendix A.
Recall that in the frame field formalism for general relativity, we rewrite the metric \( g_{ij}(x) \) in terms of frame fields \( e^\mu_i(x) \):

\[
g_{ij}(x) = e^\mu_i(x)e^\nu_j(x)\eta_{\mu\nu}
\]  

(2.2)

where \( \eta_{\mu\nu} \) is the Minkowski metric, \( \mu, \nu, \ldots = 0, \ldots, 3 \) are the local Lorentz spacetime indices, and \( x \) is an arbitrary point on our manifold. The metric is invariant under local SO(3, 1) transformations

\[
e_i^\mu(x) \rightarrow \Lambda^\mu_\nu(x)e_i^\nu(x),
\]

(2.3)

signifying that at each point on the manifold we are free to choose any orthonormal basis for the tangent space we like.

Spinning fields living on a general 4d manifold transform covariantly under local SO(3, 1) transformations, or more correctly as representations of its double cover SL(2; \( \mathbb{C} \)). We shall call this group the “little group,” because it plays the same role in our formalism as the little group plays in spinor helicity methods. To describe bulk fields we will use Weyl spinor indices \( \alpha, \dot{\alpha}, \beta, \dot{\beta}, \ldots \). For example, \( V_{\alpha\dot{\alpha}}(x) \equiv \sigma^\mu_{\alpha\dot{\alpha}}V_\mu(x) \) is a bulk vector,\(^5\) while \( \psi_\alpha(x) \) is a left-handed Weyl spinor and its conjugate \( \bar{\psi}_\dot{\alpha}(x) \) is a right-handed spinor. A Dirac fermion consists of two independent Weyl spinors.

Now let us consider how to describe spinning fields living on AdS\(_4\). We would like to think of fields, such as a vector field \( V_{\alpha\dot{\alpha}}(X) \), as functions of embedding space vector \( X^I \). But there is an obvious difficulty; \( X^I \) carries an \( \text{SO}(3, 1) \) index but the vector field \( V_{\alpha\dot{\alpha}}(X) \) carries an \( \text{SO}(3, 1) \) index. As mentioned in the Introduction, we resolve this mismatch by describing AdS\(_4\) not with an embedding space vector \( X^I \), but instead by a bispinor \( T^A_\alpha \) and its conjugate \( \bar{T}^A_{\dot{\alpha}} \) transforming covariantly under both \( \text{SO}(3, 2) \) and the little group \( \text{SO}(3, 1) \). As in the spinor helicity formalism where one writes the momentum vector as a product of two spinor-helicity variables, we construct the vector \( X^I \) as a product of bispinors

\[
X^I = -\frac{1}{4}\langle T_\alpha \Gamma^I T^\alpha \rangle = -\frac{1}{4}\langle \bar{T}_{\dot{\alpha}} \Gamma^I \bar{T}^{\dot{\alpha}} \rangle.
\]

(2.4)

This means that the bulk spacetime coordinates \( X^I \) are determined by the \( T^\alpha \)'s or \( \bar{T}^{\dot{\alpha}} \)'s; the converse is only true up to \( \text{SO}(3, 1) \) gauge transformations. We therefore take the pair \( T^A_\alpha, \bar{T}^A_{\dot{\alpha}} \) as the basic variables in the bulk. For example, we can express the bulk vector field as \( V_{\alpha\dot{\alpha}}(T, \bar{T}) \). A general bulk field can be viewed as a symmetric multi-spinor \( \Phi^{\alpha_1 \ldots \alpha_m}_{\dot{\alpha}_1 \ldots \dot{\alpha}_m}(T, \bar{T}) \). It transforms in the \((m/2, n/2)\) irreducible representation of \( \text{SO}(3, 1) \).

The bispinor \( T^A_\alpha \) and its conjugate \( \bar{T}^A_{\dot{\alpha}} \) contain sixteen real degrees of freedom, while a point in AdS\(_4\) is described by only four. We eliminate the additional degrees of freedom in the following way:

1. The \( \text{SO}(3, 1) \) little group is 6 dimensional, and so this redundancy removes 6 degrees of freedom.

2. Four real degrees of freedom are removed by requiring that

\[
\langle T_\alpha \bar{T}_{\dot{\alpha}} \rangle = T^A_\alpha \bar{T}^B_{\dot{\alpha}} \epsilon_{AB} = 0.
\]

(2.5)

\(^5\)Our conventions for the sigma matrices \( \sigma^\mu_{\alpha\dot{\alpha}} \) are given in appendix A. In particular, with our conventions

\[
V_\mu = -\frac{1}{2} \sigma^\mu_{\alpha\dot{\alpha}} V_{\alpha\dot{\alpha}} \quad \text{and} \quad V_\mu V^\nu = -\frac{1}{2} V_{\alpha\dot{\alpha}} V^{\alpha\dot{\alpha}}.
\]
Finally, two degrees of freedom are removed by enforcing
\[
\langle T_\alpha T_\beta \rangle = T^A_\alpha T_A^\beta = 2i \epsilon_{\alpha \beta}, \quad \langle \bar{T}_\dot{\alpha} \bar{T}_\dot{\beta} \rangle = \bar{T}^A_{\dot{\alpha}} \bar{T}_A^{\dot{\beta}} = -2i \epsilon_{\dot{\alpha} \dot{\beta}}. \tag{2.6}
\]

The choice of normalization is arbitrary; our choice is such that using (2.6) together with (2.4) implies \(X \cdot X = -1\), as appropriate for describing AdS\(_4\) of unit curvature scale.

From (2.6) and (2.4), we can also derive that
\[
\hat{X}^{AB} = -T^A_\alpha T^B_\beta \epsilon^{\alpha \beta} + i \epsilon^{AB} = -\bar{T}^A_{\dot{\alpha}} \bar{T}_A^{\dot{\beta}} \epsilon^{\dot{\alpha} \dot{\beta}} - i \epsilon^{AB}. \tag{2.7}
\]

It is furthermore straightforward to verify that
\[
\hat{X}^A B T^B_\alpha = -iT^A_\alpha, \quad \hat{X}^A B \bar{T}^B_{\dot{\alpha}} = -i \bar{T}^A_{\dot{\alpha}}. \tag{2.8}
\]

To find an explicit form for the \(T^A_\alpha\) and \(\bar{T}^A_{\dot{\alpha}}\), let us parametrize AdS\(_4\) in Poincaré coordinates by writing
\[
X^I = \frac{1}{z} \left( \vec{x}, \frac{1-x^2-z^2}{2}, \frac{1+\vec{x}^2+z^2}{2} \right), \tag{2.9}
\]
where \(\vec{x}\) is a 3-vector and \(z > 0\) the radial coordinate which vanishes at the boundary of AdS\(_4\). Note that in this limit we can identify the \(P^I\) as
\[
P^I = \lim_{z \to 0} z X^I = \left( \vec{x}, \frac{1-x^2}{2}, \frac{1+\vec{x}^2}{2} \right), \tag{2.10}
\]
up to the rescalings \(P^I \sim \lambda P^I\). From (2.8), one useful choice of explicit parametrization is
\[
T^A_\alpha(\vec{x}, z) = \frac{1}{\sqrt{z}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -z^0 + x^1 & -iz - x^2 \\ iz - x^2 & -z^0 - x^1 \end{pmatrix}, \quad \bar{T}^A_{\dot{\alpha}}(\vec{x}, z) = \frac{1}{\sqrt{z}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -z^0 + x^1 & iz - x^2 \\ -iz - x^2 & -z^0 - x^1 \end{pmatrix}.
\tag{2.11}
\]

One can observe that the expressions (2.11) represent the Killing spinors on AdS\(_4\). The Killing spinor equations obeyed by (2.11) are
\[
\nabla_{\beta \dot{\beta}} T^C_\gamma = i \epsilon_{\beta \gamma} \bar{T}^C_{\dot{\beta}}, \quad \nabla_{\dot{\beta} \gamma} \bar{T}^C_\dot{\gamma} = -i \epsilon_{\dot{\beta} \dot{\gamma}} T^C_\gamma. \tag{2.12}
\]

Killing spinors are widely used in supersymmetry and supergravity, but they are independently useful, and this is part of the reason why they appear here.

When acting on Killing spinors, the covariant derivative appearing in (2.12) can be written as
\[
\nabla_{\alpha \dot{\alpha}} \equiv i \left( T^A_\alpha \frac{\partial}{\partial T^A_{\alpha \dot{\alpha}}} - \bar{T}^A_{\dot{\alpha}} \frac{\partial}{\partial T^A_{\alpha \dot{\alpha}}} \right), \tag{2.13}
\]
\[\text{We show in appendix A.2 that the equations (2.12) are equivalent to the more familiar Killing spinor equations in AdS}_4.\]
It is not hard to check that this is the unique (up to normalization) first order differential operator preserving conditions (2.5) and (2.6). We have normalized \( \nabla_{\alpha a} \) such that bulk Laplacian is \( \nabla^2 \equiv -\frac{1}{2} \nabla^{\alpha a} \nabla_{\alpha a} = \nabla^\mu \nabla_\mu \). Since we can write any AdS\(_4\) field as a function of \( T \) and \( \bar{T} \), we can use this expression to compute any covariant derivative. In appendix B.1 we show how the conventional AdS\(_4\) formalism can be found in appendix B.2. Only up to local rescalings tangent vector index and \( S_{\lambda} \) and transforms under a local scale transformation with parameter \( S_a, S_b, \ldots \) played in the previous section. The pressure of our approach that when \( \nabla_{\alpha a} \), as given in (2.13), acts on any spinning field, all effects of the conventional spin connection are included.

Killing vectors are \( \Gamma \)-matrix bilinears matrix of these spinors, as we now discuss. The adjoint representation of SO\((3, 2)\) can be identified with anti-symmetric \( 5 \times 5 \) matrices \( M_{[IJ]} \). The vectors \( V_{\alpha a}^{[IJ]} = T^A_{\alpha} \Gamma_{AB}^{[IJ]} T^B_{a} \) are Killing vectors. To show this is trivial. One simply applies (2.12) which gives

\[
\nabla_{\alpha a} V_{\beta b}^{[IJ]} + \nabla_{\beta b} V_{\alpha a}^{[IJ]} = 0 .
\]

(2.14)

It is even simpler from the viewpoint of Sp\((4)\), whose adjoint representation consists of the \( 4 \times 4 \) symmetric \( N^{AB} \). The vector \( U_{\alpha a}^{[AB]} = T^A_{\alpha} T^B_{a} \) is a Killing vector; its symmetric covariant derivative also vanishes.

In this section, we have derived the bispinor formalism by analogy to the spinor helicity formalism. We defined the embedding space vector \( X^I \) in terms of bispinors \( T^A_{\alpha} \) and \( T^A_{\bar{\alpha}} \) which were little group covariant, and found that this required conditions (2.5) and (2.6) in order remove spurious degrees of freedom and enforce \( X \cdot X = -1 \). In appendix C we present an alternative derivation of the bispinor formalism which uses the coset construct \( \text{AdS}_4 \approx \text{Sp}(4)/\text{SL}(2, \mathbb{C}) \). While this approach is more abstract, it has the advantage of generalizing more easily to other spacetime dimensions.

2.2 Boundary

The discussion above of bulk physics has an analogue for the boundary. The boundary theory is a conformal field theory, and local operators transform covariantly under representations of SO\((2,1) \times \mathbb{R}_+\) of Lorentz and scale transformations, which are the manifest symmetries in radial quantization. The group SO\((2,1) \times \mathbb{R}_+\) plays the role that the little group SO\((3,1)\) played in the previous section.\(^7\)

The basic spinor representation of SO\((2,1)\) is 2-dimensional and real, and we use indices \( a, b, \ldots \) for these spinors. The analogue of the bulk \( T^A_{\alpha}, T^A_{\bar{\alpha}} \) bispinors is a single, real, bispinor \( S^A_{\alpha} \) which satisfies the constraint

\[
\langle S^A_{\alpha} S^B_{\beta} \rangle = S^A_{\alpha} S^B_{\beta} \epsilon_{AB} = 0 ,
\]

(2.15)

and transforms under a local scale transformation with parameter \( \lambda(S) \in \mathbb{R}_+ \) as \( S^A_{\alpha} \rightarrow \sqrt{\lambda(S)} S^A_{\alpha} \). While \( S^A_{\alpha} \) has 8 degrees of freedom, the gauge symmetry SO\((2,1) \times \mathbb{R}_+\).

\(^7\)Using frame fields, we can define a conformal structure on a 3d manifold via fields \( e^\mu_i(x) \), where \( i \) is a tangent vector index and \( \mu \) is a SO\((2,1) \times \mathbb{R}_+\) index. In this case the metric \( g_{ij} = e^\mu_i e^\mu_j \eta_{\mu
u} \) is now defined only up to local rescalings \( g_{ij}(x) \rightarrow \lambda(x)^2 g_{ij}(x) \). Explicit formulas for the metric and frame field in our formalism can be found in appendix B.2.
removes four real degrees of freedom and (2.15) removes one more. This leaves three degrees of freedom, precisely the right number we need to describe a boundary point.

Using $S^A_a$ we can define a null vector $P^I$ via

$$S^A_a S^B_b \epsilon^{ab} = - P^I \Gamma^A_{AB}, \quad P^I = - \frac{1}{4} \Gamma^I_{AB} S^A_a S^B_b \epsilon^{ab}. \quad (2.16)$$

In the parametrization (2.10) we can compute $S^A_a(\bar{x})$ as the boundary limit of $T^A_a(\bar{x}, z)$:

$$S^A_a(\bar{x}) = \lim_{z \to 0} \frac{\sqrt{z}}{2} \left( T^A_a(\bar{x}, z) + \bar{T}^A_a(\bar{x}, z) \right) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -x^0 + x^1 & -x^2 \\ -x^2 & -x^0 - x^1 \end{pmatrix}. \quad (2.17)$$

For each fixed $A$, the bispinor $S^A_a$ is a conformal Killing spinor. In general, a conformal Killing spinor $\Sigma$ obeys the equation $\nabla_\mu \Sigma = \gamma_\mu \hat{\Sigma}$, where $\hat{\Sigma} = \frac{1}{3} \nabla \Sigma$ is another spinor. We see that in flat space with the standard frame (with vanishing spin connection), the first two rows of (2.17) obey the conformal Killing spinor equation with vanishing $\hat{\Sigma}$, while the last two rows obey it with constant $\hat{\Sigma}$. In appendix B.2 we show that the $S^A_a$ are conformal Killing spinors for any conformally flat boundary metric.

The relations (2.16) tell us that we can regard the bi-spinor $S^A_a$ as the basic descriptor for boundary operators in embedding space, rather than $P^I$. A general CFT operator of spin $\ell$ and conformal dimension $\Delta$ transforms as a symmetric rank $2\ell$ spinor $O_{a_1\ldots a_{2\ell}}(S)$ obeying

$$O_{a_1\ldots a_{2\ell}}(\sqrt{\lambda}S) = \lambda^\Delta O_{a_1\ldots a_{2\ell}}(S). \quad (2.18)$$

### 2.3 Polarized operators

As is common in the literature, it is very convenient to polarize multi-rank expressions in order to avoid proliferation of indices. On the boundary we use the constant $s^a$ transforming in the $SL(2; \mathbb{R})$ fundamental, and we can then define

$$O(s, S) \equiv s^{a_1} \ldots s^{a_{2\ell}} O_{a_1\ldots a_{2\ell}}(S). \quad (2.19)$$

To recover the indices we simply differentiate with respect to $s^a$. Since $O(s, S)$ is an $SL(2; \mathbb{R})$ singlet it is not hard to see that it depends on $s^a$ and $S^A_a$ only through the $SL(2; \mathbb{R})$ invariants $P^I$ and $\sigma^A \equiv s^a S^A_a$, which automatically satisfies

$$P^A_B \sigma^B = 0. \quad (2.20)$$

Thus, we may write $O(\sigma, P)$ in place of $O(s, S)$ if we wish. Combining (2.18) and (2.19), little group invariance now reduces to the condition

$$O(\mu_1 \sigma, \mu_2 P) = \mu_1^{2\ell} \mu_2^{-\Delta - \ell} O(\sigma, P), \quad (2.21)$$

*We will discuss the boundary limit of bulk points in greater detail in section 5.2. In (2.17) we are choosing a particular identification of the bulk and boundary frame fields, which will not be preserved under frame field rotations. In spite of this issue, (2.17) provides a convenient parametrization of the boundary.*
so that it is now straightforward to construct all possible conformally invariant structures. For instance, the unique (up to our choice of normalization) two-point function for a spin-\(\ell\) operator is

\[
\langle O(\sigma_1, P_1)O(\sigma_2, P_2) \rangle = 2^{3-2\Delta} \pi^2 \Gamma(2\Delta - 1) \frac{\langle \sigma_1 \sigma_2 \rangle^{2\ell}}{(-2P_1 \cdot P_2)^{\Delta+\ell}} \tag{2.22}
\]

In the bulk we frequently polarize little group indices using \(t^\alpha\) or \(\bar{t}^{\dot{\alpha}}\), defining

\[
\varphi(t, \bar{t}, T, \bar{T}) = t^{\alpha_1} \ldots t^{\alpha_m} \bar{t}^{\dot{\alpha}_1} \ldots \bar{t}^{\dot{\alpha}_n} \varphi_{\alpha_1 \ldots \alpha_m \dot{\alpha}_1 \ldots \dot{\alpha}_n}(T, \bar{T}). \tag{2.23}
\]

Defining the \(SO(3, 1)\) invariants

\[
\tau^A = t^\alpha T^A_\alpha, \quad \bar{\tau}^A = \bar{t}^{\dot{\alpha}} \bar{T}^A_{\dot{\alpha}}, \tag{2.24}
\]

we then find that the field \(\varphi(t, \bar{t}, T, \bar{T}) \equiv \varphi(\tau, \bar{\tau}, X)\) depends only on \(\tau^A, \bar{\tau}^A, \) and \(X^I\), and satisfies

\[
\varphi(\mu \tau, \nu \bar{\tau}, X) = \mu^{m} \nu^n \varphi(\tau, \bar{\tau}, X). \tag{2.25}
\]

### 2.4 Bulk-boundary propagators

The main applications of our formalism are Witten diagram computations in AdS/CFT. In top-down constructions of AdS/CFT, one always has a weakly-coupled gravitational theory (or higher spin theory) in AdS, and boundary correlation functions are computed via Witten diagrams, perturbatively in the Newton constant. An important quantity in Witten diagram computations is the bulk-boundary propagator \(G_{B\partial}(P; X)\), which, for a boundary operator \(O(P)\) dual to a bulk field \(\phi(X)\) quantifies how a delta function insertion of \(O(P)\) in the boundary CFT sources the dual bulk field \(\phi(X)\). As will become clear, the bulk-boundary propagator in our formalism is fixed by conformal symmetry up to an overall normalization constant. For example, for a scalar boundary operator of scaling dimension \(\Delta\) dual to a bulk scalar field of mass \(m^2 = \Delta(\Delta - 3)\), it takes the form

\[
G_{B\partial}(P; X) \equiv \langle O(P)\phi(X) \rangle = \frac{\mathcal{N}}{(-2P \cdot X)^{\Delta}}, \tag{2.26}
\]

where \(\mathcal{N}\) is a normalization constant. In (2.26), we denoted the bulk-boundary propagator as a two-point function \(\langle O(P)\phi(X) \rangle\), which is the notation we will use from now on. It can be justified because one way to compute CFT correlators in AdS/CFT is to first compute bulk correlation functions in the effective theory in AdS and then taking the bulk points to the boundary. (See, for example, [41] and section 5.2 below.) In this framework, the bulk-boundary propagator in (2.26) can be viewed as the limit of the two-point function of two bulk operators when one of these two operators is taken to the boundary.\(^9\)

\(^9\)One should note that, in AdS/CFT, the bulk theory always contains gravity, so bulk operators (and consequently bulk correlators and the bulk-boundary propagator) are not gauge-invariant under bulk diffeomorphisms. However, the boundary limits of the bulk operators are gauge-invariant, so one can compute the CFT correlators by first computing the bulk correlators or the bulk-boundary propagator in a specific diffeomorphism gauge, and then taking their boundary limits. Going beyond AdS/CFT, the same framework applies to a QFT in AdS for which one can define boundary observables by simply taking the bulk operators to the boundary. The difference between this case and the usual AdS/CFT set-up where the bulk theory contains gravity is that for a QFT in AdS, the bulk operators are now well-defined observables.
For operators with spin, let us consider the bulk-boundary propagator $\langle \mathcal{O}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle$ between a bulk field $\varphi$ and its CFT dual operator $\mathcal{O}$. The simplest type is the propagator between the bosonic field $\varphi_{\alpha_1...\alpha_\ell; 1...\ell}(X)$ and its dual operator $\mathcal{O}_{a_1...a_\ell}$ of integer spin $\ell$ and weight $\Delta$. The scaling relations (2.21) and (2.25) fix this bulk-boundary propagator (up to normalization) to take the form

$$\langle \mathcal{O}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = N_{\mathcal{O} \varphi} \langle \sigma \tau \rangle^\ell \langle \sigma \bar{\tau} \rangle^\ell / (-2P \cdot X)^{\Delta + \ell}. \quad (2.27)$$

It is not hard (and a good exercise!) to check that its bulk divergence vanishes

$$\nabla^{\alpha \dot{\alpha}} \partial^\alpha \partial^{\dot{\alpha}} \langle \mathcal{O}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = 0. \quad (2.28)$$

One can understand (2.28) as a consequence of the bulk field equations for a massive field, but since all we have used to derive it is conformal invariance, it in fact holds more generally in any quantum field theory in AdS$_4$.

For massless fields with $\ell \geq 1$, the vanishing of the divergence instead corresponds to a gauge choice, and, while other gauge choices are possible, these gauge choices are not SO(3,2) invariant. A massless field is dual to a spin-$\ell$ conserved current (of conformal dimension $\Delta = \ell + 1$) on the boundary. We will discuss in section 3.3 how the conservation condition is implemented in our formalism. It turns out that the boundary divergence of $\langle \mathcal{O}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle$ does not vanish. Instead, it is compensated by a bulk gauge transformation, and this leads to Ward identities for Witten diagrams, as will be discussed in appendix E.

It is easy to generalize this discussion to any bulk-boundary propagator between a bulk field $\varphi$ with spin $(m,n)$, and boundary field $\mathcal{O}$ of spin $\ell$:

$$\langle \mathcal{O}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = N_{\mathcal{O} \varphi} \langle \tau \sigma \rangle^{\ell + m - n} \langle \bar{\tau} \bar{\sigma} \rangle^{\ell - m + n} \langle \tau P \bar{\tau} \rangle^{m + n - \ell} / (-2X \cdot P)^{\Delta + m + n}. \quad (2.29)$$

The right-hand expression only exists if each of the three angle brackets appears with non-negative integer power. This implies that $\langle \mathcal{O} \varphi \rangle$ can be non-zero only if both

$$m + n \geq \ell \geq |m - n| \quad \text{and} \quad 2\ell \equiv 2(m + n) \mod 2. \quad (2.30)$$

We should emphasise that because (2.29) is fixed purely by conformal invariance, it holds for all operators in any quantum field theory in AdS$_4$ — see Footnote 9. In particular, it holds when $\varphi$ can be written as the derivative of another bulk field.

To gain a more intuitive understanding of (2.29), let us define $L = m + n$ to be the total spin of a bulk field and $H = m - n$ to be the “handedness” of the operator. When we differentiate a bulk field, we can shift either $L$ or $H$ by $\pm 1$, depending on how we choose to contract the derivative indices. So for example, a bulk vector field $A_{\alpha \dot{\alpha}}$ has $L = 1$ and $H = 0$. We can decompose the derivative of the field, $\nabla_{\alpha \dot{\alpha}} A_{\beta \dot{\beta}}$, into four irreducible SO(3,1) representations

$$\nabla^{(\alpha \dot{\alpha} A^{\beta \dot{\beta}})}_{(\dot{\alpha} \dot{\beta} \bar{A^{\alpha \beta}})} ; \quad \nabla_{\alpha \dot{\alpha}} A^{\alpha \dot{\alpha}} ; \quad \nabla_{(\alpha \dot{\alpha} A_{\beta \dot{\beta}}) \dot{\alpha}} ; \quad \nabla_{\alpha (\dot{\alpha} A^{\beta \dot{\beta}}) \dot{\alpha}}. \quad (2.31)$$
For the first and second operators $H$ remains zero but $L$ shift to $2$ or $0$ respectively, while for the last two operators $L = 1$ but $H = ±1$. Shifting $L$ changes the power of $⟨τP\bar{τ}⟩$ appearing in the bulk-boundary propagator, while shifting $H$ changes the relative powers of $⟨στ⟩$ and $⟨σ\bar{τ}⟩$. In particular taking the divergence of a bulk field reduces $L$ by one, and so reduces the power of $⟨τP\bar{τ}⟩$ by one. If our initial field had $L = \ell$, the bulk divergence has total spin $L − 1$, which would imply a negative power of $⟨τP\bar{τ}⟩$ in the bulk-boundary propagator. Since this is impossible, the bulk divergence of a bulk-boundary propagator with $L = \ell$ must vanish. The equation (2.28) is a special case of this more general result.

Since the bulk (connection) Laplacian $\nabla^2 \equiv \nabla^\mu \nabla_\mu = −\frac{1}{2}\nabla^α\alpha \nabla_\alpha$ is a Lorentz scalar, it follows from (2.29) that $⟨Oφ⟩$ and $⟨O\nabla^2φ⟩$ must be proportional to each other. Indeed, using (2.13) it is not hard to check that

$$⟨O(σ, P)(\nabla^2 − λ)φ(τ, τ, X)⟩ = 0,$$

where $λ = Δ(Δ − 3) + ℓ(ℓ + 1) − 2m(m + 1) − 2n(n + 1).$ (2.32)

For bulk fermion field $ψ_α^β_1...β_n(τ, T)$ and its conjugate $\bar{ψ}_\bar{α}^\bar{β}_1...\bar{β}_n(T, \bar{T})$ coupled to a real fermionic operator on the boundary $Ψ^α_{1...α}^2(S)$, a similar computation allows us to deduce that

$$\left⟨Ψ(σ, P) \left( i\nabla_\alpha (α_i^A_1|\psi_\alpha^β_1...β_n(\bar{β}_1...\bar{β}_n)(T, \bar{T}) − μ\bar{ψ}_\bar{α}^\bar{β}_1...\bar{β}_n(T, \bar{T}) \right) \right⟩ = 0$$

where $μ = e^{θ/2}(Δ + ℓ − 2)(2ℓ + 1)$. (2.33)

By performing a field redefinition $ψ → e^{θ/2}ψ$ we can set the phase $θ = 1$ if we wish.

We again emphasise that these equations are satisfied by the bulk-boundary propagator for arbitrary theories in AdS$_4$. For the special case that these field are free fields, however, we can use these equations to relate the mass of the bulk field to the conformal dimension of the boundary field. So for instance, a free scalar field $φ$ satisfies the equation of motion $(\nabla^2 − m^2)φ = 0$, and so from (2.32) we see that $m^2 = Δ(Δ − 3)$.

3 Differential operators

In this section we study differential operators which may act on either bulk fields or boundary operators. We have already met one such operator, the bulk covariant derivative $\nabla_α$, which as we shall see can be related to the bulk conformal and little group generators. On the boundary, differential operators can be used to shift both the spin and conformal dimension of operators, allowing us to construct “weight-shifting” operators for Witten diagrams and conformal blocks.

3.1 Bulk symmetry generators

The adjoint representation of SO(3, 2) can be described as symmetric matrices $M^{AB}$ with spinor indices, or alternatively, as antisymmetric matrices $M^{IJ}$ with vector indices. An infinitesimal conformal transformation $λ^{AB}$ acts on spinors $T^A_α$ and $\bar{T}^A_\bar{α}$ as:

$$\delta_λ T^A_α = λ^{AB} T^B_α = −iλ^{BC} D_{BC} T^A_α , \quad \delta_λ \bar{T}^A_\bar{α} = λ^{AB} \bar{T}^B_\bar{α} = −iλ^{BC} D_{BC} \bar{T}^A_\bar{α} ,$$

(3.1)
where we define the differential operator

\[ D_{BC} \equiv i \left( T_{(B|\alpha} \frac{\partial}{\partial T^{C}_{\alpha})} + T_{(B|\alpha} \frac{\partial}{\partial T^{C}_{\alpha})} \right). \tag{3.2} \]

The \( D_{AB} \) satisfy the \( \text{Sp}(4) \) commutation relations

\[ [D_{AB}, D_{CD}] = -\frac{i}{2} (\epsilon_{AC} D_{BD} + \epsilon_{AD} D_{BC} + \epsilon_{BC} D_{AD} + \epsilon_{BD} D_{AC}). \tag{3.3} \]

We can likewise implement infinitesimal \( \mathfrak{so}(3,1) \approx \mathfrak{so}(2) \times \mathfrak{so}(2) \) little group transformations by the differential operators:

\[ L_{\alpha\beta} \equiv -iT^{A}_{(\alpha} \frac{\partial}{\partial T^{A|\beta)}}, \quad \bar{L}_{\dot{\alpha}\dot{\beta}} \equiv -i\bar{T}^{A}_{(\dot{\alpha}} \frac{\partial}{\partial \bar{T}^{A|\dot{\beta)}}}. \tag{3.4} \]

When they act on a bulk field \( \varphi_{\alpha_{1}\ldots\alpha_{m}\dot{\alpha}_{1}\ldots\dot{\alpha}_{n}} \) they simply rotate the little group indices:

\[ L_{\beta\gamma}\varphi_{\alpha_{1}\ldots\alpha_{m}\dot{\alpha}_{1}\ldots\dot{\alpha}_{n}}(T,\bar{T}) = -i \sum_{k=1}^{m} \epsilon_{\alpha_{k}}(\beta|\varphi_{\alpha_{1}\ldots\dot{\alpha}_{k}\ldots\dot{\alpha}_{n}}(T,\bar{T}), \tag{3.5} \]

\[ \bar{L}_{\dot{\beta}\dot{\gamma}}\varphi_{\alpha_{1}\ldots\alpha_{m}\dot{\alpha}_{1}\ldots\dot{\alpha}_{n}}(T,\bar{T}) = -i \sum_{k=1}^{n} \epsilon_{\dot{\alpha}_{k}}(\dot{\beta}|\varphi_{\alpha_{1}\ldots\dot{\alpha}_{k}\ldots\dot{\alpha}_{n}}(T,\bar{T}). \tag{3.5} \]

Given our definitions for the covariant derivative (2.13), conformal generator (3.2), and little group generators (3.4), it is straightforward to check that

\[ D_{AB} = \frac{i}{2} T^{A}_{(\alpha} \nabla_{\dot{\alpha}} - \frac{i}{2} \left( T^{A}_{(\alpha} T^{B}_{\beta} L_{\alpha\beta} - T^{\dot{A}}_{\dot{\alpha}} T^{\dot{B}}_{\dot{\beta}} L_{\dot{\alpha}\dot{\beta}} \right). \tag{3.6} \]

This equation states that the conformal variation of some operator \( \varphi(T,\bar{T}) \) can be realized as the sum of a translation and a little group rotation. Contracting both sides with \( T^{A}_{\alpha} \) and/or \( \bar{T}^{A}_{\dot{\alpha}} \) we then find that

\[ \nabla_{\dot{\alpha}} = -iT^{A}_{\alpha} \bar{T}^{B}_{\dot{\alpha}} D_{AB}, \quad L_{\alpha\beta} = -\frac{i}{2} T^{A}_{\alpha} T^{B}_{\beta} D_{AB}, \quad \bar{L}_{\dot{\alpha}\dot{\beta}} = \frac{i}{2} T^{A}_{\dot{\alpha}} T^{B}_{\dot{\beta}} D_{AB}. \tag{3.7} \]

From (3.3), we can determine the commutators of the conformal generators \( D_{AB} \) with the operators in (3.7),

\[ [D_{AB}, \nabla_{\dot{\alpha}}] = [D_{AB}, L_{\alpha\beta}] = [D_{AB}, \bar{L}_{\dot{\alpha}\dot{\beta}}] = 0, \tag{3.8} \]

as well as the commutator of two covariant derivatives:

\[ [\nabla_{\dot{\alpha}}, \nabla_{\dot{\beta}}] = -i[\nabla_{\dot{\alpha}}, T^{A}_{\beta} \bar{T}^{B}_{\dot{\beta}} D_{AB}] = -i \left( [\nabla_{\dot{\alpha}}, T^{A}_{\beta}] \bar{T}^{B}_{\dot{\beta}} + T^{A}_{\beta} [\nabla_{\dot{\alpha}}, \bar{T}^{B}_{\dot{\beta}}] \right) D_{AB}. \tag{3.9} \]

The commutator of \( \nabla_{\dot{\alpha}} \) with \( T_{\alpha} \) and \( \bar{T}_{\dot{\alpha}} \) can be found from (2.12), allowing us to deduce that

\[ [\nabla_{\dot{\alpha}}, \nabla_{\dot{\beta}}] = -i \left( i\epsilon_{\alpha\beta} \bar{T}^{A}_{\dot{\alpha}} T^{B}_{\dot{\beta}} - i\epsilon_{\dot{\alpha}\dot{\beta}} T^{A}_{\alpha} T^{B}_{\beta} \right) D_{AB} = -2i \left( \epsilon_{\alpha\beta} L_{\alpha\beta} + \epsilon_{\dot{\alpha}\dot{\beta}} \bar{L}_{\dot{\alpha}\dot{\beta}} \right). \tag{3.10} \]

Applying this identity to spinor fields \( \psi_{\alpha} \) and \( \bar{\psi}_{\dot{\alpha}} \), we can compute

\[ [\nabla_{\dot{\alpha}}, \nabla_{\dot{\beta}}] \psi_{\gamma} = -2\epsilon_{\dot{\alpha}\dot{\beta}} \epsilon_{\gamma(\alpha \beta)} \psi_{\gamma}, \quad [\nabla_{\dot{\alpha}}, \nabla_{\dot{\beta}}] \bar{\psi}_{\gamma} = -2\epsilon_{\dot{\alpha}\dot{\beta}} \epsilon_{\gamma(\dot{\alpha} \dot{\beta})}. \tag{3.11} \]
Rewriting the spinor indices as vector indices, we find that

\[ [\nabla_\mu, \nabla_\nu] \psi_\gamma = \frac{1}{2} (\sigma_\mu)_{\gamma\alpha} (\sigma_\nu)_{\beta\alpha} \psi_\beta, \quad [\nabla_\mu, \nabla_\nu] \bar{\psi}_\gamma = \frac{1}{2} (\sigma_\mu)_{\alpha\gamma} (\sigma_\nu)_{\alpha\beta} \bar{\psi}_\beta, \quad (3.12) \]

and hence conclude that the Riemann tensor on AdS_4 is\(^1\)

\[ (R_{\mu\nu})_a^\beta = \frac{1}{2} (\sigma_\mu)_{\alpha\alpha} (\sigma_\nu)_{\beta\alpha}, \quad (\bar{R}_{\mu\nu})_a^\beta = \frac{1}{2} (\sigma_\mu)_{\alpha\alpha} (\sigma_\nu)_{\alpha\beta}. \quad (3.13) \]

### 3.2 Boundary symmetry generators

Symmetries on the boundary act analogously. An infinitesimal conformal transformation \(\lambda^{AB}\) acts on a spinor \(S^A_a\) as:

\[ \delta_{\lambda} S^A_a = \lambda^{AB} S^B_a = -i \lambda^{BC} D_{BC} S^A_a, \]

where \(D_{AB} = i S^a_{(A|a} \partial_{a|B]}\).

We can also write the generators of the \(GL(2; \mathbb{R}) \approx SL(2; \mathbb{R}) \times \mathbb{R}\) little group:

\[ L_{ab} = -i S^A_{(a|} \partial_{b|A]}, \quad D = -\frac{1}{2} S^A_a \partial_{a A}, \quad (3.15) \]

where \(L_{ab}\) generates \(SL(2; \mathbb{R})\) and \(D\) generates \(\mathbb{R}\). On an operator \(O^{a_1...a_{2\ell}}(S)\) with conformal dimension \(\Delta\), these act as:

\[ L_{bc} O^{a_1...a_{2\ell}}(S) = -i \sum_{k=1}^{2\ell} \epsilon_{a_k b c} O^{a_1...[c]...a_{2\ell}}(S), \quad \partial^c O^{a_1...a_{2\ell}}(S) = \Delta O^{a_1...a_{2\ell}}(S). \quad (3.16) \]

For a polarized operator,

\[ L_{ab} s^b \mathcal{O}(\sigma, P) = -i \ell s_a \mathcal{O}(\sigma, P), \quad \partial^c \mathcal{O}(\sigma, P) = \Delta \mathcal{O}(\sigma, P). \quad (3.17) \]

With this new technology, we can rederive (2.32) in a more abstract fashion, using the conformal Casimir. Because the bulk-boundary propagator is conformally invariant, it follows that

\[ (D_{AB} + D_{AB}) \mathcal{O}(S) \varphi(T, \bar{T}) = 0 \quad (3.18) \]

and hence that

\[ (D_{AB} D^{AB} - D_{AB} D^{AB}) \mathcal{O}(S) \varphi(T, \bar{T}) = 0. \quad (3.19) \]

Using (3.6), we find that for the bulk Casimir operator \(D_{AB} D^{AB}\) can be rewritten as

\[ D_{AB} D^{AB} = \nabla^2 - L^{\alpha\beta} L_{\alpha\beta} - \bar{L}^{\dot{\alpha}\dot{\beta}} \bar{L}_{\dot{\alpha}\dot{\beta}}. \quad (3.20) \]

From this we can deduce that

\[ D_{AB} D^{AB} \varphi(T, \bar{T}) = \left[ \nabla^2 + 2m(m + 1) + 2n(n + 1) \right] \varphi(T, \bar{T}), \quad (3.21) \]

\(^1\)Using the conventions for Dirac fermions introduced in appendix A.2, one can further check that

\[ [\nabla_\mu, \nabla_\nu] \Psi = -\frac{1}{2} [\gamma_\mu, \gamma_\nu] \Psi, \] where \(\Psi\) is a Dirac spinor and \(\gamma_\mu\) are the 4d gamma matrices.
where \((m, n)\) is the \(\text{SO}(3, 1)\) spin of \(\varphi(T, \bar{T})\). On the boundary after some work we find that the Casimir is given by

\[
D_{AB}D^{AB} = D(D + 3) + \frac{1}{2} L_{ab}L_{ab}
\]

(3.22)

so that when acting on \(\mathcal{O}(S)\) with spin \(\ell\) and conformal dimension \(\Delta\),

\[
D_{AB}D^{AB}\mathcal{O}(S) = \left[\Delta(\Delta - 3) + \ell(\ell + 1)\right]\mathcal{O}(S).
\]

(3.23)

Substituting (3.21) and (3.23) into (3.19) gives us (2.32).

### 3.3 Other differential operators

The boundary symmetry generators \(D_{AB}, \, \mathcal{D}, \) and \(\mathcal{L}\) do not exhaust the full pool of differential operators available to us. Other differential operators, and in particular the weight-shifting operators introduced in [31], have proven useful when studying spinning operators in CFTs, and so in this section we shall find expressions for such differential operators in the bispinor formalism.

Before discussing other operators, however, we should first discuss why we are not free to simply differentiate with respect to \(S^A_a\). This is not allowed because conformal correlators are only defined for bispinors \(S^A_a\) satisfying the condition \(\langle S^a_a \rangle = 0\). As a consequence, we should treat any two functions \(F\) and \(G\) satisfying

\[
F(S) - G(S) = \langle S^a_a \rangle f(S),
\]

(3.24)

for an arbitrary function \(f(S)\), as physically equivalent. But if we differentiate (3.24) we find that

\[
\frac{\partial}{\partial S^A_a} \left( \langle S^b_b f(S) \rangle \right) \bigg|_{\langle S^a_a S^b_b \rangle = 0} = 2S^a_A f(S) \neq 0,
\]

(3.25)

and so \(\frac{\partial}{\partial S^A_a}\) is not a well-defined operator. To resolve this problem, we should consider only differential operators \(\mathcal{G}\) satisfying

\[
\mathcal{G} \left( \langle S^a_a \rangle f(S) \right) \bigg|_{\langle S^a_a \rangle = 0} = 0
\]

(3.26)

for arbitrary \(f(S)\). We will call such an operator a conformally-covariant differential operator.\(^\text{11}\)

The first such differential operator we shall consider is

\[
\partial^I_{ab} \equiv -S^A_{(a} (\Gamma^I)_{AB} \frac{\partial}{\partial S^{B(b)}},
\]

(3.27)

which transforms as both an \(\text{SO}(3, 2)\) and \(\text{SO}(2, 1)\) vector. It is straightforward to check that

\[
\partial^I_{ab} \langle S^c_c \rangle = 0,
\]

(3.28)

\(^\text{11}\)Similar considerations imply that bulk differential operators should preserve the conditions \(\langle T_\alpha T_\beta \rangle = 2i\epsilon_{\alpha\beta}\) and \(\langle T_\alpha \bar{T}_\beta \rangle = 0\). It is not hard to check that this is indeed the case for all of the bulk operators we have considered so far, \(\nabla_{\alpha\dot{\alpha}}, \, D_{AB}, \, L_\alpha_{\beta},\) and \(\bar{L}_{\dot{\alpha}\dot{\beta}}\).
We will prove both of these facts in appendix D. Here we will focus on commutation.

The first term in (3.32) annihilates any arbitrary function $f(P)$ which depends on $S_a^A$ only through $P^I$, and so:

$$\mathcal{E}_a^A f(P) = (\Delta - 1) \frac{\partial}{\partial S_a^A} f(P) \quad \text{if } f(P) \text{ satisfies } f(\lambda P) = \lambda^{-\Delta} f(P). \quad (3.33)$$

We can thus think of $\mathcal{E}_a^A$ as a conformally covariant version of $\frac{\partial}{\partial S_a^A}$.

Although our introduction of the operator $\mathcal{E}_a^A$ may seem a little ad hoc, its importance is underlined by the following two results:

1. The space of linear operators spanned by $S_a^A$, $\mathcal{E}_a^A$, $D^{AB}$, $D - \frac{3}{2}$, $\mathcal{L}_{ab}$ and $\partial_{ab}^I$, when considered as a Lie algebra, is isomorphic to $\mathfrak{so}(5,5)$. The subspace generated by $D^{AB}$, $\mathcal{L}_{ab}$ and $\partial_{ab}^I$ is isomorphic to $\mathfrak{so}(4,4)$.

2. Any conformally-covariant differential operator can be constructed as sums and products of $\mathcal{E}_a^A$ and $S_a^A$.

We will prove both of these facts in appendix D. Here we will focus on commutation relations, which will prove useful both for understanding the algebraic structure of the differential operator, and also for computing Witten diagrams in the next section. The symmetry generators and $\partial_{ab}^I$ appear in the commutator of $\mathcal{E}_a^A$ with $S_a^A$:

$$[\mathcal{E}_a^A, S_b^B] = -\frac{i}{2} \epsilon_{ab} D^{AB} + \epsilon_{ab} \epsilon^{AB} \left( D - \frac{3}{2} \right) + \frac{i}{4} \epsilon^{AB} \mathcal{L}_{ab} + \frac{1}{4} (\Gamma^I)^{AB} \partial_{ab}^I. \quad (3.34)$$

By contracting both sides of this identity with $\text{Sp}(4)$ and $\text{SL}(2;\mathbb{R})$ invariants we can express each of the differential operators on the right-hand side purely in terms of $\mathcal{E}_a^A$ and $S_a^A$. It is also straightforward to check that:

$$[S_a^A, S_b^B] = 0, \quad [\partial_{ab}^I, S_c^A] = (\Gamma^I)^{AB} \epsilon_{c(a} S_{b)}^B, \quad (3.35)$$

$$[\mathcal{E}_a^A, S_b^B] = 0, \quad [\partial_{ab}^I, \mathcal{E}_c^A] = (\Gamma^I)^{AB} \epsilon_{c(a} \mathcal{E}_{b)}^B, \quad [\mathcal{E}_a^A, \mathcal{E}_b^B] = 0.$$
To finish, let us relate the operators $S^A_a$ and $E^A_a$ to the fundamental weight-shifting operators given in [31]. Consider some primary operator $O_{a_1...a_2}$ with spin $\ell$ and conformal dimensional $\Delta$. By acting with $S^A_a$ and then symmetrizing or antisymmetrizing the little group indices, we can construct operators of spin $\ell \mp \frac{1}{2}$ and dimension $\Delta - \frac{1}{2}$. In polarized notation, we can express this construction as the weight-shifting operators:

\[
W^{-}_A[O(\sigma, P)] = \frac{1}{2\ell} S^a_A \frac{\partial}{\partial s^a} O(\sigma, P) = -\frac{1}{2\ell} \mathcal{P}^B_A \frac{\partial}{\partial \sigma^B} O(\sigma, P),
\]

\[
W^{+}_A[O(\sigma, P)] = s_a S^a_A O(\sigma, P) = -\sigma_A O(\sigma, P).
\]

(3.36)

Up to an overall normalization, these are precisely the first two fundamental weight-shifting operators in (2.71) of [31]. We can similarly act with $E^A_a$ to construct the other two fundamental weight-shifting operators that increase the scaling dimension by $1/2$:

\[
W^{+}_A[O(\sigma, P)] = \frac{1}{2\ell} E^a_A \frac{\partial}{\partial s_a} O(\sigma, P)
\]

\[
= -\frac{1}{8\ell} \left[-4(\Delta - 1)(1 + \ell - \Delta) \frac{\partial}{\partial \sigma^A} + 2(1 + \ell - \Delta) \mathcal{P}^B_A (\Gamma^I)_B^C \frac{\partial}{\partial \sigma^C}ight. \\
\left. - \sigma_A \mathcal{P}^C_B (\Gamma^I)_B^D \frac{\partial}{\partial \sigma^B} \frac{\partial}{\partial \sigma^D} \right] O(\sigma, P),
\]

(3.37)

\[
W^{++}_A[O(\sigma, P)] = s_a E^a_A O(\sigma, P)
\]

\[
= \frac{1}{2} \left[2(\Delta - 1) \Gamma^I_A \sigma^B \frac{\partial}{\partial P^I} + \sigma_A \sigma^B \Gamma^I_B \frac{\partial}{\partial P^I} \frac{\partial}{\partial \sigma^C} \right] O(\sigma, P).
\]

We hence conclude that $S^A_a$ and $E^A_a$ are bispinor analogues of the fundamental weight-shifting operators of [31]. Indeed, $S^A_a$ packages together the weight-shifting operators $W^{-}_A$ and $W^{+}_A$ in one expression, while $E^A_a$ packages together $W^{+}_A$ and $W^{++}_A$.

4 Witten diagrams

We will now use the differential operators introduced in the previous section to evaluate Witten diagrams. The basic idea is to use these differential operators to rewrite spinning external legs as derivatives of scalar external legs. We begin by illustrating our methods in the simplest possible setting, that of contact diagrams.

4.1 Contact diagrams

Consider a theory of bulk scalar fields $\phi_i(T, \bar{T})$ dual to boundary scalar operators $\Phi_i(S)$ with conformal dimension $\Delta_i$. We normalize the bulk-boundary propagator such that

\[
\langle \Phi_i(S) \phi_j(T, \bar{T}) \rangle = \delta_{ij} \frac{\Gamma(\Delta_i)}{(-2P \cdot X)^{\Delta_i}}.
\]

(4.1)
An interaction \( g_0 \phi_1 \phi_2 \phi_3 \phi_4 \) gives, at leading order in \( g_0 \), the contact Witten diagram:

\[
\Phi_2 \quad \Phi_3 \\
\Phi_1 \quad \Phi_4
\]

\[= g_0 \Pi_0 (P_1) = i g_0 \int dX \prod_{i=1}^{4} \langle \Phi_i (S_i) \phi_i (T, \bar{T}) \rangle
\]

\[= i g_0 \int dX \prod_{i=1}^{4} \frac{\Gamma (\Delta_i)}{(-2 P_i \cdot X)^{\Delta_i}}
\]

\[= i g_0 \prod_{i=1}^{4} \Gamma (\Delta_i) D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (P_i)
\] (4.2)

where \( D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (P_i) \) is a \( D \)-function (see appendix F for more details).

Now let us consider the analogous diagram for the derivative interaction \( g_1 (\nabla^{\alpha \dot{\alpha}} \phi_1 (\nabla_{\alpha \dot{\alpha}} \phi_2 ) \phi_3 \phi_4 \) which we can evaluate using the conformal generators. Applying first (3.18) and then (3.6), it is easy to see that

\[D_{AB} \langle \Phi_1 (S) \phi_j (T, \bar{T}) \rangle = - D_{AB} \langle \Phi_1 (S) \phi_j (T, \bar{T}) \rangle = \frac{i}{2} T_{(A}^{\alpha \dot{\alpha} B)} \langle \Phi_1 (S) \nabla^{\alpha \dot{\alpha}} \phi_j (T, \bar{T}) \rangle
\] (4.3)

Defining \( \{ D_i \}_{AB} \) to be the conformal generator acting on the \( i \)th spinor \( (S_i)_A \), we then find that:

\[\langle D_1 \cdot D_2 \rangle \langle \Phi_1 (S_1) \phi_1 (T, \bar{T}) \rangle \langle \Phi_2 (S_2) \phi_2 (T, \bar{T}) \rangle
\]

\[= - \frac{1}{2} \langle \Phi_1 (S_1) \nabla^{\alpha \dot{\alpha}} \phi_1 (T, \bar{T}) \rangle \langle \Phi_2 (S_2) \nabla^{\alpha \dot{\alpha}} \phi_2 (T, \bar{T}) \rangle
\] (4.4)

where \( D_i \cdot D_j \equiv \{ D_i \}_{AB} \{ D_j \}_{AB} \). We now find that our derivative interaction gives rise to the Witten diagram \( g_1 \Pi_1 (P_i) \), with

\[\Pi_1 (P_i) = - 2 D_1 \cdot D_2 \Pi_0 (P_i) = - 2 i \prod_{i=1}^{4} \Gamma (\Delta_i) \{ D_1 \cdot D_2 \} D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (P_i)
\] (4.5)

As a second example consider the interaction \( \frac{1}{4} g B^{\alpha \dot{\alpha}} B_{\alpha \dot{\alpha}} \phi^2 \) coupling a massive scalar \( \phi \) to a massive vector \( B^{\alpha \dot{\alpha}} \). We will denote the boundary operator dual to these fields by \( \Phi \) and \( J_{ab} \) respectively, normalizing these operators such that

\[\langle \Phi (P) \phi (X) \rangle = \frac{\Gamma (\Delta_{\phi})}{(-2 P \cdot X)^{\Delta_{\phi}}}, \quad \langle J (\sigma, P) B (\tau, \bar{\tau}, X) \rangle = \frac{\Gamma (\Delta_{J} + 1)}{\Delta_{J} - 1} \langle \sigma \tau \rangle \langle \sigma \bar{\tau} \rangle \frac{(-2 P \cdot X)^{\Delta_{J} + 1}}{\Delta_{J} - 1}
\] (4.6)

Our aim will be to evaluate

\[g \Pi_V (S_i) \equiv \]

\[\langle J_1 \rangle \langle J_2 \rangle
\] (4.7)
which gives the $O(g)$ contribution to the correlator $\langle \Phi \Phi JJ \rangle$. To evaluate this diagram we first note that

$$
\partial_{\alpha}^{I} \frac{\Gamma(\Delta)}{(-2P \cdot X)^{\Delta}} - \frac{\Gamma(\Delta + 1)(S_{a} \Gamma^{I} X S_{b})}{(-2P \cdot X)^{\Delta + 1}} = -\frac{i(\Delta - 1)}{2} \langle T_{\alpha}^{I} \bar{T}_{\alpha}^{I} \rangle J_{ab}(S) B^{a\dot{a}}(T, \bar{T}) \rangle .
$$

(4.8)

Using the Fierz identity

$$
\langle R_{1} \Gamma^{I} R_{2} \rangle \langle R_{3} \Gamma_{I} R_{4} \rangle = \langle R_{1} R_{3} \rangle \langle R_{2} R_{4} \rangle - \langle R_{1} R_{4} \rangle \langle R_{2} R_{3} \rangle ,
$$

(4.9)

we can simplify

$$
\langle T_{\alpha}^{I} \bar{T}_{\alpha}^{I} \rangle \langle T_{\beta}^{I} \bar{T}_{\beta}^{I} \rangle = 4e_{\alpha\beta}e_{\dot{a} \dot{b}} ,
$$

(4.10)

and hence find that

$$
\langle J_{ab}(P_{1}) B^{a\dot{a}}(T, \bar{T}) \rangle \langle J_{cd}(P_{2}) B_{a\dot{a}}(T, \bar{T}) \rangle = -\langle (\partial_{1})_{ab}^{I} (\partial_{2})_{cd}^{I} \rangle \frac{\Gamma(\Delta)}{(-2P \cdot X)^{\Delta}} ,
$$

(4.11)

where $(\partial_{i})_{ab}^{I}$ acts on the $i^{th}$ position. We thus have shown that

$$
\Pi_{V}(S_{i}) = -i(\Delta - 1)^{2} \Gamma(\Delta \phi)^{2} \Gamma(\Delta + 1) \langle (\partial_{1})_{ab}^{I} (\partial_{2})_{cd}^{I} \rangle \langle J_{ab}(P_{1}) B^{a\dot{a}}(T, \bar{T}) \rangle \langle J_{cd}(P_{2}) B_{a\dot{a}}(T, \bar{T}) \rangle .
$$

(4.12)

Extending these computations to higher spin particles is straightforward. Consider an interaction $\frac{1}{2} g_{\sigma_{i}} \varphi^{\alpha_{1} \ldots \alpha_{i} \ldots \hat{1} \ldots \hat{i} \ldots \hat{\sigma_{i}}} \varphi^{\alpha_{1} \ldots \alpha_{i} \ldots \hat{1} \ldots \hat{i} \ldots \hat{\sigma_{i}}} \phi^{2}$, where $\phi$ is a scalar and $\varphi^{\alpha_{1} \ldots \alpha_{i} \ldots \hat{1} \ldots \hat{i} \ldots \hat{\sigma_{i}}} \phi^{2}$ is a massive field of SO(3, 1) spin $(\ell, \ell)$. We will use $O(S)$ to denote the boundary operator dual to $\varphi$. By convention we use the bulk-boundary propagator

$$
\langle O(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = \frac{\Gamma(\Delta \phi) \Gamma(\Delta + \ell)}{(\Delta - 1)^{\ell}} \frac{\langle (\sigma_{1} \Gamma^{I} X \sigma_{1}) \ldots (\sigma_{2} \Gamma^{I} X \sigma_{2}) \rangle}{(-2P \cdot X)^{\Delta + \ell}} ,
$$

(4.13)

where $(a)_{\ell} = \frac{\Gamma(a+\ell)}{\Gamma(a)}$ is the Pochhammer symbol.

To simplify our expressions we will use polarized operators, and will find it convenient to define $\partial_{\alpha}^{I} \equiv (s_{i})^{a} (s_{i})^{b} (\partial_{i})_{ab}^{I}$. We can then compute

$$
\left( \partial_{1}^{I} \ldots \partial_{2}^{I} \right) \frac{\Gamma(\Delta \phi)}{(-2P \cdot X)^{\Delta \phi}} = -i^{\ell} \Gamma(\Delta \phi + \ell) \frac{\langle (\sigma_{1} \Gamma^{I} X \sigma_{1}) \ldots (\sigma_{2} \Gamma^{I} X \sigma_{2}) \rangle}{(-2P \cdot X)^{\Delta + \ell}} = -\frac{i^{\ell} \Gamma(\Delta \phi - 1)^{\ell}}{2^{\ell}} \langle O(\sigma_{1}, P_{1}) \varphi^{\alpha_{1} \ldots \alpha_{i} \ldots \hat{1} \ldots \hat{i} \ldots \hat{\sigma_{i}}} (T, \bar{T}) \rangle \prod_{j=1}^{\ell} \langle T_{\alpha_{j}}^{I} \bar{T}_{\alpha_{j}}^{I} \rangle .
$$

(4.14)

We can now generalise (4.11) and (4.12) to the spin $\ell$ case, and so find that leading contribution $\Pi_{H}(S_{i})$ to the correlator $\langle O O \phi \phi \rangle$ is

$$
\Pi_{H}(S_{i}) = \kappa (\partial_{1}^{I} \partial_{2}^{I} \partial_{2}^{I}) \langle D_{\Delta \phi \Delta \phi \Delta \phi} (P_{i}) \rangle ,
$$

(4.15)

where $\kappa = i(-1)^{\ell}(\Delta - 1)^{2} \Gamma(\Delta \phi) \Gamma(\Delta + \ell - 1)^{2} \Gamma(\Delta \phi)^{2}$

Thus, we have seen that various differential operators can be used to spin up the external legs.
4.2 Compton scattering

We will now apply our tools to compute something new: Compton scattering in scalar QED in AdS₄. We will use $A^{\alpha\dot{a}} = \sigma^{\mu}_{\alpha} A^{\mu}$ for the bulk gauge field and $\phi$ for the complex scalar. The Lagrangian is:

$$
\mathcal{L} = -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} - (D^\mu \phi)^* D_\mu \phi - m^2 \phi^* \phi
$$

$$
= -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} + \frac{1}{2} \left( \nabla^{\alpha\dot{a}} + ieA^{\alpha\dot{a}} \right) \phi^* \left( \nabla_{\alpha\dot{a}} - ieA_{\alpha\dot{a}} \right) \phi - m^2 \phi^* \phi. \tag{4.16}
$$

On the boundary these fields are dual to a conserved current $J^{ab}$, and a complex scalar $\Phi$, respectively. We will normalize the bulk-boundary propagator $\langle \Phi(\sigma) \rangle$ such that

$$
\langle \Phi(\sigma, P) A^{\alpha\dot{a}}(\tau, \bar{\tau}, X) \rangle = \frac{2\langle \sigma \tau \rangle \langle \bar{\sigma} \bar{\tau} \rangle}{-2P : X}.
\tag{4.17}
$$

To study the correlator $\langle \Phi(S_1) \Phi^\dagger(S_2) J(S_3) J(S_4) \rangle$ at tree level we must consider three diagrams:

$$
\Pi_{\text{comp}}(S_i) = \Phi(S_1) \Phi^\dagger(S_2) \Phi(S_1) \Phi^\dagger(S_2) + \Phi(S_1) \Phi^\dagger(S_2) \Phi(S_1) \Phi^\dagger(S_2) + \Phi(S_1) \Phi^\dagger(S_2) \Phi(S_1) \Phi^\dagger(S_2) \tag{4.18}
$$

Let us begin with the last diagram. This is a special case of 2-vector 2-scalar diagram which we evaluated in (4.12), and so we find that

$$
\Phi(S_1) \Phi^\dagger(S_2) = -ie^2 \Gamma(\Delta) \left( \delta_i \alpha \delta_4 \right) I_{cd} D_{\Delta \Delta 22}(P_i). \tag{4.19}
$$

Now let us compute the first diagram in (4.18). This $t$-channel diagram is given by\textsuperscript{12}

$$
\Pi_{\text{t-exch}} = -e^2 \int dX_1 dX_2 \left( \langle \Phi(P_1) \nabla_{\alpha\dot{a}} \phi^\dagger(X_1) \rangle \langle J(\sigma_3) P_3 \rangle A^{\alpha\dot{a}}(T_1, \bar{T}_1) \right)
$$

$$
\times \langle \phi(X_1) \phi^\dagger(X_2) \rangle \langle \Phi^\dagger(P_2) \nabla_{\beta\dot{b}} \phi(X_2) \rangle \langle J(\sigma_4) P_4 \rangle A^{\beta\dot{b}}(T_2, \bar{T}_2) \right). \tag{4.20}
$$

In order to evaluate this let us first simplify:

$$
\langle \Phi(P_1) \nabla_{\alpha\dot{a}} \phi^\dagger(X_1) \rangle \langle J(\sigma_3) P_3 \rangle A^{\alpha\dot{a}}(T_1, \bar{T}_1) = \frac{-2i\Gamma(\Delta + 1) \langle T_{1a} P_i T_{1\dot{a}} \rangle \langle \sigma_3 T_{1\dot{a}} \rangle \langle \sigma_3 \bar{T}_1^\dot{a} \rangle}{(-2P_i \cdot X)^{\Delta + 1} (-2P_{1\dot{a}} \cdot X)^3}.
$$

$$
= \frac{2i\Gamma(\Delta + 1) \langle \sigma_3 | P_1 \cdot X | \sigma_3 \rangle}{(-2P_i \cdot X)^{\Delta + 1} (-2P_{1\dot{a}} \cdot X)^3}. \tag{4.21}
$$

\textsuperscript{12}We can always use integration by parts to guarantee that the derivative acts on the boundary leg of the
diagram. Note that as a consequence of (2.29), $\langle J_{ab} \nabla^{\alpha\dot{a}} A_{\alpha\dot{a}} \rangle$ automatically vanishes.
Using the identity
\[ D_{AB} \left( \frac{\Gamma(\Delta)}{(-2X \cdot P)\Delta} \right) = \frac{-i\Gamma(\Delta + 1)[\not{P}, \not{X}]_{AB}}{2(-2X \cdot P)^{\Delta+1}}, \] (4.22)
we can rewrite (4.21) in terms of a differential operator acting on scalar bulk-boundary propagators:
\[ \langle \Phi(P_1)\nabla_{\alpha}\phi^\dagger(X_1) \rangle \langle J(\sigma_3, P_3) A^{\alpha\dot{\alpha}}(T_1, \bar{T}_1) \rangle = \langle \sigma_3 D_1 \sigma_3 \rangle \frac{4i\Gamma(\Delta)}{(-2P_1 \cdot X_1)^\Delta(-2P_3 \cdot X_1)^3}. \] (4.23)
This allows us to express \( \Pi_{t\text{-exch}} \) in terms of the scalar Witten diagram
\[ \Pi_{t\text{-exch}}(S_i) = -4e^2 \langle \sigma_3 D_1 \sigma_3 \rangle \langle \sigma_4 D_2 \sigma_4 \rangle \Pi_{t\text{-exch}}(S_i) \]
\[ \Pi_{t\text{-exch}}(S_i) = \begin{array}{c}
\Delta_\Phi \\
3
\end{array} \begin{array}{c}
\Delta_\Phi \\
3
\end{array}. \] (4.24)
General scalar exchange diagrams have been computed in Mellin space [16, 17, 23]; see appendix F for more details. For the specific diagram appearing in (4.24), we find that
\[ M_{t\text{-exch}}(\gamma_{ij}) = \frac{-i\pi^{5/2}\Gamma(\Delta)^2}{4} \sum_{m=0}^{\infty} \frac{a_m}{2^{2\gamma_{13} + 2m - 3}}, \] (4.25)
where \( a_m = \frac{1}{m!\Gamma \left( \frac{3}{2} - m \right)^2 \Gamma \left( \Delta + m - \frac{1}{2} \right)} \),
and so
\[ \Pi_{t\text{-exch}}(S_i) = -4e^2 \langle \sigma_3 D_1 \sigma_3 \rangle \langle \sigma_4 D_2 \sigma_4 \rangle \int [d\gamma] M_{t\text{-exch}}(\gamma_{ij}) \prod_{i<j} \frac{\Gamma(\gamma_{ij})}{(-2P_i \cdot P_j)^{\gamma_{ij}}}. \] (4.26)

Finally, let us consider the \( u \)-channel diagram, which is the second diagram in (4.18). There is nothing new for us to calculate here, as the \( t \) and \( u \) channels can be related by interchanging \( P_3 \leftrightarrow P_4 \). We can hence state the leading contribution to Compton scattering in scalar QED:
\[ \Pi_{\text{comp}}(S_i) = -4e^2 \langle \sigma_3 D_1 \sigma_3 \rangle \langle \sigma_4 D_2 \sigma_4 \rangle \Pi_{t\text{-exch}}(P_i) + (3 \leftrightarrow 4) + ie^2\Gamma(\Delta)^2 (\partial_{33} \cdot \partial_{44}) D_{\Delta\Delta22}(P_i). \] (4.27)

Now consider the more general scalar QED diagram
\[ \Pi(S_1, S_2, \ldots) = \begin{array}{c}
J(S_2) \\
\Phi(S_1)
\end{array}. \] (4.28)
The blob represents the rest of the Witten diagram, whose specific details are not important. Using (4.23), we find that

$$\Pi(S_1, S_2, \ldots) = 2e(\sigma_2 D_1 \sigma_2)^3$$

where in the right-hand diagram the photon has been replaced by a dimension 3 scalar, but has otherwise been left unchanged. This allows us to generalize our Compton scattering calculation to a large class of scalar QED diagrams.

### 4.3 Fermion scattering

In this section we study Witten diagrams involving external fermions. A free Dirac fermion in AdS$_4$ can be written as a pair of Weyl spinors $\psi^\alpha$ and $\chi^\alpha$, with Lagrangian

$$\mathcal{L} = i \bar{\psi} \dot{\psi} + i \bar{\chi} \dot{\chi} - m (\psi^\alpha \chi^\alpha + \bar{\psi} \bar{\chi}).$$

The mass term is uniquely fixed, up to field redefinitions, by the condition that the two Weyl fermions have equal mass. Our choice of mass term makes the global $U(1)$ symmetry of the Dirac Lagrangian manifest, under which $\psi^\alpha$ has charge $+1$ and $\chi^\alpha$ has charge $-1$. This will prove particularly convenient later on when we discuss QED.\(^\text{13}\)

On the boundary of AdS$_4$ the Dirac fermion is dual to a complex spinor $\Psi^a(S)$ which has charge $+1$ and conformal dimension $\Delta_{\Psi}$. We will normalize our bulk-boundary propagators such that:

$$\langle \Psi^\dagger(\sigma, P) \psi(\tau, X) \rangle = \langle \Psi(\sigma, P) \chi(\tau, X) \rangle = +\Gamma \left( \Delta_{\Psi} + \frac{1}{2} \right) \frac{\langle \sigma \tau \rangle}{(-2P \cdot X)^{\Delta_{\Psi} + \frac{3}{2}}},$$

$$\langle \Psi(\sigma, P) \bar{\psi}(\bar{\tau}, X) \rangle = \langle \Psi^\dagger(\sigma, P) \bar{\chi}(\bar{\tau}, X) \rangle = -\Gamma \left( \Delta_{\Psi} + \frac{1}{2} \right) \frac{\langle \sigma \bar{\tau} \rangle}{(-2P \cdot X)^{\Delta_{\Psi} + \frac{3}{2}}}.$$

We can use (2.33) to verify that these bulk-boundary propagators satisfy the equations of motion implied by the Dirac Lagrangian (4.30), with $\Delta_{\Psi} = m + \frac{3}{2}$.

Now consider coupling our Dirac fermion to a real scalar field $\sigma$ via the Yukawa interaction

$$\mathcal{L}_{\text{Yukawa}} = g \sigma \left( \psi^\alpha \chi^\alpha + \bar{\psi} \bar{\chi} \right).$$

We can then study Witten diagrams of the form

$$\Pi(S_1, S_2, \ldots) = \frac{\Psi^\dagger(S_2) \psi(S_1)}{\Psi(S_1)}.$$
The blob represents the rest of the Witten diagram, whose specific details are not important. Our goal will be to relate (4.33) to diagrams where the fermions have been replaced with scalars.

To this end, consider complex scalar field \( \phi(X) \) in AdS\(_4\), coupled to \( \sigma \) via the Lagrangian

\[
\mathcal{L} = -\partial^\mu \phi^* \partial_\mu \phi - m^2 \phi^* \phi - g \phi^* \phi .
\]  

(4.34)

Let \( \Phi(S) \) be the boundary operator dual to \( \phi(X) \), with bulk-boundary propagator

\[
\langle \Phi(P) \phi^\dagger(X) \rangle = \langle \Phi^\dagger(P) \phi(X) \rangle = \frac{\Gamma(\Delta_\phi)}{(-2P \cdot X)^{\Delta_\phi}}.
\]

(4.35)

We will now consider the Witten diagram

\[
\Pi^{\text{scalar}}(S_i; \Delta_\phi) = \frac{\Phi(S_2)}{\Phi(S_1)} .
\]

(4.36)

The blob here represents the same Witten diagram as (4.33). We now show that the two diagrams, which differ only in the spin of the external operators, are related by the equation:

\[
\Pi(S_i) = -2i \langle S_{1a} S_{2b} \rangle \Pi^{\text{scalar}}(S_i; \Delta_\phi + \frac{1}{2}) = \frac{8i \langle \mathcal{E}_{1a} \mathcal{E}_{2b} \rangle}{(2\Delta_\psi - 3)^2} \Pi^{\text{scalar}}(S_i; \Delta_\psi - \frac{1}{2})
\]

(4.37)

Therefore, once we evaluate \( \Pi^{\text{scalar}}(S_i; \Delta_\phi) \) it is easy to compute \( \Pi(S_i) \).

To derive (4.37), let us introduce the notation \( \phi_{\pm}(X) \) and \( \Phi_{\pm}(P) \) to specifically describe a complex scalar field and its boundary dual with conformal dimension \( \Delta_{\pm} = \Delta_\psi \pm \frac{1}{2} \). Acting with \( S^A_\alpha \) on the bulk-boundary propagator \( \langle \Phi_{\pm} \phi_{\pm} \rangle \), we find that

\[
S^A_\alpha \langle \Phi_{\pm}(P) \phi_{\pm}(X) \rangle = -\frac{i}{2} \langle \psi_{\alpha} (\psi_{A} T^{\alpha A} - \chi_{\bar{\alpha}} \bar{T}^{\bar{\alpha} \bar{A}}) \rangle ,
\]

\[
S^A_\alpha \langle \Phi_{\pm}(P) \phi_{\pm}^\dagger(X) \rangle = -\frac{i}{2} \langle \bar{\psi}_{\bar{\alpha}} (\bar{\psi}_{\bar{A}} \bar{T}^{\bar{A} \bar{\alpha}} - \chi_{\alpha} T^{\alpha A}) \rangle .
\]

(4.38)

We can then compute

\[
\langle S_{1a} S_{2b} \rangle \langle \Phi_{\pm}(P_1) \phi_{\pm}^\dagger(X) \rangle \langle \Phi_{\pm}(P_2) \phi_{\pm}(X) \rangle
\]

\[
= \frac{i}{2} \langle \psi_{\alpha}(S_1) \chi_{\bar{\alpha}} \rangle \langle \psi_{\alpha}(S_2) \rangle - \frac{i}{2} \langle \bar{\psi}_{\bar{\alpha}}(S_1) \rangle \langle \bar{\psi}_{\bar{\alpha}}(S_2) \rangle ,
\]

(4.39)

from which the first line of (4.37) then follows.

Likewise, when we apply \( \mathcal{E}_{\alpha}^A \) to the bulk-boundary propagator \( \langle \Phi_{\pm} \phi_{\pm} \rangle \), we find that

\[
\mathcal{E}_{\alpha}^A \langle \Phi_{\pm}(P) \phi_{\pm}(X) \rangle = -\frac{1}{2} \left( \Delta_\psi - \frac{3}{2} \right) \langle \psi_{\alpha} (\psi_{A} T^{\alpha A} + \chi_{\bar{\alpha}} \bar{T}^{\bar{A} \bar{\alpha}}) \rangle ,
\]

\[
\mathcal{E}_{\alpha}^A \langle \Phi_{\pm}(P) \phi_{\pm}^\dagger(X) \rangle = \frac{1}{2} \left( \Delta_\psi - \frac{3}{2} \right) \langle \bar{\psi}_{\bar{\alpha}} (\bar{\psi}_{\bar{A}} \bar{T}^{\bar{A} \bar{\alpha}} + \chi_{\alpha} T^{\alpha A}) \rangle .
\]

(4.40)
We can then compute
\[
\frac{4(E_{1a}E_{2b})}{(2\Delta_\Psi - 3)} \langle \Phi_-(P_1)\phi_-(X) \rangle \langle \Phi_+(P_2)\phi_+(X) \rangle \\
= -\frac{i}{2} \langle \Psi_a(S_1)\chi_a \rangle \langle \Psi_b(S_2)\psi^\alpha \rangle + \frac{i}{2} \langle \Psi_a(S_1)\bar{\psi}_a \rangle \langle \Psi_b(S_2)\bar{\chi}^\dot{\alpha} \rangle \\
= -\langle S_1aS_2b \rangle \langle \Phi_+(P_1)\phi_+(X) \rangle \langle \Phi_+(P_2)\phi_+(X) \rangle
\]
and thus the second line of (4.37) follows.

As a concrete example, consider the four fermion diagram
\[
\Pi(S_i) = \begin{array}{c}
\psi(S_1) \\
\psi(S_2) \\
\varphi(S_3) \\
\varphi(S_4)
\end{array}
\]
(4.42)

Using (4.37) we can reduce this task to that of computing a scalar diagram:
\[
\Pi(S_i) = -4 \langle S_1aS_2b \rangle \langle S_3cS_4d \rangle \Pi_{\text{scalar}}(S_i),
\]
with
\[
\Pi_{\text{scalar}}(S_i) = \begin{array}{c}
\psi(S_1) \\
\psi(S_2) \\
\varphi(S_3) \\
\varphi(S_4)
\end{array}
\]
(4.43)

General four-scalar exchange diagrams have been computed in by [16, 17, 23], (see appendix F for general expressions). For the specific diagram in (4.43), we find that
\[
\Pi_{\text{scalar}}(S_i) = \frac{\pi^{3/2}}{2} \int [d\gamma] M(\gamma_{ij}) \prod_{i<j} \frac{\Gamma(\gamma_{ij})}{(-2P_i \cdot P_j)^{\gamma_{ij}}}
\]
where the Mellin amplitude is given by the infinite series
\[
M(s, t) = \sum_{m=0}^{\infty} \frac{1}{s^m (\Delta_\sigma - 2m)^m} \frac{1}{m! (\Delta_\sigma - \frac{1}{2})^m}
\]
(4.45)

We have thus been able to evaluate (4.42) in terms of spinning conformal structures multiplying a Mellin amplitude.

So far we have considered diagrams of the form (4.33), where the two fermions interact with a scalar field $\sigma$. Now let us consider QED
\[
\mathcal{L} = \bar{\psi}^\dot{\alpha}(i\nabla_a + eA_a)\psi^\alpha + \bar{\chi}^\dot{\alpha}(i\nabla_a - eA_a)\chi^\alpha - m\left(\psi^\alpha\chi_\alpha + \bar{\psi}_\dot{\alpha}\bar{\chi}_\dot{\alpha}\right) - \frac{1}{4} F^{\mu\nu}F_{\mu\nu},
\]
(4.46)
and Feynman diagrams of the form
\[
\Pi(S_i) = \begin{array}{c}
\psi(S_1) \\
\psi(S_2) \\
A_{a\dot{a}}
\end{array}
\]
(4.47)
As done previously, we evaluate this diagram by relating it to the scalar diagram

$$\Pi^{\text{scalar}}(S_i; \Delta \phi) = \Phi(S_2) \to \Phi(S_1),$$

(4.48)

where the complex scalar interacts with the gauge field via the scalar QED Lagrangian (4.16).

We now show that the diagrams (4.47) and (4.48) are related by the equation

$$\Pi(S_i) = -2i(S_{1a}S_{2b})\Pi^{\text{scalar}}(S_i; \Delta \phi + \frac{1}{2}) + \frac{8i(E_{1a}E_{2b})}{(2\Delta \phi - 3)^2} \Pi^{\text{scalar}}(S_i; \Delta \phi - \frac{1}{2}).$$

(4.49)

To derive this result, first note that the bulk covariant derivative commutes with the boundary differential operators. For example, using (4.38) we find that

$$S^A_a(\Phi^+(P)\nabla_{\alpha\beta}\phi_+(X)) = \nabla_{\alpha\beta}(S^A_a(\Phi^+(P)\phi_+(X)))$$

$$= -\frac{i}{2} \left( T^{A\beta} \nabla_{\alpha\beta} \phi - T^{A\beta} \nabla_{\alpha\beta} \bar{\chi} \right) + \frac{1}{2} \left( \Psi^+_a(T^{A\beta}_{\alpha\beta} + T^A_{\alpha\beta}) \right).$$

(4.50)

Using this expression, we obtain

$$\langle S_{1a}S_{2b}\rangle(\Phi^+(P_1)\phi_+(X))(\Phi^+_a(P_2)\nabla_{\alpha\beta}\phi_+(X))$$

$$= \frac{i}{2} \left[ \left( \Psi^+_a(S_1)\chi_\beta \right) \left( \Psi^+_b(S_2)\nabla_{\alpha\beta}\phi \right) - \left( \Psi^+_a(S_1)\bar{\psi}_\beta \right) \left( \Psi^+_b(S_2)\nabla_{\alpha\beta} \bar{\chi} \right) \right]$$

$$+ \frac{1}{2} \left( \left( \Psi^+_a(S_1)\bar{\psi}_\alpha \right) \left( \Psi^+_b(S_2)\psi_\alpha \right) + \left( \Psi^+_a(S_1)\chi_\alpha \right) \left( \Psi^+_b(S_2)\bar{\chi}_\alpha \right) \right).$$

(4.51)

Analogous calculations with the $E$ operators reveal that

$$\frac{4(E_{1a}E_{2b})}{(2\Delta \phi - 3)^2} \langle \Phi^-(P_1)\phi_-(X))\rangle(\Phi^+_a(P_2)\nabla_{\alpha\beta}\phi_-(X))$$

$$= \frac{i}{2} \left[ \left( \Psi^+_a(S_1)\chi_\beta \right) \left( \Psi^+_b(S_2)\nabla_{\alpha\beta}\phi \right) - \left( \Psi^+_a(S_1)\bar{\psi}_\beta \right) \left( \Psi^+_b(S_2)\nabla_{\alpha\beta} \bar{\chi} \right) \right]$$

$$- \frac{1}{2} \left( \left( \Psi^+_a(S_1)\bar{\psi}_\alpha \right) \left( \Psi^+_b(S_2)\psi_\alpha \right) + \left( \Psi^+_a(S_1)\chi_\alpha \right) \left( \Psi^+_b(S_2)\bar{\chi}_\alpha \right) \right).$$

(4.52)

By subtracting (4.52) from (4.51) we can eliminate the derivative terms, and (4.49) then follows.

As a simple example, we can apply (4.49) to the Witten diagram

$$\Pi(S_i) = \Phi(S_2) \to \Phi(S_1) \Omega(S_2) \Omega(S_1),$$

(4.53)

where $\Omega(P)$ is the boundary dual of a charge $+e$ bulk scalar field. To calculate $\Pi(S_i)$ we simply need to evaluate

$$\Pi^{\text{scalar}}(S_i; \Delta \phi) = \Phi(S_2) \to \Phi(S_1) \Omega(S_2) \Omega(S_1),$$

(4.54)
for scalar operators $\Phi(P)$ with conformal dimension $\Delta_\Phi = \Delta_\Psi \pm \frac{1}{2}$. This diagram has been computed in Mellin space by [23]:

$$
\Pi^{\text{scalar}}(S_i; \Delta_\Psi) = \frac{\pi^{3/2}}{2} \int [d\gamma] \mathcal{M}(\gamma_{ij}) \prod_{i<j} \Gamma(\gamma_{ij}) (-2P_i \cdot P_j)^{\gamma_{ij}}
$$

(4.55)

where

$$
\mathcal{M}(s,t) = \Gamma(\Delta_\Omega) \Gamma(\Delta_\Phi) (t-u) \sum_{m=0}^\infty \left( \frac{3}{2} - \Delta_\Omega \right)_m \left( \frac{3}{2} - \Delta_\Phi \right)_m (s-2m-1)m! \Gamma(m+\frac{3}{2}).
$$

(4.56)

It is straightforward to generalize (4.37) and (4.49) to arbitrary fermion-fermion-spin $\ell$ vertices:

$$
\Psi_1(S_2) \Phi(S_1) = m_1 \langle S_1 S_2 \rangle + m_2 \langle E_1 S_2 \rangle + m_3 \langle E_1 E_2 \rangle + m_4 \langle S_1 E_2 \rangle
$$

(4.57)

where the $m_i$'s are constants which depend on the specific fermion-fermion-boson vertex in the left-hand Witten diagram. For parity preserving vertices $m_3 = m_4 = 0$ while for parity violating vertices $m_1 = m_2 = 0$.

### 4.4 Higher-derivative corrections for massless particles

As a final example, we shall discuss higher-derivative corrections to massless spinning correlators. For simplicity we begin by studying a U(1) gauge field $A^{\alpha \beta}(T, T)$, which is dual to a conserved current $J_{a \beta}(S)$ on the boundary. In an effective theory in the bulk where such a U(1) gauge field is present, such as in the low-energy expansion of the M-theory action around AdS$_4 \times \mathcal{M}_7$ for some compact Sasaki-Einstein manifold $\mathcal{M}_7$ with a U(1) isometry, we expect that the Maxwell Lagrangian will receive an infinite number of higher-derivative corrections. If the theory is parity preserving, the first few such interactions are

$$
\mathcal{L} = -\frac{1}{4} F_{\mu \nu} F^{\mu \nu} + \frac{9 \ell^4}{8} \left( F^{\alpha \beta} F_{\alpha \beta} + \bar{F}^{\dot{\alpha} \dot{\beta}} \bar{F}_{\dot{\alpha} \dot{\beta}} \right)^2 + \frac{9 \ell^4}{8} \left( F^{\alpha \beta} F_{\alpha \beta} - \bar{F}^{\dot{\alpha} \dot{\beta}} \bar{F}_{\dot{\alpha} \dot{\beta}} \right)^2 + \frac{3 \ell^4}{8} \left( F^{\alpha \beta \gamma} F_{\alpha \beta \gamma} F^{\delta \epsilon} + \bar{F}^{\dot{\alpha} \dot{\beta} \dot{\gamma}} \bar{F}_{\dot{\alpha} \dot{\beta} \dot{\gamma}} \bar{F}^{\dot{\delta} \dot{\epsilon}} \right) + O(\ell^6),
$$

(4.58)

where the $\ell_s$ is some interaction length scale, the coefficients $g_i$ are dimensionless, and we define

$$
F^{\alpha \beta} \equiv \nabla^{(\alpha \dot{\alpha}} \bar{A}^{\beta \dot{\beta})} = \frac{1}{2} (\sigma^{\mu})^{\alpha \dot{\alpha}} (\sigma^{\nu})^{\beta \dot{\beta}} F_{\mu \nu}, \quad \bar{F}^{\dot{\alpha} \dot{\beta}} \equiv \nabla_{(\alpha \dot{\alpha}} \bar{A}^{\beta \dot{\beta})} = \frac{1}{2} (\sigma^{\mu})^{\alpha \dot{\alpha}} (\sigma^{\nu})^{\beta \dot{\beta}} F_{\mu \nu}.
$$

(4.59)
Our aim is to use the technology developed so far to derive the leading order (in $g_i$) correction to $\langle JJJJ \rangle$ induced by these higher derivative terms:

$$J(S_1) \quad J(S_2)$$

$$\Pi(S_i) = \frac{J(S_3)}{J(S_4)}.$$

As a first step, we can use (4.17) and (4.59) to compute the $\langle JF \rangle$ and $\langle JF \rangle$ bulk-boundary propagators,

$$\langle J(\sigma, P)F(\tau, X) \rangle = \frac{-2i|\sigma|^2}{(-2P \cdot X)^3}, \quad \langle J(\sigma, P)F(\bar{\tau}, X) \rangle = \frac{+2i|\sigma|^2}{(-2P \cdot X)^3}. \quad (4.61)$$

Contact Witten diagrams are built from products of these bulk-boundary propagators, with all bulk SO(3,1) indices contracted. Our strategy will be to relate the $\langle JF \rangle$ and $\langle JF \rangle$ propagators to those of conformally-coupled scalar fields using the differential operators $S^A_a$ and $E^A_a$.

Conformally-coupled scalar fields are dual to operators with conformal dimension $\Delta = 1$ or $\Delta = 2$, depending on the choice of boundary conditions. There is however a slight issue we must deal with. As is apparent from (3.33), the differential operator $E^A_a$ automatically annihilates any scalar function with conformal dimension $\Delta = 1$. To circumvent this issue, we introduce a rescaled version of the $E^A_a$ operator

$$\hat{E}^A_a = \left(\mathcal{D} - \frac{3}{2}\right)^{-1} E^A_a = \frac{1}{(2\mathcal{D} - 3)} S^A_a \frac{\partial}{\partial S^B_b} \frac{\partial}{\partial S^c_c} + \frac{\partial}{\partial S^a_A}, \quad (4.62)$$

which does not suffer from this problem. We can now compute

$$\hat{E}^A_a \hat{E}^B_b \frac{1}{(-2P \cdot X)} = \frac{i}{2} \left( (J_{ab}(S)F_{a\beta}(T, \bar{T}))T^{Aa}T^{B\beta} - (J_{ab}(S)F_{a\beta}(T, \bar{T}))\bar{T}^{Aa}\bar{T}^{B\beta} \right),$$

$$\hat{E}^{(A}_a \hat{E}^{B)}_b \frac{1}{(-2P \cdot X)^2} = \frac{-1}{6} \left( (J_{ab}(S)F_{a\beta}(T, \bar{T}))T^{Aa}T^{B\beta} + (J_{ab}(S)F_{a\beta}(T, \bar{T}))\bar{T}^{Aa}\bar{T}^{B\beta} \right). \quad (4.63)$$

Introducing the concise notation $\hat{E}^A_4 = s_4(\hat{E}^A_1)$, where $(\hat{E}^A_1)$ acts on the $i$th operator, we can then immediately write down the leading corrections to $\Pi(S_i)$ in $\kappa = L/\ell_s$:

$$\Pi(S_i) = \frac{-i}{\kappa^3} \left[ \left( g_1(\hat{E}^2_1)^2(\hat{E}^3_1)^2 + g_3(\hat{E}^3_1(\hat{E}^2_2)\hat{E}^3_3\hat{E}^4_1) \right) D_{1111}(P_1) \right. \quad (4.64)$$

$$+9g_2(\hat{E}^2_1\hat{E}^3_1\hat{E}^3_2)\hat{E}^3_4\hat{E}^3_4 D_{1212}(P_1) \left.+ \right. \text{cyclic perms of 234}.\]$$

The generalization to gravity is straightforward. In this case, the metric perturbation $h_{\alpha\beta\dot{\alpha}\dot{\beta}}(T, \bar{T})$ is dual to the stress-tensor $T_{abcd}(S)$. The field strength is the spinor form of the Weyl tensor, given by

$$R_{\alpha\beta\dot{\alpha}\dot{\beta}}(T, \bar{T}) = \nabla_{(\dot{\alpha}} \nabla^{\dot{\beta}} h_{\alpha\beta}(T, \bar{T}), \quad \bar{R}^{\dot{\alpha}\dot{\beta}\alpha\beta}(T, \bar{T}) = \nabla_{\alpha} (\dot{\gamma} \nabla_{\beta} h_{\dot{\alpha}\dot{\beta}}(T, \bar{T}). \quad (4.65)$$
It is invariant under diffeomorphisms, and local corrections to the Einstein-Hilbert action can always be constructed from these tensors. For simplicity we focus on the $R^4$ in supergravity, which is the square of the Bel-Robinson term [42]:

$$L_{R^4} = \frac{\lambda s^4}{8} \left[(R^2 + \bar{R}^2)^2 - (R^2 - \bar{R}^2)^2\right],$$

(4.66)

and study the contact diagram

$$\Pi_{R^4}(S_i) = \frac{1}{2} \left( T(S_1) T(S_2) - T(S_2) T(S_2) \right).$$

(4.67)

To compute this diagram we should first begin with the $\langle TR \rangle$ and $\langle T\bar{R} \rangle$ bulk-boundary propagator, which we normalize such that

$$\langle T(\sigma, P) R(\tau, X) \rangle = -\frac{24}{(-2P \cdot X)^5} \langle \sigma \tau \rangle^4,$$

$$\langle T(\sigma, P) \bar{R}(\bar{\tau}, \bar{X}) \rangle = -\frac{24}{(-2P \cdot X)^5} \langle \sigma \bar{\tau} \rangle^4.$$

(4.68)

We can then derive analogues of (4.63) for the graviton:

$$\hat{E}_A^a \hat{E}_B^b \hat{E}_C^c \hat{E}_D^d \frac{1}{(-2P \cdot X)}$$

$$\langle T^{abcd}(S) R^{\alpha\beta\gamma\delta} T^{\alpha\beta\gamma\delta} + T^{abcd}(S) \bar{R}^{\dot{\alpha}\dot{\beta}\dot{\gamma}\dot{\delta}} \bar{T}^{\dot{\alpha}\dot{\beta}\dot{\gamma}\dot{\delta}} \rangle$$

$$\hat{E}_A^a \hat{E}_B^b \hat{E}_C^c \hat{E}_D^d \frac{1}{(-2P \cdot X)^2}$$

$$= -\frac{i}{20} \left( T^{abcd}(S) R^{\alpha\beta\gamma\delta} T^{\alpha\beta\gamma\delta} - T^{abcd}(S) \bar{R}^{\dot{\alpha}\dot{\beta}\dot{\gamma}\dot{\delta}} \bar{T}^{\dot{\alpha}\dot{\beta}\dot{\gamma}\dot{\delta}} \right),$$

(4.69)

and using these relations it is straightforward to show that

$$\Pi_{R^4} = -\frac{i}{16s^8} \left( \hat{E}_1 \hat{E}_2 \hat{E}_3 \hat{E}_4 \right) \left( \hat{E}_1 \hat{E}_2 \hat{E}_3 \hat{E}_4 \right) D_{1111}(P_1) - 100 \langle \hat{E}_1 \sigma_2 \hat{E}_3 \sigma_4 \rangle D_{1212}(P_1)$$

$$+ \text{cyclic perms of } 234.$$  

(4.70)

5 Spinning bulk-to-bulk propagators

In this section we use the bispinor formalism to describe spinning bulk-to-bulk propagators and their applications.

5.1 Bulk fermion propagator

In this section we derive the fermion bulk-to-bulk propagator in the bispinor formalism. Using differential operators the fermion bulk-to-bulk propagator can be related to that of scalars, as derived using $\mathcal{N} = 1$ supersymmetry in [43], and this was used to compute fermion exchange diagrams in [44]. As we shall see, the bispinor formalism allows us to
rederive these results in a concise fashion. See also [45] for an evaluation of a spinor exchange diagram using the embedding space formalism introduced in [27].

Let us begin by deriving fermion bulk-to-bulk propagator. For simplicity we study a free Majorana fermion

\[ \mathcal{L} = i \bar{\psi} \gamma^\alpha \partial_\alpha \psi - \frac{1}{2} m^2 \psi^\alpha \psi_\alpha - \frac{1}{2} m^* \bar{\psi} \gamma^\alpha \psi^\alpha . \]  

From this Lagrangian we can derive the equations of motion

\[ i \nabla_\alpha \psi^\alpha - m^* \psi_\alpha = 0 , \quad i \nabla_\alpha \bar{\psi}^\alpha + m \psi_\alpha = 0 . \]  

The phase of \( m \) is arbitrary, as under a field redefinition \( \psi \rightarrow e^{i \theta} \psi \) and \( \bar{\psi} \rightarrow e^{-i \theta} \bar{\psi} \) we find that \( m \rightarrow m e^{-2i \theta} \). We will fix our conventions for \( m \) using the bulk-boundary propagator. The fields \( \psi \) and \( \bar{\psi} \) are dual on the boundary to a real spinor \( \Psi_a(S) \). We will use the bulk-boundary propagators

\[ \langle \Psi^a(S) \psi^\alpha(T, \bar{T}) \rangle = \frac{\Gamma \left( \Delta_{\Psi} + \frac{1}{2} \right) \langle S^a T^\alpha \rangle}{(-2 P \cdot X)^{\Delta_{\Psi} + \frac{1}{2}}} , \]

\[ \langle \Psi^a(S) \bar{\psi}^{\bar{\alpha}}(T, \bar{T}) \rangle = \frac{-\Gamma \left( \Delta_{\Psi} + \frac{1}{2} \right) \langle S^a \bar{T}^{\bar{\alpha}} \rangle}{(-2 P \cdot X)^{\Delta_{\Psi} + \frac{1}{2}}} . \]  

By comparing the equation of motion (5.2) to that satisfied by the bulk-boundary propagator (2.33), we find that

\[ m^* = m = \Delta_{\Psi} - \frac{3}{2} . \]  

We will therefore take \( m \) to be real and positive if \( \Delta_{\Psi} > \frac{3}{2} \) and real and negative if \( 1 \leq \Delta_{\Psi} < \frac{3}{2} \). The unitarity bound requires that \( \Delta_{\Psi} \geq 1 \).

Let us now turn to the bulk-to-bulk propagators

\[ \langle \psi^\alpha(T_1, \bar{T}_1) \bar{\psi}^{\bar{\beta}}(T_2, \bar{T}_2) \rangle = \langle T_{1}^{\alpha} \bar{T}_{2}^{\bar{\beta}} \rangle F_1(u) , \]

\[ \langle \psi^\alpha(T_1, \bar{T}_1) \bar{\psi}^{\bar{\beta}}(T_2, \bar{T}_2) \rangle = \langle T_{1}^{\alpha} \bar{T}_{2}^{\bar{\beta}} \rangle F_2(u) , \]  

where \( u \equiv \frac{1}{2} (X_1 - X_2)^2 \) is the chordal distance. Using the equations of motion, we can derive a set of coupled differential equations for \( F_1(u) \) and \( F_2(u) \). We find that the equations of motion\(^{14}\)

\[ \langle \psi_\alpha \left[ i(\nabla_{\bar{\beta}})_{\beta \bar{\beta}} \psi^{\bar{\beta}} - m \bar{\psi}^{\bar{\beta}} \right] \rangle = 0 , \quad \langle \bar{\psi}_{\bar{\alpha}} \left[ i(\nabla_{\beta})_{\beta \bar{\beta}} \bar{\psi}^{\beta} + m \psi^{\beta} \right] \rangle = 0 , \]  

give the equations

\[ u F'_1(u) + 2 F_1(u) - m F_2(u) = 0 , \]

\[ (u + 2) F'_2(u) + 2 F_2(u) - m F_1(u) = 0 . \]  

\(^{14}\)We ignore the delta functions which may appear on the right-hand side of (5.6). These merely fix the \( u \rightarrow 0 \) behaviour of the propagator, which we achieve using (5.9).
We can solve these equations in terms of the scalar bulk-to-bulk propagator \( G_{\Delta}(u) \), with

\[
F_1(u) = -\frac{i}{2} \left( \left( \Delta_{\Psi} - \frac{1}{2} \right) G_{\Delta_{\Psi} - \frac{1}{2}}(u) + (u + 2)G'_{\Delta_{\Psi} - \frac{1}{2}}(u) \right),
\]

\[
F_2(u) = -\frac{i}{2} \left( \left( \Delta_{\Psi} - \frac{1}{2} \right) G_{\Delta_{\Psi} - \frac{1}{2}}(u) + uG'_{\Delta_{\Psi} - \frac{1}{2}}(u) \right).
\]

The overall normalization is fixed by requiring that

\[
\lim_{X_1 \to X_2} \langle \psi_\alpha(T_1, \bar{T}_1) \bar{\psi}_\beta(T_2, \bar{T}_2) \rangle = \frac{i}{8\pi^2 u^2} + O(u^{-1}).
\]

Having computed the bulk-to-bulk propagator for a Majorana fermion, let us rewrite it in a more computationally convenient form. Using the identities

\[
T_A^1 T_B^2 (D_2)_{AB} f(u) = \frac{i}{2} (T_{1\alpha} T_{2\beta}) u f'(u),
\]

\[
T_A^1 T_B^2 (D_2)_{AB} f(u) = \frac{i}{2} (T_{1\alpha} T_{2\beta})(u + 2) f'(u),
\]

we can rewrite the bulk-to-bulk propagator as:

\[
\langle \psi_\alpha(T_1, \bar{T}_1) \bar{\psi}_\beta(T_2, \bar{T}_2) \rangle = T_A^1 T_B^2 F_{AB},
\]

\[
\langle \bar{\psi}_\alpha(T_1, \bar{T}_1) \psi_\beta(T_2, \bar{T}_2) \rangle = T_A^1 T_B^2 F_{AB},
\]

where we define

\[
F_{AB} = \left[ D_{AB} - \frac{i}{2} \left( \Delta_{\Psi} - \frac{1}{2} \right) \epsilon_{AB} \right] G_{\Delta_{\Psi} - \frac{1}{2}}(u).
\]

Thus, we can derive the fermion bulk-to-bulk propagator by acting with differential operators on the scalar bulk-to-bulk propagator.

Having derived (4.30), let us now consider the Lagrangian

\[
\mathcal{L} = i\bar{\psi}^\alpha \Gamma_{\alpha\dot{\alpha}} \psi^\dot{\alpha} - \frac{m}{2} \left( \psi^\alpha \psi_\alpha + \bar{\psi}_\alpha \bar{\psi}^\alpha \right) - \frac{1}{2} (\nabla \phi)^2 - M^2 \phi^2 - \frac{1}{2} g \phi \left( \psi^\alpha \psi_\alpha + \bar{\psi}_\alpha \bar{\psi}^\alpha \right),
\]

coupling a Majorana fermion \( \psi \) to a real scalar field \( \phi \). As usual, \( \Phi(S) \) is the boundary dual of \( \phi \) with bulk-boundary propagator

\[
\langle \Phi(S) \phi(T, \bar{T}) \rangle = \frac{\Gamma(\Delta_{\phi})}{(-2P \cdot X)^{\Delta_{\phi}}}.
\]

We will first study the fermion-exchange diagram (see also [45]):

\[
\Pi(S_1) = \Phi(S_1) \quad \Phi(S_2) \quad \Psi(S_3) \quad \Psi(S_4)
\]

\[15\text{An explicit expression for the propagator can be found appendix F.}\]
To evaluate this diagram, we relate it to the scalar diagram
\[
\Pi^{\text{scalar}}(S_i) = \Phi(S_1) \phi(S_2) \phi^{-\Phi}(S_3) \phi^+(S_4),
\] (5.16)
where, as in section 4.3, \(\Phi_{\pm}(P)\) and \(\phi_{\pm}(X)\) are fictitious real scalars of dimension \(\Delta_{\pm} = \Delta \pm \frac{1}{2}\). This requires us to use the Majorana analogues of (4.38)
\[
S_A^a \langle \Phi_+(P) \phi_+(X) \rangle = -\frac{i}{2} \left( \Psi_a \left( \psi_\alpha T^{A\alpha} - \bar{\psi}_\dot{\alpha} \tilde{T}^{A\dot{\alpha}} \right) \right),
\] (5.17)
Combining (5.17) with (5.11), it is straightforward to check that
\[
\Pi(S_i) = \left[ -4 \langle S_{4b} (D_2 + D_4) S_{3a} \rangle + 2i \left( \Delta_{\Psi} - \frac{1}{2} \right) \langle S_{3a} S_{4b} \rangle \right] \Pi^{\text{scalar}}(S_i).
\] (5.18)
We have thus seen that the fermion exchange diagram can be computed by applying differential operators to the scalar exchange diagram.

### 5.2 The boundary limit

We will now turn to the task of taking the boundary limit of a bulk point in our formalism. This will allow us to verify that the boundary limit of the bulk-to-bulk propagator gives the correct bulk-boundary propagator. For simplicity, let us start with the case of a scalar field \(\phi(X)\). Consider a path \(X^I(s)\) in AdS\(_4\) which approaches a boundary point \(P^I\) as \(s \to \infty\).

Without loss of generality, at large \(s\) we can parametrize the curve as:
\[
X^I(s) = e^{s/P} + \frac{1}{2} e^{-s/V} + \ldots, \quad \text{where} \quad V_1 P = -1,
\] (5.19)
and the subleading terms go to zero faster than \(e^{-s}\). We can then define the boundary dual \(\Phi(P)\) of a bulk operator \(\phi(X)\) by the equation
\[
\Phi(P) = \lim_{s \to \infty} N_\Delta e^{s} \phi(X(s)),
\] (5.20)
where \(N_\Delta = 2\pi^{3/2} \Gamma(\Delta - 1/2)\) is an overall normalization factor. With this definition, it is straightforward to check that
\[
\lim_{s \to \infty} N_\Delta e^{s} \langle \phi(X(s)) \phi(Y) \rangle = \lim_{s \to \infty} N_\Delta e^{s} G_\Delta(X(s); Y) = \frac{\Gamma(\Delta)}{-2P \cdot Y} = \langle \Phi(P) \phi(Y) \rangle,
\] (5.21)
so that the boundary limit of the bulk-to-bulk scalar propagator gives us the bulk-boundary scalar propagator. By taking the bulk operator to the boundary in the bulk-boundary propagator, we can then derive the boundary-boundary two point function, (2.22).

To extend our computation to the spinning case, let us first introduce the bispinor \(S_a^A\) associated to \(P^I\). We can then define
\[
T_a^A(s) = \chi_a^A(s) \left[ e^{s/2} S_a^A - \frac{ie^{-s/2}}{2} V^A B S_b^B + \ldots \right],
\]
\[
\bar{T}_a^A(s) = \bar{\chi}_a^A(s) \left[ e^{s/2} S_a^A + \frac{ie^{-s/2}}{2} V^A B S_b^B + \ldots \right],
\] (5.22)
where as usual $\Psi^A_B = V^I (\Gamma_I)^A_B$, and where the tensors $\lambda^a_\alpha$ and $\tilde{\lambda}^a_\alpha$ satisfy:

$$
\varepsilon_{ab} \lambda^a_\alpha \lambda^b_\beta = \epsilon_{\alpha\beta}, \quad \varepsilon_{ab} \tilde{\lambda}^a_\alpha \tilde{\lambda}^b_\beta = \epsilon_{\alpha\beta}.
$$

It is then straightforward to check that (up to subleading terms) (5.22) satisfy the bispinor conditions and that

$$
X^I(s) = -\frac{1}{4} \langle T_\alpha(s) \Gamma^I T^\alpha(s) \rangle = -\frac{1}{4} \langle \tilde{T}_\alpha(s) \Gamma^I \tilde{T}^\alpha(s) \rangle.
$$

Thus, when taking the boundary limit we can work with the variables $T_\alpha^A(s)$ and $\tilde{T}_\alpha^A(s)$ rather than using $X^I(s)$.

Taking boundary limits is particularly straightforward using the Poincaré patch coordinates (2.11) and flat-space coordinates (2.17) for the bulk and boundary bispinors respectively. In these coordinates, we find that

$$
T_\alpha^A(\vec{x}, z) = \frac{1}{\sqrt{z}} S^A_\alpha(\vec{x}) - \frac{i}{2} \vec{P}^A B S^B_\alpha(\vec{x}),
$$

$$
\tilde{T}_\alpha^A(\vec{x}, z) = \frac{1}{\sqrt{z}} S^A_\alpha(\vec{x}) + \frac{i}{2} \vec{P}^A B S^B_\alpha(\vec{x}),
$$

where $\vec{P} = (0, 0, 0, -1, 1)$ is the boundary point at infinity. We can recover (5.25) from (5.22) by taking

$$
s = -\log(z), \quad \lambda^\alpha_\alpha = \lambda^\alpha_\beta = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad V^I = \vec{P}^I,
$$

and setting the subleading terms to zero. Therefore, in Poincaré patch coordinates we can take the boundary limit by taking radial coordinate $z$ to zero.

Let us now consider a fermionic field $\psi_\alpha(T, \bar{T})$ and its conjugate $\bar{\psi}_\alpha(T, \bar{T})$. Using the bulk-to-bulk propagators derived in section 5.1, we can compute

$$
\lim_{s \to \infty} s^{\Delta_\psi} \langle \bar{\psi}^\alpha(T(s), \bar{T}(s)) \psi_\beta(T_2, \bar{T}_2) \rangle = \frac{i \Gamma \left( \Delta_\psi + \frac{1}{2} \right)}{2 \pi^{3/2} \Gamma(\Delta_\psi - 1) (-2 \vec{P} \cdot X_2)^{\Delta_\psi + \frac{1}{2}}},
$$

$$
\lim_{s \to \infty} s^{\Delta_\psi} \langle \psi^\alpha(T(s), \bar{T}(s)) \bar{\psi}_\beta(T_2, \bar{T}_2) \rangle = \frac{-i \Gamma \left( \Delta_\psi + \frac{1}{2} \right)}{2 \pi^{3/2} \Gamma(\Delta_\psi - 1) (-2 \vec{P} \cdot X_2)^{\Delta_\psi + \frac{1}{2}}}.
$$

By defining the boundary operator

$$
\Psi_a(S) = \lim_{s \to \infty} i \mathcal{N}_\psi s^{\Delta_\psi} \left[ \lambda^a_\alpha \psi_\alpha(T(s), \bar{T}(s)) - \tilde{\lambda}^a_\alpha \bar{\psi}_\alpha(T(s), \bar{T}(s)) \right],
$$

with $\mathcal{N}_\psi = \pi^{3/2} \Gamma(\Delta - 1)$, we can then easily use (5.27) to show that the bulk-boundary propagators are given by (5.3). Taking the bulk operator to the boundary in the bulk-boundary propagator, we can compute the boundary two-point function

$$
\langle \Psi(\sigma_1, P_1) \Psi(\sigma_2, P_2) \rangle = i 2^{3-2\Delta_\psi} \pi^2 (2\Delta_\psi - 1) \Gamma(2\Delta_\psi - 2) \frac{\langle \sigma_1 \sigma_2 \rangle}{(-2P_1 \cdot P_2)^{\Delta_\psi + \frac{1}{2}}}. \quad (5.29)
$$
5.3 Photon propagator

We obtain the photon bulk propagator using the method of \cite{46}, translated into our formalism. In the Poincaré patch, the propagator of \cite{46} has the form

\[ \langle A_i(x)A_j(x') \rangle = (\partial_i \partial'_j u)G_2(u) + \partial_i \partial'_j H(u), \quad \text{where} \quad G_2(u) = \frac{1}{u(u+2)}. \]  

The first term is the physical part, proportional to the AdS\(_4\) propagator of a conformally coupled scalar with \(m^2 = -2\) and \(\Delta = 2\). The second term is an arbitrary pure gauge term which can be ignored. As in the previous section, we use \(u = \frac{1}{2}(X - X')^2\) to denote the chordal distance.

It is straightforward to translate this expression into the bispinor formalism:\footnote{We explain in detail how to relate the covariant derivative to derivatives with respect to arbitrary coordinates in appendix B.1.}

\[ \langle A_{\alpha\dot{\alpha}}(T, \bar{T})A_{\beta\dot{\beta}}(T', \bar{T}') \rangle = (\nabla_{\alpha\dot{\alpha}}\nabla_{\beta\dot{\beta}}' u)G_2(u) + \nabla\nabla' H(u) 
= \frac{1}{4}\langle \Gamma_{\alpha\dot{\alpha}}' \bar{T}_{\dot{\alpha}} \bar{T}_{\dot{\alpha}}' \rangle G_2(u) + \nabla\nabla' H(u). \]  

(5.31)

With the assistance of the identity

\[ \nabla\nabla' f(u) = \frac{1}{4}\langle \Gamma_{\alpha\dot{\alpha}} X' \bar{T}_{\dot{\alpha}} \rangle \langle \bar{T}_{\dot{\alpha}} X' \bar{T}_{\dot{\alpha}} \rangle f''(u) - 2(u + 1)\epsilon_{\alpha\dot{\alpha}}\epsilon_{\beta\dot{\beta}}' f'(u), \]

(5.32)

one can then check that the Maxwell equation is satisfied:

\[ \left\langle \nabla\nabla' \left( \nabla\nabla' A_{\gamma\dot{\gamma}}(T, \bar{T}) - \nabla\nabla' A_{\alpha\dot{\alpha}}(T, \bar{T}) \right) A_{\beta\dot{\beta}}(T', \bar{T}') \right\rangle = \nabla\nabla' \Lambda_{\gamma\dot{\gamma}}. \]  

(5.33)

The \(\Lambda_{\gamma\dot{\gamma}}(u)\) term on the right-hand side is a pure gauge term, required to avoid issues due to the non-invertability of the Maxwell operator.\footnote{The term delta function \(\delta^i(X; X')\) is implicitly included because we will choose solutions with the required short distance behaviour as \(u \to 0\).}

We can take the boundary limit of our vector bulk-to-bulk propagator in order to compute the bulk-boundary propagator. The gauge field \(A_{\alpha\dot{\alpha}}(T(s), \bar{T}(s))\) at the boundary will split into SO(2, 1) vector and scalar operators. The scalar operator is an unwelcome gauge artefact, which we must eliminate. To achieve this goal, we expand the gauge terms in (5.31):

\[ \langle A_{\alpha\dot{\alpha}}(T, \bar{T})A_{\beta\dot{\beta}}(T', \bar{T}') \rangle = \frac{1}{4}\langle \Gamma_{\alpha\dot{\alpha}} T_{\dot{\alpha}} \rangle \langle T_{\dot{\alpha}} \Gamma_{\beta\dot{\beta}} \bar{T}_{\dot{\alpha}} \rangle [G_2(u) + H'(u) + (u + 2)H''(u)] 
- \langle \bar{T}_{\dot{\alpha}} T_{\dot{\alpha}}' \rangle \langle T_{\dot{\alpha}} \bar{T}_{\dot{\alpha}}' \rangle H''(u). \]  

(5.34)

Computing the limits

\[ \lim_{s \to \infty} e^{-s} \langle T_{\dot{\alpha}}(s) \Gamma_{\dot{\alpha}} T_{\dot{\alpha}}(s) \rangle = -2\epsilon_{ab}\lambda_a^\alpha \lambda_b^\alpha P^I, \]

\[ \lim_{s \to \infty} e^{-s} \langle T_{\dot{\alpha}}(s) T_{\dot{\alpha}}' \bar{T}_{\dot{\alpha}}(s) T_{\dot{\alpha}}' \rangle = \lambda^a_{\dot{\alpha}} \lambda^b_{\dot{\alpha}} \langle S_a T_{\dot{\alpha}}' \rangle \langle S_b T_{\dot{\alpha}}' \rangle, \]  

(5.35)

we see that the first term in (5.34) contributes to a scalar bulk-boundary propagator while the second term corresponds to a vector bulk-boundary propagator.
generic gauge choices the boundary scalar will dominate the boundary vector. To eliminate the boundary scalar, we must fix the large \( u \) behaviour of \( H(u) \) to take the form:

\[
H(u) = -\frac{1}{u} + \frac{3}{2u^2} + \ldots \tag{5.36}
\]

For this specific choice, we find that

\[
\lim_{s \to \infty} e^{2s} \langle A_{\alpha\delta}(T(s), \bar{T}(s)) A_{\beta\gamma}(T', \bar{T}') \rangle = \lambda_{\alpha}^{\alpha} \bar{\lambda}_{\beta}^{\beta} \frac{2 \langle S_{\alpha} T_{\beta}' \rangle \langle S_{\beta} T_{\alpha}' \rangle}{(-2P \cdot X)^3}. \tag{5.37}
\]

By contracting both sides with \( \lambda_{\alpha}^{\alpha} \bar{\lambda}_{\beta}^{\beta} \) we can thus obtain the desired vector bulk-boundary propagator.

### 5.4 Higher spin propagators

Although there is interesting work on special cases in the literature [21, 47–54], a compact treatment of bulk propagators for general spin fields remains a challenge. In this section we apply our bispinor machinery and obtain simple results for bulk fields which describe the purely chiral and anti-chiral components of the principal Lagrangian field. These fields are obtained by differentiation of the principal fields for general spin.

For bosonic fields, i.e. integer \( \ell \) we define

\[
\mathcal{F}_{\alpha_1 \ldots \alpha_{2\ell}} = \nabla_{(\alpha_{\ell+1}} \ldots \nabla_{\alpha_{2\ell}} \bar{\varphi}_{\alpha_1 \ldots \alpha_{\ell}) \dot{\alpha}_{1} \ldots \dot{\alpha}_{\ell}}, \quad \mathcal{F}_{\bar{\alpha}_1 \ldots \bar{\alpha}_{2\ell}} = \nabla^{\alpha_1}_{(\dot{\alpha}_{\ell+1}} \ldots \nabla^{\alpha_{\ell}}_{\dot{\alpha}_{2\ell}} \psi_{[\alpha_1 \ldots \alpha_{\ell}] |\dot{\alpha}_{1} \ldots \dot{\alpha}_{\ell}],} \tag{5.38}
\]

For fermionic fields with \( \ell = n + \frac{1}{2} \) we consider

\[
\mathcal{F}_{\alpha_1 \ldots \alpha_{2n+1}} = \nabla_{(\alpha_{n+2}} \ldots \nabla_{\alpha_{2n+1}} \bar{\psi}_{\alpha_1 \ldots \alpha_{n+1}) |\dot{\alpha}_{1} \ldots \dot{\alpha}_{n}}, \quad \mathcal{F}_{\bar{\alpha}_1 \ldots \bar{\alpha}_{2n+1}} = \nabla^{\alpha_1}_{(\dot{\alpha}_{n+2}} \ldots \nabla^{\alpha_{n}}_{\dot{\alpha}_{2n+1}} \psi_{[\alpha_1 \ldots \alpha_{n}] |\dot{\alpha}_{1} \ldots \dot{\alpha}_{n}).} \tag{5.39}
\]

Our treatment includes massless fields, \( \Delta = \ell + 1 \), whose chiral components describe (linearized) gauge invariant field strengths. So for \( \ell = 1 \) we have the usual electromagnetic field strength, for \( \ell = \frac{3}{2} \) we have the gravitino field strength and for \( \ell = 2 \) we have the Weyl curvatures \( R^{\alpha\beta\gamma\delta} \) and \( R_{\dot{\alpha}\dot{\beta}\dot{\gamma}\dot{\delta}} \), see (4.65).

Before computing the bulk-to-bulk propagator, we first consider the simpler case of the bulk-boundary propagator. The boundary dual of a fields \( \varphi(T, \bar{T}) \) or \( \psi(T, \bar{T}) \) is a real spin-\( 2\ell \) operator \( O_{\alpha_1 \ldots \alpha_{2\ell}}(S) \). We normalize our bulk-boundary propagators so that

\[
\langle O(\sigma, P) \mathcal{F}(\tau, X) \rangle = (-i)^{|\ell|} \frac{\Gamma(\Delta + \ell) \langle \sigma \bar{T} \rangle^{2\ell}}{(-2P \cdot X)^{\Delta + \ell}}, \quad \langle O(\sigma, P) \bar{\mathcal{F}}(\bar{\tau}, X) \rangle = (-1)^{2|\ell|} \frac{\Gamma(\Delta + \ell) \langle \bar{\sigma} T \rangle^{2\ell}}{(-2P \cdot X)^{\Delta + \ell}}, \tag{5.40}
\]

which in particular generalizes our previous conventions for scalars (4.1) and Majorana fermions (5.3). Note that because \( \mathcal{F} \) and \( \bar{\mathcal{F}} \) are Hermitian conjugates, the two bulk-boundary propagators in (5.40) are related by Hermitian conjugation.
With the bulk-boundary propagators out of the way, let us now turn to the bulk-to-bulk propagator. In our formalism conformal symmetry fixes the two-point function of a chiral or antichiral field up to a single arbitrary function of \( u = 1 - X_1 \cdot X_2 \):

\[
\langle \mathcal{F}(\tau_1, X_1) \bar{\mathcal{F}}(\tau_2, X_2) \rangle = \langle \tau_1 \bar{\tau}_2 \rangle^{2\ell} F_1(u),
\]

\[
\langle \mathcal{F}(\tau_1, X_1) \mathcal{F}(\tau_2, X_2) \rangle = \langle \tau_1 \tau_2 \rangle^{2\ell} F_2(u).
\]  

(5.41)

To determine \( F_1(u) \) and \( F_2(u) \), we use the equations of motion (2.32), which reduce to the second order differential equations

\[
u + 2\ell u'' + (4 + 4\ell + 2(\ell + 2)u) F_1' - (\Delta + \ell)(\Delta - \ell - 3) F_1 = 0,
\]

\[
u + 2\ell u'' + (4 + 2(\ell + 2)u) F_2' - (\Delta + \ell)(\Delta - \ell - 3) F_2 = 0.
\]  

(5.42)

At large \( u \), these equations each have two linearly independent solutions, one which goes as \( u^{\Delta-\ell-3} \) and the other as \( u^{-\Delta-\ell} \). In the boundary limit these correspond to boundary operators of dimension \( 3 - \Delta \) and \( \Delta \), assuming that the boundary dual has dimension \( \Delta \), only the latter solution is physical.\(^{18}\)

One further degree of freedom can be eliminated by imposing

\[
limit [u \to 0] u^{2\ell+1} F_1(u) = \left(\frac{-1}{8\pi^2}\right)\ell,
\]

which normalizes the short distance behaviour of \( F_1(u) \), and this completely fixes \( F_1(u) \). To fix \( F_2(u) \), we must impose a boundary condition relating \( F_1(u) \) and \( F_2(u) \). To derive this condition we note that

\[
\mathcal{O}_{\alpha_1 \cdots \alpha_2\ell}(S) = \lim_{s \to \infty} \mathcal{N}_{\Delta,\ell} u^\Delta \chi^{\Delta \ell} \chi_{\alpha_1} \cdots \chi_{\alpha_2\ell} \mathcal{F}_{\alpha_1 \cdots \alpha_2\ell}(T(s), \bar{T}(s))
\]

for some constant \( \mathcal{N}_{\Delta,\ell} \). Taking the boundary limit of \( \mathcal{F}(\tau_1, X_1) \) for the two correlators (5.41) and comparing to the bulk-boundary propagators (5.40), we find that

\[
limit [u \to \infty] u^{\Delta+\ell} \left( F_1(u) - (-1)\ell F_2(u) \right) = 0.
\]  

(5.45)

With these conditions we can fully determine \( F_1(u) \) and \( F_2(u) \):

\[
F_1(u) = \frac{\Gamma(\Delta + \ell)}{A_{\Delta,\ell}} (2u)^{-\Delta-\ell} 2F_1 \left( \Delta - \ell - 1, \Delta + \ell, 2\Delta - 2, -\frac{2}{u} \right)
\]

\[
F_2(u) = \frac{(-1)^\ell \Gamma(\Delta + \ell)}{A_{\Delta,\ell}} (2u)^{-\Delta-\ell} 2F_1 \left( \Delta - \ell - 1, \Delta + \ell, 2\Delta - 2, -\frac{2}{u} \right)
\]  

(5.46)

with \( A_{\Delta,\ell} = \frac{2\pi^{3/2} \Gamma(\Delta - \frac{1}{2}) \Gamma(2\ell + 1)}{(\Delta - 1)\ell} \).

At the unitarity bound, \( \Delta = \ell + 1 \), these functions take a particularly simple form:

\[
\langle \mathcal{F}(\tau_1, X_1) \bar{\mathcal{F}}(\tau_2, X_2) \rangle = \left(\frac{-1}{8\pi^2 u^{2\ell+1}}\right)^\ell \langle \tau_1 \bar{\tau}_2 \rangle^{2\ell},
\]

\[
\langle \mathcal{F}(\tau_1, X_1) \mathcal{F}(\tau_2, X_2) \rangle = \left(\frac{-1}{8\pi^2 u} \right)^\ell \langle \tau_1 \tau_2 \rangle^{2\ell}.
\]  

(5.47)

\(^{18}\)For fermions and scalars with sufficiently small values of \( \Delta \), both solutions are allowed, and we must therefore specify which choice of boundary condition we have made in order to construct the bulk-bulk propagator.
Now that we know the bulk-to-bulk and bulk-boundary propagator, we can fix the normalization in (5.44) relating the bulk operator $F$ to the boundary operator $O$:

$$N_{\Delta, \ell} = \frac{i^{2\ell+1}4^{2\Delta-2}\Gamma(2\Delta-2)\Gamma(2\ell+1)}{\Gamma(\Delta + \ell - 1)}. \quad (5.48)$$

By taking the boundary limit of the bulk operator in the bulk-boundary propagator, we can then compute the boundary two point function:

$$\langle O(\sigma_1, P_1)O(\sigma_2, P_2)\rangle = i^{\ell}4^{2-\Delta}\pi^2(\Delta + \ell - 1)\Gamma(2\Delta-2)\Gamma(2\ell+1)\Gamma(\Delta + \ell - 1)^2\pi^2 \frac{\langle \sigma_1|\sigma_2 \rangle^{2\ell}}{(-2P_1\cdot P_2)^{\Delta + \ell}}. \quad (5.49)$$

It has long been known [55] that the equations governing bulk propagators enjoy the antipodal symmetry of AdS spacetime, related to the reflection $X^I \rightarrow -X^I$ in embedding space. Under this symmetry the chordal distance variable transforms as $u \rightarrow -(2+u)$ and $2+u \rightarrow -u$. For instance, this symmetry is visible if we compute the Laplacian of a scalar quantity:

$$\nabla^2 F(u) = u(u+2)F''(u) + 4(u+1)F'(u). \quad (5.50)$$

Because of this symmetry, for any solution $F(u)$ which satisfies the equation of motion for a massive scalar field, $F(-u-2)$ is another solution. More generally the equations (5.42) also satisfy antipodal symmetry: if a pair of functions $F_1(u)$, $F_2(u)$ solve these equations, then so does $\tilde{F}_1(u) = F_2(-2-u)$, $\tilde{F}_2(u) = F_1(-u-2)$. This means that once we have found a solution for $F_1(u)$ to the first equation, we immediately find that $\tilde{F}_1(2+u)$ then solves the second equation.

6 Discussion

In this paper we have developed a new embedding space formalism for AdS$_4$/CFT$_3$ in which conformally covariant differential operators take particularly concise forms. This formalism has enabled us to greatly simplify the calculation of spinning Witten diagrams, as we illustrated with a number of examples.

An application of this formalism that we hope to pursue in the future is to the relation between CFT correlators of spinning operators and flat space scattering amplitudes of spinning particles. This relation has been developed very explicitly for scalar correlators [16–19], building on the early ideas of [56–58]. In particular, the Mellin space representation of scalar CFT correlators [13, 14] gives a convenient representation that is easily related to the scattering amplitudes of the corresponding massless scalar particles in flat space, diagram by diagram. (See also [20] for some examples also including vector particles.) We believe that because of its similarity to the spinor-helicity formalism for scattering amplitudes, our embedding-space formalism is particularly well-suited for exploring the generalization of the flat-space limit formula of [16] to spinning correlators. If one writes a spinning correlator in terms of a scalar correlator (whose flat space limit is understood) acted on by conformally-covariant differential operators, then the flat space limit of the spinning correlator would follow from identifying how these differential operators act on the scalar scattering amplitudes.
It would be particularly interesting to develop supersymmetric extensions of our formalism, since most top-down models of holography are supersymmetric. Spinor helicity variables can be easily extended to supersymmetric theories, at least in the massless case (for a textbook treatment see [40]), and so one may hope similar methods apply to AdS/CFT. For example, it is quite natural to extend our Sp(4) \times GL(2, \mathbb{R}) spinor \( S^A_a \) to an OSp(\mathcal{N}|4) \times GL(2, \mathbb{R}) spinor \( S^A_{\dot{a}} \equiv (S^A_a, \theta^i_{\dot{a}}) \), where \( \theta^i_{\dot{a}} \) is a Grassmannian field transforming as a vector under the \( O(\mathcal{N}) \) R-symmetry. Such an extension could have important applications to the study of superconformal blocks, whose systematic understanding is one of the roadblocks for applying the conformal bootstrap program to supersymmetric theories more broadly than what has currently been done.

Finally, our AdS\(_4\) and CFT\(_3\) formalism utilizes special properties of spinors for the groups SO(2, 1), SO(3, 1), and SO(3, 2). It would be interesting to extend our methods to other spacetime dimensions. At the end of appendix C, we have sketched how to extend the bulk formalism to other dimensions, but it is less clear how to extend the boundary formalism in general. Straightforward extensions do exist for AdS\(_3\)/CFT\(_2\) and AdS\(_2\)/CFT\(_1\), but whether a convenient formalism exists for AdS\(_5\)/CFT\(_4\) or AdS\(_7\)/CFT\(_6\) is less clear.
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A Conventions

A.1 Group theory conventions

We work in mostly plus signature, with SO(3, 2) invariant

\[ \eta_{IJ} = \text{diag}(-1, +1, +1, +1, -1). \]  

Spinor indices can be raised and lowered with the \( \epsilon \) tensor

\[
\epsilon_{AB} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \quad \epsilon^{AB} = -\epsilon_{AB} = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix},
\]

so that we raise and lower spinors using

\[
S_A = \epsilon_{AB} S^B, \quad S^A = \epsilon^{AB} S_B.
\]
We work with explicitly real SO(3,2) gamma matrices:

\[
\begin{align*}
(\Gamma_0)^A_B &= \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \\
(\Gamma_1)^A_B &= \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \\
(\Gamma_2)^A_B &= \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \\
(\Gamma_3)^A_B &= \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \\
(\Gamma_4)^A_B &= \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \\
\end{align*}
\]

which satisfy the Clifford algebra

\[
\{\Gamma_I, \Gamma_J\} = 2\eta_{IJ}.
\]

When both spinor indices are raised the gamma matrices are antisymmetric: \(\Gamma^A_B = -\Gamma^B_A\). We define the angle bracket

\[
\langle ST \rangle = S^A T_A, \quad \langle S P_1 \ldots P_n T \rangle = -S A_0 (P_1)_{A_1} \ldots (P_n)_{A_n} S A_n.
\]

Now let us consider differentiating with respect to some spinor variable \(Q^A\). Using the identities

\[
\frac{\partial Q^A}{\partial Q^B} = \delta^A_B, \quad \frac{\partial Q_A}{\partial Q_B} = \delta^A_A,
\]

and our spinor raising and lowering conditions (A.3), we find that

\[
\frac{\partial}{\partial Q^A} = -\epsilon^{AB} \frac{\partial}{\partial Q_B}.
\]

One must therefore be careful when raising and lowering indices in a differential operator.

To raise and lower SO(2,1) and SO(3,1) spinors we use the tensors

\[
\epsilon^{ab} = \epsilon^{\alpha\beta} = \epsilon^{\alpha\dot{\beta}} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \epsilon_{ab} = \epsilon_{\alpha\beta} = \epsilon_{\dot{\alpha}\dot{\beta}} = \epsilon^{ab} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

Our raising and lower conventions are

\[
s^a = \epsilon^{ab} s_b, \quad s_a = \epsilon_{ab} s^b
\]

for SO(2,1) spinors, and likewise for SO(3,1) spinors.

It is more convenient for us to describe vector fields using a pair of spinor indices, as in \(B_{\alpha\hat{\alpha}}\). We relate this to the more commonly used \(B_\mu\) through the equation

\[
B_{\alpha\hat{\alpha}} = \sigma^\mu_{\alpha\hat{\alpha}} B_\mu.
\]
where $\sigma_\alpha^\alpha$ are the sigma matrices\footnote{We have chosen our sigma matrices so that \( (\Gamma_i)_A^B = \begin{pmatrix} (\sigma_\alpha^\alpha)^\alpha_a & 0 \\ 0 & \sigma_\alpha^\alpha \end{pmatrix} \) for \( i = 1, 2, 3 \), which proves convenient when considering the explicit parametrizations (2.11) and (2.17) of $T_\alpha^A$ and $S_a^\alpha$ in terms of $x^i$ and $z$.}

\[
\begin{align*}
\sigma_0^\alpha &= \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, \\
\sigma_1^\alpha &= \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \\
\sigma_2^\alpha &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \\
\sigma_3^\alpha &= \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix},
\end{align*}
\]  

which satisfy

\[
\sigma_\alpha^\beta \sigma_\nu^\gamma \epsilon_{\alpha\beta\gamma} = -2\eta_{\mu\nu}, \quad \sigma_\mu^\alpha \sigma_\nu^\beta \eta_{\mu\nu} = -2\epsilon_{\alpha\beta\gamma} \epsilon^{\alpha\beta}\gamma.
\]  

(A.13)

With this convention, we find that $B^\mu B_\mu = -\frac{1}{2} B^\alpha B_\alpha$.

### A.2 Killing spinors

In this section we relate the bispinors $T_\alpha^A$ and $\bar{T}_\dot{\alpha}^A$ to Killing spinors. Recall that in AdS$_{d+1}$ a Killing spinor $\xi$ is defined to be a Dirac spinor satisfying the equation

\[
\left( \nabla^\mu - \frac{1}{2L} \gamma^\mu \right) \xi = 0,
\]

(A.14)

where $L = 1$ is the AdS radius. Working in AdS$_4$, we can write a Dirac spinor as a pair of left and right handed spinors $\xi = \begin{pmatrix} \chi_\alpha \\ \varphi^\dot{\alpha} \end{pmatrix}$, and can write the gamma matrices in terms of the $\sigma_\alpha^\beta$ matrices:

\[
\gamma^\mu = \begin{pmatrix} 0 & i\sigma^\mu_\alpha^\dot{\alpha} \\ i(\bar{\sigma}^\mu)^\dot{\alpha}_\alpha & 0 \end{pmatrix},
\]

(A.15)

where $(\bar{\sigma}^\mu)^\dot{\alpha}_\alpha = (\sigma_\alpha^\beta)^\dot{\alpha}_\beta$ are the conjugate $\sigma$ matrices, which are equal to the transposed $\sigma$ matrices. These gamma matrices satisfy the Clifford algebra

\[
\{ \gamma^\mu, \gamma^\nu \} = 2\eta^{\mu\nu}.
\]

(A.16)

We then find that the spinors $\chi_\alpha$ and $\varphi^\dot{\alpha}$ satisfy the equations

\[
\begin{align*}
i\nabla^\mu \chi_\alpha &= \frac{1}{2} \sigma_\alpha^\beta \varphi^\dot{\beta}, \\
i\nabla^\mu \varphi^\dot{\alpha} &= \frac{1}{2} (\bar{\sigma}^\mu)^\dot{\alpha}_\alpha \chi_\alpha = \frac{1}{2} (\sigma^\mu_\alpha^\dot{\alpha}) \chi_\alpha.
\end{align*}
\]  

(A.17)

Using the definition $\nabla_\alpha = \sigma_\alpha^\beta \nabla_\beta$ and then applying (A.13), we find that

\[
\begin{align*}
\nabla_\beta \chi_\gamma &= i\epsilon_{\beta\gamma} \varphi^\dot{\beta}, \\
\nabla_\beta \varphi^\dot{\gamma} &= -i\epsilon_{\dot{\beta}\dot{\gamma}} \chi_\beta.
\end{align*}
\]

(A.18)

Comparing these equations to those satisfied by $T_\alpha^A$ and $\bar{T}_\dot{\alpha}^A$:

\[
\begin{align*}
\nabla_\beta T_\gamma^A &= i\epsilon_{\beta\gamma} T_\dot{\alpha}^A, \\
\nabla_\beta \bar{T}_{\dot{\gamma}}^A &= -i\epsilon_{\dot{\beta}\dot{\gamma}} T_\alpha^A,
\end{align*}
\]  

(A.19)

we see that the Killing spinor equation has solutions

\[
\begin{align*}
\chi_\alpha &= C_A T_\alpha^A, \\
\varphi^\dot{\alpha} &= C_A \bar{T}_\dot{\alpha}^A,
\end{align*}
\]

(A.20)

where $C_A$ is any arbitrary constant Sp(4) spinor.
B Frame fields, metrics, and connections

In this appendix we derive explicit, standard expressions for frame fields, metrics, and connections in intrinsic coordinate systems \( x^\mu \) from our bispinor formalism in embedding space. We begin with the bulk and then extend to the more complicated case of the boundary.

B.1 Bulk

Assume we have a parametrization of our bispinors \( T^A_\alpha(x^i) \) and \( \bar{T}^\dot{A}_{\dot{\alpha}}(x^i) \) by four coordinates \( x^0, \ldots, x^3 \), and that this mapping is one-to-one in some open subset of \( \mathbb{R}^4 \). For instance, we could consider the parametrization (2.11), taking \( x^3 = z \). This corresponds to the Poincaré coordinates for \( X^I \).

We begin by fixing the frame field \( e^\mu_i(x) \) by demanding that covariant derivatives behave correctly on scalar fields:

\[
\nabla_i \phi = -\frac{1}{2} e^\mu_i \sigma^a_{\nu} \nabla_{a\dot{\alpha}} \phi .
\]  
(B.1)

Lifting the scalar field to a function \( \phi(X) \) on \( \mathbb{R}^{3,2} \), we can write the left-hand side as

\[
\nabla_i \phi(X) = \frac{\partial}{\partial x^i} \phi(X) = \frac{\partial X^I}{\partial x^i} \frac{\partial}{\partial X^I} \phi(X) ,
\]  
(B.2)

while on the right-hand side

\[
-\frac{1}{2} e^\mu_i \sigma^a_{\nu} \nabla_{a\dot{\alpha}} \phi = -\frac{i}{4} e^\mu_i \sigma^a_{\nu} \langle T^I_\alpha \Gamma^I_\dot{\alpha} \bar{T}^\dot{\alpha} \rangle \frac{\partial}{\partial X^I} \phi(X) .
\]  
(B.3)

Equating these two expressions gives

\[
\frac{\partial X^I}{\partial x^i} = -\frac{i}{4} e^\mu_i \sigma^a_{\nu} \langle T^I_\alpha \Gamma^I_\dot{\alpha} \bar{T}^\dot{\alpha} \rangle .
\]  
(B.4)

We can then contract both sides with \( \langle T^I_\beta \Gamma^I_\dot{\beta} \bar{T}^\dot{\beta} \rangle \), and after using the identity

\[
\langle T^I_\alpha \Gamma^I_\dot{\alpha} \bar{T}^\dot{\alpha} \rangle \langle T^I_\beta \Gamma^I_\dot{\beta} \bar{T}^\dot{\beta} \rangle = 8 \epsilon_{\alpha\beta} \epsilon_{\dot{\alpha}\dot{\beta}}
\]  
(B.5)

we can finally isolate \( e^\mu_i \):

\[
e^\mu_i = -\frac{1}{2} (\sigma^I)^{a\dot{\alpha}} \langle T^I_a \partial \bar{T}^\dot{\alpha} \rangle = \frac{1}{2} (\sigma^I)^a_{\alpha\dot{\alpha}} \langle \bar{T}^\dot{\alpha} \partial T^a \rangle .
\]  
(B.6)

The metric on AdS_4 is then defined by the equation:

\[
g_{ij} \equiv \eta_{\mu\nu} e^\mu_i e^\nu_j = -\frac{1}{2} \left( T^I_a \partial \bar{T}^\dot{\alpha} \right) \left( \bar{T}^\dot{\alpha} \partial T^a \right) .
\]  
(B.7)

Substituting the Poincaré coordinates (2.11) into these expressions, we can reproduce

\[
e^\mu_i(\vec{x}, z) = \frac{1}{z} \delta^\mu_i , \quad g_{ij}(\vec{x}, z) = \frac{1}{z^2} \eta_{ij} .
\]  
(B.8)
Next we derive the spin connection. On spinor fields, the covariant derivative acts as
\[ \nabla_i \psi_\alpha(x) = \partial_i \psi_\alpha(x) + (\omega_i)_{\alpha\beta} \bar{\psi}^\beta(x), \quad \nabla_i \bar{\psi}_\dot{\alpha}(x) = \partial_i \bar{\psi}_\dot{\alpha}(x) + (\bar{\omega}_i)_{\dot{\alpha}\dot{\beta}} \psi^{\dot{\beta}}(x) \]
where \((\omega_i)_{\alpha\beta}\) is the spin connection and \((\bar{\omega}_i)_{\dot{\alpha}\dot{\beta}}\) is its conjugate. The spin connection has symmetric spinorial indices, and so transforms in the adjoint of \(so(3,1)\). The more conventional form with antisymmetric frame vector indices is obtained by:
\[ (\omega_i)_{\mu\nu} \equiv (\omega_i)_{\alpha\beta} (\sigma_\mu)_{\alpha}^{\dot{\alpha}} (\sigma_\nu)_{\beta}^{\dot{\gamma}} + (\bar{\omega}_i)_{\dot{\alpha}\dot{\beta}} (\sigma_\mu)_{\dot{\alpha}}^{\dot{\gamma}} (\sigma_\nu)_{\dot{\beta}}^{\dot{\gamma}} \]
but the spinor indices are more convenient for us.

To compute the spin connection we require that the covariant derivative acts correctly on \(T^A_\alpha\):
\[ \nabla_i T^A_\alpha = -\frac{1}{2} \epsilon^\mu_{\ i} \sigma^\mu_\alpha \nabla_\alpha T^A_\beta. \]
Using (B.9) and (2.12) to simplify the left and right-hand sides of this equation, we find that
\[ \partial_i T^A_\beta + (\omega_i)_{\beta\gamma} T^A_\gamma = \frac{i}{2} \epsilon^\mu_{\ i} (\sigma_\mu)_\beta^{\dot{\alpha}} \bar{T}_\dot{\alpha} \]
and so
\[ (\omega_i)_{\beta\gamma} T^A_\gamma = -\frac{i}{2} \epsilon^\mu_{\ i} (\sigma_\mu)_\beta^{\dot{\alpha}} \bar{T}_\dot{\alpha} - \partial_i T^A_\beta. \]
Contracting both sides with \(T^A_\alpha\), we then find that
\[ (\omega_i)_{\beta\gamma} = -\frac{i}{2} \left\langle T^A_\beta \frac{\partial T^A_\gamma}{\partial x^i} \right\rangle. \]

For the Poincaré coordinates (2.11), we find that
\[ (\omega_0)_{\alpha\beta} = \frac{i}{2z} (\sigma_0)_{\alpha\alpha} (\sigma_4)_{\beta}^{\dot{\alpha}} = \frac{i}{2z} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad (\omega_1)_{\alpha\beta} = \frac{i}{2z} (\sigma_1)_{\alpha\alpha} (\sigma_4)_{\beta}^{\dot{\alpha}} = \frac{i}{2z} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \]
\[ (\omega_2)_{\alpha\beta} = \frac{i}{2z} (\sigma_2)_{\alpha\alpha} (\sigma_4)_{\beta}^{\dot{\alpha}} = \frac{i}{2z} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad (\omega_3)_{\alpha\beta} = 0. \]

Finally, we check that the spin connection satisfies Cartan’s structure equation:
\[ de^\mu = \omega^\mu \land e^\nu. \]
In index notation this reads
\[ \partial_i e^\mu_{\ j} = (\omega_i)_{\nu}^{\mu} e^\nu_{\ j}. \]
It is straightforward to check that this equation is satisfied when \(e\) and \(\omega\) are defined by (B.6) and (B.14). Using these equations we obtain
\[ \partial_i e^\mu_{\ j} = (\omega_i)_{\nu}^{\mu} e^\nu_{\ j} = -\frac{1}{2} \sigma^\mu_{\alpha\dot{\alpha}} \left( \frac{\partial T^A_\alpha}{\partial x^i} \frac{\partial \bar{T}_{\dot{\alpha}}}{\partial x^j} \right). \]
B.2 Boundary

As in the previous section, we will use indices $i,j,\ldots$ for coordinate indices and $\mu,\nu,\ldots$ for SO(2,1) gauge indices. However, since we now consider 3d manifolds these indices range from 0 to 2. We will take the 3d sigma matrices $\sigma_{\mu}^{ab}$ to be

$$
\sigma_0^{ab} = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_1^{ab} = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_2^{ab} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
$$

To study the boundary, let us consider some parametrization $S_a^A(x^i)$ of the bispinors, which is one-to-one in some open subset of $\mathbb{R}^3$. For instance, we could take the parametrization (2.17), which as we shall see corresponds to flat space.

By analogy to the bulk case, we will define the boundary frame field to be

$$
e^\mu_i = -\frac{1}{2}(\sigma^\mu)^{ab}\left\langle S_a \frac{\partial S_b}{\partial x^i} \right\rangle,
$$

and the metric is then given by

$$g_{ij} \equiv \eta_{\mu\nu}e^\mu_i e^\nu_j.
$$

While these equations may look similar to those for the bulk, we should emphasise a critical difference between the two. On the boundary, the little group SO(2,1) $\times \mathbb{R}^+$ includes Weyl rescalings. Under a Weyl transformation $\lambda(x) \in \mathbb{R}^+$, the bispinor transforms as $S_a^A(x) \rightarrow \sqrt{\lambda(x)}S_a^A(x)$. It is then straightforward to check that:

$$e^\mu_i(x) \rightarrow \lambda(x)e^\mu_i(x), \quad g_{ij}(x) \rightarrow \lambda(x)^2g_{ij}(x),
$$

under this transformation. For this reason, the boundary of AdS$_4$ only possess a conformal structure, and does not have a canonical choice of metric. It is the specific choice of a parametrization $S_a^A(x)$ of the bispinors that breaks the Weyl rescaling and allows us to fix a specific metric.

For the specific parametrization (2.17) of $S_a^A$, it is straightforward to check that

$$e^\mu_i = \delta^\mu_i, \quad g_{ij} = \eta_{ij},
$$

so that we recover the flat metric on $\mathbb{R}^{2,1}$. By Weyl rescaling the bispinors we can study other conformally flat metrics on the AdS$_4$ boundary.

Our next task is to construct the boundary covariant derivative. To do this it is helpful to think about the embedding of our manifold, denoted by $\mathcal{M}$, in $\mathbb{R}^{3,2}$. The tensor $\partial_i P^I(x)$ can be used to project arbitrary embedding vectors $Q^I(x)$ down onto the tangent space of $x \in \mathcal{M}$. We say that $Q^I(x)$ is normal to $\mathcal{M}$ if

$$Q^I \frac{\partial P^I(x)}{\partial x^i} = 0.
$$

Because we study a 3d manifold embedded in 5d, the space of normal vectors is two dimensional. It is easy to see that $P^I(x)$ is itself always normal to the manifold at $x$. Let us now define $V^I(x)$ be some vector field satisfying

$$V^I(x)P_I(x) = -1, \quad V^I(x)\frac{\partial P_I(x)}{\partial x^i} = 0.
$$
Together, these conditions imply that $V^I(x)$ is linearly independent of $P^I$ and normal to the manifold. Because the space of normal vectors is two-dimensional, they uniquely specify $V^I(x)$ up to “gauge transformations” $V^I(x) \rightarrow V^I(x) + \mu(x)P^I(x)$ for some arbitrary scalar function $\mu(x)$.

Next we construct the spin connection $(\omega_i)_{ab}$, which can equivalently be written with vector indices:

$$(\omega_i)_{ab} \equiv (\omega_i)_{ab}(\sigma(\mu))^{ac}c_{bc}.$$ 

The spin connection is uniquely fixed by Cartan’s structure equation (B.17), which we used in the previous section to verify our computation of the AdS$_4$ spin connection. If we define

$$(\omega_i)_{ab} \equiv -\frac{1}{2}\left\langle S_a \frac{\partial S_b}{\partial x^i}\right\rangle,$$ 

then it is straightforward check that (B.17) is indeed satisfied:

$$\partial_i (\epsilon_j^\mu) = (\omega_i)^\mu_{\nu} \epsilon_j^\nu = -\frac{1}{2}(\sigma^\mu)_{ab} \left\langle \frac{\partial S_a}{\partial x^i} \frac{\partial S_b}{\partial x^j} \right\rangle.$$ 

Note that (B.27) is automatically symmetric in the $ab$ indices, and is invariant under shifts $V^I(x) \rightarrow V^I(x) + \mu(x)P^I(x)$. Now that we have found the spin connection, we can define the covariant derivative

$$\nabla_i \tilde{\Psi}(S) = \frac{\partial}{\partial x^i} \tilde{\Psi}(S) + (\omega_i)_{ab} \tilde{\Psi}^b.$$ 

For the coordinates (2.17), it is easy to check that (B.25) is satisfied by the constant vector:

$$V^I(x) \equiv P_\infty = (0,0,0,-1,1),$$

where $P_\infty$ is the point at infinity, and that the spin connection vanishes. In order to study more general conformally flat manifolds, we perform a Weyl transformation $S^a_\alpha(x) \rightarrow \sqrt{\lambda(x)}S^a_\alpha(x)$. Under this transformation, $P^I(x) \rightarrow \lambda(x)P^I(x)$ and the boundary metric becomes $g_{ij}(x) = \lambda(x)^2 \eta_{ij}$. We then find that

$$V^I(x) = \frac{1}{\lambda(x)} \left( P^I_\infty + 2g^{ij}(x) \frac{\partial \lambda(x)}{\partial x^i} \frac{\partial P^I(x)}{\partial x^j} \right)$$

satisfies (B.25), where $g^{ij}(x) = \lambda(x)^{-2} \eta^{ij}$ is the inverse metric.

We now show that the covariant derivative (B.29) takes a simple form when acting on functions $\mathcal{O}(S)$ of the bispinor $S^a_\alpha(x)$. To this end, let us define

$$\nabla_{ab} \equiv V_i(x) \partial^I_{ab},$$

where $\partial^I_{ab}$ is the differential operator introduced in section 3.3. Our claim is that for any $\mathcal{O}(S)$, we can compute the covariant derivative $\nabla_i \mathcal{O}$ using $\nabla_{ab}$:

$$\nabla_i \mathcal{O}(S) = -\frac{1}{2} \epsilon_i^\mu \epsilon^c_{bc} \nabla_c \mathcal{O}(S).$$
To prove this equation, we simply need to show that it is true for the bispinor $S^A_a(x)$, as the more general result then follows from the chain rule. Using the identities

$$V_I \partial^i_{bc} S^A_a = V^A B S^B_{(bc) a} , \quad \varepsilon^i (\sigma_\mu)_a^b S^A_b = F^A_B \frac{\partial S^B_a}{\partial x^i} , \quad (B.34)$$

we find that

$$- \frac{1}{2} \varepsilon^i \sigma^{bc} \nabla_{bc} S^A_a = \frac{\partial S^A_a}{\partial x^i} - \frac{1}{2} V^A B F^B_C \frac{\partial S^C_a}{\partial x^i} . \quad (B.35)$$

Using the Clifford algebra to swap the order of $V$ and $F$, we then find that

$$- \frac{1}{2} \varepsilon^i \sigma^{bc} \nabla_{bc} S^A_a = \frac{\partial S^A_a}{\partial x^i} + \frac{1}{2} F^A_B V^B_C \frac{\partial S^C_a}{\partial x^i} . \quad (B.36)$$

Rewriting $F^A_B = S^A_b S^{ab}$, we find

$$- \frac{1}{2} \varepsilon^i \sigma^{bc} \nabla_{bc} S^A_a = \frac{\partial S^A_a}{\partial x^i} + \frac{1}{2} S^A_b \left( S^b_S \frac{\partial S^a_a}{\partial x^i} \right) = \frac{\partial S^2_A_a}{\partial x^i} + \left( \omega^i \right)_{ab} S^{ab} . \quad (B.37)$$

Comparing this to the definition of the covariant derivative $(B.29)$, we see that $(B.33)$ is satisfied.

We can now use $(B.33)$ to show that $S^A_a$ is a conformal Killing spinor. Recall that a conformal Killing spinor $\Sigma_a$ satisfy the equation

$$\varepsilon^i \nabla_i \Sigma_a = (\sigma_\mu)_a^b \tilde{\Sigma}_b$$

for some spinor $\tilde{\Sigma}_b$. Using $(B.33)$ and the first equation in $(B.34)$, we find that

$$\varepsilon^i \nabla_i S^A_a = \sigma^{bc} \nabla_{bc} S^A_a = (\sigma_\mu)_a^b V^A B S^B_b , \quad (B.39)$$

and so $\Sigma_a = C_A S^A_a$, $\tilde{\Sigma}_a = (CV S_a)$ satisfies the conformal Killing equation for any constant $C_A$.

As a final task, we will derive the conservation condition $(3.30)$. For simplicity we will consider a vector field $J^{ab}(S)$, as the generalization to higher spinning fields is straightforward. We can use the frame fields to rewrite the $J^{ab}(S)$ field as a tangent vector

$$J^i(x) = - \frac{1}{2} \varepsilon^i \sigma^{ab} J^{ab}(S) . \quad (B.40)$$

A conserved vector field satisfies the condition $\nabla_i J^i(x) = 0$. Using $(B.33)$ and the identity $\nabla_i \varepsilon^i = 0$, we find that

$$\nabla_i J^i(x) = - \frac{1}{2} \varepsilon^i \sigma^{ab} \nabla_i J^{ab}(S) = - \frac{1}{2} \nabla_{ab} J^{ab}(S) = - \frac{1}{2} V_I \partial^i_{ab} J^{ab}(S) . \quad (B.41)$$

Hence, if $\partial^i_{ab} J^{ab}(S) = 0$ we see that $J^i(S)$ is conserved regardless of the boundary metric. Conversely, if $V_I \partial^i_{ab} J^{ab}(S) = 0$ is satisfied by any given vector $V^I$ satisfying $P_I V^I = -1$, then using conformal invariance one can see that it is true for all such $V^I$. This, combined with the fact $P_I \partial^I_{ab}$ is always zero, implies that $\partial^i_{ab} J^{ab}(S) = 0$. 

\end{document}
C Coset construction of AdS$_4$

In this appendix we present a coset construction of AdS$_4$ which directly produces our bispinor formalism. Recall that in any spacetime dimension, AdS$_d$ can be constructed as the coset space SO($d-1,2$)/SO($d-1,1$). When $d=4$ the double cover of SO($3,2$) is Sp($4$), while the double cover of SO($3,1$) is SL($2,\mathbb{C}$), and so we can write AdS$_4 \approx$ Sp($4$)/SL($2,\mathbb{C}$).

The group Sp($4$) has a natural action of Sp($4$) $\times$ Sp($4$) given by left and right multiplication. We can therefore write any element of Sp($4$) as a matrix $M^{\mathcal{A}\mathcal{B}}$, where the unhatted and hatted index transforms under the left and right Sp($4$) respectively, which satisfy the conditions

$$
\epsilon_{\mathcal{A}\mathcal{B}} M^{\mathcal{A}\mathcal{B}} M^{\mathcal{B}\mathcal{C}} = \epsilon^{\mathcal{A}\mathcal{B}}, \quad \epsilon_{\mathcal{A}\mathcal{B}} M^{\mathcal{A}\mathcal{B}} M^{\mathcal{C}\mathcal{D}} = \epsilon^{\mathcal{A}\mathcal{B}}. 
$$

(C.1)

To quotient Sp($4$) by SL($2,\mathbb{C}$), let us define an embedding of SL($2,\mathbb{C}$) in the right Sp($4$):

$$
M^{\mathcal{A}\mathcal{B}} = \frac{1}{\sqrt{2}} \begin{pmatrix} T^{\mathcal{A}\alpha} & 0 \\ T^{\mathcal{B}\dot{\alpha}} & 0 \end{pmatrix}, \quad \epsilon^{\mathcal{A}\dot{\alpha}} = \begin{pmatrix} i\epsilon_{\alpha\beta} & 0 \\ 0 & -i\epsilon_{\dot{\alpha}\dot{\beta}} \end{pmatrix}, \quad \epsilon_{\mathcal{A}\dot{\alpha}} = \begin{pmatrix} -i\epsilon_{\alpha\beta} & 0 \\ 0 & i\epsilon_{\dot{\alpha}\dot{\beta}} \end{pmatrix}. 
$$

(C.2)

Here, as in the main text, we use $\alpha$ for left-handed SO($3,1$) spinors (which are equivalent to SL($2,\mathbb{C}$) fundamentals) and $\dot{\alpha}$ for the conjugate representation. In this language the first condition in (C.1) becomes

$$
\epsilon_{\mathcal{A}\mathcal{B}} T^{\mathcal{A}\alpha} T^{\mathcal{B}\beta} = 2i\epsilon_{\alpha\beta}, \quad \epsilon_{\mathcal{A}\mathcal{B}} \bar{T}^{\mathcal{A}\dot{\alpha}} \bar{T}^{\mathcal{B}\dot{\beta}} = -2i\epsilon_{\dot{\alpha}\dot{\beta}}, \quad \epsilon_{\mathcal{A}\mathcal{B}} T^{\mathcal{A}\alpha} \bar{T}^{\mathcal{B}\beta} = 0. 
$$

(C.3)

We now recognize the first two equations as (2.6) and the last equation as (2.5), which are the constraints which we imposed on the bispinors $T^\alpha_\mathcal{A}$ and $\bar{T}^\dot{\alpha}_\mathcal{A}$ in the main text. The second condition in (C.1) becomes

$$
-i\epsilon_{\alpha\beta} T^{\mathcal{A}\alpha} T^{\mathcal{B}\beta} + i\epsilon_{\dot{\alpha}\dot{\beta}} \bar{T}^{\mathcal{A}\dot{\alpha}} \bar{T}^{\mathcal{B}\dot{\beta}} = 2\epsilon^{\mathcal{A}\mathcal{B}}, 
$$

(C.4)

which one can derive from (2.7). We therefore conclude that an element $M^{\mathcal{A}\mathcal{B}}$ of Sp($4$) is equivalent to the bispinors $T^\alpha_\mathcal{A}$ and $\bar{T}^\dot{\alpha}_\mathcal{A}$.

Equipped with this more abstract understanding of the bispinor variables, let us now consider bulk derivative operators. The generators of the left and right Sp($4$) symmetry can be written as

$$
(G_L)^{\mathcal{A}\mathcal{B}} = -i M^{[\mathcal{A}\mathcal{A}]} \frac{\partial}{\partial M^{B}_{\mathcal{B}}}, \quad (G_R)^{\mathcal{A}\mathcal{B}} = M^{A(\mathcal{A}} \frac{\partial}{\partial M^A_{\mathcal{B})}}, 
$$

(C.5)

which manifestly preserve the conditions (C.1). If we rewrite these in terms of $T^\alpha_\mathcal{A}$ and $\bar{T}^\dot{\alpha}_\mathcal{A}$, we find that

$$
(G_L)^{\mathcal{A}\mathcal{B}} = D^{\mathcal{A}\mathcal{B}}, \quad (G_R)^{\mathcal{A}\mathcal{B}} = \begin{pmatrix} -L^{\alpha\beta} & \frac{1}{2} \nabla^{\alpha\beta} \\ \frac{1}{2} \nabla^{\dot{\alpha}\dot{\beta}} & \bar{L}^{\dot{\alpha}\dot{\beta}} \end{pmatrix}. 
$$

(C.6)

We therefore see that the right Sp($4$) generator splits into the three differential operators $L_{\alpha\beta}$, $\bar{L}_{\dot{\alpha}\dot{\beta}}$ and $\nabla_{\dot{\alpha}}$, and that the commutator relations (3.8) and (3.10) follow from those of $\mathfrak{sp}(4) \times \mathfrak{sp}(4)$. In particular, the covariant derivative corresponds to the generators of the right Sp($4$) which are orthogonal to the quotient SL($2,\mathbb{C}$).
Now that we understand how our bispinors arise from the coset construction of AdS$_4$, it is straightforward to generalize to any AdS$_d$. We write the group elements of SO($d-1,2$) as matrices $M^{AA}$ satisfying certain quadratic conditions. By quotienting on the right with an SO($d-1,1$) subgroup, we can hence describe AdS$_d$ by SO($d-1,2$) × SO($d-1,1$) bispinors satisfying quadratic constraints. The leftover generators of the right SO($d-1,2$) become the covariant derivative on AdS$_d$.

Our discussion has been schematic because the exact details depend on the properties of the spinor representations of SO($d-1,2$) and SO($d-1,1$). Computations are easy for AdS$_3$ and AdS$_2$, but for larger spacetime dimensions the constraints on $M^{AA}$ become increasingly difficult to work with.

D Conformally-covariant differential operators

In this section we provide a more abstract way to understand the boundary differential operators in section 3. This will allow us to prove the two results of section 3.3.

Although we have been thinking of $S^A_a$ as an Sp(4) × GL(2, R) bispinor, it will prove useful to rewrite it as an 8 dimensional vector

$$Z^i = R^i_A S^A_a, \quad S^A_a = (R^{-1})^A_{ia} Z^i,$$

where $R^i_A$ implements the change of basis. Note that unlike in previous sections, in this appendix we will use indices $i, j, \ldots$ taking values $1, 2, \ldots, 8$ for these 8 dimensional vectors. The condition $(S_a S^a)$ corresponds to imposing

$$\delta_{ij} Z^i Z^j = 0,$$

where $\delta_{ij} = \epsilon^{AB} \epsilon_{ab} (R^{-1})^A_{ia} (R^{-1})^B_{jb}$ is a metric with signature (4, 4). The group of linear transformations acting on $Z^i$ which preserve (D.2) is SO(4, 4) × R, and their generators are the differential operators

$$M_{ij} = 2 Z^i \frac{\partial}{\partial Z^j}, \quad U = -\frac{1}{2} Z^i \frac{\partial}{\partial Z^i}.$$

These operators satisfy the commutator relations

$$[U, Z^i] = -\frac{1}{2} Z^i, \quad [M^{ij}, Z^k] = 2 \delta^{k[i} Z^{j]}$$

$$[Z^i, Z^j] = [U, M_{ij}] = 0, \quad [M_{ij}, M_{kl}] = -(\delta_{ik} M_{jl} - \delta_{il} M_{jk} - \delta_{jk} M_{il} + \delta_{jl} M_{ik}).$$

Rewriting $Z^i$ in terms of $S^A_a$, we see that $U$ corresponds to the operator $\mathcal{D}$, while $M_{ij}$ splits into the three operators $\mathcal{L}_{ab}, D_{AB}$, and $\partial^I_{ab}$. As a simple check, we note that

$$1 + 28 = 1 + 3 + 10 + 3 \times 5,$$

so that the number of differential operators match in both languages. From this, we conclude that operators $\mathcal{L}_{ab}, D_{AB}$, and $\partial^I_{ab}$ together generate the Lie algebra $\mathfrak{so}(4,4)$.
We can likewise rewrite $E_a^A$ as an $SO(4, 4) \times U(1)$ vector
\[ Y^i = R^{ia}_A S^A_a = \frac{1}{4} Z^i \frac{\partial}{\partial Z_j} \frac{\partial}{\partial Z_j} + \left( U - \frac{3}{2} \right) \frac{\partial}{\partial Y_i}. \] (D.5)

From this, we can compute the commutation relations:
\[ [U, Y^i] = \frac{1}{2} Y^i, \quad [M^{ij}, Y^k] = 2 \delta^{[i} Y^{j]} , \]
\[ [Y^i, Y^j] = 0, \quad [Z^i, Y^j] = \delta^{ij} \left( \frac{3}{2} - U \right) + \frac{1}{2} M^{ij}. \] (D.6)

Rewriting (D.4) and (D.6) in terms of $S^A_a$, we can rederive the commutation relations (3.34) and (3.35) given in the main text.

Examining (D.4) and (D.6) more closely, we see that they actually form the commutators relations of $so(5, 5)$. To see this, let us define the operator $N^{pq}$, for $p, q = 1, \ldots, 10$, as
\[ N^{ij} = M^{ij}, \quad N^{9j} = -(Y^i + Z^i), \quad N^{10j} = -(Y^j - Z^j), \quad N^{9,10} = -2(U - 3/2). \] (D.7)

We can then check that $N^{pq}$ satisfies the $so(5, 5)$ commutation relations
\[ [N^{pq}, N^{rs}] = - (\eta^{pr} N^{qs} - \eta^{qr} N^{ps} - \eta^{ps} N^{qr} + \eta^{qs} N^{pr}), \] (D.8)

where $\eta^{ij}$ is the diagonal tensor:
\[ \eta^{ij} = \delta^{ij}, \quad \eta^{99} = -1, \quad \eta^{1010} = 1. \] (D.9)

Since all we have done is rewritten $S^A_a$, $E_a^A$, $D^{AB}$, $D - \frac{3}{2}$, $L_{ab}$, and $\partial_{ab}^I$ in a manifestly $so(4, 4)$ language, we immediately deduce that these operators also together generate the Lie algebra $so(5, 5)$.

We will now study the properties of more general conformally-covariant differential operators, or CCDOs for short. Recall that a CCDO $G$ is a differential operator satisfying (3.26), which in the $so(4, 4)$ language becomes
\[ G(Z' Z f(Z_i))\bigg|_{Z' Z_i = 0} = 0. \] (D.10)

Let us expand out $G$ formally as a series in $\frac{\partial}{\partial Z^i}$:
\[ G = \sum_{k=0}^{\infty} g^{i_1 \ldots i_k}(Z) \frac{\partial}{\partial Z^{i_1}} \ldots \frac{\partial}{\partial Z^{i_k}} \] (D.11)

where $g^{i_1 \ldots i_m}(Z)$ are arbitrary functions of the $Z_i$. Our task for the rest of this section is to show that $G$ can be rewritten purely in terms of $Y_i$ and $Z_i$. Because $G$ is an arbitrary operator and $Y_i$ is the operator $E_a^A$ in the $Sp(4) \times SO(2, 1)$ language, this proves that every CCDO can be expressed in terms of $S^A_a$ and $E_a^A$.

Let us begin by introducing the differential operator
\[ \hat{Y}^i = \left( U - \frac{3}{2} \right)^{-1} Y^i = \frac{1}{2U - 3} Y^i \frac{\partial}{\partial Y^j} \frac{\partial}{\partial Y^j} + \frac{\partial}{\partial Y^j}, \] (D.12)
which is just the $\mathfrak{so}(4,4)$ version of the operator $\hat{\mathcal{E}}_a^A$ defined in (4.62). We use this to define

$$\hat{\mathcal{G}} = \sum_{k=0}^{\infty} g^{i_1...i_k} (Z) \hat{Y}_{i_1} \cdots \hat{Y}_{i_k},$$

(D.13)

and our goal is to argue that $\mathcal{G} = \hat{\mathcal{G}}$.

To this end, introduce an arbitrary polarization vector $z_i$ and define $\zeta = Z^i z_i$. The action of $\mathcal{G}$ on the tensor $Z_{i_1} \cdots Z_{i_m}$ can be computed as:

$$\mathcal{G} [Z_{i_1} \cdots Z_{i_m}] = \frac{1}{m!} \frac{\partial}{\partial z_{i_1}} \cdots \frac{\partial}{\partial z_{i_m}} \mathcal{G}[\zeta^m],$$

(D.14)

and (D.10) then implies that

$$\mathcal{G}[\zeta^m] = \mathcal{G}[\zeta^m] |_{z_i z_i = 0}.$$  

(D.15)

These equations of course also hold for $\hat{\mathcal{G}}$.

Let us now compute:

$$\frac{\partial}{\partial Z^{i_1}} \cdots \frac{\partial}{\partial Z^{i_k}} \zeta^m |_{z_i z_i = 0} = \frac{m!}{(m-k)!} z_{i_1} \cdots z_{i_k} \zeta^{m-k} |_{z_i z_i = 0}$$

(D.16)

Using these equations, it is then easy to verify that for all $m \in \mathbb{Z}^+$

$$\mathcal{G}[\zeta^m] |_{z_i z_i = 0} = \hat{\mathcal{G}}[\zeta^m] |_{z_i z_i = 0}.$$  

(D.17)

We finally apply both (D.14) and (D.15) to conclude that for any $m$,

$$\mathcal{G} [Z_{i_1} \cdots Z_{i_m}] = \hat{\mathcal{G}} [Z_{i_1} \cdots Z_{i_m}],$$

(D.18)

and hence conclude that $\mathcal{G} = \hat{\mathcal{G}}$.

We should note a potentially puzzling aspect of previous argument. Take the case where $\mathcal{G}$ is a polynomial in $\frac{\partial}{\partial Z^i}$. It not obvious that $\hat{\mathcal{G}}$ is also a polynomial in $\frac{\partial}{\partial Z^i}$, because the definition $\hat{Y}^i = (U - \frac{3}{2})^{-1} Y^i$ requires us to invert a differential operator. Nevertheless, it must be the case that if $\mathcal{G}$ is a CCDO, then $\hat{\mathcal{G}} = \mathcal{G}$ and so it must be the case that the factors of $(U - \frac{3}{2})^{-1}$ cancel in $\hat{\mathcal{G}}$. This in particular implies that $\hat{\mathcal{G}}$ is a polynomial in $\hat{Y}^i$.

E Ward identities

In this appendix we discuss how the Ward identities for conserved currents are realized in Witten diagrams. We have already shown in (3.30) that the operator $\partial^{I}_{ab}$ defined in (3.27) implements current conservation on boundary currents $J^{ab}_{\cdots}(S)$ in embedding space. At the end of appendix B.2 we derived the conventional conservation law in an intrinsic coordinate chart from (3.30). Here we first discuss how $\partial^{I}_{ab}$ acts on general massless bulk-boundary propagators, and then use our results to derive the Ward identities from Witten diagrams in scalar QED.
E.1 Bulk-boundary propagators

Let us begin by considering a bulk gauge field $A_{a\dot{a}}(T, \bar{T})$ that is dual to a conserved current $J^{ab}(S)$ on the boundary.\footnote{DZF thanks Elliot Hijano for a useful suggestion.} Let us first consider the Poincaré patch. In (50) of [59] it was established that the bulk-boundary propagator of a photon $G_{\mu}(z, \bar{z})$ has the property

$$\frac{\partial}{\partial x^\mu} G_{\mu}(z, \bar{z}) = \frac{\partial}{\partial \bar{x}^\mu} H(z, \bar{z}),$$  \hspace{1cm} (E.1)

where $H(z, \bar{z})$ involves a hypergeometric function. This describes the important feature that the boundary divergence of $G_{\mu i}$ is compensated by a bulk gauge transformation. The bulk derivative $\partial_\mu$ is then integrated by parts, and the Ward identity follows after use of Green’s theorem and further analysis.

We will show that in embedding space, (E.1) generalizes to the equation

$$\partial_{ab}^I (J^{ab}(S) A_{a\dot{a}}(T, \bar{T})) = \partial_{ab}^I \frac{2 \langle S^a T^b \rangle \langle \bar{S}^\dot{a} \bar{T}^\dot{a} \rangle}{(-2P \cdot X)^3} = -2P^I \nabla_{\alpha\dot{a}} \left( \frac{1}{(-2P \cdot X)^3} \right). $$  \hspace{1cm} (E.2)

The factor $P^I$ is a necessary “spectator” in this relation. Using the Leibniz rule to compute (E.2), we need to evaluate

$$\partial_{ab}^I \left( S^a_A S^b_B \right) = \frac{3}{2} [\Gamma^I, P]_{AB}, \quad \partial_{ab}^I \frac{1}{(-2P \cdot X)^3} = -3 \frac{\langle S^a \Gamma^I [X, P] S^b \rangle}{(-2P \cdot X)^4}. $$  \hspace{1cm} (E.3)

Using (2.16) and the $\Gamma$-matrix algebra, we can contract the second expression with $S^a_A S^b_B$ to compute

$$S^a_A S^b_B \partial_{ab}^I \frac{1}{(-2P \cdot X)^3} = -\frac{3}{2} [\Gamma^I, P]_{AB} \frac{3 P^I [X, P]_{AB}}{(-2P \cdot X)^4}. $$  \hspace{1cm} (E.4)

Combining (E.3) and (E.4), we see that the first term in both cancels, and hence that

$$\partial_{ab}^I (J^{ab}(S) A_{a\dot{a}}(T, \bar{T})) = -6P^I \frac{(T_a [X, P] T_{\dot{a}})}{(-2P \cdot X)^4} = -6i P^I \frac{\langle T_a \bar{P} \bar{T}_{\dot{a}} \rangle}{(-2P \cdot X)^4}. $$  \hspace{1cm} (E.5)

To finish the job, we recognise that\footnote{As discussed in section 2.4, (E.6) is fixed by conformal invariance up to an overall coefficient. We can simply substitute $\ell = 0$ and $m = n = \frac{1}{2}$ into equation (2.29).}

$$\nabla_{\alpha\dot{a}} \left( \frac{1}{(-2P \cdot X)^3} \right) = -3i \frac{\langle T_a \bar{P} \bar{T}_{\dot{a}} \rangle}{(-2P \cdot X)^4} $$  \hspace{1cm} (E.6)

and so we find the desired bulk gauge transformation

$$\partial_{ab}^I (J^{ab}(S) A_{a\dot{a}}(T, \bar{T})) = -2 \nabla_{\alpha\dot{a}} \left( \frac{P^I}{(-2P \cdot X)^3} \right) = -2 P^I \nabla_{\alpha\dot{a}} \left( \frac{1}{(-2P \cdot X)^3} \right). $$  \hspace{1cm} (E.7)

The proof of the Ward identity for general $\ell$ follows the argument above, but the details are more complicated. For this reason we will only provide an outline of the procedure. It is helpful to use the polarized bulk-boundary propagator

$$\langle J(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = 2 \Gamma(\ell + 1) \langle \sigma \tau \rangle^\ell \langle \sigma \bar{\tau} \rangle^\ell \frac{-2P^I \langle T_a \bar{P} \bar{T}_{\dot{a}} \rangle}{(-2P \cdot X)^{2\ell + 1}}, $$  \hspace{1cm} (E.8)
and to strip polarizations only for one pair of indices, which we contract with $\partial^I_{ab}$. Defining

$$J^{ab}(\sigma, P) = \frac{1}{i\Gamma(\ell + 1)} \frac{\partial^2}{\partial s_a \partial s_b} J(\sigma, P),$$

(E.9)

we include the factor $(i\Gamma(\ell + 1))^{-1}$ merely for convenience, we can compute

$$n_{ab}^{ab} = \langle J^{ab}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = \frac{2n_{ab}}{(-2P \cdot X)^{2\ell + 1}}$$

$$\langle J^{ab}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = \frac{2n_{ab}}{(-2P \cdot X)^{2\ell + 1}} + \frac{2}{(-2P \cdot X)^{2\ell + 1}} \partial^I_{ab} n^{ab}.$$  

(E.10)

Contracting both sides of (E.10) with $\partial^I_{ab}$ and applying the Leibniz rule, we find that

$$\partial^I_{ab} \langle J^{ab}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = n_{ab} \partial^I_{ab} + \partial^I_{ab} n^{ab}.$$  

(E.11)

Generalizing (E.4), we find that the first term in (E.11) can be computed using

$$S^A S^B \partial^I_{ab} \frac{1}{(-2P \cdot X)^{2\ell + 1}} = \frac{2\ell + 1}{2} \frac{[\bar{P}, \Gamma^I]_{AB}^{AB}}{(-2P \cdot X)^{2\ell + 1}} - \frac{2\ell + 1}{2} \frac{P^I X}{(-2P \cdot X)^{2\ell + 2}}.$$  

(E.12)

A detailed calculation of $\partial^I_{ab} n^{ab}$ is more difficult, revealing terms which are proportional to $[\bar{P}, \Gamma^I]$. These exactly cancel with those terms in (E.12), and so we find that

$$\partial^I_{ab} \langle J^{ab}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = 2i\ell (2\ell + 1) P^I \langle \sigma \tau \rangle \frac{\langle \sigma \bar{\tau} \rangle^{\ell - 1} \langle \sigma \bar{\tau} \rangle^{\ell - 1} \langle \tau P \bar{\tau} \rangle}{(-2P \cdot X)^{2\ell + 2}}.$$  

(E.13)

We are almost done; now all we must show is that (E.13) is a total bulk divergence. For this we can first observe that:

$$t^\alpha \bar{t}^\alpha \nabla_{\alpha \dot{a}} \frac{1}{(-2P \cdot X)^{2\ell + 1}} = -i(2\ell + 1) \frac{\langle \tau P \bar{\tau} \rangle}{(-2P \cdot X)^{2\ell + 2}}.$$  

(E.14)

We then note that, because $t^\alpha t_\alpha = \bar{t}^\alpha \bar{t}_\alpha = 0$, it follows that

$$t^\alpha \bar{t}^\alpha \nabla_{\alpha \dot{a}} \langle \sigma \tau \rangle = t^\alpha \bar{t}^\alpha \nabla_{\alpha \dot{a}} \langle \sigma \bar{\tau} \rangle = 0,$$  

(E.15)

and so we conclude that

$$\partial^I_{ab} \langle J^{ab}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = -2i\ell P^I t^\alpha \bar{t}^\alpha \nabla_{\alpha \dot{a}} \left( \frac{\langle \sigma \tau \rangle \langle \sigma \bar{\tau} \rangle^{\ell - 1}}{(-2P \cdot X)^{2\ell + 1}} \right).$$  

(E.16)

As a final task, let us be more concrete and consider the stress tensor $T_{abcd}(S)$, whose bulk dual is the metric perturbation field $h_{ab\dot{a}\dot{b}}(T, \bar{T})$. In this case our Ward identity (E.16) becomes

$$\partial^I_{ab} \langle T^{ab}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = -4P^I t^\alpha \bar{t}^\alpha \nabla_{\alpha \dot{a}} \left( \frac{\langle \sigma T \rangle \langle \sigma \bar{T} \rangle}{(-2P \cdot X)^{5}} \right).$$  

(E.17)

Extracting the last two remaining polarizations, we can rewrite that as

$$\partial^I_{ab} \langle T^{ab}(\sigma, P) \varphi(\tau, \bar{\tau}, X) \rangle = -4P^I t^\alpha \bar{t}^\alpha \nabla_{\alpha \dot{a}} \left( \frac{\langle \sigma T \rangle \langle \sigma \bar{T} \rangle}{(-2P \cdot X)^{5}} \right)$$

$$= -P^I t^\alpha \bar{t}^\alpha \nabla_{\alpha \dot{a}} \left( \frac{\langle \sigma T \rangle \langle \sigma \bar{T} \rangle}{(-2P \cdot X)^{5}} \right) + \nabla_{\alpha \dot{a}} v_{\alpha \dot{a}} + \nabla_{\alpha \dot{a}} v_{\alpha \dot{a}} + \nabla_{\alpha \dot{a}} v_{\alpha \dot{a}} + \nabla_{\alpha \dot{a}} v_{\alpha \dot{a}}.$$  

(E.18)
The quantity
\[ v_{\alpha\dot{\alpha}} = \frac{\langle \sigma T_{\alpha} \rangle \langle \sigma \dot{T}_{\dot{\alpha}} \rangle}{(-2 P \cdot X)^3} \]  
(E.19)
is effectively a (linearized) diffeomorphism, under which the metric perturbation transforms as \( \delta h_{\mu\nu} = \nabla_\mu v_\nu + \nabla_\nu v_\mu \).

### E.2 Ward identities in scalar QED

Now that we have established the Ward identity for bulk-boundary propagators, we can apply them to Witten diagrams. For simplicity, we shall restrict our discussion to scalar QED, as the generalization to other examples is straightforward.

Consider first the diagram
\[ \Sigma^{ab}(S_1, Y_2, Y_3) = \phi(Y_2) \phi^*(Y_3) , \quad (E.20) \]
in scalar QED, and compute
\[ \partial^{I} \Sigma^{ab}(S_1, Y_2, Y_3) \]
\[ = -\frac{1}{2} e P_1 I \int dX \left( \nabla_{\alpha\dot{\alpha}} \frac{1}{(-2 P_1 \cdot X)^3} \left[ G_\Delta(X; Y_2) \nabla_{\alpha\dot{\alpha}} G_\Delta(X; Y_3) - G_\Delta(X; Y_3) \nabla_{\alpha\dot{\alpha}} G_\Delta(X; Y_2) \right] \right) \]
\[ = -e P_1 I \int \frac{dX}{(-2 P_1 \cdot X)^3} \left( G_\Delta(X; Y_2) \nabla^2 G_\Delta(X; Y_3) - G_\Delta(X; Y_3) \nabla^2 G_\Delta(X; Y_2) \right) , \quad (E.21) \]
where \( \Delta \) is the conformal dimension of the boundary dual \( \Phi(P) \) of \( \phi(X) \). After integration by parts, Green’s theorem produces the equations of motion for the bulk-bulk-propagator, we find that
\[ \partial^{I} \Sigma^{ab}(S_1, Y_2, Y_3) = e P_1 I \left( \frac{1}{(-2 P_1 \cdot Y_3)^3} - \frac{1}{(-2 P_1 \cdot Y_2)^3} \right) G_\Delta(Y_2; Y_3) . \quad (E.22) \]

Now consider the Witten diagram
\[ \Xi^{ab}(S_1, P_2, Y_3) = \phi(P_2) \phi^*(Y_3) , \quad (E.23) \]
This diagram is identical to (E.20), except that we have taken the boundary limit of the bulk point
\[ Y_2(s) = e^s P_2 + \frac{1}{2} e^{-s} V_2 I , \quad \text{with} \quad V_2 \cdot P_2 = -1 . \quad (E.24) \]
We can therefore use (5.20) to compute:
\[ \partial^{I} \Xi^{ab}(S_1, P_2, Y_3) = \lim_{s \to \infty} N_\Delta e^{s \Delta} \partial^{I} \Sigma^{ab}(S_1, Y_2(s), Y_3) , \quad (E.25) \]
Taking the limit as \( s \to 0 \) of the first term in (E.22) is straightforward, so let us focus on the second term:

\[
\lim_{s \to 0} \frac{1}{(-2P_1 \cdot Y_2(s))^3} = \lim_{s \to 0} \frac{1}{(-2e^s P_1 \cdot P_2 - e^{-s} P_1 \cdot V_2)^3}.
\] (E.26)

As we take \( s \to \infty \) we find that this vanishes unless \( P_1 \cdot P_2 = 0 \), but that for \( P_1 \cdot P_2 = 0 \) the limit is singular. Using flat-space coordinates (2.10) to parametrize \( P_1 \) and \( P_2 \), and setting \( V_I \) to be the point at infinity, \( P_I = (\vec{0}, -1, 1) \), we find that

\[
\lim_{s \to \infty} \frac{1}{(-2P_1(\vec{x}_1) \cdot Y_2(s))^3} = \lim_{s \to \infty} \frac{1}{(e^s(\vec{x}_1 - \vec{x}_2)^2 + e^{-s})^3} = \frac{\pi^2}{4} \delta^{(3)}(\vec{x}_1 - \vec{x}_2).
\] (E.27)

To compute the limit on arbitrary conformally flat manifolds we use a Weyl transformation on this result, obtaining

\[
\lim_{s \to \infty} \frac{1}{(-2P_1(\vec{x}_1) \cdot Y_2(s))^3} = \frac{\pi^2}{4} \delta^{(3)}(\vec{x}_1 - \vec{x}_2) \sqrt{-g} \equiv \frac{\pi}{4} \delta^{(3)}(P_1; P_2).
\] (E.28)

We therefore find that

\[
\partial_{ab} \Sigma^{ab}(S_1, P_2, Y_3) = \frac{e P^I_1 \Gamma(\Delta)}{(-2P_2 \cdot Y_3)^3} \left( \frac{1}{(-2P_1 \cdot Y_3)^3} - \frac{\pi^2}{4} \delta^{(3)}(P_1; P_2) \right).
\] (E.29)

Using (E.22) and (E.29), it is straightforward to check that the Ward identities hold in order by order in \( e \). As is well known that gauge invariance requires that we consider the sum of diagrams in which the external photon is inserted in all possible places along a charged line. In such a sum we find that all terms in (E.22) and (E.29) will cancel out, except for the delta functions in (E.29) which always come from the end-points of a charged line. As a simple illustration of this point, consider the sum of the two diagrams

\[
\Pi^I(S_0, S_1, S_2, \ldots) = \frac{e P^I_1 \Gamma(\Delta)}{(-2P_2 \cdot Y_3)^3} \left( \frac{1}{(-2P_1 \cdot Y_3)^3} - \frac{\pi^2}{4} \delta^{(3)}(P_1; P_2) \right).
\] (E.30)

By using (E.29), we can deduce that

\[
\Pi^I(S_0, S_1, S_2, \ldots) = \frac{e \pi^2}{4} P^I (\delta(P_0; P_1) - \delta(P_0; P_2)) \Pi_1(S_1, S_2, \ldots),
\] (E.31)

where \( \Pi_1(S_1, S_2, \ldots) \) is the diagram with no photon

\[
\Pi_1(S_1, S_2, \ldots) = \frac{e P^I_1 \Gamma(\Delta)}{(-2P_2 \cdot Y_3)^3} \left( \frac{1}{(-2P_1 \cdot Y_3)^3} - \frac{\pi^2}{4} \delta^{(3)}(P_1; P_2) \right).
\] (E.32)
F Scalar Witten diagrams

In this appendix we collect some basic results about scalar field theories in AdS\(_4\).

Consider a free scalar field \(\phi(X)\) dual to a boundary field \(\Phi(P)\) of dimension \(\Delta\). The free scalar propagator is given by

\[
\langle \phi(X_1)\phi(X_2) \rangle = G_\Delta(u)
\]

where \(u = -1 - X_1 \cdot X_2\) and \(G_\Delta(u)\) is the function \[60\]:

\[
G_\Delta(u) = \frac{\Gamma(\Delta)}{2\pi^{3/2} \Gamma(\Delta - 1/2)}(2u)^{-\Delta}F_1 \left(\Delta, \Delta - 1, 2\Delta - 2, -\frac{2}{u}\right) .
\]

This propagator satisfies the free scalar equation of motion

\[
[(\nabla_1)^2 - m^2] \langle \phi(X)\phi(Y) \rangle = -\delta(X,Y) ,
\]

where, as we showed in 2.4, \(m^2 = \Delta(\Delta - 3)\).

We define the \(D\)-function \[61\] by the integral

\[
D_{\Delta_1...\Delta_n}(P_1, \ldots, P_n) \equiv \int_{\text{AdS}} dX \prod_{i=1}^n \frac{1}{(-2P_i \cdot X)^{\Delta_i}}.
\]

In Mellin space this corresponds to a constant Mellin amplitude \[16, 62\]:

\[
D_{\Delta_1...\Delta_n}(P_1, \ldots, P_n) = \frac{\pi^{3/2}}{2} \Gamma \left(\sum_{i=1}^n \Delta_i - 3\right) \left(\prod_{i=1}^n \Gamma(\Delta_i)\right) \int [d\gamma] \prod_{i<j} \frac{\Gamma(\gamma_{ij})}{(-2P_i \cdot P_j)^{\gamma_{ij}}} ,
\]

where \([d\gamma]\) is the usual Mellin space measure

\[
[d\gamma] = \prod_{i=1}^n \frac{d\gamma_{ii}}{2\pi i} \delta \left(\Delta_i - \sum_{j \neq i} \gamma_{ij}\right) .
\]

Scalar contact Witten diagrams can be evaluated using \(D\)-functions. When considering four point functions, it is useful to define the “Mandelstam invariants”

\[
s = \Delta_1 + \Delta_2 - 2\gamma_{12} , \quad t = \Delta_1 + \Delta_3 - 2\gamma_{13} , \quad u = \Delta_1 + \Delta_4 - 2\gamma_{14} ,
\]

which satisfy \(s + t + u = \sum \Delta_i\).

Let us next turn to the tree-level scalar scattering:

\[
\Pi_{\phi-\text{exch}}(P_i) = \frac{\Phi_1}{\phi} \frac{\Phi_3}{\Phi_2} \frac{\Phi_4}{.}
\]

We will denote the conformal dimension of \(\Phi_i\) by \(\Delta_i\), and the conformal dimension of the exchanged field \(\phi\) by \(\Delta\). These diagrams were first evaluated in \[63\] for conformal
dimensions satisfying \((\Delta_1 + \Delta_2 - \Delta)/2 \in \mathbb{N}\), as a finite sum of \(D\)-functions, while the more general case was evaluated in \([16, 17, 23]\), and was found to be:

\[
\Pi_{s\text{-exch}}(P_i) = \frac{\pi^{3/2} \Gamma\left(\frac{\Delta_1 + \Delta_2 + \Delta - 3}{2}\right)}{2 \Gamma\left(\Delta - \frac{1}{2}\right)} \int [d\gamma] M_{s\text{-exch}}(\gamma_{ij}) \prod_{i<j} \frac{\Gamma(\gamma_{ij})}{(-2 P_i \cdot P_j)^{\gamma_{ij}}}
\]

where the Mellin amplitude is given by:

\[
M_{s\text{-exch}} = \sum_{m=0}^{\infty} \frac{a_m}{s - \Delta - 2m}
\]

with \(a_m = \frac{\left(2 + \Delta - \Delta_1 - \Delta_2\right)_m \left(2 + \Delta - \Delta_3 - \Delta_4\right)_m}{m! \left(\Delta - \frac{1}{2}\right)_m}\).

The method used to evaluate scalar exchange diagrams comes down to the following observation. When we act with \((D_1 + D_2)^2\) on \(\Pi_{s\text{-exch}}(P_i)\), we can use conformal invariance to trade the boundary conformal transformations for a bulk transformation, \(D_2^2 X\), acting on the bulk field \(\phi(X)\). The bulk-to-bulk propagator is Green’s function of this differential operator:

\[
\langle \nabla^2 - m^2 \rangle \langle \phi(X) \phi(Y) \rangle = \langle D_2^2 X - \Delta(\Delta - d) \rangle \langle \phi(X) \phi(Y) \rangle = -\delta(X,Y),
\]

and so this reduces the exchange diagram into a contact diagram. We thus find that

\[
\left[-(D_1 + D_2)^2 + \Delta(\Delta - d)\right] \Pi_{s\text{-exch}}(P_i) = \Phi_2 \Phi_3 \Phi_1 \Phi_4 = \frac{\pi^{3/2}}{2} \Gamma\left(\frac{\sum_i \Delta_i - 3}{2}\right) \prod_{i=1}^{n} \Gamma(\Delta_i) D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4}(P_i).
\]

When this identity is converted into Mellin space, it becomes a finite difference equation, which one can solve in order to compute \(M_{s\text{-exch}}\).
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