ABSTRACT

Currently, the computational complexity limits the training of high resolution gigapixel images using Convolutional Neural Networks. Therefore, such images are divided into patches or tiles. Since, these high resolution patches are encoded with discriminative information therefore; CNNs are trained on these patches to perform patch-level predictions. It is a most sought-after approach for solving gigapixel classification and segmentation problems. Patch level predictions could also be used to detect new regions in the biopsy samples taken from the same patient at the same site. In other words, once the patient slide has been trained with the model, biopsy samples taken at a later stage to find whether the tumour has spread could be tested using the trained model. However, the problem with patch-level prediction is that pathologist generally annotates at image-level and not at patch level. Therefore, certain patches within the image, since not annotated finely by the experts, may not contain enough class-relevant features. Moreover, standard CNN generate a high dimensional feature set per image, if we train CNN just by patch level, it may pick up features specific to the training set and hence, not generalizable. Through this work, we tried to incorporate patch descriptive capability within the deep framework by using Bag of Visual Words (BoVW) as a kind of regularisation to improve generalizability. BoVW- a traditional handcrafted feature descriptor is known to show good descriptive capability along with feature interpretability. Using this hypothesis, we aim to build a patch based classifier to discriminate between four classes of breast biopsy image patches (normal, benign, In situ carcinoma, invasive carcinoma) in respect to better patch discriminative features embedded within the classification pipeline. The aim is to incorporate quality deep features using CNN to describe relevant information in the images while simultaneously discarding irrelevant information using Bag of Visual Words (BoVW). The proposed method passes patches obtained from WSI and microscopy images through pre-trained CNN to extract features. BoVW is used as a feature selector to select most discriminative features among the CNN features. Finally, the selected feature sets are classified as one of the four classes. The hybrid model provides flexibility in terms of choice of pre-trained models for feature extraction. Moreover, the pipeline is end-to-end since it does not require post processing of patch predictions to select discriminative patches. We compared our observations with state-of-the-art methods like ResNet50, DenseNet169, and Incep-
tionV3 on the BACH-2018 challenge dataset. Our proposed method shows better performance than all the three methods.
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1 Introduction

Medical image processing has been a challenging domain for the computer vision researchers because of their inherent complex nature and overlapping features/boundaries between classes. A malign tissue mass may get overlooked by an experienced pathologist, whereas a benign mass may get labeled as suspicious because of their highly variable characteristics. For example, in neuroendocrine tumours, it is usually challenging to segregate benign and malignant region because a predominantly benign looking neuroendocrine tumour which has the possibility of developing into metastatic cancer can be overlooked by the pathologist due to their weak metastatic morphological signatures [1]. Other prominent challenges like variable staining and acquisition techniques between different dataset images [2], inter and intra-observer variations among pathologists [3–5], different patterns of cell division, histological and cytological changes, and various other structural changes do not necessarily reflect distinct properties exhibited by the early stages of tumours or by regions which are in proximity of high-grade tumours.

Further, for WSI, multi-level resolution and hence, high dimensionality adds more challenges like data processing and extraction before we use the multi-layer deep model for further processing. The gigapixel images are necessarily required to be broken into patches for computational analysis through a machine learning model. Most of the classification and segmentation models hence process patches extracted from the high resolution WSIs for diagnosis purposes [6–12]. Therefore building strong patch-level classifiers is important for developing efficient diagnostic models. However, the patches, since not comprehensively annotated by pathologists at patch-level may exhibit redundant or overlapping features of another class found in the proximity. The Figure 1 shows the example regions from the dataset used in this work. We could clearly deduce the highly variable patterns within classes.

![Figure 1: Sampled Regions from Whole Slide Images. First row to Third: Benign Tumours, Invasive Carcinoma, In situ Carcinoma. Rest of the un-annotated regions were considered as normal. These regions can be seen having different dimensions but represent a single resolution level (level 0) from the WSI pyramid (Fig. 5).](image)

To analyse such complex data, recently, multitude of methods have based their CAD models on deep learning frameworks which are prominently Convolutional Neural Networks [13–18]. Convolutional Neural Networks are better feature extractors than traditional computer vision algorithms and with more data they have proved to scale effectively than classical ML algorithms. Deep learning methods do not require complex feature engineering and are also adaptable and transferable. However, with all these advantages, they are non-interpretatable and therefore, the features...
generated by deep networks cannot be described in respect to the data. The underlying mechanism to extract features does not allow data specific tuning of features and hence it becomes difficult to analyse the generated features. Hence, directly feeding raw medical images as we do in the case of ImageNet dataset [19] to the deep model does not guarantee efficiency and performance. The same has been observed and proved through our experiments in [20] that state of the art deep learning models alone should not be relied upon for the tasks involving complex medical datasets.

Traditional handcrafted feature engineering methods on the other hand work well with small dataset, they are computationally cheap to process and the most importantly, the features generated are interpretable and easier to understand. We have known for quite a while that medical images are usually analysed by pathologists through their structural changes and perturbations that could only be understood visually. Hence, to realise such structural and textural changes in the computational framework, traditional methods offer advantage over Convolutional Neural Networks since they allow the visual interpretations to be converted into mathematical simulations more effectively [21, 29].

We could see that each domain exhibits its unique challenges and advantages and therefore, the hypothesis that if we could somehow integrate the advantages of both deep learning and handcrafted descriptors, the limitations of patch level analysis could be effectively mapped into an automatic classification network. In this work, the dataset we have used is limited and the patches are not extensively annotated. Combination of these challenges encouraged the use of BoVW with CNNs. We tested the hypothesis that BoVW could regularise the features extracted by the backbone CNN network in an end-to-end pipeline. In a traditional use of BoVW, local feature descriptors like SURF is used for feature extraction followed by feature selection and vocabulary building. But, it has been constantly proved that CNNs perform better than traditional feature extractors like SURF and SIFT. Therefore, we used this analysis and used CNNs as feature extractors and BoVW as feature selector.

The intuition behind using Bag of Features was to select discriminative set of deep features that best describe the image region (formed from the classified patches). Our work is different from other literatures because we discard irrelevant patch-level features and improve patch classifier within an end-to-end pipeline instead of post-processing patch-level results for selecting discriminative patches like the authors did in [30]. Through the proposed work, we focussed on building an efficient patch classification module that could be used within a higher level system for classifying medical images in a larger context of Whole Slide Images. The simple implementation may also help in better clinical workflow integration with sophisticated automated systems.

The contributions of this paper are:

1. Our work proves that the combination of deep learning with classical machine learning and feature engineering models produce better observations in case of small, multi-class, and highly complex medical histology datasets.
2. Multiresolution analysis has been done to extend the viability of the proposed method at different resolution levels of Whole Slide Images.
3. Two different datasets, Microscopy images, and WSIs from different patients and acquisition methods have been tested to prove the robustness of our proposed method.
4. The proposed method use pre-trained architecture since the dataset is small. Hence, bottlenecks like huge training time and storage space are eliminated.
5. Our method is simple and efficient as it does not require heavy preprocessing steps such as stain and color normalization and data augmentation.

2 Related Work

Recently, most research experiments on histopathological image classification has used deep learning-based methods. Most of them have used pre-trained deep models and either fine-tuned them on their dataset or transfer learned the extracted features using traditional machine learning models like Multi-Layer Perceptron, SVMs [31, 32], Decision Trees, Random Forest [33], and other common classifiers. The changing modality or category of images such as microscopy or whole-slide images, used for classification in case of breast cancer assessment, also affects the overall methodology of the problem. For classification of microscopy images in histopathology, there are publically available datasets like BreakHis [34], PatchCamelyon(PCam) [35, 36], BACH [37, 38] which provide binary or multi-class labels for classification. The available literature has tested these datasets with both deep learning-based methods and combination of deep learning and handcrafted features. Most of the time, these microscopy images have high resolution that needs to be broken down into patches for model processing. For instance, the authors in [6] used BreakHis dataset for classification of malignant and benign tumours using AlexNet based Convolutional Neural Network. They divided their images in the form of patches, and then the classification scores of each patch obtained through CNN
were combined to calculate image Level scores. Often, dividing images into patches is the only way to process high-resolution images without losing their magnification and structural features of fine details in the image, such as cells and nuclei.

However, at the same time, the overall features of the boundary and extent of the tumour are also lost. Image resizing, interpolation, and other types of transformations are some other pre-processing methods to process microscopy images. Juaying et al. [39] used BreakHis dataset in their model by using transformations of original images to balance their dataset and resized them to match the input size of InceptionV3 and Inception_ResNet_V2 [40] models for analyzing breast cancer images. They used transfer learning technique to extract features of these fine-tuned models (pre-trained on ImageNet) and then classified the features using clustering analyses. Authors in [41] classified breast cancer images having multi-class labels and instead of binary classification models, provide a more qualitative assessment of breast tissues. They used the novel end to end structured convolutional neural network framework, which uses distance constraint feature space by using prior knowledge of inter and intra-class labels. This constraint improved the learning capabilities of their proposed deep learning model. They analyzed their results at different magnification levels and achieved the highest accuracy of 93.7% at image level on their augmented dataset and 94.7% accuracy at the patient level. Many other studies like [42], [43] have also used custom CNN architectures using the custom number of layers and hyperparameters such that they perform better on their histopathological datasets.

There is another section of studies which have used Whole Slide Images as their primary dataset. These studies have extracted affected tissue regions from high-resolution WSIs instead of using microscopy images. Some have first use the detection algorithms to identify regions of interests such as authors in [7] used a saliency detector consisting of a pipeline comprising four Fully Convolutional Networks (FCNs) to detect and extract ROIs in WSIs. They have proposed an efficient detector that analyses multi-scale or multi-resolution images of WSIs to give the relevant regions for further classification. Such studies are useful to discard white regions in tissue samples along with normal regions with fewer nuclei density which forms most of the regions of WSI. This process, in return, reduces the number of diagnostically irrelevant patches while simultaneously reducing computational cost. Similar studies in [8–12] have proposed different methods to detect relevant regions for suspected cancerous regions in different types of tissues. Their methodologies try to quantify the pathologists’ view of interpreting slides hierarchically from lowest resolution to highest resolution. After the detection step, a further process of classifying selected tissue sections as malignant or benign has been the same as classifying microscopy images where the large images are broken down into fixed-sized patches. These patches are then classified using various deep learning networks to the final results are combined to give both patch level and slide level classification. Commonly used deep learning models for this purpose are ResNet and its variants, InceptionV2, InceptionV3, a combination of ResNet and Inception such as Inception_ResNet_v2 model used by authors of [39].

Recently, The BACH 2018 challenge concluded by Guilherme Aresta et al. [37] has listed the type of deep learning models used by participants across the world in their paper [37]. The top 3 contenders used ResNet-34,50,101, DenseNet161 [44], Inception-ResNet-v2, and InceptionV3. Other architectures most often used by participants of BACH challenge were Xception [45], GoogleNet, VGG16-VGG19 [46]. This paper [37] showed that with the proper choice of hyper-parameters and fine-tuning the patch classification could be achieved with high accuracy using pre-trained deep models. The maximum accuracy achieved by the top participant was 87% with ResNet101 and DenseNet161 model. It was important to note that most of these models have been pre-trained on ImageNet. However, all these methods lacked feature interpretability which is very crucial for identifying the features responsible for discriminating normal regions from cancer. Without interpretability, the research scope for improving these methods gets limited to developing either custom models with different layers and hyperparameters or using these pre-trained models with some pre and post-processing techniques. We know that handcrafted features provide us with the tool of better feature understanding by extracting domain-specific local features. These local features, in case of WSIs or microscopy images, act as a discriminating factor among classes. For instance, a research experiment by [47] combined handcrafted feature descriptors such as BoF (Bag of Features) and LBP (Local Binary Pattern) with deep models such as VGG-f, VGG19, and Caffe-ref to construct an ensemble model to classify medical images in biomedical literature. Similarly, [48] detected mitosis in breast cancer pathology by combining morphology, color and texture features with light custom CNN model. Many other studies like [49] conducted experiments holding on to similar hypothesis of combining handcrafted and deep features to prove that such methods help to integrate the interpretability of handcrafted features and generalizing capability of deep features and hence produce better results. Such hybrid models have one common limitation that their pipeline is not end-to-end and the discriminative factor imbibed by these methods through handcrafted feature algorithms is concatenated with CNN features. They all required deep framework training for feature extraction and then subsequently combined handcrafted features for classification. Furthermore, most of these pieces of literatures did not evaluate their proposed models with benchmark methods and hence did not satisfactorily justify their choice of methodology.
3 Methodology

3.1 Overview

Patch level analysis is the most followed approach to process high resolution histopathology images in order to avoid losing structural details present in high-resolution images. Pathologists look for cellular-level visual features to determine cancer subtypes and the clear features could only be identified at patch-level scale. Since image-level processing in case of large dimensional microscopy and WSIs would require heavy resizing therefore, our purpose is to build a high performing patch-level classifier instead of image-level classifier. We propose an end-to-end classification pipeline to classify four types of histology patches, namely Normal, Benign, In situ Carcinoma, and Invasive Carcinoma present in WSIs and microscopy dataset. Figure 2 gives an overview of the complete methodology. The WSI dataset comprise ten annotated Whole Slide Images. Each WSI is annotated by experts for three classes as mentioned and all the un-annotated parts of the WSI are considered as normal. The pipeline starts with extracting annotated tumour regions from each WSI in the dataset. The extracted regions were then divided into non-overlapping patches. The patches obtained from one region formed a set. These sets contain patches from the single region only. These sets move forward for the feature extraction process. We have known that state of the art deep learning algorithms like AlexNet, VGG16 and VGG19, GoogleNet, extract deep features that are capable of producing comparable classification results on ImageNet data. Utilizing this information, we used a pre-trained GoogleNet (ImageNet) model to extract deep features. We advanced further with feature post-processing using Bag of visual words. Processed features were then classified using Artificial Neural Networks (ANN). This classification model was developed, keeping in mind the overlapping features between classes. Clustering similar key-points in a region and discarding weak features in the images resulted in a refined feature set with less variance and hence lower fluctuations. Proposed classification model treated histology images as a set of non-overlapping patches that collectively comprised the whole region. Lastly, we trained MLP on the distribution of the quantized features in an image. Three broad steps of the pipeline are (i) Pre-processing, (ii) Feature extraction and selection, (iii) Classification.

3.2 Pre-processing steps

3.2.1 Region Extraction

The 10 WSIs comprised 57 Benign tumours, 109 Invasive carcinoma tumours, and 60 In situ carcinomas. From each WSI, the ground truth coordinates of annotated polygons were used to extract the bounding box information of the enclosed tumour. The bounding box around the annotated polygon contains the tumour region we want to classify (Figure 3). At the highest resolution level where the dimensions of a WSI may vary between thirty thousand pixels to hundred thousand pixels along each dimension, few annotated tumour regions exceeded the space limitations of the .png image file format. Such regions could not be extracted from the WSIs, since they could not be converted into the image format feasible for storing in the disk. After analysing all the Whole Slide Images, seven such invasive carcinoma regions were found to be above the space limitation, hence total 102 invasive regions out of total 109 were finally extracted for further processing. All extracted regions from 10 WSIs were of arbitrary dimensions ranging from 20570 to 195 pixels across width and 17290 to 226 pixels across height. In order to make the process more robust and rotation invariant, we rotated all regions such that the vertical axis is the first principle component and then cropped bounding box around the rotated region. The steps are as follows:

1. Using the mask of the annotated regions we calculated the major axis length and the orientation angle of the major axis from the X-axis.
2. We rotated all the regions around the centroid of the major axis by the angle = 90-major axis angle.
3. Once the region mask and the ground-truth are rotated, we calculated the bounding box coordinates of the mask.
4. Bounding box dimensions calculated around the annotated regions were extended to make the size of the bounding box equal to the closest multiple of 256.
5. The rotated regions were then cropped around the obtained bounding box coordinates.

3.2.2 Patch Extraction and Set Formation

The variations in the size of each region made them impossible to feed into a deep learning algorithm which requires every image to be of the same size. Due to acute effects in image resolution and features, we discarded the choice of resizing such vast range images. In the case of medical images resizing should not be considered as an option if the difference in sizes between images is vast. Hence, we divided the tumour regions into non-overlapping patches.
Figure 2: The figure illustrates the complete methodology, including the database preparation from Whole slide images. The left-hand side shows the complete flow of the steps in the direction of the arrow, whereas the right-hand side shows the pictorial representation of the steps in detail. The Process starts with extracting rectangular regions around the annotated tumours in WSI. It is followed by patch extraction from the annotated regions, feature extraction through CNN and feature selection by BoVW. The final features obtained from each set is then forwarded for MLP training and classification, which comprise the last step of the proposed method. In the figure, $N_1, N_2, N_3, \ldots$ are the number of patches extracted from each region and $M$ is the feature length obtained from pre-trained CNN.
We used a non-overlapping sliding window protocol in which the window of size $256 \times 256$ was slid over the image dimensions with stride 256 to extract the patch from the image. The patches from the rotated masks regions of corresponding RGB images were also extracted in the same manner. The mask patches helped us identify regions that were within the bounding box area but not enclosed within the mask, hence we discarded those mask patches and their corresponding RGB patches that have more than 20% of the area as background. The pattern to move the sliding window was formulated so that we could obtain the patches in some ordered way. By extracting patches in an ordered way as possible in histopathological images, the drawback of high dimension could be turned into an advantage. Therefore, using the sliding window, the patches are cut out in a sequence as described in Figure 4. The sequence of scan is from left to right, down, and then right to the left. In the Figure, the direction of red arrows and the numbering of patches show the intended sequence. left to right $1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6$ then down. Then left to right $7 \rightarrow 8 \rightarrow 9 \rightarrow 10 \rightarrow 11 \rightarrow 12 \ldots$ and so on. The whole sequence chain is $1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \rightarrow 7 \rightarrow 8 \rightarrow 9 \rightarrow 10 \rightarrow 11 \rightarrow 12 \ldots m_n$, where $m$ is the number of patches in the $n$th region. The patches extracted in this manner form a certain sequence such that when rearranged following the same pattern would give the original image. The method of extraction could be extended in some more efficient manners such that it maintains as much structural architecture as possible with low and even image dimensions across all regions. All the ordered patches are then stored in a set for further processing in a manner that the patches are read in sequential order. Patches from each tumour region will be accumulated in the corresponding set. Let $S$ be the set of patch sets from $L$ tumour regions such that $S = \{N_1, N_2, \ldots, N_L\}$, where $N_n$ is the $n$th patch set and $n = \{1, 2, 3, \ldots, L\}$. Each patch set will have different number of patches. So, let $n$th patch set has $m_n$ number of patches symbolically denoted by $m_n$. If $p_{ni}$ be the patch $i$ in $n$th patch set where $\forall p_n \in N_n; i = 1, 2, \ldots, m_n$.

Figures 7 and 8 show the example patches extracted from each class. From the Figure, we could view that without an expert’s knowledge, one could not distinguish invasive mass from in situ carcinoma and the normal patch may look like a benign mass and vice versa. The annotations are usually unreliable and hence, prone to a high rate of misclassification.

### 3.3 Feature Extraction and Selection

#### 3.3.1 CNN feature extraction

After forming image sets from each labeled region, image datastore of individual sets proceeded for deep feature extraction, one at a time. We used pre-trained GoogleNet architecture (trained on ImageNet) for feature extraction. The method extracted features one set at a time. Since patches from one set belong to one region and one label, CNN could capture the better correlation between features. Also, with this process, we could feed the whole tumour region into CNN, in its full resolution, without the need for resizing.
Cut out non-overlapping patches from the region in a pattern as illustrated. Each patch is of same dimension. (here 256 x 256).

Figure 4: Representation of patch extraction procedure for tumour classification. The extracted Tumour regions from each WSI are further divided into patches after the pre-processing steps followed in subsubsection 3.2.1. The patches are extracted following the pattern explained in the Figure.

3.3.2 BoVW Feature Selection

Bag of visual words (BoVW) is a commonly used image classification method. The adapted concept is from information retrieval and NLP’s bag of words (BoW) [52]. In the algorithm, the record of the number of times a word appears in a document is maintained. Then, the frequency of every word is calculated to list the keywords of the document. Then, we draw a histogram plot with the word against its frequency. The process then transforms a document into a bag of words (BoW). Following the same concept, in case of images, the algorithm is called a “bag of visual words.” However, instead of words, we use image features as the “words.” Several local patches abstract a representation of an image as a set of features. Features consist of keypoints and descriptors. In our work, CNN feature extraction replaces the feature detection step in Bag of Visual Words algorithm. Traditionally, the feature detection step is applied to detect key features in the image, and a patch around that key feature is extracted for further processing. Now, due to patch-based modeling in our work, the image has been already converted into a set of patches. These set of patches from the image were then directly represented as a set of feature vectors after passing them through CNN. We used CNN as our custom feature extractor since CNN is a more generalized non-linear feature extraction framework; therefore differences in the images can be represented more efficiently through CNN than traditionally used keypoints detector descriptors like SIFT and SURF. Figure 5 shows the visual pipeline of feature extraction and creating a vocabulary of 100 visual features from a set of images.

Features per set are then trimmed to discard weak features. The BoVW algorithm selects 80% of the strongest features for further processing. The BoVW calculates the strongest features from the variance metric calculated from the original feature set. The trimmed feature set is then divided into hundred clusters using k means algorithm [53]. Selecting differentiating, important, and well-separated key points within a set with the help of BoVW algorithm refined the feature space of a region. BoVW created a visual vocabulary or codebook for the same set features. Similar features can provide an approximate estimate as to what the region is, just as a summary of an article express what the lengthy article says in a few words. BoVW returns a feature bag or codewords, which is a codebook of similar features represented by their cluster centers. We have prepared our codebook of k=100 clusters. Thus each patch in an image is mapped to a certain codeword in the codebook following the clustering process. Next step is to encode the codewords into a histogram representation so that we obtain a feature vector of dimension \( D \) from \( nth \) set, where

\[
D = N_n \times k \ni N_n = \text{card} \left( \sum_i^m p_i^n \right), \quad k = 100
\]

(1)

Histogram defines each image in terms of the generated codebook. The encoding process locates the cluster centroid nearest to the location of the current feature. The feature histogram represents the number of features in each cluster.
Figure 5: BoVW feature selection pipeline: **Step #1: Feature Extraction**: Input- Image patch, output- CNN Feature vector. **Step #2 & 3: Vocabulary Construction**: Feature vectors are clustered using the K-means clustering algorithm. The resulting cluster centroids are our reference points to link similar features around the cluster centers. Centroids act as our codebook of visual words. **Step #4 & 5: Vector quantization**: Extract features from test images, compute nearest neighbors of feature vectors with codebook centroids using Euclidean Distance. Build a histogram of length k (number of centroids) and plot the features corresponding to their nearest centroid. The centroid having highest frequency would tell that the image relates to this cluster center the most. **Step #6: Feature vector calculation**: from the histogram, we calculated the feature vector per image patch with K cluster centers on the x-axis and frequency of each center on the y-axis.

For the cluster with the highest number of features, we can deduce that the region is represented by that cluster the most in comparison to other clusters. The region is now converted into a selected number of a most representative set of features. After all the steps, the most important part of the feature space formation is completed, which is then followed by training the machine to assign labels to images using Artificial Neural Network.

### 3.3.3 Feature Concatenation

Selected features from each set $P^n$ are then concatenated with other set features by appending rows of features such that the total feature set dimension formed after concatenation is represented as:

$$T = N_{total} \times k \ni N_{total} = card(\sum_{n}^{L} \sum_{i}^{m} p_{it}^{n}),$$

where $k = 100$

### 3.4 Patch Classification

Let us perceive our encoded feature vector as the frequency of samples along the x-axis of a histogram and number of significant features against each sample along the y-axis of the histogram. So, in a nutshell, 100 features completely describe each sample. We then trained MLP as our multiclass classifier because of its better performance in such kind of images. Evaluation of the performance of MLP in classifying histopathological features is carried out in [49]. Also, the choice of shallow network is feasible for the cases the training dataset is small, as in our case.

### 4 Setup and Results

#### 4.1 ICIAR 2018 BACH Dataset

The BACH (BreAst Cancer Histology) dataset was divided in two datasets to solve different problems on each set. The first dataset DS1 contained 400 histology microscopy images, 100 from each of the following classes: 1) Normal, 2) Benign, 3) In situ Carcinoma, and 4) Invasive Carcinoma. Each of the histology images was $2048 \times 1536$ in
Dimensions. We did not use any pre-processing steps on DS1. The second dataset DS2 contained 10 annotated Whole Slide Breast histology Images containing the entire sampled tissue. These WSIs are high resolution images digitized in .svs format and variable size with maximum width and height of 62952, 44889 pixels, respectively. With each WSI file and .xml file was released which contained the pixel coordinates of polygons that enclose each labeled region. Every WSI contained more than one pathological regions with different labels. The regions have the same four labels as the histology microscopy slides. The complete dataset details can be found in their paper [37] and the challenge website [38].

4.2 Dataset Preparation

For Dataset DS1, the 2048 × 1536 microscopy images were divided into a grid of 8 × 6 dimensions. We call it a grid of patches with each patch of 256 × 256 dimensions and total 48 patches were acquired from each histology microscopy image. Figure 7 shows the data samples from Dataset DS1 segregated by classes. For the second part DS2, we had only 10 annotated WSIs to perform training and testing. From the 10 annotated images, we have extracted the bounding box region around the perimeter of labeled regions using annotated coordinates information provided in the .xml file. Each WSI is digitized at different resolution levels (Figure 6). We have extracted data from 3 levels. Level 0 is the highest resolution level having a maximum number of pixels and find its place at the lowest pyramid level, as seen in Figure 6. Level 2 is one-by-fourth the size of level 0, and similarly, level 4 is one-by-fourth of level 2. We henceforth referred these three resolution levels as scale 0, scale 1, and scale 2. From scale 0, we extracted benign, In situ carcinoma and invasive carcinoma regions as annotated by pathologists, while normal regions are extracted randomly from the unlabelled tissue section. The total number of samples acquired from scale 0 were 23,851. We followed the same procedure for scale 1 and scale 2 and the number of samples acquired were 8,214 and 1,389, respectively. The illustration for the annotated region extraction from WSI images in dataset DS2 is shown in Figure 3. Figure 8 shows the sample data points extracted from 10 WSIs stratified by each class.

![Figure 6: WSI pyramid structure. WSI is a multi-resolution file as illustrated in the figure.](image)

4.3 Data Usage

The number of samples acquired from Dataset DS1 containing microscopy histology images was 19,200, whereas 23,851 samples from Dataset DS2 of WSIs (Level 0). DS1 has 4800 instances of each class whereas, the class distribution for DS2 is 7,738 for benign (class 1), 6,444 for invasive carcinoma (class 2), 2,752 for In situ carcinoma (class 3), and 6,917 for normal regions (class 4). We did 5 fold cross-validation to test that our results are consistent across the data division.

5 fold cross-validation: Random selection of data samples was made using 5 fold cross-validation method for dividing into training and testing set. The data samples in this method are chosen randomly but with roughly equal proportion of classes in each set. We created five disjoint sets or folds from 19200 samples in Dataset DS1 and 23,851 samples in Dataset DS2. We have evaluated the performance of our proposed model using standard metrics such as Precision, Recall, F1-Score and Multiclass AUC [54].

All the images extracted from microscopy and WSIs had dimensions 256 × 256, and they were used in their raw form without any color normalization and adjustment.
Figure 7: Example sub-images of different classes of Microscopy patches of Dataset DS1 starting from the first row to fourth: Benign, Invasive Carcinoma, In situ Carcinoma, and Normal

Figure 8: Example sub-images of different classes of WSI patches of Dataset DS2 starting from the first row to fourth: Benign, Invasive Carcinoma, In situ Carcinoma, and Normal
4.4 Experiments

Table 1: Comparative Performance parameters for patch wise classification stratified by Dataset. DS1- Microscopy dataset, DS2- WSI dataset

| Method               | Dataset | Precision (%) | Recall (%) | F1-Score (%) | Multiclass AUC (%) |
|----------------------|---------|---------------|------------|--------------|--------------------|
| **ResNet50 [55]**    | DS1     | 73.35 ± 4.62  | 73.35 ± 4.62 | 73.35 ± 4.62 | 91.63 ± 2.45      |
|                      | DS2     | 70.97 ± 4.34  | 70.97 ± 4.34 | 70.97 ± 4.34 | 90.81 ± 2.02      |
| **InceptionV3 [56]** | DS1     | 79.58 ± 7.75  | 79.58 ± 7.75 | 79.58 ± 7.75 | 94.20 ± 3.16      |
|                      | DS2     | 85.60 ± 6.15  | 85.60 ± 6.15 | 85.60 ± 6.15 | 96.89 ± 1.86      |
| **DenseNet169 [44]** | DS1     | 80.59 ± 9.66  | 80.59 ± 9.66 | 80.59 ± 9.66 | 94.62 ± 3.96      |
|                      | DS2     | 94.37 ± 1.24  | 94.37 ± 1.24 | 94.37 ± 1.24 | 99.36 ± 0.23      |
| **PBC [57]**         | DS1     | 77.44 ± *     | 77.40 ± *   | 76.94 ± *   | *                 |
| **CNN-BoVW (Proposed)** | DS1   | 93.88 ± 3.03  | 93.87 ± 3.03 | 93.87 ± 3.03 | 99.29 ± 0.64      |
|                      | DS2     | 98.08 ± 0.28  | 97.86 ± 0.27 | 97.96 ± 0.26 | 99.81 ± 0.06      |

* data not reported

The CNN-BoVW model for patch classification was set up to take tumour patches as input and classify them into four classes: Benign, In situ carcinoma, Invasive carcinoma, and Normal.

**Experiment 1:** First, the patches from dataset DS1 and dataset DS2 were classified separately. The test phase comprised testing sampled patch test set against the trained model. The analysis of the classification performance was done based on Precision, Recall, F1-score, and multiclass-AUC (Area Under the curve). Table 1 shows the performance metrics with respect to both Datasets DS1 and DS2. We calculated the average of the five folds using micro-average method. This method is preferred if there is a class imbalance. For benchmarking our model, we compared the performance of patch classification with recent state of the art deep learning methods- ResNet50 [55], DenseNet169 [44], and InceptionV3 [56].

From the Table 1, we could observe that the proposed method has performed better than all the contemporary state of the art deep learning classification networks. These models were pre-trained on ImageNet and later fine-tuned on our datasets. The models were trained with Stochastic Gradient Descent Optimizer with constant learning rate of 10⁻³. Each benchmark model was trained for 50 epochs for both datasets. The decision to use pre-trained networks was to eliminate the drawback of fewer data samples. Since these networks need a huge amount of data to generalize, the lack of enough data points in our case, prompted us to utilize the fine-tuning method. Most of the current research in medical domain justifies the use of pre-trained networks on ImageNet data such as in the survey published by ICIAR2018 competition organizers [37] where the top contenders have published their methods using pre-trained models trained on ImageNet. Microscopy images in Dataset DS1 (refer Fig. 7) are focussed tumour regions containing the class nuclei structures which cover the complete image dimensions. However, DS1 does not contain tumour structural information. Whereas, in the case of DS2 (Fig. 8), the care had been taken to acquire as much focussed tumour area as possible, but without losing structural information present in boundary patches. Hence, DS2 contains the tumour structure information along with the nuclear details. Therefore, the results for Dataset DS2 are much better than Dataset DS1 across all the models mentioned in Table 1. Recently published study on the dataset DS1 by Kaushiki et al. [57] proposed Patch Based Classifier (PBC). Their method extracts the patches of size 512 × 512 using non-overlapping window. They used stain normalization and patch augmentation as post-processing steps before passing the patches for classification in their proposed custom CNN network. They achieved the average classification accuracy of 77.4% in four classes. They did not use Dataset DS2 for their method testing. After comparison with the models described in Table 1, our proposed model have performed better for both datasets since it selects the strong key features among the region patches and discard features that have a high variance from the majority of the features. Whereas, all the other models from which we have shown the comparison do not incorporate discriminative ability within their network. We have used regularization parameter of 0.2 for all datasets to bring uniformity in the training process for training selected features from BoVW output with a neural network classifier.

**Experiment 2:** In a separate experiment, the patches from the two datasets DS1 and DS2 were merged into one (Dataset DS1 + DS2) to increase the number of samples. The total number of samples is now 43051 divided into four classes - Benign (12538), Invasive Carcinoma (11244), In situ carcinoma (7552), and Normal (11717) patches. Table 2 shows the comparative performance of deep learning models with our proposed model. From the table, we observe that DenseNet169 and InceptionV3 have given a better performance than the proposed method in this case. The reason may be due to the presence of high heterogeneity among datasets and hence intra-class instances from the two datasets...
might have caused BoVW to select different vocabulary words with greater intra-class distance. This reduction in performance may also be attributed to the high color variations among the two datasets. The staining and scanning process of two datasets do not conform to one standard, and hence it increases the differences in tissue samples. These differences occur within a class which affects the generalization of the model.

The graph in Fig. 9 plots accuracy of each model tested on Dataset DS1, DS2, and merged Dataset DS1 + DS2. Accuracy of the proposed model is similar to DenseNet169 with respect to Dataset DS1 but much higher in case of other two datasets. Similarly, Fig. 10 plots the corresponding cross-entropy loss values. The loss for our proposed model is significantly low as compared to comparative models (ResNet50, DenseNet169, and InceptionV3). Also, it can be observed that there is no uniformity in the trend with respect to datasets.

Table 2: Comparative Performance parameters for patch wise classification for combined Dataset DS1 + DS2. DS1-Microscopy dataset, DS2- WSI dataset

| Method               | Precision(%) | Recall(%)  | F1-Score(%) | Multiclass AUC(%) |
|----------------------|--------------|------------|-------------|-------------------|
| ResNet50 [55]        | 69.95 ± 11.38| 69.95 ± 11.38| 69.95 ± 11.38| 89.24 ± 6.66      |
| InceptionV3 [56]     | 83.10 ± 9.30 | 83.10 ± 9.30 | 83.10 ± 9.30 | 95.39 ± 3.86      |
| DenseNet169 [44]     | 89.26 ± 5.03 | 89.26 ± 5.03 | 89.26 ± 5.03 | 97.11 ± 3.05      |
| CNN-BoVW (Proposed)  | 80.73 ± 2.84 | 80.32 ± 3.01 | 80.49 ± 2.96 | 95.67 ± 1.14      |

Experiment 3: We know that there are different pyramid levels in WSI. So, we extracted the regions at three different pyramid levels as described in Section 4.2. These three levels were then passed through the model to test the sensitivity of the model towards lower resolution level patches when the details in the patch features are less sharp and indistinct to the machine. Table 3 shows the metrics obtained with respect to all three resolution levels. All the experiments are done on 5-fold cross-validation training and testing feature sets. From the Table 3 after analyzing performance parameters at different levels of resolution, we deduce that our proposed model was less sensitive for scale 1 and the performance further declined for scale 2. This trend in performance signifies the importance of the presence of sharp details in biomedical images for better feature representation. Having high resolution details help to distinguish between different classes, especially as in our case where specific categorization of tumours between more than two classes is required.

Table 3: Patch wise classification performance of CNN-BoVW model at different resolution levels (Experiment 3).

| Resolution | Precision       | Recall        | F1-Score       | Multiclass AUC | Accuracy      | Loss          |
|------------|-----------------|---------------|----------------|----------------|---------------|---------------|
| Scale 0    | 98.08% ± 0.28%  | 97.86% ± 0.27%| 97.96% ± 0.26% | 99.81% ± 0.06% | 98.41% ± 0.23% | 0.0165 ± 0.0008 |
| Scale 1    | 91.59% ± 1.83%  | 89.25% ± 1.88%| 90.20% ± 1.75% | 99.15% ± 0.69% | 97.48% ± 0.47% | 0.0193 ± 0.0031 |
| Scale 2    | 74.99% ± 3.45%  | 71.27% ± 3.53%| 72.10% ± 2.97% | 91.93% ± 2.00% | 89.92% ± 1.20% | 0.0863 ± 0.143 |

5 Discussions

Our proposed method has two main advantages; first, no heavy pre-processing or training deep model is required; second, the end-to-end model encapsulates the discriminative capability within the architectural framework for classification. The method was proposed keeping in mind some of the problems associated with patch level classification in respect to each class. For instance, most of the area in the center of benign tumours are covered with white regions which, when divided into patches, can look like a part of both normal and benign class. Similarly, Invasive carcinoma
Figure 9: Comparative patch wise classification Accuracy obtained with respect to each dataset. DS1- Microscopy dataset, DS2- WSI dataset. The accuracies are plotted as mean accuracy on y-axis with error bars showing standard error obtained after five fold cross validation. The accuracies are obtained after Experiments 1 and 2 as explained in the text.

Figure 10: Comparative patch wise classification Cross Entropy Loss obtained with respect to each dataset. DS1- Microscopy dataset, DS2- WSI dataset. The losses are plotted as mean loss on y-axis with error bars showing standard error obtained after five fold cross validation. The losses are obtained after Experiments 1 and 2 as explained in the text.
is spread across the whole tissue and drawing a boundary around the tumour sometimes include all other classes, like normal regions containing soft tissue, stroma, and blood vessels, a small benign and In situ tumour surrounded by malignant nuclei of invasive tumours. Therefore, when the patches are extracted from the bounding box around the boundary annotated by the expert, the traces of all other class types may remain with the invasive nuclei structures. In such cases, it becomes essential for the machine learning model to be able to distinguish among most related features from outliers (other class tumour patches) present in the set of patches extracted from the same region. To tackle this problem of selecting features having low variance and discarding features with high variance, we developed a pipeline to extract deep learning features (of GoogleNet) followed by feature selection using BoW of Visual Words algorithm. We did not fine-tune the GoogleNet model for extracting features on our dataset and broadly extracted features from the pre-trained weights of ImageNet dataset. The goal was to avoid time to fine-tune the deep model on our dataset. The BoW of Visual Words model hence played the central role.

From Table 1, we see that all the state of the art deep learning architectures have performed moderately on the two datasets. Their metrics, when compared with deeper methods, do not show significant improvement. Moreover, their architecture does not provide flexibility to include discriminative capability within the model layers. BoW as a feature selection method created the marked difference between the two methods. The results reflect the fact that deep learning alone, even after fine-tuning, cannot be regarded as an optimal method for the classification of complex data [20]. To train a deep learning model from scratch in our case was not an option due to lack of enough sample points for the model to be able to generalize well. Further, with our model, using deep networks pre-trained on ImageNet to extract features was a design choice to be able to extract generalized features such as nuclei edges and boundaries, the density of stroma over nuclei structures, color and intensity information, and texture. Generally, nuclei structures present in the images are more sensitive to filter convolutions and yield high filter responses against background stromal structures and soft tissues because of their high color intensity, chromatin texture, and density. Therefore, fine-tuning for transfer learning was avoided to reduce cost and time of training heavy GoogleNet architecture. The extracted features were then strategically selected and clustered per region, instead of extracting globally from the whole dataset so that the features could form a correlation among region patches. This way, through results, we demonstrated the enhancement in the diagnostic performance of the model for classifying breast tumours and normal regions in both microscopy and Whole Slide Images.

Although, the proposed method show improved performance and robustness to multiple datasets, it could not be extended for a clinical integration as a complete system. The method’s applicability is limited as only a module for a larger system that classifies the disease in a larger context and not just at patch level. The robustness of the proposed model required for diagnosing tumours in clinical applications may be improved using a larger dataset containing varied patient biopsies, heterogeneous acquisition, staining, and scanning conditions of obtaining digitized dataset and more context-driven model that take into account the history of patch features from the same region to enable better feature correlation.

For this work we used NVIDIA GeForce GTX 1080 Ti GPU and TitanX (PASCAL) GPU with 11GB RAM each for training our state of the art deep models [44, 55, 56]. For our proposed model, we did not require GPU and used HP 280 G3 MT with 16 GB RAM having Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz, 3601 Mhz, 4 Core(s), 8 Logical Processors.

6 Conclusion

This work was motivated by the idea of proposing a robust and hybrid model that utilizes the key features obtained after deep model feature extraction. The framework provided an easy and flexible patch-based classification system for classifying breast tumours into four classes. The flexibility of the system arises from the fact that any pre-trained deep learning model could be used to extract features without the need for fine-tuning and hence avoiding time and space. Such systems are robust due to their advantage in being reliable systems even if the dataset sample size is less, which is a vastly understood problem in the medical image research community. With simple architectural changes, and the idea of including tradition algorithms for feature engineering helped us achieve a classification accuracy of 93.88% for Microscopy images (DS1) and 98.41% for WSI (DS2). The method could be further improved for image-wise classification for both WSI and Microscopy images.
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