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We describe a broad class of bounded non-periodic potentials in one-dimensional stationary quantum mechanics having the same spectral properties as periodic potentials. The spectrum of the corresponding Schrödinger operator consists of a finite or infinite number of allowed bands separated by gaps. In this letter we consider the simplest class of potentials, whose spectra consist of an interval on the negative semiaxis and the entire positive axis. The potentials are reflectionless, and a particle with positive energy moves freely in both directions. The potential is constructed as a limit of Bargmann potentials and is determined by a Riemann-Hilbert problem, which is equivalent to a pair of singular integral equations that can be efficiently solved using numerical techniques.
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Introduction. We consider the Schrödinger equation on the real line:

\[ -\psi'' + u(x)\psi = E\psi \quad \text{for } -\infty < x < \infty, \tag{1} \]

where \(u(x)\) is a bounded potential. The spectrum of \(u(x)\) is the set of values of \(E\) for which there exists a bounded solution \(\psi(x, E)\) of (1).

Traditionally, the goal of spectral theory in quantum mechanics has been to describe the possible spectra of a given class of potentials of (1). For an arbitrary bounded potential, the answer is not known in general. Two cases have been extensively studied and are well understood: the rapidly decaying case and the periodic case. The spectrum of a rapidly decaying potential consists of the positive real axis and a finite discrete set on the negative real axis. For a periodic potential, the spectrum is purely continuous and consists of an infinite collection of allowed bands separated by spectral gaps. Potentials having only finitely many spectral gaps form a dense subset among all periodic potentials. These potentials are described by algebro-geometric methods and are expressed by the Matveev–Its formula in terms of the Riemann \(\theta\)-functions of hyperelliptic curves. The Matveev–Its formula also describes a class of quasi-periodic potentials having a finite-gap structure. However, the spectrum of a generic quasi-periodic potential has a complicated Cantor set-like structure, and the corresponding system displays Anderson localization.

In this letter, we formulate the opposite problem of describing the set of potentials of the one-dimensional Schrödinger operator that have a given spectrum. Specifically, we pose the question of describing the class of bounded potentials of (1) having the same spectrum as a finite-gap algebro-geometric potential, but which are neither periodic nor quasi-periodic. Physically such a potential describes a non-periodic medium which nevertheless admits free wave propagation. Solving this problem is especially relevant given the recent explosion of research into metamaterials that have predetermined optical properties or a given electronic band structure.

In this letter we focus our study on one-gap potentials, with a spectrum consisting of the positive real axis and one allowed band \([-k_2^2, -k_1^2]\) on the negative real axis, where \(0 < k_1 < k_2\). A periodic one-gap potential with such a spectrum is determined by the formula

\[ u(x) = 2\wp(x + i\omega' - x_0) + e_3, \tag{1a} \]

where \(\wp(z)\) is the elliptic Weierstrass function with periods \(2\omega\) and \(2i\omega'\), and

\[ k_2^2 = e_1 - e_3, \quad k_1^2 = e_2 - e_3, \quad e_1 + e_2 + e_3 = 0, \tag{2} \]

where \(e_1 > e_2 > e_3\) are the values of \(\wp(z)\) at the half-periods of the lattice. The spectrum of the corresponding operator is doubly degenerate and reflectionless. We show that a generic one-gap reflectionless potential is determined by two positive continuous functions defined on the allowed band.

Bargmann potentials via dressing method. We describe an efficient method for constructing non-periodic one-gap potentials by taking the closure of the set of reflectionless Bargmann potentials (1). This construction was formally carried out in the works of Marchenko et al. [3, 4, and 5], but their results are not effective. We support our results with numerical simulations.

Since the discovery of the IST in 1967 [5], the Schrödinger operator has been used for exact integration of the Kortweg-de Vries (KdV) equation. The reflectionless Bargmann potentials were reinterpreted as the time frames of the fundamental \(N\)-soliton solutions of KdV. For this reason, and also because the dressing method is local in time, we retain this terminology.

The most direct and elegant method for constructing Bargmann potentials, known as the dressing method, was described in [5]. The dressing method is a considerably
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where $\chi$ and the function $T$ that the dressing function $r$ is a rational function:

$$\frac{\partial \chi}{\partial k} = i e^{2ikx} T(k) \chi(x, -k),$$

(3)

where $T(k)$ is a compactly supported distribution called the dressing function of the $\bar{\partial}$-problem. The $\bar{\partial}$-problem is normalized by the condition $\chi \to 1$ as $|k| \to \infty$. The solution satisfies the following integral equation:

$$\chi(x, k) = 1 + \frac{i}{\pi} \int \frac{T(-q) \chi(x, q) e^{-2iqx}}{k + q} dq dq$$

(4)

where we regularize the integral in the following way:

$$\frac{1}{k} = \lim_{\varepsilon \to 0} \frac{k}{k^2 + \varepsilon^2} \frac{\partial 1}{\partial k}= \pi \delta(k),$$

where $\delta(k)$ is the two-dimensional $\delta$-function. Suppose that the dressing function $T(k)$ has the property that equation (4) has a unique solution. Then

$$\chi(x, k) \to 1 + \frac{i \chi_0(x)}{k} + \ldots \text{ as } |k| \to \infty$$

(5)

and the function $\chi$ is a solution of the equation:

$$\chi_{xx} - 2ikx \chi - u(x) \chi = 0, \quad u(x) = 2 \frac{d}{dx} \chi_0(x).$$

(6)

To construct Bargmann potentials, we consider the dressing function

$$T(k) = \pi \sum_{n} T_n \delta(k - i\kappa_n),$$

(7)

where $T_n$ and $\kappa_n$ are nonzero real numbers satisfying $|\kappa_n| \in [k_1, k_2]$ and $T_n/\kappa_n > 0$ for all $n$. Then $\chi$ is a rational function:

$$\chi(x, k) = 1 + i \sum \frac{\chi_n(x)}{k - i\kappa_n} \text{ where } \chi_n(x) \text{ are real.}$$

(8)

The corresponding potential

$$u = 2 \frac{d}{dx} \sum_{n=1}^{N} \chi_n(x)$$

(9)

is a reflectionless Bargmann potential. The function $\psi = \chi e^{-ikx}$ satisfies the Schrödinger equation (10). The corresponding potential is rapidly vanishing and has a finite discrete spectrum $\{-\kappa_1^2, \ldots, -\kappa_N^2\}$, and $\psi_n(x) = \chi_n(x)e^{\kappa_n x}$ are the corresponding eigenfunctions.

The basic relation (3) is equivalent to the following linear system on the eigenfunctions:

$$\psi_n(x) + T_n \sum_{n=1}^{N} \frac{e^{-(\kappa_n + \kappa_m)x}}{\kappa_n + \kappa_m} \psi_m = T_n e^{-\kappa_n x}$$

(10)

if $T_n/\kappa_n > 0$ the determinant of this system is positive

$$A = \det \left| \delta_{nm} + \frac{T_n e^{-(\kappa_n + \kappa_m)x}}{\kappa_n + \kappa_m} \right| > 0,$$

(11)

so system (10) has a unique solution, and moreover

$$u(x) = -\frac{d^2}{dx^2} \ln A$$

(12)

Closure of Bargmann potentials. To describe the closure of the set of $N$-soliton solutions, we replace the finite dressing function (7) with one supported on two cuts $[ik_1, ik_2]$ and $[-ik_2, -ik_1]$ on the imaginary axis:

$$T(k) = \pi \int_{k_1}^{k_2} R_1(\kappa) \delta(k - ik) dx + \pi \int_{k_1}^{k_2} R_2(\kappa) \delta(k + ik) dx.$$  

(13)

Here $R_1$ and $R_2$ are functions on $[k_1, k_2]$. Formula (8) transforms into the following spectral representation:

$$\chi(x, k) = 1 + i \int_{k_1}^{k_2} \frac{f(x, p)}{k - ip} dp + i \int_{k_1}^{k_2} \frac{g(x, p)}{k + ip} dp$$

(14)

where $f(x, p)$ and $g(x, p)$ are real-valued functions. Then

$$\chi_0 = \int_{k_1}^{k_2} [f(x, p) + g(x, p)] dp \quad \text{and} \quad u(x) = 2 \frac{d\chi_0}{dx}$$

(15)

The function $\chi(x, k)$ is analytic away from the cuts. The details of the transition from the discrete to continuous case are described in (7). The algebraic system (10) transforms into a system of two integral equations:

$$f(x, k) + R_1(k) e^{-2kx} \left[ \int_{k_1}^{k_2} \frac{f(x, q)}{k + q} dq + \int_{k_1}^{k_2} \frac{g(x, q)}{k - q} dq \right] = R_1(k) e^{-2kx}$$

(16)

$$g(x, k) + R_2(k) e^{2kx} \left[ \int_{k_1}^{k_2} \frac{f(x, q)}{k - q} dq + \int_{k_1}^{k_2} \frac{g(x, q)}{k + q} dq \right] = -R_2(k) e^{2kx}$$

(17)
In [7] we show that if $R_1$ and $R_2$ are continuous, positive and $\alpha$-Hölder for a positive $\alpha$, then system [10–17] has a unique solution. Moreover,

$$\varphi(x, k) = f(x, k)e^{ikx} \quad \text{and} \quad \psi(x, k) = g(x, k)e^{-ikx}$$  \hspace{1cm} (18)

are eigenfunctions of the Schrödinger operator [1] corresponding to $E = k^2$. These eigenfunctions form an orthogonal collection:

$$\int_{-\infty}^{\infty} \varphi(x, \kappa)\varphi(x, \kappa') \, d\kappa = R_1\delta(\kappa - \kappa'),$$  \hspace{1cm} (19)

$$\int_{-\infty}^{\infty} \psi(x, \kappa)\psi(x, \kappa') \, d\kappa = R_2\delta(\kappa - \kappa'),$$  \hspace{1cm} (20)

$$\int_{-\infty}^{\infty} \psi(x, \kappa)\varphi(x, \kappa') \, d\kappa = 0.$$  \hspace{1cm} (21)

On any interval where one of the functions $R_1$, $R_2$ is positive and the other vanishes, the spectrum is simple. If $R_1$ and $R_2$ both vanish, the corresponding segment is a spectral gap, so the finite-gap case is included in our description. If $R_1 = R_2$, then $u(x) = u(-x)$ and the potential is symmetric.

We also show in [7] that system [10–17] is equivalent to the following Riemann–Hilbert problem on $\chi$:

$$\chi^+(x, ik) - \chi^-(x, ik) = i\pi R_1(k)e^{-2kx} \left[\chi^+(x, -ik) + \chi^-(x, -ik)\right],$$  \hspace{1cm} (22)

$$\chi^+(x, -ik) - \chi^-(x, -ik) = -i\pi R_2(k)e^{2kx} \left[\chi^+(x, ik) + \chi^-(x, ik)\right],$$  \hspace{1cm} (23)

where $\chi^\pm$ are the boundary values of $\chi$ along the cuts:

$$\chi^\pm(x, k) = \lim_{\varepsilon \to 0} \chi(x, k \pm i\varepsilon), \quad k \in [-ik_2, -ik_1] \cup [ik_1, ik_2].$$

A fundamental difference between the ISM and the dressing method is that in the former, the scattering data can be uniquely restored from the potential, while in the latter, the same potential can be constructed using a variety of different dressings. For example, in [7] we can change the signs of one of the $T_n$, and the corresponding $\kappa_n$, without changing $u(x)$ (see [7] for details), so each $N$-soliton solution can be constructed using $2^N$ different dressing functions of the form [7]. Hence we cannot expect a given bounded potential to be determined by a unique choice of $R_1$ and $R_2$. Below we describe a class of dressings leading to one-gap periodic potentials.

**Periodic potentials.** Suppose that a potential $u(x)$ evolves according to some equation of the KdV hierarchy (see [5]). The dressing functions evolve as follows:

$$R_1(k) \rightarrow R_1(k)e^{S(k)t}, \quad R_2(k) \rightarrow R_2(k)e^{-S(k)t},$$  \hspace{1cm} (24)

where $S(k)$ is an odd function (for example, for KdV $S(k) = 8k^3t$). A periodic potential remains periodic at any moment of time, so applying transformation (24) does not change the periodicity properties of the potential. We illustrate this with a numerical simulation.

We now construct a dressing function of the form [13] that determines a periodic potential. We put $x_0 = \omega$ in [13] and map the $k$-plane to the period parallelogram as follows:

$$k^2 = e_3 - \varphi(z) \quad z(k) \rightarrow -\frac{i}{k} \quad \text{as} \quad |k| \rightarrow \infty.$$  \hspace{1cm} (25)

Then [11] becomes the Lamé equation

$$\varphi'' - [2\varphi(x - \omega' - i\omega') + \varphi(z)] \varphi = 0$$  \hspace{1cm} (26)

which has following solution:

$$\varphi(x, z) = \frac{\sigma(x - \omega - i\omega + z)\sigma(\omega + i\omega')}{\sigma(x - \omega - i\omega)\sigma(\omega + i\omega' - z)} \exp(-\zeta(z)x).$$  \hspace{1cm} (27)

Now define the function:

$$\xi(x, k) = \frac{k - ik_1}{k - ik_2}\varphi(x, z(k))e^{ikx}.$$  \hspace{1cm} (28)

This function satisfies the equation:

$$\xi'' - 2ik\xi' - u(x)\xi = 0, \quad \text{for} \quad \xi \rightarrow 1 \quad \text{as} \quad |k| \rightarrow \infty.$$  \hspace{1cm} (29)

The function $\xi$ satisfies the RH problem [22–23], where:

$$R_1(q) = \frac{1}{\pi}h(q), \quad R_2(q) = \frac{1}{\pi h(q)},$$  \hspace{1cm} (30)

$$h(q) = \sqrt{\frac{(k_2 - q)(q + k_1)}{(q - k_1)(q + k_2)}} \quad k_1 < q < k_2.$$  \hspace{1cm} (31)

Now $S(q) = \ln h(q)$ is an odd function, so we can replace $h(q)$ with 1 and assume that

$$R_1(q) = R_2(q) = \frac{1}{\pi}.$$  \hspace{1cm} (32)

The dressings [30–31] and [32] both define a periodic potential.

**Numerical solution.** We solve equations [10–17] numerically for $k_1 = 2$ and $k_2 = 4$. It is convenient to replace $\phi(x, k)$ and $\psi(x, k)$ with the following functions:

$$P(x, k) = \sqrt{1 - k^2}\phi(x, k),$$

$$Q(x, k) = \sqrt{1 - k^2}\psi(x, k),$$

which then satisfy the following integral equations:
Discretized at Chebyshev nodes $q_k = \cos \frac{(2k-1)\pi}{2M}$ with $k = 1,2,\ldots,M$ the integrals are evaluated via Gauss-Chebyshev quadrature that is exact for polynomials of degree less than $2M - 1$. Note that each equation of the system contains a Cauchy principal value integral denoted by $\hat{f}$, and that integration in the vicinity the of singularity at $q = k$ requires a shift from real axis.

The spatial variable $x$ appears as a parameter in (33) and the $x$-dependence of $r_1$ and $r_2$ becomes a major obstacle, since the condition number of the discretized system is exponential in $x$ and requires usage of multi-precision arithmetics.

A mesh for the spatial parameter $x$ is a Chebyshev grid with $M$ nodes; a high-order polynomial interpolation by means of Lagrange interpolation is used for intermediate points. In a typical simulation an interpolating polynomial of degree 200 suffices to have an accurate approximation for $|x| < 10$ (See figures 1).

**Conclusion.** The procedure of closing the set of Bargmann potentials described above can be generalized to a wide class of linear operators, such as the Dirac operator. This is especially important for various nonlinear integrable systems, such as the Nonlinear Schrödinger Equation and the Kadomtsev–Petviashvili equation, where these linear operators play a fundamental role and which are solved using the ISM.

To apply the theory that has been developed for these systems to real physical problems, it is necessary to develop a statistical theory of integrable systems with an infinite number of degrees of freedom. This theory of integrable turbulence is still very much in its infancy, the first stages have been suggested in [9]. The technique described in this letter shows an approach to constructing strongly nonlinear statistically homogeneous solutions of nonlinear Schrödinger equation. In fact, integrable turbulence is a common physical phenomenon. This turbulence takes place in the coastal areas of seas, and describes effects occurring in optical fibers. Thus the natural extension and our next step will be the study of random non-periodic potentials with a continuous spectrum, with this work being at the core of the theory of integrable turbulence.
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