HYDRODYNAMICAL SIMULATIONS OF A COMPACT SOURCE SCENARIO FOR THE GALACTIC CENTER CLOUD G2
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ABSTRACT

The origin of the dense gas cloud G2 discovered in the Galactic Center is still a debated puzzle. G2 might be a diffuse cloud or the result of an outflow from an invisible star embedded in it. We present hydrodynamical simulations of the evolution of different spherically symmetric winds of a stellar object embedded in G2. We find that the interaction with the ambient medium and the extreme gravitational field of the supermassive black hole in the Galactic Center must be taken into account in such a source scenario. The thermal pressure of the hot and dense atmosphere confines the wind, while its ram pressure shapes it via stripping along the orbit, with the details depending on the wind parameters. Tidal forces squeeze the wind near pericenter, reducing it to a thin and elongated filament. We also find that in this scenario most of the Brγ luminosity is expected to come from the densest part of the wind, which has a highly filamentary structure with a low filling factor. For our assumed atmosphere, the observations can be best matched by a mass outflow rate of $M_w = 8.8 \times 10^{-8} M_\odot \, \text{yr}^{-1}$ and a wind velocity of $v_w = 50 \, \text{km} \, \text{s}^{-1}$. These values are comparable with those of a young T Tauri star wind, as already suggested by Scoville & Burkert.
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1. INTRODUCTION

Our Galactic Center hosts a supermassive black hole (SMBH) of $M_{\text{BH}} \simeq 4.31 \times 10^6 \, M_\odot$ (Ghez et al. 2008; Gillessen et al. 2009) and a surrounding atmosphere of X-ray emitting hot gas (e.g., Baganoff et al. 2003; Yuan et al. 2003; Xu et al. 2006). Therefore it is of the most extreme and peculiar places in the Milky Way and a very interesting laboratory for astrophysics. In the last few months, the discovery of the dense gas clump G2 (Gillessen et al. 2012, 2013a) has caught the attention of the astronomical community. Observations in the L-band with the infrared imager NACO4 at the Very Large Telescope (Lenzen et al. 1998; Rousset et al. 1998) have revealed a warm dust component, with a temperature of $T_{\text{dust}} \approx 550 \, \text{K}$, while the integral field spectrograph SINFONI5 (Eisenhauer et al. 2003; Bonnet et al. 2004) allowed the detection of Brγ, He1, and Paschen-α line emission from an ionized gas ($T_{\text{gas}} \approx 10^4 \, \text{K}$) component, with a constant Brγ luminosity $L_{\text{Brγ}} \approx 2 \times 10^{-3} \, L_\odot$ from 2004 to 2012. Assuming a homogeneous sphere of radius $R_s \approx 1.9 \times 10^{15} \, \text{cm}$, Gillessen et al. (2012) derived, from the observed Brγ luminosity, a density of approximately $\rho_s \approx 6.1 \times 10^{-19} \, \text{g} \, \text{cm}^{-3}$, with a corresponding mass of $M_{G2} \approx 1.7 \times 10^{25} \, \text{g} \approx 3 \, \text{Earth masses}$. More recent observations have also confirmed the presence of an extended tail (named G2t) with a Brγ luminosity comparable to that of G2 and an estimated mass $M_{G2t} = (1 - 2) \, M_{G2}$ (Gillessen et al. 2013a).

With the help of observations from the last 10 yr, Gillessen et al. (2012, 2013a) derived the dynamical properties of the object, finding that G2 and G2t are moving toward the SMBH of the Milky Way. They seem to lie on a common, very eccentric orbit ($e \approx 0.966$) with pericenter at only 2200 Schwarzschild radii, which G2 is expected to reach in late 2013. The strong tidal field has already produced a large velocity gradient in G2 ($230 \, \text{km} \, \text{s}^{-1}$ in 2008, $370 \, \text{km} \, \text{s}^{-1}$ in 2011, and $600 \, \text{km} \, \text{s}^{-1}$ in 2012) and hydrodynamic effects due to the interaction with the hot and dense environment (i.e., ram pressure and hydro-instabilities) are also expected to play a role in the current dynamical evolution (Burkert et al. 2012; Schartmann et al. 2012). Recent observations with the Keck telescope have also been published by Phifer et al. (2013). With the help of the near-infrared camera NIRC26 and the OSIRIS7 integral field spectrograph, these authors confirmed the detection of G2 with properties comparable to those found by Gillessen et al. (2012, 2013a), but with a small positional offset between the L-band and Brγ emission and slightly different orbital parameters ($e \approx 0.98$ and a pericenter distance of 1900 Schwarzschild radii). Given the somewhat different orbit, these authors predict that the center of mass of G2 will have its closest approach to SgrA* in 2014 March. Of course, G2 is an extended object and it is expected to become strongly elongated due to tidal forces, so thinking of a single pericenter date is misleading. Indeed, new observations presented by Gillessen et al. (2013b) already show weak emission from material that has already passed pericenter and the duration of the pericenter passage has been estimated to be roughly 1 yr. G2 offers us the possibility to study its fate “on the fly” and to eventually observe a minor accretion event on SgrA* in the next decades. Several new observations of the Galactic Center, in different bands of the electromagnetic spectrum, are already planned for the time of the pericenter passage.8

A big challenge is to explain the origin and nature of such a dense and low angular momentum object. Interestingly, Gillessen et al. (2012, 2013a) find that the observed orbit of
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the G2 complex (G2+G2t) roughly lies in the plane of the
clockwise rotating disk of young and massive stars ranging from
0.04 pc to 0.5 pc around the central hot bubble (Genzel et al.
2003; Paumard et al. 2006; Bartko et al. 2009; Alig et al. 2011,
2013). Even if this finding is still debated (Phifer et al. 2013),
several authors have argued that the origin of G2 is related to the
clockwise disk. One promising scenario would be a compact gas
cloud that formed as a result of stellar wind interactions (Cuadra
et al. 2005, 2006; Gillessen et al. 2012; Burkert et al. 2012) on
a highly eccentric orbit. Burkert et al. (2012), Schartmann et al.
(2012), and Anninos et al. (2012) have studied in high detail the
evolution and fate of such an object with properties similar to
those of G2.

Together with the diffuse gas cloud scenario, Gillessen et al.
(2012) also suggested another interesting option, i.e., G2 could be
the outflow from a low luminosity star that is too faint to be
observed. Murray-Clay & Loeb (2012) have shown that multiple
scatters in the young stellar ring can put a low-mass star on a
very high eccentricity orbit every 10^6 yr and the probability for
a young star with an undisrupted protoplanetary disk to reach
G2’s pericenter for the first time is ~0.1%. These authors show,
with the help of analytical considerations, that the observed
properties of G2 can be explained by gas outflowing from a
photoevaporating protoplanetary disk (due to the high flux of far-
ultraviolet and Lyman photons in the Galactic Center) and being
tidally stripped while reaching SgrA∗. Miralda-Escudé (2012)
suggested a similar scenario, proposing that a close encounter
with a stellar black hole could defunct an old low-mass star on a
high-eccentricity orbit and during the same encounter produce a
disk around it by stripping its outer envelope. Meyer & Meyer-
Hofmeister (2012) investigated the possibility that a nova,
irradiated by high stellar winds, could produce an expanding shell,
following the Spherical Shell Scenario proposed and studied by
Burkert et al. (2012) and Schartmann et al. (2012). Finally, Scoville &
Burkert (2013) suggested that the observed emission could come
from a double nova, which would be expected to happen at
a rate of a few per century. In this model, the Brγ luminosity arises due to shell material, which is
collisionally ionized by the wind. This model is attractive since the luminosity is given by the wind properties
and hence remains constant with time over the observed ~10 yr.

Models involving a central source have been studied up to
now only with simplified analytical approximations that do not
fully take into account the role of the hydrodynamic interaction
with the ambient medium and the SMBH tidal field in affecting
the global structure of the outflows. The aim of our work is to
study these effects for a large range of outflow parameters with
the help of hydrodynamical simulations with the Eulerian code
PLUTO (Mignone et al. 2007, 2012), version 3.1.1.

In Section 2, we give a brief overview of the physics
of winds in the Galactic Center, discussing their structure
and evolution with the help of analytical considerations. In
Section 3, we introduce our physical and numerical setup and
our simulations are presented in Section 4. We give a global
discussion and some remarks in Section 5 and our final summary
and conclusions appear in Section 6. In this work, we assume
a Galactic Center distance of 8.33 kpc (Gillessen et al. 2009), so
1″ ~ 1.25 × 10^{17} cm ~ 0.04 pc.

2. PHYSICS OF WINDS IN THE GALACTIC CENTER

In this section, we provide some qualitative and quantitative
considerations that will be helpful in understanding the structure
and evolution of our simulated outflows.

When spherical stellar winds interact with typical interstellar medium (ISM) gas (n_{ISM} ~ 1 cm^{-3}, P_{ISM} ~ 10^{-12} dyne cm^{-2}), they are well described by the model of Weaver et al. (1977). Their structure consists of a free-wind region, where the wind mass-loss rate \dot{M}_w and the wind velocity \dot{v}_w are constant with radius r, so that the gas density
\[
\rho_w(r) = \frac{\dot{M}_w}{4\pi \dot{v}_w r^2} \approx 4.47 \times 10^{-16} \left(\frac{\dot{M}_w}{10^{-7} M_\odot \text{yr}^{-1}}\right) \times \left(\frac{\dot{v}_w}{50 \text{ km s}^{-1}}\right)^{-1} \left(\frac{r}{1\text{ AU}}\right)^{-2} \text{ g cm}^{-3}
\]
scales with \(1/r^2\). An inner shock is separating the free-wind region from a large and almost isobaric region of shocked stellar wind. A contact discontinuity separates the wind material from a dense shell of swept-up ambient medium whose outer boundary is an external shock propagating into the unperturbed ISM. After a phase of adiabatic expansion, the thickness of this outer shell reduces and the density increases substantially because radiative cooling occurs in this region on a relatively short timescale.

In our work, the wind interacts with the very hot and dense
atmosphere present in the Galactic Center (e.g., Baganoff et al.
2003; Yuan et al. 2003; Xu et al. 2006). This atmosphere has extremely high thermal pressures, ranging from roughly \(10^{-7}\) dyn cm^{-2} at 0.05 pc to roughly \(5 \times 10^{-4}\) dyn cm^{-2} at around 1000 Schwarzschild radii from SgrA∗ and a sound speed \(c_s\), ranging from \(\approx 500 \text{ km s}^{-1}\) to \(\approx 3000 \text{ km s}^{-1}\). Furthermore, in all the proposed scenarios for G2’s origin related to outflows, given G2’s small size and mass, the suggested mass-loss rates and velocities are always typical of relatively weak winds (weak with respect to their power, which is given by \(L_w = 0.5 \dot{M}_w \dot{v}_w^2\)). As a result, the structure of winds in the proximity of Sgr A∗ is different from that given by Weaver et al. (1977). As in this classic model, our winds have a free-wind region, with an inner shock separating this region from the shocked wind material. This inner shock reaches its stagnation radius \(r_{stag}\) when the wind ram pressure \(\rho(r) \dot{v}_w^2\) becomes equal to the external ambient medium pressure \(P_{amb}\), so
\[
r_{stag} = \sqrt{\frac{\dot{M}_w \dot{v}_w}{4\pi P_{amb}}} \approx 6.3 \times 10^{13} \left(\frac{\dot{M}_w}{10^{-7} M_\odot \text{yr}^{-1}}\right)^{1/2} \times \left(\frac{\dot{v}_w}{50 \text{ km s}^{-1}}\right)^{1/2} \left(\frac{P_{amb}}{6.2 \times 10^{-4} \text{ dyn cm}^{-2}}\right)^{-1/2} \text{ cm,}
\]
where “standard” values for the wind parameters (see Section 4) and a reference value for the hot environment thermal pressure at pericenter are adopted. Due to the high pressure, the stagnation radius is very small and the shocked wind material forms a dense and rapidly cooling thin shell. Another main difference with respect to the classic wind structure is that the winds considered here have subsonic expansion velocities. So, in the ideal case of a source at rest, in addition to the dense wind shell, a very weak sound wave propagates outward, with no significant reaction from the ambient medium on the wind. This case is not always true when the orbital velocity of the source is added to the expansion velocity, as we will discuss later. It is also worth mentioning that the dense shocked wind shell is strongly subject to the Rayleigh–Taylor instability (RTI). In fact, in the frame of reference of the contact discontinuity between the wind material and the hot atmosphere, there is a
static dense medium (the shocked wind shell) and a lighter one (the atmosphere) accelerated toward it. An order of magnitude calculation of the RTI timescale results in a much shorter value than G2’s orbital period. In summary, the shape of stellar winds changes significantly when the winds are located in a high-pressure environment. For further details, we refer the reader to Parker (1963), Koo & McKee (1992), van Marle et al. (2006), and A. Ballone et al. (in preparation).

Considering the effects of the motion of the source is also important. Burkert et al. (2012) have shown that near pericenter the ram pressure of the hot atmosphere becomes comparable to (and eventually even higher than) its thermal pressure, so one expects stripping of the wind material. The ram pressure will also give an additional “non-thermal” contribution to $P_{\text{amb}}$ in Equation (2), with a different intensity depending on the angle $\theta = v_w/v_\ast$ (with $v_\ast$ being the wind source velocity along the orbit; see Figure 1). Furthermore, even if the expansion velocity of the wind is subsonic, at a distance of roughly $0.7 \times 10^{17} \text{ cm}$ from Sgr A*, the orbital velocity of the source becomes slightly supersonic (Figure 1), and, at that point, an external weak bow shock forms in the ambient medium.

Finally, one should also consider the effect of the strong gravity G2 is subject to. As already discussed by Schartmann et al. (2012), tidal forces become dominant near G2’s closest approach to the SMBH. As shown in Section 4, the tidal force leads to the stretching of the wind shells, dramatically affecting the global structure of the outflow near G2’s pericenter, as well as its distribution in position–velocity (PV) space.

3. PHYSICAL AND NUMERICAL SETUP

To simulate single winds moving in the Galactic Center atmosphere, we use two-dimensional cylindrical coordinates ($Z, R$) in a rectangular grid with uniform (and equal) resolution in both coordinates (see Table 1 for further details). The choice of two-dimensional simulations is mainly dictated by the need of extremely high resolution. We show in Section 4 that the structure of the emitting material is highly filamentary, which forced us to use resolutions that are roughly a factor of 10 higher compared with previous works in the so-called diffuse cloud scenario (Schartmann et al. 2012; Anninos et al. 2012). This work represents the first paper attempting detailed hydrodynamical simulations for the “compact source” scenario and trying to span the wind’s mass-loss rate and velocity parameter space. Given the quite high degree of complexity of the problem, several tests and studies have been performed, which led to a large computational effort and which could not be done with three-dimensional simulations. Different resolutions have been used for the different models and, because of the high computational cost, we decided not to have more than $2 \times 10^7$ grid cells. A reflective boundary is applied to the axis of symmetry, while outflow boundaries are set elsewhere. Given the extremely steep gradients of density and temperature of the atmosphere and of the velocity of the source along the orbit, we simulate almost the entire domain of the orbit from G2’s apocenter, at $Z = -1.64 \times 10^{17}$ cm (from the orbital derivation of Gillessen et al. 2013a), to very close to Sgr A*, fixing the frame of reference on the SMBH. Our choice of cylindrical coordinates allows us to more correctly reproduce the spherically symmetric

| Model            | $M_w$ ($M_\odot$ yr$^{-1}$) | $v_w$ (km s$^{-1}$) | Resolution (Z x R) (10$^{16}$ cm) | No. of Grid Cells |
|------------------|-----------------------------|---------------------|-----------------------------------|------------------|
| Standard model   | $8.8 \times 10^{-8}$        | 50                  | $7.5 \times 10^{12}$ cm 0.5 AU   | $[-17.10 : -0.30] \times [0 : 0.45]$ | $1.344 \times 10^{7}$ |
| LV               | $8.8 \times 10^{-8}$        | 10                  | $7.5 \times 10^{12}$ cm 0.5 AU   | $[-17.10 : -0.30] \times [0 : 0.45]$ | $1.344 \times 10^{7}$ |
| HV               | $8.8 \times 10^{-8}$        | 250                 | $7.5 \times 10^{12}$ cm 0.5 AU   | $[-17.10 : -0.30] \times [0 : 0.45]$ | $1.33875 \times 10^{7}$ |
| LMDOT            | $1.76 \times 10^{-8}$       | 50                  | $1.5 \times 10^{13}$ cm 1.3 AU   | $[-18.00 : -0.15] \times [0 : 1.00]$ | $1.785 \times 10^{7}$ |
| HMDOT            | $4.4 \times 10^{-7}$        | 50                  | $10^{13}$ cm 0.7 AU             | $[-18.00 : -0.15] \times [0 : 1.00]$ | $3.6 \times 10^{6}$ |
| LOWRES           | $8.8 \times 10^{-8}$        | 50                  | $1.5 \times 10^{13}$ cm 1.0 AU   | $[-17.10 : -0.30] \times [0 : 0.45]$ | $3.6 \times 10^{6}$ |

Figure 1. Comparison of G2’s best-fit orbit (black solid line) and the simulated $e = 1$ orbit (red dashed line). The upper panel shows the evolution of the total velocity along the orbits. The blue dash-dotted line shows the sound speed of the atmosphere along the orbit. The lower panel shows the two orbits when projected on the sky plane. The blue crosses show the simulated orbit’s apocenter and pericenter, with their relative orbital times. (A color version of this figure is available in the online journal.)
fluxes of the wind and, at the same time, to better simulate the quasi-axisymmetric interaction with the ambient medium without being forced to do computationally expensive three-dimensional simulations. On the other hand, this procedure led us to simplify our problem, assuming a zero angular momentum orbit. This restriction is not severe when the source is far enough from pericenter, since the observed orbit has a very high eccentricity; \( e \approx 0.97–0.98 \) (Gillessen et al. 2013a; Pfifer et al. 2013). In the top panel of Figure 1, we plot a comparison of the total orbital velocity for the observed and simulated orbits, showing that the two curves depart from each other just near apocenter, at distances larger than \( \approx 1'' \approx 1.25 \times 10^{17} \) cm from the SMBH (the source in the simulated orbit starts at rest), where the ram pressure contribution is anyway insignificant. However, the observed and simulated orbits look very different (see Figure 1) when projected on the plane of the sky. The orbital time of the simulated orbit is roughly shifted by 1 yr compared with that of the observed orbit. For this reason, a strict comparison of times and “projected” quantities can be misleading. Therefore, we will often refer to distances to the SMBH rather than times, which are only roughly comparable to the observed times.

In this work, we are only interested in modeling the head component, namely G2, so the wind parameters are chosen according to this choice. The wind outflows are modeled with a mechanical approach, i.e., we fix a constant density and velocity in a very small circular input region in order to satisfy Equation (1) on its outer boundary. This condition holds as long as the sound speed of the injected material is negligible with respect to the wind velocity, which constrains the value of the temperature we can set in the input region. In all our models, we set the temperature to a constant value \( T_{\text{in}} \) and an adiabatic index \( \Gamma = 1 \) is assumed. This choice is based on the assumption that the temperature of the wind material is given by photoionization equilibrium due to the surrounding young stars \( T_{\text{in}} = 10^4 \) K; Gillessen et al. 2012; Murray-Clay & Loeb 2012; Schartmann et al. 2012) and by the fact that the shocked wind material is so dense and cools so fast that it can be treated as being isothermal (Scoville & Burkert 2013). So, we set \( T_{\text{in}} = 10^7 \) K in all our simulations except for the lowest velocity (LV) model described in Subsection 4.2 (for which such a temperature would give a sound speed comparable to the wind velocity).

We let our source start from the orbit’s apocenter position and we calculate the location of the source with a simple Runge–Kutta fourth order method. The outflow is also started at apocenter, following the original idea of Murray-Clay & Loeb (2012). If the object has been scattered on the observed orbit by one or more close encounters, we can expect any pre-formed outflow to be disrupted and mostly stripped in these events.

The hot atmosphere is modeled following the density and temperature distribution used by Schartmann et al. (2012), i.e.,

\[
n_{\text{at}} = 930 \frac{1.4 \times 10^4 R_S}{d_{\text{SMBH}}} \, \text{cm}^{-3},
\]

\[
T_{\text{at}} = 1.2 \times 10^8 \left( \frac{1.4 \times 10^4 R_S}{d_{\text{SMBH}}} \right) \, \text{K},
\]

where \( R_S \) is the SMBH’s Schwarzschild radius and \( d_{\text{SMBH}} \) is the distance from SgrA*. These profiles correspond to the advection-dominated accretion flow (ADAF) analytical approximation of Yuan et al. (2003), matching the current Chandra X-ray observations (Baganoff et al. 2003) and radio rotation measure data (Bower et al. 2003). As already discussed by Schartmann et al. (2012), this atmosphere is convectively unstable, so we followed the same numerical recipe to artificially stabilize it, with the help of a passive tracer \( r_I \) advected with the wind material; i.e., every cell, where less than 0.01\% of the gas is made out of original cloud material, is reset to the initial condition of the atmosphere. As a result of this resetting, the formation of a bow shock in the outer atmosphere is suppressed. However, any effect of this suppression on the wind material would not be severe. This bow shock in the atmosphere would be adiabatic and weak, with a Mach number of roughly \( M \approx 1.5 \) (see Figure 1). The Rankine–Hugoniot conditions give an increase in density of a factor \( \approx 1.7 \) and a same decrease in the velocity. Thus, the ram pressure in the shocked ambient medium would be just a factor \( \approx 1.7 \) lower than the simulated one. The stagnation radius would instead not change, since the total pressure is conserved across the shock. For a further and more detailed discussion on the chosen atmosphere, we refer the reader to Burkert et al. (2012) and Schartmann et al. (2012).

Finally, we included the SMBH’s gravitational field, modeled as a Newtonian point source with mass \( M_{\text{BH}} = 4.31 \times 10^6 M_\odot \) (Gillessen et al. 2009) at \( Z, R = 0 \). The gravity of the central object is not considered, since the Roche radius for a 1 \( M_\odot \) star on G2’s orbit is always at least a factor of three smaller than the stagnation radius given in Equation (2), hence we do not expect any significant change of the structure of the wind shell due to the stellar gravity.

The hydrodynamical equations are solved using a piecewise parabolic method in space and a Runge–Kutta third order method in time. Fluxes are computed with the two-shock Riemann solver (Mignone et al. 2007).

4. RESULTS

In Subsection 4.1, we present our standard model, discussing its evolution and main features and comparing it with the observations. In Subsections 4.2 and 4.3, we discuss how the results change when the outflow velocity and mass-loss rate are varied, respectively.

4.1. Standard Model

4.1.1. Evolution of the Wind

Our standard model has \( M_w = 8.8 \times 10^{-8} M_\odot \) yr\(^{-1} \) and \( \nu_w = 50 \text{ km s}^{-1} \). This value of the mass-loss rate is intended to reproduce the cloud mass estimated by Gillessen et al. (2012). However, as we will show below, most of the luminosity of our winds comes from dense and filamentary material (see Subsection 4.1.2). So, in this case, the mass estimate of these authors, based on a constant density over an ellipsoidal volume, does not hold anymore. In other words, given the complex gas distribution, properties, and emissivities in our wind models, there is not a simple conversion between the total mass of the wind material and its luminosity. Regardless, the mass injected in the case of our standard model corresponds to the mass estimated by these authors.

In Figure 2, we show the density distribution of the wind (in just a fraction of our total two-dimensional computational domain) for three different positions along the orbit of the source. In these images, three different regimes are clearly visible.

1. In 1950, the wind is at a distance of \( \approx 1''21 \approx 1.5 \times 10^{17} \) cm from the SMBH and in this part of the orbit the thermal
pressure of the atmosphere is the main confinement affecting the outflow. Its structure is still almost spherical, with the free-wind region occupying most of the wind volume and the denser and very thin shocked wind shell that has already developed and turbulent Rayleigh–Taylor fingers departing from it.

2. In 2003, at a distance of \(0.43 \approx 5.4 \times 10^{16} \text{ cm}\), the ambient ram pressure has generated a long tail of lower density stripped material that is mixing with the atmosphere. The density of the shocked wind material is now higher due to the increase of the thermal and ram pressure of the atmosphere while approaching SgrA*. This ram pressure and the tidal force of SgrA* have also broken the spherical symmetry of the free-wind region: the ram pressure has compressed the front part, leading to a smaller stagnation radius in the direction parallel to the motion (see Equation (2)).

3. The 2010 snapshot (corresponding to a distance of \(0.15 \approx 1.9 \times 10^{16} \text{ cm}\)) shows that the shocked wind material has reached even higher densities and that it has accumulated along the axis of symmetry due to the extremely high tidal stretching and compression in the direction perpendicular to the motion. A very tiny free-wind region is left at this time.

4.1.2. Comparison with Observations

In Figure 3, we plot the \(\mathrm{Br}\gamma\) luminosity evolution along the orbit (top panel, black solid line). To calculate the evolution, we used a functional form for the Case B recombination \(\mathrm{Br}\gamma\) emissivity:

\[
  j_{\mathrm{Br}\gamma} = 3.44 \times 10^{-27} (T/10^4 \text{ K})^{-1.09} n_p n_e \text{ erg s}^{-1} \text{ cm}^{-3},
\]

where \(T\) is the wind material temperature and \(n_p\) and \(n_e\) are the proton and electron number densities, respectively, obtained by extrapolating the values given on page 73 of Osterbrock & Ferland (2006). We then integrated this form over all the wind material, i.e., over the grid cells with wind tracer \(tr > 10^{-4}\) (the first cell in the \(R\) direction is excluded from this calculation, as explained and justified in Section 5.1). We took into account the different temperatures of the wind material due to mixing with the atmosphere. A limitation of this approach is that in our simulations the thermodynamics of the mixing is not modeled by detailed physics and it is simply given by hydrodynamical advection. When mixing with the hotter and less dense atmosphere, the wind material’s emissivity significantly decreases. Assuming the former functional form thus provides much more realistic results.

For the part of the orbit covered by the observations (indicated by the red diamonds in Figure 3), the luminosity ranges from a minimum value of \(\lesssim 2.59 \times 10^{30} \text{ erg s}^{-1} \approx 0.3 \ L_{\mathrm{Br}\gamma,G2}\) to a maximum value of \(\gtrsim 9.06 \times 10^{30} \text{ erg s}^{-1} \approx 1.2 \ L_{\mathrm{Br}\gamma,G2}\). These values are comparable with the observations, even if the luminosity of our standard model increases toward pericenter, while the observed luminosity has a constant value of \(L_{\mathrm{Br}\gamma,G2} \approx 8 \times 10^{30} \text{ erg s}^{-1} \approx 2 \times 10^{-3} \ L_{\odot}\) for the whole period covered by the observations (Gillessen et al. 2013a).
One of the most interesting results is that—given our assumptions—most of the luminosity of the object results from the shocked wind material with densities higher than 10^{-19} g cm^{-3}, and the orange dotted line shows the luminosity of the shocked wind material with densities lower than 10^{-19} g cm^{-3}. The red diamonds represent the observations. Bottom panel: wind material distribution for a source distance of 0.43 km/s wind cm. (A color version of this figure is available in the online journal.)

Figure 3. Top panel: Brγ luminosity evolution for our standard model with wind parameters $M_w = 8.8 \times 10^{-8}$ $M_\odot$ yr^{-1} and $v_w = 50$ km s^{-1}. The black solid line shows the total luminosity, the blue dashed line shows the luminosity of the free-wind region, the red dash-dotted line shows the luminosity of the shocked wind material with densities higher than 10^{-19} g cm^{-3}, and the orange dotted line shows the luminosity of the shocked wind material with densities lower than 10^{-19} g cm^{-3}. The red diamonds represent the observations. Bottom panel: wind material distribution for a source distance of 0.43 km/s wind cm. (A color version of this figure is available in the online journal.)

In Figures 5 and 6, we plot the density maps and the PV diagrams for a distance from SgrA* of 0.43 km/s wind cm. (A color version of this figure is available in the online journal.)

4.2. An Outflow Velocity Study

We studied the effect of a variation of the wind velocity on the structure and observed properties of the wind. Keeping the mass-loss rate fixed to the value of our standard model, we reduced and increased the wind velocity by a factor of five, obtaining the LV model and the HV model, respectively (see Table 1).

In Figures 5 and 6, we plot the density maps and the PV diagrams for a distance from SgrA* of 0.43 km/s wind cm. (A color version of this figure is available in the online journal.)

PV diagrams for our standard model are shown in Figure 4. As already discussed in Section 3, the observed and the simulated orbits are very different when projected on the plane of the sky. For this reason, we plot velocity along the direction of the motion versus distance to the SMBH, instead of position and velocity projected on the sky. In order to compare these data with the observations, we deproject the G2 observed extremes along the orbit at different times and put these extremes on these plots (green crosses). As can be seen in Figure 4, our standard model reproduces quite nicely the observed dynamical evolution of G2. Even if the match is not perfect, we will see in the next subsections that a slight variation of the parameters leads to significantly different sizes.

Finally, as can be seen in both Figures 2 and 4, the source is never in the middle of the distribution, which shows that in the case of a compact source scenario, the stripping of the wind material and the tidal stretching of it can lead to a "dynamical decoupling" between the source and the extended emitting material, with the source being at late times much nearer the leading edge of the object. Hence, the orbit of the source itself can be slightly offset from the observed orbit, determined from the gas and dust emission.
Figure 4. Position–velocity diagrams for our standard model, for a source distance of 0′′.43, 0′′.29, 0′′.15, and 0′′.12 from SgrA*. The green crosses show the G2 observed extremes and the green asterisk shows the position of the source in the diagram.

(A color version of this figure is available in the online journal.)

Figure 5. Density maps for the $v_w = 10$ km s$^{-1}$ LV model (top panel) and the $v_w = 250$ km s$^{-1}$ HV model (bottom panel), for a source distance of 0′′.15 from SgrA*.

(A color version of this figure is available in the online journal.)

one order of magnitude higher than those of our standard model (solid line). The faster 250 km s$^{-1}$ HV model (dash-dotted line) has instead two orders of magnitude lower luminosities. Significant differences are also visible in the PV diagrams: the LV model is ≈0′′.05 smaller than G2 (whose size is 0′′.15, at the considered position along the orbit), while the HV model has a much larger extension of ≈0′′.45, clearly exceeding G2’s size. In terms of velocity dispersion, the HV model also shows a larger spread in velocity at given position, resulting from the higher wind velocity and the higher turbulence of the stripped shocked wind material.

4.3. An Outflow Mass-loss Rate Study

We have also studied the effect of a variation of the wind mass-loss rate. In this case, we fixed the velocity to that of the standard model and reduced and increased the wind mass-loss rate by a factor of five; we obtained the LMDOT model and the HMDOT model, respectively (see Table 1).

The density maps and the PV diagrams for the two different $M_w$ models, at a distance of ≈0′′.15 from SgrA*, are shown in Figures 8 and 9, respectively. A first inspection of the density and luminosity distribution necessitates a discussion of the structure of the winds at late times. In fact, given Equation (2), we expect the size of the free-wind region to be equal in the case of the LV and LMDOT models and similarly in the case of the HV and HMDOT models, given the same $M_w v_w$. Figure 10 shows that this fact is indeed true at earlier times; this figure provides a first qualitative explanation for the different sizes visible in Figure 9, but the stagnation radius equation does not strictly apply at late times. An explanation for this behavior is mainly given by considering the different impact of the ram pressure of the atmosphere, which depends on the densities of the different models. For different models, an equal $M_w v_w$ means an equal wind ram pressure $\rho_w(r) v_w^2$. So, a factor of five lower velocity at constant $M_w$ implicitly implies a factor of five higher $\rho_w(r)$ and vice versa. On the other hand, at constant $v_w$, a factor of five lower...
Density maps for the $M_w$ = $1.76 \times 10^{-8} M_{\odot} \, \text{yr}^{-1}$ LMDOT model (top panel) and the $M_w$ = $4.4 \times 10^{-7} M_{\odot} \, \text{yr}^{-1}$ HMDOT model (bottom panel), for a source distance of 0.15 arcsec from SgrA*.

(A color version of this figure is available in the online journal.)
higher wind ram pressures. As a consequence, the increase of the density and luminosity of the shocked wind shell will also be different. This effect can be also partially recovered in Figure 7 for our velocity study.

5. DISCUSSION

5.1. Numerical Issues

It is well known that cylindrical coordinates lead to numerical artifacts near the axis of symmetry (see, e.g., Vieser & Hensler 2007; Kwak et al. 2011). In particular, in our case, all our models suffer from the formation of too elongated Rayleigh–Taylor fingers (emanating from the shocked wind shell) along this numerically critical part of the computational domain (for a similar behavior, see, for example, the hydrodynamical simulations of Cox et al. 2012). This problem could affect our results mainly in the direction of the leading part of the wind, where the ram pressure of these fingers seems to be artificially too high, thus reducing effective compression and stripping there. Quantifying the exact impact of these artificial features on the global evolution is rather difficult, but we believe that, given their narrowness, they should not have a strong effect on the stripping of the wind at larger R positions. At the same time, considering their relatively small volume and mass (always less than 5% of the total volume and mass), these numerical features do not contribute a strong weight to the total luminosity. Only a very dim artificial component, corresponding to the leading part of the object, appears in the PV diagrams, i.e., in the PV diagrams of the HV and LMDOT models (see Figures 6 and 9). The cylindrical coordinates in combination with the reflective boundary at the axis of symmetry can lead to an artificial overcompression...
of the material in the first very few (one or two) cells at low $R$ values. For this reason, we excluded the first cell in our calculation of the luminosity. This choice does not change significantly our results, but allows us to remove some artificial and transient peaks in the luminosity evolution.

The next two problems are related to the shell of shocked wind material. First of all, computational cells that are too large are expected to lead to a poor resolution of the very thin shocked wind material shell, particularly in the later phases, when the external ambient thermal and ram pressure increase. For this reason, we used a very high resolution for our simulations (see Table 1). A further resolution increase would have led to an extremely high computational cost for any model, but we nonetheless checked how the resolution can affect the results. We thus doubled the grid cell size in all directions and ran our standard model again at this lower resolution (LOWRES model; see Table 1). To first order, the matter distribution is very similar to that of the standard model, as can be seen in Figure 12. Also, the luminosity evolution is comparable (see Figure 13, black dashed line).

The second problem is related to the temperature of the shocked wind shell. In the LV model, the temperature of the wind is not set to $10^4$ K (as in all the other models), but instead is set to $10^3$ K. The reason for this choice is related to our mechanical modeling of the winds. In the case of the LV model, the velocity we set in the input region roughly corresponds to the sound speed of a $10^3$ K gas. Setting such a temperature in the input region would mean that the injected thermal and ram pressure become comparable, which would lead to an over-injection of mass and velocity (see Section 3). However, a lower temperature in the wind material also leads to a lower thermal pressure in the shell of shocked wind material. This fact is a problem, because a lack of pressure support also produces slightly higher densities in this region and thus leads to higher luminosities (see Equation (5)). To get an idea of how this phenomenon can affect the resulting luminosities, we ran the LV model setting an even lower temperature of $10^2$ K. The luminosity evolution is shown in Figure 13: in this case, the luminosity is roughly a factor of three higher along most of the orbit. We therefore infer that the luminosity evolution of the LV model must be examined with care, since we cannot exclude systematically lower values in the case of a shell of temperature equal to $10^2$ K.

5.2. Advantages, Disadvantages, and Outlooks on the Compact Source Scenario

The compact source scenario is currently the main rival to the diffuse cloud scenario suggested and studied in great detail by Gillessen et al. (2012, 2013a), Burkert et al. (2012), and Schartmann et al. (2012). The main problem of the diffuse cloud scenario remains the origin of G2. Burkert et al. (2012) have indeed shown that, given its observed evolution, a compact cloud must have formed around 1995 along the G2 orbit close to pressure equilibrium. However, no known star has been found close to G2’s birthplace at that time and formation through a cooling instability of the hot atmosphere appears to be ruled out (Burkert et al. 2012). The compact source scenario provides instead a plausible explanation for G2’s origin, resulting from the scattering of a young low-mass star onto the current, highly eccentric orbit of G2, as discussed by Murray-Clay & Loeb (2012), Miralda-Escudé (2012), and Scoville & Burkert (2013). The probability of such an event is very low, so in this case we should expect G2 to be a rare and peculiar object. On the other hand, if G2 is the outflow from a central source, we could expect this source to survive the close encounter with the SMBH and a new cloud could form after the disruption at the pericenter passage, leading to a “periodic” formation of G2.

A possible candidate for G2’s source, given our best parameters, could be a young T Tauri star, as suggested by Scoville & Burkert (2013). These authors assumed $M_w = 4 \times 10^{-8} M_\odot$ yr$^{-1}$ and $v_w = 100$ km s$^{-1}$. Our standard (and best) model has roughly a factor two higher mass-loss rate and lower velocity. These values are a bit extreme, but still in the ranges of the observations ($M_w = [10^{-7}, 10^{-12}] M_\odot$ yr$^{-1}$ and $v_w = [50,300]$ km s$^{-1}$; White & Hillenbrand 2004). T Tauri stars are young objects, with ages between $10^5$ and $10^7$ yr (see, e.g., D’Antona & Mazzitelli 1994). This age is comparable with the age of the young stellar disk (Pauzard et al. 2006; Bartko
et al. 2009) where this star was born and subsequently scattered, roughly $6 \pm 2$ Myr. A major caveat of this scenario is the geometry of the T Tauri outflows: there are several clues indicating that these outflows are bipolar winds or jets (e.g., Hartigan et al. 1995; White & Hillenbrand 2004). In this work, we decided to avoid adding further parameters to our study. It would be interesting, in the future, to see how a different geometry of the outflows affects the results.

Another advantage of the compact source scenario is that it could explain the tail (G2t) that is clearly visible in the 2011 and 2012 observations (Gillessen et al. 2013a). As shown by Burkert et al. (2012) and Schartmann et al. (2012), a large spherical shell at apocenter could explain both the observed head and tail. In this work, we focused on G2; however, a large shell resulting from a higher velocity wind in the compact source scenario could in principle behave in a similar way and give the tail the larger size and clumpy structure observed by Gillessen et al. (2013a).

Three-dimensional simulations with a Cartesian grid would allow us to solve some of the numerical artifacts we discussed, remove the reduction to an $e = 1$ orbit, and test the evolution of G2 on a complete orbit. These simulations, however, are very expensive in terms of computational time, so the two-dimensional simulations presented in this paper constitute a fundamental step to scan the available parameter space.

6. SUMMARY

The aim of this work was to model, for the first time, the hydrodynamical evolution of a wind as it moves along G2’s orbit, investigating its structure and observational properties as a result of the interaction with a hot atmosphere and the extreme gravitational field of the SMBH in the Galactic Center. For our study, we have been inspired by the compact source scenario suggested and studied by other authors (Gillessen et al. 2012; Burkert et al. 2012; Murray-Clay & Loeb 2012; Miralda-Escudé 2012; Meyer & Meyer-Hofmeister 2012; Scoville & Burkert 2013).

Our simulations show that the presence of a surrounding high-temperature atmosphere (like that predicted by the ADAF/RIAF solutions for the diffuse X-ray emission in the Galactic Center) could be very important when modeling any compact source scenario for G2. As already shown by Scoville & Burkert (2013), the free-streaming wind interacting with this hot atmosphere will be shocked. In the case of the so-called diffuse cloud scenario (Burkert et al. 2012; Schartmann et al. 2012), the orbital evolution of the object before pericenter is as a first approximation ballistic. In the compact source scenario, instead, due to the high thermal pressure of the ambient medium confining the outflow, the size of the free streaming wind region is always small and constrained by the equilibrium between the external pressure and the wind ram pressure. Already at early stages, a very thin, dense, and Rayleigh–Taylor unstable shell of shocked wind material forms around the free-wind region. The structure of the studied winds is very different from that of typical stellar winds described by Weaver et al. (1977), where the shocked wind material forms a large shell with low density and a thinner, but dense, shell of swept and shocked ambient material propagates outward. In the case of the winds considered in this paper, a very weak bow shock is expected to form when the source of the wind reaches orbital velocities higher than the sound speed of the hot environment, i.e., in the late phases. Due to our numerical setup, this shell is not reproduced, but its contribution to the Brγ luminosity of G2 is negligible, as shown by Scoville & Burkert (2013). Another interesting property of this scenario is that a dominant contribution to the total luminosity comes from the shocked wind material, which has a highly filamentary structure. The shocked wind shell is in fact strongly Rayleigh–Taylor unstable due to the wind expansion and it is hence forming elongated fingers. This fact is, along with the $1/r^2$ density distribution of the free-wind region, the main difference with respect to the diffuse cloud scenario, where the object has instead a more or less uniform density all over its volume. Distinct from the diffuse cloud scenario, at late phases the ram pressure of the atmosphere can have an important role in affecting the structure of the wind (via stripping of wind material), while, as in the diffuse cloud scenario, the dominant process at late phases is the squeezing and compression by the SMBH extreme tidal field of the object in the direction parallel to the motion. A simple decoupling of all these different effects is hard to perform in an analytical study. A slight variation of $\dot{M}_w$ and $v_w$ can quite significantly change the observed properties of the object. Roughly speaking, when fixing the mass-loss rates, a higher velocity results in a lower luminosity and a larger size of the emitting material (and vice versa). At constant velocity, a higher mass-loss rate instead leads to a higher luminosity and a larger size (and vice versa). Thus, a combination of observed size and luminosity can effectively constrain the wind parameters. The dependence of the luminosity and the size of the object on the wind parameters is also summarized in Figure 14.

Given the importance of the interaction with the hot atmosphere, we must point out that the results are of course also dependent on the model properties. For our choice (which is the commonly used one; see Gillessen et al. 2012; Burkert et al. 2012; Schartmann et al. 2012; Anninos et al. 2012; Scoville & Burkert 2013), we found a best model, with $\dot{M}_w = 8.8 \times 10^{-8} M_\odot$ yr$^{-1}$ and $v_w = 50$ km s$^{-1}$. These values are

---

**Figure 14.** Dependence of G2 luminosity and size on wind parameters.

(A color version of this figure is available in the online journal.)

---

| $v_w$ (km/s) | lower $\dot{M}_w$ | $M_w = 8.8 \times 10^{-8} M_\odot$ yr$^{-1}$ | higher $\dot{M}_w$ |
|-------------|------------------|-------------------------------------------|------------------|
| lower       | - smaller size   | - larger size                             | - larger size    |
|             | - possible observed luminosity | - larger size                             | - larger size    |
| LMDOT:      | - smaller size   | standard model                            | HMDOT:           |
|             | - lower luminosity |                                     | - larger size    |
|             |                   |                                          | - higher luminosity |
| $v_w = 50$  |                   |                                          |                  |
| km/s        |                   |                                          |                  |

---
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comparable with those of a young T Tauri star wind (White & Hillenbrand 2004). The age of T Tauri stars is also consistent with the age ($\approx 6 \pm 2$ Myr; Paumard et al. 2006; Bartko et al. 2009) of the clockwise disk of young stars ranging from 0.04 pc to 0.5 pc from SgrA*, where the source is predicted to be scattered from (Murray-Clay & Loeb 2012). Unfortunately, a problem for our estimates is that the Br\gamma luminosity is increasing with time, particularly when the object approaches the SMBH, while the observed luminosity stayed constant from 2004 to 2012. For our best model, the corresponding luminosities range from a minimum of $\approx L_{\text{Br}\gamma, G2}/3$ to a maximum of $\approx 1.2 \times L_{\text{Br}\gamma, G2}$.
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