Robustness of Deep Learning Models in Dermatological Evaluation: A Critical Assessment
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SUMMARY Our paper attempts to critically assess the robustness of deep learning methods in dermatological evaluation. Although deep learning is being increasingly sought as a means to improve dermatological diagnostics, the performance of models and methods have been rarely investigated beyond studies done under ideal settings. We aim to look beyond results obtained on curated and ideal data corpus, by investigating resilience and performance on user-submitted data. Assessing via few imitated conditions, we have found the overall accuracy to drop and individual predictions change significantly in many cases despite of robust training.
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1. Introduction

A growing need in our current healthcare scenario is timely dermatological attention. This need has been due to increasing incidences of skin diseases and an observed under-supply of specialists. Approximately 1.9 billion people worldwide are having skin condition, with such diseases being the fourth-most common source of morbidity [1]. In the US, there are only 3.6 dermatologists per 10,000 people [2]. Japan is actively advocating telemedicine as a remedial measure to bridge shortages in remote areas [3]–[5].

The spectrum of diseases in dermatology is sufficiently wide. With timely intervention, however, many problems can be resolved effectively. According to surveys by National Institutes of Health (NIH) in the US, one in every five American is at a risk for developing a debilitating skin problem. If the detection is made early, the survival rate is close to 98% [6]. At a time when the requirements are increasing, a constant under-supply is leading to long waiting queues [7]. In the absence of immediate attention, patients tend to consult general practitioners. Their diagnostic accuracy is between 24–70% and concurrency with specialist opinions around 57% [1], [8]. Even with specialists, opinions could differ at various stages. Hence, there exists a large scope for error.

Computer vision has been very successful recently in many domains due to the advent of deep learning [9]. They have circumvented classical rule-based approaches, which made identification tedious. Deep learning has demonstrated success in this current domain as well. Esteva et al. demonstrated dermatologist-level accuracy in detecting Melanoma [10]. Their model was, however, limited to grading only one type of condition. Similar studies have been conducted by Shrivastava et al. in detecting Psoriasis [11]. In addressing several diseases, Park et al. used the crowd-sourcing model for better anomaly prediction [12]. Liu et al. have managed to achieve about 70% accuracy on 26 diseases with a differential diagnosis system [1]. There is a need for robust expert systems to assist clinicians. Recent forays into building such systems are based on curated data [13]–[15]. We believe hand-picked multimedia obtained under ideal conditions are not true representation of samples seen in the clinical workflow.

In this paper, we attempt to evaluate the robustness of classifiers for ten common skin conditions seen in the East Asian skin type. We describe optimal training strategies, first verified against a standard computer vision dataset. Thereafter, we attempt to interpret the model performance by attention mechanisms, and reasons for failure by recreating artifacts and careful analysis. The contributions of this paper are as follows:

• We have demonstrated method(s) to rapidly train deep learning systems to high accuracy for detecting skin conditions (from a single racial type). We have investigated the role of model size towards overall accuracy.
• We have attempted to understand the dermoscopic classifier’s decision on wrong predictions via attention-based mechanisms.
• We have investigated the performance under the presence of common artifacts such as impulse noise and soft focus (blur).
• We have attempted to quantify the effects of distribution shift on our learned model.
• We have ascertained tendency of models to get biased by employing tests designed on synthetic data.

2. Data and Methods

2.1 Skin Data

A systematic collection of dermatological images was made with the consent and cooperation of volunteers belonging to the East Asian race. The images had different dimensions and sizes, but mostly larger than $200 \times 200$ and in
Table 1 Sample distribution summary

| Label   | Samples |
|---------|---------|
| Acne    | 971     |
| Alopecia| 681     |
| Blister | 690     |
| Crust   | 639     |
| Erythema| 689     |
| Leukoderma | 664 |
| P. Macula| 717     |
| Tumor   | 790     |
| Ulcer   | 782     |
| Wheal   | 636     |
| Total   | 7259    |

Table 2 SD-198 grouped for distribution shift study.

| Label          | Samples |
|----------------|---------|
| Acne           | Acne Keloidalis Nuchae, Acne Vulgaris, Steroid Acne, Favre Racouchot, Nevus Comedonicus, Pomade Acne |
| Alopecia       | Alopecia Areata, Androgenetic Alopecia, Follicular Mucinosis, Kerion, Scar Alopecia. |
| Blister        | Dyshidrosiform Eczema, Hailey Disease, Herpes Simplex, Herpes Zoster, Varicella, Mucha Habermann disease |
| Crust          | Angular Cheilitis, Bowen’s Disease, Impetigo |
| Erythema       | Acute Eczema, Candidiasis, Erythema Ab Igne, Ery. Anulare Centrifugum, Ery. Craque, Ery. Multiforme, Rosacea, Exfoliative Erythoderma |
| Leukoderma     | Balanitis Xerotica Obl., Beau’s Lines, Halo Nevus, Leukonychia, Pityriasis Alba, Vitiligo |
| P. Macula      | Actinic Solar Damage, Becker’s Nevus, Blue Nevus, Cafe Au Lait Macula, Compound Nevus, Congenital Nevus Dermatosis Nigra, Epidermal Nevus, Green Nail |
| Tumor          | Angioma, Apocrine Hydrocystoma, Lipoma, Dermatofibroma, Digital Fibroma, Fibroma, Leiomyoma |
| Ulcer          | Aphthous Ulcer, Behcet’s Disease, Ulcer, Stasis Ulcer, Mal Perforans, Pyoderma Gangrenosum, Syringoma |
| Wheal          | Urticaria, Stasis Edema |

JPEG format. Additional samples were sourced from medical centers and affiliated contributors within agreed frameworks of data reuse. These samples were labeled without any modifications. Any photograph containing identifying features (such as face, birthmark, tattoo, hospital-tags, etc.) was excluded. With statistics regarding local prevalence, we filtered our choice to ten common labels. These are: (i) Acne, (ii) Alopecia, (iii) Blister, (iv) Crust, (v) Erythema, (vi) Leukoderma, (vii) Pigmented Maculae, (viii) Tumor, (ix) Ulcer and (x) Wheal. Table 1 gives an overview of the distribution of classes in our study.

To examine the effect of distribution shift, we chose the SD-198 dataset [16]. It was ideal for our study since it was also composed of user submitted images. Since a one-to-one correspondence did not exist between classes in this dataset and our collected images, a dermatologist helped group relevant labels to our experimental design. Hundred samples were selected at random from these composite new classes and tested with our model. Information about this grouping is shown in Table 2.

2.2 Method Validation

In our study, the number of samples available were fewer compared to standardized computer vision datasets. Smaller data corpus could lead models to exhibit bias or overfitting. The absence of benchmarks made evaluating training methodology difficult. In healthcare domain, we anticipated rapid re-training as a requirement too. Hence, learning paradigms were needed that demonstrated reasonable accuracy, speed and repeatable performance. To cover these requirements, we chose to validate the classifier design on CIFAR-10 vision dataset [17] initially and we adopt the best practices thereafter.

We used a vanilla multi-class classification model as a baseline. The models were built on PyTorch with commonly recommended best practices [18]. Pretrained ResNet-34, ResNet-50, ResNet-101, ResNet-152, DenseNet-121, ResNext-50 (32 × 4d) and ResNext-101 (32 × 8d) were chosen as candidate starting points [19]. We chose serialized architectures over neural architecture search (NAS) based models since it was easy for us to design layer wise improvements in our learning scheme. Designing improvements on search-based architectures such as NASNet and AutoML is beyond the scope of the current study. A single GPU (NVIDIA Volta™ V100 16GB HBM2) was used. We normalized data with the recommended mean (0.4914, 0.4822, 0.4465) and standard deviation (0.2023, 0.1994, 0.2010). We chose a more traditional data split of 5:1 before training, keeping the dataset size in mind. We performed dynamic in-memory augmentation such as crop, random zoom, horizontal & vertical flips in the data-loader. All the models were trained to at least 90% validation accuracy for a fair comparison to the improved. The training was commenced with a learning rate of \( \alpha = 0.01 \) and restarted manually with lower value (\( \alpha = 0.001 \)), whenever early stopping halted learning. The accuracy and training time serving as baseline are elucidated in Table 3.

2.3 Improved Training Scheme

We optimized learning performance by exploiting the properties of the learning rate \( \alpha \). Conventional wisdom dictates monotonic decrease of learning rate(s) (LR). This straightforward approach, however, suffers from vanishing or exploding gradients often. We introduced an initial rate finder inspired by Smith et al. [23]. Our implementation of range test used several random mini-batches with linearly increas-
Initial learning rate was found by systematically increasing $\alpha$ over an interval and tracking the second moment of loss function. Tracking the second moment of the loss function, we could identify a good initial LR, as seen in Fig. 1 [22].

We carried out the training in two steps using stochastic gradient descent with warm restarts (SGD-R) [24]. As a first step, we froze the network except the final fully-connected (FC) layer. This step was a coarse conditioning step over about 10 epochs to fine-tune the most active layer. Using SGD-R, we performed cosine rate annealing for every epoch of training. Each time, the learning rate $\alpha_{opt}$ was reduced from its selected value to near-zero, to again restart with $\alpha_{opt}$ at the commencement of the next epoch. The modulation is governed by Eq. (1):

$$v_t = \frac{1}{2} \left(1 + \cos \left(\frac{\pi t}{T}\right) \right) + v_{\text{min}}, \quad (1)$$

where $v_t$ is the learning rate at the current iteration, $v$ is the initial learning rate, $t$ is a iteration in the epoch, and $T$ is the total number of iterations covering an epoch. In the subsequent step, the model was unfrozen to allow changes to all the parameters. To avoid significant perturbations, discriminative learning rates (DLR) were assigned to different sections of the network [25]. The initial one-third of the network, which captured rudimentary features from the input, was assigned lowest LR values ($\alpha = 0.01 \alpha_{opt}$) with LR gradually increasing to higher values towards higher layers. We also modified the rate schedule to involve cycle length multiplication (CLM) by a factor of 2. With the model converging towards its optimum fit, disturbances were reduced by extending the LR cycle to cover several epochs. The periodic jumps minimized the scope of getting stuck at saddle points. Having discriminative learning rates reduced the scope of losing pre-trained features. Up to 4 epochs were used for this stage. These stages are illustrated in Figs. 2 and 3.

With this training schema, we were able to produce similar or better results for a fraction of the previous training time, using less than 20 epochs in each case. The results of training by this method are show in Table 4. A representative confusion matrix for learning validation on CIFAR-10.
Table 5  Model learning on skin data

| Model     | Average Top-1 Accuracy |
|-----------|-------------------------|
| ResNet-34 | 86.1 ± 0.6              |
| ResNet-50 | 86.9 ± 0.5              |
| ResNet-101| 89.7 ± 0.5              |
| ResNet-152| 89.4 ± 0.4              |
| DenseNet-121| 89.1 ± 0.2            |
| ResNext-50| 89.6 ± 0.8              |
| ResNext-101| 90.8 ± 1.3             |

Confusion Matrix

|      | acne | alopecia | blister | crust | erythema | leuko | macula | tumor | ulcer | wheal |
|------|------|----------|---------|-------|----------|-------|--------|-------|-------|-------|
| acne | 195  | 0        | 0       | 0     | 0        | 1     | 2      | 0     | 1     | 1     |
| alopecia | 1 | 147 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| blister | 1 | 0 | 133 | 2 | 6 | 2 | 1 | 1 | 3 | 0 |
| crust | 1 | 1 | 2 | 138 | 0 | 0 | 2 | 1 | 4 | 0 |
| erythema | 4 | 0 | 4 | 2 | 115 | 1 | 15 | 3 | 2 | 4 |
| leuko | 1 | 0 | 1 | 2 | 142 | 3 | 0 | 0 | 0 | 0 |
| macula | 0 | 1 | 0 | 2 | 13 | 4 | 123 | 3 | 2 | 2 |
| tumor | 0 | 0 | 0 | 2 | 0 | 1 | 0 | 1 | 190 | 6 |
| ulcer | 1 | 0 | 3 | 6 | 3 | 0 | 3 | 14 | 170 | 0 |
| wheal | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 149 |

Fig. 5  Confusion matrix for skin classification (Model: ResNext-101)

Fig. 6  ROC for crust, AUROC = 0.980

Fig. 7  Erythema (AUROC = 95.1%)

Fig. 8  P. Macula (AUROC = 95.7%)

3. Analysis

3.1 Effect of Sample Complexity

By systematic training of models on dermatological images, we found the validation accuracy to be converging to comparable scores across models. After obtaining best fits, we can safely hypothesize the errors emerged from the nature of data and incorrect annotations if any. To better understand the same, we focused on analyzing a few label pairs which persistently showed high rates of categorization errors (Table 6). Our investigation was based on gradient-based class activation maps (GradCAM) and Guided backpropagation (GBP) which marked the regions the model deemed important [26], [27]. In the figures from this section, the order of images (L-R) are: sample, prediction and true label.

Ulcers & Tumor

Ulcers and Tumors exhibited a high degree of errors depending on the shape of manifestation. In Fig. 9, an oval shape and minor protrusion of the tissue misled the model. Potential reasons could have been the inflammation markers surrounding lesions. Lack of adequate contrast, compounded by non-uniform illumination ranked the sample much lower on the true label. Figure 10 exhibits a case, where the model ignored the lesion’s protrusion and focused only on a section of it, incorrectly classifying it as Ulcer. In summary, Ulcers...
Table 6  Skin labels with high rates of confusion

| Labels                        | Avg. Erroneous predictions ($\mu \pm \sigma$) |
|-------------------------------|---------------------------------------------|
| Ulcer and Tumor               | 31.75 $\pm$ 6.28                           |
| P. Macula and Erythema        | 27.25 $\pm$ 3.50                           |
| Erythema and Wheal            | 19.25 $\pm$ 2.75                           |
| Crust and Ulcer               | 16.00 $\pm$ 3.46                           |

and Tumors could have a large scope of error owing to the shape and geometry.

Maculae and Erythema

Pigmented Maculae and Erythema exhibited some of the highest rates of confusion consistently across the different models we trained. For example, in Fig. 11, the redness of the lesion patch was completely ignored in favor of the surrounding skin pigmentation. These features although occupying a substantially smaller part of the total image, drew the classification in favor of the wrong class. In Fig. 12, the pigmented lesion was ignored and classified as Erythema instead based on background redness. Illumination artifacts and contrast effects are important factors in such pairs.

Ulcer and Crust

Crusts and Ulcers are chronologically related and hence pose an interesting detection challenge. We observed strong visual correlations and often the activation maps were found to be co-located. It is not surprising that models often classified incorrectly since human interpreters also exhibited a higher error rate for this pair. In the absence of patient history or other meta-information, prediction probabilities can not show strong confidence.

3.2 Robustness to Artifacts

Noise and artifacts are an inevitable part of any data centric operation. Although there are several possible means of corruption, we anticipated impulse noise and blur as two plausible candidates for user-submitted images. Impulse noise could arise by a variety of means ranging from debris on lens or imaging plate, sensor defects to uncorrected bit-flipping in storage. Movement of the imaging source or incorrect focal depth is a common observation leading to soft focus in images captured outside of controlled laboratory settings. Although human vision is capable of ignoring small defects, ML models have been known to exhibit varying levels of performance depending on data or initial conditions[28]. We chose to simulate the presence of these imperfections and calibrate the model performance.

Impulse noise is a sharp perturbation which stands out from the background as black or white pixels. The distribution of such pixels is generally random and relates to both sensor and environmental factors. Presence of such noise is known to degrade the quality of discriminative models. To simulate impulse noise, we systematically changed up to 5% of the total image pixels to black or white in the test set, via an ablation study. This set was based out of the original validation set to enable comparisons. Figure 13 is representative panel for a sample which has been corrupted with 3% impulse noise. Minimal amounts of noise did not change the images visually, with several correct predictions still (Fig. 14). The Top-1 accuracy however dropped to be-
between 64.82–73.57% in a ResNet-50 model depending on the noise quantity. The class activation maps no longer focused on the lesion entirely. There were at least nine label pairs having more than 50 classification errors among them. Figure 15 illustrates the trend in accuracy with noise addition in test set.

We performed a similarly designed ablation study involving the training data corpus. Noise was added systematically from 1–5% in the training set. The test set was kept clean. In this scenario, the accuracy observed was better. There was certain degree of resilience which was achieved by learning the model with imperfections in the training set. The results for this ablation test are shown in Fig. 16. We had an interesting observation while trying to observe the model performance in matched noise levels, i.e., the training and test set corrupted by similar quantities of impulse noise. The model prediction was found to be stable within a very narrow range of values over all the noise levels considered (81.49 ± 0.86% aggregate). These results are illustrated in Fig. 17. Details of measurements in these ablation tests are shown in Table 7. The loss in accuracy with impulse noise perturbation was seen to be higher in the case of skin images as compared to CIFAR-10. Ablation tests with similar experimental design on CIFAR-10 yielded much less fluctuation, as observed in Table 8. Skin images were seen to be quite sensitive to noise perturbation.

For simulating blurs, we used a 5×5 Gaussian kernel on images in our test set. Figure 18 is a representative panel for blur imitation induced in samples. The model was trained on regular images and tested on the modified images. In the presence of simulated blur, the accuracy reduced by approximately 12 percentage points at the minimum. The Top-1 performance was found to be 74.85% (over three trials) in the case of isotropic Gaussian blurring. A directional kernel blurring the images at 45° to the horizontal axis yielded 76.1% accuracy. The differences in outcomes between uniform and directional blurring was marginal. A confusion matrix demonstrating the model performance is shown in Fig. 19. The test accuracy difference between uniform and
directional blurring in the case of CIFAR-10 was approximately 15% (N.B: These images were blurred with $3 \times 3$ keeping in view the $32 \times 32$ size). This was significantly higher than the approximately 2% difference seen in homogeneous skin images. These results are tabulated in the final two rows of Tables 7 and 8. Based on these trials, we are led to believe that homogeneous skin images are more resilient to motion blur than noisy pixels.

3.3 Effect of Distribution Shift

In real world scenarios, medical classifiers are expected to work on diverse sets of input images. A supplied image may be different from the kind of images the model was trained on. Moreover, input images may belong to novel classes which the classifier was not designed for. In such cases, models are expected to behave predictably.

As described in Sect. 2, we created composite classes from relevant matching labels of SD-198 dataset. Approximately hundred samples were selected from each composite class for building a test set (the only exception being Wheal which had 71 samples). We trained a ResNet-50 model to optimal accuracy on our dataset, and performed inference on this test set. Poor generalization was observed, with only 32% Top-1 aggregate accuracy. Only Acne and Alopecia fared properly with 70% and 73% recall values respectively. Classifier bias was seen to favor simpler labels such as Acne and Blister dominantly over others. Figure 20 shows the confusion matrix for this test.

3.4 Response to Synthetic Data

While working on homogeneous, small datasets, we discussed data memorization as an issue with model learning. Data augmentation by generative adversarial networks (GAN) is being actively considered for this purpose [29]. The method of creating synthetic skin samples is not without its criticisms [31]. Some recent research point to the fact that generative output may not truly represent the fine visual attributes a real image has. The quality of synthetic images is very strongly related to the way the parent labels are sampled [35]. To test whether such images can truly be representative as real images, we needed to perform a
Creating synthetic data to test the robustness of models

Our first step in this process was to implement a GAN model based on label pairs which exhibited high concurrency in real clinical setting. The investigative rationale was straightforward: If synthetic samples are created from two labels in a predetermined proportion, the representation in latent space would be a linear or pseudo-linear combination of the density estimates of parent samples. When predicting a large number of such synthetic images, the ensemble accuracy should closely reflect the mixing ratio of these labels. Figure 21 is a schematic of our hypothesis.

Using approximately equal training data from Acne and Blister, which are known to exist together frequently, we designed a binary classifier. We also created several novel samples by a Progressively growing GAN (ProGAN) framework from these aforementioned labels [31], [32]. We trained the model repeatedly and calculated the posterior (prediction) probabilities for the synthetic samples each time. This ensemble performance closely followed the distribution but was not accurate enough. These results are summarized in Table 9. We have discussed the implications of this result in Sect. 4.

4. Discussion

In Sect. 2.3, we demonstrated means to perform a good model fit on homogeneous dermatological images. Despite best fits, a sufficiently large gap exists between our results and ideal, error-free performance. We ascribe it predominantly to the nature of the data itself. The visual attributes in skin diseases are not discrete by nature. Many diseases belong to wide spectrum of abnormalities which make their detection and grading difficult. Several of these disease classes are also chronologically related and different pathways could exist for lesion progression, increasing the problem complexity. Identifying intermediate transitional states between classes is a difficult challenge in machine diagnosis. Skin diseases also rarely occur in isolation. Conditions such as Erythema, Blister or Hyperpigmentation are concurrent in presentation with several other diseases. Dermatological classifiers can be biased in detecting one over the other. In the absence of valuable patient history, the information presented is only skin-deep. Unlike radiology images, skin images present very few landmarks. There are only a handful of diseases with strong visual markers. This issue is compounded by the large spectrum of skin tones in the patient pool. Lesion contrast and color are variable attributes when considering racial differences. In the absence of non-ideal images, we propose a few steps in curating a good dataset [13].

- Balancing classes in the dataset alleviates model performance. Balanced datasets exhibit a true macro-average when performing statistical analysis. In medi-
Fig. 22 Effect of having imbalanced classes in learning

Fig. 23 Optimizing field of view can immensely improve predictions

Fig. 24 Gamma balancing can achieve significant improvements in effective delineation of regions and consequently improving predictions.
ing impulse noise and simulated soft focus. Models learnt on homogeneous skin data have not yet demonstrated confidence in overcoming these small imperfections. We plan to study the effects of adversarial perturbations further to design better classification models in the future. This might also help in reducing vulnerabilities from malicious attacks in real world systems.

We are observing a dual-pronged need in building better systems: we need clinicians to gather and accurately label more information, but at the same time we require more robust behaviour in presence of noisy data. There have been several advances with respect to synthetic data, and several projects have advocated their use in computer vision fields. However, we have observed in Sect. 3.4 that the representation may not be good enough. Although the model predicted label ratios in the neighborhood of actual proportion, it was unable to guess the exact ratio in the binary representation. This error will possibly amplify in the presence of several classes. The margin of error in healthcare is slim. From our experience, computer vision techniques have been known to be useful in detecting mislabeled samples or even novel categories (Fig. 26). But a trained practitioner is required eventually to appraise this information. In light of current deficiencies, human expertise cannot be removed from the workflow.

5. Conclusion

In this paper, we demonstrated that several common skin diseases can be categorized via deep learning based classifiers from non-ideal user submitted images. We showed that given robust training, the accuracy levels become architecture agnostic. There still exists a gap between error-free detection and the peak performance achieved by such contemporary methods. This gap may not be bridged easily since it manifests from the nature of disease presentation. We also showed that the performance dipped by at least 10% in non-ideal conditions such as noise, blur and distribution shift, which are reasonable scenarios in any clinical field trial. We emphasize the role of trained practitioners in conjunction with these methods to improve the quality of dermatological services. By several scenarios presented, we conclude that unassisted autonomous diagnosis via end-to-end deep learning models is not ripe yet. They can supplement human expertise by becoming valuable physician aids for patient screening.
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