Polarization in a three-dimensional Fermi gas with Rabi coupling
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Abstract
We investigate the polarization of a two-component three-dimensional fermionic gas made of repulsive alkali-metal atoms. The two pseudo-spin components correspond to two hyperfine states which are Rabi coupled. The presence of Rabi coupling implies that only the total number of atoms is conserved and a quantum phase transition between states dominated by spin-polarization along different axes is possible. By using a variational Hartree–Fock scheme we calculate analytically the ground-state energy of the system and determine analytically and numerically the conditions under which there is this quantum phase transition. This scheme includes the well-known criterion for the Stoner instability. The obtained phase diagram clearly shows that the polarized phase crucially depends on the interplay among the Rabi coupling energy, the interaction energy per particle, and the kinetic energy per particle.
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1. Introduction

Few years ago, seminal experiments realized artificial spin–orbital and Rabi couplings in bosonic [1, 2] and fermionic [3, 4] atomic gases. In these experiments, laser beams were used to couple two internal hyperfine states of the atom by a stimulated two-photon Raman transition [1–4]. Driven by these experiments, many papers have analyzed spin–orbit effects in Bose–Einstein condensates [5–13] and also in the BCS-BEC crossover of superfluid fermions [14–24].

Very recently, ferromagnetic instability has been reported in a two-component three-dimensional (3D) Fermi gas made of ultracold 6Li atoms [25]. The repulsive interaction between fermionic atoms induces the well-known Stoner instability [26] above a critical strength. In the absence of the Rabi coupling, the system remains balanced and this instability produces balanced ferromagnetism with phase separation rather than spin flip [27–32]. In previous papers [33, 34] we have investigated the role of the Rabi coupling in a 2D Fermi gas to the formation of spin-flip, i.e. polarization [28]. In this 2D theoretical study the density of states is quite simple and the obtained phase diagram is fully analytical [34].

In this paper we study the emergence of polarization along the z axis in a Rabi-coupled 3D Fermi gas of repulsive alkali-metal atoms. Unlike the 2D case, the 3D density of states is quite complex and requires an analytical study of the equation determining the ground state supported by numerical calculations. The fermionic atoms are characterized by two hyperfine internal states, which can be modeled as two spin components. We neglect the role of molecules which could be relevant in the presence of strong spin-component interaction.

We analyze the ground-state properties of the quantum gas by using the variational Hartree–Fock method, where the population imbalance is a variational parameter. We determine analytically and, in some regions of the phase diagram, numerically the conditions under which there is a quantum transition from a phase dominated by spin-polarization along the x axis to a spin-polarized one along the z axis. We find
that this quantum phase transition, which corresponds to a spontaneous symmetry breaking of the fermion polarization (population imbalance) between two degenerate values, appears at a critical interaction strength which depends on both the Rabi energy and the kinetic energy.

After rapidly reviewing, in section 2, the application of the mean-field (MF) Hartree–Fock method to the model Hamiltonian, in section 3, we present the central result of our study, the phase diagram of the 3D model. We show that two distinct regimes characterize the system: in the first regime the 3D density of states features a simple form which allows one to analytically derive the critical line separating the balanced polarized phase. Conversely, in the second regime, the 3D density of states features a strong nonlinear dependence on the sign and the Rabi coupling, respectively, and spin-down relative numbers, do not represent conserved quantities because the Rabi-coupling term in the Hamiltonian, in section 3, we present the central result of our study. In order to obtain an explicit analytic formula for both the total energy and the total particle number it advantageous to recast these quantities into the form

\[ E = \frac{gn^2}{4}(1 - \zeta^2)L^3 + \sum_{k} \frac{L^3}{8\pi} \int dk E_{k,n}(k), \]

where \( \zeta = (n_1 - n_1)/n \), which represent the average total number density and the population imbalance, respectively. According with the current Hartree–Fock MF scheme, \( \zeta \) represents the variational parameter of the model whose value can be determined by minimizing the total energy. At fixed total density \( n \), the natural range of the imbalance parameter turns out to be \( \zeta \in [-1, 1] \).

3. Ground-state energy and phase diagram

In order to obtain an explicit analytic formula for both the total energy and the total particle number it advantageous to recast these quantities into the form

\[ E = \frac{gn^2}{4}(1 - \zeta^2)L^3 + \sum_{k} \frac{L^3}{8\pi} \int dk E_{k,n}(k), \]

where \( L^3 \) is the volume of the 3D system and

\[ H = -\frac{\hbar^2}{2m} \nabla^2 + \frac{gn}{2} \sigma_z + \frac{\hbar \Omega}{2} \sigma_y, \]

which has been expressed by using Pauli matrices \( \sigma_z \) and \( \sigma_y \), with \( \zeta = (n_1 - n_1)/n \). To reduce such Hamiltonian to the diagonal form one first express \( \hat{\psi}_s^+ \) and \( \hat{\psi}_s \) through the standard representation involving momentum-mode operators \( \hat{b}_{k\sigma}^+ \) and \( \hat{b}_{k\sigma} \) and then implement the unitary transformations

\[ \hat{b}_{k\sigma} = C \hat{b}_{k\sigma}^+ + S \hat{b}_{k\sigma} \]

where the new ladder operators \( \hat{b}_{k\sigma}^+ \) and \( \hat{b}_{k\sigma} \) have been defined and \( C = \cos \phi/2 \) and \( S = \sin \phi/2 \). The diagonal form is achieved when the angle \( \phi \) is given by

\[ \text{tg} \phi = \hbar \Omega/(\zeta g n). \]

As a consequence, Hamiltonian (1) can be written as

\[ \hat{H} = -\frac{gn^2}{4}(1 - \zeta^2)L^3 + \sum_{k} \frac{L^3}{8\pi} \int dk E_{k,n}(k), \]

where \( E_{k,n} = \frac{\hbar^2k^2}{2m} + \alpha_s \)

\[ \alpha_s = \frac{g n^2}{4} \frac{L^3}{2\pi} R, \quad R = \sqrt{8\pi^2 n^2 \zeta^2 + \hbar^2k^2}. \]

A couple of parameters emerge from this approach

\[ \zeta = \frac{n_1 - n_1}{n}, \]

which represent the average total number density and the population imbalance, respectively. According with the current Hartree–Fock MF scheme, \( \zeta \) represents the variational parameter of the model whose value can be determined by minimizing the total energy. At fixed total density \( n \), the natural range of the imbalance parameter turns out to be \( \zeta \in [-1, 1] \).

2. Field-theory Hamiltonian with Rabi coupling

A 3D fermionic gas including contact interaction and Rabi coupling is described by the model Hamiltonian

\[ \hat{H} = \int d^3r \left[ \sum_{\sigma = \uparrow, \downarrow} \frac{\hbar^2}{2m} \nabla^2 \hat{\psi}_\sigma^+ \hat{\psi}_\sigma + g \hat{n}_\uparrow^\dagger \hat{n}_\downarrow \right] \]

where \( \hat{n}_\sigma = \hat{\psi}_\sigma^+ \hat{\psi}_\sigma \) is the local number density operator for atoms with spin \( \sigma = \uparrow, \downarrow \), \( g \) and \( \Omega \) are the contact interaction and the Rabi coupling, respectively, and \( \hat{\psi}_\sigma(r) \) is the field operator which destroys a fermion of spin \( \sigma \) at position \( r \). A good quantum number associated to \( \hat{H} \) is the total fermion number

\[ \hat{N} = \hat{N}_\uparrow + \hat{N}_\downarrow = \int d^3r \left( \hat{\psi}_\uparrow^+(r) \hat{\psi}_\uparrow(r) + \hat{\psi}_\downarrow^+(r) \hat{\psi}_\downarrow(r) \right) \]

since \( \{ \hat{N}, \hat{H} \} = 0 \). Conversely, \( \hat{N}_\uparrow \) and \( \hat{N}_\downarrow \), the spin-up and spin-down relative numbers, do not represent conserved quantities because the Rabi-coupling term in \( \hat{H} \) entails \( \{ \hat{N}_\uparrow, \hat{H} \} \neq 0 \) and \( \{ \hat{N}_\downarrow, \hat{H} \} \neq 0 \). Following the variational Hartree–Fock approach applied to the two-dimensional gas [34], Hamiltonian (1) can be reformulated in the MF form where the term \( \hat{n}_\uparrow^\dagger \hat{n}_\downarrow \) is expressed as

\[ \hat{n}_\uparrow^\dagger \hat{n}_\downarrow \approx \hat{n}_\uparrow^\dagger \hat{n}_\downarrow + \hat{n}_\uparrow^\dagger \hat{n}_\downarrow^\dagger - n_\uparrow n_\downarrow, \]

by using the well-known MF formula for operator products [35–37]. This shows how the two spin components are coupled through the variational parameters \( n_\uparrow = \langle \hat{n}_\uparrow \rangle \) while the resulting MF Hamiltonian assumes a quadratic form in terms of fields \( \hat{\psi}_s^+ \) and \( \hat{\psi}_s \)

\[ \hat{H} = \int d^3r \left( \hat{\psi}_s^+ \hat{\psi}_s \right) \hat{H} \left( \hat{\psi}_s \right) - \frac{gn^2}{4}(1 - \zeta^2)L^3, \]
\[ \mathcal{E} = \frac{gn^2}{4} (\zeta^2 - 1) + \frac{2}{(2\pi)^3} \left( \frac{2m}{\hbar^2} \right)^{3/2} \]
\[ \times \sum_{i=\pm} \left[ \frac{(\mu - \alpha_i)^{3/2}}{5} + \frac{\alpha_i}{3} (\mu - \alpha_i)^{3/2} \right] \theta(\mu - \alpha_i), \]
(14)

where \( \mathcal{E} = E/L^3 = \langle \hat{H} \rangle /L^3 \), and the total number density
\[ n = \frac{1}{6\pi^2} \left( \frac{2m}{\hbar^2} \right)^{3/2} [(\mu - \alpha_+)^{3/2} \theta(\mu - \alpha_+)] \]
\[ + (\mu - \alpha_-)^{3/2} \theta(\mu - \alpha_-)], \]
(15)

where \( n = N/L^3 = \langle \hat{N} \rangle /L^3 \) and \( \alpha_- \) and \( \alpha_+ \) are given by equation (10). In equations (14) and (15) both \( \mathcal{E} \) and \( n \) depend on the chemical potential \( \mu \) and the population imbalance \( \zeta \). Also, we note that the definition of Fermi momentum \( k_F = (3\pi^2 n)^{1/3} \) for a two-component gas [38] is naturally involved in (15) which takes the form
\[ \left( \frac{\hbar^2 k_F^2}{2m} \right)^{3/2} = \frac{1}{2} [(\mu - \alpha_+)^{3/2} \theta(\mu - \alpha_+)] \]
\[ + (\mu - \alpha_-)^{3/2} \theta(\mu - \alpha_-)]. \]
(16)

In our approach (see also [34]), we first write \( \mathcal{E} \) as function of \( n \) and \( \zeta \) and then we find the value of \( \zeta \) which minimizes the energy density \( \mathcal{E} \) at fixed total number density \( n \). The procedure is repeated for different values of interaction strength \( g \) and Rabi frequency \( \Omega \). As suggested by equations (5), (14) and (16), we define the characteristic energy scales
\[ E_R = \hbar \Omega \quad E_I = gn, \quad E_K = \frac{\hbar^2}{2m} (6\pi^2 n)^{2/3} = 2^{2/3} E_F, \]
(17)

representing the Rabi energy, the interaction energy per particle, and the kinetic energy per particle, respectively. To favor the comparison with the Fermi-gas literature the latter has been also written in terms of the Fermi energy \( E_F = \hbar^2 k_F^2 / (2m) \). The extra factor \( 2^{2/3} \) bears memory of the fact that we deal with a two-component gas.

The main result of the paper is shown in figure 1, where we report the balanced-polarized phase diagram of the system in the plane \( (E_R/E_K, E_I/E_K) \). The solid line is the critical curve of Stoner instability [26], where the uniform balanced configuration becomes unstable. The derivation of the phase diagram of figure 1 is discussed in detail for the two regimes \( \alpha_- < \mu < \alpha_+ \) and \( \alpha_+ < \mu < \alpha_- \).

3.1. First regime

For \( \alpha_- < \mu < \alpha_+ \) formula (16) reduces to
\[ \mu - \alpha_- = E_K \]
(18)

while the energy density becomes
\[ \mathcal{E} = \frac{n}{4} E_I (\zeta^2 - 1) + 3n \left[ \frac{E_K}{5} + \frac{E_I}{6} + \frac{1}{6} \sqrt{E_I^2 \zeta^2 + E_K^2} \right]. \]
(19)

Figure 1. Phase diagram of in the plane \( (E_R/E_K, E_I/E_K) \), where \( E_R \) is the kinetic energy per particle, \( E_R = \hbar \Omega \) is the Rabi energy, and \( E_I = gn \) is the interaction energy per particle. Balanced means \( \zeta = 0 \) and polarized means \( \zeta \neq 0 \).

The characteristic energies (17) have been used. Then, one easily finds that the extremal values of \( \mathcal{E} \) are determined by the condition
\[ 0 = \frac{n}{2} E_I \left[ 1 - \frac{E_I}{\sqrt{E_I^2 \zeta^2 + E_K^2}} \right]. \]
(20)

The latter exhibits the two solutions (1) \( \zeta = 0 \) for \( E_I < E_R \) and (2) \( \zeta = \sqrt{1 - E_R^2/E_I^2} \) (for \( E_I > E_R \)), with the energies
\[ E_I = n \left( \frac{E_I}{4} + \frac{3E_K}{5} - \frac{E_K}{2} \right), \]
\[ E_R = -\frac{E_K}{4g} + 3n \frac{E_K}{5}, \]
(21)

associated to \( \mu_1 = E_K + (E_I - E_R)/2 \), and \( \mu_2 = E_K \), respectively. One easily checks that \( E_2 = \tilde{E}_1 \) and \( \mu_1 = \mu_2 \) at the critical value \( E_I = E_K \). The inclusion of the constraint \( \alpha_- < \mu < \alpha_+ \) (characterizing the current case) rewritten as \( E_K = \mu - \alpha_- < \alpha_+ - \alpha_- \) (see (18)) entails, in turn
\[ E_K < \alpha_+ - \alpha_- = \sqrt{E_I^2 \zeta^2 + E_K^2}. \]
(22)

This new constraint allows one to define the exact range of validity of the two solutions of equation (20), giving
\[ (1) \quad \zeta = 0 \quad \text{for} \quad E_I < E_R, \quad E_K < E_R, \]
(23)
\[ (2) \quad \zeta = \sqrt{1 - \frac{E_K^2}{E_I^2}} \quad \text{for} \quad E_R < E_I, \quad E_K < E_I. \]
(24)

These well reproduce, in figure 1, the balanced-phase domain and polarized-phase domain, respectively, placed outside the squared box \( E_I, E_R < E_K \).
It entails that in the limit \( \zeta / E_K \ll 1 \) (one should remind that this inequality corresponds to \( \mu \) larger than, but very close to \( \alpha_+ \)) the term \((\xi/E_K)^{3/2}\) can be neglected and \( R - E_I \approx 0 \) entails \( \zeta \approx \pm \sqrt{1 - E_R^2/b^2} \) with \( E_R < E_k \). By keeping the approximation \((\xi/E_k)^{3/2} \approx 0\), the second derivative gives

\[
\frac{d^2\mathcal{E}}{d\zeta^2} \approx \frac{nE_f}{2R} (R - E_I) + \frac{nE_i^2}{2R^2} \zeta^2
\]

showing that the first solution one finds, \( \zeta = 0 \), is a minimum for \( R = E_R > E_I \) and a maximum for \( R = E_R < E_I \) whereas the second solution \( \zeta \approx \pm \sqrt{1 - E_R^2/b^2} \) is always a minimum provided that \( E_R < E_I \). In the box \( E_I < E_R \leq E_k \leq 1 \) (the region in figure 1 corresponding to the current regime \( \alpha_+ < \mu \)) these results are in agreement with the presence of both the polarized phase (\( E_I > E_R \) with \( E_I/E_R > 1 \)) and the balanced phases (\( E_I < E_R < E_I/E_k > 1 \)) highlighted in regime \( \alpha_- < \mu < \alpha_+ \), and essentially represent the prolongation of such phases inside this box.

3.2. Second regime

This case is characterized by \( \alpha_+ < \mu \). Then, formula (15) becomes

\[
E_K^{3/2} = (\mu - \alpha_-)^{3/2} + (\mu - \alpha_+)^{3/2},
\]

where \( E_K \) has been defined in equation (17). The constraint (25), in which \( \alpha_\pm = (g \pm R)/2 \), causes the implicit dependence of \( \mu \) from \( R \), and thus from the MF parameter \( \zeta \) contained in \( R \). By introducing the new variables

\[
\xi = (\mu - E_I)/R, \quad \eta = (\mu - E_I)/2 + R/2,
\]

the constraint (25) becomes

\[
E_K^{3/2} = \xi^{3/2} + \eta^{3/2}, \tag{27}
\]

where the fact that \( \mu \) and \( R \) (depending on \( \zeta \)) are independent variables implies that \( \xi \) and \( \eta \) are, in turn, independent variables. Equation (27) entails that the natural range of \( \xi \) and \( \eta \) is \( \xi, \eta \in [0, E_k] \). In parallel, the use of variables \( \xi \) and \( \eta \) and of the explicit expressions of \( \alpha_\pm \) in terms of \( R \) and \( ng = E_I \) in the energy density (14) (in which, now, \( \theta(\mu - \alpha_\pm) = 1 \)) gives

\[
\mathcal{E} = \frac{n}{4} E_I(\zeta^2 + 1) + \frac{3n}{E_K^{5/2}} \left[ \xi^{5/2} + \eta^{5/2} + \frac{R}{6}(\xi^{3/2} - \eta^{3/2}) \right]. \tag{28}
\]

Then, by exploiting constraint (27), written in the form \( \eta = (E_K^{3/2} - \xi^{3/2})^{2/3} \) in order to eliminate \( \eta \) from \( \mathcal{E} \), the energy density becomes

\[
\mathcal{E} = \frac{n}{4} E_I(\zeta^2 + 1) + \frac{3n}{E_K^{5/2}} G(\zeta), \tag{29}
\]

where

\[
G = G[R, \xi(R)] = \frac{1}{5} \xi^{5/2} + \frac{1}{5} (E_K^{3/2} - \xi^{3/2})^{5/3} + \frac{R}{6} (2\xi^{3/2} - E_K^{3/2}). \tag{30}
\]

Its derivative \( dG/d\zeta \) can be easily calculated and, thanks to the identity \( R = (E_K^{3/2} - \xi^{3/2})^{2/3} - \zeta \), its final form is found to be

\[
\frac{dG}{d\zeta} = \frac{2\xi^{3/2} - E_K^{3/2}}{6} \frac{dR}{d\zeta} = \frac{(2\xi^{3/2} - E_K^{3/2})E_f^2}{6R}, \tag{31}
\]

where \( R = E_I^{3/2} + E_R^2 \) has been used.

In conclusion, in the current regime where \( \alpha_\pm < \mu \), one finds the energy-density derivative

\[
\frac{d\mathcal{E}}{d\zeta} = \frac{nE_f}{2R} \left( R + 2E_I E_K^{3/2} \xi^{3/2} - E_I \right) = 0 \tag{32}
\]

providing the explicit solution

\[
\zeta = 0, \tag{33}
\]

and the implicitly-defined solution

\[
R + \frac{2E_I}{E_K^{3/2}} \xi^{3/2} - E_I = 0. \tag{34}
\]
4. Phase boundary for $E_R < E_K$, $E_I < E_K$

The phase boundary inside the box $x = E_R/E_K < 1$, $y = E_I/E_K < 1$ of figure 1 is found by numerically calculating the values of $\zeta$ determined by means of equation (34) to minimize energy (29). Unlike the 2D case (see [34]), the separatrix between the polarized phase and the balanced phase is not a simple straight line intersecting the origin $x = y = 0$ and bisecting the portion of plane $y > 0, x > 0$. This is due to the form of the equation (34) rewritten as

$$R = E_I(1 - 2\xi^{3/2}/E_K^{3/2}),$$

(36)

whose solution requires the use of the auxiliary equation

$$R = -\xi + (E_K^{3/2} - \xi^{3/2})^{1/3}.$$  

(37)

The latter, exhibiting a manifest nonlinear character, embodies the constraint (27), which due to $\eta - \xi = R$ (see equations (26)) implicitly defines $\xi$ as a function of $R$.

Despite the absence of an analytic explicit solution, some useful information can be extracted from such equations by representing them on the region of plane $(R, \xi)$ with $R, \xi \geq 0$ (see figure 2). With 1 and 2 referred to the functions (36) and (37), respectively, one observes that $R_1(\xi) = R_2(\xi) = 0$ for $\xi = E_K^{2/3}$, while $R_0(0) = E_I$ and $R_0(\xi) = E_K$. In addition to $R_1(\xi) = R_0(\xi) = 0$, equations (36) and (37) feature a second solution. This follows from the fact that $R_0(\xi)$ has zero derivative at $\xi = 0$ whereas $R_2(\xi)$ is strongly decreasing for $\xi \approx 0$. Then, for $E_I$ close enough to $E_K$, the two curves must intersect to each other in a single point. The derivatives $R'_1(\xi)$ and $R'_2(\xi)$ at $\xi_0 = E_K^{2/3}$ provide the critical condition

$$R'_1(\xi_0) = \frac{-3E_I}{E_K^{2/3}} \leq R'_2(\xi) = -2,$$

stating that for $E_I \geq (2^{1/3}/3)E_K$ the two curves exhibit an intersection point $P$ in the plane $(R, \xi)$, shown in the middle panel of figure 2. In parallel, the top panel in figure 2 shows how, for $E_I/E_K \equiv 1$, $P$ reaches the point $(R = E_K, \xi = 0)$, while, for $E_I/E_K \equiv 2^{1/3}/3 \approx 0.839$, the intersection point $P$ tends to the point described by $(R_0 = 0, \xi_0 = E_K^{2/3})$. Finally, the bottom panel in figure 2 highlights how, for $E_I/E_K < 2^{1/3}/3$, no intersection survives.

By denoting with $A$ the portion of the yellow phase in the box $E_I/E_K \leq 1$, $E_K/E_K \leq 1$ of figure 1, one discovers that the interval $I = \{E_I/E_K \in [2^{1/3}/3, 1]\}$ on the vertical axis actually represents the parameter range in which the system is in the polarized phase $|\zeta| \neq 0$ within the box. Particularly, any value $R_0 = R(E_I, E_K)$ representing a solution of equations (33) and (34) for $E_I/E_K \in I$ allows one to determine $|\zeta|$ through the formula $R = (E_I^{3/2}|\zeta|^2 + E_K^{3/2})^{1/2}$. The phase boundary confining $A$ from below is found as follows. Consider a specific horizontal (straight) line $y = E_I/E_K = const$ (with $E_I, E_K$ such that $E_I/E_K \in I$), crossing $A$ and intersecting the $A$ boundary. The resulting $|\zeta|$ is given by

$$|\zeta| = (R_0^2 - E_I^2)^{1/2}/E_I.$$  

The two solutions $|\zeta| = R_0/E_I, E_K = 0$ and $\zeta = 0, E_K = R_0$ can be shown to be associated to the two intersection points of $y = E_I/E_K$ with $I$ (on the vertical axis) and the $A$ boundary, respectively. Intermediate values of $|\zeta|$ describe the points of the straight line inside $A$.

We conclude by noting how the Stoner condition $k_p = \pi/(2a)$, where $a$ is the scattering length of the interaction parameter $g = 4\pi\hbar^2a/m$, for the transition to the polarized phase is recovered for $E_K = 0$. In figure 1, the critical point corresponds to the lowest value $E_I/E_K = 2^{4/3}/3$ of the interval $I$. Rewriting $E_I = g\xi^2/(3\pi^2)$ the Stoner result is easily found.

We stress that the phase diagram of figure 1 is meaningful also in the presence of an external trapping potential $U(r)$, where the total number density becomes space dependent, i.e. $n = n(r)$. In this case, within the local density approximation, the fermionic cloud is fully balanced if $n(r)^{1/3} < (2^{1/3}/3)h^{1/2}(6\pi^2)^{1/3}/(8\pi a)$ for any $r$, while for $\Omega \neq 0$ the fermionic cloud can have an unbalanced region $D$ under the condition $n(r)^{1/3} > (2^{1/3}/3)(6\pi^2)^{1/3}/(8\pi a)$ with $r \in D$. Due to the experimental flexibility of scattering and Rabi couplings, we believe our prediction can be tested by using available experimental setups with, for instance, $^7$Li atoms on a spherically-symmetric cloud of about 100 micron of radius.

5. Spin polarizations

The information emerging from our analysis and the phase diagram of figure 1 can be effectively represented by considering suitable indicators of the system polarization state. Let us consider the $z$ and $x$ components of the total spin operator

$$\hat{S}_z = \frac{1}{2} \int d^3r \hat{\Psi}^\dagger \hat{\sigma}_z \hat{\Psi} = \frac{1}{2} \int d^3r (\hat{\psi}^+_\uparrow \hat{\psi}_\uparrow - \hat{\psi}^+_\downarrow \hat{\psi}_\downarrow)$$

$$= \frac{1}{2} \sum_k (\hat{n}_{k\uparrow} - \hat{n}_{k\downarrow}),$$

(38)

$$\hat{S}_z = \frac{1}{2} \int d^3r \hat{\Psi}^\dagger \hat{\sigma}_z \hat{\Psi} = \frac{1}{2} \int d^3r (\hat{\psi}^+_\uparrow \hat{\psi}_\uparrow + \hat{\psi}^+_\downarrow \hat{\psi}_\downarrow)$$

$$= \frac{1}{2} \sum_k (\hat{b}^+_k \hat{b}_k + \hat{b}^+_k \hat{b}^+_k),$$

(39)

respectively, in which $\hat{\Psi}(r) = (\hat{\psi}_\uparrow(r), \hat{\psi}_\downarrow(r))$ is the two-component spinor. By using transformations (6) one finds

$$\hat{S}_z = \sum_k \left[ \frac{\cos \phi}{2} \Delta n_k + \frac{\sin \phi}{2} (\hat{b}^+_k \hat{b}_k - \hat{b}^+_k \hat{b}^+_k) \right],$$

(40)

$$\hat{S}_z = \sum_k \left[ \frac{\cos \phi}{2} (\hat{b}^+_k \hat{b}_k - \hat{b}^+_k \hat{b}^+_k) - \frac{\sin \phi}{2} \Delta n_k \right].$$

(41)

where the identities $\cos \phi \equiv \zeta E_I/R, \sin \phi \equiv E_K/R$ follow from equation (7), and

$$\Delta n_k \equiv \hat{n}_{k\uparrow} - \hat{n}_{k\downarrow}, \quad R = \sqrt{\hbar^2n^2\zeta^2 + h^2\Omega^2}.$$  

(42)

If state $|E_0\rangle = \prod_k |n_{k\uparrow}\rangle |n_{k\downarrow}\rangle$ is the ground state satisfying $H_{\text{rep}}|E_0\rangle = E_0|E_0\rangle$, then the expectation values

$$E_0\langle \hat{S}_z | E_0 \rangle = \frac{\zeta E_I}{2R} \sum_k \langle E_0 | \Delta n_k | E_0 \rangle,$$  

(43)
(44) can be rewritten from (40) and (41). Equation (43) can be written in the more expressive way

\[
\langle E_0 | \hat{S}_z | E_0 \rangle = \frac{E_R}{2R} \sum_k \langle E_0 | \Delta n_k | E_0 \rangle,
\]

while the summation in the right-hand side of identities (43) and (44) can be shown to assume the form

\[
\sum_k \langle E_0 | \Delta n_k | E_0 \rangle = \frac{nR^3}{E_k^{3/2}}[(\mu - \alpha_+)^{3/2}\theta(\mu - \alpha_-) - (\mu - \alpha_-)^{3/2}\theta(\mu - \alpha_+)].
\]

Introducing equations (45) and (46) in (43) enables us to obtain the self-consistent equation characterizing our MF approach

\[
\zeta \left[ 1 + \frac{E_I}{R E_k^{3/2}} \sum_{\pm} p(\mu - \alpha_\pm)^{3/2}\theta(\mu - \alpha_\pm) \right] = 0.
\]

Thanks to the latter one has

\[
\frac{R E_k^{3/2}}{n g} = (\mu - \alpha_-)^{3/2}\theta(\mu - \alpha_-) - (\mu - \alpha_+)^{3/2}\theta(\mu - \alpha_+).
\]

Therefore, equation (46) takes the form

\[
\sum_k \langle E_0 | \Delta n_k | E_0 \rangle = -nL \Omega / (gn)
\]

and the average values \(\langle \hat{S}_z \rangle\) and \(\langle \hat{S}_x \rangle\) are simply given by

\[
\langle \hat{S}_z \rangle = \zeta N/2, \quad \langle \hat{S}_x \rangle = -N E_R / (2E_I).
\]

The first formula \(\langle \hat{S}_z \rangle = N\zeta/2\) confirms the validity of the Hartree–Fock MF scheme showing how our variational Hartree–Fock method reproduces the correct description of the average polarization per particle of component \(\hat{S}_z\) through the variational parameter \(\zeta\). In the yellow area of figure 1, \(\langle \hat{S}_z \rangle\) ranges from \(N/2\) when \(x = E_R/E_I = 0\) to \(\langle \hat{S}_z \rangle = 0\) at any point of phase separatrix. On the other hand, the second formula in equation (48), describing the spin component \(\hat{S}_z\), suggests that \(\langle \hat{S}_z \rangle\in[0, -N/2]\) for \(E_R < E_I\). In particular, one has \(\langle \hat{S}_z \rangle = 0\) for \(E_R = 0\), and \(\langle \hat{S}_z \rangle = -N/2\) for \(E_R = E_I\). The latter is maintained for \(E_I < E_R\), consistent with the fact that, in the extreme case when \(E_I = 0\), only the Rabi coupling survives in \(H\). This confirms that the average polarization per particle of component \(\hat{S}_z\) crucially depends on the interplay between the Rabi energy per particle \(E_R = \hbar \Omega\) and the interaction energy per particle \(E_I = gn\).

6. Conclusions

We have investigated a 3D repulsive Fermi gases formed by two pseudo-spin components corresponding to the two Rabi-coupled hyperfine states. We have shown that Stoner instability and polarization of component \(\hat{S}_z\) are induced by the interplay between Rabi coupling and repulsive interaction. Our results, obtained by adopting a variational Hartree–Fock MF scheme, are similar to the ones of the 2D Fermi gas [34]. However, contrary to the 2D case, in three spatial dimensions both the ground-state energy and the total fermion number of the uniform system feature a very complex nonlinear dependence on the chemical potential and the population imbalance. By performing analytical calculations we have successfully obtained the ground-state energy as a function of the total number density for the different regimes of the chemical potential. We have then derived the zero-temperature balanced-to-polarized phase diagram of the uniform system. This has enabled us in describing the competition of the Rabi coupling with the interaction \(g\) in determining the pseudo-spin polarization of the fermionic gas and, more specifically, when the polarization of one of the two components \(\hat{S}_z\) and \(\hat{S}_x\) prevails. In particular, we have obtained that a Rabi coupling strong enough implies that \(\langle \hat{S}_z \rangle\) reaches its maximum value while \(\langle \hat{S}_x \rangle\) becomes negligible. In the opposite case, the critical value \(E_I = 2^{3/2} E_R / 3\), characterizing the transition to a spin-polarization dominated by \(\hat{S}_z\) when \(E_R = 0\) (in this case \(\langle \hat{S}_z \rangle\) reaches its maximum value) has been shown to reproduce the well-known criterion for the Stoner instability. Beyond-MF quantum fluctuations can reduce the critical interaction strength of Stoner instability [38–41] but we expect that this effect is quite small in three dimensions while it could be larger in two spatial dimensions. Therefore we believe that our 3D theoretical predictions could be a reliable and useful guide for future experiments.
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