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Abstract

This paper defines the Iris function and provides two formulations of the matrix permanent. The first formulation, valid for arbitrary complex matrices, expresses the permanent of a complex matrix as a contour integral of a second order Iris function over the unit circle around zero. The second formulation is defined for the restricted set of matrices with complex or “Gaussian” integer elements. Using the second formulation, the paper shows that the computation of the permanent of an arbitrary $n \times n$ 0-1 matrix is bounded by $o \left(n^{27} \left(\log (n^3)\right)^6 \left(\log_2 (n)\right)^2\right)$ binary operations.
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1. Introduction

Let $A$ be an $n \times n$ matrix with elements $A_{i,j} \in \mathbb{C}$, and, for $i \leq k \in \mathbb{Z}$, let $Z_{i,k}$ denote the set of consecutive integers from $i$ to $k$, i.e. $Z_{i,k} = \{i, \ldots, k\}$. The permanent of $A$ is defined as

$$\text{per} (A) = \sum_{\sigma \in S_n} \prod_{i=1}^{n} A_{i,\sigma_i},$$

where $S_n$ is the set of column vectors of dimension $n$, such that,

$$S_n = \left\{ \sigma : \sigma = \left[ \sigma_1 \, \ldots \, \sigma_n \right]^T, \sigma_i \in Z_{1,n} \, \forall \, i \in Z_{1,n}, \, \forall \, i \in Z_{1,n} \, \text{and} \, \forall \, j \in Z_{1,n} \, i \neq j \rightarrow \sigma_i \neq \sigma_j \right\}.$$

The elements of $S_n$ are vectors of the permutations of the first positive $n$ integers.
The generating function of the matrix permanent is given and a contour integral formulation of the permanent is derived in [1]. Let \( z_k \in \mathbb{C} \) for \( k \in \mathbb{Z}_{1,n} \), the generating function \( \Psi^A : \mathbb{C}^n \to \mathbb{C} \) of the permanent of matrix \( A \) is given by

\[
\Psi^A (z_1, \ldots, z_n) = \prod_{i=1}^{n} \sum_{k=1}^{n} A_{i,k} z_k. \tag{3}
\]

Observe that \( \Psi^A (.) \) is entire. From (3), the permanent of matrix \( A \) is calculated as

\[
\text{per}(A) = \frac{d^n}{dz_1 \cdots dz_n} \Psi^A (z_1, \ldots, z_n) \bigg|_{z_1 = \cdots = z_n = 0}. \tag{4}
\]

Since \( \Psi^A \) is entire, using the Cauchy’s integral formula for several variables for \( \Psi^A \) around circular contours with positive radii gives (see [2], Theorem 2)

\[
\Psi^A (\zeta_1, \ldots, \zeta_n) = \frac{1}{(2\pi j)^n} \oint_{|z_1 - \zeta_1| = r_1} \cdots \oint_{|z_n - \zeta_n| = r_n} \frac{\Psi (z_1, \ldots, z_n)}{(z_1 - \zeta_1) \cdots (z_n - \zeta_n)} dz_1 \cdots dz_n, \tag{5}
\]

where \( j^2 = -1 \). From (4), differentiating inside the integral and setting \( \zeta = 0 \) gives

\[
\text{per}(A) = \frac{1}{(2\pi j)^n} \oint_{|z_1| = r_1} \cdots \oint_{|z_n| = r_n} \frac{\Psi^A (z_1, \ldots, z_n)}{z_1^2 \cdots z_n^2} dz_1 \cdots dz_n. \tag{6}
\]

Set \( z_i = \exp(j\theta_i) \) for \( 0 \leq \theta_i < 2\pi \), then (6) can be rewritten as

\[
\text{per}(A) = \frac{1}{(2\pi)^n} \int_0^{2\pi} \cdots \int_0^{2\pi} \Psi (\exp(j\theta_1), \ldots, \exp(j\theta_n)) d\theta_1 \cdots d\theta_n = \frac{1}{(2\pi)^n} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{i=1}^{n} A_{i,k} \exp(j\theta_k) \prod_{i=1}^{n} \exp(j\theta_i) d\theta_1 \cdots d\theta_n. \tag{7}
\]

Observe that (7) is an alternative, but equivalent, way of expressing (1). This is because, the only terms that are free of a complex exponential in the integrand of (7) are those terms in (1). Any other, or alias, term in the integrand must be accompanied by a complex exponential, which, then, must be eliminated by the integral itself. Naively, (7) can be evaluated as

\[
\text{per}(A) = \frac{1}{n^n} \sum_{i_1=0}^{n-1} \cdots \sum_{i_n=0}^{n-1} \left( \prod_{k=1}^{n} \sum_{l=1}^{n} A_{k,l} \exp \left( j \frac{2\pi i_l}{n} \right) \right), \tag{8}
\]
where the nested integral is evaluated over the discrete grid in which each dimension is sampled with \( n \) samples, thus require an exponential computational complexity. The best known exact method to calculate the permanent [3] (Chapter 2, Theorem 4.1) takes \( 2^n + O(\log(n)) \) steps, which, still is of an exponential complexity, but with a lower factor for each dimension. This, in principle, indicates that the exponential complexity of calculating the permanent should be related to, if not a direct result of, what is generally known as the curse of dimensionality of integration. Thus, a polynomial time algorithm that calculates the permanent of an arbitrary matrix, if written in an integral form, should be composed of a fixed, or slowly increasing number of nested integrals with respect to the dimension of the matrix.

Define the Iris function of order \( t \geq 1 \) for an \( n \times n \) complex matrix \( \alpha \),

\[
\iota_t^\alpha(z_1, \ldots, z_t, \alpha) = \prod_{i=1}^{n} \sum_{k=1}^{n} \left( A_{i,k} \prod_{l=1}^{t} z_{l}^{\alpha_{i,l}} \right),
\]

where the row vector \( \alpha^l \) denotes the \( l \)th row of the matrix \( \alpha \in \mathbb{Z}^{+ \times n} \), i.e. \( \alpha^l \left[ \alpha_1^l \ldots \alpha_n^l \right] \) for \( l \in \mathbb{Z}_{1,t} \). The matrix \( \alpha \) should only be selected such that the permanent of matrix \( \alpha \) is equal to the mixed derivative

\[
\text{per}(A) = \frac{d^n \iota_t^A(z_1, \ldots, z_t, \alpha)}{dz_1^1 \cdots dz_t^T} \bigg|_{z_1 = \ldots = z_t = 0}
\]

where

\[
\alpha_T = \sum_{i=1}^{n} \alpha_i^l
\]

and

\[
S = \sum_{i=1}^{t} \alpha_T^i.
\]

Since \( \iota \) is entire, using the Cauchy’s integral formula for positive radii \( r \) around zero gives

\[
\text{per}(A) = \frac{1}{(2\pi j)^t} \int_{|z_1|=r_1} \cdots \int_{|z_t|=r_t} \frac{\iota_t^A(z_1, \ldots, z_t, \alpha)}{z_1^{\alpha_1^{l+1}} \cdots z_t^{\alpha_t^{l+1}}} dz_1 \cdots dz_t.
\]
Equivalently, set $z = \exp(j\theta)$ for $0 \leq \theta < 2\pi$ to obtain

$$\text{per}(A) = \frac{1}{(2\pi)^n} \int_0^{2\pi} \cdots \int_0^{2\pi} \frac{\prod_{i=1}^{n} A_{i,k} \prod_{l=1}^{t} \exp(j\alpha_{l}^{i}\theta_{l})}{\prod_{l=1}^{t} \exp(j\alpha_{l}^{i}\theta_{l})} d\theta_1 \cdots d\theta_t. \quad (14)$$

The generating function of the matrix permanent is an Iris function of order $n$ which uses $\alpha = I_n$, where $I_n$ denotes the identity matrix of size $n$. Clearly, the matrix $\alpha$ is of full rank, and in fact, Section 2 will show that any full rank matrix $\alpha \in \mathbb{Z}^{+n \times n}$ satisfies (10). However, a full rank matrix $\alpha$ also leads to the formulation in (14) which involves $n$ nested integrals, and, up to the knowledge of the author, there exists no known efficient algorithm to evaluate (14) for an arbitrary matrix $A$.

The main contribution of this paper is to provide a new formulation for the permanent of an arbitrary $n \times n$ complex matrix via a second order Iris function that is defined in Theorem 1 in Section 2. The fixed reduced order formulation in Theorem 1 avoids the curse of dimensionality. However, the reduction in the rank of $\alpha$ is often accompanied with an exponential increase in its elements, as it is not easy to find a matrix $\alpha$ that satisfies (10) and whose elements increase at a polynomial rate with the dimension of the matrix, thus leading to a polynomial time algorithm. The elements of each row in the matrix $\alpha$ for the Iris function in Theorem 1 are selected to be consecutive prime numbers, thus they do not increase at an exponential rate as the prime number theorem demonstrates. Based on Theorem 1, Theorem 2 in Section 3 will give an alternative formulation of the permanent for matrices with complex or Gaussian integer elements. The alternative formulation in Theorem 2 is intended for digital machines to carry arithmetic operations. The method avoids the integral (14) and requires basic arithmetic operations such as summation, multiplication and bit shift. Section 3 shows that on 0-1 or binary matrices, a loose upper bound on the complexity of exact evaluation of the permanent is $o\left( n^{27}(\log(n^3))^6(\log_2(n))^2 \right)$ binary operations. But, since, [4] defines the complexity class $\#P$, and shows that the permanent function of 0-1 matrix is $\#P$ complete, our result in Section 3 shows
that the problems in the class \#P can be solved in polynomial time. Our final comments will be presented in the Conclusions section.

2. Theorem 1 and its proof

**Theorem 1.** Let \( P \) be the set of prime numbers, and let \( P_i \) denote the \( i \)-th prime number. Define the \( 2 \times n \) matrix \( \alpha \)

\[
\alpha_{i,j} = \begin{cases} 
  P_{i+p} & \text{if } i = 1, j \in \mathbb{Z}_{0,n-1}, \\
  (P_{i+p})^2 & \text{if } i = 2, j \in \mathbb{Z}_{0,n-1},
\end{cases}
\]  

where \( p \in \mathbb{Z}^+ \) is selected such that

\[
P_p > n^2 \left( 1 + \frac{\Delta_{\text{max}}}{\Delta_{\text{min}}} \right)
\]

where

\[
\Delta_{\text{max}} = P_{p+n-1} - P_p,
\]

and

\[
\Delta_{\text{min}} = \arg\min_{i,j \in \mathbb{Z}_{p,p+n-1}} \lvert P_i - P_j \rvert,
\]

then, from (10) and (14),

\[
\text{per } (A) = \left. \frac{d^2}{dz_1^2 dz_2^2} \sum_{i=1}^n \prod_{k=1}^n A_{i,k} \exp \left( \sum_{t=1}^2 j \alpha_t^i \theta_t \right) \exp \left( \sum_{t=1}^2 \alpha_t^i \theta_t \right) \right|_{z_1=z_2=0},
\]

where \( \alpha_T \) is defined in (11) and \( S \) is defined in (12). Equivalently,

\[
\text{per } (A) = \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} \prod_{i=1}^n \left( \sum_{k=1}^n A_{i,k} \exp \left( \sum_{t=1}^2 j \alpha_t^i \theta_t \right) \exp \left( \sum_{t=1}^2 \alpha_t^i \theta_t \right) \right) d\theta_1 d\theta_2.
\]

2.1. Proof of Theorem 1

**Proof.** Equivalence of (19) and (20) follows directly from (10) to (14). We will prove that (20) is true for the matrix \( \alpha \) defined in (15). Write the integrand in (14) as the ratio \( P(\theta_1, \ldots, \theta_t) \)

\[
P(\theta_1, \ldots, \theta_t) = \frac{f(\theta_1, \ldots, \theta_t)}{g(\theta_1, \ldots, \theta_t)},
\]
where the numerator is defined as
\[ f(\theta_1, \ldots, \theta_t) = \prod_{i=1}^{n} \left( \sum_{k=1}^{n} A_{i,k} \exp \left( \sum_{l=1}^{t} j\alpha^l_k \theta_l \right) \right), \tag{22} \]
and the denominator is
\[ g(\theta_1, \ldots, \theta_t) = \exp \left( \sum_{l=1}^{t} j\alpha^l_T \theta_l \right). \tag{23} \]

\( f(\theta_1, \ldots, \theta_t) \) is constructed such that each column of the matrix \( A \) is modulated by a unique exponential, which, in fact is composed of the product of \( t \) complex exponentials, i.e. \( \exp \left( \sum_{l=1}^{t} j\alpha^l_k \theta_l \right) \). Let the term \( T_{i,k}(\theta_1, \ldots, \theta_t) = A_{i,k} \exp \left( \sum_{l=1}^{t} j\alpha^l_k \theta_l \right) \) correspond to the element at row \( i \) and column \( k \) in the modulated matrix \( T(\theta_1, \ldots, \theta_t) \), then \( f(\theta_1, \ldots, \theta_t) \) can be rewritten as
\[ f(\theta_1, \ldots, \theta_t) = \prod_{i=1}^{n} \sum_{k=1}^{n} T_{i,k}(\theta_1, \ldots, \theta_t). \tag{24} \]
Changing the order of the summation and the product gives
\[ f(\theta_1, \ldots, \theta_t) = \sum_{\tau \in \Psi_n} \prod_{i=1}^{n} T_{i,\tau_i}(\theta_1, \ldots, \theta_t), \tag{25} \]
where \( \Psi_n \) is the set of column vectors of dimension \( n \) such that
\[ \Psi_n = \left\{ \tau : \tau = \left[ \begin{array}{c} \tau_1 \\ \vdots \\ \tau_n \end{array} \right]^T, \tau_i \in \mathbb{Z}_{1,n} \forall i \in \mathbb{Z}_{1,n} \right\}. \tag{26} \]

Observe that there are \( n^n \) distinct elements in \( \Psi_n \). Each element corresponds to a distinct product of \( n \) terms, i.e. the product of \( n \) column terms, where each column term is selected from a unique row in the modulated matrix \( T(\theta_1, \ldots, \theta_t) \). \( n! \) elements in \( \Psi_n \) are made up from distinct column indices, i.e., their column indices form permutations of the first \( n \) positive integers. These elements make up the set \( S_n \), defined in (2). Clearly, \( S_n \subset \Psi_n \). Define \( \bar{S}_n \) to denote the set \( \bar{S}_n = \Psi_n \setminus S_n \), thus \( S_n \cap \bar{S}_n = \emptyset \) and \( S_n \cup \bar{S}_n = \Psi_n \).

Define function \( h : \Psi_n \rightarrow \mathbb{C} \)
\[ h(\tau) = \prod_{i=1}^{n} T_{i,\tau_i}(\theta_1, \ldots, \theta_t) = \prod_{i=1}^{n} A_{i,\tau_i} \exp \left( \sum_{l=1}^{t} j\alpha^l_{\tau_i} \theta_l \right) = h_A^T h_{e^\tau}(\theta_1, \ldots, \theta_t), \tag{27} \]
where
\[ h_A^\tau = \prod_{i=1}^{n} A_{i, \tau_i}, \]  
(28)
and
\[ h_e^\tau (\theta_1, \ldots, \theta_t) = \prod_{i=1}^{n} \exp \left( \sum_{l=1}^{t} j \alpha^l_{\tau_i} \theta_l \right). \]  
(29)
Define the function \( \varphi^\tau : \Psi_n \to \mathbb{Z}^+ \)
\[ \varphi^\tau (\tau) = \sum_{i=1}^{n} \alpha_{\tau_i}, \]  
(30)
thus the function \( h_e^\tau (\theta_1, \ldots, \theta_t) \) can be expressed as
\[ h_e^\tau (\theta_1, \ldots, \theta_t) = \exp \left( \sum_{i=1}^{t} j \varphi^i (\tau) \theta_i \right). \]  
(31)
Define the function \( \chi : \mathbb{Z}_{1, n} \times \Psi_n \to \mathbb{Z}_{0, n} \), such that,
\[ \chi (i, \tau) = \sum_{j=1}^{n} I_{\tau(j) = i}, \]  
(32)
where \( I \) is the indicator function. Let the set \( R_B \) be defined as follows,
\[ R_B = \left\{ \beta : \beta = \begin{bmatrix} \beta_1 & \ldots & \beta_n \end{bmatrix}^T, \beta_i \in \mathbb{Z}_{0, n} \forall i \in \mathbb{Z}_{1, n}, \sum_{i=1}^{n} \beta_i = n \right\}, \]  
(33)
define the function \( B : \Psi_n \to R_B \) such that for \( \tau \in \Psi_n \)
\[ B (\tau) = \begin{bmatrix} \beta_1 & \ldots & \beta_n \end{bmatrix}^T \]  
(34)
where \( \beta_i = \chi (i, \tau) \) is the multiplicity of column \( i \) in the vector \( \tau \). It follows from (26) and (32) that, for all \( \tau \in \Psi_n \)
\[ 1_{1 \times n} B (\tau) = n, \]  
(35)
where \( 1_{1 \times n} \) denotes the \( 1 \times n \) matrix of all ones. From (2), and since, permutations must have unique indices, for all \( \tau \in S_n \)
\[ B (\tau) = \begin{bmatrix} 1 & \ldots & 1 \end{bmatrix}^T, \forall \tau \in S_n. \]  
(36)
Since \( \bar{S}_n \) excludes permutations,
\[ B (\tau) \neq \begin{bmatrix} 1 & \ldots & 1 \end{bmatrix}^T, \forall \tau \in \bar{S}_n. \]  
(37)
Rewrite $\varphi(\tau)$ in terms of $B(\tau)$ as

$$\varphi(\tau) = \alpha B(\tau).$$

(38)

From (36) and (38), $\forall \tau \in S_n$

$$\varphi(\tau) = \alpha \left[ \begin{array}{ccc} 1 & \ldots & 1 \end{array} \right]^T = \alpha \tau$$

(39)

Therefore, from (23) and (29), $\forall \tau \in S_n$

$$h_\tau(\theta_1, \ldots, \theta_t) = \exp \left( \sum_{i=1}^{t} j\alpha_i^T \theta_i \right) = g(\theta_1, \ldots, \theta_t).$$

(40)

In words, (40) shows that terms that correspond to the permanent in (20) are free of the complex exponential. Rewrite (20) to obtain

$$\text{per}(A) = \frac{1}{(2\pi)^t} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{i=1}^{n} A_{i,k} \exp \left( \sum_{i=1}^{t} j\alpha_i^T \theta_i \right) d\theta_1 \cdots d\theta_t$$

$$= \frac{1}{(2\pi)^t} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{i=1}^{n} T_{i,\tau_i}(\theta_1, \ldots, \theta_i) \exp \left( \sum_{i=1}^{t} j\alpha_i^T \theta_i \right) d\theta_1 \cdots d\theta_t$$

$$= \frac{1}{(2\pi)^t} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{\tau \in \bar{S}_n} \frac{A_{i,\tau_i} \prod_{i=1}^{n} T_{i,\tau_i}(\theta_1, \ldots, \theta_i)}{g(\theta_1, \ldots, \theta_t)} d\theta_1 \cdots d\theta_t$$

$$= \text{per}(A) + \frac{1}{(2\pi)^t} \sum_{\tau \in \bar{S}_n} h_{\tau}^A \int_0^{2\pi} \cdots \int_0^{2\pi} \frac{h_\tau(\theta_1, \ldots, \theta_t)}{g(\theta_1, \ldots, \theta_t)} d\theta_1 \cdots d\theta_t$$

$$= \text{per}(A) + \text{nuisance},$$

(41)

where the term nuisance is defined as

$$\frac{1}{(2\pi)^t} \sum_{\tau \in \bar{S}_n} h_{\tau}^A \int_0^{2\pi} \cdots \int_0^{2\pi} \frac{h_\tau(\theta_1, \ldots, \theta_t)}{g(\theta_1, \ldots, \theta_t)} d\theta_1 \cdots d\theta_t.$$ 

(42)

Recall from (23) and (29) that, both $h_\tau(\theta)$ and $g(\theta)$ are complex exponentials. Then, the integral inside (42) is

$$\int_0^{2\pi} \cdots \int_0^{2\pi} \frac{h_\tau(\theta_1, \ldots, \theta_t)}{g(\theta_1, \ldots, \theta_t)} d\theta_1 \cdots d\theta_t = \begin{cases} 0 & \text{if } h_\tau(\theta_1, \ldots, \theta_t) \neq g(\theta_1, \ldots, \theta_t) \\ (2\pi)^t & \text{otherwise} \end{cases}$$

(43)

To prove Theorem 1, we must show that there exists no $\tau \in \bar{S}_n$ such that, $h_\tau(\theta_1, \ldots, \theta_t) = g(\theta_1, \ldots, \theta_t)$ with the matrix $\alpha$ defined in (15) and $t = 2$. 

8
The proof will use contradiction. First, assume that, \( \exists \tau \in \tilde{S}_n \), such that, 
\[ h_e^r (\theta_1, \ldots, \theta_t) = g (\theta_1, \ldots, \theta_t) \), then from (23), (29) and (38)

\[ \alpha B (\tau) = \begin{bmatrix} \alpha_1^T & \cdots & \alpha_t^T \end{bmatrix}^T. \] \hspace{1cm} (44)

Rewrite (44) as

\[ \alpha x = C, \] \hspace{1cm} (45)

where the column vector \( x \in \mathbb{R}^n \) and \( C = \begin{bmatrix} \alpha_1^T & \cdots & \alpha_t^T \end{bmatrix}^T \). Let \( t = n \), and let the \( n \times n \) matrix \( \alpha \) be of full rank, then, (45) must have a unique solution \( x \). From (39), this solution is \( x = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \), and because of (37), (14) is satisfied for any matrix \( \alpha \in \mathbb{Z}^{+n \times n} \) that is of full rank. Clearly, the permanent generating function is a member of this class.

The \( 2 \times n \) matrix \( \alpha \) defined in (15) is, on the other hand, of rank \( \min (2, n) \). Therefore, for \( n \leq 2 \), \( x = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \) must be the unique solution to (45). However, for \( n > 2 \), (45) has infinitely many solutions. For this case, we must show that if \( x \neq \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \) is a solution to (45), then \( x \notin R_B \). Assume that \( x \in R_B \) is a solution to (45) and \( x \neq \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \), then,

\[ \alpha y = 0_{2 \times 1}, \] \hspace{1cm} (46)

where \( y = x - 1_{n \times 1} \) and \( 0_{i \times j} \) denotes the \( i \times j \) matrix of all zeros. Define

\[ R_B^- = \left\{ \beta : \beta = \begin{bmatrix} \beta_1 & \cdots & \beta_n \end{bmatrix}^T, \beta_i \in \mathbb{Z}_{-1,n-1} \forall i \in \mathbb{Z}_{1,n}, \right\}. \] \hspace{1cm} (47)

then, to prove Theorem 1, it suffices to show that \( R_B^- \cap \ker (\alpha) = 0_{n \times 1} \). From
(15), write the matrix $\alpha$ in the reduced row echelon form $\alpha_{rref}$

$$
\alpha = \begin{bmatrix}
\alpha_1^1 & \alpha_2^1 & \alpha_3^1 & \cdots & \alpha_n^1 \\
(\alpha_1^1)^2 & (\alpha_2^1)^2 & (\alpha_3^1)^2 & \cdots & (\alpha_n^1)^2 \\
\end{bmatrix}
$$

{
\begin{align*}
&\downarrow \\
&\begin{bmatrix}
1 & \frac{\alpha_2^1}{\alpha_1^1} & \frac{\alpha_3^1}{\alpha_1^1} & \cdots & \frac{\alpha_n^1}{\alpha_1^1} \\
0 & \frac{\alpha_2^1}{\alpha_1^1} - \frac{\alpha_3^1}{\alpha_1^1} & \frac{\alpha_3^1}{\alpha_1^1} & \cdots & \frac{\alpha_n^1}{\alpha_1^1} \\
\end{bmatrix}
\end{align*}
}

(48)

{
\begin{align*}
&\downarrow \\
&\begin{bmatrix}
1 & \frac{\alpha_2^1}{\alpha_1^1} & \frac{\alpha_3^1}{\alpha_1^1} & \cdots & \frac{\alpha_n^1}{\alpha_1^1} \\
0 & \frac{\alpha_2^1}{\alpha_1^1} - \frac{\alpha_3^1}{\alpha_1^1} & \frac{\alpha_3^1}{\alpha_1^1} & \cdots & \frac{\alpha_n^1}{\alpha_1^1} \\
\end{bmatrix}
\end{align*}
}

(48)

$$
\begin{bmatrix}
1 & 0 & \frac{\alpha_2^1}{\alpha_1^1} - \frac{\alpha_3^1}{\alpha_1^1} & \cdots & \frac{\alpha_n^1}{\alpha_1^1} - \frac{\alpha_2^1}{\alpha_1^1} \\
0 & 1 & \frac{\alpha_2^1}{\alpha_1^1} - \frac{\alpha_3^1}{\alpha_1^1} & \cdots & \frac{\alpha_n^1}{\alpha_1^1} - \frac{\alpha_2^1}{\alpha_1^1} \\
\end{bmatrix}
= \alpha_{rref}.
$$

From (48), the rank of $\alpha$ is 2 and the nullity of $\alpha$ is $n - 2$. The kernel of $\alpha$ is spanned by the set of $n - 2$ column vectors \{\(V_1^1, \ldots, V_n^{n-2}\), where, \(\forall i \in Z_{1,n}\) the column vector $V^i = \begin{bmatrix} V_i^1 & \cdots & V_i^n \end{bmatrix}^T \in \mathbb{R}^n$ can be written as

$$
V_j^i = \begin{cases} 
\frac{\alpha_{i+2}^1(\alpha_{i+2}^1 - \alpha_{i+2}^2)}{\alpha_1^1(\alpha_{i+2}^1 - \alpha_{i+2}^2)} & \text{if } j = 1 \\
\frac{\alpha_{i+2}^1(\alpha_{i+2}^1 - \alpha_{i+2}^2)}{\alpha_2^1(\alpha_{i+2}^1 - \alpha_{i+2}^2)} & \text{if } j = 2 \\
1 & \text{if } j = i + 2 \\
0 & \text{if } j \in Z_{1,n} \setminus \{1, 2, i + 2\}
\end{cases}.
$$

(49)
Write the $n \times n - 2$ matrix $N = [V^1, \ldots, V^{n-2}]$,

$$
N = \begin{bmatrix}
\alpha_1^1(a_1^1-a_1^2) & \alpha_1^1(a_1^2-a_1^3) & \cdots & \alpha_n^1(a_n^1-a_n^2) \\
\alpha_1^2(a_1^2-a_1^3) & \alpha_1^2(a_1^3-a_1^4) & \cdots & \alpha_n^2(a_n^2-a_n^3) \\
\alpha_1^3(a_1^3-a_1^4) & \alpha_1^3(a_1^4-a_1^5) & \cdots & \alpha_n^3(a_n^3-a_n^4) \\
\alpha_1^4(a_1^4-a_1^5) & \alpha_1^4(a_1^5-a_1^6) & \cdots & \alpha_n^4(a_n^4-a_n^5) \\
& & & \\
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & 0 \\
\end{bmatrix}
$$

(50)

where $N_{UP}$ is the upper two rows of the matrix $N$.

Let $S \in \mathbb{R}^n$ be a linear combination of the columns of matrix $N$, i.e. the vectors that span the kernel of $\alpha$,

$$
S = \sum_{i=1}^{n-2} \gamma_i V^i.
$$

(51)

where $\gamma_i \in \mathbb{R}$. From (47) and (50), if there exists a vector $S$ which is both $S \in R_B$ and $S \in \cap \ker(\alpha)$, then $\gamma \in Z_{-1,n-1}$.

Recall from (15) that the elements of $\alpha^1$ are distinct prime numbers. Therefore, if there exists a vector $S$ with integer elements which is both $S \in R_B$ and $S \in \cap \ker(\alpha)$, the following two conditions must jointly be met

- **Condition I.** $N_{UP}^1 \gamma \equiv 0 \pmod{\alpha_1^1}$
- **Condition II.** $N_{UP}^2 \gamma \equiv 0 \pmod{\alpha_2^1}$

(52)

where $N_{UP}^1$ is the first and $N_{UP}^2$ is the second row of the $2 \times n - 2$ matrix $N_{UP}$ and the column vector $\gamma = \begin{bmatrix} \gamma_1 & \ldots & \gamma_{n-2} \end{bmatrix}^T$. Let $\gamma \in Z_{-1,n-1}$, then from (15) and (50), an upper bound for $N_{UP} \gamma$ is given by

$$
N_{UP} \gamma < n^2 \left(1 + \frac{\Delta_{\text{max}}}{P_p}\right) \frac{\Delta_{\text{max}}}{\Delta_{\text{min}}}.
$$

(53)
With the restriction (16), Condition I and Condition II can be rewritten as

\[
\text{Condition I restricted. } N_{UP} P^1 \gamma = 0
\]

\[
\text{Condition II restricted. } N_{UP} P^2 \gamma = 0.
\]

Therefore the first two elements of the vector \( S \), i.e. \( S_1 \) and \( S_2 \), must be zero.

From (50), Condition I restricted requires

\[
\sum_{i=1}^{n-2} \alpha_1^{i+2} \left( \alpha_1^{i+2} - \alpha_1^2 \right) \gamma_i = 0,
\]

and Condition II restricted requires

\[
\sum_{i=1}^{n-2} \alpha_1^{i+2} \left( \alpha_1^1 - \alpha_1^{i+2} \right) \gamma_i = 0.
\]

From (55) and (56), Condition I restricted and Condition II restricted jointly require

\[
\alpha_{red} \gamma = 0_{2 \times 1},
\]

where

\[
\alpha_{red} = \begin{bmatrix}
\alpha_1^1 & \cdots & \alpha_1^n \\
(\alpha_1^1)^2 & \cdots & (\alpha_1^n)^2
\end{bmatrix}
\]

is the matrix \( \alpha \) with its first two columns reduced and \( \gamma \in \mathbb{Z}_{-1,n-1} \). But, since,

\[
\ker \left( \begin{bmatrix}
\alpha_1^1 & \alpha_1^j \\
(\alpha_1^1)^2 & (\alpha_1^j)^2
\end{bmatrix} \right) = 0_{2 \times 1}
\]

for \( i \neq j \), induction gives \( R_B \cap \ker (\alpha) = 0_{n \times 1} \), therefore, \( x = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T \) is the only solution to (45) in \( R_B \).

\[ \square \]

3. Theorem 2, its proof and a polynomial time implementation on 0-1 matrices

Let \( k(i) \) denote the set of complex or “Gaussian” integers, and for \( M \in \mathbb{Z}^+ \), let \( A_n^M \) to be the set of \( n \times n \) matrices with bounded complex integer elements such that,

\[
A_n^M = \left\{ A : A \in \mathbb{Z}^{n \times n}, |A_{k,l}| < M \ \forall k \in \mathbb{Z}_{1,n} \text{ and } \forall l \in \mathbb{Z}_{1,n} \text{ and } M \in \mathbb{Z}^+ \right\}.
\]
given a row vector $\alpha = [\alpha_1 \ldots \alpha_n]$, $\alpha \in (\mathbb{Z}^+)^{1 \times n}$, such that $x = [1 \ldots 1]^T$ is the unique solution to (45) $\forall x \in R_B$, i.e. $\iota_A^4(z, \alpha)$ satisfies (10) for an arbitrary matrix $A \in A_n^M$, define the function $\text{per}_m^A : \mathbb{C} \times (\mathbb{Z}^+)^{1 \times n} \rightarrow k(i)$ as

$$\text{per}_m^A(z, \alpha) = \left[\frac{1}{z^{\alpha_T}} \iota_A^4(z, \alpha)\right] = \left[\frac{1}{z^{\alpha_T}} \prod_{i=1}^{n} \sum_{k=1}^{\alpha_k} A_{i,k}^z\right]$$

(61)

where $z \in \mathbb{Z}^+$, $\alpha_T$ is defined in (11) and [.] denotes the round to the nearest integer operation.

**Theorem 2.** Let $z \in \mathbb{Z}^+$ and $z > 2(Mn)^n$, permanent of $A$ is congruent to $\text{per}_m^A(z, \alpha)$ modulus $z$, i.e.

$$\text{per}(A) \equiv \text{per}_m^A(z, \alpha) \pmod{z}$$

(62)

and for $a \in \mathbb{Z}_{0,z-1}$ and $b \in \mathbb{Z}_{0,z-1}$, let $a + bj$ denote the least residue of $\text{per}_m^A(z, \alpha)$ modulus $z$, then

$$\text{per}(A) = a + bj - z(I_a > M^n n! + jI_b > M^n n!)$$

(63)

**Proof.** Theorem 2 stems directly from the proof of Theorem 1 with the condition that $x = [1 \ldots 1]^T$ is the unique solution to (45) $\forall x \in R_B$. Rewrite the Iris function

$$\iota_A^4(z, \alpha) = \prod_{i=1}^{n} \sum_{k=1}^{\alpha_k} (A_{i,k}^z) = \sum_{\tau \in \Psi_n} z^{h_\tau^z} \prod_{i=1}^{n} A_{i,\tau}$$

(64)

where the function $h_\tau^z : \Psi_n \rightarrow \mathbb{Z}^+$ is defined as

$$h_\tau^z(\tau) = \sum_{i=1}^{n} \alpha_{\tau_i}$$

(65)

Then,

$$\frac{1}{z^{\alpha_T}} \iota_A^4(z, \alpha) = \frac{1}{z^{\alpha_T}} \sum_{\tau \in \tilde{S}_n} z^{h_\tau^z(\tau)} \prod_{i=1}^{n} A_{i,\tau_i} + \frac{1}{z^{\alpha_T}} \sum_{\tau \in \bar{S}_n} z^{h_\tau^z(\tau) - \alpha_T} \prod_{i=1}^{n} A_{i,\tau_i}$$

(66)

$$= \text{per}(A) + \sum_{\tau \in \bar{S}_n} z^{h_\tau^z(\tau) - \alpha_T} \prod_{i=1}^{n} A_{i,\tau_i}$$

Partition $\bar{S}_n$ into three disjoint sets $\tilde{S}_n^+$, $\tilde{S}_n^0$ and $\tilde{S}_n^-$ such that,

$$\tilde{S}_n^+ = \{\tau : \tau \in \bar{S}_n, h_\tau^z(\tau) > \alpha_T\}$$

$$\tilde{S}_n^0 = \{\tau : \tau \in \bar{S}_n, h_\tau^z(\tau) = \alpha_T\}$$

$$\tilde{S}_n^- = \{\tau : \tau \in \bar{S}_n, h_\tau^z(\tau) < \alpha_T\}$$

(67)
Since $x = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T$ is the unique solution to (45) $\forall x \in R_B$, $\overline{S}_n^0 = \emptyset$.

Rewrite (66)

$$\frac{1}{z^{\alpha_T}} t_1^T a(z, \alpha) = \text{per}(A) + F^+ + F^-$$

(68)

where

$$F^+ = \sum_{\tau \in S^+_n} z^{h^+_k(\tau)-\alpha_T} \prod_{i=1}^n A_{i,\tau_i}$$

(69)

and

$$F^- = \sum_{\tau \in S^-_n} z^{h^-_k(\tau)-\alpha_T} \prod_{i=1}^n A_{i,\tau_i}$$

(70)

Clearly, $F^+ \equiv 0 \pmod{z}$, and $F^- \leq \sum_{\tau \in S^-_n} z^{h^-_k(\tau)-\alpha_T} \prod_{i=1}^n A_{i,\tau_i}$, thus $F^- \leq \sum_{\tau \in S^-_n} z^{-1} \prod_{i=1}^n A_{i,\tau_i}$ for $z > 1$. Since elements of matrix $A$ are, by definition, bounded by $M$, $\sum_{\tau \in S^-_n} \prod_{i=1}^n A_{i,\tau_i} < (Mn)^n$. Then, for $z > 2(Mn)^n$, $F^- < 0.5$.

Therefore, alias terms in $\text{per}_m^A(z, \alpha)$ that are due to $\overline{S}_n^-$ and rounded down to zero, and alias terms due to $\overline{S}_n^+$ are congruent to zero (mod $z$). This completes the first part of the proof. For the second part, since $|\text{per}(A)| \leq M^n n! < \frac{1}{2}M^n n!$, if, any part, real or complex, of the least residue of $\text{per}_m^A(z, \alpha)$ is greater than $M^n n!$, the result must be negative, and since $M^n n! < \frac{1}{2}M^n n!$, there cannot be an overflow. (63) corrects for the offset in the least residue, if any part of the result is negative.

3.1. Polynomial time computational complexity for zero-one matrices

In this section, we will consider an implementation of the method in Theorem 2 for an arbitrary $n \times n$ zero-one matrix on a digital computer that is capable of carrying out fixed point binary arithmetic operations. The emphasis here is not to provide an efficient implementation, but to demonstrate that the permanent of a 0-1 matrix can be calculated with a polynomial time computational complexity.

To be compatible with the method defined in Theorem 2, Lemma 1 shows that the formulation of the matrix permanent via the second order Iris function
Lemma 1. Define the $1 \times n$ matrix $\alpha$

$$\alpha_j = P_{j+p} + \beta(P_{j+p})^2,$$  \hspace{1cm} (71)

where $p \in \mathbb{Z}^+$ is selected according to (16), and $\beta \in \mathbb{Z}^+$ such that

$$\beta > nP_{p+n-1}$$  \hspace{1cm} (72)

so for $j \neq k \in Z_{\alpha,n-1}$, then $\iota_1 A^1 (z, \alpha)$ satisfies (10) for an arbitrary $n \times n$ complex matrix $A$.

Proof. From (15), (71) can be rewritten as

$$\alpha = \alpha_1 + \beta \alpha^2.$$ \hspace{1cm} (73)

Theorem 1 proves that (45) has unique solution $x \in R_B$, that is the equations

$$\alpha^1 x = \alpha^1_T$$ \hspace{1cm} (74)

and

$$\alpha^2 x = \alpha^2_T$$ \hspace{1cm} (75)

cannot be jointly satisfied for $x \in R_B$ and $x \neq \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T$. From (15) and (33),

$$\alpha^1 x \leq nP_{j+n-1}$$ \hspace{1cm} (76)

$\forall x \in R_B$. From (71) and (72), for $x \in R_B$, if $\alpha^2 x \neq \alpha^2_T$, then

$$\beta |\alpha^2 x - \alpha^2_T| > nP_{j+n-1}.$$ \hspace{1cm} (77)

Therefore, for $x \in R_B$ and $x \neq \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}^T$, if (75) is false, from (76) and (77), $(\alpha^1 + \beta \alpha^2) x \neq \alpha^1_T + \beta \alpha^2_T$, but if (75) is true, Theorem 1 proves that (74) must be false, thus $(\alpha^1 + \beta \alpha^2) x \neq \alpha^1_T + \beta \alpha^2_T$. \hfill $\Box$
If we further assume that $z > 2n$ is selected to be an integer power of two, i.e. $z = 2^k$, $k \in \mathbb{Z}^+$, then the sum

$$
\sum_{k=1}^{n} A_{i,k} z^{\alpha_k}
$$

for each row in a binary matrix $A$ in (61) corresponds to setting at most $n$ bits on a sparse binary number, and the division

$$
\frac{1}{z^{\alpha T}}
$$
corresponds to a right shift operation. Clearly, the computational complexity in (61) will be dominated by the $n - 1$ multiplication operations which may involve extremely large, but sparse, binary numbers.

The matrix $\alpha$ in Theorem 2 is constructed with prime numbers whose asymptotic distribution is given by the prime number theorem. More specifically, the prime number theorem shows that the prime counting function $\pi(n)$ is asymptotic to $\frac{n}{\log(n)}$, i.e.

$$
\pi(n) \sim \frac{n}{\log(n)}, \quad (78)
$$

(78) is equivalent to the statement that $n^{th}$ prime number is asymptotic to $n \log(n)$ (see [5], Theorem 8), i.e.

$$
P_n \sim n \log(n). \quad (79)
$$

Set $p = n^3$, then $P_p \sim n^3 \log(n)$ and

$$
\Delta_{\text{max}} = P_{p+n-1} - P_p \sim (n^3 + n - 1) \log(n^3 + n - 1) - n^3 \log(n)
\sim n \log(n^3)
$$

and

$$
\Delta_{\text{min}} = P_{p+1} - P_p \sim (n^3 + 1) \log(n^3 + 1) - n^3 \log(n^3) \sim \log(n^3), \quad (81)
$$

thus (16) is asymptotically satisfied. From (71) and (72),

$$
\alpha < P_{p+n-1} + (n + 1) (P_{p+n-1})^3, \quad (82)
$$

16
and
\[ P_{p+1} + n(P_{p+1})^3 \sim (n^3 + n - 1) \log (n^3 + n - 1) \]
\[ + (n + 1) ((n^3 + n - 1) \log (n^3 + n - 1))^3 \sim n^{10}(\log (n^3))^3. \]

(83)

For \( n \gg 2 \), set \( z = 2^k < n^{n+1} \) and from (61) and (83)
\[ \prod_{i=1}^{n} \sum_{k=1}^{n} A_{i,k} z^{\alpha_k} \sim n^{n^3(\log(n^3))^3}. \]

(84)

The complexity in the computation of (61) is dominated by the \( n-1 \) multiplications and from (84) the result of multiplications is \( o\left(n^{n^3(\log(n^3))^3}\right) \), thus requiring \( o\left(n^{13}(\log(n^3))^3\log_2(n)\right) \) bits. A naive implementation of the multiplication of two \( n^{13}(\log(n^3))^3\log_2(n) \) bit numbers requires \( \left(n^{13}(\log(n^3))^3\log_2(n)\right)^2 \) binary operations, therefore the computational complexity in the multiplication operations in (61) is \( o\left(n^{27}(\log(n^3))^6(\log_2(n))^2\right) \) binary operations.

4. Conclusions

The matrix permanent lies at the heart of many analytical combinatorics methods which can describe both enumeration and optimization problems. This paper provides two solutions to the matrix permanent problem. The first solution, valid for arbitrary complex matrices, gives a formulation of the matrix permanent as a nested integral involving complex exponentials. The second solution is based on the first solution, and is intended to be implemented on a digital machine using basic arithmetical operations on complex integers. The paper shows that the second method can compute the permanent of a 0-1 matrix in polynomial time. Both methods require machines that can operate on large numbers. Therefore, an important conclusion from our results is that problems related to the matrix permanent can be solved in polynomial time using a classical binary digital computing machine with large registers.
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