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ABSTRACT. In this paper we propose and investigate in full generality new notions of (continuous, non-isometric) symmetry on hyperkähler spaces. These can be grouped into two categories, corresponding to the two basic types of continuous hyperkähler isometries which they deform: tri-Hamiltonian isometries, on one hand, and rotational isometries, on the other. The first category of deformations give rise to Killing spinors and generate what are known as hidden hyperkähler symmetries. The second category give rise to hyperholomorphic line bundles over the hyperkähler manifolds on which they are defined and, by way of the Atiyah-Ward correspondence, to holomorphic line bundles over their twistor spaces endowed with meromorphic connections, generalizing similar structures found in the purely rotational case by Haydys and Hitchin. Examples of hyperkähler metrics with this type of symmetry include the c-map metrics on cotangent bundles of affine special Kähler manifolds with generic prepotential function, and the hyperkähler constructions on the total spaces of certain integrable systems proposed by Gaiotto, Moore and Neitzke in connection with the wall-crossing formulas of Kontsevich and Soibelman, to which our investigations add a new layer of geometric understanding.

0. INTRODUCTION

Killing vector fields of hyperkähler manifolds come in two flavors:

1. tri-Hamiltonian Killing vector fields, whose Lie actions separately preserve each one of the three elements of a standard global frame of the bundle of hyperkähler symplectic forms, i.e.,

\[ \mathcal{L}_X \omega_1 = 0 \quad \mathcal{L}_X \omega_2 = 0 \quad \mathcal{L}_X \omega_3 = 0 \]

2. rotational Killing vector fields, which preserve only one hyperkähler symplectic form while rotating the transversal ones. For example

\[ \mathcal{L}_X \omega_1 = \omega_2 \quad \mathcal{L}_X \omega_2 = -\omega_1 \quad \mathcal{L}_X \omega_3 = 0. \]

Both of these types of actions extend naturally to holomorphic actions on the twistor space of the hyperkähler manifold on which they are defined.

Let \( I_1, I_2, I_3 \) be the complex structures corresponding to the above frame in the bundle of hyperkähler symplectic forms and consider an open covering of the sphere of hyperkähler complex structures \( S^2 = \{ x_1 I_1 + x_2 I_2 + x_3 I_3 \mid x_1^2 + x_2^2 + x_3^2 = 1 \} \) with two sets obtained by removing the points on the sphere corresponding to \( I_3 \) and \(-I_3\), respectively. In what follows we will refer to the elements of this cover as the polar regions, and to their intersection as the tropical region of the twistor sphere. Regarding the sphere as a complex projective line, consider also a complex affine parameter \( \zeta \) corresponding to one of the charts of a holomorphic coordinate atlas associated to this covering, chosen such that the two removed points correspond to \( \zeta = 0 \) and \( \zeta = \infty \), respectively.
On the twistor space one has a globally-defined holomorphic 2-form supported on the fibers and twisted by the \( \mathcal{O}(2) \) bundle over the twistor projective line, whose tropical component takes the form

\[
\omega(\zeta) = \frac{\omega_+ + \omega_0 + \zeta \omega_-}{\zeta}
\]

where, by definition, \( \omega_\pm = \pm \frac{1}{2}(\omega_1 \pm i\omega_2) \) and \( \omega_0 = \omega_3 \). The above action conditions can then be equivalently expressed on the twistor space in a condensed form as follows:

1. in the tri-Hamiltonian case:

\[
\mathcal{L}_X \omega(\zeta) = 0
\]

2. in the rotational case:

\[
\left( -i\zeta \frac{\partial}{\partial \zeta} + \mathcal{L}_X \right) \omega(\zeta) = 0.
\]

The Lie derivatives are assumed to be taken fiberwise.

In this paper we study the actions defined by the conditions which result from replacing in these formulas the generating vector field \( X \) with an \( \mathcal{O}(2j - 2) \)-twisted vector field

\[
X(\zeta) = \sum_{n=1}^{j-1} X_n \zeta^{-n}
\]

for any fixed integer \( j > 1 \), while still preserving the fiberwise assumption about the action of the Lie derivatives. In other words, we allow the vector field action to depend on the twistor fibers in a holomorphic way controlled by a complex line bundle over the twistor \( \mathbb{CP}^1 \) of finite positive even degree. We will call these trans-tri-Hamiltonian and trans-rotational twisted actions, respectively.

At first sight such generalizations look problematic. For one thing, even though the resulting actions admit natural lifts to the twistor space, these are not holomorphic any more. Worse, one can show that the generators of such an action, should they exist, are not uniquely defined. However, a closer analysis reveals that while there are no obviously preserved quantities — like a metric, a complex structure, and so on — in the usual sense one associates to a symmetry, these conditions give nevertheless rise to interesting holomorphic objects on the twistor space.

Thus, in the trans-tri-Hamiltonian case, assuming that the hyperkähler manifold has vanishing first cohomology group, one obtains a globally-defined holomorphic section of the (pullback) \( \mathcal{O}(2j) \) bundle over the twistor space, encoding the components of a symmetric Killing spinor. On the other hand, in the trans-rotational case what we get is a holomorphic line bundle over the twistor space, trivial on twistor lines, equipped with a meromorphic connection with poles of order \( j \) on the twistor fibers over \( \zeta = 0 \) and \( \infty \) and globally-defined residues of orders 1 to \( j \) uniquely determined by the action. By the hyperkähler version of the Atiyah-Ward correspondence, on the hyperkähler manifold itself we have a corresponding hyperholomorphic line bundle endowed with a hyperhermitian connection, that is, a connection whose curvature 2-form is of \((1, 1)\) type with respect to all hyperkähler complex structures of the manifold simultaneously. In fact, besides this 2-form, a trans-rotational action has two more 2-forms of this type associated to it, although both with vanishing cohomology classes. These structures are generalizations of the ones obtained by Haydys [18] and Hitchin [21] in the case of a purely rotational \( S^1 \)-action, to which they reduce when we specialize to \( j = 1 \).
We call differential forms on a hyperkähler manifold which are simultaneously of \((1,1)\) type with respect to every one of its 2-sphere’s worth of complex structures \textit{hyper (1,1) forms}. In four dimensions, the condition that a form be of hyper \((1,1)\) type is equivalent to it being anti-self-dual. The study of closed such forms plays a central role in our investigations. By the local \(\bar{\partial}\partial\)-lemma, closed hyper \((1,1)\) forms can be locally derived from a potential in each hyperkähler complex structure. We call such potentials \textit{hyperpotentials} with respect to the corresponding complex structure. A remarkable feature of hyperpotentials is that they always come in infinite families. A recursive argument based on the \(\bar{\partial}\)-Poincaré lemma shows that any given hyperpotential generates automatically, but not uniquely, a \textit{chain of hyperpotentials} — that is, an infinite sequence of hyperpotentials with respect to the same hyperkähler complex structure, related by certain first-order recursion relations. The prototypical, although not the most general, example of a chain of hyperpotentials is given by the Laurent coefficients of the \(\zeta\)-expansion of a holomorphic function on the twistor space.

The paper is organized as follows:

\begin{itemize}
  \item In section 1 we introduce, besides general notions about hyperkähler spaces, some interesting holomorphic algebraic factorizations of the holomorphic subspace projectors associated to hyperkähler complex structures.
  \item In section 2 we review basic facts about twistor spaces of hyperkähler manifolds through the lens of these holomorphic factorizations, and then prove some technical results needed in the study of trans-rotational actions.
  \item In section 3 we investigate the general properties of closed forms of hyper \((1,1)\) type and of hyperpotentials.
  \item In section 4 we examine the relation between symmetric Killing spinors and trans-tri-Hamiltonian actions. The results of this section are not needed in the remainder of the paper and readers interested in other aspects can skip it without losing the thread of the story.
  \item In section 5 we define and study trans-rotational actions and the structures to which they give rise.
  \item In section 6 we derive a Cauchy-Riemann formula for chains of hyperpotentials in certain special coordinates on the hyperkähler space and then, based on it, universal symplectic gradient expressions for the generating vector fields of twisted symmetries.
  \item In section 7 we study in detail several examples of hyperkähler metrics with rotational and trans-rotational symmetry leading up to the class of hyperkähler constructions proposed by Gaiotto, Moore and Neitzke in \([11]\).
\end{itemize}

1. Hyperkähler spaces

1.1. Generalities.

A hyperkähler manifold \(M\) is a smooth \(4m\) real-dimensional manifold endowed with a triplet of symplectic 2-forms \(\omega_1, \omega_2, \omega_3\) which reduce the structure group of the tangent bundle from \(GL(4m, \mathbb{R})\) to \(Sp(m)\) (or some non-compact form thereof — the considerations of this paper apply in equal measure to the pseudo-hyperkähler case) \([20]\). Regarding \(\omega_1, \omega_2, \omega_3\) as sections of \(\Lambda^2 T^*M \subset \text{Hom}(TM, T^*M)\) we can define

\begin{equation}
I_1 = \omega_3^{-1} \omega_2, \quad I_2 = \omega_1^{-1} \omega_3, \quad I_3 = \omega_2^{-1} \omega_1 \in \text{End}(TM)
\end{equation}
and the structure group condition can be reformulated as the requirement that these satisfy the algebra of imaginary quaternions with respect to the composition law on $\text{End}(TM)$, that is $I_1^2 = I_2^2 = I_3^2 = I_1I_2I_3 = -1$, with $1$ denoting the identity endomorphism. Complex structures are endomorphisms of the tangent bundle $TM$ and, by duality, for each complex structure we get a corresponding endomorphism on the cotangent bundle $T^*M$ which we continue to denote with the same symbol. To differentiate between its dual roles, in these notes we use the convention that complex structures act on vector fields from the left and on 1-forms from the right.

Any manifold with this structure is automatically Riemannian (or perhaps pseudo-Riemannian), a hyper-Hermitian metric being induced by

$$g(X, Y) = -\omega_1(X, I_1Y) = -\omega_2(X, I_2Y) = -\omega_3(X, I_3Y)$$

for any vector fields $X, Y \in TM$. This is known as the hyperkähler metric. Note that with this sign choice we have $\omega_i(X, Y) = g(X, I_iY)$ for all $i = 1, 2, 3$.

Each of the three endomorphisms $I_1, I_2, I_3$ is covariantly constant with respect to the Levi-Civita connection corresponding to the metric $g$ and hence integrable in the sense of complex structures. In fact, one can associate to any point $u = (x_1, x_2, x_3)$ on the unit 2-sphere in $\mathbb{R}^3$ an integrable complex structure $I(u) = x_1I_1 + x_2I_2 + x_3I_3$ covariantly constant with respect to the Levi-Civita connection and satisfying $I(u)^2 = -1$. Hyperkähler manifolds possess thus naturally a whole $S^2$ family of integrable complex structures compatible with the hyperkähler metric.

For later reference let us also record here the fact that for any vector field $X \in TM$ the following Lie derivative formula holds:

$$\mathcal{L}_{I_1X}\omega_j = -\varepsilon_{ijk} \mathcal{L}_X\omega_k + \delta_{ij}d(\iota_Xg).$$

The indices $i, j, k$ run over the values $1, 2, 3$, $\varepsilon_{ijk}$ is the antisymmetric Levi-Civita symbol, and $\iota_X$ denotes the insertion operator.

1.2. Holomorphic factorizations of complex subspace projectors.

There are two basic ways to look at the sphere of complex structures, each emphasizing one of the sides of the isomorphism $S^2 \cong \mathbb{CP}^1$, both reflected in a choice of coordinates: extrinsic global Euclidean $\mathbb{R}^3$-coordinates on one hand, intrinsic local complex coordinates on the other. One way preserves the spherical symmetry but obscures the complex structure, the other breaks the spherical symmetry but renders the complex projective structure of the 2-sphere manifest. For the twistor-theoretic approach, where complex structures play a central role, the second description is the natural choice.

Consider an open covering of $S^2$ with two patches $N$ and $S$ obtained by removing the points $u_S = (0, 0, -1)$ and $u_N = (0, 0, 1)$, respectively. On the components of this covering we define complex coordinate charts by means of the stereographic projection

$$S^2 \rightarrow \mathbb{CP}^1, \quad u = (x_1, x_2, x_3) \mapsto \begin{cases} \zeta = \frac{x_1 + ix_2}{1 + x_3} & \text{on } N \\ \bar{\zeta} = \frac{-x_1 - ix_2}{1 - x_3} & \text{on } S. \end{cases}$$

On the intersection $N \cap S$ the two complex coordinates are related by the biholomorphic transition relation $\zeta = 1/\bar{\zeta}$. This exhibits $\mathbb{CP}^1$ as a complex manifold obtained by patching together two copies of $\mathbb{C}$. The antipodal map $u \mapsto -u$ on $S^2$ interchanges $N$ and $S$ and induces a fixed point-free anti-holomorphic involution $\zeta \mapsto \zeta^c := -1/\bar{\zeta}$ on $\mathbb{CP}^1$. 
Corresponding to this choice of complex atlas for the twistor 2-sphere we pick for the complexified bundle of hyperkähler complex structures a mirror frame with generators $I_+ = \frac{1}{2}(I_1 + iI_2)$, $I_0 = I_3$, $I_- = -\frac{1}{2}(I_1 - iI_2)$, whose elements satisfy the property $\bar{I}_m = (-)^m I_{-m}$, which we will call an alternating reality condition. To each of the two open charts we then associate a holomorphically-parametrized family of elements of $\text{End}_{\mathbb{C}}(TM)$

$$
\begin{align*}
P_N(\zeta) &= P_{I_0}^{0,1} + i\zeta I_- \quad \text{for } \zeta \in N \\
P_S(\tilde{\zeta}) &= P_{I_0}^{1,0} - i\tilde{\zeta} I_+ \quad \text{for } \tilde{\zeta} \in S.
\end{align*}
$$

where $P_{I_0}^{1,0} = \frac{1}{2}(1 - iI_0)$ and $P_{I_0}^{0,1} = \frac{1}{2}(1 + iI_0)$ are the complex subspace projectors for the complex structure $I_0$. These are related by antipodal conjugation, which in these notes we define as the operation induced by antipodal mapping composed with complex conjugation. That is to say, we have $P_N(\zeta^c) = P_S(\tilde{\zeta})$. The quaternionic properties of the complex structures imply that on their respective domains of definition they are idempotent

$$
P_N(\zeta)^2 = P_N(\zeta) \quad P_S(\tilde{\zeta})^2 = P_S(\tilde{\zeta})
$$

(and therefore so are their complements $1 - P_N(\zeta)$ and $1 - P_S(\tilde{\zeta})$) and, in addition, on the intersection $N \cap S$ they satisfy the compatibility relations

$$
[1 - P_S(\tilde{\zeta})]P_N(\zeta) = 0 \quad [1 - P_N(\zeta)]P_S(\tilde{\zeta}) = 0.
$$

Note that the equations on each line are interchanged by antipodal conjugation, so it suffices to verify only one in each case.

Furthermore, for every point $u \in S^2$ let

$$
P_{I_0}^{1,0} = \frac{1}{2}[1 - iI(u)] \quad \text{and} \quad P_{I_0}^{0,1} = \frac{1}{2}[1 + iI(u)]
$$

be the $(1,0)$ respectively $(0,1)$ complex subspace projectors corresponding to the hyperkähler complex structure $I(u)$. With respect to their eigenvalues the complexified tangent and cotangent bundles admit the direct sum decompositions $T\mathbb{C}M = T_{I(u)}^{1,0}M \oplus T_{I(u)}^{0,1}M$ and, dually, $T\mathbb{C}^*M = T_{I(u)}^{1,0}M \oplus T_{I(u)}^{0,1}M$.

The remarkable feature which arises and which sits at the core of the twistor space approach to hyperkähler geometry is that the choice of complex atlas for $\mathbb{CP}^1$ translates into certain algebraic decomposition properties of these projectors in terms of the holomorphically-parametrized ones. More precisely, we have

1. linear decompositions

$$
P_{I_0}^{0,1} = \rho_N P_N(\zeta) + \rho_S P_S(\tilde{\zeta}) = \rho_N[1 - P_N(\zeta)] + \rho_S[1 - P_S(\tilde{\zeta})]
$$

2. holomorphic factorizations

$$
P_{I_0}^{0,1} = \begin{cases} 
\rho_N P_N(\zeta)[1 - P_N(\zeta)] & \text{for } u \in N \\
\rho_S P_S(\tilde{\zeta})[1 - P_S(\tilde{\zeta})] & \text{for } u \in S
\end{cases}
$$

where, by definition, $\rho_N = (1 + |\zeta|^2)^{-1} = \frac{1}{2}(1 + x_3)$ and $\rho_S = (1 + |\tilde{\zeta}|^2)^{-1} = \frac{1}{2}(1 - x_3)$. The linear decomposition formulas follow directly from the definitions. By contrast, the holomorphic factorization ones encode quaternionic algebra properties of the hyperkähler complex structures.
Let us consider now the projector $P_N(\zeta)$ more closely. Observe that its list of algebraic properties includes the following items:

\begin{align}
P_{t(0)}^1 P_N(\zeta) &= 0 \quad [1 - P_N(\zeta)] P_{t(0)}^1 = 0 \\
P_N(\zeta) P_{t(0)}^1 &= 0 \quad P_{t(0)}^1 [1 - P_N(\zeta)] = 0.
\end{align}

The identities on the first line are direct corollaries of the first factorization formula, and the remaining identities can be easily checked using the definitions. These properties can be conveniently summarized in two split short exact sequences where, in accordance with our stated convention, $P_N(\zeta)$ and its complement projector $1 - P_N(\zeta)$ are viewed alternatively as elements of $\text{End}(T_CM)$ and of $\text{End}(T^*_CM)$, respectively:

\begin{align}
0 \longrightarrow T_{t(0)}^0 M &\xrightarrow{I(\zeta)} T_C M \xleftarrow{P_N(\zeta)} T_{t(0)}^1 M \longrightarrow 0 \\
0 \longrightarrow T_{t(0)}^0 M &\xrightarrow{P_{t(0)}(\zeta)} T^*_C M \xleftarrow{1 - P_N(\zeta)} T_{t(0)}^1 M \longrightarrow 0.
\end{align}

The unmarked non-terminal morphisms are inclusions. Surjectivity is an immediate consequence of the factorization formula.

Antipodal conjugation yields for $P_S(\tilde{\zeta})$ an analogous pair of split short exact sequences:

\begin{align}
0 \longrightarrow T_{t(0)}^0 M &\xrightarrow{I(\zeta)} T_C M \xleftarrow{P_S(\tilde{\zeta})} T_{t(0)}^1 M \longrightarrow 0 \\
0 \longrightarrow T_{t(0)}^0 M &\xrightarrow{P_{t(0)}(\zeta)} T^*_C M \xleftarrow{1 - P_S(\tilde{\zeta})} T_{t(0)}^1 M \longrightarrow 0.
\end{align}

In addition to the projectors $P_N(\zeta)$ and $P_S(\tilde{\zeta})$ defined on $N$ and $S$ we introduce also a transition element on the intersection $N \cap S$ by

\begin{align}
I(\zeta) &= i[P_S(\tilde{\zeta}) - P_N(\zeta)]  \\
&= \frac{I_+}{\zeta} + I_0 + \zeta I_-
\end{align}

By resorting for instance to the algebraic identities (12) and (13) we promptly see that the new operator is nilpotent, that is,

\begin{align}
I(\zeta)^2 &= 0
\end{align}

for any $\zeta \in \mathbb{C}^\times$. Remarkably, we can also claim for it a corresponding holomorphic factorization formula:

\begin{align}
P_{t(0)}^0 I(\zeta) = -\rho I(\zeta) \overline{I(\zeta)} \quad \text{for } u \in N \cap S
\end{align}

with $\rho = \rho_N \rho_S = (1 + |\zeta|^2)^{-1}(1 + |\tilde{\zeta}|^2)^{-1} = \frac{1}{4}(1 - x_3^2)$. The algebraic properties of $I(\zeta)$ are encapsulated in the two short exact sequences

\begin{align}
0 \longrightarrow T_{t(0)}^0 M &\longrightarrow T_C M \xrightarrow{I(\zeta)} T_{t(0)}^1 M \longrightarrow 0 \\
0 \longrightarrow T_{t(0)}^0 M &\longrightarrow T^*_C M \xrightarrow{I(\zeta)} T_{t(0)}^1 M \longrightarrow 0.
\end{align}

The identity between kernels and images is a reflection of nilpotence. Surjectivity is again a consequence of factorization.
Finally, let us record also the following useful derivation formula:

\[(21) \partial_{\mathbb{CP}^1} P_{I(u)}^{0,1} = -i \overline{I(\zeta)} \rho \frac{d\zeta}{\zeta}.\]

Observe in particular that \(\rho \frac{d\zeta}{\zeta}\) is the \((1,0)\) part of the real-valued 1-form \(-\frac{1}{2} d\bar{x}_3\) on the twistor \(S^2\), with \(x_3\) being the height function. The formula can be easily continued analytically to include the “north” and “south” poles of \(S^2\).

1.3. The Cauchy-Riemann equations for a generic complex structure.

To understand the significance of these factorizations consider now for a moment the Dolbeault operator on \(M\) with respect to a generic complex structure \(I(u)\). Given a function \(f \in \mathcal{A}^0(M, \mathbb{C})\), we have by definition \(\partial_{I(u)} f = df_{\overline{P}_{I(u)}^0}\). The function \(f\) is holomorphic with respect to \(I(u)\) on a domain on \(M\) if and only if \(\partial_{\overline{I(u)}} f = 0\) on that domain.

**Proposition 1** (The Cauchy-Riemann equations on \(M\) for the complex structure \(I(u)\)).

Let \(M\) be a hyperkähler manifold. A function \(f \in \mathcal{A}^0(M, \mathbb{C})\) is holomorphic on a domain on \(M\) with respect to a complex structure \(I(u)\) with

- \(u \in N \iff df_{P_N}(\zeta) = 0\)
- \(u \in S \iff df_{P_S}(\overline{\zeta}) = 0\)
- \(u \in N \cap S \iff df_{I}(\zeta) = 0\)

on that domain.

**Proof.** To prove the direct implication of the first statement consider a point \(u \in N\) and suppose \(\partial_{\overline{I(u)}} f = 0\). By the first factorization formula \(16\) we have \(df_{P_N}(\zeta) \in \ker[1 - P_N(\zeta)] \cong T_{I_0}^{1,0}\). On the other hand, by the properties of \(P_N(\zeta)\) it is clear that \(df_{P_N}(\zeta) \in \text{im}[P_N(\zeta)] \cong T_{I_0}^{0,1}\). The only way in which these two conditions can be simultaneously satisfied is if \(df_{P_N}(\zeta) = 0\). The converse implication is an immediate consequence of the same factorization formula \(16\). The second statement follows from a similar argument.

Suppose now \(u \in N \cap S\). If \(\partial_{\overline{I(u)}} f = 0\) then by the first two parts we must have both \(df_{P_N}(\zeta) = 0\) and \(df_{P_S}(\overline{\zeta}) = 0\), and so \(df_{I}(\zeta) = 0\). Conversely, if this holds, then by the factorization formula \(20\) \(\partial_{\overline{I(u)}} f = 0\) must hold as well. \(\Box\)

1.4. Hyperkähler integrability.

In a few situations that we will encounter we will find it convenient to work in a local coordinate frame on \(M\) holomorphic with respect to \(I_0\). The choice of \(I_0\) as manifest complex structure must be understood in close connection with our choice of complex coordinate atlas on \(\mathbb{CP}^1\), and should be seen primarily as a practical device and not necessarily as an indication of privileged status among other hyperkähler complex structures (although this could well be the case, as we will see, in some applications). Our choice of complex atlas for \(\mathbb{CP}^1\) favors in (the complexification of) the quaternionic subbundle \(\text{Span}(1, I_1, I_2, I_3) \subset \text{End}(TM)\) not just a complex structure, but in fact an entire basis, namely the one generated by \(P_{I_0}^{1,0}, \overline{P}_{I_0}^{0,1}, I_+, I_-\). From the quaternionic algebra we have
\[ P_{I_0}^{1,0} I_+ = I_+ P_{I_0}^{0,1} = 0, \] so in such a coordinate frame the elements of this basis take the form

\[ P_{I_0}^{1,0} = \frac{\partial}{\partial \xi} \otimes dx^\mu \quad I_+ = (I_+)^{\rho}_{\mu} \frac{\partial}{\partial \xi^\mu} \otimes dx^\nu \]

\[ P_{I_0}^{0,1} = \frac{\partial}{\partial \bar{\xi}} \otimes dx^\bar{\mu} \quad I_- = (I_-)^{\mu}_{\bar{\rho}} \frac{\partial}{\partial \bar{\xi}^\bar{\rho}} \otimes dx^\bar{\nu}. \]

From the identity \[ I_- I_+ = P_{I_0}^{1,0} \] we get, moreover, the algebraic constraint

(23) \[ (I_-)^{\rho}_{\bar{\mu}} (I_+)^{\bar{\bar{\nu}}}_{\bar{\nu}} = \delta^\rho_{\bar{\nu}}. \]

The covariant constancy property of hyperkähler complex structures imposes additional differential constraints which we can write as follows:

(24) \[ \partial_\mu (I_+)^{\bar{\bar{\nu}}}_{\bar{\nu}} = \partial_\nu (I_+)^{\bar{\bar{\nu}}}_{\bar{\nu}}, \]

\[ (I_+)^{\bar{\bar{\nu}}}_{\bar{\nu}} \partial_\theta (I_+)^{\bar{\bar{\bar{\rho}}}}_{\bar{\rho}} = (I_+)^{\bar{\bar{\nu}}}_{\bar{\nu}} \partial_\theta (I_+)^{\bar{\bar{\bar{\rho}}}}_{\bar{\rho}}. \]

Indeed, notice that if we replace by hand in these formulas the derivatives with Levi-Civita covariant derivatives \( \nabla \) corresponding to the hyperkähler metric we obtain in view of the fact that \( \nabla I_+ = 0 \) identically true equations. The Christoffel symbols can then be dropped out from these equations due to their Hermiticity and index symmetry properties, which leaves us with the expressions above.

Given two conjugated holomorphic respectively antiholomorphic coordinate coframes on \( T^{1,0} \) and \( T^{0,1} \), then for any \( u \in S^2 \) each of their elements can be decomposed uniquely into \((1,0)\) and \((0,1)\) components with respect to the complex structure \( I(u) \):

(25) \[ dx^\mu = \theta^\mu_+ + \theta^\mu_- \quad \text{and} \quad dx^\bar{\mu} = \theta^\bar{\mu}_+ + \theta^\bar{\mu}_-. \]

The resulting forms can be interpreted as soldering forms providing isomorphisms between the tangent subspaces holomorphic or anti-holomorphic with respect to \( I(u) \) on one hand, and with respect to \( I_0 \) on the other.

To see this, consider for example \( \theta^\mu_+ \). From the complex conjugate of the second decomposition formula \((15)\) we have explicitly

(26) \[ \theta^\mu_+ = \rho_N [dx^\mu - i \zeta (I_-)^{\mu}_{\nu} dx^\rho]. \]

By the covariant constancy of the hyperkähler complex structures it follows then that this satisfies the Cartan-Maurer equation

(27) \[ d\theta^\mu_+ + \Gamma^\mu_{\nu \rho} \wedge \theta^\nu_\rho = 0 \]

where \( \Gamma^\mu_{\nu \rho} = \Gamma^\mu_{\nu \rho} dx^\rho \) is the \((1,0)\) part of the complexified Levi-Civita connection (since \( M \) endowed with \( I_0 \) is Kähler, all Christoffel symbols of mixed type vanish). Thus \( \theta^\mu_+ \) defines an isomorphism

\[ T^{1,0}_{I(u)} M |_x \xrightarrow{\cong} T^{1,0}_{I_0} M |_x \]

\[ X \longmapsto i X \theta^\mu_+ \frac{\partial}{\partial x^\mu}. \]

Similar arguments hold in turn for \( \theta^\mu_- \), \( \theta^\bar{\mu}_+ \) and \( \theta^\bar{\mu}_- \).
2. Twistor spaces

2.1. Generalities.

The origins of the twistor space theory of hyperkähler manifolds go back to the work of Penrose, who famously showed that the geometry of anti-self-dual four-manifolds can be naturally encoded into the complex geometry of a twistor space of one complex dimension higher \[37\]. Penrose’s construction was subsequently extended by Salamon \[37, 40\] and independently by Bérard-Bergery (see Theorem 14.9 in \[5\]) to higher-dimensional analogues of anti-self-dual four-manifolds, which turned out to be manifolds with a quaternionic structure. Hyperkähler manifolds form a subclass of these. The corresponding twistor construction was investigated \emph{per se} by Hitchin, Karlhede, Lindström and Roček in \[22\].

Let \( M \) continue to denote a hyperkähler manifold. The central idea of the twistor approach is to “unfurl” the \( S^2 \) family of complex structures of \( M \) and incorporate them into a single holomorphic structure on a larger manifold, the twistor space \( Z \). From a purely differential geometric point of view, \( Z = M \times S^2 \). An almost complex structure on \( Z \) is defined by combining diagonally on the tangent space \( T M |_{x} \oplus T S^2 |_{u} \) at any point \((x, u) \in Z\) the action of the hyperkähler complex structure \( I(u) \) with that of the natural complex structure on \( S^2 \cong \mathbb{CP}^1 \), \( I_{\mathbb{CP}^1} \). This almost complex structure can be shown to be integrable, and so \( Z \) is a complex manifold. The endomorphism \((x, u) \mapsto (x, -u)\) induced by antipodal conjugation on \( S^2 \) defines moreover on \( Z \) an anti-holomorphic involution or, equivalently, a real structure as it simultaneously inverts the signs of both complex structures.

Let \( \pi : Z \to \mathbb{CP}^1 \) and \( p : Z \to M \) be the natural projections. The projection onto the \( \mathbb{CP}^1 \) factor defines a holomorphic fibration whose fibers \( \pi^{-1}(u) \) for any \( u \in S^2 \cong \mathbb{CP}^1 \) are biholomorphic to copies of \( M \) endowed with the complex structure \( I(u) \). In addition, each fiber carries a complex symplectic structure compatible with its complex structure. To see how that occurs consider first the fibers above the hyperkähler complex structures \( I_0 \) and \(-I_0\) (recall that \( I_0 \) is the same as \( I_3 \)). If we define the complex-linear combinations \( \omega_+ = \frac{1}{2}(\omega_1 + i\omega_2), \omega_0 = \omega_3, \omega_- = -\frac{1}{2}(\omega_1 - i\omega_2) \) then a set of complex symplectic structures corresponding to these fibers is given by the transversal forms \( \omega_+ \) and \( \omega_- \), respectively. The proof amounts in essence to showing that \( \omega_+ \) is a closed holomorphic type \((2, 0)\) form with respect to \( I_0 \). Closure is evident. Then based on the quaternionic algebra we have \( \omega_+(X, P_{I_0}^{0,1}Y) = g(X, I_+P_{I_0}^{0,1}Y) = 0 \) for any vector fields \( X, Y \in TM \). Together with antisymmetry and closure this yields the remainder of the statement. The statement for the fiber over \(-I_0\) follows by complex conjugation. Finally, for the remaining fibers above complex structures \( I(u) \neq I_0, -I_0 \) such a complex symplectic structure is given by

\[
\omega(\zeta) = \frac{\omega_+}{\zeta} + \omega_0 + \zeta \omega_-
\]

where \( \zeta \in \mathbb{C}^x \) corresponds to \( u \in N \cap S \subset S^2 \) through the stereographic map in the usual way. This is a closed 2-form on \( M \) and, moreover, by the factorization formula \((20)\) and nilpotence of \( I(\zeta) \) we have \( \omega(\zeta)(X, P_{I_0}^{0,1}Y) = g(X, I(\zeta)P_{I_0}^{0,1}Y) = 0 \) for any vector fields \( X, Y \in TM \). Antisymmetry and closure eventually imply that \( \omega(\zeta) \) is a holomorphic type \((2, 0)\) form with respect to \( I(u) \). On the twistor space these various facts are summarized concisely by the statement of existence of a canonical global holomorphic section of the bundle \( \Lambda^2 T_F \otimes \pi^* \mathcal{O}(2) \) over \( Z \), where \( T_F = \ker(d\pi) \) is the holomorphic tangent bundle along the fibers and the second factor is the pullback on \( Z \) of the \( \mathcal{O}(2) \) bundle over \( \mathbb{CP}^1 \).
The fibers $\pi^{-1}(u)$ can then be viewed as copies of $M$ endowed with a complex structure $I(u)$ and a compatible complex symplectic structure induced through restriction by this global section.

Unlike the projection $\pi$, the projection $p$ onto the $M$ factor is not holomorphic in general. However, for every point $x \in M$, $p^{-1}(x)$ is a complex analytic submanifold of $Z$ which is called the horizontal twistor line through $x$. The restricted projection $\pi|_{p^{-1}(x)} : p^{-1}(x) \to \mathbb{CP}^1$ gives a canonical identification of $p^{-1}(x)$ with $\mathbb{CP}^1$. One also has the notion of real twistor line, designating a holomorphic section of $\pi$ which commutes with the real structure on $Z$. The two notions coincide: a twistor line is horizontal if and only if it is real. The normal bundle to any of these twistor lines is isomorphic to $\mathbb{C}^{2m} \otimes \pi^*\mathcal{O}(1)$.

Note, finally, that through every point of $Z$ pass a unique fiber and horizontal twistor line.

The complex structure, the real structure, the holomorphic fibration structure, the fiber-wise-supported holomorphic $(2,0)$ form and the horizontal twistor line normal bundle data form together a complete set of twistor space data. From it, the hyperkähler manifold can be retrieved as the parameter space of horizontal twistor lines. The precise formulation of this statement is given in Theorem 3.3 of [22].

The twistor space comes also equipped with a natural metric induced with respect to the product structure by the hyperkähler metric on $M$ and the Fubini-Study metric on $\mathbb{CP}^1$. This combines with the complex structure on $Z$ to give the $(1,1)$ form $\varpi = \omega_F + \omega_{\mathbb{CP}^1}$, where $\omega_F$ and $\omega_{\mathbb{CP}^1}$ are the pullbacks on $Z$ of the 2-form $\omega(u) = x_1 \omega_1 + x_2 \omega_2 + x_3 \omega_3$ on the fiber $F = \pi^{-1}(u)$ and the Fubini-Study symplectic form on $\mathbb{CP}^1$, respectively. As known since [19], twistor spaces admit Kähler metrics only rather accidentally. Instead, Kaledin and Verbitsky point out in [24, Proposition 4.5], the twistor metric is naturally balanced in the sense of Michelsohn [32]. That is,

\begin{equation}
  d_Z(\varpi^{2m}) = 0
\end{equation}

where $2m = \dim_{\mathbb{C}} M$ and $d_Z$ is the exterior derivative on $Z$. Indeed, in view of the decomposition $d_Z = d_F + d_{\mathbb{CP}^1}$, where $d_F$ and $d_{\mathbb{CP}^1}$ stand for the exterior derivative along the local fiber ($\cong M$) respectively the local horizontal twistor line ($\cong \mathbb{CP}^1$), we have $d_Z \varpi = d_F \omega_F + d_{\mathbb{CP}^1} \omega_F + d_F \omega_{\mathbb{CP}^1} + d_{\mathbb{CP}^1} \omega_{\mathbb{CP}^1}$. The first term vanishes by the closure of the hyperkähler 2-forms and the last two by the definition of $\omega_{\mathbb{CP}^1}$, and we are left with...
\[ d_Z \omega = d_{\mathbb{C}P^1} \omega_F. \]

Since \( \omega(u)(X, Y) = g(X, I(u)Y) \) for any \( X, Y \in TM \), by resorting to the differentiation formula (21) we get immediately

\[ \partial_{\mathbb{C}P^1} \omega(u) = -2 \omega(\zeta) \wedge \rho \frac{d\zeta}{\zeta} \]

which shows in particular that \( \partial_{\mathbb{C}P^1} \omega_F \in \pi^* \mathcal{A}^{1,0}(\mathbb{C}P^1) \otimes p^* \mathcal{A}^{0,2}_{i(0)}(M) \) if \( F = \pi^{-1}(u) \). On one hand, by the definitions, \( \omega_{\mathbb{C}P^1} \in \pi^* \mathcal{A}^{1,1}(\mathbb{C}P^1) \) and \( \omega_F \in p^* \mathcal{A}^{1,1}_{i(0)}(M) \) for \( F = \pi^{-1}(u) \).

Now let us write

\[ d_Z(u^{2m}) = 2m u^{2m-1} \wedge d_Z u = 2m(\omega_F + \omega_{\mathbb{C}P^1})^{2m-1} \wedge (\partial_{\mathbb{C}P^1} \omega_F + \bar{\partial}_{\mathbb{C}P^1} \omega_F). \]

The terms in the binomial expansion of the first factor (not counting the numerical \( 2m \) factor) containing at least one \( \omega_{\mathbb{C}P^1} \) vanish either by themselves or when wedged against the last factor due to the oversaturation of the \( \mathbb{C}P^1 \) degrees, while the \( \omega_{\mathbb{C}P^1} \)-free term, \( \omega_F^{2m-1} \), vanishes when wedged against the last factor due to the oversaturation of the \( M \) degrees, and so the claim is proved.

2.2. Some properties of the Dolbeault operator on \( Z \).

The holomorphic tangent bundle along the fibers, \( T_F \), is by definition the kernel of the differential map \( d\pi \), that is

\[
0 \longrightarrow T_F \longrightarrow T_Z \xrightarrow{d\pi} \pi^* T_{\mathbb{C}P^1} \longrightarrow 0
\]

is a short exact sequence of complex bundles over \( Z \), with dual sequence

\[
0 \longrightarrow \pi^* T_{\mathbb{C}P^1}^* \longrightarrow T_Z^* \longrightarrow T_F^* \longrightarrow 0.
\]

Even though \( Z = M \times \mathbb{C}P^1 \), the holomorphic cotangent bundle \( T_Z^* \) is an extension rather than a direct sum of complex bundles, reflecting the fact that as a complex manifold \( Z \) is non-trivial. Only in a pointwise sense can the holomorphic cotangent space to \( Z \) be expressed as a direct sum,

\[ T_Z^*[x, u] \cong p^* T_{i(0)}^{1,0} M[x] \oplus \pi^* T_{\mathbb{C}P^1}^*[u], \]

with the two terms corresponding to the local fiber and the local horizontal twistor line, respectively. Accordingly, any complex differential form \( \alpha \in \mathcal{A}^{r,s}(Z) \) decomposes locally into a component along the local fiber and one along the local horizontal twistor line:

\[ \alpha = \alpha_F + \alpha_{\mathbb{C}P^1}. \]

Let \( \mathcal{A}^{r,s}_F(Z) = \Gamma(Z; \Lambda^{r,s} T_F^*) \) be the sheaf of \( C^\infty \)-sections of forms of type \( (r, s) \) supported on the fibers of \( Z \). For \( F = \pi^{-1}(u) \) we have \( T_F^* \cong p^* T_{i(0)}^{1,0} M \) and \( \mathcal{A}^{r,s}_F(Z) = p^* \mathcal{A}^{r,s}_{i(0)}(M) \). That is, the component along any given fiber of a \( (r, s) \) form on \( Z \) is a \( (r, s) \) form on that fiber with respect to its specific hyperkähler complex structure.

The de Rham operator on \( Z \) splits also locally along the fibration structure into \( d_Z = d_F + d_{\mathbb{C}P^1} \). Furthermore, in accordance with the respective complex structures on the local horizontal twistor line and fiber we can split further \( d_{\mathbb{C}P^1} = \partial_{\mathbb{C}P^1} + \bar{\partial}_{\mathbb{C}P^1} \) and, for \( F = \pi^{-1}(u) \), \( d_F = \partial_{i(0)} + \bar{\partial}_{i(0)} \). In contrast, due to the non-trivial character of the holomorphic fibration, the Dolbeault operator \( \partial_Z \) does not split into a sum of Dolbeault operators along the local fibers and horizontal twistor lines. Not, that is, in general — because this may nevertheless happen in specific circumstances. The next lemma is illustrative of this dichotomic behavior.

---

\(^1\text{Since the fibers are isomorphic to } M, \text{ we will usually denote } d_F \text{ simply by } d.\)
Lemma 2. Let $M$ be a hyperkähler manifold with twistor space $\mathcal{Z}$. The following formulas hold at generic points of $\mathcal{Z}$ situated on a fiber $F = \pi^{-1}(u)$:

1. For any function $f \in \mathcal{A}^0(Z, C)$,
   \[ \bar{\partial}_Z f = (\bar{\partial}_{(a)} + \bar{\partial}_{\mathcal{CP}^1}) f \]

2. For any complex differential form $\alpha \in \mathcal{A}^{1,0}(Z)$,
   \[ \bar{\partial}_Z \alpha = (\bar{\partial}_{(a)} + \bar{\partial}_{\mathcal{CP}^1}) \alpha - i \alpha_F I(\zeta) \wedge \rho \frac{d\zeta}{\zeta}. \]

Remark. In the last formula we have assumed implicitly that $u \in N \cap S$, but the expression given can be easily continued analytically to include the “north” and “south” poles of the twistor space. Also, to avoid the proliferation of pull-back symbols, here and throughout these notes such formulas are to be understood as being written in a local trivialization of the twistor space.

Proof. The first formula of the lemma follows immediately by projecting $d_Z f = d_F f + d_{\mathcal{CP}^1} f$ to $\mathcal{A}^{1,0}(Z)$.

Next, we turn our attention to formula (35). Given a form $\alpha \in \mathcal{A}^{1,0}(Z)$, its fiberwise component $\alpha_F \in \mathcal{A}^{1,0}\mathcal{F}(Z)$ is a $(1,0)$ form on each fiber with respect to the particular hyperkähler complex structure corresponding to that fiber. Hence, for $F = \pi^{-1}(u)$ we have $\alpha_F P_{I(0)}^{1,0} = \alpha_F$. By differentiating this relation and resorting to the property (21) we get

\[ \partial_{\mathcal{CP}^1}^{I(0)} \alpha_F = (\partial_{\mathcal{CP}^1}^{I(0)} P_{I(0)^{1,0}}) - i \alpha_F I(\zeta) \wedge \rho \frac{d\zeta}{\zeta}. \]

Notice that the last term vanishes as $\alpha_F I(\zeta) = \alpha_F P_{I(0)^{1,0}} I(\zeta) = 0$ by the factorization property (20) and the nilpotence of $I(\zeta)$. Underneath each non-vanishing term on the right-hand side we indicate its Hodge type with respect to the complex structure on $\mathcal{Z}$. It is clear then that the $(1,1)$ component of $d_{\mathcal{CP}^1}^{I(0)} \alpha_F$ is of the form

\[ d_{\mathcal{CP}^1}^{I(0)} \alpha_F |_{(1,1)} \mid \mathcal{Z} = \bar{\partial}_{\mathcal{CP}^1}^{I(0)} \alpha_F - i \alpha_F I(\zeta) \wedge \rho \frac{d\zeta}{\zeta}. \]

To compute $\bar{\partial}_Z \alpha$ we use the fact that it is the $(1,1)$ component of the 2-form $d_Z \alpha$. We have $d_Z \alpha = (d_F + d_{\mathcal{CP}^1})(\alpha_F + \alpha_{\mathcal{CP}^1})$ and, moreover,

\[ \frac{d_F \alpha_F |_{(1,1)} \mid \mathcal{Z}}{\bar{\partial}_{(a)}} = \bar{\partial}_{(a)} \alpha_F \]

\[ \frac{d_F \alpha_{\mathcal{CP}^1} |_{(1,1)} \mid \mathcal{Z}}{\bar{\partial}_{(a)}} = \bar{\partial}_{(a)} \alpha_{\mathcal{CP}^1} \]

\[ \frac{d_{\mathcal{CP}^1} \alpha_{\mathcal{CP}^1} |_{(1,1)} \mid \mathcal{Z}}{\bar{\partial}_{(a)}} = \bar{\partial}_{(a)} \alpha_{\mathcal{CP}^1}. \]

Formula (35) of the lemma follows then immediately.

Finally, to show the remaining formula of the lemma, let us apply the formula we have just proved to the particular case when $\alpha = \partial_Z f$, for an arbitrary function $f \in \mathcal{A}^0(Z, C)$. By the first formula, $\partial_Z f = \partial_{(a)} f + \partial_{\mathcal{CP}^1} f$ on a fiber $F = \pi^{-1}(u)$, and so, at any point on
that fiber,
\[ \bar{\partial}_Z \partial_Z f = (\bar{\partial}_{I^1(u)} + \bar{\partial}_{\mathbb{CP}^1})(\partial_{I^1(u)} f + \partial_{\mathbb{CP}^1} f) - i \partial_{I^1(u)} f \overline{I(\zeta)} \wedge \rho \frac{d\zeta}{\zeta} \]
\[ = \bar{\partial}_{I^1(u)} \partial_{I^1(u)} f + \bar{\partial}_{I^1(u)} \partial_{\mathbb{CP}^1} f + \partial_{\mathbb{CP}^1} \partial_{I^1(u)} f + \partial_{\mathbb{CP}^1} \partial_{\mathbb{CP}^1} f - idf \overline{I(\zeta)} \wedge \rho \frac{d\zeta}{\zeta}. \]

To obtain the second line we have used that \( \partial_{I^1(u)} f \overline{I(\zeta)} \) one can show, moreover, that
\[ (\partial_{\mathbb{CP}^1} \bar{\partial}_{I^1(u)} + \bar{\partial}_{I^1(u)} \partial_{\mathbb{CP}^1}) f = idf \overline{I(\zeta)} \wedge \rho \frac{d\zeta}{\zeta}, \]
expressing a non-commutativity of derivatives, and so we obtain immediately
\[ \bar{\partial}_Z \partial_Z f = \bar{\partial}_{I^1(u)} \partial_{I^1(u)} f - \partial_{\mathbb{CP}^1} \bar{\partial}_{I^1(u)} f + \partial_{\mathbb{CP}^1} \partial_{I^1(u)} f + \partial_{\mathbb{CP}^1} \partial_{\mathbb{CP}^1} f \]
which is clearly equivalent to formula \([33]\) of the lemma.

\[ \square \]

Remark. A similar argument can be used to prove the integrability of the complex structure on \( Z \). Note first that we have the following complementary formula to \([35]\)
\[ \partial_Z \alpha = (\partial_{I^1(u)} + \partial_{\mathbb{CP}^1}) \alpha + i \alpha F \overline{I(\zeta)} \wedge \rho \frac{d\zeta}{\zeta} \]
for any form \( \alpha \in \mathcal{A}^{1,0}(Z) \) and at a generic point situated on a fiber \( F = \pi^{-1}(u) \), as can be easily checked by verifying that \( \partial_Z \alpha + \partial_Z \alpha = \partial_Z \alpha \). Taking in particular \( \alpha = \partial_Z f \) for some function \( f \in \mathcal{A}^{0}(Z, \mathbb{C}) \) and proceeding as above, we get
\[ \partial^2_Z f = (\partial_{I^1(u)} + \partial_{\mathbb{CP}^1})(\partial_{I^1(u)} f + \partial_{\mathbb{CP}^1} f) + i \partial_{I^1(u)} f \overline{I(\zeta)} \wedge \rho \frac{d\zeta}{\zeta} \]
\[ = \partial_{I^1(u)} \partial_{\mathbb{CP}^1} f + \partial_{\mathbb{CP}^1} \partial_{I^1(u)} f + idf \overline{I(\zeta)} \wedge \rho \frac{d\zeta}{\zeta} \]
\[ = 0. \]

The vanishing of the second line can be checked directly using the property \([21]\) or, alternatively and more easily, it can be inferred from the equation \([39]\) by observing that \((d_F \partial_{\mathbb{CP}^1} + \partial_{\mathbb{CP}^1} d_F) f = 0\). Since \( f \) is arbitrary, it follows that the twistor complex structure on \( Z \) is integrable.

In view of formula \([33]\) of Lemma \(2\) for a function \( f \) to be holomorphic on a domain on \( Z \), both the component along the local fiber and the component along the local horizontal twistor line of \( \partial_Z f \) must vanish at every point of the domain. Proposition \(1\) translates then on the twistor space as follows:

**Proposition 3** (The Cauchy-Riemann equations on the twistor space). Let \( M \) be a hyperkahler manifold with twistor space \( Z \), \( f \) a function on \( Z \), and \( V_N, V_S, V_{N \cap S} \) domains on \( Z \) which project down on \( \mathbb{CP}^1 \) to \( N \), \( S \) and \( N \cap S \) or subdomains of these, respectively. Then \( f \) is holomorphic on

\[ V_N \iff df P_N(\zeta) = 0 \text{ and } \partial_{\mathbb{CP}^1} f = 0 \text{ on } V_N; \]
\[ V_S \iff df P_S(\zeta) = 0 \text{ and } \partial_{\mathbb{CP}^1} f = 0 \text{ on } V_S; \]
\[ V_{N \cap S} \iff df I(\zeta) = 0 \text{ and } \partial_{\mathbb{CP}^1} f = 0 \text{ on } V_{N \cap S}. \]
This shows in particular that holomorphic functions on $Z$ must necessarily have a holomorphic dependence on the complex $\mathbb{CP}^1$ coordinate. For this reason in what follows we will often indicate this dependence explicitly.

A particularly important application of formula (35) of Lemma 2 is given by

**Lemma 4.** Let $\alpha \in \mathcal{A}^{1,0}(Z)$ be a 1-form on the twistor space $Z$ of type $(1, 0)$. The following statements are equivalent:

1. $\partial_Z \alpha \in \mathcal{A}^{1,1}(Z)$, that is, $\partial_Z \alpha$ is entirely supported on the fibers.
2. Locally, $\alpha$ is of the form

$$\alpha = df(\zeta)I(\zeta) - if(\zeta)\frac{d\zeta}{\zeta}$$

for some function $f = f(\zeta) \in \mathcal{A}^0(Z, \mathbb{C})$ satisfying $\partial_{\mathbb{CP}^1} f = 0$.

**Proof.** We begin with the converse implication, $2 \Rightarrow 1$. In this case $\alpha_F = df(\zeta)I(\zeta)$ and then by formula (35) we have

$$\partial_Z \alpha = (\tilde{\partial}_{I(\zeta)} + \tilde{\partial}_{\mathbb{CP}^1})[df(\zeta)I(\zeta) - if(\zeta)\frac{d\zeta}{\zeta}] - i df(\zeta)I(\zeta)I(\zeta) \wedge \rho \frac{d\zeta}{\zeta} = \tilde{\partial}_{I(\zeta)} \alpha_F$$

which is clearly supported on the fiber.

Assume now instead that part 1 holds. As a $(1, 0)$ form on $Z$, $\alpha$ splits uniquely into a component along the local fiber and one along the local horizontal twistor line: $\alpha = \alpha_F + \alpha_{\mathbb{CP}^1}$. Without any loss of generality we can write

$$\alpha_{\mathbb{CP}^1} = -if \frac{d\zeta}{\zeta}$$

for some function $f$. For the form $\tilde{\partial}_Z \alpha$ to be entirely supported on the fibers, both its component along the local horizontal twistor line and any mixed-type components it might have must vanish. By way of formula (35) these requirements are equivalent to

$$\tilde{\partial}_{I(\zeta)} f + \rho \alpha_F I(\zeta) = 0$$

$$\tilde{\partial}_{\mathbb{CP}^1} \alpha_F = 0$$

$$\tilde{\partial}_{\mathbb{CP}^1} f = 0.$$ 

Writing $\tilde{\partial}_{I(\zeta)} f = df_{I(\zeta)}^{0,1}$ and then using the factorization formula (20), the first condition yields $[df I(\zeta) - \alpha_F]I(\zeta) = 0$. This implies in particular that $df I(\zeta) - \alpha_F \in \mathcal{A}^{0,1}(Z)$. However, both terms plainly belong to $\mathcal{A}^{1,0}(Z)$, which leads to a contradiction unless $df I(\zeta) - \alpha_F = 0$. Note that between this and the third condition, the second condition is automatically satisfied. The direct implication of the lemma follows now readily. □

The following statement is an easy consequence of Lemma 4

**Corollary 5.** Let $\phi(\zeta)$ be a holomorphic function on a domain on $Z$. Then

$$\partial_Z \phi(\zeta) = id[\zeta \partial_{\zeta} \phi(\zeta)]I(\zeta) + \zeta \partial_{\zeta} \phi(\zeta) \frac{d\zeta}{\zeta}.$$
3. Closed hyper (1, 1) forms

3.1. Hyper (1, 1) forms.

We will shift now our focus towards the study of a class of 2-forms which, we will try to argue, plays a fundamentally important role in hyperkähler geometries. In the beginning of our analysis we will be concerned primarily with local aspects. Further on we will examine also some implications of a global definition.

**Definition.** Let $M$ be a hyperkähler manifold. By definition, we call a 2-form on $M$ to be of hyper $(1, 1)$ type if it is of Hodge type $(1, 1)$ with respect to all hyperkähler complex structures of $M$ simultaneously.

In four dimensions this definition yields the class of anti-self-dual forms on $M$. Note that hyper $(1, 1)$ forms are naturally pulled back to fiber-supported $(1, 1)$ forms on the twistor space. The condition in the definition is equivalent to requiring that the 2-form be of $(1, 1)$ type with respect to each one of the elements of a standard quaternionic frame $I_1, I_2, I_3$ of the bundle of hyperkähler complex structures. That is to say, a 2-form $\sigma$ is of hyper $(1, 1)$ type if and only if $\sigma(X, I_i Y) = \sigma(Y, I_i X)$ for all $i = 1, 2, 3$ and any vector fields $X, Y \in TM$. In what follows we will use this criterion mostly in the following trivially rephrased form:

**Lemma 6.** Let $\sigma \in \mathcal{A}^2(M, \mathbb{C})$ be a form of type $(1, 1)$ with respect to the complex structure $I_0$. Then $\sigma$ is of hyper $(1, 1)$ type if and only if

$$\sigma(X, I_+ Y) = \sigma(Y, I_+ X) \quad \text{and} \quad \sigma(X, I_- Y) = \sigma(Y, I_- X)$$

for any vector fields $X, Y \in TM$.

Remark for later benefit that in an arbitrary local coordinate coframe for $T^*_M$ holomorphic with respect to $I_0$ in which $\sigma = \sigma_{\mu\nu} dx^\mu \wedge dx^\nu$, the two conditions of the lemma can be equivalently stated as the vanishing of the following two forms:

$$\sigma_{\mu\bar{\nu}}(I_+)^\theta_\nu dx^\mu \wedge dx^\theta = 0 \quad \text{and} \quad \sigma_{\bar{\mu}\nu}(I_-)^\theta_\nu dx^{\bar{\mu}} \wedge dx^\theta = 0. \tag{48}$$

The next result was proved by Verbitsky in the compact case [43, Lemma 2.1]. In keeping in line with our generic assumptions we give here an alternative proof which dispenses with the compactness requirement.

**Proposition 7.** Let $\Lambda_{\omega(u)} : \mathcal{A}^2(M) \to \mathcal{A}^0(M)$ be the linear Hodge $\Lambda$-operator defined by tracing with the inverse of the Kähler form $\omega(u)$. If $\sigma$ is a hyper $(1, 1)$ form on $M$ then $\Lambda_{\omega(u)}(\sigma) = 0$ for all $u \in S^2$.

**Proof.** Let $I$ be a complex structure on $M$. Following [43], we define the linear left action $\text{ad}(I)$ of $I$ on the bundle of differential forms on $M$ of arbitrary positive degree by extending the usual endomorphic left action of $I$ on the bundle of differential 1-forms on $M$ by means of Leibniz’s formula: $(\alpha \wedge \beta) \text{ad}(I) = \alpha \wedge (\beta \text{ad}(I)) + (\alpha \text{ad}(I)) \wedge \beta$. With this definition, for any two complex structures $I, J$ on $M$ we have $[\text{ad}(I), \text{ad}(I)] = \text{ad}([I, J])$. Observe in particular that the condition that a 2-form $\sigma$ on $M$ be of $(1, 1)$ type with respect to the complex structure $I$ can be equivalently expressed as the requirement that $\sigma$ be in the kernel of the operator $\text{ad}(I)$.
Choose an arbitrary standard quaternionic frame \( I_1, I_2, I_3 \) for the bundle of hyperkähler complex structures and a corresponding frame \( \omega_1, \omega_2, \omega_3 \) in the bundle of hyperkähler symplectic forms. From the hyperkähler properties \( \mathbb{I} \) and the fact that complex structures square to the minus identity a simple calculation shows that for any 2-form \( \sigma \)

\[
(49) \quad \Lambda_{\omega_1} (\sigma \text{ad}(I_j)) = \varepsilon_{ijk} \Lambda_{\omega_k}(\sigma).
\]

Clearly then, if \( \sigma \) is of hyper \((1, 1)\) type — and so in the kernel of \( \text{ad}(I_j) \) for all \( j = 1, 2, 3 \) — we have \( \Lambda_{\omega_k}(\sigma) = 0 \) for all \( k = 1, 2, 3 \). Since the frame was chosen arbitrarily, the statement of the Proposition follows.

Thus, at least locally, closed hyper \((1, 1)\) forms satisfy formally the same type of constraints characterizing curvatures of hyper-Hermitian Yang-Mills connections with vanishing slope on complex line bundles.

### 3.2. Hyperpotentials.

By the local \( \partial \bar{\partial} \)-lemma, any closed hyper \((1, 1)\) form \( \sigma \) on \( M \) can be locally derived from a potential in any one of the complex structures \( I(u) \). That is, for any \( u \in S^2 \), every point in \( M \) has an open neighborhood on which \( \sigma = i \bar{\partial} I(u) \partial I(u) \phi(u) \) for some potential \( \phi(u) \) defined on that neighborhood (the imaginary factor is conventional and ensures that if \( \sigma \) is real-valued the potential can be chosen to be real). This suggests the following

**Definition.** Let \( I \) be a complex structure on \( M \) with Dolbeault operator \( \partial_I \). By definition we call a local function \( \phi \) such that \( \partial_I \bar{\partial}_I \phi \) is of hyper \((1, 1)\) type a **hyperpotential with respect to \( I \)**.

So in these terms the problem of finding and characterizing closed hyperinvariant forms can be alternatively formulated, when convenient, as the problem of finding and characterizing hyperpotentials.

Let us pick now \( I_0 \equiv I_3 \) from among the \( S^2 \) family of hyperkähler complex structures as the **manifest** complex structure. To mark its distinguished status we will henceforth denote the corresponding Dolbeault operator simply by \( \partial \). It is important to keep in mind that for the time being this is just an arbitrary choice of perspective which does not reflect or imply anything intrinsically special about \( I_0 \). With these notation conventions in place, consider the set of five complex second-order partial differential operators on \( M \) given by

\[
F_0(f) = i \bar{\partial} f
\]

\[
F_+(f) = \bar{\partial}(\bar{\partial} f I_+) \quad H_+(f) = \partial(\bar{\partial} f I_+)
\]

\[
F_-(f) = \partial(\bar{\partial} f I_-) \quad H_-(f) = \bar{\partial}(\bar{\partial} f I_-)
\]

for any function \( f \in \mathcal{A}^0(M, \mathbb{C}) \). Remark that owing to the quaternionic properties of hyperkähler complex structures we can write alternatively

\[
\bar{\partial} f I_+ = df P_0^{0,1} I_+ = df I_+
\]

\[
\bar{\partial} f I_- = df P_0^{1,0} I_- = df I_-
\]

These are 1-forms of type \((1, 0)\) respectively \((0, 1)\) relative to \( I_0 \), and so the operators of \( F \) type take values in \( \mathcal{A}_0^{1,1}(M) \), the \( H_+ \) operator in \( \mathcal{A}_0^{2,0}(M) \) and the \( H_- \) one in \( \mathcal{A}_0^{0,2}(M) \).

As a consequence of hyperkähler integrability we have

**Lemma 8.** \( F_+(f) \) and \( F_-(f) \) are hyper \((1, 1)\) forms for any function \( f \in \mathcal{A}^0(M, \mathbb{C}) \).
Proof. Let us choose an arbitrary coordinate coframe holomorphic with respect to $I_0$. On one hand, by distributing a derivative we obtain

$$F_+(f)_{\mu\eta}(I_+)_{\eta\nu} dx^\mu \wedge dx^\nu = -\partial_\eta[\partial_\nu f(I_+)^{\kappa}_{\mu}](I_+)_{\eta\nu} dx^\mu \wedge dx^\nu$$

$$= -[\partial_\eta \partial_\kappa f(I_+)^{\kappa}_{\mu}](I_+)_{\eta\nu} + \partial_\eta f(I_+)^{\kappa}_{\mu} \partial_\eta(I_+)_{\eta\nu}] dx^\mu \wedge dx^\nu$$

$$= 0.$$  

The first term in the second line vanishes by index symmetry considerations due to the differentiability of $f$ and the last one by the second integrability constraint (24). Lemma 6 implies then that $F_+(f)$ is a hyper (1, 1) form. A similar argument works for $F_-(f)$. □

In contrast to $F_+(f)$ and $F_-(f)$, $F_0(f)$ is not of type (1, 1) with respect to all hyperkähler complex structures of $M$ at once for generic functions $f$. That, however, does not prevent it to be so for select functions $f$. The next result collects a number of five equivalent maximal criteria for $f$, any one of which, if satisfied, guaranteeing that $F_0(f)$ is of hyper (1, 1) type.

**Proposition 9.** Let $\phi$ be a smooth and possibly local complex function on $M$. The following conditions are equivalent:

1. $F_0(\phi)$ is of hyper (1, 1) type, that is, $\phi$ is a hyperpotential with respect to $I_0$;
2. $H_+(\phi) = H_-(\phi) = 0$;
3. Locally there exists a complex function $\phi_+$ such that $\bar{\partial} \phi I_+ = -i\partial \phi_+$;
4. Locally there exists a complex function $\phi_-$ such that $\partial \phi I_- = i\bar{\partial} \phi_-$;
5. The symplectic gradient vector field $X \in T_{i0}^{1,0} M$ defined by $i_X \omega_0 = \bar{\partial} \phi$ admits an alternative characterization as a symplectic gradient with respect to $\omega_+$, that is, $i_X \omega_+ = \bar{\partial} \phi_+$ for some local complex function $\phi_+$;
6. The symplectic gradient vector field $Y \in T_{i0}^{0,1} M$ defined by $i_Y \omega_0 = \partial \phi$ admits an alternative characterization as a symplectic gradient with respect to $\omega_-$, that is, $i_Y \omega_- = \partial \phi_-$ for some local complex function $\phi_-$.

Proof. The logical flow of the proof is as follows:
Note that in a generic local coordinate coframe holomorphic with respect to $I_0$, by the definition of the $H$-operators and the first integrability condition (24) we have

\begin{align}
H_+(\phi) &= \partial_\mu [\partial_\rho \phi (I_+)^\rho_\mu] dx^\mu \wedge dx^\nu = \partial_\mu \partial_\rho \phi (I_+)^\rho_\mu dx^\mu \wedge dx^\nu \\
H_-(\phi) &= \partial_\mu [\partial_\rho \phi (I_-)^\rho_\mu] dx^\mu \wedge dx^\nu = \partial_\mu \partial_\rho \phi (I_-)^\rho_\mu dx^\mu \wedge dx^\nu.
\end{align}

In view of these relations, the equivalence of the two statements follows immediately based on Lemma 6.

2 $\Rightarrow$ 3 The condition $H_+ (\phi) = 0$ means that the form $\bar{\partial} \phi I_+$ of type $(1, 0)$ relative to $I_0$ is $\partial$-closed on the domain of definition of $\phi$, and so by the $\partial$-Poincaré lemma it must be locally $\partial$-exact.

2 $\Rightarrow$ 4 Follows from a mirror argument starting from the condition $H_- (\phi) = 0$ and relying on the $\bar{\partial}$-Poincaré lemma.

3 $\Rightarrow$ 1 Using the quaternionic relation $I_+ I_- = P_{0,1}^{0,1}$ the equation in part 3 can be equivalently rewritten as $\bar{\partial} \phi_+ I_- = i \partial \phi$. Then

\begin{equation}
F_0 (\phi) = i \partial \bar{\partial} \phi = i \partial (\bar{\partial} \phi) = \partial (\bar{\partial} \phi_+ I_-) = F_- (\phi_+)
\end{equation}

which by Lemma 8 is automatically of hyper $(1, 1)$ type.

4 $\Rightarrow$ 1 The argument follows a similar route, with the equation in part 4 now equivalently recast in the form $\bar{\partial} \phi_- I_+ = -i \partial \phi$. Hence we can write

\begin{equation}
F_0 (\phi) = i \partial \bar{\partial} \phi = -i \partial (\bar{\partial} \phi) = \bar{\partial} (\bar{\partial} \phi_- I_+) = F_+ (\phi_-)
\end{equation}

which is again manifestly of hyper $(1, 1)$ type.

3 $\Leftrightarrow$ 5 The key observation underlying the proof is that $I_+ = -i \omega_0^{-1} \omega_+$. 

4 $\Leftrightarrow$ 6 Follows similarly based on the conjugate relation. \hfill $\Box$

3.3. Recursive chains of hyperpotentials.

This Proposition not only lays out a set of criteria for a function to be a hyperpotential, but also, quite remarkably, describes a mechanism through which hyperpotentials produce new hyperpotentials.

**Lemma 10.** If $\phi$ is a hyperpotential with respect to $I_0$, then so are the corresponding functions $\phi_+$ and $\phi_-$. 

**Proof.** Indeed, by way of the equivalences 1 $\Leftrightarrow$ 3 and 1 $\Leftrightarrow$ 4 of Proposition 9 respectively, we have

\begin{align}
F_0 (\phi_+) &= i \partial \bar{\partial} \phi_+ = -i \partial (\bar{\partial} \phi_+) = \bar{\partial} (\bar{\partial} \phi_+ I_+) = F_+ (\phi) \\
F_0 (\phi_-) &= i \partial \bar{\partial} \phi_- = i \partial (\bar{\partial} \phi_-) = \partial (\bar{\partial} \phi_- I_-) = F_- (\phi)
\end{align}

both of which are of hyper $(1, 1)$ type by Lemma 8. \hfill $\Box$

In what follows we will call triplets of hyperpotentials related in this way adjacent and we will represent them by means of the schematic notation

\[ \phi_- \quad \phi \quad \phi_+ \]
From the considerations above it is clear that for any such triplet of hyperpotentials we have

\begin{align}
F_0(\phi) &= F_-(\phi_+) = F_+(\phi_-) \\
F_0(\phi_+) &= F_+(\phi) \\
F_0(\phi_-) &= F_-(\phi).
\end{align}

(58)

Incidentally, the last two properties imply that

Corollary 11. If the automatically closed \(F_0(\phi)\) is hyper \((1,1)\), then the automatically hyper \((1,1)\) \(F_+(\phi)\) and \(F_-(\phi)\) are closed.

The most salient and immediately apparent consequence of Lemma 10 is that hyperpotentials naturally generate new hyperpotentials of the same type in recursive cascades. Let us try to understand how this happens more closely. Suppose we start with a generic hyperpotential \(\phi\). In a first step this gives rise via the \(\partial\) and \(\bar{\partial}\)-Poincaré lemmas in accordance with the mandates of Proposition 9 to two new hyperpotentials, \(\phi_+\) and \(\phi_-\):

Through the same mechanism, each of these generates in turn two more hyperpotentials, which we denote in similar fashion by \((\phi_+)_+\), \((\phi_+)_-\) and \((\phi_-)_+, (\phi_-)_-\). Note, however, that not all of these are necessarily new. By acting from the right on the equations of parts 3 and 4 of Proposition 9 with \(I_-\) and \(I_+\) and making use of the quaternionic identity

\[I_+I_- = I_0,\]

and its complex conjugate, respectively, one can easily convince oneself that

\[\phi_-(n+1) = \phi_+(n-1),\]

where \(\phi_0 = \phi\). In contrast, no such argument can be conceived for the remaining two hyperpotentials, which are therefore genuinely new. Let us denote them by \((\phi_+)_+ = \phi_{++}\) and \((\phi_-)_- = \phi_{--}\). What we have shown then is that the above adjacency relations can be extended to

The argument can be repeated recursively again and again, with each successive iteration producing in the same way two new hyperpotentials and falling back onto two old ones. Thus, if \(\phi_{+n}\) and \(\phi_{-n}\) denote the new hyperpotentials resulting from the \(n\)-th iteration\(^2\) then the next iteration produces on one hand \((\phi_{+n})_- = \phi_{+(n-1)}\) and \((\phi_{-n})_+ = \phi_{-(n-1)}\), \(i.e.,\) two lower-level hyperpotentials, and on the other hand two new ones, which we denote similarly by \((\phi_{+n})_+ = \phi_{+(n+1)}\) and \((\phi_{-n})_- = \phi_{-(n+1)}\). Symbolically, we have

In this way the hyperpotential \(\phi\) generates recursively an infinite ordered sequence of hyperpotentials \((\phi_n)_{n \in \mathbb{Z}}\), where we identify, conventionally, \(\phi_0 = \phi\). By construction, the elements of the sequence satisfy the right respectively left-moving recursion relations

\begin{align}
\bar{\partial}\phi_n I_+ &= -i\partial\phi_{n+1} \\
\partial\phi_n I_- &= i\bar{\partial}\phi_{n-1}
\end{align}

\(^2\)We encourage the reader to think of the indices interchangeably as both integers and pluses or minuses, in the obvious way.
for all \( n \in \mathbb{Z} \). The two recursions are in fact equivalent as they can be obtained from one another by means of the previously mentioned quaternionic identity. Another equivalent condition is

\[
d\phi_{n-1}I_+ + d\phi_{n}I_0 + d\phi_{n+1}I_- = 0
\]

and, indeed, the two equations (59) can be easily identified as the \((1,0)\) respectively \((0,1)\) parts of this relation with respect to the complex structure \(I_0\). The operators \(F_+\) and \(F_-\) act as step-right and step-left operators in the sense that for any \( n \in \mathbb{Z} \) we have

\[
F_+(\phi_{n-1}) = F_0(\phi_{n}) = F_-(\phi_{n+1}).
\]

**Definition.** We call an ordered sequence \((\phi_n)_{n \in \mathbb{Z}}\) of functions on \(M\) sharing a non-trivial common domain on which they satisfy either one of the three recursion relations from (59) and (60) a **recursive chain of hyperpotentials with respect to the complex structure** \(I_0\).

Note that the term “hyperpotentials” is quite adequately used in this definition. By the equivalences 1 ⇔ 3 and 1 ⇔ 4 of Proposition 9 all the functions making up such a sequence are indeed guaranteed to be hyperpotentials. The considerations above can then be summed up as follows:

**Proposition 12.** Any hyperpotential with respect to a given complex structure on \(M\) gives rise to a recursive chain of hyperpotentials with respect to the same complex structure.

We end this discussion with several remarks. If at some point during a right-moving recursion along a chain we encounter a hyperpotential which is holomorphic with respect to \(I_0\) then we can take all the subsequent potentials to its right to be equal to zero. Similarly, if in the course of a left-moving recursion we encounter a hyperpotential which is anti-holomorphic with respect to \(I_0\) then we can take all the hyperpotentials to its left to be equal to zero. Thus, chains can be **bounded**, **half-bounded** — from the right or from the left, or **infinite**. A right-boundary hyperpotential is always holomorphic and a left-boundary one always anti-holomorphic with respect to \(I_0\).

Observe that if \((\phi_n)_{n \in \mathbb{Z}}\) is a chain of hyperpotentials then so is \((\bar{\phi}_n) \equiv (-)^n \phi_{-n})_{n \in \mathbb{Z}}\), where the overhead bar symbolizes complex conjugation. This will be termed the **conjugate chain**. A self-conjugate chain always contains a real hyperpotential and, conversely, a real hyperpotential can always generate a self-conjugate chain.

Chains are constructed by a recursive application of the \(\partial\) and \(\bar{\partial}\)-Poincaré lemmas, and at each iteration the domain of definition of the newly produced hyperpotentials may possibly shrink with respect to the domain of definition of the previous crop of hyperpotentials. Here we will assume that in the infinite iteration limit we are still left with a domain containing a non-empty open subset (this is obviously always the case for bounded chains). The intersection domain of all the hyperpotentials in the chain will be called the **domain of the chain**.

3.4. Chains of hyperpotentials and holomorphic functions.

Chains of hyperpotentials on a hyperkähler manifold are closely related to holomorphic functions on its twistor space.
Proposition 13. Let \((\phi_n)_{n \in \mathbb{Z}}\) be a sequence of functions on \(M\) with a non-trivial intersection domain and
\[
\phi(\zeta) = \sum_{n=-\infty}^{\infty} \phi_n \zeta^{-n}
\]
be the associated formal series.

1. If \((\phi_n)_{n \in \mathbb{Z}}\) forms a recursive chain of hyperpotentials with respect to the complex structure on \(M\) parametrized by \(\zeta = 0\) then on the domain of \(Z\) on which the associated series exists and converges, \(\phi(\zeta)\) is a holomorphic function.

2. Conversely, any function \(\phi(\zeta)\) holomorphic on a domain of \(Z\) is, in particular, holomorphic in the \(\mathbb{C}P^1\) coordinate, and so if \((62)\) is its Laurent expansion around \(\zeta = 0\), then the coefficients \((\phi_n)_{n \in \mathbb{Z}}\) form a recursive chain of hyperpotentials on \(M\) with respect to the complex structure parametrized by \(\zeta = 0\).

Proof. If we parametrize the twistor sphere as in \((10)\) then the complex structure corresponding to \(\zeta = 0\) will be \(I_0\). From the series expansion of \(\phi(\zeta)\) and the second formula \((15)\) we get immediately
\[
(d\phi) I(\zeta) = \sum_{n=-\infty}^{\infty} (d\phi_{n-1} I_+ + d\phi_n I_0 + d\phi_{n+1} I_-) \zeta^{-n}
\]
By the third part of Proposition \(3\), \(\phi(\zeta)\) is holomorphic on \(Z\) if and only if \(d\phi(\zeta) I(\zeta) = 0\) for all allowed values of \(\zeta\). This condition is clearly equivalent to the recursion relation \((60)\). If the series has no poles at \(\zeta = 0\), a similar argument can be made using \(P_N(\zeta)\) instead of \(I(\zeta)\) and the second recursion relation \((59)\).

Remark. Chains of hyperpotentials do not always give rise to holomorphic functions on \(Z\) since the associated series may be nowhere convergent. On the other hand, holomorphic functions on \(Z\) always yield chains of hyperpotentials when Laurent-expanded.

3.5. The action of \(\partial_{I(\mathbf{u})} \bar{\partial}_{I(\mathbf{u})}\)-operators on hyperpotentials.

Even though defined for a given hyperkähler complex structure, recursive chains of hyperpotentials have properties which allow us to represent with ease the actions on them of various differential operators naturally associated to other hyperkähler complex structures.

Let \((\phi_n)_{n \in \mathbb{Z}}\) be a recursive chain of hyperpotentials with respect to the complex structure \(I_0\). For any other complex structure \(I(\mathbf{u})\), from the first decomposition formula \((15)\) and the recursion relations \((59)\) we obtain
\[
\partial_{I(\mathbf{u})} \phi_n = \rho_S (\partial_{I_0} \phi_n - \partial_{I_0} \phi_{n+1} \zeta^{-1}) + \rho_N (\bar{\partial}_{I_0} \phi_n - \bar{\partial}_{I_0} \phi_{n-1} \zeta).
\]
A similar expression holds also for \(\bar{\partial}_{I(\mathbf{u})} \phi_n\). Acting on this equation with the exterior derivative of \(M\) yields after a few identifications the formula
\[
\partial_{I(\mathbf{u})} \bar{\partial}_{I(\mathbf{u})} \phi_n = \partial_{I_0} \bar{\partial}_{I_0} (x_- \phi_{n+1} + x_0 \phi_n + x_+ \phi_{n-1})
\]
where \(x_\pm = \frac{1}{2}(x_1 \pm ix_2)\), \(x_0 = x_3\), \(x_- = -\frac{1}{2}(x_1 - ix_2)\) satisfying the alternating reality property \(\bar{x}_m = (-)^m x_{-m}\) are the complex spherical-basis components of the position \(\mathbb{R}^3\)-vector corresponding to \(\mathbf{u}\). Thus, we find that the action of the \(\partial \bar{\partial}\)-operator with respect to \(I(\mathbf{u})\) on a hyperpotential \(\phi_n\) from the recursive chain can be very simply expressed in terms of
the actions of the $\partial\bar{\partial}$-operator with respect to $I_0$ on the adjacent triplet of hyperpotentials $\phi_{n-1}, \phi_n, \phi_{n+1}$.

It is instructive to consider an additional alternative derivation of this remarkable formula which underscores the role of the second-order differential operators defined in (50). These, it turns out, appear quite naturally when trying to express the $\partial\bar{\partial}$-operator for a complex structure $I(u)$ in a coordinate frame holomorphic with respect to $I_0$. In fact, it was because of this reason that we have considered them in the first place. By projecting onto two complex subspaces of the complexified cotangent bundle and its second exterior power respectively using the soldering forms defined in equation (25) we obtain the following generic formulas:

**Lemma 14.** For any point $u \in S^2$ and function $f \in \mathfrak{m}^0(M, \mathbb{C})$ we have

\[
\bar{\partial}_{I(u)} f = \partial_{\mu} f \theta^\mu - \partial_{\mu} f \bar{\theta}^\mu \tag{66}
\]

\[
i \bar{\partial}_{I(u)} \bar{\partial}_{I(u)} f = [x_- F_+(f) + x_0 F_0(f) + x_+ F_-(f)]_{\mu \nu} \theta^\mu \wedge \bar{\theta}^\mu \wedge \theta^\nu \wedge \bar{\theta}^\nu \tag{67}
\]

Here, $F_m(f)_{\mu \nu}, H_+(f)_{\mu \nu}$ and $H_-(f)_{\mu \nu}$ are the (in the latter two cases, anti-symmetrized and combinatorially normalized) components of $F_m(f), H_+(f)$ and $H_-(f)$ in an $I_0$-adapted coordinate coframe.

Specialize then to $f = \phi_n$ in formula (67) for some $n \in \mathbb{Z}$. Using the properties (61) and the linearity of the $F$-operators we may write

\[
x_- F_+(\phi_n) + x_0 F_0(\phi_n) + x_+ F_-(\phi_n) = F_0(x_- \phi_{n+1} + x_0 \phi_n + x_+ \phi_{n-1}). \tag{68}
\]

The corresponding term in (67) can be further simplified by noting that if $\sigma$ is a hyper $(1,1)$ form then $\sigma_{\mu \bar{\nu}} (\theta^\mu \wedge \bar{\theta}^\nu + \theta^\mu \wedge \bar{\theta}^\nu) = \sigma_{\mu \bar{\nu}} dx^\mu \wedge dx^\nu$. By the equivalence of parts 1 and 2 of Proposition 3 the remaining two terms drop out and we retrieve again the result (65).

### 3.6. The local $\partial\bar{\partial}$-lemma for closed hyper $(1,1)$ forms.

Consider now a closed hyper $(1,1)$ form $\sigma$ defined at least locally on $M$. In particular, $\sigma$ must be of type $(1,1)$ with respect to the complex structure $I_0$, and so by the corresponding local $\partial\bar{\partial}$-lemma one may express it locally in the form $\sigma = i\partial\bar{\partial} \phi_0 = F_0(\phi_0)$ in terms of a function $\phi_0$, which is in fact a hyperpotential. As such, this can be multiplied recursively to an entire chain of hyperpotentials, and so for closed hyper $(1,1)$ forms the usual local $\partial\bar{\partial}$-lemma in complex structure $I_0$ expands into the following more elaborate statement:

**Lemma 15.** A hyper $(1,1)$ form $\sigma$ on $M$ is closed if and only if locally there exists a chain of hyperpotentials $(\phi_n)_{n \in \mathbb{Z}}$ with respect to $I_0$ such that

\[
\sigma = F_0(\phi_n) = F_+(\phi_{n-1}) = F_-(\phi_{n+1}) \tag{69}
\]

for some $n \in \mathbb{Z}$ (in what follows we will take, conventionally, $n = 0$). An analogous statement is valid for any hyperkähler complex structure on $M$.

Clearly, such chains are not unique. If $\sigma$ is real-valued the chain can always be chosen to be self-conjugate. More generally, if $\sigma$ is complex-valued then its complex conjugate is also a closed hyper $(1,1)$ form and the two corresponding chains can always be chosen to be mutually conjugate.
3.7. The structure of hyperpotentials.

There is more insight to be gained if we assume instead a twist or space perspective. The first thing to notice in this respect is that closed hyper $(1, 1)$ forms on $M$ are naturally pulled back by the projection map $p : \mathcal{Z} \to M$ to closed $(1, 1)$ forms on the twistor space $\mathcal{Z}$—where again, by the corresponding local $\partial \bar{\partial}$-lemma, they can be derived from local potentials. That is, for every point on $\mathcal{Z}$ in the interior of the preimage of the domain of $\sigma$ in $\mathcal{Z}$ there exists a neighborhood $V$ such that

$$p^* \sigma|_V = i \partial_Z \bar{\partial}_Z \phi_V(u).$$

Although the potential is a function on $V \subset \mathcal{Z}$, we indicate explicitly only its dependence on the $u$ variable. From here on until the end of the section we will assume without any essential loss of generality that $\sigma$ is real-valued, in which case we can take $\phi_V(u)$ to be real.

The right-hand side of (70) can be decomposed in components along the local twistor fibration structure using the formula (34). By virtue of its definition, $p^* \sigma \in A^{1, 1}_F(\mathcal{Z})$.

The vanishing of the non-fiberwise supported components imposes the following set of restrictions on the potential:

$$\partial_{\mathbb{C}P^1} \partial_{I(u)} \phi_V(u) = 0$$

\begin{align}
\partial_{\mathbb{C}P^1} \bar{\partial}_{I(u)} \phi_V(u) &= 0 \\
\partial_{\mathbb{C}P^1} \bar{\partial}_{\mathbb{C}P^1} \phi_V(u) &= 0.
\end{align}

In fact, it suffices to retain only one out of the first two conditions since by the reality assumption for the potential they are mutually complex conjugated. From the remaining fiberwise components, on any non-empty domain $p(V \cap \pi^{-1}(u)) \subset M$ we have

$$\sigma = i \partial_{I(u)} \bar{\partial}_{I(u)} \phi_V(u).$$

This means that the twistor space potential $\phi_V(u)$ with $u$ viewed now as a parameter rather than a variable doubles on $M$ as a hyperpotential with respect to the complex structure $I(u)$.

Let $x$ be an arbitrary point in the interior of the domain of $\sigma$ in $M$. On the associated horizontal twistor line $H_x = p^{-1}(x)$ in $\mathcal{Z}$ choose two antipodally conjugated points and parametrize the twistor $\mathbb{C}P^1$ in such a way that they correspond to $\zeta = 0$ and $\zeta = \infty$ (see the sketch in Figure 2). The local $\partial \bar{\partial}$-lemma lemma on $\mathcal{Z}$ guarantees the existence of two open neighborhoods $V_N$ and $V_S$ around these two points and of two corresponding potentials $\phi_{V_N}(u)$ and $\phi_{V_S}(u)$ for the form $p^* \sigma$ defined on them. Through further applications of this lemma around various points situated on $H_x$ and subsequent refinements it is possible to construct more potentials $\phi_V(u)$ for $p^* \sigma$ defined on open subsets $V$ of its domain in $\mathcal{Z}$ forming a collection $\mathcal{V}_x$ with the following properties:

1. $V_N, V_S \in \mathcal{V}_x$.
2. Each element of $\mathcal{V}_x$ has a non-empty overlap with $H_x$. Together, these overlaps form an open covering of $H_x$.
3. Any non-empty intersection of an element of $\mathcal{V}_x$ with a horizontal twistor line is simply-connected.
4. Any non-empty intersection of two elements of $\mathcal{V}_x$ is simply-connected.

For any set $V \in \mathcal{V}_x$, the last condition (71) and the third property above imply that the corresponding local potential must be of the form

$$\phi_V(u) = f_V(\zeta) + \overline{f_V(\zeta)}$$
for some complex function $f_V(\zeta)$ on $V$ analytic in the $\mathbb{CP}^1$ variable. Here we will assume additionally that this function has on its domain of definition a Laurent series

$$f_V(\zeta) = \sum_{n=-\infty}^{\infty} f^V_n \zeta^{-n}.$$  

Note in particular that the requirement that the potentials on $V_N$ and $V_S$ be well-defined at $\zeta = 0$ respectively $\zeta = \infty$ entails that $f^V_n = 0$ for $n > 0$ and $f^V_n = 0$ for $n < 0$. Moreover, a simple argument shows that these two potentials can always be chosen in such a way that, close enough to the two points around which they are defined, they are interchanged by the action of the antipodal map, modulo a minus sign. In this case, their Laurent coefficients are related by

$$\operatorname{Re} f^V_0 = -\operatorname{Re} f^V_N$$

for $n = 0$ and $f^V_n = (-)^n f^V_{-n}$ for $n \neq 0$.

If we define

$$\phi_n = \begin{cases} \operatorname{Re}(f^V_0 - f^V_S) & \text{for } n = 0 \\ f^V_n - f^V_{-n} & \text{for } n \neq 0 \end{cases}$$

satisfying as a consequence the self-conjugacy condition $\phi_n = \phi_n^\ast$ for all $n \in \mathbb{Z}$, then the potentials can be expressed as the following series expansions

$$\phi_{V_N}(u) = \phi_0 + \sum_{n=1}^{\infty} (\phi_{-n} \zeta^n + \text{c.c.})$$

$$\phi_{V_S}(u) = -\phi_0 - \sum_{n=1}^{\infty} (\phi_n \zeta^{-n} + \text{c.c.})$$

where c.c. stands for the complex conjugate of the preceding expression. Remarkably, the following result holds:

**Lemma 16.** The sequence of coefficients $(\phi_n)_{n \in \mathbb{Z}}$ thus defined forms a recursive chain of hyperpotentials with respect to the hyperkähler complex structure on $M$ corresponding to $\zeta = 0$.  

Proof. Let us begin by observing that on any non-empty intersection of two elements of \( \mathcal{U}_x \) the corresponding potentials differ by a local pluriharmonic function on \( Z \). That is, if \( U, V \in \mathcal{U}_x \) such that \( U \cap V \neq \emptyset \) then on \( U \cap V \)

\[
\phi_U(u) - \phi_V(u) = \phi_{UV}(\zeta) + \phi_{UV}(\bar{\zeta})
\]

(78)

for some function \( \phi_{UV}(\zeta) \) holomorphic with respect to the complex structure on \( Z \). This function depends in particular holomorphically on the \( \mathbb{CP}^1 \) coordinate, and by an assumption implicit in our choice of open sets, it has a Laurent expansion

\[
\phi_{UV}(\zeta) = \sum_{n=-\infty}^{\infty} \phi_{n}^{UV} \zeta^{-n}.
\]

(79)

As Laurent coefficients of the \( \zeta \)-expansion of a holomorphic function on \( Z \), \( \phi_n^{UV} \) form a recursive chain of hyperpotentials with respect to the hyperkähler complex structure on \( M \) labeled by \( \zeta = 0 \). Substituting the form (73) for the potentials and comparing term by term the Laurent expansions on both sides of the resulting equation yields the relations

\[
\begin{align*}
\text{Re} \, \phi_{0}^{UV} &= \text{Re}(f_{0}^{U} - f_{0}^{V}) \quad \text{for } n = 0 \\
\phi_{n}^{UV} &= f_{n}^{U} - f_{n}^{V} \quad \text{for } n \neq 0.
\end{align*}
\]

(80)

The second fact we will exploit is that any two elements of an open covering of a connected topological space either overlap or are finitely connected. Applying this rule to the restrictions of the sets \( V_N \) and \( V_S \) to the horizontal twistor line \( H_x \), it follows that

1. either \( V_N \cap V_S \cap H_x \neq \emptyset \)
2. or there exists a collection \( \{ U_i \}_{i=1}^{k+1} \) of open sets from \( \mathcal{U}_x \) for some positive integer \( k \) such that \( U_0 = V_N, U_{k+1} = V_S \) and \( U_{i} \cap U_{i+1} \cap H_x \neq \emptyset \) for all \( i = 0, \ldots, k \).

Let us assume that the second, more generic alternative holds. (If the first one were to hold the proof would be similar, only simpler.) By virtue of the argument above we have in this case a set of \( k + 1 \) recursive chains \( \phi_n^{V_N U_1}, \phi_n^{V_N U_2}, \ldots, \phi_n^{V_N V_S} \) with respect to the hyperkähler complex structure on \( M \) labeled by \( \zeta = 0 \), corresponding to as many local holomorphic functions on \( Z \). The intersection of their domains is an open set containing at least one point, \( x \), and therefore non-empty. On the overlap, by the linearity of the defining recursive relations, \( \phi_{n}^{V_N V_S} := \phi_{n}^{V_N U_1} + \phi_{n}^{V_N U_2} + \cdots + \phi_{n}^{V_N V_S} \) forms a recursive chain as well with respect to the same complex structure. This chain, however, does not necessarily correspond to a holomorphic function on \( Z \) as its associated \( \zeta \)-series is not guaranteed to be convergent.

From the second relation (80) we get

\[
\phi_n^{V_N V_S} = \begin{cases} 
\phi_0^{V_N U_1} + \cdots + \phi_0^{V_N U_{k+1}} & \text{for } n = 0 \\
 f_{n}^{V_N} - f_{n}^{V_S} & \text{for } n \neq 0.
\end{cases}
\]

(81)

Since the \( n = 0 \) term in the chain is flanked by two mutually conjugated hyperpotentials, one may replace it with its real part without breaching recursiveness. That is, this substitution yields yet another recursive chain, which is moreover self-conjugate. Based on the first relation (80) we have

\[
\text{Re}(\phi_0^{V_N U_1} + \cdots + \phi_0^{V_N V_S}) = \text{Re}(f_0^{V_N} - f_0^{U_1} + \cdots + f_0^{V_S}) = \text{Re}(f_0^{V_N} - f_0^{V_S}).
\]

(82)

In view of the definition (76), this new chain is therefore precisely \( \phi_n \).
The collection of sets connecting $V_N$ and $V_S$ is not unique, in general. Based on the ambiguities in the definitions of the functions $f_V(u)$ and $\phi_{UV}(u)$ one can show that a different collection of connecting sets yields the same coefficients $\phi_{V_N V_S}$, with the possible exception of the $n=0$ one, which may differ by a purely imaginary constant. This, however, vanishes when the real part is taken, and so in the end the conclusion is the same regardless of which connecting sets one considers.

The coincidence between the notations of the coefficients in the series expansions (77) and the hyperpotentials in Lemma 15 is not accidental. If, as we have always assumed so far, the complex structure labeled by $\zeta = 0$ is $I_0$, then the recursive chain of hyperpotentials of Lemma 16 is precisely of the kind featuring in Lemma 15. That this is so follows immediately from the equation (72) and the second formula below:

**Lemma 17.** For each $u \in \pi(V_N)$, on the domain $p(V_N \cap \pi^{-1}(u)) \subset M$ we have

\[
\partial_{\iota(u)} \phi_{V_N}(u) = \partial_{\iota_0} \phi_0 + \sum_{n=1}^{\infty} d\phi_{-n} \zeta^n
\]

\[
\partial_{\iota(u)} \bar{\partial}_{\iota(u)} \phi_{V_N}(u) = \partial_{\iota_0} \bar{\partial}_{\iota_0} \phi_0.
\]

Analogous formulas hold also for the $V_S$-potential.

**Remark.** The fact that $\partial_{\iota(u)} \phi_{V_N}(u)$ depends on $\zeta$ strictly holomorphically means that the first constraint (71) is automatically satisfied in this case.

**Proof.** In order to facilitate our manipulations, let us rewrite the first formula (77) in the following condensed form

\[
\phi_{V_N}(u) = \sum_{n=-\infty}^{\infty} a_{-n} \phi_n
\]

with the coefficients given by $a_n = \zeta^n$ if $n > 0$, $a_0 = 1$, $a_n = (\zeta^c)^n$ if $n < 0$. Here, $\zeta^c$ denotes the antipodal conjugate of $\zeta$. We have then, successively,

\[
\partial_{\iota(u)} \phi_{V_N}(u) = \sum_{n=-\infty}^{\infty} a_{-n} \partial_{\iota(u)} \phi_n
\]

\[
= \sum_{n=-\infty}^{\infty} \left[ \rho_N(a_{-n} - \frac{a_{n+1}}{\zeta^c}) \partial_{\iota_0} \phi_n + \rho_S(a_{-n} - a_{n-1} \zeta^c) \bar{\partial}_{\iota_0} \phi_n \right]
\]

\[
= \sum_{n=-\infty}^{0} \partial_{\iota_0} \phi_n \zeta^{-n} + \sum_{n=-\infty}^{1} \bar{\partial}_{\iota_0} \phi_n \zeta^{-n}.
\]

To obtain the second line we used for $\partial_{\iota(u)} \phi_n$ a formula analogous to formula (64), which can in fact be retrieved from this simply by substituting in it $\zeta$ with $\zeta^c$ (note that this entails in particular the interchange of $\rho_N$ and $\rho_S$). The third line follows then easily and is clearly equivalent to the first formula of the Lemma, equation (83). Acting on this with the exterior derivative of $M$ yields immediately the second formula of the Lemma, equation (84).
Alternatively, we can derive this last result directly by resorting to the formula (65), as follows:

\begin{equation}
\partial_{I(\omega)} \bar{\partial}_{I(\omega)} \phi_{N}(u) = \sum_{n=-\infty}^{\infty} a_{-n} \partial_{I(\omega)} \bar{\partial}_{I(\omega)} \phi_{n}
\end{equation}

\begin{equation}
= \partial_{I_0} \bar{\partial}_{I_0} \sum_{n=-\infty}^{\infty} (x_{-a_{-n}+1} + x_{0}a_{-n} + x_{+a_{-n}-1}) \phi_{n}
\end{equation}

\begin{equation}
= \partial_{I_0} \bar{\partial}_{I_0} \phi_{0}.
\end{equation}

Indeed, one can easily check that \(x_{-a_{-n}+1} + x_{0}a_{-n} + x_{+a_{-n}-1}\) is equal to 0 for \(n \neq 0\) and to 1 for \(n = 0\). \(\square\)

While Lemma [15] guarantees the local existence of recursive chains of hyperpotentials with respect to a fixed hyperkähler complex structure given a closed hyper (1,1) form, \textit{a priori} it is not clear whether the corresponding series (62) or (77) converge. Our arguments demonstrate that, although the series (62) may or may not converge in general, it is always possible to find chains for which the two series (77) are well-defined on small enough but non-vanishing open domains. More precisely, we have proved the following result:

\textbf{Proposition 18.} Let \(\sigma\) be a real-valued closed hyper (1,1) form defined at least locally on \(M\). Choose two conjugated hyperkähler complex structures \(I_0\) and \(-I_0\), and a holomorphic parametrization of the twistor \(\mathbb{C}P^1\) in which these correspond to \(\zeta = 0\) respectively \(\zeta = \infty\). Then for any point \(x \in M\) from the domain of definition of \(\sigma\) there exists a self-conjugated chain of hyperpotentials \((\phi_n)_{n \in \mathbb{Z}}\) with respect to \(I_0\) defined on a neighborhood of \(x\) such that the two associated series

\begin{equation}
\phi_{N}(u) = \phi_{0} + \sum_{n=1}^{\infty} (\phi_{-n} \zeta^n + \text{c.c.})
\end{equation}

\begin{equation}
\phi_{S}(u) = -\phi_{0} - \sum_{n=1}^{\infty} (\phi_{n} \zeta^{-n} + \text{c.c.})
\end{equation}

are convergent and well-defined on non-empty open neighborhoods \(V_N\) and \(V_S\) of the points \((x, \zeta = 0)\) and \((x, \zeta = \infty)\) on \(Z\). Viewed as functions on \(M\) parametrized by \(u\), they define hyperpotentials for \(\sigma\) with respect to \(I(u)\). That is, for each \(u \in \pi(V_N)\), \(\sigma = i{\partial}_{I(\omega)} \bar{\partial}_{I(\omega)} \phi_{N}(u)\) on some neighborhood in \(M\) — and similarly on the \(V_S\) side.

If \(V_N\) and \(V_S\) overlap, then in addition the series

\begin{equation}
\phi_{V_N V_S}(\zeta) = \sum_{n=-\infty}^{\infty} \phi_{n} \zeta^{-n}
\end{equation}

converges as well and defines a holomorphic function on \(V_N \cap V_S \subset Z\), on which we have

\begin{equation}
\phi_{N}(u) - \phi_{S}(u) = \phi_{N} V_S(\zeta) + \phi_{V_N V_S}(\tilde{\zeta})
\end{equation}

\textbf{3.8. Global issues.}

Let us assume now that \(\sigma\) is a \textit{globally-defined} real-valued closed hyper (1,1) form on \(M\). Then the pullback form \(p^* \sigma\) gives a globally-defined real-valued closed (1,1) form on \(Z\). A well-known result states that if a closed 2-form of type (1,1) on a complex manifold \(Z\), divided by \(2\pi\), belongs to an \textit{integral} cohomology class — that is, a cohomology class in
the image of the natural morphism $H^2(\mathcal{Z}, \mathbb{Z}) \to H^2(\mathcal{Z}, \mathbb{R})$—then one can regard it as the curvature of a Hermitian connection on a holomorphic line bundle over $\mathcal{Z}$. In the absence of the integrality condition one can still make a number of weaker but nevertheless interesting and useful claims. Let us see what these are.

Repeated applications of the local $\partial\bar{\partial}$-lemma for the form $p^*\sigma$ around various points of $\mathcal{Z}$ can be used to construct an open covering $\mathcal{V}$ of $\mathcal{Z}$ with the property that each element $V \in \mathcal{V}$ has an associated local real potential $\phi_V(u)$ such that

$$p^*\sigma|_V = i\partial_Z\bar{\partial}_Z \phi_V(u).$$

Through appropriate refinements this cover can be chosen so as to have contractible intersections. On non-empty double intersections $U \cap V$, the difference between the potentials associated to the two intersecting sets are local pluriharmonic functions on $\mathcal{Z}$, that is,

$$\phi_U(u) - \phi_V(u) = \phi_{UV}(\zeta) + \overline{\phi_{UV}(\zeta)}$$

for some functions $\phi_{UV}(\zeta)$ holomorphic with respect to the twistor complex structure, single-valued (by the assumption of contractibility for $U \cap V$), and defined only up to constant imaginary shifts $\phi_{UV}(\zeta) \mapsto \phi_{UV}(\zeta) + ic_{UV}$. On non-empty triple intersections $U \cap V \cap W$ the trivial identity $\phi_U(u) - \phi_U(u) + \phi_V(u) - \phi_W(u) + \phi_W(u) - \phi_V(u) = 0$ imposes the constraint

$$\phi_{UV}(\zeta) + \phi_{WV}(\zeta) + \phi_{WU}(\zeta) + c.c. = 0.$$ 

Together with holomorphicity this implies in turn that additional real constants $c_{UVW}$ exist such that

$$\phi_{UV}(\zeta) + \phi_{WV}(\zeta) + \phi_{WU}(\zeta) = ic_{UVW}.$$ 

Due to the ambiguity in the definition of the holomorphic functions these constants are defined only modulo shifts $c_{UVW} \mapsto c_{UVW} + c_{UV} + c_{WV} + c_{WU}$, so they represent in fact a class in $H^2(\mathcal{Z}, \mathbb{R})$. The non-vanishing of this class is the obstruction for $\phi_{UV}(\zeta)$ to form a cocycle. By contrast, $d_Z\phi_{UV}(\zeta)$ always satisfies the cocycle conditions and determines a class in $H^1(\mathcal{Z}, d\mathcal{O}_Z)$, where $d\mathcal{O}_Z$ denotes the sheaf of germs of closed holomorphic 1-forms on $\mathcal{Z}$ (the notation reflects the fact that closed 1-forms are locally exact). Thus what this argument shows is that to every closed real-valued 2-form on $\mathcal{Z}$ of $(1,1)$ type one can naturally associate a 1-cocycle of closed holomorphic 1-forms, that is to say, an element of $H^1(\mathcal{Z}, d\mathcal{O}_Z)$.

Let us look at this sheaf cohomology group more closely. First, note that we have the following morphisms:

$$0 \longrightarrow H^1(\mathcal{Z}, d\mathcal{O}_Z) \longrightarrow H^1(\mathcal{Z}, \Omega_\mathcal{Z}) \longrightarrow H^2(\mathcal{Z}, \mathbb{C})$$

where $\Omega_\mathcal{Z}$ stands for the sheaf of germs of holomorphic 1-forms on $\mathcal{Z}$. The vertical morphism is the second connecting morphism from the long exact sequence associated to the short exact sequence of sheaves $0 \longrightarrow \mathbb{C} \longrightarrow \mathcal{O}_Z \longrightarrow d\mathcal{O}_Z \longrightarrow 0$. The horizontal ones, on the other hand, come from the long exact sequence associated to the short exact sequence of sheaves $0 \longrightarrow d\mathcal{O}_Z \longrightarrow \Omega_\mathcal{Z} \longrightarrow d\Omega_\mathcal{Z} \longrightarrow 0$, where we took also into account the observation, due to Hitchin [21], that for twistor spaces of hyperkähler manifolds one has $H^0(\mathcal{Z}, d\Omega_\mathcal{Z}) = 0$. (The argument in [21] goes as follows: the holomorphic cotangent
bundle of $\mathcal{Z}$ splits naturally along horizontal twistor lines and their normal bundles into $T^*_Z \cong \pi^* T^*_\mathbb{C}P^1 \oplus \mathbb{C}^{2m} \otimes \pi^* \mathcal{O}(-1)$. Moreover, $T^*_\mathbb{C}P^1 \cong \mathcal{O}(-2)$, so it is clear that there are no non-trivial globally-defined holomorphic forms, and in particular no non-trivial globally-defined closed holomorphic forms on $\mathcal{Z}$.) By standard homological algebra arguments (see e.g. [4]) we have, furthermore,

$$H^1(\mathcal{Z}, \Omega_\mathcal{Z}) \cong H^1(\mathcal{Z}, \text{Hom}(T_\mathcal{Z}, \mathcal{O}_\mathcal{Z})) \cong \text{Ext}^1(T_\mathcal{Z}, \mathcal{O}_\mathcal{Z})$$

so we conclude that each element of $H^1(\mathcal{Z}, d\mathcal{O}_\mathcal{Z})$ determines uniquely an extension class

$$0 \longrightarrow \mathcal{O}_\mathcal{Z} \longrightarrow E \longrightarrow T_\mathcal{Z} \longrightarrow 0$$

characterized by a class in $H^2(\mathcal{Z}, \mathbb{C})$.

In particular, when this latter class is integral there exists a holomorphic line bundle $L_\mathcal{Z} \rightarrow \mathcal{Z}$ for which $E$ is the so-called Atiyah algebroid [4]. (Atiyah’s original paper was concerned with complex principal bundles; here we use the closely related concept from the theory of complex vector bundles.) The importance of Atiyah algebroids stems from the following property: the holomorphic line bundle $L_\mathcal{Z}$ admits a holomorphic connection if and only if the corresponding short exact sequence (97) splits.

The emergence of the holomorphic line bundle can be seen explicitly in our case as follows: the integrality condition implies that the real constants $c_{UVW}$ can all be chosen to be integer multiples of $2\pi$ simultaneously. So, in view of this, if we define

$$g_{UV} = \exp[\phi_{UV}(\zeta)]$$

by the equation (94) these form a multiplicative 1-cocycle of non-vanishing holomorphic functions, which then through a canonical construction in complex geometry determine a holomorphic line bundle over $\mathcal{Z}$ for which they play the role of transition functions. This line bundle is trivial on each horizontal twistor line, and so by the hyperkähler version of the Atiyah-Ward correspondence it descends to a hyperholomorphic line bundle over $M$. (By definition, a vector bundle over $M$ is called hyperholomorphic if it is holomorphic with respect to every hyperkähler complex structure on $M$.)

4. Tri-Hamiltonian and Killing tensor symmetries

4.1. Tri-Hamiltonian vector fields.

As we move towards applications of this general theory let us begin this section with an easy but very instructive exercise and review briefly a few well-known facts about tri-Hamiltonian vector fields in the language of hyperpotentials. Let $M$ denote again a hyperkähler manifold, assumed now in addition to have vanishing first cohomology group, $H^1(M, \mathbb{R}) = 0$. By definition, a tri-Hamiltonian vector field on $M$ is a vector field preserving each element of the standard basis of hyperkähler symplectic forms of $M$ (and therefore every hyperkähler symplectic form of $M$):

$$\mathcal{L}_X \omega_1 = \mathcal{L}_X \omega_2 = \mathcal{L}_X \omega_3 = 0.$$ 

Such a vector field is automatically Killing. One can associate to it a triplet of momenta $\mu_1, \mu_2, \mu_3 : M \rightarrow \mathbb{R}$ such that

$$\iota_X \omega_1 = d\mu_1, \quad \iota_X \omega_2 = d\mu_2, \quad \iota_X \omega_3 = d\mu_3.$$
Via the expressions (7) for the hyperkähler complex structures in terms of the symplectic forms we have the relations $d\mu_1 = d\mu_2 I_3$, $d\mu_2 = d\mu_3 I_1$, $d\mu_3 = d\mu_1 I_2$. By acting on them from the right with various $I_k$'s and using the quaternionic properties of the complex structures one can generate more relations of this type, in particular the equalities $d\mu_1 I_1 = d\mu_2 I_2 = d\mu_3 I_3$.

If we introduce, alternatively, the complex spherical components $\mu_\pm = \pm \frac{1}{2}(\mu_1 \pm i\mu_2)$ and $\mu_0 = \mu_3$, then from the definition of the Dolbeault operator and the relations satisfied by the momenta we have, successively,

\begin{equation}
\bar{\partial}_{I_0} \mu_+ = d\mu_+ P_{I_0}^{0,1} = \frac{1}{2}(d\mu_1 + i d\mu_2)\frac{1}{2}(1 + i I_3) = 0. \tag{101}
\end{equation}

That is, $\mu_+$ is holomorphic relative to $I_0 \equiv I_3$. Similarly or by complex conjugation, $\mu_-$ is anti-holomorphic relative to $I_0$. Moreover, by virtue of the same relations above,

\begin{equation}
d\mu_- I_+ + d\mu_0 I_0 + d\mu_+ I_- = 0. \tag{102}
\end{equation}

These properties may be rephrased jointly as the statement that
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forms a recursive chain of hyperpotentials with respect to $I_0$.

On the twistor space we can arrive at the same conclusion by means of a holomorphicity argument. Tri-Hamiltonian vector fields are automatically tri-holomorphic on $M$ and lift trivially to holomorphic fiber-supported vector fields on $Z$ which preserve the canonical holomorphic 2-form, also supported on the fibers. As such, they come with associated holomorphic Hamiltonian functions. More precisely, with our usual parametrization of $\mathbb{CP}^1$ and trivialization of $Z$, we have

\begin{equation}
\mathcal{L}_X \omega(\zeta) = 0 \tag{103}
\end{equation}

from which we get that $\iota_X \omega(\zeta) = d\mu(\zeta)$, with

\begin{equation}
\mu(\zeta) = \frac{\mu_+}{\zeta} + \mu_0 + \zeta \mu_- \tag{104}
\end{equation}

holomorphic not only on the fiber but in fact on $Z$, where it can be viewed as the tropical component of a section of the bundle $\pi^* O(2)$. Proposition 13 guarantees then that the Laurent coefficients of its $\zeta$-expansion form a recursive chain of hyperpotentials with respect to $I_0$.

4.2. The $E - H$ formalism.

Before we deepen our incursion into the realm of hyperkähler symmetries, it is useful to take a detour in order to review Salamon’s $E - H$ formalism [39]. This formalism constitutes a generalization to higher dimensions of the four-dimensional two-component spinor formalism [38], and emerged originally in relation to quaternionic Kähler manifolds, understood in the broader sense which includes rather than excludes hyperkähler manifolds. For the time being we will carry out the discussion in quaternionic Kähler terms, although eventually we will specialize to the hyperkähler case.

A quaternionic Kähler manifold $M$ is a Riemannian manifold of real dimension $4m$ whose holonomy group is a subgroup of $Sp(1)Sp(m) = Sp(1) \times_{\mathbb{Z}_2} Sp(m)$. The statements to follow hold all the same if one considers alternatively pseudo-Riemannian manifolds.
and non-compact versions of $Sp(m)$. Assuming no cohomological Marchiafava-Romani obstruction in $H^2(M, \mathbb{Z}_2)$, the complexified tangent bundle of $M$ splits locally as

\begin{equation}
T_C M = E \otimes H
\end{equation}

where $E$ and $H$ represent locally-defined complex vector bundles of ranks $2m$ and 2 underlying the standard representations of $Sp(m)$ and $Sp(1)$ on $\mathbb{H}_m$ and $\mathbb{H}$, respectively. In four dimensions, where the isomorphism $Sp(1).Sp(1) \cong SO(4)$ renders the holonomy group characterization trivial, one takes instead $E$ and $H$ to be the spinor bundles $S_+$ and $S_-$. 

After choosing local frames on each bundle, the local isomorphism (105) is represented concretely by a so-called vielbein. Suppose for instance that $\frac{\partial}{\partial x^a}$ is a local coordinate frame on $TM$. Then one can trade tangent space indices for pairs of indices of the type $AA'$, with $A$ 2$m$-valued and $A'$ two-valued, by contracting with a vielbein $e^A_{\alpha A'}$. Dually, cotangent space indices can be similarly converted to a two-index notation by contracting with the inverse vielbein $e^\alpha_{AA'}$. Corresponding to these one has the solder form and its dual

\begin{equation}
e^{AA'} = e^{AA'}_\alpha dx^\alpha \quad e^{\gamma}_{AA'} = e^{\alpha AA'} \frac{\partial}{\partial x^\alpha}.
\end{equation}

The Levi-Civita connection on $TM$ induces on the reduced frame bundle a Cartan connection. The Cartan structure equations for the corresponding connection 1-forms $\theta^{AA'BB'}$ read

\begin{equation}
de^{AA'} + \theta^{AA'B'B'} \wedge e^{BB'} = 0
\end{equation}

\begin{equation}
d\theta^{AA'B'B'} + \theta^{AA'C'C'} \wedge \theta^{BB'C'B'} = R^{AA'}_{BB'BB'}.
\end{equation}

The Levi-Civita connection preserves the $E - H$ decomposition (105) in all dimensions. Accordingly, the Cartan connection 1-forms take the form

\begin{equation}
\theta^{AA'B'B'} = \theta^{A'B'} \delta^A_B + \theta^A_B \delta^{A'}_{B'}
\end{equation}

entailing an analogous local decomposition for the curvature 2-form

\begin{equation}
R^{AA'}_{BB'} = R^{A'B'B'} \delta^A_B + R^A_B \delta^{A'}_{B'}
\end{equation}

with $R^{A'B'} = d\theta^{A'B'} + \theta^{A'C'} \wedge \theta^{B'D'}$ and similarly for $R^A_B$.

The bundles $E$ and $H$ come equipped with natural symplectic metrics—covariantly constant anti-symmetric tensors $\epsilon^{AB}$ and $\epsilon_{A'B'}$ from $\omega^2(E)$ and $\omega^2(H)$, respectively. These can be used to raise and lower $E$ and $H$-indices. Here we will use the index-raising and lowering conventions from Penrose and Rindler [38, p.104 & ff.].

As the group $Sp(1)$ is a double cover of $SO(3)$ and the adjoint representation of $Sp(1)$ is isomorphic to the vector representation of $SO(3)$, we are allowed to trade an $SO(3)$ vector index—such as for instance the one carried by the almost Kähler structures $\omega_k$ (for quaternionic Kähler manifolds these form the components of a section of an $SO(3)$-bundle over $M$ on which they provide a frame)—for two primed $H$-indices. This is achieved in practice by means of the Pauli matrices as follows: $\omega^{A'B'} = \frac{1}{2}(\sigma_k)^{A'B'}\omega_k$ (here and throughout this section a summation over the repeated index $k$ is implied) and, conversely, $\omega_k = (\sigma_k)^{A'B'}\omega^{A'B'}$. Recall that, besides the Pauli algebra, the Pauli matrices satisfy also the orthogonality and completeness relations

\begin{equation}
(\sigma_k)^{A'B'}(\sigma_j)^{B'A'} = 2\delta_{kj}
\end{equation}

\begin{equation}
(\sigma_k)^{A'B'}(\sigma_k)^{C'D'} = 2\delta^{A'}_{C'}\delta^{B'}_{D'} - \delta^{A'}_{B'}\delta^{C'}_{D'}.
\end{equation}
In the Cartan frame one has the following further decomposition formulas:

\[
\begin{align*}
\text{metric} & \quad g_{A'A',BB'} = \varepsilon_{AB}\varepsilon_{A'B'} \\
\text{almost complex structures} & \quad (I_k)^{A'A',BB'} = -i(\sigma_k)^{A'B'}\delta^{AB} \\
\text{almost Kähler structures} & \quad (\omega^C_{D'})_{A'A',BB'} = i\varepsilon_{A'(C'D')B'}\varepsilon_{AB}.
\end{align*}
\]

The expressions for the metric and almost complex structures are natural choices satisfying the requisite algebraic and Hermiticity properties. The remaining expression for the almost Kähler structures can be derived from the first two. By definition we have \((\omega_k)_{A'A',BB'} = g_{A'A',CC'}(I_k)^{CC'B'B'},\) and then the formula follows after some standard \(\varepsilon\)-tensor gymnastics, upon converting the \(k\) index into two primed indices and making use of the second Pauli matrix property above.

Quaternionic Kähler manifolds are automatically Einstein. What is more, the \(Sp(1)\) component of their curvature is proportional to the almost Kähler forms, i.e.,

\[(112) \quad R^{A'B'} = s\omega^{A'B'},\]

with the proportionality factor \(s\) equal to a positive dimension-dependent fractional multiple of the scalar curvature. Hyperkähler manifolds, the subclass of quaternionic Kähler manifolds of interest to us here, are in particular Ricci-flat, and therefore for them \(s = 0\). That is, the connection induced on the \(H\)-bundle is in their case locally flat. If \(M\) is in addition simply connected then this implies that the \(H\)-bundle is trivial. From here onwards we will assume \(M\) to be again hyperkähler (which in practice means that we can drop the “almost” modifiers from the statements above) and, moreover, simply connected.

4.3. Killing tensors.

With these general considerations in place, we focus now on a class of hyperkähler spaces possessing a certain type of hidden symmetry, closely related in some way we will make precise later on to tri-Hamiltonian symmetries, first defined and studied by Dunajski and Mason in [8, 9].

Definition. Given a positive integer \(j\), a totally symmetric section \(\mu_{A'A'1'\cdots A'2j} = \mu_{A'A'1'\cdots A'2j}\) of \(S^{2j}H\) is termed a valence \((0, 2j)\) Killing tensor (or Killing spinor, in four dimensions) if it satisfies the equation

\[(113) \quad \nabla_{A'}(\mu_{A'A'1'\cdots A'2j}) = 0.\]

Observe that if the covariant derivative of \(\mu\ldots\) is of the form

\[(114) \quad \nabla^{A'}\mu_{A'A'1'\cdots A'2j} = -i\varepsilon_{A'}(A'_1X^A_{A'_2\cdots A'2j})\]

for some valence \((1, 2j - 1)\) tensor \(X\ldots\), then \(\mu\ldots\) satisfies automatically the Killing tensor equation, as follows from a simple symmetrization argument. (The imaginary factor has been introduced for subsequent convenience. For the general rules and conventions regarding index symmetrization and anti-symmetrization see e.g. [38] p.132 & ff.) In fact, the covariant derivative of a valence \((0, 2j)\) Killing tensor can always be written in this form, with

\[(115) \quad X^A_{A'_1\cdots A'2j} = -i\frac{2j}{2j + 1}\nabla^{A'1'}\mu_{A'A'1'\cdots A'2j},\]

see e.g. [17] eqs. (2.8) through (3.1), with the last one needing an obvious correction].
The integrability conditions for the first-order differential equation (113) lead to constraints on the covariant derivatives of the tensor $X_{...}$. To see this, note first that the commutator of two covariant derivatives acting on $\mu_{...}$ vanishes due to the vanishing of the curvature component along the $H$-bundle:

$$[\nabla_{AA'}, \nabla_{BB'}]^{\mu_{A'_1 \ldots A'_{2j}}} = \sum_{k=1}^{2j} (R^C_{\ A'_k})_{AA',BB'}^{\ A'_{2j}} = 0.$$ (116)

This allows us to write further the second-order differential equations

$$\nabla_{(A'_{1} \ldots A'_{2j})}^{\mu_{A'_1 \ldots A'_{2j}}} = -\frac{1}{2} \epsilon^{A'B'} \nabla_{AA',BB'}^{\mu_{A'_1 \ldots A'_{2j}}} = 0$$ (117)

$$\nabla_{A'_{1} \ldots A'_{2j}}^{\mu_{A'_1 \ldots A'_{2j}}} = -\frac{1}{2} \epsilon^{AB} \nabla_{AA',BB'}^{\mu_{A'_1 \ldots A'_{2j}}} = 0.$$ (119)

Using then the relation (114) and, in the second case, the third equation (111), we arrive after some straightforward manipulations to the following two constraints:

$$\nabla_{(A'_{1} X_{(B})}^{\mu_{A'_{1} \ldots A'_{2j}}) = 0}$$ (118)

$$(\omega_{A'B'})_{CC',A}^{\ A'_{1} \nabla_{C'}^{A}X_{(A'_{2j})}^{\ A'_{2j}}} = 0.$$ (119)

The first constraint is simply the valence $(1,2j-1)$ Killing tensor equation. By definition, we call a tensor satisfying both constraints a \emph{tri-Hamiltonian Killing tensor}. This terminology is justified partly by the fact that, in particular, for $j=1$, the two constraints imply that $X^{AA'} e^C_{AA'}$ is a tri-Hamiltonian Killing vector field. We leave the proof of this statement as an exercise for the reader and refer to [42] for some useful guidance. So, we have shown that

**Proposition 19.** On a hyperkähler manifold, a valence $(0,2j)$ Killing tensor gives rise to a valence $(1,2j-1)$ tri-Hamiltonian Killing tensor.

For the next step it is convenient to recast the triplet of complex structures $I_k$ in the equivalent representation $I_{A'B'}$ by trading the $SO(3)$ index for two primed indices in the manner described above. Thus, similarly to the Kähler forms which can be viewed as the components of a section of $S^2 H \otimes \omega^2(M, \mathbb{C})$, the complex structures can be viewed as the components of a section of $S^2 H \otimes \text{End}(T\mathbb{C}M)$. This allows us to formulate the following important observation:

**Lemma 20.** Let $\mu_{A'_1 \ldots A'_{2j}}$ be a valence $(0,2j)$ Killing tensor. Then

$$\nabla_{(A'_{1} \ldots A'_{2j})}^{\mu_{A'_{1} \ldots A'_{2j}}} = 0.$$ (120)

**Proof.** By definition, we have

$$\nabla_{A'_{1} \ldots A'_{2j}}^{\mu_{A'_{1} \ldots A'_{2j}}} = \nabla_{AA'}^{\mu_{A'_{1} \ldots A'_{2j}}} (I_{B'C'})^{A'A'_{DD'}} e^{DD'}$$ (121)

$$= e_{A(B' C')} (A'_{1} X_{(A'_{2j})}^{\ A'_{2j}}).$$

The second line is obtained by switching the positions of the double index $AA'$ from lowered to raised and vice versa and then using the relation (114) and the third formula (111). The final expression vanishes at the total symmetrization of the primed indices due to the presence of the $\varepsilon$-tensor. \qed
This formula plays a key role in bridging the current discussion with our previous considerations regarding hyperpotentials. Assuming that the primed indices take the values 0' and 1', let us define the components of the \((0,2j)\) tensor \(\mu_{A_1' \cdots A_{2j}'}\), as follows

\[
\mu_n = (-)^n C_{2j}^n \mu_{\underbrace{0' \cdots 0'}_{j+n} \underbrace{1' \cdots 1'}_{j-n}} \\
C_{2j}^n = \binom{2j}{j+n} \text{ for } n \in [-j,j] \text{ and 0 otherwise.}
\]

The order of the indices is of course irrelevant. Notice that this definition makes sense for any \(n \in \mathbb{Z}\): when the values in the combinatorial factor are out of range, the corresponding component is by definition equal to zero. A \((0,2j)\) tensor has \(2^j + 1\) non-zero components.

Taking exactly \(j+1+n\) of the indices in the equation (120) to be equal to 0', we get

\[
\nabla \mu_{n-1} I_{0'0'} + 2 \nabla \mu_n I_{0'1'} + \nabla \mu_{n+1} I_{1'1'} = 0.
\]

For \(n = -j-1, \ldots, j+1\) these equations form a recursive system for the components of the \((0,2j)\) tensor. Let us consider now the following particular representation for the Pauli matrices

\[
(\sigma_k)^{A'B'} : \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

for which we have

\[
I_{A'B'} = \frac{1}{2} (\sigma_k)^{A'B'} I_k = \begin{pmatrix} -I_+ & \frac{1}{2} I_0 \\ \frac{1}{2} I_0 & -I_- \end{pmatrix}.
\]

Moreover, let us choose this frame in such a way that the connection 1-forms \(\theta^{A'B'}\) vanish. Since for simply-connected hyperkähler manifolds the \(H\)-bundle is trivial, this is always possible globally. The covariant derivatives can then be replaced with simple derivatives and the above equation becomes

\[
d\mu_{n-1} I_+ + d\mu_n I_0 + d\mu_{n+1} I_- = 0.
\]

This is precisely a recursive system of the type (60), so what we have shown is this:

**Proposition 21.** Let \(\mu_{A_1' \cdots A_{2j}'}\) be a valence \((0,2j)\) Killing tensor and consider its components in a frame chosen as above. Then

\[
0 \quad \mu_{-j} \quad \cdots \quad \mu_0 \quad \cdots \quad \mu_{+j} \quad 0
\]

forms a recursive chain of hyperpotentials with respect to the complex structure \(I_0\).

Recursive chains of hyperpotentials, we have seen, are closely related to holomorphic functions on the twistor space. In particular, bounded recursive chains of hyperpotentials always have holomorphic functions associated to them as the defining series is finite and there are no convergence issues to worry about. Accordingly, this Proposition has the immediate corollary that valence \((0,2j)\) Killing tensors give rise to holomorphic sections of the pullback bundle \(\pi^*\mathcal{O}(2j)\) over \(\mathbb{Z}\).

For \(j = 1\) this recursive chain of hyperpotentials is the same one that we have encountered in §4.1. There we saw that the associated holomorphic function can be interpreted as a Hamiltonian function with respect to the twisted symplectic form on each twistor fiber. We will now show that a similar statement holds for general values of \(j\). To this purpose,
it is convenient to view the valence \((1, 2j - 1)\) tensor field \(X \ldots\) as a \(S^{2j-2}H\)-valued vector field
\[(127)\]
\[X_{A_1' \ldots A_{2j-2}'} = X^{A A'}_{A_1' \ldots A_{2j-2}} e^{\nu}_{A A'}\]
where \(e^{\nu}_{A A'}\) stands for the vector frame dual to the coframe \(e^{AA'}\).

**Lemma 22.** With the definitions and assumptions above, the following formula holds:
\[(128)\]
\[\iota_X (\omega_{A_1' \ldots A_{2j-2}'}) = \nabla \mu_{A_1' \ldots A_{2j}'}\]

**Proof.** From the definitions, then the third formula \((111)\), and finally the relation \((114)\) we have successively
\[(129)\]
\[\iota_X (\omega_{A_1' \ldots A_{2j-2}'}) = X^{B B'} (A_1' \ldots A_{2j-2}' (\omega_{A_1' \ldots A_{2j-2}'}) B B', C C') e^{CC'} = -i \varepsilon C' (A_{2j}' X^B A_{2j-1} A_1' \ldots A_{2j-2}) \varepsilon_{BC} e^{CC'} \]
\[= \nabla_{CC'} \mu_{A_1' \ldots A_{2j}'} e^{CC'}\]
which proves the statement.

Proceeding as before, we introduce now vector field-valued components defined as follows:
\[(130)\]
\[X_n = (-)^n C^n_{2j-2} X_{0' \ldots 0' \ldots 0'} \]
\[C^n_{2j-2} = \left(\begin{array}{c} 2j - 2 \\ -1 + n \\ j - 1 + n \end{array} \right) \text{ for } n \in \{1, j, j - 1\} \text{ and 0 otherwise.}\]
The components for which the parameters of the corresponding combinatorial factor are out of range vanish by definition, leaving \(2j - 1\) non-vanishing components. The component of equation \((128)\) having exactly \(j + n\) indices equal to \(0'\) reads then
\[(131)\]
\[\iota_{X_n - \omega_0'} + 2 \iota_{X_n} \omega_0' + \iota_{X_n} \omega_0 + \iota_{X_n} \omega_0 = \nabla \mu_n\]
for any \(n = -j, \ldots, j\). When choosing the same frame as in Proposition \((21)\) this equation becomes
\[(132)\]
\[\iota_{X_n} \omega_0 + \iota_{X_n} \omega_0 + \iota_{X_n} \omega_0 = d \mu_n\]
Acting on this relation with an exterior derivative and using the fact that the hyperkähler 2-forms are all closed, we get via Cartan’s formula for the Lie derivative
\[(133)\]
\[\mathcal{L}_{X_n} \omega_0 + \mathcal{L}_{X_n} \omega_0 + \mathcal{L}_{X_n} \omega_0 = 0.\]

These results are best understood if we adopt a twistor space perspective. The vector fields \(X_n\) can be viewed as the components of a section of \(T_F \mathcal{Z} \otimes \pi^* \mathcal{O}(2j - 2)\) over \(\mathcal{Z}\). In a certain local trivialization of \(\mathcal{Z}\) this section takes the form
\[(134)\]
\[X(\zeta) = \frac{X_{j-1}}{\zeta^{j-1}} + \cdots + X_0 + \cdots + \zeta^{j-1} X_{-j+1}\]
with \(\zeta\) an inhomogeneous complex coordinate on the twistor base chosen such that \(\zeta = 0\) labels the complex structure \(I_0\). Correspondingly, the holomorphic section of \(\pi^* \mathcal{O}(2j)\) associated to the recursive chain of hyperpotentials of Proposition \((21)\) reads
\[(135)\]
\[\mu(\zeta) = \frac{\mu}{\zeta} + \cdots + \mu_0 + \cdots + \zeta^j \mu_{-j}.\]
The equations (132) assemble naturally into the fiberwise moment map equation
\begin{equation}
\iota_{X(\zeta)}\omega(\zeta) = d\mu(\zeta)
\end{equation}
while the equations (133) give similarly the fiberwise symplectic invariance condition
\begin{equation}
\mathcal{L}_{X(\zeta)}\omega(\zeta) = 0.
\end{equation}

Remark. For \( j = 1 \) this is the equation (103) from the tri-Hamiltonian case. We thus see that the “hidden” symmetries labeled by \( j > 1 \) correspond naturally to a twisting of the tri-Hamiltonian condition. For this reason we say that the symmetries associated to Killing tensors proper belong to a trans-tri-Hamiltonian hidden series.

Observe that, unlike in the \( j = 1 \) case, in the \( j > 1 \) one the generator \( X(\zeta) \) is not uniquely defined. In the latter case, a redefinition of \( X(\zeta) \) of the form
\begin{equation}
X(\zeta) \mapsto X(\zeta) + I(\zeta)Y(\zeta)
\end{equation}
leaves the formulas (136) and (137) invariant for any choice of vector fields \( Y \in T_C M \) subject only to the reality condition \( \overline{Y} = (-)^j Y \), required to preserve the reality property of \( X(\zeta) \). Since (137) is implied by (136), it suffices to show that \( \iota_{X(\zeta)}\omega(\zeta) \) is invariant. This follows immediately from the fact that \( I(\zeta)Y(\zeta) \) and \( \omega(\zeta) \), viewed as a vector field respectively a 2-form on \( M \), are of type \( (0,1) \) respectively \( (2,0) \) relative to \( I(u) \), and thus their contraction vanishes trivially. Equivalently, the two sets of formulas (132) and (133) are invariant at redefinitions \( X_n \mapsto X_n + I_n Y_{n-1} + I_0 Y_n + I_{-1} Y_{n+1} \). Rather than consider it a drawback, we can use this freedom to choose a convenient representative for the system of vector fields \( X_n \). Thus, for any vector field \( X(\zeta) \) of the type (134), performing a transformation with
\begin{equation}
Y(\zeta) = -\sum_{n=0}^{j-2} (I_{-1} X_{n+1} \zeta^{-n} + I_{+1} X_{n-1} \zeta^n)
\end{equation}
brings it to the form
\begin{equation}
X^*(\zeta) = \sum_{n=0}^{j-1} [P_{10}^{1,0}(X_n - iL_{-1} X_{n+1}) \zeta^{-n} + P_{01}^{0,1}(X_n + iL_{+1} X_{n-1}) \zeta^n].
\end{equation}
This shows that

Lemma 23. Given a trans-tri-Hamiltonian hidden action, we can always redefine its generators \( X_n \) so that they become sections of the bundle \( T_{10} M \) if \( n > 0 \) and of the bundle \( T_{01} M \) if \( n < 0 \).

The conclusions of this discussion can be summed up as follows:

Theorem 24. A valence \((0,2j)\) Killing tensor on a simply-connected hyperkähler manifold \( M \) with twistor space \( Z \) gives rise to a global section of \( T_F Z \otimes \pi^*\mathcal{O}(2j - 2) \) whose fiberwise Lie derivative preserves the symplectic form induced on each fiber by the canonical holomorphic 2-form of \( Z \), and for which the holomorphic \( \pi^*\mathcal{O}(2j) \) section associated to the recursive chain of hyperpotentials of Proposition 21 plays on each fiber the role of Hamiltonian function.
Remark. Our considerations here can be viewed as an explicit demonstration of how Dunajski and Mason’s Killing spinor ideas \cite{8,9} connect with Bielawski’s notion of twistor group actions \cite{6}. The latter describe situations when there is no group action preserving the hyperkähler structure, but where for each complex structure there is an action of a complex group preserving the corresponding complex symplectic structure.

A large class of examples of hyperkähler metrics with trans-tri-Hamiltonian hidden symmetries is given by Lindström and Roček’s generalized Legendre transform metrics \cite{29}. These are metrics for which the holomorphic twistor projection factorizes through a direct sum of line bundles over $\mathbb{CP}^1$ of positive even degree:

$$Z \longrightarrow \bigoplus_{i=1}^{\dim_H M} O(2j_i) \longrightarrow \mathbb{CP}^1.$$  

For a recent review including a detailed discussion of their hidden symmetries in a similar vein as here we refer the reader to \cite{23} (esp. §3.3).

5. **Rotational and trans-rotational symmetries**

5.1. **Quasi-rotational vector fields.**

5.1.1. According to their action on the 2-sphere of hyperkähler symplectic structures, isometric vector field actions on hyperkähler manifolds fall into one of two categories:

1. tri-Hamiltonian actions, for which every point of the sphere is a fixed point;
2. rotational actions, with two antipodally-opposite fixed points.

In the previous section we have seen that the first class of actions admits twisted versions forming a trans-tri-Hamiltonian class of hidden symmetries. In this section we will pursue the question of whether similar twistings are possible in the second case as well.

**Definition.** Let $M$ be a hyperkähler manifold. We call a vector field $X \in TM$ rotational if its Lie action generates a rotation of the 2-sphere of hyperkähler symplectic structures about a fixed axis, as viewed from the perspective of its natural embedding in $\mathbb{R}^3$.

A vector field $X$ whose Lie action on the standard basis of hyperkähler symplectic structures takes the form

$$\mathcal{L}_X \omega_1 = \omega_2 \quad \mathcal{L}_X \omega_2 = -\omega_1 \quad \mathcal{L}_X \omega_3 = 0$$

is rotational with respect to the 3-axis. The first two conditions imply by way of the third formula \cite{7} that $\mathcal{L}_X I_3 = 0$, and since $X$ also preserves the symplectic structure $\omega_3$ it follows that $X$ is a Killing vector field for the hyperkähler metric on $M$. This argument carries over for any choice of rotation axis to show that actions generated by rotational vector fields are necessarily isometric.

Note that in the alternative complexified basis given by $\omega_+, \omega_0, \omega_-$ the conditions \cite{141} assume the diagonal form

$$\mathcal{L}_X \omega_\pm = \mp i \omega_\pm \quad \mathcal{L}_X \omega_0 = 0.$$  

With this in mind, let us introduce the following relaxation of the notion of rotational vector field:
Definition. We call a vector field $X \in TM$ quasi-rotational (relative to the 3-axis) if there exists a complex-valued 2-form $\sigma_+$ on $M$ of type $(1,1)$ with respect to the complex structure $I_3 \equiv I_0$ such that

$$
\mathcal{L}_X \omega_\pm = \mp i(\omega_\pm - \sigma_\pm)
$$

(143)

\[ \mathcal{L}_X \omega_0 = 0 \]

where, by definition, $\sigma_- = - \bar{\sigma}_+$. 

Remark. This definition was considered by Korman in [27], albeit in a form requiring that $\sigma_+$ be of hyper $(1,1)$ type rather than just of simple $(1,1)$ type with respect to a single complex structure. We will see immediately that the less restrictive condition we consider here implies Korman’s condition.

As the following example inspired by considerations in [30] shows, locally such vector fields always occur rather naturally on hyperkähler manifolds.

Example. Let $M$ be a generic hyperkähler manifold. For any function $f \in \mathcal{A}^0(M)$, let $X_f \in TM$ denote the symplectic gradient of $f$ with respect to the hyperkähler symplectic form $\omega_0$, that is,

$$
\iota_{X_f} \omega_0 = df.
$$

(144)

We also have then

$$
\iota_{X_f} \omega_+ = df \omega_0^{-1} \omega_+ = idf I_+ \\
\iota_{X_f} g = - (\iota_{X_f} \omega_0) I_0 = - df I_0.
$$

(145)

Let $\kappa_0$ be a real Kähler potential for $\omega_0$, that is, $\omega_0 = -i \partial \bar{\partial} \kappa_0$ on some open set in $M$. Then the locally-defined symplectic gradient $X_{-\kappa_0/2}$ is a quasi-rotational vector field relative to the 3-axis. More precisely, the following two formulas hold\footnote{The action on $\omega_-$ can be trivially obtained from that on $\omega_+$ by (alternating) complex conjugation.}:

$$
\mathcal{L}_{X_{-\kappa_0/2}} \omega_+ = -i[\omega_+ + F_+(\kappa_0/2)]
$$

(146)

$$
\mathcal{L}_{X_{-\kappa_0/2}} \omega_0 = 0.
$$

Indeed, the second formula is a direct consequence of the closure of $\omega_0$ by way of Cartan’s magic formula:

$$
\mathcal{L}_{X_{-\kappa_0/2}} \omega_0 = d(\iota_{X_{-\kappa_0/2}} \omega_0) = - d^2(\kappa_0/2) = 0.
$$

(147)

On the other hand, by a similar first step and then resorting successively to the first relation (145) and the definitions (50) we get

$$
\mathcal{L}_{X_{-\kappa_0/2}} \omega_+ = d(\iota_{X_{-\kappa_0/2}} \omega_+) = -i(d(d(\kappa_0/2) I_+) = -i[H_+(\kappa_0/2) + F_+(\kappa_0/2)].
$$

(148)

Furthermore, choosing for convenience an arbitrary local coordinate system holomorphic with respect to $I_0$ and using the first integrability condition (24) yields for the first term

$$
H_+(\kappa_0/2) = \frac{1}{2} \partial(\partial \kappa_0 I_+)
$$

(149)

\[ = \frac{1}{2} \partial [\partial_\rho \kappa_0(I_+)^\rho dx^\nu] \]
\[
\frac{1}{2} \left[ \partial_\mu \partial_\bar{\nu} (I_+)^\rho_\nu + \partial_\mu \partial_\bar{\nu} (I_+)^\rho_\nu \right] dx^\mu \wedge dx^\nu
\]
\[
= \frac{1}{2} \omega_{+\mu\nu} \, dx^\mu \wedge dx^\nu
\]
\[
= \omega_+.
\]
This proves the remaining formula. For reasons to become soon apparent let us also mention an equivalent reformulation of the equations \((146)\). From the generic hyperkähler formula \((9)\) we have:
\[
\mathcal{L}_{I_0} X_{-\kappa_0/2} \omega_+ = i \mathcal{L}_{X_{-\kappa_0/2}} \omega_+ = \omega_+ + F_+ (\kappa_0 / 2)
\]
\[
\mathcal{L}_{I_0} X_{-\kappa_0/2} \omega_0 = d(\iota_X \omega_0) = \frac{1}{2} d(\kappa_0 I_0) = \omega_0.
\]
In the last derivation we made use of the second relation \((145)\).

Returning now to the general case, notice that due to the fact that \(\omega_+ \) and \(\omega_- \) are of type \((2,0)\) respectively \((0,2)\) relative to the complex structure \(I_0\) — or equivalently, by the formula \((9)\) — we may write the first equation \((143)\) in the form
\[
\mathcal{L}_{I_0} X_{-\kappa_0/2} \omega_\pm = \omega_\pm - \sigma_\pm.
\]
In parallel to this, let us define an additional 2-form \(\sigma_0\) by
\[
\mathcal{L}_{I_0} \omega_0 = \omega_0 - \sigma_0.
\]

Remarks.
1. Any rotational vector field is also quasi-rotational, with
\[
\sigma_+ = \sigma_- = 0
\]
and in general a non-trivial \(\sigma_0\).
2. In contrast, from the properties \((150)\) in the previous example it is clear that \(X_{-\kappa_0/2}\)
is a locally-defined quasi-rotational vector field relative to the 3-axis with
\[
\sigma_\pm = - F_\pm (\kappa_0 / 2) \quad \text{and} \quad \sigma_0 = 0.
\]
The following key property generalizes Proposition 1 of \([21]\) to the class of quasi-rotational vector fields:

**Proposition 25.** \(\sigma_+, \sigma_0, \sigma_-\) thus defined are all closed hyper \((1,1)\) forms.

**Proof.** Let us begin by observing that for any vector field \(Y \in TM\) and any \(m \in \{-1,0,1\}\) we have \(\omega_m (I_0 X, Y) = g(I_0 X, I_m Y) = g(I_m Y, I_0 X) = \omega_0 (I_m Y, X) = - \omega_0 (X, I_m Y)\), which may be expressed equivalently as \(\iota_{I_0} X \omega_m = - (\iota_X \omega_0) I_m\). Using Cartan’s formula, the equations \((151)-(152)\) yield then the relations
\[
\sigma_m = \omega_m + d(\iota_X \omega_0 I_m).
\]
The closure of the \(\sigma_m\) follows from the closure of the hyperkähler symplectic forms.

The second equation \((143)\) states that the action of \(X\) is symplectic with respect to the hyperkähler symplectic structure \(\omega_0\), implying that locally on \(M\) there must exist a real-valued function \(\mu\) defined up to constant shift such that
\[
\iota_X \omega_0 = d\mu.
\]
If we assume that \( H_1(M, \mathbb{R}) = 0 \) then the action of \( X \) is Hamiltonian and the moment map \( \mu \) can be defined globally on \( M \). The last two relations imply together that

\[
\sigma_m = \omega_m + d(\mu I_m).
\]

The \( m = 1 \) component of this equation has the structure

\[
\sigma_+ = \omega_+ + d(\mu I_+)^{1,1} \quad \text{and} \quad \sigma_- = \omega_- + d(\mu I_-)^{1,0} \quad \text{w.r.t. } I_0.
\]

By matching Hodge types with respect to the complex structure \( I_0 \) we obtain

\[
\sigma_+ = \bar{\partial}(\bar{\partial} \mu I_+) = F_+(\mu), \quad \omega_+ = - \partial(\bar{\partial} \mu I_+) = - H_+(\mu).
\]

The first equation implies immediately, via Lemma 8, that \( \sigma_+ \) must be a hyper \((1,1)\) form. On the other hand, from (149) we have \( H_+(\kappa_0/2) = \omega_+ \), which, together with the second equation, gives us \( H_+(\kappa_0 + 2\mu) = 0 \). Complex conjugation yields in turn \( H_-(-\kappa_0 + 2\mu) = 0 \). Note in addition that the \( m = 0 \) component of the equation (157) gives locally

\[
\sigma_0 = -i\bar{\partial}\partial(\kappa_0 + 2\mu).
\]

The equivalence \( 1 \Leftrightarrow 2 \) of Proposition 9 guarantees then that \( \sigma_0 \) must be a hyper \((1,1)\) form as well.

**Remark.** If the vector field \( X \) is defined globally on \( M \), the relations (155) imply that, for each value of \( m \), \( \sigma_m \) and \( \omega_m \) belong to the same cohomology class in \( H^2(M, \mathbb{C}) \).

5.1.2. According to Lemma 15, to any closed hyper \((1,1)\) form one can associate locally a recursive chain of hyperpotentials. Thus, to \( \sigma_+ \), \( \sigma_- \) and \( \sigma_0 \) we can associate respectively two mutually conjugated “complex” recursive chains and one self-conjugated one. Let us focus now for a moment on \( \sigma_+ \). As a closed hyper \((1,1)\) form, \( \sigma_+ \) can be locally derived from a complex hyperpotential \( \varphi_+ \) with respect to the complex structure \( I_0 \) through the formula

\[
\sigma_+ = i\bar{\partial}\partial \varphi_+.
\]

Using this in the first equation (143) yields

\[
d(\iota_X \omega_+ - \partial \varphi_+) = -i\omega_+^{1,0} \quad \text{w.r.t. } I_0.
\]

By separating this equality into a \((1,1)\) part and a \((2,0)\) part with respect to \( I_0 \), we infer that locally there exists a symplectic 1-form potential \( \theta_+ \) for \( \omega_+ \) holomorphic relative to \( I_0 \) (that is, a locally-defined 1-form \( \theta_+ \in \omega_+^{1,0}(M) \) satisfying the two conditions: \( \omega_+ = d\theta_+ \) and \( \bar{\partial}\theta_+ = 0 \)) such that

\[
\iota_X \omega_+ = \partial \varphi_+ - i\theta_+.
\]

This can be regarded as a counterpart to the moment map equation (156). Together, via the first property (145), they imply in particular that

\[
d\varphi_+ - i\theta_+ = i\mu I_+ + \bar{\partial} \varphi_+.
\]
Define now a local vector field $S \in T^{1,0} M$ holomorphic relative to $I_0$ through the condition $i_{S} \omega = \theta_+$. By expressing $\omega$ in terms of a local Kähler potential $\kappa_0$ and exploiting the holomorphicity property of $S$ we can show that $i_{S} \omega = -i \bar{\partial}[S(\kappa_0)]$. These last two relations enable us to recast the pair of equations (163) and (156) into the form

$$
\begin{align*}
\iota_{P_{1,0}} X + i S \omega &= \bar{\partial} \varphi_+ \\
\iota_{P_{1,0}} X + i S \omega &= \bar{\partial} \varphi_0
\end{align*}
$$

(165)

where $P_{1,0} X$ is the $(1,0)$ component of $X$ with respect to $I_0$ and, by definition,

$$
\varphi_0 = \mu + S(\kappa_0).
$$

The equivalence $1 \Leftrightarrow 5$ of Proposition 9 ensures then that $\varphi_0$ and $\varphi_+$ are adjacent hyperpotentials in a recursive chain of hyperpotentials with respect to $I_0$, that is, we have symbolically

$$
\cdots \varphi_0 \varphi_+ \cdots
$$

By the equation (161) and the chain recurrence relations we have $\sigma_+ = F_0(\varphi_+) = F_+(\varphi_0)$, and so this chain is associated to $\sigma_+$ in the sense of Lemma 15.

5.2. Twisted rotational actions.

5.2.1. With the help of these concepts we are now ready to tackle the issue of trans-rotational symmetries. To define these, we begin with the observation that in the case when $X$ is a rotational vector field with respect to the 3-axis the corresponding equations (142) can be assembled on the twistor space into a single formula as follows

$$
\left( -i \zeta \frac{\partial}{\partial \zeta} + \mathcal{L}_X \right) \omega(\zeta) = 0
$$

(167)

with the Lie derivative taken fiberwise. The analogous formula in the tri-Hamiltonian case is equation (103). In §4.3 we have seen that trans-tri-Hamiltonian hidden symmetries are characterized by a twisted version of the tri-Hamiltonian formula, namely, equation (137). The twist consists in formally replacing $X$ with a multi-component fiberwise-acting vector field $X(\zeta)$ of the form (134). In this analogy, the formula above opens up the intriguing possibility of a similar twisting in the rotational case. In what follows we will show that such twisted actions not only can be defined, but they also lead to interesting, non-trivial, new hyperkähler symmetries forming, in parallel with the trans-tri-Hamiltonian twisted series, a trans-rotational twisted series.

So, in accordance with this heuristic argument, for any given integer $j \geq 1$ let us consider now a condition of the type

$$
\left( -i \zeta \frac{\partial}{\partial \zeta} + \mathcal{L}_{X(\zeta)} \right) \omega(\zeta) = 0
$$

(168)

with the Lie derivative being taken along the fiber directions and $X(\zeta)$ the tropical component of a section of the bundle $T_F Z \otimes \pi^* \mathcal{O}(2j - 2)$, assumed real with respect to the real structure on $Z$. More precisely, in an appropriate local trivialization of $Z$,

$$
X(\zeta) = \sum_{n=1-j}^{j-1} X_n \zeta^{-n}
$$

(169)
with the components $X_n$ forming a system of $2j - 1$ vector fields in $T_CM$ obeying the alternating reality condition $X_n = (-)^n X_{-n}$. In purely hyperkähler space terms the condition is equivalent to requiring that the vector fields $X_n$ satisfy the property

$$L_{X_n-1} \omega_+ + L_{X_n} \omega_0 + L_{X_{n+1}} \omega_- = -in \omega_n.$$  

To simplify the appearance of our formulas we adopt the convention that $X_n$ is defined for all $n \in \mathbb{Z}$ but such that $X_n = 0$ when $n$ is outside the symmetric interval $[1 - j, j - 1]$, and similarly for $\omega_n$, which are assumed to vanish for all $n \in \mathbb{Z}$ outside the interval $[-1, 1]$. Note that for $j = 1$ the relations reduce to the rotational equations.

**Definition.** We refer to a system of vector fields on $M$ having this property for some $j > 1$ as generating an $O(2j - 2)$-twisted rotational action relative to the 3-axis.

**Remark.** To facilitate a unitary treatment, in what follows we will in effect often extend this definition to include the limit case $j = 1$, that is, the rotational case proper.

By substituting for the Lie derivatives Cartan’s formula it is easy to see that due to the closure of the hyperkähler symplectic forms the left-hand side of the equation is an exact 2-form, and so based on Poincaré’s lemma we can infer that there exist complex potentials $\varphi_n$, a real-valued potential $\mu$, and a 1-form symplectic potential $\theta$ such that

$$\iota_{X_n-1} \omega_+ + \iota_{X_n} \omega_0 + \iota_{X_{n+1}} \omega_- = \begin{cases} d\varphi_n & \text{if } n = 2, \ldots, j \\ d\varphi_+ - i\theta_+ & \text{if } n = 1 \\ d\mu & \text{if } n = 0. \end{cases}$$

The equations for negative values of $n$ can be obtained from the corresponding positive-value equations by complex conjugation. We will assume here that $H^1(M, \mathbb{R}) = 0$, in which case the potentials $\varphi_n$ with $n = 2, \ldots, j$ are defined globally on $M$. Moreover, note that even though neither $\varphi_+$ nor $\theta_+$ are globally defined, the combination $d\varphi_+ - i\theta_+$ is.

5.2.2. An important difference between the purely rotational case and the twisted one is that in the latter case the generator $X(\zeta)$ is not uniquely defined. Indeed, for $j > 1$, the defining condition remains invariant at any redefinition of the type

$$X(\zeta) \mapsto X(\zeta) + I(\zeta)Y(\zeta) \quad \text{with} \quad Y(\zeta) = \sum_{n=2-j}^{j-2} Y_n \zeta^{-n}$$

such that $Y_n \in T_CM$ are subject to the reality condition $\bar{Y}_n = (-)^n Y_{-n}$ but otherwise arbitrary. An equivalent statement is that the two sets of formulas are invariant at redefinitions $X_n \mapsto X_n + I_+ Y_{n-1} + I_0 Y_n + I_- Y_{n+1}$. This follows by precisely the same argument which precedes Lemma 23 from the previous section. In fact, in the same way as there we can show that

**Lemma 26.** Given a twisted rotational action relative to the 3-axis we can always redefine the generators $X_n$ so that they become sections of the bundle $T^{1,0}_CM$ if $n > 0$ and of the bundle $T^{0,1}_CM$ if $n < 0$. 

**Definition.** We will henceforth refer to such a choice of representative for the equivalence class of generators as a *canonical presentation* of the action. Generators in a canonical presentation will be marked with a star superscript.

Observe then that $\mathcal{L}_{X_0^*}^\omega_- = 0$ and $\mathcal{L}_{X_0^*}^\omega_+ = 0$, with one term in the corresponding Cartan formulas vanishing due to the closure of the forms and the other due to the mismatch between the Hodge types with respect to $I_0$ of the vector fields and forms being contracted. Consequently, when the generators are in the canonical presentation some of the terms in the equations (170) vanish and we are left with

\[
\begin{align*}
\mathcal{L}_{X_j^*}^\omega_- &= 0 \\
\mathcal{L}_{X_{j-1}^*}^\omega_+ + \mathcal{L}_{X_{j-1}^*}^\omega_0 &= 0 \\
& \vdots \\
\mathcal{L}_{X_1^*}^\omega_+ + \mathcal{L}_{X_{j+1}^*}^\omega_0 &= 0 \\
\mathcal{L}_{X_2^*}^\omega_+ + \mathcal{L}_{X_{j+2}^*}^\omega_0 &= 0 \\
\mathcal{L}_{X_3^*}^\omega_0 &= 0.
\end{align*}
\]

(173)

Again, the remaining non-trivial equations can be obtained from these by conjugation. In the spirit of our previous conventions we toggle freely between the numerical and the $+/-$ notation for the indices. Let us concentrate for a moment on the structure of the second to last equation:

\[
\begin{align*}
\mathcal{L}_{X_0^*}^\omega_+ + \mathcal{L}_{X_0^*}^\omega_0 &= -i\omega_+ \\
\mathcal{L}_{X_1^*}^\omega_+ + \mathcal{L}_{X_1^*}^\omega_0 &= 0 \\
\mathcal{L}_{X_2^*}^\omega_0 &= 0.
\end{align*}
\]

From matching Hodge types with respect to the complex structure $I_0$ it is clear that the $(0, 2)$ component of $\mathcal{L}_{X_1^*}^\omega_0$ must vanish, which then implies that this is purely of type $(1, 1)$. Comparing now with this in mind the last two equations in the list with the two equations (143) we arrive at the following crucial observation:

**Proposition 27.** The $X_0^*$ generator in the canonical presentation of a twisted rotational action relative to the 3-axis is a vector field of quasi-rotational type relative to the same axis, with

\[
\sigma_+ = i\mathcal{L}_{X_1^*}^\omega_0 = id(\iota_{X_1^*}^\omega_0).
\]

(175)

By Proposition 25 this is then automatically a closed hyper $(1, 1)$ form on $M$. Actually, since the formula holds globally, $\sigma_+$ is in this case not only closed but also exact. In light of equation (155) we hence have

**Corollary 28.** A hyperkähler manifold may possess a twisted rotational action relative to the 3-axis only if the cohomology classes of both $\omega_1$ and $\omega_2$ are trivial.

By the same Proposition, in addition to the complex-valued closed hyper $(1, 1)$ form $\sigma_+$ and its conjugate form $\sigma_-$ we can also define a third real-valued closed hyper $(1, 1)$ form $\sigma_0$. Furthermore, by Lemma 15 locally these forms have associated recursive chains of hyperpotentials. In the next part of our discussion we will be concerned with characterizing these.
Similarly to above we have $\mathfrak{t}_X^{*_{\omega_+}} \omega_+ = 0$ and $\mathfrak{t}_X^{*_{\omega_-}} \omega_- = 0$, and so if we take the generators of the twisted action to be in the canonical presentation, the moment map equations (171) assume the reduced form

$$
\begin{align*}
\mathfrak{t}_X^{*_{\omega_+}} &= d\varphi_j \\
\mathfrak{t}_X^{*_{\omega_-}} + \mathfrak{t}_X^{*_{\omega_0}} &= d\varphi_{j-1} \\
\vdots \\
\mathfrak{t}_X^{*_{\omega_+}} + \mathfrak{t}_X^{*_{\omega_0}} &= d\varphi_+ \\
\mathfrak{t}_X^{*_{\omega_+}} + \mathfrak{t}_X^{*_{\omega_0}} &= d\varphi_+ - i\theta_+ \\
\mathfrak{t}_X^{*_{\omega_0}} &= d\mu.
\end{align*}
$$

(176)

By separating each of these equations into $(1,0)$ and $(0,1)$ components with respect to $I_0$ we obtain the equivalent system

$$
\begin{align*}
\bar{\partial}\varphi_j &= 0 \quad \text{i.e. } \varphi_j \text{ is holomorphic with respect to } I_0 \\
\mathfrak{t}_X^{*_{\omega_+}} &= \bar{\partial}\varphi_{n+1} \\
\mathfrak{t}_X^{*_{\omega_0}} &= \bar{\partial}\varphi_n \\
\mathfrak{t}_X^{*_{\omega_+}} &= \partial\varphi_+ - i\theta_+ \\
\mathfrak{t}_X^{*_{\omega_0}} &= d\mu
\end{align*}
$$

(177)

The proof of the last equivalence goes along the same lines as the proof of the equivalence between the equations (163) and (156) on one hand and the equations (165) on the other. Thus, what we obtain is a recursive system of pairs of symplectic gradient equations of the type featuring in part 5 of Proposition 9, which we can then immediately interpret in the sense that

$$
\ldots \varphi_0 \varphi_+ \varphi_{++} \ldots \varphi_{j-1} \varphi_j \varphi_{j+1} \ldots
$$

forms a right-bounded recursive chain of hyperpotentials with respect to $I_0$. By noticing that on the domain of definition of $\varphi_+$ we have $\sigma_+ = i\partial\bar{\partial}\varphi_+$, we can identify this as a recursive chain locally associated to the closed hyper $(1,1)$ form $\sigma_+$ in the sense of the extended $\partial\bar{\partial}$-Lemma 15.

For the next step we need the following generic technical result:

**Lemma 29.** For any right-bounded chain of hyperpotentials with respect to $I_0$ of the form

$$
\ldots \varphi_+ \varphi_{++} \ldots \varphi_{j-1} \varphi_j \varphi_{j+1} \ldots
$$

the following identities hold:

$$
\bar{\partial}\varphi_+ + \sum_{n=2}^j \frac{d\varphi_n}{\zeta_{n-1}} = -i d\left(\sum_{n=2}^j \frac{n-1}{\zeta_{n-1}} \varphi_n\right) I(\zeta)
$$

(178)

$$
\partial\varphi_+ + \sum_{n=2}^j \frac{1}{2} \frac{1}{\zeta_{n-1}} \left(\frac{1}{\zeta_{n-1}} - (-\zeta)^{n-1}\right) d\varphi_n = d\left[\sum_{n=2}^j \frac{1}{2n} \left(\frac{1}{\zeta_{n-1}} - (-\zeta)^{n-1}\right) \varphi_n\right] I(u).
$$
Proof. Consider a point \( u \in S^2 \) with complex inhomogeneous coordinate \( \zeta \neq 0, \infty \). For any set of functions \( \{a_n\}_{n=2}^{j} \) assumed to depend solely on \( u \), using the second expression (18) for \( I(\zeta) \) and the chain’s recursion relations we have

\[
d\left( \sum_{n=2}^{j} a_n \varphi_n \right) I(\zeta) = i \sum_{n=2}^{j} \left[ (a_n - \frac{a_{n-1}}{\zeta}) \partial \varphi_n + (a_{n+1} - a_n) \bar{\partial} \varphi_n \right]
+ ia_2 \zeta \bar{\partial} \varphi_+ + \frac{a_1}{\zeta} \partial \varphi_+ + \ldots.
\]

If we want the coefficients of \( \partial \varphi_n \) and \( \bar{\partial} \varphi_n \) in the sum on the right-hand side to be equal — so that they yield together a multiple of \( d \varphi_n \) — we need to have

\[
a_n - \frac{a_{n-1}}{\zeta} - 2a_n + a_{n+1} \zeta = 0.
\]

This is a second-order linear recurrence relation. To determine it we need in addition two initial conditions. Guided by the last two terms above we choose as initial conditions \( a_1 = 0 \) and \( a_2 = -i/\zeta \). The solution of the recurrence is then

\[
a_n = -i \frac{n - 1}{\zeta^{n-1}},
\]

and the first identity of the Lemma follows promptly.

The second identity can be derived in much the same way. For any choice of coefficients \( \{b_n\}_{n=2}^{j} \) depending at most on \( u \), writing \( I(u) = x_0 I_0 - 2x_- I_+ - 2x_+ I_- \) and resorting to the chain’s recurrence relations gives us

\[
d\left( \sum_{n=2}^{j} b_n \varphi_n \right) I(u) = i \sum_{n=2}^{j} \left[ (x_0 b_n + 2x_- b_{n-1}) \partial \varphi_n - (x_0 b_n + 2x_+ b_{n+1}) \bar{\partial} \varphi_n \right]
- 2i x_+ b_2 \bar{\partial} \varphi_+ - 2i x_- b_1 \partial \varphi_+.
\]

By following a similar rationale as above we require that

\[
x_+ b_{n+1} + x_0 b_n + x_- b_{n-1} = 0
\]

with initial conditions \( b_1 = 0 \) and \( b_2 = i/(2x_+) \). This new recurrence has the solution

\[
b_n = \frac{1}{2i} \left( \frac{1}{\zeta^{n-1}} - (-\zeta)^{n-1} \right).
\]

Substituting it back into the equation yields the desired identity. \( \square \)

Returning to our discussion, let us assemble now the relations (157) corresponding to the case when \( X = X_0^+ \) into the following two equations:

\[
\frac{\sigma_+}{\zeta} + \sigma_0 + \zeta \sigma_- = \omega(\zeta) + d[\mu I(\zeta)]
+ x_1 \sigma_1 + x_2 \sigma_2 + x_3 \sigma_3 = \omega(u) + d[\mu I(u)].
\]

The real components \( \sigma_1, \sigma_2, \sigma_3 \) are related to the complex “spherical” ones \( \sigma_+, \sigma_0, \sigma_- \) in the usual way. Acting with the exterior derivative of \( M \) on each of the two identities of the previous Lemma and recalling that \( \sigma_+ = i \partial \bar{\partial} \varphi_+ \) gives us two formulas for \( \sigma_+ \) and, through antipodal conjugation, two corresponding ones for \( \sigma_- \). By substituting then in each equation one of the two matching sets of formulas for \( \sigma_+ \) and \( \sigma_- \) (after rewriting the
left-hand side of the second equation as \( x_0\sigma_0 - 2x_+\sigma_+ - 2x_-\sigma_- \) we can cast them in the form

\[
\begin{align*}
\sigma_0 &= \omega(\zeta) + d[\mu(\zeta)I(\zeta)], \\
x_0\sigma_0 &= \omega(u) + d[\mu(u)I(u)]
\end{align*}
\]

where, by definition,

\[
\mu(\zeta) = \mu - \sum_{n=2}^{j} (n-1)(\varphi_n \zeta^{-n} + \varphi_{-n}^c \zeta^n)
\]

and

\[
\mu(u) = \mu + \sum_{n=2}^{j} \frac{|\zeta|^2 + (-)^n |\zeta|^{2n}}{1 + |\zeta|^2}(\varphi_n \zeta^{-n} + c.c.)
\]

The two equations (186) will play a central role in our analysis. They hold for any \( \zeta \neq 0, \infty \) respectively any \( u \neq u_N, u_S \). The two \( \mu \)-functions, regarded as functions on the twistor space, are defined everywhere on \( Z \) except on the fibers over these two points.

**Lemma 30.** The function \( \mu(\zeta) \) thus defined satisfies the following quasi-moment map equation on \( M \):

\[
\iota_X(\zeta)\omega(\zeta) = d\mu(\zeta) - i\zeta \partial_\zeta [d\mu(\zeta)I(\zeta)].
\]

**Proof.** By subtracting from the first identity (178), divided by \( \zeta \), its antipodal conjugate, comparing the result with the definition of \( \mu(\zeta) \), and then using in the terms of order 1 and \( -1 \) in \( \zeta \) the relation (164) and its conjugate, we get

\[
d\mu(\zeta)I(\zeta) = d\mu I_0 - \frac{\theta_+ + i\theta_+ \zeta}{\zeta} - (\theta_- - i\theta_- \zeta) + i \sum_{n=2}^{j} \left( \frac{d\varphi_n}{\zeta^n} - d\varphi_{-n}^c \zeta^n \right).
\]

From this we deduce successively

\[
d\mu(\zeta) - i\zeta \partial_\zeta [d\mu(\zeta)I(\zeta)] =
\]

\[
= (d\varphi_+ - i\theta_+)\zeta^{-1} + d\mu + (d\varphi_- + i\theta_-)\zeta + \sum_{n=2}^{j} (d\varphi_n \zeta^{-n} + d\varphi_{-n}^c \zeta^n)
\]

\[
= \sum_{n=-j}^{j} (\iota_{X_n-i} \omega_+ + \iota_{X_n} \omega_0 + \iota_{X_n+i} \omega_-) \zeta^{-n}
\]

\[
= \iota_X(\zeta)\omega(\zeta).
\]

The third line follows from the equations (171), and the last one is an immediate consequence of the definitions of \( X(\zeta) \) and \( \omega(\zeta) \).
The following table lists the three closed hyper $(1, 1)$ forms which characterize the twisted rotational action together with a corresponding set of local recursive chains of hyperpotentials with respect to the complex structure $I_0$:

| Hyper $(1, 1)$ form | Associated local chain | Globally-defined elements | Related by |
|---------------------|------------------------|---------------------------|------------|
| $\sigma_+$          | $\{\varphi_n\}_{n \leq j}$ | $\varphi_j, \ldots, \varphi_2$ | $\sigma_+ = i \partial \bar{\partial} \varphi_+$ |
| $\sigma_0$          | $\{\phi_n = \varphi^c_n\}_{n \in \mathbb{Z}}$ |                           | $\sigma_0 = i \partial \bar{\partial} \phi_0$ |
| $\sigma_-$          | $\{\varphi^c_n\}_{n \geq -j}$ | $\varphi^c_{-j}, \ldots, \varphi^c_{-2}$ | $\sigma_- = i \partial \bar{\partial} \varphi^c_-$ |

In light of the equation (160) we may identify $\phi_0 = - (\kappa_0 + 2 \mu)$, and so the recursive chain associated to $\sigma_0$ can be thought of as the (self-conjugated) chain generated locally by this hyperpotential. It is important to remember that since the chains of hyperpotentials arise recursively by means of existence arguments based on the holomorphic Poincaré lemma, none of their elements, with the exception of the globally-defined ones, are uniquely defined. In fact, even these are defined only up to possible constant shifts.

Let us consider the local aspects a little more carefully. Implicit in the table above is the fact that (most of) the hyperpotentials listed are local, and as such they should really be labeled by the corresponding open set on which they are defined. As we have explained in §3.8 to $\sigma_0$ one can associate an open cover $\mathcal{Y}$ of $\mathcal{Z}$ with each element $V \in \mathcal{Y}$ supporting a real-valued potential $\varphi_V(\mathbf{u})$ such that $\sigma_0 = i \partial \bar{\partial} \varphi_V(\mathbf{u})$ on some local domain on $M$ for each $\mathbf{u} \in \pi(V)$. The covering $\mathcal{Y}$ may always be chosen to be invariant under the action of the antipodal conjugation-induced real structure on $\mathcal{Z}$. Let $\mathcal{Y}_N = \{V \in \mathcal{Y} \mid \mathbf{u}_N \in \pi(V)\}$ and $\mathcal{Y}_S = \{V \in \mathcal{Y} \mid \mathbf{u}_S \in \pi(V)\}$ denote the collections of elements of the cover which project down to arctic and antarctic regions on the twistor sphere, respectively. As before, we will denote generic elements of $\mathcal{Y}_N$ and $\mathcal{Y}_S$ by $V_N$ and $V_S$. For any such pair of open sets $V_N$ and $V_S$ interchanged by the real structure of $\mathcal{Z}$ Proposition 13 guarantees that a local recursive chain $\{\phi_n\}_{n \in \mathbb{Z}}$ exists such that $\varphi_V(\mathbf{u})$ and $\varphi_{V_S}(\mathbf{u})$ are given in terms of its elements by the two series (88). Similarly, a local recursive chain $\{\varphi_n\}_{n \leq j}$ associated to $\sigma_+$ can always be chosen such that the two series

$$
\varphi_{V_N}(\zeta) = \sum_{n=-\infty}^{j} \varphi_n \zeta^{-n} \quad \text{and} \quad \varphi_{V_S}(\zeta) = - \sum_{n=-j}^{\infty} \varphi^c_n \zeta^{-n}
$$

converge on $V_N$ and $V_S$—outside, that is, of their intersections with the fibers over $\zeta = 0$ respectively $\infty$ where they are singular—thereby defining meromorphic functions in a twistor space sense by Proposition 13. (In order for $V_N$ and $V_S$ to be able to accommodate the additional functions one might need to shrink them through a refinement of the cover.) We then extend this collection of polar meromorphic functions trivially to the whole cover $\mathcal{Y}$ by setting

$$
\varphi_V(\zeta) = \begin{cases} 
\varphi_{V_N}(\zeta) & \text{if } V = V_N \in \mathcal{Y}_N \\
\varphi_{V_S}(\zeta) & \text{if } V = V_S \in \mathcal{Y}_S \\
0 & \text{otherwise.}
\end{cases}
$$
For quick reference we summarize this discussion in yet another table:

| Hyper (1, 1) form(s) | Associated local functions | Polar components |
|----------------------|---------------------------|-----------------|
| \(\sigma_+\), \(\sigma_-\) | \(\{\varphi_V(\zeta)\} \in \mathcal{V}\) meromorphic | Eqs. (192) |
| \(\sigma_0\) | \(\{\phi_V(u)\} \in \mathcal{V}\) real potentials | Eqs. (88) |

5.2.3. Next, we turn our attention to examining the local implications of the two equations (186). Let us begin with the second one:

\[
x_0 \sigma_0 = \omega(u) + d[\mu(u)I(u)]
\]

Each constituent term is a closed form of type (1, 1) with respect to the complex structure \(I(u)\), and as such can be derived by virtue of the corresponding \(\partial\bar{\partial}\)-lemma from a local potential. It thus follows immediately that

\[
\kappa_V(u) = -2\mu(u) - x_0 \phi_V(u)
\]
defines a local \(\text{Kähler potential}\) in the complex structure \(I(u)\). As before, \(x_0\) denotes the component of \(u\) along the rotation axis (i.e. the height function).

Observe, however, that at the north and south poles of the twistor sphere this formula is not well-defined due to the fact that \(\mu(u)\) is singular there. This problem can be rectified by a redefinition of the \(\text{Kähler potential}\) in the arctic and antarctic neighborhoods through the addition of a local pluriharmonic counterterm which cancels the singular part while preserving the \(\text{Kähler potential property}:\)

\[
\kappa_{V_{reg}}(u) = \kappa_V(u) - (x_0 - x_V)[\varphi_V(\zeta) + \bar{\varphi}_V(\zeta)]
\]

where \(x_{V_N} = 1\) and \(x_{V_S} = -1\) are the height functions of \(u_N\) and \(u_S\) for any \(V_N \in \mathcal{V}_N\) and \(V_S \in \mathcal{V}_S\). Noting that \(\phi_{V_N}(u_N) = \phi_0 = -(\kappa_0 + 2\mu)\), one can check that with this new definition we have \(\kappa_{V_{reg}}(u) \leftrightarrow \kappa_0\) as \(u \leftrightarrow u_V\). Similarly, \(\kappa_{V_{reg}}(u) \leftrightarrow \kappa_0\) as \(u \leftrightarrow u_S\), and so the corrected potential is indeed regular at the poles.

On another hand, from the first formula it is clear that at the equator of the twistor sphere (defined by \(x_0 = 0\)), \(-2\mu(u)\) is a \(\text{Kähler potential}\) for \(\omega(u)\). On the basis of this observation we have:

**Corollary 31.** If a hyperkähler manifold \(M\) with \(H^1(M, \mathbb{R}) = 0\) has an \(O(2j - 2)\)-twisted rotational action relative to the 3-axis, then for any \(\gamma \in [0, 2\pi)\) the Fourier superposition

\[
\kappa_{\text{equator}}(\gamma) = -2\mu - 2 \sum_{n=2}^{j} (\varphi_n e^{-i\gamma} + \bar{\varphi}_n e^{i\gamma})
\]

with \(\mu\) and \(\varphi_n\) Hamiltonian functions characterizing the action via the equations (171) gives a \(\text{Kähler potential}\) for the \(\text{Kähler form}\) \(\omega(u)\) at the point \(u\) on the equator of the twistor 2-sphere with longitude angle \(\gamma\).

**Remark.** This result generalizes to the twisted case an observation made in [22] in the case of a hyperkähler manifold with a purely rotational action, where it was shown that the moment map with respect to either one of the two \(\text{Kähler forms}\) preserved by the action and corresponding to an axis of the twistor sphere plays (up to a possible multiplicative
constant depending on one’s normalization conventions) the role of Kähler potential for any Kähler form in the equatorial plane normal to the axis.

5.2.4. In contrast to the second equation (186), the first one has a less homogeneous structure:

\[
\begin{align*}
\sigma_0 &= \omega(\zeta) + d[\mu(\zeta) I(\zeta)] \\
\partial_{i(0)}[d\mu(\zeta) I(\zeta)] &= -\omega(\zeta) \\
\bar{\partial}_{i(0)}[d\mu(\zeta) I(\zeta)] &= \sigma_0.
\end{align*}
\]

By filtering according to Hodge type with respect to the complex structure \(I(u)\) we can split it into two homogeneous pieces:

\[
\begin{align*}
\partial_{i(0)}[d\mu(\zeta) I(\zeta)] &= -\omega(\zeta) \\
\bar{\partial}_{i(0)}[d\mu(\zeta) I(\zeta)] &= \sigma_0.
\end{align*}
\]

Expressing \(\sigma_0\) in terms of a local hyperpotential with respect to \(I(u)\) allows us to recast these equations in the form

\[
\begin{align*}
\partial_{i(0)}[d\mu(\zeta) I(\zeta)] + i\partial_{i(0)} \phi_V(u) &= -\omega(\zeta) \\
\bar{\partial}_{i(0)}[d\mu(\zeta) I(\zeta)] + i\bar{\partial}_{i(0)} \phi_V(u) &= 0
\end{align*}
\]

valid for any \(V \in \mathcal{V}\), from which it follows that

\[
\theta_V(\zeta) = -d\mu(\zeta) I(\zeta) - i\partial_{i(0)} \phi_V(u)
\]

provides a local symplectic 1-form potential for the twisted symplectic form \(\omega(\zeta)\), holomorphic relative to \(I(u)\) (that is, a 1-form \(\theta_V(\zeta) \in \mathcal{A}^1_{i(0)}(M)\) satisfying the two properties: \(\omega(\zeta) = d\theta_V(\zeta)\) and \(\bar{\partial}_{i(0)} \theta_V(\zeta) = 0\). By the first property (171), \(\theta_V(\zeta)\) depends indeed on \(\zeta\) holomorphically.

Note that this is singular at \(\zeta = 0\), and thus in fact meromorphic, with the singular part dictated entirely by the first term, as can be seen from a cursory inspection of the equation (83). By the equation (190) this is of the form

\[
\theta_{V_N}(\zeta) = i \sum_{n=1}^j \frac{d\phi_n}{\zeta^n} + \frac{\theta_+}{\zeta} + O(\zeta^0).
\]

An antipodally conjugated version of this expansion holds for the corresponding neighborhood \(V_S\) from \(\mathcal{V}_S\).
As we will discuss in greater detail later on in §5.2.6, since $\omega(\zeta)$ defines a complex symplectic 2-form on the twistor fiber above $\zeta$ we can introduce complex canonical coordinates, and in particular we can try to identify the symplectic potential (201) with the corresponding complex canonical 1-form. However, a straightforward attempt to do that fails in essence due to the discrepancy between the singularity structure of $\omega(\zeta)$, which has a simple pole at $\zeta = 0$, and that of $\theta_V(\zeta)$, which has a pole of order $j$. Just as in the case of the Kähler potentials this problem can be solved by exploiting the inherent ambiguity in the definition of symplectic 1-form potentials. Thus, if to the meromorphic symplectic 1-form potential (201) we add trivial local meromorphic counterterms as follows

$$\theta^{\text{reg}}_V(\zeta) = \theta_V(\zeta) - id\varphi_V(\zeta)$$

then the result will not only be another meromorphic symplectic 1-form potential for $\omega(\zeta)$, but also one which has now a simple pole at $\zeta = 0$:

$$\theta^{\text{reg}}_{V_N}(\zeta) = \frac{\theta_+}{\zeta} + O(\zeta^0).$$

This and not the representative (201) should therefore be the symplectic potential which should be identified with the canonical 1-form.

5.2.5. As we have seen in Corollary 28, two of the three closed hyper $(1, 1)$ forms associated to a twisted rotational action, namely $\sigma_+$ and $\sigma_-$, are exact, and so their cohomology classes are trivial. Their role is important but rather discreet. On the other hand, the cohomology class of the remaining closed hyper $(1, 1)$ form, $\sigma_0$, is in general non-trivial. In particular, when this cohomology class is, up to a $2\pi$ factor, integral (which by formula (155) is equivalent to the cohomology class of $\omega_0$ being up to a $2\pi$ factor integral), we can interpret $\sigma_0$ as the curvature form of a hyperhermitian connection on a hyperholomorphic line bundle over $M$. Over the twistor space $Z$, by virtue of the Atiyah-Ward correspondence, we have in this case a corresponding holomorphic line bundle $L_Z$ trivial along each horizontal twistor line. In what follows we will argue that this line bundle is moreover endowed with a natural meromorphic connection. In fact, we will actually prove that a more comprehensive result holds, one which generalizes this paradigm and does not need any additional assumptions such as the integrality condition or the existence of a line bundle.

Let us associate to each open set $V \in \mathcal{V}$ a local $(1, 0)$ form on $Z$ defined in a corresponding local trivialization as follows:

$$A_V = -i\partial_Z \phi_V(u) - d\mu(\zeta)I(\zeta) + i\mu(\zeta)\frac{d\zeta}{\zeta}.$$ 

The key properties of these forms are summarized in the lemma below:

**Lemma 32.** The 1-forms $A_V$ are meromorphic with respect to the twistor complex structure on $Z$. They are well-defined everywhere on their domains except on the fibers over $\zeta = 0$ and $\infty$ for $V \in \mathcal{V}_N$ and $\mathcal{V}_S$, respectively, where they have poles of order $j$, with the residues of all orders from 1 to $j$ globally defined on the fibers and canonically determined by the data of the action.

**Proof.** Observe that the component of $A_V$ along the twistor fiber is precisely the meromorphic symplectic 1-form potential $\theta_V(\zeta)$ defined above. From the $\zeta$-expansion (202) and the $\zeta$-series formulas (187) and (88) we get that
(206) \( A_{V_n} = \sum_{n=1}^{j} \frac{d\varphi_n}{\zeta^n} + \frac{\theta_+}{\zeta} + \mathcal{O}(\zeta^0) - i \left( \sum_{n=1}^{j} (n-1) \frac{\varphi_n}{\zeta^n} - \mu + \mathcal{O}(\zeta) \right) \frac{d\zeta}{\zeta} \)

\[ i \sum_{n=1}^{j} \frac{t_{X_n} \omega_+ + t_{X_n} \omega_0 + t_{X_n} \omega_-}{\zeta^n} \]

This expansion formula together with its antipodal conjugate provide the substance of the second part of the statement.

To prove meromorphicity, let \( \alpha = d\mu(\zeta)I(\zeta) - i\mu(\zeta)\frac{d\zeta}{\zeta} \), and then in terms of this we have

\[ \tilde{\bar{\partial}}_Z A_V = -i\bar{\partial}_Z \bar{\partial}_Z \phi_V(u) - \bar{\partial}_Z \alpha. \]

By the property (70), in the local trivialization considered the first term is equal to \( \sigma_0 \). On the other hand, from Lemma 4 and the second equation (199) we obtain

\[ \bar{\partial}_Z \alpha = \bar{\partial}_I[\alpha_F] = \bar{\partial}_I[d\mu(\zeta)I(\zeta)] = \sigma_0. \]

The two terms thus cancel against each other to yield \( \bar{\partial}_Z A_V = 0. \)

Should \( \sigma_0/2\pi \) belong to an integral cohomology class, the forms \( A_V \) would play the role of local connection 1-forms for a meromorphic connection on the holomorphic line bundle \( L_Z \). A more invariant characterization of the connection would be in this case given by the curvature 2-form, also known as field strength. Splitting successively \( d_Z = \partial_Z + \bar{\partial}_Z \) and then \( d_Z = d + d_{\mathbb{CP}^1} \), we get

\[ F = d_Z A_V = i\partial_Z \bar{\partial}_Z \phi_V(u) - d_Z \alpha \]

\[ = \sigma_0 - d[\mu(\zeta)]I(\zeta) - d_{\mathbb{CP}^1}[d\mu(\zeta)I(\zeta)] + i\mu(\zeta) \frac{d\zeta}{\zeta} \]

\[ = \omega(\zeta) + [\bar{\partial} \partial \mu(\zeta)I(\zeta)] + i\mu(\zeta) \frac{d\zeta}{\zeta} \]

The last line follows from Lemma 50. As expected from a field strength, this is defined globally on \( Z \), albeit with the divisor \( \pi^{-1}(0, \infty) \) removed. Observe, moreover, that if we lift the generator \(- i\zeta \partial_{\zeta} \) of rotations around the 3-axis of the twistor \( S^2 \) to the vector field \(- i\zeta \partial_{\zeta} \) on \( Z \) considered here in an appropriate trivialization, this will then be a null vector for \( F \).

From the defining formula (205) it is clear that on intersections \( U \cap V \) in \( Z \) with \( U, V \in \mathcal{V} \) we have the gluing relations

\[ A_U - A_V = -id_Z \phi_{UV}(\zeta) \]

where \( \phi_{UV}(\zeta) \) are holomorphic gluing functions for the potentials \( \phi_U(u) \) and \( \phi_V(u) \) of the closed hyper (1, 1) form \( \sigma_0 \), defined as in the equation (92). In general these do not satisfy cocycle conditions, but the holomorphic 1-forms \( d_Z \phi_{UV}(\zeta) \) do. They determine, as we have explained in \( \S 3.8 \), an element in the sheaf cohomology group \( H^1(Z, d\mathcal{O}_Z) \), which in turn determines uniquely an extension class

\[ 0 \longrightarrow \mathcal{O}_Z \longrightarrow E \longrightarrow T_Z \longrightarrow 0. \]
The gluing relation (210) asserts that this 1-cocyle is in fact a 1-coboundary and therefore trivial, meaning that this short exact sequence splits. Note that if one wants to avoid working with singular objects one needs to restrict the base to \( Z \setminus \pi^{-1}(0, \infty) \). When the cohomology class of \( \sigma_0/2\pi \) is integral, which happens if and only if the cohomology class of \( \omega_0/2\pi \) is integral, then \( E \) is isomorphic to the Atiyah algebroid of the holomorphic line bundle \( L_Z \) with holomorphic transition functions \( g_{UV} = \exp[\phi_{UV}(\zeta)] \).

To sum up, we have proven the following generalization to the twisted rotational case of Proposition 5 from [21], corresponding to the purely rotational case:

**Theorem 33.** Let \( M \) be a hyperkähler manifold with \( H^1(M, \mathbb{R}) = 0 \) and such that \( \omega_0/2\pi \) belongs to an integral cohomology class in \( H^2(M, \mathbb{R}) \). If \( M \) has an \( O(2j - 2) \)-twisted rotational action relative to the 3-axis with twisted generator \( X(\zeta) \), then over its twistor space \( \mathcal{Z} \) there exists a holomorphic line bundle \( L_Z \) trivial on each horizontal twistor line, admitting a meromorphic connection with poles of order \( j \) on the divisor \( \pi^{-1}(0, \infty) \) and meromorphic curvature form given in our usual trivialization of \( \mathcal{Z} \) by the formula

\[
\mathcal{F} = \omega(\zeta) + i\iota_{X(\zeta)}\omega(\zeta) \wedge \frac{d\zeta}{\zeta}.
\]

Over \( M \) itself, by the Atiyah-Ward correspondence one has a corresponding hyperholomorphic line bundle endowed with a hyperhermitian connection with curvature 2-form equal to the closed hyper \((1,1)\) form \( \sigma_0 \) canonically associated to the action.

### 5.2.6. The holomorphic twistor space 2-form \( \omega \) induces on each fiber of the holomorphic twistor fibration a complex symplectic structure compatible with the complex structure on the fiber. By a complex version of Darboux’s theorem, for a suitable covering \( \mathcal{V} \) of \( \mathcal{Z} \), on each open set \( V \in \mathcal{V} \) we can then introduce a system of holomorphic canonical symplectic coordinates. In particular, given a pair of open sets \( V_N \in \mathcal{V}_N \) and \( V_S \in \mathcal{V}_S \) we may write

\[
\begin{align*}
\omega_{V_N} &= d\tilde{\eta}_{A,V_N} \wedge d\eta_{V_N}^A, \\
\omega_{V_S} &= d\tilde{\eta}_{A,V_S} \wedge d\eta_{V_S}^A.
\end{align*}
\]

The \( A \) indices run from 1 to the quaternionic dimension of \( M \) and a summation convention over repeated indices is understood. The coordinates \( \tilde{\eta}_{A,V_N}, \eta_{V_N}^A \) and \( \tilde{\eta}_{A,V_S}, \eta_{V_S}^A \) are well-defined local holomorphic functions on \( V_N \) and \( V_S \), respectively. The ones defined on \( V_N \) are in particular well-defined at and around \( \zeta = 0 \), with Taylor expansions in \( \zeta \) of the form

\[
\begin{align*}
\eta_{V_N}^A &= z^A + v^A \zeta + \mathcal{O}(\zeta^2) \\
\tilde{\eta}_{A,V_N} &= u_A + \mathcal{O}(\zeta).
\end{align*}
\]

If \( V_N \) and \( V_S \) are interchanged by the action of the real structure on \( \mathcal{Z} \) then the Taylor expansion formulas for the \( V_S \) canonical coordinates around \( \zeta = \infty \) follow from these by antipodal conjugation.

Earlier on, in §5.2.4, we have argued that the modified meromorphic symplectic 1-form potential \( \theta^\text{reg}_V(\zeta) \) is the natural candidate for identification with the canonical 1-form corresponding to this canonical system of coordinates. A more precise statement is that, for reasons having to do with the particularities of our definitions, this identification can be made only up to a twisting factor. Thus, for \( V_N \) and \( V_S \) the correct assignment is
\[ \theta^\text{reg}_V(\zeta) = \frac{1}{\zeta} \tilde{\eta}_{A,V} d\eta^A_N \]

\[ \theta^\text{reg}_S(\zeta) = \zeta \tilde{\eta}_{A,V} d\eta^A_S. \]

Let also \( \theta^\text{reg}_V(\zeta) \) denote the pullback of \( \theta^\text{reg}_V(\zeta) \) to \( Z \) by the non-holomorphic twistor projection. This is a meromorphic 1-form on \( V \subset Z \). In our usual trivialization the pullbacks \( \vartheta^\text{reg}_V(N)(\zeta) \) and \( \vartheta^\text{reg}_S(S)(\zeta) \) of the forms (215) can be obtained simply by replacing in their expressions \( d \) with \( d\zeta \).

On non-empty intersections \( U \cap V \), with \( U, V \in \mathcal{V} \), the meromorphic symplectic 1-form potentials are patched together by means of holomorphic gluing functions \( \theta_{UV}(\zeta) \), that is, \( \theta^\text{reg}_U(\zeta) - \theta^\text{reg}_V(\zeta) = d\theta_{UV}(\zeta) \). One can then argue that yet another set of holomorphic functions \( t_{UV}(\zeta) \) must exist such that

\[ \vartheta^\text{reg}_U(N)(\zeta) - \vartheta^\text{reg}_V(N)(\zeta) = d\zeta \theta_{UV}(\zeta) - t_{UV}(\zeta) \frac{d\zeta}{\zeta}. \]

**Example.** To illustrate this concretely let us consider a situation when \( V_N \cap V_S \neq \emptyset \). Since \( \omega \) is a section of a bundle over \( Z \) twisted by \( \mathcal{O}(2) \), over the intersection \( V_N \cap V_S \) its components are patched together by means of the \( \mathcal{O}(2) \) transition function, i.e.

\[ \omega_{V_S} = \frac{1}{\zeta^2} \omega_{V_N}. \]

The patching may be alternatively characterized by what is known as a *canonical generating function*. Let us consider specifically a canonical generating function \( G_{V_SV_N} \) of type II, which is to say, assumed to depend (holomorphically) on the variables \( \eta^A_N, \tilde{\eta}_{A,V} \) and also on \( \zeta \). In terms of it, the transition between the two patches is described implicitly by the *twisted* canonical transformation

\[ \tilde{\eta}_{A,V} = \frac{\zeta}{\tilde{\eta}_{A,V}} \frac{\partial G_{V_SV_N}}{\partial \eta^A_N}, \]

\[ \eta^A_S = \frac{1}{\zeta} \frac{\partial G_{V_SV_N}}{\partial \tilde{\eta}_{A,V}} \]

for any solutions of these equations satisfy automatically the twisted symplectic gluing relation (217). A straightforward calculation then shows that the transition property for \( \vartheta^\text{reg}_N(\zeta) \) and \( \vartheta^\text{reg}_S(\zeta) \) is indeed of the form (216), with the two holomorphic gluing functions, vertical and horizontal, given by

\[ \theta_{V_SV_N}(\zeta) = \tilde{\eta}_{A,V} \frac{\partial G_{V_SV_N}}{\partial \tilde{\eta}_{A,V}} - G_{V_SV_N} \]

\[ t_{V_SV_N}(\zeta) = \tilde{\eta}_{A,V} \frac{\partial G_{V_SV_N}}{\partial \tilde{\eta}_{A,V}} - \zeta \frac{\partial G_{V_SV_N}}{\partial \zeta}. \]

5.2.7. Returning to the generic case, note that from the equation (201) we get, after absorbing possible integration constants into the definition of \( \theta_{UV}(\zeta) \), that the holomorphic gluing functions for the meromorphic connection 1-forms \( \mathcal{A}_V \) are related to those of the symplectic 1-form potentials \( \vartheta^\text{reg}_V(\zeta) \) by

\[ \phi_{UV}(\zeta) = i\theta_{UV}(\zeta) - \varphi_U(\zeta) + \varphi_V(\zeta). \]
Recall that the fiberwise component of $A_V$ is given by $\theta_V(\zeta) = \theta_V^{reg}(\zeta) + id\varphi_V(\zeta)$. Its pullback to $Z$ is naturally meromorphic, and since $A_V$ must also be meromorphic it follows that on every $V \in \mathcal{V}$ there exists a local meromorphic function $t_V(\zeta)$ such that

$$A_V = \vartheta_V^{reg}(\zeta) + id\varphi_V(\zeta) + t_V(\zeta)\frac{d\zeta}{\zeta}.$$  

In view of the relation (220), in order for the gluing formula (210) to hold we need to have

$$t_U(\zeta) - t_V(\zeta) = t_{UV}(\zeta)$$  

for all $U, V \in \mathcal{V}$. An immediate corollary is that for a hyperkähler manifold to possess a twisted rotational action the horizontal transition functions $t_{UV}(\zeta)$ must form a Čech boundary.

In addition to this there are also singularity requirements at the poles. By matching the horizontal components of the formulas (221) and (205) for $A_V$, and especially the singularity structures around $\zeta = 0$ and $\infty$, we can show that the functions $t_V(\zeta)$ must be of the form

$$t_V(\zeta) = ix_V\varphi_V(\zeta) + t_V^{\text{reg}}(\zeta)$$  

for any $V \in \mathcal{V}$, with $t_V^{\text{reg}}(\zeta)$ local holomorphic functions with no singularities. Their singularity structure is in other words completely determined by the meromorphic functions $\varphi_V(\zeta)$. What is more, for the above choice of $\vartheta_V^{\text{reg}}(\zeta)$ we find that

$$t_V^{\text{reg}}(\zeta) = i(\mu - \varphi_0) - u_A v^A + O(\zeta)$$  

with a corresponding expansion formula for $t_{V_S}^{\text{reg}}(\zeta)$ around $\zeta = \infty$ dictated by antipodal conjugation.

It is important to understand that the functions $\varphi_V(\zeta)$ are not uniquely defined, rather we are free to choose them subject only to the constraint that they are meromorphic, with antipodally paired singularities at $\zeta = 0$ and $\zeta = \infty$, where their principal parts have a finite number of terms—the ones of order $O(\zeta^{-2})$ and lower, respectively of order $O(\zeta^2)$ and higher—whose residues are prescribed by the twisted action. Moreover, recalling that $\theta_+ + id\varphi_+$ is globally defined and also fixed by the action, the residues of the terms of order $O(\zeta^{-1})$ and $O(\zeta)$, respectively, are determined by our choice of symplectic 1-form potential, which entails that $\theta_+ = u_A dx^A$. This leaves the terms of order $O(\zeta^0)$ and higher, respectively lower, largely unconstrained beyond the requirement of holomorphicity. For our current discussion the upshot of this is that, for all $V \in \mathcal{V}_N \cup \mathcal{V}_S$, we are basically allowed to absorb the holomorphic functions $t_V^{\text{reg}}(\zeta)$ into redefinitions of the meromorphic functions $\varphi_V(\zeta)$. That is to say

**Lemma 34.** There exists a choice of functions $\varphi_V(\zeta)$ for which the connection 1-forms $A_V$ take the form

$$A_V = \vartheta_V^{\text{reg}}(\zeta) + id\varphi_V(\zeta) + ix_V\varphi_V(\zeta)\frac{d\zeta}{\zeta}$$  

for all $V \in \mathcal{V}_N \cup \mathcal{V}_S$. In this special gauge we have

$$\varphi_0 = \mu + iu_A v^A.$$  

**Remark.** These considerations are particularly useful when the hyperkähler geometric data is given to us in the form of holomorphic symplectic patching data. Then the splitting condition (222) together with the singularity structure at the poles (223) can be used
to determine a set of functions $\varphi_V(\zeta)$. These functions can be further adjusted by the addition of suitable meromorphic terms with at most a simple pole at $\zeta = 0$ and $\infty$ so as to satisfy the special gauge condition \((226)\) with, crucially, a real-valued $\mu$. The remaining moment maps can be extracted from the Laurent expansion of $\varphi_V(\zeta)$ around $\zeta = 0$ for any $V_\lambda \in \mathcal{V}_\lambda$. Failure of any step in this procedure to work signals that the hyperkähler manifold in question does not possess in fact a twisted rotational symmetry.

5.2.8. We end this section with a discussion of how our approach here relates to Neitzke’s approach to hyperholomorphicity in \([33]\).

Remark that the first equation \((180)\) implies by way of the local Poincaré lemma that for any open set $V \in \mathcal{V}$ and any real-valued local symplectic 1-form potential $A_{0,V}$ for $\sigma_0$ \textit{i.e.}, $\sigma_0 = dA_{0,V}$ on the image $p(V)$ of $V$ through the non-holomorphic twistor projection) there exists a complex function $s_V(\zeta)$ such that
\[
A_{0,V} + ds_V(\zeta) = \theta_V^{\text{reg}}(\zeta) + d\mu(\zeta)I(\zeta).
\]
From the $m = 0$ component of the equation \((157)\) it is clear that $A_{0,V} - d\mu I_0 \equiv \theta_{0,V}$ provides a symplectic 1-form potential on $p(V)$ for $\omega_0$. Resorting to the relation \((190)\) and rearranging gives us then the formula
\[
\theta_V^{\text{reg}}(\zeta) = \frac{\theta_+ + i\theta_\varphi + \theta_{0,V} + (\theta_- - i\theta_\varphi^c)}{\zeta} + d\left[s_V(\zeta) + i\sum_{n=2}^{j} (\varphi_n \zeta^{-n} - \varphi^c_{-n} \zeta^n)\right].
\]
If we compare this with the Laurent expansion \((201)\) around $\zeta = 0$ and with its antipodal counterpart around $\zeta = \infty$, we see that the function $s_V(\zeta)$ must be of the form
\[
s_V(\zeta) = -i\varphi_V(\zeta) + s_V^{\text{reg}}(\zeta)
\]
with $s_V^{\text{reg}}(\zeta)$ regular everywhere on its domain.

Observing that both terms on the right hand side of the equation \((227)\) are of type $(1,0)$ with respect to the complex structure $I(u)$, it follows that the $(0,1)$ component of $A_{0,V}$ relative to the same complex structure is equal to $-\partial_{i\omega} s_V(\zeta)$. Since $A_{0,V}$ is real-valued we may write
\[
A_{0,V} = -\partial_{i\omega} \overline{s_V(\zeta)} - \partial_{i\omega} s_V(\zeta) = -\partial_{i\omega} \overline{s_V^{\text{reg}}(\zeta)} - \partial_{i\omega} s_V^{\text{reg}}(\zeta)
\]
where we have used the meromorphicity of the functions $\varphi_V(\zeta)$ to substitute under the Dolbeault operators each $s_V(\zeta)$ with its regular part. Acting further with an exterior derivative and recalling the analytic structure formula \((23)\) we then get that
\[
\phi_V(u) = -2\text{Im} s_V^{\text{reg}}(\zeta)
\]
is a local hyperpotential with respect to $I(u)$ for the hyper $(1,1)$ form $\sigma_0$. This and the previous equation above may be equivalently recast as the equality
\[
ds_V^{\text{reg}}(\zeta) + A_{0,V} = -i\partial_{i\omega} \phi_V(u)
\]
between two symplectic 1-form potentials for $\sigma_0$. Since the right hand side is a form of type $(1,0)$ with respect to the complex structure $I(u)$, a projection argument using the holomorphic subspace projectors defined in \([1.2]\) implies that the following equations must hold:
\[
[(d + A_{0,V}) e^{s_V^{\text{reg}}(\zeta)}] P_N(\zeta) = 0
\]
\[
[(d + A_{0,V}) e^{s_V^{\text{reg}}(\zeta)}] P_S(\zeta) = 0
\]
for $\zeta \in \pi(V) \cap N$ and $\pi(V) \cap S$, respectively. These are essentially the hyperholomorphicity conditions employed by Neitzke in [33] (see esp. §4.5).

On intersections $U \cap V$, denoting with $\theta_{0,UV}$ the real-valued gluing functions for the symplectic 1-form potentials $\theta_{0,V}$ (i.e., $\theta_{0,U} - \theta_{0,V} = d\theta_{0,UV}$), we have

\begin{equation}
\delta_{U}^{\text{reg}}(\zeta) - \delta_{V}^{\text{reg}}(\zeta) = -i\phi_{UV}(\zeta) - \theta_{0,UV}
\end{equation}

up to possible integration constants which can be absorbed into a redefinition of $\phi_{UV}(\zeta)$. These gluing equations together with the regularity requirement at the poles and the real structure allow one in principle to determine the sections $s_{V}^{\text{reg}}(\zeta)$ from the holomorphic symplectic patching data of the hyperkähler manifold.

6. Universal expressions for the twisted symmetry generators in special coordinates

6.0.1. We have seen earlier that the generators of a trans-tri-Hamiltonian or a trans-rotational action on a hyperkähler manifold come in equivalence classes and admit a special choice of representatives (Lemmas 23 and 26 respectively). We will now show that another special and very useful choice is possible. Namely, we will show that one has a certain natural coordinate frame in which the generators of the action admit canonical representatives given by universal symplectic gradient-type formulas, with potentials given by moment maps and the relevant gradient field acting on only half of the coordinates. As a by-product of the proof of this fact we will derive a set of generic formulas for the hyperkähler metric and symplectic forms in this coordinate frame of possible independent interest.

Consider a hyperkähler manifold $M$ and let $\omega_{V,N}$ be the component of the canonical holomorphic 2-form section of the twistor space $Z$ of $M$ corresponding to an open subset $V_N \subset Z$. On each twistor fiber intersecting this subset the fiber-supported $\omega_{V,N}$ can be viewed as a holomorphic symplectic form, and so by the complex version of Darboux’s theorem there exists a local system of holomorphic coordinates $\eta_{V_N}$ and $\tilde{\eta}_{A,V_N}$ in terms of which $\omega_{V_N} = d\tilde{\eta}_{A,V_N} \wedge d\eta_{V_N}$ (we use here the same index notation conventions as in §5.2.6). These coordinates are in particular well-defined at and around $\zeta = 0$, labeling the complex structure $I_0$, with Taylor expansions in $\zeta$ of the form

\begin{equation}
\eta_{V_N} = z^A + v^A \zeta + O(\zeta^2)
\end{equation}

\begin{equation}
\tilde{\eta}_{A,V_N} = u_A + w_A \zeta + O(\zeta^2)
\end{equation}

But since $\omega$ is a global section of the $O(2)$-twisted bundle $\Lambda^2 T_{F}^{\ast} \otimes \pi^{\ast}O(2)$ over $Z$, we have at the same time $\omega_{V_N} = \omega_+ + \omega_0 \zeta + \omega_- \zeta^2$. We can then identify

\begin{equation}
\omega_+ = du_A \wedge dz^A
\end{equation}

\begin{equation}
\omega_0 = du_A \wedge dv^A + dw_A \wedge dz^A.
\end{equation}

For these 2-forms, or rather their Euclidean components defined by $\omega_+ = \frac{1}{2}(\omega_1 + i\omega_2)$ and $\omega_0 = \omega_3$, to represent the symplectic forms of a hyperkähler structure they need to satisfy a number of conditions:

1. **Closure**: This condition is clearly automatically satisfied.

2. **Reality**: Their Euclidean components must be real, which is to say we must have $\tilde{\omega}_m = (-)^m \omega_{-m}$. 

3. Quaternionicity: The tangent bundle endomorphisms $I_1, I_2, I_3$ built out of them as in (7) must satisfy the imaginary quaternionic algebra.

These conditions impose a number of constraints on the Laurent coefficients $z^A, v^A, u_A$ and $w_A$. To determine them explicitly we need to choose first a coordinate system. The leading coefficients $u_A$ and $z^A$ provide a local system of coordinates on the hyperkähler manifold holomorphic with respect to the complex structure $i_Y$. However, for our purposes it will be convenient to choose a different set of coordinates. To describe these one is naturally led to distinguish between several cases based on whether the coordinates $\eta_{V_{\mathbb{H}^3}}^A$ are real (with respect to antipodal conjugation) sections of the bundle $\pi^*O(2)$ or not. In the following two subsections we will discuss the two extremal situations when either none of the $v^A$ is real, or all of the $v^A$ are real. Intermediate cases when only some of the $v^A$ are real can be treated through a hybrid approach.

6.0.2. Let us begin by considering the case when none of the $v^A$ variables are real. In this case we can choose on the hyperkähler manifold a local system of coordinates formed by $z^A, v^A$ and their complex conjugates, and in what follows we will refer to these as special coordinates anchored at $I_0$. With this choice, the conditions that $\omega_0$ be real read as follows:

\begin{align}
\frac{\partial u_A}{\partial v_B} = \frac{\partial u_B}{\partial v_A}, \quad & \frac{\partial u_A}{\partial z_B} = \frac{\partial u_B}{\partial z_A}, \quad \frac{\partial u_A}{\partial \bar{v}_B} = \frac{\partial u_B}{\partial \bar{v}_A}, \quad \frac{\partial u_A}{\partial \bar{z}_B} = \frac{\partial u_B}{\partial \bar{z}_A}.
\end{align}

(237)

For any differentiable function $f : M \to \mathbb{C}$ let us define the symplectic gradient-like vector field

\begin{align}
X_f = i \rho^{AB}(\frac{\partial f}{\partial v^A} \frac{\partial}{\partial v^B} - \frac{\partial f}{\partial v^B} \frac{\partial}{\partial v^A})
\end{align}

with $\rho^{AB}$ denoting the matrix inverse of the Hermitian bilinear form

\begin{align}
\rho_{AB} = -i \frac{\partial u_A}{\partial v_B} = i \frac{\partial u_B}{\partial v_A}.
\end{align}

(239)

By resorting to the above reality conditions we can show with a little bit of effort that, for any $f$,

\begin{align}
\iota_{X_f} \omega_0 = df - Z_A(f)dz^A - \bar{Z}_A(f)d\bar{z}^A
\end{align}

(240)

\begin{align}
\iota_{X_f} \omega_+ = \bar{Y}_A(f)dz^A
\end{align}

\begin{align}
\iota_{X_f} \omega_- = -Y_A(f)d\bar{z}^A
\end{align}

where, by definition,

\begin{align}
Y_A = \frac{\partial}{\partial v^A} - i \frac{\partial \bar{u}_B}{\partial v^A} \rho^{BC} \frac{\partial}{\partial v^C},
\end{align}

(241)

\begin{align}
Z_A = \frac{\partial}{\partial z^A} - i \frac{\partial \bar{u}_B}{\partial z^A} \rho^{BC} \frac{\partial}{\partial v^C}.
\end{align}

form two sets of local complex-valued vector fields on $M$. Note, incidentally, that the first set of fields is of the above symplectic gradient type: $Y_A = X_{-\bar{u}_A}$. Given three different differentiable functions $f_{n-1}, f_n$ and $f_{n+1}$ on $M$ we then have

\begin{align}
\iota_{X_{f_{n-1}}} \omega_+ + \iota_{X_{f_n}} \omega_0 + \iota_{X_{f_{n+1}}} \omega_- = df_n - [Z_A(f_n) - \bar{Y}_A(f_{n-1})]dz^A - [\bar{Z}_A(f_n) + Y_A(f_{n+1})]d\bar{z}^A.
\end{align}

(242)
The vector fields $Y_A$ and $Z_A$ form a local frame for the holomorphic tangent bundle $T^1_{I^0}M$. This follows from the observation that their action on a complete set of coordinates anti-holomorphic with respect to $I^0$ vanishes, namely: $Y_A(\bar{u_B}) = 0$, $Y_A(\bar{z_B}) = 0$ and $Z_A(\bar{u_B}) = 0$, $Z_A(\bar{z_B}) = 0$. To construct the dual coframe in $T^*_{I^0}M$ we introduce the 1-forms

$$ h_A = du_A - Z_B(u_A)dz^B $$

$$ = i\rho^{CD}\left[\frac{\partial u_A}{\partial v^D}\left(\frac{\partial \bar{u}_C}{\partial z^B}dz^B + \frac{\partial \bar{u}_C}{\partial v^B}dv^B\right) + \frac{\partial \bar{u}_A}{\partial v^D}\left(\frac{\partial u_C}{\partial z^B}dz^B + \frac{\partial u_C}{\partial v^B}dv^B\right)\right]. $$

From the definitions of the vector fields and the vanishing properties it is straightforward to see that the coframe dual to the frame spanned by $Y_A$ and $Z_A$ is given by the 1-forms $h^A \equiv i\phi^{AB}h_B$ and $dz^A$, where by definition $\phi^{AB}$ is the matrix inverse of

$$ (244) \quad \phi_{AB} = iY_B(u_A) = \rho^{CD}\left(\frac{\partial \bar{u}_B}{\partial v^C} - \frac{\partial u_B}{\partial v^D}\right). $$

Notice, furthermore, that the 2-forms (236) can be expressed in this coframe as follows:

$$ (245) \quad \omega_+ = h_A \wedge dz^A + Z_B(u_A)dz^B \wedge dz^A $$

$$ \omega_0 = \left(-\frac{\partial u_A}{\partial z^B} + i\rho^{CD}\frac{\partial \bar{u}_C}{\partial z^A}\frac{\partial u_D}{\partial z^B}\right)dz^A \wedge dz^B - i\phi^{BA}h_A \wedge h_B $$

This representation is particularly convenient for approaching the remaining issue of quaternionicity. Thus, imposing the quaternionicity conditions as formulated above yields on one hand a set of constraints on the first derivatives of the $u_A$-functions, namely

$$ (246) \quad Z_B(u_A) = Z_A(u_B) $$

(note that these are trivially satisfied for $\dim M = 1$) and on the other fixes

$$ (247) \quad \frac{\partial w_A}{\partial \bar{z}^B} = i\rho^{CD}\frac{\partial \bar{u}_C}{\partial z^A}\frac{\partial u_D}{\partial \bar{z}^B} + i\phi_{AB} = i\rho^{CD}\left(\frac{\partial \bar{u}_C}{\partial z^A}\frac{\partial u_D}{\partial \bar{z}^B} + \frac{\partial \bar{u}_C}{\partial \bar{z}^D}\frac{\partial u_D}{\partial \bar{z}^B} - \frac{\partial \bar{u}_C}{\partial \bar{z}^B}\frac{\partial u_D}{\partial z^A}\right) $$

to give us eventually the following manifestly quaternionic expressions for the hyperkähler symplectic forms:

$$ (248) \quad \omega_+ = h_A \wedge dz^A $$

$$ \omega_0 = -i(\phi_{AB}dz^A \wedge dz^B + \phi^{BA}h_A \wedge h_B). $$

Corresponding to these we have the hyperkähler metric

$$ (249) \quad g = \phi_{AB}dz^A dz^B + \phi^{BA}h_A h_B. $$

6.0.3. Let us turn to the case when all the $v^A$ variables are real. To indicate this we will use in what follows the special notation $v^A = \psi^A$. In this case it is natural to take the twistor space $\eta^A$-coordinates to be sections of the $\pi^*\mathcal{O}(2)$ bundle over $\mathcal{Z}$ real with respect to antipodal conjugation, in which case we have simply

$$ (250) \quad \eta^A_{MN} = \zeta^A + \psi^A \zeta - \bar{\zeta}^A \zeta^2. $$

As $v^A$ and $\bar{v}^A$ now coincide, the previously chosen set of variables is no longer sufficient to coordinatize the hyperkähler manifold. Nevertheless, there is a natural way to supplement this set with the requisite number of variables. The crucial observation is that, when this assumption holds, neither the reality nor the quaternionicity conditions constrain the real parts of the $u_A$ coefficients, which means that we are essentially allowed to cast these in
the role of independent variables. In practice it will actually be convenient to retain some freedom of choice by allowing for an ambiguity in the definition, and so we introduce the closely related variables \( \hat{\psi}_A = \text{Re} u_A - \varrho_A \), where \( \varrho_A \) represent a set of arbitrary real-valued functions, independent of \( \hat{\psi}_A \), which we can in principle fix or constrain at a subsequent stage in accordance with more specific needs. The hyperkähler manifold will then be properly coordinatized by \( z^A, \bar{z}^A, \psi^A \) and \( \hat{\psi}_A \), and these are going to be what we are going to call special coordinates anchored at \( I_0 \) in this case.

The requirement that \( \omega_0 \) be real imposes now a different set of constraints:

\[
\begin{align*}
\frac{\partial (u_A - \bar{u}_A)}{\partial \psi^B} &= \frac{\partial (u_B - \bar{u}_B)}{\partial \psi^A} \\
\frac{\partial (u_A - \bar{u}_A)}{\partial \bar{z}^B} &= 0 \\
\frac{\partial (u_A - \bar{u}_A)}{\partial z^B} &= \frac{\partial w_B}{\partial \psi^A} \\
\frac{\partial w_A}{\partial z^B} &= \frac{\partial w_B}{\partial \psi^A} = 0 \\
\frac{\partial w_A}{\partial \bar{z}^B} &= -\frac{\partial w_B}{\partial \psi^A}.
\end{align*}
\]

(251)

To any differentiable function \( f : M \to \mathbb{C} \) let us associate the symplectic gradient-like vector field

\[
X_f = \frac{\partial f}{\partial \psi^A} \frac{\partial}{\partial \psi^A} - \frac{\partial f}{\partial \bar{\psi}^A} \frac{\partial}{\partial \bar{\psi}^A}.
\]

(252)

Then, provided that we choose the ambiguous shift terms \( \varrho_A \) such that

\[
\frac{\partial \varrho_A}{\partial \psi^B} = \frac{\partial \varrho_B}{\partial \psi^A} = \frac{\partial \varrho_A}{\partial \bar{\psi}^B} = 0,
\]

(253)

meaning that two of the above reality conditions can be replaced with

\[
\frac{\partial u_A}{\partial \psi^B} = \frac{\partial u_B}{\partial \psi^A} = \frac{\partial u_A}{\partial \bar{\psi}^B} = \delta^b_A,
\]

(254)

we can show that this vector field satisfies a set of properties formally identical to the properties (240) and (242) in the previous case, with the vector fields \( Y_A \) and \( Z_A \) given now by the expressions

\[
Y_A = \frac{\partial}{\partial \psi^A} - \frac{\partial \bar{u}_B}{\partial \psi^A} \frac{\partial}{\partial \bar{\psi}^B} \\
Z_A = \frac{\partial}{\partial z^A} - \frac{\partial \bar{u}_B}{\partial z^A} \frac{\partial}{\partial \bar{\psi}^B}.
\]

(255)

By the same token as before these vector fields form a local frame for the holomorphic tangent bundle \( T^{1,0}_{I_0} M \). The corresponding dual coframe for \( T^{*1,0}_{I_0} M \) is constructed following the same principle, starting from

\[
h_A = du_A - Z_B(u_A)dz^B
\]

(256)

\[
= d\psi_A + \frac{\partial \bar{u}_A}{\partial z^B} dz^B + \frac{\partial u_A}{\partial \bar{z}^B} d\bar{z}^B + \frac{\partial u_A}{\partial \psi^B} d\psi^B
\]

\[
= \frac{\partial u_A}{\partial \psi_C} \left( \frac{\partial \bar{u}_C}{\partial z^B} dz^B + \frac{\partial u_C}{\partial \bar{z}^B} d\bar{z}^B \right) + \frac{\partial \bar{u}_A}{\partial \psi_C} \left( \frac{\partial u_C}{\partial z^B} dz^B + \frac{\partial \bar{u}_C}{\partial \bar{z}^B} d\bar{z}^B \right)
\]

and with

\[
\phi_{AB} = iY_B(u_A) = i \frac{\partial (u_A - \bar{u}_A)}{\partial \psi^B}.
\]

(257)
real and symmetric. The 2-forms (236) assume in this coframe the form

$$\omega_+ = h_A \wedge dz^A + Z_B (u_A) dz^B \wedge d\bar{z}^A$$

(258)

$$\omega_0 = -\frac{\partial w_A}{\partial \bar{z}^B} d\bar{z}^A \wedge d\bar{z}^B - i\phi^{BA} h_A \wedge \bar{h}_B.$$ 

The quaternionicity conditions impose then on one hand the same constraint (246), and on the other the constraint

$$\frac{\partial w_A}{\partial \bar{z}^B} = i\phi_{AB},$$

(259)

which, in this context, translate to the conditions

$$\frac{\partial (u_A - \bar{u}_A)}{\partial z^B} = \frac{\partial (u_B - \bar{u}_B)}{\partial z^A}, \quad \frac{\partial w_A}{\partial z^B} = -\frac{\partial (u_A - \bar{u}_A)}{\partial \psi^B},$$

(260)

to eventually yield formulas formally identical to the ones in equations (248) and (249) for the hyperkähler metric and symplectic forms.

In this case, these formulas represent an equivalent rephrasing of a more familiar set of formulas. To see this, introduce real components by

$$z^A = \frac{1}{2}(x^A_1 + ix^A_2), \quad \psi^A = x^A_3$$

and assemble them into \(\mathbb{R}^3\)-vectors \(\vec{r}^A = x^A_1 \hat{i} + x^A_2 \hat{j} + x^A_3 \hat{k}\). If we define, moreover, the real-valued fields

$$\Phi_{AB} = \frac{1}{2}\phi_{AB} = i\frac{\partial (u_A - \bar{u}_A)}{\partial \psi^B},$$

(261)

$$A_A = \frac{\partial u_A}{\partial z^B} d\bar{z}^B + \frac{\partial u_A}{\partial \bar{z}^B} dz^B + \frac{1}{2} \frac{\partial (u_A - \bar{u}_A)}{\partial \psi^B} d\psi^B$$

by construction independent of the \(\tilde{\psi}_A\) coordinates, then we have \(h_A = d\tilde{\psi}_A + A_A - i\Phi_{AB} d\psi^B\), and then a straightforward exercise shows that the above formulas for the hyperkähler symplectic 2-forms and metric may be recast in terms of these fields in the extended Gibbons-Hawking form [10,36]

$$\vec{\omega} = -\frac{1}{2}\Phi_{AB} d\vec{r}^A \wedge d\vec{r}^B - d\vec{r}^A \wedge (d\vec{\psi}_A + A_A),$$

(262)

$$g = \frac{1}{2}\Phi_{AB} d\vec{r}^A \cdot d\vec{r}^B + \frac{1}{2}\Phi_{AB} (d\vec{\psi}_A + A_A)(d\vec{\psi}_B + A_B)$$

where we similarly assemble the real components of the 2-forms \(\omega_+\), \(\omega_0\), \(\omega_-\) into an \(\mathbb{R}^3\)-vector \(\vec{\omega}\). The wedge product between an \(\mathbb{R}^3\)-vector-valued 1-forms is defined consistently with the rules of the cross product. In addition, the extended Bogomolny equations

$$dA_C = \star^B d\Phi_{CB} \quad \text{and} \quad \vec{\partial}_A \Phi_{CB} = \vec{\partial}_B \Phi_{CA},$$

(263)

hold, insuring the closure of the 2-forms. The Euclidean gradient vector fields \(\vec{\partial}_A\) form a coordinate frame on \(\mathbb{R}^m \otimes \mathbb{R}^3\) (where \(m = \dim \mathbb{H} M\)), and the action of the linear star operators on the dual coordinate frame is given by \(\star^A d\vec{r}^B = \frac{1}{2} d\vec{r}^A \wedge d\vec{r}^B\). Thus, the case when all of the \(\nu^A\) variables are real describes the local geometry of toric hyperkähler manifolds, that is, of hyperkähler manifolds possessing a continuous abelian tri-Hamiltonian symmetry of rank equal to their quaternionic dimension.
6.0.4. Before we proceed to the next step in the argument we open a parenthesis to make an observation which, while not immediately necessary for our current discussion, will become relevant later on.

Let us begin with the first case we have considered above, when none of the $v^A$ are real. Remark that in this case the reality requirement for $\omega_0$ may be equivalently restated as the condition that the 1-form $\alpha = u_A dv^A - \bar{u}_A d\bar{v}^A + w_A dz^A - \bar{w}_A d\bar{z}^A$ be closed. By the local Poincaré lemma it follows that locally there exists a real-valued function $L$ of class $C^2$ depending on the variables $z^A, \bar{z}^A, v^A, \bar{v}^A$ such that

$$u_A = iL_{v^A}$$
$$w_A = iL_{z^A}$$

where the indices of $L$ represent derivatives. Substituting back into the formulas (236) gives us for the hyperkähler symplectic forms the expressions

$$\omega_+ = idL_{v^A} \wedge dz^A$$
$$\omega_0 = \frac{i}{2}(dL_{v^A} \wedge dv^A - dL_{\bar{v}^A} \wedge d\bar{v}^A + dL_{z^A} \wedge dz^A - dL_{\bar{z}^A} \wedge d\bar{z}^A).$$

with $\omega_0$ now manifestly real (note that in order to arrive at this real expression one must add following the substitution a trivially vanishing term $-i/2d^2L$). The quaternionicity conditions (246) and (247) impose further a set of highly non-linear differential constraints on $L$. Clearly, any function $L$ satisfying these constraints determines a hyperkähler metric and, conversely, any hyperkähler metric with no tri-Hamiltonian isometries can be retrieved locally from a function of this type. In the special coordinate system given by $z^A, \bar{z}^A, v^A, \bar{v}^A$ the function $L$ is a natural choice for the role of local potential, rather similarly to the way Kähler potentials are for holomorphic coordinate systems. The two descriptions are in fact related by a Legendre transform. More precisely, the (flipped-sign) Legendre transform of $L$ with respect to the $v^A$ and $\bar{v}^A$ variables, that is,

$$\kappa_0(z, u, \bar{z}, \bar{u}) = L(z, v, \bar{z}, \bar{v}) + i(u_A v^A - \bar{u}_A \bar{v}^A),$$

with the first equation (264) and its complex conjugate playing the role of Legendre conditions, gives a local Kähler potential for the hyperkähler metric on $M$ in the coordinates $z^A, u_A$ holomorphic with respect to $I_0$.

Remark. For the class of generalized Legendre transform metrics we have mentioned at the end of section 3—for which all of the Darboux coordinates $\eta^A$ can be viewed as components of sections of bundles $\pi^*O(2j_A)$ over $Z$ for some positive integers $j_A \geq 2$—Lindström and Roček showed in [29] that the function $L$ can be obtained through extremization from another function of more variables, but in terms of which the differential constraints can be expressed linearly.

In the other case, when all of the $v^A$ variables are real, denoting again $v^A = \psi^A$ one can similarly see that the condition that $\omega_0$ be real is equivalent to the condition that the 1-form $\alpha = (u_A - \bar{u}_A) dv^A + w_A dz^A - \bar{w}_A d\bar{z}^A$ be closed. A $C^2$-function $L$ depending on the variables $z^A, \bar{z}^A, \psi^A$ thus exists such that

$$u_A - \bar{u}_A = iL_{\psi^A}$$
$$w_A = iL_{\bar{z}^A}.$$
Recalling our earlier considerations regarding the real part of the $u_A$ variables, we may replace the first equation with
\begin{equation}
(268) \quad u_A = \tilde{\psi}_A + \varrho_A + \frac{i}{2} L_{\psi A}.
\end{equation}
Substituting these expressions for $u_A$ and $w_A$ into the formulas (236) for the hyperkähler symplectic forms we get
\begin{align}
\omega_+ &= d(\tilde{\psi}_A + \varrho_A) \wedge dz^A + \frac{i}{2} dL_{\psi A} \wedge dz^A \\
\omega_0 &= d(\tilde{\psi}_A + \varrho_A) \wedge d\psi^A + \frac{i}{2} dL_{z A} \wedge d\psi^A - \frac{i}{2} dL_{\bar{z} A} \wedge d\bar{z}^A.
\end{align}
where again, to obtain a manifestly real $\omega_0$, we add a trivially vanishing term $-i/2 L^2$. The quaternionicity conditions (260) impose further on $L$, in a drastic simplification with respect to the previous case, the linear differential constraints
\begin{equation}
(270) \quad L_{\psi A z B} = L_{\psi B z A} \quad \text{and} \quad L_{\psi A \bar{z} B} + L_{z A \bar{z} B} = 0.
\end{equation}
If we work instead with $\mathbb{R}^3$-vector-valued coordinates, that is, if we consider $L$ to be a function of the $r^A$ variables rather than of the $z^A$, $\bar{z}^A$, $\psi^A$ ones, these constraints can be equivalently expressed with the usual notation conventions from three-dimensional vector calculus in the form
\begin{equation}
(271) \quad \bar{\partial}_A \cdot \bar{\partial}_B L = 0 \quad \text{and} \quad \bar{\partial}_A \times \bar{\partial}_B L = 0
\end{equation}
which one may view as a natural generalization of the Laplace condition on $\mathbb{R}^3$ to $\mathbb{R}^m \otimes \mathbb{R}^3$.

In terms of the function $L$, the Gibbons-Hawking potential and connection 1-form read
\begin{align}
\Phi_{AB} &= -\frac{1}{2} L_{\psi A \psi B} \\
A_A &= \text{Im}(L_{\psi A} dz^B) + d\varrho_A.
\end{align}

Any solution of the equations (270) or, alternatively, the equations (271) determines a toric hyperkähler metric and, conversely, any toric hyperkähler metric can be locally derived from such a function $L$. Similarly as above one can check that the (flipped-sign) Legendre transform of $L$ with respect to the $\psi^A$ variables,
\begin{equation}
(273) \quad \kappa_0(z, u, \bar{z}, \bar{u}) = L(z, \bar{z}, \psi) + i(u_A - \bar{u}_A) \psi^A,
\end{equation}
for which the Legendre condition coincides with the first equation (267), gives a Kähler potential in the coordinates $z^A$, $u_A$ holomorphic with respect to $I_0$. [22]

6.0.5. From here on we continue the discussion by treating the two cases together, with the implicit understanding that the fields $X_f$ are defined by the equation (238) in the first case respectively (252) in the second, the fields $Y_A$ and $Z_A$ by the equations (241) respectively (255), and so on.

The following lemma collects for easy reference one of the important formulas proven above in each case:

**Lemma 35.** Given any three differentiable functions $f_{n-1}$, $f_n$ and $f_{n+1}$ on $M$ we have
\begin{equation}
(274) \quad lX_{f_{n-1}} \omega_+ + lX_{f_n} \omega_0 + lX_{f_{n+1}} \omega_- =
\frac{df_n}{-Z_A(f_n) - \bar{Y}_A(f_{n-1})} dz^A - \frac{[Z_A(f_n) + Y_A(f_{n+1})]}{dz^A}.
\end{equation}
The hyperkähler symplectic 2-forms and metric take in both cases the form (248) – (249). Knowledge of the symplectic forms determines the complex structures, and so in particular we get

\[ I_+ = i\bar{Z}_A \otimes h^A - i\bar{Y}_A \otimes dz^A \]

(275)

\[ P_{I_0}^{1,0} = Z_A \otimes dz^A + Y_A \otimes h^A. \]

(By definition, \( h^A = i\phi^{AB}h_B \). Recall also that, in either case above, \( Z_A, Y_A \) and their complex conjugates on one hand, and \( dz^A, h^A \) and their complex conjugates on the other give dual local frames for the complexified tangent and cotangent bundles of \( M \), respectively.)

For any two functions \( f_n \) and \( f_{n+1} \) on \( M \) we then have

\[ df_{n+1}P_{I_0}^{1,0} - idf_nI_+ = [Z_A(f_{n+1}) - \bar{Y}_A(f_n)]dz^A + [\bar{Z}_A(f_n) + Y_A(f_{n+1})]h^A. \]

(276)

By the equivalence 1 ⇔ 3 of Proposition 9 it follows that

**Lemma 36.** Two functions \( f_n \) and \( f_{n+1} \) on \( M \) are adjacent hyperpotentials with respect to the complex structure \( I_0 \) if and only if they satisfy the system of first-order linear PDEs

\[ Z_A(f_{n+1}) - \bar{Y}_A(f_n) = 0 \]

\[ \bar{Z}_A(f_n) + Y_A(f_{n+1}) = 0. \]

(277)

Notice that since \( \eta^A_{V,N} \) and \( \tilde{\eta}_{A,VX} \) are locally-defined holomorphic functions on the twistor space we already have at our disposal two chains of hyperpotentials with respect to \( I_0 \) on which we can verify this assertion, namely

\[ \cdots \quad v^A \quad z^A \quad 0 \]

\[ \cdots \quad w_A \quad u_A \quad 0. \]

And indeed, the equations

\[ Z_A(z^B) - \bar{Y}_A(v^B) = 0 \]

\[ \bar{Z}_A(v^B) + Y_A(z^B) = 0 \]

(278)

follow trivially from the definitions of \( Y_A \) and \( Z_A \). On the other hand, the equations

\[ Z_A(u_B) - \bar{Y}_A(w_B) = 0 \]

\[ \bar{Z}_A(w_B) + Y_A(u_B) = 0 \]

(279)

are only satisfied provided that the quaternionicity conditions hold, and in fact one may consider them to be equivalent to these.

Lemmas 35 and 36 have the following important direct consequence:

**Proposition 37.** A sequence of functions \( \{f_n\}_{n \in \mathbb{Z}} \) on \( M \) forms a chain of hyperpotentials with respect to the complex structure \( I_0 \) if and only if

\[ \iota_{X_{f_{n-1}}}\omega_+ + \iota_{X_{f_n}}\omega_0 + \iota_{X_{f_{n+1}}}\omega_- = df_n \]

(280)

for all \( n \in \mathbb{Z} \).

This equation is essentially a Cauchy-Riemann condition for chains of hyperpotentials, in special coordinates.
6.0.6. The stage is now set to merge these considerations with our previous discussion of twisted symmetries, both of trans-tri-Hamiltonian and of trans-rotational type.

**Theorem 38** (The trans-tri-Hamiltonian case). Consider a hyperkähler manifold \( M \) possessing a trans-tri-Hamiltonian symmetry generated by a (non-unique) set of vector fields \( \{X_n\}_{n=-j,-j+1,...,j} \), with moment map functions \( \{\mu_n\}_{n=-j,-j+1,...,j} \) satisfying the generalized moment map equations:

\[
\iota_{X_{n+1}}\omega^- + \iota_{X_{n}}\omega^0 + \iota_{X_{n-1}}\omega^+ = d\mu_n.
\]

Choose as above a Darboux trivialization of the canonical 2-form on the twistor space \( Z \) of \( M \) in such a way that one of the complex canonical coordinates is given by the holomorphic section associated to the generalized moment map, that is, such that for some index \( A_0 \) we have \( \eta_{X_n}^{A_0} = \mu_j + \mu_{j-1}\zeta + \cdots + \mu_{-j}\zeta^{2j} \). Then in the special coordinates on \( M \) associated to this trivialization a representative set of the generators is given explicitly by

\[
X_n = X_{\mu_n}
\]

for all values of \( n \).

**Proof.** By Proposition 21, the moment map functions \( \{\mu_n\}_{n=-j,-j+1,...,j} \) form a bounded chain of hyperpotentials with respect to the complex structure \( I_0 \). The theorem follows then directly from Proposition 37. The only thing we still need to check is whether we have the requisite number of generators. This is ensured by our particular choice of Darboux trivialization. For the singled out index \( A_0 \) we have \( z_{A_0} = \mu_j \) and \( \bar{z}_{A_0} = (-)^j \mu_{-j} \), from which it follows immediately that \( X_{\mu_j} = X_{\mu_{-j}} = 0 \), leaving us as needed with only \( 2j - 1 \) non-vanishing generators.

When \( j = 1 \) we have only one generator, and it is straightforward to check that the formula reduces in this case to

\[
X_0 = \frac{\partial}{\partial \psi_{A_0}}.
\]

This shows once again that trans-tri-Hamiltonian symmetries, as we have defined them, are natural generalizations of the tri-holomorphic isometries of Gibbons and Hawking.

**Theorem 39** (The trans-rotational case). Consider a hyperkähler manifold \( M \) possessing a trans-rotational symmetry generated by a (non-unique) set of vector fields \( \{X_n\}_{n=-j,-j+1,...,j} \) satisfying the reality condition \( X_n = (-)^n X_{-n} \), such that

\[
\iota_{X_{n+1}}\omega^+ + \iota_{X_{n}}\omega^0 + \iota_{X_{n-1}}\omega^- = \begin{cases} 
  d\varphi_n & \text{if } n = 2, \ldots, j \\
  d\varphi_+ - i\theta_+ & \text{if } n = 1 \\
  d\mu & \text{if } n = 0.
\end{cases}
\]

Choose a Darboux trivialization of the canonical 2-form on the twistor space and a corresponding system of special coordinates on \( M \) anchored at \( I_0 \). Let \( \{\varphi_n\}_{n\leq j} \) be a right-bounded chain of hyperpotentials with respect to \( I_0 \) associated to the action, set in a gauge in which \( \varphi_0 = \mu + iu_A v^A \) (such a gauge exists by Lemma 34) moreover, in this case \( \theta_+ = u_A dz^A \).

---

\(^4\)Here as elsewhere we assume implicitly the convention that objects with off-range indices vanish.
Then a representative set of the generators is given explicitly by the formulas

\[
X_n = \begin{cases} 
X_{\varphi_n} & n = 1, \ldots, j \\
X_{\mu} & n = 0
\end{cases}
\]

with the remaining generators determined by an alternating reality condition.

**Proof.** If we take \(X_n = X_{\varphi_n}\) for \(n = 1, \ldots, j\), then the equations (284) with \(n = 2, \ldots, j\) hold automatically by virtue of Proposition 37. Taking further \(X_0\) to be equal to \(X_{\varphi_0}\) fails however to deliver the \(n = 1\) equation, and anyway this choice does not satisfy the required reality condition (\(X_0\) needs to be real). So let us take instead \(X_0 = X_{\mu}\), which is, to begin with, real. By the formula of Lemma 35

\[
(286) \quad \iota_{X_\mu} \omega_+ + \iota_{X_{\varphi_+}} \omega_0 + \iota_{X_{\varphi_{++}}} \omega_- = \\
d\varphi_+ - [Z_A(\varphi_+) - \bar{Y}_A(\mu)] dz^A - [\bar{Z}_A(\varphi_+) + Y_A(\varphi_{++})]d\bar{z}^A.
\]

Recalling that \(u_B\) is in the kernel of \(\bar{Y}_A\), and since \(\varphi_0, \varphi_+, \varphi_{++}\) are adjacent hyperpotentials with respect to \(I_0\), we have

\[
\begin{align*}
Z_A(\varphi_+) - \bar{Y}_A(\mu) &= Z_A(\varphi_+) - \bar{Y}_A(\varphi_0) + iu_B Y_A(n^B) = iu_A \\
\bar{Z}_A(\varphi_+) + Y_A(\varphi_{++}) &= 0
\end{align*}
\]

which gives us in the end

\[
(288) \quad \iota_{X_\mu} \omega_+ + \iota_{X_{\varphi_+}} \omega_0 + \iota_{X_{\varphi_{++}}} \omega_- = d\varphi_+ - iu_A d\bar{z}^A.
\]

This choice for \(X_0\) gives us as wanted the \(n = 0\) component of the system (284), with \(\theta_+ = u_A d\bar{z}^A\), clearly a symplectic 1-form potential for \(\omega_+\) holomorphic with respect to \(I_0\).

Let us verify now whether the \(n = 0\) component holds as well. Similarly as above,

\[
(289) \quad \iota_{X_{\bar{\varphi}_+}} \omega_+ + \iota_{X_\mu} \omega_0 + \iota_{X_{\varphi_+}} \omega_- = \\
d\mu - [Z_A(\mu) + \bar{Y}_A(\varphi_+)] d\bar{z}^A - [\bar{Z}_A(\mu) + Y_A(\varphi_+)] dz^A
\]

and since both \(u_B\) and \(v^B\) are in the kernel of \(\bar{Z}_A\) and \(\varphi_0\) and \(\varphi_+\) are adjacent hyperpotentials, we have

\[
\bar{Z}_A(\mu) + Y_A(\varphi_+) = \bar{Z}_A(\varphi_0) + Y_A(\varphi_+) = 0
\]

leaving us eventually with

\[
(291) \quad \iota_{X_{\bar{\varphi}_+}} \omega_+ + \iota_{X_\mu} \omega_0 + \iota_{X_{\varphi_+}} \omega_- = d\mu. \quad \Box
\]

This argument makes it clear that the existence on a hyperkähler manifold of a half-bounded chain of hyperpotentials with one of the elements of the form (226) is an almost sufficient condition for the existence of a trans-rotational symmetry structure. More precisely, we have

**Lemma 40.** Let \(M\) be a hyperkähler manifold endowed a system of special coordinates anchored at \(I_0\) derived from a choice of Darboux trivialization for the canonical 2-form on its twistor space. Suppose that on \(M\) there exists a local right-bounded chain of hyperpotentials \(\{\varphi_n\}_{n \leq j}\) with respect to \(I_0\) such that \(\varphi_0 = \mu + iu_A v^A\), with \(\mu\) a real-valued function. Then, if we define \(2j - 1\) vector fields \(X_n\) by the symplectic gradient formulas (285) and the requirement that \(X_n = (-)^n X_{-n}\), these will satisfy the moment map equations (284) with...
\[ \theta_+ = u_A dz^A, \text{ and therefore at least locally the Hamiltonian properties expected from the generators of a trans-rotational symmetry.} \]

For a trans-rotational symmetry to properly exist in this case the vector fields \( X_n \) need of course to be defined and satisfy these properties globally.

6.0.7. Having focused hitherto mostly on symmetry generators and hyperpotentials, we close up this section with an observation regarding hyper \((1,1)\) forms. This exploits the fact that knowledge of the hyperkähler complex structures in a specific frame imposes strict algebraic constraints on the form which a hyper \((1,1)\) form can take in that frame. Thus, Lemma \( \text{[6]} \) in conjunction with the expressions \((275)\) for the hyperkähler complex structures gives us promptly the following Ansatz:

**Lemma 41.** A possibly complex-valued 2-form \( \sigma \) on \( M \) is of hyper \((1,1)\) type if and only if in the coframe of \( T^*_\mathbb{C}M \) given by \( dz^A, h^A \) and their complex conjugates it takes the form

\[
\sigma = i a_{AB} (dz^A \wedge d\bar{z}^B - h^B \wedge \bar{h}^A) + b_{AB} (dz^A \wedge \bar{h}^B + c_{AB} h^A \wedge d\bar{z}^B)
\]

for some arbitrary coefficient matrix \( a_{AB} \) and symmetric coefficient matrices \( b_{AB} \) and \( c_{AB} \).

Note for comparison that in this coframe the hyperkähler symplectic forms take in either case studied the form

\[
\omega_+ = -i \phi_{AB} h^B \wedge dz^A
\]

\[
\omega_0 = -i \phi_{AB} (dz^A \wedge d\bar{z}^B + h^B \wedge \bar{h}^A).
\]

7. Rotational and trans-rotational symmetry: examples

In this section we will discuss several examples of hyperkähler metrics with trans-rotational symmetry and investigate in detail the associated structures. The first few cases are all going to be of toric type. The last example — that of the hyperkähler constructions of Gaiotto, Moore and Neitzke — will not, however, involve any toric symmetries at all.

7.1. Rotation-invariant toric hyperkähler metrics.

Consider a generic hyperkähler manifold \( M \) of toric type. In the Gibbons-Hawking coordinate parametrization of \( M \) one has a natural action of the group \( \mathbb{H}^\times \) of non-zero quaternions on \( \mathbb{R}^m \otimes \mathbb{R}^3 \) generated by

\[
\mathcal{L}_3 = -\vec{r}^A \times \partial_A \quad \text{and} \quad \mathcal{L}_0 = \vec{r}^A \cdot \partial_A.
\]

In general, these vector fields do not induce symmetries of the metric. In particular circumstances, however, such a possibility is not excluded. The narrower question we are interested in here is whether it is possible to lift one of these generators to a genuine rotational symmetry of \( M \), and under what conditions.

Let us focus our inquiry specifically on the generator of collective rotations around the third axis in \( \mathbb{R}^3 \). In special coordinates, this reads

\[
\mathcal{L}_3 = -i \left( z^A \frac{\partial}{\partial z^A} - \bar{z}^A \frac{\partial}{\partial \bar{z}^A} \right).
\]

Inserting the vector field \( \mathcal{L}_3 \) into the expressions \((269)\) for the hyperkähler symplectic forms (in our assumed coordinate trivialization it is rather natural to denote the induced vector field on \( M \) by the same symbol as the one on \( \mathbb{R}^m \otimes \mathbb{R}^3 \)) gives us after a direct calculation
the following formulas:
\[
\iota_{\mathcal{L}_3} \omega_+ = d\varphi_+ - i\theta_+ + \alpha_+ \\
\iota_{\mathcal{L}_3} \omega_0 = d\mu + \alpha_0
\]
(296)

where we denote \( \mu = - \text{Re}(z^A L z^A) \) and
\[
\alpha_+ = \mathcal{L}_3(\varphi_A) dz^A + \frac{i}{2} \partial \varphi_A \mathcal{L}_3(L) dz^A \\
\alpha_0 = \mathcal{L}_3(\varphi_A) d\psi^A + \frac{i}{2} \partial \psi_A \mathcal{L}_3(L) dz^A - \frac{i}{2} \partial_{z^A} \mathcal{L}_3(L) d\bar{z}^A.
\]
(297)

Also, corresponding to the choice \( \theta_+ = u_A dz^A \), suggested by considerations in the previous two sections, we have \( \varphi_+ = i u_A z^A \).

These formulas make it immediately clear that our question may be answered as follows:

**Lemma 42.** If the function \( L \) is such that \( \mathcal{L}_3(L) = 0 \) then the vector field
\[
X_0^\text{rot} = \mathcal{L}_3 - \mathcal{L}_3(\varphi_A) \frac{\partial}{\partial \psi_A}
\]
(298)
generates a rotational symmetry characterized by the Hamiltonian function \( \mu \).

Indeed, when this invariance condition holds the equations (296) become
\[
\iota_{X_0^\text{rot}} \omega_+ = d\varphi_+ - i\theta_+ \\
\iota_{X_0^\text{rot}} \omega_0 = d\mu
\]
and the statement of the lemma is promptly implied.

**Example.** In [22] it was observed that, quite generally, the \( L \)-potentials of toric hyperkähler manifolds can be naturally derived from a holomorphic function (with possible singularities and branch cuts) through contour integration:
\[
L = \frac{1}{2\pi i} \oint_C \frac{d\zeta}{\zeta} H(\eta, \zeta)
\]
(300)

for some contour \( C \) invariant under antipodal conjugation so as to ensure a real result for the integral, and where
\[
\eta^A = \frac{z^A}{\zeta} + \psi^A - \bar{z}^A \zeta
\]
(301)

are the tropical components of the \( O(2) \) sections mentioned at the beginning of §3.0.3.

Indeed, provided that the integral exists and the derivatives commute with the integral, one can easily see that the linear second-order hyperkähler differential constraints (270) are automatically satisfied in this case.

**Remark.** Such contour integral representations for \( L \)-potentials have appeared originally in a physics setting in the guise of Lagrangian density functions as part of an approach to supersymmetric quantum field theories with eight supergenerators which became known as the *projective superspace* approach [15,22,28].
Observe that the tropical components $\eta^A$ satisfy the following first order partial linear differential equation:

$$
\left(-i\zeta \frac{\partial}{\partial \zeta} + \mathcal{L}_3\right)\eta^A = 0.
$$

Let us assume now that the function $H$ does not have an explicit dependence on $\zeta$, that is to say, it depends on $\zeta$ only through the $\eta^A$ variables. By commuting a differential operator with the integral and using the above differential equation we can then write successively

$$
\mathcal{L}_3(L) = \frac{1}{2\pi i} \oint_{C} d\zeta \frac{\partial H(\eta)}{\partial \eta^A} \mathcal{L}_3(\eta^A) = \frac{1}{2\pi} \oint_{C} d\zeta \frac{d}{d\zeta} H(\eta) = \frac{1}{2\pi} H(\eta) \bigg|_{\partial C}.
$$

Thus, the condition of Lemma 32 is satisfied in this case provided that the boundary term vanishes. This is in particular automatic when the integration contour $C$ is closed. This simple criterion gives us a large class of toric rotation-invariant metrics. However, not all toric rotation-invariant metrics are of this type, and we will soon encounter a counterexample (see Lemma 43 later on).

The existence of such an action gives rise, as shown by Haydys in [18] and Hitchin in [21], to a hyperholomorphic line bundle over $M$ and a corresponding holomorphic line bundle over the twistor space of $M$ endowed with a meromorphic connection with poles of order one on the fibers over $\zeta = 0$ and $\infty$ (more rigorously put, it determines a splitting of the Atiyah-like short exact sequence (97) defined in §3.8). Let us describe now these structures in the case at hand using the theory we have developed.

For the arctic meromorphic potential $\varphi_{V_N}(\zeta)$ the above expression for $\varphi_+$ suggests we should take

$$
\varphi_{V_N}(\zeta) = i \tilde{\eta}_{A,V_N} \eta_A^V \zeta.
$$

By design this has a pole of order one at $\zeta = 0$, with residue $\varphi_+$. Furthermore, its Laurent coefficient of order zero is $\varphi_0 = i(w_A z^A + u_A \psi^A)$, and so in view of the second formula (267) it is clear that when the invariance condition $\mathcal{L}_3(L) = 0$ holds we have

$$
\varphi_0 = \mu + i u_A \psi^A.
$$

That is to say, this meromorphic potential is in the special gauge of Lemma 34 (recall that in the toric case $v^A = \psi^A$). Meromorphicity implies that the Laurent coefficients of its $\zeta$-expansion form a chain of hyperpotentials with respect to the hyperkähler complex structure labeled by $\zeta = 0$. By Lemma 40 it follows that if we let

$$
X_+ = X_{\varphi_+} \quad X_0 = X_{\mu}
$$

(we already assume the definition (252) for the fields on the r.h.s.) and also $X_- = -\bar{X}_+$, then these vector fields satisfy the moment map equations

$$
\iota_{X_{n-1}\omega_+} + \iota_{X_n\omega_0} + \iota_{X_{n+1}\omega_-} = \begin{cases} 
\frac{d\varphi_+ - i \theta_+}{d\mu} & \text{if } n = 1 \\
0 & \text{if } n = 0.
\end{cases}
$$

As per our usual convention we take the fields with out-of-range indices to vanish.

So we seem to have two different actions characterized by the same moment map functions $\mu$ and $\varphi_+$: on one hand, a rotational action generated by the vector field $X_0^{\text{rot}}$, and on the other, a twisted rotational action generated by the triplet of vector fields $X_+, X_0, X_-$. The apparent discrepancy is resolved if we observe that these two sets of generators belong
to the same equivalence class. That is, letting \( X(\zeta) = X_+\zeta^{-1} + X_0 + X_-\zeta \), one can verify that we have

\[
X(\zeta) = X^0 + I(\zeta)Y_0
\]

with \( Y_0 = z^A Z_A + \bar{z}^A \bar{Z}_A \)

the vector fields \( Z_A \) here being those defined by the second equation (255). Thus, the triple generators provide an equivalent presentation of the same purely rotational action.

Knowledge of the moment map function \( \mu \) allows us to compute, by way of formula (157), the closed hyper (1, 1) forms associated to the action. By making use of the linear invariance condition \( \mathcal{L}_\zeta(L) = 0 \) and of the second-order differential hyperkähler constraints (270) we can check directly that in this case, as expected from generic arguments, \( \sigma_+ = \sigma_- = 0 \). On the other hand, in a similar manner we obtain

\[
\sigma_0 = i(\phi_{AB} + \phi_{AD} \partial_{\psi^B} (\phi^{DC} \mu_{\psi^C}) + \phi_{BD} \partial_{\psi^A} (\phi^{DC} \mu_{\psi^C}))(dz^A \wedge d\bar{z}^B - h^B \wedge \bar{h}^A)
\]

\[
-2i \phi_{BD} \partial_{\psi^A} (\phi^{DC} \mu_{\psi^C}) dz^A \wedge \bar{h}^B + 2i \phi_{BD} \partial_{\bar{\psi}^A} (\phi^{DC} \mu_{\psi^C}) d\bar{z}^A \wedge \bar{h}^B
\]

where the indices of \( \mu \) indicate derivatives and \( \phi_{AB} = -L_{\psi^A \psi^B} \). This is conspicuously of the hyper (1, 1) form (292), with the symmetry of the coefficients of the mixed-type terms following from the first property (270).

7.2. The c-map.

Affine special Kähler manifolds are Kähler manifolds whose geometry is determined by a single holomorphic function (with possible singularities and branch cuts) called prepotential. They first emerged in physics, where they were defined in terms of certain special coordinates [13, 41], and were subsequently given a coordinate-free geometric description in [10]. The interesting thing about them, for us, is that their cotangent bundle carries a toric type, known for reasons to become soon clear as semi-flat Kähler base, which is why one calls the metric \( \psi \) semi-flat. Thus, the corresponding hyperkähler metrics, of toric type, (note that this choice satisfies the constraints (253)) we get \( u_\zeta = \psi \bar{A} = -F_{\bar{A}B} \psi^B \). From this, by way of the second equalities (256) and (257) we obtain the coframe element \( h_\zeta = \bar{h}_\zeta = F_{\bar{A}B} d\psi^B \) and the bilinear form \( \phi_{AB} = 2i \text{Im} F_{AB} \). In terms of these, the formulas (248) and (249) give us then the hyperkähler symplectic forms and metric explicitly (recall that these formulas hold all the same in the toric case). The emerging structure is that of a flat torus fibration over an affine special Kähler base, which is why one calls the metric semi-flat.
The hyperkähler symplectic forms can be equivalently recast in the form

\[
\begin{align*}
\omega_+ &= d\tilde{\psi}_A \wedge dz^A + dF_A \wedge d\psi^A \\
\omega_0 &= dz^A \wedge d\tilde{F}_A + d\tilde{z}^A \wedge dF_A + d\tilde{\psi}_A \wedge d\psi^A
\end{align*}
\]

Semi-flat metrics have double the number of continuous tri-Hamiltonian toric symmetries compared to regular extended Gibbons-Hawking metrics: to the usual invariance at shifts in the coordinates \(\tilde{\psi}_A\) one can now add invariance at shifts in the coordinates \(\psi^A\). The symmetry doubling is due to the exceptional presence of a discrete duality symmetry. The above hyperkähler symplectic forms remain invariant if we replace the prepotential \(F(z)\) and the variables \(z^A\) with the (flipped-sign) Legendre transformed prepotential \(\tilde{F}(\tilde{z}) = F(z) - z^A\tilde{z}_A\) and the conjugate variables \(\tilde{z}^A = F_A\), while at the same time taking \(\psi^A \mapsto \tilde{\psi}_A\) and \(\tilde{\psi}_A \mapsto -\psi^A\).

This dual symmetry structure is more apparent on the twistor space where the formulas (312) take the compact Darboux form

\[
\omega(\zeta) = d\tilde{\eta}_A \wedge d\eta^A
\]

with \(\eta^A\) given by equation (301) and

\[
\tilde{\eta}_A = \frac{F_A}{\zeta} + \tilde{\psi}_A - \tilde{F}_A \zeta.
\]

The twistor space can be in this case covered by as few as two open sets, \(V_N\) and \(V_S\), whose projections on the twistor sphere exclude the polar points \(\zeta = \infty\) and \(\zeta = 0\), respectively. Each comes with a chart of complex canonical coordinates for its corresponding component of the \(O(2)-\)twisted canonical 2-form section. But the canonical coordinates for \(\omega(\zeta)\), which by the observation above are \(\tilde{\eta}_A\) and \(\eta^A\), belong to neither — rather, they live naturally on the tropical region \(V_T = V_N \cap V_S\) whose projection on the twistor sphere does not contain either polar point. If we refine the minimal two-set cover by including in it the intersection \(V_T\), then the transition between, say, \(V_N\) and \(V_T\) is given by the appropriately twisted symplectomorphism

\[
\eta^A = \frac{\eta^A_{V_N}}{\zeta} \quad \tilde{\eta}_A = \tilde{\eta}_A_{V_N} + \frac{F_A(\eta^A_{V_N})}{\zeta}.
\]

Note that this form ensures in particular that the canonical coordinates on \(V_N\), \(\tilde{\eta}_A_{V_N}\) and \(\eta^A_{V_N}\), have no singularities at \(\zeta = 0\). The corresponding formulas for the transition between \(V_S\) and \(V_T\) follow by antipodal conjugation.

Let us show now that in addition to the symmetries we have already counted semi-flat metrics admit as well a twisted rotational symmetry. As in the first example, we will follow a two-pronged approach to this problem. Let \(f(z) = z^A F_A(z) - 2F(z)\) be a function measuring the departure of the prepotential from being a degree-two homogeneous function of its variables, and consider the three vector fields

\[
X^\text{rot}_+ = if_A \frac{\partial}{\partial \tilde{\psi}_A} \quad X^\text{rot}_0 = \mathcal{L}_3 \quad X^\text{rot}_- = if_A \frac{\partial}{\partial \psi^A}
\]
where $f_A$ denotes the derivative of $f(z)$ with respect to $z^A$. One can then check by a direct computation that these satisfy the following moment map equations

$$t_{X^\text{rot}}(\omega_+ + \iota_{X_n^\text{rot}}\omega_0 + \iota_{X_{n+1}^\text{rot}}\omega_-) = \begin{cases} d\varphi^sf_+^+ & \text{if } n = 2 \\
d\varphi^sf_+^i - i\vartheta_+ & \text{if } n = 1 \\
d\mu^sf & \text{if } n = 0 \end{cases} \tag{317}$$

with potentials

$$\varphi^sf_+^+ = i f(z), \quad \varphi^sf_+^i = i (z^A \tilde{\psi}_A - F_A \psi^A) \quad \text{and} \quad \mu^sf = -2 \text{Im}(\bar{z}^A F_A). \tag{318}$$

The second potential is predicated again on choosing $\vartheta_+ = u_A d z^A$. Alternatively, we can arrive at these equations in a somewhat more roundabout — but useful later on — way by resorting to the formulas (2996). In particular, we get

$$\alpha^sf_+^0 = i \psi^A df_A \tag{319}$$

In this approach the last two potentials emerge in the form

$$\varphi^sf_+^0 = i (f_A \psi^A + u_A z^A) \quad \text{and} \quad \mu^sf = -2 \text{Re}(z^A L^sf_A) + \text{Im}(\bar{z}^A f_A) - \frac{1}{2} \text{Im} f_{AB} \psi^A \psi^B \tag{320}$$

which, one can easily verify, is equivalent to the above one.

The latter set of expressions for the $\varphi$-potentials suggest we should pick

$$\varphi^sf_{V_N}(\zeta) = i \frac{f(\eta_{V_N})}{\zeta^2} + i \frac{\bar{\eta}_{A,V_N} \bar{\eta}_N^A}{\zeta} \tag{321}$$

as arctic meromorphic potential associated to this twisted action. This has a pole of order two at $\zeta = 0$, with $\varphi^sf_{+}$ and $\varphi^sf_{++}$ as residues of order one and two, respectively. Moreover, the next term in its $\zeta$-expansion may be shown to be of the form $\varphi^sf_{0} = \mu^sf + i u_A \psi^A$. That is, this meromorphic potential is in the special gauge of Lemma 311 which allows us to apply the powerful Lemma 10. Thus, if we take the vector fields

$$X_{++} = X_{\varphi^sf_{++}} = 0 \quad X_+ = X_{\varphi^sf_+^i} = -i \left(z^A \frac{\partial}{\partial \psi_A} + F_A \frac{\partial}{\partial \bar{\psi}_A} \right) \quad \text{and} \quad X_0 = X_{\mu^sf} = 0 \tag{322}$$

where we assume the definition (252) for the symplectic gradients $X_f$, and also define negative-indexed ones by alternating conjugation, then these satisfy the same moment map equations

$$t_{X_{n-1}}(\omega_+ + \iota_{X_n}\omega_0 + \iota_{X_{n+1}}\omega_-) = \begin{cases} d\varphi^sf_{++} & \text{if } n = 2 \\
d\varphi^sf_+^i - i\vartheta_+ & \text{if } n = 1 \\
d\mu^sf & \text{if } n = 0 \end{cases} \tag{323}$$

with the same potentials as above. The coincidence between the potentials for the two sets of generating vector fields means that they are actually different presentations of one and the same action. Indeed, if we assemble in the usual way the graded components into the twisted vector fields $X^{\text{rot}}(\zeta)$ and $X(\zeta)$, we have

$$X(\zeta) = X^{\text{rot}}(\zeta) + I(\zeta) Y_0 \quad \text{with} \quad Y_0 = z^A Z_A + \bar{z}^A \bar{Z}_A \tag{324}$$

where in this case $Z_A$ is simply $\partial_{z^A}$. 

---
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In fact, as first observed by Gaiotto, Moore, Neitzke and Pioline (see footnote 8 of [11]), an even stronger result holds in this case: all the tropical canonical coordinates satisfy the same first order partial linear differential equation, namely

\begin{equation}
\left(-i\zeta \frac{\partial}{\partial \zeta} + X(\zeta)\right)\eta^A = 0
\end{equation}

Indeed, note that this by itself is a sufficient condition for a twisted action with twisted generators $X(\zeta)$ to exist. Holomorphicity ensures that the equations remain valid if one replaces $X(\zeta)$ with $X^\text{tot}(\zeta)$, as well as with any other vector field from its equivalence class. In particular, one can thus see that the first differential equation is equivalent to the differential equation (302).

Using the formula (157) we can compute explicitly the closed hyper $(1,1)$ forms associated to the twisted action. We obtain

\begin{equation}
\sigma_{sf}^\pm = -d(f_A \bar{h}^A)
\end{equation}

\begin{equation}
= -\phi_{BD} \partial_{z^A} (\phi^{DC} f_C) dz^A \wedge \bar{h}^B - \phi_{AD} \partial_{\bar{z}^B} (\phi^{DC} f_C) h^A \wedge d\bar{z}^B
\end{equation}

where, recall, $h^A = i\phi^{AB} h_B$. These are evidently of the hyper $(1,1)$ form (157), and it is a simple exercise to see that the coefficients of the mixed-type terms of $\sigma_{sf}^\pm$ are symmetric, as required. Note, moreover, that $\sigma_{sf}^\pm$ is an exact form, in agreement with the general prescription of Corollary 28.

By the main results of section 5 the twisted action gives rise to a hyperholomorphic line bundle over the hyperkähler manifold endowed with a hyperhermitian connection with curvature 2-form $\sigma_{sf}^0$. Corresponding to this, on the twistor space $\mathcal{Z}$ one has a holomorphic line bundle endowed with a meromorphic connection with poles of order two on the fibers over $\zeta = 0$ and $\infty$. For the minimal cover of $\mathcal{Z}$ given by $V_N$ and $V_S$ explicit connection 1-forms are provided in this case by Lemma 34:

\begin{equation}
A_{V_N} = \frac{1}{\zeta} \tilde{\eta}_{A,V_N} dz \eta^A_{V_N} + i d\bar{z} \tilde{\varphi}_{V_N}(\zeta) + i \varphi_{V_N}(\zeta) \frac{d\zeta}{\zeta}
\end{equation}

\begin{equation}
A_{V_S} = \zeta \tilde{\eta}_{A,V_S} d\bar{z} \eta^A_{V_S} + i d\bar{z} \tilde{\varphi}_{V_S}(\zeta) - i \varphi_{V_S}(\zeta) \frac{d\bar{z}}{\zeta}
\end{equation}

A corresponding gluing function is

\begin{equation}
\phi_{V_S V_N}(\zeta) = -H_{sf}(\eta, \zeta).
\end{equation}

If we consider the refined cover instead then we must supplement these two connection 1-forms with

\begin{equation}
A_{V_T} = \tilde{\eta}_A d\bar{z} \eta^A
\end{equation}

and the gluing function with

\begin{equation}
\phi_{V_T V_N}(\zeta) = \varphi_{V_N}(\zeta) + i \frac{F(\eta \zeta)}{\zeta^2}
\end{equation}

\begin{equation}
\phi_{V_T V_S}(\zeta) = \varphi_{V_S}(\zeta) + i \zeta^2 \tilde{F}(\eta/\zeta)
\end{equation}
which one can derive based on the twisted symplectic transition rules (315) and their antipodal conjugates.

As we have seen in the preceding example, because generators come in equivalence classes purely rotational actions admit descriptions which at first sight might seem to belong to the realm of twisted actions. It is of interest therefore to ask for what class of prepotentials the twisted action is truly twisted or simply equivalent to a purely rotational action. Concerning this question we have the following result:

**Lemma 43.** We have \( \mathcal{L}_3(L_{sf}) = 0 \) and so a purely rotational action if and only if the prepotential is of the form

\[
F(z) = ic_{AB}z^A z^B \ln(\text{det} z^C z^D) + b_{AB}z^A z^B + c
\]

for any constant \( c \) and symmetric constants \( b_{AB}, c_{AB}, d_{AB} \) such that \( c_{AB} \) is real-valued.

In other words, the rotational-invariant class includes prepotentials homogeneous of degree two and, rather less obviously, prepotentials known in physics as of perturbative or one-loop Seiberg-Witten type. Note that the latter give rise to singular metrics.

**Proof.** Begin by observing that we may write

\[
\mathcal{L}_3(L_{sf}) = -2\text{Re}(\bar{z}^A f_A) + \text{Re} f_{AB} \bar{\psi}^A \psi^B.
\]

Let us remark in a parenthesis that, interestingly, the dependence on the function \( f(z) \) can be understood as a vestige of a differential property of the meromorphic function \( H_{sf}(\eta, \zeta) \). Using the equation (302) one can see that this satisfies the inhomogeneous first order linear differential equation

\[
\left( -i\zeta \frac{\partial}{\partial \zeta} + \mathcal{L}_3 \right) H_{sf} = \frac{f(\eta, \zeta)}{\zeta^2} + \text{a.c.}
\]

Integrating both sides on the closed contour specific to c-maps we have then

\[
\mathcal{L}_3(L_{sf}) = \frac{1}{2\pi i} \oint_C \frac{d\zeta}{\zeta} \mathcal{L}_3(H_{sf}) = \frac{1}{2\pi i} \oint_C \frac{d\zeta}{\zeta} \left( \frac{f(\eta, \zeta)}{\zeta^2} + \text{a.c.} \right)
\]

from which the formula (332) follows immediately by way of Cauchy’s residue theorem.

Returning to our problem, it is clear that the necessary and sufficient condition for \( \mathcal{L}_3(L_{sf}) \) to vanish is that both \( \text{Re}(\bar{z}^A f_A) \) and \( \text{Re} f_{AB} \psi^A \psi^B \) vanish. Exploiting holomorphicity, the second condition implies that there must exist a symmetric real-valued constant matrix \( c_{AB} \) such that \( f_{AB} = 4i c_{AB} \), with the numerical factor chosen for ulterior convenience. Then

\[
f(z) = 2ic_{AB} \bar{z}^A z^B + c_A z^A - 2c
\]

for some complex integration constants \( c_A \) and \( c \). Inserting this expression into the first condition yields the additional constraint \( \text{Re}(c_A \bar{z}^A) = 0 \), which is satisfied if and only if all the constants \( c_A \) vanish. Finally, replacing \( f(z) \) with its definition leads to a first order differential equation for the prepotential \( F(z) \), with the generic solution (331).

We end this section with a remark concerning the symbolic representation of the symplectic invariance which underlies this construction. In order to render symplectic invariance more manifest it is convenient to organize the various quantities we work with into symplectic pairs, for example \( (\bar{z}_A, z^A) \equiv Z_\gamma^\alpha, (\bar{\psi}_A, \psi^A) \equiv \psi_\gamma^\alpha, (\bar{\eta}_A, \eta^A) \equiv \eta_\gamma^\alpha \). Thus, with this
notation, the two formulas (301) and (314) may be concisely condensed into the single formula

$$\eta_{a}^{sf} = \frac{Z_{\gamma a}}{\zeta} + \psi_{\gamma a} - \bar{Z}_{\gamma a}\zeta.$$  

To be able to rewrite some of the formulas above in a manifestly invariant form we need to introduce, moreover, a constant anti-symmetric symplectic metric $\varepsilon_{ab}$ expressed in a corresponding symplectic frame. We then have

$$\omega(\zeta) = \frac{1}{2} \varepsilon_{ab} d\eta_{a}^{sf} \wedge d\eta_{b}^{sf}, \quad \varphi_{+}^{sf} = i \varepsilon_{ab} \psi_{\gamma a} Z_{\gamma b}, \quad \mu^{sf} = i \varepsilon_{ab} Z_{\gamma a} \bar{Z}_{\gamma b}$$

and so on.

7.3. Rotation-invariant deformations of c-maps.

Toric hyperkähler metrics enjoy a powerful yet highly specific property: they can be linearly superposed to obtain new toric hyperkähler metrics. More precisely, owing to the linearity of the equations (270), given two $L$-potentials corresponding to two toric hyperkähler metrics, any linear combination of them is automatically an $L$-potential for another toric hyperkähler metric. We will now take advantage of this feature to construct rotation-invariant deformations of c-map metrics. Thus, we consider $L$-potentials of the form $L = L_{sf} + L_{ri}$ such that $\mathcal{L}_{A}(L_{ri}) = 0$.

Let us choose for convenience non-vanishing shifts $\varrho_{A} = \varrho_{A}^{sf}$, with the latter defined as above and $\varrho_{A}^{ri} = 0$. We claim that a number of formulas from the c-map case still hold, mutatis mutandis, in this case. Thus, if we consider precisely the same set of vector fields $X^{\text{rot}}_{n}$ defined by the formulas (316), then these satisfy the equivalent of the moment map equations (317), with potentials

$$\varphi_{++} = i f(z)$$

$$\varphi_{+} = i (f_{A} \psi^{A} + u_{A} z^{A})$$

$$\mu = - \text{Re}(z^{A} L_{z A}) + \text{Im}(\bar{z}^{A} f_{A}) - \frac{1}{2} \text{Im} f_{AB} \psi^{A} \psi^{B}.$$  

The form of the second potential is premised as usual on the choice $\theta_{+} = u_{A} dz^{A}$. This can be easily seen if we notice that in the equations (297) linearity implies a split $\alpha_{m} = \alpha_{m}^{sf} + \alpha_{m}^{ri}$. Due to our assumptions we have $\alpha_{m}^{ri} = 0$ and then using the formulas (319) the result follows from essentially the same argument as in the c-map case. Further manipulations give us for the potentials the alternative forms

$$\varphi_{++}^{sf} = \varphi_{++}^{sf}$$

$$\varphi_{+}^{sf} = \varphi_{+}^{sf} - \frac{1}{2} z^{A} L_{\psi A}^{ri}$$

$$\mu^{sf} = \mu^{sf} - \frac{1}{2} (z^{A} L_{z A}^{ri} + \bar{z}^{A} L_{\bar{z} A}^{ri}).$$

For the arctic meromorphic potential the same formula (321) gives in this case too the correct residues of both order two and order one at $\zeta = 0$ and, moreover, a zero-order term conveniently of the form $\varphi_{0} = \mu + i u_{A} \psi^{A}$. We can then apply Lemma 40 by which it follows that the vector fields

$$X_{++} = X_{\varphi_{++}} = 0 \quad X_{+} = X_{\varphi_{+}} \quad X_{0} = X_{\mu}$$
and their alternating conjugates satisfy the present equivalent of the moment map equations \((324)\), with the same set of potentials as above. The equivalence between the two sets of generators reads formally the same as the c-map relation \((324)\).

However, there are also some differences with respect to the c-map case. Based on either formula for the moment map function \(\mu\), using the relation \((157)\) we obtain now for the closed hyper \((1, 1)\) forms associated to the twisted action the more complicated expressions

\[
\sigma_+ = -d(f_A \bar{h}^A) = \phi_{B\bar{D}} \partial_{\psi^A} (\phi^{B\bar{D}} f_C) (dz^A \wedge d\bar{z}^B - h^B \wedge \bar{h}^A) - \phi_{B\bar{D}} \partial_{z^A} (\phi^{B\bar{D}} f_C) h^A \wedge d\bar{z}^B
\]

and

\[
\sigma_0 = i(\phi_{AB} + \phi_{AD} \partial_{\psi^B} (\phi^{B\bar{D}} \mu_{\psi^C}) + \phi_{B\bar{D}} \partial_{\psi^A} (\phi^{B\bar{D}} \mu_{\psi^C}))(dz^A \wedge d\bar{z}^B - h^B \wedge \bar{h}^A) - 2i \phi_{B\bar{D}} \partial_{z^A} (\phi^{B\bar{D}} \mu_{\psi^C}) dz^A \wedge \bar{h}^B + 2i \phi_{B\bar{D}} \partial_{\bar{z}^A} (\phi^{B\bar{D}} \mu_{\psi^C}) d\bar{z}^A \wedge h^B
\]

with \(\phi_{AB} = -L_{\psi^A \psi^B} = \phi^{\bar{A}B} + \phi^{\bar{B}A}\). These are as expected of the form \((292)\). In this case we could not rely in our calculations on linearity in a straightforward way. Nevertheless, notice that the result coincides with both the formula \((309)\) from the rotation-invariant case and the formulas \((325)\) from the semi-flat case in the limit when \(L^B\) respectively \(L^{\bar{B}}\) goes to zero. The above expressions can be recast in a more invariant form by noticing that \(f_C = -iZ_C(\varphi_{++}) = -iY_C(\varphi_{+})\) (see Lemma \((36)\), and also that the remaining derivatives with respect to \(z^A\), \(\bar{z}^A\) and \(\psi^A\) can be replaced by \(Z_A\), \(\bar{Z}_A\) and \(Y_A\) or \(\bar{Y}_A\) respectively (for the relevant definitions refer to \((5.6.3)\).

### 7.4. The Ooguri-Vafa metric.

We will now discuss the Ooguri-Vafa metric as an example of this construction \([11, 35]\). This is a non-compact four-dimensional toric hyperkähler metric characterized by the following \(L\)-potential:

\[
L = \frac{1}{2\pi i} \oint C d\zeta \left( i \frac{F(q \eta \zeta)}{\zeta^2} + \text{a.c.} \right) - \frac{1}{2\pi} \int_{\ell_+} d\zeta \text{Li}_2(e^{i\eta}) - \frac{1}{2\pi} \int_{\ell_-} d\zeta \text{Li}_2(e^{-i\eta}).
\]

In this formula \(q\) is a positive integer,

\[
\eta = \frac{z}{\zeta} + \psi - \bar{z} \zeta
\]

is the tropical component of the only \(O(2)\) section of type \((301)\) one has in quaternionic dimension one, the prepotential is of the form

\[
F(z) = \frac{i}{8\pi} z^2 (\ln z^2 - 3)
\]

belonging to the special rotation-invariant class \((331)\), the integration contour \(C\) is the standard c-map one, and \(\ell_+, \ell_-\) are two oppositely-oriented rays emerging from the origin of the complex \(\zeta\)-plane defined by

\[
\ell_{\pm} = \{ \zeta \in \mathbb{C}^\times \mid \frac{q z}{\zeta} = \pm i \}.
\]

As the monodromy of the dilogarithm can affect \(L\) by terms at most linear in \(\psi\) and so does not affect the metric we may assume that the dilogarithm function is represented by its principal branch. The non-semi-flat part of \(L\) consisting of the last two integrals will be denoted here by \(L^{\text{inst}}\) rather than \(L^{\text{sf}}\), since in the original physics context one can interpret
it as being due to mutually local BPS instanton corrections to the semi-flat metric. Its rotation invariance follows immediately by the criterion laid out in the Example in §7.1.

The semi-flat part of \( L \) has been evaluated explicitly in the general case in §7.2. To evaluate the instanton part we substitute into the two integrals \( \zeta = -isz/|z| \) and \( \zeta = isz/|z| \) respectively, with \( s \in (0, \infty) \), and then use the standard power series expansion of the dilogarithm to obtain

\[
L^{\text{inst}} = -\frac{2}{\pi} \sum_{k=1}^{\infty} \frac{1}{k^2} K_0(2k|qz|) \cos(kq\psi)
\]

with \( K_0 \) a modified Bessel function of second kind. Putting together the two parts we get from the first formula (272) the Gibbons-Hawking potential

\[
\Phi = \frac{q^2}{4\pi} \left[ \ln |qz|^2 - 4 \sum_{k=1}^{\infty} K_0(2k|qz|) \cos(kq\psi) \right].
\]

This can be Poisson-resummed to yield the alternative and rather more revealing expression

\[
\Phi = -\frac{q^2}{2} \sum_{n=-\infty}^{\infty} \left( \frac{1}{\sqrt{(q\psi + 2\pi n)^2 + 4|qz|^2}} - c_{|n|} \right)
\]

where the \( c_n \) represent a sequence of constants given by \( c_n = 1/(2\pi n) \) for \( n \neq 0 \). Thus, the potential is a harmonic function with \( q \) singularities in \( \mathbb{R}^2 \times S^1 \).

The mutually local BPS instanton corrections break the continuous dual toric symmetry of the semi-flat metric down to a discrete \( \mathbb{Z} \)-action but improve in the process its singular behavior. The singularity at \( z = 0 \) in the semi-flat metric is replaced by conical singularities of \( A_{q-1} \) type at each point with \( z = 0 \) and \( \psi = -2\pi n/q \) in the instanton-corrected metric. In the simplest case with \( q = 1 \) the singularity is in fact completely smoothed out.

What is not broken by the instanton corrections is the toric symmetry itself and, more importantly for us, a rotational symmetry. The fact that the original and the corrected metrics both have a rotational symmetry is evident at the level of their \( L \)-potentials: \( L^{\text{sf}} \) is invariant by Lemma 43 and \( L^{\text{inst}} \) by the argument put forth above. The rotational invariance of the Ooguri-Vafa metric is also apparent at the level of the Gibbons-Hawking potential, with either formula above manifestly invariant at \( z \mapsto e^{i\gamma}z \) for any angle \( \gamma \in [0,2\pi) \).

In §7.1 we saw that rotational symmetries admit rather unusual but nevertheless perfectly equivalent descriptions in terms of twisted generators with multiple components. In this case just such a generator is the one with components \( X_+, X_0 \) and \( X_- = -\bar{X}_+ \) defined by the symplectic gradient formulas (339) in terms of the potentials \( \varphi_+ \) and \( \mu \).

Remark. One can check as an exercise that our symplectic gradient formulas for these vector fields reproduce, up to convention-harmonizing redefinitions, the corresponding formulas in [11], more precisely the three component fields in the equation (4.70), defined piecewise by the formulas (4.63) through (4.65) and (4.68).

Using the expressions (338) in conjunction with the integral definition of \( L^{ri} = L^{\text{inst}} \) gives us immediately the following contour integral representations for the two potentials:

\[
\varphi_+ = \varphi_+^{\text{sf}} + \frac{qz}{4\pi i} \int_{\ell_+} \frac{dc}{c} \ln(1 - e^{i\eta}) - \frac{qz}{4\pi i} \int_{\ell_-} \frac{dc}{c} \ln(1 - e^{-i\eta})
\]
\[ (350) \quad \mu = \mu_\text{sf} + \frac{q}{4\pi i} \int_{\ell_+} \frac{d\zeta}{\zeta} \left( \frac{z}{\zeta} - \frac{\bar{z}}{\bar{\zeta}} \right) \ln(1 - e^{i\eta}) - \frac{q}{4\pi i} \int_{\ell_-} \frac{d\zeta}{\zeta} \left( \frac{z}{\zeta} - \frac{\bar{z}}{\bar{\zeta}} \right) \ln(1 - e^{-i\eta}). \]

The integrals can be evaluated by methods similar to the ones employed for the evaluation of \( L \). For the second one for instance we get in this way, up to a possible constant shift,

\[ (351) \quad \mu = \frac{1}{2} \sum_{n=-\infty}^{\infty} \left( \sqrt{(q\psi + 2\pi n)^2 + 4|qz|^2} - 2|qz|^2 c_{|n|} - c_{|n|}^* \right). \]

In [11], the twistor canonical coordinate conjugate to \( \eta \) was shown to be given in terms of the latter by the contour integral formula

\[ (352) \quad \tilde{\eta}(\zeta) = \tilde{\eta}_\text{sf}(\zeta) - \frac{q}{4\pi} \int_{\ell_+} \frac{d\zeta'}{\zeta'} \frac{\zeta}{\zeta'} \ln(1 - e^{i\eta(\zeta')}) + \frac{q}{4\pi} \int_{\ell_-} \frac{d\zeta'}{\zeta'} \frac{\zeta}{\zeta'} \ln(1 - e^{-i\eta(\zeta')}). \]

Note first that the choice of integration contours and kernel ensures that the result obeys the usual reality condition required of such a coordinate, namely \( \overline{\tilde{\eta}(\zeta')} = \tilde{\eta}(\zeta) \). Moreover, while the \( \eta \) coordinate is analytic with poles of order one at \( \zeta = 0 \) and \( \infty \), the crucial feature of the \( \tilde{\eta} \) coordinate as given by this formula is that it is analytic in \( \zeta \) only away from the contours \( \ell_+ \) and \( \ell_- \).

The formula is best understood as providing a solution to a certain Riemann-Hilbert problem on the twistor sphere. To formulate this problem, consider an open covering of the twistor space consisting of the following elements:

- two open sets \( V_N \) and \( V_S \) whose every non-vanishing intersection with a horizontal twistor line projects down to an arctic respectively antarctic cap on the twistor sphere.
- two open sets \( V_E \) and \( V_W \) whose every non-vanishing intersection with a horizontal twistor line projects down to the two hemispheres on the twistor sphere delimited by \( \ell_+ \) and \( \ell_- \).

![Figure 4. The twistor sphere for the Ooguri-Vafa metric.](image)

The form of the \( \eta \)-coordinate on each set and its transition properties between different sets are in this case completely determined by the requirement that they are local components of a global \( \mathcal{O}(2) \) section over the twistor space. For the \( \tilde{\eta} \)-coordinates, on the other hand, \(^5\)

\(^5\)To get a more concrete sense of why and how such integrals arise naturally in twisted symplectic gluing problems on twistor spaces, see e.g. [3].
the constraints take rather the form, as we have said, of a Riemann-Hilbert problem. Thus, we look for local functions \( \tilde{\eta}_V \) associated to each one of the sets \( V \) above and analytic in \( \zeta \) on them with the following properties:

1. For each \( V_T \in \{ V_E, V_W \} \) the transition between \( V_N \) and \( V_T \) respectively \( V_S \) and \( V_T \) is given by the twisted symplectomorphisms

\[
\eta_{V_T} = \frac{\eta_{V_N}}{\zeta} \quad \text{and} \quad \tilde{\eta}_{V_T} = \tilde{\eta}_{V_N} + F'(\eta_{V_N}) \frac{\zeta}{\zeta} \quad \text{and} \quad \eta_{V_T} = \zeta \eta_S \quad \text{and} \quad \tilde{\eta}_{V_T} = \tilde{\eta}_S - \zeta F'(-\eta_S)
\]

Note that \( \eta_{V_T} \) and \( \tilde{\eta}_{V_T} \) correspond simply to \( \eta \) and \( \tilde{\eta} \), respectively, in our previous notation. This condition is known as the “asymptotic condition” because it regulates the behavior at \( \zeta = 0 \) and \( \infty \).

2. Over the rays \( \ell_+ \) and \( \ell_- \) one has a discontinuity jump given by the pure (because tropical) symplectomorphisms

\[
e^{i\tilde{\eta}_{\ell_+}^+} = e^{i\tilde{\eta}_{\ell_-}^-} \left[ 1 - (e^{i\eta})^+q \right]^q
\]

where \( \tilde{\eta}_{\ell_+}^+ \) and \( \tilde{\eta}_{\ell_-}^- \) denote the limits of \( \tilde{\eta} \) when \( \zeta \) approaches the ray \( \ell \) from the clockwise respectively counterclockwise direction.

The link between this Riemann-Hilbert problem and the integral representation \( (352) \) is provided by the Sokhotski-Plemelj theorem.

The tropical canonical coordinates \( \eta \) and \( \tilde{\eta} \) continue to satisfy in this case differential equations of the type \( (325) \). Let us sketch briefly the outline of a proof. First, remark that it suffices to show that both coordinates belong to the kernel of the operator

\[
- i\zeta \frac{\partial}{\partial \zeta} + X^{\text{rot}}(\zeta)
\]

with the components of \( X^{\text{rot}}(\zeta) \) defined in accordance with the considerations of the previous subsection by the quaternionic dimension one version of the c-map formulas \( (316) \). Holomorphicity allows us then as before to replace the vector field \( X^{\text{rot}}(\zeta) \) by any vector field \( X(\zeta) \) from its equivalence class. The equation for \( \eta \) follows from the fact that its moduli do not depend on the \( \tilde{\psi} \) variable. Both \( X_+^{\text{rot}} \) and \( X_-^{\text{rot}} \) then drop out and this reduces to

\[
\left( - i\zeta \frac{\partial}{\partial \zeta} + \Sigma_3 \right) \eta = 0.
\]

To obtain the equation for \( \tilde{\eta} \) we act with the operator \( (355) \) on the formula \( (352) \). The semi-flat term is clearly annihilated by the corresponding result from the pure c-map case. Inside the two integrals the operators \( X_+^{\text{rot}} \) and \( X_-^{\text{rot}} \) can be again dropped out as the only object on which they can possibly act is \( \eta(\zeta') \). On another hand, when acting on the kernel \( \zeta^{\zeta+\zeta} \), the operator \( \zeta \frac{\partial}{\partial \zeta} \) can be exchanged for \( -\zeta' \frac{\partial}{\partial \zeta'} \), and then an integration by parts can be performed to move this on to the right. After some further manipulations under the integrals the result follows by an obvious application of the differential equation for \( \eta(\zeta') \) in the form \( (356) \).

The presence of a rotational symmetry entails with it the existence of a hyperholomorphic line bundle over the Ooguri-Vafa space, and of a corresponding holomorphic line bundle over its twistor space endowed with a meromorphic connection. The connection 1-forms
and transition functions can be described explicitly. However, since the Ooguri-Vafa metric is a particular case of the class of metrics we examine in the next subsection, we prefer to subsume their description to the corresponding discussion in that more general context.

7.5. The Gaiotto-Moore-Neitzke hyperkähler constructions.

7.5.1. One of the key observations made in [11] was that the two symplectomorphisms are particular examples of what are known as Kontsevich-Soibelman transformations. We will now define what these are and then briefly describe the general features of certain extremely powerful identities that they satisfy — the classical Kontsevich-Soibelman wall-crossing formulas [25, 26].

Consider a lattice $\Gamma$ of even rank equipped with a non-degenerate symplectic pairing $\langle \cdot, \cdot \rangle : \Gamma \times \Gamma \to \mathbb{Z}$ and let $\{\gamma^a\}_{a=1,\ldots,\text{rk}(\Gamma)}$ be a choice of basis for it. To this basis we associate a set of algebraically independent indeterminates $\{X_{\gamma^a}\}_{a=1,\ldots,\text{rk}(\Gamma)}$ which we multiply according to the commutative and associative rule

$$X_{\gamma}X_{\gamma'} = (-)^{\langle \gamma, \gamma' \rangle}X_{\gamma+\gamma'}.$$  

This is a twist on the usual group algebra for an algebraic torus. Note in particular that corresponding to the zero element of the lattice we have the multiplicative unit, which we denote by 1. For each $\gamma = \sum_a q_a \gamma^a \in \Gamma$ let $\sigma_\gamma$ be the sign uniquely defined by the equality

$$X_\gamma = \sigma_\gamma \prod_a (X_{\gamma^a})^{q_a}.$$  

Remark that this satisfies the property $\sigma_\gamma \sigma_{\gamma'} = (-)^{\langle \gamma, \gamma' \rangle} \sigma_{\gamma+\gamma'}$.

Then for each $\gamma' \in \Gamma$ the corresponding Kontsevich-Soibelman transformation defined by

$$T_{\gamma'} : X_\gamma \mapsto X_\gamma (1 - X_{\gamma'})^{\langle \gamma', \gamma \rangle}$$

preserves the product structure as well as the symplectic form

$$\frac{1}{2} \varepsilon_{ab} d\ln X_{\gamma^a} \wedge d\ln X_{\gamma^b}$$

where $\varepsilon_{ab}$ is the inverse of $\varepsilon^{ab} = \langle \gamma^a, \gamma^b \rangle$. Rather than check directly the second part of the statement one derives more benefits if one checks instead that under the action of $T_{\gamma'}$ we have

$$\frac{1}{2} \varepsilon_{ab} \ln X_{\gamma^a} d\ln X_{\gamma^b} \mapsto \frac{1}{2} \varepsilon_{ab} \ln X_{\gamma^a} d\ln X_{\gamma^b} - dL_{\sigma_{\gamma'}}(X_{\gamma'})$$

where

$$L_{\sigma}(z) = \text{Li}_2(z) + \frac{1}{2} \ln(\sigma^{-1}z) \ln(1 - z)$$

is the Alexandrov-Persson-Pioline variant of the Rogers dilogarithm [2].

As we have mentioned above, the Kontsevich-Soibelman transformations satisfy a remarkable set of identities known as wall-crossing formulas. The concrete-minded reader is urged at this point to consult for example the references [25] and [11] for a number of illuminating examples in rank 2 and keep them in mind throughout the coming discussion. To describe wall-crossing formulas we need to introduce some additional data. First, we need a group homomorphism $Z : \Gamma \to \mathbb{C}$ known as central charge or stability function. Thus, corresponding to the above frame of $\Gamma$ we have a set of complex numbers $Z_{\gamma^a}$ such that

$$Z : \gamma = \sum_a q_a \gamma^a \mapsto Z_\gamma = \sum_a q_a Z_{\gamma^a}.$$
Given a stability function $Z$, for every non-vanishing $\gamma \in \Gamma$ let

$$ (364) \quad \ell_\gamma = \{ \zeta \in \mathbb{C}^\times \mid \frac{Z_\gamma}{\zeta} = i\mathbb{R}_+ \} $$

be a corresponding ray emerging from the origin of the complex plane and going off to infinity. Obviously, every non-vanishing element of $\Gamma$ lying on the half-line starting at the zero element of $\Gamma$ and passing through $\gamma$ determines the same ray.

Wall-crossing formulas involve ordered products of the type

$$ (365) \quad T_\Lambda = \prod_{\gamma \in Z^{-1}(\Lambda)} T^{\Omega(\gamma,Z)}_\gamma $$

with respect to the composition law, where:

- the ordering of the factors corresponds to the clockwise ordering of the rays $\ell_\gamma$.
- $\Lambda$ is a strict half-plane in $\mathbb{C}$, that is $\Lambda = \{ z \in \mathbb{C}^\times \mid \text{Arg}(z) \in (\alpha - \pi, \alpha) \}$ for some angle $\alpha \in [0, \pi]$.
- $\Omega(\cdot, Z)$ is a non-negative integer-valued function on $Z^{-1}(\Lambda) \subset \Gamma$ depending on $Z$ in a piecewise constant way.
- $Z$ is assumed
  - to be “away from walls of marginal stability”:
    For every $\gamma \in Z^{-1}(\Lambda)$ such that $\Omega(\gamma,Z) \neq 0$, if $\gamma' \in Z^{-1}(\ell_\gamma)$ with $\Omega(\gamma',Z) \neq 0$ then $\gamma'$ must lie on the half-line starting at the zero element of $\Gamma$ and passing through $\gamma$.
  - to satisfy the following “support property”:
    There exists $K > 0$ such that if we pick a positive-definite norm on $\Gamma$ we have $|Z_\gamma| > K\|\gamma\|$ for all $\gamma \in Z^{-1}(\Lambda)$ with $\Omega(\gamma,Z) \neq 0$. This property does not depend on the choice of norm.

For each ray $\ell \subset \Lambda$ let

$$ (366) \quad T_\ell = \prod_{\gamma \in Z^{-1}(\ell)} T^{\Omega(\gamma,Z)}_\gamma $$

be the slice of $T_\Lambda$ supported on its inverse image through $Z$. Rays $\ell$ for which at least one of the factors in the product is non-trivial are called BPS rays. Note that if there are more than one non-trivial factors one needs not worry about the product order since by the first assumption about $Z$ above they all commute. The product $T_\Lambda$ can then be thought of as a clockwise-ordered product of BPS ray factors.

So far we have kept the stability function $Z$ fixed, but now let us think what happens when we vary it. The BPS rays start then to rotate in the complex plane. During their rotations it may happen that all or a set of them coalesce and try to cross each other. When the cyclic ordering of the BPS rays changes one says that one has reached a wall of marginal stability. As the name says, the question the wall-crossing formula addresses is what happens when one crosses a wall of marginal stability. And the answer is: the integer powers $\Omega(\gamma,Z)$ in the product conspire to jump at the wall in such a way as to leave the whole product $T_\Lambda$ unchanged! [25]

The wall-crossing formulas which we consider here are intimately linked to certain functional identities satisfied by the classical dilogarithm function and its variants, some of which, like Abel’s pentagon identity, have been known for a long time. To see how these
emerge, let us consider a generic wall-crossing formula, each side of which corresponds to a stability function \( Z \) and \( Z' \), respectively. The products on the two sides contain either a finite number of or countably many factors. If, for simplicity, we choose an ordering from the right to the left for each product, then the wall-crossing formula may be represented in the form

\[
\prod_{r=1,2,...} T_{\gamma_r}^{\Omega(\gamma_r, Z)} = \prod_{s=1,2,...} T_{\gamma'_s}^{\Omega(\gamma'_s, Z')}.
\]

Let us denote the images of a generic element \( X_\gamma \) under successive Kontsevich-Soibelman transformations as follows

\[
X_\gamma \equiv X^{(1)}_\gamma \xrightarrow{T_{\gamma_1}^{\Omega(\gamma_1, Z)}} X^{(2)}_\gamma \xrightarrow{T_{\gamma_2}^{\Omega(\gamma_2, Z)}} X^{(3)}_\gamma \ldots
\]

and similarly for the primed versions starting again with the same \( X_\gamma \), which this time we denote by \( X^{(1)}_\gamma' \). Then in view of the transformation law of the symplectic 1-form potential (361) the wall-crossing formula implies the dilogarithm functional identity [2]

\[
\sum_{r=1,2,...} \Omega(\gamma_r, Z) L_{\sigma_{\gamma_r}}(X^{(r)}_{\gamma_r}) - \sum_{s=1,2,...} \Omega(\gamma'_s, Z') L_{\sigma_{\gamma'_s}}(X^{(s)}_{\gamma'_s}) = \text{const}.
\]

This relation’s invariance under monodromies \( M_{\gamma'} : X_\gamma \mapsto e^{2\pi i(\langle \gamma, \gamma' \rangle} X_\gamma \) requires that the following \( \Gamma \)-valued functional identity also holds:

\[
\sum_{r=1,2,...} \gamma_r \Omega(\gamma_r, Z) \ln(1 - X^{(r)}_{\gamma_r}) = \sum_{s=1,2,...} \gamma'_s \Omega(\gamma'_s, Z') \ln(1 - X^{(s)}_{\gamma'_s}).
\]

Let us mention finally that for each wall-crossing formula corresponding to a strict half-plane \( \Lambda \) one has a mirror wall-crossing formula corresponding to the complement of \( \Lambda \) in \( \mathbb{C} \). As a result, the definition of \( \Omega(\cdot, Z) \) can be extended to the whole of \( \Gamma \) and one has simply \( \Omega(-\gamma, Z) = \Omega(\gamma, Z) \) for all \( \gamma \in \Gamma \). This property is used in particular to implement CPT invariance for the physical theories in [11].

7.5.2. The surprising occurrence of Kontsevich-Soibelman symplectomorphisms in the twistor space description of the Ooguri-Vafa metric led Gaiotto, Moore and Neitzke in [11] to propose a generalization of that construction founded on the Kontsevich-Soibelman wall-crossing formulas (for a review, see [34]). Specifically, they aim to construct complete hyperkähler metrics on the total spaces of certain complex integrable systems. The integrable system data consists of the following items:

- a complex manifold \( B \) (the “Coulomb branch”) containing a divisor \( D \).
- a local system of lattices \( \Gamma \) over \( B' = B \setminus D \) with fiber \( \Gamma_z \) over a generic point \( z \in B' \) an even-rank lattice (the “charge lattice”) endowed with a non-degenerate symplectic integer-valued bilinear pairing \( \langle \cdot, \cdot \rangle \), having non-trivial monodromy around \( D \).
- Let us pick, for explicitness, a generic frame of \( \Gamma_z \) induced by local sections \( \gamma^a \) of \( \Gamma \) and let \( \varepsilon^{ab} = \langle \gamma^a, \gamma^b \rangle \) be the antisymmetric lattice metric in this frame. The frame

\[\text{[Footnote: For BPS rays with multiple non-trivial factors there is of course more than one way to assign an ordering since the factors commute, so in any choice of ordering in such a case there is an inherent arbitrariness. However, this does not significantly affect our conclusions.]}\]
may be moreover chosen to be symplectic. Assuming the symplectic pairing has
determinant 1, a symplectic frame is a frame \( \gamma^a = (\tilde{\gamma}_A, \gamma^A)_{A=1,...,\text{rk}(\Gamma)/2} \) such that
\[
\langle \tilde{\gamma}_A, \tilde{\gamma}_B \rangle = \langle \gamma^A, \gamma^B \rangle = 0 \quad \text{and} \quad \langle \gamma^A, \gamma_B \rangle = \delta_B^A.
\]
Given a section \( s_\gamma \) of \( \Gamma^* \otimes _\mathbb{Z} \mathbb{C} \), we will typically denote its symplectic components
\( s_{\gamma^A} = s^A \) and \( s_{\tilde{\gamma}_A} = \tilde{s}_A \). Given two such sections \( s_\gamma, s'_\gamma \) and letting \( \varepsilon_{ab} \) denote the
symplectic metric on the dual lattice (= the inverse of \( \varepsilon^{ab} \)) we then have with these conventions \( \varepsilon_{ab} s_{\gamma^a} s'_{\gamma^b} = \tilde{s}_A \delta^A_{\tilde{b}} - s^A s'_A \).
- a stability homomorphism \( Z : \Gamma \rightarrow \mathbb{C} \) (the “central charge”) varying holomorphically
  around \( B' \). This is assumed to be locally derivable from a potential, meaning
  that one requires that
\[
\varepsilon_{ab} dZ_{\gamma^a} \wedge dZ_{\gamma^b} = 0.
\]
If we let, in a slight departure from the rule stated above, \( (\tilde{z}_A, z^A) \) be the symplectic
components of \( Z_{\gamma^A} \), then these form a system of local holomorphic functions on \( B' \),
and we demand that the holomorphic cotangent space \( T^*_z B' \) be spanned by the \( dz^A \).
The condition above may be written as \( d\tilde{z}^A \wedge d\tilde{z}_A = 0 \), from which it follows that
locally there exists a holomorphic function \( F(z) \) such that \( \tilde{z}_A = F_A \). Thus, \( B' \) is
assumed to be locally identifiable around a point \( z \) with a complex Lagrangian
submanifold of \( \Gamma^* \otimes _\mathbb{Z} \mathbb{C} \).
- a torus bundle \( M' \) fibered over \( B' \) associated to the local system \( \Gamma \), on the total
  space of which the hyperkähler metric is to be constructed.

From our discussion so far it is clear that from this data one can construct rather naturally
on appropriately considered local patches of \( M' \) certain explicit hyperkähler metrics,
namely, the semi-flat metrics with prepotentials \( F(z) \). These patches can then be glued
together to give a smooth metric on \( M' \). Such a metric, however, has a number of problems:
it is incomplete\footnote{See e.g. the closely-related considerations in \cite{Tian} regarding affine special Kähler manifolds.} and there is no clear way how it can be extended over \( D \). Taking this metric as their starting point, Gaiotto, Moore and Neitzke proposed a class of hyperkähler
constructions which are believed to overcome these problems. Physically, they add instan-
ton corrections to the semi-flat metric to construct metrics on \( M' \) which can in principle
be extended to complete metrics on a space \( M \) obtained from \( M' \) by adding nodal torus
fibers over the points of \( D \). In particular, one expects the metrics near singular locus points
to be modeled after the Ooguri-Vafa metric.

In the Gaiotto-Moore-Neitzke approach the instanton corrections are obtained by solving
the following explicit functional integral equation generalizing the equation (352) from the
Ooguri-Vafa case:
\[
\mathcal{X}_\gamma(\zeta) = \mathcal{X}_{\gamma}^{sf}(\zeta) \exp \left[ \frac{i}{4\pi} \sum_{\gamma', \gamma} \langle \gamma, \gamma' \rangle \Omega(\gamma') \int_{L_{\gamma'}} \frac{d\zeta'}{\zeta'} \frac{\zeta' + \zeta}{\zeta'} \ln(1 - \mathcal{X}_{\gamma'}(\zeta')) \right].
\]
The complex twistor variables \( \mathcal{X}_\gamma(\zeta) \) are assumed to be of the form
\[
\mathcal{X}_\gamma(\zeta) = \sigma_\gamma \exp[i\eta_\gamma(\zeta)] \quad \text{with} \quad \eta_\gamma(\zeta) = \sum_a q_a \eta_{\gamma^a}(\zeta)
\]
for any sections $\gamma = \sum_a q_a \gamma^a$ of the local system $\Gamma$. The presence of the $\sigma_\gamma$ factor in this formula endows the space of $X$-variables with a twisted torus algebra structure:

$$X_\gamma X_{\gamma'} = (-)^{\langle \gamma, \gamma' \rangle} X_{\gamma + \gamma'}.$$  

A corresponding exponential expression holds for the semi-flat piece $X^{sf}_\gamma(\zeta)$, too, with functions $\eta^{sf}_a(\zeta)$ given as in the $c$-map formula (335). Although these may look like tropical components of $O(2)$ sections, the full $\eta_\gamma$ functions are not in general of this type. The residues $Z_{\gamma a}$ of the poles of $\eta_\gamma$ at $\zeta = 0$ define a stability function $Z$. The factors $\Omega(\gamma)$ are to be identified with the powers in the Kontsevich-Soibelman wall-crossing formulas, and as such are implicitly assumed to depend in a piecewise constant way on the stability function. Finally, one requires that $\eta_\gamma$ be real with respect to antipodal conjugation. The CPT property of $\Omega(\gamma)$ together with the choice of integral kernel ensure that this condition is compatible with the functional integral equation.

Remark. In [11] the authors introduce a positive scale $R$ (compactification radius) and devise an iterative procedure to solve the functional integral equation (373) by successive approximations in the large $R$ limit, which shows that at least in this limit a solution exists. In [12] the same authors give an alternative construction of $X_\gamma(\zeta)$ for a class of theories associated to meromorphic Hitchin systems which does not rely on a functional integral equation and is valid for all $R$. The hyperkähler metrics of [12] are expected to fall into the category of complete hyperkähler metrics constructed rigorously by Biquard and Boalch in [7].

So then the claim is that if a solution $X_\gamma$ of the equation (373) exists then

$$\omega(\zeta) = -\frac{1}{2} \varepsilon_{ab} d \ln X_{\gamma^a} \wedge d \ln X_{\gamma^b}$$

represents the tropical component of the $O(2)$-twisted 2-form $\omega$ of a hyperkähler metric having the properties specified above. Note that in terms of the symplectic components $(\tilde{\eta}_A, \eta^A)$ of $\eta_\gamma$ this takes the usual canonical form

$$\omega(\zeta) = d\tilde{\eta}_A \wedge d\eta^A.$$  

Just as in the Ooguri-Vafa case, the functional integral equation is to be regarded as providing a solution to a certain Riemann-Hilbert problem. To formulate this, consider a covering of the twistor space $Z$ consisting of the following elements:

- two open sets $V_N$ and $V_S$ whose every non-vanishing intersection with a horizontal twistor line projects down to an arctic respectively antarctic cap on the twistor sphere;
- for each pair of consecutive BPS rays choose a corresponding set $V_T$ in $Z$ such that its every non-vanishing intersection with a horizontal twistor line projects down on the twistor sphere to the strict sector between the BPS rays, defined as the smaller angle sector excluding the first ray and including the second, when the rays are counted in a counterclockwise order.

Then we seek a set of local functions $\eta_{\gamma, V}$ associated to each set $V$ above and analytic in $\zeta$ on it, obeying the following transition rules:

---

8 The Ooguri-Vafa case, where half of the $\eta_{\gamma^a}$ are sections of $O(2)$, is rather exceptional in this sense.
Figure 5. The twistor sphere for the Gaiotto-Moore-Neitzke hyperkähler construction, with two consecutive BPS rays and their antipodal counterparts depicted as meridians.

1. For each set $V_T$ the transition between $V_N$ and $V_T$ on one hand, and $V_S$ and $V_T$ on the other is given by the twisted symplectomorphisms

$$\eta_{V_T}^A = \frac{\eta_{V_N}^A}{\zeta}$$

$$\tilde{\eta}_{A,V_T} = \tilde{\eta}_{A,V_N} + \frac{F_A(\eta_{V_N})}{\zeta}$$

and

$$\eta_{V_T}^A = \zeta \eta_{V_S}^A$$

$$\tilde{\eta}_{A,V_T} = \tilde{\eta}_{A,V_S} - \zeta \tilde{F}_A(-\eta_{V_S})$$

respectively. Note that in our previous notation the tropical functions $\eta_{V_T}^A$ and $\tilde{\eta}_{A,V_T}$ correspond simply to $\eta^A$ and $\tilde{\eta}_A$.

2. Over each BPS ray $\ell$ (i.e., between the two sets of type $V_T$ whose projections on the twistor sphere border on the two sides of the ray $\ell$) there is a discontinuity jump given by the untwisted (because tropical) symplectomorphism

$$(\mathcal{X}_\gamma)^+_{\ell} = T_\ell (\mathcal{X}_\gamma)^-_{\ell}$$

where $(\mathcal{X}_\gamma)^+_{\ell}$ and $(\mathcal{X}_\gamma)^-_{\ell}$ denote the limits of $\mathcal{X}_\gamma$ when $\zeta$ approaches the ray $\ell$ from the clockwise respectively counterclockwise direction.

Going back now to the functional integral equation, observe that around $\zeta = 0$ it gives the Laurent series expansion

$$\eta_\gamma(\zeta) = \eta_{sf}^\gamma(\zeta) + i \left( \frac{1}{2} \mathcal{I}_{\gamma,0} + \sum_{n=1}^{\infty} \mathcal{I}_{\gamma,-n} \zeta^n \right)$$

where, by definition,

$$\mathcal{I}_{\gamma,n} = \frac{1}{2\pi i} \sum_{\gamma'} \langle \gamma, \gamma' \rangle \Omega(\gamma') \int_{\ell_{\gamma'}} \frac{d\zeta}{\zeta} \zeta^n \ln(1 - \mathcal{X}_{\gamma'}(\zeta)).$$

These quantities satisfy the alternating reality property $\mathcal{I}_{\gamma,n} = (-)^n \mathcal{I}_{\gamma,-n}$. Moreover, due to the functional identity they vary smoothly across walls of marginal stability provided that the factors $\Omega(\gamma)$ jump across them in accordance with the corresponding Kontsevich-Soibelman wall-crossing formula [1]. By way of the first set of formulas, this guarantees the important fact that the coordinates $\eta_{V_N}$ are well-defined and smooth on $V_N$. 
Indeed, as we know, the first Taylor coefficients in their \( \zeta \)-expansions determine the hyperkähler symplectic forms and, through them, the metric. Alternatively and more directly, one can obtain the hyperkähler symplectic forms \( \omega_+ \) and \( \omega_0 \) by inserting the expansion (380) into the formula (377) and collecting the terms of order \(-1\) and 0 in \( \zeta \), respectively. We thus get

\[
\omega_+ = \omega_+^{sf} + \frac{i}{2} d_{\tilde{\mathcal{I}}_{A,0}} \wedge dz^A - \frac{i}{2} dI_0^A \wedge dF_A \\
\omega_0 = \omega_0^{sf} - \frac{1}{4} d\tilde{\mathcal{I}}_{A,0} \wedge dI_0^A \\
+ \frac{i}{2} (d\tilde{\mathcal{I}}_{A,0} \wedge d\psi^A - dI_0^A \wedge d\tilde{\psi}_A) + i(d\tilde{\mathcal{I}}_{A,-} \wedge dz^A - dI_1^A \wedge dF_A)
\]

with the semi-flat terms defined as in the formulas (312). The remaining hyperkähler symplectic form \( \omega_- \) can be obtained from \( \omega_+ \) by (alternating) complex conjugation. The smoothness of the coefficients \( I_0^A \), \( I_1^A \) and their tilded counterparts guarantees then the smoothness of the hyperkähler metric when walls of marginal stability are crossed.

Observe, incidentally, that the above expressions for the hyperkähler forms can be recast in the form (236) if we take

\[
v^A = \psi^A + \frac{i}{2} I_0^A \\
u_A = \tilde{\psi}_A - F_{AB} v^B + \frac{i}{2} \tilde{\mathcal{I}}_{A,0} \\
w_A = \partial_{A}(\tilde{z}^B F_{B} - z^B F_B) - \frac{1}{2} F_{ABC} v^B v^C + i(\tilde{\mathcal{I}}_{A,-} - F_{AB} \mathcal{I}_B^B).
\]

In particular, it is clear from this that we are in general in the situation with all variables \( v^A \) complex. But rather than apply right away the results from the corresponding part of section 6 we prefer in this case to choose a different set of special coordinates, one better adapted to the particularities of this problem, and then follow a similar route as there.

So, first, let us remark that the condition that the above expression for \( \omega_0 \) be real can be equivalently phrased as the closure of the 1-form

\[
\tilde{\mathcal{I}}_{A,0} dv^A - \mathcal{I}_0^A d\tilde{\psi}_A + 2 \text{Re}(\tilde{\mathcal{I}}_{A,-} dz^A - \mathcal{I}_1^A dF_A).
\]

Therefore, locally there exists a real-valued function \( L_{\text{inst}} \) on \( M \) depending on the variables \( z^A, \tilde{z}^A, \psi^A, \tilde{\psi}_A \) such that

\[
\tilde{\mathcal{I}}_{A,0} = L_{\psi^A}^{\text{inst}} \quad \mathcal{I}_0^A = -L_{\tilde{\psi}_A}^{\text{inst}} \quad \tilde{\mathcal{I}}_{A,-} - F_{AB} \mathcal{I}_B^B = L_{z^A}^{\text{inst}}
\]

where we indicate derivatives with indices in the usual way. A simple exercise allows us to re-express these equations in the form

\[
L_{\psi^A}^{\text{inst}} = -\frac{1}{2\pi i} \sum_{\gamma} \Omega(\gamma) \frac{\partial \psi_{\gamma}}{\partial \psi^A} \int_{\mathcal{T}_\gamma} \frac{d\zeta}{\zeta^2} \ln(1 - \mathcal{X}_\gamma(\zeta)) \\
L_{z^A}^{\text{inst}} = -\frac{1}{2\pi i} \sum_{\gamma} \Omega(\gamma) \frac{\partial Z_{\gamma}}{\partial z^A} \int_{\mathcal{T}_\gamma} \frac{d\zeta}{\zeta} \ln(1 - \mathcal{X}_\gamma(\zeta)) \\
L_{\text{inst}}^{\text{inst}} = \frac{1}{2\pi i} \sum_{\gamma} \Omega(\gamma) \frac{\partial \tilde{Z}_{\gamma}}{\partial \tilde{z}^A} \int_{\mathcal{T}_\gamma} d\zeta \ln(1 - \mathcal{X}_\gamma(\zeta)).
\]

\(^9\)The exception to this rule is once again the Ooguri-Vafa case, where \( \mathcal{I}_n^A = 0 \) for all \( n \) and all the variables \( v^A \) are real.
In terms of this new function the preceding formulas for the hyperkähler symplectic forms become

\[
\omega_+ = \omega_+^{sf} + \frac{i}{2} dL_{\psi A}^\text{inst} \wedge d\alpha + \frac{i}{2} dL_{\psi A}^\text{inst} \wedge dF_A
\]

\[
\omega_0 = \omega_0^{sf} + \frac{i}{2} dL_{z^A}^\text{inst} \wedge d\alpha - \frac{i}{2} dL_{\bar{z}^A}^\text{inst} \wedge d\alpha + \frac{1}{4} dL_{\psi A}^\text{inst} \wedge dL_{\psi A}^\text{inst}
\]

with \(\omega_0\) now manifestly real. The quaternionicity condition formulated in section 6 imposes further non-linear differential constraints on \(L^\text{inst}\).

Note in particular that the term in \(\omega_0\) quadratic in the \(d\psi_a\) differentials is of the form

\[
\frac{1}{2} \hat{\varepsilon}_{ab} d\psi_a \wedge d\psi_b,
\]

with

\[
\hat{\varepsilon}_{ab} = \varepsilon_{ab} + \frac{1}{4} L_{\psi A}^\text{inst} \varepsilon_{cd} L_{\psi A}^\text{inst} \psi_c \psi_d.
\]

Let \(\hat{\varepsilon}_{ab}\) be the inverse of \(\hat{\varepsilon}_{ab}\). For any \(C^1\)-function \(f\) on \(M'\) let us define the symplectic gradient vector field

\[
X_f = \hat{\varepsilon}_{ab} \frac{\partial f}{\partial \psi_a} \frac{\partial}{\partial \psi_b}.
\]

Then the following Cauchy-Riemann type result similar to the one we have derived earlier in section 6 (i.e., Proposition 37) holds:

**Proposition 44.** A sequence of functions \(\{f_n\}_{n \in \mathbb{Z}}\) on \(M'\) forms a chain of hyperpotentials with respect to the complex structure \(I_0\) if and only if

\[
\iota_{X_{f_{n-1}}} \omega_+ + \iota_{X_{f_n}} \omega_0 + \iota_{X_{f_{n+1}}} \omega_- = df_n
\]

for all \(n \in \mathbb{Z}\).

Let us recall now a key argument from [11] which shows that the first order partial linear differential equation for the tropical twistor canonical coordinates \(\eta_\gamma\) encountered in the previous examples is a rather generic phenomenon. Consider the \(\zeta\)-dependent vector field defined, in local coordinates, by

\[
X(\zeta) = i \zeta \frac{\partial \eta_\gamma}{\partial \zeta} (J^{-1})_a^b \frac{\partial}{\partial \psi_a} \quad \text{with} \quad J^b_a = \frac{\partial \eta_{\gamma b}}{\partial \psi_{\gamma a}}
\]

representing the Jacobian matrix of the partial mapping \(\psi_{\gamma a} \mapsto \eta_{\gamma a}\). The discontinuities of the \(\eta_{\gamma a}\) functions along the BPS rays cancel out in \(X(\zeta)\) but their poles do not, and so as a result \(X(\zeta)\) is genuinely analytic in \(\zeta\) except at \(\zeta = 0\) and \(\infty\), where it has a pole of order one. Thus, this is of the form

\[
X(\zeta) = \frac{X_+}{\zeta} + X_0 + \zeta X_-
\]

with components \(X_m\) vector fields on \(M'\) acting in the directions spanned by \(\frac{\partial}{\partial \psi_{\gamma a}}\) and satisfying the alternating reality condition \(\hat{X}_m = (-)^m X_{-m}\) (this follows from the reality properties of the functions \(\eta_{\gamma a}\) with respect to antipodal conjugation). At the same time, from the definition of \(X(\zeta)\) it is clear that we have

\[
(-i \zeta \frac{\partial}{\partial \zeta} + X(\zeta)) \eta_{\gamma a} = 0
\]

for all \(a = 1, \ldots \text{rk}(\Gamma)\).
Very importantly for us, this differential property is enough to guarantee the existence of a twisted rotational action. To see this, let us rewrite for a moment the Laurent expansion (380) for $\eta_\gamma$ around $\zeta = 0$ in the following generic form

$$\eta_\gamma = \sum_{n=-\infty}^{\infty} \eta_{\gamma,-n}\zeta^n.$$  

Remark, on one hand, that the differential equation (393) is equivalent to the set of relations

$$X_+(\eta_{\gamma,a,n-1}) + X_0(\eta_{\gamma,a,n}) + X_-(\eta_{\gamma,a,n+1}) = -i n \eta_{\gamma,a,n}$$

for all applicable $n \in \mathbb{Z}$. On the other hand, inserting the Laurent expansion into the formula (376) for $\omega(\zeta)$ yields for the hyperkähler symplectic forms the expressions

$$\omega_m = \frac{1}{2} \varepsilon_{ab} \sum_k d\eta_{\gamma,a,k} \wedge d\eta_{\gamma,b,m-k}.$$  

This formula is in fact valid for all $m \in \mathbb{Z}$, in which case we have of course $\omega_m = 0$ for all $m$ except $m = -1, 0, 1$. By using these two relations one can then prove explicitly that the equation (170) with $j = 2$ holds, which shows that we do have indeed in this case a twisted rotational action.

In a similar way we obtain in particular that

$$\iota_{X_+} \omega_+ + \iota_{X_0} \omega_0 + \iota_{X_-} \omega_- = d\mu_N$$

with the function

$$\mu_N = -\frac{i}{2} \varepsilon_{ab} \sum_{m=-1}^1 m \eta_{\gamma,a,m} \eta_{\gamma,b,-m}.$$  

Reintroducing the specific forms of the Laurent coefficients from equation (380) gives us for this the expression $\mu_N = \mu_{sf} + \varepsilon_{ab} Z_{\gamma,a} L_{\gamma,b}$. Note that while the left-hand side of equation (397) is manifestly real — due to the (alternating) reality properties of its component fields, the function $\mu_N$ on the right-hand side is not. This can only be the case if the imaginary part of $\mu_N$ is constant. Another way to argue this, if we forget for instance the reality property of the system of vector fields $X_m$, is by repeating the argument but for the Laurent expansion around $\zeta = \infty$. On the right-hand side of equation (397) one now gets a function $\mu_S$ which, in view of the reality property of $\eta_\gamma$, turns out to be the complex conjugate of $\mu_N$. In either case, using also the integral representation (381), we get the consistency condition

$$\text{Im} \mu_N = -\frac{1}{4\pi} \sum_\gamma \Omega(\gamma) \int_{\ell_\gamma} \frac{d\zeta}{\zeta} \left( \frac{Z_{\gamma}}{\zeta} + \bar{Z}_{\gamma} \zeta \right) \ln(1 - X_\gamma(\zeta)) = C$$

for some real, at least locally defined and possibly vanishing constant $C$. This condition can be thought of as the twisted case equivalent of the invariance constraint of Lemma 42, where only a simple rotating action was present. Letting then $\mu = \text{Re} \mu_N$ we have the moment map equation

$$\iota_{X_+} \omega_+ + \iota_{X_0} \omega_0 + \iota_{X_-} \omega_- = d\mu$$

with the integral representation for the real-valued moment map function

$$\mu = \mu_{sf} + \frac{1}{4\pi i} \sum_\gamma \Omega(\gamma) \int_{\ell_\gamma} \frac{d\zeta}{\zeta} \left( \frac{Z_{\gamma}}{\zeta} - \bar{Z}_{\gamma} \zeta \right) \ln(1 - X_\gamma(\zeta)).$$
This is an obvious generalization of the Ooguri-Vafa metric formula \((350)\).

**Remark.** This function, which appears here in the guise of a moment map of a twisted rotational action, is the main object of interest in [1] where it was put forward as a candidate for a Witten-type index of a certain class of supersymmetric quantum field theories. The instrumental property there was instead the one expressed by the \(m = 1\) component of equation \((157)\).

By the general results of section 5, the presence of \(\mathcal{O}(2)\)-twisted rotational actions on the Gaiotto-Moore-Neitzke hyperkähler spaces implies the existence of hyperholomorphic line bundles over them, and of corresponding holomorphic line bundles over their twistor spaces equipped with meromorphic connections with poles of order two on the fibers over \(\zeta = 0\) and \(\infty\). The existence of these bundles was discovered by Neitzke in [33], and our considerations here can be read as a geometric interpretation of his finds.

For the arctic meromorphic potential associated to the twisted rotational action we consider again
\[
\varphi_{V_N}(\zeta) = i f(\eta_{V_N}) + \frac{i \tilde{n}_{\lambda V_N} \eta_{V_N}^\lambda}{\zeta}
\]
where, recall, \(f(z) = z^A F_a(z) - 2 F(z)\). This is as required a meromorphic function defined on \(V_N\) with a pole of order two at \(\zeta = 0\). The crucial test it needs to pass is whether it satisfies the gauge condition of Lemma 34. This follows from the consistency constraint \((399)\). Assuming that the constant \(C\) vanishes (otherwise redefine \(\varphi_{V_N}(\zeta)\) by subtracting from it the imaginary constant term \(iC\); this affects neither its meromorphicity nor its pole structure) we find indeed that its zero-order Laurent coefficient is of the form
\[
\varphi_0 = \mu + i u_A v^A.
\]
Notice, moreover, that the second-order residue is simply
\[
\varphi_{++} = \varphi_{sf}^{++}
\]
and that for the first-order one the formula yields \(\varphi_+ = \varphi_+^{sf} + \frac{1}{2} \bar{\varepsilon}_{ab} Z_{\gamma}^a Z_{\gamma}^b,0\), which can then be represented in the form
\[
\varphi_+ = \varphi_+^{sf} + \frac{1}{4\pi i} \sum_\gamma \Omega(\gamma) Z_{\gamma} \int_{\ell_\gamma} \frac{d\zeta}{\zeta} \ln(1 - X_\gamma(\zeta))
\]
(compare with the formula \((349)\) from the Ooguri-Vafa case). Yet another way in which this can be written is \(\varphi_+ = \varphi_+^{sf} - \frac{1}{2} Z_{\gamma a} L_{\psi_{\gamma a}}^{\text{inst}}\).

So we can apply Lemma 10—only this time we want to do it for the gradient vector field \((389)\). This is possible due to Proposition 44. Thus, if we take
\[
X_{++} = X_{\varphi_{++}} = 0 \quad X_{+} = X_{\varphi_+} \quad X_{0} = X_{\mu}
\]
with negative-indexed counterparts defined in the usual way by requiring alternating conjugation, then these vector fields satisfy the moment map equations
\[
\iota_{X_{n-1}} \omega_+ + \iota_{X_n} \omega_0 + \iota_{X_{n+1}} \omega_- = \begin{cases} 
\frac{d\varphi_{++}}{d\mu} & \text{if } n = 2 \\
\frac{d\varphi_+}{d\mu} - i \theta_+ & \text{if } n = 1 \\
\frac{d}{d\mu} & \text{if } n = 0 
\end{cases}
\]
where as usual we have $\theta_+ = u_A dz^A$. The formulas (406) provide then a concrete representation for the component vector fields of the equation (392).

We are now in a position to write down a set of explicit meromorphic connection 1-forms and holomorphic gluing functions corresponding to the cover of $Z$ constructed above. Lemma 34 gives us for the polar elements of the cover the connection 1-forms

$$A_{VN} = \zeta \tilde{\eta}_{A,VN} d\zeta \eta^A_{VN} + i d\zeta \varphi_{VN}(\zeta) + i \varphi_{VN}(\zeta) \frac{d\zeta}{\zeta}$$

(408)

$$A_{VS} = \zeta \tilde{\eta}_{A,VS} d\zeta \eta^A_{VS} + i d\zeta \varphi_{VS}(\zeta) - i \varphi_{VS}(\zeta) \frac{d\zeta}{\zeta}.$$

From these, we can transition towards the tropical elements using the patching relations (378). We find in this way the connection 1-forms

$$A_{VT} = \tilde{\eta}_{A,VT} d\zeta \eta^A_{VT}$$

(409)

and the gluing functions

$$\phi_{VT,VN}(\zeta) = \varphi_{VN}(\zeta) + i \frac{F(\eta_{VN})}{\zeta^2}$$

$$\phi_{VT,VS}(\zeta) = \varphi_{VS}(\zeta) + i \zeta^2 F(-\eta_{VS}).$$

Finally, the gluing functions between tropical sets whose projections on the twistor sphere are adjacent to the same BPS line can be derived from the jump condition (379) by way of formula (361). Thus, for any BPS line $\ell$ and sets $V^+_{T,\ell}$ and $V^-_{T,\ell}$ whose projections on the twistor sphere are adjacent to it from the clockwise and counterclockwise directions, respectively, we get

$$\phi_{V^+_{T,\ell},V^-_{T,\ell}}(\zeta) = i \sum_{\gamma \in \mathbb{Z}^{-1}(\ell)} \Omega(\gamma) L_{\sigma_\gamma} ((\mathcal{A}_\gamma)^-) + \frac{i}{2} ((\tilde{\eta}_{A})^+_{\ell} (\eta^A)^+_{\ell} - (\tilde{\eta}_{A})^-_{\ell} (\eta^A)^-_{\ell}).$$

(411)

The non-dilogarithmic term on the right stems from the discrepancy between the antisymmetrized symplectic 1-form potential considered in formula (361) versus the canonical one appearing in the expression above for the connection 1-forms $A_{VT}$.
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