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Abstract
A range of first-passage percolation type models are believed to demonstrate the related properties of sublinear variance and superdiffusivity. We show that directed last-passage percolation with Gaussian vertex weights has a sublinear variance property. We also consider other vertex weight distributions.

Corresponding results are obtained for the ground state of the ‘directed polymers in a random environment’ model.
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1 First- and last-passage percolation

Let $G = (V, E)$ be a graph, and let $\omega = (\omega(e) : e \in E)$ be a collection of independent, identically distributed edge weights. The weight of a path from $x$ to $y$ is the sum of the edge weights along the path. The first-passage time $S(x, y)$ is defined to be the weight of the lightest path from $x$ to $y$.

Consider first-passage percolation on the $d$-dimensional hypercubic lattice $\mathbb{Z}^d$ with nearest-neighbor edges. When $d = 1$, the variance of $S(0, n)$ is proportional to $|n|$. In contrast, for $d \geq 2$, the variance of $S(0, x)$ is sublinear as a function of $|x|$ for a wide range of edge weight distributions [2, 3].
Directed last-passage percolation is a variant of first-passage percolation that is defined on directed lattices; for an introduction see [8]. Let $(e_i : i = 1, \ldots, d)$ denote the standard basis for $\mathbb{R}^d$. The set

$$
\vec{E} = \vec{E}(\mathbb{Z}^d) := \{ x \to x + e_i : x \in \mathbb{Z}^d \text{ and } i = 1, \ldots, d \} \quad (1.1)
$$

of directed nearest-neighbor edges turns $\mathbb{Z}^d$ into a directed graph. The coordinate-wise partial order on $\mathbb{Z}^d$ is defined by $x \prec y$ iff $x_i \leq y_i$ for $i = 1, \ldots, d$. A directed path exists from $x$ to $y$ iff $x \preceq y$. Let $\omega = (\omega(v) : v \in \mathbb{Z}^d)$ be independent, identically distributed vertex weights. For $x \preceq y \in \mathbb{Z}^d$, the last-passage time is defined

$$
T(x, y) = \sup_{\gamma} \sum_{v \in \gamma} \omega(v);
$$

the supremum is over directed paths $\gamma$ from $x$ to $y$. By convention, $\gamma$ is identified with the set of vertices along the path, but with the starting point $x$ excluded. On $\mathbb{R}^d$, we will use $| \cdot |$ to denote the $L_1$ norm: all of the directed paths from $x$ to $y$ have length $|x - y|$. Assume now that $\mathbb{E}(|\omega(v)|) < \infty$. By [8, Proposition 2.1], we can define the asymptotic last-passage time in direction $x \in \mathbb{R}^d$, $g(x) = \lim_{N \to \infty} T(0, \lfloor Nx \rfloor) / N \in (-\infty, \infty]$. (1.2)

The resulting function $g$ is homogeneous of degree 1 and concave. If $\int_0^\infty \mathbb{P}(\omega(v) > t)^{1/d} dt$ is finite, then $g$ is finite and continuous [8, Theorems 4.1 and 4.4].

Much of the interest in first- and last-passage percolation is due to the related phenomena of sublinear variance and superdiffusivity. The most complete results are available in the case of directed last-passage percolation on $\mathbb{Z}^2$ with geometric vertex weights [1, 6]. That particular model is well understood due to its relationship with random matrices—the function $g$ is even known exactly. The variance of $T(0, N(e_1 + e_2))$ has order $N^{2/3}$ as $N \to \infty$; this surprising behavior is known as sublinear variance. Let $\gamma$ denote a maximal path from 0 to $N(e_1 + e_2)$. The typical deviations of $\gamma$ from the line $x = y$ are of order $N^{2/3}$; this is known as superdiffusivity.

Other models display remarkably similar behavior, and so are said to belong to the same universality class. Let $P$ denote a Poisson process with rate 1 on the square $[0, N]^2$. Consider sequences of points in $P$ that are increasing with respect to the coordinate-wise partial order, and let $\gamma$ denote such a sequence with maximal length. The variance of the length of $\gamma$ has order $N^{2/3}$, and $\gamma$ is superdiffusive [7].
It is believed that first- and last-passage percolation belong to this universality class for a wide range of weight distributions. However, proving that in general \( \text{var}[S(0,x)] \) has order \(|x|^{2/3} \) seems to be rather difficult. Using Talagrand’s work on concentration [11], Benjamini, Kalai and Schramm showed that for first-passage percolation with Bernoulli-type edge weights, \( \text{var}[S(0,x)] = O(|x|/\log |x|) \) [3]. Using a more sophisticated concentration result, Benaïm and Rossignol extended this result to a range of ‘gamma-like’ edge weight distributions [2].

In this paper we adapt the arguments from [2, 3] to show that directed last-passage percolation with Gaussian vertex weights has a sublinear variance property.

**Theorem 1.3.** Let \( d \geq 2 \) and let \( \omega = (\omega(x) : x \in \mathbb{Z}^d) \) be a collection of independent, standard normal random variables. Let \( u = e_1 + \cdots + e_d \). For directed last-passage percolation on \( \mathbb{Z}^d \),

\[
\text{var}[T(0, Nu)] = O(N/ \log N).
\]

The proof of Theorem 1.3 can be adapted to other vertex weight distributions including the uniform \([0,1]\) and gamma distributions. We discuss this in Section 7.

The main ingredient in our proof is the theory of concentration. In the present context, the concentration result of Benaïm and Rossignol can be written in a particularly simple form. We do this by extending the concept of influence from the discrete to the continuous setting—see Section 3.

It is believed that for many vertex weight distributions, the asymptotic traversal time is strictly concave. However, in general it is an open problem to determine which vertex weight distributions produce strictly concave \( g \). In Section 4, we show that \( g(x)/|x| \) is increasing with the ‘dimensionality’ of \( x \). This excludes one of the ways \( g \) can fail to be strictly concave, and it suffices for the purpose of proving Theorem 1.3—see Section 5.

Directed last-passage percolation is related to another model defined on \( \mathbb{Z}^d \): directed polymers in a random environment [5, 10]. A polymer is a directed path, starting from the origin and with fixed length. The ground state of the directed polymer model corresponds very closely to directed last passage percolation. The random environment is the collection of vertex weights. The weight of a polymer is the sum of the weights along its length, and the objects of interest are polymers of maximal weight.

There are actually two versions of the model. Piza [10] consider the random polymer model on \((\mathbb{Z}^d, \vec{E})\). Most other studies of the directed polymer model have considered a different directed graph. Think of \( \mathbb{Z}^d \) as space-time, with \( d - 1 \) nearest-neighbor space dimensions and one time dimension.
In two dimensions, the two graphs are actually equivalent, up to rotation by 45°. In [4], Chatterjee shows that the ground state of the two-dimensional directed polymer model with Gaussian vertex weights has the sublinear variance property, and asks if the same is true in higher dimensions. In both cases, the answer is yes. See Section 6.

2 Notation

From now on, the coordinate axes of $\mathbb{R}^d$ will be labeled $x_1, x_2, \ldots, x_d$.

Let $\mathbb{P} = \bigotimes_{i \in I} \mathbb{P}_i$ denote a product measure that supports the vertex weights, and possibly some auxiliary random variables. Let $\mathbb{E}$ denote the corresponding expectation operator, and let $\Omega$ denote the state space. For $i \in I$, define operators $\Delta_i$,

$$\forall f \in L^2(\mathbb{P}), \quad \Delta_i f = f - \int f \, d\mathbb{P}_i.$$ 

For a set $S$ and functions $f, g : S \to \mathbb{R}$, we will write

$$f(x) = O(g(x)) \text{ if } \exists c > 0 \text{ such that } f(x) \leq cg(x) \text{ when } g(x) \geq c,$$

and

$$f(x) = \Omega(g(x)) \text{ if } \exists c > 0 \text{ such that } f(x) \geq g(x)/c \text{ when } g(x) \geq c.$$

For example, $a + 1/(1 + b^2) = O(a)$ for $(a, b) \in \mathbb{R}^2$.

3 Influence and concentration

Martin [9, Theorem 5.1] applied concentration techniques to directed last-passage percolation to prove a 'shape' theorem:

Proposition 3.1. If

$$\int_0^\infty \mathbb{P}(|\omega(v)| > t)^{1/d} \, dt < \infty, \quad (3.2)$$

then $\mathbb{E}[T(0, x) - g(x)])/|x| \to 0$ as $|x| \to \infty$, and, with probability 1

$$\sup_{x : |x| \geq N} |T(0, x) - g(x)|)/|x| \to 0 \text{ as } N \to \infty.$$

The theory of concentration is also central to the arguments of [2, 3]. In [3], Talagrand’s concentration inequality for Bernoulli random variables is used to demonstrate the sublinear variance property, and also to show
that first-passage times are concentrated about their average values. The arguments in [3] are remarkably concise. A simplifying feature in the study of concentration for Bernoulli random variables is the concept of influence. When $P$ is a Bernoulli product measure, the influence of coordinate $\omega(i)$ on function $f : \Omega \to \mathbb{R}$ is defined to be

$$I_i(f) = \mathbb{P}(\Delta_i f \neq 0) = \mathbb{P}(f(\omega) \text{ depends on } \omega(i)). \quad (3.3)$$

In [2] a more sophisticated concentration inequality [2, Proposition 2.1] is used to extend the results of [3] to a range of different vertex weight distributions, and also to improve the first-passage-times concentration result.

Concentration plays an even more crucial role in this paper, allowing us to deal with the additional complications arising in a directed space. In order to prove Theorem 1.3, we will strengthen Proposition 3.1 in the Gaussian case, showing that the last-passage times are tightly concentrated about their mean values.

**Lemma 3.4.** Consider Gaussian vertex weights. For $x \in \mathbb{Z}^d$ and $t > 0$,

$$\mathbb{P}\left(|T(0,x) - \mathbb{E}T(0,x)| \geq t \sqrt{|x|}\right) = \exp(-\Omega(t^2)). \quad (3.5)$$

The proof of Lemma 3.4 is given at the end of this section. We will first extend the concept of influence from Bernoulli to Gaussian random variables. This allows the proofs of Theorem 1.3 and Lemma 3.4 to resemble closely the corresponding results in [3].

Let $P$ denote a product measure that support Gaussian vertex weights. Let $H^2_1$ denote the log Sobolev space corresponding to $P$ [2]. Define the influence of $\omega(v)$ on a function $f \in H^2_1$ to be

$$I_v(f) = \mathbb{P}\left(\frac{\partial f}{\partial \omega(v)} \neq 0\right), \quad v \in \mathbb{Z}^d.$$  

With $x \in \mathbb{Z}^d_+$, consider $f(\omega) = T(0,x)$. The influences for $f$ have a geometric interpretation. The vertex weight distribution is continuous, so the path $\gamma$ from 0 to $x$ corresponding with $f$ is unique. If a vertex $v$ lies in $\gamma$, then $\frac{\partial f}{\partial \omega(v)} = 1$, otherwise $\frac{\partial f}{\partial \omega(v)} = 0$. Therefore $I_v(f)$ is the probability that $v \in \gamma$.

**Lemma 3.6.** Let $(\omega_s : s \in S)$ denote auxiliary Bernoulli(1/2) random variables. Let $Z : \Omega \to \mathbb{Z}^d$ denote a random variable that only depends on the auxiliary variables, so that $Z$ is independent of the vertex weights. With $-\infty \leq A < B \leq \infty$, let

$$f(\omega) = T(Z,x + Z) \wedge B \vee A, \quad I_S(f) = \sum_{s \in S} \|\Delta_s f\|_2^2.$$  
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and let \( u = \mathbb{P}(A < T(0, x) < B) \). There is a constant \( c_G \) such that
\[
\text{var}[f] \log \frac{\text{var}[f]}{c_G^2 u|x| \max v I_v(f) + I_S(f)} \leq 2u|x| + 2I_S(f). \tag{3.7}
\]
When \((A, B) = (-\infty, \infty)\), \( f \) is the last-passage time from \( Z \) to \( x + Z \). By translation invariance, \( T(Z, x + Z) \) has the same distribution as \( T(0, x) \); the reason for allowing the starting point to be randomized is to reduce the maximum vertex influence \( \max v I_v(f) \).

To see how inequality (3.7) places an upper bound on \( \text{var}[f] \), note that if \( b > a > 0 \) and \( x > 0 \),
\[
x \log \frac{x}{a} \leq b \implies x \leq \frac{2b}{\log(b/a)}.
\tag{3.8}
\]

**Proof of Lemma 3.6.** Corollary 2.2 [2] states that for \( f \in H_1^2 \),
\[
\text{var}[f] \log \frac{\text{var}[f]}{\sum_{v \in \mathbb{Z}^d} \|\Delta_v f\|_1^2 + \sum_{s \in S} \|\Delta_s f\|_1^2} \leq 2 \sum_{v \in \mathbb{Z}^d} \|\frac{\partial f}{\partial \omega(v)}\|_2^2 + 2 \sum_{s \in S} \|\Delta_s f\|_2^2.
\]

The maximal path \( \gamma \) corresponding to \( T(Z, x + Z) \) is almost surely unique. For a point \( v \in \mathbb{Z}^d \), if \( v \in \gamma \) and \( A < T(Z, x + Z) < B \) then \( \frac{\partial f}{\partial \omega(v)} = 1 \); otherwise \( \frac{\partial f}{\partial \omega(v)} = 0 \); hence
\[
\sum_v \|\frac{\partial f}{\partial \omega(v)}\|_2^2 = \sum_v I_v(f) = u|x| \quad \text{and} \quad \sum_v I_v(f)^2 \leq u|x| \max v I_v(f).
\]

To derive inequality (3.7) from the above, we must show that for some constant \( c_G \),
\[
\forall v \in \mathbb{Z}^d, \quad \|\Delta_v f\|_1 \leq c_G I_v(f). \tag{3.9}
\]

For \( \omega \in \Omega \), let \( \omega^{-\nu} = (\omega(i) : i \in I \setminus \{v\}) \). Conditional on \( \omega^{-\nu} \), there is an interval \((a, b)\) such that \( \frac{\partial f}{\partial \omega(v)} = 1 \) if \( a < \omega(v) < b \), and \( \frac{\partial f}{\partial \omega(v)} = 0 \) if \( \omega(v) < a \) or \( \omega(v) > b \). Suppose that
\[
\omega^{-\nu}-\text{a.s.,} \quad \mathbb{E}_\nu |\Delta_v (\omega(v) \wedge b \vee a)| \leq c_G \mathbb{P}_\nu (a < \omega(v) < b); \tag{3.10}
\]

inequality (3.9) follows by integrating over \( \omega^{-\nu} \). To check inequality (3.10), let \( X = \omega(0) \), so that \( X \) represents a typical vertex weight. We must check that \( c_G < \infty \), where
\[
c_G := \sup_{-\infty \leq a < b \leq \infty} \frac{\mathbb{E}[X \wedge b \vee a - \mathbb{E}(X \wedge b \vee a)]}{\mathbb{P}(a < X < b)}.
\]
By symmetry, we can assume $-b \leq a < b$. It is enough to consider the cases:

(i) $1 < a < b < a + a^{-2}$,
(ii) $1 < a < a + a^{-2} \leq b$,
(iii) $|a| \leq 1$, $b - a < 1$,
(iv) $a \leq 1$, $b - a \geq 1$.

Let $\phi(x) = \exp(-x^2/2)/\sqrt{2\pi}$. In cases (i) and (ii), by the triangle inequality and Jensen inequality,

$$E|h| \leq 2\varphi(a) \leq 2\phi(a)/\phi(a + a^{-2}) \leq 2e^{3/2}.$$

In case (i), $E|X \wedge b \vee a - a| \leq (b-a)P(X > a)$ and $P(X > a) \leq \phi(a)$ so

$$\frac{E|X \wedge b \vee a - E(X \wedge b \vee a)|}{P(a < X < b)} \leq \frac{2(b-a)\phi(a)}{\phi(a)\phi(a + a^{-2})} \leq 2e^{3/2}.$$

In case (ii), $E|X \wedge b \vee a - a| \leq \phi(a)/a^2$ so

$$\frac{E|X \wedge b \vee a - E(X \wedge b \vee a)|}{P(a < X < b)} \leq \frac{2\phi(a)/a^2}{\phi(a + a^{-2})/a^2} \leq 2e^{3/2}.$$

Cases (iii) and (iv) are simpler so we omit the details. \qed

**Proof of Lemma 3.4.** The result is obtained by applying Lemma 3.6 iteratively to the tails of the distribution of $T(0, x)$. Let $h$ denote the inverse cumulative distribution function for $T(0, x)$,

$$P[T(0, x) < h(u)] = u, \quad u \in (0, 1).$$

Apply Lemma 3.6 to $f(\omega) = T(0, x) \wedge B \vee A$ with $A = h(u)$ and $B = h(2u)$. For any $v$, $\frac{\partial f}{\partial \omega(v)} = 1$ implies $A < T(x, y) < B$; hence max $I_v(f) \leq u$. By 3.3,

$$\varv[f] \leq 4u|x|/\log(2c^{-2}u^{-1}).$$

By Chebyshev’s inequality, $h(2u) - h(u) = \sqrt{|x|}/\Omega(\sqrt{\log 1/u})$. By a telescopic sum, $h(2^{-1}) - h(2^{-n}) = \sqrt{|x|}O(\sqrt{n})$. In the same way, $h(1 - 2^{-n}) - h(1 - 2^{-1}) = \sqrt{|x|}O(\sqrt{n})$. Hence

$$P\left(|T(0, x) - h(1/2)| \geq t\sqrt{|x|}\right) = \exp(-\Omega(t^2)).$$

This implies that $|h(1/2) - E(T(0, x)) = O(\sqrt{|x|})$ and 3.5 follows. \qed
4 Concavity of \( g \)

Assume that the vertex weight distribution has a finite mean, so that the asymptotic last-passage time function \( g \), defined in (1.2), is homogeneous of degree 1 and concave. Last-passage percolation is symmetric with respect to permutations of \((e_i : i = 1, \ldots, d)\), so

\[
g(\frac{1}{2}e_1 + \frac{1}{2}e_2) \geq \frac{1}{2}g(e_1) + \frac{1}{2}g(e_2) = g(e_2).
\] (4.1)

If we knew that \( g \) was strictly concave, then it would follow immediately that inequality (4.1) was strict. However, it is an open problem to determine when \( g \) is strictly concave.

**Lemma 4.2.** Inequality (4.1) is strict if the vertex weights are random.

*Proof.* As there are two directed paths from 0 to \( e_1 + e_2 \), but only one directed path from 0 to \( 2e_2 \),

\[
\mathbb{E}[T(0,e_1 + e_2)] > \mathbb{E}[T(0,2e_2)].
\]

Let \( N \in \mathbb{Z}_+ \). One can construct a directed path from 0 to \( 2N(e_1 + e_2) \) by joining \( N \) paths with displacement \( e_1 + e_2 \), so

\[
\mathbb{E}[T(0,N(e_1 + e_2))] \geq N \mathbb{E}[T(0,e_1 + e_2)] > N \mathbb{E}[T(0,2e_2)] = \mathbb{E}[T(0,2Ne_2)].
\]

Divide by \( 2N \) and let \( N \to \infty \). \( \square \)

Again by symmetry, if \( d > 2 \) and \( x_1 = x_2 = 0 \),

\[
g(\frac{1}{2}e_1 + \frac{1}{2}e_2 + x) \geq g(e_2 + x).
\]

Even with random vertex weights, this inequality is not necessarily strict—consider Bernoulli vertex weights with density \( p \) [8]. When \( p \) is sufficiently close to 1, the process is supercritical in the sense of ordinary directed site percolation. In that case, \( g(x) \) reaches a plateau of 1 as a function on the simplex \( \{x \in \mathbb{R}_+^d : |x| = 1\} \).

The behavior in the Bernoulli case seems to be the exception rather than the rule. The Bernoulli distribution is ‘unusual’ in that it places a positive amount of mass on a maximum value. For contrast, consider the geometric distribution, which is unbounded, and the uniform \([0,1]\) distribution, which is bounded but places zero mass at 1.

**Lemma 4.3.** Suppose the vertex weight distribution does not place mass on a maximum value, and that (3.2) is satisfied. There exists \( c > 0 \) such that

\[
g(\frac{1}{2}e_1 + \frac{1}{2}e_2 + x) \geq g(e_2 + x) + c, \quad \forall x \in \{0\}^2 \times [0,1]^{d-2}.
\]
Proof. Let \( x \in \{0\}^2 \times [0, 1]^{d-2} \). With \( N \) a positive integer, let \( p = Ne_2 + \lfloor Nx \rfloor \) and let \( L \) denote the line segment

\[
L = \{ p + \alpha(-e_2 + e_1) : \alpha \in [0, N] \}.
\]

We will use \( \omega \) to construct a second set of vertex weights: \( \phi \). Let \( T_\phi \) denote the last passage times under \( \phi \). In the process of constructing \( \phi \), we will also construct a function \( x : \{0\} \times \mathbb{Z}_+^{d-1} \to \mathbb{Z}_+^d \) such that \( x(p) \) lies on the line \( L \). The construction is designed to allow the comparison of \( T(0, p) \) with \( T_\phi(0, x(p)) \). By Proposition \([4.1]\) and the concavity of \( g \), it is enough to show that for some \( c > 0 \),

\[
\lim_{N \to \infty} \mathbb{P}
\left( T_\phi(0, x(p)) \geq T(0, p) + cN \right) = 1.
\]

We will now be more precise. Let \( v \) represent an element of \( \{0\} \times \mathbb{Z}_+^{d-1} \). The construction will ensure that,

\[
x(\mathbf{v}) \in \{ \mathbf{v} + \alpha(-e_2 + e_1) : \alpha \in [0, v_2] \} \quad \text{and} \quad T_\phi(0, x(\mathbf{v})) \geq T(0, \mathbf{v}). \quad (4.4)
\]

We will construct \( x \) and \( \phi \) inductively. Notice that the last-passage times \( (T(0, \mathbf{v}) : \mathbf{v} \in \mathbb{Z}_+^d) \) satisfy an inductive relationship,

\[
T(0, \mathbf{v}) = \omega(\mathbf{v}) + \max_{j=1,2,\ldots,d} T(0, \mathbf{v} - e_j).
\]

Let \( I_k = \{ \mathbf{v} \in \{0\} \times \mathbb{Z}_+^{d-1} : |\mathbf{v}| = k \} \). To begin the process, let \( x(0) = 0 \) and \( \phi(0) = \omega(0) \). Now assume inductively that for \( \mathbf{v} \in I_{k-1} \), \( x(\mathbf{v}) \) and \( \phi(\mathbf{v}) \) have been defined in accordance with (4.4). We will carry out the inductive step in three stages.

First, consider separately all \( \mathbf{v} \in I_k \). Choose \( j = j_\mathbf{v} \in \{2, 3, \ldots, d\} \) to maximize \( T(0, \mathbf{v} - e_j) \). Let

\[
\tilde{x}(\mathbf{v}) = x(\mathbf{v} - e_j) + e_j, \quad \text{and} \quad \phi(\tilde{x}(\mathbf{v})) = \omega(\mathbf{v}).
\]

Hence \( T_\phi(0, \tilde{x}(\mathbf{v})) \geq T(0, \mathbf{v}) \). Second, for all \( \mathbf{v} \in \mathbb{Z}_+^d \) with \( |\mathbf{v}| = k \), if \( \phi(\mathbf{v}) \) is undefined after the first stage, take \( \phi(\mathbf{v}) \) to be an auxiliary vertex weight random variable, independent of everything else. Third, to finish off the inductive step, consider again all \( \mathbf{v} \in I_k \). If \( j_\mathbf{v} > 2 \), set \( x(\mathbf{v}) = \tilde{x}(\mathbf{v}) \). If \( j_\mathbf{v} = 2 \), \( \phi(\tilde{x}(\mathbf{v}) - e_2 + e_1) \) is one of the auxiliary random variables; set

\[
x(\mathbf{v}) = \begin{cases} 
\tilde{x}(\mathbf{v}) & \text{if } \phi(\tilde{x}(\mathbf{v})) > \phi(\tilde{x}(\mathbf{v}) - e_2 + e_1), \\
\tilde{x}(\mathbf{v}) - e_2 + e_1 & \text{if } \phi(\tilde{x}(\mathbf{v})) < \phi(\tilde{x}(\mathbf{v}) - e_2 + e_1).
\end{cases}
\]
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Now $T_\phi(0, x(v)) \geq T_\phi(0, \hat{x}(v)) \geq T(0, v)$. By induction in $k$, (4.3) holds.

The $\omega$-maximal path from 0 to $p$ contains $N$ steps of the form $v - e_2 \rightarrow v$; let $v_i - e_2 \rightarrow v_i, i = 1, \ldots, N$, denote the $N$ steps. Let

$$A_i = \phi(\hat{x}(v_i)), \quad B_i = \phi(\hat{x}(v_i) - e_2 + e_1).$$

Note that if $\#\{i : B_i \geq A_i + \varepsilon\} \geq \delta N$, then $T_\phi(0, x(p)) \geq T(0, p) + \varepsilon \delta N$. Whilst the $B_i$ are typical vertex weights, independent of $\omega$, the $A_i$ are vertex weights on the $\omega$-maximal path from 0 to $p$.

The number of directed paths from 0 to $p$ is less than $d^{|p|} \leq d^{dN}$. Let $F$ denote the vertex weight cumulative distribution function, and let

$$a = 1/(16d^{2d}), \quad t_a = F^{-1}(1 - a), \quad t_b \in \{t > t_a : F(t) < 1\}.$$

The probability that more than half of the vertex weights associated with steps in the direction $e_2$ along any directed path from 0 to $p$ are greater than $t_a$ is less than $d^{dN}(2^{N\delta N/2}) \leq 2^{-N}$. Taking $0 < \delta < (1/2)(1 - F(t_b))$,

$$\lim_{N \to \infty} P(\#\{i : A_i \leq t_a < t_b \leq B_i\} \geq \delta N) = 1. \quad \square$$

5 Proof of Theorem 1.3

The proof is based on the corresponding result for first-passage percolation with Bernoulli-type edge weights [3]; their proof exploits the fact that first-passage times form a metric space, so $\|S(0, x + e_1) - S(0, x)\|_2$ is bounded as $|x| \to \infty$. The main difficulty in adapting the proof for the directed case is that $T$ is not a metric. We will show that:

**Lemma 5.1.** $\|T(-e_1, Nu) - T(0, Nu)\|_2 = O(N^{1/4} \log N)$.

The proof of Lemma 5.1 uses Lemmas 3.4 and 4.3. Before we give the proof, we will show how it is used to deduce Theorem 1.3

**Proof of Theorem 1.3.** Let $m = \lfloor N^{1/8} \rfloor$, let $S = \{1, \ldots, dm^2\}$, and let $(P, \Omega)$ be defined as in Lemma 3.6. By [3] Lemma 3 there exists a constant $c$, independent of $m$, and a random variable $Z : \Omega \to \{1, \ldots, m\}^d$, such that

(i) $Z$ is independent of $\{\omega(v) : v \in \mathbb{Z}^d\}$,

(ii) if $\omega(s) = \omega'(s)$ for all but one $s \in S$, $|Z(\omega) - Z(\omega')| = 1$, and

(iii) for all $z$, $P(Z(\omega) = z) \leq (c/m)^d$. 
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Let \( f(\omega) = T(Z, Nu + Z) \); by translation invariance, \( \text{var}[f] = \text{var}[T(0, Nu)] \).

The effect of randomizing the start and end points is to spread out the influence of any given vertex weight. Let \( v \in \mathbb{Z}^d \). The range of \( v - Z \) is

\[
\text{range}[v - Z] = v - \{1, \ldots, m\}^d.
\]

If \( \eta \) is a directed path from \( 0 \) to \( Nu \), the intersection of \( \eta \) and \( \text{range}[v - Z] \) has size at most \( md \), and so

\[
\mathbb{P}(v \in \eta + Z) \leq md(c/m)^d = 1/\Omega(m).
\]

Let \( \gamma \) denote the \( \omega \)-maximal path corresponding to \( f \) from \( Z \) to \( Nu + Z \). By the independence of \( Z \) and \( \gamma - Z \),

\[
I_v(f) = \mathbb{P}(v \in \gamma) = \sum_{\eta} \mathbb{P}(\gamma = \eta + Z) \mathbb{P}(v \in \eta + Z) = 1/\Omega(m).
\]

Hence \( \max_v I_v(f) = 1/\Omega(m) \). By Lemma 3.6 as \( |Nu| = O(N) \),

\[
\text{var}[f] \log \frac{\text{var}[f]}{O(N^{7/8}) + I_S(f)} \leq O(N) + 2I_S(f).
\]

(5.2)

For each \( s \in S \), changing the value of \( \omega(s) \) causes \( Z \) to move a unit distance. By translation invariance and the triangle inequality,

\[
2\|\Delta_s f\|_2 = \|T(-e_1, Nu - e_1) - T(0, Nu)\|_2
\leq \|T(-e_1, Nu) - T(0, Nu)\|_2 + \|T(-e_1, Nu - e_1) - T(-e_1, Nu)\|_2.
\]

Hence, by Lemma 5.1, we can bound

\[
I_S(f) = \sum_{s \in S} \|\Delta_s f\|_2^2 = dm^2 O(N^{1/4} \log N)^2 = O(N^{7/8}).
\]

The result follows by (3.8) and (5.2). \( \square \)

It remains to prove Lemma 5.1. Note that if two random variables have Gaussian tails, so does their sum:

**Remark 5.3.** Let \( X_1, X_2 \) denote random variables such that

\[
\mathbb{P}[X_i \geq t] = \exp(-\Omega(t^2)), \quad t \geq 0; \quad i = 1, 2.
\]

Then,

\[
\mathbb{P}[X_1 + X_2 \geq t] = \exp(-\Omega(t^2)), \quad t \geq 0.
\]
Proof of Lemma 5.1. Let \( \gamma \) denote the \( \omega \)-maximal path from \(-e_1\) to \(Nu\). The key to proving this lemma is showing that almost all of the path \( \gamma \) is accessible from \(0\). Let \(a\) denote a point on the hyperplane \(x_1 = 0\):

\[
0 \leq a \leq Ne_2 + \cdots + Ne_d.
\]

Let \( h(x) = T(-e_1, x) - T(0, x) \). If \( a \in \gamma \) then \( h(Nu) \leq h(a) \) and so

\[
\mathbb{P}(h(Nu) \geq 2tN^{1/4}) \leq \sum_a \mathbb{P}(a \in \gamma \text{ and } h(a) \geq 2tN^{1/4}) \leq \sum_{a: |a|^2 < t^{4/3}N} \mathbb{P}(h(a) \geq 2tN^{1/4}) + \sum_{a: |a|^2 \geq t^{4/3}N} \mathbb{P}(a \in \gamma). 
\]

(5.4)

Let \( c \) represent a positive constant and take \( t \geq (c \log N)^{3/4} \).

The random variable \( h(a) \) is the difference of two last-passage times. By Lemma 3.4 and Remark 5.3,

\[
\mathbb{P}(h(a) - \mathbb{E}[h(a)] \geq tN^{1/4}) = \exp(-\Omega(t^2N^{1/2}/|a| + 1)). 
\]

(5.5)

To find an upperbound for \( \mathbb{E}[h(a)] \), note that for some \( a' \) such that \( 0 \leq a' \leq a \),

\[
T(-e_1, a) = T(-e_1, -e_1 + a') + T(a', a) + \omega(a').
\]

For each fixed \( a' \), the expected value of the right-hand side is at most \( \mathbb{E}[T(0, a) + \omega(0)] \). The number of values \( a' \) can take is less than \( N^d \). If \( |a|^2 < t^{4/3}N \) and \( c \) is sufficiently large then Lemma 3.4 yields

\[
\mathbb{E}[h(a)] = O\left(\sqrt{|a| \log(N^d)}\right) \leq tN^{1/4}.
\]

(5.6)

Assuming again that \( c \) is sufficiently large, we claim that

\[
|a|^2 \geq t^{4/3}N \implies \mathbb{P}(a \in \gamma) = \exp(-\Omega(|a|^2/N)). 
\]

(5.7)

We can assume without loss of generality that \( a = a_2e_2 + \cdots + a_d e_d \) with \( a_2 \geq |a|/(d-1) \). Let \( b \) be defined by

\[
b = a + \left[ \frac{a_2}{2} \right] (e_1 - e_2),
\]

see Figure 1. Note that \( 0 \leq a, b \leq Nu \) and \( |a| = |b| \). Let
Figure 1: The reflection $qb$ of the path corresponding to $T(a, Nu)$ when $d = 2$. When $a_2$ is even, $b$ lies exactly on the line $x_1 = x_2$.

\[
D_1 = T(a, Nu) - T(b, Nu), \\
D_2 = T(-e_1, a) - T(-e_1, b).
\]

We have chosen $D_1$ and $D_2$ so that $\mathbb{P}(a \in \gamma) \leq \mathbb{P}(D_1 + D_2 > 0)$. By Remark 5.3 and Lemma 3.4,

\[
\mathbb{P}(D_1 + D_2 \geq \mathbb{E}[D_1 + D_2] + t\sqrt{N}) = \exp(-\Omega(t^2)), \quad t \geq 0.
\]

To check (5.7) it is sufficient to show that $\mathbb{E}[D_1 + D_2] = -\Omega(|a|)$ for $a$ such that $|a| \geq t^{2/3} N^{1/2} \geq cN \log N$. If $c$ is sufficiently large, this follows from the bounds

\[
\mathbb{E}[D_1] = O(\sqrt{N \log N}) \quad \text{and} \quad \mathbb{E}[D_2] = -\Omega(|a|). \quad (5.8)
\]

Note that (5.8) only bounds $\mathbb{E}[D_1]$ above; $\mathbb{E}[D_1]$ may well be negative.

Let $L$ denote the hyperplane $x_2 = x_1 + \lceil a_2/2 \rceil$; $b$ is the reflection in $L$ of $a$. All paths from $a$ to $Nu$ must pass through $L$. Choose $q \in L$ such that the $\omega$-maximal path from $a$ to $Nu$ passes through $q$ with probability at least $N^{1-d}$. Let $R$ denote the set of points that are less than $q$ in the partial order, and that are on the opposite side of $L$ to 0. Let $R'$ be the reflection of $R$ in $L$. Consider the bijection $\mathbb{Z}^d \leftrightarrow \mathbb{Z}^d$ obtained by reflecting $R \leftrightarrow R'$ in $L$. If the $\omega$-maximal path from $a$ to $Nu$ passes through $q$, then the bijection produces a configuration $\omega'$ such that

\[
T_{\omega'}(b, Nu) \geq T(a, Nu).
\]
Let $F_x$ denote the cumulative distribution function of $T(x, Nu)$. The bijection implies that

$$F_b^{-1}(1 - N^{1-d}) \geq F_a^{-1}(N^{1-d}),$$

and so by concentration $\mathbb{E}[D_1] = O(\sqrt{N \log N})$.

The upper bound on $\mathbb{E}[D_2]$ follows from Lemma 4.3 and Proposition 3.1. By (5.4)–(5.7), when $t \geq (c \log N)^{3/4}$

$$\mathbb{P}(h(Nu) \geq 2tN^{1/4}) \leq e^{2d/3 N^{d/2} \exp(-\Omega(t^{4/3}))}.$$

Hence $\|h(Nu)\|_2 = O(N^{1/4} \log N)$.

### 6 Directed polymers

We have considered directed last passage percolation on $(\mathbb{Z}^d, \vec{E})$. Piza [10] considered the directed polymer model on the same directed graph. Let $S_N = \{x \in \mathbb{Z}^d_+ : |x| = N\}$ denote the set of points withing reach of 0 in $(\mathbb{Z}^d, \vec{E})$ by directed paths of length $N$. The weight of the polymer in the ground state of the directed polymer model is

$$T(0, S_N) := \sup_{x \in S_N} T(0, x).$$

The directed polymer model is more often studied on an alternative directed graph. Think of $\mathbb{Z}^d$ as containing $d - 1$ space dimensions, with undirected nearest-neighbor edges, and one time dimension. This corresponds to a set of directed edges,

$$\hat{E} = \hat{E}(\mathbb{Z}^d) = \{(u, i) \rightarrow (v, i + 1) : u, v \in \mathbb{Z}^{d-1}, |u - v| = 1\}.$$

In the context of $(\mathbb{Z}^d, \hat{E})$, we will write $\hat{T}(x, y)$ for the last passage time from $x$ to $y$, $\hat{g}(x)$ for the asymptotic last passage time in direction $x$, and $\hat{S}_N$ for the set of points at graph distance $N$ from 0.

**Theorem 6.1.** Let $d \geq 2$, and let $\omega = (\omega(x) : x \in \mathbb{Z}^d)$ be a collection of independent, standard normal random variables;

$$\text{var}[\hat{T}(0, S_N)] = O(N/ \log N) \quad \text{and} \quad \text{var}[\hat{T}(0, \hat{S}_N)] = O(N/ \log N).$$

**Proof.** The proof of Theorem 1.3 can be applied almost directly. We will first show that $\text{var}[T(0, S_N)] = O(N/ \log N)$. Note that we can painlessly replace $x$ with $S_N$ in Lemma 3.4

$$\mathbb{P}\left(\left|\hat{T}(0, S_N) - \mathbb{E}\hat{T}(0, S_N)\right| \geq t\sqrt{N}\right) = \exp(-\Omega(t^2)).$$
If we replace $N_u$ with $S_N$ in Section 5, the only modification needed relates to the upper bound on $E[D_1]$ in the proof of Lemma 5.1. Replacing $N_u$ with $S_N$ gives $D_1 = T(a, S_N) - T(b, S_N)$. By translation invariance, $E[D_1] = 0$. This satisfies (5.8) and so $T(0, S_N)$ has variance sublinear in $N$.

We will now prove the corresponding result for $(Z^d, \hat{E})$. Note that while the asymptotic traversal time function $g$ for $(Z^d, \hat{E})$ is defined on $\mathbb{R}^d$, $\hat{g}$ is defined on the ‘space-time’ cone $C = \{x : x_d \geq |x_1| + \cdots + |x_{d-1}|\}$.

Recall that $(Z^2, \hat{E})$ and $(Z^2, \hat{E})$ are equivalent, up to a rotation by $45^\circ$. More generally, if $d \geq 2$, identify the directions $e_1, e_2, \ldots, e_{d-1}, e_d$ of $(Z^d, \hat{E})$ with the directions $e_1 + e_d, e_2 + e_d, \ldots, e_{d-1} + e_d, -e_1 + e_d$ in $(Z^d, \hat{E})$; this embeds $(Z^d, \hat{E})$ into $(Z^d, E)$ as a subgraph.

**Lemma 6.2.** Suppose the conditions of Lemma 4.3 are satisfied. Let $\hat{a}$ denote a point on the surface of $C$. There is a point $b$ in $C$ such that $\hat{a}_d = b_d$ and $E[\hat{T}(0, \hat{b})] \geq E[\hat{T}(0, \hat{a})] + \Omega(|\hat{a}|)$.

**Proof.** Without loss of generality, assume $a_1 \geq a_2, \ldots, a_{d-1} \geq 0$. Let

$$a = \hat{a} - a_d e_d, \quad b = a + |a_1/2|(-e_1 + e_d), \quad \hat{b} = \hat{a} - 2|a_1/2|e_1.$$ 

The embedding produces a bijection between the set of $E$-paths from 0 to $a$ and the set of $\hat{E}$-paths from 0 to $\hat{a}$:

$$E[T(0, a)] = E[\hat{T}(0, \hat{a})].$$

The embedding produces an injective function from the set of $\hat{E}$-paths from 0 to $\hat{a}$ to the set of $E$-paths from 0 to $b$:

$$E[T(0, b)] \leq E[\hat{T}(0, \hat{b})].$$

Use Lemma 4.3 with Proposition 4.1 to compare $E[T(0, a)]$ and $E[T(0, b)]$. □

Take $m, S, E, \Omega$ and $Z$ from the proof of Theorem 1.3. Let $\hat{Z}$ denote the random vector obtained by applying to $Z$ the embedding from $(Z^d, \hat{E})$ into $(Z^d, E)$; let $f = \hat{T}(\hat{Z}, \hat{Z} + \hat{S}_N)$. Following the proof of Theorem 1.3 in place of Lemma 5.1, we must show that, say,

$$\|\hat{T}(e_1 - e_d, \hat{S}_N) - \hat{T}(0, \hat{S}_N)\|_2 = O(N^{1/4} \log N).$$

To adapt the proof of Lemma 5.1, we must show that almost all of the maximal path $\gamma$ from $e_1 - e_d$ to $\hat{S}_N$ lies inside the space-time cone generated by the origin, $C$. Let $\hat{a}$ represent a point on the surface of $C$, representing where $\gamma$ enters the cone. Choose $b$ using Lemma 6.2 setting

$$D_1 = \hat{T}(\hat{a}, \hat{S}_N) - \hat{T}(\hat{b}, \hat{S}_N), \quad D_2 = \hat{T}(e_1 - e_d, \hat{a}) - \hat{T}(e_1 - e_d, \hat{b}),$$

we get $E[D_1] = 0$ and $E[D_2] = -\Omega(|\hat{a}|)$. The remainder of the proof holds mutatis mutandis. □
7 Other vertex weight distributions

So far, we have restricted our attention to Gaussian vertex weights. The proof of Theorem 1.3 can be modified to accommodate other vertex weight distributions. For simplicity, we will just look at two examples: the uniform \([0, 1]\) distribution and the gamma distribution.

Let \(S\) denote a countable set, and let \(E\) denote a product measure that supports the vertex weights \((\omega(v) : v \in \mathbb{Z}^d)\), and auxiliary Bernoulli(1/2) random variables \((\omega(s) : s \in S)\). As in the Gaussian case, define the influence of vertex \(v \in \mathbb{Z}^d\) to be

\[
I_v(f) = \Pr(\frac{\partial f}{\partial \omega(v)} \neq 0).
\]

### 7.1 Uniform \([0, 1]\) vertex weights

By [2, Corollary 2.4], for \(f \in H_1^2\),

\[
\var(f) \log \sum_v \|\Delta_v f\|_1^2 + \sum_s \|\Delta_s f\|_1^2 \leq \frac{2}{\pi^2} \sum_v I_v(f) + 2 \sum_s \|\Delta_s f\|_2^2.
\]

This effectively replaces [2, Corollary 2.2] in the proof of Lemma 3.6. Inequality (3.10) is now much simpler; it is easily seen to hold with \(c_G\) replaced by \(c_U = 1/2\). Theorem 1.3 therefore also applies with uniform \([0, 1]\) vertex weights.

### 7.2 Gamma \(\Gamma(\alpha, \beta)\) vertex weights

Define ‘weighted’ influences

\[
J_v(f) = \|\frac{\partial f}{\partial \omega(v)} \sqrt{1 + \omega(v)}\|_2^2, \quad v \in \mathbb{Z}^d.
\]

Let \(f(\omega) = T(Z, X + Z) \wedge B \vee A\) with \(0 \leq A < B \leq \infty\). By Corollary 2.3 of [2], there is a constant \(C_{\alpha, \beta}\) such that,

\[
\var(f) \log \sum_v \|\Delta_v f\|_1^2 + \sum_{s \in S} \|\Delta_s f\|_1^2 \leq C_{\alpha, \beta} \sum_v J_v(f) + 2 \sum_{s \in S} \|\Delta_s f\|_2^2.
\]

Let \(X = \omega(0)\) so that \(X\) represent a \(\Gamma(\alpha, \beta)\) random variable. We can check that \(c_{\Gamma(\alpha, \beta)} < \infty\), where

\[
c_{\Gamma(\alpha, \beta)} := \sup_{0 \leq a < b < \infty} \frac{\mathbb{E}[X \wedge b \vee a - \mathbb{E}(X \wedge b \vee a)]}{\mathbb{E}[(1 + X)1_{\{a < X < b\}}]}.
\]
In place of Lemma 3.6 we have
\[ \text{var}[f] \log \frac{\text{var}[f]}{c^2 \Gamma(\alpha, \beta) \sum_v J_v(f)^2 + I_S(f)} \leq C_{\alpha, \beta} \sum_v J_v(f) + 2I_S(f). \]

Note that
\[ \sum_v J_v(f) \leq \begin{cases} u(|x| + B) & \text{if } B < \infty \\ |x| + |x|g(e_1 + \cdots + e_d) & \text{if } B = \infty, \end{cases} \]
and, as the \( \Gamma(\alpha, \beta) \) distribution has an exponential tail,
\[ J_v(f)/I_v(f) = O(\log 1/I_v(f)), \quad v \in \mathbb{Z}^d. \]
Adapting the proof of Lemma 3.4 gives a slightly weaker concentration inequality: for \( x \in \mathbb{Z}_+^d, \)
\[ \mathbb{P}\left(|T(0, x) - \mathbb{E}T(0, x)| \geq t\right) = \begin{cases} \exp(-\Omega(t^2/|x|)), & t \leq |x|, \\ \exp(-\Omega(t)), & t \geq |x|. \end{cases} \]
Nonetheless, this is sufficient for following the argument in Section 5. Take \( f(\omega) = T(\mathbb{Z}, Nu + \mathbb{Z}) \) from the proof of Theorem 1.3. Following the proof gives \( \max_v I_v(f) = 1/\Omega(m) \), and hence that
\[ \sum_v J_v(f)^2/\sum_v J_v(f) \leq \max_v J_v(f) = 1/\Omega(m/\log m). \]
Once again, \( \text{var}[f] = O(N/\log N) \).
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