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Abstract—General purpose semantic segmentation relies on a backbone CNN network to extract discriminative features that help classify each image pixel into a ‘seen’ object class (i.e., the object classes available during training) or a background class. Zero-shot semantic segmentation is a challenging task that requires a computer vision model to identify image pixels belonging to an object class which it has never seen before. Equipping a general purpose semantic segmentation model to separate image pixels of ‘unseen’ classes from the background remains an open challenge. Some recent models have approached this problem by fine-tuning the final pixel classification layer of a semantic segmentation model for a Zero-Shot setting, but struggle to learn discriminative features due to the lack of supervision. We propose a recursive training scheme to supervise the retraining of a semantic segmentation model for a zero-shot setting using a pseudo-feature representation. To this end, we propose a Zero-Shot Maximum Mean Discrepancy (ZS-MMD) loss that weighs high confidence outputs of the pixel classification layer as a pseudo-feature representation, and feeds it back to the generator. By closing-the-loop on the generator end, we provide supervision during retraining that in turn helps the model learn a more discriminative feature representation for ‘unseen’ classes. We show that using our recursive training and ZS-MMD loss, our proposed model achieves state-of-the-art performance on the Pascal-VOC 2012 dataset and Pascal-Context dataset.

Index Terms—semantic segmentation, zero-shot learning, computer vision, deep learning

I. INTRODUCTION

Semantic segmentation and zero-shot learning are both challenging computer vision tasks where the former requires a model to classify each image pixel and in the latter the model’s training is restricted so that some test classes are not present during training. The task of zero shot semantic segmentation merges these two difficult tasks, and requires a model to classify each image pixel into seen classes (i.e., test classes with training label) and unseen classes (i.e., test classes without any training label).

There have been significant advances in semantic segmentation and zero shot learning over the last few years. Recently semantic segmentation approaches leverage fully convolutional neural network architectures established by image classification models (e.g., AlexNet [1], ResNet [2]) as ‘encoders’ to capture a coarse representation of the image; and then upsample the coarse feature map to the original pixel resolution via a ‘decoder’, generating a semantic map. A variety of approaches has been proposed to design better encoders and decoders, and recent works like DeepLabv3+ [3], U-net [4] and Zoph et al. [5] have achieved impressive performance on the semantic segmentation task. On the other hand, zero-shot learning has gained a lot of attention and most of its recent advances stem from learning a multimodal projection from image feature space to semantic space [6], [7]. The jointly embedded features in the multimodal space are then used for different zero-shot tasks e.g., classification [8], detection [10], [11], recognition [12]–[14]. These models suffer from bias towards seen classes, as the model focuses only on seen classes during training. [15], [16] remove this bias from the perspective of loss function. [9], [17], [18] solve this problem by using a generator to generate synthetic samples of unseen classes and use them to train the model. Although this removes the bias to some extent, their generators are still trained in the zero-shot setting, so these generators still have a bias towards seen classes, making the generated unseen samples inaccurate.

Most semantic segmentation methods work in a supervised setting which means the training set contains all classes in the test set [19], [20]. The closed-set assumption that all test classes should be available during training limits the application of semantic segmentation. A desirable characteristic of a semantic segmentation model would be to identify rare classes which have few examples during training. Recently, several one-shot and few-shot semantic segmentation [21]–[23] meth-
ods have been proposed to be used in such an unsupervised manner where the model is able to learn about a rare class from one or few-examples available the training set. Orthogonal to these is the motivation of zero-shot semantic segmentation, where the task is classifying image pixels of unseen object classes during test time. Until now, only two papers that we are aware of address zero-shot semantic segmentation: one is Zero-Shot Semantic Segmentation (ZS3Net) [24], the other is by Kato et al [25]. ZS3Net shows stronger results and is most comparable with our proposed model. Zero-shot semantic segmentation has two main challenges: first, learning a mapping function to jointly embed the image data of an unseen object with the semantic class label of the unseen classes in a joint embedding space, and second, the lack supervision while generating such joint embedding features. The first point speaks to the difficulty of this task and can be solved by providing more semantic information about the unseen class [21]. In this work, we focus on the second point, which speaks about the need for a supervision signal during training to guide the generation of joint feature embeddings for zero-shot semantic segmentation.

Zero-Shot Semantic Segmentation (ZS3Net) [24] uses a generator to generate pseudo features of unseen classes, and uses both intermediate features extracted by the backbone network and pseudo features generated by this generator to train the segmentation model. We argue in this paper that ZS3Net is not able to fully utilize the weights learned by intermediate layers to govern itself to learn better joint feature embeddings for unseen classes. We propose to give the feature generator extra supervision by recursive training with intermediate features representation learned by the pixel classification layer. Intuitively, after training the pixel classification layer for several epochs, it is able to generate discriminative feature vectors for classifying unseen classes from seen classes. Drawing a parallel with the features generated by visual feature extractors (e.g., ResNet), we dub the intermediate features generated by the pixel classification layer as pseudo-feature vectors. We calculate the classification confidence from the pseudo-feature vectors and select only the ones that help the model to correctly predict the classification label or have high confidence. These high-confidence pseudo feature vectors are fed back to the pixel classification layer to predict another set of pseudo-feature vectors recursively. We hypothesise that these high confidence pseudo-feature vectors represent a better abstraction of the visual vectors for both seen and unseen classes, and the recursive training would allow the model to generate a more discriminative feature representation for the final classification.

As we treat the high-confidence feature vectors like features extracted by a backbone CNN network, we weigh these features by their corresponding classification confidence with our proposed Zero-Shot Maximum Mean Discrepancy (ZS-MMD) loss. Our loss formulation takes inspiration from Generative Adversarial Nets (GAN) [26] but does not use a discriminator to judge whether a feature is pseudo or not, rather we use the output of the pixel classification layer to pick high-confidence feature vectors. The main reason behind this is the lack of ground truth labels for the unseen classes. Unseen classes, by definition, are not coupled with labels, thus if the generator treats them as such, the features prediction would be seriously biased. Rather, our proposed ZS-MMD loss can be thought of a special case of co-training [27] where the generator and pixel classification layers help each other, but are not parallel.

To evaluate our hypothesis, we compare our method with the state-of-the-art approach, ZS3Net [24], on two popular semantic segmentation datasets, Pascal-VOC 2012 [28] and Pascal-Context [29], and show that our method gives better results. As the problem of lacking supervision of unseen classes is fundamental for zero-shot learning, we expect our method can inspire other works beyond zero shot semantic segmentation. Our key contributions are as follows:

- We design a new training method that makes use of the pixel classification layer’s ability to provide supervision for zero shot semantic segmentation using a pseudo feature generator.
- We propose Zero-Shot Maximum Mean Discrepancy (ZS-MMD) loss, that weighs pseudo-feature vectors based on their classification confidence and recursively trains the model to generate more discriminative feature vectors for the unseen classes.
- We show our method demonstrates improved results over the state-of-the-art approach.

II. RELATED WORKS

Semantic segmentation can be regarded as a pixel-wise classification task. Deep Convolutional Neural Networks (CNNs) have been the dominant approach for semantic segmentation since [30]. In [30], the final convolutional layer of a CNN trained for classification is connected to a pixel-wise prediction layer. The whole network is trained using pixel-wise labeled images. Subsequent papers have improved the results (e.g., [3], U-net [4], Segnet [31], PSPNet [32], and DeepLabv3+ [19]). [19] achieves high quality results and is commonly used as a baseline in Weakly Supervised Semantic Segmentation [33], a related task. We adopt it as our backbone feature extraction network.

Zero-shot learning requires a model to predict both seen and unseen classes. However, traditionally a model cannot be extended to work on more classes after training. To give the model this ability, early methods such as [34] extract attributes of images and use them to perform prediction. However, due to limited attributes, the capacity of this type of method is limited. A more powerful method is to use semantic embeddings to model the relations between classes. Commonly used semantic embedding models are word2vec [35], GloVe [36] and BERT [37]. However, this type of methods has a strong bias towards seen classes, as the model focuses only on seen classes during training. Loss functions like Triplet loss [15], and Polarity loss [16] can help address bias. [9], [17]. [18] use another approach, using a generator to generate synthetic samples of unseen classes, and include them during training.
Our method is inspired by ZS3Net [24], where we introduce additional supervision to the pseudo-feature generator on how to generate pseudo-feature vectors from unseen classes. We first train our proposed model following the original training procedure proposed by ZS3Net [24]. As discussed before, after a few epochs of training, the pixel classification layer has some ability to classify pixels from the unseen classes using the feature vectors corresponding to these pixels. We therefore make use of this ability to train the pseudo-feature generator. To make this method more effective, we modify the MMD Loss [38] to take account of the confidence of high-confidence pseudo-feature vectors that serve as pseudo-labels. We dub the modified MMD loss as Zero Shot MMD loss.

A. Network Architecture

We use DeeplabV3+ [3] as our backbone network to extract pixel-wise feature vectors from images. Passing an image to the backbone network results in an $H \times W \times 256$ dimension feature map, where $H$ and $W$ are the height and width of the input image, and each pixel has a feature vector of 256 dimensions. This feature map is fed into the final $1 \times 1$ convolution pixel classification layer. This layer maps each 256-dimensional feature vector to a different number of classes depending on the dataset used. To enable the model to classify pixels from unseen classes, a Generative Moment Matching Network (GMMN) [38] is used as a pseudo-feature generator. This pseudo-feature generator uses 300-dimensional word2vec word embeddings and Gaussian noise of matching dimensionality to generate pseudo-feature vectors. Both of
them are trained using the seen classes’ word embeddings and intermediate feature vectors extracted by the backbone network. After training with seen classes, the pseudo-feature generator can generate pseudo-feature vectors given the word embeddings of the unseen classes. With such pseudo-feature vectors, we enable the pixel classification layer to classify pixels belonging to unseen classes. Our network architecture is illustrated in Fig. 2.

B. Recursive Training

We pass the pseudo-feature vectors to the pixel classification layer to get the classification results and their corresponding confidence. Here, the confidence is obtained by applying the softmax function to the output of the pixel classification layer which is necessarily the estimated probability that a pixel belongs to a class. The pseudo-feature vectors corresponding to correct class predictions and with high probability are be used as pseudo-labels to train the pseudo feature generator. However, as these are pseudo-feature vectors, they should not be treated with equal weight in the loss to those computed when training with intermediate features. When using high-confidence pseudo-feature vectors to train the pseudo-feature generator, we empirically define a threshold, $\tau$, that decides high confidence and low confidence, and a factor $\gamma$ to reduce the loss computed during recursive training. We propose the ZS-MMD loss in the next section to facilitate the recursive training.

C. ZS-MMD Loss

The Generative Moment Matching Network (GMMN) \cite{38} is a neural network that generates samples having the same or a similar distribution as the training set. The loss function used is the MMD function, defined as follows:

$$L_{MMD^2} = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{i'=-1}^{N} k(x_i, x_{i'})$$

$$- \frac{2}{NM} \sum_{i=1}^{N} \sum_{j=1}^{M} k(x_i, y_j)$$

$$+ \frac{1}{M^2} \sum_{j=1}^{M} \sum_{j'=1}^{M} k(y_j, y_{j'})$$

(1)

where $x_i, x_{i'}, y_i$ and $y_{i'}$ are data from the training set and the generated samples, $N$ is the number of samples in the training set, $M$ is the number of generated samples, and $k$ is the kernel function. When using high-confidence pseudo-feature vectors as pseudo-labels to train the pseudo-feature generator, it is intuitive that pseudo-feature vectors with higher confidence should weigh more, so, we propose the ZS-MMD loss that can weigh each sample differently. For the context of training the pseudo-feature generator, we use the classification confidence mentioned in III-B to weigh high-confidence pseudo-feature vectors. The ZS-MMD loss function is defined as follows:

$$L_{ZS-MMD^2} = \frac{1}{\sum_i c_i} \sum_i^{Q} \sum_{i'=-1}^{Q} c_i c_{i'} k(a_i, a_{i'})$$

$$- \frac{2}{P} \sum_i c_i \sum_{j=1}^{P} c_j k(a_i, b_j)$$

$$+ \frac{1}{P^2} \sum_{j=1}^{P} \sum_{j'=1}^{P} k(b_j, b_{j'})$$

(2)

where $c_i$ denotes the confidence corresponding to the $i$-th high-confidence pseudo-feature vector (i.e., $c_i > \tau$), $b$ denotes the generated samples, and $a$ the high confidence generated samples, $P$ denotes the number of generated samples, and $Q$ denotes the number of generated samples where $c_i > \tau$.

IV. EXPERIMENTS

A. Experimental Details

The baseline to our proposed method is ZS3Net \cite{24}. We use backbone DeepLabV3+ \cite{3} based on ResNet101 \cite{2} for extracting pixel-wise feature vectors, pre-trained on the ImageNet \cite{39} and fine-tuned on the seen classes. After fine-tuning, the weights of the backbone network is frozen. Only the final pixel classification layer and the pseudo-feature generator are trained. They are trained simultaneously, which means, given an image, we use the backbone network to extract pixel-wise feature vectors, then, we use the feature vectors of the seen classes as pseudo-labels to train the pseudo-feature generator. If this image contains unseen classes, for the pixels corresponding to these classes would be used to train the pseudo-feature generator. Subsequently, based on whether this image contains unseen classes or not, generated pseudo-feature vectors or intermediate feature vectors extracted by the backbone network are used to train the final pixel classification layer.

During training, the images are resized so that their short sides have 312 pixels, and their aspect ratio is preserved. During validation, they are resized so that their short sides have 513 pixels. Data augmentation including random flipping, random cropping, and Gaussian blur are also utilized when training our model. The segmentation model is trained using the SGD \cite{40} optimizer, with a learning rate of $1e^{-7}$, weight decay of $5e^{-4}$ and momentum of 0.9. The structure of the pseudo-feature generator is the same as described in ZS3Net paper \cite{24}, trained using Adam optimizer \cite{41} with a learning rate of $2e^{-4}$. The batch-size for the segmentation model was set to 8 images, and the batch-size for the pseudo feature generator was set to 128 feature vectors. The model is trained using a NVIDIA RTX2080ti GPU.

We evaluate our method on two datasets, Pascal-VOC 2012 \cite{28} and Pascal-Context \cite{29}. For segmentation, Pascal-VOC 2012 provides 1464 training images and 1449 validation images, and annotations for 20 classes. Pascal-Context provides full segmentation annotations for Pascal-VOC 2010 \cite{28}. It provides 4,998 training images and 5105 validation images.
gives better intersection-over-union (IoU) than ZS3Net on KZS3Net [24], on B. Pascal-VOC 2012 (hIoU) of seen and unseen classes as evaluation metrics.

For example, if there is only one high confidence pseudo-feature vector, using it as ground truth will tell the pseudo-embeddings for an image shrinks to the number of clusters in and annotations for 59 classes. To compare with our baseline, we also make use of semantic boundary annotations [42] to help training. The experiments were done with 2, 4, 6, 8, 10 unseen classes. For both experiment, the unseen classes are the first 2, 4, 6, 8, 10 of [cow, motorbike, airplane, sofa, cat, tv, train, bottle, chair, potted-plant] as unseen classes in Pascal-VOC 2012 dataset. When training the pseudo-feature generator, τ and γ for 4, 6, 8 unseen classes are empirically chosen to be 0.7 and 0.4. For 2 and 10 unseen classes, 0.85 and 0.3. For Pascal-VOC 2012 [28], when training the pseudo-feature generator, τ and γ for 4, 6, 8 unseen classes are empirically chosen to be 0.7 and 0.4. For 2 and 10 unseen classes, 0.85 and 0.3. For Pascal-Context [29], τ and γ for 2, 4, 6, 8, 10 unseen classes are [0.85, 1/100], [0.7, 1/100], [0.85, 1/100], [0.85, 1/100], [0.7, 1/100]. For both datasets, we do not experiment with self-training, which has been explored in ZS3Net [24], as self-training allows the model to receive information about the unseen classes and this breaks the setting of zero-shot learning [43].

For Pascal-Context [29], we use pixel accuracy (PA), mean accuracy (MA), mean intersection-over-union (mIoU) and harmonic mean of mIoU (hIoU) of seen and unseen classes as evaluation metrics.

### B. Pascal-VOC 2012

Tab. II shows the performance of our model and our baseline ZS3Net [24], on K unseen classes. We see that our model gives better intersection-over-union (IoU) than ZS3Net on most cases, for both seen and unseen classes. Especially, for K = 2 and 10, the PA, MA and mIoU scores are significantly better than the baseline for unseen classes. Further, for all cases of K, our model achieves better mIoU than the baseline for unseen classes and in overall (seen and unseen combined). A similar trend can be observed for seen classes except for K = 2, where our model is slightly outperformed by the baseline in PA and MA metric. We can also see some cases where the PA and MA of our model is lower than ZS3Net, we argue that IoU is a more robust measure as PA and MA can be impacted by modifying the recall rate.

### C. Pascal-Context

Tab. III shows the performance of our model and ZS3Net [24] on K unseen classes. The ZS3Net model used graph-context encoding to provide context-conditioned pseudo-feature vectors and improved their results. However, when using this method, one cluster of pixels that has the same label are considered as a whole, therefore, the number of embeddings for an image shrinks to the number of clusters in this image. This number is too small to be used in our method. For example, if there is only one high confidence pseudo-feature vector, using it as ground truth will tell the pseudo-
Fig. 3: Qualitative results on Pascal-VOC 2012 dataset comparing our proposed model with the state-of-the-art. Both models are trained on 10 unseen classes described in Sec. IV-A. It can be seen that the models can better segment both unseen classes (e.g., chair, airplane) and seen classes (e.g., person, bird).
feature generator that this pseudo-feature vector is definitely correct, then the gradient will explode. Therefore, in Table I we compare our results with the results of ZS3Net obtained without graph-context encoding. We can see that for $K = 4, 8, 10$, the mIoU on unseen classes of our method are better than that of ZS3Net. For $K = 2$ and $6$, although our method’s mIoU on unseen classes is lower than that of ZS3Net, the difference is small. For performance on seen classes, aside from the results on $K = 2$, our model provides better results for all metrics, which further demonstrates that our method is more robust. This robustness further results in better overall performance, where we show that for $K = 4, 6, 8, 10$, the overall performance of our method is clearly better than ZS3Net.

### D. Qualitative Results

We compare qualitative results of our proposed model with the state-of-the-art ZS3Net [24] model in Fig. 3. The segmentation masks reported are generated by our model and ZS3Net, trained on 10 unseen classes ($K = 10$). We show six segmentation results from Pascal-VOC 2012 [28] combining both unseen and seen classes. In Fig. 3, rows 1-3, the input image contains instances of table, chair and the ground truth segmentation mask. chair is an unseen class and we can see that the ZS3Net cannot differentiate between the generated segmentation mask, hence the green mask combining instances of both table and chair (row 1-3, col 3). However, our proposed method can reasonably distinguish between them and separate them in green and red segmentation masks (row 1-3, col 4). For another unseen class, airplane, in row 4, the result generated by our model contains more detail than ZS3Net, as it can segment the tail of the largest airplane better. For rows 5-6, we show that our model is also able to estimate better segmentation masks for seen classes. In rows 5, we see that both ZS3Net and our proposed model picks up seen class person, however our model is able to segment unseen objects from the background better than ZS3Net (e.g., missing potted-plant in row 5, col 4). Furthermore, in row 6, our model is able to predict the whole bird with its wings as a single segmentation mask compared its counterpart (row 6, col 3 vs. 4). Its worth mentioning that, when we set $K = 10$ for Pascal-VOC 2012 dataset, its a hard test setting as out of 21 segmentation classes, almost half are set to be unseen. This has a negative influence on the image variety resulting in poor performance from ZS3Net, particularly for unseen objects. Even in this setting, when nearly half of the object classes are unavailable during training, our method can still generate segmentation masks that are clear and reasonably closer to the ground truth.

### E. Ablation Study

We perform an ablation study to evaluate if selecting high confidence pseudo-features can give better semantic segmentation performance. We show results for this experiment for all $K$ on the Pascal-VOC 2012 dataset in Tab. III. While training our model, we first we select all pseudo-features and weigh them equally (i.e., ‘Equal Weight’ rows in Tab. III) and compare their performance against weighted high confidence pseudo features version of our model (i.e., ‘Final’ rows in Tab. III). We observe that for most cases, weighing the selected feature vectors with confidence gives better mIoU scores on unseen classes. Therefore, with this ablation we provide support for our hypothesis that weighing pseudo feature vectors based on confidence score leads to better performance, which is a key component for our method.

### V. Conclusion:

In this work, we proposed a recursive training procedure for the Zero Shot semantic segmentation. With our proposed ZS-MMD loss, we make use of the pixel classification layers ability to generate discriminative feature representation, by iterative generating high-confidence pseudo feature vectors, which in turn allows the model to better segment unseen and seen classes. With extensive quantitative and qualitative experimentation on two popular semantic segmentation dataset, each with five different settings, we showcase the effectiveness of our propose approach. Further, we perform ablation to show that weighing the pseudo-features vectors based on their confidence, give better semantic segmentation performance. Although, in the scope of this paper, we only experimented with zero-shot semantic segmentation, we believe that our recursive training formulation is generic, and can be extended to other zero-shot tasks.

### TABLE III: Ablation Study

Comparison between weighing the pseudo-feature vectors equally and weighing the pseudo-feature vectors using their corresponding confidence.

| $K$ | Model | Seen PA | See MA | mIoU | Unseen PA | Unseen MA | mIoU | Overall PA | Overall MA | mIoU | hIoU |
|-----|-------|---------|--------|------|-----------|----------|------|------------|-----------|------|------|
| 2   | Equal Weight | 93.8 | 82.8 | 71.1 | 47.3 | 47.7 | 32.0 | 92.7 | 80.2 | 67.8 | 44.1 |
|     | Final | 94.0 | 84.2 | 71.6 | 54.4 | 54.2 | 37.5 | 92.8 | 80.1 | 67.7 | 49.2 |
| 4   | Equal Weight | 93.6 | 80.1 | 66.9 | 31.2 | 35.0 | 22.0 | 90.8 | 72.2 | 58.3 | 33.1 |
|     | Final | 93.6 | 80.1 | 68.9 | 40.4 | 43.6 | 27.0 | 91.1 | 73.3 | 60.7 | 38.8 |
| 6   | Equal Weight | 85.9 | 51.3 | 47.3 | 67.8 | 60.7 | 25.8 | 84.6 | 54.0 | 40.1 | 31.7 |
|     | Final | 90.7 | 59.9 | 51.1 | 63.9 | 57.3 | 25.5 | 87.7 | 56.5 | 43.6 | 33.6 |
| 8   | Equal Weight | 87.3 | 47.8 | 41.2 | 58.9 | 51.1 | 24.9 | 84.5 | 49.1 | 35.0 | 31.0 |
|     | Final | 85.8 | 37.6 | 32.3 | 62.3 | 55.7 | 25.2 | 83.4 | 44.5 | 29.6 | 28.3 |
| 10  | Equal Weight | 89.1 | 56.2 | 45.5 | 48.8 | 44.1 | 21.2 | 84.5 | 50.4 | 34.0 | 28.9 |
|     | Final | 82.0 | 38.3 | 34.4 | 60.0 | 55.9 | 23.9 | 79.5 | 46.7 | 29.4 | 28.2 |
