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Abstract
Ahlswede and Dueck showed possibility to identify with high probability one out of \( M \) messages by transmitting \( 1/C \log \log M \) bits only, where \( C \) is the channel capacity. It is known that this identification can be based on error-correcting codes. We propose an identification procedure based on random codes that achieves channel capacity. Then we show that this procedure can be simplified using pseudo-random generators.
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1. Introduction
The standard model of telecommunication is as follows. There is a set \( \mathcal{U} = \{ u \} \) that consists of \( M \) messages \( u \). Every message has length \( k = \log_2 M \) bit and can be selected with equal probability for transmission via a channel. To transmit a message \( u \) we need to transmit a packet of \( k \) bits using the channel
\[
1/C \log_2 M
\]
times, where the channel capacity is \( C \) bits per channel use. The transmission of long enough messages can be organized in a way that they will be delivered correct almost for sure.

In 1989 Ahlswede and Dueck [2] proposed to consider another model called message identification. This model assumes that the receiver expects just one message \( u \), which is interesting for him. The transmitter does not know which message is interesting for the receiver. After receiving a packet, the receiver should decide whether the expected message \( u \) was transmitted or not. Decision errors of the first and second type are allowed. Ahlswede and Dueck [2] showed, that for arbitrarily small probabilities of errors in decision making, there exists an identification procedure which for a sufficiently long message requires using the channel
\[
1/C \log_2 \log_2 M
\]
times only. It is said that such a procedure reaches the identification capacity and is called optimal. The gain is achieved due to the fact that for identification it is not necessary to transmit the entire message of length \( \log_2 M \), but it is enough to transmit only its short “tag” of length \( \log_2 \log_2 M \).

In addition, [2] shows that, without loss of efficiency, the identification problem over a noisy channel can be divided into the identification problem (over a noiseless channel) and the problem of transmitting a message tag over a noisy channel. In this regard, we will deal with the problem of identification itself, i.e., we assume that the channel is noiseless with capacity \( C = 1 \).

Interest in identification has been revived with the advent of the concept of the Internet of Things (IoT). Let’s assume that each of the huge number \( M \) of IoT objects has its own identifier \( u \in \mathcal{U} \). The central node,
in order to establish a connection with the object \( u \), sends a tag of the identifier \( u \) over the network. With the help of the identification procedure, the object \( u \) accepts the call, the other objects reject the call with a high probability. In this example, authentication can significantly reduce the length of the transmitted request. In addition, the identification problem is closely related to the authentication problem used in practice, as well as other problems, which also arouses interest in identification.

Although the possibilities of identification are shown theoretically in [2], the problem of constructing practically realizable identification procedures for messages of finite length with acceptable complexity remains open. In the works [2], [3], [4] it is proposed to build an identification procedure based on error-correcting codes. A constructive Verdú-Wei identification procedure based on cascading two Reed-Solomon codes was proposed by [5] and discussed in [6], [7], [8] and others. The Verdú-Wei procedure is asymptotically optimal. However, [6] shows that the complexity of the Verdú-Wei procedure is very high for practical applications, i.e., for messages of finite length, since it requires working with finite fields of large sizes. The possibility of using Reed-Muller codes for identification was studied in [10].

In this paper, we propose an optimal identification procedure based on random linear codes. It is shown that this procedure can be simplified by using pseudo-random sequence generators.

2. Code based identification

We will consider a linear \((n, k, d)\) code \( C \) over a finite field \( F_q \), where \( q \) is a prime power, of length \( n \), dimension \( k \), having code distance \( d \) in the Hamming metric. Denote the generator matrix of the code by

\[
G = (g^{(1)}, g^{(2)}, \ldots, g^{(n)}),
\]

where \( g^{(i)} \) denote the \( i \)th column of the matrix. Then the codewords are the vectors \( c = (c_1, \ldots, c_n) = uG \), where \( u \in F_q^k \) are all possible message vectors.

2.1. Identification procedure

Transmission. In order to transmit the identifier (message) \( u \in \{1, \ldots, M\} \), the encoder computes the word \( c = uG \in C \), then chooses the random index \( i \in [1,n] \) uniformly and transmits through the channel the identifier word

\[
w = w_i = (i, c_i),
\]

consisting of a randomly chosen index \( i \) and the \( i \)th tag \( c_i \) of the identifier \( u \). Length of the identification word \( w \) in bits is

\[
n_w = \log n + \log q.
\]

Here and below, \( \log = \log_2 \) means logarithm to base 2.

Decoder receives the word \( w = (i, c_i) \) over the noiseless channel and must decide whether the expected message \( u' \) was transmitted or not. To do this, the decoder calculates the word \( c' = u'G \in C \) and compares its component \( c'_i \) with the received tag \( c_i \). If \( c'_i = c_i \), then the decoder decides that the expected message was received, i.e. that \( u'_i = u_i \). Otherwise, i.e., if \( c'_i \neq c_i, u'_i \neq u_i \) is considered and message is rejected.

Probability of type I decoder error, i.e., the probability of rejecting (missing) the expected message, is denoted by \( \lambda_1 \), and the probability of an error of the type II, i.e., the probability of accepting a false message is denoted by \( \lambda_2 \).

2.2. Analysis of identification procedure

From the described code-based identification procedure, it immediately follows that in the case of a noiseless channel, the probability of missing is \( \lambda_1 = 0 \).

Note that neither the encoder nor the decoder needs to decode the \( C \) code in the usual sense. It is not even necessary to completely encode the message \( u \) into the codeword \( c \), it is required to calculate only one symbol \( c_i \), i.e., the scalar product \( c_i = (u, g^{(i)}) \).
The probability $\lambda_2$ of false acceptance is estimated as follows. The words $c$ and $c'$ of the $(n, k, d)_q$-code $C$ differ at least in $d$ positions $i$, but coincide, i.e., $c'_i = c_i$ in $n - d$ positions at most. Since false acceptance occurs when $c'_i = c_i$ matches, we get that for any pair of messages $u' \neq u$

$$\lambda_2 \leq \frac{n - d}{n} = 1 - \frac{d}{n}. \quad (3)$$

Identification rate is defined as

$$R_I = \frac{\log \log |\mathcal{U}|}{n_w} = \frac{\log k + \log \log q}{\log n + \log q}. \quad (4)$$

The false acceptance probability $\lambda_2$ can be reduced [8] by sending several, say $\ell$, identification words $w_{i_1}, w_{i_2}, \ldots, w_{i_\ell}$. The decoder accepts a message if it is accepted for each of the $\ell$ words $w_{i_j}, j = 1, \ldots, \ell$. In this case, the new false acceptance probability is upper bounded by

$$\lambda_2^\ell \leq \left(1 - \frac{d}{n}\right)^\ell.$$ 

The identification procedure using the code sequence $C$ achieves the identification capacity [2] and is called optimal if the following conditions are satisfied with the corresponding increase in the code parameters [5]:

$$\frac{\log q}{\log n} \rightarrow 0, \quad (5)$$

$$\frac{\log k}{\log n} \rightarrow 1, \quad (6)$$

meaning that for a noiseless channel the identification rate tends to 1, $R_I \rightarrow 1$, and also

$$\frac{d}{n} \rightarrow 1, \quad (7)$$

i.e., the probability of false acceptance of the message $\lambda_2 \rightarrow 0$.

**Definition 1.** A sequence of $(n, k, d)_q$-codes $C$ satisfying the conditions (5) - (7) is called an optimal identification sequence of codes.

Recall that for an integer $q \geq 2$ and $x \in [0, 1]$ the $q$-ary entropy function $h_q(x)$ is defined as

$$h_q(x) = x \log_q(q - 1) - x \log_q(x) - (1 - x) \log_q(1 - x). \quad (8)$$

It was stated in [5] that using a $q$-ary $(n, R_n, \delta_n)_q$ code $C$ that asymptotically as $n \rightarrow \infty$ reaches the Varshamov-Gilbert bound

$$R = \frac{k}{n} \leq 1 - h_q(\delta) \quad (9)$$

allows to get an optimal identification procedure. The next section suggests using a random code to build such a code $C$.

### 3. Using a random code for identification

Let us construct a random linear $(n, k, d)_q$ code $C$ over the field $\mathbb{F}_q$. To do this, we choose a random generator matrix of the code

$$G = \left( g_j^{(i)} \right) \quad (10)$$

choosing elements $g_j^{(i)}$ of the matrix $G$ at random, independently and uniformly from the field $\mathbb{F}_q$. It is known that the random code $C$ asymptotically reaches the Varshamov-Gilbert bound with high probability.

**Theorem 1.** Let $\delta \in [0, 1 - 1/q]$ and $0 < \epsilon < 1 - h_q(\delta)$. Then with probability $P = 1 - q^{-cn+1}$ a random $(n, k, d)_q$ code $C$ has rate

$$R = \frac{k}{n} \geq 1 - h_q(\delta) - \epsilon, \quad (11)$$

and the relative code distance $d/n$ is not less than $\delta$. 3
The proof can be found, for example, in [9].

**Theorem 2.** The identification procedure based on the random code $C$ is asymptotically optimal with probability 1, i.e. almost for sure.

**Proof.** For $q \to \infty$ the Varshamov-Gilbert bound (9) approaches the Singleton bound $R = 1 - \delta$. It follows from (11) that for any $\epsilon > 0$ the rate $R$ of a random code of sufficiently large lengths $n$ with probability $P = 1 - q^{-\epsilon n + 1}$ is at least $R \geq 1 - \delta - \epsilon \gamma(q)$, where $\gamma(q) \to 0$ as $q$ grows. Since the parameters of the random code are the same as the parameters of the code in [5, Theorem 3], our proof coincides with the proof in [5, Theorem 3], where the choice of growing parameters of the code sequence that ensures that conditions (5) - (7) are satisfied was given. The parameter $\epsilon$ is chosen so that $\epsilon \to 0$, but $P = 1 - q^{-\epsilon n + 1} \to 1$, which completes the proof.

Theorem 2 shows the asymptotic optimality of an identification procedure based on random codes. However, for practical applications, the behavior of this procedure for finite parameter values is of interest. Let us show by an example that this procedure can also be of interest for finite values of the code parameters.

**Example 1.** Let

$$q = 2^{10} = 1024,$$

$$n = q \ast 2^8 = 262144,$$

$$\delta = 1 - 2^{-7},$$

$$\epsilon = 2^{-14}.$$

Then by Theorem 1 with probability

$$P = 1 - 10^{-45}$$

a random $q$-ary $(n, k, d)$ code $C$ has dimension $k = 340$ and distance, at least $\delta n$. This gives the identification procedure with

$$|\mathcal{U}| = 2^{3400}$$

messages, with false acceptance probability

$$\lambda_2 = 1/128 = 0.0078$$

and identification rate

$$R_I = 0.419.$$

The identification rate is only 42% of the capacity $C = 1$ due to the relatively small values of the parameters. On the other hand, calculations in the field $\mathbb{F}_{2^{10}}$ are not too complicated. But even at this rate $R_I$, a word $w$ of length only $n_w = 28$ bits is transmitted over the channel to identify the message, while transmission of the message would require to transmit 3400 bits. The payoff for this gain is the non-zero probability of false acceptance $\lambda_2$. As stated, this probability can be reduced to $\lambda_2^\ell$ by transmitting $n_w \ell = 28\ell$ bits [8]. E.g., for $\ell = 2$, 56 bits will have to be transmitted, but the probability of a false reception will decrease to 0.00006.

4. **Using a pseudo-random number generator (PRNG)**

With the direct use of a random code, the disadvantage is the need to store the generator matrix by both the encoder and the decoder. This shortcoming can be avoided if each time before the transmission to calculate the column of the generator matrix using a pseudo-random number generator (PRNG).

A PRNG is a finite state machine having $\mu$ $q$-ary memory elements. Given the initial state (seed) $\sigma \in \mathbb{F}_q^\mu$, the generator generates a sequence $s = \text{rand}_n(\sigma)$ of the required length $n$ of field elements. The period of the generated sequence cannot exceed $q^n$. We arrive at the following $(q, k, \ell, \mu)$-PRNG identification procedure.
4.1. \((q, k, \ell, \mu)\)-PRNG-identification

**Transmission.** To send the message \(u\), we choose a random initial state \(\sigma\), generate \(\ell\) random column vectors \(g^{(1)}, g^{(2)}, \ldots, g^{(\ell)} \in \mathbb{F}_q^k\) of length \(k\) one by one using the PRNG and form the matrix

\[
G(\sigma) = (g^{(1)}, g^{(2)}, \ldots, g^{(\ell)}).
\]  

(12)

The matrix \(G(\sigma)\) can be considered as a submatrix consisting of \(\ell\) columns of the generator matrix \((10)\) of the random code.

Compute the vector \(\tau \in \mathbb{F}_q^\ell\) consisting of \(\ell\) tags \(\tau_i = u g_i\) of message \(u\)

\[
\tau = u G(\sigma).
\]  

(13)

The following identification word is transmitted over the channel

\[
w = (\sigma, \tau).
\]  

(14)

The word \(w\) of length \(\mu + \ell q\)-ary symbols is obtained by concatenating a random PRNG state \(\sigma\) and a vector \(\tau\) consisting of \(\ell\) tags.

**Decoding.** The decoder receives the word \(w\) transmitted over the noiseless channel and must decide whether the expected message \(u'\) was transmitted. The decoder computes the matrix \(G(\sigma)\) using a PRNG with the initial state \(\sigma\) received over the channel. Then the vector of tags of the expected message is calculated

\[
\tau' = u' G(\sigma).
\]

If \(\tau' = \tau\), the decoder accepts the message as the expected one. When \(u' = u\), the decoder will definitely accept the message, hence \(\lambda_1 = 0\). If \(\tau' \neq \tau\), then the decoder rejects the message. A false acceptance occurs when \(u' \neq u\) but \(\tau' = \tau\). Denote by \(P_2(u, u')\) the probability of false acceptance for a pair of messages \(u, u'\).

We want the condition \(P_2(u, u') \leq \lambda_2\) to be satisfied for all pairs \(u \neq u'\).

The optimality of the method depends on the PRNG parameters. The main question is: what should be the memory \(\mu\) to generate sequences of length \(\ell k\) with properties close to random.

**Rate of a \((q, k, \ell, \mu)\)-PRNG-identification** is

\[
R_I = \frac{\log \log |\mathcal{U}|}{n_w} = \frac{\log k + \log \log q}{(\mu + \ell) \log q}.
\]  

(15)

**Probability \(\lambda_2\) of false message acceptance.** We will assume that the following condition is satisfied.

**Condition 1.** The PRNG generates a sequence \(s = \mathrm{rand}_n(\sigma)\) of sufficient length \(n\) of independent uniformly distributed random variables \(s_i \in \mathbb{F}_q\).

**Theorem 3.** Let the decoder expecting the message \(u'\) receive the identification word \(w = (\sigma, \tau)\) corresponding to the message \(u\). Under Condition 1, for any \(u \neq u'\), the probability of false acceptance \(P_2(u, u') = q^{-\ell}\), i.e.,

\[
\lambda_2 = q^{-\ell}.
\]  

(16)

**Proof.** False acceptance of the message \(u\) instead of the expected message \(u' \neq u\) occurs if and only if the tags of these messages match, i.e. when equality holds

\[
u' G(\sigma) = u G(\sigma),
\]

which is equivalent to the equality

\[
v G(\sigma) = 0,
\]  

(17)

where \(v = u' - u \neq 0, v \in \mathbb{F}_q^k\). By Condition 1, the matrix \(G(\sigma)\) consists of elements of the field \(\mathbb{F}_q\) chosen independently and uniformly. The equality \((17)\) holds if and only if each column \(g^{(i)}\) of the matrix \(G(\sigma)\) satisfies

\[
v g^{(i)} = 0 \quad i = 1, \ldots, \ell,
\]  

(18)

what happens with probability \(q^{-\ell}\).
4.2. Requirements for the generator PRNG

One of the standard tools for constructing pseudo-random sequences are linear feedback shift registers (LFSRs). LFSRs are easy to implement, fast to run, and easy to analyze. In this section, we explore the possibility of using LFSR as a PRNG for identification.

**Linear Feedback Shift Register (LFSR)** is shown in Fig. 1. The register consists of $\mu$ memory cells that store the elements of the field $\mathbb{F}_q$, where $\mu$ is the length of the register. The initial state of the register is denoted by $\sigma = (s_1, s_2, \ldots, s_\mu)$. 

On the $i$th cycle, $i = 1, 2, \ldots$, a new element $s_{\mu+i}$

\[
s_{\mu+i} = -\sum_{j=1}^{\mu} a_j s_{i+j-\mu} \tag{20}\]

of the generated sequence is calculated using the feedback, the content of the register is shifted to the left, generating an output element $s_i$, and a new element $s_{\mu+i}$ is written to the last cell of the register that has become free. The polynomial $a(x) = 1 + a_1 x + a_2 x^2 + \cdots + a_\mu x^\mu$, $a_0 = 1$, over the field $\mathbb{F}_q$ is called the feedback polynomial. An LFSR of length $\mu$ with feedback polynomial $a(x)$ is denoted by $\mu, a(x)$.

![Figure 1. Linear Feedback Shift Register $\mu, a(x)$](image)

**Theorem 4.** To satisfy (16) for $(q, k, \ell, \mu)$-PRNG identification, the length $\mu$ of the LFSR linear feedback register must be at least $k$, i.e., $\mu \geq k$.

**Proof.** Assume the opposite, i.e., that $\mu < k$. For any sequence $s$ generated by the LFSR $\mu, a(x)$ with an arbitrary initial state $\sigma$, and for any $i \geq \mu + 1$, holds the equality

\[
\sum_{j=0}^{\mu} a_j s_{i-j} = 0. \tag{21}\]

As in the proof of Theorem 3 we denote the difference of two messages by the vector $v = u - u' \neq 0$ of length $k$. Since the messages can be arbitrary, the vector $v \neq 0$ can be chosen arbitrarily. We construct the vector $v$ as follows: take the vector $(a_\mu, a_{\mu-1}, \ldots, a_1, 1)$ of length $\mu + 1 \leq k$ and, if necessary, append it with zeros up to the length of $k$. Since the columns of the matrix $G$ in (12) are segments of the sequence $s$, using (21) we get that the conditions (18) and (17) of false message acceptance are satisfied. Since for the chosen message pair $u, u'$ a false positive occurs for any choice of $\sigma$, the false positive probability $\lambda_2 = 1$ and (15) does not hold.

Theorem 4 shows that it is inexpedient to use LFSR as a PRNG in the considered scheme. Indeed, the length of the LFSR must be at least $k$, but then the identification word (14) would have to be transmitted with a length of more than $k$ field elements. This does not make sense, since the transmission of the entire message over a noiseless channel requires only $k$ field elements to be transmitted.
This situation arose due to the fact that both the pseudo-random generator (20) and the procedure for calculating the tag (13) are linear. The difficulty can be avoided by using a non-linear pseudo-random generator or a non-linear tag calculation function. Although an LFSR cannot be directly used as a PRNG, it is known that combining multiple LFSR generators allows the construction of non-linear PRNGs. The question of the choice of PRNG and the parameters of PRNG identification remains open for further research.

5. Conclusion

It is known in coding theory that linear random codes are “good” with high probability, that is, they reach the Varshamov-Gilbert bound. However, in practice, random codes are not used to transmit messages. The reason is that efficient decoding procedures are not known for these codes. The specifics of the task of identification based on codes is that it is not required to decode the codes!

This allowed us to propose an identification procedure based on random linear codes. The procedure is optimal, i.e. asymptotically with the growth of parameters allows to achieve the identification capacity of the channel. The given example shows that the proposed procedure with finite values of the code parameters can be interesting for practical applications.

In addition, it is shown that this procedure can be simplified using pseudo-random sequence generators, but it is not possible to directly use a linear feedback shift register (LFSR) for this. Either a non-linear generator is needed, possibly obtained by combining several LFSRs, or the scalar product used to calculate a tag must be replaced by a non-linear function.

The work leaves open a number of questions, the main of which is the choice of a nonlinear generator with small memory and high linear complexity. This may serve as a topic for further research.
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