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Abstract. Though deep learning has achieved advanced performance recently, it remains a challenging task in the field of medical imaging, as obtaining reliable labeled training data is time-consuming and expensive. In this paper, we propose a double-uncertainty weighted method for semi-supervised segmentation based on the teacher-student model. The teacher model provides guidance for the student model by penalizing their inconsistent prediction on both labeled and unlabeled data. We train the teacher model using Bayesian deep learning to obtain double-uncertainty, i.e. segmentation uncertainty and feature uncertainty. It is the first to extend segmentation uncertainty estimation to feature uncertainty, which reveals the capability to capture information among channels. A learnable uncertainty consistency loss is designed for the unsupervised learning process in an interactive manner between prediction and uncertainty. With no ground-truth for supervision, it can still incentivize more accurate teacher’s predictions and facilitate the model to reduce uncertain estimations. Furthermore, our proposed double-uncertainty serves as a weight on each inconsistency penalty to balance and harmonize supervised and unsupervised training processes. We validate the proposed feature uncertainty and loss function through qualitative and quantitative analyses. Experimental results show that our method outperforms the state-of-the-art uncertainty-based semi-supervised methods on two public medical datasets.
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1 Introduction

There are great progresses in medical image segmentation using deep learning, such as U-Net [11] and V-Net [9], in the past few years. The accuracy and robustness of these models heavily depend on the quantity and quality of the
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training data. However, it is well known that high quality annotated medical data is quite expensive due to the domain knowledge prerequisite. As a result, semi-supervised learning has been recently explored to leverage unlabeled data for medical image segmentation [18][10][15]. Teacher-student framework, a popular semi-supervised method, has been successfully applied to medical image segmentation tasks on some organs [2][12][14]. Concretely, the teacher model is a Temporal Ensemble [5] of the current model with perturbations, which yields more accurate targets [13]. The student model learns from the teacher model through penalizing inconsistent prediction between them, defined as consistency loss. However, with no ground-truth given for unlabeled training data, it is hard to judge whether the teacher model provides accurate prediction.

To alleviate this problem, uncertainty measures are considered to be the optimal strategy, due to their capability to detect when and where the model is likely to make false predictions or the input is out-of-distribution. Recent explorations on uncertainty estimations include Bayesian uncertainty estimation via test-time dropout [4] and network ensembling [6]. In the medical domain, Yu et al. [14] proposed UA-MT for left atrium segmentation, which exploits the uncertainty of the teacher model by filtering out unreliable predictions and providing only confident voxel-level predictions for student. Sedai et al. [12] adaptively weighted regions with uncertain soft labels to guide the student model in OCT images task. These methods rely on a manually set threshold to control the information flow from teacher to student. Thus, they are incapable of tackling incorrect prediction with low uncertainty and likely filtrate valuable guidance for student by mistake.

In this paper, we propose a double-uncertainty weighted method for semi-supervised learning, using a better captured uncertainty to make the teaching-learning process accurate and reliable. The teacher model is trained using Monte-Carlo dropout [4] as an approximation of Bayesian Neural Network (BNN) to obtain a double-uncertainty, which consists of segmentation uncertainty and feature one. The former is based on the model's prediction output, while the latter captures uncertainty information existing in each convolution kernel when they detect and extract features. Based on uncertainty estimations and model's predictions, a learnable uncertainty consistency loss is proposed to modify teacher's predictions in an interactive manner. Total loss is the weighted sum of supervised segmentation loss trained from labeled data and consistency loss on both labeled and unlabeled data. This balance is crucial [7], but little-noticed in existing semi-supervised approaches. We take the double-uncertainty of each prediction into consideration, namely assigning smaller loss weight to trustless results.

To the best of our knowledge, we are the first to explore and evaluate feature uncertainty, which reveals the internal mechanism of a model's decision making. Without ground-truth, our newly designed consistency loss still incentivizes teacher's prediction closer to target probabilities and reduces prediction uncertainties. Furthermore, our designed uncertainty weight effectively benefits from unlabeled data and avoids uncertain prediction disturbing supervised training. We conduct exhaustive experiments on the datasets of 2018 Atrial Seg-
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In this section, we first explore how feature uncertainty exists in channels and propose an approach to evaluating it. Then, we detail the method that exploits the feature and segmentation uncertainties into our semi-supervised model. Specifically, we propose a learnable uncertainty consistency loss to form more accurate and less uncertain predictions from the teacher. We further discuss how this double-uncertainty can be interpreted as consistency loss weight to benefit unsupervised training. The whole framework is shown in Fig. 1.

2.1 Feature uncertainty

Uncertainty information can be excavated not only from prediction outputs, but also feature extracting process of convolution kernel. Each channel of a feature map can be considered as a feature detector focusing on ‘what’ and ‘where’ is an informative part. If a convolution kernel can extract meaningful features, then the activated regions in its corresponding channel should be basically consistent under multiple inference operations for the same input. Therefore, the uncertainty of each channel implies their learning capability separately. Furthermore, the uncertainty of a feature map can indicate the performance of a model on each channel.

http://atriaseg2018.cardiacatlas.org/data/
https://kits19.grand-challenge.org/data/
given input. Following [4], we train our model with dropout and random noise at \( T \) inference times. For each input, we obtain \( T \) intermediate feature maps \( F^t \in \mathbb{R}^{H \times W \times C} \) at the same layer, which can be considered as a set of \( H \times W \) dimensional vectors of the corresponding channels \( c \in \{1..C\} \). The uncertainty of channel \( c \) is defined by:

\[
 u_c = \sigma \left( \sum_p \sum_q g(x^p_c, x^q_c) \right), \quad p, q \in \{1 \ldots T\}, \tag{1}
\]

\[
 U_c = \text{mean}( \sum_{h, w} u^{h,w}_c), \quad h \in \{1 \ldots H\}, w \in \{1 \ldots W\}, \tag{2}
\]

where \( x^p_c \) and \( x^q_c \) are two \( H \times W \) dimensional vectors of the same channel \( c \) at different inference time \( p \) and \( q \). Function \( g(x, y) \) computes an absolute value of difference between these two vectors. Through min-max normalization operation \( \sigma \), each channel’s uncertainty map \( u_c \in \mathbb{R}^{H \times W} \) can be estimated, and uncertainty value \( U_c \) is obtained by Eqn. 2. This relative uncertainty among channels represents their information capture ability. Higher uncertainty values imply flatter distributions over extracted channel’s features. Accordingly, the feature uncertainty of the model at this layer can be obtained by:

\[
 U_f = \frac{1}{C} \sum_{i} (U_i - \min U_c). \tag{3}
\]

This equation calculates an overall estimation of the model’s feature extraction ability.

### 2.2 Double-uncertainty weighted model

Following [14], we adopt Mean Teacher [13] as our framework and baseline V-Net [9] as teacher and student networks. The weights of the student model at training step \( t \) are denoted by \( \theta_t \). The teacher model uses the exponential moving average(EMA) weights of the student model as \( \theta'_t = \alpha \theta'_{t-1} + (1 - \alpha) \theta_t \), where \( \alpha \) is a hyper-parameter called EMA decay. It is utilized to update the weights of student model with gradient descent. This ensembling over training steps improves the quality of the predictions. Meanwhile, random noise on the input and dropout in training process of the teacher model serve as training regularization to improve results. The student aims to learn by minimizing the supervised segmentation loss on labeled data and consistency loss on both labeled and unlabeled data. This consistency enforces consistent prediction between the student and teacher model. Inspired by [3], the teacher model is also considered as an uncertainty estimation branch in parallel with itself as a prediction branch. We design a learnable uncertainty consistency loss to modify teacher’s predictions and facilitate the model to produce less uncertain estimates. Meanwhile, uncertainty is utilized as a weight to balance the training between labeled data and unlabeled data, which significantly benefits the optimization process.
Learnable uncertainty consistency loss Segment uncertainty $U_s$ is captured like [4] using the following equation:

$$u_i = \frac{1}{T} \sum_{t=1}^{T} \text{Softmax} (\rho_t) \quad u_v = - \sum_{i=1}^{M} u_i \log u_i,$$

where $\rho_t$ is the prediction logits of class $i$ at $t^{th}$ times and $M$ is the number of classes which equals to two in our tasks. $u_i$ is the average softmax probability of $T$ times stochastic dropout sampling from teacher model and $u_v$ is uncertainty metric on voxel $v$. The whole segmentation uncertainty $U_s$ for the given input is obtained by the mean value of each voxel’s uncertainty estimate. The prediction probabilities of the teacher model are adjusted as $t'_i$ by interpolating between the original prediction $t_i$ and the prediction of student model $s_i$ voxel by voxel.

$$t'_i = (1 - u_v) t_i + u_v s_i,$$

$$L_c = - \frac{1}{V} \sum_{v} \left( \sum_{i=1}^{M} \log (t'_{v,i}) s_{v,i} + \beta \log (1 - u_{v,i}) \right),$$

where $v$ represents the $v^{th}$ voxel and $\beta$ is a hyper-parameter for the uncertainty log penalty, preventing the teacher model from producing high uncertainty estimates all the time. The designed consistency loss $L_c$ not only represents whether the teacher’s prediction is reliable enough for the student on voxel level, but also produces an interesting dynamic process to be optimized. When $u_{v,i} \rightarrow 1$, which means the prediction of teacher on voxel $v$ is extremely untrustworthy, then $t'_i \rightarrow s_i$, narrows the distance between two models and mitigates teacher’s guidance. Conversely, if $u_{v,i} \rightarrow 0$, $t'_i \rightarrow t_i$, then teacher’s prediction remains unchanged and keeps its trustful guidance. The above interaction mechanism guarantees the consistency loss can be reduced by the teacher model when providing less uncertainty guidance.

Uncertainty weight The overall loss is a combination of supervised segmentation loss $L_s$ and proposed consistency loss $L_c$, calculated by:

$$L = L_s + \lambda L_c.$$

Proper scheduling of consistency loss weight $\lambda$ is very important [7]. Most of the existing choice of $\lambda$ is a time-dependent Gaussian weighting function $\omega(t) = 0.1 + e^{-5(1-S/L)^2}$, where $S$ and $L$ represent the current training step and ramp-up length separately [2]. However, this trade-off ignores the proportion and characteristics of unlabeled data, which is incapable of making the most of the teacher model for guidance. Therefore, we take uncertainty estimates into consideration.

$$\lambda = \frac{\omega(t)}{U_f} \log \frac{1}{U_s} = - \frac{\omega(t)}{U_f} \log U_s,$$
where $U_f$ and $U_s$ represent feature uncertainty and segmentation uncertainty. It is noted that if batch size is bigger than one, $U_f$ and $U_s$ are the average of each input in a mini-batch. While $\omega(t)$ grasps overall share of consistency loss to ramp up from zero along a Gaussian curve, this double-uncertainty serves as weight priors to scale loss targeting on each prediction. Given an input with large uncertainty value $U_f$ and $U_s$ predicted by teacher model, $\lambda$ drops in case of wrong guidance disturbing network training. To avoid poor local minima due to extremely small $U_s$, we use a log function to restrict its value. Double-uncertainty controls training loss together, leading to a convincing weighted result.

3 Experiment

The proposed method is evaluated on the datasets of 2018 Atrial Segmentation Challenge for left atrium (LA) segmentation and MICCAI 2019 KiTS Challenge for kidney segmentation. We compared our method with advanced supervised methods and state-of-the-art semi-supervised methods separately. We adopt Dice, Jaccard, the 95% Hausdorff Distance (95HD) and the Average Surface Distance (ASD) as our assessment metrics.

3.1 Implementation details

The implementation is based on Pytorch using an NVIDIA Tesla V100 32GB GPU. The model is trained using the SGD optimizer and a batch size of 4 with a gradually decaying learning rate of 0.01, which is divided by 10 after each 2500 training steps. Stochastic dropout with $p = 0.5$ is applied to layers of the encoder and decoder for $T = 16$ times. The supervised segmentation loss is a summation of Cross Entropy Loss and Dice Loss. The $4^{th}$ upsampling layer with 32 channels is adopted for feature uncertainty estimation. EMA decay $\alpha$ is set as 0.99, referring to [13,14]. Hyperparameters $\beta$ controls a log penalty and just a small value can prevent the teacher model from producing high uncertainty estimates. We test various values and 0.001 is adopted.

LA segmentation This dataset includes 100 3D gadolinium-enhanced magnetic resonance imaging scans (GE-MRIs) with segmentation masks. We select 80 samples as a training set, and the rest 20 data for testing. For better comparison, we use the same data preprocessing method as [14]. Table 1 shows under 16 and 8 labeled data, our method outperforms the SOTA semi-supervised method UA-MT [14] on the four index. Note that our method trained with only 16 labeled data performs close to baseline V-Net trained with all 80 labeled data.

Kidney segmentation This challenging dataset is a collection of contrast-enhanced 3D abdominal CT scans along with their segmentation ground-truth. We split the 210 given scans into 160 for training and 50 for testing. We extract
Table 1: Comparison with advanced supervised and semi-supervised methods.

| Dataset | Labeled | Method          | Dice   | Jaccard | 95HD  | ASD  |
|---------|---------|-----------------|--------|---------|-------|------|
| LA      | 80      | Baseline V-Net  | 0.9025 | 0.8240  | 8.29  | 1.91 |
|         |         | UA-MT [14]      | 0.8888 | 0.8021  | 7.32  | 2.26 |
|         |         | Ours            | 0.8965 | 0.8135  | 7.04  | 2.03 |
|         | 16      | Baseline V-Net  | 0.8425 | 0.7348  | 13.83 | 3.36 |
|         |         | MT-Sedai et al. [12] | 0.8593 | 0.7248  | 9.26  | 3.06 |
|         |         | Ours            | 0.8591 | 0.7575  | 12.67 | 3.31 |
| Kidney  | 4       | Baseline V-Net  | 0.8173 | 0.7291  | 8.90  | 2.75 |
|         |         | MT-Sedai et al. [12] | 0.8713 | 0.7866  | 11.74 | 3.56 |
|         |         | Ours            | 0.8879 | 0.8169  | 8.04  | 2.34 |

3D patches centering at the kidney region. To make the results more convincing, a comprehensive comparison with existing methods is conducted. Baseline V-Net [9] is selected as a supervised-only method. For semi-supervised methods, besides UA-MT, we choose another latest uncertainty guided semi-supervised method [12], which achieves great success in the OCT image task. For a fair comparison, we re-implement this method with the same Mean Teacher architecture, which is referred to as MT-Sedai et al. The same V-Net is adopted as a Bayesian network to estimate uncertainty in all these methods. Table 1 shows our method achieves a high accuracy using only 4 labeled scans, which ranks top among all compared methods. From Dice comparison between the supervised-only method and semi-supervised methods under different labeled/unlabeled scans in Fig. 2(a), it is observed that our method improves performance significantly, especially when the amount of labeled data is small.

Fig. 2: (a) Results of kidney segmentation with different labeled/unlabeled data. (b) Smoothened Dice loss of training data for our modified teacher model, original teacher model and student model. (c) Mean value of segmentation uncertainty from teacher model after each training step.
3.2 Uncertainty validation

Fig. 3 shows an example of LA segmentation task under 16 labeled data. Experiments show the choice of layers to obtain feature uncertainty does not affect the segmentation results above. Thus, we choose 4\textsuperscript{th} upsampling layer for better visualization of uncertainty maps. We randomly select three samples separately from the early, middle and late training stages and calculate their feature uncertainty. Fig. 3(left) compares feature uncertainty maps of their first four channels (32 channels in total). Taking the early stage sample as an example, four channels’ corresponding uncertainty values are [0.2453, 0.3327, 0.2782, 0.3206]. Obviously, the first channel has a relatively better ability to capture the target’s features. From feature uncertainty map, uncertainty regions are mainly in the vicinity of the target, especially at its boundary and tissue joint. Conversely, the second channel is proved to be highly uncertain. Its uncertainty map indicates its corresponding convolution kernel is not sure about what and where to see. This provides a way to analyze channels’ quality. Fig. 3(right) shows all the uncertainty value of their 32 channels. It can be seen that 1) relative uncertainty among channels remains basically consistent. 2) as trained, feature uncertainty decreases (These three samples have diminishing feature uncertainty values of [0.3109, 0.2838, 0.2565], using Eqn. 2).

![Feature uncertainty maps](image)

Fig. 3: Feature uncertainty. Left: Three input images from early, middle, late stage and their first four channels’ feature uncertainty maps (brighter regions represent more uncertainty). Right: Feature uncertainty value of 32 channels.

Consistency loss defines the prediction inconsistency between student and teacher model. Thus, to investigate the ability of our designed consistency loss equals to verify our modification to the teacher model. By calculating Dice Loss of training data with the ground-truth label, Fig. 2(b) shows our modified teacher achieves better predictions. A more accurate teacher speeds up the feedback loop, leading to better test performance, as shown in Table 2. Additionally, the interaction between uncertainty estimates and model’s predictions in our proposed loss function facilitates teachers to produce less uncertain results, which is proven in Fig. 2(c). We also validate the proposed uncertainty weight in Table 2. Particularly, with uncertainty weight, UA-MT [14] is improved as well.
Double-uncertainty Weighted Method for Semi-supervised Learning

Table 2: Contributions of proposed consistency loss and uncertainty weight.

| Method                              | 10 labeled | 32 labeled |
|-------------------------------------|------------|------------|
| MSE loss [13]                       | 0.8944     | 0.9215     |
| UA-MT loss [14]                     | 0.9081     | 0.9252     |
| UA-MT loss [14] + Weight            | 0.9098     | 0.9346     |
| Our Consistency loss                | 0.9182     | 0.9358     |
| Our Consistency loss + Weight       | **0.9206** | **0.9365** |

4 Conclusion

In this paper, we make novel contributions to employ uncertainty estimates to the teacher-student model for semi-supervised learning. It is the first time that feature uncertainty is proposed and evaluated. Our learnable uncertainty consistency loss facilitates a more accurate teacher model with less uncertainty. Uncertainty is also utilized as a consistency weight to balance unsupervised training. Comprehensive experimental analysis on two medical datasets shows the significant improvements of our method using limited labeled images.
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