Application of Model Based 3D Hand Tracking for Mimicking Robotic Wrist with Three Degrees of Freedom Using Microsoft Kinect Xbox One
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Abstract
This study aimed to mimic the human wrist movement in three degrees of freedom. Previous studies about robotic wrist mimicking used Skeletal Tracking of the Kinect with the application of Vector Multiplication as their algorithm, the problem of misalignment of the thumb with respect to the palm occurred, resulting bigger discrepancy especially to the roll movement which depends rigidly on the thumb and palm relationship. The proponents will solve this problem by applying the Model Based 3D hand tracking to disregard the problem of misalignment of the thumb and palm. Using Microsoft Xbox One, Python, LabVIEW and Arduino, the proponents implemented this algorithm as it only uses one reference node which is located at the center of the palm to acquire the data needed in controlling the robotic wrist. The proponents then verify it by evaluating the angle differences produced by the algorithm and the actual user. Also, by comparing the Skeletal Tracking and the Model Based 3D Hand tracking through the use of poses practiced by the previous study.
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Introduction
Nowadays, substantial advances in field of humanoid wrist robotics have been made since the study in this area came up to be a dominant one, up to its extent into the 3-dimensional phenomena. Robotic wrist, which is under humanoid robotics or can be an industrial robot has been emerging thoroughly and received a great attention in the past years. Current research directions in this field are targeting a more functional and more refined structure, design, and implementation very close to the human hands. Different degrees of freedom, articulations and positions of the human wrist can only create small movements that made it complicated to mimic, unlike other body parts. Its complex movements turn out to be the challenging part
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to the researchers and as a result, improving the nature in imitating the human wrist motion came along the way, as it approaches the most recent algorithms and sensors to be used.

The most recent study about wrist mimicking, “Application of Microsoft Xbox One for Mimicking Robotic Wrist with Three Degree of Freedom in Different Poses” Rudio DJC, et al. [1], made their controller wireless in free space. The proponents used Microsoft Kinect for Xbox One as their sensor and its function called Skeletal Tracking. By using Skeletal Tracking, the proponents were able to detect the overall anatomy of the user with 25 joints including the tip of the left and right index finger, left and right thumb finger and other body joints. The proponents used the thumb and index finger as their basis to create three imaginary vectors that allows the user to move his hand freely. Then by using the concept of vector dot product, they were able to get the angles of the human wrist movements. On the other hand, with the use of skeletal tracking, there has been a bigger angle difference produced by the pitch, yaw and especially the roll movement of the human wrist and of the robotic wrist. The resulting angles for the yaw, roll and pitch has an average angle difference of 0.0532, -1.3842 and 0.9482, respectively. This is due to the vector thumb being misaligned to the plane of the vector of the index finger. As far as the user unconsciously moves his thumb while using the system, it can cause bigger discrepancies in the acquisition of angle with respect to the angle of the robotic wrist, especially for the roll.

The proponents will solve this problem by using the concept of 3D Hand Tracking based in the recent study “Efficient Model-based 3D Tracking of Hand Articulations using Kinect” Oikonomidis, et al. [2]. Using the proposed algorithm, the RGB image of the hand captured by the Kinect Sensor will be fitted with a hand model. Then, the quaternion representation pertaining to the hand model will be transformed into Euler angles to determine the yaw, pitch and roll angle to be mimicked.

Methodology

The proponents used the concept of Model Based 3D hand tracking using Python software. The process begins with the segmentation of the observed hand. The segmented 3D hand will be fitted to 3D hand model consisting nodes that will be used to obtain the quaternion parameters. Then the acquired quaternion representation will be converted to Euler angles. These converted values will be the angles that will be fed as input to the microcontroller. The microcontroller serves as an aid to communicate to the robotic wrist, transferring the required angle for pitch, yaw and roll to the servo motors installed on the robotic wrist, enabling it to mimic the movement of the human wrist. The proponents will use the LabVIEW software to check and view the response of the system.

Figure 1 illustrates how the concept upon building the design for the Application of Model Based 3D Hand Tracking is used to mimic the movement of the human wrist. The features of the

![Figure 1: Application of model based 3D hand tracking.](image-url)
Hand Model: The 3D hand is modeled by using an elliptical cylinder for the palm and two ellipsoids for caps, and each finger are made up of three cylinders and four spheres, except for the thumb having an ellipsoid, two cylinders and three spheres. Basically, the hand is modeled using the two basic 3D primitives, a sphere and a cylinder Figure 3. The 3D hand model is characterized with color code where the elliptical cylinders are yellow, ellipsoids are red, spheres are green and cylinders are blue. Alongside of the colors, the hand also has 16 nodes which are not visually presented during the actual process. The global hand node located at the palm, 5 nodes for the basic finger joints, and 10 nodes for the remaining finger joints. This hand model is then estimated and positioned to the hand observation with respect to the calibration.

In order to make sure that the 3D hand model is placed thoroughly to the hand observation, the
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PSO is used. Through this process, the discrepancy of the estimation made on the 3D hand model and hand observation are optimize for a better result.

The relation of the variables can be expressed by this formula:

\[
\mathbf{v}(t+1) = w[\mathbf{v}(t) + c_1 r_1[\mathbf{p}(t)-\mathbf{x}(t)] + c_2 r_2[\mathbf{g}(t)-\mathbf{x}(t)]]
\]

Where:
- \(w =\) Constriction factor
- \(c_1 =\) Cognitive component
- \(c_2 =\) Social component
- \(r_1, r_2 =\) Random samples of uniform distribution
- \(\mathbf{v}(t+1) =\) New velocity of the particle
- \(\mathbf{v}(t) =\) Initial velocity
- \(\mathbf{p}(t)-\mathbf{x}(t) =\) Vector connecting \(\mathbf{x}(t)\) and \(\mathbf{p}(t)\)
- \(\mathbf{g}(t)-\mathbf{x}(t) =\) Vector connecting \(\mathbf{x}(t)\) and \(\mathbf{g}(t)\)

And for the particle’s new position, it is simply the combination of the current position of the particle and its new velocity.

\[
\mathbf{x}(t+1) = \mathbf{x}(t) + \mathbf{v}(t+1)
\]

Where:
- \(\mathbf{x}(t+1) =\) New position of the particle
- \(\mathbf{x}(t) =\) Current position of the particle
- \(\mathbf{v}(t+1) =\) New velocity of the particle

**Acquisition of quaternion representation:** From the 16 nodes included inside the 3d hand model, the study focuses only on the Global Hand node which is located at the center of the palm. The Hand algorithm uses quaternions to measure the output more accurately for it hinders the Gimbal lock or the loss of one degree of freedom in a three dimensional space. Quaternions can be represent-ed by the coordinates \((w, x, y, z)\) where \(w, x, y\) and \(z\) are all real numbers. More specifically, a unit quaternion is used in the study and the measurements are initially in the origin \((1,0,0,0)\).

The relation of \(x, y,\) and \(z,\) to \(w\) can be expressed by this formula:

\[
w = \cos (\Theta/2)
\]
\[
(x, y, z) = v = \sin (\Theta/2)
\]

Where:
- \(v =\) Magnitude of \(x, y,\) and \(z\) coordinates

\[\Theta =\) Angle rotation of quaternion\]

**Conversion of quaternion representation to Euler angles:** After acquiring the \(w, x, y, z\) values, these vector coordinates must be converted to yaw, pitch, and roll movements. This is done by converting quaternions to Euler angles.

\[
\text{Roll} = ((\arctan 2( 2 \times (x \times w - y \times z), 1 - 2 \times (y \times y + z \times z) )) /\pi) \times 180.0
\]
\[
\text{Yaw} = ((\arcsin (2 \times (x \times x + y \times z))) /\pi) \times 180.0
\]
\[
\text{Pitch} = ((\arctan 2( 2 \times (x \times x - y \times z), 1 - 2 \times (y \times y + z \times z) )) /\pi) \times 180.0
\]

**Evaluation of the angles made by the user and the angles measured from the robotic wrist**

The proponents will evaluate the algorithm used if it is sufficient enough for the acquisition of angle of the wrist in three degree of freedom. A wearable tester which is composed of three potentiometers that corresponds to the pitch, yaw and roll movement, will be devised in order to measure the angles made by the user. The potentiometers from the wearable equipment will create varying and simultaneous signals that will be fed to the micro-controller to interpret the data as the user moves his hand. Through the use of LabVIEW and Arduino, the gathered data will be transferred directly to the Microsoft Excel for evaluation Figure 4.

The proponents will evaluate the angular movement of the wrist made by the 3D hand model and the angles measured from the robotic wrist. The proponents will use LabVIEW software to simulate and evaluate the gathered data. LabVIEW Robotics provides a way to interface the robotic wrist with angles as an input from the python program. Communication between LabVIEW and Arduino is possible through LabVIEW Interface for Arduino (LIFA). LabVIEW Interface for Arduino (LIFA) Toolkit allows developers to acquire data from the Arduino microcontroller and process it in the LabVIEW Integrated Development Environment (IDE).

After getting the angular data from the 3D hand model and from the robotic wrist, the proponents will evaluate the significant difference between the angles made by the algorithm and the robotic wrist angles. The proponents will apply Z-test using the acquired angles to evaluate the response of the control system. In Z-test, it is necessary to define the null hypothesis (Ho), alternative hypothesis (H1) and the critical value that will prove that the
hypothesis is true Figure 5.

To know the critical value in a two-tailed test, the significance level (\(\alpha\)) is set to a standard value of 5%. This significance value will create a confidence of 95% (acquired from 100% - \(\alpha\)) and the area of the curve as the critical value will be 0.975 (acquired from 1 - \((\alpha/2)\)). Knowing the area, the proponents used the z-test table (known as areas under the normal curve) and got a critical value of 1.96.

Table 1 shows the null and alternative hypothesis and its condition to be accepted for z-test. Depending on the computed z value, the proponents...
Table 1: Null and Alternative hypothesis.

| Hypothesis      | Condition                        |
|-----------------|----------------------------------|
| Null (Ho)       | There is no significant difference between the human wrist and robotic wrist angles. |
| Alternative (H1)| There is no significant difference between the human wrist and robotic wrist angles. |

| Ho:              | -1.96 ≤ z ≤ 1.96                |
| H1:              | -1.96 > z > 1.96                |

Where:

- \( Z \) = z-test result
- \( n_1 \) = Number of samples in the first sample group
- \( n_2 \) = Number of samples in the second sample group
- \( \bar{x}_1 \) = Mean value of the first sample group
- \( \bar{x}_2 \) = Mean value of the second sample group
- \( \sigma_1 \) = Standard deviation of the first sample group
- \( \sigma_2 \) = Standard deviation of the second sample group

The proponents will obtain the z value by using the Z-test equation by this formula:

\[
Z = \frac{\overline{x}_1 - \overline{x}_2}{\sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}}}
\]

Figure 6: Different poses assigned by the previous study: a) Pose 1; b) Pose 2; c) Pose 3; d) Pose 4; e) Pose 5.

The proponents will either accept the null hypothesis or the alternative hypothesis. If the computed z value is within the range -1.96 to 1.96 (the positive and negative of critical values) the Null hypothesis is accepted, otherwise the alternative hypothesis is accepted.
Comparison of the angles made by the model based 3D hand tracking with the previous skeletal tracking algorithm

The proponents will evaluate and compare the results of gathered data from the Skeletal Tracking Algorithm and Model Based 3D Hand Tracking. The proponents will use the poses defined by the previous study and the assigned reference angle for yaw, pitch and roll which are 15, 25 and 30 degrees respectively for the comparison of data gathered. The proponents will compare the computed angular difference of the five poses provided in Skeletal Tracking and Model Based 3D Hand Tracking algorithms for each movement pertaining to the yaw, roll and pitch to verify the accuracy of the system Figure 6.

Results and Discussion

Application of model based 3D hand tracking for acquiring human wrist angle

From the movement made by the user, the proponents attained the quaternion representation with respect to the position of the hand. Those quaternion representations refer to the X, Y, Z and W values coming from the global hand node. The reference node is specifically located at the center of the palm. This only implies that any other nodes coming from the fingers including the thumb does not affect the quaternion representation that are being gathered, thus the misalignment of the thumb with respect to the palm was nullified, since only the global hand node was utilized. Table 2 shows the acquired quaternion representation of the algorithm. The proponents applied the Euler Angle formula using the attained quaternion values from the global hand node to acquire the angles made by the human hand for the pitch, yaw and roll angles.

Evaluation of the angles made by the user and the angles measured from the robotic wrist

The proponents evaluated the algorithm by getting the angular difference of the angles made by the user and the angles made by the 3D hand model. The angles gathered for pitch, yaw and roll movement for both wearable and algorithm are shown on the table.

Table 3 shows the actual angles made by the user using a wearable device and the resulting angles from the algorithm and its average difference for each movement. The proponents observed that there were only minimal angle differences for the pitch, yaw and roll movement. Specifically the average angle differences are -0.2285, -0.5508 and 0.5729 respectively. It implies that there were only minimal lapses in acquiring the movement of the human wrist by the algorithm.

Figure 7 shows the movement of the user applying the 3D hand model and underneath it is the corresponding response of the 3D hand model and the robotic wrist application. The graph shows the angle measured from the actual user with the use of Model Based 3D Hand Tracking (white) and the robotic wrist (red line). It is observed in the graph that the white line leads the red line.

Table 4 shows the z-test evaluation of the angular data gathered from the human wrist and the robotic wrist. Herein the table are the number of samples (n1 and n2), the mean of the samples (X̄1 and X̄2), the standard deviation of the samples (σ1 and σ2) and the z-test results. As presented, pitch has the lowest z-test value, it only implies that pitch is the movement that best mimics the robotic wrist. Generally, the table shows that the z-test result is within the range of -1.96 to +1.96. Thus, there is no significant difference between the robotic wrist angles and the actual user angles. This means that the robotic wrist angles are close to the actual wrist angles.

Comparison of the angles made by the model based 3D hand tracking with the previous skeletal tracking algorithm

Using the poses defined by the previous study, the proponents compared the angles made by the Model based 3D Hand Tracking Algorithm and Skeletal Tracking Algorithm. The proponents used the reference angles assigned by the previous study for pitch, yaw and roll which are 25, 15 and 30 degrees respectively.

Table 5 shows the results for the pitch, yaw and roll movement for the five poses applying the Model based 3D hand tracking, meanwhile Table 6 shows the resulting angles for the pitch, yaw and roll movement for the five poses in the previous study which uses Skeletal tracking as their algorithm. Using the same five poses and the same angles used by the previous researchers in evaluating the gath-
Table 2: Resulting Angles after calculating the given quaternion values performed by the user.

| Pitch quaternion representation | Acquired angles | W | Z |
|--------------------------------|----------------|---|---|
| X                             | 0.009          | -0.034 | 0.219 |
| Y                             | -0.083          | -0.034 | 0.095 |
| Z                             | -0.034          | 0.095 | -0.014 |

| Yaw quaternion representation | Acquired angles | W | Z |
|-------------------------------|----------------|---|---|
| X                             | 0.037          | 0.146 | 0.999 |
| Y                             | -0.018          | -0.018 | 0.999 |
| Z                             | -0.018          | 0.999 | -0.018 |

| Roll quaternion representation | Acquired angles | W | Z |
|--------------------------------|----------------|---|---|
| X                             | 0.018          | 0.018 | 0.999 |
| Y                             | -0.018          | -0.018 | 0.999 |
| Z                             | -0.018          | 0.999 | -0.018 |
results of their average angle differences, the proponents observed that lower angle average results

dated data, the proponents were able to compare the results with the previous study. Comparing the

| Table 3: Resulting angles of the 3D hand model compared to the actual angles from each hand position and its angle difference and averages. |
|---|---|---|---|---|---|---|---|---|
| Pitch | Yaw | Roll |
| Algorithm angles | Actual angles | Angle diff. | Algorithm angles | Actual angles | Angle diff. | Algorithm angles | Actual angles | Angle diff. |
| -50.396 | -51.287 | -0.891 | -30.142 | -30.463 | -0.321 | -50.319 | -49.898 | 0.421 |
| -40.868 | -41.316 | -0.448 | -25.706 | -25.881 | -0.175 | -40.112 | -40.343 | -0.231 |
| -30.235 | -31.614 | -1.379 | -20.75 | -20.761 | -0.011 | -30.003 | -32.258 | -2.255 |
| -20.329 | -20.834 | -0.505 | -15.297 | -15.64 | -0.343 | -20.625 | -18.292 | 2.333 |
| -10.069 | -10.054 | 0.015 | -10.407 | -10.25 | 0.157 | -10.049 | -8.738 | 1.311 |
| 10.072 | 10.159 | 0.087 | 10.585 | 11.04 | 0.455 | 10.521 | 11.475 | 0.954 |
| 20.941 | 20.938 | -0.003 | 15.716 | 15.622 | -0.094 | 20.87 | 19.56 | -1.31 |
| 30.095 | 30.102 | 0.007 | 20.485 | 20.204 | -0.281 | 30.626 | 31.32 | 0.694 |
| 40.268 | 40.073 | -0.195 | 25.288 | 25.324 | 0.036 | 40.236 | 40.653 | 0.417 |
| 50.157 | 50.584 | 0.427 | 35.106 | 30.175 | -4.931 | 50.343 | 53.738 | 3.395 |
| Average | -0.2885 | 0.015 | 10.587 | 11.04 | 0.455 | 10.521 | 11.475 | 0.954 |

| Table 4: Z-test evaluation of the angular data from the human wrist and robotic wrist. |
|---|---|---|---|---|---|---|
| Human | Robot | Z-Test |
| N | Σ | σ | N | Σ | σ | Result |
| Yaw | 100 | 13.3432 | 5.513432 | 100 | 13.488 | 10.10974 | 0.12574 |
| Pitch | 100 | 8.83667 | 8.056508 | 100 | 9.55706 | 11.93143 | 0.50038 |
| Roll | 100 | 42.3512 | 10.40518 | 100 | 43.0319 | 14.09792 | 0.38847 |

Figure 7: Graph for the angles made by the user and robotic wrist: a) For pitch movement; b) For yaw movement; c) For roll movement.
were obtained in model based 3D hand tracking rather than the results from the previous skeletal tracking algorithm. Specifically, the average angle differences for the model based 3D hand tracking pertaining to the pitch, yaw and roll movement are 0.03, -0.02092 and 0.29032, respectively. Referring to Table 6, the average angle differences using skeletal tracking are 0.9482, 0.0532 and -1.3842 in pitch, yaw and roll movement, respectively. This only implies that the model based 3D hand tracking is more effective than the skeletal tracking algorithm in terms of mimicking the human wrist in three degree of freedom.

The proponents also observed that the roll angle differences in model based 3D hand tracking in each pose is lower than the roll angle differences in each pose using the skeletal tracking. This indicates that the issue of the misalignment of the thumb with respect to the palm that greatly affects the roll movement due to the thumb dependency of the previous algorithm was resolved. The proponents also noticed that pose four has the smallest angle difference. It is because the user’s hand is directly facing the Kinect. In this way, the hand is best detected from the image captured by the sensor. The proponents also noticed that pose two, specifically roll, has the largest angle difference. It is because large portion of the human hand are hidden from the sensor when the hand is not directly facing the Kinect. Thus, causes poor placement of 3D hand model on the actual hand. Roll has the largest average difference. This simply point out that compared to yaw and pitch movement, the roll is the most difficult to mimic. As seen in Figure 8, compared to yaw and pitch movement, roll movement causes obscurity to most part of the hand causing poor detection of the observed hand. This causes confusion upon the right placement of the 3D hand model to the captured image. Because the Global Hand Node is located in the 3D hand model itself, the inappropriate fitting of the 3D hand model creates an improper quaternion representation. As a result, large difference between the resulting angle and the actual angle occurs.

### Conclusion

This study disregard the misalignment of the thumb with respect to the palm, since only the node on the palm which is the Global hand node

| Table 5: Resulting angles of both algorithm and robotic wrist for five poses in model based 3D hand tracking. |
|---|
| | Yaw | Roll | Pitch |
| Actual angles | Algorithm angles | Angle diff. | Actual angles | Algorithm angles | Angle diff. | Actual angles | Algorithm angles | Angle diff. |
| Pose 1 | 15.4233 | 15.3256 | -0.0977 | 30.4029 | 30.2424 | -0.1605 | 25.5127 | 25.4761 | -0.0366 |
| Pose 2 | 15.4146 | 15.5579 | 0.1433 | 30.3734 | 31.7862 | 1.4128 | 25.2629 | 25.1808 | -0.0821 |
| Pose 3 | 15.1841 | 14.9487 | -0.2354 | 30.3737 | 30.7022 | 0.3285 | 25.2924 | 25.1687 | -0.1237 |
| Pose 4 | 15.3283 | 15.3994 | 0.0711 | 30.4228 | 30.2897 | -0.1331 | 25.3111 | 25.331 | -0.001 |
| Pose 5 | 15.3293 | 15.3126 | 0.0141 | 30.4515 | 30.4554 | 0.0039 | 25.3463 | 25.7388 | 0.3925 |
| Average | 15.3352 | 15.30884 | -0.02092 | 30.4086 | 30.69518 | 0.29032 | 25.34908 | 25.37908 | 0.03 |

| Table 6: Resulting angles of both algorithm and robotic wrist for five poses in the previous study which uses skeletal tracking. |
|---|
| | Yaw | Roll | Pitch |
| Actual angles | Resulting angles | Angle difference | Actual angles | Resulting angles | Angle difference | Actual angles | Resulting angles | Angle difference |
| Pose 1 | 15° | 15.336 | -0.336 | -30° | -30.738 | 0.738 | -25° | -25.003 | 0.003 |
| Pose 2 | 15° | 15.659 | -0.659 | -30° | -27.695 | -2.305 | -25° | -20.556 | -4.444 |
| Pose 3 | 15° | 13.744 | 1.256 | -30° | -31.673 | 1.673 | -25° | -27.954 | 2.954 |
| Pose 4 | 15° | 16.571 | -1.571 | -30° | -27.626 | -2.374 | -25° | -28.903 | 3.903 |
| Pose 5 | 15° | 13.424 | 1.576 | -30° | -25.347 | -4.653 | -25° | -27.325 | 2.325 |
| Average | 15° | 14.9468 | 0.0532 | -30° | -28.6158 | -1.3842 | -25° | -25.9482 | 0.9482 |
was being utilized. Among the three, the roll movement was the most difficult to mimic based on the data obtained simply because the movement itself causes large obscurity on most part of the hand. Thus, in applying the model based 3D hand tracking for mimicking the human wrist, proper detection of the hand is necessary.

The z-test for the pitch, yaw and roll movements for this study are 0.5003, 0.1257 and 0.3885, respectively. Thus, the results are within the range of the critical values and it only implies that there are no significant difference between the robotic wrist angles and the angles produced by the algorithm.

The Model Based 3D Hand Tracking Algorithm is more effective in mimicking the human wrist in three degree of freedom compared to the previous study of Skeletal Tracking Algorithm. The proponents also noticed that pose four has the smallest angle difference and that pose two, specifically roll, which has the largest angle difference due to the proper detection of the hand.

**Recommendation**

Based on the evaluated data, most of the angle differences are caused by the poor detection of the actual users’ hand. Angle discrepancies between the robotic wrist and the actual users’ hand will vary depending on how proper the hand is detected. Although the misalignment of the thumb with respect to the palm was resolved by the use of 3D Hand Tracking, the proponents suggested that the future researchers will improve the algorithm by enhancing the detection of the user’s hand even when large portion of the human hand are obscured from the sensor or even when the hand is at close fist.

Based on the presented graph, the Model Based 3D Hand Tracking (white line) leads the robot (red line) indicating a delay upon the transmission of data. The proponents suggest improving the mechanical robot for a better response.

From the comparison made, the proponents observed that the application of model based 3D hand tracking in different poses is more effective when the hand is directly facing the Kinect sensor where the hand is best detected. In this matter, the proponents recommend the future researchers to use an algorithm that can mimic better the human hand even when the hand is not directly facing the Kinect.

**Acknowledgements**

The authors would like to give their greatest gratitude to the following people who make this research paper possible in accordance within the time provided:

First of all, to the researchers’ Professor and thesis Adviser, Engr. Roselito E. Tolentino for un-
lost track on what they were doing. The researchers are grateful for God’s unending grace for bestowing the researchers’ presence of mind in times when they needed it the most and for keeping their group united to finish what they have started. For this, the researchers do humbly offer this research and their greatest gratitude to him.

References

1. Rudio DJC, Esma KDB, Rosal LE, Caringal ABD, Yape DJE, et al. (2016) Application of microsoft xbox one for mimicking robotic wrist with three degree of freedom in different poses. International Journal of Engineering Research 5: 253-259.

2. Oikonomidis I, Kyriazis N, Argyros AA (2011) Efficient model-based 3d tracking of hand articulations using kinect. BMVC 1-11.