Jointly Considering Siamese Network and MatchPyramid Network for Text Semantic Matching
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Abstract. When users ask questions in the Q&A website, the Q&A website often recommends similar questions to users. In order to improve the accuracy of recommendation, we propose a new text matching model: a text matching model based on Siamese semantic network and MatchPyramid model. Specifically, the algorithm combines the advanced features of Siamese semantic network with MatchPyramid model, and use these advanced features for classification. We compare our proposed model with several other models on the dataset provided by Quora and Alibaba. The results show that our proposed model performs better than other models.

1. Introduction

Text semantic matching is an important task. Recognizing semantic similarity between sentences has different applications, such as machine translation[1], question and answering[2], natural language understanding and document retrieval[3].

Given two short texts $T_1 = (w_1, w_2, ..., w_m)$ and $T_2 = (v_1, v_2, ..., v_n)$, the formalized representation of the two text matches is as follows:

$$match(T_1, T_2) = F_1(\Phi_1(T_1), \Phi_1(T_2))$$ (1)

or:

$$match(T_1, T_2) = F_2(\Phi_2(T_1), \Phi_2(T_2))$$ (2)

where $w_i$ and $v_j$ represent the words in $T_1$ and $T_2$, respectively. $\Phi_1$ represents a model that converts a single sentence into a feature vector, while $\Phi_2$ represents a model that converts two sentences into a feature vector. $F_1$ is used to measure similarity between two feature vectors, while $F_2$ a is used to represent a two-category model or a regression model for predicting similarity of sentences.

Problems such as synonym, word spelling and sentence order make it difficult to judge whether sentences are similar or not. Word-based comparison is a method of simple similarity detection. Firstly, we can use TF-IDF or bag of words to represent sentences as vectors. Then, the cosine distance between vectors or other metrics can be calculated to express the similarity of sentences. However, these methods ignore the order of the words in the sentence, and can not overcome the sparsity problem. Besides, these methods also raise a problem that the dimension of feature vector is too high.

Deep text matching models[4][20] show better results on semantic similarity, it can not only learn various matching patterns between sentences but also overcome the problems which may occur in the TF-IDF and bag of words algorithms. Models of deep text matching include Siamese Recurrent Neural Network(RNN)[5], Siamese Convolutional Neural Network(CNN)[6] and MatchPyramid network[7]. However, single MatchPyramid model concentrate more on the connection between two sentences,
while single Siamese semantic model consider more about the context information of the single sentence. Therefore, this paper proposes a text semantic matching model combining Siamese Network and MatchPyramid network.

2. Model introduction

2.1. Text matching based on Siamese Network
Siamese network contains two identical sub-networks. The word ‘Identical’ means the each sub-network has the same structure and parameters. The sub-networks can be CNN[8], RNN[9], Long Short Term Memory networks(LSTM)[10], Gated recurrent units(GRU)[11] or other networks. This structure has two inputs which corresponding to the two sentence vectors used to compare the similarities and one result. The identical sub-networks can extract the features of two sentences which can be used to compare the semantics similarity of the two input sentences.

![Figure 1. Siamese neural network based on RNN](image)

2.2. Text matching based on MatchPyramid model
Deep text matching model needs to get the rich match patterns in text semantic matching process. Taking text semantic matching as an example, here are two sentences with the same semantic meaning:

$T_1$: The president of the United States signed the economic and trade related act.

$T_2$: Trump signed the economic and trade related bill.

Match patterns include different levels: words, phrases and n-terms. Firstly, there are many word-level matching patterns, including identical word such as “economic” in both $T_1$ and $T_2$, and similar word such as “act” in $T_1$ and “bill” in $T_2$. And semantic n-term matching between “president of the United States” in $T_1$ and “Trump” in $T_2$.

The MatchPyramid model is shown in Fig. 2. MatchPyramid neural network construct word-level similarity matrix to catch structures mentioned above. The dot product between the word vectors of word $w_i$ and word $v_j$ constitutes the similarity matrix. So similarity matrix consider the relation between two sentences on word-level. It is a strong supplement to the context vector feature generated by Siamese neural network which only consider the single sentences information but ignore the link between two sentences.
3. Joint Model

3.1. Model framework

The MatchPyramid model consider more about the context information of the single sentence, while the Siamese semantic model concentrate more on the connection between two sentences, inspire by this idea, we propose a new model that jointly considering Siamese network[19] and MatchPyramid network for text semantic matching in two different aspects, the single sentence context feature and the connection feature between sentences. Model structure is shown in Fig. 3.

3.2. Embedding layer

The embedding layer uses a method of word embedding, which is a type of method that uses dense vector representations to represent words and documents. Word embedding is an improvement of the traditional coding scheme. The traditional method uses a large and sparse vector to represent each word. The dimension of each vector is equal to the size of the vocabulary, such as bag of words and TF-IDF algorithms.

In the embedding layer, each input word will be transferred into a feature vector. Each feature vector can be initialized randomly or by using pre-trained GloVe[12] and word2vec[13] vectors. In our experiments we combined two initialization methods to initialize each vector.

3.3. Feature extraction

As demonstrated in Fig 3, we combine the high-order features extracted from the MatchPyramid model with the context vector generated by Siamese semantic network, then use these combined features to classify.

In the experiments, two kinds of sub-networks of Siamese neural networks are used: CNN and LSTM. Weights and parameters are shared between sub-networks.
The elements in the similarity matrix of the MatchPyramid model use the inner product between words embedding, and then use CNN for feature extraction.

3.4. Classification method and loss function
When we extract all the features, we use full-connected network to classify the samples and use the cross entropy function as the loss function of the network. The formulation of cross entropy function as follow:

\[
-\sum_{i=1}^{n} y_i \log f(x_i, \theta) + (1 - y_i) \log(1 - f(x_i, \theta))
\]  

\(y_i\) is the sample label, \(x_i\) stands the sentence, and \(\theta\) is the parameter of our model.

4. Data and experiment

4.1. Experiment data
The experimental data comes from Quora\(^1\) and Ant Financial\(^2\). The data distributions of the Quora and Ant Financial data sets are shown in Tables 1.

| Table 1. Data overview | Data sets      | Positive sample | Negative sample | Total sample | Sample proportion |
|-------------------------|----------------|-----------------|-----------------|--------------|------------------|
| Quora                   | 149263         | 255027          | 404290          | 0.58         |
| Ant Financial           | 18685          | 83792           | 102477          | 0.22         |

After preprocessing, we randomly extracted 10000 samples from Quora dataset and 5000 samples from Ant Financial dataset as test set. The rest part of two dataset are used as training set.

4.2. Data preprocessing
Stanford University’s symbolic processing tool is used in the preprocessing procedure. We firstly remove the stop words and then delete the samples whose length is less than 10 characters. Wikipedia’s English corpus is used to train Word2vec and GloVe word vectors, and the dimension of word vectors is fixed at 100 in all experiments.

The dataset provided by Ant Financial is a Chinese dataset. we use Jieba(Chinese text segmentation) to segment words. In order to get better results, some scientific and technological vocabulary is added to the vocabulary.

4.3. Experiments and Results
In order to evaluate our model, we set several baseline by using different models. We believe that different models lead to different results. So we tried several different structures based on the Siamese neural network and sub-model for extract features, including bag of words, doc2vec\(^{[14]}\), CNN and LSTM. Besides, we also use the MatchPyramid model to be another baseline.

The experimental environment is Python3.5. The model is built under the TensorFlow framework. After the preprocessing process, we utilize single GPU1080TI to train the model. The accuracy and recall score are used as the evaluation metric of the experiment. Table 2, Table 3 shows the results of our experiments on Quora dataset and Ant Financial dataset.

---

\(^1\) http://qim.ec.quoracdn.net/quora_duplicate_questions.tsv

\(^2\) https://dc.cloud.alipay.com/index/#/topic/data?id=3
Table 2. performance of models on Quora data set

| Methods                        | accuracy(%) | recall(%) |
|--------------------------------|-------------|-----------|
| Siamese with bag of words      | 76.3        | 80.2      |
| Siamese with doc2vec           | 77.1        | 77.0      |
| Siamese with LSTM              | 83.2        | 83.8      |
| Siamese with CNN               | 83.5        | 83.1      |
| MatchPyramid                   | 83.1        | 82.9      |
| Siamese with CNN + MatchPyramid| 83.6        | 83.0      |
| Siamese with LSTM + MatchPyramid| 85.9     | 84.4      |

Table 3. performance of models on Ant Financial data set

| Methods                        | accuracy(%) | recall(%) |
|--------------------------------|-------------|-----------|
| Siamese with bag of words      | 78.3        | 84.2      |
| Siamese with doc2vec           | 79.6        | 81.7      |
| Siamese with LSTM              | 82.2        | 82.8      |
| Siamese with CNN               | 83.5        | 83.1      |
| MatchPyramid                   | 83.0        | 83.0      |
| Siamese with CNN + MatchPyramid| 83.2        | 85.0      |
| Siamese with LSTM + MatchPyramid| 87.9     | 87.4      |

4.4. Analysis

From the above results, it can be seen that the Siamese neural network based on LSTM and the MatchPyramid model are the best. LSTM extracts the context information of single sentence, and the MatchPyramid model extracts the interaction information between two sentences which makes the extracted information more abundant and results in higher accuracy score. According to the results in the table, the validity of our model can be proved.

5. Conclusion and Future Work

In the new text semantic matching model mentioned above, the model combines the MatchPyramid model and the Siamese neural network model, and finally generates a matching score which can predict whether the sentences pair has the same meaning or not. The model considers features in two different aspects, single sentences context feature and the connection feature between sentence pair. In semantic matching, the semantic similarity of two sentences can be considered as one sentence is translated by another sentence, so in the future work, the translation model[16][17] can be used to do text semantic matching, for example, using the attention model[18].
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