Accuracy improving of pre-trained neural networks by fine tuning
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Abstract. Methods of accuracy improving of pre-trained networks are discussed. Images of ships are input data for the networks. Networks are built and trained using Keras and TensorFlow machine learning libraries. Fine tuning of previously trained convoluted artificial neural networks for pattern recognition tasks is described. Fine tuning of VGG16 and VGG19 networks is done by using Keras Applications. The accuracy of VGG16 network with fine tuning of the last convolution unit increased from 94.38% to 95.21%. An increase is only 0.83%. The accuracy of VGG19 network with fine tuning of the last convolution unit increased from 92.97% to 96.39%, which is a 3.42% increase.

1. Introduction
In development of methods and software/hardware aids for collection, processing, storage, analysis of shipping channels parameters, navigation of cargo and passenger traffic within information and telecommunication system of monitoring and management of shipping channels [1; 2; 3], one of the main tasks is to recognize vessels in an image or video. The effectiveness of using neural networks to solve this problem has been shown in [4].

2. Task setting
Technology of training transfer was described. Fine tuning is the next step in accuracy improving of a pre-trained network. If only a new part, the classifier, changes at the stage of additional training, then at the stage of fine tuning the convolution part is also trained. This results in a more accurate selection of characteristics of those objects that are part of a data set of a new task [5]. Fine tuning can only be applied after the classifier on a new dataset has been trained.

3. Implementation proposed in the article
Pre-trained networks from Keras Applications library were used. Freezing process of network convoluted part and additional training of created classifier on a new data set was demonstrated using an example of VGG16 network. There are about 2 million parameters in the composite network. They are located in fully connected layers of the classifier. An accuracy of 94.38% was obtained.

It is necessary to unfreeze several layers or entire blocks of a neural network at a fine tuning stage. Selected number of layers or blocks to be thawed and trained depends on how much a new data set differs from a data set on which the neural network was previously trained [6]. The ImageNet dataset, which was used to train networks from Keras Applications library, includes images of naval vessels. So, a new dataset is slightly different from ImageNet dataset and a small number of layers can be
The last block of pre-trained networks will be thawed for training. Using an example of VGG16 network, the last unit of pre-trained part is highlighted in Figure 1.

Figure 2 shows information about the network, with the list of layers and the number of neurons in them. The name of the layers consists of two parts. The first part is the name of a block and the second is a type and number of a layer in a block. Layers with "block5" prefix in the name must be unlocked.

```
vgg16_net.summary()
```

| Layer (Type) | Output Shape | Param # |
|--------------|--------------|---------|
| input_1 (InputLayer) | (None, 150, 150, 3) | 0 |
| block1_conv1 (Conv2D) | (None, 150, 150, 64) | 1792 |
| block1_conv2 (Conv2D) | (None, 150, 150, 64) | 36020 |
| block1_pool (MaxPooling2D) | (None, 75, 75, 64) | 0 |
| block2_conv1 (Conv2D) | (None, 75, 75, 128) | 75856 |
| block2_conv2 (Conv2D) | (None, 75, 75, 128) | 147584 |
| block2_pool (MaxPooling2D) | (None, 37, 37, 128) | 0 |
| block3_conv1 (Conv2D) | (None, 37, 37, 256) | 295160 |
| block3_conv2 (Conv2D) | (None, 37, 37, 256) | 590320 |
| block3_conv3 (Conv2D) | (None, 37, 37, 256) | 590320 |
| block3_pool (MaxPooling2D) | (None, 18, 18, 256) | 0 |
| block4_conv1 (Conv2D) | (None, 18, 18, 512) | 1100160 |
| block4_conv2 (Conv2D) | (None, 18, 18, 512) | 2359008 |
| block4_conv3 (Conv2D) | (None, 18, 18, 512) | 2359008 |
| block4_pool (MaxPooling2D) | (None, 9, 9, 512) | 0 |
| block5_conv1 (Conv2D) | (None, 9, 9, 512) | 2359008 |
| block5_conv2 (Conv2D) | (None, 9, 9, 512) | 2359008 |
| block5_conv3 (Conv2D) | (None, 9, 9, 512) | 2359008 |
| block5_pool (MaxPooling2D) | (None, 4, 4, 512) | 0 |

Total params: 14,714,688
Trainable params: 0
Non-trainable params: 14,714,688
At first, it is necessary to allow training at the network level. Trainable field is set as «True» for this purpose. Then trainable flag is created, which is initially set as «False» and means that a particular layer is being trained or not. There is the first layer of the fifth block with the name "block5_conv" in network. Trainable parameter is set as «True» for this and others subsequent layers (Figure 3).

```python
vgg16_net.trainable = True
trainable = False
for layer in vgg16_net.layers:
    if layer.name == 'block5_conv1':
        trainable = True
    layer.trainable = trainable
```

**Fig. 3.** Unlock of the last block of VGG16 network

The network must then be recompiled. It is necessary to use a small training rate parameter in order not to lose the results of pre-training because the network is already pre-trained [7]. The learning rate parameter lr (learning rate) is specified when the optimizer is created. In this case, Adam optimizer is used (Figure 4)

```python
model.compile(loss='binary_crossentropy',
              optimizer=Adam(lr=1e-5),
              metrics=['accuracy'])
```

**Fig. 4.** Network recompiling with a slow learning rate

The compiled network is trained in the same way as the composite network classifier was trained. It is not necessary to use a large number of eras for fine-tuning of the network. In this case, two eras are used. When the training is completed, the quality of the network is checked using data that was not used during the training.

Network accuracy on test data is 95.21% and increased compared to the network without fine tuning by 0.83%. A small increase is due to the fact that new data set is not very different from ImageNet data set and convoluted part of VGG16 neural network already identifies characteristic features of sea vessels. If dataset contained objects that were not the part of the original dataset for training, the efficiency of network fine-tuning on such dataset would be significantly higher. Fine tuning of VGG19 network was carried out similarly and the accuracy of operation was 96.39%, which is higher than that of VGG16, though the accuracy of VGG19 before fine tuning was lower than that of VGG16, namely, 92.97%. So it is increased by 3.42%.

4. Results and conclusions
The use of pre-trained neural networks to classify objects on an image and a method for improving their accuracy were described. At the first stage, when transferring training from a pre-trained neural network, the part responsible for objects classifying is removed and a new part is added. This part provides classification of objects in a given task. A fine-tuning stage follows after training a new classifier. At this stage both the classifier and the convolution part are trained. This allows the neural network to determine the characteristic features of objects on a new dataset better. The effectiveness of fine tuning depends on how different the datasets are. And it is more effective if the new dataset contains objects that were not in pre-training dataset. So fine-tuning of VGG16 network showed an increase in accuracy of 0.83% and fine-tuning of VGG19 network showed an increase in accuracy of 3.42%.
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