Real-Time Hand Gesture Recognition Using Finger Segmentation
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Hand gesture recognition is very significant for human-computer interaction. In this work, we present a novel real-time method for hand gesture recognition. In our framework, the hand region is extracted from the background with the background subtraction method. Then, the palm and fingers are segmented so as to detect and recognize the fingers. Finally, a rule classifier is applied to predict the labels of hand gestures. The experiments on the data set of 1300 images show that our method performs well and is highly efficient. Moreover, our method shows better performance than a state-of-art method on another data set of hand gestures.

1. Introduction

As we know, the vision-based technology of hand gesture recognition is an important part of human-computer interaction (HCI). In the last decades, keyboard and mouse play a significant role in human-computer interaction. However, owing to the rapid development of hardware and software, new types of HCI methods have been required. In particular, technologies such as speech recognition and gesture recognition receive great attention in the field of HCI.

Gesture is a symbol of physical behavior or emotional expression. It includes body gesture and hand gesture. It falls into two categories: static gesture [1–4] and dynamic gesture [5–8]. For the former, the posture of the body or the gesture of the hand denotes a sign. For the latter, the movement of the body or the hand conveys some messages. Gesture can be used as a tool of communication between computer and human [9–11]. It is greatly different from the traditional hardware based methods and can accomplish human-computer interaction through gesture recognition. Gesture recognition determines the user intent through the recognition of the gesture or movement of the body or body parts. In the past decades, many researchers have strived to improve the hand gesture recognition technology. Hand gesture recognition has great value in many applications such as sign language recognition [12–15], augmented reality (virtual reality) [16–19], sign language interpreters for the disabled [20], and robot control [21, 22].

In [12, 13], the authors detect the hand region from input images and then track and analyze the moving path to recognize America sign language. In [23], Shimada et al. propose a TV control interface using hand gesture recognition. Keskin et al. [24] divide the hand into 21 different regions and train a SVM classifier to model the joint distribution of these regions for various hand gestures so as to classify the gestures. Zeng et al. [20] improve the medical service through the hand gesture recognition. The HCI recognition system of the intelligent wheelchair includes five hand gestures and three compound states. Their system performs reliably in the environment of indoor and outdoor and in the condition of lighting change.

The work flow of hand gesture recognition [25–27] is described as follows. First, the hand region is detected from the original images from the input devices. Then, some kinds of features are extracted to describe hand gestures. Last, the recognition of hand gestures is accomplished by measuring the similarity of the feature data. The input devices providing the original image information includes normal camera, stereo camera, and ToF (time of flight) camera. The stereo camera and ToF camera additionally provide the depth information so it is easy to segment the hand region from
the background in terms of the depth map. For the normal camera, the skin color sensitive to the lighting condition and feature points are combined to robustly detect and segment the hand region. When the region of interest (ROI, the hand region in the case) is detected, features are needed to be extracted from the ROI region. Color, brightness, and gradient values are widely used features. Li and Kitani [28] describe various features for hand region detecting including the Gabor filter response, HOG, SIFT, BRIEF, and ORB. For the recognition of hand gestures, various classifiers, for example, SVM (support vector machine), HMM (hidden Markov model), CRF (conditional random field), and adapted boosting classifier are trained to discriminate hand gestures. Although the recognition performance of these sophisticated classifiers is good, the time cost is very high.

In this paper, we present an efficient and effective method for hand gesture recognition. The hand region is detected through the background subtraction method. Then, the palm and fingers are split so as to recognize the fingers. After the fingers are recognized, the hand gesture can be classified through a simple rule classifier.

The novelty of the proposed method is listed as follows.

(i) The first novelty of the proposed method is that the hand gesture recognition is based on the result of finger recognition. Therefore, the recognition is accomplished by a simple and efficient rule classifier instead of the sophisticated but complicated classifiers such as SVM and CRF.

(ii) Some previous works need the users to wear data glove [29] to acquire hand gesture data. However, the special sensors of data glove are expensive and hinder its wide application in real life. In the work [25], the authors use TOF camera, that is, Kinect sensor, to capture the depth of the environment and a special tape worn across the wrist to detect hand region. Our approach only uses a normal camera to capture the vision information of the hand gesture meanwhile does not need the help of the special tape to detect hand regions.

(iii) The third advantage of the proposed method is that it is highly efficient and fit for real-time applications.

The rest of the paper is organized as follows. In Section 2, the proposed method for hand gesture recognition is described in detail. In Section 3, the performance of our approach is evaluated on a data set of hand gestures. Then, our method is compared with a state-of-art method (FEMD) [25] on another data set of hand gestures. Section 4 presents the conclusion and future works.

2. The Proposed Method for Hand Gesture Recognition

2.1. The Overview of the Method. The overview of the hand gesture recognition is described in Figure 1. First, the hand is detected using the background subtraction method and the result of hand detection is transformed to a binary image. Then, the fingers and palm are segmented so as to facilitate the finger recognition. Moreover, the fingers are detected and recognized. Last, hand gestures are recognized using a simple rule classifier.

2.2. Hand Detection. The original images used for hand gesture recognition in the work are demonstrated in Figure 2. These images are captured with a normal camera. These hand images are taken under the same condition. The background of these images is identical. So, it is easy and effective to detect the hand region from the original image using the background subtraction method. However, in some cases, there are other moving objects included in the result of background subtraction. The skin color can be used to discriminate the hand region from the other moving objects. The color of the skin is measured with the HSV model. The HSV (hue, saturation, and value) value of the skin color is 315, 94, and 37, respectively. The image of the detected hand is resized to $200 \times 200$ to make the gesture recognition invariant to image scale.

2.3. Fingers and Palm Segmentation. The output of the hand detection is a binary image in which the white pixels are the members of the hand region, while the black pixels belong to the background. An example of the hand detection result is shown in Figure 3. Then, the following procedure is implemented on the binary hand image to segment the fingers and palm.

(i) Palm Point. The palm point is defined as the center point of the palm. It is found by the method of distance transform. Distance transform also called distance map is a representation of an image. In the distance transform image,
Input: A Group of points sampled uniformly from the circle Find the nearest boundary point of one sampled point \((X, Y)\) (refer to (1))

Step 1. Acquire a pixel \((x, y)\) around the sample point \((X, Y)\)

\[
\begin{align*}
x &= \cos \left( \frac{\text{angle} \times \pi}{180} \right) \times \text{rad} + X \\
y &= \sin \left( \frac{\text{angle} \times \pi}{180} \right) \times \text{rad} + Y
\end{align*}
\]

angle \( \epsilon [0, 360] \) and \( \text{rad} \epsilon [1, L] \) \((L\) is the image size)

Step 2. If the value of the pixel is 0 i.e. \(P(x, y) = 0\)

go to Step 3. Otherwise, increase \(\text{rad}\) and \(\text{angle}\) with a step of 1 and then go to Step 1

Step 3. Check the values of 8 neighbors of the pixel \((x, y)\), if it holds

\[
\forall P(x + dx, y + dy) = 0, \quad (x + dx, y + dy) \in N_{(x,y)}
\]

\(N_{(x,y)}\) is the set of 8 neighbors of the pixel \((x, y)\).

Insert the point \((x + dx, y + dy)\) into the array of palm mask points.

Step 4. Increase \(\text{rad}\) and \(\text{angle}\), and then go to Step 1

(i) Continue to search the nearest boundary point of another sampled point until all
the sampled points are scanned.

(ii) Connect all the points recorded in the array of palm mask points to yield the palm mask.

Algorithm 1: The method of producing the palm mask.

![Figure 3: The detected hand region.](image)

Each pixel records the distance of it and the nearest boundary pixel. An example of distance transform is demonstrated in Figure 4. In Figure 4(a) is a binary image and in Figure 4(b) is the distance transform image. The block city distance is used to measure the distances between the pixels and the nearest boundary pixels. As is shown in the figure, the center point of the binary image is with the largest distance. Thus, in the distance transform image (refer to Figure 5) of the binary hand image, the pixel with largest distance is chosen as the palm point. The found palm point is marked with the point of the green color in Figure 6.

(ii) Inner Circle of the Maximal Radius. When the palm point is found, it can draw a circle with the palm point as the center point inside the palm. The circle is called the inner circle because it is included inside the palm. The radius of the circle gradually increases until it reaches the edge of the palm. That is the radius of the circle stops to increase when the black pixels are included in the circle. The circle is the inner circle of the maximal radius which is drawn as the circle with the red color in Figure 6.

(iii) Wrist Points and Palm Mask. When the radius of the maximal inner circle is acquired, a larger circle the radius of which is 1.2 times of that of the maximal inner circle is produced. The circle is drawn as the blue color circle in Figure 6. Then, some points \((X, Y)\) are sampled uniformly along the circle. That is,

\[
\begin{align*}
X &= R \cos \left( \frac{\theta \times \pi}{180} \right) + X_0, \\
Y &= R \sin \left( \frac{\theta \times \pi}{180} \right) + Y_0,
\end{align*}
\]

\[
\theta = 0 : t : 360,
\]

where \((X_0, Y_0)\) is the position of the palm point, \(R\) is the radius of the circle, and \(t\) is the sampling step.

For each sampled point on the circle, its nearest boundary point is found and lined to it. The boundary point is judged in a simple way. If the 8 neighbors of a pixel consist of white and black pixels, it is labeled as a boundary point. All of the nearest boundary points found are linked to yield the palm mask that can be used to segment fingers and the palm. The method for searching the palm mask is described in Algorithm 1. The palm mask of the hand image of Figure 3 is demonstrated in Figure 7. A larger circle instead of the maximal inner circle is used so as to yield a more accurate palm mask for the following segmentation.

Two wrist points are the two ending points of the wrist line across the bottom of the hand. The wrist points are important points for hand gesture recognition. They can be searched in the following manner: if the distance between two successive mask points \(P_i, P_{i+1}\) are large, these two mask points are judged as the wrist points. That is,

\[
\arg \max_{P_i, P_{i+1}} \text{dist} (P_i, P_{i+1}), \quad P_i, P_{i+1} \in S,
\]
Figure 4: An example of distance transform: (a) is a binary image; (b) is the distance transform.

Figure 5: The distance transform of the hand image in Figure 3.

Figure 7: The palm mask.

Figure 6: The palm point, wrist points, the wrist line, and the inner circle of the maximal radius.

Figure 8: The rotated and cut hand image.

where $S$ is the set of palm mask points and \( \text{dist}(\ast, \ast) \) is the distance between two points. Please refer to Figure 6 for the wrist points and wrist line.

(iv) Hand Rotation. When the palm point and wrist point are obtained, it can yield an arrow pointing from the palm point to the middle point of the wrist line at the bottom of the hand. Then, the arrow is adjusted to the direction of the north. The hand image rotates synchronously so as to make the hand gesture invariant to the rotation. Meanwhile, the parts below the wrist line in the rotated image are cut to produce an accurate hand image that does not enclose the part of the arm. Figure 8 is the rotated and cut hand image.

(v) Fingers and Palm Segmentation. With the help of the palm mask, fingers and the palm can be segmented easily. The part of the hand that is covered by the palm mask is the palm, while the other parts of the hand are fingers. A segmentation result of fingers and the palm is shown in Figure 9.
2.4. Fingers Recognition. In the segmentation image of fingers, the labeling algorithm is applied to mark the regions of the fingers. In the result of the labeling method, the detected regions in which the number of pixels is too small is regarded as noisy regions and discarded. Only the regions of enough sizes are regarded as fingers and remain. For each remained region, that is, a finger, the minimal bounding box is found to enclose the finger. A minimal bounding box is denoted as a red rectangle in Figure 10. Then, the center of the minimal bounding box is used to represent the center point of the finger.

(i) Thumb Detection and Recognition. The centers of the fingers are lined to the palm point. Then, the degrees between these lines and the wrist line are computed. If there is a degree smaller than $50^\circ$, it means that the thumb appears in the hand image. The corresponding center is the center point of the thumb. The detected thumb is marked with the number 1. If all the degrees are larger than $50^\circ$, the thumb does not exist in the image.

(ii) Detection and Recognition of Other Fingers. In order to detect and recognize the other fingers, the palm line is first searched. The palm line parallels to the wrist line. The palm line is searched in the way: start from the row of the wrist line. For each row, a line paralleling to the wrist line crosses the hand. If there is only one connected set of white pixels in the intersection of the line and the hand, the line shifts upward. Once there are more than one connected sets of white pixels in the intersection of the line and the hand, the line is regarded as a candidate of the palm line. In the case of the thumb not detected, the line crossing the hand with more than one connected sets of white pixels in their intersection is chosen as the palm line. In the case of the thumb existing, the line continues to move upward with the edge points of the palm instead of the thumb as the starting point of the line. Now, since the thumb is taken away, there is only one connected set of pixels in the intersection of the line and the hand. Once the connected set of white pixels turns to 2 again, the palm line is found. The search of the palm line is shown in Figure 11.

After the palm line is obtained, it is divided into 4 parts. According to the horizontal coordinate of the center point of a finger, it falls into certain parts. If the finger falls into the first part, it is the forefinger. If the finger belongs to the second part, it is the middle finger. The third part corresponds to the ring finger. The fourth part is the little finger. The result of finger recognition of Figure 3 is demonstrated in Figure 12. In the figure, the yellow line is the palm line and the red line parallels to the wrist line.
In some case, two or more fingers stay closely and there is no interval among the fingers. An example of the case is referred to Figure 18. In order to discriminate the case from that of a single finger, the width of the minimal bounding box is used as a discrimination index. If the width of the minimal bounding box is equal to a usual value, the detected region is a single finger. If the width of the minimal bounding box is several times of the usual value, the detected region corresponds to several fingers that stay together closely. For the robustness of finger recognition, the distances and angles between fingers are also taken into account to discriminate different gestures.

2.5. Recognition of Hand Gestures. When the fingers are detected and recognized, the hand gesture can be recognized using a simple rule classifier. In the rule classifier, the hand gesture is predicted according to the number and content of fingers detected. The content of the fingers means what fingers are detected. The rule classifier is very effective and efficient. For example, if three fingers, that is, the middle finger, the ring finger, and the little finger, are detected, the hand gesture is classified as the label 3 (refer to Figure 13 for the labels of the hand gestures).

3. Experimental Results

3.1. Data Sets. In the experiments, two data sets of hand gestures are used to evaluate the performance of the proposed method. The data set 1 is an image collection of thirteen gestures. For each gesture, 100 images are captured. So, there are total 1300 images for hand gesture recognition. All the gesture images belong to 3 females and 4 males. The size of one gesture image is $640 \times 480$. The thirteen gestures are shown in Figure 13. From left to right and then from top to bottom, these gestures are labeled as 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, S1, S2, and S3.

Another data set [25] is collected from 10 subjects, and it contains 10 gestures for number 0 to 9. So, there are total $10 \times 10 \times 10$ cases. The data set captured in cluttered backgrounds is a great challenge for hand gesture recognition. Besides, for each gesture, the subject poses with variations in hand orientation, scale, articulation, and so forth. We compare our method with FEMD [25] on the data set.

3.2. Performance Evaluation on Data Set 1

(i) Classification Accuracy. In order to measure the performance of the proposed hand gesture recognition method, the classification accuracy is evaluated in the experiments. In the training stage, the rules discriminating the thirteen gestures are produced. Then, the rule classifier uses the rules to predict the identification of the testing image. In Figures 14, 15, 16, 17, and 18, the recognition of five gestures are demonstrated. In each figure, there are six subfigures which are the images showing the binary hand image, the palm point and wrist line, the calibrated hand image, the palm mask, the detected fingers, and finger and gesture recognition, respectively. In the subfigure of finger and gesture recognition, the label of the gesture is predicted. The predicted label is shown behind the word “Answer.”

The classification result of the total 1300 images is summarized with a confusion matrix in the Table 1. In the confusion matrix, the first column and the last row are the labels of the gestures. The other entries of the matrix record the numbers of the gesture images predicted as the corresponding labels. For example, for the first row, the numbers 99 and 1 are in the columns corresponding to the labels 1 and 3, respectively. It means that there are 99 and 1 images predicted as the labels 1 and 3 in the 100 testing images of the gesture 1. So, for the testing images of the gesture 1, the classification accuracy is 99%. As is shown in the confusion matrix, the proposed method performs well and obtains very high classification accuracies. The total
classification accuracy of 1300 testing image is 96.69%. In the
confusion matrix, the gestures of S2 and S3 are misclassified
as 5. The reason is described as follows: for some gestures of
S2 and S3, the fingers do not stay closely. That is, there is a
hole between two fingers. So, in these cases, the gestures of
S2 and S3 are misclassified as 5.

(ii) Time Cost. The time cost for recognizing the gestures is
reported in Table 2. In the table, the unit of the time cost is
second. A value in the second row is the averaging runtime
of 100 images of one gesture. For the total 1300 images,
the averaging time cost to recognize hand gestures is 0.024
seconds. The experiments are run on the laptop computer of
Intel i7-2630 2.00 GHz CPU and 4 GB RAM. It is obvious that
the proposed method is very highly efficient and can meet the
requirement of the real-time applications.

3.3. Performance Comparison on Data Set 2. The comparison
of the proposed method and a state-of-art method FEMD
is performed on data set 2. The classification results are also
summarized with the confusion matrices. The description of
the confusion matrices is similar to that in Table 1. The confu-
sion matrix of our method is shown in Table 3. The confusion
matrix of FEMD is demonstrated in Table 4. The averaging
accuracy of the proposed method is 96.6%. The averaging
accuracy of FEMD is 93.2%. The comparison results on
data set 2 show that our method outperforms FEMD. The
averaging time of our method spent on recognizing a hand
gesture is 0.0202 seconds.

4. Conclusion and Future Works
A new method for hand gesture recognition is introduced in
this paper. The hand region is detected from the background
by the background subtraction method. Then, the palm and
fingers are segmented. On the basis of the segmentation, the
fingers in the hand image are discovered and recognized. The
recognition of hand gestures is accomplished by a simple rule
classifier. The performance of our method is evaluated on a
data set of 1300 hand images. The experimental results show
that our approach performs well and is fit for the real-time
applications. Moreover, the proposed method outperforms
the state-of-art FEMD on an image collection of hand
gestures.

The performance of the proposed method highly depends
on the result of hand detection. If there are moving objects
with the color similar to that of the skin, the objects exist
in the result of the hand detection and then degrade the
performance of the hand gesture recognition. However, the
machine learning algorithms can discriminate the hand from
the background. ToF cameras provide the depth information
that can improve the performance of hand detection. So, in

---

**Table 1: The confusion matrix of hand gesture recognition on data set 1.**

|   |   |   |   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|---|---|---|
|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 1 | 99 | 1 |   |   |   |   |   |   |   |
| 2 | 94 | 6 |   |   |   |   |   |   |   |
| 3 | 2 | 95 | 3 |   |   |   |   |   |   |
| 4 |   | 4 | 95 | 1 |   |   |   |   |   |
| 5 |   | 3 | 93 | 4 |   |   |   |   |   |
| 6 |   |   |   |   | 100 |   |   |   |   |
| 7 |   | 4 |   |   |   |   | 96 |   |   |
| 8 |   | 2 | 5 |   |   | 92 | 1 |   |   |
| 9 |   |   |   |   |   |   |   |   | 100 |
| 0 | 1 |   |   |   |   |   |   |   | 99 |
| S1 | 1 |   |   |   |   |   |   |   | S1 |
| S2 | 2 |   |   |   |   |   |   |   | S2 |
| S3 | 3 |   |   |   |   |   |   |   | S3 |

---

**Table 2: The confusion matrix of hand gesture recognition on data set 2.**

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | S1 | S2 | S3 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|
| 1 |   |   |   |   |   |   |   |   |   |   |   |   |
| 2 |   |   |   |   |   |   |   |   |   |   |   |   |
| 3 |   |   |   |   |   |   |   |   |   |   |   |   |
| 4 |   |   |   |   |   |   |   |   |   |   |   |   |
| 5 |   |   |   |   |   |   |   |   |   |   |   |   |
| 6 |   |   |   |   |   |   |   |   |   |   |   |   |
| 7 |   |   |   |   |   |   |   |   |   |   |   |   |
| 8 |   |   |   |   |   |   |   |   |   |   |   |   |
| 9 |   |   |   |   |   |   |   |   |   |   |   |   |
| 0 |   |   |   |   |   |   |   |   |   |   |   |   |
| S1 |   |   |   |   |   |   |   |   |   |   |   | S1 |
| S2 |   |   |   |   |   |   |   |   |   |   |   | S2 |
| S3 |   |   |   |   |   |   |   |   |   |   |   | S3 |

---

**Table 3: The confusion matrix of hand gesture recognition on data set 3.**

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | S1 | S2 | S3 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|
| 1 |   |   |   |   |   |   |   |   |   |   |   |   |
| 2 |   |   |   |   |   |   |   |   |   |   |   |   |
| 3 |   |   |   |   |   |   |   |   |   |   |   |   |
| 4 |   |   |   |   |   |   |   |   |   |   |   |   |
| 5 |   |   |   |   |   |   |   |   |   |   |   |   |
| 6 |   |   |   |   |   |   |   |   |   |   |   |   |
| 7 |   |   |   |   |   |   |   |   |   |   |   |   |
| 8 |   |   |   |   |   |   |   |   |   |   |   |   |
| 9 |   |   |   |   |   |   |   |   |   |   |   |   |
| 0 |   |   |   |   |   |   |   |   |   |   |   |   |
| S1 |   |   |   |   |   |   |   |   |   |   |   | S1 |
| S2 |   |   |   |   |   |   |   |   |   |   |   | S2 |
| S3 |   |   |   |   |   |   |   |   |   |   |   | S3 |

---

**Table 4: The confusion matrix of hand gesture recognition on data set 4.**

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | S1 | S2 | S3 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|
| 1 |   |   |   |   |   |   |   |   |   |   |   |   |
| 2 |   |   |   |   |   |   |   |   |   |   |   |   |
| 3 |   |   |   |   |   |   |   |   |   |   |   |   |
| 4 |   |   |   |   |   |   |   |   |   |   |   |   |
| 5 |   |   |   |   |   |   |   |   |   |   |   |   |
| 6 |   |   |   |   |   |   |   |   |   |   |   |   |
| 7 |   |   |   |   |   |   |   |   |   |   |   |   |
| 8 |   |   |   |   |   |   |   |   |   |   |   |   |
| 9 |   |   |   |   |   |   |   |   |   |   |   |   |
| 0 |   |   |   |   |   |   |   |   |   |   |   |   |
| S1 |   |   |   |   |   |   |   |   |   |   |   | S1 |
| S2 |   |   |   |   |   |   |   |   |   |   |   | S2 |
| S3 |   |   |   |   |   |   |   |   |   |   |   | S3 |

---
Table 2: The runtime of hand gesture recognition.

|   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 0   | S1  | S2  | S3  |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|   | 0.024 | 0.021 | 0.022 | 0.024 | 0.027 | 0.026 | 0.022 | 0.025 | 0.022 | 0.022 | 0.026 | 0.026 | 0.021 |

Table 3: The confusion matrix of our method on data set 2.

|   | 0 | 99 | 1 |
|---|---|----|---|
| 1 | 100 |     |   |
| 2 | 7 | 91 | 1 |
| 3 | 100 | 99 | 1 |
| 4 | 3 | 97 |   |
| 5 | 7 | 2 | 1 |
| 6 | 7 | 9 | 88 |
| 7 | 7 | 93 |   |
| 8 | 1 | 2 | 3 |
| 9 | 0 | 1 | 2 |

Table 4: The confusion matrix of FEMD on data set 2 (from [25]).

|   | 0 | 95 | 1 | 3 | 1 |
|---|---|----|---|---|---|
| 1 | 3 | 86 | 4 | 2 | 1 |
| 2 | 2 | 94 | 2 |   | 2 |
| 3 | 4 | 87 | 6 | 3 |   |
| 4 | 7 | 89 | 3 | 1 |   |
| 5 | 1 | 2 | 95 | 2 |   |
| 6 | 1 |   | 1 | 96 | 2 |
| 7 | 6 | 2 |   | 92 |   |
| 8 | 1 |   | 1 | 98 |   |
| 9 | 0 | 1 | 2 | 3 | 4 |

Table 4: The confusion matrix of FEMD on data set 2 (from [25]).

|   | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 100 |   |   |   |   |   |   |   |   |   |
| 1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |

future works, machine learning methods and ToF cameras may be used to address the complex background problem and improve the robustness of hand detection.

Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

Acknowledgments

This work is supported by the National Nature Science Foundation of China (Grant no. 61370174 and Grant no. 61300133) and the Fundamental Research Funds for the Central Universities.

References

[1] A. D. Bagdanov, A. Del Bimbo, L. Seidenari, and L. Usai, “Real-time hand status recognition from RGB-D imagery,” in Proceedings of the 21st International Conference on Pattern Recognition (ICPR ’12), pp. 2456–2459, November 2012.

[2] M. Elmezain, A. Al-Hamadi, and B. Michaelis, “A robust method for hand gesture segmentation and recognition using forward spotting scheme in conditional random fields,” in Proceedings of the 20th International Conference on Pattern Recognition (ICPR ’10), pp. 3850–3853, August 2010.

[3] C.-S. Lee, S. Y. Chun, and S. W. Park, “Articulated hand configuration and rotation estimation using extended torus manifold embedding,” in Proceedings of the 21st International Conference on Pattern Recognition (ICPR ’12), pp. 441–444, November 2012.

[4] M. R. Malgireddy, J. J. Corso, S. Setlur, V. Govindaraju, and D. Mandalapu, “A framework for hand gesture recognition and spotting using sub-gesture modeling,” in Proceedings of the 20th International Conference on Pattern Recognition (ICPR ’10), pp. 3780–3783, August 2010.

[5] P. Suryanarayan, A. Subramanian, and D. Mandalapu, “Dynam-ic hand pose recognition using depth data,” in Proceedings of the 20th International Conference on Pattern Recognition (ICPR ’10), pp. 3105–3108, August 2010.

[6] S. Park, S. Yu, J. Kim, S. Kim, and S. Lee, “3D hand tracking using Kalman filter in depth space,” Eurasip Journal on Advances in Signal Processing, vol. 2012, no. 1, article 36, 2012.

[7] J. L. Raheja, A. Chaudhary, and K. Singal, “Tracking of fingertips and centers of palm using KINECT,” in Proceedings of the 2nd International Conference on Computational Intelligence, Modelling and Simulation (CIMSim ’11), pp. 248–252, September 2011.

[8] Y. Wang, C. Yang, X. Wu, S. Xu, and H. Li, “Kinect based dynamic hand gesture recognition algorithm research,” in Proceedings of the 4th International Conference on Intelligent Human-Machine Systems and Cybernetics (IHMSC ’12), pp. 274–279, August 2012.

[9] M. Panwar, “Hand gesture recognition based on shape parameters,” in Proceedings of the International Conference on Computing, Communication and Applications (ICCCA ’12), pp. 1–6, February 2012.

[10] Z. Y. Meng, J.-S. Pan, K.-K. Tseng, and W. Zheng, “Dominant points based hand finger counting for recognition under skin color extraction in hand gesture control system,” in Proceedings of the 6th International Conference on Genetic and Evolutionary Computing (ICGEC ’12), pp. 364–367, August 2012.

[11] R. Harshitha, I. A. Syed, and S. Srivasthava, “Hci using hand gesture recognition for digital sand model,” in Proceedings of the 2nd IEEE International Conference on Image Information Processing (ICIIP ’13), pp. 453–457, 2013.

[12] R. Yang, S. Sarkar, and B. Loeding, “Handling movement epenthesis and hand segmentation ambiguities in continuous sign language recognition using nested dynamic programming,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 32, no. 3, pp. 462–477, 2010.

[13] Z. Zafrulla, H. Brashear, T. Starner, H. Hamilton, and P. Presti, “American sign language recognition with the kinect,” in Proceedings of the 13th ACM International Conference on Multimodal Interfaces (ICMI ’11), pp. 279–286, November 2011.

[14] D. Uebersax, J. Gall, M. Van den Bergh, and L. Van Gool, “Real-time sign language letter and word recognition from depth
data,” in *Proceedings of the IEEE International Conference on Computer Vision Workshops (ICCV ’11)*, pp. 383–390, November 2011.

[15] N. Pugeault and R. Bowden, “Spelling it out: real-time ASL finger spelling recognition,” in *Proceedings of the IEEE International Conference on Computer Vision Workshops (ICCV ’11)*, pp. 1114–1119, November 2011.

[16] D. Wickereth, P. Benölken, and U. Lang, “Markerless gesture based interaction for design review scenarios,” in *Proceedings of the 2nd International Conference on the Applications of Digital Information and Web Technologies (ICADIWT ’09)*, pp. 682–687, August 2009.

[17] V. Frati and D. Prattichizzo, “Using Kinect for hand tracking and rendering in wearable haptics,” in *Proceedings of the IEEE World Haptics Conference (WHC ’11)*, pp. 317–321, June 2011.

[18] J. Choi, H. Park, and J.-I. Park, “Hand shape recognition using distance transform and shape decomposition,” in *Proceedings of the 18th IEEE International Conference on Image Processing (ICIP ’11)*, pp. 3605–3608, September 2011.

[19] T.-D. Tan and Z.-M. Guo, “Research of hand positioning and gesture recognition based on binocular vision,” in *Proceedings of the IEEE International Symposium on Virtual Reality Innovations (ISVRI ’11)*, pp. 311–315, March 2011.

[20] J. Zeng, Y. Sun, and F. Wang, “A natural hand gesture system for intelligent human-computer interaction and medical assistance,” in *Proceedings of the 3rd Global Congress on Intelligent Systems (GCIS ’12)*, pp. 382–385, November 2012.

[21] D. Droeschel, J. Stückler, and S. Behnke, “Learning to interpret pointing gestures with a time-of-flight camera,” in *Proceedings of the 6th ACM/IEEE International Conference on Human-Robot Interaction (HRI ’11)*, pp. 481–488, March 2011.

[22] K. Hu, S. Canavan, and L. Yin, “Hand pointing estimation for human computer interaction based on two orthogonal-views,” in *Proceedings of the 20th International Conference on Pattern Recognition (ICPR ’10)*, pp. 3760–3763, August 2010.

[23] A. Shimada, T. Yamashita, and R.-I. Taniguchi, “Hand gesture based TV control system—towards both user—& machine-friendly gesture applications,” in *Proceedings of the 19th Korea-Japan Joint Workshop on Frontiers of Computer Vision (FCV ’13)*, pp. 121–126, February 2013.

[24] C. Keskin, F. Kiraç, Y. E. Kara, and L. Akarun, “Real time hand pose estimation using depth sensors,” in *Proceedings of the IEEE International Conference on Computer Vision Workshops (ICCV ’11)*, pp. 1228–1234, November 2011.

[25] Z. Ren, J. Yuan, J. Meng, and Z. Zhang, “Robust part-based hand gesture recognition using kinect sensor,” *IEEE Transactions on Multimedia*, vol. 15, no. 5, pp. 1110–1120, 2013.

[26] Z. Mo and U. Neumann, “Real-time hand pose recognition using low-resolution depth images,” in *Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR ’06)*, pp. 1499–1505, June 2006.

[27] S. Miyamoto, T. Matsuo, N. Shimada, and Y. Shirai, “Real-time and precise 3-D hand posture estimation based on classification tree trained with variations of appearances,” in *Proceedings of the 21st International Conference on Pattern Recognition (ICPR ’12)*, pp. 453–456, November 2012.

[28] C. Li and K. M. Kitani, “Pixel-level hand detection in egocentric videos,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR ’13)*, pp. 3570–3577, 2013.

[29] G. Dewaele, F. Devernay, and R. Horaud, “Hand motion from 3D point trajectories and a smooth surface model,” in *Computer Vision—ECCV 2004*, vol. 3021 of *Lecture Notes in Computer Science*, pp. 495–507, Springer, 2004.