Abstract—Lung cancer is the leading cause of cancer-related mortality worldwide. Lung cancer screening (LCS) using annual low-dose computed tomography (CT) scanning has been proven to significantly reduce lung cancer mortality by detecting cancerous lung nodules at an earlier stage. Improving risk stratification of malignancy risk in lung nodules can be enhanced using machine/deep learning algorithms. However, most existing algorithms: a) have primarily assessed single time-point CT data alone thereby failing to utilize the inherent advantages contained within longitudinal imaging datasets; b) have not integrated into computer models pertinent clinical data that might inform risk prediction; c) have not assessed algorithm performance on the spectrum of nodules that are most challenging for radiologists to interpret and where assistance from analytic tools would be most beneficial.

Here we show the performance of our time-series deep learning model (DeepCAD-NLM-L) which integrates multi-modal information across three longitudinal data domains: nodule-specific, lung-specific, and clinical demographic data. We compared our time-series deep learning model to a) radiologist performance on CTs from the National Lung Screening Trial enriched with the most challenging nodules for diagnosis; b) a nodule management algorithm from a North London LCS study (SUMMIT). Our model demonstrated comparable and complementary performance to radiologists when interpreting challenging lung nodules and showed improved performance (AUC=88%) against models utilizing single time-point data only. The results emphasise the importance of time-series, multi-modal analysis when interpreting malignancy risk in LCS.

Index Terms—Computer-Aided Diagnosis, Computed Tomography, Lung Cancer, Longitudinal Study, Deep Learning.

I. INTRODUCTION

Lung cancer is the most common cause of cancer death in the world [1]. Early detection of lung cancer using low-dose CT scans in lung cancer screening (LCS) studies allows timely intervention and treatment thereby reducing lung cancer mortality rates. This has resulted in defined lung cancer screening guidelines [2], [3], [4], [5]. The US National Lung Screening Trial (NLST) [3] and the Dutch-Belgian NELSON Trial [5], demonstrated overall reductions in lung cancer mortality of at least 20% [3], [5]. The focus of LCS studies is the detection of pulmonary nodules and assessment of nodule growth which may indicate the presence of early lung cancer. However, the majority of screen-detected nodules are either benign or have no bearing on a patient’s prognosis. The probability of a lung nodule being malignant is currently determined, in combination with an individual’s risk factors, in two ways: (1) at baseline, an assessment of size and associated characteristics (location, density, morphology); and (2) evolution of nodule characteristics - chiefly growth rate - on interval scans. Lung cancer screening studies function optimally when lung nodules are detected with high sensitivity, but, then interpreted with high specificity, to achieve a high discriminatory performance for lung malignancy prediction. Together, this allows the detection of high-risk nodules at an early curable stage.

Lung cancer screening generates huge volumes of CT imaging that require evaluation by radiologists. Yet in countries such as the UK, there remain national shortages of radiologists to evaluate screening CTs [6]. The field of lung cancer prediction on CT scans using machine learning and deep learning algorithms has matured following the wide availability of large screening datasets for analysis. Algorithms can now be expertly trained with a breadth of examples of nodule types beyond that which an average radiologist would encounter over an entire career. There is hope that utilizing computer algorithms as objective diagnostic aids for radiologists when interpreting LCS CT imaging may result in faster and better reads of challenging screening cases.

Study Rationale. In typical radiology workflows, when an abnormality is detected on a CT by a radiologist, prior imaging is sought to better understand how the lesion has changed in appearance over time. Evaluating time-series data to understand disease behaviour is a central tenet of radiology. It would therefore be expected that machines may also improve their performance in predicting malignancy by interrogating time-series data. Yet most previous studies have focused on analysing single timepoint CT datasets [7] acquired as part of lung cancer screening programs [8].
Studies examining malignancy risk prediction in LCS have typically indiscriminately assessed all nodules contained within screening cohorts. However, nodules subtypes can vary across the breadth of a screening study. Prevalent cancers seen at the first screen are typically larger and easier to identify by human readers, with or without the aid of computers. Incident cancers however, evolving from pre-existing nodules or de novo, are more challenging to distinguish from benign nodules. Support from computer tools to improve the classification of these challenging nodules would be most beneficial for a radiologist in a screening setting. It is therefore necessary to define the performance of computer-based nodule classification when applied to difficult cases. Lastly, no studies have integrated readily available clinical information with time-series image data when designing an automated system for lung cancer prediction, yet this ignores potentially valuable information that is routinely collected in screening programs.

Therefore, in our study we propose a deep learning-based model called DeepCAD-NLM-L to improve the prediction of lung cancer likelihood utilizing all available time-series CT data. Our model aggregates both lung-level and nodule-level information thereby leveraging the advantages of both sources of imaging data. We also combine clinical metadata alongside imaging data to aid in lung cancer prediction.

Anticipating that an integrated time-series model may have utility when classifying the most challenging lung nodules seen in LCS programs, we evaluate classification performance on “small” to “intermediate” sized nodules. We also compare the utility of time-series analyses of CTs using DeepCAD-NLM-L against nodule management algorithms utilised in the SUMMIT LCS study. The contemporary SUMMIT study CTs are higher quality and acquired at lower dose than the CTs contained within NLST. Our subanalysis, therefore, tests the performance of DeepCAD-NLM-L on data out-of-distribution. As part of this analysis, we also examine whether the sensitivity and specificity of human readers versus computer algorithms might provide complementary interpretations of nodule malignancy risk in a LCS setting.

**Automated Lung Cancer Detection.** Automated diagnosis of lung cancer using deep learning methods typically addresses either lung-level or nodule-level predictions. For lung-level prediction methods, the entire CT scan is used as an input to the model [9], [10], [11], [12]. Nodule-level lung cancer prediction methods consist of two sequential stages: computer-aided detection (CADe), where the nodule is identified, followed by “diagnosis” (CADd), where a malignancy probability is assigned to the identified nodule and then a cancer/non-cancer label is assigned to the case [7], [13], [14], [15], [16], [7], [17], [18], [19], [20].

Nodule-level methods have been shown to be more accurate than lung-level models when predicting malignancy risk in candidate nodules. However, classifying malignancy risk in a nodule remains reliant on the ability of the model to detect the nodule in the first place. Detecting a nodule, in turn, relies on good quality training data. Lung lesions >30mm in size, though no longer formally defined radiologically as nodules (as the upper limit in size for a nodule is 30mm), need to be identified by CADe systems as they have a high likelihood of being lung cancer. However, most training datasets do not contain many examples of lesions of this size, thereby representing a potential source of false negatives in automated lung cancer detection systems. On the other hand, lung-level methods are robust to predict the lung cancer when there are big lesions (>30mm). Therefore the combination of lung-level and nodule-level methods can boost the lung cancer prediction.

**Related Work.** Several studies have utilized deep learning-based models for lung cancer prediction. For models considering lung-level predictions, in [11] a 3D CNN network has been proposed to predict lung cancer on CT images of the whole lung. Regarding nodule-level prediction methods, Liao et al., [7] proposed an approach that included CADe and CADd systems. They used a 3D Faster R-CNN [21] as the nodule detection network. Later, a set of shallow 3D deep CNNs were used to extract features from candidate nodules and predict the malignancy score using a Leaky Noisy-OR approach [8]. Recently, Ardila et al., [19] proposed an approach for lung cancer prediction combining lung-level and nodule-level predictions. The CADe system in this method is a 3D Inception CNN [22] combined with a Region Proposal Network (RPN) [21] to identify a set of candidate nodules on a patients current and prior CTs. The same 3D Inception CNN was used as a CADd system to calculate the malignancy score. Alternative features from imaging at the lung level were incorporated and boosted performance of the CADd system. They focused on patients where cancer was typically confirmed after the first screening round. Such cancerous nodules are likely to be larger and easier to identify than incident cancers. In [12] a Long Short-Term Memory Model (LSTM) capable of learning both long-term and short-term dependencies between features was used. A Distanced LSTM allowed evaluation across irregularly sampled intervals though nodules were not studied. Xu et al., [23] developed a nodule-level prediction method in which the CADd system included a 2D CNN with a Recurrent Neural Network (RNN). This model used four different scans per patient: a baseline CT and CTs one, three and six months later. However,
the proposed approach was not fully automated as it did not contain a CADe system.

To date, no published fully automated method has combined lung-level and nodule-level features with clinical metadata demographics in a longitudinal manner for malignancy estimation.

II. MATERIALS AND METHODS

Datasets. Our proposed DeepCAD-NLM-L model was validated using two lung cancer screening datasets: The National Lung Screening Trial [3, 2] and the SUMMIT Lung Cancer Screening Study [24].

NLST was a large randomized multi-center LCS study in the United States in which 26,722 participants underwent three annual screens (T0, T1, and T2) using low-dose CT scans. If cancer was diagnosed on the first CT screen subsequent screening CTs were not performed. Figure 1.a displays the NLST cohort analysed in our study. An individual CT was considered cancer-positive if the result of a biopsy or surgical resection was positive during the screening study year. An individual CT was considered cancer-negative if the patient was cancer-free on the follow-up screen [3, 2, 19]. 679 patients had biopsy-confirmed screen detected (n=360) and non-screen detected (n=319) cancers. All NLST CT scans were acquired with the use of multidetector scanners with a minimum of four channels. The acquisition variables were chosen to reduce exposure to an average effective dose of 1.5 mSv as previously described (https://www.nejm.org/doi/full/10.1056/nejmoa1102873).

The North London-based SUMMIT Lung Cancer Screening Study uses a commercial CADd system to identify lung nodules following which a radiologist accepts or rejects the CAD outputs and performs a second read to ensure that no nodules are missed. The SUMMIT Study aims to assess the implementation of LDCT for lung cancer screening in a high-risk population and to validate a multi-cancer early detection risk population and to validate a multi-cancer early detection.

Model Architecture. In this section, we introduce our novel fully automated lung cancer prediction model specifically designed to utilise time-series CT data. The proposed model includes a CADe system to detect suspicious nodules and a CADd system to measure a malignancy score. We combined lung-level and metadata features with nodule level features to increase the performance of the CADd system. The general architecture of the proposed method can be seen in Figure 2.a.

Following the idea in [13], our CADe nodule detection system includes a 3D U-net [27] like Encoder-Decoder for feature extraction followed by a 3D Region Proposal Network [7] that enables the model to generate proposals directly. The backbone architecture of the Encoder is a ResNet10 [28] combined with the mirrored version of the same network with reduced blocks as the Decoder. As suggested in [13], the Encoder-Decoder is combined with squeeze-and-excitation blocks [29] to generate richer features with more contextual information to detect candidate nodules. Figure 2.a shows the overall architecture of our CADe system.

To measure the malignancy score, our proposed CADd system aggregates lung-level, nodule-level, and clinical metadata features extracted from longitudinal data. As a first step, a selection criteria is applied to the outputs of the CADe system that chooses a candidate nodule coordinate and extracts 3D patches from all time-point CTs at the corresponding coordinates (Please refer to section III for more details). Then a 3D Encoder followed by a long short-term memory (LSTM) layer is used to extract nodule-level features from longitudinal input data. In the second step, the preprocessed 3D scans from all three CT time-points are aggregated to create a single 4D input. A 3D Encoder extracts features from the 4D input corresponding to the lung-level time-series information. In the next step, nodule-level and lung-level features are combined with demographic metadata features to predict the malignancy score. Both the 3D encoders used in the CADd system are ResNet10 [28]. Figure 2.a demonstrates the architecture of our proposed CADd system in detail.

Training Implementation Details. If we consider a set of scans J, for each scan, we may have a set of nodules I.
Each nodule has specific information regarding the volume coordinate \((x_{ij}, y_{ij}, z_{ij})\) and the diameter \((r_{ij})\). To train our CADe system, we needed the coordinate and size of the nodules on the scans. For the NLST dataset, \((x_{ij}, r_{ij})\) values representing the axial location and diameter of the nodules were provided. However, \((y_{ij}, z_{ij})\) values representing coronal and sagittal locations were missing. Therefore, to prepare the training datasets for our CADe system, we manually annotated 2000 single time-point scans in the NLST dataset. All selected scans have nodules size in the range of 5mm-30mm. In total, 3081 nodule locations were labeled (1-2 nodules per scan, on average) using ITK-SNAP software [30]. For training the CADe system, we divided the whole annotated dataset into training (70%), validation (15%) and test (15%) sets. Cases were specifically selected with respect to nodule size to ensure a wide distribution of nodule size in each dataset. As the input of the CADe system, we extracted random 3D patches of \(128 \times 128 \times 128\) from preprocessed scans followed by additional data augmentation. We trained our model using the stochastic gradient descent optimizer with an initial learning rate of 0.001. The batch size was fixed at 8 and the maximum number of training epochs was 100 for all experiments. Focal loss function [31] was used to train the model for capturing more true positives amongst all nodule candidates.

To train the proposed CADd model, as a first step, for each patient we extract clinical metadata features comprising 9 variables (Figure 1.b). We studied the whole clinical metadata features to select the most informative attributes for lung cancer prediction. For this purpose, we implemented feature selection algorithm using Random Forest (RF) classifier. As a result of this process, we selected 9 features including: level of education completed, pack-year tertile, age, race, gender, ethnicity, smoking status at T0, total years of smoking, and the average number of cigarettes smoked per day.

In the second step, an independent 3D encoder (ResNet10) is designed to predict malignancy scores and extract features on time-series data based on lung-level information. For the input to the model, we concatenate all available preprocessed scans (T0, T1, and T2) of the patient as a 4D input. This model was trained using a stochastic gradient descent op-
timizer with an initial learning rate of 0.001, batch size of 8, and cross-entropy as the loss function. After finalizing the training procedure, we treat the model as a feature extractor by removing the last fully connected layer and extract a feature vector including 512 nodes from the output of penultimate fully connected layer. We categorize these 512 features as lung-level time-series features.

In the last step, we established a 3D encoder (ResNet10) combined with additional layers including an LSTM and two fully connected layers. Input to this model is the nodule level information achieved from the CADe system. The output of the CADe system is a set of detected nodules \((x_{ij}, y_{ij}, z_{ij}, r_{ij}, p_{ij})\), where \((x_{ij}, y_{ij}, z_{ij})\) is the central coordinate, \(r_{ij}\) is the radius, and \(p_{ij}\) is the confidence score of a nodule \(i\) in scan \(j\). We first extract this information related to detected nodules on the latest available time-point CT. Then from the set of potential nodules, a single candidate nodule that has the highest confidence score is selected. According to the central coordinate information of the selected candidate nodule, we extract three 3D patches of \(61 \times 61 \times 61\) around the nodule from all available time-points. An example of extracted patches from all three time-points for the selected candidate nodule can be seen in Figure 2.c. We use these patches as inputs to the model. To get the malignancy score we add 512 features (lung-level) and 9 clinical features (metadata) extracted in steps 1 and 2 to the last fully connected layer of the model. We train the proposed model using a stochastic gradient descent optimizer with an initial learning rate of 0.001, batch size of 16, and cross-entropy as the loss function. The proposed model was implemented in Python language\(^1\) using Pytorch [32]. All experiments were done on a Nvidia Titan RTX 24GB GPU.

Statistics. Five statistical measures were used to evaluate and compare different versions of the proposed DeepCAD model: Accuracy (ACC), Sensitivity (SE), Specificity (SE), F1-Score (F1), Area Under Receiver Operating Characteristic Curve (AUC). In all experiments 5-fold cross-validation was implemented on the training sets and the results on the test sets are expressed as the average of 5-fold cross-validation.

III. EXPERIMENTAL ANALYSIS AND RESULTS

Evaluation on NLST dataset. To measure the performance of the proposed DeepCAD-NLM-L, three different experiments were implemented on the NLST dataset.

In the first experiment, the 265 cancer cases (Figure 1.a) were balanced with 265 cancer-negative cases. Our analyses used single features or combinations of the three different features (nodule-level, lung-level and clinical metadata), in ablation studies of the proposed model (Table I). To examine the benefits in using longitudinal datasets, we compared the DeepCAD-NLM-L (longitudinal) model with a DeepCAD-NLM-S (single time point) model trained and tested on the last timepoint CT (T2) only [i.e. a DeepCAD model which omitted the LSTM layer (refer to section II)]. We also compared DeepCAD-NLM-L to malignancy classification using traditional machine learning methods such as a Support Vector Machine (SVM) and Random Forest Classifier (RFC) on clinical metadata and with the Brock University clinical lung cancer risk calculator (PanCan) [33].

Table I shows the results of experiment 1 on the NLST dataset. The DeepCAD-NLM-L method combining all available features (nodule level, lung level and clinical metadata) and time-points (T0, T1 and T2) outperformed all other models in sensitivity (0.84) with little compromise in specificity (0.87), resulting in the highest AUC (0.88) (Figure 3.b).

In the second experiment using NLST data, we aimed to compare the performance of the DeepCAD-NLM-L model with that of two thoracic radiologists, on a subset of challenging incident screen-detected nodules. The challenging nodules had previously been part of the DeepCAD-NLM-L model training dataset. Following removal of the challenging nodules from the training dataset (give details of the nodule composition), DeepCAD-NLM-L was retrained on the remaining 85 cancer cases and 180 additional non-cancer cases. Instead of aiming to simply outperform a radiologist in cancer prediction, we hypothesized that interpretation of difficult nodules by DeepCAD-NLM-L and radiologists would show a complementary sensitivity and specificity valuable for LCS studies. The selected nodules in the test dataset included 25 cancer cases and 75 non-cancer cases. Only nodules between 5mm-10mm in size at the first CT timepoint were considered. Cancer and non-cancer cases were equally divided into spiculated and non-spiculated nodules as defined by the NLST study data. All CTs had a maximal slice thickness of 2.5mm and all three CT timepoints were analysed. Comparison with human performance was achieved by having two radiologists each with an average of 10 years clinical experience independently assess each set of scans in the test dataset. To simulate clinical practice, for each patient, the radiologists read the longitudinal series of scans side-by-side, and assigned a per-patient diagnosis of cancer or non-cancer, together with measure of diagnostic certainty expressed as a percentage. Both the DeepCAD-NLM-L longitudinal models and the radiologists read the scans in two ways: first, using all three timepoints, and second, using only the first and last timepoints (T0, T1 and T2). To avoid recall bias, the radiologists performed the reading exercise four weeks apart. Whilst the timepoints of the CTs were known to the radiologists, the scans were read in a random order.

Table II summarizes the results of Experiment 2 on the NLST dataset. DeepCAD-NLM-L showed good sensitivity (0.92) whilst the radiologists showed good specificity (0.72-0.77). The PanCan model demonstrated excellent specificity (0.98). The findings suggest that an initial analysis of screening CTs with DeepCAD-NLM-L followed by evaluation of concerning nodules with the PanCan model might optimise nodule management in LCS studies. Furthermore, the similar performances of both the radiologists and DeepCAD-NLM-L when assessing two as opposed to three time-point CTs, suggests that an intermediate annual time-point does not influence malignancy prediction. Figure 3.a depicts the malignancy probability classification of DeepCAD-NLM-L and the radiologists for six subjects.

In experiment 3, we tested DeepCAD-NLM-L on 2240
NLST cases (265 cancer, 1975 non-cancer) to evaluate model performance on a sample size more representative of lung cancer screening programs. Performance, expressed as the average of 5 cross validation folds on the test datasets was: 72%, 83%, 72% and 84%, for accuracy, sensitivity, specificity and AUC, respectively.

Evaluation on SUMMIT dataset. To evaluate DeepCAD-NLM-L on contemporaneous lung cancer screening imaging, we analysed data from participants in the SUMMIT LCS study. The NLST data used to train DeepCAD-NLM-L was acquired approximately 20 years ago. Interval improvements in imaging have meant that today’s CTs have a much narrower slice thickness (<1mm in SUMMIT vs 2.5mm typically seen in NLST) and are performed at low-dose using iterative reconstruction techniques compared to filtered back projection CTs at standard dose in NLST. We tested the DeepCAD-NLM-L model used in experiment 1 of the NLST dataset on a subset of the SUMMIT dataset. To further challenge DeepCAD with out-of-distribution data, cases with varying time intervals between CTs were evaluated. The selected subset is 89 consecutive cases with two or more timepoint CTs included: baseline and 3 month follow up CTs (n=30), baseline and 12 month follow up CTs (n=33); baseline, 3 month and 12 month follow up CTs (n=26). The performance of the DeepCAD-NLM-L model was compared with that of the SUMMIT nodule management algorithm to enable an understanding of the practical impact of a deep learning system. For the purposes of this comparison, a scan was given a label of “cancer” when the SUMMIT radiologist had indicated an urgent patient referral for a suspected lung cancer was required (according to the SUMMIT nodule management protocol).

Table III shows the performance of DeepCAD-NLM-L and the SUMMIT nodule management algorithm on the SUMMIT dataset. DeepCAD-NLM-L showed good sensitivity (0.83) despite being trained on out-of-distribution NLST data. Radiologists applying the SUMMIT nodule management algorithm achieved excellent specificity when compared to the DeepCAD-NLM-L model. Taken together, these results suggest that such a computer algorithm could be used to first enhance sensitivity, following which a radiologist could provide high specificity to enable optimal combined performance for LCS. The results indicate the advantages that could be gained in LCS programs when computer algorithms are combined with either nodule management algorithms or cancer risk calculators.

IV. DISCUSSION AND CONCLUSION

In this paper, we propose a fully automated pipeline for lung cancer prediction from CT scans. Our DeepCAD-NLM-L model encompasses a nodule detection and malignancy prediction system that combines lung-level, nodule-level, and clinical metadata information to increase prediction performance. Importantly, by leveraging valuable information contained within time-series CT data, our model achieves improved prediction of the likelihood of lung cancer in the most challenging lung nodule subtypes. Our model also demonstrates complementary performance when compared to radiologist interpretation of incident lung nodules and cancer risk predictors emphasising the importance of integrating human and computer intelligence in LCS programs.

The diagnosis of lung cancer on imaging by radiologists has evolved iteratively over the past 100 years. For mid- or late-stage lung cancer a confident diagnosis can be made on single timepoint imaging. However as the possibility of stage-shifting cancer diagnosis with earlier detection has become apparent, radiologists have focused on studying changes in morphology of smaller nodules over time to better distinguish benign from malignant lesions. Longitudinal nodule evaluation underpins lung cancer screening programs, and is essential to reduce morbidity in LCS studies from unnecessary investigation of benign lesions and the avoidance of missing a cancer diagnosis.

However to date, most computer algorithms assessing malignancy risk in lung nodules only study single timepoint imaging. Just as radiologists would be remiss if ignoring pertinent historic patient information in the form of old imaging, when evaluating lung nodules, intuitively, one would imagine that computer algorithms would improve malignancy estimation
of early cancers by considering any available longitudinal imaging. This concept formed the central premise of our study and was confirmed in the finding that a DeepCAD-NLM-L model evaluating three time-point CTs demonstrated better performance than the same model that only utilised a single time-point CT (Table II). The benefits of using a time-series model for cancer prediction were also emphasized in results obtained when DeepCAD-NLM-L assessed SUMMIT study data that was inherently different in composition (image quality and reconstruction, radiation dose and CT time intervals) to that used to train DeepCAD-NLM-L.

Our analyses have also highlighted the limitations that result when focusing solely on either nodule level or lung level features. The DeepCAD-N-L model that only considered nodule level features had the highest sensitivity (87%) of all the models in Experiment 1 but had limited specificity (57%). The DeepCAD-L-L model that utilised lung-level features conversely had the highest specificity (94%) of all the models in Experiment 1 but had limited specificity (94%) of all the DeepCAD models at the expense of sensitivity (64%). Combining lung-level and nodule-level features would appear to optimise the necessary trade-off between sensitivity and specificity confirmed in DeepCAD-NLM-L having the highest F1 measure, (85%) of all models (Table II).

Prior studies evaluating lung nodules have generally had a "blunderbuss" approach to nodule datasets, by focusing on all nodules, rather than indeterminate and challenging cases. In doing so, the performance of such models is potentially artificially inflated by the simultaneous inclusion of both easily dismissed nodules (nodules that are too small and would not result in any meaningful intervention even if classified as cancer at an earlier timepoint) and nodules that are clearly cancerous. The lung cancer prediction model in [19] reported AUC values of 94.4% for prevalent cancers and 87.3% (sensitivity=64.7%; specificity=95.2%) for cases where cancer was diagnosed in the first two years of screening. DeepCAD-NLM-L demonstrated comparable performance metrics to [19] when evaluating incident nodule’s alone (AUC=88%; sensitivity=84%; specificity=87%) with a high resultant F1 score (85%).

Yet the acute need when interpreting nodules in lung cancer screening cohorts is assistance in the confident characterisation of incident cancers thereby minimising false positive and negative reporting. When we used DeepCAD-NLM-L to assess a carefully curated subset of spiculated and non-spiculated nodules of indeterminate size (5-10mm) which are exactly the types of nodules that consume a disproportionate amount of radiologist interpretation time, DeepCAD-NLM-L correctly identified cancerous nodules when present on longitudinal CTs. One would expect the discriminatory ability of the DeepCAD-NLM-L model to distinguish cancers from non-cancers to be markedly improved compared to single time-point trained models (DeepCAD-NLM-S); in other words, DeepCAD-NLM-L should have a high specificity. Such a high specificity would in turn allow automated triage of scans with a high probability of lung cancer to urgent lung cancer referral. Interestingly, in our experiments this proved to be only partially true. While the DeepCAD-NLM-L model outperformed its single time-point (DeepCAD-NLM-S) and traditional machine-learning model counterparts (SVM and RF), it could not match the performance of a validated risk prediction score (the Brock/PanCan model) or individual radiologists on the Nlst dataset, nor a rigorous nodule management protocol on the SUMMIT dataset. Conversely radiologists showed good specificity suggesting that a composite approach whereby DeepCAD-NLM-L pre-reads time-series CTs and highlights nodules of concern for definitive evaluation by a radiologist, could represent an effective screening workflow. With some lung cancer screening programs considering imaging at 2-yearly intervals, it was reassuring to note that DeepCAD-NLM-L with two CT time-points performance was maintained.
when the second time-point CT (T1) was omitted from time-series analyses in experiment 2 (Table III).

Our study had several limitations. In our proposed pipeline, one candidate nodule was specified for analysis from all the potential nodules generated by the CADe system. This could constrain our CADd system in situations when the model selects a noncancerous nodule as the candidate nodule in cases containing other cancerous nodules. To mitigate this problem, we aim to develop a new pipeline that uses a selection of candidate nodules as input to the CADd system.

DeepCAD-NLM-L also focuses on the detection of lung nodules which is not synonymous with lung cancer detection. Lung cancers can be located in regions other than the lung itself. An important example of this is small cell lung cancer which may be entirely contained within the mediastinum and therefore not detected by lung nodule detection systems. A future aim would be to incorporate information from mediastinal lung reconstruction kernels when assessing patient level cancer risk.

In conclusion, in this paper, we show that the combination of different levels of features in the DeepCAD-NLM-L model including clinical metadata and imaging data at the lung and nodule-level across longitudinal time-point CTs provides a good estimation of malignancy particularly for incident screening nodules that are challenging for a radiologist to interpret. DeepCAD-NLM-L shows complementary performance metrics of sensitivity and specificity when compared to nodule management algorithms and nodule risk estimators emphasizing the role such tools may have in rationalising the assessment of lung cancer screening CTs.
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