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Abstract. Consider an analytical function $f : V \subset \mathbb{R}^2 \rightarrow \mathbb{R}$ having 0 as its regular value, a switching manifold $\Sigma = f^{-1}(0)$ and a piecewise analytical vector field $X = (X^+, X^-)$, i.e. $X^\pm$ are analytical vector fields defined on $\Sigma^\pm = \{ p \in V : \pm f(p) > 0 \}$. We characterize when the vector field $X$ has a monodromic singular point in $\Sigma$, called $\Sigma$-monodromic singular point. Moreover, under certain conditions, we show that a $\Sigma$-monodromic singular point of $X$ has a neighborhood free of limit cycles.

1. Introduction

The finiteness problem for the number of limit cycles for analytical vector fields is known as Dulac’s problem. In 1923, H. Dulac [6] proved that every real planar polynomial vector field has only a finite number of limit cycles. But, unfortunately, some errors have been found in his proof in the 1980s. For analytical vector fields on the plane, it was solved independently by J. Écalle [8] and Yu. S. Ilyashenko [14].

We deal with piecewise analytical vector fields $X$ (in short, PWAVF) defined by a pair $(X^+, X^-)$, where $X^+$ and $X^-$ are analytical vector fields on regions of the plane separated by an analytical curve $\Sigma$. The curve $\Sigma$ is called switching curve which separates the plane in two regions $\Sigma^+$ and $\Sigma^-$ having defined on each region the analytical vector fields $X^+$ and $X^-$, respectively. In [9], Filippov defined the rules (revisited below) for the transition of orbits crossing the switching analytical curve $\Sigma$. He also describes when an orbit slides along $\Sigma$. This leads to an orbiting structure that is not always a flow on the plane obtained gluing the orbits on $\Sigma^+$ and $\Sigma^-$ along $\Sigma$.
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As far as we know, there is no systematic study of monodromic singular points of piecewise analytical planar vector fields belonging to \( \Sigma \). We call these points \( \Sigma \)-monodromic singular points. In fact, the concept of monodromy is not formalized for these types of vector fields. The few works that deal with this topic study the so-called “pseudo focus” or “sewed focus” (see [5, 9]). In the literature, four types of pseudo focus \( p \in \Sigma \) of piecewise analytical planar vector fields \( X = (X^+, X^-) \) are treated.

(i) **Focus-Focus type**: both systems \( X^+ \) and \( X^- \) have a singular point at \( p \) with eigenvalues \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) and their solutions turn around \( p \) counterclockwise or clockwise sense.

(ii) **Focus-Parabolic** (resp. **Parabolic-Focus**): \( X^+ \) (resp. \( X^- \)) has a singular point of focus type at \( p \) (i.e. \( X^+ \) has a singular point at \( p \) with eigenvalues \( \lambda \in \mathbb{C} \setminus \mathbb{R} \)) while the solutions of \( X^- \) (resp. \( X^+ \)) have a parabolic contact (i.e. a second order contact point) with \( \Sigma \) at \( p \), the solution by \( p \) is locally contained in \( \Sigma^+ \) (resp. \( \Sigma^- \)).

(iii) **Parabolic-Parabolic**: the solutions of both systems have a parabolic contact at \( p \) with \( \Sigma \) in such a way that the flow of \( X \) turns around \( p \).

In [5] the authors introduce techniques that make it possible to study the stability of the monodromic singular points described in the statements (i), (ii), and (iii). Moreover, they obtain general expressions for the first three Lyapunov constants for these points and generate limit cycles for some concrete examples. In 2021, in the work [16], the authors consider the case Parabolic-Parabolic having folds with contact order greater or equal to two. We observe that the results about analyticity of the return maps in [5] and [16] are contained in our work. We remark that our approach is distinct of [16] and the results were obtained in an independent way. Bifurcations of limit cycles from the pseudo focus, defined above, were studied in several papers; see for example [4, 9, 10, 12, 15, 19]. The Center-Focus Problem for piecewise linear systems is solved in [12]. Other papers that deal with the Center-Focus Problem for particular families of piecewise planar vector fields with a pseudo focus are [4, 17].

We work with two problems. The first one is the characterization of the \( \Sigma \)-monodromic singular points to piecewise analytical planar vector fields. The last one is Dulac’s problem restricted to piecewise analytical planar vector fields, i.e., the existence of a neighborhood of the \( \Sigma \)-monodromic singular point (whenever possible) “free of limit cycles”. As far as we know, the unique work that studies Dulac’s problem for piecewise analytical planar vector fields is [1]. In this paper, the authors
consider polycycles whose the singular points outside $\Sigma$ are hyperbolic saddles. The singular points on $\Sigma$ are either hyperbolic saddles or regular points or fold points of order 2 from each side of $\Sigma$. They prove that this type of polycycle does not have limit cycles accumulating onto it.

Our main results are the following. Theorem 5 characterizes all $\Sigma$-monodromic singular points of piecewise analytical vector fields. In true, this result also holds with a similar proof for piecewise smooth vector fields. Considering piecewise analytical vector field, in the Sections 4, we prove that if $p \in \Sigma$ is a monodromic singular point, then the Poincaré return map is well defined (Theorem 8). In the Section 5, we give conditions such that the Poincaré return map is analytic (Theorem 13), and consequently, there is a neighborhood of the $\Sigma$-monodromic singular point free of limit cycles (Corollary 14 and Remark 15). We conclude this work by applying our results to classes of piecewise analytical vector fields with a $\Sigma$-monodromic singular point that is not one of the pseudo foci described in the statements (i), (ii), and (iii) above (Section 6).

2. Piecewise analytical vector fields

Let $Y : \mathbb{R}^2 \to \mathbb{R}^2$ be an analytical vector field and $p$ a singular point of $Y$. We recall the definitions involving singular points of $Y$. The singular point $p$ is called non-degenerate if 0 is not an eigenvalue of $DY(p)$. The singular point $p$ is called hyperbolic if the two eigenvalues of $DY(p)$ have real part different from 0. The singular point $p$ is called semi-hyperbolic if exactly one eigenvalue of $DY(p)$ is equal to 0. Hyperbolic and semi-hyperbolic singular points are also said to be elementary singular points. The singular point $p$ is called nilpotent if both eigenvalues of $DY(p)$ are equal to 0 but $DY(p) \not\equiv 0$. The singular point $p$ is called linearly zero if $DY(p) \equiv 0$. It is called center if there is an open neighborhood consisting, besides the singular point, of periodic orbits. The singular point is said to be linearly center if the eigenvalues of $DY(p)$ are purely imaginary without being zero.

Let $p$ be a singular point of $Y$ and $\gamma = \{\gamma(t) : t \in \mathbb{R}\}$ be an orbit of $Y$ that tends to $p$ when $t$ tends to $\infty$. In this case, $\gamma$ is a characteristic orbit if there exists $\lim_{t \to \infty} \gamma(t)/|\gamma(t)|$, where $|\cdot|$ is the Euclidean norm. We may also consider orbits tending to $p$ as $t$ tends to $-\infty$, but we can always change the sign of the parameter $t$ in the system associated with $Y$ and assume that $t$ tends to $\infty$. We have that $p$ is a monodromic singular point of $Y$ if there is no characteristic orbit associated with it.

Consider $f : \mathbb{R}^2 \to \mathbb{R}$ an analytical function having 0 as a regular value and denote $\Sigma = f^{-1}(0)$ and $\Sigma^\pm = \{p \in \mathbb{R}^2 : \pm f(p) > 0\}$. Let
$X = (X^+, X^-)$ be a piecewise analytical vector field defined by

$$X(q) = \begin{cases} 
X^+(q) & \text{if } f(q) \geq 0, \\
X^-(q) & \text{if } f(q) \leq 0,
\end{cases}$$

where $X^\pm$ are analytical planar vector fields. We note that $X$ can be bi-valued at the points of $\Sigma$. Following Filippov’s terminology (in [9]), we distinguish the following arcs in $\Sigma$:

i) Sewing arc (SW): characterized by $X^+f \cdot X^-f > 0$ (see Figure 1 (a)).

ii) Escaping arc (ES): given by the inequalities $X^+f > 0$ and $X^-f < 0$ (see Figure 1 (b)).

iii) Sliding arc (SL): given by the inequalities $X^+f < 0$ and $X^-f > 0$ (see Figure 1 (c)).

As usual, here and in what follows, $Yf$ will denote the derivative of the function $f$ in the direction of the vector $Y$, i.e. $Yf = \langle \nabla f, Y \rangle$. Moreover, $Y^n f = Y(Y^{n-1} f)$.

On the arcs $ES$ and $SL$ we define the Filippov vector field $F_X$ associated to $X = (X^+, X^-)$, as follows: if $p \in SL$ or $ES$, then $F_X(p)$ denotes the vector tangent to $\Sigma$ in the cone spanned by $X^+(p)$ and $X^-(p)$. A point $p \in \Sigma$ is called a $\Sigma$-regular point of $X$ if $p \in SW$ or if $p \in SL$ or $p \in ES$ then $F_X(p) \neq 0$. Otherwise, $p$ is a $\Sigma$-singular point of $X$.

Following [18], a continuous closed curve $\gamma$ consisting of two regular trajectories, one of $X^+$ and another of $X^-$, and two points $\{p_1, p_2\} = \Sigma \cap \gamma$ is called a $\Sigma$-closed crossing orbit (or simply $\Sigma$-closed orbit) of $X$, if $\{p_1, p_2\}$ are sewing points and $\gamma$ meets $\Sigma$ transversally in $\{p_1, p_2\}$.

**Definition 1.** Let $p$ be an isolated $\Sigma$-singular point of a piecewise analytical vector field $X = (X^+, X^-)$. We say that $p$ has a $\Sigma$-characteristic orbit if one of the following conditions hold:
i) There exists a regular trajectory $\gamma$ of $X^+$ (resp. $X^-$), with $p = \gamma(t_0)$ for some $t_0 \in \mathbb{R}$, and $p \in \gamma \cap \Sigma^+$ (resp. $p \in \gamma \cap \Sigma^-$);

ii) There exists a regular trajectory $\gamma$ of $X^+$ (resp. $X^-$) with $\lim_{t \to \pm \infty} \gamma(t) = p$, and there exist a neighborhood $V$ of $p$ such that $\gamma \cap V \subset V \cap \Sigma^+$ (resp. $\gamma \cap V \subset V \cap \Sigma^-$);

iii) For all neighborhood $V$ of $p$ there exists $q \in V \cap \Sigma$ such that $Xf(q) \cdot Yf(q) < 0$.

If $p$ is an isolated $\Sigma$-singular point of $X$ and $X$ does not have $\Sigma$-characteristic orbits associated with $p$ we call it a $\Sigma$-monodromic singular point.

**Definition 2.** A $\Sigma$-singular point $p$ of $X = (X^+, X^-)$ is

a) center if there exist a neighborhood $V$ of $p$ such that $V \setminus \{p\}$ is fulfilled of $\Sigma$-closed orbits of $X$;

b) focus if there exists a neighborhood $V$ of $p$ such that for all orbits $\gamma$ of $X$ by points in $V$ spirals toward or backward $p$;

c) center-focus if there exists a sequence of $\Sigma$-closed orbits $\gamma_n$ of $X$, with $\gamma_{n+1}$ in the interior of $\gamma_n$ such that $\gamma_n \to p$ as $n \to \infty$ and such that every trajectory between $\gamma_n$ and $\gamma_{n+1}$ spirals toward $\gamma_n$ or $\gamma_{n+1}$ as $t$ increase or decrease.

By Definitions 1 and 2 a $\Sigma$-singular point is a $\Sigma$-monodromic singular point if and only if it is a center or focus or center-focus.

A $\Sigma$-singular point $p$ is a fold$_{n^\pm}$ of $X^\pm$ if it is a fold point of order $n^\pm$, i.e.,

$$X^\pm(p) \neq 0, X^\pm f(p) = \cdots = (X^\pm)^{n^\pm-1} f(p) = 0 \text{ and } (X^\pm)^{n^\pm} f(p) \neq 0,$$

where $n^\pm$ are even. In this case we have that $X^\pm$ has a contact of order $n^\pm$ with $\Sigma$ at $p$ (see Figure 2).

We say that $p$ is a visible fold$_{n^\pm}$ for $X^\pm$ if $\pm(X^\pm)^{n^\pm} f(p) > 0$. If $\pm(X^\pm)^{n^\pm} f(p) < 0$ then we say that $p$ is an invisible fold$_{n^\pm}$ for $X^\pm$.
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3. $\Sigma$-Monodromic singular points

In this section, we give necessary and sufficient conditions to a $\Sigma$-singular point be a $\Sigma$-monodromic singular point.

**Proposition 3.** Let $p$ be an isolated $\Sigma$-singular point of $X = (X^+, X^-)$. If $p$ is a $\Sigma$-monodromic singular point, then $X^+ f(p) = X^- f(p) = 0$ and there is a neighborhood $V$ of $p$ in $\Sigma$ with $X^+ f \cdot X^- f |_V > 0$ with the unique exception of $p$.

**Proof.** As $p$ is a $\Sigma$-singular point of $X = (X^+, X^-)$, we have that $X^+ f(p) \cdot X^- f(p) \leq 0$. In the first case $X^+ f(p) \cdot X^- f(p) < 0$, i.e. $p \in SL \cup ES$ and $F_X(p) = 0$, there exist a neighborhood $V$ of $p$ such that $X^+ f \cdot X^- f |_V < 0$. Hence, by statement (iii) of Definition $p$ has a $\Sigma$-characteristic orbit. In the second case we have $X^+ f(p) \cdot X^- f(p) = 0$. Note that if $X^+ f(p) \neq 0$ (resp. $X^- f(p) \neq 0$), then the flow of $X^+$ (resp. $X^-$) is transversal to $\Sigma$ at $p$ and so, by statement (i), $p$ has a $\Sigma$-characteristic orbit. Therefore $X^+ f(p) = X^- f(p) = 0$.

Assume that does not exist a neighborhood $V$ of $p$ in $\Sigma$ such that $X^+ f \cdot X^- f |_{V \setminus \{p\}} > 0$, i.e., for all neighborhood $V$ of $p$ in $\Sigma$ there exists $q \in V$ such that $X^+ f(q) \cdot X^- f(q) < 0$. So, by statement (iii) of Definition $p$ has a $\Sigma$-characteristic orbit. \qed

**Observation 4.** From Proposition $p$ is a $\Sigma$-monodromic singular point then the orientation of the orbits of vector fields $X^+$ and $X^-$ around the singularity agrees in such way that the trajectories of both vector fields can be concatenated at $\Sigma$ in suitable order.

To state the next result, we need the following definition. Let $p \in \overline{K} \subset \mathbb{R}^2$ an isolated singular point of an analytical vector field $Y$. We say that $Y$ has a characteristic orbit in $K$ associated with $p$ if there is a characteristic orbit $\gamma$ of $Y$ associated with $p$ and a neighborhood $V$ of $p$ such that $\gamma \cap V \subset V \cap K$. Otherwise, we say that $Y$ has no characteristic orbit in $K$. The following theorem classifies the $\Sigma$-monodromic singular points of $X$.

**Theorem 5.** Let $X = (X^+, X^-)$ be a piecewise analytical vector field. We suppose that $p$ is a $\Sigma$-singular point of $X$ such that $X^+ f(p) = X^- f(p) = 0$ and $X^+ f \cdot X^- f |_V > 0$ in a $V$-neighborhood of $p \in \Sigma$ with the unique exception of $p$.

i) If $X^+(p) \neq 0$ and $X^-(p) \neq 0$, then $p$ is a $\Sigma$-monodromic singular point of $X$ if and only if it is a fold of order $n^+$ of $X^+$ with $(X^+)^{n^+} f(p) < 0$ and it is a fold of order $n^-$ of $X^-$ with $(X^-)^{n^-} f(p) > 0$. 


ii) If $X^+(p) = 0$ (resp. $X^-(p) = 0$) and $X^-(p) \neq 0$ (resp. $X^+(p) \neq 0$), then $p$ is a $\Sigma$-monodromic singular point of $X$ if and only if $X^+$ has no characteristic orbit in $\Sigma^+$ (resp. $X^-$ has no characteristic orbit in $\Sigma^-$) associated with $p$ and $p$ is a fold of order $n$ of $X^-$ (resp. $X^+$) with $(X^-)^n f(p) > 0$ (resp. with $(X^+)^n f(p) < 0$).

iii) If $X^+(p) = X^-(p) = 0$, then $p$ is a $\Sigma$-monodromic singular point of $X$ if and only if $X^+$ has no characteristic orbit in $\Sigma^+$ and $X^-$ has no characteristic orbit in $\Sigma^-$ associated with $p$, respectively.

Proof. As $p$ is a $\Sigma$-singular point of $X$ such that $X^+ f(p) = X^- f(p) = 0$ and $X^+ f \cdot X^- f \mid V > 0$ in a $V$-neighborhood of $p$ in $\Sigma$ with the unique exception of $p$, it follows that $p$ is an isolated singular point of $X$. Now, $p$ is a $\Sigma$-monodromic singular point of $X$ if and only if it is isolated and $X$ has no $\Sigma$-characteristic orbit associated with $p$. Therefore, the hypothesis and conditions stated in each case ((i), (ii), and (iii)) are necessary and sufficient to the nonexistence of $\Sigma$-characteristic orbits of $X$ associated with $p$. This finishes the proof. \qed

4. Existence of Poincaré return map

In the sequel, we consider $f : \mathbb{R}^2 \to \mathbb{R}$ an analytical function having 0 as a regular value and denote $\Sigma = f^{-1}(0)$ and $\Sigma^\pm = \{ p \in \mathbb{R}^2 : \pm f(p) > 0 \}$. Also, we consider $p$ a $\Sigma$-singular point of $X = (X^+, X^-)$ such that the analytical vector field $X^+$ ($X^-$) does not have characteristic orbit in $\Sigma^+$ ($\Sigma^-$) associated with $p$. In this case we have the following situation: given $q^+ \in \Sigma$ and an orbit $\varphi^+$ of $X^+$ such that $\varphi^+(0, q^+) = q^+$, we can determine flight time $\tau^+$ for which $q^- = \varphi^+(\tau^+, q^+) \in \Sigma$ and $\varphi^+ \subset \Sigma^+$ for all time $t$ between 0 and $\tau^+$. So, it makes sense the study of the application $\Pi^+ : V \to W$ where $q^+ \in V \subset \Sigma$ and $\varphi^+(\tau^+, q^+) \in W \subset \Sigma$. We call $\Pi^+$ the half-Poincaré return map. In a similar way, we define $\Pi^-$ considering an orbit $\varphi^-$ of $X^-$ such that $\varphi^-(0, q^-) = q^- \in W \subset \Sigma$ and $\varphi^-(\tau^-, q^-) \in V \subset \Sigma$ with $\varphi^- \subset \Sigma^-$ for all time $t$ between 0 and $\tau^-$. We also define the displacement function given by $\Psi(q^-) = \Pi^+(\varphi^+(-\tau^+, q^-)) - \Pi^-(q^-)$, or $\Psi = \Pi^+ - (\Pi^-)^{-1}$. Observe that $(\Pi^-)^{-1}$ is the half-Poincaré return map $\Pi^-$ associated with vector field $-X^-$. See Figure [4]

Now, we will study under which conditions the Poincaré return map $\Pi = \Pi^- \circ \Pi^+$ is well defined on $\Sigma$.

Lemma 6. Let $Y$ be an analytical vector field in some open subset $U$ of $\mathbb{R}^2$ and $\Sigma = f^{-1}(0)$, where $f : U \subset \mathbb{R}^2 \to \mathbb{R}$ is analytic and 0 is its regular value. The following statements hold.
Figure 3. The Poincaré return map $\Pi(q^+) = \Pi^-(\Pi^+(q^+))$ where $q^+ \in V$ and $q^- \in W$ such that $q^- = \varphi^+(\tau^+, q^+) = \Pi^+(q^+)$ and the displacement function $\Psi(q^-) = \Pi^+(\varphi^+(-\tau^+, q^-)) - \Pi^-(q^-)$.

Proof. Firstly, we suppose that $p$ is a singular point of $Y$. We deal with the case that $Y$ does not have a characteristic orbit in $\Sigma^+ \cup \Sigma$ (resp. $\Sigma^- \cup \Sigma$) associated with $p$, then the half-Poincaré return map is well defined in a neighborhood $V \cap (\Sigma^+ \cup \Sigma)$ of $p$ (resp. $V \cap (\Sigma^- \cup \Sigma)$).

i) If $p \in \Sigma$ is an isolated singular point and $Y$ does not have characteristic orbit in $\Sigma^+ \cup \Sigma$ (resp. $\Sigma^- \cup \Sigma$) associated with $p$, then the half-Poincaré return map is well defined in a neighborhood $V \cap (\Sigma^+ \cup \Sigma)$ of $p$ (resp. $V \cap (\Sigma^- \cup \Sigma)$).

ii) If $p \in \Sigma$ is an invisible (resp. visible) fold of $Y$, then the half-Poincaré return map is well defined in a neighborhood $V \cap (\Sigma^+ \cup \Sigma)$ of $p$ (resp. $V \cap (\Sigma^- \cup \Sigma)$).

Proof. Firstly, we suppose that $p$ is a singular point of $Y$. We deal with the case that $Y$ does not have a characteristic orbit in $\Sigma^+ \cup \Sigma$ associated with $p$. The other case is analogous. It is well known that if $p$ is a singular point of an analytical vector field $Y$ then any trajectory of $Y$ which approaches the singular point $p$ as $t \to \pm \infty$ either spirals toward to $p$ or is a characteristic orbit of $Y$ (see [2, Theorem 64, p. 331]). The hypothesis that $Y$ does not have characteristic orbit in $\Sigma^+ \cup \Sigma$ associated with $p$ implies that either $p$ is a monodromic singular point of $Y$ or the characteristic orbits of $Y$ are contained in $\Sigma^-$. In the first case, it is obvious that the half-Poincaré return map is well defined in $V \cap (\Sigma^+ \cup \Sigma)$, for some neighborhood $V$ of $p$. In the second one, we recall that any neighborhood $V$ of an isolated singular point $p$ of an analytical vector field $Y$ is a finite union of elliptic, hyperbolic, or parabolic sectors (see [2]). Thus, as the borders of sectors of singular points are characteristic orbits, it follows that $V \cap (\Sigma^+ \cup \Sigma)$ is contained either in an elliptic or a hyperbolic sector of $p$. So, the half-Poincaré return map is well defined in $V \cap (\Sigma^+ \cup \Sigma)$ for both cases.
If $p$ is an invisible fold of $Y$ and $Y$ then the orbit of $Y$ by $p$ is contained in $\Sigma^-$. Therefore the half-Poincaré return map is well defined in $V \cap (\Sigma^+ \cup \Sigma)$. The case where $p$ is a visible fold is analogous. 

**Observation 7.** If $p$ is a $\Sigma$-singular point of $X = (X^+, X^-)$ with $X^+(p) = 0$ (resp. $X^-(p) = 0$) and $p$ is an elementary singular point of $X^+$ (resp. $X^-$) with real eigenvalues, then by the proof of Lemma 6 we conclude that it cannot be a $\Sigma$-monodromic singular point. Because, in this case, $X^+$ (resp. $X^-$) has characteristic orbits associated with $p$ in $\Sigma^+ \cup \Sigma$ and $\Sigma^- \cup \Sigma$.

In the classic theory of analytical vector fields, we have that monodromy implies that the Poincaré return map is well defined. The next theorem shows that we have a similar result for piecewise analytical vector fields.

**Theorem 8.** Let $p$ be an isolated $\Sigma$-singular point of a piecewise analytical vector field $X = (X^+, X^-)$. If $p$ is a $\Sigma$-monodromic singular point, then the Poincaré return map is well defined.

**Proof.** As $p$ is a $\Sigma$-monodromic singular point, it follows that $X^+$ (resp. $X^-$) satisfies the hypothesis of Lemma 6 in $\Sigma^+ \cup \Sigma$ (resp. $\Sigma^- \cup \Sigma$) with respect to $p$. Then the half-Poincaré return maps are well defined. Moreover, there exists a neighborhood $V$ such that $X^+ \cdot X^- f |_{V \setminus \{p\}} > 0$. Therefore the Poincaré return map is obtained by the composition of these half-Poincaré return maps, i.e., the Poincaré return map is well defined. 

**5. Analyticity of the displacement function**

According to Theorem 8, monodromy implies existence of the Poincaré return map. Our concern now is with the analyticity of the displacement function. We will see that in the neighborhood of certain types of $\Sigma$-monodromic singular points, the displacement function is analytic.

**Hypothesis H.** Let $X = (X^+, X^-)$ be a piecewise analytical vector field having an isolated $\Sigma$-monodromic singular point $p_0 \in \Sigma$. Without loss of generality we assume that $p_0$ is the origin and the orbits of $X$ turn around the origin in counterclockwise sense. We say that $X$ satisfies the Hypothesis H if

(i) there exists a continuous change of coordinates such that the switching curve $\Sigma$, in these new coordinates, is $\{y = 0\}$; and

(ii) there are integers $p$, $q$, $r$ and $s$ such that in the weight polar coordinates $(x, y) = (\rho^p \cos \theta, \rho^r \sin \theta)$ in $\Sigma \cup \Sigma^+$ and $(x, y) =$
(\rho^0 \cos \theta, \rho^0 \sin \theta) in \Sigma \cup \Sigma^- the systems associated with vector fields \(X^+\) and \(X^-\) are equivalent to differential equations

\[
\frac{d\rho}{d\theta} = \frac{F^\pm(\theta, \rho)}{G^\pm(\theta, \rho)},
\]

where \(F^\pm\) and \(G^\pm\) are analytical functions with \(F^\pm(\theta, 0) = 0\) for all \(\theta \in \mathbb{R}\), \(G^+(\theta, 0) \neq 0\) for all \(\theta \in [0, \pi]\) and \(G^-(\theta, 0) \neq 0\) for all \(\theta \in [-\pi, 0]\).

Before we state and prove the main theorem of this section, we present classes of piecewise analytical vector fields that satisfy the Hypothesis H. Theorem 5 shows the three cases of monodromy. Next proposition deals with the first case, which is the case where the \(\Sigma\)-singular point is both fold points for \(X^+\) and \(X^-\).

**Proposition 9.** Let \(X = (X^+, X^-)\) be a piecewise analytical vector field and \(\Sigma = f^{-1}(0)\) a curve, where \(f : \mathbb{R}^2 \to \mathbb{R}\) is an analytical function having 0 as its regular value. Assume that \(p\) is a fold point of order \(n^\pm\) of \(X^\pm\) with \((X^+)^{n^+}f(p) < 0\), \((X^-)^{n^-}f(p) > 0\) and \(X^+ f \cdot X^- f \mid_{V \setminus \{p\}} > 0\) for some neighborhood \(V\) of \(p\), then \(X\) satisfies the Hypothesis H.

**Proof.** We can assume that \(p = (0, 0)\). By hypothesis \(p\) is a fold point of order \(n^\pm\) of \(X^\pm\). This implies that, in local coordinates, we have \(f(x, y) = y\) and the differential system associated with \(X^\pm\) is given by

\[
\begin{align*}
\dot{x} &= a^\pm_0 + \mathcal{O}((|x, y|)), \\
\dot{y} &= b^\pm_{n^\pm - 1, 0} x^{n^\pm - 1} + \mathcal{O}(x^{n^\pm}) + y(b^\pm_{01} + b^\pm_{11} x + b^\pm_{02} y + \mathcal{O}((|x, y|)^2)),
\end{align*}
\]

where \((X^+)^{n^+}f(p) = (n^+ - 1)! a^+_0 b^+_{n^+ - 1, 0} < 0\) and \((X^-)^{n^-}f(p) = (n^- - 1)! a^-_0 b^-_{n^- - 1, 0} > 0\). Doing rescaling of the time variable, if necessary, we can assume that the orbits of \(X\) turn around of the origin in counterclockwise sense. In order to verify Hypothesis H we consider the weight polar coordinates \((x, y) = (\rho \cos \theta, \rho^{n^\pm} \sin \theta)\) in \(\Sigma \cup \Sigma^\pm\) and \((x, y) = (\rho \cos \theta, \rho^{n^-} \sin \theta)\) in \(\Sigma \cup \Sigma^-\). So, using these new coordinates, system (2) is equivalent to differential equation (1) with

\[
F^\pm(\theta, \rho) = (a^+_0 \cos \theta + b^+_{n^+ - 1, 0} \sin \theta \cos^{n^+ - 1} \theta) \rho + \mathcal{O}(|\rho^2|)
\]

and \(G^\pm(\theta, \rho) = b^\pm_{n^\pm - 1, 0} \cos^{n^\pm} \theta - n^\pm a^+_0 \sin \theta + \mathcal{O}(\rho)\). Note that the conditions \(\pm a^+_0 b^+_{n^+ - 1, 0} < 0\) imply \(G^+(\theta, 0) \neq 0\) for all \(\theta \in [0, \pi]\) and \(G^-(\theta, 0) \neq 0\) for all \(\theta \in [-\pi, 0]\). So, \(X\) satisfies the Hypothesis H. □

The next result exhibits another class of piecewise analytical vector fields that satisfies Hypothesis H. According to items (ii) and (iii) of
Theorem 5, we have to consider the case when $p$ is a $\Sigma$-singular point of $X = (X^+, X^-)$ and satisfies $X^+(p) = 0$ or $X^-(p) = 0$.

**Proposition 10.** Let $X = (X^+, X^-)$ be a piecewise analytical vector field and $\Sigma = f^{-1}(0)$ a curve, where $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ is analytic having 0 as a regular value. Assume that $p$ is a fold point of order $n^\pm$ of $X^\pm$ with $\pm (X^\pm)^n f(p) < 0$ or $p$ is a singular point of $X^\pm$ having linear part with eigenvalues $\alpha \pm \beta i$, with $\beta \neq 0$. Then, if $X^+ f \cdot X^- f |_{V \setminus \{p\}} > 0$ for some neighborhood $V$ of $p$, $X$ satisfies the Hypothesis $\mathbf{H}$.

**Proof.** We can assume that $p = (0,0)$ and $f(x,y) = y$. If $p$ is a fold point of $X^+$ (resp. $X^-$) then we apply the ideas of proof of Proposition \ref{prop:fold} using weight polar coordinates $(x,y) = (\rho \cos \theta, \rho^{n^\pm} \sin \theta)$ in $\Sigma \cup \Sigma^+$ (resp. $(x,y) = (\rho \cos \theta, \rho^{n^-} \sin \theta)$ in $\Sigma \cup \Sigma^-$). In this case, as we have seen in the proof of Proposition \ref{prop:fold} we have equation \ref{eq:fold} with $F^+(\theta,0) = 0$ (resp. $F^-(\theta,0) = 0$) for all $\theta \in \mathbb{R}$ and $G^+(\theta,0) \neq 0$ for all $\theta \in [0, \pi]$ (resp. $G^-(\theta,0) \neq 0$ for all $\theta \in [-\pi, 0]$). If $p$ is a singular point of $X^+$ (resp. $X^-$) having linear part with eigenvalues $\alpha \pm \beta i$, with $\beta \neq 0$, then we write the system as

\begin{align}
\dot{x} &= ax + by + \sum_{i=2}^{\infty} P_i(x,y), \\
\dot{y} &= cx + dy + \sum_{i=2}^{\infty} Q_i(x,y),
\end{align}

where $P_i$ and $Q_i$ are homogeneous polynomials of degree $i$ and $(a - d)^2 + 4bc < 0$. Using polar coordinates $(x,y) = (\rho \cos \theta, \rho \sin \theta)$ system \ref{eq:fold} becomes

\begin{align}
\dot{\rho} &= \alpha(\theta)\rho + \sum_{i=2}^{\infty} A_i(\theta)\rho^i, \\
\dot{\theta} &= \beta(\theta) + \sum_{i=2}^{\infty} R_i(\theta)\rho^{i-1},
\end{align}

where $\alpha(\theta) = (a-d)\cos^2 \theta + (b+c)\cos \theta \sin \theta + d$, $\beta(\theta) = c\cos^2 \theta + (d-a)\cos \theta \sin \theta - b\sin^2 \theta$, $A_i(\theta) = P_i(\cos \theta, \sin \theta)\cos \theta + Q_i(\cos \theta, \sin \theta)\sin \theta$ and $R_i(\theta) = Q_i(\cos \theta, \sin \theta)\cos \theta - P_i(\cos \theta, \sin \theta)\sin \theta$. We observe that

$$
\beta(\theta) = c \left( \left( \cos \theta + \frac{(d-a)}{2c} \sin \theta \right)^2 - \frac{(a - d)^2 + 4bc}{4c^2} \sin^2 \theta \right).
$$

The fact that $(a - d)^2 + 4bc < 0$ implies that $\beta(\theta) \neq 0$ for all $\theta \in [0, 2\pi]$. In this case is also clear that $X$ satisfies Hypothesis $\mathbf{H}$ because equation
is given by
\[
\frac{d \rho}{d \theta} = \frac{\alpha(\theta) \rho + \sum_{i=2}^{\infty} A_i(\theta) \rho^i}{\beta(\theta) + \sum_{i=2}^{\infty} R_i(\theta) \rho^{i-1}}.
\]

Lemma 11. Let \( Y : \mathbb{R}^2 \to \mathbb{R}^2 \) be an analytical vector field having \( p \) as an isolated nilpotent singularity. If \( \Sigma \) is an analytical curve (i.e. \( \Sigma = f^{-1}(0) \), where \( f : \mathbb{R}^2 \to \mathbb{R} \) is analytic having 0 as a regular value) passing through \( p \) transversal to the eigenspace of \( DY(p) \), then there is an analytical change of coordinates such that in these new coordinates \( p = (0, 0) \), \( \Sigma \) is locally the set \( \{(x, y) : x = 0\} \) and in a neighborhood of \( p \) the analytical differential system associated to the vector field \( Y \) writes as
\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= g(x) + yh(x) + y^2B(x, y),
\end{align*}
\]
where \( g(x) = ax^m + o(x^m) \), for some \( m \geq 2 \) with \( a \neq 0 \), and the function \( h \) is either identically null or there exist \( b \neq 0 \) and \( n \geq 1 \) such that \( h(x) = bx^n + o(x^n) \).

Proof. It is easy to see that there are coordinates \((x, y)\) such that in these coordinates \( p \) is the origin and locally \( \Sigma = \{(x, y) : x = 0\} \). As \( p \) is a nilpotent singular point, the linear part of \( Y \) at \( p \) is a matrix
\[
DY(0, 0) = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]
satisfying \( a + d = 0, ad - bc = 0 \) and \( a^2 + b^2 + c^2 + d^2 \neq 0 \). Now we prove that \( b \) cannot be zero. If \( b = 0 \) then \( a = d = 0 \) and \( c \neq 0 \). But in this case the eigenspace of \( DY(0, 0) \) is parallel to \( \Sigma \), which is not possible due to the hypothesis of transversality.

The case \( c = 0 \) implies \( a = d = 0 \) and \( b \neq 0 \). In this case the linear change of coordinates \( x = bu \) and \( y = v \) preserves \( \Sigma \) and transforms \( DY(0, 0) \) into
\[
\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]

In the case \( c \neq 0 \) we have \( d = -a \) and \( b = -a^2/c \). We use the linear change of coordinates \( x = u \) and \( y = cu/a - cv/a^2 \) that preserves \( \Sigma \) and transforms \( DY(0, 0) \) into the same matrix presented in (5).

The differential system associated to the vector field \( Y \) writes as
\[
\begin{align*}
\dot{u} &= v + P_2(u, v), \\
\dot{v} &= Q_2(u, v).
\end{align*}
\]
Now we perform the analytical change of coordinates $x = u$ and $y = v + P_2(u, v)$ that also preserves $\Sigma$. So, system (6) becomes (4), where $g(x) = Q_2(x, 0)$ and $h(x) = \frac{\partial Q_2}{\partial y}(x, 0)$. As $p$ is an isolated singularity, then $g(x) = ax^m + o(x^m)$, for some $m \geq 2$ and $a \neq 0$. The function $h$ is either identically null or there exist $b \neq 0$ and $n \geq 1$ such that $h(x) = bx^n + o(x^n)$. \hfill \Box

**Proposition 12.** Let $X = (X^+, X^-)$ be a piecewise analytical vector field and $\Sigma = f^{-1}(0)$ a curve, where $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ is analytic having 0 as a regular value. Assume that $p \in \Sigma$ is either a monodromic nilpotent singular point or a nilpotent cusp of $X^+$ (resp. $X^-$) such that $\Sigma$ is transversal to the eigenspace of $DX^+(p)$ (resp. $DX^-(p)$), locally the characteristic orbits of the cusp $p$ are contained in $\Sigma^-$ (resp. $\Sigma^+$) in the cusp case, and $p$ is a fold point of order $n^-$ of $X^-$ with $(X^-)^{n^-} f(p) > 0$ (resp. $n^+$ of $X^+$ with $(X^+)^{n^+} f(p) < 0$) or $p$ is a singular point of $X^-$ (resp. $X^+$) having linear part with eigenvalues $\alpha \pm \beta i$, with $\beta \neq 0$. Then, if $X^+ f \cdot X^- f |_{V \setminus \{p\}} > 0$ for some neighborhood $V$ of $p$, $X$ satisfies the Hypothesis $\text{H}$.

**Proof.** First, we assume that $p$ is a cusp of $X^+$, and the case that $p$ is a cusp of $X^-$ is similar. By Lemma 11 there is an analytical change of variables such that locally we have that $p = (0, 0)$, $\Sigma$ is the $y$ axis and the associated differential system to $X^+$ has the form (4). As $p$ is a cusp, according to [7, Theorem 3.5, p. 116], for $g$ and $h$ given by (4), we have that $g(y) = ay^m + o(y^m)$, for some even $m \geq 2$ with $a \neq 0$, and the function $h$ is either identically null or there exist $b \neq 0$ and $n \geq 1$ such that $h(y) = by^n + o(y^n)$ and $m < 2n + 1$. Now, after the change of variables $(x, y) \mapsto (-y, x)$, locally, we have that $\Sigma$ becomes the $x$ axis, i.e., $f(x, y) = y$ and the system associated to $X^+$ writes as

\begin{align*}
    \dot{x} &= g(-y) + xh(-y) + x^2 B(-y, x), \\
    \dot{y} &= -x.
\end{align*}

Using weight polar coordinates $(x, y) = (\rho^{m+1} \cos \theta, \rho^2 \sin \theta)$ system (7) becomes

\begin{align*}
    \dot{\rho} &= \frac{\rho^m (a \cos \theta \sin^m \theta - \cos \theta \sin \theta) + O(\rho^{m+1})}{(m - 1) \cos^2 \theta + 2}, \\
    \dot{\theta} &= \frac{\rho^{m-1}(-(m + 1) \cos^2 \theta - 2a \sin^{m+1} \theta) + O(\rho^m)}{(m - 1) \cos^2 \theta + 2},
\end{align*}

where $\rho = \sqrt{x^2 + y^2}$.
Eliminating the independent variable from system (8), we reduce it to the differential equation

\[ \frac{d\rho}{d\theta} = \cos \theta \sin \theta - a \cos \theta \sin^m \theta (m + 1) \cos^2 \theta + 2a \sin^{m+1} \theta \rho + O(\rho^2). \]

The local expression for the characteristic orbits of the cusp singularity, is

\[ y = -\frac{m+1}{2a} \sqrt{\frac{(m+1)}{x^2}} + o(x^{m+1}). \]

Therefore, the hypothesis implies that \( \Sigma^- \) contains the characteristic orbits of the cusp at the origin. So, we have that \( a > 0 \).

Observe that, for differential equation (9), \( G^+(\theta, 0) = (m+1) \cos^2 \theta + 2a \sin^{m+1} \theta \), where \( G^+ \) corresponds to the map given by (11). Thus, we have that \( G^+(\theta, 0) \neq 0 \) for all \( \theta \in [0, \pi] \). Note that the pair \((\cos \theta, \sin \theta)\) such that \((m+1) \cos^2 \theta + 2a \sin^{m+1} \theta = 0\) is a parametrization of the cusp curve

\[ \left( x, -\frac{m+1}{2a} \sqrt{\frac{(m+1)}{x^2}} \right). \]

Finally, if \( p \) is a fold point or a singular point with complex eigenvalues of \( X^- \) then we apply the ideas of the proofs of Propositions 9, 10 using weight polar coordinates \((x, y) = (\rho \cos \theta, \rho^{m+1} \sin \theta)\) or polar coordinates \((x, y) = (\rho \cos \theta, \rho \sin \theta)\) in \( \Sigma \cup \Sigma^- \), respectively. In this case, as we have seen in the proofs of Propositions 9, 10, we have an equation of the form (11) with \( G^-(\theta, 0) \neq 0 \) for all \( \theta \in [-\pi, 0] \). Hence, from hypothesis \( X^+ g \cdot X^- f |_{V \setminus \{p\}} > 0 \) and doing rescaling of the time variable (if necessary), for some neighborhood \( V \) of \( p \), \( X \) satisfies the Hypothesis \( H \).

Now, we assume that \( p \) is a monodromic nilpotent singular point of \( X^- \), and the case that \( p \) is a monodromic nilpotent singular point of \( X^+ \) is similar. As in the previous cases, by Lemma 14 there is an analytical change of variables such that locally we have that \( p = (0, 0) \), \( \Sigma \) is the \( y \) axis, and the differential system associated to \( X^+ \) has the form (4). As \( p \) is a monodromic nilpotent singular point, according to [7, Theorem 3.5, p. 116], for \( g \) and \( h \) given by (14), we have that \( g(y) = ay^m + o(y^m) \), for some odd \( m \geq 2 \) with \( a < 0 \), and \( h \) is either identically null or there exist \( n \geq 1 \) and \( b \neq 0 \) such that \( h(y) = by^n + o(y^n) \) with \( m < 2n + 1 \) or \( m = 2n + 1 \) and \( b^2 + 4a(n+1) < 0 \). Now, after the change of variables \((x, y) \mapsto (-y, x)\), locally, we have that \( \Sigma \) becomes the \( x \) axis, and the system associated to \( X^+ \) writes as (14). Using weight polar coordinates \((x, y) = (\rho^{m+1} \cos \theta, \rho \sin \theta)\), we reduce system (14) to the differential
Theorem 13. If a piecewise analytical vector field $H$ has a $\Sigma$-monodromic singular point and satisfies the Hypothesis $H$, then there is a choice of coordinates in $\Sigma$ such that in these coordinates the displacement function is analytic.

Proof. Let $\rho^+ = \rho^+(\theta, \rho_0)$ be the solution of (11) that satisfies the initial condition $\rho^+(0, \rho_0) = \rho_0$. Similarly, let $\rho^- = \rho^-(\theta, \rho_1)$ be the solution of (11) that satisfies the initial condition $\rho^-(0, \rho_1) = \rho_1$. From the Hypothesis $H$ the functions $G^+(\theta, 0)$ do not vanish at the appropriated domain, then both functions $\rho_0 \mapsto \rho^+(\pi, \rho_0)$ and $\rho_1 \mapsto \rho^-(\pi, \rho_1)$ are analytic. In order to compute the displacement function we start with a point $(x_0, 0) \in \Sigma$, with $x_0 > 0$. The point $(x_0, 0)$ corresponds to the points $(\rho_0, 0)$ and $(\rho_1, 0)$ in the weight polar coordinates, where $\rho_0 = x_0^{1/p}$ and $\rho_1 = x_0^{1/q}$. The half-return maps for $X^+$ and $-X^-$ (we consider $-X^-$ because to define the displacement function, we need to reverse the flow of $X^-$) are

$$
\Pi^+(x_0) = -(\rho^+ (\pi, x_0^{1/p}))^p \quad \text{and} \quad \Pi^-(x_0) = -(\rho^- (\pi, x_0^{1/q}))^q,
$$

respectively. As $\rho^\pm (\pm \pi, \cdot)$ are analytic, doing $x_0 = w^{pq}$, we have that

$$
\Psi^+(w) = \Pi^+(w^{pq}) = -(\rho^+ (\pi, w^q))^p
$$
and

\[ \Psi^-(w) = \Pi^-(w^{pq}) = -\left(\rho^-(-\pi, w^p)\right)^q \]

are also analytic. So the displacement function \( \Psi = \Psi^+ - \Psi^- \) is analytic. This finishes the proof. \(\Box\)

We say that a \(\Sigma\)-monodromic singular point \(p\) is free of limit cycles if there exists a neighborhood of \(p\) without crossing limit cycles.

**Corollary 14.** With the hypothesis of Theorem 13, we have that \(p\) is free of limit cycles.

**Observation 15.** We conclude, from Proposition 10, Theorem 13 and Corollary 14, that if \(p\) is a \(\Sigma\)-monodromic singular point of a piecewise analytical planar vector field \(X = (X^+, X^-)\) such that it is a fold point of order \(n^\pm\) of \(X^\pm\) with \(\pm(X^\pm)^{n^\pm} f(p) < 0\) or \(p\) is a singular point of \(X^\pm\) having a linear part with eigenvalues \(\alpha \pm \beta i\), with \(\beta \neq 0\), then its displacement function is analytic, and it is free of limit cycles. Now, by Proposition 12, Theorem 13 and Corollary 14, if \(p\) is nilpotent singular point of cusp or monodromic type for \(X^+\) (resp. \(X^-\)), such that the switching curve \(\Sigma\) is transversal to the eigenspace associated to \(p\), and \(p\) is a fold point of order \(n^-\) of \(X^-\) with \(-(X^-)^{n^-} f(p) < 0\) (resp. \(n^+\) of \(X^+\) with \((X^+)^{n^+} f(p) < 0\)) or \(p\) is a singular point of \(X^-\) (resp. \(X^+\)) having a linear part with eigenvalues \(\alpha \pm \beta i\), with \(\beta \neq 0\), then its displacement function is analytic, and it is free of limit cycles. Note that if \(p\) is a \(\Sigma\)-monodromic singular point and \(p\) is a nilpotent singular point of cusp type for \(X^+\) or \(X^-\), then the hypothesis of transversality in Proposition 12 is automatically satisfied. However, for the monodromic nilpotent case, we could have the eigenspace associated with the eigenvalue zero non-transversal to \(\Sigma\). Proposition 12 does not cover this last case. For the other cases where \(p\) is a \(\Sigma\)-monodromic singular point and it is a nilpotent singular point of a type different from the mentioned above or a linearly zero singular point of \(X^+\) or \(X^-\), we only obtained a positive answer to Dulac’s problem in the case where \(X\) satisfies Hypothesis \(H\).

From now on, we call the \(\Sigma\)-monodromic singular points that are nilpotent singular points of at least one of the analytical vector fields \(X^\pm\) of \(\Sigma\)-monodromic nilpotent singular points. Our best result for the \(\Sigma\)-monodromic nilpotent singular points is Proposition 12. However, if more restrictive hypotheses are assumed, we can find other types of \(\Sigma\)-monodromic nilpotent singular points, not contemplated in this proposition, which also satisfy Hypothesis \(H\). For example, if we assume from the start that \(\Sigma\) is the \(x\) axis, \(X^+\) and \(X^-\) are both in
nullpotent normal form \((14)\), and the origin is a \(\Sigma\)-monodromic nullpotent singular point obtained by a nilpotent cusp and a monodromic nilpotent singular point. We can easily prove that in this case, the Hypothesis \(H\) is satisfied following the steps from the proof of Proposition 12, using polar coordinates with suitable weights for each one of the normal forms. Following this idea, we get the next proposition that allows us to find other restrictive cases of \(\Sigma\)-monodromic nilpotent singular points, satisfying the Hypothesis \(H\), that are nilpotent singular points having an elliptic sector and a hyperbolic sector (see the case Cusp-(HE-singular point) from Section \([8]\) for a concrete example).

**Proposition 16.** Let \(X = (X^+, X^-)\) be a piecewise analytical vector field with switching curve \(\Sigma = \{y = 0\}\), with \(X^-\) or \(X^+\) given by \(Y : \mathbb{R}^2 \to \mathbb{R}^2\) where

\[
Y : \begin{cases}
\dot{x} = y, \\
\dot{y} = g(x) + yh(x) + y^2B(x, y),
\end{cases}
\tag{14}
\]

\(g(x) = ax^m + o(x^m), h(x) = bx^n + o(x^n)\) and \(B\) analytical. Assume \(a < 0, n\) odd, \(m = 2n + 1\) and \(b^2 + 4a(n + 1) \geq 0\). If \(b > 0\) (resp. \(b < 0\)) then \(Y\) does not have characteristic orbit in \(\Sigma^- \cup \Sigma\) (resp. \(\Sigma^+ \cup \Sigma\)) at the origin. Moreover, if \(b > 0\) and \(Y = X^-\) (resp. \(b < 0\) and \(Y = X^+\)) then the half-Poincaré return map \(\Pi^-\) (resp. \(\Pi^+\)) is well defined and it is analytic.

**Proof.** According to \([7, Theorem 3.5, p. 116]\) the origin is a nilpotent singular point of \(Y\) having an elliptic sector and a hyperbolic sector. Using weight polar coordinates \((x, y) = (\rho \cos \theta, \rho^{n+1} \sin \theta)\), we reduce system \((14)\) to the differential equation

\[
\frac{d\rho}{d\theta} = \frac{(n + 1) \sin^2 \theta - a \sin \theta \cos^{2n+1} \theta - b \sin^2 \theta \cos^n \theta}{(n + 1) \sin^2 \theta - a \cos^{2n+2} \theta - b \sin \theta \cos^{n+1} \theta - \rho + O(\rho^2)}. \tag{15}
\]

In the differential equation \((15)\), we observe that \(G(\theta, 0) = (n + 1) \sin^2 \theta - a \cos^{2n+2} \theta - b \sin \theta \cos^{n+1} \theta\) is not null for \(\theta \in \{0, \pi, 2\pi\}\), and for \(\theta \in (0, \pi) \cup (\pi, 2\pi)\), we can write

\[
G(\theta, 0) = -\sin^2 \theta \left( a \left( \frac{\cos^{n+1} \theta}{\sin \theta} \right)^2 + b \left( \frac{\cos^{n+1} \theta}{\sin \theta} \right) - (n + 1) \right). \tag{16}
\]

Therefore, as \(b^2 + 4a(n + 1) \geq 0\), it follows that equation \(au^2 + bu - (n + 1) = 0\) has real solutions \(u_1\) and \(u_2\) (equal or distinct), given by

\[
u_1 = \frac{-b + \sqrt{b^2 + 4a(n + 1)}}{2a} \quad \text{and} \quad u_2 = \frac{-b - \sqrt{b^2 + 4a(n + 1)}}{2a}.
\]

The hypothesis \(a < 0\) implies \(u_1 u_2 > 0\). Observe that if \(\theta_0 \notin \{0, \pi, 2\pi\}\) and \(G(\theta_0, 0) = 0\) then \(\cos^{n+1} \theta_0 = u_i \sin \theta_0\) for \(i = 1\) or \(i = 2\). Due to the
hypothesis \( n \) odd we have that the case \( u_1, u_2 > 0 \) implies \( 0 < \theta_0 < \pi \), and the case \( u_1, u_2 < 0 \) implies \( \pi < \theta_0 < 2\pi \). The case \( u_1, u_2 > 0 \) is equivalent to \( b > 0 \) and the case \( u_1, u_2 < 0 \) is equivalent to \( b < 0 \).

Let \( y = cx^k + o(x^k) \), with \( c \neq 0 \), the local expression of the characteristic orbits of \( Y \), given by (14), at the origin. Differentiating with respect to \( t \) and using expressions of (14) we obtain

\[
ax^{2n+1} + bcx^{n+k} + \cdots = c^2kx^{-1} + \cdots
\]

If \( k < n + 1 \) then \( 2k - 1 < 2n + 1 \) and \( 2k - 1 < n + k \). It implies \( c = 0 \). But it is impossible because we have \( c \neq 0 \). For \( k = n + 1 \) we obtain the equation

\[
a \left( \frac{1}{c} \right)^2 + b \left( \frac{1}{c} \right) - (n + 1) = 0,
\]

that have solutions \( c = 1/u_1 \) and \( c = 1/u_2 \). This implies that the characteristic orbits are given by

\[
y = \frac{1}{u_1}x^{n+1} + O(x^{n+2}) \quad \text{and} \quad y = \frac{1}{u_2}x^{n+1} + O(x^{n+2}).
\]

Again due to the hypothesis \( n \) odd we have that the case \( u_1, u_2 > 0 \) (resp. \( u_1, u_2 < 0 \)), equivalently \( b > 0 \) (resp. \( b < 0 \)), implies the characteristic orbits of \( Y \) at the origin are in \( \Sigma^+ \) (resp. \( \Sigma^+ \)). This completes the proof. \( \square \)

6. Applications

In this section, we study the topological structure in the neighborhood of a \( \Sigma \)-monodromic singular point of piecewise analytical vector fields. More precisely, we exhibit \( \Sigma \)-monodromic singular points formed by singular points of \( X^- \) and \( X^+ \) that have not yet been described in the literature. We will apply our results to analyse four cases: Cusp-Fold\(_2\); Fold\(_2\)-Fold\(_4\); Cusp-Degenerate; and Elementary-Degenerate.

**Proposition 17.** Let \( X = (X^+, X^-) \) be a piecewise analytical vector field having an isolated \( \Sigma \)-monodromic singular point and satisfying the Hypothesis \( \text{H} \). Then the half-Poincaré return maps \( \Pi^\pm \) are

\[
\Pi^+(x_0) = -(u_1^+(\pi))^p x_0^p - p(u_1^+(\pi))^{p-1} u_2^+(\pi) x_0^{\frac{p+1}{p}}
\]

\[
-\left(\frac{1}{2}(p-1)p(u_1^+(\pi))^{p-2} u_2^+(\pi)^2 \right) x_0^{\frac{p+2}{p}} - \ldots
\]

\[
\Pi^-(x_0) = -(u_1^-(\pi))^p x_0^p - p(u_1^-(\pi))^{p-1} u_2^-(\pi) x_0^{\frac{p+1}{p}}
\]

\[
-\left(\frac{1}{2}(p-1)p(u_1^-(\pi))^{p-2} u_2^-(\pi)^2 \right) x_0^{\frac{p+2}{p}} - \ldots
\]
\[ \Pi^-(x_0) = - (u_1^-(\pi))^q x_0 - q(u_1^-(\pi))^{q-1} u_2^-(\pi) x_0^{\frac{q+1}{q}} \choose \frac{1}{2} (q-1)q(u_1^-(\pi))^{q-2} (u_2^-(\pi))^2 \]

where \( u^\pm_i(\theta) \) is the coefficient of order \( i \) in the expansion of solution \( \rho = \rho^\pm(\theta, \rho_0) \) (with \( \rho^\pm(0, \rho_0) = \rho_0 \)) of equation (1) in powers of \( \rho_0 \). Moreover, doing \( x_0 = w^{pq} \), we can obtain the expansion of the displacement function \( \Psi \) in powers of \( w \) given by \( \Psi(w) = \Pi^+(w^{pq}) - \Pi^-(w^{pq}) \).

**Proof.** We will use the method described in [3], p. 249, to get Taylor series expansion at the origin of the displacement function and so to study the Center-Focus Problem for \( \Sigma \)-monodromic singular points. More precisely, the right hand side of equation (1) is an analytical map in the squares \( [0, \pi] \times (-\epsilon, \epsilon) \) and \( [-\pi, 0] \times (-\epsilon, \epsilon) \), for some \( \epsilon > 0 \). Then we can write equation (1) as

\[ \frac{d\rho}{d\theta} = R_1^+(\theta) \rho + R_2^+(\theta) \rho^2 + R_3^+(\theta) \rho^3 + \cdots. \]

Let \( \rho = \rho^+(\theta, \rho_0) \) the solution of equation (19) with the initial condition \( \rho^+(0, \rho_0) = \rho_0 \). The Taylor series of the solution \( \rho^+ \) on powers of \( \rho_0 \) in a neighborhood of 0 has the form

\[ \rho^+(\theta, \rho_0) = u_1^+(\theta) \rho_0 + u_2^+(\theta) \rho_0^2 + u_3^+(\theta) \rho_0^3 + \cdots, \]

with \( u_1^+(0) = 1 \) and \( u_2^+(0) = u_3^+(0) = \cdots = 0 \).

Substituting (20) into (19), and comparing the coefficients of the corresponding powers of \( \rho_0 \) of the right and left hand sides, we obtain the following recursive differential equations for the coefficients \( u_i^+(\theta) \) \( (i = 1, 2, 3, \cdots) \)

\[ (u_1^+)'(\theta) = R_1^+(\theta) u_1^+(\theta), \]

\[ (u_2^+)'(\theta) = R_1^+(\theta) u_2^+(\theta) + R_2^+(\theta) (u_1^+(\theta))^2, \]

\[ (u_3^+)'(\theta) = R_1^+(\theta) u_3^+(\theta) + 2R_2^+(\theta) u_1^+(\theta) u_2^+(\theta) + R_3^+(\theta) (u_1^+(\theta))^3, \]

\[ \vdots \]
Using these initial conditions $u_1^+(0) = 1$ and $u_2^+(0) = u_3^+(0) = \cdots = 0$ and successively integrating equations (21) as linear differential equations, we obtain

\begin{align*}
    u_1^+(\theta) &= e^{\int_0^\theta R_1^+(\theta) d\theta}, \\
    u_2^+(\theta) &= e^{\int_0^\theta R_2^+(\theta) d\theta} \int_0^\theta R_2^+(\theta) u_1^+(\theta) d\theta, \\
    u_3^+(\theta) &= e^{\int_0^\theta R_3^+(\theta) d\theta} \int_0^\theta (2R_2^+(\theta) u_2^+(\theta) + R_3^+(\theta)(u_3^+(\theta))^2) d\theta, \\
    &\vdots
\end{align*}

Now, following the proof of Lemma 13, the half-Poincaré return map for $X^+$ is $\Pi^+(x_0) = -\left(\rho^+(\pi, x_0^{1/p})\right)^p$, i.e., $\Pi^+$ is given by (17).

Analogously, we obtain that the half-Poincaré return map $\Pi^-(x_0)$ for $-X^-$ is given by (18).

In what follows we consider piecewise analytical vector fields $X = (X^+, X^-)$ having the origin as a $\Sigma$-monodromic singular point and the switching curve $\Sigma = \{y = 0\}$. Now, we will use Proposition 17 considering some classes of piecewise analytical vector fields. The figures that illustrate the cases below were made with the help of the software P5 [13].

**Cusp-Fold case**: The classical normal form of cusp singular point is given by $(\dot{x}, \dot{y}) = (y, ax^m + bx^n y)$, with $m$ even and $m < 2n + 1$. To simplify the calculations, we will consider the case $m = 2$, $n = 1$ and $a = 1$. In order to put the characteristic orbits of the cusp singular point tangent to the $y$-axis we perform the change of variable $x = y$, $\bar{y} = -x$ and $\bar{t} = -t$. We obtain

\begin{equation}
    X^+ : \begin{cases} 
        \dot{x} = -y^2 + bxy, \\
        \dot{y} = x.
    \end{cases}
\end{equation}

In the half-plane $\Sigma^-$ we consider the vector field $X^-$ with a fold at origin

\begin{equation}
    X^- : \begin{cases} 
        \dot{x} = 1, \\
        \dot{y} = x.
    \end{cases}
\end{equation}

Note that $X^-$ has a fold point of order 2 at the origin, because $X^-(0, 0) \neq (0, 0)$, $X^- f(0, 0) = 0$ and $(X^-)^2 f(0, 0) = 1$. Therefore, by Theorem 3 (ii), the origin is a $\Sigma$-monodromic singular point. Note that the trajectories of $X$ are oriented counterclockwise sense. See Figure 4.

We must compute the half-Poincaré return map $\Pi^- : V \subset \Sigma \to W \subset \Sigma$ associated with vector field $-X^-$ at $(x_0, 0) \in V$, with $x_0 > 0$.

The solution $\alpha = \alpha(t)$ of (24) that satisfy the initial condition $\alpha(0) = (x_0, 0)$ is $\alpha(t) = (t + x_0, t^2/2 + x_0 t)$. The values of $t$ such that the
Figure 4. Local phase portraits at the origin. (i) A cusp for $X^+$ with $b > 0$. (ii) A fold for $X^-$. (iii) The Cusp-Fold case for $X$ with $b > 0$. (iv) A stable $\Sigma$-focus for $X$ with $b < 0$. (v) A $\Sigma$-center for $X$ with $b = 0$. (vi) An unstable $\Sigma$-focus for $X$ with $b > 0$.

The second component of $\alpha(t)$ is equal to zero is $t = 0$ or $t = -2x_0$. So, $\Pi^-(x_0) = -x_0$, because $\alpha(-2x_0) = (-x_0, 0)$.

The next step is to compute the half-Poincaré return map $\Pi^+: V \to W$. Following the proof of Proposition 17 we need to determine the weights $p$ and $q$. For this, we use the Newton polygon (see [7, p. 104]) associated with system (23). Here, the Newton polygon is defined by the vertices $(0, 1)$, $(-1, 2)$, $(1, -1)$ and the straight line connecting $(-1, 2)$ and $(1, -1)$ is $3x + 2y = 1$. So, we perform the change of coordinates $x = \rho^3 \cos \theta$ and $y = \rho^2 \sin \theta$. In these coordinates $(\rho, \theta)$ system (23) writes

\begin{align*}
X^+ : \quad & \dot{\rho} = f_2^+(\theta)\rho^2 + f_3^+(\theta)\rho^3, \\
& \dot{\theta} = g_1^+(\theta)\rho + g_2^+(\theta)\rho^2. 
\end{align*}
where
\[ f_2^+(\theta) = \frac{\cos \theta \sin \theta (1 - \sin \theta)}{3 \cos^2 \theta + 2 \sin^2 \theta}, \quad f_3^+(\theta) = \frac{b \cos^2 \theta \sin \theta}{3 \cos^2 \theta + 2 \sin^2 \theta}, \]
\[ g_1^+(\theta) = \frac{2 \sin^3 \theta + 3 \cos^2 \theta}{3 \cos^2 \theta + 2 \sin^2 \theta}, \quad g_2^+(\theta) = -\frac{2b \cos \theta \sin^2 \theta}{3 \cos^2 \theta + 2 \sin^2 \theta}. \]

We observe that \( X \) satisfies the Hypothesis \( H \), because \( g_1^+(\theta) \neq 0 \) for all \( \theta \in [0, \pi] \). Considering \( \theta \) as new independent variable, system (25) is equivalent to equation (26)
\[
\frac{d\rho}{d\theta} = R_1^+(\theta)\rho + R_2^+(\theta)\rho^2 + \mathcal{O}(\rho^3).
\]

where
\[
R_1^+(\theta) = \frac{f_2^+(\theta)}{g_1^+(\theta)} \quad \text{and} \quad R_2^+(\theta) = \frac{f_3^+(\theta)g_1^+(\theta) - f_2^+(\theta)g_2^+(\theta)}{g_1^+(\theta)^2}.
\]

According to the proof of Proposition 17, the analytical solution \( \rho = \rho(\theta, \rho_0) \) of the equation (26) satisfying the initial condition \( \rho(0, \rho_0) = \rho_0 \) is given by (20). By (22) it follows that
\[
u_1(\pi) = 3 \quad \text{and} \quad \nu_2(\pi) = bk_0 \quad \text{with} \quad k_0 > 0.
\]

We have
\[
\nu_1(\pi) = 1 \quad \text{and} \quad u_2(\pi) = bk_0 \quad \text{with} \quad k_0 > 0.
\]

Hence, by (17), the half-Poincaré return map with respect to \( \Sigma^+ \) is
\[
\Pi^+(x) = -x_0 - 3bk_0 x_0^{4/3} + \mathcal{O}(x_0^{5/3})
\]
and the displacement function is
\[
\Psi(x) = \Pi^+(x) - \Pi^-(x) = -3bk_0 x_0^{4/3} + \mathcal{O}(x_0^{5/3}).
\]

For \( x_0 \) small enough and \( b < 0 \) we have \( \Psi(x_0) > 0 \). It implies \( \Pi^+(x_0) > \Pi^-(x_0) \) and the origin is a stable \( \Sigma \)-focus. If \( b > 0 \) then the origin is an unstable \( \Sigma \)-focus. To finish this analysis, remains to show that for \( b = 0 \) we have a \( \Sigma \)-center. This is easy because system (23) with \( b = 0 \) is Hamiltonian with energy \( H(x, y) = x^2/2 + y^3/3 \). The points \((x_0, 0)\) and \((-x_0, 0)\) are in the same level set of \( H \). Clearly it implies that \( \Pi^+(x_0) = -x_0 \). So, the origin has a neighborhood free of limit cycles.
Cusp-(HE-singular point): Consider a $\Sigma$-monodromic singular point formed by a cusp singular point for $X^+$ and a degenerate singular point with an elliptic sector and a hyperbolic sector for $X^-$. On the half-plane $\Sigma^+$, $X^+$ is associated with system (23) and in the half-plane $\Sigma^-$ we consider

$$X^- : \begin{cases} \dot{x} = -y, \\ \dot{y} = x^3 - 4xy. \end{cases}$$

The vector field (23) that has at origin a cusp singular point of $X^+$ and the characteristic orbits of the cusp are tangent to $y$ axis and belongs to half-plane $\Sigma^-$. For $X^-$ the origin as a nilpotent singular point with one elliptic sector and one hyperbolic sector, called HE-singular point. See Figure 5

The parabolas $P_{\pm} : y = (2 \pm \sqrt{2})^{-1}x^2$ are invariant by the flow of $X^-$, because $\langle X^-, \nabla h_{\pm} \rangle = h_{\pm}k$ with $h_{\pm}(x,y) = x^2 + (-2 \pm \sqrt{2})y$ and

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{phase_portraits.png}
\caption{Local phase portraits at the origin. (i) A cusp for $X^+$ with $b > 0$. (ii) A HE-singular point for $X^-$. (iii) The Cusp-(HE-singular point) case for $X$ with $b > 0$. (iv) A stable $\Sigma$-focus for $X$ with $b < 0$. (v) A $\Sigma$-center for $X$ with $b = 0$. (vi) An unstable $\Sigma$-focus for $X$ with $b > 0$.}
\end{figure}
\[ k_{\pm}(x, y) = (-2 \pm \sqrt{2})x \] (i.e. \( h_{\pm} = 0 \) is a algebraic invariant curve of \( X^- \), see [7, p. 215]). Moreover \( X^- \) is transversal to \( x \) axis except in the origin. Therefore the separatrices of the hyperbolic sector of the HE-singular point of \( X^- \) belongs to half-plane \( \Sigma^+ \).

It follows from Theorem \[ \text{[5]} \] that the origin is a \( \Sigma \)-monodromic singular point of \( X \). Note that the trajectories of \( X \) are oriented counterclockwise sense. As system (27) is invariant by the change of variables \((x, y, t) \mapsto (-x, y, -t)\), it is a reversible system and so \( \Pi^- (x_0) = -x_0 \), for \( x_0 > 0 \). So as in the Cusp-Fold case, the origin is a stable \( \Sigma \)-focus if \( b < 0 \), an unstable \( \Sigma \)-focus if \( b > 0 \), and a \( \Sigma \)-center if \( b = 0 \). This analysis proves that the origin has a neighborhood free of limit cycles.

\textbf{Fold}_2-\textbf{Fold}_4: Consider a \( \Sigma \)-monodromic singular point where both \( X^+ \) and \( X^- \) have fold points at the origin. In the half-plane \( \Sigma^+ \) we have

\begin{equation}
X^+ : \begin{cases}
    \dot{x} = ax - 1, \\
    \dot{y} = x + by,
\end{cases}
\end{equation}

and in the half-plane \( \Sigma^- \) we have

\begin{equation}
X^- : \begin{cases}
    \dot{x} = y + 1, \\
    \dot{y} = x^3 + c x^2 y.
\end{cases}
\end{equation}

As \( X^+(0, 0) \neq (0, 0) \), \( X^+ f(0, 0) = 0 \) and \( (X^+)^2 f(0, 0) = -1 \), the origin is a fold point of order 2 of \( X^+ \), called fold 2. The origin is a fold point of order 4 of \( X^- \) (called fold 4), provided that \( X^-(0, 0) \neq (0, 0) \), \( X^- f(0, 0) = (X^-)^2 f(0, 0) = (X^-)^3 f(0, 0) = 0 \) and \( (X^-)^4 f(0, 0) = 6 \). Therefore, by Theorem \[ \text{[5]} \] the origin is a \( \Sigma \)-monodromic singular point.

Now, by Proposition \[ \text{[9]} \] and Theorem \[ \text{[13]} \] the Poincaré return map is analytic. Note that the trajectories of \( X \) are oriented counterclockwise. See Figure \[ \text{[5]} \]

Doing the change of variables \((x, y) = (\rho \cos \theta, \rho^2 \sin \theta)\) in \( \Sigma \cup \Sigma^+ \) and \((x, y) = (\rho \cos \theta, \rho^4 \sin \theta)\) in \( \Sigma \cup \Sigma^- \) the differential systems associated with vector fields \( X^+ \) and \( X^- \) are equivalent to the differential equations

\begin{equation}
\frac{d\rho}{d\theta} = \frac{f_1^+(\theta) \rho + f_2^+(\theta) \rho^2}{g_0^+(\theta) + g_1^+(\theta) \rho} \rho^2
\end{equation}

\begin{equation}
= \frac{f_1^+(\theta) \rho + f_2^+(\theta) g_0^+(\theta) - f_1^+(\theta) g_1^+(\theta)}{g_0^+(\theta)^2} \rho^2
\end{equation}

\begin{equation}
+ \frac{g_1^+(\theta)(f_1^+(\theta) g_1^+(\theta) - f_2^+(\theta) g_0^+(\theta))}{g_0^+(\theta)^3} \rho^3 + O(\rho^4)
\end{equation}
and
\[
\frac{d\rho}{d\theta} = \frac{f_1^-(\theta)\rho + f_4^-(\theta)\rho^4 + f_5^-(\theta)\rho^5}{g_0^-(\theta) + g_3^-(\theta)\rho^3 + g_4^-(\theta)\rho^4}.
\]
(31)

respectively, where \(f_1^+(\theta) = \cos(\theta(\sin\theta - 1))\), \(f_2^+(\theta) = (a - b)\cos^2\theta + b\), \(g_0^+(\theta) = \cos^2\theta + 2\sin\theta\), \(g_1^+(\theta) = \cos\theta\sin(b - 2a)\), \(f_1^-\theta = -\cos\theta(1 + \sin\theta\cos^2\theta)\), \(f_4^-\theta = -c\cos^2\theta\sin^2\theta\), \(f_5^-\theta = -\cos\theta\sin\theta\), \(g_0^-\theta = \cos^4\theta - 4\sin\theta\), \(g_3^-\theta = c\sin\theta\cos^3\theta\) and \(g_4^-\theta = -4\sin^2\theta\).

Let \(\rho^\pm(\theta, \rho_0)\) be the analytical solution of equations (30) and (31) satisfying the initial condition \(\rho^\pm(0, \rho_0) = \rho_0\) with \(\rho_0 > 0\). Using the method described in the proof of Proposition 17, we can obtain the series expansions of \(\rho^\pm(\theta, \rho_0)\) in powers of \(\rho_0\). Now, as \(p = q = 1\) in 17 and 18, it follows that \(x_0 = \rho_0\) and the displacement function is
\[
\Psi(\rho_0) = \rho^+(\pi, \rho_0) - \rho^-(\pi, \rho_0) = \frac{2(a + b)}{3}\rho_0^3 + \left(\frac{4(a + b)^2}{9}\right)\rho_0^4 + O(\rho_0^5).
\]
For $a + b \neq 0$, we were not able to compute the expression of $u_4^+(\pi)$, but it is not necessary to study the stability of the origin in this case. Now, for $a + b = 0$, we have $u_4^+(\pi) = 0$. Hence, for $\rho_0$ small enough and $a + b < 0$ we have $\Psi(\rho_0) < 0$, i.e. $\rho^+(\pi, \rho_0) < \rho^-(\pi, \rho_0)$, and so the origin is a stable $\Sigma$-focus. On the other hand, if $a + b > 0$ then the origin is an unstable $\Sigma$-focus. If $a + b = 0$ and $c > 0$, as

$$
\int_0^{-\pi} \frac{\sin \theta \cos^2 \theta (3 \cos 2\theta - 4)}{(\cos^4 \theta - 4 \sin \theta)^{\frac{11}{4}}} d\theta > 0,
$$

we get that the origin is a stable $\Sigma$-focus and if $c < 0$ it is an unstable $\Sigma$-focus. In order to finish the analysis of this example remains to show that for $b = -a$ and $c = 0$ we have a $\Sigma$-center. This follows from the differential systems (28) with $b = -a$ and (29) with $c = 0$, because they are Hamiltonian with energies $H^+(x, y) = x^2/2 - axy + y$ and $H^-(x, y) = x^4/4 - y^2/2 - y$, respectively. Note that the points $(x_0, 0)$ and $(-x_0, 0)$ are in the same level set of $H^\pm$. Clearly it implies that $\Psi(\rho_0) \equiv 0$.

**Elementary-Degenerate:** Consider a $\Sigma$-monodromic singular point where the origin is an elementary singular point for $X^+$ and it is a degenerate one for $X^-$. More precisely, on the half-plane $\Sigma^+$, $X^+$ is associated with the differential system

$$
X^+ : \begin{cases} 
\dot{x} = ax - by + cx^2, \\
\dot{y} = bx + ay,
\end{cases}
$$

with $b > 0$, and on the half-plane $\Sigma^-$ we have

$$
X^- : \begin{cases} 
\dot{x} = -y^2, \\
\dot{y} = x^3 + dx^4y.
\end{cases}
$$

Note that the origin is a monodromic singular point of $X^+$. It follows from Propositions 5 and 10 of [11], that the origin is also a monodromic singular point of $X^-$, because the origin has not characteristics directions. By Theorem 5 (iii), the origin is a $\Sigma$-monodromic singular point of $X$, and the trajectories of $X$ are oriented counterclockwise sense. See Figure 7.

Doing the change of variables $(x, y) = (\rho \cos \theta, \rho \sin \theta)$ in both half-planes $\Sigma \cup \Sigma^+$ and $\Sigma \cup \Sigma^-$ the differential systems associated with vector
Figure 7. Local phase portraits at the origin. (i) An unstable focus for $X^+$ with $a = b = c = 1$. (ii) An unstable weak focus for $X^-$ with $d = 1$. (iii) The Elementary-Degenerate case for $X$ with $a = b = c = d = 1$.

fields $X^+$ and $X^−$ are

$$
\frac{d\rho}{d\theta} = \frac{f_1^+(\theta)\rho + f_2^+(\theta)\rho^2}{g_0^+(\theta) + g_1^+(\theta)\rho}
$$

(34)

$$
= \frac{f_1^+(\theta)\rho + f_2^+(\theta)g_0^+(\theta) - f_1^+(\theta)g_1^+(\theta)}{g_0^+(\theta)^2}\rho^2 \\
+ \frac{g_1^+(\theta)(f_1^+(\theta)g_1^+(\theta) - f_2^+(\theta)g_0^+(\theta))}{g_0^+(\theta)^3}\rho^3 + \mathcal{O}(\rho^4)
$$

and

$$
\frac{d\rho}{d\theta} = \frac{f_1^−(\theta)\rho + f_3^−(\theta)\rho^3}{g_0^−(\theta) + g_2^−(\theta)\rho^2}
$$

(35)

$$
= \frac{f_1^−(\theta)\rho + f_3^−(\theta)g_0^−(\theta) - f_1^−(\theta)g_2^−(\theta)}{g_0^−(\theta)^2}\rho^3 + \mathcal{O}(\rho^5),
$$

respectively, where $f_1^+(\theta) = a$, $f_2^+(\theta) = c\cos^3\theta$, $g_0^+(\theta) = b$, $g_1^+(\theta) = -c\cos^2\theta\sin\theta$, $f_1^−(\theta) = \cos\theta\sin\theta(2\cos^2\theta - 1)$, $f_3^−(\theta) = d\cos^4\theta\sin^2\theta$, $g_0^−(\theta) = \cos^4\theta + \sin^4\theta$ and $g_2^−(\theta) = d\sin\theta\cos^5\theta$. 


The piecewise vector field $X$ satisfies the Hypothesis $H$. Let $\rho^\pm(\theta, \rho_0)$ be the analytical solution of equations (34) and (35) satisfying the initial condition $\rho^\pm(0, \rho_0) = \rho_0$ with $\rho_0 > 0$. Following the proof of Proposition 17, we obtain the series expansions of $\rho^\pm(\theta, \rho_0)$ in powers of $\rho_0$. Considering $p = q = 1$ in (17) and (18) we get $x_0 = \rho_0$, and the displacement function is

$$
\Psi(\rho_0) = \rho^+ (\pi, \rho_0) - \rho^- (-\pi, \rho_0) = \left(e^{a\pi/b} - 1\right) \rho_0
- \frac{4ab^2c\left(e^{a\pi/b} + 1\right)}{(a^2 + 9b^2)(a^2 + b^2)} \rho_0^2
+ \left(u_3^+ (\pi) - \frac{d}{\sqrt{2}} \int_{-\pi}^{\pi} \frac{(\cos 4\theta - 1)^2}{(\cos 4\theta + 3)^2\sqrt{2}\cos 4\theta + 6} d\theta\right) \rho_0^3
+ \mathcal{O}(\rho_0^4).
$$

We omitted the expression of $u_3^+ (\pi)$ for the sake of simplicity and we have that $u_3^+ (\pi) = 0$ if $a = 0$. Thus, for $\rho_0 > 0$ small enough and $a < 0$ we have $\Psi(\rho_0) < 0$, i.e. $\rho^+ (\pi, \rho_0) < \rho^- (\pi, \rho_0)$, and so the origin is a stable $\Sigma$-focus. On the other hand, if $a > 0$ then the origin is an unstable $\Sigma$-focus.

If $a = 0$ and $d > 0$, as

$$
\int_{-\pi}^{\pi} \frac{(\cos 4\theta - 1)^2}{(\cos 4\theta + 3)^2\sqrt{2}\cos 4\theta + 6} d\theta > 0,
$$

the origin is a stable $\Sigma$-focus and if $d < 0$ it is an unstable one. To conclude our analysis, it remains to show that for $a = 0$ and $d = 0$ we have a $\Sigma$-center. This is true because the differential system (32) with $a = 0$ is invariant by the change of variable $(x, y, t) \mapsto (-x, y, -t)$, i.e., (32) is reversible, and (33) with $d = 0$ is Hamiltonian with energy $H^+(x, y) = x^4/4 + y^4/4$. Note that the points $(x_0, 0)$ and $(-x_0, 0)$ are in the same level set of $H^+$. This implies that $\Psi(\rho_0) \equiv 0$ and finally we conclude that the origin has a neighborhood free of limit cycles.
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