The Application of Gillespie Algorithm in Spreading
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Abstract. The contagion models of disease-spread which predict the epidemics grow with time goes by have been widely researched in social networks. The discrete-time simulation method, Monte Carlo Simulation where time is discretized into uniform steps and transition rates between states are replaced by transition probabilities, are mostly applied when simulating the models. In this paper, we propose a continuous-time approach, the Gillespie algorithm, which can be used for fast simulation of stochastic processes, is event-driven rather than using equally-spaced time steps. We show how the method can be adapted to the epidemic models, mainly in the susceptible-infected model and susceptible-infected-susceptible model, and confirm the accuracy of the method with numerical simulations. Based on the accuracy of the method, we make some changes in epidemic models to make the models more applicable.
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1. Introduction

The complex networks whose nodes identify the individuals or organizations, and links between nodes represent the presence of relationship or interaction among them can describe many social, biological, and communication systems [1][2]. Such characterizations make a fundamental theory on dynamical spreading. In recently, the evolution spreading dynamics in complex networks has attracted much attention and which are ubiquitous in real life system, it can be theoretically described by spreading dynamics of financial [3], innovations [4], commercial products [5][6], rumors [7], opinions [8] and many others being treated as epidemics [9] [10] [11] [12].

The contagions, such as epidemic spreading, rumor spreading, and information spreading mentioned above are usually modeled as biology contagions, in which infection transmission can be sufficient by a single activated source [13] [14]. The most classical models for biology contagions is the SIS (susceptible-infected-susceptible) model and SIR (susceptible-infected-recovered) model in networks [15]. However, the simplest contagion model is SI (susceptible-infected) model [16] [17], which has been extensive and widely studied in complex networks. all of this disease models can be fall into “simple contagion” that is any process by which a node can easily become infected by a single contact with an infected neighbor. In other words, a susceptible individual only requires a single contact with an infected individual to allow a pathogen to propagate. Traditionally, the simple contagion models have been applied to sociological spreading behaviors in order to predict how behavior would diffuse across a network [18]. Without specifics statements, this paper focuses on SI and SIS models. At each time step, for reversible SIS model, each infected node transmits the infection to its susceptible neighbors at rate $\beta$, and then every infected node return to susceptible at rate $\mu$. For the irreversible SI model, each infected node tries to infected every susceptible neighbor with rate $\beta$, nodes in SI model either in susceptible state or infected state, the critical difference from SIS model is the infected nodes cannot return to susceptible state.

When investigating the spreading dynamics of simple contagion models, some important information such as what are the dynamical mechanisms behind the phenomena, the method of simulation and so on will catch the researcher main attention. When simulating the contagion models, the first consideration is which simulation method is used to realize the process. The simulation methods apply to models will be our key point in this paper. The mostly used to modeling epidemic spreading dynamics is the discrete-time Monte Carlo simulations [19] [20] which often used as a gold standard. It is Such approaches can be either numerical or theoretical [21], in which time is discretized into time-steps of length $\Delta t$, events occur with certain probabilities. These probabilities are known as the state transition probabilities, which are simply the product of the corresponding rate and the
time-step $\Delta t$. Through using discrete-time approximations that in the limit time-steps $\Delta t \to 0$, we can simulate the continuous-time stochastic process. Nevertheless, this method leads to some limitations when simulating the continuous-time process [22]. Another generally used simulation approach is the mean-field solution [23] raised by Newman. In some cases, the mean-field theory can make a high-level accuracy, but it cannot predict well since the network contains very complex structures which cannot be characterized only by degree distribution [24]. Moreover, in mean-field theory, it considered the states of neighbors are independent, and neglect the dynamical correlation among the neighbors.

In this paper, we proposed a different method in simulating the epidemic models, the Gillespie algorithm, can simulate the continuous-time contagion dynamics in networks, In [25], it said that the easy use of a Gillespie algorithm in practice can lead to fast simulation of contagion processes on time-varying networks. Although it is not entirely direct to code, instead of checking at each time-step if each possible reaction takes place, we can exactly obtain the next stochastic process through the Gillespie algorithm simulation. fit the simulation results to the theory in order to make the accuracy of the new method.

2. Related Work

2.1 Monte Carlo Simulation.

The straightforward way to simulate a stochastic process is to use a rejection sampling algorithm, which is widely used when constructed the epidemic models also named Monte Carlo simulation. In this mean, time-axis is discretized into many small and equal time-steps $\Delta t$, where the $\Delta t$ should be chosen sufficiently small so that this discretization does not influence the outcome of process significantly. If events are described by rates $\gamma$, while the transition probabilities of events in the discrete-time interval $\Delta t$ are $\gamma * \Delta t$, and must check at each time-step if each possible event take place.

2.2 Degree-based Mean Field Theory.

Supposed that node i has degree k, the variable $\rho_k(t)$ is defined as the fraction of nodes degree k that are infected at time t, we can also think as the probability is $\rho_k(t)$ when choosing a node whose degree is k and infected from all node. It makes the following approximation: using constant degree k which is defined for the entire class of nodes to replace the specific degree quantity of node i. that is to say, for all nodes in networks, the degree of each node is assumed the same k. the infected nodes of each time are obtained from

$$\gamma * k * (1 - \rho_k)\omega_k$$

where the $\omega_k(t)$ is the probability that a given neighbor of node i is infected.

3. Simulation Models

Based on the above consideration, the simulation algorithm for stochastic models are a well-reached area and which will be our main focus on. The Gillespie algorithm, which was originally introduced by Doob [25] [26] and popularized by Gillespie [27], are proposed as optimal simulation schemes both in terms of replicating the continuous-time process and computational speed [22]. Here, we apply the Gillespie algorithm to epidemic models, such as the SI (susceptible-infected) model, and SIS (susceptible-infected-susceptible) model.

3.1 Gillespie Algorithm on Static Networks.

The healthy nodes in the simple contagion model-SI model, which has two states susceptible and infected where healthy nodes are considered “susceptible”, can easily become infected by a single contact with an infected neighbor; If infected nodes transmit infection across their links at constant
rate $\beta$ per unit time\cite{29}, susceptible nodes change it state and become infected at rate $k \times \beta$, which $k$ is the number of infected neighbors of the susceptible node, in other words, the rate that a susceptible node change to infected state is scaled linearly with the number of infected network neighbors.

As stated in section two, when simulating the SI model and SIS model, researchers were inclined to model it using Monte Carlo method. Here, we defined in this section the type of stochastic processes of epidemic models for which the Gillespie algorithm can be applied. The Gillespie algorithm allows us to perform exactly on stochastic simulation. When simulating, individuals are placed by nodes, the edges between two nodes represent the relationship of them. In general, dynamical processes can be described as a set of stochastic events. Similarly, the processes such as susceptible node become an infected node and the infected node recover to susceptible one can also be regarded as stochastic events in epidemic models. Making sure the next occurrence of the stochastic event is the critical thing while simulating spreading. There is only a class of stochastic event in SI spreading model, but in SIS model, we should be careful that there are two different classes of events in the same period. The advantage of adapting Gillespie algorithm is that we can clearly see the next event occurred and the time event occurred.

In an undirected connected network which is composed of $N$ nodes. The spreading rate at which each susceptible node acquires infection from an infected neighbor is denoted by $\beta$, the recovery rate at which an infected node become a susceptible node is named by $\mu$. For adapting Gillespie algorithm to simulations, the rate of possible stochastic events occurrence is denoted by $k_i$, as $k_i$ is the product of the number of infected neighbors $n$ and the transmission rate $\beta$ when the random event is infection, with time step by, $k_i$ is not always the same, as increasing of infected neighbors. However, when infected nodes recover and become susceptible, the rate $k_i$ is a constant value equal to $\mu$. It supposed that all nodes in networks are in a state of susceptible at time $t=0$, initialized a perturbation that making a node whose degree is non-zero in state infected, the set of possible stochastic events in general changes over time. At time $t$ is not equal to zero, it can obtain the exact occurrence event and waiting time $\tau$ when the event will occur through the temporal Gillespie algorithm. We first sum up all rates of stochastic events that may occur, then generate a random variable which based on the sum of rates; the generated variable which is exponentially distributed is the waiting time expresses by $\tau$ for the occurrence of next event, we obtained $\tau$ from

$$\tau = -\frac{\ln(r1)}{\sum_{i=1}^{n} k_i} \quad (2)$$

There are two random variables at each step of Gillespie algorithm, $r1$ and $r2$, which are uniformly distributed on the interval $[0,1]$, one is used to draw the time interval $\tau$ via (2), the other is used to select the stochastic event occurring after the waiting time $\tau$. On the basis of $r2$, we can determine the stochastic event occurs with probability

$$p = \frac{k_i}{\sum_{i=1}^{n} k_i} \quad (3)$$

With this information, the main steps used in the Gillespie algorithm when simulating the SI model and SIS model are the following:

1. At time $t$, there are various stochastic events may occur in the network.
2. Sum up the rates of stochastic events which may occur, there is only one.
3. Random generation of the waiting time $\tau$ from the cumulative distribution (2) based on the random variable $r1$ update the current time as $t \rightarrow t + \tau$.
4. On the basis of a random variable $r2$ generated form uniform distribution of $[0,1]$, select a stochastic event to occur with the probability of (3).
5. Go back to the second step unless the number of possible events is zero or the total simulation time has been exceeded.
4. Results

According to the method of section three, in this section, presenting and analyzing a set of simulations and fitting it to theory will be our main focus.

Though normalizing the time and instantaneous cumulative transition rate, we constructing a temporary Gillespie algorithm that is applicable in Poisson processes. We use the pseudocode and c++ implementations for its application to simulate the epidemic spreading of SI and SIS models for homogeneous populations. In this section, we show the main results of the article. In part A: we verify the accuracy of the temporal Gillespie algorithm numerically by comparison with the theory [30]. For part B: we make some extend in epidemic spreading models which can make the Poisson models more widespread use. Notably, the infected rate $\beta$ at which an infected node transmit infection through associated edge is the same theoretically for all nodes in networks. Yet, in realistic infectious diseases dynamics, there are also instances where someone who is more sensitive to the infections may lead to fast infection; someone who is immune to infections may make the infection slow. By making consideration of communication, in reality, we present the situation that different infected rate exists in the same networks.

4.1 Fitting to the Theory.

The simulations in this section are conducted to verify the accuracy of the Gillespie algorithm when adapted to SI and SIS models. The simulation of SI and SIS begin at a fixed fraction of initiators $p = 0.001$ on an ER graph with $N = 1000$, for both SI and SIS simulations. Because of very few parts of initiators at the beginning, and as the main purpose is fitting the simulation to verifying the accuracy of the Gillespie algorithm when applied in spreading models. In order to increase reliability of final results, the fraction of infections must cover as many as possible of all nodes when spreading is terminated. One avenue to realize the goal is by taking out nodes which do not consist of the giant component, such approach can make sure infections are disseminated in the giant component, however, when selecting initiators, it is necessary to avoid choosing the worked nodes before. The other way is set an appropriate average degree $\langle k \rangle$. As soon as $\langle k \rangle$ becomes large enough for a giant component to arise [31]. Only if the network is fully connected, contagion can reach all network ultimately, the circumstance that choosing invalidate initiators has the low possibility to occur and reserve the initial scale of the network. On account of the easy implementation of the latter means, we use the second solution to simulate spreading dynamically.

We first look dynamic of SI model which spread the infection at infected rate $\beta=2$, the simulation results of SI model are shown in Fig.1. As the case that one node either in susceptible state or infected state in spreading processes, once a susceptible node become infected, it cannot return to susceptible again. Therefore, as represented in the Fig.1, at time $t=1.6$, almost all nodes are infected and the infection is terminated. Additionally, in terms of fitting with [30], the full line (simulation) and the dotted line basically coincide.

Fig. 1 SI dynamics with $\beta = 2$ on ER network with $N=1000$ nodes the infected density $S$ vs time with average degree $\langle k \rangle = 6.0$, $p=0.001$, and the data are averaged over 100 independent runs. The numerical simulations are implemented and represented by the red solid line, the blue dashed line is obtained according to the theory from [30].
Let’s consider SIS contagion process, which is somewhat more complicated than SI contagion process. As with SIS process, two rates define the stochastic dynamics. Each susceptible node switches to infected at rate $\beta = 2$, each infected node changes to susceptible state at a constant rate $\mu = 1$. The results in Fig.2 obtained from simulations indicate the SIS dynamical process, as can be seen in the graph, after $t=1.5$, the fraction of infected nodes in the metastable both in simulation and theory [30], but that does not mean there is no dynamical process occurring in networks.

![Fig. 2 Time evolution of the expected fraction of infected nodes S for SIS dynamics with $\beta = 2, \mu = 1$ on an ER network with 1000 nodes and average degree $<k>=6.0, p=0.001$. the trajectory which is shown as a red solid line is averaged over 100 realizations.](image)

In accordance with the fitting results of SI and SIS, we arrive at a simple conclusion: the way of adapting the Gillespie algorithm to epidemic processes is the success, which can accurately describe the dynamical processes.

4.2 Make Different Infected Rate.

Regardless of the information spreading in social network, information forwarding in Weibo, dissemination in circle of friends and epidemic diffusing in community, the simplest propagative mechanism is that spreading is transmitted from infected one (the sender) to susceptible one (the receiver), the related mechanism of contagion conforms to SI contagion process. In real life of this propagation, there must be many factors influence the spreading, however, which cannot be fully considered and described when using the existing models. It is our main purpose to make the model more suitable for the phenomenon of communication in real life by changing some small details in the existing model. In reality, each individual has different ability to accept new things, and different friends will have a different influence on them. When forwarding news, people with greater influence, such as stars, are flying faster than ordinary people. When infectious diseases spread, people with poor health are infected more quickly than healthy people. Therefore, it is realistic to have multiple propagation rates in a network.

Different from the previous works, here we investigate the SI process on networks with different infectivity. Based on the above considerations and the difficulty of implementation, we simulate the propagation process in which there is only two transmission rate to different infectious rate of everyone in the network, and compare the disparate results with the original one (only one rate).
As is showed in Fig.3, Based on the results and conclusions of part A, we apply our approach to a stochastic system of spreading with two transmission rates. When simulating, the infectious speed of node is randomly assigned to one of two rates. Comparing the result of different infection rates to the same infection rate, we can see that the different infection rate accelerates the spreading process.

5. Conclusion

In the study of infectious disease models, researchers are more inclined to use discrete methods (Monte Carlo Simulation) to build models, fewer investigators use continuous-time to study the epidemic spreading, there are fewer ways to achieve continuous-time epidemic spreading and there are some limits of this mean. In this paper, we adapt the Gillespie algorithm in epidemic models, such as SI and SIS models for the sake of arriving at continuous-time spreading. In order to prove the validity and accuracy of the method, by fitting the simulated experiment and theory, we successfully proved the validity and feasibility of the method. Further, on the fundamental of continuous-time spreading models that have been implemented, we have made some extension. By setting a variety of propagation rate make the diffusion process in models more in line with communication phenomena in the existing life.
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