TOPOLOGICAL RECURSION FOR FULLY SIMPLE MAPS FROM CILIATED MAPS
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Abstract

Ordinary maps satisfy topological recursion for a certain spectral curve \((x, y)\). We solve a conjecture from [5] that claims that fully simple maps, which are maps with non self-intersecting disjoint boundaries, satisfy topological recursion for the exchanged spectral curve \((y, x)\), making use of the topological recursion for ciliated maps [1].
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1 Introduction: maps and fully simple maps

A map $M$ of genus $g$ is the proper embedding of a finite connected graph into an oriented, topological, compact surface of genus $g$, so that the complement of the graph is a disjoint union of topological discs (called faces). We say that a face $f$ surrounds a vertex $v$ (or an edge $e$) when $v$ (or $e$) belongs to the topological closure of $f$. Define an oriented edge to be an edge along with a choice of one of its two orientations. We say that an oriented edge is adjacent to a face if the face lies on its left and incident to a vertex if it points to this vertex. Maps may be endowed with the extra structure of an ordered tuple of distinct oriented edges, such that no two are adjacent to the same face. We refer to these oriented edges as roots, to their adjacent faces as boundary faces, and to all remaining faces as internal faces. The number of oriented edges adjacent to a face (resp. incident to a vertex) is called the degree of the face (resp. of the vertex). We denote by $\partial M$ the disjoint union of boundary faces and by $\partial_1 M, \ldots, \partial_n M$ the boundary faces ordered as their roots are. We say a map of genus $g$ with $n$ boundary faces has topology $(g, n)$. We say that the map is closed if it does not have boundary faces, i.e. $n = 0$. Throughout the article, we will keep $g \geq 0$ and $n \geq 1$ unless stated otherwise.

Two maps are equivalent if there exists an orientation-preserving homeomorphism between their underlying surfaces such that the vertices, oriented edges and faces of the first map are carried bijectively to the vertices, oriented edges and faces of the second, preserving the graph structure and the ordered tuple of roots. This also gives the notion of automorphism of a map, which is a permutation of the oriented edges arising from an orientation-preserving homeomorphism from the underlying surface to itself that preserves the graph structure and the tuple of roots.

$M_{g,n}$ will denote the set of maps of genus $g$ with $n$ boundary faces and $M_{g,n}(v)$ its subset of maps having $v$ vertices. The definition of a map allows different boundary faces to be adjacent along vertices and edges, as well as for a boundary face to be adjacent to itself along vertices and edges. Informally, we call a map fully simple if such behaviour does not arise — a precise definition follows.

Definition 1.1. An oriented edge in a map is a boundary edge if it is adjacent to a boundary face. A map is fully simple if at each vertex, at most one boundary edge is incident.

In previous work, the term simple has been used to refer to maps in which for each $i \in \{1, \ldots, n\}$, at each vertex, at most one boundary edge adjacent to $\partial_i M$ is incident [5]. We stress that, unlike in fully simple maps, boundary edges adjacent to distinct boundary faces can be incident to the same vertex. Throughout the article, we use the term ordinary to refer to the class of all maps, so as to emphasise the distinction from the class of fully simple maps. We will be interested primarily in the following enumerations of (equivalence classes of) ordinary and fully simple maps.

Definition 1.2. Let $r \geq 2$ be an integer fixed throughout the article. For positive integers $k_1, k_2, \ldots, k_n$, let

$$\text{Map}_{g,(k_1, \ldots, k_n)} := \sum_{M \in M_{g,n}} \# \text{Aut}(M) \Psi(M)$$

be the weighted enumeration of maps $M$ with $n$ boundary faces, such that the degree of the $i$th boundary face is $k_i$ for $i \in \{1, 2, \ldots, n\}$. The weight of a map is given by

$$\Psi(M) := \frac{\alpha_{2g-\#\mathcal{V}(M)} t_1^r \cdots t_{r+1} \mathcal{F}_k(M) \mathcal{F}_1(M) \mathcal{F}_2(M) \cdots \mathcal{F}_{r+1}(M)}{\# \text{Aut}(M)}.$$  (1.1)

Here, $\mathcal{F}_k(M)$ is the number of internal faces of degree $k$, $\mathcal{V}(M)$ is the set of vertices, and $\text{Aut}(M)$ the group of automorphisms. The analogous weighted enumeration restricted to the set of fully simple maps is denoted

$$\text{FSMap}_{g,(k_1, \ldots, k_n)} := \sum_{M \in M_{g,n} \text{ fully simple}} \# \text{Aut}(M) \Psi(M).$$

\footnote{Note that for maps of topology $(g, n)$ with $n > 0$, we have $\text{Aut}(M) = \{\text{Id}\}$. Automorphisms therefore will not play a role in this article, although for conceptual reasons we prefer to keep $\# \text{Aut}(M)$ in the formula for weights.}
Map\textsubscript{\(g_{\alpha}/k_{1},...,k_{n}\)} and FSMap\textsubscript{\(g_{\alpha}/k_{1},...,k_{n}\)} are well-defined elements of \(\alpha \mathbb{Z}[t_{1},...,t_{r+1}][[\alpha^{-1}]]\). For brevity, our notation makes implicit the dependence on the parameters \(\alpha, t_{1},...,t_{r+1}\). From these formal power series, one can extract the number of maps with prescribed boundary face degrees, internal face degrees, and Euler characteristic. We adopt the convention that \(M_{0,1}(1)\) contains only the map consisting of a single vertex and no edges; it is the map of genus 0 with 1 boundary of length 0, that is \(\text{Map}_{0,0}[0,0] = \alpha\).

Apart from this degenerate case, we always consider that boundaries have length \(\geq 1\). For closed maps, there is no point in distinguishing ordinary and fully simple, and we denote \(\text{Map}_{\alpha \theta}\) the corresponding generating series.

**Definition 1.3 (Generating series of ordinary and fully simple maps).** Summing over all possible lengths, we define the generating series of maps of topology \((g, n)\) as follows:

\[
W_{g,n}(x_{1},...,x_{n}) := \sum_{k_{1},...,k_{n} \geq 0} \frac{\text{Map}_{g_{\alpha}/k_{1},...,k_{n}}}{x_{1}^{k_{1}}...x_{n}^{k_{n}}}.
\]

We have that \(W_{g,n}(x_{1},...,x_{n}) \in \alpha \mathbb{Z}[x_{1}^{-1},...,x_{n}^{-1},t_{1},...,t_{r+1}][[\alpha^{-1}]]\). We also introduce the generating series for fully simple maps of topology \((g, n)\):

\[
X_{g,n}(w_{1},...,w_{n}) := \sum_{k_{1},...,k_{n} \geq 0} \text{FSMap}_{g_{\alpha}/k_{1},...,k_{n}} w_{1}^{k_{1}-1}...w_{n}^{k_{n}-1},
\]

and we have \(X_{g,n}(w_{1},...,w_{n}) \in w_{1}^{-1}...w_{n}^{-1} \mathbb{Z}[w_{1},...,w_{n},t_{1},...,t_{r+1}][[\alpha^{-1}]]\). *

Functional relations determining the fully simple and the ordinary generating series for topology \((1,0)\) (discs) and \((0,2)\) (cylinders) have been established in [5], and the choice of \(x_{1}^{-1}\) for ordinary maps but \(w_{1}\) for fully simple maps makes the formulas more elegant. In particular, a straightforward adaptation of [5, Propositions 3.3. and 4.4] to include the parameter \(\alpha\) yields:

\[
X_{0,1}(\alpha^{-1}W_{0,1}(x)) = \alpha x, \quad W_{0,1}(\alpha^{-1}X_{0,1}(w)) = \alpha w
\]

and

\[
\left(\frac{1}{x_{1} - x_{2}}\right)dx_{1}dx_{2} = \left(\frac{\alpha^{2}}{w_{1} - w_{2}}\right)dw_{1}dw_{2}
\]

provided that \(\alpha x_{1} = X_{0,1}(w_{1})\) or equivalently \(\alpha w_{1} = W_{0,1}(x_{1})\). **Outline.** Our main result is Theorem 4.8 establishing topological recursion for the fully simple generating series \(X_{g,n}\). This proves the conjecture of [5], which was motivated by the transformations for discs and cylinders that can be justified by combinatorial methods and supported by numerical data in genus 1. The present article builds on the enumerative study of combinatorial objects called *multi-ciliated maps* carried out in [1] and reviewed in Section 2. We show in Section 3 that multi-ciliated maps are dual to fully simple maps, and use in Section 4 analytic techniques to establish the conjecture. This approach also gives a different proof of (1.2)-(1.3) (see Theorem 4.9), i.e. that the fully simple spectral curve (encoding \(X_{0,1}\) and \(X_{0,2}\)) and the ordinary spectral curve (encoding \(W_{0,1}\) and \(W_{0,2}\)) are related by the symplectic transformation “exchange of x and y.” We discuss a few consequences (some of them anticipated in [5] conditionally to the former conjecture) in Section 5.

2 Multi-ciliated maps

In [1], we introduced various types of generalised Kontsevich graphs. Among them, the ciliated and multi-ciliated maps are the types that we shall relate to fully simple maps. We remind the reader about their definitions; we also define their weights and their generating series; last, we present preliminary results coming from [1].

Ciliated and multi-ciliated maps are maps with two types of vertices (black and white), which satisfy specific constraints.
Definition 2.1 (Constraints on the vertices). Black and white vertices have the following properties:

- a black vertex \( v^b \) must have a degree \( \deg(v^b) \in \{3, \ldots, r + 1\}; \)
- a white vertex may have arbitrary positive degree;
- \( \text{star constraint} \): for any given white vertex \( v_w \), the faces surrounding \( v_w \) are pairwise distinct;
- \( \text{uniqueness constraint} \): each face surrounds at most one white vertex.

Note that a univalent white vertex automatically satisfies the star constraint.

Definition 2.2 (Ciliated maps). \( M \in C_{g,n} \) if:

- \( M \) is a connected map of genus \( g \);
- \( M \) has exactly \( n \) white vertices, labelled from 1 to \( n \). They are univalent and the face surrounding the \( i \)-th white vertex is called the \( i \)-th marked face. The faces that do not surround a white vertex are called unmarked faces.

Every such map is called \( \text{ciliated map of type} \ (g, n) \). Note that in this case, \( \text{Aut}(M) = \{\text{Id}\} \).

The term \( \text{ciliated} \) comes from the fact that each of the \( n \) white vertices has degree 1, \( i.e. \) there is only one oriented edge incident to it. This edge attached to a white vertex can be viewed as a cilium in the corresponding marked face.

Definition 2.3 (Multi-ciliated maps). Let \( k = (k_1, \ldots, k_n) \) be an \( n \)-tuple of positive integers. \( M \in S_{g,k} \) if:

- \( M \) is a connected map of genus \( g \);
- \( M \) has \( n \) white vertices, labelled from 1 to \( n \). Each of them equipped with a choice of incident edge (the \( i \)-th root). The \( i \)-th white vertex has degree \( k_i \) and is equipped with a choice of incident edge (the \( i \)-th root). The faces surrounding white vertices are called marked faces, while the other are called unmarked faces. The set of unmarked faces is denoted \( F(M) \).

Every such map is called \( \text{multi-ciliated map of type} \ (g, n) \). Again, \( \text{Aut}(M) = \{\text{Id}\} \).

Comparing Definitions 2.2 and 2.3, we have \( C_{g,n} = S_{g,(1,\ldots,1)} \).

Definition 2.4 (Degree of a map). We define the degree of a map \( M \) as:

\[
\deg M := |\mathcal{E}(M)| - |\mathcal{V}(M)| = 2g(M) - 2 + |\mathcal{F}(M)|,
\]

where \( g(M) \) is the genus of \( M \) and \( |\mathcal{V}(M)|, |\mathcal{E}(M)| \) and \( |\mathcal{F}(M)| \) respectively the sets of vertices, edges and faces of the underlying graph. We denote by

\[
C^\delta_{g,n} \subseteq C_{g,n} \quad \text{and} \quad S^\delta_{g,k} \subseteq S_{g,k}
\]

the corresponding subsets of maps of fixed degree \( \delta \).

An easy Euler counting (see \( e.g. \) [1]) shows that for a given topology \( (g, n) \) and degree \( \delta = (2g - 2 + |\mathcal{F}|) \), the sets \( C^\delta_{g,n} \) and \( S^\delta_{g,k} \) are finite. We now turn to the local weights of a (multi)-ciliated map.

Definition 2.5 (Local weights). The potential of the model is a polynomial of degree \( r + 1 \):

\[
V(u) := \frac{u^2}{2} - \sum_{i=3}^{r+1} \frac{t_i}{i} u^i.
\]

We then introduce the propagator:

\[
\mathcal{P}(u_1, u_2) := \frac{u_1 - u_2}{V'(u_1) - V'(u_2)}.
\]
and for $d \in \{3, \ldots, r+1\}$:

$$
\gamma_d(u_1, \ldots, u_d) \coloneqq \text{Res}_{u = \infty} \frac{V'(u) du}{\prod_{j=1}^{d} (u - u_j)} = \sum_{i=1}^{d} \prod_{j \neq i} (u_i - u_j).
$$

It is manifest from the first formula that this weight is a symmetric polynomial in $u_1, \ldots, u_d$. In particular it is well-defined when some of the $u_i$ coincide.

We fix a finite set of complex numbers $\Lambda = \{\lambda_1, \ldots, \lambda_n\}$, considered as parameters. For a given $n$-tuple $k$, we denote $Z_i = [z_{i,1}, \ldots, z_{i,k_i}]$ a $k_i$-tuple of complex variables, and $Z = (Z_1, \ldots, Z_n)$ — square brackets are used for better parsing. It is now possible to associate a weight to a (multi-)ciliated map, by summing over decorations of unmarked faces and multiplying the local weights:

**Definition 2.6.** The weight of a (multi-)ciliated map $M$ is given by:

$$
\mathcal{W}_{\text{cil}}(M) = \sum_{U: U_{f} \to \Lambda} \prod_{e \in E(M)} \mathcal{P}(u_f, u_v) \prod_{v \in V(M)} \gamma_{\deg(v)}([u_f]_{f \to v}).
$$

Here, $u_f$ is the decoration of a face: for an unmarked face it is $u_f = U(f) \in \Lambda$; for marked faces, it is $z_{i,j}$ for the face adjacent to the $i^{th}$ root, and starting from this one, $z_{i,2}, \ldots, z_{i,k_i}$ for the faces encountered when travelling anticlockwise around the $i^{th}$ vertex. The notation $e = (f_1, f_2)$ means that $e$ is the edge surrounded by the faces $f_1$ and $f_2$, and $f \to v$ means that $f$ surrounds $v$.

Note that white vertices have weight 1 in this formula, and that if $\Lambda = \emptyset$, the (multi-)ciliated maps $M$ with $\mathcal{F}(M) \neq \emptyset$ have vanishing weight: $\mathcal{W}_{\text{cil}}(M) = 0$.

**Definition 2.7 (Generating series of (multi-)ciliated maps).**

$$
C_{g,n}(Z) = \sum_{M \in C_{g,n}} \alpha^{-\deg(M)} \mathcal{W}_{\text{cil}}(M)
$$

$$
= \sum_{\delta \geq 2g-2+n} \alpha^{-\delta} \sum_{M \in C_{g,n}} \mathcal{W}_{\text{cil}}(M),
$$

$$
S_{g,k}(Z) = \sum_{M \in S_{g,k}} \alpha^{-\deg(M)} \mathcal{W}_{\text{cil}}(M)
$$

$$
= \sum_{\delta \geq 2g-2+n} \alpha^{-\delta} \sum_{M \in S_{g,k}} \mathcal{W}_{\text{cil}}(M).
$$

Those generating series are well-defined formal series in $\alpha^{-1}$, except $C_{0,n}$ which is in addition contains the term $\alpha$. The dependence on $\alpha^{-1}$ and $\alpha$ and $t$ has been omitted from the notation. We now recall a key recursion on the degree of white vertices for multi-ciliated generating series.

**Lemma 2.8.** [1] If $k_1 \geq 2$, set $k' = (k_1 - 1, k_2, \ldots, k_n)$. We have:

$$
S_{g,k}(Z_1, \ldots, Z_n) = \frac{1}{\alpha} \sum_{\delta \geq 2g-2+n} \sum_{M \in S_{g,k}} \mathcal{W}_{\text{cil}}(M)
$$

$$
+ \frac{\delta_{g,0} \delta_{n,1} \delta_{k_2} \mathcal{P}(z_{1,1}, z_{1,2})}{V'(z_{1,1}) - V'(z_{1,2})}.
$$

Applying this formula recursively, we can express the generating series of multi-ciliated maps in terms of the generating series of ciliated maps:

**Lemma 2.9.** [1] Recall that $Z_i = [z_{i,1}, \ldots, z_{i,k_i}]$ for $i \in \{1, \ldots, n\}$. We have:

$$
S_{g,k}(Z_1, \ldots, Z_n) = \frac{1}{\alpha^{k_1 + \cdots + k_n - n}} \sum_{j_1=1}^{k_1} \cdots \sum_{j_n=1}^{k_n} \frac{C_{g,n}(Z_{j_1}, \ldots, Z_{j_n})}{\prod_{i=1}^{n} \prod_{l=1}^{k_i} (V'(z_{i,j_l}) - V'(z_{i,j_l})).
$$
3 Relating fully simple maps and multi-ciliated maps

The aim of this section is to show that multi-ciliated maps are dual to fully simple maps. It is convenient to do so via the permutation model for maps presented e.g. in [23].

3.1 Permutation model for fully simple maps

An unrooted map can be encoded into a triple \((\sigma_0, \sigma_1, \sigma_2)\) of permutations acting on the set \(\vec{E}\) of oriented edges, in which

- \(\sigma_0\) rotates each oriented edge anticlockwise around the vertex it is incident to;
- \(\sigma_1\) is the fixed-point-free involution swapping the two oriented edges with same underlying edge;
- \(\sigma_2\) rotates each oriented edge anticlockwise around the face it is adjacent to (i.e. located to its left).

The vertices, edges and faces of the map correspond respectively to the cycles of \(\sigma_0\), \(\sigma_1\) and \(\sigma_2\).

![Figure 1](image_url) Figure 1 – The left panel depicts the local structure of an edge in a map. The oriented edges \(e_1\) and \(e_2\) are indicated by the arrows. With our conventions, \(e_i\) is adjacent to \(f_i\) and incident to vertex \(v_i\) for \(i = 1, 2\). The right panel depicts the local structure of a vertex in a map, including the action of the permutations \(\sigma_0\), \(\sigma_1\), \(\sigma_2\) on an oriented edge \(e\).

It follows that \(\sigma_0 \circ \sigma_1 \circ \sigma_2 = \text{Id}\). This can easily be adapted to describe rooted maps.

**Lemma 3.1.** A rooted map can be encoded by a triple \((\sigma_0, \sigma_1, \sigma_2)\) of permutations in \(S(\vec{E})\) and a tuple \(R \in \vec{E}^n\) such that

- \(\sigma_1\) is a fixed-point-free involution;
- \(\sigma_0 \circ \sigma_1 \circ \sigma_2 = \text{Id}\);
- no two elements of \(R\) belong to the same cycle of \(\sigma_2\).

The data \((\sigma_0, \sigma_1, \sigma_2; R)\) and \((\sigma_0', \sigma_1', \sigma_2'; R')\) define equivalent maps if and only if there exists a bijection \(\phi: \vec{E} \to \vec{E}'\) that sends \(R\) to \(R'\) and satisfies \(\sigma_i' = \phi \circ \sigma_i \circ \phi^{-1}\) for \(i \in \{0, 1, 2\}\).

3.1.1 Characterisation of simplicity in the permutation model

This permutation model allows the following characterisation of simple maps. Suppose that a map is given by the data \((\sigma_0, \sigma_1, \sigma_2; R)\) with \(R = (e_1, \ldots, e_n)\). For \(i \in \{1, \ldots, n\}\), define the set \(B_i \subseteq \vec{E}\) to be the \(\sigma_2\)-orbits of \(e_i\). We observe that \(B_i\) naturally corresponds to the set of boundary edges around the \(i^{th}\) marked face, and this face is simple if and only if the elements of \(B_i\) belong to pairwise distinct \(\sigma_0\)-orbits.

Let us describe the characterisation of simple maps in a slightly different way, using a notation that will later be useful. For \(i \in \{1, \ldots, n\}\), denote by \(\sigma_0^{B_i} \in S(B_i)\) the permutation obtained by expressing \(\sigma_0 \in S(\vec{E})\) as a union of disjoint cycles and deleting those elements that do not lie in \(B_i\). If \(e \in B_i\) is an
oriented edge incident to the vertex \(v\), then \(\sigma_0^i(e)\) is the next oriented edge in \(\mathcal{B}_i\) incident to \(v\) that is encountered when turning anticlockwise around \(v\). Then the \(i^{th}\) boundary face is simple if and only if the permutation \(\sigma_0^i\) is the identity permutation.

### 3.1.2 Characterisation of full simplicity in the permutation model

For fully simple maps, define the set \(\mathcal{B} \subseteq \mathcal{E}\) to be the union of the \(\sigma_0\)-orbits of the elements of \(\mathcal{R}\). We observe that \(\mathcal{B}\) naturally corresponds to the set of boundary edges. Then, the map is fully simple if and only if the elements of \(\mathcal{B}\) belong to pairwise distinct \(\sigma_0\)-orbits. Equivalently, denote by \(\sigma_0^i \in \mathcal{S}(\mathcal{B})\) the permutation obtained by expressing \(\sigma_0 \in \mathcal{S}(\mathcal{E})\) as a union of disjoint cycles and deleting those elements that do not lie in \(\mathcal{B}\). If \(e \in \mathcal{B}\) is an oriented edge incident to the vertex \(v\), then \(\sigma_0^i(e)\) is the next oriented edge in \(\mathcal{B}\) incident to \(v\) that is encountered when turning anticlockwise around \(v\). A map is then fully simple if and only if the permutation \(\sigma_0^i\) is the identity permutation.

### 3.2 Characterisation of multi-ciliated maps in the permutation model

Next, we show that the star constraint concept on white vertices of multi-ciliated maps is the dual of simplicity, and that adding furthermore the uniqueness constraint, we get the dual concept of full simplicity.

**Lemma 3.2.** A multi-ciliated map with \(n\) white vertices is encoded into a triple \((\sigma'_0, \sigma'_i, \sigma'_2)\) of permutations in \(\mathcal{S}(\mathcal{E}')\) and a tuple \(\mathcal{R}' \in (\mathcal{E}')^n\) such that

- \(\sigma'_i\) is a fixed-point-free involution;
- \(\sigma'_0 \circ \sigma'_i \circ \sigma'_2 = \text{Id}\); and
- no two elements of \(\mathcal{R}'\) lie in the same cycle of \(\sigma'_0\).

The data \((\sigma'_0, \sigma'_i, \sigma'_2; \mathcal{R}')\) and \((\sigma''_0, \sigma''_i, \sigma''_2; \mathcal{R}'')\) define equivalent maps if and only if there exists a bijection \(\phi : \mathcal{E}' \rightarrow \mathcal{E}''\) that sends \(\mathcal{R}'\) to \(\mathcal{R}''\) and satisfies \(\sigma''_i = \phi \circ \sigma'_i \circ \phi^{-1}\) for \(i \in \{0, 1, 2\}\).

**Proof.** We take \((\sigma'_0, \sigma'_i, \sigma'_2)\) the triple of permutations encoding the underlying map. For each \(i \in \{1, \ldots, n\}\), we take \(e_i\) to be the \(i^{th}\) root. We then set \(\mathcal{R}' = (e_1, \ldots, e_n)\). By construction all the conditions announced in the lemma are satisfied. □

In the rest of the subsection, multi-ciliated maps \(M'\) are replaced by a corresponding permutation model \((\sigma'_0, \sigma'_i, \sigma'_2; \mathcal{R}')\) with \(\mathcal{R}' = (e_1, \ldots, e_n)\).

#### 3.2.1 Star constraint

The permutation model allows the following characterisation of the star-constraint. For \(i \in \{1, \ldots, n\}\), define the set \(\mathcal{B}'_i \subseteq \mathcal{E}'\) to be the \(\sigma'_i\)-orbit of the \(e_i\). We observe that it corresponds naturally to the set of oriented edges incident to the \(i^{th}\) white vertex. Denote by \((\sigma'_2)^{B_i} \in \mathcal{S}(\mathcal{B}'_i)\) the permutation obtained by expressing \(\sigma'_2 \in \mathcal{S}(\mathcal{E}')\) as a union of disjoint cycles and deleting those elements that do not lie in \(\mathcal{B}'_i\). If \(e \in \mathcal{B}'_i\) is an oriented edge adjacent to a marked face \(f\), then \((\sigma'_2)^{B_i}(e)\) is the next oriented edge in \(\mathcal{B}'_i\) met when turning anticlockwise around \(f\). The \(i^{th}\) white vertex satisfies the star constraint if and only if the permutation \((\sigma'_2)^{B_i}\) is the identity permutation.

**Lemma 3.3** (Star = dual of simplicity). The \(i^{th}\) white vertex of a multi-ciliated map satisfies the star constraint if and only if the \(i^{th}\) boundary face of the dual map is simple.

**Proof.** Let \(M' = (\sigma'_2, \sigma'_i, \sigma'_0; \mathcal{R}')\) be a multi-ciliated map of type \((g, n)\). Define the map \(M = (\sigma_0, \sigma_1, \sigma_2; \mathcal{R}) = (\sigma'_2, \sigma'_i, \sigma'_0; \mathcal{R}')\) as the dual of \(M'\). The white vertices of \(M'\) correspond to the boundary faces of \(M\); the black ones correspond to the internal faces of \(M\). Then:

- \(M\) is of genus \(g\) since \(M'\) is of genus \(g\);
Lemma 3.4 (Uniqueness and star = dual of full simplicity)

The vertices of a multi-ciliated map satisfy the star and uniqueness constraints if and only if the permutation \( \sigma^0 \) is the identity permutation, i.e. the permutation \( \sigma^0 \) is the identity permutation. This is the property defining the simplicity of the i-th boundary face.

3.2.2 Uniqueness constraint

In the permutation model, having the star and the uniqueness constraints simultaneously is characterised as follows. Define \( \mathcal{B}' \subseteq \hat{E}' \) to be the union of the \( \sigma^0 \)-orbits of \( e_i \), for \( i \in \{1, \ldots, n\} \). Denote by \( \{\sigma^0\}^0 \in \mathcal{E}(\mathcal{B}') \) the permutation obtained by expressing \( \sigma^0 \in \mathcal{E}(\hat{E}') \) as a union of disjoint cycles and deleting those elements that do not lie in \( \mathcal{B}' \). If \( e \in \mathcal{B}' \) is an oriented edge adjacent to a marked face \( f \), then \( \{\sigma^0\}^0(e) \) is the next oriented edge in \( \mathcal{B}' \) that is met when turning anticlockwise around \( f \). Then the vertices of a multi-ciliated map satisfy the star and uniqueness constraints if and only if the permutation \( \{\sigma^0\}^0 \) is the identity permutation.

Lemma 3.4 (Uniqueness and star = dual of full simplicity). The white vertices of a multi-ciliated map satisfy the uniqueness and star constraints if and only if the dual map is fully simple. *

Proof. As in the previous proof, the property that \( \sigma^0 = \{\sigma^0\}^0 \) is the identity permutation matches the definition of full-simplicity. \( \square \)

4 Topological recursion for fully simple maps

We use multi-ciliated maps in order to prove that fully simple maps satisfy topological recursion. We first recall from [1] the topological recursion formula for ciliated maps; we then show how to use this result to prove that fully simple maps satisfy topological recursion; eventually, we discuss in greater detail the disc and the cylinder case.

4.1 Topological recursion for ciliated maps

If \( f \) is a formal power series in \( \alpha^{-1} \), we denote by \( [f]_d \) the coefficient of \( \alpha^{-d} \). We define the following spectral curve, which is a specialisation of the spectral curve for ciliated maps obtained in [1].

Lemma 4.1. [1] There exists a unique polynomial \( Q \) of degree \( r \) with coefficients in \( \mathbb{C}[[\alpha^{-1}]] \), as well as \( a_j \in \mathbb{C}[[\alpha^{-1}]] \) indexed by \( j \in \{1, \ldots, N\} \), satisfying:

\[
Q(\zeta) = V'(\zeta) + \sum_{j=1}^{N} \alpha \frac{Q(\zeta)}{Q(a_j)} \frac{1}{\zeta - a_j} + O(\zeta^{-1}),
\]

\[
Q(a_j) = V'(\lambda_j),
\]

[4.1] 

Definition 4.2. We introduce \( \zeta \in \mathbb{C}[[\alpha^{-1}]] \), the unique formal power series whose coefficients are rational functions of \( z \) determined by:

\[
Q(\zeta) = V'(z), \quad [\zeta]_0 = z.
\]

The spectral curve for the weighted enumeration of ciliated maps is \( S = (\mathbb{P}^1, x, y, f_{0,2}) \), where the meromorphic maps \( x, y : \mathbb{P}^1 \to \mathbb{P}^1 \) and the bidifferential \( f_{0,2} \) are defined by:

\[
\begin{align*}
x(\zeta) &= Q(\zeta), \\
y(\zeta) &= \alpha \zeta + \sum_{j=1}^{N} \frac{Q(a_j)}{\zeta - a_j}, \\
f_{0,1}(\zeta) &= y(\zeta)dx(\zeta), \\
f_{0,2}(\zeta_1, \zeta_2) &= \frac{d\zeta_1 d\zeta_2}{(\zeta_1 - \zeta_2)^2}.
\end{align*}
\]
If we choose $\lambda$ and $k$ the following key observation relates the enumeration of fully simple maps to the one of multi-ciliated maps.

4.2 Relating fully simple and ciliated generating series

The roots of the polynomial $Q'(\zeta)$ are the ramification points of the spectral curve. Given $\zeta_0$, we define $\{\zeta_0^{(0)}, \zeta_0^{(1)}, \ldots, \zeta_0^{(r-1)}\}$ as the set of roots of $Q(\zeta) - Q(\zeta_0)$, where $\zeta_0^{(0)} = \zeta_0$. For generic parameters, the branched cover $x$ has $r - 1$ simple ramification points $b_1, \ldots, b_{r-1}$, i.e.,

$$Q'(b_k) = 0, \quad Q''(b_k) \neq 0,$$

and hence the theorem applies. For $\zeta$ near $\rho_k$, we can always choose the labellings of points in $x^{-1}(x(\zeta))$ so that $\rho_k = \rho_k^{(k)}$; since the ramification points are simple, we have $\rho_k^{(l)} \neq \rho_k$ for $l \neq 0, k$. To each ramification point we associate the recursion kernel:

$$K_{\rho_k}([\zeta_1], \zeta) = \frac{1}{2} \int_{\zeta_0}^{\zeta} \Gamma_0^2([\zeta_1, \zeta]) \, d\zeta,$$

which is defined locally for $\zeta$ near $\rho_k$ and globally for $\zeta_1 \in \mathbb{P}^1$. The topological recursion formula allows the computation of $\Gamma_{g,n}$ by induction on $2g - 2 + n > 0$:

$$\Gamma_{g,n}(\zeta_1, \ldots, \zeta_n) = \frac{\sum_{k=1}^{r-1} \text{Res}_{\zeta \sim \rho_k} \Gamma_{g-1,n+1}(\zeta, \zeta^{(k)}), l)}{\prod_{j=1}^{g-1} \zeta^{(j)}} \text{Res}_{\zeta \sim \rho_k} \Gamma_{g,n+1}(\zeta^{(k)}, l), (4.3)$$

where $l = \{\zeta_2, \ldots, \zeta_n\}$ and $\sum'$ means that terms involving $\zeta_0$ should be excluded from the sum.

4.2 Relating fully simple and ciliated generating series

The following key observation relates the enumeration of fully simple maps to the one of multi-ciliated maps. If $k \geq 0$, let $[0^k]$ be the $k$-tuple whose elements are all zero. From now on we set $\Lambda = \{0\}$, i.e. $N = 1$ and $\Lambda_1 = 0$.

**Lemma 4.4.** If we choose $\Lambda = \{0\}$, we have for any $g \geq 0$, $n \geq 1$ and $k_1, \ldots, k_n \geq 0$:

$$\text{FSMap}_{g; (k_1, \ldots, k_n)} = S_{g; (k_1, \ldots, k_n)}([0^k_1], \ldots, [0^{k_n}])|_{\Lambda_1 = 0} + \delta_{g,0} \delta_{n,1} \delta_{k_0} \alpha. \quad (4.4)$$


Remark 4.5. The additional term for the disc case comes from the degenerate fully simple map in $\textbf{M}_{0,1}(1)$, which has no equivalent among multi-ciliated maps.

Proof. From Lemma 3.4, multi-ciliated maps are dual to fully simple maps — we rigorously characterised this correspondence in Section 3.2. The perimeter of the $i^{\text{th}}$ boundary face of a fully simple map $M \in \textbf{M}_{g,n}$ corresponds to the degree of the $i^{\text{th}}$ white vertex of $M' \in \textbf{S}_{g,[k_1,\ldots,k_n]}$, i.e. $\deg_0(\partial_i M) = k_i$. We shall now compare the weights in their enumeration. Recall the Definition 2.5 for the potential $V$ and $\mathcal{V}$, especially its expression via a residue. We observe that

$$\mathcal{V}(u_1, u_2)|_{u_k = 0} = 1, \quad \mathcal{V}(u_1, \ldots, u_d)|_{u_k = 0} = t_d, \quad d \in \{3, \ldots, r + 1\},$$

This can be used to evaluate the weight $\mathcal{W}_{\text{cil}}(M')$ of a multi-ciliated map $M'$ at $u_i = 0$ — recall that the $u$s are either equal to $\lambda_1$ or to the $z$s, which are in the present situation all set to zero. Thus, the local weight $t_d$ for a black vertex of degree $d$ in the multi-ciliated map $M'$ can be interpreted as a local weight for an internal face of degree $d$ in the dual fully-simple map $M$. Unlike $\mathcal{W}_{\text{cil}}(M')$ in Definition 2.6, the weight $\mathcal{W}(M)$ introduced in (1.1) contains a factor

$$\alpha^{2 - 2g(M) - \#V(M)} = \alpha^{2 - 2g(M') - \#F(M')} = \alpha^{-\deg M'}.$$

We deduce that this specialisation retrieves the weights for the standard notion of maps, in the form

$$\alpha^{-\deg M'} \mathcal{W}_{\text{cil}}(M')|_{u_k = 0} = \mathcal{W}(M).$$

Lemma 4.6. For $i \in \{1, \ldots, n\}$, we introduce $z_i$ as the formal power series in $\alpha^{-1}$ and $w_i$ uniquely determined by

$$\begin{cases} V'(z_i) = \frac{w_i}{\alpha}, \\ z_i = \frac{w_i}{\alpha} + O(\alpha^{-2}). \end{cases}$$

Then, for any $g \geq 0$ and $n \geq 1$:

$$X_{g,n}(w_1, \ldots, w_n) = C_{g,n}(z_1, \ldots, z_n)|_{\lambda_1 = 0} + \delta_{g,0}\delta_{n,1} \alpha \left( \frac{1}{w_1} + z_1 \right). \quad (4.5)$$

Proof. From the definition of $X_{g,n}$ and Equation (4.4), we have

$$X_{g,n}(w_1, \ldots, w_n) = \sum_{k_1, \ldots, k_n \geq 1} w_1^{k_1-1} \cdots w_n^{k_n-1} \text{FSMap}_{g,[k_1,\ldots,k_n]} + \delta_{g,0}\delta_{n,1} \frac{\alpha}{w_1}$$

$$= \sum_{k_1, \ldots, k_n \geq 1} w_1^{k_1-1} \cdots w_n^{k_n-1} S_{g,[k_1,\ldots,k_n]}(0^{k_1}, \ldots, 0^{k_n})|_{\lambda_1 = 0} + \delta_{g,0}\delta_{n,1} \frac{\alpha}{w_1}. \quad (4.6)$$

Now, specifying all the $z_{i,j} = 0$ in the Lemma 2.9 relating multi-ciliated and ciliated generating series, we obtain:

$$S_{g,[k_1,\ldots,k_n]}(0^{k_1}, \ldots, 0^{k_n})|_{\lambda_1 = 0} = \alpha^{n - (k_1 + \cdots + k_n)} \frac{\partial^{k_1-1}}{(k_1 - 1)! \cdots (k_n - 1)!} \frac{\partial^{k_n-1}}{V'(z_1)^{k_1-1} \cdots V'(z_n)^{k_n-1}} C_{g,n}(z_1, \ldots, z_n)|_{\lambda_1 = 0, z_i = 0}\quad (4.7)$$

It is then natural to introduce the change of formal variable

$$\alpha V'(z_i) = w_i \quad \text{such that} \quad z_i = \frac{w_i}{\alpha} + O(\alpha^{-2}),$$

where $w_i = w_i(z_1, \ldots, z_n)$.
which is easily seen to exist and to be unique.

**Case** \((g,n) \neq (0,1)\). Inserting Equation (4.7) in the formula (4.6), we recognise \(X_{g,n}\) as a Taylor expansion of \(C_{g,n}\) around 0:

\[
X_{g,n}(w_1, \ldots, w_n) = \sum_{k_0, \ldots, k_n \geq 0} \frac{w_1^{k_1-1} \cdots w_n^{k_n-1}}{(k_1-1)! \cdots (k_n-1)!} \frac{\partial^{k_1-1}}{\partial z_1^{k_1-1}} \cdots \frac{\partial^{k_n-1}}{\partial z_n^{k_n-1}} C_{g,n}(z_1, \ldots, z_n) \bigg|_{\lambda_i = 0, z_i = 0} 
\]

\[
= \sum_{k_0, \ldots, k_n \geq 0} \left[ \prod_{i=1}^n \frac{w_i^{k_i}}{k_i!} \frac{\partial}{\partial w_i^{k_i}} \right] C_{g,n}(z_1, \ldots, z_n) \bigg|_{\lambda_i = 0, z_i = 0} 
\]

\[
= C_{g,n}(z_1, \ldots, z_n) \bigg|_{\lambda_i = 0} 
\]

The equalities hold as formal series in \(\alpha^{-1}\) and \(w_1, \ldots, w_n\).

**Case of the disc.** The only difference is the presence of the extra term in Equation (4.6), corresponding to the degenerate fully simple map in \(M_{0,1}(1)\), and the presence of an extra term in Lemma 2.9 relating ciliated and multi-ciliated generating series:

\[
S_{0,(k)}(z_1, \ldots, z_k) = \frac{1}{\alpha^{k-1}} \sum_{i=1}^k C_{0,1}(z_i, \alpha z_i). 
\]

Similarly to the previous computation, we obtain:

\[
X_{0,1}(w_1) = \frac{\alpha}{w_1} + \sum_{k_1 \geq 1} \frac{w_1^{k_1-1}}{(k_1-1)!} \frac{\partial^{k_1-1}}{\partial z_1^{k_1-1}} (C_{0,1}(z_1) + \alpha z_1) \bigg|_{\lambda_1 = 0, z_1 = 0} 
\]

\[
= \frac{\alpha}{w_1} + C_{0,1}(z_1) |_{\lambda_1 = 0} + \alpha z_1. 
\]

which is an identity between formal Laurent series in \(\alpha^{-1}\) and formal power series in \(w_1\). \(\square\)

**Remark 4.7.** The additional term of Lemma 2.8 for the case \((g,n,k) = (0,1,2)\) comes from the term

\[
\mathcal{P}(z_{1,1}, z_{1,2}) |_{z_{1,1} = z_{1,2} = 0} = \mathcal{P}(0,0) = 1, 
\]

which corresponds to the special multi-ciliated map, dual to the degenerate fully simple map in \(M_{0,1}(2)\):

\[
\begin{array}{c}
\text{Multi-ciliated map} \\
\text{Corresponding fully simple map}
\end{array}
\]

This special case yields the additional term of Lemma 2.9 and hence of (4.7).

For \(g \geq 0\) and \(n \geq 1\), we define the specialisation of the \(n\)-differential (4.2) to \(\Lambda = \{0\}\):

\[
X_{g,n}(\zeta_1, \ldots, \zeta_n) := \Gamma_{g,n}(\zeta_1, \ldots, \zeta_n) |_{\lambda_i = 0}. 
\]

As a consequence of Lemma 4.6, this is also:

\[
X_{g,n}(\zeta_1, \ldots, \zeta_n) = \left( X_{g,n}(w_1, \ldots, w_n) + \frac{\delta g,0 \delta n,2}{(x(\zeta_1) - x(\zeta_2))^2} \right) dx(\zeta_1) \cdots dx(\zeta_n) 
\]

\[
= \left( \alpha^{-n} X_{g,n}(w_1, \ldots, w_n) + \frac{\delta g,0 \delta n,2}{(w(\zeta_1) - w(\zeta_2))^2} \right) dw_1 \cdots dw_n \quad (4.8)
\]
because we have \( x(\zeta_i) = Q(\zeta_i) = V'(z_i) = \frac{w}{\alpha} \) as specified in the Lemma. The specialisation of Theorem 4.3 now implies our main result, \textit{i.e.} that the fully simple generating series satisfies the topological recursion.

**Theorem 4.8.** For (generic) values of \( t_3, \ldots, t_{r+1} \) such that the ramification points are simple, the n-differentials \( \chi_{g,n} \) can be analytically continued to meromorphic n-forms on the spectral curve of Definition 4.1 specialised to \( \Lambda = \{0\} \). The analytic continuations, still denoted \( \chi_{g,n} \), satisfy the topological recursion on this spectral curve (see (4.2)). The generating series \( X_{g,n} \) are retrieved by expansion when \( w_1 \rightarrow 0 \).

### 4.3 Identification of the spectral curve

The purpose of this section is to give a direct identification of the spectral curve based on the previous sections.

**Theorem 4.9.** The fully simple spectral curve is obtained from the ordinary spectral curve by exchanging the role of \( x \) and \( y \), and the conjecture of [5] holds.

**Remark 4.10.** The topological recursion in Theorem 4.3 and Theorem 4.8 is stated for (generic) parameters, so that the corresponding spectral curve has only simple ramification points. This assumption can be waived using the Bouchard–Eynard topological recursion [9, 8], which allows spectral curves with ramification points of higher order, and exploiting its continuity properties with respect to parameters — see e.g. [4, Section 2.2] for an example of such an argument.

**Proof of Theorem 4.9.** We start by simplifying the description of the spectral curve for fully simple maps, which will eventually make the comparison to the spectral curve for ordinary maps clear. Following Theorem 4.8 we have to consider the specialisation of Definition 4.1 to \( \Lambda = \{0\} \). This is the spectral curve in parametrised form:

\[
\begin{align*}
x(\zeta) &= Q(\zeta), \\
y(\zeta) &= \alpha \zeta + \frac{1}{Q'(a)} \zeta - \alpha, \\
\chi_{0,1}(\zeta) &= y(\zeta) dx(\zeta), \\
\chi_{0,2}(\zeta_1, \zeta_2) &= \frac{d\zeta_1 d\zeta_2}{(\zeta_1 - \zeta_2)},
\end{align*}
\]

where \( a \in \mathbb{C}[[\alpha^{-1}]] \) and the polynomial \( Q \) with coefficients in \( \mathbb{C}[[\alpha^{-1}]] \) are determined by:

\[
\begin{align*}
Q(\zeta) &= V'(\zeta + \frac{1}{\alpha} \frac{1}{Q'(a)Q(-a)}) + O(\zeta^{-1}), \\
Q(\alpha) &= V'(0) = 0, \\
a &= O(\alpha^{-1}).
\end{align*}
\]

Besides, the variables \( w \in \alpha C(\zeta)[[\alpha^{-1}]] \) (resp. \( z \in C(\zeta)[[\alpha^{-1}]] \)) that should be used to extract the fully simple (resp. ciliated) generating series are determined by:

\[
\begin{align*}
\frac{w}{\alpha} = V'(z) = Q(\zeta), \\
\frac{w}{\alpha} = z + O(\alpha^{-2}) = \zeta + O(\alpha^{-2}).
\end{align*}
\]

Let now \( \tilde{\chi}_{g,n} \) be the multi-differentials computed by the topological recursion on the rescaled spectral curve:

\[
\begin{align*}
\tilde{x}(\tilde{\zeta}) &= x(\zeta), \\
\tilde{y}(\tilde{\zeta}) &= \alpha \tilde{\zeta} + \frac{1}{Q'(a)} \tilde{\zeta} - \alpha, \\
\tilde{\chi}_{0,1}(\tilde{\zeta}) &= \tilde{y}(\tilde{\zeta}) d\tilde{x}(\tilde{\zeta}), \\
\tilde{\chi}_{0,2}(\tilde{\zeta}_1, \tilde{\zeta}_2) &= \chi_{0,2}(\zeta_1, \zeta_2).
\end{align*}
\]

As the only effect of this rescaling on the topological recursion is to multiply the recursion kernel by \( \alpha \) (compare with (4.3)), and the topology \( (g, n) \) is reached after \( 2g - 2 + n \) steps of the recursion, we have:

\[
\tilde{\chi}_{g,n}(\zeta_1, \ldots, \zeta_n) = \alpha^{2g-2+n} \chi_{g,n}(\zeta_1, \ldots, \zeta_n).
\]
Taking into account the $\alpha^{-n}$ present in (4.8) and coming back to Definition 1.3 for $X_{g,n}$, we see that $\hat{\chi}_{g,n}$ are generating series of fully simple maps with modified weights:

$$\hat{\chi}(M) = \sum_{\mathcal{M} \in \mathcal{M}_{g,n}} \frac{Q^{\deg(\partial_1 M)} \cdots Q^{\deg(\partial_n M)}}{\# \text{Aut}(\mathcal{M})} f_{g}^{\mathcal{M}} \cdots f_{r+1}^{\mathcal{M}},$$

This choice for the weight is the one made for the enumeration of ordinary maps e.g. in [14, Chapter 3]. More precisely, for any $g \geq 0$ and $n \geq 1$ we have:

$$\hat{\chi}_{g,n}(\mathcal{C}_0, \ldots, \mathcal{C}_n) = \sum_{\mathcal{M} \in \mathcal{M}_{g,n}} \hat{\chi}(M) w_1^{\deg(\partial_1 M)} \cdots w_n^{\deg(\partial_n M)} dw_1 \cdots dw_n. \ (4.10)$$

where $w_i = \alpha Q(\zeta_i)$ as specified in Lemma 4.6, and the equation should be understood as the equality of the all-order series expansion of the left-hand side when $w_i \to 0$ with the formal series on the right-hand side.

Now, we introduce a different uniformising coordinate in $\mathbb{P}^1$, which we call $\theta$ and is related to $\zeta$ by:

$$\zeta(\theta) = a + c \theta^{-1}, \quad c := (\alpha Q'(a))^{-\frac{1}{2}}. \ (4.11)$$

It can be easily checked that $c \in \mathbb{C}[\alpha^{-\frac{1}{2}}]$, in particular

$$c = O(\alpha^{-\frac{1}{2}}). \ (4.12)$$

We then find

$$\hat{\chi}(\zeta(\theta)) = Q(a + c \theta^{-1}),$$

and the polynomial $Q$ is characterised by

$$Q(a + c \theta^{-1}) = V'(a + c(\theta + \theta^{-1})) + O(\theta).$$

In other words:

$$Q(a + c \theta^{-1}) = \left[ V'(a + c(\theta + \theta^{-1})) \right]_{\theta = 0},$$

where $[\cdot]_{\theta = 0}$ is the polynomial part in the variable $\theta^{-1}$. Besides, we have the constraints

$$Q(a) = 0 \quad \text{and} \quad \lim_{\theta \to \infty} \theta Q(a + c \theta^{-1}) = c Q'(a) = (\alpha c)^{-1}. \ (4.14)$$

The first one is a reminder from (4.9) and the second one follows from the definition of $c$ in (4.11). For comparison, the spectral curve for ordinary maps is — see e.g.² [14, Section 3.1.3]:

$$\hat{\chi}(\zeta(\theta)) = Q(a + c(\theta + \theta^{-1})),$$

$$\hat{\chi}(\zeta(\theta)) = Q(a + c(\theta + \theta^{-1})) \bigg|_{\theta = 0},$$

$$\omega_{0,1}(\theta) = y(\theta) dx(\theta),$$

$$\omega_{0,2}(\theta_1, \theta_2) = d\theta_1 d\theta_2.$$

where $c$ (up to a sign) and $a$ are uniquely determined by the conditions

$$y(\theta) \sim \frac{\alpha^{-1}}{x(\theta)} \sim \frac{1}{\alpha c \theta},$$

$$c = O(\alpha^{-\frac{1}{2}}),$$

$$a = O(\alpha^{-1}). \quad (4.16)$$

²In [14], the triple $(\alpha^{-1}, a, c)$ was denoted $(t, \alpha, \gamma)$. 
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and $\alpha^{-1}$ is the weight per vertex. We recognise

\[
y(\theta) = \hat{x}(\theta), \quad x(\theta) = \hat{y}(\theta), \quad \omega_{0,2}(\theta_1, \theta_2) = \hat{\chi}_{0,2}(\theta_1, \theta_2),
\]

with parameters $(a, c)$ determined in an identical way: the first condition of (4.16) is equivalent to (4.14), the second condition is equivalent to (4.12) (the sign ambiguity amounts to the choice of squareroot), and the third condition matches the last condition in (4.9).

It is well-known that topological recursion on the spectral curve (4.15) computes the generating series of ordinary maps. More precisely, for $g \geq 0$ and $n \geq 1$, let us define:

\[
\omega_{g,n}(\theta_1, \ldots, \theta_n) := \left( W_{g,n}(x(\theta_1), \ldots, x(\theta_n)) + \frac{\delta_{g,0}\delta_{n,2}}{(x(\theta_1) - x(\theta_2))^2} \right) dx(\theta_1) \cdots dx(\theta_n).
\] (4.17)

It is established in [13, 14] that for any $t_3, \ldots, t_{r+1} \in \mathbb{C}$, the multi-differentials $\omega_{g,n}$ can be analytically continued to meromorphic $n$-forms on the spectral curve (4.15). If we still denote $\omega_{g,n}$ the analytic continuations, $\omega_{0,2}$ is the standard bidifferential and $\omega_{g,n}$ for $2g - 2 + n > 0$ is computed by the topological recursion on this spectral curve. This explains the formulation of the claim, and concludes the proof, given Theorem 4.8.

## 5 Applications

In this section, we briefly explain motivation for this work, and some consequences of Theorems 4.8-4.9 which pave the way for future investigations.

### 5.1 Symplectic invariance

#### 5.1.1 Context

Let $\hat{S} = (\mathcal{C}, x, y, \omega_{0,2})$ be a spectral curve and $P$ the set of zeroes of $dx$, the topological recursion constructs\(^3\) multi-differentials $\omega_{g,n}$ indexed by $g \geq 0$ and $n \geq 1$, but also the following numbers — called free energies — indexed by $g \geq 2$:

\[
\hat{\mathcal{F}}_g[S] = \frac{1}{2g - 2g} \sum_{\rho \in P} \text{Res}_{z = \rho} \left( \int_{\alpha_\rho}^z ydx \right) \omega_{g,1}(z).
\] (5.1)

Here, $\alpha_\rho \in \mathcal{C}$ is an arbitrary point in a small contractible neighborhood of $\rho$ and we integrate from $\alpha_\rho$ to $z$ in such a neighborhood.

**Remark 5.1.** If $ydx$ is meromorphic on a connected curve $\mathcal{C}$, we can also choose $\alpha_\rho$ independent of $\rho$, and (5.1) does not depend on the path of integration from $o$ to $z$ since $\text{Res}_{z = \rho} \omega_{g,1} = 0$ for any $\rho \in P$, see e.g. [15].

Let $\hat{S} = (\mathcal{C}, y, x, \omega_{0,2})$ be the spectral curve where the role of $x$ and $y$ are exchanged, and $\hat{P}$ be the set of zeroes of $dy$. It is expected that for reasonable spectral curves, we have the equality

\[
\hat{\mathcal{F}}_g[S] = \hat{\mathcal{F}}_g[\hat{S}].
\] (5.2)

although the multi-differentials constructed by the topological recursion for $S$ and $\hat{S}$ are different. This property is called symplectic invariance. It is deep and still mysterious. In applications of topological recursion in Gromov–Witten theory of toric Calabi–Yau threefolds [10, 18], it corresponds for instance to the framing invariance of the closed sector. The precise meaning of “reasonable”, i.e. the minimal assumptions on the spectral curve under which (5.2) is expected to hold (perhaps after adding certain

\(^3\text{There are assumptions on the spectral curve for this construction to be well-defined, we refer to [6] for a discussion and the weakest currently known set of assumptions.}\)
explicit terms on the right-hand side) are not known. Eynard and Orantin have proposed in [16, 17] a rather involved derivation via the two-matrix model; yet, their result does not seem to always apply in cases of interest. Understanding better the origin of symplectic invariance, formulating it precisely and obtaining its proof under the weakest possible assumptions remains admittedly a fundamental and open problem in the theory of topological recursion.

Here, we are in position to give an interpretation of some pieces of the puzzle when $S = (\mathbb{P}^1, x, \omega_{0,2})$ is the spectral curve (4.15) governing ordinary maps. In that case $\tilde{S} = (\mathbb{P}^1, y, \omega_{0,2})$ is the spectral curve (4.13) which we proved to govern fully simple maps, and numerically, (5.2) does not seem to hold as such.

5.1.2 Free energy computations

We shall compute both sides of (5.2) for our two spectral curves, in terms of ordinary and fully simple generating series in topology $g, 1$. We use the letters $\omega$ (resp. $\tilde{\omega}$) for the multi-differentials for the spectral curve $S$ (resp. $\tilde{S}$), so in fact $\tilde{\omega}$ coincide with $\hat{\chi}$ of Section 4.3. We denote $\hat{P} = \{-1, 1\}$ the set of zeroes of $x'(\theta) = c(1 - \theta^{-2})$ and $\hat{P}$ the zeroes of $\hat{y}'(\theta)$. By a continuity argument, it is sufficient to prove the result for $t_3, \ldots, t_{r+1}$ such that the zeroes of $\hat{y}'$ are simple, i.e. $\#\hat{P} = r$. Notice that

$$y(\theta) = [V'(x(\theta))]_{\theta = 0} = V'(x(\theta)) + O(\theta),$$

where the $O(\theta)$ is in fact a polynomial in $\theta$.

Let us fix $g \geq 2$. According to the basic properties of the topological recursion [15], $\omega_{g,1}$ (resp. $\tilde{\omega}_{g,1}$) is a meromorphic 1-form with poles at $P$ (resp. $\tilde{P}$) and zero residues. Then, we can introduce the rational functions

$$\Phi_{g,1}(\theta) = \int_{-\infty}^{0} \omega_{g,1}, \quad \tilde{\Phi}_{g,1}(\theta) = \int_{-\infty}^{0} \tilde{\omega}_{g,1}.$$

Another basic property is the linear loop equation (see e.g. [7]), which states that

$$\sum_{\theta \in x^{-1}(x(\theta))} \omega_{g,1}(\theta)$$

is holomorphic near $P$. But here $x^{-1}(x(\theta)) = \{\theta, \theta^{-1}\}$; in particular, the involution $\theta \mapsto \theta^{-1}$ giving the second point in this fiber is globally defined on $\mathbb{P}^1$. Therefore, the left-hand side of (5.4) is a holomorphic 1-form on $\mathbb{P}^1$, hence

$$\omega_{g,1}(\theta) + \omega_{g,1}(\theta^{-1}) = 0.\quad (5.5)$$

See also [14]. Note that the linear loop equation for $\tilde{\omega}_{g,1}$ states that $\sum_{\theta \in y^{-1}(y(\theta))} \tilde{\omega}_{g,1}(\theta)$ is holomorphic near $\tilde{P}$, which does not lead to any formula for $\tilde{\omega}_{g,1}(\theta^{-1})$. We also mention the property obtained in [15]:

$$\sum_{\rho \in \tilde{P}} \text{Res}_{\theta = \rho} x(\theta) y(\theta) \tilde{\omega}_{g,1}(\theta) = 0.\quad (5.6)$$

An analogous one is also true for $\omega_{g,1}$ but we will not need it.

We recall that topological recursion for ordinary maps (see (4.17)) and for fully simple maps (see (4.10))
yields the expansions:

\[
\omega_{g,1}(\theta) = \sum_{k=1}^{r+1} \frac{\text{Map}_{g_1(k)}}{x(\theta)^k+1} \left( \frac{\text{dx}(\theta)}{x(\theta)^{r+3}} \right) + O \left( \frac{\text{dx}(\theta)}{x(\theta)^{r+3}} \right),
\]

\[
\tilde{\omega}_{g,1}(\theta) = \sum_{k=1}^{r+1} \frac{\text{FSMap}_{g_1(k)}}{x(\theta)^k} \left( \frac{\text{dy}(\theta)}{y(\theta)^{r+1}} \right) + O \left( \frac{\text{dy}(\theta)}{y(\theta)^{r+1}} \right)
\]

\begin{align*}
&= \sum_{k=1}^{r+1} \sum_{\ell_1, \ldots, \ell_k \geq 0} \frac{\ell_1 + \cdots + \ell_k + k}{k!} \text{FSMap}_{g_1(k)} \left( \prod_{i=1}^{k} \text{Map}_{0, (i, i)} \right) \left( \frac{\text{dx}(\theta)}{x(\theta)^{r+3}} \right).
\end{align*}

We could truncate the sum in the last line using \( y(\theta) = O(x(\theta)^{-1}) \) when \( \theta \to \infty \). We will see that the expansion of \( \tilde{\omega}_{g,1}(\theta) \) near \( \theta = 0 \) plays a role for the computation of \( \tilde{\gamma}_g[8] \). We therefore introduce a name for its coefficients:

\[
\tilde{\omega}_{g,1}(\theta) = \sum_{k=1}^{r+1} \text{Rest}_{g_1(k)} \left( \frac{\text{dx}(\theta)}{x(\theta)^{k+1}} \right) + O \left( \frac{\text{dx}(\theta)}{x(\theta)^{r+3}} \right).
\]

We are ready to compute \( \tilde{\gamma}_g[8] \), starting from (5.1).

**Lemma 5.2.** For \( g \geq 2 \), the generating series of closed maps of genus \( g \) satisfy:

\[
(2-2g)\tilde{\gamma}_g[8] = \alpha \partial_{\alpha} \text{Map}_{g,0} = -\frac{\text{Map}_{g_1(2)}}{2} + \sum_{k=3}^{r+1} \frac{\text{Map}_{g_1(k)}}{k} + O \left( \frac{\text{dx}(\theta)}{x(\theta)^{r+3}} \right).
\]

**Proof.** Integration by parts in (5.1) yields:

\[
(2-2g)\tilde{\gamma}_g[8] = \sum_{\rho \in P} \text{Res}_{\theta = \rho} \left( \int_{0}^{\theta} y \text{dx} \right) \omega_{g,1}(\theta) = -\sum_{\rho \in P} \text{Res}_{\theta = \rho} \Phi_{g,1}(\theta) y(\theta) \text{d}x(\theta).
\]

The 1-form \( \omega_{g,1}(\theta) = y(\theta) \text{d}x(\theta) \) has a simple pole at \( \theta = \infty \) and a pole of order \( r + 2 \) at \( \theta = 0 \). Besides, the function \( \Phi_{g,1}(\theta) \) has a simple zero at \( \theta = \infty \). Moving contours we deduce that

\[
(2-2g)\tilde{\gamma}_g[8] = \text{Res}_{\theta = \infty} \frac{\Phi_{g,1}(\theta)}{\theta} y(\theta) \text{d}x(\theta) = \frac{\Phi_{g,1}(\theta)}{\theta} \text{d}V(\theta),
\]

where we have used (5.3). We then perform the change of variable \( \theta \to \theta^{-1} \) and use that \( x \) is invariant while \( \Phi_{g,1} \) is antiinvariant (by integration of (5.5)) to find

\[
(2-2g)\tilde{\gamma}_g[8] = -\text{Res}_{\theta = \infty} \frac{\Phi_{g,1}(\theta)}{\theta} \text{d}V(\theta) = \text{Res}_{\theta = \infty} V(\theta) \omega_{g,1}(\theta).
\]

We rather use the local coordinate \( x \) near \( \theta = \infty \) and insert the expansion (5.7) and Definition 2.5 of the potential, which results in:

\begin{align*}
(2-2g)\tilde{\gamma}_g[8] = \text{Res}_{x = \infty} \left( \frac{x^2}{2} - \sum_{m=3}^{r+1} \frac{t_m x^m}{m} \left( \sum_{k=1}^{r+1} \text{Map}_{g_1(k)} \right) \frac{\text{dx}(\theta)}{x^{k+1}} \right) + \sum_{k=3}^{r+1} \frac{\text{Map}_{g_1(k)}}{k} + \frac{\text{Map}_{g_1(2)}}{2} + O \left( \frac{\text{dx}(\theta)}{x(\theta)^{r+3}} \right).
\end{align*}

The weight of an ordinary map \( M \) includes a factor \( \alpha^{\text{deg} M} = \alpha^{2-2g(M)-\#V(M)} = \alpha^{-\#E(M)+\#F(M)} \). Closed ordinary maps of genus \( g \) with a marked (non-oriented) edge are in bijection with ordinary maps of
genus $g$ with an (unrooted) boundary face of degree 2: just glue the two edges of the boundary face. Closed ordinary maps of genus $g$ with a marked (unrooted) face are in bijection with ordinary maps of genus $g$ with an (unrooted) boundary face of degree $k \in \{3, \ldots, r + 1\}$. All together, these observations imply that

$$\alpha \partial_x \text{Map}_g = - \frac{\text{Map}_{g,(2)}}{2} + \sum_{k=3}^{r+1} t_k \frac{\text{Map}_{g,(k)}}{k} = (2 - 2g) \mathfrak{g}_g \mathfrak{s}.$$  

We now turn to the free energy for $\mathfrak{g}$. It is not directly expressed in terms of FSMap.

**Lemma 5.3.** For $g \geq 2$, we have

$$(2 - 2g) \mathfrak{g}_g \mathfrak{s} = - \frac{\text{Rest}_{g,(2)}}{2} + \sum_{k=3}^{r+1} \frac{\text{Rest}_{g,(k)}}{k}.$$  

**Proof.** Writing $xdy = - ydx + d(xy)$ and with the help of (5.6), we compute:

$$(2 - 2g) \mathfrak{g}_g \mathfrak{s} = \sum_{p \in \mathcal{P}} \text{Res}_{\theta=0} \left( \int_0^\theta x^p \right) \frac{d}{d\theta} \mathfrak{g}, \mathfrak{s} = - \sum_{p \in \mathcal{P}} \text{Res}_{\theta=0} \left( \int_0^\theta x^p \right) \frac{d}{d\theta} \mathfrak{g}(\theta)$$  

$$= \sum_{p \in \mathcal{P}} \text{Res}_{\theta=0} \mathfrak{g}(\theta) y(\theta) dx(\theta) = - \text{Res}_{\theta=0} \mathfrak{g}(\theta) y(\theta) dx(\theta).$$  

When $\theta \to \infty$, we have

$$y(\theta) dx(\theta) = O(\theta^{-1} d\theta), \quad \mathfrak{g}(\theta) = O(\theta^{-1}),$$  

therefore $\theta = \infty$ does not contribute to the residue, and we find:

$$(2 - 2g) \mathfrak{g}_g \mathfrak{s} = - \text{Res}_{\theta=0} \mathfrak{g}(\theta) dV(x(\theta))$$  

$$= \text{Res}_{\theta=0} V(x(\theta)) d\mathfrak{g}(\theta)$$  

$$= \text{Res}_{x=0} \left( \frac{x^2}{2} - \sum_{m=3}^{r+1} t_m \frac{x^m}{m} \right) \frac{dx}{\xi^{k+1}}$$  

$$= - \frac{\text{Rest}_{g,(2)}}{2} + \sum_{k=3}^{r+1} \frac{\text{Rest}_{g,(k)}}{k}. \quad \Box$$

### 5.1.3 Commentary

Lemma 5.2 related the enumeration of closed maps of genus $g$ to the enumeration of ordinary maps of genus $g$ with 1 boundary face. One may try to apply a simplification procedure to this boundary face, so as to relate it further to a fully simple enumeration. However, in doing so, many topologies lower than $(g, 1)$ may appear. To understand if symplectic invariance is true (or true up to additional terms), we would need to find a combinatorial interpretation of the generating series $\text{Rest}_{g,(k)}$, stored in the $\theta \to 0$ series expansion of $d\mathfrak{g}(\theta)$. The fully simple enumeration itself is stored in the expansion at $\theta = \infty$. The particular form it takes in (5.7) has a clear combinatorial meaning: one can attach ordinary disks at each vertex of a simple boundary face to make it ordinary. However, an ordinary face can be obtained from a simple face in different ways as well, that would involve maps of lower topologies. Therefore, the combinatorial meaning of (5.9) is at present not elucidated although we expect there should be one.
5.1.4 Relation to matrix model with external field

Theorem 4.9 had received a conditional proof in [5], provided a milder version of symplectic invariance was true for the topological recursion for the matrix model with external field, from a combinatorial interpretation of the partition function of the matrix model with external field as a generating series of fully simple maps. The definition of ciliated maps from [1] was also motivated by the matrix model with external field, seen as a generalisation of the Kontsevich matrix model, in order to study the so-called r-spin intersection numbers [30, 19] on the moduli space of curves, as a generalisation of the study initiated by Kontsevich for \( r = 2 \) [21] in which he gave a proof of Witten’s conjecture [29]. This suggests that the concrete combinatorial tools developed around fully simple maps in relation to ordinary maps can be employed within the full generality of the matrix model with external field (without specifying the parameters and variables to 0), which involves an even larger family of spectral curves.

5.2 Enumeration of fully simple maps

The enumeration of fully simple maps of genus 0 was explicitly solved by Krikun [22] for triangulations (only \( t_3 \neq 0 \)). His method was later generalised by Bernardi–Fusy for planar quadrangulations (only \( t_4 \neq 0 \)) and boundary faces of even degrees. Using the predictions coming from the conjectural topological recursion those formulas were conjecturally generalised for any boundary face degrees [5, Conjecture 1.9]. That closed formula is now proved for \( n \leq 4 \) from a straightforward application of two steps of the topological recursion. The enumeration of discs and cylinders for any structure of internal faces was already established in [5].

In general, possibly disconnected ordinary maps are known to be related to possibly disconnected fully simple maps via monotone Hurwitz numbers. This relation was established using Weingarten calculus in [5] and via bijective combinatorics in [3]. These formulas allow to compute the number of fully simple maps with certain constraints, if one is already able to compute the number of ordinary maps and (strictly or weakly) monotone Hurwitz numbers. The enumeration of connected maps in terms of the disconnected ones is possible making use of inclusion-exclusion formulas. The advantage of Theorem 4.9 is to solve directly the enumeration of fully simple maps for any topology, recursively on \( 2g - 2 + n \), and for any structure of the internal faces. For instance, it implies the enumeration of quadrangulations of topology \((1, 1)\):

**Corollary 5.4.** For \( m \in \mathbb{Z}_{\geq 0} \), let \( \phi_m = \frac{c^2 m^{1 + (m-1)\sqrt{-12t_4}}}{1 - 12t_4} \), where we \( c^2 = \frac{1}{6t_4} \). Then,

\[
\text{Map}_{1,(2m+1)} \big|_{\alpha=1} = \frac{(2m+1)!}{6^{m+1}} \phi_m, \quad \text{for} \ m \geq 0, \tag{5.12}
\]

\[
\text{FSMap}_{1,(2m)} \big|_{\alpha=1} = \frac{(3m)! t_4^{m+1}}{4 m! (2m-1)!} \phi_{3m+1}, \quad \text{for} \ m \geq 1. \tag{5.13}
\]

The details of the proof and how to extract closed formulas from this corollary are detailed in [5, Section 5.2.3].

5.3 Functional relations and connection to free probability

In free probability theory, the notion of independence of classical probabilities is replaced by a notion of freedom, which is particularly well adapted to study non-commutative probability spaces. Free cumulants are crucial objects that allow to characterise freedom in a simple way. Random matrices in the large size limit constitute an important class of free random variables. In [25, 24, 12] a notion of higher order freeness was introduced to study these questions more finely. While first order free cumulants are defined in terms of moments using non-crossing partitions, the definition of higher order free cumulants involve intricate combinatorial objects, called non-crossing partitioned permutations.

For \( n = 1 \), the R-transform machinery [28] gives a relation between the generating series of moments and of free cumulants, by functional inversion. For \( n = 2 \), a functional relation between the ordinary
and the free generating series was also found [12], already in a quite complicated way. Similar functional relations are unfortunately not known for \( n \geq 3 \), which leaves us with a rather complicated theory to compute with. In [5, Section 11.2], for an arbitrary (formal) unitarily-invariant measure of the space of Hermitian matrices, the classical identification of moments of products of traces of Hermitian matrices with generating series of ordinary maps [11] was extended to an identification of free cumulants for the same measure with the generating series of planar fully simple maps. The formulas for discs and cylinders (1.2)-(1.3) recover the R-transform machinery for \( n = 1, 2 \). In particular, the formula for cylinders gives an intrinsic, geometric meaning to the functional relation for \( n = 2 \).

The present work allows to recursively compute higher order free cumulants in certain unitary invariant matrix models, namely for measures of the form \( Z_{n}^{N} \) with \( e^{-N \text{Tr} V(M)} \). We expect that this approach could in fine extend the R-transform machinery for any order \( n \) for those measures. For instance, for \( n = 3 \), we have already established the desired functional relation between ordinary and fully simple pairs of pants, that is of topology \([0,3]\):

**Corollary 5.5.** Let \( \omega_{0,2}(\theta_{1},\theta_{2}) = \chi_{0,2}(\theta_{1},\theta_{2}) \) be the standard bidifferential and set \( \alpha = 1 \). Then, we have the following relation of ordinary and fully simple pairs of pants:

\[
\omega_{0,3}(\theta_{1},\theta_{2},\theta_{3}) + \chi_{0,3}(\theta_{1},\theta_{2},\theta_{3}) = \sum_{\alpha = 0,1,2,3} \left[ \omega_{\alpha,2}(\theta_{1},\theta_{2}) \omega_{\alpha,2}(\theta_{2},\theta_{3}) \omega_{\alpha,2}(\theta_{3},\theta_{1}) \right] / \left[ dx(\theta_{1}) dy(\theta_{2}) dy(\theta_{3}) \right].
\]

This corollary follows from Theorem 4.9 and the details exposed in [5, Section 6]. Even if free cumulants are so far only defined for \( g = 0 \), our work suggests that there should exist a universal theory of approximate higher order free cumulants taking into account higher genus corrections. For a compact introduction to all the necessary objects to understand this connection to free probability precisely, the reader could consult [20, Section 1.6] or many other more extended sources written by experts in free probability [27, 26].

For general (formal) unitarily-invariant measures, the underlying combinatorial objects (in ordinary or fully simple flavor) are the stuffed maps introduced in [2]. It was proved that stuffed maps satisfy a generalisation of the topological recursion, called blobbed topological recursion [7], where the initial data of the spectral curve is enriched by symmetric holomorphic forms in \( n \) variables \((\phi_{g,n})_{g \geq 0, n \geq 0}\). In [5] it was conjectured that after the same symplectic exchange transformation, and a transformation of the blobs still to be described, blobbed topological recursion will enumerate fully simple stuffed maps. This conjecture already follows for the base topologies \((0,1)\) and \((0,2)\) from the formulas (1.2)-(1.3) for discs and cylinders, since the base topologies are not altered by the blobs. It may be possible, either by studying multi-ciliated stuffed maps, or by substitution methods (at least in genus 0), to extend the results of the present article to the case of stuffed maps. The solution of this problem would allow the compute higher order free cumulants in the full generality of [12], and progressing towards such a solution is an important motivation of the present work.

**References**

[1] R. Belliard, S. Charbonnier, B. Eynard, and E. Garcia-Failde. Topological recursion for generalised Kontsevich graphs and r-spin intersection numbers. 2021. math.CO/2105.08035.

[2] G. Borot. Formal multidimensional integrals, stuffed maps, and topological recursion. *Annales Institut Poincaré - D*, 1(2):225–264, 2014. math-ph/1307.4957.

[3] G. Borot, S. Charbonnier, N. Do, and E. Garcia-Failde. Relating ordinary and fully simple maps via monotone Hurwitz numbers. *Electron. J. Combin.*, 26(3), 2019. math.CO/1904.02267.
[4] G. Borot, N. Do, M. Karev, D. Lewański, and E. Moskowsky. Double Hurwitz numbers: polynomiality, topological recursion and intersection theory. math.AG/2002.00900.

[5] G. Borot and E. Garcia-Failde. Simple maps, Hurwitz numbers, and topological recursion. Commun. Math. Phys., 380(2):581–654, 2020. math-ph/1710.07851.

[6] G. Borot, R. Kramer, and Y. Schüler. Higher airy structures and topological recursion for singular spectral curves. https://arxiv.org/abs/2010.03512.

[7] G. Borot and S. Shadrin. Blobbed topological recursion: properties and applications. Math. Proc. Camb. Phil. Soc., 162(1):39–87, 2017. math-ph/1502.00981.

[8] V. Bouchard and B. Eynard. Think globally, compute locally. Journal of High Energy Physics, 143, 2013. math-ph/1211.2302.

[9] V. Bouchard, J. Hutchinson, P. Lolliencar, M. Meiers, and M. Rupert. A generalized topological recursion for arbitrary ramification. Ann. Henri Poincaré, 15:143–169, 2014. math-ph/1208.6035.

[10] V. Bouchard, A. Klemm, M. Mario, and S. Pasquetti. Remodeling the B-model. Comm. Math. Phys., 287(1):117–178, 2009. hep-th/0709.1453.

[11] É. Brézin, C. Itzykson, G. Parisi, and J.-B. Zuber. Planar diagrams. Comm. Math. Phys., 59:35–51, 1978.

[12] B. Collins, J. Mingo, P. Śniady, and R. Speicher. Second order freeness and fluctuations of random matrices: III. Higher order freeness and free cumulants. Documenta Math., 12:1–70, 2007.

[13] B. Eynard. Topological expansion for the 1-hermitian matrix model correlation functions. JHEP, 0411:031, 2004. hep-th/0407261.

[14] B. Eynard. Counting surfaces. Progress in Mathematics. Birkhäuser, 2016.

[15] B. Eynard and N. Orantin. Invariants of algebraic curves and topological expansion. Commun. Number Theory Phys., 1(2), 2007. math-ph/0702045.

[16] B. Eynard and N. Orantin. Topological expansion of mixed correlations in the hermitian 2 matrix model and x−y symmetry of the F_g invariants. J. Phys. A: Math. Theor., 41, 2008. math-ph/0705.0958.

[17] B. Eynard and N. Orantin. About the x-y symmetry of the F_g algebraic invariants. 2013. math-ph/1311.4993.

[18] B. Eynard and N. Orantin. Computation of open Gromov-Witten invariants for toric Calabi-Yau 3-folds by topological recursion, a proof of the BKMP conjecture. Comm. Math. Phys., 337(2):453–567, 2015. math-ph/1205.1103.

[19] C. Faber, S. Shadrin, and D. Zvonkine. Tautological relations and the r-spin Witten conjecture. Annales scientifiques de l’École Normale Supérieure, 43(4):621–658, 2010. math.AG/0612510.

[20] E. Garcia-Failde. On discrete surfaces: Enumerative geometry, matrix models and universality classes via topological recursion. PhD thesis, Rheinische Friedrich-Wilhelms-Universität Bonn, 2018. math-ph/2002.00316.

[21] M. Kontsevich. Intersection theory on the moduli space of curves and the matrix Airy function. Comm. Math. Phys., 147:1–23, 1992.

[22] M. Krikun. Explicit enumeration of triangulations with multiple boundaries. Electron. J. Combin., 14(1):Research Paper 61, 14, 2007. math.CO/0706.0681.

[23] S.K. Lando and A.K. Zvonkin. Graphs on surfaces and their applications. 141, 2004.
[24] J. Mingo, P. Śniady, and R. Speicher. Second order freeness and fluctuations of random matrices: II. Unitary random matrices. *Adv. Math.*, 209:212–240, 2007. math.OA/0405258.

[25] J. Mingo and R. Speicher. Second order freeness and fluctuations of random matrices: I. Gaussian and Wishart matrices and cyclic Fock spaces. *J. Funct. Anal.*, 235:226–270, 2006. math.OA/0405191.

[26] J. Mingo and R. Speicher. *Free probability and random matrices*, volume 35 of *Fields Institute Monographs*. Springer, New York; Fields Institute for Research in Mathematical Sciences, Toronto, ON, 2017.

[27] A. Nica and R. Speicher. *Lectures on the combinatorics of free probability*, volume 335 of *London Mathematical Society Lecture Note Series*. Cambridge University Press, Cambridge, 2006.

[28] D.-V. Voiculescu. Addition of certain non-commuting random variables. *J. Funct. Anal.*, 66:323–346, 1986.

[29] E. Witten. Two-dimensional gravity and intersection theory on moduli space. In Edouard Brézin and Spenta R Wadia, editors, *Large N expansion in quantum field theory and statistical physics*, volume 1 of *Surveys in Differential Geometry*, pages 243–310. International Press of Boston, 1990.

[30] E. Witten. Algebraic geometry associated with matrix models of two-dimensional gravity. *Topological methods in modern mathematics*, pages 235–269, 1993.