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Abstract

The gender bias present in the data on which language models are pre-trained gets reflected in the systems that use these models. The model’s intrinsic gender bias shows an outdated and unequal view of women in our culture and encourages discrimination. Therefore, in order to establish more equitable systems and increase fairness, it is crucial to identify and mitigate the bias existing in these models. While there is a significant amount of work in this area in English, there is a dearth of research being done in other gendered and low resources languages, particularly the Indian languages. English is a non-gendered language, where it has genderless nouns. The methodologies for bias detection in English cannot be directly deployed in other gendered languages, where the syntax and semantics vary. In our paper, we measure gender bias associated with occupations in Hindi language models. Our major contributions in this paper are the construction of a novel corpus to evaluate occupational gender bias in Hindi, quantify this existing bias in these systems using a well-defined metric, and mitigate it by efficiently fine-tuning our model. Our results reflect that the bias is reduced post-introduction of our proposed mitigation techniques. Our codebase is available publicly.1

1 Introduction

Transformer-based language models like BERT (Devlin et al., 2018) have now become the new benchmark for all the tasks in NLP, like machine translation, text classification, summarization, etc. While these models are very effective in capturing and understanding the given information and task, they have an inherent bias present in them. Wang et al. (2021) shows how there is a discrimination with respect to gender in job recommendation systems. This bias treats some people differently than others. Therefore it is essential to address bias in these models before using them for specific tasks to ensure that it is fairer and equal.

While extensive research is being done in English to address the issue of bias, work in other languages, especially the Indian languages, is relatively nascent. Hindi is a gendered language. A language that is gendered has a gender associated with every noun irrespective of whether the noun is animate or inanimate; e.g., a river in Hindi has a feminine gender. Also, words like writer have masculine and feminine counterparts. This gender association affects the pronouns, adjectives, and verb forms used during sentence construction as well as the semantics.

Hindi being the third most spoken language in the world by around 600 million people, addressing the bias in these language models is necessary. Since English is a non-gendered language, we cannot directly use the methodologies for Hindi. While work is being done in addressing gender bias in word embeddings in Hindi (Kirtane and Anand, 2022), this is the first work to quantify gender bias associated with occupations in language models for Hindi.

We create a dataset using professions to measure occupational stereotypes in these languages. We create several templates which are suitable for the Hindi Language as shown in Figure 1. The bias in these models are quantified by our evaluation metric OGB (Occupational Gender Bias), which calculates the likelihood of a particular gender being associated with a profession.

The mitigation strategy is similar to the one used in Gira et al. (2022) They empirically show that fine-tuning a partially trainable model is more effective in mitigating gender bias than a completely trainable model. Therefore, we fine-tune our model by training only on less than one percent of the pa-

1https://bit.ly/mitigating_bias

2https://www.mentalfloss.com/article/647427/most-spoken-languages-world
parameters by unfreezing the layer norm, word, and positional embeddings. We use our novel gender-balanced Hindi dataset to fine-tune to these models. Our main contributions in this paper are as follows:

• Creation of a Hindi dataset suitable to measure occupational gender bias in large language models.

• Quantification of the bias in the model using the aforementioned dataset.

• Fine-tuning the model efficiently by unfreezing less than 1 percent of the layers to mitigate the bias.

2 Related Work

Bolukbasi et al. (2016) was the first paper to quantify and mitigate bias in word embeddings. They used the WEAT test (Caliskan et al., 2017) to measure bias and mitigate it through a method called Hard-Debiasing. They quantified the bias by projecting embeddings into the gender subspace. The debiasing method tried to remove the projection of the subspace from those embeddings. Gonen and Goldberg (2019), however, showed that this method is ineffective in reducing bias. Finding out the gender bias in contextual embeddings was first done by Zhao et al. (2019). They used a template-based method to predict the bias in pre-trained language models. Bartl et al. (2020a) quantified and mitigated bias in BERT-like models.

Sun et al. (2019) demonstrates various mitigation techniques like data augmentation, gender-swapping, and hard-debiasing based on the downstream tasks in NLProc. Meade et al. (2022) surveys various mitigation strategies used to reduce gender bias in pre-trained language models like dropout, fine-tuning, sentence debias, and iterative null spacing. Liang et al. (2020) used an approach similar to hard-debiasing for context-based representations. Gira et al. (2022) fine-tuned a GPT model by only unfreezing some parameters to reduce the bias present.

Most of the work mentioned above is done in the English language. Relatively lesser work is done in gendered and low-resource languages. Zhou et al. (2019) was one of the first papers to quantify bias in gendered languages like Spanish and French. To quantify the bias, they used a modified version of the WEAT test (Caliskan et al., 2017). Work done in Indic languages to reduce bias was first done by Pujari et al. (2019). They used an SVM classifier to quantify the bias. More recent work by Ramesh et al. (2021) quantified bias in English-Hindi machine translation. They used a TGBI metric to quantify the bias. TGBI metric is a metric used to measure bias in translation systems. Kirtane and Anand (2022) quantified and mitigated gender stereotypes in Hindi and Marathi word embeddings. Malik et al. (2022) quantified social biases pertinent to the Hindi language, like caste and religion, along with gender bias.

3 Ethical and Societal Implications

Various definitions of bias exist and vary in research, as explained by Blodgett et al. (2020). Our work focuses on stereotypical associations between masculine and feminine gender and professional occupations in large language models for Indic languages, especially Hindi. This work has been previously done for English and German datasets (Bartl et al., 2020a). However, little work has been done in the domain of quantifying and mitigating bias for minority and region-specific languages, especially the Indian languages. Some types of bias are inherent to a particular region and language and vary from group to group, so a universal approach to mitigate or understand bias is not feasible.

In this paper, we discuss the gender stereotypes attached to particular occupations. It is rather typical to observe how some professions, like doctor or police, are usually connected with men, whilst females are frequently associated with professions, like nurse or teacher. Discrimination based on gender may result from these detrimental stereotypes and biases in the system. Debiasing these systems will make sure that everyone is treated fairly and without regard to their gender, race, or physical characteristics.

4 Dataset for analysis of gender bias

In this work, we create a dataset using professions and gendered nouns to study gender bias in Hindi. We measure gender bias using sentence templates as shown in Figure 1. The gendered nouns and professions are later filled into these templates to generate the corpus. We use pronouns in a way that remove any gender marking information from the templates.

Our contribution is the creation of the bias evaluation corpus with professions in Hindi that
are gender-invariant (BEC-Pro-Hindi) (Bartl et al., 2020a). Our profession list is similar to the one in Kirtane and Anand (2022). These professions are gender neutral, meaning the words themselves are gender-agnostic, doctor for example. Additionally, we make a list of twelve nouns to represent masculine and feminine genders as well as a list of gender-neutral nouns representing people for our bias comparison benchmark. Concretely, we start with a template that has a placeholder for the gendered noun and a placeholder for the profession. To quantify bias, we use a metric defined in Section 5. It requires two input sentences: one with the person noun masked and one with both the profession and gender noun masked. The templates used to generate our dataset are shown in Figure 1. The complete list of professions used for analysis is provided in Appendix A, and the complete list of gendered nouns used for analysis is given in Appendix B.

### 5 Quantifying gender bias

We quantify the bias by evaluating the effect of the gendered nouns on the likelihood of the target, similar to the work of Bartl et al. (2020b). The model used for quantifying bias is the MuRIL model (Khanuja et al., 2021), a language model trained on Indian languages. For the evaluation of association bias, we first create the person masked sentence (PM) by masking the gendered noun in the original sentence and then a person + profession masked sentence (PPM) by masking both the token denoting the person and profession. We then calculate the probabilities $P_{person}$, $P_{prior}$ of the mask being the person, given the person masked sentence and person + profession masked sentence as shown in the equations below.

\[
P_{person} = P(Person = [MASK]|PM) \quad (1)
\]

\[
P_{prior} = P(Person = [MASK]|PPM) \quad (2)
\]

The association bias metric, Occupational Gender Bias ($OGB$), is then calculated as follows,

\[
OGB = \log \left( \frac{P_{person}}{P_{prior}} \right) \quad (3)
\]

The metric measures the bias associated with professions and genders, of the pre-trained language models. The mean of this metric is calculated across the feminine and masculine nouns of the obtained log score for all professions. We also calculate the same for the gender-neutral nouns for comparison.

### 6 Mitigation of Gender Bias in Hindi

Gender bias mitigation has been studied extensively in recent times Meade et al. (2022). The implications of bias in language models are not insignificant. Biased models predict words of specific gender given a specific context, which might hamper...
the fair nature of models required by several real-life applications. Gender bias mitigation is thus an essential field of NLP research.

To curb gender bias in our Hindi models, we use a method similar to the one proposed in Gira et al.. More specifically, we progressively unfreeze some of the following components of the model. In the best performing (that is, the least biased) variant, we unfreeze less than 1% of the total parameters in the model. This not only leads to fast and efficient training but shows that a very small number of parameters are responsible for most of the bias in multilingual models. We use the gender-balanced dataset (BEC-Pro-Hindi) that we have created to fine-tune the dataset.

We unfreeze the one or more of the following components:

1. Layer Normalization layers (LN)
2. Word Embeddings (WE)
3. Positional Embeddings (PE)

These partially unfrozen models are then fine-tuned on the gender-balanced corpus. It has been empirically shown (Kirtane and Anand, 2022) that word embeddings contribute the most to gender bias; thus, retraining those on the balanced corpus will reduce bias. The rationale for training layer normalization layers is that they contribute to smoother gradients as well as help in the generalization of the model. The details of the number of parameters that are frozen and not frozen are shown in Table 1.

| Method       | Neutral Values | Feminine Values | Masculine Values | Mean Values |
|--------------|----------------|-----------------|------------------|-------------|
|              | % change       | % change        | % change         | % change    |
| Baseline (Biased) | -2.575         | -4.173          | -1.382           | -          |
| LN           | -0.788         | 69.41           | -1.239           | 0.0069      |
| LN + PE      | -0.979         | 61.97           | -1.601           | -0.0264     |
| LN + PE + WE | -0.296         | 88.50           | -1.199           | 0.477       |

Table 2: Our final results. We report the bias values calculated with our bias evaluation metric OGB as well as the percent change in bias after debiasing. LN: Layer Norm, PE: Positional Embeddings, WE: Word Embeddings

We evaluate the Muril model on the BEC-Pro-Hindi dataset. The mean of this association-bias metric, OGB is then calculated across the feminine and masculine nouns of the obtained log score for all professions. This is the baseline for the comparison of our debiasing methods. We used the debiasing methods mentioned in Section 6 to mitigate the bias in the system. The results of unfreezing different components of layer norm, positional embeddings, and word embeddings are depicted in Table 1.

The metrics of the baseline show that feminine nouns have a numerically negative association bias and masculine nouns have a numerically positive association bias relative to the gender-neutral nouns with respect to the professions. After debiasing, we can observe there is a decrease in the absolute association bias values for both masculine and feminine nouns. It is interesting to see that the masculine score improves the most and feminine score improves the least. We can clearly see how the bias values tend more towards zero after debiasing. We observe the largest decrease in bias in the case of unfreezing layer norm. However, unfreezing all the three, layer norm, positional and word embeddings has the most significant decrease in neutral and feminine professions. Another solution can be to fine-tune the word embeddings separately, but we leave this for future work. One line of work can be to determine the specific model layers that contribute to occupational gender bias.
8 Conclusion and Future Work

In this paper, we attempt to quantify and mitigate the occupational gender bias in Hindi by fine-tuning large language models. We quantify the bias by using a template based method. For debiasing the model, we fine-tune the model by unfreezing a small percentage of the total parameters. This is computationally inexpensive than fine-tuning the entire model. We empirically observe from our results that the bias is significantly reduced when only the layer normalization (LN) layers are unfrozen.

One limitation with this work is the limited amount of data. We plan to develop more suitable templates to further our study. We aim to examine the effectiveness of this evaluation for gendered occupations. We also intend to expand our research to other Indian languages. There is a need for a new evaluation metric for Indian languages because many of them are gendered. We plan to work on reducing the bias in these languages and how it affects the downstream tasks.

References

Marion Bartl, Malvina Nissim, and Albert Gatt. 2020a. Unmasking contextual stereotypes: Measuring and mitigating BERT’s gender bias. In Proceedings of the Second Workshop on Gender Bias in Natural Language Processing, pages 1–16, Barcelona, Spain (Online). Association for Computational Linguistics.

Marion Bartl, Malvina Nissim, and Albert Gatt. 2020b. Unmasking contextual stereotypes: Measuring and mitigating bert’s gender bias. arXiv preprint arXiv:2010.14534.

Su Lin Blodgett, Solon Barocas, Hal Daumé III, and Hanna Wallach. 2020. Language (technology) is power: A critical survey of “bias” in NLP. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages 5454–5476, Online. Association for Computational Linguistics.

Tolga Bolukbasi, Kai-Wei Chang, James Y Zou, Venkatesh Saligrama, and Adam T Kalai. 2016. Man is to computer programmer as woman is to homemaker? debiasing word embeddings. Advances in neural information processing systems, 29.

Aylin Caliskan, Joanna J Bryson, and Arvind Narayanan. 2017. Semantics derived automatically from language corpora contain human-like biases. Science, 356(6334):183–186.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2018. Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv preprint arXiv:1810.04805.

Michael Gira, Ruisu Zhang, and Kangwook Lee. 2022. Debiasing pre-trained language models via efficient fine-tuning. In Proceedings of the Second Workshop on Language Technology for Equality, Diversity and Inclusion, pages 59–69, Dublin, Ireland. Association for Computational Linguistics.

Hila Gonen and Yoav Goldberg. 2019. Lipstick on a pig: Debiasing methods cover up systematic gender biases in word embeddings but do not remove them. arXiv preprint arXiv:1903.03862.

Simran Khauja, Diksha Bansal, Sarvesh Mehtani, Savya Khosla, Atreyee Dey, Balaji Gopalan, Dilip Kumar Margam, Pooja Aggarwal, Rajiv Teja Nagipogu, Shachi Dave, et al. 2021. Muril: Multilingual representations for indian languages. arXiv preprint arXiv:2103.10730.

Diederik Kingma and Jimmy Ba. 2014. Adam: A method for stochastic optimization. International Conference on Learning Representations.

Neeraja Kirtane and Tanvi Anand. 2022. Mitigating gender stereotypes in Hindi and Marathi. In Proceedings of the 4th Workshop on Gender Bias in Natural Language Processing (GeBNLP), pages 145–150, Seattle, Washington. Association for Computational Linguistics.

Paul Pu Liang, Irene Mengze Li, Emily Zheng, Yao Chong Lim, Ruslan Salakhutdinov, and Louis-Philippe Morency. 2020. Towards debiasing sentence representations. arXiv preprint arXiv:2007.08100.

Vijit Malik, Sunipa Dev, Akihiro Nishi, Nanyun Peng, and Kai-Wei Chang. 2022. Socially aware bias measurements for Hindi language representations. In Proceedings of the 2022 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 1041–1052, Seattle, United States. Association for Computational Linguistics.

Nicholas Meade, Elinor Poole-Dayan, and Siva Reddy. 2022. An empirical survey of the effectiveness of debiasing techniques for pre-trained language models. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1878–1898, Dublin, Ireland. Association for Computational Linguistics.

Arun K Pujari, Ansh Mittal, Anshuman Padhi, Anshul Jain, Mukesh Jadon, and Vikas Kumar. 2019. Debiasing gender biased hindi words with word-embedding. In Proceedings of the 2019 2nd International Conference on Algorithms, Computing and Artificial Intelligence, pages 450–456.
Krithika Ramesh, Gauri Gupta, and Sanjay Singh. 2021. Evaluating gender bias in Hindi-English machine translation. In Proceedings of the 3rd Workshop on Gender Bias in Natural Language Processing, pages 16–23, Online. Association for Computational Linguistics.

Tony Sun, Andrew Gaut, Shirlyn Tang, Yuxin Huang, Mai ElSherief, Jieyu Zhao, Diba Mirza, Elizabeth Belding, Kai-Wei Chang, and William Yang Wang. 2019. Mitigating gender bias in natural language processing: Literature review. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 1630–1640, Florence, Italy. Association for Computational Linguistics.

Clarice Wang, Kathryn Wang, Andrew Bian, Rashidul Islam, Kamrun Naher Keya, James Foulds, and Shimei Pan. 2021. User acceptance of gender stereotypes in automated career recommendations. arXiv preprint arXiv:2106.07112.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien Chaumond, Clement Delangue, Anthony Moi, Pierric Cistac, Tim Rault, Remi Louf, Morgan Funtowicz, Joe Davison, Sam Shleifer, Patrick von Platen, Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu, Teven Le Scao, Sylvain Gugger, Mariama Dramé, Quentin Lhoest, and Alexander Rush. 2020. Transformers: State-of-the-art natural language processing. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing: System Demonstrations, pages 38–45, Online. Association for Computational Linguistics.

Jieyu Zhao, Tianlu Wang, Mark Yatskar, Ryan Cotterell, Vicente Ordonez, and Kai-Wei Chang. 2019. Gender bias in contextualized word embeddings. arXiv preprint arXiv:1904.03310.

Pei Zhou, Weijia Shi, Jieyu Zhao, Kuan-Hao Huang, Muhao Chen, Ryan Cotterell, and Kai-Wei Chang. 2019. Examining gender bias in languages with grammatical gender. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), pages 5276–5284, Hong Kong, China. Association for Computational Linguistics.

A Professions used for gender bias analysis

The complete list of professions used for gender bias analysis is provided in Figure 2

B Nouns used for gender bias analysis

The complete list of nouns used for gender bias analysis is provided in Figure 3
| परिचित      | वैज्ञानिक      | व्यवसायी      | उदामी      | फोटोग्राफर      |
|--------------|----------------|----------------|-------------|----------------|
| प्रशासक      | पहलकान      | कपाल      | इतिहासकार      | नाटककार      |
| वकील      | योद्धा      | कोच      | उद्योगपति      | राजनीतिज्ञ      |
| कलाकार      | प्रबंधक      | कर्नल      | आतिशकार      | फुजारी      |
| वास्तुकार      | नागरिक      | कर्मचारी      | निरीक्षक      | प्रधान      |
| राजनेता      | पादरी      | आयुक्त      | पत्रकार      | प्रोफेसर      |
| नाई      | सभासद      | संगीतकार      | न्यायाधीश      | आत्मित      |
| सूत      | पुरुषित      | सलाहकार      | व्याख्याता      | नाबिक      |
| विश्लेषक      | नर्स      | पुलिस      | विधायक      | सेंट      |
| दलाल      | चित्रकार      | संवाददाता      | मंजिस्टूट      | सचिव      |
| सेनिक      | मध्यपास      | संशोधक      | मार्शल      | नौकर      |
| किसान      | मंत्री      | टीन      | गणितज्ञ      | दुर्गानन्दर      |
| व्यापारी      | एयरलीट      | जासूस      | मिशनरी      | खिलाड़ी      |
| सिपाही      | प्रतिनिधि      | चिकित्सक      | उपन्यासकार      | कुलपति      |
| हत्यारा      | बेकर      | कर्मचारी      | दाशीन्द्र      |              |

Figure 2: Hindi professions words used for gender bias analysis.

| **Female Nouns** | **Male Nouns** | **Neutral Nouns** |
|-----------------|---------------|----------------|
| माँ            | पिता          | व्यक्ति        |
| बहन            | भाई          | शख्स          |
| बेटी            | बेटा          | जन            |
| लड़की          | लड़का         |              |
| पत्नी          | पति          |              |
| पोती          | पोता          |              |

Figure 3: Gendered Hindi nouns used for analysis.