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The Hubbard model in the strong-coupling regime is studied by the Kondo-lattice theory. If no symmetry is broken at a sufficiently low temperature in sufficiently low dimensions, an electron liquid is stabilized by the Fock-type exchange effect of the superexchange interaction. Since the stabilization mechanism is none other than the resonating-valence-bond (RVB) mechanism, the electron liquid is none other than an RVB electron liquid. The RVB electron liquid in the Hubbard model is adiabatically connected to the RVB spin liquid in the Heisenberg model.
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§1. Introduction

The concept of adiabatic or analytic continuation is the counter concept of symmetry breaking: If no symmetry is broken or restored when a phase transforms into another phase as a function of an adiabatic parameter or the temperature $T$, the two phases are adiabatically or analytically continued or connected to each other. The concept is useful to understand, for example, the Kondo effect.

The $s$-$d$ model is derived from the Anderson model in the $s$-$d$ limit. Since the $s$-$d$ exchange interaction is antiferromagnetic, the ground state of the $s$-$d$ model is a singlet because of the quenching of the localized spin by conduction electrons. The Kondo temperature $T_K$ or $k_B T_K$ is the energy scale of local quantum spin fluctuations. The phase transformation between a local-moment state at $T \gg T_K$ and a local spin liquid at $T \ll T_K$ is a crossover, and no symmetry is broken in the lower temperature phase. Thus, the local-moment state and the local spin liquid are analytically connected to each other. Furthermore, the local spin liquid can be described as the local normal Fermi liquid. Since local charges carried by the localized spin cannot fluctuate in the least, the existence of charge fluctuations is not a necessary condition for the normal Fermi liquid to be stabilized.

Since electron correlations are local in the Anderson model, no cooperative effect is possible and no symmetry can be broken in it; therefore, the conventional perturbative analysis in terms of the onsite repulsion $U$ is valid, no anomalous term appears in the perturbation, and the ground state is the local normal Fermi liquid for any finite $U \geq 0$, even in the $s$-$d$ limit. Thus, the local Fermi liquid for any finite $U > 0$ is adiabatically connected to that for $U = 0$. The Fermi-liquid relation for the Anderson model in the $s$-$d$ limit is exactly the same as that for the $s$-$d$ model. The facts discussed above mean that the normal Fermi liquid in the Anderson model for any $U \geq 0$ is adiabatically connected to the spin liquid in the $s$-$d$ model, even if local charges can fluctuate in the Fermi liquid in the Anderson model but they cannot, in the least, in the spin liquid in the $s$-$d$ model. On the basis of the adiabatic continuation, it is reasonable that physical properties resemble each other between the Anderson and $s$-$d$ models.

The relation between the Hubbard and Heisenberg models is similar to that between the Anderson and $s$-$d$ models. If $U/|t| \gg 1$ in the half-filled Hubbard model, where $U$ is the onsite repulsion and $-t$ is the transfer integral between nearest neighbors, the band splits into the upper and lower Hubbard bands, which are empty and full, respectively, and a narrow midband pre-
dicted by Gutzwiller’s theory\textsuperscript{(10,11,12)} can appear within the Hubbard gap between them.\textsuperscript{(13)} On the other hand, almost all unit cells are singly occupied and the probabilities of empty and double occupancies are almost vanishing but still nonzero. The superexchange interaction arises from the virtual process allowing empty and double occupancies.\textsuperscript{(14)} In field theory, on the other hand, any mutual interaction arises from the virtual exchange of a boson or a bosonic excitation; e.g., the nuclear force arises from that of a Yukawa’s meson or a pion. The virtual process from which the superexchange interaction arises is none other than the virtual exchange of a pair excitation of an electron in the upper Hubbard band and a hole in the lower Hubbard band. The pair excitation is a bosonic excitation. The superexchange interaction arises from the virtual exchange of the bosonic excitation.\textsuperscript{(15)} The superexchange interaction is antiferromagnetic and the exchange interaction constant between nearest-neighbor spins is $J = -4t^2/U$. Thus, the Heisenberg model is derived from the Hubbard model in the Heisenberg limit. It is anticipated that physical properties resemble each other between the half-filled Hubbard model with $U/|t| \gg 1$ and the Heisenberg model with $J = -4t^2/U$, except for physical properties directly related to charge fluctuations such as the electrical conductivity.

The role of the superexchange interaction is dual: the cause and suppression of magnetic instability. Since the superexchange interaction is antiferromagnetic, it is possible for an antiferromagnetic state to be stabilized below the Néel temperature $T_N$. On the other hand, Fazekas and Anderson proposed the resonating-valence-bond (RVB) theory for the Heisenberg model on the triangular lattice.\textsuperscript{(16)} A spin liquid is stabilized at least at $T > 0$ K because of the formation of resonating valence bonds between nearest-neighbor spins by the superexchange interaction. The spin liquid is the RVB spin liquid and the stabilization mechanism is the RVB mechanism.

The RVB mechanism is also effective in not only the triangular lattice but also other types of lattice in sufficiently low dimensions. The energy scale of resonating valence bonds or local quantum spin fluctuations on nearest neighbors is $O(|J|)$. If $T_N \ll |J|/k_B$, a spin state at a temperature $T$ such that $T_N < T \ll |J|/k_B$ is a spin liquid stabilized by the RVB mechanism, i.e., the RVB spin liquid. Thus, it is anticipated that an electron state at the $T$ in the Hubbard model that corresponds to the Heisenberg model is an electron liquid stabilized by the RVB mechanism, i.e., the RVB electron liquid.\textsuperscript{(17,18)} The RVB mechanism plays a crucial role in quenching magnetic moments, as the Kondo effect. It is interesting to examine whether the RVB electron and spin liquids in the Hubbard and Heisenberg models are adiabatically connected to each other, as the local electron and spin liquids in the Anderson and $s$-$d$ models.

On the other hand, the Kondo-lattice theory has been developed in previous papers\textsuperscript{(19,20,21,22,23,24)} in order to study strongly correlated electrons in lattice models where the onsite $U$ is crucial, such as the periodic Anderson model and the Hubbard model. For example, the self-energy of the Hubbard model is decomposed into the single-site and multisite self-energies; the single-site self-energy can be mapped to the local self-energy of the Anderson model; then, the multisite self-energy can be perturbatively calculated on the basis of the local self-energy of the mapped Anderson model. On the basis of the mapping to the Anderson model, the Kondo temperature $T_K$ or $k_B T_K$ can be defined as the energy scale of local quantum spin fluctuations in the Hubbard model. The $k_B T_K$ is also the energy scale of the effective Fermi energy; if $T \ll T_K$ then electrons behave as itinerant electrons while if $T \gg T_K$ then electrons behave as local moments. Thus, if $T_N \ll T_K$ in sufficiently low dimensions and if $T_N < T \ll T_K$, an electron liquid is stabilized by the Kondo effect. The Kondo effect also plays a crucial role in suppressing magnetic instability in lattice models where the onsite $U$ is crucial, as the RVB mechanism. It is interesting to study by the Kondo-lattice theory how the Kondo effect and the RVB mechanism cooperate with each other to suppress magnetic instability.

One of the purposes of this paper is to study the RVB electron liquid in the Hubbard model.
The other purpose is to show that the RVB electron liquid in the Hubbard model is adiabatically connected to the RVB spin liquid in the Heisenberg model. This paper is organized as follows: The Hubbard model studied in this paper is defined in §2. In §3 the Kondo-lattice theory is reformulated in order to treat properly the RVB mechanism. In §4 it is shown that the Kondo temperature is enhanced by the RVB mechanism, so that $k_B T_K \propto |J|$ and $k_B T_K = O(|J|)$ for the RVB electron liquid. The adiabatic continuation between the RVB electron and spin liquids is examined in §5. Discussion is given in §6. Conclusion is given in §7. A sum rule is proved in Appendix A. Two applications of the sum rule are given in Appendix B. An equality is proved in Appendix C.

## §2. Hubbard Model

The Hubbard model on a bi-partite hypercubic lattice in $D$ dimensions is studied in this paper:

$$
\mathcal{H} = \epsilon_d \sum_{i \sigma} n_{i \sigma} - \frac{t}{\sqrt{D}} \sum_{ij \sigma} \delta_{(ij)} d_{i \sigma}^\dagger d_{j \sigma} + U \sum_i n_{i \uparrow} n_{i \downarrow} - \mu N, \tag{1}
$$

where $d_{i \sigma}^\dagger$ and $d_{i \sigma}$ are creation and annihilation operators of an electron at the $i$th unit cell, $n_{i \sigma} = d_{i \sigma}^\dagger d_{i \sigma}$, $\epsilon_d$ is the band center and $\epsilon_d = 0$ is assumed for simplicity, $-t/\sqrt{D}$ is the transfer integral between nearest neighbors, $\delta_{(ij)} = 1$ between nearest-neighbor unit cells and $\delta_{(ij)} = 0$ between non-nearest-neighbor unit cells, $U$ is the onsite repulsion, $\mu$ is the chemical potential, and

$$
N = \sum_{i \sigma} n_{i \sigma}. \tag{2}
$$

The periodic boundary condition is assumed. If $U = 0$, the dispersion relation of an electron as a function of wave number $k = (k_1, k_2, \cdots, k_D)$ is given by

$$
E(k) = \epsilon_d - 2t \varphi_D(k), \quad \varphi_D(k) = \frac{1}{\sqrt{D}} \sum_{\nu=1}^{D} \cos(k_{\nu} a), \tag{3}
$$

where $\epsilon_d = 0$, as discussed above, and $a$ is the lattice constant. The density of states is given by

$$
\rho_0(\varepsilon) = \frac{1}{L} \sum_k \delta \left[ \varepsilon + \mu - E(k) \right], \tag{4}
$$

where $L$ is the number of unit cells. The definition of the transfer integral in Eq. (1) is different from that in [11] it includes the dimensional factor of $1/\sqrt{D}$, as in previous papers. Since $(1/L) \sum_k \varphi_D^2(k) = 1/2$, the effective bandwidth of $E(k)$ or $\rho_0(\varepsilon)$ is $O(|t|)$ for any $D$.

The electron density per unit cell is defined by

$$
n = \langle N \rangle / L, \tag{5}
$$

where $\langle \cdots \rangle$ stands for the statistical average. If $\mu = \epsilon_d + U/2$, then $n = 1$, i.e., the Hubbard model is half filled; and there exists the particle-hole symmetry in it, i.e., the Hubbard model is symmetrical. It is assumed in this paper that $\mu$ is one such that $n = 1$, $n = 1 \pm 0^+$, or $n \simeq 1$ for it, and that $U/|t|$ is in the strong-coupling regime defined by

$$
U/|t| \gg 1. \tag{6}
$$

The thermodynamic limit of $L \to +\infty$ is assumed. No symmetry can be broken at nonzero temperature in one and two dimensions [29] and symmetry can be broken below a nonzero critical
temperature $T_c$ in three dimensions and higher. It is assumed that the dimensionality $D$ is sufficiently low such that $T_c$ does not exists or, if it exists, $T_c \ll T_K$, where $T_K$ or $k_B T_K$ is the energy scale discussed in §1 and the definition of it is given in §3.1. the case of $T_c \simeq T_K$ or $T_c \gtrsim T_K$ is out of scope in this paper. Then, it is assumed that the temperature $T$ is within the range of

$$T_c + \delta T < T \lesssim T_K,$$

(7)

where $\delta T$ is sufficiently small such that $\delta T \ll T_K$, but still sufficiently large; e.g., $\delta T \simeq 0.1 T_K$, or $\delta T \simeq 0.01 T_K$, or $\delta T \simeq 0.001 T_K$, depending on $D$ and $\mu$, or $n$.

If no symmetry is broken, the Green function in the wave-number representation is given by

$$G_{\sigma}(i\epsilon_{l}, \mathbf{k}) = \frac{1}{i\epsilon_{l} + \mu - \epsilon(k) - \Sigma_{\sigma}(i\epsilon_{l}, \mathbf{k}) - \Gamma(i\epsilon_{l})},$$

(8)

where $\epsilon_{l} = (2l + 1)\pi k_B T$, with $l$ being an integer, is a fermionic energy, and $\Sigma_{\sigma}(i\epsilon_{l}, \mathbf{k})$ is the self-energy. If $\mu = \epsilon_{d} + U/2$ in two dimensions, i.e., if $n = 1$ and $D = 2$, $\rho_0(\epsilon)$ diverges logarithmically as $\epsilon \to 0$. In order to suppress the divergence, $\Gamma(i\epsilon_{l})$ is introduced; it is due to, e.g., an explicit electron reservoir such as one considered in the previous paper$^{[23]}$ or impurities considered in §4 of the present paper. For the moment, it is assumed that $\Gamma(i\epsilon_{l})$ is almost infinitesimal but still nonzero; i.e., $\text{Im} \Gamma(\epsilon + i0) = -\epsilon^{+}$ for $\epsilon \simeq 0$, where $\Gamma(\epsilon + i0)$ is the retarded one of $\Gamma(i\epsilon_{l})$.

The site-diagonal Green function, the density of states, and the electron density are given by

$$R_{\sigma}(i\epsilon_{l}) = \frac{1}{L} \sum_{k} G_{\sigma}(i\epsilon_{l}, \mathbf{k}), \quad \rho(\epsilon) = -\frac{1}{\pi} \text{Im} R_{\sigma}(\epsilon + i0), \quad n = 2 \int_{-\infty}^{\infty} d\epsilon f(\epsilon) \rho(\epsilon),$$

(9)

respectively, where $R_{\sigma}(\epsilon + i0)$ is the retarded one of $R_{\sigma}(i\epsilon_{l})$ and

$$f(\epsilon) = 1/[e^{\epsilon / (k_B T)} + 1].$$

(10)

§3. Kondo-lattice theory

3.1. Mapping to the Anderson model

3.1.1. Self-energy

The decomposition of the self-energy into the single-site and multisite ones can also be described in the wave-number representation: $\Sigma_{\sigma}(i\epsilon_{l}, \mathbf{k}) = \Sigma_{\sigma}(i\epsilon_{l}) + \Delta \Sigma_{\sigma}(i\epsilon_{l}, \mathbf{k})$, where $\Sigma_{\sigma}(i\epsilon_{l})$ is the single-site one and $\Delta \Sigma_{\sigma}(i\epsilon_{l}, \mathbf{k})$ is the multisite one. The single-site self-energy can be mapped to the local self-energy of the Anderson model$^{[19][20][21]}$. The Anderson model to be mapped or the mapped Anderson model is specified by four parameters of $T$, $U$, $\tilde{\epsilon}_{d} - \tilde{\mu}$, and $\tilde{\Delta}(\epsilon)$, where $T$ is the temperature of the reservoir for the Anderson model, $U$ is the onsite repulsion, which is denoted by $U$ in §1 $\tilde{\epsilon}_{d}$ is the level of localized electrons, $\tilde{\mu}$ is the chemical potential, and $\tilde{\Delta}(\epsilon)$ is the hybridization energy between localized and conduction electrons. The Green function, the density of states, and the density of localized electrons are given by

$$\tilde{G}_{\sigma}(i\tilde{\epsilon}_{l}) = \left[ i\tilde{\epsilon}_{l} + \tilde{\mu} - \tilde{\epsilon}_{d} - \tilde{\Sigma}_{\sigma}(i\tilde{\epsilon}_{l}) - \frac{1}{\pi} \int_{-\infty}^{\infty} d\epsilon \tilde{\Delta}(\epsilon) \right]^{-1},$$

(11)

*) If $T_c$ does not exists, $T_c = 0$ has to be assumed in Eq. (7). The $\delta T$ is introduced partly because complication arising from the logarithmic divergence of $\rho_0(\epsilon)$ as $\epsilon \to 0$ can be avoided and partly because critical phenomena are out of scope in this paper, except for an argument in §6 in which a possible anomaly in the critical region in two dimensions is examined.
\[ \tilde{\rho}(\varepsilon) = -\frac{1}{\pi} \text{Im} \tilde{G}_\sigma(\varepsilon + i0), \quad \tilde{n} = 2 \int_{-\infty}^{+\infty} d\varepsilon f(\varepsilon) \tilde{\rho}(\varepsilon), \] (12)

respectively, where \( \tilde{\varepsilon}_l = (2l + 1)\pi k_B \tilde{T} \), with \( l \) being an integer, and \( \tilde{\Sigma}_\sigma(i\tilde{\varepsilon}_l) \) is the local self-energy. According to previous papers, if the four parameters are given by

\[ \tilde{T} = T, \quad \tilde{U} = U, \quad \tilde{\varepsilon}_l - \tilde{\mu} = \varepsilon_l - \mu, \] (13a)
\[ \tilde{\Delta}(\varepsilon) = \text{Im} [\Sigma_\sigma(\varepsilon + i0) + 1/R_\sigma(\varepsilon + i0)], \] (13b)

it follows that \( i\tilde{\varepsilon}_l = i\varepsilon_l \) for any \( l \), and

\[ \tilde{\Sigma}_\sigma(i\varepsilon_l) = \Sigma_\sigma(i\varepsilon_l), \] (14a)
\[ \tilde{G}_\sigma(i\varepsilon_l) = R_\sigma(i\varepsilon_l), \quad \tilde{\rho}(\varepsilon) = \rho(\varepsilon), \quad \tilde{n} = n. \] (14b)

Not only the single-site \( \Sigma_\sigma(i\varepsilon_l) \) but also the local \( R_\sigma(i\varepsilon_l), \rho(\varepsilon) \), and \( n \) are mapped to the local \( \tilde{\Sigma}_\sigma(i\varepsilon_l), \tilde{G}_\sigma(i\varepsilon_l), \tilde{\rho}(\varepsilon) \), and \( \tilde{n} \), respectively, of the Anderson model. Equation (13) is the mapping condition. Since \( \Delta(\varepsilon) \) determined by Eq. (13b) depends on the temperature \( T \) of the reservoir for the Hubbard model, the mapped Anderson model depends on the \( T \), i.e., the Anderson model includes the \( T \) as a parameter. If the Hubbard model is half filled and symmetrical, the Anderson model is also half filled and symmetrical, so that \( \tilde{n} = n, \tilde{\Delta}(\varepsilon) = \Delta(\varepsilon), \tilde{\rho}(\varepsilon) = \rho(\varepsilon), \text{Im} \tilde{G}_\sigma(\varepsilon + i0) = \text{Im} G_\sigma(\varepsilon + i0), \text{Re} \tilde{G}_\sigma(\varepsilon + i0) = -\text{Re} G_\sigma(\varepsilon + i0), \text{Re} \tilde{G}_\sigma(+i0) = 0 \), and so on.

If the multisite self-energy is ignored in Eq. (13b), i.e., if \( \Delta \Sigma_\sigma(i\varepsilon_l, k) = 0 \) is assumed, the Kondo-lattice theory is reduced to the single-site and multisite approximation (S1A, S\( \Sigma \)A, S3A), which is rigorous for infinite dimensions or, precisely speaking, for \( 1/D = 0 \) and within the constrained Hilbert subspace where no symmetry is allowed to be broken. Either the dynamical mean-field theory or the dynamical coherent potential approximation is the S3A theory.

The mapping condition of Eq. (13b) can also be described as

\[ \tilde{\Delta}(\varepsilon) = \frac{\pi \rho(\varepsilon)}{[\text{Re} R_\sigma(\varepsilon + i0)]^2 + [\pi \rho(\varepsilon)]^2} - |\text{Im} \Sigma_\sigma(\varepsilon + i0)|. \] (15)

If \( U/|t| = 0 \), \( \Sigma_\sigma(\varepsilon + i0, k) = 0 \); and either \( \text{Re} R_\sigma(\varepsilon + i0) \) or \( \rho_0(\varepsilon) \) is continuous and finite at \( \varepsilon = 0 \), even for \( D = 2 \) and \( n = 1 \) in the presence of \( \Gamma(\varepsilon + i0) \). Then, it follows from Eq. (15) that

\[ 0 < \lim_{\varepsilon \to 0} \tilde{\Delta}(\varepsilon) < +\infty, \] (16)

for \( U = 0 \). On the other hand, according to the previous paper,\(^{23}\)

\[ \tilde{\Delta}(\varepsilon) \geq |\text{Im} \Gamma(\varepsilon + i0)|, \] (17)

is satisfied for any finite \( U \). A critical \( U_c \) can be defined such that Eq. (16) is satisfied for \( 0 \leq U < U_c \) while it is not satisfied for \( U \geq U_c \). In the temperature range defined by Eq. (7), no symmetry

\(^{21}\) In the actual mapping procedure, \( \tilde{\Delta}(\varepsilon) \) has to be self-consistently determined with the single-site and multisite self-energies according to Eq. (13b) in order for Eq. (14b) to be satisfied.

\(^{**}\) It is quite easy to show that, under S3A, if Eq. (16) is satisfied then \( |\rho(0)|_{T=0K} \) is constant as a function of \( U/|t| \), i.e., \( |\rho(0)|_{T=0K} = \rho_0(0) \). As studied in Fig. 2 of this paper, if the RVB mechanism is considered beyond S3A and if Eq. (16) is satisfied, \( \rho(0) \) decreases as \( U/|t| \) increases for any finite \( D \), even for \( 1/D = 0^+ \); in the half-filled case, in particular, \( \rho(0)|_{T=0K} \to 0 \) as \( U/|t| \to +\infty \) unless \( 1/D = 0 \).

\(^{***}\) The conventional Weiss mean fields for spin density wave (SDW) or magnetism, charge density wave (CDW), and isotropic \( s \)-wave or BCS superconductivity are of the zeroth order in \( 1/D \). Since the conventional Weiss mean fields are multisite effects, they cannot be considered in any single-site approximation.
can be broken for any finite $U$; thus, it is anticipated that the conventional perturbative analysis in terms of $U$ is valid for any finite $U$, and that Eq. (16) is therefore satisfied for any finite $U$. For the moment, it is assumed that the critical $U_c$ is infinite, even for $D = 1$ and $n = 1$\textsuperscript{[3]}\textsuperscript{[3]}. The relevance or irrelevance of this assumption is critically examined in §4.3 and Appendix B but independently from different points of view; in particular, that in the case of $D = 1$ and $n = 1$ is critically examined in §6.

3.1.2. Polarization function in the spin channel

The decomposition of the irreducible polarization function $\pi_s(i\omega_l, q)$ in the spin channel into the single-site and multisite ones can also be described in the wave-number representation: $\pi_s(i\omega_l, q) = \pi_s(i\omega_l) + \Delta\pi_s(i\omega_l, q)$, where $\pi_s(i\omega_l)$ is the single-site one, $\Delta\pi_s(i\omega_l, q)$ is the multisite one, and $\omega_l = 2l\pi k_BT$, with $l$ being an integer, is a bosonic energy. The single-site $\pi_s(i\omega_l)$ is also mapped to the local $\tilde{\pi}_s(i\omega_l)$ of the Anderson model: $\pi_s(i\omega_l) = \tilde{\pi}_s(i\omega_l)$. The spin susceptibilities of the Anderson and Hubbard models are given by

$$\tilde{\chi}_s(i\omega_l) = \frac{2\tilde{\pi}_s(i\omega_l)}{1 - U\tilde{\pi}_s(i\omega_l)}, \quad \chi_s(i\omega_l, q) = \frac{2\pi_s(i\omega_l, q)}{1 - U\pi_s(i\omega_l, q)},$$

(18)

respectively, where the conventional factor $(1/4)g^2\mu_B^2$ is not included.

The Kondo temperature $T_K$ can also be defined for the Hubbard model by

$$[\tilde{\chi}_s(0; T)]_{T \to 0_K} = 1/[k_BT_K(T)].$$

(19)

In Eq. (19), the subscript $T \to 0_K$ means that the temperature of the reservoir for the Anderson model is zero; and the temperature of the reservoir for the Hubbard model, i.e., the parameter $T$ is explicitly shown because $\tilde{\chi}_s(0)$ and $T_K$ depend on it. The $k_BT_K(T)$ or $k_BT_K$ defined by Eq. (19) is the energy scale discussed in §1 and §2.

The analysis so far is valid for any finite $U/|t|$. The analysis in the following part is only valid for $U/|t| \gg 1$. It is obvious that if $U/|t| \gg 1$ then $k_BT_K/U \ll 1$. Then, it follows that

$$\tilde{\chi}_s(i\omega_l) = O[1/(k_BT_K)], \quad \chi_s(i\omega_l, q) = O[1/(k_BT_K)],$$

(20)

for $T \lesssim T_K$ and $|\omega_l| \lesssim k_BT_K$; and it follows that

$$U\tilde{\pi}_s(i\omega_l) = 1 + O(k_BT_K/U), \quad U\pi_s(i\omega_l, q) = 1 + O(k_BT_K/U),$$

(21)

and, therefore, $U^2\Delta\pi_s(i\omega_l, q) = O(1)$. If Eq. (21) is used, it immediately follows that

$$U[1 - U\tilde{\pi}_s(i\omega_l)] = \left[2/\tilde{\chi}_s(i\omega_l)\right][1 + O(k_BT_K/U)],$$

(22)

$$\chi_s(i\omega_l, q) = \frac{\tilde{\chi}_s(i\omega_l)}{1 - (1/4)\tilde{I}_s(i\omega_l, q)}\tilde{\chi}_s(i\omega_l)[1 + O(k_BT_K/U)],$$

(23)

for $T \lesssim T_K$ and $|\omega_l| \lesssim k_BT_K$, where

$$\tilde{I}_s(i\omega_l, q) = 2U^2\Delta\pi(i\omega_l, q).$$

(24)

The terms of $O(k_BT_K/U)$ in Eqs. (22) and (23) are ignored in this paper. Equation (23) is consistent with the physical picture for Kondo lattices that local spin fluctuations interact with each other with an intersite exchange interaction; $I_s(i\omega_l, q)$ is none other than the intersite exchange interaction.

\textsuperscript{[3]} If a complete gap opens in the self-consistent $\rho(\varepsilon)$, as proposed by Lieb and Wu\textsuperscript{[22]} for the half-filled case in one dimension, Eq. (10) is not satisfied; according to the previous paper\textsuperscript{[22]} a necessary condition for a complete gap to open is that $\Delta(0) = 0$ or $\Delta(\varepsilon)$ includes the delta function $\delta(\varepsilon)$.\textsuperscript{[3]}

The Néel temperature \( T_N \) can be determined by Eq. (23):

\[
T_N = \text{max} \left[ T_N(q) \right],
\]

where \( T_N(q) \) as a function of \( q \) is defined by

\[
[1 - (1/4) I_s(0, q) \tilde{\chi}_s(0)]_{T=T_N(q)} = 0.
\]

In this paper, it is assumed that \( T_N \ll T_K \) or no \( T_N \) exists.

### 3.1.3. Three-point vertex function in the spin channel

The reducible and irreducible three-point vertex functions in the spin channel are also decomposed into the single-site and multisite ones. The single-site functions of them can also be mapped to the local vertex functions of the mapped Anderson model, respectively. If they are denoted by \( \tilde{\Lambda}_s(i\varepsilon_l, i\varepsilon_l + i\omega'; i\omega) \) and \( \tilde{\lambda}_s(i\varepsilon_l, i\varepsilon_l + i\omega'; i\omega) \), respectively, then

\[
\tilde{\Lambda}_s(i\varepsilon_l, i\varepsilon_l + i\omega'; i\omega) = \tilde{\lambda}_s(i\varepsilon_l, i\varepsilon_l + i\omega'; i\omega) / [1 - U \tilde{\pi}_s(i\omega)].
\]

If Eq. (22) is used, it follows that

\[
U \tilde{\lambda}_s(i\varepsilon_l, i\varepsilon_l + i\omega'; i\omega) = \left[ 2 / \tilde{\chi}_s(i\omega') \right] \tilde{\Lambda}_s(i\varepsilon_l, i\varepsilon_l + i\omega'; i\omega).
\]

### 3.2. Normal Fermi liquid in the mapped Anderson model

If Eq. (16) is satisfied, the Fermi surface exists in the conduction band of the mapped Anderson model, as discussed in Appendix B.2, so that definitely \( T_K > 0 \). If \( T_K > 0 \), the ground state of the Anderson model is the local normal Fermi liquid, as discussed in [1], even if the multi-site self-energy of the Hubbard model is anomalous.

An infinitesimal external Zeeman energy is introduced into the mapped Anderson model: \( \hat{H}_Z = -\tilde{h}(\tilde{n}_\uparrow - \tilde{n}_\downarrow) \), where \( \tilde{h} = 0^+ \), and \( \tilde{n}_\sigma \) is the number operator for localized electrons with spin \( \sigma \) in the mapped Anderson model. If \( T_K > 0 \), the local self-energy of the mapped Anderson model is analytic on the real axis, so that it can be expanded in terms of \( i\varepsilon_l \):

\[
\tilde{\Sigma}_\sigma(i\varepsilon_l) = \tilde{\Sigma}_0 + (1 - \tilde{\phi}_1) i\varepsilon_l + \sigma (1 - \tilde{\phi}_2) \tilde{h} - \tilde{\phi}_2^2 (i\varepsilon_l)^2 / [\pi \tilde{\Delta}(0)] - i(\varepsilon_l / |\varepsilon_l|) \left[ \tilde{\phi}_{21} (i\varepsilon_l)^2 + \tilde{\phi}_{22} (k_B T)^2 \right] / [\pi \tilde{\Delta}(0)] + \cdots,
\]

where \( \tilde{\phi}_1 \geq 1, \tilde{\phi}_2 \geq 1, \tilde{\phi}_{21} \geq 0, \tilde{\phi}_{22} \geq 0, \) and \( \tilde{\phi}_{22} \geq 0 \), in general; and \( \tilde{\phi}_2 = 0 \) in the symmetrical model. If \( U / [\pi \tilde{\Delta}(0)] \gg 1 \), then \( \tilde{\phi}_1 \gg 1, \tilde{\phi}_{21} \gg 1, \) and \( \tilde{\phi}_{22} \gg 1; \) and

\[
\tilde{W}_s = \tilde{\phi}_s / \tilde{\phi}_1 = O(1), \quad \tilde{W}_{21} = \tilde{\phi}_{21} / \tilde{\phi}_1^2 = O(1), \quad \tilde{W}_{22} = \tilde{\phi}_{22} / \tilde{\phi}_1^2 = O(1).
\]

The \( \tilde{W}_s \) is none other than the Wilson ratio. If \( \tilde{\Delta}(\varepsilon) \) is constant as a function of \( \varepsilon \), \( \tilde{W}_s = 2 \) in the \( s-d \) model or the \( s-d \) limit of the Anderson model[3,9]. It is anticipated that if \( U / |t| \gg 1 \) and \( n \simeq 1 \) then \( \tilde{W}_s \approx 2 \) for the mapped Anderson model, whose \( \tilde{\Delta}(\varepsilon) \) depends on \( \varepsilon \), in general.

Since the self-energy \( \tilde{\Sigma}_\sigma(i\varepsilon_l) \) is analytic on the real axis, the Fermi-liquid relation[24,35,9] has to be satisfied in a self-consistent solution, even if the multi-site \( \Delta \Sigma_\sigma(\varepsilon + i0, k) \) is anomalous. Here, \( \tilde{T} \) is treated as being independent of \( T \); the parameter \( T \) is explicitly shown. If \( \tilde{T} \to 0 \) K is assumed for a given \( T \), the susceptibility of the Anderson model is given by

\[
[\tilde{\chi}_s(0; T)]_{\tilde{T} \to 0 \ K} = 1 / [k_B T_K(T)] = \left[ 2 \tilde{\phi}_s(T) \tilde{\rho}(0; T) \right]_{\tilde{T} \to 0 \ K},
\]

where Eq. (19) is used. If \( \tilde{T} \) is sufficiently low such that \( \tilde{T} \ll T_K \), then it follows that

\[
\tilde{\chi}_s(0; T) = \left[ 1 - O(\delta_T^2) \right] / [k_B T_K(T)] = 2 \tilde{\phi}_s(T) \tilde{\rho}(0; T) [1 - O(\delta_T^2)].
\]
where \( \delta_T = \tilde{T}/T_K(T) \); therefore, it follows that

\[
\tilde{\rho}(0; T) \approx 1 \left[ 2\tilde{\phi}_s(T)k_BT_K(T) \right] \propto 1 \left[ \tilde{\phi}_1(T)k_BT_K(T) \right],
\]

(32)

On the other hand, if \( \bar{n} = 1 \) and \( \tilde{T} \to 0 \), then \( \text{Re} \tilde{G}_\sigma(+i0; T) = 0 \) and \( \text{Im} \tilde{\Sigma}_\sigma(+i0; T) \to 0 \); thus, it follows that according to Eqs. (14) and (15) that

\[
\left[ \pi \tilde{\rho}(0; T) \tilde{\Delta}(0; T) \right]_{T \to 0 K} = 1.
\]

(33)

Therefore, if \( \tilde{T} \ll T_K(T) \) and \( \bar{n} \approx 1 \) then \( \pi \tilde{\rho}(0; T) \tilde{\Delta}(0; T) \approx 1 \), so that

\[
\pi \tilde{\Delta}(0; T) \approx 2\tilde{\phi}_s(T)k_BT_K(T) \propto \tilde{\phi}_1(T)k_BT_K(T).
\]

(34)

The bosonic energy for \( \tilde{T} \) is denoted by \( \tilde{\omega}_l = 2\pi lk_BT \), with \( l \) being an integer. According to the Ward relation, it follows that

\[
\tilde{\Lambda}_s(i\tilde{\varepsilon}_i, i\tilde{\varepsilon}_l + i\tilde{\omega}_l, i\tilde{\omega}_l; T) = 1 - \frac{1}{\hbar} \lim_{\omega \to 0} \frac{1}{2} \frac{d}{d\omega} \left[ \tilde{\Sigma}_s(i\tilde{\varepsilon}_i; T) - \tilde{\Sigma}_s(i\tilde{\varepsilon}_l; T) \right],
\]

(35)

where \( \tilde{\omega}_l = 0 \). According to Eqs. (28) and (35),

\[
\tilde{\Lambda}_s(i\tilde{\varepsilon}_i, i\tilde{\varepsilon}_l + i\tilde{\omega}_l, i\tilde{\omega}_l; T) = \tilde{\phi}_s(T),
\]

(36)

where \( \tilde{\omega}_l = 0 \). According to Eqs. (27) and (36),

\[
U\tilde{\Lambda}_s(i\tilde{\varepsilon}_i, i\tilde{\varepsilon}_l + i\tilde{\omega}_l, i\tilde{\omega}_l; T) = 2\tilde{\phi}_s(T) / \tilde{\chi}_s(i\tilde{\omega}_l; T),
\]

(37)

where \( \tilde{\omega}_l = 0 \). In this paper, Eq. (37) is used for \(|\varepsilon_i| \ll k_BT_K(T) \) and \(|\tilde{\omega}_l| \ll k_BT_K(T) \).

When the above relations are used in a self-consistent solution for the Hubbard model, \( \tilde{T} = T \) has to be assumed. Every single-site property depends on the parameter \( T \). If the parameter \( T \) is much lower than \( T_K \), the parameter-\( T \) dependence is so small that it can be ignored, except in the case of \( D = 2 \) and \( n \approx 1 \), as discussed in \[36\].

If Eq. (28) is used, the Green function of the Hubbard model is given by

\[
G_\sigma(i\varepsilon_i, k) = \frac{1}{\varepsilon_i - \mu^* - [E(k) + \Delta \Sigma_\sigma(i\varepsilon_i, k)] / \tilde{\phi}_1 - \tilde{\gamma}_k(i\varepsilon_i)},
\]

(38a)

\[
g_\sigma(i\varepsilon_i, k) = \frac{1}{i\varepsilon_i + \mu^* - [E(k) + \Delta \Sigma_\sigma(i\varepsilon_i, k)] / \tilde{\phi}_1 - \tilde{\gamma}_k(i\varepsilon_i)}
\]

(38b)

\[
\tilde{\gamma}_k(i\varepsilon_i) = -i(\varepsilon_i/|\varepsilon_i|) [\tilde{W}_{21}(i\varepsilon_i)^2 + \tilde{W}_{22}(k_BT)^2] \tilde{\phi}_1 / [\pi \tilde{\Delta}(0)].
\]

(38c)

In Eq. (38b), \( \Gamma(i\varepsilon_i), \tilde{\delta}, \) and \(-\tilde{\phi}_2(i\varepsilon_i)^2 / [\pi \tilde{\Delta}(0)] \) are ignored. The Green function given by Eq. (38) can describe only electrons in the vicinity of the chemical potential but it cannot describe electrons in the upper and lower Hubbard bands; Eq. (38b) is accurate for \(|\varepsilon_i| \ll k_BT_K \) and \( T \ll T_K \) and is approximate for \(|\varepsilon_i| \lesssim k_BT_K \) or \( T \lesssim T_K \). If \( 0 < 1/\tilde{\phi}_1 \approx 1 \) and \( 0 < k_BT_K \ll |\varepsilon_i| \), a narrow band appears in the vicinity of the chemical potential. The narrow band is none other than the Gutzwiller band.\[10\] \[11\] \[12\] The spectral weight of the Gutzwiller band is \( 1/\tilde{\phi}_1 \).

3.3. **Superexchange Interaction**

The intersite exchange interaction \( I_s(i\omega_l, q) \) can be decomposed into three terms:

\[
I_s(0, q) = J_s(0, q) + J_Q(0, q) + A(0, q),
\]

(39)
where $J_s(0, q)$ is the superexchange interaction, and $J_Q(0, q; T)$ is an exchange interaction that arises from the virtual exchange of a pair excitation of an electron and a hole within the Gutzwiller band, and $\Lambda(i\omega_l, q)$ is the sum of all the remaining terms of $J_s(i\omega_l, q)$, such as the mode-mode coupling term, terms due to quantum and thermal critical fluctuations, and so on. Only the superexchange interaction $J_s(i\omega_l, q)$ is considered in this subsection.

According to Hubbard’s theory, the band splits into the upper and lower Hubbard bands. Since Hubbard’s theory is under the single-site approximation, this result on the band splitting can be approximately used for high-energy local properties of the mapped Anderson model. The Green function and the self-energy of the mapped Anderson model are approximately given by

$$
\tilde{G}_\sigma(i\varepsilon_l) = \frac{1}{i\varepsilon_l + \mu - \varepsilon_d + \sigma \hbar - \Sigma_\sigma(i\varepsilon_l)}
$$

\[ (40a) \]

$$
\frac{1}{i\varepsilon_l + \mu - \varepsilon_d + \langle \tilde{n}_{-\sigma} \rangle + \langle \tilde{n}_{-\sigma} \rangle} + \langle \tilde{n}_{-\sigma} \rangle
$$

\[ (40b) \]

for $|\varepsilon_l| \gg k_B T_K$, where $\langle \tilde{n}_{\sigma} \rangle$ is the number of localized electrons with spin $\sigma$ in the presence of the infinitesimal Zeeman energy $\hbar$; in Eq. (40b), $\hbar$’s in the denominators are ignored because they are not crucial. If the rigorous $\langle \tilde{n}_{\uparrow} \rangle$ and $\langle \tilde{n}_{\downarrow} \rangle$ are used in Eq. (40), i.e., if

$$
\tilde{\chi}_\sigma(0) = \lim_{\hbar \to 0} (d/d\hbar)(\langle \tilde{n}_{\uparrow} \rangle - \langle \tilde{n}_{\downarrow} \rangle),
$$

\[ (41) \]

is used, it follows according to Eqs. (27), (35), and (40) that

$$
U \tilde{\chi}_\sigma(i\varepsilon_l, i\varepsilon_l + i\omega_p; i\omega_p) = -\frac{1}{\tilde{G}_\sigma^2(i\varepsilon_l)} \left( \frac{1}{i\varepsilon_l + \mu - \varepsilon_d + \langle \tilde{n}_{-\sigma} \rangle} + \frac{1}{i\varepsilon_l + \mu - \varepsilon_d - \hbar} \right),
$$

\[ (42) \]

for $\omega_p = 0$ and $|\varepsilon_l| \gg k_B T_K$.

The superexchange interaction arises from the virtual exchange of an electron in the upper Hubbard band and a hole in the lower Hubbard band, as discussed in [11] and is a second-order effect in $-t/\sqrt{D}$. According to Eq. (24), therefore, the superexchange interaction is given by

$$
J_s(i\omega_l, q) = \frac{1}{T} \sum_q e^{iq \cdot (R_n - R_s)} J_{ij}(i\omega_l),
$$

\[ (43a) \]

$$
J_{ij}(i\omega_l) = \delta_{ij} 2k_B T \sum_{\nu} \left( -t/\sqrt{D} \right)^2 U^2 \tilde{\chi}_\sigma(i\varepsilon_l, i\varepsilon_l + i\omega_l; i\omega_l) R^2_\sigma(i\varepsilon_l + i\omega_l),
$$

\[ (43b) \]

where $R_\sigma(i\varepsilon_l) = \tilde{G}_\sigma(i\varepsilon_l)$. If Eq. (42) is used, the static part of $J_{ij}(i\omega_l)$ is given by

$$
J_{ij}(0) = \delta_{ij} J/D, \quad J = -4t^2/U.
$$

\[ (44) \]

This agrees with the one derived by the conventional theory.

Since $J_{ij}(\omega + i0) \to 0$ as $\omega \to +\infty$, and $J_{ij}(\omega + i0)$ is analytical in the upper-half complex plane, $J_{ij}(i\omega_l)$ can be described, in general, as

$$
J_{ij}(i\omega_l) = \delta_{ij} \frac{J}{D} \int_0^{+\infty} dx X_{\mu}(x) \left( \frac{1}{i\omega_l + x} - \frac{1}{i\omega_l - x} \right), \quad \int_0^{+\infty} dx \frac{X_{\mu}(x)}{x} = \frac{1}{2}.
$$

\[ (45) \]

According to a previous paper, $J_Q(0, q)$ has a novel property such that its strength is proportional to $k_B T_K$, i.e., the bandwidth of the Gutzwiller band.
Since \( X_f(x) \) has a peak around \( x = U \), it is assumed in this paper that \( X_f(x) = (1/2)U \delta(x - U) \).

Then, it follows that

\[
J_s(i\omega_l, q) = \frac{2J}{\sqrt{D}} \varphi_D(q) \left( \frac{U}{2} \left( \frac{1}{i\omega_l + U} - \frac{1}{i\omega_l - U} \right) \right). \tag{46}
\]

In the static limit of \( |\omega_l|/U \to 0 \), Eq. (46) is reduced to

\[
J_s(i\omega_l, q) = \frac{2J}{\sqrt{D}} \varphi_D(q) = \frac{2J}{D} \sum_{\nu=1}^{D} \cos(q_\nu \alpha). \tag{47}
\]

The \( J_s(i\omega_l, q) \) is of higher order in \( 1/D \) for almost all the \( q \)'s, although it is of the zeroth order in \( 1/D \) for particular \( q \)'s such as \( q = (0, 0, \cdots, 0) \), \( q = (\pi/a)(\pm1, \pm1, \cdots, \pm1) \), and so on.

### 3.4. Perturbative scheme of the Kondo-lattice theory

Electrons in the vicinity of \( \mu \) interact with each other by the mutual interaction mediated by spin fluctuations. The mutual interaction of the first order in the spin-fluctuation mode is given by

\[
U^2 \tilde{\lambda}_s(i\epsilon_{\nu'}, i\epsilon_{\nu} + i\omega_l; i\omega_l) \tilde{\lambda}_s(i\epsilon_{\nu'}, i\epsilon_{\nu} - i\omega_l; -i\omega_l) \left[ \chi_s(i\omega_l, q) - \tilde{\chi}_s(i\omega_l) \right], \tag{48}
\]

where \( i\epsilon_{\nu'} \) and \( i\epsilon_{\nu'} \) are the energies of incoming electrons, and \( i\epsilon_{\nu'} + i\omega_l \) and \( i\epsilon_{\nu'} - i\omega_l \) are the energies of outgoing electrons. Since the single-site part is considered in the mapping to the Anderson model, it is subtracted in Eq. (48) in order to avoid double counting. It follows that

\[
\chi_s(i\omega_l, q) - \tilde{\chi}_s(i\omega_l) = (1/4) \tilde{\chi}^2(i\omega_l) I_s^*(i\omega_l, q), \tag{49a}
\]

\[
I_s^*(i\omega_l, q) = \frac{I_s(i\omega_l, q)}{1 - (1/4)I_s(i\omega_l, q)\tilde{\chi}_s(i\omega_l)}. \tag{49b}
\]

If Eqs. (37) and (49) are used for \( |\omega_l| \lesssim k_B T \), Eq. (48) is simply described as \( \tilde{\phi}_s^2 I_s^*(i\omega_l, q) \).

If once the mapped Anderson model is solved and the single-site \( \Sigma_\sigma(i\epsilon_l) \) and \( \tilde{\chi}_s(i\omega_l) \) are given, the multisite \( \Delta \Sigma_\sigma(i\epsilon_l, k) \) and \( \Delta \pi(i\omega_l, q) \) can be perturbatively calculated in terms of the intersite \( I_s(i\omega_l, q) \), although the mapped Anderson model has to be self-consistently solved with the multisite terms. Since the single-site terms are given by the local terms of the mapped Anderson model, only multisite terms have to be considered in this perturbative scheme in order to avoid double counting. In this perturbative scheme, thus, the intersite \( I_s(i\omega_l, q) \) has to be treated as the bare intersite exchange interaction, and the single-site \( \tilde{\phi}_s \) has to be treated as the bare vertex function in the spin channel; and \( I_s^*(i\omega_l, q) \) is the renormalized intersite exchange interaction, which is enhanced or screened by intersite spin fluctuations depending on \( q \).

It is straightforward to show that \( I_s(i\omega_l, q) \) is of higher order in \( 1/D \) for almost all the \( q \)'s except for particular \( q \)'s, as \( J_s(i\omega_l, q) \); e.g., the \( I_s(0, Q) \), where \( Q \) is the ordering wave number determined by Eq. (25), is of the zeroth order in \( 1/D \) and it corresponds to the conventional Weiss mean field. The Kondo-lattice theory, which is a perturbative theory in terms of \( I_s(i\omega_l, q) \), is none other than \( 1/D \) expansion theory.

### §4. Resonating-Valence-Bond (RVB) Electron Liquid

#### 4.1. Fock-type exchange effect of the superexchange interaction

There are two types of self-energy of the first order in \( J_s(i\omega_l, q) \). One is the Hartree-type self-energy:

\[
\Sigma_\sigma^J(i\epsilon_l) = k_B T \sum_{\nu} e^{i\epsilon_{\nu} 0^+} \frac{1}{\phi_s} J_s(0, 0) R_{-\sigma}(i\epsilon_{\nu}). \tag{50}
\]
The other is the Fock-type self-energy:

$$\Delta \Sigma^{(\text{RVB})}_{\sigma}(i\varepsilon_l, k) = \frac{k_B T}{L} \sum_{l', p, \sigma, \sigma'} \frac{1}{4} \tilde{g}_s J_s (i\varepsilon_l - i\varepsilon_{l'} + \mathbf{k} - \mathbf{p}) (\sigma^{\sigma\sigma'} \sigma'^{\sigma\sigma'}) G_{\sigma'}(i\varepsilon_{l'}, \mathbf{p}),$$

(51)

where $\mathbf{g} = (\sigma_x, \sigma_y, \sigma_z)$ is the Pauli matrix. The Hartree-type self-energy is included in the conventional Hartree term, which is given by

$$\Sigma^{(\text{H})}_{\sigma}(i\varepsilon_l) = k_B T \sum_{l'} e^{i\varepsilon_{l'} 0^+} U R_{-\sigma}(i\varepsilon_{l'}),$$

(52)

as a part of it. Since the conventional Hartree term is one of the terms for the single-site self-energy, which is considered in the mapping to the Anderson model, the Hartree-type self-energy has not to be considered in order to avoid double counting. What is considered by the Fock-type self-energy is the Fock-type exchange effect of the superexchange interaction, which is none other than the RVB mechanism, thus, the Fock-type self-energy is called the RVB self-energy.

If Eqs. (38) and (46), and the equality of

$$2 \varphi_D(k - \mathbf{p}) = \frac{1}{\sqrt{D}} \sum_{\nu=1}^{D} \left[ \cos(k, a) \cos(p, a) + \sin(k, a) \sin(p, a) \right],$$

(53)

are used, the RVB self-energy is calculated to be

$$\Delta \Sigma^{(\text{RVB})}_{\sigma}(i\varepsilon_l, \mathbf{k}) = (3/4) \tilde{\phi}_1 \tilde{W}_{s}^2 (J/D) \Xi_D(i\varepsilon_l) \varphi_D(k),$$

(54)

where $\tilde{W}_{s} = \tilde{\phi}_s / \tilde{\phi}_1$ is the Wilson ratio, and

$$\Xi_D(i\varepsilon_l) = \frac{1}{L} \sum_{\mathbf{p}} \varphi_D(\mathbf{p}) \left\{ \frac{U}{2} \left[ n(U) g_{\sigma}(i\varepsilon_l + U, \mathbf{p}) - n(-U) g_{\sigma}(i\varepsilon_l - U, \mathbf{p}) \right] - \frac{1}{\pi} \int_{-\infty}^{+\infty} d \epsilon f(\epsilon) \left[ \frac{1}{i\varepsilon_l - \epsilon + U} - \frac{1}{i\varepsilon_l - \epsilon - U} \right] \text{Im} g_{\sigma}(\epsilon + i0, \mathbf{p}) \right\},$$

(55)

where $g_{\sigma}(\epsilon + i0, \mathbf{p})$ is given by Eq. (38b). $f(\epsilon)$ is defined by Eq. (10), and

$$n(\epsilon) = 1/\left[ e^{\epsilon/(k_B T)} - 1 \right].$$

(56)

It is easy to show that

$$\lim_{|\varepsilon_l|/U \to +\infty} \Xi_D(i\varepsilon_l) = 0, \quad \lim_{|\varepsilon_l|/U \to +\infty} \Delta \Sigma^{(\text{RVB})}_{\sigma}(i\varepsilon_l, \mathbf{k}) = 0.$$  

(57)

In the large limit of $U/|\varepsilon_l|$, $\Xi_D(i\varepsilon_l)$ is simply given by

$$\Xi_D = \frac{1}{L} \sum_{\mathbf{p}} \varphi_D(\mathbf{p}) \int_{-\infty}^{+\infty} d \epsilon f(\epsilon) \left( -\frac{1}{\pi} \right) \text{Im} g_{\sigma}(\epsilon + i0, \mathbf{p}).$$

(58)

If $U/|t| \gg 1$ and $|\varepsilon_l|/U \ll 1$, Eq. (58) can be used for $\Xi_D(i\varepsilon_l)$ with a sufficient accuracy. Then,

$$\Delta \Sigma^{(\text{RVB})}_{\sigma}(i\varepsilon_l, \mathbf{k}) = \tilde{\phi}_1 (3/4) \tilde{W}_{s}^2 (J/D) (|t|/|l|) |\Xi_D| \varphi_D(k).$$

(59)

Even if Eq. (47) is used instead of Eq. (46), Eq. (59) can also be derived. The RVB self-energy is of higher order in $1/D$, as anticipated.
Since $\Delta \Sigma^{(\text{RVB})}(\epsilon; k)$ given by Eq. (59) does not depend on $\epsilon$, $g_0(\epsilon; k)$ is simply given by

$$g_0(\epsilon; k) = \frac{1}{\epsilon + \nu - \xi(k) - \gamma_k(\epsilon)};$$

(60a)

$$\xi(k) = -2t^* \varphi_D(k), \quad 2t^* = 2(t/\tilde{\phi}_1) + (t/|t|)c_J(|J|/D), \quad c_J = (3/4)\tilde{W}_s^2|\Xi_D|,$$  

(60b)

where $\mu^*$ is defined by Eq. (63) and $|J| = 4t^2/U$. The density of states is given by

$$\rho(\epsilon) = \rho(\epsilon) = -\frac{1}{\pi L} \sum_k \text{Im} \left[ (1/\tilde{\phi}_1) g_0(\epsilon + i0, k) \right].$$

(61)

Either Eq. (60) or (61) can describe only the Gutzwiller band but cannot describe the upper and lower Hubbard bands.

Since $c_J$ or $|\Xi_D|$, $\mu^*$, $t^*$, and $\tilde{\phi}_1$ depend on each other, they have to be self-consistently calculated with each other as a function of $T$ and $\mu$, or $T$ and $n(\mu)$. If no symmetry is broken even at $T = 0$ K, the Fermi-surface sum rule can be used to determine $\mu^*$ for $T = 0$ K:

$$n(\mu) = \frac{2}{\pi} \sum_k \int_{-\infty}^{+\infty} d\epsilon f(\epsilon) \delta[\epsilon + \mu^* - \xi(k)].$$

(62)

If $T = 0$ K is assumed in Eq. (62), Eq. (62) is none other than the Fermi-surface sum rule; e.g., certainly $\mu^* = 0$ for $n = 1$, which is required to be satisfied because of the particle-hole symmetry. If $T = 0$ K and $\mu^* = 0$ are assumed, it is easy to calculate $\Xi_D$ defined by Eq. (58); e.g., $|\Xi_1| = 1/\pi = 0.31831 \cdots$, $|\Xi_2| = 2\sqrt{2}/\pi^2 = 0.28658 \cdots$, and $|\Xi_\infty| = 1/(2\sqrt{\pi}) = 0.283095 \cdots$; i.e., $|\Xi_D| \simeq 1/3$ for any $D$. If $|\Xi_D| = 1/3$ and $\tilde{W}_s = 2$ are assumed, then $c_J = 1$. Since $|t^*| \propto k_B T_K$ and $|\xi(t)| = O(k_B T_K)$, as shown in Eq. (68) in §4.2, Eq. (62) can be used, approximately but with a sufficient accuracy, for $T$ in the range defined by Eq. (7). If $n \simeq 1$ and $T$ is in the range defined by Eq. (7), then $|\mu^*| \ll |t^*|$, so that $|\Xi_D| \simeq 1/3$ and $c_J \simeq 1$ or $c_J = O(1)$.

4.2. Nature of the RVB electron liquid

The single-site self-energy has to be self-consistently calculated or determined with the RPB self-energy, although the self-consistency is not completed in §4.1. In this subsection, the nature of the self-consistent solution is studied under the assumption that the self-consistency is completed.

If the self-consistent $\tilde{\phi}_1$ is determined for a $U$ such that $U/|t| \gg 1$, then, according to Eq. (58a),

$$|t^*| = |t|\left[ (1/\tilde{\phi}_1) + 2c_J|t|/(DU) \right],$$

(63)

where $c_J = O(1)$. If $U/|t| \gg 1$ and if $n = 1$ or $n \simeq 1$, then $1/\tilde{\phi}_1 \ll 1$. Thus, it follows that

$$\frac{1}{\tilde{\phi}_1} + 2c_J|t|/(DU) \ll 1, \quad |t^*| \ll |t|.$$

(64)

Since $|t^*| \ll |t|$, the Gutzwiller band is certainly formed. Its bandwidth is $O(|t^*|)$.

If $U/|t| \gg 1$ and $1/\tilde{\phi}_1$ is one such that it satisfies

$$2c_J|t|/(DU) \ll 1/\tilde{\phi}_1 \ll 1,$$

(65)

the RPB self-energy is not the main term of Eq. (63). The bandwidth of the Gutzwiller band, which is $O(|t^*|)$, decreases as $1/\tilde{\phi}_1$ decreases. If $1/\tilde{\phi}_1$ is nonzero in the limit of $U/|t| \to \infty$, as shown in Eq. (7.2) in §4.3, the spectral weight of the Gutzwiller band, $1/\tilde{\phi}_1$, is also nonzero even in the limit of $U/|t| \to \infty$. 

On the other hand, if $U/|t| \gg 1$ and $1/\tilde{\phi}_1$ is so small that it satisfies

$$1/\tilde{\phi}_1 \lesssim 2cJ|t|/(DU) \ll 1,$$

the RVB self-energy is the main term of Eq. (63). Since the electron liquid in the Gutzwiller band is mainly stabilized by the RVB mechanism, it is none other than the RVB electron liquid. The bandwidth of the Gutzwiller band or the energy scale of the RVB electron liquid is almost independent of $1/\tilde{\phi}_1$ and is $O[|t^2/(DU)|]$. However, the spectral weight of the Gutzwiller band, $1/\tilde{\phi}_1$, is quite small or almost vanishing. Thus, the RVB electron liquid is almost a spin liquid or a quasi spin liquid.

In the temperature range defined by Eq. (7), the Fermi-liquid relations discussed in §3.2 are satisfied, approximately but with a sufficient accuracy for the analysis of this paper. If Eq. (65) or (66) is satisfied, it follows according to Eqs. (60) and (61) that

$$\rho(0) \propto 1/(\tilde{\phi}_1|t^*|), \quad \rho(0) = O[1/(\tilde{\phi}_1|t^*|)],$$

and it follows according to Eqs. (44) and (67) that

$$k_B T_K \propto |t^*|, \quad k_B T_K = O(|t^*|).$$

In particular, if Eq. (66) is satisfied, it follows according to Eqs. (44), (63), and (67) that

$$\rho(0) \propto (DU)/(\tilde{\phi}_1 t^2) \propto D/(\tilde{\phi}_1|J|), \quad \rho(0) = O[(DU)/(\tilde{\phi}_1 t^2)] = O[D/(\tilde{\phi}_1|J|)],$$

and it follows according to Eqs. (44), (63), and (68) that

$$k_B T_K \propto t^2/(DU) \propto |J|/D, \quad k_B T_K = O[t^2/(DU)] = O(|J|/D).$$

The $k_B T_K$ is enhanced by the RVB mechanism. The energy scale $k_B T_K$ of the Kondo-lattice theory is essentially the same one as the energy scale $|J|/D$ of the RVB theory.

4.3. On the critical $U_c$ and the self-consistent $1/\tilde{\phi}_1$

It is a crucial issue whether the self-consistent $\tilde{\phi}_1$ can be defined in a self-consistent solution. This issue is related with another crucial issue whether or not the critical $U_c$, which is defined in a way such that Eq. (16) is not satisfied for $U \geq U_c$, exists and, if it exists, whether it is finite or infinite.

In the Anderson model, in general, if Eq. (16) is satisfied, then $T_K > 0$ K; if Eq. (16) is not satisfied, then $T_K = 0$ K. In general, if $T_K > 0$ K, the local self-energy can be expanded as in Eq. (28) and the expansion coefficient $\tilde{\phi}_1$ can be defined; if $T_K = 0$ K, the $\tilde{\phi}_1$ cannot be defined. The contrapositions of these propositions are as follows: If the $\tilde{\phi}_1$ can be defined, then $T_K > 0$ K; if the $\tilde{\phi}_1$ cannot be defined, then $T_K = 0$ K. In general, if $T_K = 0$ K, the low-temperature entropy is so anomalous that the residual entropy is nonzero or the entropy decreases more slowly than the $T$-linear dependence as $T \to 0$ K. All of these are also true for the mapped Anderson model.

If the critical $U_c$ exists and it is finite, the self-consistent $\tilde{\phi}_1$ cannot be defined for $U \geq U_c$, so that $T_K = 0$ K for $U \geq U_c$. If $T_K = 0$ K, the low-temperature entropy has to be anomalous, as discussed above. Since it is unlikely that a phase with the anomalous low-temperature entropy is stable for a finite $U$ such that $U_c \leq U < +\infty$, it is unlikely that the critical $U_c$ is finite. This argument implies that if the critical $U_c$ exists for $n = 1$ or $n \neq 1$ then the critical $U_c$ has to be infinite.

If the RVB self-energy is explicitly considered as in this paper, in particular, it is impossible that the critical $U_c$ appears in the range of $|t| \ll U_c < +\infty$, as discussed below. If the critical $U_c$ is finite and $U_c \gg |t|$, it follows that

$$[k_B T_K]_{U=U_c-0^+} \propto |t^*| = (|t|/\tilde{\phi}_1) + 2cJ t^2/(DU_c), \quad [k_B T_K]_{U=U_c+0^+} = 0.$$
Unless $DU_c$ is infinite, even if $1/\tilde{\phi}_1 \to 0$ as $U \to U_c - 0^+$, $k_B T_K$ is discontinuous at the critical $U_c$; thus, the transition at the $U_c$ is a first-order or discontinuous transition. The nonzero $k_B T_K$ means that the energy gain due to the Kondo effect assisted by the RVB mechanism is nonzero, while the zero $k_B T_K$ means that the energy gain is zero. Thererfore, it is anticipated that the free energy of the phase at $U = U_c - 0^+$, whose $k_B T_K$ is nonzero, is lower than that of the phase at $U = U_c + 0^+$, whose $k_B T_K$ is zero. If this anticipation is true, it contradicts the possibility of the discontinuous transition, so that it contradicts the assumption that the finite $U_c$ exists. If the critical $U_c$ appears in the range of $U_c \gg |t|$, the critical $U_c$ has to be infinite unless $1/D = 0$.

According to Gutzwiller’s theory,\cite{10,11,12} which is for the canonical ensemble,

$$\lim_{U/|t| \to +\infty} 1/\tilde{\phi}_1 = c_c |(N/L) - 1|,$$  \hspace{1cm} (72a)

where $c_c > 0$ and $c_c = O(1)$, and $N$ is the number of electrons and is an integer. Since Gutzwiller’s theory is under the single-site approximation, the RVB mechanism is not considered in it. Either if the RVB mechanism is considered or if it is not considered, it is anticipated that at least

$$1/\tilde{\phi}_1 \geq c_g |n - 1|,$$  \hspace{1cm} (72b)

where $c_g > 0$ and $c_g \simeq c_c$, has to be satisfied for finite or infinite $U/|t|$ in the grand canonical ensemble. Thus, it is certain that the self-consistent $1/\tilde{\phi}_1$ can be defined at least for $n \neq 1$, even for $n = 1 \pm 0^+$, and for finite or infinite $U/|t|$. If $n \neq 1$, the critical $U_c$ does not exist.

According to the analysis in Appendix B.2 if the RVB mechanism is considered and if $n = 1$ or $n = 1 \pm 0^+$, then

$$\lim_{U/|t| \to +\infty} 1/\tilde{\phi}_1 = O\left[|t^2/(DU^2)|\right].$$  \hspace{1cm} (73)

If $n = 1$ or $n = 1 \pm 0^+$, the critical $U_c$ is infinite.

On the other hand, if $U/|t| \gg 1$ and $n = 1$, the probability of empty or double occupancy is $O\left[|t^2/(DU^2)|\right]$. If $U/|t| \gg 1$ and $n$ is very close to unity, it is anticipated that the probability is also $O\left[|t^2/(DU^2)|\right]$. If $U/|t| \gg 1$ and $n$ is sufficiently different from unity but is still sufficiently close to unity, the probability is proportional to $|n - 1|$. Thus, it is anticipated that the probability is as large as $\max[c_g |n - 1|, c_\phi t^2/(DU^2)]$, where $c_\phi > 0$ and $c_\phi = O(1)$. It is a reasonable conjecture on the basis of Eqs. (72) and (73) that the spectral weight of the Gutzwiller band, $1/\tilde{\phi}_1$, is proportional to the probability of empty or double occupancy:

$$1/\tilde{\phi}_1 \propto \max[c_g |n - 1|, c_\phi t^2/(DU^2)].$$  \hspace{1cm} (74)

If this conjecture is true, the electron liquid within the Gutzwiller band is the RVB electron liquid provided that

$$|t|/U \ll 1, \hspace{1cm} |n - 1| \lesssim |t|/(DU),$$  \hspace{1cm} (75)

are satisfied. The RVB electron liquid can be stabilized only in the half-filled and almost half-filled cases in the strong-coupling regime. The conjecture leads to another conjecture: If $|n - 1| \ll t^2/(DU^2)$, the Gutzwiller band is at the center of the Hubbard gap between the upper and lower Hubbard bands; and if $|n - 1| \gg t^2/(DU^2)$, the Gutzwiller band is at the bottom of the upper Hubbard band or the top of the lower Hubbard band, depending on whether $n > 1$ or $n < 1$.

4.4. Metallic conductivity

If $\tilde{\phi}_1 \to +\infty$, the density of states at the chemical potential, $\rho(0)$, is vanishing. It is interesting to examine whether or not the conductivity is vanishing in such a case.
Magnetic impurities are introduced into the Hubbard model:

\[
\mathcal{H}' = -\sum_{i\sigma\sigma'} J'_{i} \left( \sigma^{\sigma \sigma'} \cdot S'_{i} \right) d_{i\sigma}^{\dagger} d_{i\sigma'},
\]

where \( S'_{i} \) is an impurity spin at the \( i \)th unit cell. An ensemble is considered for the exchange-interaction constant \( J'_{i} \). It is assumed that \( J'_{i} \) is positive, or zero, or negative, and that it is completely random from unit cell to unit cell and from sample to sample:

\[
\langle \langle J'_{i} \rangle \rangle = 0, \quad \langle \langle J'_{i} J'_{j} \rangle \rangle = \delta_{ij}|J'|^{2}, \quad \langle \langle J'_{i} J'_{j} J'_{k} \rangle \rangle = 0, \quad \ldots,
\]

where \( \langle \langle \cdots \rangle \rangle \) stands for the ensemble average. If once the ensemble average is taken, the translational symmetry is restored in the averaged system. Thus, the self-energy due to impurity scatterings is diagonal with respect to the wave number. In this subsection, it is assumed that \( |J'_{i}| \ll k_{B}T_{K} \). In the Born approximation, the self-energy is given by solving self-consistently

\[
\Sigma_{\sigma}(i\varepsilon_{l}) = \frac{2}{\pi} S'(1 + 1)|J'|^{2} \frac{1}{L} \sum_{k} \frac{1}{\phi_{1}} \phi_{s}(i\varepsilon_{l}, k),
\]

where \( S' \) is the magnitude of the impurity spin, \( \Sigma_{\sigma}(i\varepsilon_{l}) \) is the ensemble-averaged self-energy, which corresponds to \( \Gamma(i\varepsilon_{l}) \) introduced in Eq. (22) and \( \phi_{s}(i\varepsilon_{l}, k) \) is the ensemble-averaged one of \( g_{\sigma}(i\varepsilon_{l}, k) \), which is defined by Eq. (60). Since \( W_{s} = \phi_{s}/\phi_{1} = O(1) \), as shown in Eq. (29), \( (1/\phi_{1})\Sigma_{\sigma}(i\varepsilon_{l}) \) is of the zeroth order in \( 1/\phi_{1} \). According to Eq. (34), \( \phi_{1}/[\pi\Delta(0)] \) is of the zeroth order in \( 1/\phi_{1} \), so that \( \Sigma_{\sigma}(i\varepsilon_{l}) \) is also of the zeroth order in \( 1/\phi_{1} \).

According to the Kubo formula, the electrical conductivity is given by

\[
\sigma_{xx}(\omega) = \frac{L}{\mu \omega} \left[ K_{xx}(\omega + i0) - K_{xx}(0) \right],
\]

where \( K_{xx}(\omega + i0) \) is the retarded one of

\[
K_{xx}(i\omega_{l}) = \frac{1}{La^{2}} \int_{0}^{1/(k_{B}T)} d\tau e^{i\omega_{l}\tau} \left\langle e^{\tau\mathcal{H}} \hat{j}_{x} e^{-\tau\mathcal{H}} \hat{j}_{x} \right\rangle = e^{2} \frac{(2\pi)^{2}}{E_{a}^{2}} \Pi_{xx}(i\omega_{l}),
\]

where \( \hat{j}_{x} \) is the first or \( x \) component of the current operator defined by

\[
\hat{j} = \sum_{\kappa \sigma} j_{\kappa}(\hat{n}_{\kappa}), \quad j_{\kappa} = \frac{e}{h} \frac{\partial}{\partial \kappa} E(\kappa), \quad \hat{n}_{\kappa \sigma} = \frac{1}{L} \sum_{ij} e^{i(k_{\kappa} - R_{i} - R_{j})} d_{i\sigma}^{\dagger} d_{j\sigma},
\]

and \( \Pi_{xx}(i\omega_{l}) \) is defined by

\[
\Pi_{xx}(i\omega_{l}) = \frac{1}{L} \sum_{k_{\kappa}} \sum_{\sigma \sigma'} \sin(k_{\kappa}a) \sin(p_{\kappa}a) \int_{0}^{1/(k_{B}T)} d\tau e^{i\omega_{l}\tau} \left\langle e^{\tau\mathcal{H}} \hat{n}_{\kappa \sigma} e^{-\tau\mathcal{H}} \hat{n}_{\rho \sigma'} \right\rangle,
\]

where \( k_{\kappa} = k_{1} \) and \( p_{\kappa} = p_{1} \). The current vertex \( j_{x}(\kappa) \) has to be consistently renormalized with \( \Sigma_{\sigma}(i\varepsilon_{l}) \) and \( \Delta \Sigma^{(RVB)}_{\sigma}(i\varepsilon_{l}, k) \) in order to satisfy the Ward relation. The vertex correction due to impurity scatterings vanishes in the Born approximation, while the ladder vertex of the first order in the \( J_{s}(i\omega_{l}, \kappa) \) has to be considered. If Eqs. (47) and (53) are used, it follows that

\[
\Pi_{xx}(i\omega_{l}) = \frac{1}{\phi_{1}^{2}} \frac{2\pi_{xx}(i\omega_{l})}{1 + (3J/2D)W_{s} \pi_{xx}(i\omega_{l})},
\]

\[
\pi_{xx}(i\omega_{l}) = -\frac{k_{B}T}{L} \sum_{n} \sin^{2}(k_{\kappa}a) g_{\sigma}(i\varepsilon_{l}, k) \tilde{g}_{\sigma}(i\varepsilon_{l} + i\omega_{l}, k).
\]
According to Eq. (79), the $\omega_l$-linear term of $K_{xx}(i\omega_l)$ contributes to the static conductivity \( \sigma_{xx}(0) \), so that the $\omega_l$-linear term of $H_{xx}(i\omega_l)$ contributes to it. It follows that

\[
\frac{dH_{xx}(i\omega_l)}{d(i\omega_l)} = \frac{2}{\phi_1^2} \frac{1}{1 + (3J/2D)|W_\sigma|^2} \frac{d\pi_{xx}(i\omega_l)}{d(i\omega_l)}. \tag{85}
\]

According to Eq. (C.6), it follows that

\[
\tilde{\phi}_1 \left[ 1 + (3J/2D)|W_\sigma|^2 \pi_{xx}(0) \right] = t/t^*. \tag{86}
\]

If Eqs. (85) and (86) are used, the static conductivity is simply given by

\[
\sigma_{xx}(0) = \frac{e^2}{h^2 D a^{D-2}} S_{xx}(0), \tag{87}
\]

\[
S_{xx}(0) = \lim_{\omega \to 0} \frac{2h}{i\omega} \left[ \pi_{xx}(\omega + i0) - \pi_{xx}(0) \right] = \frac{2h}{\pi L} \sum_k \sin^2(k_x a) \int_{-\infty}^{+\infty} d\varepsilon \left[ -\frac{f(\varepsilon)}{d\varepsilon} \right] \left[ \text{Im} \left[ \sigma_{\varepsilon + i0} \right] \right]^2. \tag{88}
\]

If $2\sin^2(k_x a) = 1 - \cos(2k_x a)$ is used and the term that includes $\cos(2k_x a)$ is ignored, then

\[
S_{xx}(0) = \frac{h}{\pi} \int dE \left[ \phi_1 \rho(E) \right] \int_{-\infty}^{+\infty} d\varepsilon \left[ -\frac{f(\varepsilon)}{d\varepsilon} \right] \text{Im} \left[ \frac{1}{\varepsilon - E - \tilde{\gamma}_K(\varepsilon + i0) - (1/\tilde{\phi}_1)\Sigma_{\varepsilon + i0}} \right]^2. \tag{89}
\]

If $T \ll T_K$ or $T_N < T < T_K$, depending on whether $T_N$ does not exists or it exists, and if

\[
i\frac{h}{2\tau_K} = \int_{-\infty}^{+\infty} d\varepsilon \left[ -\frac{df(\varepsilon)}{d\varepsilon} \right] \left[ -\tilde{\gamma}_K(\varepsilon + i0) \right] = i \left( \frac{\pi^2}{3} |W_{21} + |W_{22}|^2 \right) \frac{\phi_1}{\pi \Delta(0)} (k_BT)^2, \tag{90}
\]

\[
\frac{h}{2\tau_s} = \int_{-\infty}^{+\infty} d\varepsilon \left[ -\frac{df(\varepsilon)}{d\varepsilon} \right] \left[ -(1/\tilde{\phi}_1)\text{Im} \Sigma_{\varepsilon + i0} \right], \tag{91}
\]

are approximately used for $-\tilde{\gamma}_K(\varepsilon + i0)$ and $-(1/\tilde{\phi}_1)\text{Im} \Sigma_{\varepsilon + i0}$, respectively, and if the energy dependences of $\rho(E)$ and $(1/\tilde{\phi}_1)\text{Re} \Sigma_{\varepsilon + i0}$ are ignored, then it follows that

\[
\sigma_{xx}(0) = \frac{e^2}{h^2 D a^{D-2}} \frac{8|t^*|^2}{(1/\tau_K) + (1/\tau_s)}. \tag{92}
\]

Since $|t^*| = O(|J|/D)$ and $\tilde{\phi}_1 \rho(0) = O(1/|t^*|)$, the conductivity is of the zeroth order in $1/\tilde{\phi}_1$. Thus, it does not vanish even in the limit of $\tilde{\phi}_1 \to +\infty$, although $\rho(0)|t| \to 0$ as $\tilde{\phi}_1 \to +\infty$. In a clean system, $h/\tau_s = 0$. If no symmetry is broken even at $T = 0$ K in the clean system, then $1/\tau_K \to 0$ as $T \to 0$ K, so that the conductivity diverges as $T \to 0$ K. The RVB electron liquid shows a metallic conductivity at least under the Born approximation\(^3\) although it is almost a spin liquid in the sense that the density of states at the chemical potential, $\rho(0)$, is almost vanishing.

\(^3\) If impurity scatterings are rigorously treated, even if they are weak, the conductivity of the RVB electron liquid in one and two dimensions has to be vanishing as $T \to 0$ K because of the Anderson localization\(4\).
§5. Adiabatic Continuation

In the Heisenberg limit of $U/|t| \rightarrow +\infty$, with $J = -4t^2/U$ being kept constant, the half-filled Hubbard model is reduced to

$$\mathcal{H}_S = \frac{1}{2} L(\epsilon_d - \mu) + \mathcal{P}^{-1}\left[ -\frac{1}{2} J \sum_{ij} \delta_{(ij)} (\mathbf{S}_i \cdot \mathbf{S}_j) - 2 \sum_i J'_i (\mathbf{S}_i \cdot \mathbf{S}'_i) \right] \mathcal{P},$$

(93)

where $\epsilon_d - \mu = -U/2$, the impurity term considered in $\S 4.4$ is included, and

$$\mathcal{P} = \prod_i (1 - n_{i\uparrow} n_{i\downarrow}) (n_{i\uparrow} + n_{i\downarrow}), \quad \mathbf{S}_i = \frac{1}{2} \sum_{\sigma\sigma'} \sigma^\sigma' d_{i\sigma}^\dagger d_{i\sigma'},$$

(94)

Because of the projection operator $\mathcal{P}$, empty and double occupations are completely excluded. Since $\mathbf{S}_i$'s satisfy the commutation relation for spin within the constrained Hilbert subspace where no empty nor double occupancy is allowed, Eq. (93) is none other than the Heisenberg model.

It is easy to confirm that

$$[\mathcal{H}_S, n_{i\uparrow} + n_{i\downarrow}] = 0, \quad [\mathcal{H}, n_{i\uparrow} + n_{i\downarrow}] \neq 0,$$

(95)

for any $i$th site. The local gauge symmetry exists in the Heisenberg model, but it does not in the Hubbard model; and the conductivity of the Heisenberg model is absolutely zero, but the conductivity of the Hubbard model with no impurity can be divergent at $T = 0$ K even in the Heisenberg limit, unless no symmetry is broken even at $T = 0$ K, as studied in $\S 4.4$ This situation for the Heisenberg and Hubbard models is similar to the situation for the $s$-$d$ model.

In the $s$-$d$ limit, the Anderson model is reduced to the $s$-$d$ model; the local gauge symmetry exists in the $s$-$d$ model, but it does not exist in the Anderson model.

The local gauge symmetry is a peculiar symmetry. The local gauge symmetry cannot be spontaneously broken in $\S 4.4$. In the reduction of the Hubbard and Anderson models into the Heisenberg and $s$-$d$ models, the local gauge symmetry is not spontaneously restored but is forced to be restored by the constraint of the Hilbert space within the subspace where no empty nor double occupancy is allowed. One of the most peculiar features of the local gauge symmetry is that the difference of it is irrelevant to the adiabatic continuation between the local electron liquid in the Anderson model and the local spin liquid in the $s$-$d$ model.

The strength of magnetic impurities can be used as an adiabatic parameter. Here, it is assumed that $-\infty < J'_i < +\infty$ and $0 < |J'|^2 < +\infty$. Clean and dirty limits are defined by the limit of $|J'|^2 \rightarrow 0$ and the limit of $|J'|^2 \rightarrow +\infty$, respectively. In the dirty-limit Hubbard model, an electron is localized almost within a unit cell, so that the local gauge symmetry is almost restored and the conductivity is almost zero. Therefore, it is certain that every physical property of the dirty-limit Hubbard model in the Heisenberg limit is the same as that of the dirty-limit Heisenberg model. Thus, the electron state in the dirty-limit Hubbard model in the Heisenberg limit and the spin state in the dirty-limit Heisenberg model are adiabatically connected to each other.

According to the scaling theory for the Anderson localization there is no critical point between metallic and insulating phases, or between itinerant and localized states, or between the clean and dirty limits; and there is no lower limit of the metallic conductivity nor no minimum metallic conductivity. Therefore, the RVB electron liquid in the clean-limit Hubbard model is adiabatically connected to the electron state in the dirty-limit Hubbard model. It is obvious that the RVB spin liquid in the clean-limit Heisenberg model is adiabatically connected to the spin state in the dirty-limit Heisenberg model. Thus, the RVB electron liquid in the clean-limit Hubbard model and the RVB spin liquid in the clean-limit Heisenberg model are adiabatically connected to each
The difference of the local gauge symmetry is also irrelevant to the adiabatic continuation between the RVB electron liquid in the Hubbard model and the RVB spin liquid in the Heisenberg model.

§6. Discussion

The Hubbard model in one dimension is particular, because no symmetry can be broken and because the Bethe-ansatz exact solution was given. Since the Bethe-ansatz solution is for the canonical ensemble, the electron number \( N \) is an integer. According to the Bethe-ansatz solution, the ground state is not the Mott insulator at least for any non-half-filling, i.e., for any \( N \neq L \) and even for \( N = L = 1 \). In the grand canonical ensemble, on the other hand, the averaged electron number \( \langle N \rangle \) can be an irrational. If a critical \( \delta N_c \) is defined, \( \delta N_c/\mp 0 \) is none other than the half-filled Hubbard model. The ground state of the half-filled Hubbard model is the Tomonaga-Luttinger electron liquid and is also the RVB electron liquid. If \( \delta N_c/\mp 0 \) is a metal, provided that no impurity exists and the Anderson localization does not occur, as studied in §4.4 According to the Fermi-surface sum rule, the Fermi surface or point is given by

\[
k_F = \pm \left( \pi/(2a) \right) (1 + \delta n),
\]

where \( \delta n = n - 1 = \pm 0^+ \). If no multisite term but the RVB self-energy is considered, the single-particle excitation spectrum is given by

\[
\xi(k) = c_f J \cos(ka),
\]

where \( c_f \approx 1 \). The \( \mu^* \), which is defined by Eq. (38c), can be determined by the Fermi-surface sum rule: \( \mu^* = c_f |J| \sin(\pi \delta n/2) \). Since \( \delta n = \pm 0^+, \mu^* = \pm 0^+ \). Then, a pair excitation spectrum \( \omega(q) \) is given by

\[
\omega(q) = c_f |J| \{ \cos((k + q)a) - \cos(ka) \},
\]

where \( k \) and \( q \) are restricted to \( \cos((k + q)a) - \mu^* > 0 \) and \( \cos(ka) - \mu^* < 0 \). Then,

\[
c_f |J| \sin(qa) \leq \omega(q) \leq 2c_f |J| \sin(qa/2).
\]

On the other hand, the spectral weight of the Gutzwiller band is almost vanishing because \( 1/\tilde{\delta}_1 \) is almost infinitesimal. Furthermore, if \( U/|t| \gg 1 \) or \( U/|t| \to +\infty \) and if \( \delta n = \pm 0^+ \), low-energy quantum charge fluctuations are much suppressed and vanishing. Thus, the spectral weight in the charge channel of the pair excitation \( \omega(q) \) is vanishingly small, i.e., the pair excitation \( \omega(q) \) is almost a spin excitation. This spin-excitation spectrum in the Hubbard model in one dimension resembles that in the Heisenberg model in one dimension.
On the basis of the criterion that if a gap opens in the spectrum of adding or removing a single electron in the canonical ensemble then the ground state has to be an insulator, as well as the exact result of the Bethe-ansatz solution that the gap opens for any nonzero $U$, Lieb and Wu proposed that the half-filled ground state is the Mott insulator for any nonzero $U$.

On the other hand, according to the Bethe-ansatz solution, the residual entropy per unit cell is zero or vanishing as $L \to +\infty$. According to the previous paper, if a complete gap opens in the self-consistent $\rho(\varepsilon)$, the residual entropy is $k_B \ln 2$ per unit cell; even if the RVB mechanism is considered, this conclusion does not change. On the basis of these two results on the residual entropy, it can also be proposed that the half-filled ground state cannot be an insulator with a complete gap open. The criterion used by Lieb and Wu in order to conclude that the ground state is the Mott insulator is not a sufficient condition for the ground state being an insulator but a necessary condition for it; e.g., a similar gap opens in a metallic fine particle because of the long-range Coulomb interaction. Thus, it is desirable to critically reexamine whether the half-filled ground state of the Hubbard model in one dimension is the Mott insulator or a metal. If it is the Mott insulator, the critical $U_c$, which is defined on the basis of Eq. (16), is zero for $D = 1$ and $\langle N \rangle = L$, or $n = 1$; and it has to be determined how large or small the critical $\delta N_c$, which is defined above, and $\lim_{L \to +\infty}(\delta N_c/L)$ are. If it is a metal, the argument above for $n = 1 \pm 0^+$ is valid for the exactly half-filled case of $n = 1$.

On the basis of the adiabatic continuation, it is anticipated that physical properties resemble each other between the Hubbard and Heisenberg models even in one dimension, except for physical properties that are related to the itinerancy of electrons. It has already been proposed that the spin liquid in one dimension can be described as the Tomonaga-Luttinger spin liquid. The existence of charge fluctuations is not a necessary condition for the Fermi or Tomonaga-Luttinger liquid, i.e., a normal or anomalous Fermi liquid to be stabilized, as discussed in [11]. According to the study of the present paper, this proposal is none other than the proposal that the Tomonaga-Luttinger electron and spin liquids are also the RVB electron and spin liquids, respectively, and that they are adiabatically connected to each other. The proposal that the ground state of the Heisenberg model is the Tomonaga-Luttinger spin liquid never contradicts the proposal that the exactly half-filled ground state of the Hubbard model is the Tomonaga-Luttinger electron liquid and not the Mott insulator.

The half-filled Hubbard model on the square lattice is also particular, because no symmetry can be broken at a nonzero $T$, and because $\rho_0(\varepsilon)$ diverges logarithmically as $\varepsilon \to 0$. It follows that

$$1/\chi_s(0, q; T) = [1/\tilde{\chi}_s(0; T)] - (1/4)I_s(0, q; T) = k_BT_K(T)\left\{1 - O\left[(T/T_K(T))^2\right]\right\} - (1/4)I_s(0, q; T),$$

(100)

where the Fermi-liquid relation studied in [3,2] is used. In the temperature range defined by Eq. (7), but with $\delta T$ being sufficiently large, the logarithmic divergence of $\tilde{\phi}_1\tilde{\rho}(\varepsilon)$ as $\varepsilon \to 0$ is suppressed by the imaginary part of the self-energy. Then, $T_K(T) \simeq |J|/(2k_B)$ or $T_K(T) = O(|J|/(2k_B))$. On the other hand, if $T$ is very low such that $T \ll |J|/(2k_B)$, the increase or divergence of $\tilde{\phi}_1\tilde{\rho}(\varepsilon)$ as $\varepsilon \to 0$ is substantial, so that $T_K(T) \to 0$ K and $1/\tilde{\chi}_s(0; T) \to 0$ as $T \to 0$ K.

Since $1/\tilde{\chi}_s(0; T) \to 0$ as $T \to 0$ K and the superexchange interaction $J_s(0, q)$ is maximum at $q = Q$, where $Q = (\pm 1, \pm 1)/(\pi/a)$, the ground state on the square lattice is the Néel state whose ordering wave number is $Q$ or the RVB electron liquid very close to the Néel state. If $T$ is very low, then $T_K(T) \to 0$ K, but this transition is smooth and does not lead to a phase transition with the Néel state.

---

1) Since the vanishing $T_K(T)$ as $T \to 0$ K is simply because of the divergence of $\tilde{\phi}_1\tilde{\rho}(\varepsilon)$, it never means that the condensation energy of the RVB electron liquid is also vanishing as $T \to 0$ K. The condensation energy is $O(|J|/2)$ per unit cell.
sufficiently lower than $|J|/(2k_B)$, it is plausible that such a low-$T$ phase is in the critical region. If the low-$T$ phase is really in the critical region of antiferromagnetism, it is anticipated that an anomaly appears in the uniform susceptibility, as discussed below. It follows that

$$1/\chi_s(0, 0; T) = 1/\chi_s(0, Q; T) + (1/4)[\Delta_s + \Delta_Q(T) + \Delta_F(T)],$$

$$\Delta_s = J_s(0, Q) - J_s(0, 0), \quad \Delta_Q(T) = J_Q(0, Q; T) - J_Q(0, 0; T),$$

$$\Delta_F(T) = A_F(0, Q; T) - A_F(0, 0; T).$$

The $J_s(0, Q)$ is antiferromagnetic, i.e., $J_s(0, Q) > 0$ and $J_s(0, 0) < 0$; and $\Delta_s = 4|J|$, which is almost independent of $T$. According to previous papers,[13, 17, 23] if the density of states has a sharp peak at one of the band edges and the chemical potential is in the vicinity of the peak position, $J_Q(0, Q; T)$ is strongly ferromagnetic, i.e., $J_Q(0, 0; T)$ is positively large and $J_Q(0, 0; T)$ increases as $T \to 0$ K; if the Fermi surface shows a sharp nesting, it is strongly antiferromagnetic, i.e., $J_Q(0, Q_N; T)$, where $Q_N$ is a nesting wave number, is positively large and $J_Q(0, Q_N; T)$ increases as $T \to 0$ K. If the density of states has a sharp peak for $Q = (\pm 1, \pm 1)(\pi/a)$, so that $J_Q(0, Q; T)$ is positively large at a sufficiently low $T$ and $J_Q(0, Q; T)$ increases as $T \to 0$ K; and the density of states has a logarithmic peak at the chemical potential, so that $J_Q(0, 0; T)$ is also positive at a sufficiently low $T$ and $J_Q(0, 0; T)$ increases as $T \to 0$ K. Since the peak of the density of states is at the band center and since the nesting effect is larger or stronger than the logarithmic-peak effect, $\Delta_Q(T) > 0$ and the $T$ dependence of $J_Q(0, Q; T)$ is much stronger than that of $J_Q(0, 0; T)$. Thus, the $T$ dependence of $\Delta_Q(T)$ is large; $\Delta_Q(T)$ increases as $T \to 0$ K. The Néel temperature $T_N$ cannot be nonzero because of critical fluctuations or $A(0, q; T)$, which means that the $T$ dependence of $A(0, q; T)$ is large. In general, the $q$ dependence of the mode-mode coupling term is small. Then, the $q$ dependence of $A(0, q; T)$ is small, and $\Delta_F(T)$ is therefore small, and the absolute, not relative, $T$ dependence of the small $\Delta_F(T)$ is also small. In the critical region, in general, the $T$ dependence of $1/\chi_s(0, Q; T)$ deviates from the Curie-Weiss $T$ dependence. If the low-$T$ phase is really in the critical region, $1/\chi_s(0, Q; T) \simeq 0$ has to be satisfied in it. If the $T$ dependence $\Delta_F(T)$ is really small, therefore, it is anticipated on the basis of Eq. (101) that the $T$ dependence of $1/\chi_s(0, 0; T)$ resembles the $T$ dependence of $\Delta_Q(T)$ in the critical region. Since $\Delta_Q(T)$ increases as $T \to 0$ K, it is anticipated that $1/\chi_s(0, 0; T)$ increases as $T \to 0$ K. It is interesting to examine whether or not $1/\chi_s(0, 0; T)$ increases or $\chi_s(0, 0; T)$ decreases as $T \to 0$ K in the half-filled Hubbard model on the square lattice. If the decrease of $\chi_s(0, 0; T)$ as $T \to 0$ K is true, it corresponds to the suppression of the static and uniform susceptibility as $T \to 0$ K in the Heisenberg model on the square lattice.[20, 29]

It is straightforward to extend the study in this paper to the triangular lattice. If $T > 0$ K, no symmetry can be broken.[29] The electron state at $0$ K $< T \ll T_K$ or $0$ K $< T \ll |J|/(2k_B)$ in the Hubbard model is a frustrated electron liquid in the sense that no symmetry is broken in it, and the spin state at $0$ K $< T \ll |J|/(2k_B)$ in the Heisenberg model is the RVB spin liquid proposed by Fazekas and Anderson.[18] We propose that the frustrated electron liquid in the Hubbard model is none other than the RVB electron liquid, and that the RVB electron and spin liquids in the Hubbard and Heisenberg model on the triangular lattice are adiabatically connected to each other.

In three dimensions and higher, it is possible that $T_N \ll |J|/(Dk_B)$ because of frustration and quasi-one or quasi-two dimensionality in the Hubbard and Heisenberg models, and the devia-

\footnote{Since $A(0, q; T)$ is of higher order in $1/D$, its $T$ dependence cannot be responsible for the Curie-Weiss $T$ dependence in sufficiently high dimensions. Thus, only the $T$ dependence of $J_Q(0, 0; T)$ or $J_Q(0, Q_N; T)$ can be responsible for the Curie-Weiss $T$ dependence of itinerant-electron magnetism in sufficiently high dimensions; on the other hand, only the $T$ dependence of $\chi_s(0, T)$ can be responsible for the Curie-Weiss $T$ dependence of local-moment magnetism in sufficiently high dimensions, as discussed in [6].}
tion from the half-filling in the Hubbard model, and so on. It is interesting to study how magnetic properties at \( T_N < T \ll |J|/(Dk_B) \) resemble each other between an electron liquid in the Hubbard model in the strong-coupling regime, which is the RVB electron liquid, and a spin liquid in the Heisenberg model, which is the RVB spin liquid.

If \( D \to +\infty \) and \( n = 1 \), \( k_B T_K \propto |J|/D \to 0 \) and \( \Lambda(0, q) \to 0 \). If \( T/T_K \to +\infty \), \( J_Q(0, q) \to 0 \) and \( \Lambda(0, q) \to 0 \). If \( T \gg T_K \) and \( n = 1 \), the static susceptibility of the Anderson model is given by

\[
\chi_s(0) = 1/(k_B T) - O\left[T_K/(k_B T^2)\right].
\]  

Thus, if \( D \to +\infty \) and \( n = 1 \), the static susceptibility of the Hubbard model is given by

\[
\chi_s(0, q) = \frac{\tilde{\chi}_s(0)}{1 - (1/4)J_s(0, q)\tilde{\chi}_s(0)} = \frac{1}{k_B T - (1/4)J_s(0, q)}.
\]  

This \( \chi_s(0, q) \) agrees with the susceptibility in the mean-field approximation for the Heisenberg model. The Néel temperature is given by

\[
T_N = J_s(0, Q)/(4k_B) = |J|/(2k_B),
\]  

where \( Q = (\pm 1, \pm 1, \cdots, \pm 1)(\pi/a) \). This \( T_N \) also agrees with the Néel temperature in the mean-field approximation for the Heisenberg model. Since the mean-field approximation becomes rigorous in the limit of \( D \to +\infty \), these agreements are quite reasonable.

If \( T_N \ll T_K \) then itinerant-electron magnetism appears at \( T \leq T_N \), while if \( T_N \gg T_K \) then local-moment magnetism appears at \( T \leq T_N \). Thus, itinerant-electron magnetism and local-moment magnetism are characterized by \( T_N \ll T_K \) and \( T_N \gg T_K \), respectively, and they are adiabatically connected to each other. If \( T_N \gg T_K \), a paramagnetic phase at \( T \gtrsim T_N \) is none other than the paramagnetic phase of the insulator proposed by Slater\(^{50}\) or the antiferromagnetic type of the Mott insulator. The entropy of the paramagnetic phase is as large as \( k_B \ln 2 \) per unit cell, and the static susceptibility of it obeys Eq. (103), at least approximately. In particular, if \( D \to +\infty \) and \( n = 1 \), then \( T_K/T_N \to 0 \), as discussed above. Thus, magnetism for \( D \to +\infty \) and \( n = 1 \) is a typical one of local-moment magnetism; and the electron state for \( D \to +\infty \) and \( n = 1 \) is a typical one of the antiferromagnetic type of the Mott insulator. It is obvious that the local-moment states in the Hubbard and Heisenberg models are adiabatically connected to each other.

The RVB electron liquid studied in this paper is none other than a *normal* state in order to study possible low-temperature ordered phases such as the Néel state of itinerant-electron magnetism, which is of the zeroth order in \( 1/D \), an anisotropic superconducting state, which is of higher order in \( 1/D \), and so on in the strong coupling regime defined by \( U/|t| \gg 1 \) and in the half-filled or almost half-filled case. It is plausible that the *normal* state proposed by Anderson\(^{51}\) is none other than the RVB electron liquid studied in this paper. The study of this paper confirms the relevance of theory of high-temperature superconductivity in cuprate oxides based on the Kondo-lattice theory\(^{52,53}\). If the half-filled ground state in one dimension is the Mott insulator, as was proposed by Lieb and Wu\(^{33}\) it is anticipated that the RVB electron liquid studied in this paper can also be used as a *normal* state in order to study the Mott insulator in one dimension as a possible low-temperature phase. It is interesting to elucidate what effect is responsible for a complete gap to open in the Mott insulator in one dimension; within a preliminary study, however, there is no evidence that the self-energy can be so anomalous that it can make a complete gap open.
§7. Conclusion

The resonating-valence-bond (RVB) electron liquid in the half-filled or almost half-filled Hubbard model in the strong-coupling regime is studied by the Kondo-lattice theory. Physical properties of the Hubbard model, such as the self-energy, and the polarization function, and the three-point vertex function, are decomposed into their single-site and multisite properties. Every single-site property can be mapped to its corresponding local property of the Anderson model. On the basis of the mapping to the Anderson model, the Kondo temperature $T_K$ or $k_B T_K$ is defined as the energy scale of local quantum spin fluctuations in the Hubbard model. The superexchange interaction can also be derived by field theory. If the on-site repulsion is $U$ and the transfer integral between nearest neighbors is $-t/\sqrt{D}$, where $D$ is the dimensionality, the exchange interaction constant between nearest neighbors is $J/D$, where $J = -4t^2/U$; this $J$ agrees with the one given by the conventional derivation. The Fock-type self-energy, which is of the first order in the superexchange interaction, is none other than the RVB self-energy. Because of the RVB self-energy, $k_B T_K$ is as large as $|J|/D$. If $D$ is sufficiently small such that no critical temperature $T_c$ exists or, even if $T_c$ exists, $T_c \ll T_K$, then the RVB electron liquid is stabilized by the RVB self-energy at a sufficiently low $T$ such that $T \ll T_K$ or $T_c < T \ll T_K$. If $U/|t|$ is finite or unless the filling of electrons is exactly half, $k_B T_K$ is nonzero and finite. Thus, the RVB electron liquid, which is characterized by $k_B T_K > 0$, is stabler than any phase characterized by $k_B T_K = 0$. In the Heisenberg limit, the density of states at the chemical potential is almost vanishing, so that the RVB electron liquid is almost a spin liquid or a quasi spin liquid. However, the quasi spin liquid shows a metallic conductivity at a sufficiently low temperature, provided that impurity scatterings are sufficiently weak and they are treated in the Born approximation.

According to the previous studies on the Kondo effect, the local electron liquid in the Anderson model and the local spin liquid in the s-d model are adiabatically connected to each other, although the local gauge symmetry does not exist in the Anderson model while it exists in the s-d model. According to the scaling theory for the Anderson localization, if no symmetry breaking nor restoration occurs in a metal-insulator transition, there can be no critical point between metallic and insulating phases. This fact means that the metallic and insulating phases are adiabatically connected to each other, even if the conductivity of the metallic phase is divergent and that of the insulating phase is zero. On the basis of these previous studies and the study in the present paper, it is proposed that the RVB electron liquid in the Hubbard model and the RVB spin liquid in the Heisenberg model are adiabatically connected to each other, even if the local gauge symmetry does not exist in the Hubbard model and the conductivity of the RVB electron liquid is metallic while the local gauge symmetry exists in the Heisenberg model and the conductivity of the RVB spin liquid is zero. The difference of the local gauge symmetry is irrelevant to the adiabatic continuation.

References

1) K. Yosida, Phys. Rev. 147, 223 (1966).
2) P. W. Anderson, J. Phys. C 3, 2436 (1970).
3) K. G. Wilson, Rev. Mod. Phys. 47, 773 (1975).
4) P. Nozières, J. Low. Temp. Phys. 17, 31 (1974).
5) K. Yamada, Prog. Theor. Phys. 53, 970 (1975).
6) K. Yamada and K. Yosida, Prog. Theor. Phys. 53, 1286 (1975).
7) H. Shiba, Prog. Theor. Phys. 54, 967 (1975).
8) J. Hubbard, Proc. R. Soc. London Ser. A 276, 238 (1963).
9) J. Hubbard, Proc. R. Soc. London Ser. A 281, 401 (1964).
10) M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963).
11) M. C. Gutzwiller, Phys. Rev. 134, A923 (1964).
12) M. C. Gutzwiller, Phys. Rev. 137, A1726 (1965).
Appendix A

Sum Rule for the Self-Consistent $\tilde{\Delta}(\varepsilon)$

An analytic function $F(\varepsilon + i0)$ is defined by

$$F(\varepsilon + i0) = \left[ \varepsilon + \mu - \varepsilon_d - \Sigma(\varepsilon + i0) \right] - \frac{1}{R(\varepsilon + i0)}.$$(A.1)

According to the mapping condition of Eq. (13b), it immediately follows that

$$\text{Im} F(\varepsilon + i0) = \tilde{\Delta}(\varepsilon).$$

On the other hand, $\Delta \Sigma(\varepsilon + i0, k) \to 0$ as $\varepsilon \to \pm \infty$; e.g., $\Delta \Sigma^{(RVB)}(\varepsilon + i0, k) \to 0$ as $\varepsilon \to \pm \infty$, as shown in Eq. (57) in §4.1. Then, it is straightforward to show that

$$\lim_{\varepsilon \to \pm \infty} F(\varepsilon + i0) = -\left[ \frac{1}{L} \sum_k 2\varphi_D^2(k) \right] \frac{2t^2}{\varepsilon} + O\left( \frac{1}{\varepsilon^2} \right) = -\frac{2t^2}{\varepsilon} + O\left( \frac{1}{\varepsilon^2} \right).$$

(A.3)
Since $F(\varepsilon + i0)$ is analytic in the upper-half complex plane, according to Eqs. (A.2) and (A.3),

$$\int_{-\infty}^{+\infty} d\varepsilon \tilde{\Delta}(\varepsilon) = 2\pi t^2. \tag{A.4}$$

This is none other than the sum rule for the self-consistent $\tilde{\Delta}(\varepsilon)$.

---

**Appendix B**

---

### B.1. Lower limit of the self-consistent $1/\tilde{\phi}_1$

If $U|t| \gg 1$ and $n \simeq 1$, the density of states $\rho(\varepsilon)$ has a three-peak structure with the Gutzwiller band between the upper and lower Hubbard bands; their band centers are $\varepsilon \simeq 0$ and $\varepsilon \simeq \pm(U/2)$, respectively. In general, if $\rho(\varepsilon) = -(1/\pi)\text{Im} R_\sigma(\varepsilon + i0)$ has a peak at an $\varepsilon$, $\text{Re} R_\sigma(\varepsilon + i0)$ becomes zero at the $\varepsilon$ or a little different $\varepsilon$ from the $\varepsilon$. Thus, $\text{Re} R_\sigma(\varepsilon + i0) = 0$ for $\varepsilon$'s such as $\varepsilon = \varepsilon_0 \simeq 0$ and $\varepsilon = \varepsilon_\pm \simeq \pm U/2$. If $\text{Re} R_\sigma(\varepsilon + i0) = 0$, Eq. (15) becomes simple:

$$\pi \rho(\varepsilon) \tilde{\Delta}(\varepsilon) = 1 - \pi \rho(\varepsilon)|\text{Im} \Sigma_\sigma(\varepsilon + i0)|. \tag{B.1}$$

If $n = 1$ or $n = 1 \pm 0^+$, the band center of the Gutzwiller band is at the chemical potential; thus, $\varepsilon_0 = 0$ or $\varepsilon_0 = \pm 0^+$. According to Eq. (28), $|\text{Im} \Sigma_\sigma(\varepsilon + i0)| = O(\phi_1 k_B T^2 / T_K)$; and according to Eq. (32), $\rho(0) = \tilde{\rho}(0) = O(1/(\phi_1 k_B T_K))$. Thus, according to Eq. (B.1),

$$\pi \rho(0) \tilde{\Delta}(0) = 1 - O[(T/T_K)^2]. \tag{B.2}$$

If $n = 1$ or $n = 1 \pm 0^+$, Eq. (66) is satisfied rather than Eq. (65). According to Eqs. (69) and (B.2),

$$\tilde{\Delta}(0) = O\left[(\bar{\phi}_1 t^2)/(DU)\right]. \tag{B.3}$$

Since $k_B T_K = O[t^2/(DU)]$, as shown in Eq. (70), Eq. (B.3) is consistent with Eq. (54). If $\bar{\phi}_1$ is large, $\tilde{\Delta}(0)$ is large and $\Delta(\varepsilon)$ has a peak at $\varepsilon = 0$. Since the peak width is $O(k_B T_K)$ or $O[t^2/(DU)]$ and the peak height is given by (B.3), it follows that

$$\int_{-O(k_B T_K)}^{+O(k_B T_K)} d\varepsilon \tilde{\Delta}(\varepsilon) = O[t^2/(DU)] \times O\left[(\bar{\phi}_1 t^2)/(DU)\right] = O[\bar{\phi}_1 t^4/(DU)^2]. \tag{B.4}$$

According to the sum rule of Eq. (A.4), Eq. (B.4) has to be smaller than $2\pi t^2$. Thus,

$$\bar{\phi}_1 \leq (1/c'_\rho)(DU)^2/t^2, \quad 1/\bar{\phi}_1 \geq c'_\rho t^2/(DU)^2, \tag{B.5}$$

where $c'_\rho > 0$ and $c'_\rho = O(1)$. Even if $n = 1$ or $n = 1 \pm 0^+$, there is a theoretical upper limit for the self-consistent $\tilde{\phi}_1$ or a theoretical lower limit for the inverse of it, $1/\bar{\phi}_1$.

According to Gutzwiller’s theory,$^{10,11,12}$ there is another theoretical lower limit for the self-consistent $1/\bar{\phi}_1$, as shown in Eq. (72). Thus, at least

$$1/\bar{\phi}_1 \geq \max\left[(c'_\rho t^2/(DU)^2, c_k|n - 1|]\right], \tag{B.6}$$

have to be satisfied. If the RVB mechanism is considered, and if $U$ is finite, and even if $n = 1$, the self-consistent $\tilde{\phi}_1$ cannot be divergent; and $1/\bar{\phi}_1$ cannot be zero. Thus, if $n = 1$ or $n = 1 \pm 0^+$, the critical $U_c$, which is defined in (8.1.1) exists and it is infinite; and if $n \neq 1$, it does not exist.
If $U/|t| \gg 1$ and $n \simeq 1$, the peak height and the bandwidth of the upper and lower Hubbard band are $\rho(\epsilon_\pm) = O(1/|t|)$ and $W_\mathrm{H} = O(|t|)$, respectively. Since $|\text{Im}\Sigma(\epsilon_\pm + i0)| = O(|t|)$, $\Delta(\epsilon_\pm) = O(|t|)$. Then, it follows that
\[
\int_{\epsilon_\pm - 2|t|}^{\epsilon_\pm + 2|t|} d\epsilon \Delta(\epsilon) \simeq \Delta(\epsilon_\pm)W_\mathrm{H} = O(t^2).
\]
(B-7)
This is consistent with the sum rule of Eq. (A-4).

B.2. Asymptotic behavior of the self-consistent $1/\tilde{\phi}_1$

The hybridization energy of the mapped Anderson model is given by
\[
\tilde{\Delta}(\epsilon) = \frac{\pi}{L} \sum_k |\tilde{V}_k|^2 \delta[\epsilon + \tilde{\mu} - \tilde{E}_c(k)],
\]
where $\tilde{L}$ is the number of unit cells, $\tilde{V}_k$ is the hybridization matrix between localized and conduction electrons, and $\tilde{E}_c(k)$ is the dispersion relation of a conduction electron. The Fermi surface is defined by $\tilde{\mu} = \tilde{E}_c(k_F)$. Thus, Eq. (B.11) is a sufficient condition for the existence of the Fermi surface.

Since the $\tilde{\Delta}(\epsilon)$ defined in terms of $\tilde{V}_k$ and $\tilde{E}_c(k)$ is crucial for the Kondo effect, as shown in Eq. (11), it can be assumed without the loss of generality that $\tilde{V}_k$ is constant such that $\tilde{V}_k = \tilde{V}$. Then
\[
\tilde{\Delta}(\epsilon) = \frac{\pi}{L} |\tilde{V}|^2 \tilde{\rho}_c(\epsilon), \quad \tilde{\rho}_c(\epsilon) = \frac{1}{L} \sum_k \delta[\epsilon + \tilde{\mu} - \tilde{E}_c(k)],
\]
(B-9)
where $\tilde{\rho}_c(\epsilon)$ is the density of states of the conduction band. According to the sum rule of Eq. (A-4), it follows that $\pi |\tilde{V}|^2 = 2t^2$.

The half-filled Anderson model, in which $\tilde{n} = 1$ or $\tilde{n} = 1 \pm 0^+$, can be mapped to the $s$-$d$ model in the $s$-$d$ or Heisenberg limit of $U/|t| \to +\infty$, with $J = -4t^2/U$ being kept constant; the exchange interaction constant is given by
\[
\tilde{J}_{s-d} = -4|\tilde{V}|^2/U = -(8/\pi)(t^2/U),
\]
(B-10)
and the density of states of the conduction band is equal to the $\tilde{\rho}(\epsilon)$ in the Anderson model. The dimensionless coupling constant, which is defined by
\[
\tilde{g}(\epsilon) = \tilde{J}_{s-d} \tilde{\rho}_c(\epsilon) = -[4/(\pi U)] \tilde{\Delta}(\epsilon),
\]
(B-11)
is relevant for the Kondo effect in the $s$-$d$ model.

If $\tilde{g}(\epsilon)$ is constant as a function of $\epsilon$, for example, in the most-divergent approximation\textsuperscript{25} the Kondo temperature is given by
\[
k_B T_K = \tilde{W} e^{-1/|\tilde{g}(0)|},
\]
(B-12)
where $\tilde{W}$ is the half of the conduction bandwidth. If $\tilde{g}(0) > 0$, $k_B T_K$ is nonzero. Since the energy dependence of $\tilde{g}(\epsilon)$ is the same as that of $\tilde{\Delta}(\epsilon)$, as shown in Eq. (B-11), in the mapped $s$-$d$ model, the energy dependence of $\tilde{g}(\epsilon)$ has to be seriously considered. According to the scaling theory for the $s$-$d$ model,\textsuperscript{23} high-energy processes substantially renormalize fixed-point or eventual low-energy properties but they can cause no symmetry breaking; and the eventual low-energy properties play a crucial role in the quenching of the localized spin by the Kondo effect. Thus, whether the eventual $k_B T_K$ is zero or nonzero depends on whether the bare $\tilde{g}(0)$ is zero or nonzero. If $\tilde{g}(0) > 0$, the eventual $k_B T_K$ is nonzero; and if $\tilde{g}(0) = 0$, the eventual $k_B T_K$ is zero.
If Eqs. (B.3) and (B.11) are used, it follows that

\[ |\tilde{g}(0)| = O\left[ \tilde{\phi}_1 t^2/(DU^2) \right]. \tag{B.13} \]

There are three possibilities for the asymptotic behaviors of \( |\tilde{g}(0)| \) and \( 1/\tilde{\phi}_1 \) in the Heisenberg limit:

\[
\begin{align*}
\lim_{U/|t| \to +\infty} |\tilde{g}(0)| &= 0, \\
\lim_{U/|t| \to +\infty} 1/\tilde{\phi}_1 &= t^2/(DU^2), \\
0 < \lim_{U/|t| \to +\infty} |\tilde{g}(0)| &< +\infty, \\
\lim_{U/|t| \to +\infty} 1/\tilde{\phi}_1 &= O\left[ t^2/(DU^2) \right], \\
\lim_{U/|t| \to +\infty} |\tilde{g}(0)| &= +\infty, \\
\lim_{U/|t| \to +\infty} 1/\tilde{\phi}_1 &\ll t^2/(DU^2). \tag{B.14} \\
\end{align*}
\]

Equation (B.14a) is inconsistent with the self-consistent \( k_B T_K \) being nonzero, and Eq. (B.14c) is inconsistent with Eq. (B.5). Thus, Eq. (B.14b) has to be satisfied in a self-consistent solution for \( n = 1 \) and \( n = 1 \pm 0^+ \).

---

**Appendix C**

*Proof of the Equality of Eq. (86)*

There is a useful relation between \( \Xi_D \), which is defined by Eq. (58), and the static \( \pi_{xx}(0) \), which is defined by Eq. (84), as studied below. In the presence of magnetic impurities, they are described as

\[ \Xi_D = -\frac{1}{\pi L} \sum_k \varphi_D(k) \int_{-\infty}^{+\infty} d\epsilon f(\epsilon) \text{Im} \overline{\sigma}(\epsilon + i0, k) \]

\[ = -\frac{\sqrt{D}}{\pi L} \sum_k \cos(k_1 a) \int_{-\infty}^{+\infty} d\epsilon f(\epsilon) \text{Im} \overline{\sigma}(\epsilon + i0, k), \tag{C.1} \]

\[ \pi_{xx}(0) = \frac{2}{\pi L} \sum_k \sin^2(k_1 a) \int_{-\infty}^{+\infty} d\epsilon f(\epsilon) \left[ \text{Im} \overline{\sigma}(\epsilon + i0, k) \right] \left[ \text{Re} \overline{\sigma}(\epsilon + i0, k) \right]. \tag{C.2} \]

Equation (C.1) is also given, in the integration form, by

\[ \Xi_D = \frac{\sqrt{D} a_0 D}{\pi (2\pi)^D} \int_{-\pi/a}^{+\pi/a} dk_1 \cdots \int_{-\pi/a}^{+\pi/a} dk_D \cos(k_1 a) \int_{-\infty}^{+\infty} d\epsilon f(\epsilon) \text{Im} \overline{\sigma}(\epsilon + i0, k). \tag{C.3} \]

By the partial integration of Eq. (C.3) with respect to \( k_1 \), it follows that

\[ \Xi_D = 2t^* \frac{a_0 D}{\pi (2\pi)^D} \int_{-\pi/a}^{+\pi/a} dk_1 \cdots \int_{-\pi/a}^{+\pi/a} dk_D \sin^2(k_1 a) \int_{-\infty}^{+\infty} d\epsilon f(\epsilon) \left[ \text{Im} \overline{\sigma}(\epsilon + i0, k) \right] \left[ \text{Re} \overline{\sigma}(\epsilon + i0, k) \right]. \tag{C.4} \]

This is also given, in the sum form, by

\[ \Xi_D = 2t^* \frac{2}{\pi L} \sum_k \sin^2(k_1 a) \int_{-\infty}^{+\infty} d\epsilon f(\epsilon) \left[ \text{Im} \overline{\sigma}(\epsilon + i0, k) \right] \left[ \text{Re} \overline{\sigma}(\epsilon + i0, k) \right]. \tag{C.5} \]

This is simply \( 2t^* \pi_{xx}(0) \), so that

\[ \Xi_D = 2 \left( t - \frac{3}{4} \tilde{\phi}_1 \tilde{W}_s^2 \Xi_D \frac{J}{D} \right) \pi_{xx}(0). \tag{C.6} \]

Equation (86) is derived from Eq. (C.6).