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We propose a diffusion least mean p-power (LMP) algorithm for distributed estimation in alpha stable noise environments, which is one of the widely used models that appears in various environments. Compared with the diffusion least mean squares (LMS) algorithm, better performance is obtained for the diffusion LMP methods when the noise is with alpha-stable distribution.

Introduction: Emergent wireless sensor networks based applications have motivated the development of distributed adaptive estimation schemes. Distributed least mean squares (LMS) [1] and recursive least squares (RLS) type algorithms have received more attentions [2]. Readers can refer to [3] and the references therein for details about up to date diffusion (RLS) type algorithms have received more attentions [2]. Readers can refer to [3] and the references therein for details about up to date diffusion strategies for adaptation and learning over networks.

The distributed LMS and RLS type strategies are all second order statistics (SOS) based, the target is to minimize the mean square error (MSE) of the estimator. For the MSE based techniques, the noise is often assumed to be white Gaussian with finite second-order statistics. However, in some circumstances, the noise may not have finite SOS, such as impulsive noise, which can be modeled by a heavy-tailed alpha stable distribution [4].

Alpha stable signal processing techniques have received more attentions. Particle filtering for acoustic source tracking in impulsive noise with alpha-stable problem in alpha stable noise environments is discussed in [6]. System identification correlated with

\[
\omega_n = \omega_{n-1} + \sum_{k=1}^{N} \mu_k \left( |x_{k,n}|^{p-2} e_{k,n} u_{k,n} \right),
\]

where \(e_{k,n} = d_{k,n} - u_{k,n}^T w_{k,n} \) is the error signal.

For local estimation, the following cost function is considered,

\[
J_k^{\text{local}}(\omega) = \sum_{l \in \mathcal{N}_k} c_{l,k} E \left| d_{l,n} - u_{l,n}^T w_{l,n} \right|^p
\]

where \(\mathcal{N}_k\) denotes the neighborhood of an node \(k\) and the coefficients \(c_{l,k}\) determine which nodes \(l \in \mathcal{N}_k\) should share their measurements \(d_{l,n}, u_{l,n}\) with node \(k\).

For each nodes, first performs intermediate estimates by the following combination,

\[
\phi_{k,n-1} = \sum_{l \in \mathcal{N}_k} a_{1, l} \omega_{l,n-1}^{\text{p-1}}
\]

where the coefficients \(a_{1, l}\) which nodes should share their intermediate estimates \(\omega_{l,n-1}\) with node \(k\). With all the intermediate estimates, the nodes update their estimates by

\[
\psi_{k,n} = \phi_{k,n-1} + \mu_k \sum_{l \in \mathcal{N}_k} c_{l,k} |e_{l,n}|^{p-2} e_{l,n} u_{l,n},
\]

After updating, the second combination is performed as

\[
\omega_{k,n} = \sum_{l \in \mathcal{N}_k} a_{2, l, k} \psi_{l,n}^{\text{p-1}}
\]

where the coefficients \(a_{2, l, k}\) which nodes should share their intermediate estimates \(\psi_{k,n}\) with node \(k\). The diffusion LMP algorithm is summarized in Algorithm 1.

Algorithm 1 Diffusion LMP

Initialization: Given non-negative real coefficients \(a_{1, l}, a_{2, l, k}, c_{l, k}\).

1: for \(n = 0 \) to \(n_{\text{max}}\) do
2: for \(k = 1 \) to \(N\) do
3: \(\phi_{k,n-1} = \sum_{l \in \mathcal{N}_k} a_{1, l} \omega_{l,n-1}^{\text{p-1}}\)
4: \(\psi_{k,n} = \phi_{k,n-1} + \mu_k \sum_{l \in \mathcal{N}_k} c_{l,k} |e_{l,n}|^{p-2} e_{l,n} u_{l,n}\)
5: \(\omega_{k,n} = \sum_{l \in \mathcal{N}_k} a_{2, l, k} \psi_{l,n}^{\text{p-1}}\)
6: end for
7: end for

Simulation Results: We consider a connected ad hoc wireless sensor network composed of \(N = 20\) nodes. The network is generated as a realization of the random geometric graph model on the unity square, with communication range \(r = 0.5\). The topology of the network is shown in Fig 1. The AR model can be rewritten as the following vector form for node \(n\) at time \(k\):

\[
d_{k,n} = w^T x_{k,n} + v_{k,n}
\]

where \(d_{k,n} = x_{k,n}\) is the desired signal, which is assumed to be white Gaussian process in the following simulations. \(x_{k,n} = [x_{k-1,n}, x_{k-2,n}, \ldots , x_{k-M,n}]^T\) is the input data and \(w = [w_1, w_2, \ldots , w_M]^T\) is the unknown parameters. \(w_m\) is drawn randomly from the standard uniform distribution \(U(0,1)\).

Since the variance of alpha-stable process is infinite, instead of signal-to-noise ratio (SNR), we use generalized SNR (GSNR), which is defined in [3]. GSNR is the ratio of the signal power over the noise dispersion \(\gamma\).

All the following results are obtained by averaging over 10 independent Monte Carlo trials.

The transient and steady network MSD of LMP algorithms as a function of order \(p\) are given in Fig. 2 and Fig. 3 respectively. From Fig. 2, we observe that, due to the impulsive noise, the LMP algorithm is unconverged...
for order $p = 2$ or $p$ close to 2. Meanwhile, the algorithm is converged when $p = 1$ or $p$ close to 1. From Fig. 3, we observe that the more impulsive of the noise (smaller $\alpha$), the larger MSD for $p = 2$. The impulsive noise has a great influence on diffusion LMS algorithms. Furthermore, the lower MSD is obtained when $p$ is close to $\alpha$. Similar observations are obtained in [6], which is a single node based LMP algorithm for system identification.

**Conclusion:** We propose a diffusion least mean $p$-norm algorithm for distributed estimation in alpha stable noise environments. Compared with the diffusion LMS type algorithm, for impulsive noise with alpha-stable distribution, better performance is obtained for the diffusion LMP method.
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