Decoherence Suppression by Cavity Optomechanical Cooling

Eyal Buks

Department of Electrical Engineering, Technion, Haifa 32000 Israel

(Dated: October 24, 2018)

We consider a cavity optomechanical cooling configuration consisting of a mechanical resonator (denoted as resonator \(b\)) and an electromagnetic resonator (denoted as resonator \(a\)), which are coupled in such a way that the effective resonance frequency of resonator \(a\) depends linearly on the displacement of resonator \(b\). We study whether back-reaction effects in such a configuration can be efficiently employed for suppression of decoherence. To that end, we consider the case where the mechanical resonator is prepared in a superposition of two coherent states and evaluate the rate of decoherence. We find that no significant suppression of decoherence is achievable when resonator \(a\) is assumed to have a linear response. On the other hand, when resonator \(a\) exhibits Kerr nonlinearity and/or nonlinear damping the decoherence rate can be made much smaller than the equilibrium value provided that the parameters that characterize these nonlinearities can be tuned close to some specified optimum values.

PACS numbers:

I. INTRODUCTION

The quest for quantum effects in nanomechanical devices has motivated an intense research effort in recent years \([1–3]\). Experimental demonstration of quantum superposition in a nanomechanical resonator may provide an important insight into the problem of quantum to classical transition \([4–10]\). However, in many cases the lifetime of such superposition states is too short for experimental observation since the coupling between a nanomechanical resonator and its environment typically results in rapid decoherence \([11, 12]\). As a case study, consider a superposition of two coherent states \(|\alpha_1\rangle\) and \(|\alpha_2\rangle\) of a mechanical resonator having an angular resonance frequency \(\omega_b\) and damping rate \(\gamma_b\). The decoherence rate of such a superposition state is given in the high temperature limit \(k_b T > > \hbar \omega_b\) by \([13, 16]\)

\[
\frac{1}{\tau_\phi} = 4\gamma_b |\alpha_2 - |\alpha_1\rangle|^2 \frac{k_b T}{\hbar \omega_b},
\]

where \(\alpha_2 = \alpha_2 - \alpha_1\).

While Eq. (1) was derived by assuming linear response, it is well known that nonlinear response can be exploited for reduction of thermal fluctuations. One example is the technique of noise squeezing that can be employed for reducing thermal fluctuations in one of the quadratures of a mechanical resonator \([17, 18]\). Another example, which is the focus of this chapter, is the technique of optomechanical cavity cooling. This technique \([19–26]\), which was first proposed as a way to enhance the detection sensitivity of gravity waves \([27, 28]\), can be employed for significantly reducing the energy fluctuations of a mechanical resonator well below the equilibrium value \([29–42]\). Cooling is achieved by coupling the mechanical resonator (denoted as resonator \(b\)) to an electromagnetic resonator (denoted as resonator \(a\)) in such a way that the effective resonance frequency of resonator \(a\) becomes linearly dependent on the displacement of resonator \(b\). When the parameters of the system are optimally chosen the fluctuations of resonator \(b\) around steady state can be significantly reduced well below the equilibrium value by externally driving resonator \(a\) with a monochromatic pump tone. In this region back-reaction due to the retarded response of the driven resonator \(a\) to fluctuations of resonator \(b\) acts as a negative feedback, providing thus additional damping which results in effective cooling down of resonator \(b\). The success of these experiments raises the question whether similar back-reaction effects can also be efficiently employed for suppression of decoherence below the equilibrium value.

Here we study this problem by generalizing Eq. (1) for the case where cavity cooling is applied. Nonlinearity in resonator \(a\) is taken into account to lowest nonvanishing order. The equations of motion of the system are obtained using the Gardiner and Collett input-output theory \([43, 44]\). By linearizing these equations we derive the susceptibility matrices of the system, which allow calculating the response of both resonators to input noise. This, in turn, allows evaluating both, the spectral density of fluctuations and the decoherence rate \(1/\tau_\phi\) of resonator \(b\). In both cases we examine the cooling efficiency by defining an appropriate effective temperature and by calculating it for an optimum choice of the system’s parameters. We find that only modest suppression of decoherence is possible using cavity cooling unless the system is driven into the region of nonlinear oscillations.

II. THE MODEL

The model consists of two resonators, labeled as \(a\) and \(b\) respectively, which are coupled to each other by a term \(\hbar \Omega N_a (A_b + A_b^\dagger)\) in the Hamiltonian. Here \(A_a\), \(A_a^\dagger\) and \(N_a = A_a^\dagger A_a\) (\(A_b\), \(A_b^\dagger\) and \(N_b = A_b^\dagger A_b\)) are respectively annihilation, creation and number operators of resonator \(a\) (\(b\)). The first resonator is coupled to 3 semi-infinite transmission lines. The first, denoted as \(a1\), is a feedline, which is linearly coupled to resonator \(a\) with a coupling
constant \( T_{a1} \), and which is employed to deliver the input and output signals; the second, denoted as \( a2 \), is linearly coupled to resonator \( a \) with a coupling constant \( T_{a2} \), and it is used to model linear dissipation, whereas the third one, denoted as \( a3 \), is nonlinearly coupled to resonator \( a \) with a coupling constant \( T_{a3} \), and is employed to model nonlinear dissipation. Linear dissipation of resonator \( b \) is modeled using semi-infinite transmission line, which is denoted as \( b \) and which is linearly coupled to resonator \( b \) with a coupling constant \( T_{b} \). Kerr-like nonlinearity of the driven resonator \( a \) is taken into account to lowest order by including the term \( \hbar/2 \) \( K_a A_b^+ A_b A_a \) in the Hamiltonian of the system, which is given by

\[
\mathcal{H} = \hbar \omega_a N_a + \frac{\hbar}{2} K_a A_b^+ A_b A_a + \hbar \omega_b N_b + \hbar \Omega N_a \left( A_b + A_b^\dagger \right) + \hbar \int d\omega \, a_{a1}^\dagger (\omega) a_{a1} (\omega) \omega \\
+ \hbar \int d\omega \, \left[ T_{a1} A_b^+ a_{a1} (\omega) + T_{a1} a_{a1}^\dagger (\omega) A_a \right] + \hbar \int d\omega \, \left[ T_{a2} A_b^+ a_{a2} (\omega) + T_{a2} a_{a2}^\dagger (\omega) A_a \right] + \hbar \int d\omega \, \left[ T_{a3} A_b^+ A_b^\dagger a_{a3} (\omega) + T_{a3} a_{a3}^\dagger (\omega) A_a A_a \right] \\
+ \hbar \int d\omega \, \left[ T_{b} A_b^+ a_{b} (\omega) + T_{b} a_{b}^\dagger (\omega) A_b \right] + \hbar \int d\omega \, \left[ T_{b} A_b^+ A_b^\dagger a_{b} (\omega) + T_{b} a_{b}^\dagger (\omega) A_b \right] .
\]

(2)

\[
\frac{d A_a}{dt} = -i \omega_a A_a - i K_a N_a A_a - i \Omega A_a \left( A_b + A_b^\dagger \right) \\
- i \int d\omega \, T_{a1} a_{a1} (\omega) - i \int d\omega \, T_{a2} a_{a2} (\omega) \\
- 2i \int d\omega \, T_{a3} A_b^+ a_{a3} (\omega) ,
\]

one has

\[
\frac{d A_b}{dt} = -i \omega_b A_b - i \Omega N_a - i \int d\omega \, T_{b} a_{b} (\omega) .
\]

(9)

Using the bath modes commutation relations

\[
\left[ a_{a1} (\omega), a_{a1}^\dagger (\omega') \right] = \delta (\omega - \omega') , \quad \left[ a_{a1} (\omega), a_{a1} (\omega') \right] = 0 ,
\]

one obtains

\[
\frac{d a_{a1} (\omega)}{dt} = -i \omega a_{a1} (\omega) - iT_{a1} A_a .
\]

(12)

Using initial condition \( a_{a1} (\omega, t_0) \) one finds by integration that

\[
a_{a1} (\omega, t) = a_{a1} (\omega, t_0) e^{i\omega(t_0-t)} \\
- iT_{a1}^* \int_{t_0}^t dt' A_a (t') e^{i\omega(t'-t)} .
\]

(13)

Next we integrate Eq. (13) over \( \omega \). The coupling coefficient \( T_{a1} \), which is assumed to be \( \omega \) independent, is expressed as

\[
T_{a1} = \frac{\gamma_{a1}}{\pi} e^{i \phi_{a1}} ,
\]

where \( \gamma_{a1} \) is positive and \( \phi_{a1} \) is real. Using the following relations

\[
\int d\omega \, e^{i\omega(t'-t)} = 2\pi \delta (t-t') ,
\]

\[
\int_{t_0}^t dt' \delta (t-t') f(t') = \frac{1}{2} \text{sgn} (t-t_0) f(t) ,
\]

one finds that

\[
\frac{1}{\sqrt{2\pi}} \int d\omega \, a_{a1} (\omega, t) = e^{i \phi_{a1}} (t) - i \sqrt{\frac{\gamma_{a1}}{2}} e^{-i \phi_{a1}} A_a (t) ,
\]

(18)
where
\[ a_{a1}^{in}(t) = \frac{1}{\sqrt{2\pi}} \int d\omega \ a_{a1}(\omega, t_0) e^{i\omega(t_0 - t)} . \]  

(19)

Using similar definitions the above results are generalized for the other semi-infinite transmission lines that are linearly coupled (labeled as \( a2 \) and \( b \)). For the transmission line \( a3 \), which is nonlinearly coupled, the coupling coefficient \( T_{a3} \), which is also assumed to be \( \omega \) independent, is expressed as
\[ T_{a3} = \sqrt{\frac{\gamma_{a3}}{2\pi}} e^{i\phi_{a3}} , \]  

(20)

and the following holds
\[
\frac{1}{\sqrt{2\pi}} \int d\omega \ a_{a3}(\omega, t) = a_{a3}^{in}(t) - i\frac{\sqrt{\gamma_{a3}}}{2} e^{-i\phi_{a3}} A_a(t) A_a(t) . \]  

(21)

Substituting these results into Eqs. 8 and 12 yields
\[
\frac{dA_a}{dt} = -[i\omega_a + \gamma_a + (iK_a + \gamma_{a3}) N_a] A_a \\
- i\Omega A_a (A_b + A_b^\dagger) \\
- i\sqrt{2\gamma_{a1}} e^{i\phi_{a1}} a_{a1}^{in}(t) - i\sqrt{2\gamma_{a2}} e^{i\phi_{a2}} a_{a2}^{in}(t) \\
- 2i\sqrt{\gamma_{a3}} e^{i\phi_{a3}} A_a^\dagger A_a^{in}(t) , \]  

(22)

and
\[
\frac{dA_b}{dt} = -(i\omega_b + \gamma_b) A_b - i\Omega N_a \\
- i\sqrt{2\gamma_{b1}} e^{i\phi_{b1}} a_{b}^{in}(t) , \]  

(23)

where
\[ \gamma_a = \gamma_{a1} + \gamma_{a2} . \]  

(24)

### B. Rotating Frame

Consider the case where a coherent tone at angular frequency \( \omega_p \) and a constant complex amplitude \( b_p \) is injected into the feedline. The operators of the driven resonator and its thermal baths are expressed in a frame rotating at frequency \( \omega_p \) as
\[
a_{a1}^{in} = b_p e^{-i\omega_p t} + c_{a1}^{in} e^{-i\omega_p t} , \]  

(25)
\[
a_{a2}^{in} = c_{a2}^{in} e^{-i\omega_p t} , \]  

(26)
\[
a_{a3}^{in} = c_{a3}^{in} e^{-i\omega_p t} , \]  

(27)
\[ A_a = C_a e^{-i\omega_p t} , \]  

(28)

Using this notation Eqs. 22 and 23 can be rewritten as
\[
\frac{dC_a}{dt} + \Theta_a = F_a , \]  

(29)

where
\[ \Theta_a = \Theta_a \left( C_a, C_a^\dagger, A_b, A_b^\dagger \right) \]
\[ = \left\{ i \left[ \Delta_a + \Omega \left( A_b + A_b^\dagger \right) \right] + \gamma_a + (iK_a + \gamma_{a3}) N_a \right\} C_a \]
\[ + i\sqrt{2\gamma_{a1}} e^{i\phi_{a1}} b_p , \]  

(30)

\[ \Delta_a = \omega_a - \omega_p , \]  

(31)

\[ F_a = -i\sqrt{2\gamma_{a1}} e^{i\phi_{a1}} c_{a1}^{in} - i\sqrt{2\gamma_{a2}} e^{i\phi_{a2}} c_{a2}^{in} - 2i\sqrt{\gamma_{a3}} e^{i\phi_{a3}} (c_{a3}^{in})^* C_a^\dagger a_{a3}^{in} , \]  

(32)

\[ \Theta_b = \Theta_b \left( C_a, C_a^\dagger, A_b, A_b^\dagger \right) \]
\[ = (i\omega_b + \gamma_b) A_b + i\Omega N_a \]  

(33)

and
\[ F_b = -i\sqrt{2\gamma_{b1}} e^{i\phi_{b1}} a_{b}^{in} . \]  

(34)

### III. LINEARIZATION

Expressing the solution as
\[ C_a = B_a + c_a , \]  

(35)
\[ A_b = B_b + c_b , \]  

(36)

where both \( B_a \) and \( B_b \) are complex numbers, and considering both \( c_a \) and \( c_b \) as small one has to lowest order
\[ \Theta_a \left( C_a, C_a^\dagger, A_b, A_b^\dagger \right) = \Theta_a \left( B_a, B_a^* , B_b, B_b^* \right) \]
\[ + W_1 c_a + W_2 c_a^\dagger + W_3 c_b + W_4 c_b^\dagger , \]  

(37a)

\[ \Theta_b \left( C_a, C_a^\dagger, A_b, A_b^\dagger \right) = \Theta_b \left( B_a, B_a^* , B_b, B_b^* \right) \]
\[ + W_5 c_a + W_6 c_a^\dagger + W_7 c_b + W_8 c_b^\dagger , \]  

(38a)

where
\[ W_1 = i\Delta_a e^{i\omega_p} + \gamma_a + 2(iK_a + \gamma_{a3}) |B_a|^2 , \]  

(39a)
\[ W_2 = (iK_a + \gamma_{a3}) B_a^2 , \]  

(39b)
\[ W_3 = W_4 = i\Omega B_a , \]  

(39c)
\[ W_5 = i\Omega B_a^* , \]  

(39d)
\[ W_6 = i\Omega B_a , \]  

(39e)
\[ W_7 = i\omega_b + \gamma_b , \]  

(39f)
\[ W_8 = 0 . \]  

(39g)
and where
\[ \Delta^\text{eff}_a = \Delta_a + \Omega (B_a + B^*_a) . \] (40)

A. Mean Field Solution

Mean field solutions are found by solving
\[
\begin{align*}
\Theta_a (B_a, B^*_a, B_b, B^*_b) &= 0 , \quad (41a) \\
\Theta_b (B_a, B^*_a, B_b, B^*_b) &= 0 , \quad (41b)
\end{align*}
\]
that is
\[
\left\{ 
\begin{aligned}
&i\Delta^\text{eff}_a + \gamma_a + (iK_a + \gamma_3) |B_a|^2 \\
&+ i\sqrt{2\gamma_1 e^{i\phi_1}} b_p = 0 \\
&\left[ i\Delta^\text{eff}_b + \gamma_b + iK^\text{eff}_b \right] B_a \\
&+ i\sqrt{2\gamma_1 e^{i\phi_1}} b_p = 0 ,
\end{aligned}
\right.
\] (42)

Finding \( E_a \) by solving Eq. (41a) allows calculating \( B_a \) according to Eq. (44) and \( B_b \) according to Eq. (44).

B. Onset of Bistability Point

In general, for any fixed value of the driving amplitude \( b_p \), Eq. (44) can be expressed as a relation between \( E_a \) and \( \Delta_a \). When \( b_p \) is sufficiently large the response of the system becomes bistable, that is \( E_a \) becomes a multi-valued function of \( \Delta_a \) in some range near the resonance frequency. The onset of bistability point is defined as the point for which
\[
\frac{\partial \Delta_a}{\partial E_a} = 0 ,
\]
(48)
\[
\frac{\partial^2 \Delta_a}{\partial (E_a)^2} = 0 .
\]
(49)

Such a point occurs only if the nonlinear damping is sufficiently small \[43\], namely, only when the following condition holds
\[
|K^\text{eff}_a| > \sqrt{3} \gamma_3 .
\]
(50)

At the onset of bistability point the drive frequency and amplitude are given by
\[
(\Delta_a)_c = -\gamma_a \frac{K^\text{eff}_a |K^\text{eff}_a|}{|K^\text{eff}_a|^2 - 3 \gamma_3^2} \left[ 4 \gamma_3 |K^\text{eff}_a| + \sqrt{3} \left( (K^\text{eff}_a)^2 + \gamma_3^2 \right) \right] ,
\]
(51)
\[
(b_p)_c = \frac{4 \gamma_3^3 (K^\text{eff}_a)^2 + \gamma_3^2 \gamma_3^2}{3 \sqrt{3} \gamma_3 (K^\text{eff}_a - \sqrt{3} \gamma_3)} ,
\]
(52)

and the resonator mode amplitude is
\[
(E_a)_c = \frac{2 \gamma_a}{\sqrt{3} (|K^\text{eff}_a| - \sqrt{3} \gamma_3)} .
\]
(53)

C. Fluctuation

Fluctuation around the mean field solution are governed by
\[
\frac{d}{dt} \begin{pmatrix} c_a \\ c^\dagger_a \\ c_b \\ c^\dagger_b \end{pmatrix} + W \begin{pmatrix} c_a \\ c^\dagger_a \\ c_b \\ c^\dagger_b \end{pmatrix} = \begin{pmatrix} F_a \\ F^\dagger_a \\ F_b \\ F^\dagger_b \end{pmatrix} ,
\]
(54)

where the matrix \( W \) is given by
\[
W = \begin{pmatrix}
W_1 & W_2 & W_3 & W_4 \\
W^*_2 & W^*_1 & W^*_4 & W^*_3 \\
W_5 & W_6 & W_7 & W_8 \\
W^*_6 & W^*_5 & W^*_8 & W^*_7 \\
\end{pmatrix} .
\]
(55)

The mean field solution is assumed to be locally stable, that is, it is assume that all eigenvalues of \( W \) have a positive real part.

We calculate below the statistical properties of the noise operators \( F_a \) and \( F_b \). Let \( a(\omega) \) be an annihilation operator for an incoming bath mode. In thermal equilibrium the following holds
\[
\langle a(\omega) \rangle = 0 ,
\]
(56)
\[
\langle a^\dagger (\omega) a (\omega') \rangle = n_\omega \delta (\omega - \omega') ,
\]
(57)
\[
\langle a (\omega') a^\dagger (\omega) \rangle = (n_\omega + 1) \delta (\omega - \omega') ,
\]
(58)
\[
\langle a (\omega) a (\omega') \rangle = 0 ,
\]
(59)
where
\[
n_\omega = \frac{1}{e^{\beta h_\omega} - 1}, \tag{60}
\]
\[
\beta = 1/k_B T, \quad k_B \text{ is Boltzmann's constant and } T \text{ is the absolute temperature. Using these expressions together with Eqs. (19), (25), (20), (27), (28), (33) and (35) yields the following relations}
\]
\[
\langle F_a (\omega) \rangle = \langle F^\dagger_a (\omega) \rangle = (F_b (\omega)) = \langle F^\dagger_b (\omega) \rangle = 0, \tag{61}
\]
\[
\langle F_a (\omega) F_a (\omega') \rangle = \langle F^\dagger_a (\omega) F^\dagger_a (\omega') \rangle
\]
\[
= \langle F_b (\omega) F_b (\omega') \rangle = \langle F^\dagger_b (\omega) F^\dagger_b (\omega') \rangle = 0, \tag{62}
\]
\[
\langle F_a (\omega) F^\dagger_a (\omega') \rangle = 2 \Gamma_a \delta (\omega - \omega') n_{\omega a}, \tag{63}
\]
\[
\langle F^\dagger_a (\omega) F_a (\omega') \rangle = 2 \Gamma_a \delta (\omega - \omega') (n_{\omega a} + 1). \tag{64}
\]
\[
\langle F_b (\omega) F^\dagger_b (\omega') \rangle = 2 \gamma_b \delta (\omega - \omega') n_{\omega b}, \tag{65}
\]
\[
\langle F^\dagger_b (\omega) F_b (\omega') \rangle = 2 \gamma_b \delta (\omega - \omega') (n_{\omega b} + 1), \tag{66}
\]
where
\[
\Gamma_a = \gamma_a + 2 \gamma_{a3} E_a. \tag{67}
\]

Is important to note that the linearization approach is valid only when the fluctuations around the mean field solution are small. Unavoidably, however, very close to the region where the system becomes unstable the fluctuations become appreciable, and consequently the linearization approximation breaks down.

D. Transforming into Fourier space

In general, the Fourier transform of a time dependent operator \( O(t) \) is denoted as \( O(\omega) \)
\[
O(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \ O(\omega) e^{-i\omega t}. \tag{68}
\]

Applying the Fourier transform to Eq. (54) yields
\[
W_{aa} \left( c_a (\omega) \right) + W_{ab} \left( c_b (\omega) \right) = \left( F_a (\omega) \right), \tag{69}
\]
\[
W_{ba} \left( c_a (\omega) \right) + W_{bb} \left( c_b (\omega) \right) = \left( F_b (\omega) \right), \tag{70}
\]
where
\[
W_{aa} = \begin{pmatrix} W_1 - i\omega & W_2 \\ W_2^* & W_1^* + i\omega \end{pmatrix}, \tag{71}
\]
\[
W_{ab} = \begin{pmatrix} W_3 & W_4 \\ W_4^* & W_3^* \end{pmatrix}, \tag{72}
\]
\[
W_{ba} = \begin{pmatrix} W_5 & W_6 \\ W_6^* & W_5^* \end{pmatrix}, \tag{73}
\]
\[
W_{bb} = \begin{pmatrix} W_7 - i\omega & W_8 \\ W_8^* & W_7^* + i\omega \end{pmatrix}. \tag{74}
\]

Multiplying the first equation by \( W_{aa}^{-1} \) and the second one by \( W_{bb}^{-1} \) leads to
\[
\begin{pmatrix} c_a (\omega) \\ c_a^\dagger (\omega) \end{pmatrix} + W_{aa}^{-1} W_{ab} \begin{pmatrix} c_b (\omega) \\ c_b^\dagger (\omega) \end{pmatrix} = W_{aa}^{-1} \begin{pmatrix} F_a (\omega) \\ F_a^\dagger (\omega) \end{pmatrix}, \tag{75}
\]
\[
\begin{pmatrix} c_b (\omega) \\ c_b^\dagger (\omega) \end{pmatrix} + W_{bb}^{-1} W_{ba} \begin{pmatrix} c_a (\omega) \\ c_a^\dagger (\omega) \end{pmatrix} = W_{bb}^{-1} \begin{pmatrix} F_b (\omega) \\ F_b^\dagger (\omega) \end{pmatrix}, \tag{76}
\]
or
\[
\begin{pmatrix} c_a (\omega) \\ c_a^\dagger (\omega) \end{pmatrix} = \chi_{aa} \begin{pmatrix} F_a (\omega) \\ F_a^\dagger (\omega) \end{pmatrix} + \chi_{ab} \begin{pmatrix} F_b (\omega) \\ F_b^\dagger (\omega) \end{pmatrix}, \tag{77}
\]
\[
\begin{pmatrix} c_b (\omega) \\ c_b^\dagger (\omega) \end{pmatrix} = \chi_{ba} \begin{pmatrix} F_a (\omega) \\ F_a^\dagger (\omega) \end{pmatrix} + \chi_{bb} \begin{pmatrix} F_b (\omega) \\ F_b^\dagger (\omega) \end{pmatrix}. \tag{78}
\]

The inverse matrices \( W_{aa}^{-1} \) and \( W_{bb}^{-1} \) can be expressed as
\[
W_{aa}^{-1} = \frac{1}{(W_1 - i\omega)(W_1^* + i\omega) - |W_2|^2} \begin{pmatrix} W_1^* - i\omega & -W_2 \\ -W_2^* & W_1 - i\omega \end{pmatrix}, \tag{79a}
\]
\[
W_{bb}^{-1} = \frac{1}{(W_7 - i\omega)(W_7^* + i\omega) - |W_8|^2} \begin{pmatrix} W_7^* - i\omega & -W_8 \\ -W_8^* & W_7 - i\omega \end{pmatrix}. \tag{79b}
\]
where we have introduced the eigenvalues
\[ \lambda_{a1} + \lambda_{a2} = W_1 + W_1^*, \]  
\[ \lambda_{a1} \lambda_{a2} = |W_1|^2 - |W_2|^2, \]  
and
\[ \lambda_{b1} + \lambda_{b2} = W_7 + W_7^*, \]  
\[ \lambda_{b1} \lambda_{b2} = |W_7|^2 - |W_8|^2. \]

E. Omega-Symmetric Matrix

Let \( W(\omega) \) be a 2X2 matrix, which depends on the real parameter \( \omega \). The matrix \( W(\omega) \) is said to be omega-symmetric if it can be written as
\[ W(\omega) = \left( \begin{array}{cc} a(\omega) & b(\omega) \\ b^*(\omega) & a^*(\omega) \end{array} \right), \]
where \( a(\omega) \) and \( b(\omega) \) are arbitrary smooth functions of \( \omega \). Is is straightforward to show that if \( W \) is omega-symmetric then \( W^{-1}, W^t \) (transpose of \( W \)) and \( W^t \) are all omega-symmetric as well. Moreover, if \( W_1 \) and \( W_2 \) are both omega-symmetric then \( W_1 W_2 \) is also omega-symmetric. Thus, it is easy to show that the susceptibility matrices \( \chi_{aa}, \chi_{ab}, \chi_{ba} \) and \( \chi_{bb} \) are all omega-symmetric.

F. The case where \( \Omega \) is small and \( K_\alpha = \gamma_{a3} = 0 \)

To lowest order in \( \Omega \) one has
\[ \chi_{aa} = (1 - W_{aa}^-1 W_{ab} W_{bb}^-1 W_{ba})^{-1} W_{aa}^{-1} \]
\[ \simeq (1 + W_{aa}^-1 W_{ab} W_{bb}^-1 W_{ba}) W_{aa}^{-1}, \]
\[ \chi_{ab} \simeq -W_{aa}^{-1} W_{ab} W_{bb}^{-1}, \]
\[ \chi_{ba} \simeq -W_{bb}^{-1} W_{ba} W_{aa}^{-1}, \]
and
\[ \chi_{bb} = (1 - W_{bb}^-1 W_{ba} W_{aa}^-1 W_{ab})^{-1} W_{bb}^{-1} \]
\[ \simeq (1 + W_{bb}^-1 W_{ba} W_{aa}^-1 W_{ab}) W_{bb}^{-1}. \]

Taking \( K_\alpha = \gamma_{a3} = 0 \) one has
\[ W_{aa}^{-1} = \begin{pmatrix} \frac{1}{\lambda_{a1} - i\omega} & 0 \\ 0 & \frac{1}{\lambda_{a2} - i\omega} \end{pmatrix}, \]
Similarly \( W_{bb}^{-1} \) can be expressed as
\[ W_{bb}^{-1} = \begin{pmatrix} \frac{1}{\lambda_{b1} - i\omega} & 0 \\ 0 & \frac{1}{\lambda_{b2} - i\omega} \end{pmatrix}. \]

Using these relations one finds that
\[ \chi_{aa} = \begin{pmatrix} \frac{1}{\lambda_{a1} - i\omega} & 0 \\ 0 & \frac{1}{\lambda_{a2} - i\omega} \end{pmatrix}, \]
\[ \Omega^2 \begin{pmatrix} E_a(\lambda_{a1} - \lambda_{a2}) \\ (\lambda_{a2} - i\omega) \end{pmatrix} \begin{pmatrix} \frac{1}{\lambda_{a1} - i\omega}(\lambda_{a1} - \lambda_{a2}) \\ (\lambda_{a2} - i\omega)(\lambda_{a2} - \lambda_{b2}) \end{pmatrix} \]
\[ + \begin{pmatrix} iB_\alpha \\ -iB_\alpha^* \end{pmatrix}, \]
\[ \chi_{ab} = -\Omega \begin{pmatrix} \frac{1}{\lambda_{a1} - i\omega} & 0 \\ 0 & \frac{1}{\lambda_{a2} - i\omega} \end{pmatrix} \begin{pmatrix} \frac{iB_\alpha}{(\lambda_{a1} - \lambda_{a2})} \\ \frac{iB_\alpha^*}{(\lambda_{a2} - \lambda_{b2})} \end{pmatrix}, \]
and
\[ \chi_{bb} = \begin{pmatrix} \frac{1}{\lambda_{b1} - i\omega} & 0 \\ 0 & \frac{1}{\lambda_{b2} - i\omega} \end{pmatrix} \begin{pmatrix} \frac{iB_\alpha^*}{(\lambda_{b1} - \lambda_{b2})} \\ \frac{iB_\alpha}{(\lambda_{b2} - \lambda_{a2})} \end{pmatrix}, \]
\[ \Omega^2 E_a \begin{pmatrix} \frac{1}{\lambda_{a1} - i\omega} & 0 \\ 0 & \frac{1}{\lambda_{a2} - i\omega} \end{pmatrix} \begin{pmatrix} \frac{1}{\lambda_{a1} - \lambda_{a2}} \\ \frac{1}{\lambda_{a2} - \lambda_{b2}} \end{pmatrix} \]
\[ + \begin{pmatrix} iB_\alpha \\ -iB_\alpha^* \end{pmatrix}. \]

To determine the stability of the mean field solutions the eigenvalues of \( W \) are calculated below for the present case to lowest nonvanishing order in \( \Omega \). The matrix \( W \) can be expressed as
\[ W = \begin{pmatrix} \lambda_{a1} & 0 & 0 \\ 0 & \lambda_{a2} & 0 \\ 0 & 0 & \lambda_{b2} \end{pmatrix} + \Omega V. \]
\[ V = \begin{pmatrix} 0 & 0 & iB_\alpha \\ iB_\alpha^* & 0 & 0 \\ -iB_\alpha & -iB_\alpha^* & 0 \end{pmatrix}. \]

The two eigenvalues of interest for what follows are \( \tilde{\lambda}_{b1} \) and \( \tilde{\lambda}_{b2} \), which approach the values \( \lambda_{b1} \) and \( \lambda_{b2} \) respectively in the limit \( \Omega \to 0 \). These eigenvalues are calculated up to second order in \( \Omega \) using perturbation theory (note that \( W \) is not necessarily Hermitian)
\[ \tilde{\lambda}_{b1} = \lambda_{b1} + \Omega^2 E_a \left( -\frac{1}{\lambda_{b1} - \lambda_{a1}} + \frac{1}{\lambda_{b1} - \lambda_{a2}} \right), \]
\[ \tilde{\lambda}_{b2} = \lambda_{b2} + \Omega^2 E_a \left( \frac{1}{\lambda_{b2} - \lambda_{a1}} - \frac{1}{\lambda_{b2} - \lambda_{a2}} \right). \]
Thus by using the relations

\[ \lambda_{a1} = \lambda^*_{a2} = i \Delta^\text{eff}_a + \gamma_a , \quad (97a) \]
\[ \lambda_{b1} = \lambda^*_{b1} = i \omega_b + \gamma_b , \quad (97b) \]

the notation

\[ d = \frac{\Delta^\text{eff}_b}{\omega_b} , \quad (98a) \]
\[ g = \frac{\gamma_a}{\omega_b} , \quad (98b) \]

and by assuming also that \( \gamma_b \ll \omega_b \) one finds that

\[
\lambda_{b1} = i \omega_b \left( 1 + \frac{2 \Omega^2 E_a}{\omega_b^2} \left( \frac{2d}{(1 + d)^2 + g^2} \right) \left( \frac{d - 1}{1 - d} \right) + \gamma_b \left( 1 + \frac{2 \Omega^2 E_a}{\gamma_a \gamma_b} \left( \frac{4dg^2}{(1 + d)^2 + g^2} \right) \right) \right), \quad (99)
\]

and \( \lambda_{b2} = \lambda_{b1}^* \).

For the present case \( (K_a = \gamma_a = 0) \) one finds using Eqs. (64), (65) and (66) that \( (E_a)_c \) (the value of \( E_a \) at the onset of bistability) is given by

\[ (E_a)_c = \frac{\gamma_a \omega_b}{\sqrt{3} \Omega^2} . \quad (100) \]

In terms of \( (E_a)_c \) the real part of \( \lambda_{b1} \) can be expressed as

\[ \text{Re} \left( \frac{\lambda_{b1}}{\gamma_b} \right) = 1 + \frac{2E_a}{\sqrt{3}} \frac{\omega_b}{(E_a)_c} \gamma_b \Upsilon (d, g) , \quad (101) \]

where the function \( \Upsilon (d, g) \), which is plotted in Fig. 1, is given by

\[
\Upsilon (d, g) = \frac{4dg^2}{(1 + d)^2 + g^2} \left( \frac{1 - d}{1 - d} \right) + \frac{4gd}{4g^2 + (g^2 - 1 + d^2)^2} . \quad (102)
\]

For any given value of \( g \) the function \( \Upsilon \) obtains a maxima at \( d = d_0 \) and a minima at \( d = -d_0 \), where

\[ d_0 = \frac{1}{3} \sqrt{3 - 3g^2 + 6 \sqrt{g^2 + g^2} + 1} . \quad (103) \]

The mean field solution is stable provided that \( \text{Re} \left( \frac{\lambda_{b1}}{\gamma_b} \right) > 0 \). Hopf bifurcation occurs when \( \text{Re} \left( \lambda_{b1} \right) \) vanishes.

**IV. INTEGRATED SPECTRAL DENSITY**

In general consider an operator \( c(\omega) \) that can be expressed in terms of a noise operator \( F(\omega) \) and a susceptibility matrix \( \chi(\omega) \) as [similarly to Eqs. (77) and (78)]

\[
\left( \begin{array}{c} c(\omega) \\ c^\dagger (-\omega) \end{array} \right) = \chi(\omega) \left( \begin{array}{c} F(\omega) \\ F^\dagger (-\omega) \end{array} \right) , \quad (104)
\]

where \( F(\omega) \) satisfy [similarly to Eqs. 61, 62, 63, 64, 65 and 66]

\[
\langle F(\omega) \rangle = \langle F^\dagger (-\omega) \rangle = 0 , \quad (105)
\]
\[
\langle F(\omega F(\omega') \rangle = \langle F^\dagger (\omega) F^\dagger (\omega') \rangle = 0 , \quad (106)
\]
\[
\langle F(\omega F^\dagger (\omega') \rangle = 2 \Gamma \delta (\omega - \omega') \omega_0 , \quad (107)
\]

and

\[
\langle F^\dagger (\omega) F(\omega') \rangle = 2 \Gamma \delta (\omega - \omega') (\omega_0 + 1) , \quad (108)
\]

The homodyne detection observable \( X(\omega) \) is defined by

\[ X(\omega) = e^{i \phi_{LO}} c(\omega) + e^{-i \phi_{LO}} c^\dagger (-\omega) . \quad (109) \]

The frequency auto-correlation function of \( X(\omega) \) is related to the spectral density \( P_X(\omega) \) by

\[ \langle X^\dagger (\omega') X(\omega) \rangle = P_X(\omega) \delta (\omega - \omega') . \quad (110) \]

Assuming that \( \chi(\omega) \) is omega-symmetric, it can be expressed as

\[
\chi(\omega) = \left( \begin{array}{cc} a(\omega) & b(\omega) \\ b^* (-\omega) & a^* (-\omega) \end{array} \right) , \quad (111)
\]
where \(a(\omega)\) and \(b(\omega)\) are arbitrary functions of \(\omega\). Thus, by calculating the term \(\langle X^\dagger(\omega') X(\omega)\rangle\) one finds that
\[
\frac{P_X(\omega)}{2\Gamma} = M_+(\omega) \coth \frac{\beta \hbar \omega_0}{2} + M_-(\omega)
\]
(112)
where
\[
M_+(\omega) = \frac{|a(-\omega)|^2 + |b(\omega)|^2 + |a(\omega)|^2 + |b(-\omega)|^2}{2} + \text{Re} \left[ e^{2i\phi_{LO}} \left( a(-\omega) b(\omega) + a(\omega) b(-\omega) \right) \right],
\]
(113)
and
\[
M_-(\omega) = -\frac{|a(-\omega)|^2 - |b(\omega)|^2 + |a(\omega)|^2 + |b(-\omega)|^2}{2} + \text{Re} \left[ e^{2i\phi_{LO}} \left( -a(-\omega) b(\omega) + a(\omega) b(-\omega) \right) \right].
\]
(114)
The integrated spectral density (ISD) is thus given by
\[
\int_{-\infty}^{\infty} d\omega \, P_X(\omega) = 2\Gamma V \coth \frac{\beta \hbar \omega_0}{2},
\]
(115)
where
\[
V = \int_{-\infty}^{\infty} d\omega \, M_+(\omega) = \int_{-\infty}^{\infty} d\omega \left[ |a(\omega)|^2 + |b(-\omega)|^2 + 2 \text{Re} \left( e^{2i\phi_{LO}} a(\omega) b(-\omega) \right) \right].
\]
(116)

V. ISD OF \(X_b\)

We calculate below the ISD of the homodyne observable \(X_b(\omega)\), which is given by
\[
X_b(\omega) = e^{i\phi_{LO}} c_b(\omega) + e^{-i\phi_{LO}} c_b^\dagger(-\omega),
\]
(117)
for the case where \(\Omega\) is small and \(K_a = \gamma_{a3} = 0\). As can be seen from Eq. (78), it has two contributions due to the two uncorrelated noise terms \(F_b(\omega)\) and \(F_a(\omega)\). The calculation of both contributions according to Eq. (119) is involved with evaluation of some integrals, which can be performed using the residue theorem. To further simplify the final result, which is given by
\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \, P_{X_b}(\omega) = \left( 1 - \frac{\Omega^2 E_a \gamma}{\gamma_a \gamma_b} \right) \coth \frac{\beta \hbar \omega_b}{2} + \frac{\Omega^2 E_a}{\gamma_a \gamma_b (1-d)^2 + g^2} \coth \frac{\beta \hbar \omega_a}{2},
\]
(118)
the case where resonator \(b\) has high quality factor is assumed. For this case, which is experimentally common, the following is assumed to hold \(\gamma_b \ll \omega_b\) and \(\gamma_b \ll \gamma_a\). As can be seen from Eq. (118), for finite driven amplimite \(E_a\) the ISD of \(X_b\) can deviate from the equilibrium value of \(\coth(\beta \hbar \omega_b/2)\).

VI. DECOHERENCE

The Hamiltonian of the system (2) is formally a function of \(A_b\) and \(A_b^\dagger\), that is \(\hat{H} = \hat{H}(A_b, A_b^\dagger)\). Consider resonator \(b\) in a superposition of two coherent states \(|\alpha_1\rangle\) and \(|\alpha_2\rangle\). In the term of the operator \(V\), which is given by
\[
V = \hat{H}(\alpha_2, \alpha_2^\dagger) - \hat{H}(\alpha_1, \alpha_1^\dagger),
\]
(119)
the decoherence rate \(1/\tau_\varphi\) can be expressed as
\[
\frac{1}{\tau_\varphi} = \frac{1}{\hbar} \int_{-\infty}^{\infty} d\omega \, \langle \hat{V}(0) \hat{V}(\omega) \rangle,
\]
(120)
where
\[
\hat{V}(t) = V(t) - \langle V(t) \rangle,
\]
(121)
and where \(\hat{V}(\omega)\) is the Fourier transform of \(\hat{V}(t)\)
\[
\hat{V}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \, \hat{V}(\omega) e^{-i\omega t}.
\]
(122)
Using Eqs. (35) and (77) together with the notation
\[
\delta_a = \alpha_2 - \alpha_1 = |\delta_a| e^{i\theta},
\]
(123)
one finds to lowest order that
\[
\hat{V}(\omega) = U_a F_a(\omega) + U_a^* F_a(\omega) + U_b F_b(\omega) + U_b^* F_b^\dagger(\omega),
\]
(124)
where
\[
U_a = 2\Omega \cos \theta (B_a^\dagger(\chi_{aa})_{11} + B_a(\chi_{aa})_{21}) ,
\]
(125a)
\[
U_b = 2\Omega \cos \theta (B_a^\dagger(\chi_{ab})_{11} + B_a(\chi_{ab})_{21}) + ie^{-i\theta} .
\]
(125b)
Furthermore, with the help of Eqs. (63), (64), (65) and (66) the decoherence rate becomes
\[
\frac{1}{\tau_\varphi} = 2 |\delta_a|^2 \left( \Gamma_a |U_a|^2 \coth \frac{\beta \hbar \omega_a}{2} + \gamma_b |U_b|^2 \coth \frac{\beta \hbar \omega_b}{2} \right).
\]
(126)
Note that for \(\Omega = 0\) the decoherence rate reproduces the value given by Eq. (14).

For the case where \(\Omega\) is small and \(K_a = \gamma_{a3} = 0\) one finds using Eqs. (91) and (92) that
\[
|U_a|^2 = \frac{4\Omega^2 E_a \cos^2 \theta}{\omega_a^2 (d^2 + g^2)} ,
\]
(127)
and

$$|U_b|^2 = 1 + \frac{4\Omega^2 E_a}{\omega_b^2 \sqrt{1 + \left(\frac{\gamma_b}{\omega_b}\right)^2}} \frac{d}{d^2 + g^2},$$  \hspace{1cm} (128)

where

$$a = \tan^{-1} \frac{\gamma_b}{\omega_b}. \hspace{1cm} (129)$$

In what follows we restrict the discussion to the case where $\theta = 0$, for which the two coherent states $|\alpha_1\rangle$ and $|\alpha_2\rangle$ have the same momentum. For this case, which is the assumed case in some of the published proposals for observation of quantum superposition in position systems [8, 9, 46], up to first order in $K$ the two values corresponding to the two coherent states can be written in terms of the effective temperatures (118) and (131) where $|\alpha_1\rangle$ and $|\alpha_2\rangle$ have the same effective temperature $\gamma_b/\omega_b$ one has

$$|U_b|^2 = 1 + \frac{4\Omega^2 E_a}{\omega_b^2 \sqrt{1 + \left(\frac{\gamma_b}{\omega_b}\right)^2}} \frac{d}{d^2 + g^2}. \hspace{1cm} (130)$$

Using these results together with Eq. (126) one finds that

$$\frac{1}{\tau_\varphi} = 2\gamma_b |\delta_a|^2 \times \left[ \left(1 + \frac{4\Omega^2 E_a}{\omega_b^2 \sqrt{1 + \left(\frac{\gamma_b}{\omega_b}\right)^2}} \frac{d}{d^2 + g^2}\right) \coth \frac{\beta \hbar \omega_b}{2} \right. \left. + \frac{\gamma_a}{\gamma_b} \frac{4\Omega^2 E_a}{\omega_b^2 \sqrt{1 + \left(\frac{\gamma_b}{\omega_b}\right)^2}} \frac{d}{d^2 + g^2} \coth \frac{\beta \hbar \omega_a}{2} \right]. \hspace{1cm} (131)$$

The first term in Eq. (131) represents the contribution of the thermal bath that is directly coupled to resonator $b$ to the dephasing rate. This contribution can be either enhanced ($d > 0$) or suppressed ($d < 0$) due to back-reaction effects. On the other hand, the last term in Eq. (131) [compare with Eq. (71) of Ref. 47] represents the direct contribution of the driven resonator $a$. This contribution can be understood in terms of the shift in the effective resonance frequency of resonator $a$ between the two values corresponding to the two coherent states $|\alpha_1\rangle$ and $|\alpha_2\rangle$ (see Ref. 47).

VII. DISCUSSION

We have considered above the case where $\Omega$ is small, $K_a = \gamma_{a3} = 0$ and $\gamma_b \ll \omega_b$. In addition, we have assumed that $\gamma_a \ll \gamma_b$ in order to obtain the ISD of $X_b$, which is given by Eq. (118), and we have assumed the case $\theta = 0$ to obtain the dephasing rate, which is given by Eq. (131). Furthermore, consider for simplicity the case of high temperature where $\beta \hbar \omega_b \ll 1$. For this case Eqs. (118) and (131) can be written in terms of the effective temperatures $T_{\text{ISD}}$ and $T_D$

$$\frac{1}{\tau_\varphi} = 2\gamma_b |\delta_a|^2 \frac{2k_B T_{\text{ISD}}}{\hbar \omega_b}, \hspace{1cm} (132)$$

and

$$\frac{1}{\tau_\varphi} = 2\gamma_b |\delta_a|^2 \frac{2k_B T_D}{\hbar \omega_b}. \hspace{1cm} (133)$$

where

$$\frac{T_{\text{ISD}}}{T} = 1 - \frac{\Omega^2 E_a Y (d, g)}{\gamma_a \gamma_b} \left(1 - \frac{\omega_b \Theta_a (1 + d)^2 + g^2}{\omega_b} \frac{3d}{1 + \omega_b \Theta_a (1 + d)} \right), \hspace{1cm} (134)$$

$$\frac{T_D}{T} = 1 + \frac{4\Omega^2 E_a}{\omega_b^2 \sqrt{1 + \left(\frac{\gamma_b}{\omega_b}\right)^2}} \frac{d}{d^2 + g^2} \left(1 + \frac{\omega_b \Theta_a (1 + d)}{\omega_b \gamma_b} \frac{1}{d} \right), \hspace{1cm} (135)$$

and

$$\Theta_a = \frac{\beta \hbar \omega_a}{2} \coth \frac{\beta \hbar \omega_a}{2}. \hspace{1cm} (136)$$

In terms of $(E_a)_c$, which is given by Eq. (100), one thus has

$$\frac{T_{\text{ISD}}}{T} = 1 - \frac{E_a \omega_b \gamma_b (d, g)}{(E_a)_c \sqrt{3} \gamma_b} \left(1 - \frac{\omega_a \Theta_a (1 + d)^2 + g^2}{\omega_a} \frac{3d}{1 + \omega_a \Theta_a (1 + d)} \right), \hspace{1cm} (137)$$

and

$$\frac{T_D}{T} = 1 + \frac{E_a}{\sqrt{3} (E_a)_c} \frac{dg}{d^2 + g^2} \left(1 + \frac{\omega_a \Theta_a (1 + d)}{\omega_a \gamma_b} \frac{1}{d} \right). \hspace{1cm} (138)$$

These results are valid only to lowest order in $\Omega$, however they may be used in some cases to roughly estimate the lowest possible values of $T_{\text{ISD}}$ and $T_D$. As can be seen from Eqs. (137) and (138), the effective temperatures $T_{\text{ISD}}$ and $T_D$ may take considerably different values. This fact should not be considered as surprising since the system is far from thermal equilibrium and since the underlying mechanisms responsible for ISD reduction and for suppression of decoherence are entirely different. In what follows, we choose the parameters $d$ and $g$ such that the largest reduction in effective temperature is achieved for a given $E_a$, and use these values to estimate the lowest possible effective temperatures.

A. Optimum ISD Reduction

For the case of ISD reduction, we consider the case where the term that is proportional to $\Theta_a$ in Eq. (137), namely the term which represents the contribution of the thermal baths that are directly coupled to resonator $a$, is relatively small, namely the case where $\omega_b \Theta_a \ll \omega_a$. This condition is expected to be fulfilled for the typical experimental situation. Most efficient ISD reduction is achieved by choosing the parameters $g \ll 1$ and $d = 1$, for which the term $Y (d, g)$ obtains its maximum possible value $Y = 1$ (see Fig. 1). For this case Eq. (137) becomes

$$\frac{T_{\text{ISD}}}{T} = 1 - \frac{\omega_b}{\sqrt{3} \gamma_b} \frac{E_a}{(E_a)_c} \left(1 - \frac{4 \omega_b \Theta_a}{3 \omega_a} \right). \hspace{1cm} (139)$$
By taking

$$E_a = \frac{\sqrt{3} \gamma_b}{\omega_b} (E_a)_c \equiv (E_a)_{\text{ISD}},$$

(140)

Eq. (139) yields the lowest possible value of $T_{\text{ISD}}$, which is denoted as $(T_{\text{ISD}})_{\text{min}}$

$$\frac{(T_{\text{ISD}})_{\text{min}}}{T} = \frac{4 \omega_b \Theta_a}{3 \omega_a}.$$  

(141)

As was mentioned above, the above discussion is based on the approximated result Eq. (137), which expresses $T_{\text{ISD}}$ to lowest nonvanishing order in $\Omega$. Such an expansion apparently suggests that the noise contribution due to the thermal bath that is directly coupled to resonator $b$ can be altogether eliminated, leaving thus only the noise contribution of the thermal baths that are directly coupled to resonator $a$ as a lower bound imposed upon $T_{\text{ISD}}$ [see Eq. (111)]. Obviously, however, higher orders in $\Omega$ have to be taken into account in order estimate $(T_{\text{ISD}})_{\text{min}}$ more accurately, as was done in Ref. [18], where $T_{\text{ISD}}$ was expanded up to forth order in $\Omega$.

### B. Decoherence Suppression

For the case of decoherence suppression, on the other hand, the term that is proportional to $\Theta_a$ in Eq. (138) is not necessarily small for the common experimental situation. We therefore chose the optimum values of the parameters $d$ and $g$ for the more general case. Using the notation

$$D = \frac{\omega_b \gamma_a \Theta_a}{\omega_b \gamma_b},$$

(142)

Eq. (138) reads

$$\frac{T_D}{T} = 1 + \frac{4 E_a}{\sqrt{3} (E_a)_c} f (d, g, D),$$

(143)

where

$$f (d, g, D) = \frac{d g}{d^2 + g^2} \left(1 + \frac{D}{d}\right).$$

(144)

In general, the minimum value of the function $f (d, g, D)$ for a given $g > 0$ and a given $D > 0$ is obtained at

$$d_m = -D - \sqrt{D^2 + g^2},$$

and the minimum value is given by

$$f (d_m, g, D) = -\frac{1}{2} \tan \left(\frac{\tan^{-1} \frac{g}{D}}{2}\right).$$

(146)

The lowest value of $f (d_m, g, D)$ is thus obtained in the limit $D \ll g$, for which one finds that $d_m = -g$ and $f (d_m, g, D) = -1/2$. Therefore, one concludes that the largest reduction in $T_D$ for a given $E_a$ is obtained when

$$\frac{\omega_b^2 \Theta_a}{\omega_a \gamma_b} \ll 1,$$

(147)

and when $d = -g$. For this case Eq. (138) becomes

$$\frac{T_D}{T} = 1 - \frac{2}{\sqrt{3}} \frac{E_a}{(E_a)_c}.$$  

(148)

This results indicates that even when all parameters are optimally chosen such that the largest reduction in $T_D$ is obtained for a given $E_a$, no significant reduction in $T_D$ is possible unless $E_a$ becomes comparable with $(E_a)_c$. Note, however, that in our analysis of the present case the effect of nonlinear bistability has been disregarded. This approximation can be justified for the case of ISD reduction since, as can be seen from Eq. (140), optimum reduction of the ISD can be achieved well below the bistability threshold provided that $\gamma_b \ll \omega_b$. On the other hand, Eq. (138) indicates that optimum suppression of decoherence can be achieved only very close to the bistability threshold. In this region, however, our approximated treatment breaks down and Eq. (138) becomes inaccurate.

To calculate $T_D$ near the bistability threshold we thus numerically evaluate the dephasing rate given by Eq. (129) without assuming that $\Omega$ is small or $\kappa_a = \gamma_a = 0$. As before, we take $\theta = 0$ and consider for simplicity the case where $\beta \hbar \omega_b \ll 1$, for which the effective temperature $T_D$ is given by

$$\frac{T_D}{T} = |U_b|^2 + \frac{\Gamma_a \omega_b |U_a|^2}{\omega_a \gamma_b} \Theta_a.$$

(149)

Figure 2 shows an example calculation of the parameters $|U_b|^2$ and $|U_a|^2$ and the ratio $T_D/T$ near bistability threshold of the system. The ratio $T_D/T$ is shown for the case where $\beta \hbar \omega_a \ll 1$. The set of system’s parameters chosen for this example is listed in the caption of Fig. 2. The stability of the mean filed solution is checked by evaluating the eigenvalues of the matrix $W$. The dotted sections of the curve $T_D/T$ indicate the regions in which the solution is unstable (where at least one of the eigenvalues of $W$ has a negative real part). Near the onset of bistability point [see panel (c4) of Fig. 2] and near jump points in the region of bistability [see panel (d4) of Fig. 2] the ratio $T_D/T$ may become relatively small. This behavior can be attributed to critical slowing down, which occurs near these instability points [47]. On the other hand, in the vicinity of these points the solution becomes unstable [see the dotted sections of the curve $T_D/T$ in panels (c4) and (d4) of Fig. 2]. When the unstable region is excluded one finds that no significant reduction in the ratio $T_D/T$ can be achieved for this particular example (the lowest value is about 0.5).

In the previous example the mean-field solutions become unstable close to the onset of bistability. This behavior prevents any significant suppression of decoherence, namely, the ratio $T_D/T$ could not be made much
in the present example (a lowest value of about 0.3, much lower values of the ratio
Fig. 2). As can be seen from panels (c4) and (d4) of Fig. 2, the nonlinear damp-
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