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ABSTRACT

We propose a method for high dimensional multivariate regression that is robust to random error distributions that are heavy-tailed or contain outliers, while preserving estimation accuracy in normal random error distributions. We extend the Wilcoxon-type regression to a multivariate regression model as a tuning-free approach to robustness. Furthermore, the proposed method regularizes the $L_1$ and $L_2$ terms of the clustering based on $k$-means, which is extended from the multivariate cluster elastic net. The estimation of the regression coefficient and variable selection are produced simultaneously. Moreover, considering the relationship among the correlation of response variables through the clustering is expected to improve the estimation performance. Numerical simulation demonstrates that our proposed method overperformed the multivariate cluster method and other methods of multiple regression in the case of heavy-tailed error distribution and outliers. It also showed stability in normal error distribution. Finally, we confirm the efficacy of our proposed method using a data example for the gene associated with breast cancer.
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1 Introduction

Numerous studies on multivariate regression analysis have proposed methods to adequately demonstrate the efficiency of the estimation. As part of this framework, it is expected that the accuracy of the estimation is enhanced by considering correlations among the objective variables. Breiman and Friedman [1997] proposed the Curds and Whey method, which predicts multivariate response variables with an optimal linear combination of least squared predictors. Rothman et al. [2010] proposed a multivariate regression with covariance estimation, which estimates regression coefficients and inverse error covariance simultaneously. To improve estimation, multivariate regression has been extended to include a sparse regularization term for high-dimensional data, such as genetic data [Peng et al., 2010, Kim and Xing, 2012, Chen et al., 2017]. These methods consider the correlations of response variables based on a priori data. Methods for reducing the dimension of the response have also been introduced by Cook et al. [2010], Cook and Zhang [2015], and Sun et al. [2015]. The multivariate cluster elastic net, in contrast, is proposed by Price and Sherwood [2018] as a multivariate regression that can take into account the correlation of the response variables without a priori information.
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This method includes an $L_1$ penalty [Tibshirani, 1996] for the variable selection and $L_2$ penalty for identifying clusters based on $k$-means [Forgy, 1965] that are associated with the response variables. This is different from the previously mentioned methods in that the estimation of the regression coefficients and grouping of the response variables is conducted simultaneously. For data with a small number of samples and a large number of explanatory variables, such as genetic data, the lasso regularization term helps to estimate a sparse coefficient matrix. The multivariate cluster elastic net can be also applied to high dimensional data with multiple response variables. Another characteristic of the multivariate cluster elastic net is the grouping of the fitted values of the response variables by the $k$-means clustering term. With this term, the multivariate cluster elastic net can improve estimation accuracy by considering correlations between the response variables.

Meanwhile, in a regression model, the error distributions are assumed to be Gaussian. However, when the errors follow a heavy-tailed distribution or contain outliers, this may affect the estimation results [e.g., Huber, 2011]. Various robust regression methods have been proposed to solve this problem ([Fan et al., 2017] [Loh, 2017] [Sun et al., 2019] [Lozano et al., 2016] [Wang et al., 2012a] [Avella-Medina and Ronchetti, 2018] [Prasad et al., 2020] [Bellioli et al., 2011] [Bradic et al. 2011] [Wang et al., 2012b] [Wang, 2013] [Fan et al., 2014] [Sun and Zhang, 2012]). Huber regression reduces the impact of outliers by placing an adjustment parameter [Huber, 1964]. Instead of least squares, the lad-lasso ([Wang et al., 2007]) sets the least absolute deviation as its loss function, and Zou and Yuan [2008] introduced the composite quantile regression. The rank-based estimate with Wilcoxon scores [Jureckova, 1971] [Jaeckel, 1972] [Hettmansperger and McKean, 1977] is also known to be more efficient than least squared procedures when the data deviates from a normal distribution. This is because it is robust against a response containing outliers [Hettmansperger and McKean, 1998]. This Wilcoxon estimate does not need a tuning parameter for robust estimation. Wang et al. [2020] and Wang and Li [2009] use a Wilcoxon estimate as their loss function with a regularization penalty for robust estimation in a high-dimensional setting. However, these methods remain in the framework of multiple regression.

We propose a Wilcoxon-type regression that is extended to a multivariate cluster elastic net. It is a high-dimensional regression with robustness to heavy-tailed error distribution or outliers containing random errors. We call this new method the Wilcoxon-type multivariate cluster elastic net (WMCEN). The Wilcoxon-type loss function is expected to be robust to heavy-tailed error distribution or outliers. The proposed method is also suitable for a high-dimensional situation because the variable selection uses the $L_1$ regularization penalty. Moreover, the proposed method obtains more efficiency because the correlation of the response variables is considered, following a similar framework to that of the multivariate cluster elastic net. When updating the parameters of the proposed method, we derive the majorizing function of the updated formula based on the majorize-minimization (MM) algorithm [Hunter and Lange, 2004]. With the majorizing function, an updated formula based on the squared error criterion can be calculated, which ensures the updated formula can be solved easily.

In Section 2 of this paper, we show the objective function of our proposed method, and we explain the derivation of the majorizing function. After describing the algorithm and the updated formula of the proposed method, we show the efficiency of the proposed method through numerical simulation in Section 3. In Section 4, we apply the proposed method to real genetic data related to breast cancer. After discussing based on the results, Section 5 concludes the article with a discussion of further future issues.

## 2 Wilcoxon-type Multivariate Cluster Elastic Net (WMCEN)

In this section, we explain the optimization problem of our proposed method and introduce the majorizing function corresponding to the new method. Before that, we first explain the objective function of Wilcoxon-type regression, which is the basis of the extension of our proposed method. Let $y_i$ $(i = 1, 2, \cdots, n)$ be response variables, where $n$ is the number of subjects. Let $x_i \in \mathbb{R}^p$ $(i = 1, 2, \cdots, n)$ be covariates in $p$ dimension, and $\beta \in \mathbb{R}^p$ be unknown regression coefficients in $p$ dimension. The Wilcoxon-type regression method for a single outcome is estimated by minimizing $\beta$:

$$
\sum_{i < j} |e_i - e_j| \quad (1)
$$

where $e_i = y_i - x_i^T \beta, e_j = y_j - x_j^T \beta$ $(i, j = 1, 2, \cdots, n)$. $e_i$ and $e_j$ are expressed in the form of a linear regression model, and Eq. (1) represents the absolute sum of the difference of the residuals between $i$ and $j$. This function in Eq. (1) is equivalent to Jaeckel’s Wilcoxon-type dispersion function [Jaeckel, 1972]$
\sqrt{12} \sum_{i=1}^{n} \left[ \frac{R(y_i - x_i^T \beta)}{n + 1} - \frac{1}{2} \right] (y_i - x_i^T \beta) \quad (2)$

where $R(y_i - x_i^T \beta)$ is the rank of $(y_i - x_i^T \beta)$ $(i = 1, 2, \cdots, n)$ [Hettmansperger and McKean, 1978]. That is to say, Eq. (2) can be regarded as a weighted regression.
2.1 Optimization problem of Wilcoxon-type multivariate cluster elastic net

Before describing the optimization problem of the proposed method, we introduce the multivariate regression model in this subsection. Let $Y = (y_1, y_2, \ldots, y_q)^T \in \mathbb{R}^{n \times q}$ be matrices of responses, $X = (x_1, x_2, \ldots, x_p)^T \in \mathbb{R}^{n \times p}$ be regression covariates, $B = (\beta_1, \beta_2, \ldots, \beta_q)^T \in \mathbb{R}^{p \times q}$ be unknown regression coefficients, and $E = (\epsilon_1, \epsilon_2, \ldots, \epsilon_n)^T$ be i.i.d. random errors. The linear regression model is then represented as follows:

$$Y = XB + E.$$  

Here, we explain the optimization problem of the WMCE. To achieve this, we extend the Wilcoxon-type regression method for each response variable. We extend the Wilcoxon-type regression model to a multivariate regression method as follows:

$$L^*(\{\beta_s\}_{s=1}^q) = \sum_{s=1}^q \sum_{i<j} |e_{is} - e_{js}| \to \min$$  

where $e_{is} = y_{is} - x_i^T \beta_s, e_{js} = y_{js} - x_j^T \beta_s, (i, j = 1, 2, \ldots, n; s = 1, 2, \ldots, q)$. Eq.(3) represents the sum of the objective function of the Wilcoxon-type regression method for each response variable. We extend the Wilcoxon-type regression to the multivariate cluster elastic net (MCEN), and formulate the optimization problem of WMCE based on Eq.(4) as follows:

$$L(\{\beta_s\}_{s=1}^q, U, \{v_\ell\}_{\ell=1}^k) = \sum_{s=1}^q \sum_{i<j} |e_{is} - e_{js}| + \lambda \sum_{s=1}^q \beta_s^1 + \frac{\gamma}{2} \sum_{s=1}^q \sum_{\ell=1}^k u_{s\ell} \|X \beta_s - X v_\ell\|_{F}^2 \to \min$$  

where $\lambda (\lambda > 0)$ and $\gamma$ ($\gamma > 0$) are the tuning parameters. $\| \cdot \|_F$ is the Frobenius norm, $\| \cdot \|_1$ is the $L_1$ norm, and $\| \cdot \|_2$ is the $L_2$ norm. The second and third term of Eq. (4) are the same regularization terms as the multivariate cluster elastic net [Price and Sherwood 2018]. $U = (u_{s\ell}) (s = 1, 2, \ldots, q; \ell = 1, 2, \ldots, k)$ is the indicator matrix, which represents the degree of belonging to cluster $s$ on the response variable $s$. When $u_{s\ell} = 1, X \beta_s$ belongs to the $\ell$th cluster, otherwise $u_{s\ell} = 0$. $v_\ell (\ell = 1, 2, \ldots, k)$ is the partial regression coefficient for cluster centroid. The second formula term is the lasso penalty [Tibshirani 1996], and the third term of Eq.(4) is the $k$-means clustering function.

In this study, we derive the updated formula using the MM algorithm [Hunter and Lange 2004]. To solve the problem of applying the MM algorithm to the lasso penalty [Hunter and Li 2005], we substitute the perturbed version of the lasso penalty term for the traditional lasso penalty term [Yu et al. 2015].

$$L^*(\{\beta_s\}_{s=1}^q, U, \{v_\ell\}_{\ell=1}^k) = \sum_{s=1}^q \sum_{i<j} |e_{is} - e_{js}| + \lambda \sum_{s=1}^q \sum_{h=1}^p (|\beta_{sh}| - \epsilon \log \left(1 + \frac{|\beta_{sh}|}{\epsilon}\right))$$  

where $\epsilon$ ($\epsilon > 0$) is the hyper parameter of the lasso penalty. When $\epsilon$ is approaching 0, the second term of Eq. (5) converges to the second term of Eq. (4).

2.2 Deriving the majorization function of WMCE

In this subsection, we derive the majorizing function from Eq. (5), as shown in Lemma[1] and the majorizing function of the perturbed lasso penalty is derived in Lemma[2]. With Lemma[1] and Lemma[2] we provide the majorizing function of the proposed method in Proposition[3].

We first derive the majorizing function of the first term of Eq. (5). The objective function of WMCE in Eq. (5), that is the first term of Eq. (5), can be transformed as follows:

$$\sum_{s=1}^q \sum_{i<j} |e_{is} - e_{js}| = \sum_{s=1}^q \sum_{i<j} |(y_{is} - x_i^T \beta_s) - (y_{js} - x_j^T \beta_s)|$$  

$$= \sum_{s=1}^q \sum_{i<j} |(y_{is} - y_{js}) - (x_i - x_j)^T \beta_s|$$  

$$= \sum_{s=1}^q \sum_{i<j} |g_{is} - r_{ij}^T \beta_s|$$  

(6)
where \( g_{ijs} = y_{is} - y_{js}, \) and \( r_{ij} = x_i - x_j \) (\( i, j = 1, 2, \ldots, n; \ i < j \)). \( g_{ijs} \) represents the difference between the \( i \) and \( j \) of the \( s \)th response variable, and \( r_{ij} \) is the difference between the \( i \) and \( j \) of the covariate vectors. By forming them in Eq. (6), the difference of the residuals can be expressed as a regression.

Here, we explain the majorizing function. \( \theta \) is set as the parameter of the interested real-valued objective function \( f(\theta) \), and \( \theta^{(t)} \) denotes the fixed value of parameter \( \theta \). In the algorithm, for example, \( \theta^{(t)} \) represents the estimated \( \theta \) at the \( t \)th step. \( g(\theta|\theta^{(t)}) \) also denotes the function, and the \( g(\theta|\theta^{(t)}) \) can easily derive the updated formula when given \( \theta^{(t)} \). The function \( g(\theta|\theta^{(t)}) \) is defined as the majorizing function of \( f(\theta) \) at \( \theta^{(t)} \) when the following two conditions are met:

\[
g(\theta|\theta^{(t)}) \geq f(\theta) \text{ for all } \theta, \\
g(\theta^{(t)}|\theta^{(t)}) = f(\theta^{(t)}). \tag{8}
\]

Next, we obtain the first term of the majorizing function from Eq. (6).

**Lemma 1.** Given \( g_{ijs}, r_{ij}, \) and \( \beta^{(t)}_s \), for any \( \beta_s \), the following inequality holds:

\[
\sum_{s=1}^{q} \sum_{i<j} \left| g_{ijs} - r_{ij} \beta_s \right| \leq \sum_{s=1}^{q} \sum_{i<j} \frac{1}{2} \left| g_{ijs} - r_{ij} \beta^{(t)}_s \right|^2 + \sum_{s=1}^{q} \sum_{i<j} \frac{1}{2} \left| g_{ijs} - r_{ij}^{T} \beta^{(t)}_s \right| \tag{7}
\]

where \( \beta^{(t)}_s \) is the \( t \)th fixed \( \beta_s \) in the algorithm. If \( \beta^{(t)}_s = \beta_s \) for all \( s = 1, 2, \ldots, q \), the equality of Eq. (7) holds.

**Proof.** First, the inequality formula used to derive the majorizing function of the objective function is explained. Eq. (8) is called the arithmetic-geometric mean inequality \[Hunter and Lange [2004]\].

For real numbers \( z_1, z_2, \ldots, z_N \geq 0 \),

\[
\sqrt[N]{\prod_{l=1}^{N} z_l} \leq \frac{1}{N} \sum_{l=1}^{N} z_l, \tag{8}
\]

only when \( z_1 = z_2 = \cdots = z_N \), the equality of Eq. (8) holds.

Here, when \( N = 2, z_1 = |g_{ijs} - r_{ij}^{T} \beta_s|, \) and \( z_2 = |g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|, \) it can be described for any \( i, j, \) and \( s \) by using Eq. (8) as follows:

\[
\sqrt{|g_{ijs} - r_{ij}^{T} \beta_s||g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|} \leq \frac{1}{2} (|g_{ijs} - r_{ij}^{T} \beta_s| + |g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|) \\
\iff |g_{ijs} - r_{ij}^{T} \beta_s||g_{ijs} - r_{ij}^{T} \beta^{(t)}_s| \leq \frac{1}{4} (|g_{ijs} - r_{ij}^{T} \beta_s|^2 + |g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|^2) \\
\iff |g_{ijs} - r_{ij}^{T} \beta_s| \leq \frac{1}{2} \sqrt{|g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|^2 + \frac{1}{2} |g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|^2}. \tag{9}
\]

Because Eq. (9) holds for any \( i, j, \) and \( s \), we have the following inequality:

\[
\sum_{s=1}^{q} \sum_{i<j} |g_{ijs} - r_{ij}^{T} \beta_s| \leq \sum_{s=1}^{q} \sum_{i<j} \frac{1}{2} |g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|^2 + \sum_{s=1}^{q} \sum_{i<j} \frac{1}{2} |g_{ijs} - r_{ij}^{T} \beta^{(t)}_s|. \tag{9}
\]

From **Lemma 1**, the first term of right side in Eq. (5) can be derived as a quadratic function. Then, for any \( \beta_s \), this majorizing function can be described:

\[
\sum_{s=1}^{q} \sum_{o=1}^{n(n-1)/2} \frac{1}{2w_{os}} |g_{os} - r_{o}^{T} \beta_s|^2 + w_{os} \tag{10}
\]

where \( w_{os} = \frac{1}{2|g_{os} - r_{o}^{T} \beta_s|^2} \). Let \( \beta^{(t)}_s \) be a fixed \( p \)-dimensional vector, and the equality of Eq. (10) is established when \( \beta_s = \beta^{(t)}_s \). Because Eq. (10) is a weighted multivariate regression, it is possible to obtain predicted values utilizing the conventional squared error criterion.

The second term of the majorizing function is then provided from the second term of Eq. (5).
Lemma 2. Given $\lambda (\lambda > 0)$, $\epsilon (\epsilon > 0)$, and fixed $\beta_{sh}^{(t)}$, for any $\beta_s$, the following inequality holds:

$$
\lambda \sum_{s=1}^q \sum_{h=1}^p \left( |\beta_{sh}| - \epsilon \log \left( 1 + \frac{|\beta_{sh}|}{\epsilon} \right) \right) \leq \lambda \sum_{s=1}^q \sum_{h=1}^p \left( |\beta_{sh}^{(t)}| - \epsilon \log \left( 1 + \frac{|\beta_{sh}^{(t)}|}{\epsilon} \right) + \frac{(\beta_{sh})^2 - (\beta_{sh}^{(t)})^2}{2(|\beta_{sh}^{(t)}| + \epsilon)} \right)
$$

(11)

where the equality of Eq. (11) holds only when $\beta_{sh} = \beta_{sh}^{(t)}$ for all $\beta_{sh}$.

Proof. Eq. (11) can be proved in the same manner as Yu et al. [2015], and it can be extended to the case of multivariate regression. For any $\beta_{sh}$, the two functions are defined as below:

$$
Q_\epsilon(\beta_{sh}) = \left( |\beta_{sh}| - \epsilon \log \left( 1 + \frac{|\beta_{sh}|}{\epsilon} \right) \right),
$$

$$
S_\epsilon(\beta_{sh}|\beta_{sh}^{(t)}) = |\beta_{sh}^{(t)}| - \epsilon \log \left( 1 + \frac{|\beta_{sh}^{(t)}|}{\epsilon} \right) + \frac{(\beta_{sh})^2 - (\beta_{sh}^{(t)})^2}{2(|\beta_{sh}^{(t)}| + \epsilon)}.
$$

Here, we define the following function:

$$
H_\epsilon(\beta_{sh}|\beta_{sh}^{(t)}) = S_\epsilon(\beta_{sh}|\beta_{sh}^{(t)}) - Q_\epsilon(\beta_{sh}).
$$

(12)

We prove $H_\epsilon(\beta_{sh}|\beta_{sh}^{(t)}) \geq 0$. First, when $\beta_{sh} = \beta_{sh}^{(t)}$,

$$
H_\epsilon(\beta_{sh}^{(t)}|\beta_{sh}^{(t)}) = S_\epsilon(\beta_{sh}^{(t)}|\beta_{sh}^{(t)}) - Q_\epsilon(\beta_{sh}^{(t)})
\quad = \left( |\beta_{sh}^{(t)}| - \epsilon \log \left( 1 + \frac{|\beta_{sh}^{(t)}|}{\epsilon} \right) + \frac{(\beta_{sh})^2 - (\beta_{sh}^{(t)})^2}{2(|\beta_{sh}^{(t)}| + \epsilon)} - \left( |\beta_{sh}^{(t)}| - \epsilon \log \left( 1 + \frac{|\beta_{sh}^{(t)}|}{\epsilon} \right) \right) \right)
\quad = |\beta_{sh}^{(t)}| - \epsilon \log \left( 1 + \frac{|\beta_{sh}^{(t)}|}{\epsilon} \right) + \frac{(\beta_{sh})^2 - (\beta_{sh}^{(t)})^2}{2(|\beta_{sh}^{(t)}| + \epsilon)} - |\beta_{sh}^{(t)}| + \epsilon \log \left( 1 + \frac{|\beta_{sh}^{(t)}|}{\epsilon} \right)
\quad = 0.
$$

(13)

Eq. (13) holds for any $\beta_{sh} = \beta_{sh}^{(t)}$, therefore, the equality of Eq. (11) is satisfied.

Next, when $\beta_{sh} \neq \beta_{sh}^{(t)}$, we prove $H_\epsilon(\beta_{sh}|\beta_{sh}^{(t)}) > 0$ in the cases below:

Case 1 If $0 \leq \beta_{sh} < \beta_{sh}^{(t)}$, $H_\epsilon(\beta_{sh}|\beta_{sh}^{(t)})$ monotonically decreases.

Eq. (12) is differentiated with respect to $\beta_{sh}$,

$$
\frac{\partial H_\epsilon(\beta_{sh}|\beta_{sh}^{(t)})}{\partial \beta_{sh}} = 2 \times \frac{1}{2(|\beta_{sh}^{(t)}| + \epsilon)} \times \beta_{sh} - 1 + \frac{\epsilon}{\epsilon + |\beta_{sh}|}
\quad = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} + \frac{\epsilon}{|\beta_{sh}| + \epsilon} - 1.
$$

(14)

For Eq. (14), because $\beta_{sh} < \beta_{sh}^{(t)}$, the following inequality holds:

$$
\frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} + \frac{\epsilon}{|\beta_{sh}| + \epsilon} - 1 < \frac{\beta_{sh}}{|\beta_{sh}| + \epsilon} + \frac{\epsilon}{|\beta_{sh}| + \epsilon} - 1 = \frac{\beta_{sh} + \epsilon}{\beta_{sh} + \epsilon} - 1 = 0.
$$

Therefore,

$$
\frac{\partial H_\epsilon(\beta_{sh}|\beta_{sh}^{(t)})}{\partial \beta_{sh}} = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} + \frac{\epsilon}{|\beta_{sh}| + \epsilon} - 1 < 0.
$$

(15)

Eq. (15) shows that $H_\epsilon(\beta_{sh}|\beta_{sh}^{(t)})$ monotonically decreases for $0 \leq \beta_{sh} < \beta_{sh}^{(t)}$. 
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Case 2 If $0 \leq \beta_{sh}^{(t)} < \beta_{sh}$, $H_e(\beta_{sh} | \beta_{sh}^{(t)})$ monotonically increases. Because $\beta_{sh}^{(t)} < \beta_{sh}$, the following inequality is satisfied:

$$\frac{\partial H_e(\beta_{sh} | \beta_{sh}^{(t)})}{\partial \beta_{sh}} = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} + \frac{\epsilon}{|\beta_{sh}^{(t)}| + \epsilon} - 1 > \frac{\beta_{sh}}{|\beta_{sh}| + \epsilon} + \frac{\epsilon}{|\beta_{sh}| + \epsilon} - 1 = \frac{\beta_{sh}}{|\beta_{sh}| + \epsilon} + 1 = 0.$$

Therefore,

$$\frac{\partial H_e(\beta_{sh} | \beta_{sh}^{(t)})}{\partial \beta_{sh}} = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} + \frac{\epsilon}{|\beta_{sh}^{(t)}| + \epsilon} - 1 > 0. \quad (16)$$

Eq. (16) shows that $H_e(\beta_{sh} | \beta_{sh}^{(t)})$ monotonically increases when $0 \leq \beta_{sh}^{(t)} < \beta_{sh}$.

Case 3 If $\beta_{sh}^{(t)} < \beta_{sh} \leq 0$, $H_e(\beta_{sh} | \beta_{sh}^{(t)})$ monotonically increases. Eq. (12) is differentiated with respect to $\beta_{sh}$.

$$\frac{\partial H_e(\beta_{sh} | \beta_{sh}^{(t)})}{\partial \beta_{sh}} = 2 \times \frac{1}{2(|\beta_{sh}^{(t)}| + \epsilon)} \times \beta_{sh} - (1) - \frac{\epsilon}{\epsilon + |\beta_{sh}|}$$

$$= \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} - \frac{\epsilon}{|\beta_{sh}| + \epsilon} + 1.$$

For $\beta_{sh}^{(t)} < \beta_{sh}$, the following inequality holds:

$$\frac{\partial H_e(\beta_{sh} | \beta_{sh}^{(t)})}{\partial \beta_{sh}} = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} - \frac{\epsilon}{|\beta_{sh}^{(t)}| + \epsilon} + 1 > \frac{\beta_{sh}}{|\beta_{sh}| + \epsilon} - \frac{\epsilon}{|\beta_{sh}| + \epsilon} + 1.$$

Because $\beta_{sh} \leq 0$,

$$\frac{-|\beta_{sh}| - \epsilon}{|\beta_{sh}| + \epsilon} + 1 = \frac{-(|\beta_{sh}| + \epsilon)}{|\beta_{sh}| + \epsilon} + 1 = 0.$$

Therefore,

$$\frac{\partial H_e(\beta_{sh} | \beta_{sh}^{(t)})}{\partial \beta_{sh}} = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} - \frac{\epsilon}{|\beta_{sh}| + \epsilon} + 1 > 0. \quad (17)$$

Eq. (17) indicates that $H_e(\beta_{sh} | \beta_{sh}^{(t)})$ monotonically increases for $0 > \beta_{sh} > -\beta_{sh}^{(t)}$.

Case 4 If $\beta_{sh}^{(t)} < \beta_{sh} \leq 0$, $H_e(\beta_{sh} | \beta_{sh}^{(t)})$ monotonically decreases. Because $\beta_{sh} < -\beta_{sh}^{(t)}$, the following inequality holds:

$$\frac{\partial H_e(\beta_{sh} | \beta_{sh}^{(t)})}{\partial \beta_{sh}} = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} - \frac{\epsilon}{|\beta_{sh}^{(t)}| + \epsilon} + 1 < \frac{\beta_{sh}}{|\beta_{sh}| + \epsilon} - \frac{\epsilon}{|\beta_{sh}| + \epsilon} + 1.$$

Because $\beta_{sh} \leq 0$,

$$\frac{-|\beta_{sh}| - \epsilon}{|\beta_{sh}| + \epsilon} + 1 = \frac{-(|\beta_{sh}| + \epsilon)}{|\beta_{sh}| + \epsilon} + 1 = 0.$$

Therefore,

$$\frac{\partial H_e(\beta_{sh} | \beta_{sh}^{(t)})}{\partial \beta_{sh}} = \frac{\beta_{sh}}{|\beta_{sh}^{(t)}| + \epsilon} - \frac{\epsilon}{|\beta_{sh}| + \epsilon} + 1 < 0. \quad (18)$$

Eq. (18) shows that $H_e(\beta_{sh} | \beta_{sh}^{(t)})$ monotonically increases for $\beta_{sh} < \beta_{sh}^{(t)} \leq 0$. 


From Eq. (13) and Cases 1, 2, 3, and 4, for any \( \beta_{sh} \), \( H_x(\beta_{sh}|\beta_{(t)}_{sh}) \geq 0 \). Therefore, Eq. (11) is satisfied.

With Lemma 2, we show the majorizing function can be derived from the perturbed version of the lasso penalty as the squared form. The right-hand side of Eq. (11) can be expressed as

\[
\lambda \sum_{s=1}^{q} \sum_{h=1}^{p} \left| \beta_{sh}^{(t)} \right| - \gamma \log \left( 1 + \frac{\left| \beta_{sh}^{(t)} \right|}{\epsilon} \right) + \frac{\left( \beta_{sh}^{(t)} \right)^2 - \left( \beta_{sh}^{(t)} \right)^2}{2(\left| \beta_{sh}^{(t)} \right| + \epsilon)} = \| \Psi_s \beta_s \|^2_F + C
\]

where

\[
\Psi_s = \text{diag} \left( \frac{1}{\sqrt{2(\beta_{s1}^{(t)} + \epsilon)}}, \frac{1}{\sqrt{2(\beta_{s2}^{(t)} + \epsilon)}}, \ldots, \frac{1}{\sqrt{2(\beta_{sp}^{(t)} + \epsilon)}} \right),
\]

and \( C \) represents constant values that are not relevant to \( \beta_{sh} \). From Lemma 1 and Lemma 2, the following proposition holds.

**Proposition 1.** Given \( Y, X, \lambda (\lambda > 0), \gamma (\gamma > 0) \), and \( \epsilon (\epsilon > 0) \), the following inequality is satisfied:

\[
L^\prime(\{\beta_s\}_{s=1}^{q}, U, \{v_t\}_{t=1}^{k}) = \sum_{s=1}^{q} \sum_{i<j} e_{is} - e_{js} + \lambda \sum_{s=1}^{q} \sum_{h=1}^{p} \left| \beta_{sh} \right| - \gamma \sum_{s=1}^{q} \left( 1 + \left| \beta_{sh} \right| \right) + \frac{\gamma}{2} \sum_{s=1}^{q} \sum_{t=1}^{k} u_{st} \| X \beta_s - X v_t \|_F^2
\]

\[
\leq \sum_{s=1}^{q} \sum_{o=1}^{n(n-1)/2} u_{os} g_{os} - r_o^T \beta_s^2 + \lambda \sum_{s=1}^{q} \left\| \Psi_s \beta_s \right\|_F^2 + C + \frac{\gamma}{2} \sum_{s=1}^{q} \sum_{t=1}^{k} u_{st} \| X \beta_s - X v_t \|_F^2
\]

\[
= M(\{\beta_s\}_{s=1}^{q}, U, \{v_t\}_{t=1}^{k}) \| \beta_s^{(t)} \|_{s=1}^{q}
\]

where the equality holds if \( \beta_s = \beta_s^{(t)} \) in all \( (s, h) (s = 1, 2, \ldots, q; h = 1, 2, \ldots, p) \).

From Eq. (20), the updated formula of the proposed method can be calculated based on the least squared criteria. Therefore, it can be simply expressed.

**2.3 Algorithm and updated formula**

This subsection explains the algorithm and updated formula of the proposed method. The proposed method updates \( \beta_s \), \( U \), and \( v_t \) based on the alternate least squares criterion [1981] by using the majorizing function of the proposed method.

In Proposition 2, we show the updated formula of \( \beta_s \) based on the majorizing function. We then show the procedure for the estimation of \( U \) and \( v_t \) based on k-means [1965]. After that, we present the algorithm of the proposed method.

**Proposition 2.** Given \( X, w_{os}, g_{os}, r_o \) \((o = 1, 2, \ldots, n(n-1)/2; s = 1, 2, \ldots, q), \lambda (\lambda > 0), \gamma (\gamma > 0), \Psi_s, \) and \( u_{st} \) \((s = 1, 2, \ldots, q; t = 1, 2, \ldots, k)\), the updated formula of \( \beta_d \) \((d = 1, 2, \ldots, q)\) is derived as follows:

\[
\beta_{(t+1)}^d \leftarrow \left( 2 \left( \sum_{o=1}^{n(n-1)/2} u_{os}^{(t+1)} r_o^T \right) + 2 \lambda \Psi_d^{(t+1)T} \right) \Psi_d^{(t+1)} + \gamma \sum_{t=1}^{k} u_{dt}^{(t)} X^T X - \gamma \sum_{t=1}^{k} \left( \frac{1}{q} u_{dt}^{(t)} X^T X \right)
\]

where \( q \) indicates the number of \( X \beta_s \) belonging to cluster \( \ell \). \( \beta_s \) is assumed to be updated in the order \( s = 1, 2, \ldots, d, \ldots, q \) as Algorithm 1. \( \beta_{d}^{(t)} \) and \( \beta_{d}^{(t+1)} \) are coefficients at the \( t \)th and \( (t+1) \)th steps, respectively. The function \( f(m, s) \) is defined as \( t + 1 \) when \( m < s \), whereas it is defined as \( t \) when \( m > s \).
\textbf{Proof.} We provide the results of the derivatives of each term on the right-hand side of Eq. (20) and an updated formula based on these results.

For the first term on the right side of Eq. (20),

\[ M_1(\beta_s) = \sum_{s=1}^{q} \frac{n(n-1)/2}{2} w_{os} |g_{os} - r_o^T \beta_s|^2 \]

\[ = \sum_{s=1}^{q} \frac{n(n-1)/2}{2} w_{os} (g_{os}^2 - 2g_{os} r_o^T \beta_s + \beta_s^T r_o r_o^T \beta_s) \]

\[ = \sum_{s=1}^{q} \frac{n(n-1)/2}{2} w_{os} g_{os}^2 - 2 \sum_{s=1}^{q} \frac{n(n-1)/2}{2} w_{os} g_{os} r_o^T \beta_s + \sum_{s=1}^{q} \frac{n(n-1)/2}{2} w_{os} r_o r_o^T \beta_s \]

where the second and third terms in Eq. (22) are related to \( \beta_s \).

Here, Eq. (22) is differentiated by \( \beta_d \) \((d = 1, 2, \ldots, q)\), and we have

\[ \frac{\partial M_1(\beta_s)}{\partial \beta_d} = -2 \left( \sum_{o=1}^{n(n-1)/2} w_{od} g_{od} r_o \right) + 2 \left( \sum_{o=1}^{n(n-1)/2} w_{od} r_o r_o^T \right) \beta_d. \]  

Next, the second term of Eq. (20) can be described as follows:

\[ M_2(\beta_s) = \lambda \sum_{s=1}^{q} \| \Psi_s \beta_s \|_F^2 \]

\[ = \lambda \sum_{s=1}^{q} \left( \beta_s^T \Psi_s^T \Psi_s \beta_s \right) \]

\[ = \sum_{s=1}^{q} \beta_s^T (\lambda \Psi_s^T \Psi_s) \beta_s \]

Here, Eq. (24) is differentiated by \( \beta_d \), and we have

\[ \frac{\partial M_2(\beta_s)}{\partial \beta_d} = 2 \lambda \Psi_s^T \Psi_d \beta_d. \]

Then, the third term of the right side of Eq. (20) can be described as follows:

\[ M_3(\beta_s) = \frac{\gamma}{2} \sum_{s=1}^{q} \sum_{\ell=1}^{k} u_{s,\ell} \| X \beta_s - X v_{\ell} \|^2 \]

\[ = \frac{\gamma}{2} \sum_{s=1}^{q} \sum_{\ell=1}^{k} u_{s,\ell} (X \beta_s - X v_{\ell})^T (X \beta_s - X v_{\ell}) \]

\[ = \frac{\gamma}{2} \sum_{s=1}^{q} \sum_{\ell=1}^{k} u_{s,\ell} (\beta_s^T X^T X \beta_s - 2 \beta_s^T X^T X v_{\ell} + v_{\ell}^T X^T X v_{\ell}) \]

\[ = \frac{\gamma}{2} \sum_{s=1}^{q} \sum_{\ell=1}^{k} u_{s,\ell} (\beta_s^T X^T X \beta_s - \gamma \sum_{s=1}^{q} \sum_{\ell=1}^{k} u_{s,\ell} \beta_s^T X^T X v_{\ell} + \frac{\gamma}{2} \sum_{s=1}^{q} \sum_{\ell=1}^{k} u_{s,\ell} v_{\ell}^T X^T X v_{\ell}) \]

Before deriving the updated formula, to find \( v_{\ell} \) for the optimization of the right side of Eq. (20), we have:

\[ \frac{\partial M_3(\beta_s)}{\partial v_{\ell}} = -\gamma \sum_{s=1}^{q} u_{s,\ell} X^T X \beta_s + \gamma \sum_{s=1}^{q} u_{s,\ell} X^T X v_{\ell} = 0_p \]

\[ \iff -\gamma \sum_{s=1}^{q} u_{s,\ell} X^T X \beta_s + \gamma \sum_{s=1}^{q} u_{s,\ell} X^T X v_{\ell} = 0_p \]

\[ \iff \sum_{s=1}^{q} u_{s,\ell} X^T X v_{\ell} = \sum_{s=1}^{q} u_{s,\ell} X^T X \beta_s \]

\[ \iff v_{\ell} = \frac{1}{q_{\ell}} \sum_{s=1}^{q} u_{s,\ell} \beta_s. \]  
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where $O_p$ is the element is 0 with the length of $p$.

Here, when substituting Eq. (27) into Eq. (28), we have

\[
M_3^q(\{\beta_s\}_{s=1}^q) = \frac{1}{2} \sum_{\ell=1}^k \sum_{s=1}^q u_{s\ell} \beta_s^T X^T X \beta_s - \gamma \sum_{\ell=1}^k \sum_{s=1}^q u_{s\ell} \beta_s^T X^T X \left( \frac{1}{q_{\ell}} \sum_{m=1}^q u_{m\ell} \beta_m \right)
+ \gamma \frac{1}{2} \sum_{\ell=1}^k \sum_{s=1}^q u_{s\ell} \left( \frac{1}{q_{\ell}} \sum_{m=1}^q u_{m\ell} \beta_m \right)^T X^T X \left( \frac{1}{q_{\ell}} \sum_{m=1}^q u_{m\ell} \beta_m \right) \tag{28}
\]

To derive the updated formula of $\beta_d$, the second term of Eq. (28) can be divided into a term relevant to $\beta_d$ and a term not relevant to $\beta_d$:
Similarly, the third term of Eq. (28) can be divided into a term relevant to $\beta_d$ and one not relevant to $\beta_d$.

\[
M_3^i\{\{\beta_s\}_{s=1}^q\} = \frac{\gamma}{2} \sum_{q\ell} \sum_{m=1}^q \left( \frac{1}{q\ell} \sum_{m,d} u_{m\ell} \beta_m \right) X^T X \left( \frac{1}{q\ell} \sum_{m=1}^q u_{m\ell} \beta_m \right)
\]

\[
= \frac{\gamma}{2} \sum_{q\ell} \left( \frac{1}{q\ell} \sum_{m,d} u_{m\ell} \beta_d + \frac{1}{q\ell} \sum_{m \neq d} u_{m\ell} \beta_m \right) X^T X \left( \frac{1}{q\ell} \sum_{m,d} u_{m\ell} \beta_d + \frac{1}{q\ell} \sum_{m \neq d} u_{m\ell} \beta_m \right)
\]

\[
= \frac{\gamma}{2} \sum_{q\ell} \left( \frac{1}{q\ell} \sum_{m,d} u_{m\ell} \beta_d + \frac{1}{q\ell} \sum_{m \neq d} u_{m\ell} \beta_m \right) X^T X \left( \frac{1}{q\ell} \sum_{m,d} u_{m\ell} \beta_d \right)
\]

\[
\quad + \frac{\gamma}{2} \sum_{q\ell} \left( \frac{1}{q\ell} \sum_{m \neq d} u_{m\ell} \beta_d \right) X^T X \left( \frac{1}{q\ell} \sum_{m,d} u_{m\ell} \beta_d \right)
\]

\[
= \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} X^T X \beta_d \right) \beta_d + \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

where the first and second terms of Eq. (30) are relevant to $\beta_d$. Using Eq. (29) and Eq. (30), Eq. (28) can be described as follows:

\[
M_3^i\{\{\beta_s\}_{s=1}^q\} = \frac{\gamma}{2} \sum_{q\ell} \sum_{m=1}^q \left( \frac{1}{q\ell} \sum_{m,d} u_{m\ell} \beta_m \right) X^T X \beta_s - \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) \beta_d - \beta_d^T \left( 2\gamma \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
\quad - \gamma \sum_{q\ell} \sum_{m \neq d} u_{m\ell} \beta^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) \beta_d + \gamma \sum_{q\ell} \sum_{m \neq d} u_{m\ell} \beta^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
\quad + \gamma \sum_{q\ell} \sum_{m \neq d} u_{m\ell} \beta^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) \beta_d + \gamma \sum_{q\ell} \sum_{m \neq d} u_{m\ell} \beta^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
\quad + \gamma \sum_{q\ell} \sum_{m \neq d} u_{m\ell} \beta^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
= \frac{\gamma}{2} \sum_{q\ell} u_{m\ell} \beta^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) X^T X \beta_d - \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) \beta_d - \beta_d^T \left( 2\gamma \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
\quad + \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) \beta_d + \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
= \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} X^T X \beta_d \right) - \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
+ \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) \beta_d
\]

\[
= \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} X^T X \beta_d \right) - \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right)
\]

\[
+ \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) \beta_d
\]

\[
- \beta_d^T \left( \sum_{q\ell} \frac{1}{q\ell} u_{m\ell} \beta_m \right) + C_2
\]

\[
(31)
\]
where $C_2$ is the constant value that is not relevant to $\beta_d$.

Here, Eq. (31) is differentiated by $\beta_d$ ($d = 1, 2, \cdots, q$), and we have

$$
\frac{\partial M^s((\beta_s)_{s=1}^q)}{\partial \beta_d} = \gamma \sum_{\ell=1}^k u_{d\ell} X^T X \beta_d - \gamma \sum_{\ell=1}^k \frac{1}{q_{\ell}} u_{d\ell} X^T X \beta_d - \gamma \sum_{\ell=1}^k u_{d\ell} \frac{1}{q_{\ell}} \sum_{m \neq d} q \ u_{m\ell} X^T X \beta_d
$$

(32)

From the above, with Eq. (23), Eq. (25), and Eq. (32), we have the updated formula of $\beta_d$ as follows:

$$
\frac{\partial M^s((\beta_s)_{s=1}^q)}{\partial \beta_d} = -2 \left( \sum_{o=1}^{(n-1)/2} w_{o\ell} g_{o\ell} r_o^T \right) + 2 \left( \sum_{o=1}^{(n-1)/2} w_{o\ell} \Psi_o r_o^T \right) \beta_d + 2 \left( \lambda \Psi_d^T \Psi_d \right) \beta_d
$$

$$
\begin{align*}
&= 2 \left( \sum_{o=1}^{(n-1)/2} w_{o\ell} g_{o\ell} r_o^T \right) + 2 \left( \lambda \Psi_d^T \Psi_d \right) + \gamma \sum_{\ell=1}^k u_{d\ell} X^T X - \gamma \sum_{\ell=1}^k \frac{1}{q_{\ell}} u_{d\ell} X^T X \beta_m
\end{align*}
$$

$$
\iff \beta_d = 2 \left( \sum_{o=1}^{(n-1)/2} w_{o\ell} g_{o\ell} r_o^T \right) + 2 \left( \lambda \Psi_d^T \Psi_d \right) + \gamma \sum_{\ell=1}^k u_{d\ell} X^T X - \gamma \sum_{\ell=1}^k \frac{1}{q_{\ell}} u_{d\ell} X^T X \beta_m
$$

(33)

As Proposition 2, because $\beta_s$ is updated in the order, function $f(m, s)$ is defined as $t + 1$ when $m < s$, whereas it is defined as $t$ when $m > s$.

In Algorithm 1, when updating $\beta_s$, $u_{s\ell}$ is fixed as $u_{s\ell}^t$. Therefore, the updated formula of $\beta_s$ is obtained as Eq. (21).

Next, we explain the updated rule of $U$ and the updated formula of $v_\ell$ ($\ell = 1, 2, \cdots, k$). $U$ and $v_\ell$ are updated in the same manner as the $k$-means.

**Update $U$**

$U$ is updated for each $s$. $u_{s\ell}$ is updated as

$$
u_{s\ell}^{(t+1)} \leftarrow \begin{cases} 1 & \|X \beta_s^{(t)} - X v_\ell^{(t)}\|_F^2 \leq \|X \beta_s^{(t)} - X v_\ell^{(t)}\|_F^2 \text{ for any } \ell (\ell = 1, 2, \cdots, k) \\ 0 & \text{(otherwise)} \end{cases}
$$

(34)

which is applied to all $s$ ($s = 1, 2, \cdots, q$) and $\ell$ ($\ell = 1, 2, \cdots, k$).

**Update $v_\ell$ ($\ell = 1, 2, \cdots, k$)**

$v_\ell$ is updated as

$$
u_\ell^{(t+1)} \leftarrow \frac{1}{q_{\ell}} \sum_{s=1}^q u_{s\ell}^{(t+1)} \beta_s^{(t)} \quad (\ell = 1, 2, \cdots, k).
$$

(35)

Our proposed method updates $\beta_s$, auxiliary variables $w_{o\ell}$ and $\Psi_s$, indicator matrix $U$, and cluster centroid coefficient $v_\ell$ alternatively based on the MM algorithm. The details of the MM algorithm are described in Algorithm 1.
Algorithm 1 Wilcoxon-type MCEN based on MM algorithm

**Require:** $X, Y, k, \lambda > 0, \gamma > 0, \epsilon > 0$; threshold for this algorithm $\epsilon^* > 0$

**Ensure:** $\beta(s = 1, 2, \cdots, q), U, v_i(\ell = 1, 2, \cdots, k)$

1: Set $t \leftarrow 1$ and $t^\dagger \leftarrow 1$
2: for $s = 1$ to $q$ do
3:     Set initial values $\beta_s^{(t)}$
4: end for
5: Set initial $U^{(t)}$ and $v_i^{(t)}(\ell = 1, 2, \cdots, k)$ by $k$-means
6: while $L^t(\{\beta_s^{(t)}\}_{s=1}^q, U^{(t)}), (v_i^{(t)}(\ell = 1, 2, \cdots, k)) - L^t(\{\beta_s^{(t+1)}\}_{s=1}^q, U^{(t+1)}), (v_i^{(t+1)}(\ell = 1, 2, \cdots, k)) \geq \epsilon^*$ do
7:     while $L^t(\{\beta_s^{(t)}\}_{s=1}^q, U^{(t)}), (v_i^{(t)}(\ell = 1, 2, \cdots, k)) - L^t(\{\beta_s^{(t+1)}\}_{s=1}^q, U^{(t+1)}), (v_i^{(t+1)}(\ell = 1, 2, \cdots, k)) \geq \epsilon^*$ do
8:         for $s = 1$ to $q$ do
9:             for $\alpha = 1$ to $(n(n-1))/2$ do
10:                 $w_{\alpha s}^{(t+1)} \leftarrow 1/(2|g_{\alpha s} - r_{\alpha g}^\dagger \beta_s^{(t)}|^q)$
11:             end for
12:             $\Psi^{(t+1)} \leftarrow \text{diag} \left( \frac{1}{\sqrt{2(\beta_{s1}^{(t)}+\epsilon)}}, \frac{1}{\sqrt{2(\beta_{s2}^{(t)}+\epsilon)}}, \cdots, \frac{1}{\sqrt{2(\beta_{sk}^{(t)}+\epsilon)}} \right)$
13:             $\beta_s^{(t+1)} \leftarrow \left(2 \sum_{\alpha=1}^{n(n-1)/2} \frac{\Psi^{(t+1)} \Psi^{(t+1)}}{w_{\alpha s}^{(t+1)} g_{\alpha s} r_o} + 2 \sum_{\alpha=1}^{n(n-1)/2} \gamma \sum_{t=1}^k \frac{1}{q^t} v_i^{(t)} X^T X - \gamma \sum_{t=1}^k \frac{1}{q^t} u_i^{(t)} X^T X \right)^{-1}$
14:         end for
15:     end while
16: while $L^t(\{\beta_s^{(t)}\}_{s=1}^q, U^{(t)}), (v_i^{(t)}(\ell = 1, 2, \cdots, k)) - L^t(\{\beta_s^{(t+1)}\}_{s=1}^q, U^{(t+1)}), (v_i^{(t+1)}(\ell = 1, 2, \cdots, k)) \geq \epsilon^*$ do
17:         for $s = 1$ to $q$ do
18:             Update $U^{(t)}$ to $U^{(t+1)}$ based on Eq. (34)
19:         end for
20: end while
21: Update $v_i^{(t)}$ to $v_i^{(t+1)}$ based on Eq. (35)
22: end while
23: $t^\dagger \leftarrow t^\dagger + 1$
24: end while
25: end while
26: end while

3 Numerical Simulation

In this section, we demonstrate the efficiency of the proposed method through a numerical simulation.

3.1 Simulation design

This simulation generates covariate matrix $X$ and response variables $Y$ with a true coefficient matrix. We show the simulation setting patterns in Table 1. The simulation evaluates the prediction accuracy and mean squared error (MSE) of the coefficient matrix. In this simulation, we use RStudio Version 1.4.1103.

We generate the simulation data, adjusted based on Price and Sherwood [2018]. The sample size is 50, and the number of response variables is 9. We set the number of covariate matrix $p$ as 12 and 100, which will be discussed in Factor 2. First, let

$$\Sigma = (\tilde{\sigma}_{jj}), \tilde{\sigma}_{jj} = 1, \tilde{\sigma}_{j'j} = 0.7, (j, j' = 1, 2, \cdots, 12).$$  \hspace{1cm} (36)

The covariate vectors are generated by $X_i \sim \mathcal{N}(0_{12}, \Sigma)$ for $p = 12$. In the case of $p = 100$, $X_i \sim \mathcal{N}(0_{100}, \Sigma')$, where

$$\Sigma' = \begin{pmatrix} \tilde{\Sigma} & O_{12,88} \\ O_{88,12} & I_{88} \end{pmatrix}. \hspace{1cm} (37)$$

$O_{12,88}$ is a zero matrix with 12 rows and 88 columns, $O_{88,12}$ is a zero matrix with 88 rows and 12 columns, and $I_{88}$ is the identity matrix.
To make the matrix of $B$, in the case of $p = 12$, we set the $b_4(\eta, \xi) = (\eta_4 - \xi, \eta_4, \eta_4 + \xi) \in \mathbb{R}^{4 \times 3}$. $\eta_k$ is a vector with the length of $K$, whose elements are all $\eta$. Details on how the values of $\eta$ and $\xi$ are determined will be explained in Factor 3 and Factor 4, respectively.

Here, the true $B^{*}_{\eta, \xi}$ in $p = 12$ is set as follows:

$$B^{*}_{\eta, \xi} = \begin{pmatrix} b_4(\eta, \xi) & O_{4,3} & O_{4,3} \\ O_{4,3} & b_4(\eta, \xi) & O_{4,3} \\ O_{4,3} & O_{4,3} & b_4(\eta, \xi) \end{pmatrix}. \quad (38)$$

For the coefficient groups in $p = 100$, as is the case of $p = 12$, $b_{10}(\eta, \xi) = (\eta_{10} - \xi, \eta_{10}, \eta_{10} + \xi) \in \mathbb{R}^{10 \times 3}$.

$$B^{*}_{\eta, \xi} = \begin{pmatrix} b_{10}(\eta, \xi) & O_{10,3} & O_{10,3} \\ O_{10,3} & b_{10}(\eta, \xi) & O_{10,3} \\ O_{10,3} & O_{10,3} & b_{10}(\eta, \xi) \end{pmatrix}. \quad (39)$$

Next, we explain how to generate the response variable, with $X, B$. The response variable is generated as follows:

$$y_i = B^{*}_{\eta, \xi}^T X_i + \varepsilon_i. \quad (40)$$

Here, $\varepsilon_i$ is the random error. Several different settings are employed, which are described in detail in Factor 5. The number of total patterns in this simulation setting is $4 \times 2 \times 4 \times 3 \times 4 \times 4 = 384$. For each pattern combination, we generate 50 learning samples and 1000 test samples from Eq. (40), and we repeat the calculation 100 times.

Next, we explain the evaluation index. In this simulation, we evaluate the prediction variable and coefficient matrix. The median of the absolute prediction error (APE) is

$$\text{median}\{|y_{is}^* - \hat{y}_{is}|, \ i = 1, 2, \cdots, 1000; s = 1, 2, \cdots, 9\}$$

where $y_{is}^*$ represents the testing samples and $\hat{y}_{is}$ represents the prediction variables. We also compare the mean squared error of estimator

$$\frac{1}{p \times 9} \sum_{s=1}^9 \| \hat{\beta}_s - \beta_s^* \|_2^2$$

where $\beta_s^*$ is the true $\beta_s$, and $\hat{\beta}_s$ are the predicted coefficient vectors.

Now, we explain each simulation setting factor denoted in Table 1.

**Factor 1: Method**

We apply the 4 methods to compare their performance.

In addition to the proposed method, we apply three methods for comparison: the multivariate cluster elastic net (MCEN) [Price and Sherwood, 2018], separate elastic net [Zou and Hastie, 2005], and Wilcoxon-type lasso [Wang et al., 2020]. The optimization problem of MCEN is shown as follows:

$$\frac{1}{2n_0} \| Y - XB \|_F^2 + \lambda \sum_{s=1}^9 \| \beta_s \|_1 + \frac{\gamma}{2} \sum_{s=1}^9 \sum_{\ell=1}^k u_{s\ell} \| X \beta_s - X v_\ell \|_2^2$$

where $k$ is the number of clusters, and $\lambda (\lambda > 0)$ and $\gamma (\gamma > 0)$ are the tuning parameters. $U = (u_{s\ell}) (s = 1, 2, \cdots, 9; \ell = 1, 2, \cdots, k)$ is the indicator matrix representing the degree of belonging to cluster $\ell$ on the response.

| Factor No. | Factor name                  | level |
|------------|------------------------------|-------|
| Factor 1   | Method                       | 4     |
| Factor 2   | Number of covariate variable | 2     |
| Factor 3   | Number of parameter $\eta$ for true coefficient matrix | 4     |
| Factor 4   | Number of parameter $\xi$ for true coefficient matrix | 3     |
| Factor 5   | Number of error distribution | 4     |
variable \( s \cdot v_\ell (\ell = 1, 2, \cdots, k) \) is the partial regression coefficient for the cluster centroid. Elastic net is applied to each response variable separately, denoted as SEN. The objective function of elastic net is as follows:
\[
\| y_s - X \beta_s \|^2 + \delta_s \| \beta_s \|_1 + \gamma_s \| \beta_s \|^2_2 \quad (s = 1, 2, \cdots, q)
\]
where \( \delta_s (\delta_s > 0) \) and \( \gamma_s (\gamma_s > 0) \) are tuning parameters. The third compared method is lasso regression, for which the loss function is a Wilcoxon-type regression function. It is denoted by WLASSO. The objective function of WLASSO is as follows:
\[
\sum_{i<j} | e_{is} - e_{js} | + \gamma_s \| \beta_s \|_1 \quad (s = 1, 2, \cdots, q)
\]
where \( e_{is} = y_{is} - x_i^T \beta_s, e_{js} = y_{js} - x_j^T \beta_s \), and \( \gamma_s (\gamma_s > 0) \) is the tuning parameter.

MCEN uses the \texttt{mcen} package in R software [Sherwood and Price, 2020], and SEN are fitted by the \texttt{glmnet} package in R software [Friedman et al., 2008]. For WLASSO, we use \texttt{LADlasso} [Wang et al., 2007] in the package called \texttt{MTE} [Li and Qin, 2021], as mentioned in Wang et al. [2020]. The tuning parameters of all methods are chosen by five-fold cross validation, and the cluster sizes of 2 and 3 are candidates for the proposed method and MCEN.

Factor 2: Covariate variable
The number of the covariate vectors is set as \( p = 12 \) and 100. The covariate matrix for \( p = 12 \) is described in Eq. (36), and it is described for \( p = 100 \) in Eq. (37).

Factor 3: Parameter \( \eta \) for true coefficient matrix \( B^*_{\eta, \xi} \)
\( \eta \) is a factor to control each value of the non-zero part of a true coefficient matrix. The candidates for \( \eta \), one of the parameters for the true coefficient matrix, are set as 0.25, 0.5, 0.75, and 1.

Factor 4: Parameter \( \xi \) for true coefficient matrix \( B^*_{\eta, \xi} \)
\( \xi \) is a factor to control the difference between each non-zero true coefficient vector in \( B^*_{\eta, \xi} \). The candidates for \( \xi \), the other parameter for the true coefficient matrix, are set as 0.02, 0.05, and 0.10. With \( \eta \) and \( \xi \), the true coefficient matrix generates \( B^*_{\eta, \xi} \) in Eq. (38) and Eq. (39).

Factor 5: Error distribution
We set four different patterns for \( \varepsilon_i = (\varepsilon_{is}) \) based on Wang et al. [2020].
Error 1 is set as
\[
\varepsilon_{is} \sim N(0, 1) \quad (i = 1, 2, \cdots, n; s = 1, 2, \cdots, q).
\]
Error 2 is set as
\[
\varepsilon_{is} \sim 0.95N(0, 1) + 0.05N(0, 100) \quad (i = 1, 2, \cdots, n; s = 1, 2, \cdots, q).
\]
Error 3 is set as
\[
\varepsilon_{is} \sim \sqrt{2}t(4) \quad (i = 1, 2, \cdots, n; s = 1, 2, \cdots, q)
\]
where \( t(4) \) represents the \( t \) distribution with 4 degree of freedom.
Error 4 is set as
\[
\varepsilon_{is} \sim Cauchy(0, 1) \quad (i = 1, 2, \cdots, n; s = 1, 2, \cdots, q)
\]
where \( Cauchy(0, 1) \) represents a Cauchy distribution with a location parameter of 0 and a scale parameter of 1. Error 1 assumes a normal distribution, Error 2 assumes a distribution containing outliers, and Error 3 and Error 4 assume heavy-tailed distribution.
3.2 Simulation result

The results of the simulation are displayed by error distribution in Tables 2 to 5 for $p = 12$, and Tables 6 to 9 for $p = 100$. First, as seen by each outcome for Factor 1, the results of the proposed method were better than those of the other compared methods in terms of both evaluation indices in all patterns of $(\eta, \xi)$ in Error 2 for $p = 100$ (Table 2) and Error 4 for both $p = 12$ (Table 3) and 100 (Table 4). Focusing on the median APE, the proposed method was better in all patterns of $(\eta, \xi)$ in Error 3 for $p = 12$ (Table 4); Error 1 for $p = 12$ (Table 2), except $\eta = 0.25$; and Error 2 of $p = 12$ (Table 3), except $(\eta, \xi) = (0.75, 0.05)$. In terms of the MSE of $\beta_s$ (the second evaluation index), the proposed method had the smallest values in all patterns except $(\eta, \xi) = (0.75, 0.05)$ in Error 2 for $p = 12$ (Table 3); and Error 3 for $p = 12$ except $\eta = 0.25$. For the compared methods, the MCEN had smaller values in almost all patterns of Error 3 for $p = 100$ (Table 8) in both evaluation indices. For median APE, the MCEN was better in several patterns of Error 1 for $p = 100$ (Table 6) as well as in Error 1 for $p = 12$ (Table 2), and 100 (Table 9) for the MSE of $\beta_s$. SEN was better for several patterns of $\eta = 0.25$ of Error 1 for $p = 12$ (Table 2), for both evaluations indices as well as in Error 1 for $p = 100$ (Table 6) for the median APE. WLASSO was only better than the other methods in $\eta = 0.75$ and $\xi = 0.05$ in Error 2 for $p = 12$ (Table 3).

Next, observing in the covariate variables of Factor 2 on the median of APE, the proposed method was superior to SEN in $\eta = 0.50, 0.75$, and $1.00$ in $p = 12$ for Error 1. However, the values of MCEN and SEN were smaller than the proposed method in the same pattern for $p = 100$. In Error 3 for $p = 12$, the proposed method outperformed MCEN for most patterns of both evaluation measures, while MCEN was better for $p = 100$. In Error 1 and Error 3, the values of the proposed method and MCEN were close each other, regardless of the value of the covariate variables. The results on Error 2 and Error 4 did not vary depending on the covariate variables. As for Factor 3, parameter $\eta$, the values of all methods increased in proportion to the augment of $\eta$. Meanwhile, the values did not tend to change depending on $\xi$, Factor 4.

Finally, we see the results of the error distribution, Factor 5. In Error 1, the proposed method was almost stable for $p = 12$ in the median APE, while SEN and MCEN were better than the proposed method for $p = 100$. MCEN had the smallest MSE of $\beta_s$ for both $p = 12$ and $p = 100$. However, the value differences among the methods were slight in both the median APE and the MSE of $\beta_s$. In the case of Error 2, the situation where the error contains outliers, for both $p = 12$ and $p = 100$, the proposed method was better than the other compared methods in both the median APE and the MSE of $\beta_s$. Focusing on the differences, the value differences between the proposed method and WLASSO were closer than those between the proposed method and MCEN and SEN. In Error 3, whose error distribution follows $t$ distribution, the median APE of the proposed method was better in $(\eta, \xi) = (0.25, 0.05), (0.25, 0.10)$, and $(0.50, 0.10)$, and MCEN had better results in the other pattern of $\eta$ and $\xi$. In the MSE of $\beta_s$, the proposed method was the smallest for all for $p = 12$, except $\eta = 0.25$. For $p = 100$, MCEN was smaller than the proposed method; however, the differences were minor. Finally, in Error 4, the other heavy-tailed error distribution, the proposed method was better than all the other compared methods. For $p = 12$ in Error 4, WLASSO was also stable in terms of both the median of APE and MSE of $\beta_s$ compared to MCEN and SEN.

| $\eta$ | the median of APE (sd of APE) | | | MSE of $\beta_s$ (sd of MSE) | | |
|-------|-----------------------------|---|---|-----------------------------|---|---|
|       | $\xi$ | 0.02 | 0.05 | 0.10 | 0.02 | 0.05 | 0.10 |
| 0.25  | WMCEN | 0.706 (0.010) | 0.706 (0.010) | 0.706 (0.011) | 0.023 (0.004) | 0.023 (0.004) | 0.023 (0.004) |
|       | MCEN  | 0.712 (0.005) | 0.711 (0.014) | 0.715 (0.014) | 0.019 (0.004) | 0.017 (0.004) | 0.019 (0.003) |
|       | SEN   | 0.703 (0.010) | 0.705 (0.010) | 0.705 (0.010) | 0.018 (0.003) | 0.019 (0.004) | 0.018 (0.004) |
|       | WLASSO| 0.720 (0.012) | 0.720 (0.012) | 0.714 (0.011) | 0.035 (0.007) | 0.034 (0.007) | 0.029 (0.005) |
| 0.50  | WMCEN | 0.724 (0.013) | 0.724 (0.013) | 0.721 (0.012) | 0.035 (0.007) | 0.037 (0.007) | 0.035 (0.006) |
|       | MCEN  | 0.741 (0.034) | 0.741 (0.033) | 0.746 (0.033) | 0.029 (0.008) | 0.029 (0.008) | 0.032 (0.007) |
|       | SEN   | 0.725 (0.012) | 0.724 (0.012) | 0.724 (0.012) | 0.035 (0.006) | 0.036 (0.006) | 0.035 (0.007) |
|       | WLASSO| 0.730 (0.013) | 0.735 (0.014) | 0.734 (0.014) | 0.043 (0.008) | 0.047 (0.008) | 0.046 (0.008) |
| 0.75  | WMCEN | 0.724 (0.014) | 0.724 (0.013) | 0.736 (0.014) | 0.038 (0.008) | 0.038 (0.008) | 0.039 (0.008) |
|       | MCEN  | 0.764 (0.062) | 0.765 (0.062) | 0.766 (0.062) | 0.028 (0.009) | 0.028 (0.009) | 0.041 (0.009) |
|       | SEN   | 0.735 (0.013) | 0.734 (0.013) | 0.729 (0.013) | 0.046 (0.009) | 0.043 (0.009) | 0.041 (0.009) |
|       | WLASSO| 0.739 (0.015) | 0.739 (0.015) | 0.739 (0.015) | 0.051 (0.010) | 0.051 (0.010) | 0.051 (0.010) |
| 1.00  | WMCEN | 0.725 (0.014) | 0.725 (0.015) | 0.726 (0.014) | 0.039 (0.009) | 0.040 (0.009) | 0.052 (0.009) |
|       | MCEN  | 0.805 (0.100) | 0.803 (0.098) | 0.803 (0.099) | 0.034 (0.013) | 0.034 (0.013) | 0.034 (0.013) |
|       | SEN   | 0.735 (0.014) | 0.735 (0.015) | 0.737 (0.014) | 0.048 (0.010) | 0.045 (0.010) | 0.049 (0.010) |
|       | WLASSO| 0.740 (0.015) | 0.740 (0.015) | 0.740 (0.015) | 0.052 (0.010) | 0.052 (0.010) | 0.052 (0.010) |
### Table 3: Result of the simulation $p = 12$ for Error 2

| $\eta$ | WMCEN | MCEN | SEN | WLAAMO |
|--------|--------|------|-----|--------|
| 0.25   | 0.756 (0.011) | 0.757 (0.014) | 0.757 (0.014) | 0.025 (0.006) | 0.026 (0.008) | 0.026 (0.008) |
| 0.50   | 0.778 (0.017) | 0.779 (0.017) | 0.779 (0.018) | 0.043 (< 0.001) | 0.044 (0.010) | 0.044 (0.010) |
| 0.75   | 0.794 (0.024) | 0.833 (0.031) | 0.791 (0.021) | 0.057 (0.017) | 0.093 (0.028) | 0.054 (0.015) |
| 1.00   | 0.791 (0.026) | 0.796 (0.026) | 0.793 (0.024) | 0.056 (0.020) | 0.059 (0.024) | 0.056 (0.019) |

### Table 4: Result of the simulation $p = 12$ for Error 3

| $\eta$ | WMCEN | MCEN | SEN | WLAAMO |
|--------|--------|------|-----|--------|
| 0.25   | 1.097 (0.018) | 1.101 (0.019) | 1.100 (0.018) | 0.039 (0.008) | 0.042 (0.009) | 0.040 (0.009) |
| 0.50   | 1.128 (0.019) | 1.128 (0.019) | 1.126 (0.019) | 0.069 (0.011) | 0.069 (0.011) | 0.067 (0.010) |
| 0.75   | 1.150 (0.022) | 1.150 (0.022) | 1.150 (0.021) | 0.093 (0.015) | 0.093 (0.015) | 0.098 (0.016) |
| 1.00   | 1.159 (0.024) | 1.163 (0.024) | 1.159 (0.022) | 0.104 (0.020) | 0.108 (0.021) | 0.105 (0.019) |

### Table 5: Result of the simulation $p = 12$ for Error 4

| $\eta$ | WMCEN | MCEN | SEN | WLAAMO |
|--------|--------|------|-----|--------|
| 0.25   | 1.134 (0.033) | 1.102 (0.027) | 1.105 (0.026) | 0.072 (0.023) | 0.047 (0.013) | 0.048 (0.013) |
| 0.50   | 1.157 (0.031) | 1.157 (0.031) | 1.159 (0.031) | 0.084 (0.018) | 0.084 (0.018) | 0.084 (0.018) |
| 0.75   | 1.221 (0.041) | 1.205 (0.037) | 1.204 (0.037) | 0.137 (0.034) | 0.118 (0.025) | 0.118 (0.025) |
| 1.00   | 1.249 (0.048) | 1.249 (0.048) | 1.233 (0.043) | 0.160 (0.041) | 0.161 (0.042) | 0.142 (0.031) |
| η   | WMCEN | MCEN | SEN | WLAFFS | MSE (median of APE) | MSE (sd of APE) | β₀ (median of APE) | MSE (sd of APE) |
|-----|-------|------|-----|---------|------------------|----------------|------------------|-----------------|
| 0.20 | 0.884 (0.016) | 0.844 (0.017) | 0.844 (0.017) | 0.007 (< 0.001) | 0.007 (< 0.001) | 0.007 (< 0.001) | 0.007 (< 0.001) |
| 0.50 | 0.906 (0.033) | 0.999 (0.002) | 1.002 (0.033) | 0.014 (0.002) | 0.015 (0.002) | 0.015 (0.002) | 0.015 (0.002) |
| 0.75 | 1.078 (0.051) | 1.078 (0.051) | 1.081 (0.050) | 0.021 (0.003) | 0.021 (0.003) | 0.021 (0.003) | 0.021 (0.003) |
| 1.00 | 1.165 (0.132) | 1.166 (0.132) | 1.165 (0.131) | 0.021 (0.004) | 0.021 (0.004) | 0.021 (0.004) | 0.021 (0.004) |

Table 6: Result of the simulation p = 100 for Error 1

| η   | WMCEN | MCEN | SEN | WLAFFS | MSE (median of APE) | MSE (sd of APE) | β₀ (median of APE) | MSE (sd of APE) |
|-----|-------|------|-----|---------|------------------|----------------|------------------|-----------------|
| 0.20 | 0.871 (0.024) | 0.891 (0.024) | 0.874 (0.022) | 0.005 (< 0.001) | 0.006 (0.001) | 0.005 (0.001) | 0.005 (0.001) |
| 0.50 | 1.087 (0.049) | 1.090 (0.052) | 1.088 (0.048) | 0.016 (0.002) | 0.016 (0.002) | 0.016 (0.002) | 0.016 (0.002) |
| 0.75 | 1.285 (0.112) | 1.245 (0.095) | 1.224 (0.086) | 0.028 (0.006) | 0.026 (0.005) | 0.026 (0.005) | 0.026 (0.005) |
| 1.00 | 1.596 (0.323) | 1.600 (0.300) | 1.600 (0.305) | 0.065 (0.029) | 0.057 (0.028) | 0.057 (0.028) | 0.057 (0.028) |

Table 7: Result of the simulation p = 100 for Error 2

| η   | WMCEN | MCEN | SEN | WLAFFS | MSE (median of APE) | MSE (sd of APE) | β₀ (median of APE) | MSE (sd of APE) |
|-----|-------|------|-----|---------|------------------|----------------|------------------|-----------------|
| 0.20 | 1.293 (0.012) | 1.206 (0.024) | 1.224 (0.022) | 0.011 (0.001) | 0.006 (0.001) | 0.009 (0.001) | 0.009 (0.001) |
| 0.50 | 1.383 (0.026) | 1.386 (0.061) | 1.422 (0.060) | 0.016 (0.003) | 0.017 (0.003) | 0.018 (0.004) | 0.018 (0.004) |
| 0.75 | 1.584 (0.033) | 1.438 (0.039) | 1.405 (0.035) | 0.020 (0.002) | 0.022 (0.002) | 0.019 (0.002) | 0.019 (0.002) |
| 1.00 | 1.754 (0.085) | 1.754 (0.086) | 1.752 (0.082) | 0.049 (0.007) | 0.049 (0.007) | 0.049 (0.007) | 0.049 (0.007) |

Table 8: Result of the simulation p = 100 for Error 3
Table 9: Result of the simulation $p = 100$ for Error 4

| $\xi$ | the median of APE (sd of APE) | MSE of $\beta_s$ (sd of MSE) |
|-------|-------------------------------|-----------------------------|
|       | 0.02 0.05 0.10 | 0.02 0.05 0.10 |
| 0.25  | WMCE 1.377 (0.043) 1.378 (0.043) 1.401 (0.045) | 0.011 (0.001) 0.011 (0.001) 0.012 (0.002) |
|       | MCEN 2.473 (0.542) 2.473 (0.540) 2.472 (0.535) | 1.479 (0.455) 1.512 (0.630) 1.461 (0.968) |
|       | SEN 2.393 (0.643) 2.638 (0.789) 2.425 (0.669) | 582.884 (503.615) 670.449 (5871.294) 535.364 (4371.789) |
|       | WLASSO 3.202 (0.401) 3.202 (0.400) 3.206 (0.399) | 0.218 (0.144) 0.218 (0.144) 0.219 (0.144) |
| 0.50  | WMCE 1.664 (0.057) 1.640 (0.058) 1.630 (0.062) | 0.026 (0.003) 0.025 (0.003) 0.024 (0.003) |
|       | MCEN 3.514 (0.809) 2.895 (0.545) 2.901 (0.549) | 39.493 (243.653) 1.099 (0.496) 0.833 (5.079) |
|       | SEN 3.247 (0.812) 3.355 (0.893) 3.029 (0.726) | 730.828 (6363.460) 608.572 (5044.895) 713.699 (6253.216) |
|       | WLASSO 3.507 (0.422) 3.383 (0.397) 3.382 (0.394) | 0.303 (0.173) 0.248 (0.143) 0.249 (0.143) |
| 0.75  | WMCE 1.916 (0.111) 1.971 (0.123) 1.930 (0.110) | 0.041 (0.005) 0.045 (0.005) 0.042 (0.004) |
|       | MCEN 3.565 (0.798) 3.433 (0.722) 3.556 (0.791) | 25.040 (139.366) 18.090 (97.046) 24.118 (133.008) |
|       | SEN 3.776 (0.838) 3.756 (0.894) 3.769 (0.889) | 666.696 (5723.088) 631.024 (5330.103) 723.491 (6093.913) |
|       | WLASSO 3.978 (0.484) 3.979 (0.483) 3.980 (0.484) | 61.319 (510.994) 61.317 (510.980) 61.315 (510.968) |
| 1.00  | WMCE 2.217 (0.104) 2.261 (0.207) 2.253 (0.202) | 0.070 (0.008) 0.066 (0.009) 0.067 (0.009) |
|       | MCEN 3.807 (0.754) 3.789 (0.741) 3.773 (0.767) | 23.917 (123.683) 22.480 (114.956) 20.724 (105.953) |
|       | SEN 4.413 (0.924) 4.428 (1.017) 4.351 (0.947) | 612.964 (5383.766) 646.733 (5487.569) 688.426 (6132.423) |
|       | WLASSO 4.248 (0.506) 4.169 (0.482) 4.063 (0.463) | 61.386 (511.104) 68.686 (931) 0.405 (0.175) |

4 Real Example

In this section, we applied the proposed method to a genetic dataset named "chin07" from package lol in R software [Chin et al., 2007] to verify the method's usefulness. The dataset consists of copy number patterns and mRNA expression levels in genomic regions with candidate oncogenes for breast cancer. In recent years, with the development of computational technologies, there has been a lot of research on identifying genomic regions with candidate oncogenes through genome-wide profiling, with the goal of suppressing the expression of cancer. Altered DNA copy numbers are considered to be one of the causes of genetic abnormalities leading to disease. Identifying which DNA copy number alternation patterns affect the mRNA expression level from this dataset is key. Therefore, it is necessary to improve the accuracy of estimation along with variable selection. This dataset consists of a matrix of seven types of mRNA expressions highly relevant to breast cancer with 106 samples and a matrix of DNA copy number data for 339 regions with 106 samples. We set the mRNA expression levels as response variables and the DNA copy numbers as explanatory variables. Figure 1 draws a scatter plot, histogram, and correlations of the response variables. GI_17318566-A, Hs.500472-S, and GI_4758297-S appear to have right-tailed distribution, while GI_38505204-S has a left-tailed distribution. GI_17318560-A contains outliers. We compare the proposed method with MCEN, SEN, and WLASSO just as we did with the numerical simulation.

Figure 2 draws a scatter plot, histogram, and correlations of the response variables. GI_17318566-A, Hs.500472-S, and GI_4758297-S appear to have right-tailed distribution, while GI_38505204-S has a left-tailed distribution. GI_17318560-A contains outliers. We compare the proposed method with MCEN, SEN, and WLASSO just as we did with the numerical simulation.

Next, we describe the evaluation procedures. The subjects are randomly split into 80 samples for the training data and 26 samples for the test data. Each method is then used to estimate $\beta_s (s = 1, 2, \ldots, 7)$ with the training data, and an evaluation index is calculated by applying the estimated $\beta_s (s = 1, 2, \ldots, 7)$ to the test data. For the evaluation index, the median APE is $|\hat{y}_{s,i} - \tilde{y}_{s,i}| (i = 1, 2, \ldots, 26, s = 1, 2, \ldots, 7)$, where $\hat{y}_{s,i}$ is the predicted value, which is set in the same manner as [Wang and Li, 2009]. In this evaluation, both the response variables and explanatory variables were standardized in the training and test data in the same manner as [Mukherjee and Zhu, 2011]. A five-fold cross-validation is applied to the training data to decide the tuning parameter in all methods. Candidate $k$ is set as 2 and 3 for the proposed method and MCEN. MCEN, SEN, and WLASSO use the same R software packages as in the numerical simulation. We compare the four methods by each response variable.

The results for the response variables are plotted in Figure 2. The vertical axis describes the median APE. We compare the result of the proposed method to each compared method. First, compared to MCEN, the proposed method had good results in the response variables GI_17318566-A, GI_31543215-S, Hs.500472-S, GI_38505204-S, and GI_16950654-S. The proposed method also performed better than WLASSO for all response variables. In terms of the comparison with SEN, the proposed method had smaller evaluation values in the response variables GI_17318566-A, Hs.500472-S, GI_38505204-S, and GI_17318560-S.

The results differed for each response variable, so we discuss the results from the distribution of the response variables in Figure 1. The proposed method was superior to the other methods in the response variables that have a heavy tail such as GI_17318566-A, Hs.500472-S, GI_38505204-S, and GI_4758297-S. We focus on the shapes of the distribution
Figure 1: Scatter plot, histogram, and correlations of the response variables
of the response variables, for which the proposed method performed well. In the case of the comparison to MCEN, the proposed method was better than MCEN, regardless of the shape of the distribution of the response variables. Next, in the results compared to SEN, the proposed method had better outcomes for the variables GI_17318566-A, Hs.500472-S and GI_38505204-S, which follow heavy-tailed distributions. In the variables GI_31543215-S, GI_4758297-S, and GI_17318560-A, the proposed method was minimally inferior to SEN, which might be due to the selection of the tuning parameters on each response variable in SEN.

5 Discussion and Conclusion

In the numerical simulation, the proposed method was superior when the errors followed heavy-tailed distributions or the data contained outliers, like Error 2, Error 3, and Error 4. Especially in Error 2, which contained outliers, and Error 4, which had a strongly heavy-tailed setting, the proposed method performed much better than the other compared methods in both the median APE and MSE of $\beta_s$. This indicates that the proposed method is stable to heavy-tailed error distributions and outliers in the error. From these results, our proposed method obtained the similar results as Wang et al. [2020]. In addition, among the compared methods, WLASSO had closer results to the proposed method than MCEN and SEN in Error 2. This shows that a Wilcoxon-type regression function is effective when there are outliers. Moreover, our proposed method extended the Wilcoxon-type regression function in the framework of multivariate regression, which enabled it to take into account the correlation of response variables. Therefore, the results of the proposed method were better than WLASSO. In Error 1, where the error follows normal distribution, the proposed method was superior to the other methods in $p = 12$. This result is consistent with the trend of results in the error with normal distribution in Wang et al. [2020]. However, SEN and MCEN are had better results for $p = 100$ due to the assumption of a normal distribution for the residuals. When focusing on value differences, the values of the proposed method were close to those of the compared methods in both $p = 12$ and $p = 100$. Therefore, the proposed method can retain comparable estimation accuracy to the compared methods in situations where the error distribution follows a normal distribution, regardless of the number of variables.

In the real data application, the proposed method was better than the other methods in the responses GI_17318566-A, Hs.500472-S, GI_38505204-S, and GI_4758297-S, which followed heavy-tailed distribution. The proposed method showed the stability of heavy-tailed situations in real data as well. Meanwhile, in the variables GI_4758297-S and GI_17318560-A, the proposed method was minimally inferior to SEN. The difference of the median APE between the proposed method and SEN was not very broad. This is considered to be due to the fact that SEN selects the tuning parameters on each response variable in SEN.
parameters for each response variable, while the proposed method selected single tuning parameters for all response variables in this study.

We showed the efficacy of the proposed method through the numerical simulation and real data application. From these results, this method will be expected to provide high estimation accuracy when applied to actual multivariate data which includes heavy-tailed distributions and contains outliers. To improve our proposed method, four points need to be considered. First, in this study, we set common tuning parameters for all response variables. We expect that the estimation accuracy of the method would enhance more if different tuning parameters are set depending on each response variable. Secondly, we showed that the Wilcoxon-type regression is more efficient with respect to the tailed distribution or outliers of the response. However, Wilcoxon-type regression is not very robust against the outliers in explanatory variables. To overcome this, the weight of the Wilcoxon-type regression can be set, which has been proposals in several studies [Naranjo and Hettmansperger, 1994; Sievers, 1983; Wang and Li, 2009]. This will need further consideration in situations where the explanatory variables contain outliers. Third, our extension of the Wilcoxon-type regression to multivariate regression is formulated differently than the method proposed by Weihua [2010]. Thus, we need to compare the two methods from various perspectives. Finally, we extended the Wilcoxon-type regression in the framework of multivariate regression. However, several robust reduced-rank regressions for multivariate regression have also been proposed [Chao et al., 2021; Ding et al., 2021; Wang and Karunamuni, 2022; Tan et al., 2022; Wang and Li, 2009]. This will need further consideration in situations where the explanatory variables contain outliers. The difference between our proposed method and these robust reduced-rank methods is that the proposed method has a clustering term to group the fitted values of the response variables, which allows the correlation among the response variables to be considered. Further consideration of this will be needed.
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