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ABSTRACT

The ability to generate high-fidelity synthetic data is crucial when available (real) data is limited or where privacy and data protection standards allow only for limited use of the given data, e.g., in medical and financial data-sets. Current state-of-the-art methods for synthetic data generation are based on generative models, such as Generative Adversarial Networks (GANs). Even though GANs have achieved remarkable results in synthetic data generation, they are often challenging to interpret. Furthermore, GAN-based methods can suffer when used with mixed real and categorical variables. Moreover, loss function (discriminator loss) design itself is problem specific, i.e., the generative model may not be useful for tasks it was not explicitly trained for. In this paper, we propose to use a probabilistic model as a synthetic data generator. Learning the probabilistic model for the data is equivalent to estimating the density of the data. Based on the copula theory, we divide the density estimation task into two parts, i.e., estimating univariate marginals and estimating the multivariate copula density over the univariate marginals. We use normalising flows to learn both the copula density and univariate marginals. We benchmark our method on both simulated and real data-sets in terms of density estimation as well as the ability to generate high-fidelity synthetic data.

1 Introduction

Machine learning is an integral part of daily decision-support systems, ranging from personalised medicine to credit lending in banks and financial institutions. The downside of such a pervasive use of machine learning is the privacy concern associated with the use of personal data [Elliot and Domingo-Ferrer, 2018]. In some applications, such as medicine, sharing data with privacy in mind is fundamental for advancing the science [Beaulieu-Jones et al., 2019]. However, the available data may not be sufficient to realistically train state-of-the-art machine learning algorithms. Synthetic data is one way of mitigating this challenge.

Current state-of-the-art methods for synthetic data generation, such as Generative Adversarial Networks (GANs) [Goodfellow et al., 2014], use complex deep generative networks to produce high-quality synthetic data for a large variety of problems [Choi et al., 2017, Xu et al., 2019]. However, GANs are known to be unstable and delicate to train [Arjovsky and Bottou, 2017]. Moreover, GANs are also notoriously difficult to interpret, and finding an appropriate loss function is an active area of research [Wang et al., 2019]. Another class of models, variational auto encoders (VAEs) [Kingma and Welling, 2013, Rezende and Mohamed, 2015] have also been used to generate data, although their primary focus is finding a lower-dimensional data representation. While deep generative models, such as VAEs and GANs, can generate high-fidelity synthetic data, they are both difficult to interpret. Due to the complex composition of deep networks, it is...
nearly impossible to characterise the impact of varying weights on the density of the generated data. For VAEs, a latent space may be used to interpret different aspects of the data.

In this work, we focus on probabilistic models based on copulas. Sklar showed that any multivariate distribution function can be expressed as a function of its univariate marginals and a copula [Sklar, 1959]. However, estimating copulas for multivariate mixed data types is typically hard, owing to 1) very few parametric copulas have multivariate formulations and 2) copulas are not unique for discrete or count data [Nikoloulopoulos and Karlis, 2009]. To address the first challenge, the current standard is to use a pairwise copula construction Aas et al. [2009], which involves two steps identifying the pair copula and a tree structure defining pairwise relationship [Elidan, 2010, Lopez-paz et al., 2013, Czado, 2010, Chang et al., 2019].

In this paper, we propose a probabilistic synthetic data generator that is interpretable and can model arbitrarily complex data-sets. Our approach is based on normalising flows to estimate copulas. We show that our model is flexible enough to learn complex relationships and does not rely on explicit learning of the graph or parametric bivariate copulas. Figure 1 illustrates the flexibility of our proposed method by modelling copula with a complex structure. We are not aware of any copula based method able to learn the copula shown in Figure 1 a).

To deal with count data, we propose a modified spline flow [Durkan et al., 2019] as a continuous relaxation of discrete probability mass functions. This formulation allows us to build complex multivariate models with mixed data types that can learn copula-based flow models, which can be used for the following tasks:

1. **Synthetic data generation**: Use the estimated model to generate new data-sets that have a distribution similar to the training set.

2. **Inferential statistics**: When the copula has learned the relationship between the variables correctly, one can change the marginals to study the effects of change. For example, if we estimated a copula flow based on a UK dataset with age as one of the variables, we can modify the marginal of the age distribution to generate synthetic data for a different country. To generate data for Germany, we would use Germany’s age distribution as a marginal for the data-generating process.

3. **Privacy preservation**: The data generated from the copula flow model is fully synthetic, i.e., the generator does not rely on actual observations for generating new data. One can perturb the generated data based on differential privacy mechanisms to prevent privacy attacks based on a large number of identical queries.

## 2 Background

We denote the domain of a function $F$ by $\text{dom}(F)$ and range by $\text{ran}(F)$. We use capital letters $X, Y$ to denote random variables and lower case $x, y$ to represent their realisations. Bold symbols $\mathbf{X} = [X_1, \ldots, X_d]$ and corresponding $\mathbf{x} = [x_1, \ldots, x_d]$ represent vectors of random variables and their realisations, respectively. We denote the distribution function (also known as the Cumulative Distribution Function (CDF)) of a random variable $X$ by $F_X$, and the corresponding Probability Density Function (PDF) by $f_X$. Such functions play an important role in copula theory. If we map a random variable through its own distribution function we get an uniformly distributed random variable-Uniform $[0, 1]$ or uniform marginal. This is known as **probability integral transform** [David and Johnson, 1948].

1 This definition holds only for continuous variables; we discuss CDFs for discrete variables in section 4.1
relationship, literally a link, between uniform marginals obtained via the probability integral transform [Nelsen, 2006]. Two random variables are independent if the joint copula of their uniform marginals is independent. Conversely, random variables are linked via their copulas.

### 2.1 Copulas

For a pair of random variables, the marginal CDFs $F_X$, $F_Y$ describe how each variable is individually distributed. The joint CDF $F_{X,Y}$ tells us how they are jointly distributed. Sklar’s seminal result [Sklar, 1959] allows us to write the joint CDF as a function of the univariate marginals $F_X$ and $F_Y$, i.e.,

$$F_{X,Y}(X, Y) = C(U_X, U_Y) = C(F_X(X), F_Y(Y)),$$

where $C$ is a copula. Here, the uniform marginals are obtained by the probability integral transform, i.e., $U_X = F_X(X)$ and $U_Y = F_Y(Y)$.

Copulas describe the dependence structure independent of the marginal distribution, which we exploit for synthetic data generation; especially in privacy preservation, where we perturb data samples by another random process, e.g., the Laplacian mechanism [Dwork and Roth, 2013]. This changes the marginal distribution but crucially it does not alter the copula of the original data.

For continuous marginals $F_X$ and $F_Y$, the copula $C$ is unique, whereas for discrete marginals it is unique only on $\text{ran}(F_X) \times \text{ran}(F_Y)$. A corollary of Sklar’s theorem is that $X$ and $Y$ are independent if and only if their copula is an independent copula, i.e., $C(F_X(X), F_Y(Y)) = F_X(X) F_Y(Y)$.

### 2.2 Generative Sampling

We can use the constructive inverse of Sklar’s theorem for building a generative model. The key concept is that the inverse of the probability integral transform, called inverse transform sampling, allows us to generate random samples starting from a uniform distribution. The procedure to generate a random sample $x$ distributed as $F_X$ is to first sample a random variable $u \sim \text{Uniform}[0, 1]$ and second to set $x := F_X^{-1}(u)$. Here, the function $F_X^{-1}$ is a quasi-inverse function.

**Definition 2.1 (Quasi-inverse function)** Let $F$ be a CDF. Then the function $F^{-1}$ is a quasi-inverse function of $F$ with domain $[0, 1]$ such that $F(F^{-1}(y)) = y \ \forall y \in \text{ran}(F)$ and $F^{-1}(y) = \inf \{x | F(x) \geq y\} \ \forall x \in \text{dom}(F)$, and $y \notin \text{ran}(F)$. For strictly monotonically increasing $F$, the quasi-inverse becomes the regular inverse CDF $F^{-1}$ [Nelsen, 2006].

The inverse function, also called as the quantile function, maps a random variable from a uniform distribution to $F$-distributed random variables, i.e., $X = F^{-1}(U)$ or $F^{-1} : \text{Uniform}[0, 1] \rightarrow \text{ran}(F)$. Hence, we can present the problem of synthetic data generation as the problem of estimating the (quasi)-inverse function for the given data.

To generate samples from $F_X$ using a copula-based model, we start with a pair of uniformly distributed random variables, then pass them through inverse of the copula CDF to obtain correlated uniform marginals; see Figure 2 b). Note that the copulas are defined over uniform marginals, i.e., the random variables are uniformly distributed. We use the correlated univariate marginals to subsequently generate $F$-distributed random variables via inverse transform sampling; see Figure 2 c). Hence, if we can learn the CDFs for the copula as well as the marginals, we can then combine these two models to generate correlated random samples that are distributed similar to the training data. The procedure is illustrated in Figure 2.

### 3 Copula Flows

The inverse function used to generate synthetic data can be described as a flow function $F_X \approx F_X^{(-1)}$ that transforms a uniform random variable $U$ into $X \sim F_X$, see Figure 2. We can interpret the (quasi)-inverse function as a normalising flow [Tabak and Vanden-Eijnden, 2010, Rezende and Mohamed, 2015, Papamakarios et al., 2019] that transforms a uniform density into the one described by the copula distribution function $C$. We refer it as *copula flow*.

#### 3.1 Normalising Flows

Normalising flows are compositions of smooth, invertible mappings that transform one density into another [Rezende and Mohamed, 2015, Papamakarios et al., 2019]. The approximation in $F_X \approx F_X^{(-1)}$ indicates that we are estimating a
b) Copula samples \( C(U_X, U_Y) \)

c) Joint distribution

Figure 2: Copula flow generative model. Left: We start with uniformly distributed independent variable samples. These samples are passed through the copula flow network to generate correlated uniformly distributed random variables (middle). The correlated variables are transformed to the desired distribution by using univariate marginal flows \( F_X \) (right).

We can generalise this result to the joint density \( f_{XY} \) where \( f_X \) is the copula flow function and \( F_X \sim \text{Uniform}(0, 1) \). By using the change of variables formula, the density \( f_X \) of variable \( X \) is obtained as

\[
f_X(X) = f_U(F^{-1}(X)) \left| \det \left( \frac{\partial F^{-1}(X)}{\partial X} \right) \right| = \left| \det \left( \frac{\partial F^{-1}(X)}{\partial X} \right) \right|,
\]

where \( f_U(F^{-1}(X)) = f_U(U) = 1.0 \), since \( f_U = \text{Uniform}[0, 1] \).

For the copula flow model, we assume that the copula density \( c \) of the copula CDF \( C \) exists. Starting with the bivariate case for random variables \( X, Y \), we compute the density \( f_{XY} \) via the partial derivatives of the \( C \), i.e.,

\[
f_{XY} = \frac{\partial^2 C(F_X, F_Y)}{\partial F_X \partial F_Y} = c_{XY}(F_X, F_Y) f_X f_Y.
\]

We can generalise this result to the joint density \( f_X(X) \) of a \( d \)-dimensional random vector \( X = [X_1, \ldots, X_d] \) as

\[
f_X = c_X(F_{X_1}, \ldots, F_{X_d}) \prod_{k=1}^{d} f_{X_k}.
\]

To construct the copula-based flow model, we begin with rewriting the joint density \( f_X \) in (5) in terms of marginal flows \( F \) and the joint copula flow \( C_X \). We then obtain

\[
f_X(X) = \left| \det \left( \frac{\partial F^{-1}(U_X)}{\partial U_X} \right) \right| \prod_{k=1}^{d} \left| \frac{\partial F_{X_k}^{-1}(U_{X_k})}{\partial X_k} \right|,
\]

where \( C_X \) is the copula flow function and \( F_{X_1}, \ldots, F_{X_d} \) are marginal flow functions; see Appendix A for the detailed derivation. Even though the copula itself is defined on independent univariate marginals functions, we use \( X \) in the notation to emphasise that these univariates are obtained by inverting the flow \( U_{X_k} = F_{X_k}^{-1}(X_k) \) for marginals.

Given a data-set \( \{x_1, \ldots, x_N \} \) of size \( N \), we train the flow by maximising the total log-likelihood \( \mathcal{L} = \log f_X(x) = \sum_{n=1}^{N} \log f_X(x_n) \) with respect to the parametrisation of flow function \( F \). The log-likelihood can be written as the sum of two terms, namely

\[
\mathcal{L} = \mathcal{L}_{C_X} + \mathcal{L}_F = \mathcal{L}_{C_X} + \sum_{k=1}^{d} \mathcal{L}_{X_k}.
\]

The copula flow log-likelihood \( \mathcal{L}_{C_X} \) depends on the marginals flows. Hence, we train the marginal flows first and then the copula flow. The gradients of both log-likelihood terms are independent as they are separable. The procedure of first training the marginals before fitting copula models is standard in the copula literature and yields better performance and numerical stability [Joe, 2005].
3.2 Copula Flows

Copula is a CDF defined over uniform marginals, i.e., Uniform $[0, 1]^d \rightarrow$ Uniform $[0, 1]$. We can use the inverse of this CDF to generate samples via inverse transform sampling. For the multivariate case, we can use the conditional generation procedure [Hansen, 1994]. Let $U_X = [U_{X_1}, \ldots, U_{X_d}]$ be a random vector with copula $C_X$, and $U = U_1, \ldots, U_d$ be i.i.d. Uniform $[0, 1]$ random variables. Then the multivariate flow transform $U_X := C_X(U)$ can be defined recursively as

$$U_{X_k} := C_{X_k}(U_1), \quad U_{X_k} := C_{X_{k|1,\ldots,k-1}}(U_k | U_{X_{1|1,\ldots,k-1}}), \quad 2 \leq k \leq d,$$

where $C_{X_{k|1,\ldots,k-1}} = C_{X_{k|1,\ldots,k-1}}^{-1}$ is the flow function conditioned on all the variables $U_{X_1}, \ldots, U_{X_{k-1}}$. The key concept is the interpretation of the inverse of the (normalising) copula flow $C_X^{-1}$ as a conditional CDF. Moreover, we estimate $C_{X_{k|1,\ldots,k-1}}$ recursively, with one dimension at a time, via a neural spline network [Durkan et al., 2019]. The conditioning variables, $X_1, \ldots, X_{k-1}$ are input to the network that outputs spline parameters for the flow $C_{X_{k|1,\ldots,k-1}}$. The procedure above is similar to auto-regressive density estimators [Papamakarios et al., 2017, 2019] with Masked Autoregressive Flow (MAF) structure [Germain et al., 2015, Papamakarios et al., 2017]. Similar to MAF we can stack such multiple flows to create flexible multivariate copula flow $C_X$. In the copula literature this multivariate extension is convenient for Archimedean copulas [Nelsen, 2006], where the generators for such copulas can be interpreted as conditional flow functions.

3.3 Univariate Marginal Flows

To estimate univariate marginals, we can use both parametric and non-parametric density estimation methods as the dimensionality is not a challenge. However, for training the copula, we require models that can be inverted easily to obtain uniform marginals, i.e., we need to have a well-defined CDF for the methods we employ for the density estimation. Simultaneously, we need a model that can be used for generating data via inverse transform sampling. We propose to use monotone rational quadratic splines, neural spline flows (NSF) [Durkan et al., 2019]. With a sufficiently dense spline, i.e., a large number of knot positions, we can learn arbitrarily complex marginal distributions. As we directly attempt to learn the quasi-inverse function $F : \text{Uniform } [0, 1] \rightarrow \text{ran}(F)$, where $F$ is the true CDF, a single parameter vector $\theta_d = [\theta^w_d, \theta^h_d, \theta^s_d]$ describing the width, height and slope parameters, respectively, is sufficient.

We document the details of the proposed spline network in Appendix E.

4 Discrete Data Modelling

Modelling mixed variables via normalising flows is challenging [Onken and Panzeri, 2016, Ziegler and Rush, 2019, Tran et al., 2019]. Discrete data poses challenges for both copula learning as well as learning flow functions. For marginals, i.e., univariate flow functions, the input is a uniform distribution continuous in $[0, 1]$, whereas the output is discrete and hence discontinuous. For copula learning, we need uniform marginals for the given training data. With discrete inputs to the inverse flow function (CDF), the output is discontinuous in $[0, 1]$.

4.1 Marginal Flows for Discrete/Count Data

We first focus on learning the univariate flow maps, i.e., marginal learning. Ordinal variables have a natural order, which we can use directly. For categorical data, we propose to assign each class a unique integer in $\{0, \ldots, n - 1\}$, where $n$ is the number of classes. We define a CDF over these integer values. As this assignment is not unique, the same category assignment needs to be maintained for training and data generation.

For discrete data generation, we round the data output of the flow function to the next higher integer, i.e., we can consider random variable $Y = \text{ceil}(X)$. However, this procedure does not yield a valid density. To ensure that that the samples are properly discretised, we use a quantised distribution [Salimans et al., 2019, Dillon et al., 2017] so that density learning can be formulated as a quantile learning procedure.

We assign a quantile range for a given class or ordinal integer. We use the same spline-based flow functions as the one used for continuous marginals, but with quantisation as the last step. The advantage of this discrete flow is that our...
quasi-inverse, i.e., the flow function is a continuous and monotonic function, which can be trained by maximising the likelihood. Figure 3 shows the spline-based flow function learned for a hypergeometric distribution. The continuous flow function (blue curve in Figure 3) learned for the discrete marginal, light orange step function in Figure 3, allows us to generate discrete data via inverse transform sampling.

4.2 Mixed Variable Copulas

However, the inverse of this flow function, i.e., the CDF of the marginal, results in discontinuous values at the locations of the training inputs (blue circles in Figure 3). Copulas are unique and well defined only for continuous univariate marginals. An elegant way to find continuous univariate marginals for the discrete variable is via the distributional transform [Rüschendorf, 2009].

**Definition 4.1 (Distributional Transform)** Let $X \sim F_X$. The modified CDF is defined as

$$F_X(x, \lambda) := \Pr(X < x) + \lambda \Pr(X = x).$$

Let $V$ be uniformly distributed independent of $X$. Then the distributional transform $X \to U$ of $X$ is

$$u := \mathcal{F}_X^{-1}(x) = F_X^-(x) + V(F_X(x) - F_X^-(x)),$$

where $F_X^-(x) = \Pr(X < x)$, $F_X(x) = \Pr(X \leq x)$ and $\Pr(X = x) = F_X(x) - F_X^-(x)$. With this, we have $U \sim \text{Uniform}[0, 1]$ and $X = \mathcal{F}_X(U)$ a.s. [Rüschendorf, 2009].

This distributional transform behaves similar to the probability integral transform for continuous distributions, i.e., a discrete random variable $X$ mapped through the distributional transform gives an uniform marginal. However, unlike for continuous variables, the distributional map is stochastic and hence not unique. With the distributional transform, the copula model does not need a special treatment for discrete variables; see section 2 in [Rüschendorf, 2009] for details. In Figure 3, the red cross marks show the values from distributional transform. All samples along the $y$-axis that share same $x$-value. With the distributional transform and marginal splines, the copula flow model leverages recent advances in normalising flows to learn arbitrarily complex distributions. Moreover, we can show that:

**Theorem 4.2** A copula flow is a universal density approximator. Proof: Appendix D.1.

Hence, we can learn a model to generate any type of data, discrete or continuous, with the proposed copula flow model. This property holds true when the flow network converges to the inverse function.

5 Related Work

The Synthetic Data Vault (SDV) project [Patki et al., 2016] is very close in spirit of this paper. In the SDV, the univariate marginals are learned by using a Gaussian mixture model, and the multivariate copula is learned as a Gaussian copula. Unlike flow-based estimation, proposed in this work, copula-based models typically follow a two-step procedure, the pair-copula construction or vine copulas, by first constructing a pairwise dependence structure and then learning pair-copulas for it [Aas et al., 2009]. Copula Bayesian networks [Elidan, 2010] use conditional copulas and learn a Bayesian network over the variables. In [Chang et al., 2019], the authors propose to use Monte-Carlo tree search for finding the network structure. Such models have limited flexibility, e.g., no standard copula model can learn the structure in figure 1, which our model (copula flow) can learn.

GAN-based methods are the workhorse of the majority of recent advances in the synthetic data generation, e.g., the conditional GAN [Xu et al., 2019], builds a conditional generator to tackle mixed-variable types, whereas the tableGAN [Park et al., 2018] builds GANs for privacy preservation. Unlike the tableGAN, the PATE-GAN [Jordon et al., 2019] produces synthetic data with differential privacy guarantees. Data generators for medical records [Che et al., 2017, Choi et al., 2017] are also based on GANs.

Normalising flow methods have had very rapid growth in terms of the continuous improvements on benchmarks introduced by [Papamakarios et al., 2017]. Our work relies heavily on the NSF [Durkan et al., 2019, Müller et al., 2019]. Instead of training models with a likelihood loss, in [Nash and Durkan, 2019], the authors use auto-regressive energy models for density estimation. While most methods either rely on coupling [Dinh et al., 2015, 2019] or auto-regressive [Papamakarios et al., 2017, Kingma et al., 2016] models, transformation networks Oliva et al. [2018] use a combination of both. The neural auto-regressive flows [Huang et al., 2018], which have monotonic function guarantees, can be used as a drop-in replacement for the spline-based copula network used in this paper.
6 Experiments

Our proposed copula flow can learn copula models with continuous and discrete variables. This allows us to use the model to learn complex relations in tabular data as well.

Mixed Variable Copula Learning We start with an illustrative example by constructing a generative model with discrete and continuous variables. We demonstrate that the copula flow model can indeed learn the structure as well as the marginal densities. We construct a vine model with three different marginals: 1) \(X_1\), continuous, Half Normal; 2) \(X_2\) discrete, hypergeometric; 3) \(X_3\), continuous, Gamma. Since the copula describes a symmetric relationship, we have three different bivariate relations between three variables. We assign three widely used bivariate copulas: a Gaussian for \(X_1\) and \(X_2\), a Clayton for \(X_2\) and \(X_3\), and a Gumbel copula for \(X_1\) and \(X_3\). This model is inspired by the mixed vine data model described in [Onken and Panzeri, 2016], where authors propose to build a likelihood using CDFs and vine for mixed data. We use this model as a baseline for comparison. The copula flow can learn all three marginals, which are plotted along the diagonal of Figure 4, while the mixed vine copula struggles a bit (second row, second column). The copula flow also successfully learns copulas between discrete and continuous variables, as evident by the linear regression line in the lower half of the plots in Figure 4. Both the mixed vine model [Onken and Panzeri, 2016] and the copula flow can learn the continuous copula well as evident by the left lowermost regression plot, but the mixed vine copula struggles with mixed variable copulas (third row, second column of Figure 4). Scatter plots in the upper diagonal show that the samples from mixed vine model are more spread out while copula flow samples align with the true samples.

Density Estimation For density estimation, we compare the performance against the current state of the art neural density estimators. The standard benchmark introduced by [Papamakarios et al., 2017] modifies the original data with discrete marginals. For example, in the UCI power data set, the authors add a uniform random noise to the sub-metering columns. This is equivalent to using the distributional transform, Definition 4.1, with a fixed seed. These ad-hoc changes defeat the purpose of interpretability and transparency. However, to maintain the exact comparison across different density estimators we keep the data, training, test, and validation splits exactly as in [Papamakarios et al., 2017], with the code provided by [Oliva et al., 2018]. We use CDF splines flow for estimating the marginals, which is equivalent to estimating the model with an independence copula. We obtain the univariate uniform marginals by inverting the flow, and then fit a copula flow model to obtain the joint density. We summarise the density estimation results in Table 1. The marginal likelihood scores ignore the relationships amongst the variables, whereas the copula likelihood shows information gained by using copula. The joint likelihood can be expressed as sum of marginal and copula likelihoods, see (7) The copula flow based model achieves a performance that is close to the state of the art. Further improvements may be achieved by fine tuning the copula flow structure as the marginal CDFs are close to the empirical CDF as verified by using the Kolmogorov-Smirnov (KS) test; see Appendix B
Synthetic Data Generation  Estimating the performance of data generators is a challenging process [Theis et al., 2016]. Merely having very high likelihood on the training or test set is not necessarily the best metric. One measure to look at is the machine learning efficacy of the generated data, i.e., whether can we use the synthetic data to effectively perform machine learning tasks (e.g., regression or classification), which we wished to accomplish with the true data [Xu et al., 2019, Jordon et al., 2019]. Here, we test the synthetic data generator using the framework introduced in [Xu et al., 2019]. The copula flow model can capture the relations between different variables while learning a density model as it is evident by the high scores in the ML tasks benchmark; see Table 2. For Gaussian mixture (GM) based models, the copula flow model performs very close to the ‘Identity’ transform, which uses the true data. This indicates a high similarity of the true and the synthetic data-set. For real data, the model performs very close to the current state of the art [Xu et al., 2019] for classification tasks and outperforms it on regression tasks on aggregate. The quality of learned CDFs is assessed by using the KS test; see Appendix B.

Table 2: Performance of the copula flow models for synthetic data generation. We benchmark by using the synthetic data to perform the machine learning (ML) task, classification or regression, associated with the data-set. The metric is generated for the original test data. Gaussian mixture (GM) and Bayesian network (BN) simulations correspond to data generated from known GM or BN models. Log-likelihoods $L_{syn}$ of the true model given synthetic data and $L_{test}$ of the generative model given the test data are shown. All values except the copula flow are from the framework in [Xu et al., 2019].

| Model               | GM Sim. $L_{syn}$ | GM Sim. $L_{test}$ | BN Sim. $L_{syn}$ | BN Sim. $L_{test}$ | GM Sim. $clf$ | GM Sim. $reg$ |
|---------------------|------------------|--------------------|------------------|--------------------|---------------|---------------|
| Identity            | -2.61            | -2.61              | -9.33            | -9.36              | 0.743         | 0.14          |
| CLBN [Che et al., 2017] | -3.06           | 7.31               | -10.66           | -9.92              | 0.382         | -6.28         |
| PrivBN [Zhang et al., 2017] | -3.38           | -12.42             | -12.97           | -10.90             | 0.225         | -4.49         |
| MedGAN [Choi et al., 2017] | -7.27           | -60.03             | -11.14           | -12.15             | 0.137         | -8.80         |
| VeeGAN [Srivastava et al., 2017] | -10.06          | -4.22              | -15.40           | -13.86             | 0.143         | -6.56         |
| TableGAN [Park et al., 2018] | -8.24           | -4.12              | -11.84           | -10.47             | 0.162         | -3.09         |
| TVAE [Xu et al., 2019] | **-2.65**        | -5.42              | **-6.76**        | **-9.59**          | **0.519**     | -0.20         |
| CTGAN [Xu et al., 2019] | -5.72           | -3.40              | -11.67           | -10.60             | 0.469         | -0.43         |
| **CopulaFlow**      | -3.17            | **-2.98**          | -10.51           | -9.69              | 0.431         | **-0.18**     |

Table 2: Performance of the copula flow models for synthetic data generation. We benchmark by using the synthetic data to perform the machine learning (ML) task, classification or regression, associated with the data-set. The metric is generated for the original test data. Gaussian mixture (GM) and Bayesian network (BN) simulations correspond to data generated from known GM or BN models. Log-likelihoods $L_{syn}$ of the true model given synthetic data and $L_{test}$ of the generative model given the test data are shown. All values except the copula flow are from the framework in [Xu et al., 2019].

7 Conclusion

In this work we proposed a new probabilistic model to generate high fidelity synthetic data. Our model is based on copula theory which allows us to build interpretable and flexible model for the data generation. We used distributional transform to address the challenges associated with learning copulas for discrete data. Experimental results show that our proposed model is capable of learning mixed variable copulas required for tabular data-sets. We show that synthetic data generated from a variety of real data-sets is capable of capturing the relationship amongst the mixed variables. Our model can be extended to generate data with differential privacy guarantees. We consider this as an important extension and future work. Moreover, our copula flow model can also be used, where copula models are used, e.g., in finance and actuarial science.

Broader Impact

Copula based density models are interpretable, as combination of individual behaviour and their joint tendencies independent of individual behaviour. Hence, these models are used in financial and insurance modelling, where
interpretable models are needed for regulatory purposes. Appeal for synthetic data stems from inherent data privacy achieved by the model as it hides true data. However, the current implementation is still prone to privacy attacks as one can use a large number of queries to learn the statistics from the model, i.e., private data may leak through the synthetic data generated by the proposed model. Copula models are typically governed by a small number of parameters, whereas the copula flow model has very large deep network. This can pose a challenge even if the output of the network is interpretable.
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A Flow Model

We can derive the flow-based likelihood by starting from the generative procedure for the samples. We start with a \(d\)-dimensional independently distributed random vector \(U \sim \text{Uniform}[0, 1]^d\) and map it through the copula flow \(C_X\) to obtain the random vector \(X = C_X(U)\). The joint vector is then mapped through the marginal flows \(F_X\) to obtain a random vector \(X = F_X(C_X(U))\). The combined formulation can be written as a composition of two flows to obtain \(X = F_X(C_X(U))\), which is also a valid flow function [Rezende and Mohamed, 2015].

The likelihood for this flow function can be written as

\[
    f_X(X) = f_{U_X}(F_X^{-1}(X)) \left| \det \left( \frac{\partial F_X^{-1}(X)}{\partial X} \right) \right|. \tag{11}
\]

The marginal flows are independent for each dimension of the random vector \(X\). Hence, the determinant can be expressed as a product of the diagonal terms to obtain the likelihood

\[
    f_X(X) = f_{U_X}(F_X^{-1}(X)) \prod_{i=1}^{d} \left| \left( \frac{\partial F_X^{-1}(X_i)}{\partial X_i} \right) \right|. \tag{12}
\]

The quantity \(f_{U_X}(F_X^{-1}(X))\) is essentially the flow likelihood for the copula density, which we can write as

\[
    f_{U_X}(F_X^{-1}(X)) = f_{U_X}(C_X(U)) \tag{13}
\]

\[
    = f_U(C_X^{-1}(U_X)) \left| \det \left( \frac{\partial C_X^{-1}(U_X)}{\partial U_X} \right) \right| \tag{14}
\]

\[
    = \left| \det \left( \frac{\partial C_X^{-1}(U_X)}{\partial U_X} \right) \right|. \tag{15}
\]

where \(f_U(C_X^{-1}(U_X)) = f_U(U) = 1.0\), since \(f_U = \text{Uniform}[0, 1]\). Using the the copula likelihood in (11) in the total likelihood (15) yields

\[
    f_X(X) = \left| \det \left( \frac{\partial C_X^{-1}(F_X^{-1}(X))}{\partial F_X^{-1}(X)} \right) \right| \prod_{i=1}^{d} \left| \left( \frac{\partial F_X^{-1}(X_i)}{\partial X_i} \right) \right|. \tag{16}
\]

Sklar’s Theorem As discussed in section 2, we can interpret the inverse of the flow function as a CDF:

\[
    X = F_X(C_X(U)), \tag{17}
\]

\[
    C_X^{-1}(F_X^{-1}(X)) = U. \tag{18}
\]

If we replace the flow function with the true marginal CDF \(F_X\) and the true copula CDF \(C_X\), we can rewrite it as

\[
    C_X(F_X(X)) = U. \tag{19}
\]

By the probability integral transform we know that if \(H_X\) is the CDF of \(X\) then \(H_X(X) = U\). Hence, we can write the joint CDF in terms of marginal CDFs as

\[
    H_X(X) = C_X(F_X(X)). \tag{20}
\]

This is essentially Sklar’s theorem [Sklar, 1959]. Note we reached this result by starting from the normalising flow formulation, whereas in section 2 we used Sklar’s theorem for the generative model.

B Additional Results

B.1 Copula Fitting

The majority of practical copula models are bivariate in nature and have the additional advantage of easy visualisation. While the major theme of this work is ability to learn copula for mixed variables types we demonstrate that the proposed model can learn standard bivariate copulas easily.

B.2 Marginal fitting

For arbitrarily complex models it is difficult to test the goodness of fit as the likelihood only gives an indication for specific samples. Moreover, average likelihood values do not gives a reliable comparison metric. To compare samples generated from the mode we perform a 2 sample Kolmogorov-Smirnov (KS) test for goodness of fit.
|       | Power KS Stat | Power P value | Gas KS Stat | Gas P value |
|-------|--------------|--------------|-------------|-------------|
| 1     | 0.012        | 0.474        | 0.009       | 0.755       |
| 2     | 0.011        | 0.582        | 0.017       | 0.099       |
| 3     | 0.012        | 0.521        | 0.017       | 0.39        |
| 4     | 0.014        | 0.320        | 0.016       | 0.509       |
| 5     | 0.012        | 0.452        | 0.014       | 0.256       |
| 6     | 0.009        | 0.792        | 0.016       | 0.148       |

Table 3: The table shows the Kolmogorov-Smirnov KS test for each of the six dimensions. We perform a two-sample KS test. A total of 10,000 samples were selected as the two-sample KS test is exact up to 10,000 data points; it uses approximations for large sample sizes. Low values of test statistic and high p-values indicates we cannot reject the hypothesis that two samples are from the same distribution.

![Figure 5: The figure depicts inverse flow transformation of the 3 dimensional toy example in the Section 6. In the Figure 5a we can clearly see the copula structures in the off-diagonal scatter plots. The almost uniform distribution along the diagonal indicates that $F_{X}^{-1} \approx F_{X}$. The Figure 5b on the right shows inverse transform applied to the output of inverse flow, i.e. $C_{U_{X}}^{-1}(F_{X}^{-1}) \approx F_{C_{X}}$. As the evident from scatter plots the copula flow and marginal flow together closely match true CDF see Appendix D.1](image)

**C Definitions**

**Definition C.1** A distribution function (cumulative distribution function) is a function $F$ with domain $\mathbb{R} = [-\infty, \infty]$, such that

- $F$ is non-decreasing
- $F(-\infty) = 0$ and $F(\infty) = 1$
- $F(x) = \Pr[X \leq x] \quad \forall x \in [-\infty, \infty]$
- $F$ is right continuous
D Universal Density Approximator

D.1 Copula Flows are Universal Density Approximators

Any invertible non-linear function that can take i.i.d. Uniform [0, 1] data and map it onto a density via monotone functions is a universal approximator [Hyvärinen and Pajunen, 1999].

The copula flow model can be used to represent any distribution function, i.e., the model is a universal density approximator. The inverse of the flow model can be interpreted as a CDF. By the probability integral transform and Theorem 1 in [Hyvärinen and Pajunen, 1999], we know that if $H_X$ is the CDF of the random variable then $H_X(X)$ is uniformly distributed in the hyper-cube $[0, 1]^d$, where $d$ is the dimension of the vector.

In the following, we show that with the combination of marginal and copula flows we can learn any CDF with desired accuracy. Then the inverse of this CDF, i.e., the quantile function, can be used to generate random variables distributed according to $X$.

Convergence of the Marginal Flow

**Proposition D.1** Monotonic rational quadratic splines can universally approximate any monotonic function with appropriate derivative approximations, see Theorem 3.1 in [Gregory and Delbourgo, 1982]

As discussed in section 2, a (quasi) inverse function $F^{-1}$ can be used to transform random variable $U \sim \text{Uniform}[0, 1]$ to the random variable $X \sim F$. The inverse function is a monotonic function, and from Proposition D.1 we can say that

**Lemma D.1** Given a flow map $F_X : U \rightarrow \tilde{X}$, such that $F_X$ converges point-wise to the true inverse function $F_X^{-1}$, the transformed random variable $\tilde{X} = F_X(U)$ converges in distribution to the distribution $X = F_X^{-1}(U)$.

Proof: This is Portmanteau’s Theorem applied to flow functions based on Proposition D.1

Convergence of the Copula Flow

For any arbitrary ordering of the variables we have $U = C_X(U_X)$. We can write

$$U_1 \equiv C_{X_1}(U_{X_1}, \emptyset) = \Pr(U_{X_1} \leq u_{X_1} | \emptyset) \approx C_{X_1}^{-1}(U_{X_1}, \emptyset)$$ (21)

$$U_k \equiv C_{X_k}(U_{X_k}, U_{X_{1:k-1}})$$

$$= \Pr(U_{X_k} \leq u_{X_k} | U_{X_{1:k-1}})$$ (22)

$$\approx C_{X_k}^{-1}(U_{X_k}, U_{X_{1:k-1}}), \quad 2 < k < d$$ (24)

where $\emptyset$ indicates null set. According to [Hyvärinen and Pajunen, 1999], the variables $U_1, \ldots, U_d$ are independently and uniformly distributed. The conditional copula flow is also modelled as a rational quadratic spline. From Lemma D.1 the $C_{X_k}^{-1}(U_{X_k})$ converges to the true copula CDF $C_X$. Therefore, $C_X(U)$ converges in distribution to $U_X$.

We can extend the conditional copula flow by adding the marginal flow $U_{X_k} = F_{X_k}(X_k)$ to obtain

$$U_k \equiv C_{X_k}(F_{X_k}(X_k), F_{X_{1:k-1}}(X_{1:k-1})) = H_{X_k}(X_k, X_{1:k-1})$$ (25)

$$= \Pr(X_k \leq x_k | X_{1:k-1})$$ (26)

$$\approx C_{X_k}^{-1}(F_{X_k}^{-1}(X_k), F_{X_{1:k-1}}^{-1}(X_{1:k-1})), \quad 2 < k < d$$ (27)
From Theorem 1 in [Hyvärinen and Pajunen, 1999], the variables \( U_1, \ldots, U_d \) are independently and uniformly distributed. Moreover, the combined flow is monotonic as both the copula flow and marginal flow are monotonic. Hence, the inverse of the combined flow can transform any random vector \( X \) to uniform independent samples in the cube Uniform \([0, 1]^d\).

The flows are learned as invertible monotonic functions. Therefore, using Lemma D.1 we obtain that the distribution \( F_X^{-1}(C_X(U)) \) converges in distribution to \( X \). We can generate any random vector \( X \) starting from i.i.d. random variables. Hence, the copula flow model is universal density approximator.

## E Software Details

A key point of our approach is the interpretation of normalising flow functions as a quantile function transforming a uniform density to the desired density via inverse transform sampling. As quantile functions are monotonic, we use monotone rational quadratic splines described in [Durkan et al., 2019] as a normalising flow function. However, we make changes to the original splines. These changes are necessary to ensure that the flow is learning quantile function.

- The univariate flow \( F \) maps from the Uniform \([0, 1]\) to \( \text{ran}(F_X) \) of the random variable \( X \). Hence, unlike [Durkan et al., 2019], our splines are asymmetric in their support.
- We modify the standard spline network to build a map as \((0, 1) \to (B_{\text{lower}}, B_{\text{upper}})\) where \( B \) is the range of the marginal. Infinite support can be added with \( B \to \infty \).
- We do not parametrise the knot positions by a neural network. We instead treat them as a free vector, i.e., \( \theta_d = [\theta_w^d, \theta_h^d, \theta_s^d] \) are the width, height and slope parameters, respectively, that characterise the flow function for the independent marginals of data dimension \( F_{\theta_d} \).
- We map out-of-bound values back into the range and set the gradients of the flow map to 0 at these locations.

For copula flow we use same network as autoregressive neural spline flows [Durkan et al., 2019]. As copula is a CDF defined over uniform densities, the copula flow spline maps Uniform \([0, 1]\) \to Uniform \([0, 1]\). Apart from the change in the range of the splines, the copula flow architecture is same as that of autoregressive neural spline flows [Durkan et al., 2019].

|                    | Power | Gas  | Hepmass | Miniboone | Synthetic Data |
|--------------------|-------|------|---------|------------|----------------|
| Dimension          | 6     | 8    | 21      | 43         | Various        |
| Train Data Points  | 1,615,917 | 852,174 | 315,123 | 29,556     | Various        |
| Marginal Flow      |       |      |         |            |                |
| Batch Size         | 2048  | 1024 | 1024    | 512        | 1024           |
| Epochs             | 50    | 50   | 50      | 50         | 100            |
| Bins               | 512   | 512  | 512     | 512        | 512            |
| Learning Rate      | 1e-3  | 1e-3 | 1e-3    | 1e-3       | 1e-3           |
| Copula Flow        |       |      |         |            |                |
| Batch Size         | 512   | 512  | 512     | 512        | 512            |
| Epochs             | 100   | 100  | 100     | 100        | 100            |
| Bins               | 16    | 16   | 16      | 8          | 16             |
| Learning Rate      | 1e-4  | 1e-4 | 1e-4    | 1e-4       | 1e-4           |
| Hidden Features    | [512, 512] | [256, 256] | [256, 256] | [128, 128] | [512, 512] |
| Number of Flows    | 5     | 10   | 15      | 10         | 10             |

Table 4: Hyperparameters for the density estimation results