Crowd Density Estimation Based on Multi-Column Hybrid Convolutional Network
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Abstract. This paper studies an accurate counting model for dealing with highly crowded people, multi-column hybrid convolutional neural network model. The model is mainly composed of three parts. The first part uses the first ten layers of VGG-16 convolutional network for image feature extraction. The middle layer is a dilated convolution with three rows of "jaggy" dilation rates, and each row uses the Resnet-block connection method, which is used primarily to perceive human head features of different sizes. Compared with a variety of image up-sampling ways, in the third part of the model, this paper tries to use a combination of bilinear interpolation and convolution to up-sample image features, and research shows that this method effectively reduces the model error. In this experiment, the average absolute error (MAE), mean square error (MSE) and average relative error (MRE) are used as evaluation indicators, and experiments on the ShanghaiTech dataset prove that the network works well.

1. Introduction
There are two traditional methods of counting people. One is based on the detection method [1-3], which uses wavelet HOG, edge and other features extracted from the whole body of pedestrians to train a classifier to detect people density. However, as the population density increases, this method, which is more suitable for sparse populations, is gradually replaced by partial body detection. Part-based detection of the body is to address the problem of occlusion between people. It mainly detects the partial structure of the body. Compared with the detection based on the whole, the effect is slightly improved. Another traditional method is based on regression [4,5], learning a feature to the number of people mapping. Although it can address the problem of occlusion to a certain extent, it makes use of the feature of the whole image but neglects the spatial information of the image.

Deep learning methods can extract high-level features conveniently and efficiently, and has been used by more and more scholars in crowd density research.

In 2016, Zhang et al. proposed the MCNN architecture [6], who were the first to use multi-column convolution to extract image features to accommodate different head sizes. Based on MCNN, Sindagi et al. [7] combined the global and local context information of images to predict population density. In 2018, CSRnet [8] was proposed, which divided the network into front and back ends to generate a population distribution density map with high density. The idea adopted by ic-CNN [9] is to gradually refine the obtained density map from a low-resolution density map to a high-resolution density map. The SANet [10] used a module similar to the Inception architecture [11], in which convolutions with different kernel sizes were used in each convolution layer. Finally, the density map corresponding to the size of the original image was obtained by deconvolution.
The previous work has done well, but with the deepening of the convolution layer, the premature convergence of the model caused by the disappearance of gradient is still a great factor affecting the prediction results. This paper makes the following improvements to this problem. Firstly, the first ten layers convolution of VGG-16 is used to extract features. Secondly, three columns residual network is used to realize feature reuse, which effectively avoids the phenomenon of gradient disappearing. Finally, density regression modules are constructed to output predicted density map.

2. Crowd Density Estimation Based on Multi-Column Hybrid Convolutional Network

2.1. Density Map Generation Algorithm

If the position of a labelled point is $x_i$, we expressed the point as the function $\delta(x - x_i)$. For a crowd image marked with N heads, it can be expressed as the follows:

$$H(x) = \sum_{i=0}^{N} \delta(x - x_i)$$  \hspace{1cm} (1)

The Gaussian function is used to convolve the above formula, and change the position marked as the human head into the density function of the area. In a real scene, especially when the crowd density is high, the position of each $x_i$ is not independent, and the scale of the pixels and the surrounding samples are inconsistent. Therefore, to accurately estimate the population density function, perspective transformation needs to be considered. Assuming that the population is uniformly distributed, the average distance between the position $x_i$ and the nearest $k$ neighbours is reasonably estimated with geometric distortion. That is, the parameter $\sigma$ is determined according to the distance between the $k$ heads in the image.

For each head $x_i$, give the head distance of $k$ neighbours $\{x^i_1, x^i_2, ..., x^i_m\}$, calculate the average distance $\bar{d}_i = \frac{1}{m} \sum_{j=1}^{m} d^i_j$. The location of $x_i$ in the image corresponds to an area, and the population density in this area is similar to $d_i$ in proportion, convolution is performed using an adaptive Gaussian kernel whose variance $\sigma_i$ is variable and $\bar{d}_i$ proportional.

$$F(x) = \sum_{i=0}^{N} \delta(x - x_i) \cdot G_{\sigma_i}(x)$$  \hspace{1cm} (2)

where $\sigma_i(x) = \beta \bar{d}_i$, in this experiment $\beta = 0.3$. Figure 1 shows the real density map obtained by the above algorithm.

![Figure 1. Crowd density map. Left: original image. Right: ground truth.](image)

2.2. Image Processing and Data Enhancement

Due to the mixing of colour images and grayscale images in the ShanghaiTech dataset, and to avoid the impact of sample imbalance, this experiment converts each image of the dataset into grayscale images before model training. The ShanghaiTech dataset has two parts, A and B. There are 300 images in Part A and 400 images in Part B. Since each image in the dataset has different crowd
density, this paper will reduce each image to 9 pieces before training, and the corresponding density map is also reduced to 9 pieces for training.

2.3. Network Model

Figure 2. Multi-column hybrid convolutional network structure diagram.

Figure 2 shows the structure diagram of the multi-column hybrid convolution network. The network consists of three parts, and the generated density map is 1/4 of the original image size. Figure 3 shows the first part of the network, feature extraction module.

Figure 3. Feature extraction module.

A large convolution kernel will make the computational complexity increase dramatically. As shown in Figure 4, this paper uses three column 3 * 3 dilated convolutions in the middle part of the network to adaptively select the characteristics of different receptive field, and obtain the same effect of large convolution kernel under the same receptive field.
In this paper, the maximum pooling of vgg-16 is carried out four times. Therefore, before the output density map of the network, the image features should be sampled to four times of the convolution, so as to ensure the dimension matching of the features in the training process. As shown in Table 1, two bilinear interpolations with a scale-factor of 2 are used instead of a linear interpolation with a scale-factor of 4 to reduce the interference of an up-sampling with a multiple of 4 on the extracted image features.

Table 1. Density regression module.

| Layer type | Kernel number | Kernel size | Stride | Activation function |
|------------|---------------|-------------|--------|---------------------|
| Conv       | 192           | 3*3         | 1      | ReLU                |
| Up-sampling| 192           |             |        |                     |
| Conv       | 96            | 3*3         | 1      | ReLU                |
| Up-sampling| 96            |             |        |                     |
| Conv       | 48            | 3*3         | 1      | ReLU                |
| Conv       | 1             | 1*1         | 1      | ReLU                |

In addition, in the entire model, four times of maximum pooling and two up-sampling with scale-factor of 2 are used, so the final output predicted density map is a quarter of the original image. The original image is resized to an integer multiple of 4 to ensure the matching of parameter dimensions, and the real density map is resized to 1/4 of the original.

3. Dilated Convolution and Bilinear Interpolation

3.1. Dilated Convolution

Dilated convolution is to inject holes into the standard convolution kernel, which can expand the receptive field. In general, in the process of image feature extraction, small targets are more easily reflected in the feature map which is closer to the front. Therefore, we use dilation convolution to extract the target after a series of convolutions, which increases the receptive field and appropriately reduces the parameters. The schematic diagram of hole convolution is shown in Figure 5.
rate = 1 rate = 2 rate = 3

**Figure 5.** Dilated convolution. The dilation rates from left to right are 1, 2 and 3.

Dilated convolution also has some problems, because of the existence of the convolution kernel interval, it means that not all the inputs participate in the calculation, and the overall characteristic map reflects a kind of discontinuity of the convolution centre point. As shown in Figure 6, since the three dilation rates are consistent, the calculation centre of the convolution will show a network-like outward expansion, and some points will not become the centre of the calculation. In this paper, we set the dilation rate of the continuously arranged dilated convolution to "jaggy", which is shown in Figure 7.

**Figure 6.** Three continuous dilated convolutions with dilation rate = 2. The dark mark is the convolution centre involved in the calculation, and the thickness of the colour indicates times.

**Figure 7.** Dilated convolution with dilation rate "jaggy". The dilation rates of three consecutive dilated convolutions from left to right are 1, 2, and 3, respectively.

3.2. **Bilinear Interpolation**

In deep learning, bilinear interpolation and transposed convolution are commonly used in up-sampling. The difference between the two is that bilinear interpolation does not require learning parameters, while transposed convolution requires learning parameters. And transposed convolution is prone to uneven overlap. In principle, neural networks can avoid this situation by carefully learning the weights, but in practice, it is difficult for neural networks to completely avoid this situation. There are two reasonable methods to solve the situation of the “chessboard effect” resulted from transposed
convolution. The first one ensures that the size of the convolution kernel of transposed convolution can be divisible by the stride to avoid the overlap problem. But the stride and kernel size of the transposed convolution are 3 and 2 respectively in this paper. Obviously, the first method is not feasible. The second method is to use interpolation up-sampling and convolution to convert the image from low resolution to high resolution. Figure 8 shows the schematic diagram of bilinear interpolation.

![Bilinear interpolation diagram](image)

Figure 8. Bilinear interpolation diagram. Principle: $Q_{12}, Q_{22}, Q_{11}, Q_{21}$ are four known points. The point to be interpolated is point $P$. First, interpolate the two points $R_1, R_2$ in the x-axis direction, and then interpolate point $P$ according to $R_1, R_2$.

4. Experiment

4.1. Loss Function Definition
The loss function of error backpropagation is defined as the follows:

$$L(\theta) = \frac{1}{2N} \sum_{i=1}^{N} \| F(X_i; \theta) - F_i \|^2$$  \hspace{1cm} (3)

$\theta$ is the network learning parameter. The density map output of the i-th image is $F(X_i; \theta)$. The label density map of the i-th image is $F_i$. The total number of training images is N.

4.2. Evaluation Index
This paper uses MAE and MSE as evaluation indicators. Using MRE (mean relative error) to emphasize the importance of prediction results to each image, and to reflect the accuracy of the prediction intuitively. These indicators are defined as follows:

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |x_i - x_i'|$$  \hspace{1cm} (4)

$$\text{MSE} = \left( \frac{1}{N} \sum_{i=1}^{N} |x_i - x_i'|^2 \right)^{1/2}$$  \hspace{1cm} (5)

$$\text{MRE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|x_i - x_i'|}{x_i}$$  \hspace{1cm} (6)

The amount of test images is N. The predicted number and true amount of people of the i-th image is $x_i'$ and $x_i$ respectively.

4.3. Experimental Design and Result Analysis

| Name       | Parameter                                      |
|------------|-----------------------------------------------|
| System     | LINUX64 Ubuntu16.04                           |
| Frame      | Pytorch                                       |

Table 2. Experimental environment.
Language | Python
--- | ---
CPU | Intel® Core™ i5-8300H CPU @2.30GHz × 8
GPU | GeForce GTX 1060/PCle/SSE2
RAM | 16GB

The environment of this experiment is shown in Table 2. The dataset used in this experiment is ShanghaiTech dataset, which was proposed by Zhang et al. [6] in 2016.

### Table 3. ShanghaiTech dataset experimental results.

|         | Part_A |          | Part_B |          |
|---------|--------|----------|--------|----------|
|         | MAE    | MSE      | MRE    | MAE      | MSE      | MRE    |
| Zhang et al. [12] | 181.8  | 277.7    |        | 32.0     | 49.8     |        |
| MCNN [6]    | 110.2  | 173.5    | 0.379  | 26.4     | 41.3     | 0.242  |
| Marsden et al. [13] | 126.5  | 173.5    | 0.379  | 23.8     | 33.1     | 0.242  |
| Sindagi et al. [7] | 101.3  | 152.4    | 0.379  | 20.0     | 31.1     | 0.242  |
| Peng et al. [14] | 97.3   | 147.8    | 0.379  | 25.5     | 40.2     | 0.242  |
| This paper  | 89.60  | 142.04   | 0.256  | 18.25    | 41.32    | 0.221  |

The model proposed in this paper performs well on Part_A and Part_B in Table 3. Compared with MCNN [6], the average relative error MRE is improved by 32.5% and 8.7% respectively, the MAE is improved by 18.7% and 30.9% respectively, and the MRE is improved by 18.1% in Part_A. The experimental results on the ShanghaiTech dataset are as follows. Figure 9 shows the experimental results on part_A where the crowd density is relatively crowded, and Figure 10 shows the results on part_B where the crowd density is relatively sparse.

**Figure 9.** Experimental results of Part_A. Left column: original image. Middle column: predicted density map. Right column: true density map.
Figure 10. Experimental results of Part_B. Left column: original image. Middle column: predicted density map. Right column: true density map.

5. Conclusion

This paper is inspired by the crowd density estimation SCLnet [15] network architecture, and improved on this basis. The network consists of three parts, feature extraction module, improved residual module and density regression module. The original images of the network can be input in various sizes to ensure the integrity of the images. In the part of the improved residual module, feature fusion is carried out to realize feature reuse, which improves the problem of serious loss of image features due to the depth of the model. At the back end of the model, up-sampling is performed to restore the image size. This paper verifies the effectiveness of this network through experiments. Compared with other networks, the error has been improved, and this model has robust scalability and is easy to train. However, this model is still insufficient in transfer learning capabilities. Therefore, subsequent research work will expand the dataset in a targeted manner, combine the datasets with sparse population density and dense population density, and introduce transfer learning to continue to carry out the network structure optimization.
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