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Abstract—In the era of deep learning, data is the critical determining factor in the performance of neural network models. Generating large datasets suffers from various challenges such as scalability, cost efficiency and photorealism. To avoid expensive and strenuous dataset collection and annotations, researchers have inclined towards computer-generated datasets. However, a lack of photorealism and a limited amount of computer-aided data has bounded the accuracy of network predictions.

To this end, we present WorldGen – an open source framework to automatically generate countless structured and unstructured 3D photorealistic scenes such as city view, object collection, and object fragmentation along with its rich ground truth annotation data. WorldGen being a generative model gives the user full access and control to features such as texture, object structure, motion, camera and lens properties for better generalizability by diminishing the data bias in the network. We demonstrate the effectiveness of WorldGen by evaluating deep optical flow. We hope such a tool can open doors for future research in a myriad of domains related to robotics and computer vision by reducing manual labor and cost for acquiring rich and high-quality data.

I. INTRODUCTION

High-quality image data is pivotal for accurate deep learning models. For certain tasks, high-quality data is more important than the choice of neural architecture and hyperparameters. Data collection, cleaning, and annotation have become a nightmare lately sometimes costing millions of dollars. This is mostly due to challenges in data diversity, image quality, pixel-perfect manual annotations, licensing [1], and security concerns. It is exacerbated by the fact that writing instructions for human labelers for data labeling is not a trivial task because it is not always possible to explain concisely the requirements. To this end, we propose a universal framework to generate countless 3D scenes of different environments along with annotated images for various tasks of autonomous cars, drones, and indoor robots. This would enable deep learning frameworks to gather photorealistic data much more efficiently in terms of cost, speed, labor, and variety.

On the other side of the spectrum, synthetic data and simulators today are commonly used but are very limited as they suffer from scalability and/or photorealism. Researchers and practitioners have extensively used these data as a benchmark to evaluate depth, optical flow, segmentation, etc. because of the perfect ground truth annotation. Most of these simulators do not support a realistic camera model or ray-tracing ability to render high-quality photorealistic images. Although, few approaches have proven to narrow down the generalization gap using synthetic data [2], [3] for geometric-based quantities such as depth and optical flow as opposed to texture-centric approaches like semantic segmentation.

To reduce this sim-to-real gap even further, a large amount of synthetic scene generation with wide variability is required. This would require either to manually creating high-quality 3D assets or bringing together these assets in a structured way to form a scene. It becomes clear that a scalable simulation environment becomes a necessity for neural networks to improve the quality of the prediction models [5] and [10] (refer Table I) demonstrated the power of scalable data by providing an in-depth analysis of the prediction using their data for training. In this work, we present a scalable framework to automatically generate structured and unstructured environments for perception and robotics applications without any need for manual effort. Fig. 1 demonstrates the ability of WorldGen to

![Fig. 1. Generative ability of WorldGen: (a) Comparison between Google Street View (left) and the same street in WorldGen (right), (b) Comparison of Google Maps satellite image vs. WorldGen top view, (c) Collection of 3D objects in motion, (d) Object fragmentation, (e) Annotation from left to right: depth, optical flow, surface normals, stereo anaglyph, image segmentation, event frame. All the images in this paper are best viewed in color on a computer screen at 200% zoom.](image-url)

| Name               | Rendering | GI     | Physics | Scaling |
|--------------------|-----------|--------|---------|---------|
| UnrealCV [4]       | UE4       | ×      | UE4     | ×       |
| iGibson [5]        | PyRender  | ×      | PyBullet| ✓       |
| Omnidata [6]       | Blender   | ✓      | –       | ×       |
| Blenderproc [7]    | Blender   | ✓      | Bullet  | ×       |
| AirSim [8]         | UE4       | ×      | AirSim  | ×       |
| CARLA [9]          | UE4       | ×      | UE4     | ×       |
| Kubric [10]        | Blender   | ✓      | PyBullet|          |
| WorldGen (Ours)    | Blender   | ✓      | Bullet  | ✓       |

* Only Blender rendering engine supports ray-tracing with OptX dataset for photorealistic images; other scenario rendering: 0: Full Global Illumination Support, Physics Engine Used. Scaling: Scalable to generate large datasets.
automatically generate structured cities, object datasets and object fragments through code.

A. Related Work

In the last five years, there has been a boom in self-driving car simulators for perception, planning, and control [8], [9], [11]. One of the major drawbacks of such simulators is the limitation in scalability for data generation. Such simulators are shipped with a limited number of scenes (or towns). This is because it requires intensive manual labor to generate these 3D environments for better scalability and generalizability. Scalability in these simulators are present for traffic simulations but not for perception tasks. For instance, CARLA [9] library includes only 40 different building models. Our method relies on 3D structures of buildings from satellite semantics and 3D maps to build countless numbers of building models.

Learning geometric annotations such as an optical flow that relies substantially on motion parameters (rather than textures) have been studied extensively in the past decade. Unlike monocular depth estimation and instance segmentation, the prediction of such geometric quantities through convolutional neural networks generalizes well across different domains. For such predictions, synthetic datasets have widely been used [2], [3], [12], [13] with a limited number of objects and textures. Recent advancements in scalable scene generation environments like Kubric [10] have shown improvements in optical flow prediction due to more variability in data generation.

Another common problem in vision and robotics is segmenting and tracking independently moving objects [14]–[16]. It is a key process to understanding the dynamics of the scene structure for navigation tasks. Applications such as dodging any malicious objects on drones [17], [18], tracking objects using RGB and event cameras in motion [19], [20], and flying through gaps [21] have been well examined. In this paper, we provide a framework to generate countless 3D scenes with texture, structure and lighting variability for the aforementioned applications. We summarize our key contributions next.

B. Key Contributions

- We introduce WorldGen, a generative simulator for creating different environments commonly encountered in real-world robotics and computer vision tasks.
- WorldGen is scalable and can generate an infinite amount of photorealistic data with variations to not only object placements, but also object shape, texture, lighting, camera and motion properties.
- WorldGen supports realistic camera distortions such as barrel distortion, chromatic aberration, camera aperture among other computational photographic properties.
- We demonstrate WorldGen’s utility on learning more accurate optical flow due to the virtue of better data generation ability.

The paper is organized as follows: Sec. II presents how our WorldGen generative simulator is constructed, its design principles and details. Next, Sec. III presents how WorldGen can be useful for a myriad of robotics and computer vision applications. Finally, we conclude the paper in Sec. IV with parting thoughts for future work.

II. WORLDGEN GENERATIVE SIMULATOR

WorldGen is a high-level open-source python library to generate an unlimited amount of synthetic data. It serves as an ease-of-use platform to generate visual data for simulating self-driving cars, autonomous drones, object segmentation, active vision, motion segmentation, tracking, computational photography and more. Our key contribution is an API to build generative environments and streamline the process of generating synthetic data by lowering the usage difficulty barrier for the researchers and practitioners alike. WorldGen is built around Blender™, a free and open-source 3D creation suite, to generate synthetic data like city maps, a collection of moving objects, and object fragmentation. Currently, our framework utilizes Bullet physics engine mainly for object collisions, gravity, friction, and other force fields. Fig. 2 shows as an overview of WorldGen. We build WorldGen around the central concept of scalability and speed. We discuss different parts and a number of details that are used to build WorldGen next.

A. Environment

Our framework is structured in three different stages: (a) Loader: loading assets like objects, materials and textures, lights and/or map information to generate a structured 3D environment, (b) Structural Modification and Animation: this generates structurally different objects by varying texture maps (explained in Sec. II-B), then applies physics and motion models to objects, camera and lights and (c) Rendering: outputs rendered frames and its annotation along with desired metadata (like time, frame number, camera intrinsic, and extrinsic).

Rendering: Our framework utilizes Blender’s Cycles – a ray-trace based production render engine. To avoid slow renders, the number of samples (or path-traced for each pixel) are usually set to a lower value that produces graininess in the output renders. We utilize NVIDIA OptiX™ [22], a recurrent denoising autoencoder to reduce the graininess (noise) without a need for more rendering iterations. Furthermore, our framework also utilizes both full Global Illumination (GI) for photo-realistic renders and fast GI approximation for faster renders.

B. Texture Mapping

WorldGen utilizes UV mapping [23] which is a well-known process in computer graphics that projects a 2D image onto a 3D model’s surface. Along with RGB images, open-source textures are often composed of displacement and normal maps in order to fake the lighting of bumps in the 3D model. These mapping techniques are used to re-detail a simplified or low-poly mesh without increasing the number of vertices, thus reducing the rendering time. By varying the strength of the displacement and normal maps, a structurally different variant of the same object can be rendered without a need to modify the 3D object (See Fig. 3). Thus, we modify these maps with additive white Gaussian noise before applying them to the 3D objects. Such variational texture mapping can contribute to the generation of thousands of similar object renders from a small set of object meshes. This can be used to generate large amounts of datasets to predict geometric quantities (or annotations) like optical flow.
Fig. 2. An overview of WorldGen Framework: (a) Assets: Loads the assets such as maps, objects, materials etc. into WorldGen environment, (b) Structural Modification and Animation: Modifying the texture maps and applying physics and motion models on different objects in the scene, (c) Rendering: Generates rich ground truth data with the desired metadata (time, frame number, camera intrinsic and extrinsic properties).

Fig. 3. Mapping textures to a round table. Top row: Rendered Output, Bottom row: Sample textures projected on a sphere. (a) Barebone 3D model, (b)-(d) Different Textures applied on (a). Note: Variational mapping models change the structure of the 3D objects in different renders (notice the legs on the chair). Here, the Gaussian noise in (d) > (c) > (b).

C. Generative Models

At the time of writing, WorldGen supports three different generative models: (1) City Maps (2) Object Pile, and (3) Object Fragmentation.

1) City Models: Our framework utilizes OpenStreetMaps (OSM), a crowd-sourced project that contains semantic labels and 3D terrain maps from the satellite perspective. Using latitude and longitude as the input, semantic and 3D terrain information is imported into our framework using [24]. Using semantic information like buildings, water bodies, forests, vegetation, roads, highways, pedestrian pathways and railways, a set of relevant assets are imported from open source libraries (see Sec. II-F) along with its appropriate material (see Fig. 4). Furthermore, we can deploy different roof structures such as flat or gable on various buildings. The semantic data from OSM also contains building roof information, allowing our framework to deploy realistic roof structures (flat or gable) on the respective buildings. Assets like radio antennas, air-conditioning vents, and chimneys are randomly distributed over the roof surface. For other generative solid objects like roads, 3D meshes are created in the environment using the vertices from the semantic data. Furthermore, lights are imported to the scene with GI support for different types of weather and daytime scenarios to get a photo-realistic visualization (Fig. 5). Using basic morphological and vector operations, the road intersections are estimated to deploy traffic lights and stop signs near these road crossings. Other commonly available street objects like trees, benches, and street lights are structurally distributed near the pedestrian pathways. Fig. 1 shows the final rendered output of our city environment, complete with realistic distortions present in camera images such as chromatic aberration.

2) Object Pile: WorldGen’s ability to generate a collection of moving objects in space is closest in scope to Kubric [10] and BlenderProc [25]. The key advantage...
of our framework over Kubric is the flexibility to generate large-scale datasets due to variational texture mapping that can generate different structural variations of the same 3D models. Fig. 1b shows the output of an object pile environment. WorldGen supports a variety of control in physics such as collision shapes using convex hulls, 3D meshes, boxes, cylinders, etc. with varying collision margins, friction, and coefficient of restitution for allowing more control in the data generation process. Furthermore, apart from the standard gravitational force, our framework deploys other force fields such as wind and drag to influence the object’s motion which reflects reality much more and would be useful in learning perception modules for realistic scenarios.

3) Object Fragmentation: Another generative model of our framework is to break or fragment any 3D mesh into user-defined number of voronoi cell fractures. We utilize [26] to generate the specified number of 3D meshes from the parent mesh. The object fragments into child particles upon contact with another rigid body (active or passive) or any other non-uniform force field. The rendered output is a video sequence from the camera sensors with semantic information of each individual fragment. Fig. 1c shows the simulation environment of the scene where a bullet is colliding with a cup, thereby shattering it into a number of pieces. Such an approach is potentially useful for assessing damage due to collisions.

D. Sensors

WorldGen renders RGB images along with the annotation data such as depth map, optical flow, stereo images, semantic map, and surface normal map (See Fig. 1) which are rendered directly through the Blender Cycles engine. For event camera renders, we utilize a simple event camera model [27], [28] to generate events at a location $x$ when

$$\parallel \log (I_t (x)) - \log (I_{t+\delta t} (x)) \parallel_1 \geq \tau \quad (1)$$

where $\tau$ is a user-defined threshold, $x$ is the pixel location and $I_t$ represents a grayscale image captured at time $t$. An event-frame is generated using the above model along with additive Gaussian noise. Alternatively, a more realistic event model [29], [30] can be adapted to our framework. For smaller integration time in generating event frames, we remap the animation timeline to $N$ times more frames to give a slow-motion effect to simulate a visual high speed camera from which events are generated.

Multiple such sensors can be spawned in the environment to render outputs from different camera pose at the same time. WorldGen takes 6 degree-of-freedom camera extrinsic parameters to render outputs from different cameras. This setup can be used to simulate a sensor suite like the ones typically found on a self-driving car or an autonomous drone.

Camera Properties: WorldGen supports both dynamic camera trajectories as well as variation in camera intrinsic properties – dynamic focal length, depth of field, camera aperture radius, or variable camera baseline in the case of stereo output to simulate and generate data for previous works like [31], [32]. These properties can be temporally modified by using simple linear interpolation between defined key-frames or Bézier curves. WorldGen uses the same method to dynamically move the solid objects in the scene. Also, due to variability in camera focal length, our framework supports both fisheye and equirectangular projection to render full 360-panorama images (Fig. 5e). Furthermore, WorldGen also supports real-world camera distortions for a more photorealistic render such as lens glare, chromatic aberrations, and barrel distortion. This is particularly useful for handling corner case scenarios which might aid in better sim-to-real generalization.

E. Lighting and Climate Conditions

Currently, WorldGen supports three lighting conditions – midday, sunset and night as well as 4 different weather conditions – rain, cloudy, clear, and fog (Figs. 5a to 5d). Since WorldGen is Global Illumination (GI) enabled, the sunlight diffusion and reflection are photorealistic. Along with GI, it supports fast GI approximation for faster render time with a small loss in photorealism. The diffused sky radiation; the angle, power, and color temperature of the sun, and light sources such as street lights can be temporally varied.

F. Assets

The elegance of WorldGen generative simulator is to use and modify existing 3D meshes, and materials to create new 3D environments. For the object pile and fragmentation scene generation, WorldGen imports objects and materials by reading a text file that contains a list of wavefront .obj file path and material .mtl file path which makes it easier for the user to import any 3D object mesh into the WorldGen environment. We utilize a myriad of 3D object databases and image textures for incorporating a wide variety of possibilities. Furthermore, users can also import any custom objects/textures along with the ones described below:

ShapeNetCore.v2 [33]: ShapeNetCore.v2 contains about 51,300 unique 3D models across 55 object categories that are manually verified for classification and alignment annotations. We utilize Kubric’s cleaned version of ShapeNet objects that fixes issues regarding auto-smoothing and backface culling that are present in the original ShapeNetCore objects.

Google Scanned Objects (GSO) [34]: (CC-BY 4.0 License) GSO contains 1030 scanned objects and their associated metadata totaling ~13GB. Since these models are scanned and not hand crafted in a 3D modeling tool, they realistically reflect real object properties.

MS-COCO [35]: Microsoft’s COCO is a dataset that contains images of complex everyday scenes containing common objects in their natural context containing over 328k images across 91 object classes. We use these relatively lower-resolution images to warp around objects to modify their natural appearance.

AmbientCG [36] is a large public domain resource with CC0 license for Physically Based Rendering (PRB) with 3D objects, materials and High Dynamic Range Images (HDRI) containing photo-scanned materials, displacement maps to ~1 pixel accuracy with about 1760 assets with texture resolution up to 8K.
Polyhaven [37] is a public library with a CC0 license with 500+ pre-processed HDRI images which we resourced for backgrounds and lighting.

cgbookcase [38] is another CC0 license with 540+ high-resolution PBR textures for common city structures such as different walls, roads, buildings, concrete, etc.

Apart from the aforementioned assets, we also utilized open-source libraries and Blender add-ons for pre-processing and rendering operations: Blender-OSM, MapBox and object fracture cell and bpyvc.

G. Design Principles

1) Modularity: WorldGen is a highly modular framework as it is divided into three different elements as discussed in Sec. II-A. Each of the modules can be treated differently and can be replaced by a different third-party module. For instance, we can extend this work to generate a variety of human motions on a custom background using assets from 3D character rigging resources such as Adobe’s Mixamo [39] to generate ground truth data annotations for human pose estimation. We plan to add character-rigged motion scene generation and data annotation with varying character motion to WorldGen.

2) Ease of use: The design philosophy of WorldGen is to make it easier for researchers, educators and practitioners to generate new scenes without needing any core knowledge of computer graphics concepts, modeling, animating, and rendering tools. WorldGen bridges this gap by presenting a simple high-level object-oriented Python API with Blender (and Bullet) working in the background.

3) Open Source: Scene and data generation codes will be released upon acceptance and will be free to use in academia. All the third-party assets used in WorldGen with Apache2.0, MIT and CC0 licenses enable researchers to generate different environments, render annotations and share all the data with the community to ensure reproducibility.

4) Scalability: WorldGen brings generative methods to build new structured environments without any need for manual labor. It can be used to generate environments anywhere between a small town and a large city with a compromise on GPU and access memory.

III. APPLICATIONS

WorldGen is designed to generate different 3D environments and annotated data for robotics and computer vision applications. It is meant to be a one-stop framework for zero-shot generalization due to its variability in shapes, texture, and dynamic lighting; also minimizing the gap for sim-to-real transfer. It would also serve as a simulator for developing and testing planning and control algorithms due to its flexibility since it can use the current state and annotation as input for the next time stamp. To demonstrate the potential and flexibility of WorldGen, we discuss a set of common and challenging problem statements in robotics and computer vision.

Optical flow is one of the most fundamental quantities in computer vision and robotics which measures the 2D motion of each pixel between consecutive frames. Contrary to high-level computer vision applications like instance segmentation, ground truth cannot be reliably obtained from real-world data with human annotation. Recent advances in optical flow methods – PWC-Net [40], RAFT [41] and GMFlow [42] all rely on synthetic data like MPI Sintel [13], FlyingChairs [2] and FlyingThings3D [3] for pre-training. Such datasets use synthetic chairs and lack photorealism and realistic 3D motion. Recent advances in dataset generation – AutoFlow [43] learns to render hyperparameters for generating synthetic flow datasets reducing the End Point Error (EPE). AutoFlow lacks 3D motion and photorealism as it utilizes a simple 2D layered model. Having photo-realistic data, Kubric [10] tends to outperform AutoFlow, but only on Sintel Clean samples. This is the rendered output that contains shading but no image degradation whereas the Final pass includes motion blur, defocus blur and atmospheric effects. Since Kubric lacks both volumetric features (like fog, mist, and rain) and advanced camera features (such as depth of field and motion blur), AutoFlow performs better even without photorealism as images are generated with motion blur and fog models as well as data augmentation for visual effects.

We compare and analyze optical flow predictions using RAFT on Sintel Clean and Final pass which are trained on different datasets. Table II shows the EPE in optical flow. Note that WorldGen causes a significant increase in optical flow accuracy as compared to FlyingChairs. Furthermore, WorldGen outperforms AutoFlow due to the difference in photorealism. Note that WorldGen slightly improves over Kubric. We speculate one of the reasons to be WorldGen rendering multiple instances of the same object configuration by warping different textures on the objects, ensuring the network avoids over-fitting to object textures, and thereby learning the geometrical/motion properties of the scene. Since WorldGen supports dynamic lighting, depth of field, and motion blur modeling, we see a significant improvement over Kubric in the Final pass. Note that AutoFlow performs better in Final pass (although only slightly) because the hyperparameters of AutoFlow have been learned to optimize the performance on the Sintel dataset which gives AutoFlow an unfair advantage.
B. Computational Photography

Computational photography is one of the key areas that require a large collection of image data for the prediction of depth maps, denoising image data, etc. Most of the current photo-realistic synthetic data generators in robotics and computer vision do not explore and support many features that are offered by Blender, Unity, or Unreal Engines such as volumetric effects and variability in sensor sizes, camera lens, and rolling shutter sensors. Since WorldGen supports generating data for different light conditions, different bokeh blur due to depth of field effect, motion blur, variable focal lens and sensor size along with Albedo, Clean and Final renders, it can be used to generate data for the prediction of various computational photography applications such as HDR+ datasets [44], depth from defocus [45], [46], recovering image from a rolling shutter blur [47], [48], extracting a video sequence from a single blurred frame [49] and for learning synthesis motion blur from a pair of images [50]. Furthermore, this work can be utilized to generate datasets for learning depth estimators using a coded aperture [51], [52] camera. We intend to add a toolbox to generate coded blurred frames in the WorldGen environment after release.

C. View Synthesis using Neural Radiance Fields

Neural volumetric rendering has exploded in the last two years [53]. One of the major challenges in [53] is to synthesize in the case of dynamic relighting. These methods underperform with views ranging from satellite level capturing the entire city to the ground level, majorly due to large camera displacement and dynamic lighting. Recent advances in multi-scale scene rendering [54] and dynamic irradiance view synthesis [55] have adapted to work in such adverse conditions. In [55], the authors utilize multi-date images due to their significant changes in appearance, mainly due to varying shadows and transient objects like cars and vegetation using the WorldView-3 dataset. WorldGen can generate thousands of 3D satellite views with dynamic lighting at a higher resolution than the satellite images with known camera intrinsic and extrinsic for more robust view synthesis in satellite images with larger displacement in different lighting and weather conditions (See Fig. 6). Also, this can be extended towards learning high-level planners for aerial cinematography [56].

D. Active and Interactive Perception

Not only is WorldGen an automatic 3D scene and dataset generation tool but it also serves as a framework for active and interactive perception applications. Robots such as quadrotors are often required to use the current prediction and annotations as input to the next state for its solution and testing. Currently, there is no test bench to verify the robotics algorithms that rely on active and interactive perception approaches [57], [58]. WorldGen will serve as a benchmark pseudo-simulator to validate the performance of such algorithms for better reproducibility. We hope WorldGen will become the OpenAI Gym [59] for Active and Interactive perception.

E. Generating Real World Traffic

The problem of generating realistic traffic scenes automatically is a challenging task. Existing methods typically are driven by planning and reinforcement algorithms that require current and previous traffic states, traffic signal conditions, and road/paths/ways vertices [60]. Since WorldGen has the ability to export these parameters, neural autoregressive models such as [61] can be deployed for realistic traffic distribution. The recent advances in neural fields such as Panoptic Neural Fields [62] have pushed the boundary to detect traffic in a 3D representation, allowing us to perform 3D scene editing. Using such methods, WorldGen can also import real-life traffic into its model for generating photorealistic real-world city traffic scenarios.

F. Human Pose Estimation

In recent years, 3D human pose estimation has made great improvements which have been driven by large-scale datasets. However, these datasets lack accuracy in the pose as it mostly annotated by humans from open-world datasets [63] that suffer from human labeling accuracy, mainly due to occlusions. On the contrary, motion capture systems have helped to generate accurate human pose data but they lack an open world environment due to motion capture space restrictions [64]. Lastly, the simulation environment for dataset generation lacks photorealism [65]. We plan to develop another generative environment with WorldGen by utilizing Mixamo [39], an open platform with a variety of character rig models and animations; and warping different 3D materials to generate a large of photorealistic character animation even in the backgrounds such as small towns and city. This will push the boundaries for monocular human pose estimation and open new avenues for special sensors such as event cameras.

IV. Conclusion

We introduce WorldGen, a modular, generative, open-source Python API as a large scale generative simulator with a myriad of scenes. We can generate accurate ground truth labels for optical flow, depth, surface normals, depth cameras, semantic maps and event data for driving scenes, moving object pile and object fragmentation. WorldGen also simulates camera properties, motion properties for a photorealistic perception-centric simulation and data generation. Not only can WorldGen change objects, lighting and scenes dynamically, it can also edit objects dynamically aiding in generation of data to better enable generalization of neural networks such as optical flow as shown in our experiments. Currently, sensors such as SONAR and LIDAR are missing from WorldGen along with behaviour modelling for self-driving cars. Rigging of human characters is not implemented and we see this as a potential direction for future work.
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