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Abstract

In this paper, we study queueing systems with delayed information that use a generalization of the multinomial logit choice model as its arrival process. Previous literature assumes that the functional form of the multinomial logit model is exponential. However, in this work we generalize this to different functional forms. In particular, we compute the critical delay and analyze how it depends on the choice of the functional form. We highlight how the functional form of the model can be interpreted as an exponential model where the exponential rate parameter is uncertain. Furthermore, the rate parameter distribution is given by the inverse Laplace-Stieltjes transform of the functional form when it exists. We perform numerous numerical experiments to confirm our theoretical insights.

1 Introduction

The field of queueing theory has been dedicated to understanding the dynamics of queueing systems and their impact on society. In an age where information is readily available, it is an important problem to understand how information affects the decision making of customers who want to join queueing systems. In some applications, such as amusement
parks, transportation systems, and even telecommunication systems, it has been observed
that the information given to the customers can potentially be delayed Doldo and Pender [3],
Novitzky and Pender [14], Pender et al. [17, 18], Nirenberg et al. [12]. This delay in
information can be caused by factors such as the fact that it can take time to process
and send information about queue lengths to the customers and thus the information that
customers actually receive describes the queue lengths from some amount of time in the
past. Queueing systems where customers are provided with delayed information have been
studied extensively, see for example Novitzky et al. [16], Doldo and Pender [3, 2], Doldo et al.
[6], Novitzky and Pender [13], Novitzky et al. [15], Atar and Lipshutz [1], Whitt [23].

There are many different types of delayed information that customers can be provided
with and different choices can lead to different choice models and thus different queueing
system dynamics. One of the most common choices used in the literature is where the cus-
tomer is provided with the lengths of the queues from some amount of time in the past. This
delay in information is often modeled with a constant delay, as is the case in Mitzenmacher
[11], Raina and Wischik [20], Kamath et al. [3], Raina et al. [21], Lipshutz and Williams
[10], Lipshutz [9], Atar and Lipshutz [1], Nirenberg et al. [12], Novitzky et al. [16], Doldo
et al. [6], Novitzky et al. [15], Pender et al. [17, 18], Whitt [23].

Different types of queue length information with a constant delay have been used, see
Doldo and Pender [3] for example, which considers so-called mean-field queue length inform-
ation with a constant delay. Other types of information that have been considered include
delayed velocity information and moving average information, see Dong et al. [7], Novitzky
et al. [16], Pender et al. [17], Novitzky et al. [15]. Some of the literature has examined
queueing systems where the delay is not constant. For example, a queueing model that uses
delayed updating information is examined in Doldo and Pender [5], Novitzky and Pender
[14]. Additionally, queueing models with distributed delays have been studied by considering
distributed delay equation models in Doldo and Pender [2], Novitzky and Pender [13], though
it is worth noting that distributed delay models exhibit different dynamics in general than
simply replacing the constant delay with a random variable in standard models, as discussed
in Doldo and Pender [4].

In this paper, we will assume a similar model in spirit of Pender et al. [17]. However,
our model uses a generalized version of the multinomial logit choice model which typically
assumes an exponential form. The exponential form is related to a linear utility function,
however our functional form will correspond to a nonlinear utility function. One of our
main goals of this work is to understand how this nonlinearity of the utility function affects
the critical delay which induces a Hopf bifurcation. As discussed in more detail in Section
3, we will focus our attention on utilities that incorporate the complementary cumulative
distribution function of some probability distribution. We will examine how the choice of
probability distribution used to induce the choice model can lead to different system
dynamics.

1.1 Main Contributions of Paper
The contributions of this work can be summarized as follows:

- We consider queueing system choice models informed by more general utilities that are
• We solve for an equilibrium solution and compute the critical delay at which the queueing system exhibits a change in stability in terms of the hazard function corresponding to the given probability distribution.

• We numerically examine how the queueing dynamics change when different probability distributions induce the choice model, including how stability properties differ between various common probability distributions.

1.2 Organization of Paper

The remainder of this paper is organized as follows. In Section 2 we introduce the class of queueing models that we will be analyzing. In Section 3, we find an equilibrium solution and compute the critical delay of our queueing system. In Section 4 we consider various probability distributions and how their corresponding choice models impact the dynamics of the queueing system. In Section 5 we give concluding remarks and discuss possible extensions.

2 Generalized Multinomial Logit Queueing Model

In this section we describe the DDE system that we are interested in analyzing. The previous literature examines delay differential equation (DDE) fluid models that are based on the following model of an $N$-queue system

$$q_i(t) = \frac{\lambda \exp(-\theta q_i(t - \Delta))}{\sum_{j=1}^{N} \exp(-\theta q_j(t - \Delta))} - \mu q_i(t), \quad i = 1, ..., N$$

(2.1)

where $q_i(t)$ represents the length of the $i^{th}$ queue at time $t$ for $i = 1, ..., N$, $\lambda > 0$ is the arrival rate, and $\mu > 0$ is the service rate of the infinite-server queue, $\theta > 0$ is a choice model parameter, and $\Delta > 0$ is a time delay. The arrival rate $\lambda$ is multiplied by the probability of joining the $i^{th}$ queue which is determined by the choice model which, in this case, is based on a multinomial logit model. The choice model takes the delayed queue lengths as input to model providing customers with delayed information about the queue lengths. More specifically, the logit choice model used in Equation (2.1) assumes that the utility of an agent joining the $i^{th}$ queue is

$$U_i = -\theta q_i(t - \Delta) + \epsilon_i$$

(2.2)

where $\epsilon_i$ is distributed according to a standard Gumbel distribution. See [22] for the details regarding how to construct such a choice model. We note that the deterministic portion of the utility is negative so that maximizing the utility corresponds to joining a queue with a shorter length (neglecting the random component of the utility as some realizations of the utility could be larger despite having a larger queue length if the realization of the corresponding random component of the utility happens to be small enough).
In this paper, we will focus on analyzing the more general DDE system

\[
\dot{q}_i(t) = \lambda \frac{\bar{G}(q_i(t - \Delta))}{\sum_{j=1}^{N} \bar{G}(q_j(t - \Delta))} - \mu q_i(t), \quad i = 1, ..., N
\]

(2.3)

which uses a more general functional form of the multinomial logit model which is based on a more general utility in the form

\[
U_i = \log \left( \bar{G}(q_i(t - \Delta)) \right) + \epsilon_i
\]

(2.4)

where \( \bar{G} : \mathbb{R} \to [0, \infty) \) is a decreasing function (so that longer queue lengths correspond to smaller utilities, neglecting randomness) and \( \epsilon_i \) is again distributed according to a standard Gumbel distribution. This allows the utility to depend nonlinearly on the delayed queue length. We note that the choice model used in Equation 2.1 corresponds to when

\[
\bar{G}(x) = \exp(-\theta x)
\]

(2.5)

which happens to be the complementary cumulative distribution function corresponding to an exponential distribution with parameter \( \theta \). This motivated us to focus on the case where \( \bar{G} \) is a complementary cumulative distribution function corresponding to some probability distribution as this may be a particularly interesting class of decreasing functions to consider. Under such a choice model, the probability of joining the \( i \)th queue is

\[
\frac{\bar{G}(q_i(t - \Delta))}{\sum_{j=1}^{N} \bar{G}(q_j(t - \Delta))}
\]

(2.6)

Additionally, some complementary cumulative distribution functions can be written as the moment-generating function of some random variable \( Y < 0 \) (negativity of \( Y \) is important so that the moment-generating function is a decreasing function) so that

\[
\bar{G}(x) = M_{Y}(x) := \mathbb{E}[e^{Yx}]
\]

(2.7)

where the expectation is taken over the random variable \( Y \). An example of such a case is when the complementary cumulative distribution function corresponds to a hyperexponential distribution so that

\[
\bar{G}(x) = \sum_{k=1}^{m} p_k e^{-\theta_k x} = \mathbb{E}[e^{Yx}]
\]

(2.8)

where \( Y \) is a discrete random variable where \( Y = -\theta_k < 0 \) with probability \( p_k \) for \( k = 1, ..., m \). In such a case, we note that the deterministic part of the utility can be viewed as the cumulant-generating function of the random variable \( Y \), that is

\[
U_i = \log(\mathbb{E}[e^{Yq_i(t - \Delta)}]), \quad i = 1, ..., N.
\]

(2.9)

We can interpret such a utility as one corresponding to an exponential distribution where we have some uncertainty about the parameter (modeled by the random variable \( -Y > 0 \)) of the distribution and account for this uncertainty by averaging over the distribution that
we assume the parameter follows. If we view the utility as a nonlinear transformation of a linear quantity (namely, \(-Yq_i(t - \Delta)\)), then we can view this as averaging over the possible values for the slope of this linear quantity. Of course, such choices of \(\bar{G}\) can be interpreted as Laplace transforms. For ease of notation, let \(Z := -Y > 0\) so that

\[
\bar{G}(x) = M_Y(x) = \mathbb{E}[e^{Yx}] = \mathbb{E}[e^{-Zx}] = \int_0^\infty e^{-zx} f_Z(z) dz = \mathcal{L}[f_Z](x)
\]

where \(f_Z\) is the probability density function of \(Z\) and \(\mathcal{L}\) denotes the Laplace transform. It follows that we can directly recover the density \(f_Z\) from \(\bar{G}(x)\) by applying the inverse Laplace transform so that

\[
f_Z = \mathcal{L}^{-1}[\bar{G}].
\]

This relation gives us a way of interpreting the choice models corresponding to various distributions as being induced by an exponential distribution with uncertainty in its parameter. Ultimately, we will concern ourselves with better understanding the dynamics of queueing systems with choice models induced by different probability distributions.

### 3 Queueing System Stability Analysis

In this section, we will perform a stability analysis of the queueing system with the generalized functional form of the multinomial logit model. We will find an equilibrium solution of the system (2.3) and use this equilibrium solution to perform a linearization which will allow us to compute the critical delay of this system.

It is well-known that when treating the delay \(\Delta\) as a bifurcation parameter, the DDE system (2.1) undergoes a Hopf bifurcation. In particular, there exists a critical delay value \(\Delta_{cr}\) such that if \(\Delta > \Delta_{cr}\), then the system is unstable and oscillates periodically. Computing this critical delay is an important part of understanding the dynamics of the queueing system. In this work, we will focus our attention on the choice model and consider how different choice models can impact the system dynamics. In particular, we will think of a choice model as being induced by a probability distribution in the sense that the probability of joining the \(i^{th}\) queue can be written in the form

\[
\bar{G}(q_i(t - \Delta)) \sum_{j=1}^N \bar{G}(q_j(t - \Delta))
\]

where \(\bar{G}\) is the complementary cumulative distribution function corresponding to the given probability distribution. As we noted above, the choice model in system (2.1) is induced by an exponential distribution with parameter \(\theta\). We will examine how the dynamics of the queueing system change when the choice model is induced by different probability distributions.
Suppose we are given some random variable $X : \Omega \to \mathbb{R}$ on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and we assume that $X$ has a cumulative distribution function $G(x) = \mathbb{P}(X \leq x)$ and a corresponding probability density function $g$ exists. We define the complementary cumulative distribution function to be $\bar{G}(x) = 1 - G(x) = \mathbb{P}(X > x)$. We also define the so-called hazard function corresponding to this distribution to be $h(x) = \frac{g(x)}{G(x)}$. We consider the DDE system

\begin{align*}
\dot{q}(t) &= \lambda \frac{\bar{G}(q_i(t - \Delta))}{\sum_{j=1}^{N} \bar{G}(q_j(t - \Delta))} - \mu q_i(t), \quad i = 1, \ldots, N. 
\end{align*} \tag{3.16}

We are interested in better understanding how using complementary cumulative distribution functions of different probability distributions to build the choice model can impact the dynamics of the queueing system. We note that the system 2.3 is a generalization of the system 2.1 the latter of which had its choice model induced by an exponential distribution with parameter $\theta > 0$. Understanding how the critical delay of the system changes as different choice models are used is very important to understanding how the system dynamics change as the critical delay tells us when the system is stable or unstable. In order to find the critical delay of the system 2.3 we will perform a linearization analysis for which an equilibrium solution is needed. Thus, we introduce an equilibrium solution with Theorem 3.1.

**Theorem 3.1.** The system 2.3 has an equilibrium solution at $q_1 = \cdots = q_N = q^*$ where

$$q^* = \frac{\lambda}{N \mu}.$$ 

**Proof.** Letting $q_1 = \cdots = q_N = q^*$ for some constant $q^* \in \mathbb{R}$ to be determined, we get the system of $N$ identical equations in the form

\begin{align*}
0 &= \lambda \frac{\bar{G}(q^*)}{\sum_{j=1}^{N} \bar{G}(q^*)} - \mu q^* 
&= \lambda \frac{\bar{G}(q^*)}{NG(q^*)} - \mu q^* 
&= \frac{\lambda}{N} - \mu q^* \tag{3.19}
\end{align*}

and so it follows that $q^* = \frac{\lambda}{N \mu}$ is a solution. \qed

A nice property of system 2.3 is that the equilibrium solution from Theorem 3.1 always exists regardless of the probability distribution that is used to define the choice model. Now that we have an equilibrium solution, we can perform the linearization analysis used to get Theorem 3.2. Before proceeding, we want to note that the hazard function $h(x)$ corresponding to the given probability distribution is an important quantity that will show up in our analysis and thus we make a brief comment on hazard functions. We can rewrite the hazard function corresponding to the distribution of a continuous random variable $X$ as
follows

\[
\frac{h(x)}{G(x)} = \frac{g(x)}{G(x)} = \lim_{\delta \to 0} \frac{G(x + \delta) - G(x)}{\delta} \cdot \frac{1}{\mathbb{P}(X > x)} \tag{3.20}
\]

\[
= \lim_{\delta \to 0} \frac{\mathbb{P}(x < X \leq x + \delta)}{\delta} \cdot \frac{1}{\mathbb{P}(X > x)} \tag{3.21}
\]

\[
= \lim_{\delta \to 0} \frac{1}{\delta} \mathbb{P}(\{X \leq x + \delta\} \cap \{X > x\}) \mathbb{P}(X > x) \tag{3.22}
\]

\[
= \lim_{\delta \to 0} \frac{\mathbb{P}(X \leq x + \delta|X > x)}{\delta}. \tag{3.23}
\]

**Theorem 3.2.** The system 2.3 exhibits a change in stability at the critical value \(\Delta_{cr}\) of the delay parameter \(\Delta\) where

\[
\Delta_{cr} = \frac{\arccos \left( \frac{\mu}{C} \right)}{\sqrt{C^2 - \mu^2}} \tag{3.24}
\]

where

\[
C = -\frac{\lambda}{N} \frac{g \left( \frac{\lambda N}{\mu} \right)}{G \left( \frac{\lambda N}{\mu} \right)} = -\frac{\lambda}{N} \frac{h \left( \frac{\lambda}{N\mu} \right)}{G \left( \frac{\lambda N}{\mu} \right)} \tag{3.25}
\]

and \(\Delta_{cr}\) is valid when \(C < -|\mu|\).

**Proof.** We begin by linearizing the system 2.3 about the equilibrium point \(q_1 = \cdots = q_N = q^*\) where \(q^* = \frac{\lambda}{N\mu}\) by introducing the variables

\[
q_i(t) = q^* + u_i(t), \quad i = 1, \ldots, N.
\]

Letting \(u(t) = (u_1(t), \ldots, u_N(t))^T\), we obtain the linearized system

\[
\dot{u}(t) = Au(t - \Delta) - \mu u(t) \tag{3.26}
\]

where

\[
A = C = \begin{bmatrix}
\frac{N-1}{N} & -\frac{1}{N} & \frac{1}{N} & \cdots & -\frac{1}{N} \\
-\frac{1}{N} & \frac{N-1}{N} & -\frac{1}{N} & \cdots & -\frac{1}{N} \\
-\frac{1}{N} & -\frac{1}{N} & \frac{N-1}{N} & \cdots & -\frac{1}{N} \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
-\frac{1}{N} & -\frac{1}{N} & -\frac{1}{N} & \cdots & \frac{N-1}{N}
\end{bmatrix}
\]

where

\[
C = -\frac{\lambda}{N} \frac{g \left( \frac{\lambda N}{\mu} \right)}{G \left( \frac{\lambda N}{\mu} \right)} = -\frac{\lambda}{N} \frac{h \left( \frac{\lambda}{N\mu} \right)}{G \left( \frac{\lambda N}{\mu} \right)}.
\]

The matrix \(A\) has eigenvalues 0 with multiplicity 1 and \(C\) with multiplicity \(N - 1\) and we can diagonalize the system according to the change of variables \(u(t) = Ev(t)\) where
\( v(t) = (v_1(t), ..., v_N(t))^T \) and \( E \) is a matrix whose columns are eigenvectors of \( A \) so that \( AE = DE \) where \( D = \text{diag}(0, C, ..., C) \) is a diagonal matrix with the eigenvalues of \( A \) on its diagonal. Applying this change of variables yields

\[
\dot{u}(t) = Au(t - \Delta) - \mu u(t) \quad (3.27)
\]

\[
\Leftrightarrow
\]

\[
E \cdot \dot{v}(t) = AEv(t - \Delta) - \mu Ev(t) \quad (3.28)
\]

\[
\Leftrightarrow
\]

\[
E \cdot \dot{v}(t) = EDv(t - \Delta) - \mu Ev(t) \quad (3.29)
\]

\[
\Leftrightarrow
\]

\[
\dot{v}(t) = Dv(t - \Delta) - \mu v(t) \quad (3.30)
\]

which can be written as

\[
\dot{v}_1(t) = -\mu v_1(t) \quad (3.31)
\]

\[
\dot{v}_2(t) = Cv_2(t - \Delta) - \mu v_2(t) \quad (3.32)
\]

\[
\vdots
\]

\[
\dot{v}_N(t) = Cv_N(t - \Delta) - \mu v_N(t) \quad (3.34)
\]

The first of these equations, Equation 3.31, is an ordinary differential equation with a solution that decays with time since \( \mu > 0 \). We thus turn our attention to the remaining \( N - 1 \) equations with are all DDEs in the same form. By assuming a solution in the form \( v_j(t) = e^{rt} \) for \( j \in 2, ..., N \) and \( r \in \mathbb{C} \), we get the following characteristic equation.

\[
r - Ce^{-r\Delta} + \mu = 0 \quad (3.35)
\]

Stability changes when the real part of \( r \) changes signs and thus we consider when \( r \) is on the imaginary axis so that \( r = i\omega \) for some \( \omega \in \mathbb{R} \). Separating into real and imaginary parts yields

\[
\mu = C \cos(\omega \Delta) \quad (3.36)
\]

\[
\omega = -C \sin(\omega \Delta) \quad (3.37)
\]

so that

\[
\mu^2 + \omega^2 = C^2
\]

and we take

\[
\omega = \sqrt{C^2 - \mu^2}.
\]
Looking back at the characteristic equation (3.35), we have that
\[ r - Ce^{-r \Delta} + \mu = 0 \] (3.38)
\[ \iff \]
\[ \frac{C}{\mu + i\omega} = e^{i\omega \Delta} \] (3.39)
\[ \iff \]
\[ \frac{C(\mu - i\omega)}{\mu^2 + \omega^2} = e^{i\omega \Delta} \] (3.40)
\[ \iff \]
\[ \frac{\mu}{C} - i\frac{\omega}{C} = e^{i\omega \Delta} \] (3.41)
\[ \iff \]
\[ \log \left( \frac{\mu}{C} - i\frac{\omega}{C} \right) = i\omega \Delta \] (3.42)
\[ \iff \]
\[ \ln \left( \frac{\mu^2 + \omega^2}{C^2} \right) + i \arg \left( \frac{\mu}{C} - i\frac{\omega}{C} \right) = i\omega \Delta \] (3.43)
\[ \iff \]
\[ \Delta = \frac{1}{\omega} \arg \left( \frac{\mu}{C} - i\frac{\omega}{C} \right) \] (3.44)
where we note that \( \frac{\mu}{C} - i\frac{\omega}{C} \) is of unit modulus and thus we can alternatively write
\[ \Delta_{cr} = \frac{1}{\omega} \arccos \left( \frac{\mu}{C} \right) \] (3.45)
provided that \( \arccos \left( \frac{\mu}{C} \right) \in \mathbb{R} \) because we require that \( \arg \left( \frac{\mu}{C} - i\frac{\omega}{C} \right) \in \mathbb{R} \) by definition. This requirement forces \( \left| \frac{\mu}{C} \right| \leq 1 \) or equivalently that \( C^2 \geq \mu^2 \). Additionally, we require that \( \omega \in \mathbb{R} \) so that this inequality becomes strict so that \( C^2 > \mu^2 \). One can show that the system is always unstable when \( C > |\mu| \) and we require that \( C < -|\mu| \). These conditions ensure that a real value of \( \Delta_{cr} \) exists. To account for multivaluedness, we take the smallest value of \( \Delta_{cr} > 0 \).

For completeness, we can write the critical delay as
\[ \Delta_{cr} = \frac{1}{\omega} \arccos \left( \frac{\mu}{C} \right) = \arccos \left( \frac{-N \mu \hat{G} \left( \frac{\lambda}{\lambda N} \right)}{\lambda g \left( \frac{\lambda}{\lambda N} \right)} \right) \] (3.46)
\[ \sqrt{C^2 - \mu^2} \]
As seen in the proof of Theorem 3.2, we can express the critical delay in terms of the repeated eigenvalue \( C \) of the linearized system. In particular, we see that \( C \) directly depends on the hazard function of the given probability distribution. Using this information, we can explore how using different probability distributions to create the choice model can give the system different stability properties.
4 Dynamics for Different Distributions

In this section, we numerically examine the dynamics of the queueing system \[2.3\] for complementary cumulative distribution functions \( \bar{G} \) corresponding to various different probability distributions. In analyzing the dynamics of the queueing system, it is crucial to understand the critical delay as this provides important information about the qualitative behavior of the system. As seen in Section 3, the critical delay of the queueing system depends directly on the eigenvalue \( C \) of the linearized system according to the relation

\[
\Delta_{cr} = \frac{\arccos \left( \frac{\mu}{\sqrt{C^2 - \mu^2}} \right)}{\sqrt{C^2 - \mu^2}}
\]  

(4.47)

where the eigenvalue \( C \) is directly related to the hazard rate of the chosen probability distribution by

\[
C = -\frac{\lambda}{N} h \left( \frac{\lambda}{N \mu} \right).
\]  

(4.48)

Therefore, this eigenvalue is a useful quantity to examine to help understand the qualitative system dynamics. In the remainder of this section, we consider when the given probability distribution is exponential, normal, log-normal, Weibull, gamma, or of phase-type. For each of these distributions, we will provide useful quantities including the probability density function, denoted \( g \), the complementary cumulative distribution function, denoted \( \bar{G} \), the mean, the variance, and the eigenvalue \( C \). Additionally, we will numerically examine how the critical delay depends on the mean and variance of the given distribution.

4.1 Exponential Distribution

In this section, we assume that the complementary cumulative distribution function \( \bar{G} \) that characterizes the choice model is given by an exponential distribution. Below we provide some useful quantities relating to the exponential distribution.

\[
X \sim \text{Exp}(\theta), \quad \theta > 0
\]  

(4.49)

\[
g(x) = \theta e^{-\theta x}, \quad x \geq 0
\]  

(4.50)

\[
\bar{G}(x) = e^{-\theta x}
\]  

(4.51)

\[
\mathbb{E}[X] = \frac{1}{\theta}
\]  

(4.52)

\[
\text{Var}(X) = \frac{1}{\theta^2}
\]  

(4.53)

\[
C = -\frac{\lambda \theta}{N}
\]  

(4.54)

The exponential distribution is a well-known nonnegative continuous probability distribution. The DDE system \[2.3\] corresponding to an exponential distribution is equivalent to a DDE queueing system with a multinomial logit choice model, which has already been
extensively studied in the existing literature. Such a choice model uses $-\theta q_i(t - \Delta)$ for the deterministic part of the utility of joining the $i^{th}$ queue so that the utility depends linearly on the delayed queue length. We note that the exponential distribution is determined by a single parameter $\theta > 0$ as we see that its mean and variance are both fully determined by this parameter. Additionally, the exponential distribution has a constant hazard function given by $h(x) = g(x)/\bar{G}(x) = \theta$.

The exponential complementary cumulative distribution function can be viewed as the moment generating function of a random variable $Y$ that takes on the value $-\theta$ with probability 1 and thus, in accordance with Equation 2.14, we have

$$f_{-Y}(x) = L^{-1}[e^{-\theta x}] = \delta(x - \theta)$$

where $\delta(x)$ denotes a Dirac delta centered at the origin. Obviously, this is a trivial case where we have complete certainty of the parameter of our exponential distribution.

In Figure 1 we show queue length plots and phase diagrams on each side of the critical delay. In particular, we observe that the queue lengths approach an equilibrium when the delay is below the critical delay and the queue lengths oscillate with some limiting amplitude when the delay is larger than the critical delay. It is worth noting that the mean and variance of the exponential distribution are determined by a single parameter and thus the exponential distribution has a fixed variance for a fixed mean. In Figure 2 we see how the value of the critical delay varies as the mean of the distribution is varied. We see that there is a critical value of the mean that, when approached, can make the critical delay arbitrarily large. This is useful information because instability can lead to inefficiencies in the queueing system as the resulting queue length oscillations can cause some servers to be overworked and others to be underworked. Thus, being able to make the critical delay large would be beneficial for the overall productivity of the queueing system as large delays could still result in a stable system.

### 4.2 Normal Distribution

In this section, we assume that the complementary cumulative distribution function $\bar{G}$ that characterizes the choice model is given by a normal distribution. Below we provide some useful quantities relating to the normal distribution.
Figure 1: Before and after the change in stability using the choice model induced by an exponential distribution with \( \theta = 1 \) with constant history function on \([-\Delta, 0]\) with \( q_1 = 4.99 \) and \( q_2 = 5.01 \), \( N = 2 \), \( \lambda = 10 \), \( \mu = 1 \). The top two plots are queue length versus time with \( \Delta = .3 \) (a) and \( \Delta = .7 \) (b). The bottom two plots are phase plots of the queue length derivative with respect to time against queue length for \( \Delta = .3 \) (c) and \( \Delta = .7 \) (d). The critical delay is \( \Delta_{cr} = .3617 \).
Figure 2: Left: The critical delay plotted against the mean of the exponential distribution that induces the choice model. Right: A plot of the probability density function used for some selected values of the mean.

\[ X \sim \text{Normal}(\alpha, \sigma^2) \]  
(4.56)

\[ g(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{x - \alpha}{\sigma} \right)^2 \right) \]  
(4.57)

\[ \tilde{G}(x) = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{x - \alpha}{\sigma \sqrt{2}} \right) \right] \]  
(4.58)

\[ \mathbb{E}[X] = \alpha \]  
(4.59)

\[ \text{Var}(X) = \sigma^2 \]  
(4.60)

\[ C = -\sqrt{\frac{2}{\pi}} \frac{\lambda}{N\sigma} \frac{\exp \left( -\frac{1}{2} \left( \frac{\lambda \mu - \alpha}{\sigma} \right)^2 \right)}{1 - \text{erf} \left( \frac{\lambda \mu - \alpha}{\sigma \sqrt{2}} \right)} \]  
(4.61)

An important difference between the normal distribution and the exponential distribution is that the normal distribution is characterized by two parameters instead of just one parameter, its mean parameter \( \alpha \) and standard deviation parameter \( \sigma \). This is interesting to consider because we can vary the variance of the normal distribution for a fixed mean and vice versa and thus we have the freedom to adjust the value of the critical delay even if one of these parameters remains fixed.

The normal distribution has an interesting connection to hazard functions. In particular, if one considers the mean of a so-called truncated normal distribution, one can show that
for $X \sim \text{Normal}(\alpha, \sigma^2)$

$$
\mathbb{E}[X|X < a] = \alpha - \sigma h \left( \frac{a - \alpha}{\sigma} \right) \tag{4.62}
$$

$$
\mathbb{E}[X|X > a] = \alpha + \sigma h \left( \frac{a - \alpha}{\sigma} \right) \tag{4.63}
$$

where $h(x)$ is the hazard function of the standard normal distribution. This is true largely because the probability density function $\phi$ of the standard normal distribution has the nice property that $\frac{d}{dx}\phi(x) = -x\phi(x)$.

In Figure 3 we show queue length plots and phase diagrams on each side of the critical delay. In Figure 4 we see how the value of the critical delay varies as the mean is varied with a fixed variance and in Figure 5 we see how it changes as the variance is varied with a fixed mean. We see that in the cases considered, there is a critical value at which the critical delay can be made arbitrarily large when approached.

### 4.3 Log-Normal Distribution

In this section, we assume that the complementary cumulative distribution function $\bar{G}$ that characterizes the choice model is given by a log-normal distribution. Below we provide some useful quantities relating to the log-normal distribution.

$$
X \sim \text{Log-Normal}(\alpha, \sigma^2) \tag{4.64}
$$

$$
g(x) = \frac{1}{x\sigma\sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{\ln(x) - \alpha}{\sigma} \right)^2 \right) \tag{4.65}
$$

$$
\bar{G}(x) = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\ln(x) - \alpha}{\sigma\sqrt{2}} \right) \right] \tag{4.66}
$$

$$
\mathbb{E}[X] = \exp \left( \alpha + \frac{\sigma^2}{2} \right) \tag{4.67}
$$

$$
\text{Var}(X) = (\exp(\sigma^2) - 1) \exp(2\alpha + \sigma^2) \tag{4.68}
$$

$$
C = -\sqrt{\frac{2}{\pi}} \frac{\alpha}{\sigma} \exp \left( -\frac{1}{2} \left( \frac{\ln(\frac{\lambda}{N\mu}) - \alpha}{\sigma} \right)^2 \right) \left[ 1 - \text{erf} \left( \frac{\ln(\frac{\lambda}{N\mu}) - \alpha}{\sigma\sqrt{2}} \right) \right] \tag{4.69}
$$

The log-normal distribution is a continuous probability distribution such that the natural logarithm applied to a log-normal random variable with parameters $\alpha$ and $\sigma$ results in a random variable that has a normal distribution with mean $\alpha$ and standard deviation $\sigma$. In Figure 6 we show queue length plots and phase diagrams on each side of the critical delay. In Figure 7 we see how the value of the critical delay varies as the mean is varied with a fixed variance and in Figure 8 we see how it changes as the variance is varied with a fixed mean. As the mean varies, there is a critical value of the mean such that the critical delay can be
Figure 3: Before and after the change in stability using the choice model induced by a normal distribution with $\alpha = 1$ and $\sigma = 1$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$. The top two plots are queue length versus time with $\Delta = .05$ (a) and $\Delta = .1$ (b). The bottom two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .05$ (c) and $\Delta = .1$ (d). The critical delay is $\Delta_{cr} = .0767$. 
Figure 4: Left: The critical delay plotted against the mean of the normal distribution that induces the choice model with a fixed variance of 1. Right: A plot of the probability density function used for some selected values of the mean.

Figure 5: Left: The critical delay plotted against the variance of the normal distribution that induces the choice model with a fixed mean of 1. Right: A plot of the probability density function used for some selected values of the variance.
made arbitrarily large when approached. This is similar to the case shown for the normal distribution, but it differs in that we see that in the case of the log-normal distribution, the critical delay gets larger as the mean approaches zero as well. Additionally, the log-normal distribution appears to have a larger critical variance than the normal distribution does for unit mean, but the critical delay is larger in the log-normal case for small variance than it is in the normal case.

### 4.4 Weibull Distribution

In this section, we assume that the complementary cumulative distribution function \( \bar{G} \) that characterizes the choice model is given by a Weibull distribution. Below we provide some useful quantities relating to the Weibull distribution.

\[
X \sim \text{Weibull}(\alpha, \beta) \tag{4.70}
\]

\[
g(x) = \beta \alpha x^{\alpha-1} e^{-\beta x^\alpha}, \quad x, \alpha, \beta > 0 \tag{4.71}
\]

\[
\bar{G}(x) = e^{-\beta x^\alpha} \tag{4.72}
\]

\[
\mathbb{E}[X] = \beta^{-1/\alpha} \Gamma(1 + 1/\alpha) \tag{4.73}
\]

\[
\text{Var}(X) = \frac{1}{\beta^{2\alpha}} \left[ \Gamma \left( 1 + \frac{2}{\alpha} \right) - \left( \Gamma \left( 1 + \frac{1}{\alpha} \right) \right)^2 \right] \tag{4.74}
\]

\[
C = -\frac{\lambda \beta \alpha \left( \frac{\lambda}{\mu N} \right)^{\alpha-1}}{N} \tag{4.75}
\]

The Weibull distribution is a continuous probability distribution with two positive parameters \( \alpha \) and \( \beta \). Some of the above quantities are defined in terms of the gamma function

\[
\Gamma(x) := \int_0^{\infty} z^{x-1} e^{-z} dz, \quad \text{Re}(x) > 0 \tag{4.76}
\]

which has the property that \( \Gamma(n) = (n-1)! \) when \( n \) is a positive integer and can be viewed as a smooth interpolation of the factorial function. The Weibull distribution has a polynomial hazard function

\[
h(x) = \beta \alpha x^{\alpha-1} \tag{4.77}
\]

so that when \( \alpha < 1 \) it is a decreasing function and when \( \alpha > 1 \) it is an increasing function. We note that when \( \alpha = 1 \), the hazard rate is a constant \( \beta \), just like that of the exponential distribution. Furthermore, the Weibull distribution reduces to an exponential distribution with parameter \( \beta > 0 \) when \( \alpha = 1 \).

In Figure 9 we show queue length plots and phase diagrams on each side of the critical delay. In Figures 10 and 12 we see how the value of the critical delay varies as the mean is varied with a fixed variance and in Figures 11 and 13 we see how it changes as the variance is varied with a fixed mean. We see that in the cases considered, there is a critical mean value and a critical variance value at which the critical delay is unbounded. The shape of the critical delay against variance plot appears similar to the one in the log-normal case, noting the initial concave down section for small variance.
Figure 6: Before and after the change in stability using the choice model induced by a log-normal distribution with \( \alpha = -\frac{1}{2}\log(2) \) and \( \sigma = \sqrt{\log(2)} \) (which results in mean 1 and variance 1) with constant history function on \([-\Delta, 0]\) with \( q_1 = 4.99 \) and \( q_2 = 5.01 \), \( N = 2, \lambda = 10, \mu = 1 \). The left two plots are queue length versus time with \( \Delta = .5 \) (Left) and \( \Delta = 1 \) (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for \( \Delta = .5 \) (Left) and \( \Delta = 1 \) (Right). The critical delay is \( \Delta_{cr} = .6148 \).
Figure 7: Left: The critical delay plotted against the mean of the log-normal distribution that induces the choice model with a fixed variance of 1. Right: A plot of the probability density function used for some selected values of the mean.

Figure 8: Left: The critical delay plotted against the variance of the log-normal distribution that induces the choice model with a fixed mean of 1. Right: A plot of the probability density function used for some selected values of the variance.
Figure 9: Before and after the change in stability using the choice model induced by a Weibull distribution with $\alpha = 2$ and $\beta = (\Gamma(1 + \frac{1}{\alpha}))^\alpha$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$. The top two plots are queue length versus time with $\Delta = .03$ (a) and $\Delta = .06$ (b). The bottom two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .03$ (c) and $\Delta = .06$ (d). The critical delay is $\Delta_{cr} = .0407$. 
Figure 10: Left: The critical delay plotted against the mean of the **Weibull distribution** that induces the choice model with fixed $\alpha = 2$. Right: A plot of the probability density function used for some selected values of the mean.

Figure 11: Left: The critical delay plotted against the variance of the **Weibull distribution** that induces the choice model with fixed $\alpha = 2$. Right: A plot of the probability density function used for some selected values of the variance.
Figure 12: Left: The critical delay plotted against the mean of the Weibull distribution that induces the choice model with fixed $\alpha = \frac{1}{2}$. Right: A plot of the probability density function used for some selected values of the mean.

Figure 13: Left: The critical delay plotted against the variance of the Weibull distribution that induces the choice model with fixed $\alpha = \frac{1}{2}$. Right: A plot of the probability density function used for some selected values of the variance.
4.5 Gamma Distribution

In this section, we assume that the complementary cumulative distribution function $\bar{G}$ that characterizes the choice model is given by a gamma distribution. Below we provide some useful quantities relating to the gamma distribution.

\[
X \sim \text{Gamma}(\alpha, \beta), \quad \theta > 0
\]

\[
g(x) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}
\]

\[
\bar{G}(x) = 1 - \frac{1}{\Gamma(\alpha)} \gamma(\alpha, \beta x)
\]

\[
\mathbb{E}[X] = \frac{\alpha}{\beta}
\]

\[
\text{Var}(X) = \frac{\alpha}{\beta^2}
\]

\[
C = -\lambda \frac{\beta^\alpha}{\Gamma(\alpha)} \left( \frac{\lambda}{N\mu} \right)^{\alpha-1} e^{-\beta \frac{\lambda N}{N\mu}}
\]

We consider the gamma distribution which can be viewed as a generalization of the exponential distribution in some sense. In particular, if the parameter $\alpha$ is a positive integer, then the gamma distribution reduces to an Erlang distribution which reduces to an exponential distribution if $\alpha = 1$. Some of the above quantities are defined in terms of the gamma function defined in Equation 4.76, but we note that some quantities also depend on the lower incomplete gamma function

\[
\gamma(x, t) := \int_0^t z^{x-1} e^{-z} dz, \quad \text{Re}(x) > 0.
\]

Alternatively, one could choose to express quantities involving the lower incomplete gamma function in terms of the upper incomplete gamma function

\[
\Gamma(x, t) := \int_t^\infty z^{x-1} e^{-z} dz, \quad \text{Re}(x) > 0
\]

as we have the apparent relation

\[
\Gamma(x) = \gamma(x, t) + \Gamma(x, t)
\]

so that one could instead write

\[
\bar{G}(x) = \frac{1}{\Gamma(\alpha)} \Gamma(\alpha, \beta x).
\]

With this in mind, one could alternatively express the eigenvalue as

\[
C = -\lambda \frac{\beta^\alpha}{N} \left( \frac{\lambda}{N\mu} \right)^{\alpha-1} e^{-\beta \frac{\lambda N}{N\mu}}.
\]
In Figure 14 we show queue length plots and phase diagrams on each side of the critical delay. In Figure 15 we see how the value of the critical delay varies as the mean is varied with a fixed variance and in Figure 16 we see how it changes as the variance is varied with a fixed mean. For unit variance, we see that there appear to be two critical mean values at which the critical delay becomes unbounded. For unit mean, there appears to be a single critical value of the variance.

4.6 Phase Type Distribution

In this section, we assume that the complementary cumulative distribution function $\bar{G}$ that characterizes the choice model is given by a phase-type distribution. Below we provide some useful quantities relating to phase-type distributions.

$$X \sim \text{Ph}(\alpha, S^0, S)$$

(4.89)

$$g(x) = \alpha \exp(Sx)S^0$$

(4.90)

$$G(x) = \alpha \exp(Sx)1$$

(4.91)

$$\mathbb{E}[X^n] = (-1)^n n! \alpha S^{-n} 1$$

(4.92)

$$\text{Var}(X) = 2\alpha S^{-2} 1 - (\alpha S^{-1} 1)^2$$

(4.93)

$$C = \frac{\lambda \alpha \exp(S \frac{\lambda}{N\mu}) S^0}{N\lambda \alpha \exp(S \frac{\lambda}{N\mu}) 1}$$

(4.94)

Phase-type distributions describe the distribution of time spent to reach an absorbing state in a continuous-time Markov chain with a finite state space with one absorbing state and the remaining states being transient. Consider a continuous-time Markov chain with $p + 1$ states, $p \in \mathbb{Z}^+$ of which are transient states and the remaining state is an absorbing state. Let the state space be $\{0, 1, ..., p\}$ with state 0 the absorbing state and let $\alpha \in \mathbb{R}^{1 \times p}$ be a vector of probabilities where the $i^{th}$ entry of $\alpha$ corresponds to the probability of the continuous-time Markov chain starting at the $i^{th}$ state. The continuous-time Markov chain has transition-rate matrix

$$Q = \begin{bmatrix} 0 & 0 \\ S^0 & S \end{bmatrix}$$

(4.95)

where $0 \in \mathbb{R}^{1 \times p}$ is a vector with each entry 0, $S \in \mathbb{R}^{p \times p}$, and $S^0 = -S1$ where $1 \in \mathbb{R}^{p \times 1}$ is a vector where each entry is 1. Special cases of phase-type distributions include the Erlang distribution, which is the distribution of a sum of exponential random variables, and the hyperexponential distribution, which is a mixture of exponential distributions.

For example, a hyperexponential distribution has probability density function and complementary cumulative distribution function

$$g(x) = \sum_{k=1}^{m} p_k \theta_k e^{-\theta_k x}$$

(4.96)

$$\bar{G}(x) = \sum_{k=1}^{m} p_k e^{-\theta_k x}$$

(4.97)
Figure 14: Before and after the change in stability using the choice model induced by a Gamma distribution with $\alpha = \beta = 1$ (which reduces to an exponential distribution) with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$. The top two plots are queue length versus time with $\Delta = .3$ (a) and $\Delta = .7$ (b). The bottom two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .3$ (c) and $\Delta = .7$ (d). The critical delay is $\Delta_{cr} = .3617$. 
Figure 15: Left: The critical delay plotted against the mean of the gamma distribution that induces the choice model with a fixed variance of 1. Right: A plot of the probability density function used for some selected values of the mean.

Figure 16: Left: The critical delay plotted against the variance of the gamma distribution that induces the choice model with a fixed mean of 1. Right: A plot of the probability density function used for some selected values of the variance.
with $\sum_{k=1}^{m} p_k = 1$ and $p_k \in [0, 1]$ for $k = 1, \ldots, m$. It follows that, under the corresponding choice model, the probability of joining the $i^{th}$ queue is

$$
\frac{\tilde{G}(q_i(t-\Delta))}{\sum_{j=1}^{N} \tilde{G}(q_j(t-\Delta))} = \frac{\sum_{k=1}^{m} p_k e^{-\theta_k q_i(t-\Delta)}}{\sum_{j=1}^{N} \sum_{k=1}^{m} p_k e^{-\theta_k q_j(t-\Delta)}}
$$

(4.98)

for $i = 1, \ldots, N$. It turns out that we can view this choice of $\tilde{G}$ as the moment-generating function of a discrete random variable $Y < 0$ that takes on the value $Y = \theta_k$ with probability $p_k$ for $k = 1, \ldots, m$.

In Figure 17 we show queue length plots and phase diagrams on each side of the critical delay when considering the special case of a hyperexponential distribution. In Figure 18 we see how the value of the critical delay varies as the mean is varied with a fixed variance and in Figure 19 we see how it changes as the variance is varied with a fixed mean, both for the case of a hyperexponential distribution. For the cases considered, there appears to be a critical value of the variance as well as a few critical values for the mean.
Figure 17: Before and after the change in stability using the choice model induced by a phase-type distribution with $\alpha = (.3, .7)$ and $S = \text{diag}(-1.8367, -1.8367)$ (which results in a hyperexponential distribution with mean 1 and variance 1) with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$. The top two plots are queue length versus time with $\Delta = .3$ (a) and $\Delta = .5$ (b). The bottom two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .3$ (c) and $\Delta = .5$ (d). The critical delay is $\Delta_{cr} = .4443$. 

\[\Delta = 0.30, \lambda = 10.00, \mu = 1.00\] 
\[\Delta = 0.50, \lambda = 10.00, \mu = 1.00\]
Figure 18: Left: The critical delay plotted against the mean of a hyperexponential distribution (in this case, composed of two evenly-weighted exponential distributions) that induces the choice model with a fixed variance of 1. Right: A plot of the probability density function used for some selected values of the mean.

Figure 19: Left: The critical delay plotted against the variance of the hyperexponential distribution (in this case, composed of two evenly-weighted exponential distributions) that induces the choice model with a fixed mean of 1. Right: A plot of the probability density function used for some selected values of the variance.
5 Conclusion

In this paper, we examine choice models informed by utilities that are functions of complementary cumulative distribution functions for some probability distribution and consider an infinite-server fluid queueing system where customers are informed by delayed queue length information. We determine the critical delay of this queueing system in terms of the hazard function of the given probability distribution. We consider how using choice models with functional forms based on various different probability distributions can impact the dynamics of the queueing system. In particular, we see that it is often possible to choose a probability distribution with specific mean and variance to make the critical delay arbitrarily large. This information is useful because such probability distributions can result in a queueing system that is robust to large delays in information. Naturally, there is room for extending this work by considering other information than standard delayed queue length information, such as delayed queue velocity information or updating queue length information. Additionally, other probability distributions could be considered and for larger ranges of parameters. One could also consider other classes of decreasing functions to base the functional form of the choice model on. It could be interesting to focus more attention on choice models induced by an exponential distribution where the distribution parameter has uncertainty and could potentially be viewed as a random variable according to various distributions.
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