Tempering the mechanical response of FCC micro-pillars: an Eulerian plasticity approach
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The mechanical response of almost pure single-crystal micro-pillars under compression exhibits a highly localized behavior that can endanger the structural stability of a sample. Recent experiments revealed that the mechanical response of a crystal is very sensitive to both the presence of a quenched disorder in the sample, and the orientation of the crystal. In this work, we study the influence of disorder and crystal orientation on the large strain response of a 2D FCC crystal with three active glide planes using a very simple Eulerian plasticity model in the FE framework. Our numerical and theoretical results on clean crystal pillars suggest that a single plane or many gliding planes can be activated depending on the crystal orientation. While in the former case, the deformation is localized, leading to ductile rupture, in the latter, a complex interplay between active planes takes place, resulting in a more uniform deformation. The strain-localization can be avoided when inhomogeneities are engineered inside the crystal, or the crystal orientation is altered because of the activation of multiple slip systems, resulting in a “patchwork” of the distribution of the slip systems.

1. Introduction

When subjected to an external load, crystalline materials undergo plastic deformation beyond a material dependent elastic limit [39, 33]. At the crystal lattice level, the origin of the irreversible plastic deformation is the generation and crystal-symmetry dependent motion of linear crystal lattice defects, dislocations [16, 5]. At large scale, the elasto-plastic mechanical response of crystalline materials manifest itself in the form of continuous strain-stress curves that rendered possible the development of continuum phenomenological theories based on some preassigned irreversible plastic flow rules when stresses exceed given thresholds [30, 11]. Although these theories rely on the homogenisation of spatial heterogeneities such as dislocation cores, grain boundaries and mesoscale dislocations patterns etc., typically present in crystals, they are highly successful in reproducing many of aspects of plastic flow such as work-hardening, yield stress and plastic shakedown to mention some [15, 4, 25].

Our ability to control plastic flow in applications is of fundamental importance for the reliable mechanical functioning of small devices. In recent years, the single-crystal pillar compression tests became the standard tool to study mechanical response at nano and micro scales [27, 23, 35, 26]. These experiments put in evidence unambiguously a non-smooth mechanical response with discernible stress-drops and localized deformation endangering the structural stability of the materials (see Fig. 1). This finding led to the development of new quantitative strategies in order to be able to reach a more smooth and delocalized mechanical response, highly desirable in applications. The general idea in these strategies consists in hindering dislocation motion by introducing solutes or precipitates inside the pillars leading to "dirtier is milder" effect [43, 26, 41]. On the other hand, these strategies are not only limited to "tempering" of mechanical response but have also been used to design nanostructured crystals with ultrahigh strength and large plasticity [40]. Similarly, crystal orientation has also been shown to have an important effect on the mechanical behavior in experiments such that a low-symmetry orientation results in "milder" behavior [35].

From the modeling point of view, these findings constitute a new challenge for the continuum of theories of crystal plasticity. In physical terms, the resulting overall mechanical response of pillars depends on the size, shape, and distribution of the disorder due to complex interactions of dislocations with precipitates at the lattice scale, making a continuum description difficult. However, although atomistic simulations [8, 6] or mesoscopic approaches such as discrete dislocation dynamics [19] and Landau-type theories of crystal plasticity [32, 34, 31, 5, 42] can be used to describe both dislocation precipitate interactions and crys-
Figure 1: Scanning electron microscopy images showing the deformed states pillars: (a) the localisation of deformation of an almost disorder-free Al crystal. Adding quenched disorder leads to a more uniform deformation as shown in (b) and (c). Taken from [43].

The governing equations of the in-plane deformation of a single crystal in the domain \( D = \Omega \times R \) take a simpler form if we make use of only two-dimensional vector and tensor quantities. Rice [29] showed that certain pairs of the 3-D systems that are potentially active need to combine in order to achieve plane-strain deformation. Let \( r = 1 \), ..., \( N_p \) be the index of the composite slip system formed by two 3D slip systems \( k \) and \( l \). Let \( \bar{b}_r, \bar{b}, \bar{m}_r, \bar{m} \) denote the normalized projections of the 3D slip directions \( b_k, b, \) and normal directions \( m_k, m \) onto the \( x_1, x_2 \)-plane, which are also orthogonal in 2D. We can define the in-plane slip directions for each \( r = 1, ..., N_p \) as \( \bar{b}_r = \bar{b}_q \) and the in-plane plane normals as \( \bar{m}_r = \bar{m}_q \) and introduce \( \bar{M}_r = \frac{1}{2} (\bar{b}_r \otimes \bar{m}_r + \bar{m}_r \otimes \bar{b}_r) \) and \( \bar{R}_r = \frac{1}{2} (\bar{b}_r \otimes \bar{m}_r - \bar{m}_r \otimes \bar{b}_r) \), the symmetric and antisymmetric parts of the two-dimensional tensor product of slip directions and normals.

The outline of the paper is as follows. We first give a brief description of the continuum Eulerian plasticity approach developed in [10] (section 2). In section 3 we deduce from a limit load analysis some theoretical features of slip and kink stationary shear bands. Then we present the numerical implementation [9] used in the simulations (section 4). Finally, section 5 is dedicated to the presentation of the numerical results.

2. Model

We begin by recalling from [10] the mechanical model used in this paper. The equations governing the motion in a domain \( D = \Omega \times R^3 \) of an incompressible rigid-viscoplastic crystal. Let \( \dot{\mathbf{r}} : [0, T] \times D \rightarrow R^3 \) be the velocity, \( \mathbf{t} : [0, T] \times D \rightarrow R^{3 \times 3} \), the deviator of the Cauchy stress tensor, and \( \rho : [0, T] \times D \rightarrow R \), the pressure (mean stress) (\( \mathbf{r} = \mathbf{t} - \rho \mathbf{I} \) is the Cauchy stress tensor) be the principal unknowns fields, while the mass density \( \rho > 0 \) and the body forces \( f \) are considered known. The lattice orientation of the crystal is modeled through the slip direction distribution \( \mathbf{b}_r : [0, T] \times D \rightarrow R^3 \) and the slip plane normal distribution \( \mathbf{m}_r : [0, T] \times D \rightarrow R^3 \) for each crystallographic system \( s = 1, 2, ..., N \) while the slip rate on each system \( s \) will be denoted by \( \dot{\gamma}_s \).

\[
\mathbf{D}(\dot{\mathbf{r}}) = \sum_{r=1}^{N_p} \dot{\gamma}_r \bar{M}_r, \quad (1)
\]

where \( \dot{\gamma}_r = 2q_r \dot{\gamma}_r \) and \( q_r \) are the in-plane factors specific to each crystal type, we get the in-plane form of the flow rule

\[
\dot{\gamma}_r = \frac{1}{\bar{n}_r} \left[ \frac{\bar{\varepsilon}^c_r}{|\bar{\varepsilon}|} \right]_{+} \dot{\mathbf{r}} : \bar{M}_r, \quad (2)
\]
where \( \bar{\eta}_r = \eta_r/(2q_r^2) \) and \( \bar{\tau}_r^c = \tau_r^c/q_r \) denote the "in-plane" viscosity and yield limit.

If we specify the two-dimensional vectors \( \vec{b}_r \) and \( \vec{m}_p \) by their polar coordinates \( \vec{b}_r = (\cos \theta_r, \sin \theta_r) \), \( \vec{m}_p = (-\sin \theta_p, \cos \theta_p) \), then the angles between two systems, say \( \theta_r - \theta_p \), do not change in time, and it is sufficient to compute the change in orientation of only one of the composite in-plane slip systems, for instance \( \theta = \theta_1 \), by using the equation

\[
\frac{\partial \theta}{\partial t} + \vec{v} \cdot \nabla \theta = \frac{1}{2} \sum_{r=1}^{N_p} \left( \frac{\partial v_1}{\partial x_2} - \frac{\partial v_2}{\partial x_1} \right),
\]

Then the orientation of all other \( N_p - 1 \) composite plane strain systems can be obtained from the relation \( \theta_r(t) = \theta(t) + \theta_r(0) - \theta_1(0) \).

The yield limits \( \bar{\tau}_r^c \) of each slipping system \( r \) can be considered as constants, but they can vary in time if hardening effects are taken into consideration. Since the slip on each system produces hardening on all slip systems, the slip resistances \( \bar{\tau}_r^c \) have an Eulerian evolution law of the form:

\[
\frac{\partial \bar{\tau}_r^c}{\partial t} + \vec{v} \cdot \nabla \bar{\tau}_r^c = \sum_{s=1}^{N} h_{sr}[\bar{\tau}_s].
\]

The matrix \( h_{sr} \), called hardening matrix, describes the slip resistance on system \( s \) which is caused by slip on system \( r \). As shown by Franciosi [12], the matrix \( h_{sr} \) is not constant. Expressions for the hardening matrix, \( h_{sr} = h_{sr}(\gamma) \), on the cumulated shears on all systems are widely used in FE simulations of polycrystals (see [28, 1]). Hardening laws that use dislocation densities on all slip planes as internal variables have also been proposed (e.g. [36, 37]).

Let us see now how the in-plane model is applied at an FCC crystal, which corresponds to the case used in the next sections. For a FCC crystal, which has 12 potentially active 3-D slip systems, let \( OX_3 \) axis be parallel to [110] in the crystal basis, which means that the plane-strain plane \( OX_1X_2 \) is the plane [110] - [001]. To describe the orientation of the crystal we denote by \( \theta \) the angle counterclockwise between the \( OX_1 \) axis and [110] direction. The three active composite in-plane slip systems \( \vec{b}_1, \vec{b}_2, \vec{b}_3 \) will be specified by the angles \( \theta_1 = \theta, \theta_2 = \theta + \phi, \) and \( \theta_3 = \theta - \phi, \) with \( \phi = \arctan(\sqrt{2}) \), while the corresponding in-plane factors are \( q_1 = 1/\sqrt{3}, q_2 = q_3 = \sqrt{3}/2 \).

3. Stationary shear bands in a FCC crystal

We shall try to understand how the in-plane model, presented in the previous section, can describe the mechanism of stationary shear bands in "clean" FCC crystals. For simplicity, we will suppose that the slip resistance for all systems is equal to \( \bar{\tau}_c^* \), and no hardening is taken into consideration. This means that the in-plane yield limit for each systems, \( \bar{\tau}_1^c = \sqrt{3}r^c \) and \( \bar{\tau}_2^c = \bar{\tau}_3^c = 2r^c/\sqrt{3} \) are constant. Moreover we consider a vanishing viscosity \( (\bar{\eta}_r = 0) \), i.e., we deal with a rigid-perfectly plastic model.

The approach used here to describe a shear band is not following Assaro and Rice (see [3] but also [2, 24, 7]) for elastic-plastic models with hardening. For our simple rigid-plastic model, another method, used in modeling ductile rupture, called limit load analysis, seems to be more appropriate. To model shear bands, where strains are localized on some surfaces, the associate (collapse) velocity has to exhibit discontinuities. The block decomposition method, which was intensively used in the analytical developments (see for instance [14, 20]), consists in considering only velocity fields generated by a decomposition of the structure in rigid blocks separated by discontinuity surfaces. The plastic dissipation power is then minimized on this particular class of functions (see also [18]). The main difference between the present model and a classical plasticity approach of the block decomposition method is the role played by the evolution of the crystal orientation \( \theta^b \) in the shear band through (3).

The "clean" crystal, occupying the domain \((0,l) \times (0, H)\) and having the homogeneous orientation \( \theta = \theta^0 \), is splited into two rigid regions (see Fig. 2) separated by a shear band in the direction \( t = (\cos(\alpha), \sin(\alpha)) \). The upper region is animated by a velocity \(-V/\sin(\alpha) t\), where \( V \) is the vertical velocity of the upper plateau, while the bottom region is at rest. In the shear band region, denoted by \( B \) and having the width \( h \), the crystal has the orientation \( \theta = \theta^b \). The associated velocity field \( \vec{v} \) has the strain rate \( D(\vec{v}) = -V/(h \sin(\alpha)) t \otimes n_{\vec{B}} \), where \( I_B \) is the indicator

![Figure 2: A schematic representation of a shear band in a rigid-perfectly plastic model.](image-url)
function of the shear band $B$ ($I_B(x) = 1$ if $x \in B$ and $I_B(x) = 0$ if not).

The slip rates on each system in the shear band region $\hat{\gamma}_r^b$, $r = 1, 2, 3$ can be determined by minimizing the internal plastic dissipation power $J(\hat{\gamma}_1, \hat{\gamma}_2, \hat{\gamma}_3) = \sum_{r=1}^{3} \ell_r^{\alpha} |\dot{\gamma}_r|$, under the kinematic constraints (1). Moreover, we can use the closed form from [10] to find the analytic expressions of $\hat{\gamma}_r$ for any crystal orientation $\theta^b$. The evolution of the crystal orientation in the shear band can be obtained from the differential equation (3), which reads $\dot{\theta}^b = [\hat{\gamma}_1^b + \hat{\gamma}_2^b + \hat{\gamma}_3^b + V/(h \sin(\alpha))] / 2$. For stationary (permanent) shear bands the crystal orientation in the shear band is constant in time, hence we have a supplementary equation for the slip rates

$$\hat{\gamma}_1^b + \hat{\gamma}_2^b + \hat{\gamma}_3^b = -\frac{V}{h \sin(\alpha)}.$$

Using this last equation we can prove that there exists only three possible orientations of the crystal in a stationary shear band $\theta^b = \alpha, \alpha - \phi, \alpha + \phi$ and for each orientation there exists only one active slipping system $\hat{\gamma}_r^b \neq 0$.

Let us analyse now the link between the crystal orientation in the shear band $\theta^b$ and on the clean crystal $\theta^0$. We have to check that the requirement of continuing equilibrium $\tilde{\tau} \cdot \mathbf{n} = \tilde{\tau}^0 \cdot \mathbf{n}$ is compatible with the rigid-perfect plastic law $|\tilde{\tau}^0 | \mathbf{b}_r = \tilde{\tau}_r^c$ for all $r$. We found that if $\theta^b = \alpha$ then there exists a restriction on $\theta^0$ but there are no restrictions for $\theta^b = \alpha \pm \phi$. The case $\theta^0 = \theta^b$ is always possible and following [24], we called it slip band while for $\theta^0 \neq \theta^b$ we called it kink band. Having in mind the link between the shear band angle and the orientation of the crystal in the shear band we obtain that the slip bands are possible only for a special orientation of the crystal $\theta^0 = \alpha, \alpha - \phi, \alpha + \phi$.

The total plastic dissipation power associated to the velocity field $\tilde{\mathbf{v}}$, $P(\tilde{\mathbf{v}}) = \sum_{r=1}^{3} |P_r| |\dot{\gamma}_r^c|$, is then given by $P = 2V \tilde{\tau}_c |l/| \sin(2\alpha)$ if $\theta^b = \alpha$ and $P = 2V \tilde{\tau}_c |l/| \sin(2\alpha)$ if $\theta^b = \alpha \pm \phi$. Moreover the plastic dissipation power is independent of the shear band thickness $h$. That is why the shear band can be considered with a vanishing width, which corresponds to a discontinuous velocity field. We expect that a stationary band is stable if the total plastic dissipation power is minimum. Since $\tilde{\tau}_1^c > \tilde{\tau}_2^c = \tilde{\tau}_3^c$ we deduce that the orientation in the shear band is $\theta^b = \alpha \pm \phi$. The angle $\alpha$ of the shear band which corresponds to the minimum of the plastic dissipation power $P$, is $\alpha = \pm \pi / 4$ and $P_{\text{min}} = 2V l \tilde{\tau}_c^c$. In conclusion we expect that a stable stationary shear band has an angle of $\alpha = \pm \pi / 4$ while the crystal orientation in the shear band is $\theta^b = \pm \pi / 4 + \phi$ or $\theta^b = \pm \pi / 4 - \phi$.

Finally, let us mention that the above analysis tells us when the shear bands can be expected, but it does not guarantee the existence of them. Moreover, the Eulerian configuration considered here has an idealized geometry corresponding to the beginning of the shear band formation. As we can see from the numerical simulations after large strains, these configurations are no more realistic, and the analysis became much more complicated.

4. Numerical approach

We recall from [9] the principal features of the numerical scheme used in this paper. The time implicit (backward) Euler scheme for time discretization gives a set of nonlinear equations for the velocities $\mathbf{v}$ and lattice orientation $(\mathbf{b}_r, \mathbf{m}_r)$. At each time iteration, an iterative algorithm is developed to solve these nonlinear equations. Specifically, a mixed finite-element and Galerkin discontinuous strategy is proposed. The variational formulation for the velocity field is discretized using the finite element method, while a Galerkin discontinuous method with an upwind choice of the flux is adopted for solving the hyperbolic equations that describe the evolution of the lattice orientation. It is to be noted that in the case of the rigid-viscoplastic model, additional difficulties arise from the non-differentiability of the plastic terms. To overcome these difficulties, we have used a modified version of the iterative decomposition-coordination formulation coupled with the augmented Lagrangian method (introduced in [13]). The adopted visco-plastic model contains as a limit case the inviscid Schmid law. For low viscosities and moderate strain rates, the iterative decomposition coordination formulation coupled with the augmented Lagrangian method works very well, and no instabilities are present. If the computational Eulerian evolves in time (see the last section), an ALE (Arbitrary Eulerian-Lagrangian) description of the crystal evolution has to be implemented.

5. Numerical simulations

In this section, we analyze the in-plane compression of a micro-pillar. The micro-pillar is modeled as an FCC crystal with [110] axis of the crystal is along Ox3 (see Fig. 5(a) for a schematic representation and the end of section 2 for more details). The material coefficients considered correspond to tantalum (Ta) of density $\rho = 16,650$Kg/m$^3$ and of slip resistance for all systems equal to $r^c_0 = 66$MPa (i.e. $\tilde{\tau}_1 = 114.31$MPa, $\tilde{\tau}_2 = \tilde{\tau}_3 = 76.23$MPa) and no hardening is considered. In all the computations, the initial configuration of the micro-pillar has a rectangular section of $l \times H$, with $l = 1$μm, $H = 2$μm. The rate of deformation is very...
low (10^−4 s−1) such that the loading could be considered as quasi-static and the time interval [0, T] was chosen such that the final height corresponds to a quarter of the initial height of the sample, i.e., a 25% reduction.

To capture the shear bands, we have used an adaptive mesh technique with respect to the strain rate norm [Ḋ(v)]. That means that the regions where the slip rate is larger will have a fine mesh while outside the mesh is coarse. The ratio between the sizes of the fine and coarse mesh was 1/8. Since we deal with an implicit numerical scheme, the chosen time step is large and corresponds to a deformation of 0.1% between two steps in time. That is why the computational cost is low, and simulations can be performed on a personal computer.

Firstly we investigate the compression of a "clean" homogeneous crystal, i.e., with a uniform yield limit and initial orientation θ = θ⁰. In Fig. 3, we show the final configurations of the pillars for three different initial orientations. We remark that the numerical scheme was able to reproduce the shear bands and the ductile rupture associated with it [41]. Note that capturing a discontinuous phenomenon, such as rupture, is a challenging task for a continuous FE technique. We distinguish two types of deformation: (i) a thin shear band separating two rigid regions (as in (b) and (c)) and (ii) a more diffuse deformation configuration as in (d).

(i) As it is predicted by the simple model given in section 3, the shear band deformation mechanism is related to a single active slipping system while the other two are inactive. To see that we have plotted in Fig. 4 the slip rate ̇r₂ and ̇r₃ for the pillar with the initial orientation θ₀ = π/2 (corresponding to Fig. 3(b)) at four different levels of deformation. The slip rate ̇r₁ was not plotted because this system is completely inactive. We remark that during all the compression process, the slipping system r = 2 is very active in the shear band, while the slipping system r = 3, which was active at the beginning, is almost inactive at the end. From the orientation distribution, plotted in a color scale in Fig. 3, we see that at the end of the deformation process the crystal has two "rigid regions" where the pillar has the same orientation as before the compression, separated by a "shear band region" where the orientation is different. In both cases, we deal with a kink band. Let analyze now the orientation, a of the shear band. In the case (b), the band is not exactly a straight line, and its overall angle varies in time between 45° and 55°, not far from a = π/4, predicted by the theoretical considerations of section 3. In the case (c), the shear band is a straight line perfectly oriented at π/4.

(ii) In the third case, corresponding to an initial orientation of θ⁰ = 0°, the deformation mechanism is quite different. In this case two slipping systems r = 2 and r = 3 are active while the system r = 1 is inactive (i.e., ̇r₁ = 0). We have plotted in Fig. 5 two snapshots of the slip rate ̇r₄ distribution, corresponding to directions r = 2 and r = 3 at four levels of compression. We remark that there exists a large (band) region where the deformation is not vanishing, between two small rigid regions. This deformation region is split into several regions where one of the slipping system r = 2 or r = 3 is active, but the two systems are not active in the same place, forming a "patchwork" of the distribution of the slipping systems. Each active slipping system is related to some specific shear bands, oriented at an angle around π/4, but we do not deal with one single shear band, which accumulates all the deformation. These multiple shear bands give a diffuse overall deformation. Con-
Figure 5: The slip rates $\dot{\gamma}_2$ (up) and $\dot{\gamma}_3$ (bottom) distribution for a "clean" crystal with initial orientation $\theta^0 = 0$ at four different levels of deformation.

Figure 6: Initial (a) and final (b) states of the crystal with inhomogeneities (shown in blue in (a)) in which plastic yield threshold is smaller. The distribution of the orientation misfit $\sin(2(\theta - \theta^0))$ is plotted in a color scale.

cerning the crystal orientation, as we can see in 3 (d) that the pillar seems to have three regions of orientations: two with the initial orientation $\theta^0$ in the rigid regions and another one in the deformation region, which could be assimilated to a kink band. However, the orientation in this last region is not uniform, with multiple bands of initial orientation.

We now turn our focus into "non-clean" crystals with some pre-existent inhomogeneities. This case can be considered as a size-related effect since, generally speaking, with increasing size, it becomes harder to manufacture "clean" crystals [38]. However, it is also possible to engineer the disorder into the small crystals [43]. In this work, we use some circular regions with a lower yield limit into the computational domain as a proxy for "non-clean" crystals, see Fig 6(a). For simplicity, the orientation of these seven defects was taken to be the same as in the crystal $\theta^0$. A more realistic approach would be, of course, to use dislocation-density based models that we will consider in future work.

For the study of the effect of inhomogeneities on macroscopic deformation, we choose the crystal orientation $\theta^0 = \pi/2$ as in this case, we observed a strong localization of deformation, see Fig. 3(b). The final deformation state for the inhomogeneous case is shown in Fig. 6(b), where we observe that the kink band formation is suppressed in favor of a more uniform deformation state. To elucidate this behavior, we show in Fig. 7, the evolution of the spatial distribution of deformation rates $\dot{\gamma}_2$ (upper row) and $\dot{\gamma}_3$ (lower row), where we observe that both are steadily active during all the deformation history. Note that we did not include $\dot{\gamma}_3$ since it vanished everywhere almost all the time.

6. Conclusions

We studied the in-plane compression of micro-pillars using a "minimal" two-dimensional Eulerian plasticity approach. The model shows a very strong localization of deformation, and we found a qualitative agreement with experiments. From theoretical considerations, based on the rigid block decomposition method of the associated Eulerian limit load problem, we expect that the stationary kink bands are oriented at $\pi/4$ from the compression axis. Numerical simulations on clean single crystal pillar, which partially confirm the theory, show that the compression process is not stable with respect to the initial orientation, and it is very difficult to predict the final shape of the pillar. However, the principal mechanism of deformation seems to be the kink shear band which separate two rigid blocks, associated with one single active slip system. If two possible slip systems are active, then the deformation is diffuse but localized in a large width shear band. Besides, our results show that strain-localization can be avoided when inhomogeneities are engineered inside the crystal, or the crystal orientation is altered. This is because of the activation of multiple slip systems, resulting in a "patchwork" of the distribution of the slip systems. The natural extension of our work will be to consider three-dimensional systems and incorporate dislocation-density based constitutive rules.
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