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ABSTRACT
Artificial intelligence (AI) research is routinely criticized for its real and potential impacts on society, and we lack adequate institutional responses to this criticism and to the responsibility that it reflects. AI research often falls outside the purview of existing feedback mechanisms such as the Institutional Review Board (IRB), which are designed to evaluate harms to human subjects rather than harms to human society. In response, we have developed the Ethics and Society Review board (ESR), a feedback panel that works with researchers to mitigate negative ethical and societal aspects of AI research. The ESR’s main insight is to serve as a requirement for funding: researchers cannot receive grant funding from a major AI funding program at our university until the researchers complete the ESR process for the proposal. In this article, we describe the ESR as we have designed and run it over its first year across 41 proposals. We analyze aggregate ESR feedback on these proposals, finding that the panel most commonly identifies issues of harms to minority groups, inclusion of diverse stakeholders in the research plan, dual use, and representation in data. Surveys and interviews of researchers who interacted with the ESR found that 58% felt that it had influenced the design of their research project, 100% are willing to continue submitting future projects to the ESR, and that they sought additional scaffolding for reasoning through ethics and society issues.
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1 INTRODUCTION
The observation that artificial intelligence presents societal and ethical risks is a horse that has already left the barn. At this point, that horse has crossed state lines, raced halfway across the continent, attracted international headlines, and landed a shoe company sponsorship. Artificial intelligence (AI) systems are implicated in generating and propagating disinformation [13, 38, 85], depressing wages for workers [4, 35, 50, 53], perpetuating systemic inequality in policing and the justice system [10, 16], and advancing unequal healthcare outcomes [62]. These challenges are often typified by oversights in who is and is not represented in the dataset [33], who has a seat at the table in the design and deployment of the AI [87], who is intended to benefit and be harmed by the AI [24], and what anticipable consequences might arise [54, 82]. AI systems have become embedded into society in ways that reinforce racism, economic disparities, and other social ills [10, 24, 28, 61, 63, 80]. While artificial intelligence is not the first academic discipline to wrestle with ethical implications of its work, and the concerns are relevant to computing more broadly, the situation with AI is especially salient today.

Unlike other professions such as law and medicine, computing lacks widely-applied professional ethical and societal review processes. Progress is being made in many dimensions, including algorithmic advances [2, 8, 27, 37], norm changes [14], improved product design processes [31, 33, 39, 52, 58, 66, 79, 83], and both academic and public activism on these issues [9]. However, ongoing progress requires that everyone involved, not just those who care enough to participate, consider societal impact and ethics in their work. Organizing the behavior of an entire group is the role that institutional structures—rules, incentives, and processes that apply to all—are designed to play. Examples include journal peer review processes, environmental review of new construction, and the rules of evidence and argumentation followed by courts. In today’s university environment, there are few institutional structures to facilitate computing and AI researchers in addressing issues of societal and ethical harm.

Institutional Review Boards (IRBs) are one possible approach, but IRBs’ rules and regulations in the United States [25] focus on risks to human subjects, not risks to human society. The United States Department of Health and Human Services’s definition of human subjects research specifically excludes such review, stating, “The IRB should not consider possible long-range effects of applying knowledge gained in the research [...] as among
those research risks that fall within the purview of its responsibility [78]. As a result, when AI research does not directly involve human subjects, many IRBs decline to review research that embeds these harms. Some efforts, such as the Microsoft Research Ethics Review Program established in 2013, take a more expansive view—a view that is unfortunately rare in many research contexts, and one that we hope to amplify with our work. A second approach of recommended processes such as checklists [52], volunteer drop-ins, and product reviews [33, 39, 52, 58, 66, 79] all rely on voluntary usage, so while they are valuable, they are limited to those who self-select. A third approach, requirements by academic forums such as NeurIPS [1, 15, 60] and the Future of Computing Academy [34] to add ethics content to research paper submissions, are worthwhile but are only enforced at the end of the research process. In contrast, ethics and societal reflections are best considered at the beginning of the research process, before researchers ossify any decisions in stakeholders, models, data, or evaluation strategy. So, there remains a void for an institutional process in research, which can begin the conversation early on in the project lifecycle and engage with all relevant projects rather than just self-selected opt ins.

We introduce the Ethics and Society Review Board (ESR), an institutional process that facilitates researchers in mitigating the negative societal and ethical aspects of AI research by serving as a requirement to access funding: grant funding from a large AI institute at our university is not released until the researchers complete the ESR process on the project. Researchers submit a brief ESR statement alongside their grant proposal that describes their project’s most salient risks to society, to subgroups in society, and globally. This statement articulates the principles the researchers will use to mitigate those risks, and describes how those principles are instantiated in the research design. For example, researchers building a reinforcement learning AI to support long-term student retention might identify that the AI might learn to focus on the learners who it is most likely to be able to retain rather than those most at risk, then describe how they have brought in a collaborator who studies inclusive educational experiences for marginalized communities and will evaluate the system in part for robust transfer across groups.

The funding program conducts its typical grant merit review, then the ESR begins its process on the grants that are recommended for funding (Figure 1). The ESR convenes an interdisciplinary panel of faculty representing expertise in technology, society, and ethics to review the proposals and ESR statements: our most recent panel included faculty from Anthropology, Communication, Computer Science, History, Management Science & Engineering, Medicine, Philosophy, Political Science, and Sociology. The ESR considers risks and mitigations in the context of possible benefits to society. Its goal is not to eradicate all possible or actual negative impacts—which is often impossible—but to work with the researchers to identify negative impacts and devise reasonable mitigation strategies. It engages in iterative feedback to the researchers, which can include raising new possible risks, helping identify collaborators or stakeholders, conversations, and brainstorming. When the process is complete, the ESR submits its recommendation to the funding program, and funds are released to the researchers. We present this process as not the only way to structure such a review—we will certainly iterate its design—but as one such approach that has had some success.

The ESR has been active at our university for one year and has reviewed forty one proposals. In this time, all of the large proposals and 29% of the seed grant proposals iterated with the ESR at least once. We conducted an inductive analysis of the ESR reviews on thirty five seed grants, observing a focus on issues of harms to minority groups, inclusion of diverse stakeholders in the research plan, dual use, and representation in data amongst the ESR panel. We also surveyed and interviewed researchers afterwards to understand their experiences with the ESR. 58% of researchers responded that the ESR had influenced the design of their research project, and all of them wished to keep the ESR process in place. We engaged researchers outside of the ESR faculty and funding program faculty to conduct evaluation interviews with researchers. The interviews identified that researchers desired even more scaffolding and structure to their reflections.

The goal of the ESR process is to find a lever that can inject social and ethical reflection early, and to do so with the right amount of friction for researchers. We seek a process where PIs find that their time is well spent, where panelists feel like their time is treated valuable, and where the projects are better for it.

2 RELATED WORK

We draw principally on two literatures. In understanding the challenges of creating pro-social AI systems, we draw on the literature of ethics in AI. In designing an institutional response to those challenges, we draw on ethics as it is theorized and practiced in IRB programs and in non-technical disciplines. The ESR contributes to these literatures by introducing the first institutional process for considering AI ethics.
2.1 Ethics and AI

Negative outcomes stemming from AI practice and research are often raised first through probes that test Al’s behavior across groups. These algorithm audits [71] create controlled, replicable data demonstrating the problem with the algorithm. For example, an audit of computer vision algorithms found that gender recognition algorithms are less accurate with darker skin tones and with women, and especially inaccurate intersectionally with women who have dark skin tones [16]. Other audits have found that social networks return political biases in their search results [48], image search engines replicate societal biases in occupation searches [44], and language models embed age and gender bias [26, 32]. Algorithm audits can be a regular practice of government and civil society organizations that use AI [68].

Even if an AI system were to meet explicit fairness criteria, it can still become embedded in society in harmful ways [82]. For example, facial recognition that is perfectly unbiased can still be used by authoritative states to track down dissidents. And within democratic states, a paradigm of landmark research documented how AI systems functioning as intended will deny loans, bail, housing resources, or other opportunities to Black people and other groups [10, 24, 28, 61, 63, 80]. Als can also be used to advance problematic agendas as people selectively apply the AI’s recommendations [4] or undercut its validity [22]. Outside of the AI system itself, these systems also rely on a large workforce of unseen and often underpaid contractors who generate the data [35].

One thread of work seeks algorithmic solutions to the algorithmic issues. Machine learning training algorithms can be adjusted to enforce mathematical notions of individual [27] and group [2, 8, 37] fairness in classification tasks such as recidivism prediction. Other tasks, such as subset selection as seen in search ranking, also feature algorithmic approaches to fairness [57]. A tension in this literature is that there are multiple possible definitions of fairness, and they can generally not be satisfied simultaneously [21, 23]. So, existing approaches will often pick a definition of fairness that is appropriate for the violation and task under consideration and develop an approach that enforces it, for example testing counterfactuals [49]. Typically, these definitions draw from a narrow set of moral theories drawn from deontology and consequentialism [89].

A second thread of work argues that these algorithmic adjustments, while valuable, can never fully address the issue. This literature points out that AI is ultimately an inner loop within broader racist, sexist, classist and otherwise problematic socio-technical systems. As a tool used in unjust systems such as employment and criminal justice, the system will use these tools not to the benefit of minority groups, but against them [3, 72]. For example, judges can game, critique, or undermine the AI when they dislike its recommendations [22]. Moreover, trying to create an interally fair world will ignore the exogenous conditions that gave rise to the current non-fair world [6, 29]. For these reasons and others, one third of people may view a provably fair algorithm as making unfair decisions [51], and even fair and transparent algorithms may make assumptions about marginalized groups’ access to information or their priorities [69]. Instead, people apply psychological mechanisms behind procedural justice [12], or simply lose trust in an AI once the concept of fairness becomes salient [84].

In response to these issues, researchers have developed guidelines for ethical and pro-social AI development in organizations. These guidelines and principles are extremely numerous: one review identified 63 different sets of ethical AI principles [59], and other work concurs [41, 86]. These principles share some similarity or even outright inspiration from medical ethics [59] and are even considered within medical contexts [20]; however, unlike the medical profession, computing has no legal and professional accountability mechanisms, nor formal fiduciary relationship [59]. High-level principles can be challenging to enact [39], so more direct guidance is necessary. Design principles include ensuring human control no matter the level of automation involved [73]. Researchers have instantiated direct guidance as checklists [52] or pre-packaged information about the AI’s training dataset [33] and performance across groups [58], allowing product managers and engineers to understand the risks up front and work to mitigate them. Breaking out of the product team to engage in participatory methods with communities impacted by the system can help address problems before they arise [31, 81, 83, 87].

Organizations themselves can work to create structural and cultural change to mitigate ethics and societal issues. As organizational theory establishes, no technology directly changes practice or culture—we, and it, are shaped by our organizational contexts [64]. As a result, engineers, product managers, and others within the organization must grapple with a lack of accountability and unknown performance tradeoffs when managing ethical AI [66], not only in the private sector but also in government and civil society [79]. These underserved organizational influences result in a disconnect between the numerous sets of high-level principles and the on-the-ground decisions they must make in their products [39]. Further, it remains unclear whose responsibility ethics is within an organization [56], despite a need to audit AI systems throughout the development process [65].

Policy solutions can complement organizational solutions by enforcing behaviors across all organizations, not just those that opt in. The IRB system itself arose from a policy requirement for taking public funds. Toward this end, AI researchers have begun organizing activist efforts [9]. Organizational fixes often come from legislation, and the form this regulation takes can have substantial effects on organizational outcomes [5]. GDPR, for example, has built-in protections for explainability behind AI decisions [43]. However, the typical organizational response to regulation is compliance, and compliance efforts are limited in their ability to effect change [77]. Internal organizational compliance structures do not necessarily lead to more ethical behavior interally, running the risk of serving instead as performative ethics and window dressing [47]. Engineers and policymakers may not even share a common definition of which systems constitute AI—those using particular technical approaches (as engineers report), or those approximating cognitive functions (as policymakers report) [46].

2.2 Research ethics review and teaching

In United States university environments, research ethics conjures notions of the Institutional Review Board (IRB). The IRB arose from the Belmont Report in 1979 [25], which itself was a reaction to egregious ethical violations in research such as the Tuskegee
syphilis experiment. The Belmont Report identifies three main principles in research: respect for persons, beneficence, and justice. These principles are turned into explicit policy via the Common Rule.

Under most current interpretations of the Common Rule by university IRBs, however, issues of societal harm fall outside their purview. The Common Rule articulates that an investigator must be conducting research about a human subject—that is, if the research topic is an algorithm rather than human behavior, IRBs such as those at our university view the research as not human subjects research. (And while the definition of “human subject” could be expanded to include these risks [55], this shift has not in practice become widely adopted yet.) As a result, most AI research falls outside of IRB purview. While calls have been made to subject AI research to regulated ethics review [18, 42], few organizations require this currently.

The ESR seeks to rectify this situation by indicating that even if policy states that the research does not present significant risk to human subjects, it can present significant risk to human society. By creating algorithms and systems that may be used as instruments of power, computing researchers bear responsibility for taking the ethical and social dimensions of their work into account in the design and implementation of their research. In our case, there are also some benefits of falling outside of IRB purview: much of an IRB’s process is determined by a complex regulatory framework, which can create ethical window dressing rather than true ethical behavior [77]. Unencumbered by regulatory requirements, the ESR can focus on adapting its approach as we learn how to improve. Table 1 compares the two approaches.

We draw insights and inspiration from the Microsoft Research Ethics Review Program, which applies an anthropological lens to reveal the impacts of research not just on individuals but also on communities and societies. From this position, a much broader swath of research efforts require ethics review. Similar to their effort, we reflect upon a growing need for computing research to consider issues that can be used for research [7]. Public data does not imply consent that the participants may be angered when they think researchers are tracking their behavior [40]; public data cannot be used for research [7].

The other main lever in universities for computing ethics is its educational work. Ethics courses in computing cover issues such as law and policy, surveillance, inequality and justice, and often, AI and algorithms [30]. Alternatively, this content can be integrated broadly across the curriculum [36, 45]—though it rarely arises in machine learning courses currently [70]. Educators are developing many different techniques for teaching this material in traditional courses [74], including mock trials [19], science fiction [17], and training on one’s own personal data [67].

3 THE ESR PROCESS

We designed the ESR to hook into internal funding grant review at our university. In this section, we describe how we designed the process (Figure 1), and our motivation in making each of these design decisions (Figure 2).

3.1 Partnership with funding program

The most critical institutional feature of the ESR is the collaboration with a funding program. This collaboration enables completion of the ESR process to trigger release of funds. Funding is a rare moment of institutional leverage in the university: while most AI research proceeds without IRB review at our university, researchers are often in search of funding.

We partnered with a cross-departmental institute at our university that runs funding competitions with both (1) a large, multi-PI grant competition with a small number of projects receiving substantial funding, and (2) a smaller seed grant competition with many projects receiving less funding. Working with our team, the institute (program) added a requirement for an ESR statement for each grant submission. The program performed its typical merit review on all grant submissions, and sent the ESR the proposals that they were interested in funding. The ESR then performed its own internal process on those proposals, and reported its outcome and recommendation to the program.

This collaboration with the funding program requires several points of collaboration from them. First and most obviously, the program is allowing an external group some influence over its grant decisionmaking. In rare situations where the ESR process has failed to yield a satisfying outcome, the ESR might recommend not funding a grant. In our case, the funding program wished to retain final decision rights after receiving the ESR’s recommendation. Second, the program needs to build additional time into its grant review process to allow the ESR to perform its function, and agree that the ESR may reach out to the grantee for conversation and feedback before they have heard official funding notification from the program. Third, the program needs to provide reasonable estimates...
ahead of time of the volume and types of submissions that it expects to receive, so that the ESR can form a panel.

3.2 Submission: The ESR statement

For researchers, their first exposure to the ESR is by writing an ESR statement about their project. The ESR statement is an explicit space for the researchers to reflect on the ethics and social issues with their project, and to explain what they are doing to mitigate those issues.

As a prompt, researchers are asked to detail the ethical challenges and possible negative societal impacts of the proposed research. Then, they are asked to explain how they will mitigate those impacts. They are instructed to, for example, consider autonomy and consent from those they are getting data from, who is and is not represented in the training and test data, who will be impacted by the technology once it leaves the lab, and whether the approach is importing or creating bias.

To aid researchers in structuring their thinking, the ESR statement prompt asks researchers to organize their statement into two parts, quoted below, with particular emphasis on the inclusion of the second element:

(1) Describe the ethical challenges and societal risks. What are the most important challenges you face with your project? Consider the following three groups in your response: (1) Society: the society targeted by the research, considered as a whole (e.g., American society); (2) Groups within society: risks are not distributed equally amongst a society, and marginalized groups may be especially vulnerable (e.g., Black individuals, LGBTQ+ individuals); (3) Global: impacts on the world as a whole, or on societies that are not directly targeted by the research but that may be impacted by the research (e.g., potential abuse in developing regions).

(2) Articulate general principles that researchers in your field should use to eliminate or mitigate these issues, and translate those principles into specific design decisions you are making in your research. Think of what happens when someone else builds on your work or a company outside of your control decides to replicate it. What principles should others in this field follow when faced with similar tradeoffs? How does your proposal instantiate those general principles? If your research team does not currently have required expertise or perspectives represented, how will you obtain them?

The instructions include examples. For example, if (1) includes a risk that a new healthcare algorithm is biased against Black members of society, a researcher might propose in (2) that all such algorithms must be audited against risks for under-represented groups, then describe how they will collect data to audit the algorithm against bias for Blacks, Latinx, Native American, and other under-represented groups. In future iterations, based on researcher feedback, we also plan to include prompts suggesting common categories of issues that arise in ESR processes.

The minimum ESR statement length ranges from one page to several pages depending on the project topic, size, and funding level. It is not the final say on the matter; it is the starting point of the conversation.

3.3 Panel Review and Feedback

The funding program next performs its grant merit review process, and selects proposals that it would like to fund. The proposals and their ESR statements are then forwarded on to the ESR for feedback. The ESR’s goal is not to filter out projects with any modicum of risk—instead, when possible, the goal is to aid the researchers in identifying appropriate mitigation plans.

The ESR faculty panel is composed to bring together diverse intellectual perspectives on society, ethics, and technology. Our panel thus far represents faculty from the humanities, social sciences, engineering, and medicine and life sciences. Their departments at our institution include Anthropology, Communication, Computer Science, History, Management Science & Engineering, Medicine, Philosophy, Political Science, and Sociology. Their interests include...
algorithms and society, gender, race, ethics, history of technology, collective action, medical anthropology, moral beliefs, medical ethics, social networks, AI, robotics, and human-computer interaction. Many other disciplines and identities can and should be included as well.

Each proposal is assigned to at least two panel members, one representing the broad field of inquiry of the proposal (e.g., medicine, engineering, social science), and one representing a complementary perspective. A few chairs take on the role of chairs in facilitating the feedback process, overseeing the feedback process for individual proposals.

Each panelist reads their assigned proposals and the associated ESR statements, then responds with two pieces of information per proposal:

1. Level of concern in the ethical and societal implications of the project, with 1=“no concern” and 5=“very concerned”. This score is not shared with the researchers, but is used internally to prioritize discussions and establish cutoffs for requesting iteration.

2. Open ended feedback. Panelists are asked to focus on the questions in the prompt: (a) What are the ethical challenges and negative societal impacts? (b) Did they identify principles or strategies to mitigate those challenges and impacts? (c) Did they instantiate those principles or strategies in their research design?

To help with training, panelists are provided with example past proposals and the ESR responses for them. The ESR chairs also organize open video calls for panelists to join and discuss if desired.

The ESR panel then meets synchronously to discuss particularly controversial or challenging projects. The chairs flag projects where the quantitative score, the level of concern, is highest. The panelists then describe the proposal and their reactions to it, and other panelists provide their suggestions and input. This meeting provides an opportunity for the panel to meet, set norms, and learn from each other. At the conclusion of the meeting, the chairs and panelists decide on which proposals will be recommended for funding directly, and which will be asked to engage in further conversation and feedback. Finally, panelists have a short period of time to edit their comments before they are sent out to the researchers.

3.4 Iteration and approval

The goal of the iterative ESR process is to help researchers identify effective responses to the risks proposed by their projects. While the ESR can ultimately recommend not funding a project, we view that outcome as a last resort only after sustained iteration and communication with the researchers about their project does not result in a feasible path forward.

The first step in this iterative process is when the researchers receive their feedback from the ESR panel. All researchers receive the freetext feedback provided by the two panelists. A subset are told that the ESR has completed its process on the projects and it will recommend the project for funding, though it welcomes further discussion if the researchers desire. Typically, these projects have low levels of concern from the panel.

The second subset of proposals decided upon by the ESR committee are asked to respond to the ESR’s feedback. The ESR chairs make themselves available for conversation and consultation with the researchers. When the researchers respond, the response is passed back to the relevant panelists, who provide their thoughts and recommendation to the ESR chairs. The ESR chairs then draft a response to the researchers representing the ESR’s thoughts and their own assessment, and send it back to the researchers. Future iterations remain on email if the discussion is converging, or can switch to a synchronous meeting if not. The ESR chairs become the point of contact for the researchers following the first round of feedback in order to avoid jeopardizing colleague relations (the ERB first round feedback is authored anonymously), and to help facilitate the most challenging projects.

3.5 Participatory process and evolution

We have endeavored to engage in a participatory process in the design of the ESR, including discussions with researchers, with the funding agency, and with the ESR panel. An obvious limitation and point of departure for next steps is to include community stakeholders. Here, we report some of the most salient points of evolution thus far.

A substantial amount of normsetting needs to occur across disciplinary boundaries. In the ESR panel meeting, for example, opinions ranged on how aggressively the panel should be calling out issues or recommending rejection. There was also discussion about the conditions under which methodological issues in the proposal are considered ethical issues—the field of sociology, for example, mentions methodological issues as potential ethical issues because incorrect methodology undermines trust in the field and promulgates incorrect conclusions that impact public policy decisions.

One common misunderstanding in early iterations of our approach was that researchers’ ESR statements named possible issues, but then proceeded to minimize those issues’ likelihood in order to downplay the risks of the project. This approach was counter to the ESR’s goals of trying to actively mitigate negative outcomes. So, we included the second requirement to explicitly name strategies for mitigating the outcome and implementing them, rather than simply arguing it is unlikely.

A second common misunderstanding we observed in ESR statements is that researchers focus on issues that should be considered by an IRB, not an ESR. For example, we received several ESR statements discussing risks to research participants (e.g., how to prevent a robotic assistive device from harming people in its laboratory user studies). In these instances, the ESR engages further with the researchers in the feedback and iteration rounds. We have iterated our instructions and feedback to emphasize what does and does not belong in the ESR vs. IRB.

We have found that ESR panelists’ natural inclination, given the academic environment, is to act as reviewers rather than coaches in their feedback. This remains an open challenge, as the ESR’s purported goal, especially in initial rounds of feedback, is to help researchers improve their project rather than act as gatekeepers. Additional discussion is needed around what our goals can and should be.
4 DEPLOYMENT AND EVALUATION

The ESR has been active at our university for about a year. In that time, it has facilitated feedback on 41 grants: six large grants and thirty five seed grants. All six of the large grants (100%) and ten of the seed grants (29%) were asked to iterate based on the ESR’s feedback, of which three (9%) iterated multiple times. All were eventually supported by the ESR, not as risk-free but as having appropriate mitigation plans.

In this section, we describe our deployment of the ESR thus far, and evaluate its effectiveness: Does it provide a useful scaffold? Which elements are functioning well, and which can be improved? We answer these questions through a combination of surveys and interviews of researchers who participated, as well as quantitative analysis of the ESR panelists’ ratings and feedback. Our results suggest that researchers found the ESR to provide a useful scaffold, and wanted it to go even farther in providing scaffolding for reasoning through their own projects.

4.1 Method

We surveyed the researchers who engaged with the ESR’s seed grant process to gather feedback on their perceptions of the ESR. The survey was sent to the lead researcher of the 35 grants that the funding program wanted to fund and asked the ESR to review. The survey investigated questions of researchers’ other involvement in ethics issues in their research, the level of influence that the ESR feedback had on the project, the aspects of the process that the researchers found most helpful and least helpful, and opinions on whether the ESR can help mitigate negative outcomes. The survey and follow-up interviews were both covered by an IRB-approved consent process. Researchers from twenty three projects responded to the survey and twelve did not, a 66% response rate.

Following the survey, we invited the lead researcher to join a semi-structured interview of 30–60 minutes in length. These interviews were conducted from December 14, 2020 to February 5, 2021. Sixteen grantees from fifteen different projects participated in the interviews. The interview protocol is available in the Appendix. Researchers from fifteen projects participated in the interview, a 43% interview rate amongst all projects. Five projects represented in the interviews underwent at least one revision during the ESR process; the remaining ten projects passed the ESR process without revisions. The interviews represented projects with focuses in engineering (7), social science (4), computer science (2), and medicine (2).

All analyses in this section are exploratory, and none are explicit hypothesis testing; thus no hypotheses or designs were preregistered. Furthermore, because interviews and surveys took place after grantees’ participation in the ESR process, we cannot determine participants’ baseline attitudes and behaviors toward research ethics prior to interacting with the ESR. Therefore, these results could represent an attenuated treatment effect from the ESR, participants’ return to their baselines, or outcomes that are endogenous to other factors influencing participants’ attitudes and behaviors toward research ethics. In addition, a few participants indicated that they chose to apply for the grant program because of the added ESR process. Consequently, some participants could be more inclined toward thinking about research ethics, or more positively inclined toward the ESR, than those who did not participate.

Data from ESR panelists’ reviews were analyzed via a consent process after the ESR process was complete. Fourteen panelists consented, and one panelist declined. Anonymized, aggregate numerical review scores from the funding program were shared by the funding program. Because an author of the paper serves as a Dean and holds a supervisory relationship to some researchers and panelists, that coauthor did not analyze raw or anonymized data in this section, mitigating the possibility of a conflict of interest in consent.

4.2 Case studies: the ESR in practice

We begin with a trio of case studies, to make concrete the forms of interaction that the ESR had with grant proposals. We withhold details of the grants where reasonable to do so.

4.2.1 AI Teaching Agents: displacement, representation, and optimization targets. One of the larger grants reviewed by the ESR, which included six faculty crossing Computer Science, Education, and Psychology, focused on the creation of a new generation of AI tutoring systems. The systems would be evaluated through field deployments online and in brick-and-mortar schools.

The ESR focused its initial feedback on three questions. First, the panel wanted to hear more about whether the research would be used as a justification to displace teachers’ jobs. In their ESR statement, the researchers had stated, “we design our tools to force-multiply teachers so that they can have more impact, and to only provide fully autonomous education in contexts where there is no human option”. The panelists asked the researchers to clarify what, concretely, in the proposed system would make it more useful as a force multiplier than as a replacement.

The second discussion point was: who will be represented in the data? It would be important to make sure that the resulting model is not just useful to the communities already have the capacity to benefit [76]. The panel asked the researchers to clarify whether background diversity would be reflected in the dataset collection, and how that diversity would be recruited.

The final question was about what the models would learn: depending on how it is implemented, optimizing for long-term engagement could cause the algorithm to increase its reward most effectively by focusing on the learners who it is most likely to be able to retain. This would mean it would bias against groups of learners who drop out at high rates — traditionally groups of low socio-economic status students — since the policy would learn that they are unlikely to be retained, so it should focus its effort on others. The panelists asked the researchers to propose how they would guard against this?

The researchers then responded to each of the three points. With respect to job displacement, the researchers pointed to research identifying teachers as the least likely jobs to be displaced by AI, and committed to a specific design constraint on their systems that they assume a teacher copresent in the room alongside the student. With respect to representation, the team committed to the process being led by one of their team members who specializes in the design of inclusive educational experiences for marginalized communities, and further committed to explicit transfer testing with diverse groups. Finally, with respect to undesired outcomes of the optimization criteria, the team stated that answering those
questions was an explicit goal of the research, and committed to engaging with experts in educational equity throughout the project. The panelists felt that the responses responded to the questions and committed to specific mitigation strategies, and so passed the proposal.

4.2.2 Remote sensing AI: malicious actors. A seed grant featuring faculty from Earth Systems Science and Computer Science proposed an approach to creating remote sensing models to be used in sustainability applications. In their ESR statement, the researchers pointed out two possible threats: that the models could be adopted by intelligence and military organizations in authoritarian states to enhance mass surveillance, and that the representations they developed might perform differently in different parts of the world. The researchers pointed out that the mass surveillance applications were less likely to arise from their research because such state actors already had resources to collect the large-scale data needed to train such models, making the incremental risk of this project more minor; and the researchers committed to focusing their models solely on sustainability applications. With respect to performance imbalances, the team committed to benchmarking their models globally, and specifically focusing on Africa, to challenge the status quo of similar models focusing on America.

The ESR panelists, in their responses, focused on a theme of how to guarantee non-malicious use. They pointed out that naming the possibility of malicious use itself does not carry teeth, and that the statement relies on an assumption that other datasets are more attractive to malicious actors than the datasets and models produced in this research. The panelists felt that a paired forensic model was a good commitment, and suggested that the researchers gather data on how people in each area are surveyed currently and what impact this shift might give rise to.

Ultimately, the panelists felt that this feedback was sufficient and did not request the panelists to respond.

4.2.3 Stress sensing: privacy. One of the funded seed grants, proposed by faculty in Medicine and Electrical Engineering, focused on noninvasive stress sensing at work. In their ESR statement, the researchers expressed an awareness of possible concerns about repressive governments and oppressive employers as two examples of groups that would use this technology to surveil and potentially harm. The statement did not provide principles that researchers should use to mitigate that risk, or concrete instantiations of those principles in their research, instead stating that the team would take user agency and privacy seriously.

The panelists asked the researchers to iterate on their statement and explain specific design features that they would be including to address the risks. In addition, one panelist pointed the researchers to prior work on committing to returning information about stress levels to the participants at the conclusion of the study and on an ongoing basis if appropriate.

The researchers and cognizant ESR chair in charge of that proposal then met to discuss the feedback. Following the discussion, the researchers wrote their response to the committee feedback, which focused on how the researchers would protect data, but did not discuss what should be done early in the research to account for risks once the technology leaves the lab and is commercialized.

In response, the researchers committed to explaining the privacy-preserving aspects of their design, and the importance of those aspects, in all papers arising from this research—essentially using their bully pulpit at our institution to push for norms in how this technology is developed and deployed. The ESR felt that the combination of this commitment with the conversations held with the researchers was appropriate to the level of risk, and agreed to recommend the proposal.

4.3 Main benefit of the ESR: scaffolding

Overall, researchers were positive on the ESR experience and wished to continue it. The survey asked participants whether they would submit to the ESR again. All were willing (Figure 3). Stratifying the responses by whether grants were asked to iterate with the ESR: amongst those who did not iterate with the ESR, 37% said they would only do it if required and the rest (63%) said they would do it voluntarily; amongst those who iterated with the ESR, all said they would do it voluntarily.

58% of the self-reported responses indicated that the ESR process had influenced the design of the research project (Figure 4). Most projects did not iterate with the ESR, so the parts of the process they experienced were the writing of the ESR statement and reading the
ESR panel’s feedback. Among those who iterated with the ESR, 67% indicated that the ESR process had influenced their design.

Nearly all interviewees reported that the ESR process encouraged them to think more deeply about the broader implications of their research. Eight participants said that the ESR process raised new issues for them to think about. For six others, while the process didn’t raise new issues, it encouraged them to contemplate even further the ethical implications they had already been considering. In addition to encouraging respondents to think more deeply about the societal and ethical implications of their work, both the forcing function of the ESR statement and the panel’s feedback led participants to discuss the issues with others. For a couple of respondents, these conversations also revealed new issues to consider.

Overall, the ESR process also appeared to raise the consciousness of some researchers to engage more seriously with research ethics going forward:

- I don’t consider myself an expert, by all means, but I’m definitely very interested in research ethics and I think the [ESR] has started that spark in me. I’m very interested in doing it — like, actively pursuing it. But I still need to practice and learn ... theory ... it’s necessary for these things, so I’m still in the learning phase, but I’m very motivated. Let’s play. - Researcher, medicine

The [ESR statement] requirement … led me to engage with my co-PI … because, as a psychologist, I wasn’t aware of some of the potential ethical implications that this … AI work may have, and it helped me to engage with my co-PI as part of this requirement. - Researcher, social science

In terms of participants’ project designs, four interviewees could identify concrete components of their research that they changed as a result of the ESR process. Two participants discussed significant changes. One even changed the guiding research question of their project. Another, for example, had not previously engaged in a structured ethics review outside of the ESR: one named the NeurIPS submission requirement, and another an involvement with an on-campus ethics center. And the ESR led to any changes in their project design. One respondent referred to this as “ethics by design.”

Of the remaining 6 interview participants, 5 did not believe the ESR led to any changes in their project design. One respondent believed it could have, but the issues raised by the panelists related to data collection, which the respondent had already completed and could not modify. This is not surprising, given that projects with low risk were passed by the ESR panel with less feedback.

Writing the statement served as a commitment mechanism for some respondents. It not only required that participants commit their thoughts to paper about the ethical implications of their work and any necessary mitigation strategies, but the statement would also be reviewed by the ESR panel:

I think the brainstorming aspect of being like, “Oh yeah, there’s an [ESR], they’re going to think about our project. We don’t want to be embarrassed by not having thought about obvious downstream harms of our thing. So let’s just sit down and spend two hours ... coming up with bad ways of using this technology.” - Researcher, engineering

At the same time, participants responded favorably to the amount of writing required for the statement (about one page). When prompted, no respondents felt the writing requirement needed to be reduced. In fact, one participant expressed concern that reducing the length limit of the statement would prove more cumbersome, as it would require them to synthesize a response into such a short space. Others felt similarly that extending the length of the statement would also be too cumbersome. Although respondents were eager to share additional ideas and elements to include in the ESR process, nearly all commented on time constraints that would prevent them from participating if the process were more burdensome.

Most researchers had little prior experience with ethics and society reflections. On one hand, most survey participants reported engaging in conversations about ethics prior to the ESR process. 8% reported having such conversations within one day prior to the survey; 27% within one week, 46% within one month, and 19% longer or could not recall. However, nearly all interview participants (92%) had not previously engaged in a structured ethics review outside of the ESR: one named the NeurIPS submission requirement, and another an involvement with an on-campus ethics center. And although a majority of interviewees (10) mentioned engaging with research ethics frequently or increasingly, when prompted about the nature of those research ethics, only 3 respondents — one from each area of study, except engineering — cited ethical issues beyond the scope of the IRB, and four others discussed research ethics in the context of the IRB. Another mentioned the ethical considerations related to identifying sources of research funding. So, the ESR appears to be supporting a unique need for these researchers.

Ultimately, researchers felt that the ESR process made it less likely that their project would misstep and wind up in the public eye for the wrong reason. 73% of survey respondents agreed that the ESR reduced the probability of public criticism of their project, with 100% of those who iterated with the ESR agreeing.
4.4 Concerns raised in ESR feedback

We first sought to analyze: what risks do the researchers writing proposals see in their project, and what risks does the ESR bring up in response?

One of the authors conducted open coding across all of the ESR statements and panelist responses using a grounded theory method to develop a set of 14 codes of themes brought up. These codes and their definitions are included in Table 2. A second author independently coded a subset of statements and panelist responses to test replicability; inter-rater reliability via Cohen’s kappa averaged 0.96 per theme, with a range of 0.83 - 1.

For researchers, each risk or issue identified in the ESR statement was coded along the above risk themes. Although some issues could pertain to multiple risk areas, we only coded them along the risk area(s) identified by the PIs. For example, one statement discussed the risk that a facial recognition system may make mistakes and suggested a mitigation strategy that allowed users to report such errors. Therefore, this was coded as a tool / user error risk. Had the PIs also discussed whether specific subgroups were more likely to be misidentified by the system than others and the consequences of such widespread errors for those subgroups, this would have also been coded as a harms to subgroups risk. Constraining the coding in this manner ensures that we adequately capture the ethical issues PIs found salient in their work, rather than imparting additional ethical lenses they may not have employed. The only exception to this is the coding for IRB purview risks. Due to the prevalence of issues that PIs and panelists both raised regarding participant consent, data privacy, and potential harms to participants, we created the IRB purview category to capture these.

Due to the nature of the feedback provided by panelists, we first coded the actions that a panelist took in their feedback. These include: identifying a new risk, providing specific mitigation strategies, proposing potential collaborators to the PIs, referring the PIs to specific previous work on a relevant ethical issue, and deepening the conversation. When a panelist raised a new ethical risk or issue that PIs had not explicitly identified in their ESR statement, we coded such issues along the same risk themes in Table 2. An element of panelists’ feedback was coded as deepening the conversation if it generally engaged with the researchers’ ESR statement, but did not constitute one of the other actions. For example, questions that probed researchers to think more deeply about an ethical issue they raised in their ESR statement would be coded as deepening the conversation. Finally, we also coded instances of panelists’ feedback that neither took any of the actions outlined above nor mentioned any new ethical issues.

Altogether, the issues raised most frequently by PIs and panelists fell into similar categories (Table 2). For PIs, the most popular issues mentioned in ESR proposals were (in order of frequency): representativeness (18), issues that fell under IRB purview (14), diverse design and deployment (13), dual-use (10), and harms to society (10), followed closely by harms to subgroups (7). For panelists, risks related to harms to subgroups (11) were the most frequently cited, followed by diverse design and deployment (8), dual-use (8), representativeness (6) and issues that fell under IRB purview (6). Concerns relating to harms to society (5) were next.

The high frequency of IRB-related risks in both the ESR statement and – to a lesser extent – panelists’ feedback highlights an important area for improvement going forward, as both researchers and panelists raised issues that the IRB should cover, including how data is protected, and risks to direct research participants. Even in cases where PIs did not discuss IRB-relevant information in the ESR statement, panelists often requested additional information or expressed concern that the ESR statement did not address issues related to IRB concerns, like participant consent or data privacy. Our hope is that better training and norm-setting could alleviate this issue.

Unlike the overlap in issues that the IRB would review, PIs and panelists rarely raised issues related to those that would fall under a traditional methods and merit review (PIs: 1; Panelists: 2). Nevertheless, this highlights another area that future iterations of the ESR will seek to address.

On the whole, the ESR statement and panelists’ feedback revealed that both PIs and panelists were grappling with many ethical issues that would not have otherwise been addressed. It also appears that panelists broadened the ethical scope for PIs in a responsive manner. For example, as a majority of panelists already discussed issues of representativeness in their ethics statements, panelists were less likely to raise those issues. Instead, panelists raised additional issues in those cases, like harms to subgroups and dual-use concerns.

Of the 35 projects reviewed during this cycle, panelists on 26 of those projects raised new ethical issues that the PIs had not discussed in the ESR statements. Panelists raised new ethical issues for 18 of the 25 projects that did not require iteration with the ESR. This result illustrates that panelists’ feedback was not constrained by the content of the ESR statements and served to broaden the ethical scope that PIs used in their projects.

Panelists pointed out ethical issues that researchers hadn’t discussed in their ESR statement for all but 2 proposals that iterated with the ESR (80%). For those two proposals, panelists’ feedback concentrated on requesting further details from researchers and offering mitigation strategies for some of the ethical issues that were unresolved by the discussion in the ESR statement. Only for 4 projects did panelists constrain their feedback to what was included in the ESR statement. In one of these instances, a panelist remarked that the ESR statement was so thorough it could serve as a prototype for future ethics statements.

As Table 3 illustrates, in addition to raising new risks and continuing the conversation, some panelists also provided specific mitigation strategies. In some cases, a panelist raised a new issue and outlined possible mitigation strategies for it; in others, the mitigation strategies pertained to ethical issues the researchers raised in their ESR statement but left insufficiently addressed. It was rarer for panelists to identify a potential collaborator for researchers to work with or refer the researchers to specific work on an issue. While some panelists had no feedback, at most this was only ever one of the two panelists for a project. This lends some confidence to the ESR process and its goals; PIs encountered some feedback on their projects, even if it passed review without additional actions needed.

A tension remains, however, between the risks identified in the ESR process and those that were not. It is possible that researchers and panelists alike are more attune to certain ethical issues than
| Theme                        | Researcher statement frequency (N=35 proposals) | Panelist response frequency (N=35 proposals) | Refers to issues that pertain to… |
|------------------------------|-------------------------------------------------|---------------------------------------------|----------------------------------|
| Representativeness           | 18                                              | 6                                           | Any risks or concerns that arise from insufficient or unequal representation of data, participants, or intended user population (e.g., excluding international or low-income students in a study of student wellbeing) |
| IRB purview                  | 14                                              | 6                                           | Any risks or concerns regarding the research that fall under IRB purview (e.g., participant consent, data security, etc.) |
| Diverse design and deployment| 13                                              | 8                                           | Incorporating relevant stakeholders and diverse perspectives in the project design and deployment processes (e.g., consulting with parents who have been historically disadvantaged to develop fairer school choice mechanisms) |
| Dual use                     | 10                                              | 8                                           | Any risks or concerns that arise due to the technology being co-opted for nefarious purposes or by motivated actors (e.g., an authoritarian government employed mass surveillance methods) |
| Harms to society             | 10                                              | 5                                           | Potential harms to any population that could arise following from the research (e.g., job loss due to automation) |
| Harms to subgroups           | 7                                               | 11                                          | Potential harms to specific subgroup populations that could arise following from the research (e.g., technical barriers to using an AI that is prohibitive to poorer populations) |
| Privacy                      | 4                                               | 1                                           | Any risks or concerns related to general expectations of privacy or control over personally identifiable information (e.g., consequences of mass surveillance systems for individuals’ control over their information) |
| Research transparency        | 3                                               | 0                                           | Sufficiently and accessibly providing information such that others can understand and effectively employ the research, where appropriate (e.g., training modules for interpreting an AI model) |
| Accountability               | 2                                               | 2                                           | Questions of assigning responsibility or holding actors accountable for potential harms that may arise (e.g., how to assign responsibility for a mistake when AI is involved) |
| Other                        | 2                                               | 3                                           | Other issues not covered above (e.g., intellectual property concerns) |
| Tool or user error           | 2                                               | 4                                           | Any risks or concerns that arise from tool/model malfunction or user error (e.g., human misinterpretation of an AI model in decision-making) |
| Collaborator                 | 1                                               | 1                                           | Any risks or concerns that specifically relate to a collaborator on the research project (e.g., whether a collaborator could credibly commit to a project on inclusivity when their platform was notorious for exclusive and harmful behavior) |
| Methods and merit            | 1                                               | 2                                           | Any risks or concerns reserved for methods and merit reviews of the grant proposal (e.g., whether model specifications are appropriate for the goals of the research) |
| Publicness                   | 0                                               | 2                                           | Questions of using publicly available data for research when those that generated the data are unaware of researchers’ intended use of their data (e.g., use of Twitter data without obtaining express consent from affected Twitter users) |

Table 2: The researchers, in their ESR statements, were most likely to raise issues of representativeness. The panelists, in their feedback, were most likely to raise issues regarding harms to subgroups. Both researchers and panelists also commonly focused on diverse design and deployment, dual use concerns, harms to society, and issues pertaining to IRB purview.

4.5 Researchers want even more scaffolding
The most consistent constructive feedback from interviews was that researchers wanted the ESR not only to push them to broaden their ethical and societal lenses, but also to provide them with the scaffolding needed to make the appropriate considerations about their research. While the ESR statement prompt was kept brief due to a constraint from the funding program, several participants expressed concerns over the resulting vagueness. They requested...
Table 3: ESR panelists most commonly raised new risks that the researchers had not described in their statement, and deepened themes that the researchers had already raised.

| Panelist action                      | Frequency |
|--------------------------------------|-----------|
| Identifying new risk                 | 26        |
| Deepening the conversation           | 22        |
| No actions taken nor issues raised   | 9         |
| Providing mitigation strategies      | 6         |
| Referring to specific previous work  | 4         |
| Identifying a potential collaborator | 2         |

more specificity, including additional examples of ethical violations in research or a workshop to help clarify the prompt.

[The ESR didn’t] really help us figure out how to address these [ethical issues]…[They should] tell us how big the issues really are…the hard stuff is figuring out how important a particular ethical concern is. As researchers, we’re often left with trying to decide whether the positives outweigh the negatives in terms of use cases and ethics. What I found that the [ESR] didn’t do was really help us in making those decisions about whether the positives outweigh the negatives or not. - Researcher, medicine

It’d be nice if there were some foundational or bedrock things that were in [the statement prompt]. You know, one risk is [the statement] becomes template-y, which I think is a risk and a problem. But having to write another page when you’re an academic is useful because it forces you to think these things through, which we’ve discussed, but it’s just more burden. In my view the burden here is worth it but [if] there were some sort of help that would scaffold a researcher through rather than just, “okay, here’s a blank page start from scratch.” - Researcher, social science

I wonder if there was a way of walking through […] having “these are the kinds of considerations,” kind of a little more granularity might help another [ESR]. Perhaps a training module or links to examples, so that one could either go through the training or review examples, etc., as part of completing the [ESR]. - Researcher, earth science

The prompt was more like, “what do you think is wrong?” And…I don’t think anything is accomplished. You’re trying to figure out [how to] poke holes in your own story. It’s very difficult. But… if there was more specificity… such as… [specific questions like] “does your thing discriminate on a protected characteristic?” - Researcher, engineering

Some interviewees recommended that the ESB utilize the statements from this deployment to compile a list of ethical issues that have arisen in projects. This list could serve as a resource for future applicants that participate in the ESB process. One respondent even suggested identifying some anonymized proposals as archetypes for “good statements,” especially those that contained specific action plans. In conjunction with more training and guidance from the ESB generally, adding more specificity to the ESR statement prompt was the main recommendation from four separate respondents.

The ESR panel feedback also can improve its scaffolding. It was useful for some: four interviewees, one of whom had iterated with the ESR, listed receiving feedback from the panelists as the most helpful aspect of the ESR process. The feedback provided insights about the ethical and societal implications of respondents’ work and substantively engaged with their ESR statements. Among those four respondents, one particularly appreciated the mutual respect shared with the panelists. They had received feedback from the ESR panelists inquiring about how they would share findings about sea-level research with nearby indigenous communities. Their response to the panelists indicated that this was not a practice in their field as proximity to ice sheets did not affect some communities’ sea level more than others. Panelists respected the respondent’s expertise about this and, consequently, did not push them to address the question further.

I think it seemed like we were interacting with real people who understood us saying, “look, we understand what you’re saying, that’s not how sea level works” in a like “cool, okay [way].” That ability to communicate like a person was what made it okay. If, instead, it had been like, “look, we understand you say this, but this is a form. We have to fill [it] out and you’re gonna have to come up with some sort of answer here.” And then we would be servicing a bureaucratic process as opposed to engaging with a responsive person. - Researcher, earth science

And for the others who iterated, 3 participants indicated that revising their ESR statement based on ESR feedback was the most helpful part of the process. In each case, respondents felt the iterative process gave them an opportunity to refine their thinking, clarify elements about their project they had omitted from the statement, and engage with feedback from ESR panelists.

One the other hand, three interview respondents felt that the panel feedback needed more scaffolding. One indicated that the panel feedback did not help them prioritize the ethical issues nor confirm whether the issues were sufficiently mitigated. Another participant noted that, while the feedback didn’t engage much with their statement, it was not obvious the type of feedback to expect when the statement didn’t reveal any ethical issues needing mitigation. A third respondent felt that the panelists’ comments were similar to a paper review, commenting on details within the statement that could be revised but not pushing the respondent to engage with perspectives they hadn’t considered:

I think if the [ESR] feedback was more about like the ethical implications of the [application package] as a whole. I think it would be more useful than if it was a feedback on the [ESR statement] narrowly, because I think the value of having this… very distinguished committee reading the [ESR statement] is that they have perspectives that I haven’t thought about. So I
want to hear those right, much more so than what details I missed in the things that I thought about. - Researcher, engineering

I don’t know exactly how the process in total worked, but maybe some others had actually a back and forth [with] more things to discuss. And I think that would be good. I would certainly appreciate more feedback ... if I had been thinking about it maybe not in the optimal way ... I didn’t have an expert for us. And I think that would be helpful, especially because I’m not an expert. - Researcher, engineering

I also thought that the feedback didn’t engage with the statement … Mostly the feedback that was provided was, “have you thought of X? Have you thought Y? Have you thought of Z?” and in our case, in particular, we had thought of most of those things and ... there was no even real strong sense of how big an issue the board felt it was, which is a huge issue for me because you know, the way those were written, sometimes, there was … very, very strong concern. - Researcher, engineering

Among those who iterated with the ESR, one respondent was frustrated that they didn’t see the difference between the IRB and the ESR process as they experienced it, which made the process feel like a bureaucratic requirement.

We submitted a response to their original response. And then they responded, then we responded to it again. And it was in our final response that I kind of felt like it was a little bit like busy work. I just felt like … the questions weren’t going to change our research design in any way. They just wanted us to have a response to this manner that they raised and that felt very IRB to me. I guess maybe I don’t really understand what the difference is supposed to be between [ESR] and the IRB. Because I think the IRB would say they’re trying to do the same thing as an [ESR], to get you to think through, you know, ethical issues and possibly adjust your project design, as ... issues arise. So I guess it, to me, it kind of felt like some of this was, you know, a little … redundant. And I think [the ESR] should also really think through their relationship … how they’re different from the IRB because I feel like this was pretty similar to the IRB process, just at a different stage … And it increases the feeling that thinking about ethics as busy work when I wish it was … not that way. - Researcher, engineering

One possible remedy to this situation—at more time cost to the panel—would be to engage in conversations rather than written feedback.

![Figure 5: The general trend from researchers was that the ESR should be empowered to reject proposals if necessary.](image)

4.6 Institutional reflection: power and consistency

A potentially contentious issue is whether a panel like the ESR should be empowered to deny funding to a project. There was generally a consensus via the survey that this was desirable, and no moderate or strong disagreement (Figure 5). The story was more complex within the interviews. Amongst interviewees, although 11 agreed to varying degrees that the ESR should be empowered to reject an especially ethically problematic proposal, 5 of those participants strongly encouraged the ESR to prioritize the iterative process over a brute enforcement mechanism. They preferred that all participants were invited to iterate their initial statements with the ESR panelists. Only after some predetermined and documented point should a participant face rejection if they do not demonstrate a willingness to engage with panelists’ recommendations and feedback.

However, other respondents, primarily those in Engineering, were more hesitant to the idea of vesting enforcement mechanisms within the ESR. One raised questions about the role of the ESR if a project is deemed harmful down the line.

I think one thing to think about is … whether you know if you’re certified by the [ESR] is your project ethically sound … The IRB has a similar question and … I assume that if they pass too many experiments that later turn out to be sort of dubious or harmful that board will be in real trouble. It doesn’t feel like the [ESR] currently would have those consequences [in] place. And without those consequences in place, without the [ESR] really certifying and taking arrows, if something blows up … it’s not really clear to me how much authority they should have in deciding whether a project is fundable or not. - Researcher, medicine

Others were concerned that societal good would be factored into funding decisions or fears over potential harms could prevent researchers from examining important questions.

But I worry about the world in which the [ESR] is sort of empowered to reject proposals and then now [the application review] becomes sort of a weighted
score of scientific merit plus like societal good. - Researcher, engineering

I think that these [potentially problematic research projects] are things that are going to happen. And so I would not like to see just, you know, trying to prevent it from happening. I think it’s more important … to investigate those issues than it is to try to prevent people from executing them. I guess there could be … situations where the research itself is problematic … but I think just because there are ethical concerns with the outcome of the research, [it probably makes it] even more important to look into that research. - Researcher, engineering

If there is such a board that has the ability to stop the research, then the bar for what it means to stop it, and why should be high, or if you can immediately show there are people being harmed by this. There are protected characteristics that are being harmed by this right, then by all means, that needs to be stopped. But if there’s concern about what something could be, you have to have faith that the questions we ask will ultimately lead to a positive outcome. - Researcher, engineering

When considering ESR authority to reject a proposal over its potential harms, 4 respondents mentioned weighing those costs against the potential benefits of the research, similar to the framework used by the IRB. All of those respondents expected this cost-benefit calculation to be the ESR’s responsibility.

Often as investigators, we’re not qualified to make that decision. And I think that having a body of experts and power to make the decision, it’s kind of a safeguard … for us, for the public. - Researcher, earth science

5 DISCUSSION

Overall, PIs identified the ESR experience as positive in providing scaffolding for ethical reflection, and desired even more scaffolding. In this section, we reflect on our experiences and learning over the past year.

5.1 Scaling, growth, and replicability

We are currently partnering with other funding organizations on our campus to grow the footprint of the ESR beyond AI research. Other areas of research, including research in elections, bioengineering, data science, and sustainability have expressed interest. Growing the size and scope of the ESR, e.g., from 40 proposals to 100 or 400, will require changes in process so as not to overwhelm the faculty panel. For example, it may be possible for a staff panel, or qualified postdoctoral scholars or graduate students, to perform a first triage round of filtering. Based on our experiences this year, a triage round could likely reduce the number of proposals reviewed by faculty by about half, as many grants are not of substantial ethical or societal risk. These proposals could still receive written feedback on any areas that the staff identified, and an opportunity to engage in a conversation with faculty if the researchers desire a consult.

More ambitiously, we hope to spread the practice of an ESR to other universities and organizations. We hope that other universities could adopt a similar process. Toward this end, we will be sharing materials that include submission requirements, support scaffolding for researchers, review procedures and rubrics for panelists, and example case studies. Ultimately, this can only succeed if we are able to make the benefit substantial and the effort required to start this process by faculty at other institutions manageable. These procedures are still in early days: we believe it would be beneficial for the community to convene workshops and discussions to share experiences, challenges, and best practices.

We have begun fielding interest from industry, who wish to create similar structures. Some technology companies already have committees that explore similar roles, such as Microsoft’s Aether. Why would a company want to include this? First, there are obvious normative reasons to include an ESR. However, approaches such as the ESR also manage risk: existential risk, reputational risk, and the risk of loss of trust. They also position the organization such that, no matter any upcoming regulation, the company will already be ahead of it and thereby gain a competitive advantage.

As the process grows, it will be important to understand its own internal consistency. If the same proposal is submitted to different subsets of the panel, will it receive similar feedback each time? Evidence from the pilot suggests that the level of concern will likely be similar, but a study of inter-rater reliability on specific categories of concern would help.

Ultimately, as processes such as the ESR prove themselves out, the question arises of whether they can be adopted by computing professional societies such as the Association for Computing Machinery (ACM). The ACM already has a code of ethics, but few processes of ethics.

5.2 Process improvements

Clearly, one of the tightrope walks with an ESR process is formalization vs. flexibility. PIs desired formalization: what issues they should worry about, and how to handle them. However, over-formalization can become associated with heavyweight bureaucracy, and restrict the flexibility needed to consider the ethical and social challenges of each individual project, especially given that the ESR is not currently beholden to regulatory requirements. Pragmatically, many PIs want more materials, but our sense so far was that many of these same PIs did not spend time perusing the materials that we had already assembled. To strike a path forward, we have drawn on outcomes from this first year. In particular, our instructions for the second year of the program now include a list of the most common issues raised by panelists as well as example principles for mitigation and resulting research designs. As future work, we feel that it will be important to articulate a broader set of guidelines for panelists to use in calibrating their feedback.

An intriguing alternative would be to structure the process less like a review and more like a conversation. This might help orient the feedback less toward negatives. For example, instead of asking for a written response from every PI whose proposal is not immediately passed, the ESR could set up a brief meeting between
The best approach that we can advocate for here is to ensure that the ESR process.

As the ESR grows and matures, it will be increasingly important to ask how heavyhanded the program will be. The program relies on the faculty involved striking a balance between feedback and pressure, especially since the ESR can delay access to funding or recommend against funding. At least one member of our panel was interested in vetoing several projects. Conversely, if the panel is too light a touch, the process can become subverted and without teeth, a process of ethicswashing [11]. Researchers have largely accepted the need for an IRB review, though opinions are mixed on it. Our hope is the ESR process can be seen as a benefit.

Can and how should the ESR transition from ex ante review to ongoing feedback? One intriguing possibility is that many funders require annual reports on their grants. We are currently coordinating with the funding program to request a brief update on the project as it impacts the ESR statement that the team originally submitted. Has the project changed in ways that would benefit from additional conversation or review?

5.3 Possible negative outcomes of an ESR

It also seems prudent that an effort that’s focused on identifying risks to society should also introspect on the risks that it itself presents. One concern is: what happens when the ESR misses something? For example, a protocol that the ESB approves for developing algorithms for healthcare triage might later be found to accidentally encode racial bias [62]. The ESR ideally would catch this and ask the researchers to commit to checking; however, the ESR might not catch it, and the researchers might not think to check across other axes and get called out later as well. This would inevitably cause the public to criticize both the project but also the ESB. Ultimately, the ESB aims to make more unforeseen risks become foreseen, but it will not be an oracle. In these situations, the ESB might make a short statement acknowledging the issue, and reflect on how to do better next time.

Another concern is: is academic freedom being threatened? We argue not, because researchers are still free to pursue their research through other funding sources. However, we should imagine a potential future where this becomes more widespread, and consider ourselves with the outcomes there. No paragraph in a Discussion section can fully address academic freedom debates, and the nature of ethics is such that new cases require new consideration, so we cannot make unilateral promises. But, we do think that to mitigate these concerns, it will be important for the ESR to publish a clear set of principles and guidelines that it uses in discussion. In our case, this has been about the translation of harms into principles into mitigation as a requirement for participation in the ESR process. However, drawing the line on what mitigation is sufficient remains an open question.

A third concern: who gets to decide who is the arbiter of what is ethical, and why? If a project struggles to get approval from the ESR, it will produce tension and possibly accusations of stonewalling. The best approach that we can advocate for here is to ensure that the panel consists of a cross-section of respected and relevant faculty from across campus: so, while the decision may be frustrating, the people who make it are reputable and considerate. This will be required in order to lend legitimacy to the effort.

6 CONCLUSION

In this paper, we present an approach to supporting early-stage feedback on societal and ethical dimensions of AI research. The process, which we termed Ethics and Society Board (ESR), inserts itself into the grant funding process as a lever for reflection. By drawing on a cross-campus interdisciplinary panel, researchers have a chance to engage in this reflection early on in the lifecycle of their projects. Moving forward, we are fielding interest in expanding this program beyond AI research. Other areas, such as public interest technology, sustainability, bioengineering and data science face similar questions.
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A APPENDIX: INTERVIEW PROTOCOL

Thank you for agreeing to this conversation. Just to remind you of our goal, we’re trying to evaluate the ESR process and get your thoughts on how the process went. Nothing you say today will be quoted with your name. We’ll be submitting a report to the HAI executive committee and publishing our results in an academic journal, but no confidential names will be mentioned. Do you have any questions about our pledge of confidentiality?

First, we would like to ask you some questions about your experience considering the ethical implications of your work and your ethics training.

(1) How much do you typically engage with ethical issues in the research you do?
(2) How much do researchers in your field take into account the ethical implications of their research?
(3) Do you believe that most faculty are sufficiently trained to consider the ethical issues with their research?
(4) Graduate students?

Next, we would like to ask you about your experience with the ESR process.

(1) Through the ESR process, did you become aware of ethical issues you hadn’t previously considered?
(2) Why (why not) was the ESR able to make you aware of these issues? / Which aspects of the ESR process alerted you to these issues?
(3) How helpful to you was the identification of these issues?
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(4) Did it lead to concrete changes in your project design?
(5) What would you change about the ESR process?

Now we would like to follow up on a few questions we asked in the survey you completed after the ESR review process.

(1) We had asked you, “Which aspect of the ESR process did you find least helpful?”, you responded that [response] was the least helpful. Why? Was that the least helpful aspect of the process for you?

(2) We had asked you, “Which aspect of the ESR process did you find most helpful?”, you responded that [response] was the most helpful. Why? Was that the most helpful aspect of the process for you?

(3) Research projects occasionally garner public criticism (e.g., in news media or social media) for ethical missteps. Examples in the last few years at Stanford included election experiments, engineering innovations that encourage worker displacement, and dataset bias. In our survey, we asked you, “How free are you with the ESR’s main purpose is to work with researchers to reflect on and design ethics into their research. How would you say your experience aligns with the intended purpose of the ESR? [Question added to interview protocols used after December 24, 2020]

(2) The ESR’s main purpose is to work with researchers to reflect on and design ethics into their research. However, the ESR is also called on to make decisions about when to decline a project for funding due to ethical concerns. In our survey, we asked you, “How strongly do you agree with the claim: ESR review helped mitigate the possibility of public criticism of my project.” You responded that [response]. Why do you [response]?

Finally, we would like to get your thoughts on the authority the ESR should have and your willingness to engage in ethical reviews in the future.

(1) The ESR’s main purpose is to work with researchers to reflect on and design ethics into their research. How would you say your experience aligns with the intended purpose of the ESR? [Question added to interview protocols used after December 24, 2020]

(2) The ESR’s main purpose is to work with researchers to reflect on and design ethics into their research. However, the ESR is also called on to make decisions about when to decline a project for funding due to ethical concerns. In our survey, we asked you, “How strongly do you agree with the claim: ESR review helped mitigate the possibility of public criticism of my project.” You responded that [response]. Why do you [response]?

(3) Under what conditions should the ESR not recommend, if ever, a project for funding?

(4) Are there any circumstances where the ESR should recommend a project for funding even though considerable potential harms have been identified?

(5) Under what conditions do you think projects should be reviewed by an ethics review panel?

(6) Should the ESR make summaries of their recommendations publicly available?

(7) Under what conditions would you be willing to submit a future research project to the ESR for review?

(8) Is there anything else you would like to share about your experience with the ESR?
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