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Abstract: Dams are constructed to benefit humans; however, dam-break disasters are unpredictable and inevitable leading to economic and human life losses. The sequential catastrophe of a dam break directly depends on its outflow hydrograph and the extent of population centers that are located downstream of an affected dam. The population density of the cities located in the vicinity of dams has increased in recent times and since a dam break hydrograph relies on many uncertainties and complexities in devising a dam-break outflow hydrograph, more researches for the accurate estimation of a dam-break flood propagation, extent and topography change becomes valuable; therefore, in this paper, the authors propose a novel and simplified dam-break outflow rate equation that is applicable for sudden-partial dam breaks. The proposed equation is extensively affected by a dam-break shape. Therefore, the inference of a dam-break shape on a dam-break outflow rate is investigated in the current study by executing hydraulic experiments in a long, dry bed, frictionless and rectangular water channel connected to a finite water tank to acquire a mean break-shape factor. The proposed equation is further validated by regenerating the Malpasset dam-break hydrograph and comparing it to the existing methods and also by installing it on an existing 2D hydro-morphodynamics flood simulation model. Finally, Amagase Dam’s (arch-reaction dam in Japan) break simulation is executed as a case study. The results of the simulations revealed that the greater the height of a dam-break section, the more devastating its flood consequences would be.
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1. Introduction

As water is stored behind a dam, enormous potential energy is formed that in the case of a dam-break, devastating catastrophe may follow [1] especially, when densely populated cities are located downstream of a dam [2], in the last two decades, floods resulting from dam breaks are responsible for some of the most devastating man-made disasters. Therefore, every effort to further reduce the severe effects of a dam break and generating a better forecast of its flood extent in the tailwater areas is of immense value [3].

The development of effective emergency action plans and the design of an early warning system that might reduce or eliminate the consequences of a dam break requires its inundation information downstream [4]. The development of the inundation information from a dam break consists of three steps: the routing of the inflow flood through a reservoir, estimating the dam breach characteristics and the downstream flood routing [5]. Out of these three steps, estimating the characteristics and parameters of the dam breach contains the greatest uncertainties of all aspects of dam-break [6]. Therefore, in this paper, the authors present a simplified novel approach relevant to sudden-partial dam-break outflow rate for non-erodible type dams.
Generating precise dam-break hydrographs has been a major concern since the end of the 10th century [3]. The first documented experimental dam-break experiment in a channel might be the one proposed by Bazin [7], following which, Ritter [8], derived an analytical solution of the famous one-dimensional De-Saint Venart equation for sudden dam-breaks. Later on, Su and Barnes [9], extended Ritter’s solution considering the effect of different channel cross-sections and proposed a useful power type equation for this phenomenon. However, until recent years, very few advances have been reported to address the dam-break problem [3].

In most dam-break studies, the reservoir is usually assumed as a long infinite water supply until Aureli et al. [10], presented useful approaches by numerically solving the Ritter, and Su and Barnes [9] methods in combination, as well as considering dam-break bathymetry effects on the produced outflow hydrograph. Fundamentally, an outflow hydrograph is affected by the bathymetry of a dam, valley shape, dam height and shape and extension of the breach. In the papers [3,11–13], the effects of dam bathymetry on the dam-break hydrograph have been evaluated and many more researchers have concentrated on the breach formation shape and breach formation time [14].

In all studies predating [3], all researchers had assumed a total dam-break scenario which is not realistic and does not take into account the types of dams that can be partially breached. Concerning this fact, Piloti et al. [3] and Aureli et al. [10] proposed methods to address sudden partial dam breaks. However, based on the equation (23) of Aureli et al. [10] and equation (19) of Pilotti et al. [3] the details of the storage-depth curve of the reservoir are necessary to precisely calculate the outflow hydrograph.

In the practical scenario, the storage-depth curves might either not be available or difficult to acquire for some existing dams. Hence to overcome this issue, the authors propose a new dam-break outflow rate equation that requires only the height of a dam for calculating a dam break outflow rate. The proposed equation is applicable to many concrete dam types. However, because the proposed equation is extensively affected by the dam-break cross-section a flow rate coefficient (break shape factor) must be initially decided. In the present work, for the arch dams (dams with thin width) a mean shape factor is acquired after executing many hydraulic experiments in a channel.

To show the validity of the proposed equation, the hydrograph of the famous Malpas-set dam-break that happened in 1959 in Frejus city of France, is generated and compared to that of [10]. The results reveal that the proposed equation comparatively produces a higher peak discharge and a faster emptying time. Finally, the inference of a dam-break height and width on the extent in inundation area and initial flood wave velocity is investigated by executing many dam-break simulations on the Amagase dam which is a concrete arch-reaction dam in Japan. The results suggest that, as the break section’s height increases, the inundation extent and initial flood velocity increase even if the break cross-sectional area tends to remain the same.

2. Calculation Methods
2.1. New Model of Dam-Break Out-Flow Rate

For the development of the dam-break hydrograph, a finite volume reservoir with a surface area of $A(h)$ is assumed with a break section of width $B$ and height $H$, shown in Figure 1a,b. The shape of a break section can vary from a rectangle to a triangle depending on the shape of a proposed dam valley. Since in this paper, it is intended to develop a dam-break outflow rate equation that is independent of a dam’s stage-discharge curve, an imaginary coefficient $D_d$ is assumed for the dam-break section. $D_d$ is measured from the water surface level of a dam’s reservoir and it is many times the height of a dam. If $D_d$ is set to a very high value compared to the respected dam height, it replicates an almost rectangular dam-break cross-section, and vice versa, if this value is set to a relatively small value, it replicates a trapezoidal and triangle reservoir cross-section. Therefore, the proposed equation can produce the outflow rate of a dam break with different cross-sections.
The run-off rate from the dam lake in the case that the overflow height \( H \) is assumed constant (water supply is infinite) can be calculated using the below equations:

\[
Q_r = \int_0^H b(h) \times c \sqrt{2gh}dh = \int_0^H \frac{B(D_d - h)}{D_d} \times c \sqrt{2gh}dh \quad (1)
\]

\[
Q_r = \frac{B}{D_d} c \sqrt{2gh} \left[ D_d \left( \frac{2}{3} h^2 - \frac{2}{5} h^5 \right) \right]_0^H \quad (2)
\]

\[
Q_r = \frac{B}{D_d} c \sqrt{2gh} \left( \frac{2}{3} D_d h^2 - \frac{2}{5} H^5 \right) \quad (3)
\]

Here, \( Q_r \) is the discharge rate; \( H \) is the final depth of a break section; \( g \) is the earth’s gravitational force; \( b(h) \) and \( dh \) are the width and minute height of the break portion at depth \( h \); \( h \) is falling depth of water surface in a dam lake after a break; \( c \) is the flow rate coefficient; \( D_d \) is the imaginary depth from the dam crown level as shown in Figure 1b.

Since the case of finite water supply from a dam lake is more realistic in the actual dam-break cases, in Equation (3) \( H \) is substituted with \( \left( H - \frac{dh}{dt} T \right) \). Here, \( T \) is the run-off elapse time (sec). In the following, equations for dam-break outflow rate \( (Q_r) \), and the total volume of discharge \( (V_r) \), are developed with considering the case of finite water supply from a dam reservoir;

\[
Q_r = \frac{B}{D_d} c \sqrt{2gh} \left( \frac{2}{3} D_d \left( H - \frac{dh}{dt} T \right)^{3/2} - \frac{2}{5} \left( H - \frac{dh}{dt} T \right)^{5/2} \right) \quad (4)
\]

\[
V_r = \int_0^H A(h)dh = \int_0^{\frac{H}{dt}} QdT \quad (5)
\]

\[
V_r = \int_0^{\frac{H}{dt}} \frac{B}{D_d} c \sqrt{2gh} \left( \frac{2}{3} D_d \left( H - \frac{dh}{dt} T \right)^{3/2} - \frac{2}{5} \left( H - \frac{dh}{dt} T \right)^{5/2} \right) dT \quad (6)
\]

Here, when \( H - \frac{dh}{dt} T \) is replaced by \( X \), \( \frac{dX}{dT} = - \frac{dh}{dt} \) and \( T = 0 \rightarrow T = \frac{H}{dt} \) is changed to \( X = H \rightarrow X = 0 \), therefore;

\[
V_r = \frac{B}{D_d} c \sqrt{2gh} \int_0^{\frac{1}{dh}} \int_H \left( \frac{2}{3} D_d X^{3/2} - \frac{2}{5} X^{5/2} \right) dX \quad (9)
\]
\[
\frac{B}{D_d^c} \sqrt{\frac{s}{g}} \frac{-1}{d \xi} \left[ 4 \frac{15}{15} D_d X^{5/2} - \frac{4}{35} X^{7/2} \right]_H^0
\]

Now, substituting \( X \) with \( H \) gives the below equation for \( V_r \):

\[
\therefore V_r = \frac{B}{D_d^c} \sqrt{\frac{s}{g}} \left( \frac{4}{15} D_d H^{5/2} - \frac{4}{35} H^{7/2} \right)
\]

\[
\therefore \frac{dH}{dt} = \frac{BC}{D_d} V_r \left( \frac{4}{15} D_d H^{5/2} - \frac{4}{35} H^{7/2} \right)
\]

\[
\therefore T_{total} = \frac{H}{d \xi} = \frac{D_d V_r}{BC \sqrt{\frac{s}{g}} \left( \frac{4}{15} D_d H^{5/2} - \frac{4}{35} H^{7/2} \right)}
\]

Here, \( T_{total} \) is the cumulative time from the start of the calculations.

### 2.2. Existing Numerical Simulation Model

For the development of the inundation information and topographical change due to a long-wave flood such as a tsunami or dam-break, the numerical simulation model of Ca et al. [15] is used. The model was developed using the following detailed formulas.

#### 2.2.1. Numerical Model for Fluid Motion

The numerical model used for long-wave flood simulations in this paper is based on a continuity equation of fluid (Equation (14)) and two-dimensional nonlinear long-wave equations (Equations (15) and (16)), and these governing equations are solved by finite difference method using the Crank-Nicholson scheme.

\[
\frac{\partial f_y q_x}{\partial x} + \frac{\partial f_x q_y}{\partial y} + \frac{\partial S \eta}{\partial t} = 0
\]

\[
\frac{\partial q_x}{\partial t} + \frac{1}{5} \frac{\partial}{\partial x} \left( \frac{S q_x}{d_w} \right) + \frac{1}{5} \frac{\partial}{\partial y} \left( \frac{S q_x}{d_w} \right) + S d_w \frac{\partial q_x}{\partial x} - \frac{1}{5} \frac{\partial}{\partial x} \left( d_w v_1 S \frac{q_x}{d_w} \right)
\]

\[
= \frac{1}{5} \frac{\partial}{\partial y} \left( d_w v_1 S \frac{q_x}{d_w} \right) + \frac{f}{d_w} Q q_x = 0
\]

\[
\frac{\partial q_y}{\partial t} + \frac{1}{5} \frac{\partial}{\partial x} \left( \frac{S q_y}{d_w} \right) + \frac{1}{5} \frac{\partial}{\partial y} \left( \frac{S q_y}{d_w} \right) + g d_w \frac{\partial q_y}{\partial x} - \frac{1}{5} \frac{\partial}{\partial x} \left( d_w v_1 S \frac{q_y}{d_w} \right)
\]

\[
= -\frac{1}{5} \frac{\partial}{\partial y} \left( d_w v_1 S \frac{q_y}{d_w} \right) + \frac{f}{d_w} Q q_y = 0
\]

\[
q_x = \int_{-d_w}^{d_w} u_x dz
\]

\[
q_y = \int_{-d_w}^{d_w} u_y dz
\]

Here, \( q_x \) and \( q_y \) are the horizontal fluid fluxes in the \( x \) and \( y \) directions respectively; \( \eta \) is the water surface elevation. \( f_x \) and \( f_y \) are the \( x \) and \( y \) direction ratios of the wet portion in a calculation mesh; \( S \) is the area ratio of the wet portion in a calculation mesh see Figure 2; \( d_w \) is the water depth (from the static water surface + \( \eta \)); \( g \) is the gravitational acceleration; \( v_1 \) is the eddy viscosity coefficient; \( f_c \) is the ground surface friction coefficient; and \( Q \left( = \sqrt{q_x^2 + q_y^2} \right) \) is the compound value of \( q_x \) and \( q_y \).
To calculate the eddy viscosity coefficient and the ground surface friction coefficient, the following equations are used:

\[ v_t = \varepsilon \left[ \left( \frac{\partial U}{\partial y} \right)^2 + \left( \frac{\partial V}{\partial x} \right)^2 \right]^{1/2} \cdot d_w^2 \]  

(19)

\[ f_c = \frac{8n^2}{d_w^{1/3}}, \quad n^2 = n_0^2 + 0.020 \frac{B_r}{100 - B_r} d_w^{4/3}, \quad n_0^2 = \frac{n_1^2 A_1 + n_2^2 A_2 + n_3^2 A_3}{A_1 + A_2 + A_3} \]  

(20)

Here, \( U \) and \( V \) are the flow velocity in \( y \) and \( x \) directions; \( \varepsilon \) equals (0.1); \( n \) is Manning’s roughness coefficient; \( B_r \) is the building ratio (= the ratio of the area of all vertical objects such as houses and trees to the mesh area). \( n_0 \) is the weighted average roughness coefficient of areas such as farms, roads and waste and wetlands, \( A_1, 2, \) and \( 3 \) respectively, with relative roughness coefficients of \( n_1, 2, \) and \( 3 \) \([16]\).

2.2.2. Numerical Model for Topographical Change

The topographical change based on sediment transport by the flow can be expressed by using the continuity equation, Equation (21);

\[ \frac{\partial \zeta}{\partial t} = -\frac{1}{1 - \varepsilon_s} \left( \frac{\partial q_{bx}}{\partial x} + \frac{\partial q_{by}}{\partial y} - C_s + C_{ut} \right) \]  

(21)

Here, \( \zeta \) is the ground surface elevation; \( q_{bx} \) and \( q_{by} \) are respectively the bed-load rate per unit width in \( x \) and \( y \) directions; \( C_s \) is the deposition rate of the suspended load; \( C_{ut} \) is the entrainment rate of the suspended load from the bed; and \( \varepsilon_s \) is the porosity of the sediment.

(1) Modeling of \( q_{xi} \) and \( q_{yi} \) on Bed-load Transport

For evaluation of the bed-load rate, Ribberink’s formula \([17]\), shown in Equation (22) is used. Yokoyama et al. \([18]\) performed many calculations of scouring by flow and wave using indoor and outdoor data on sand and gravel with a diameter range of 0.2~10 mm and found that accurate results can be obtained using this formula.

\[ q_{bi} = \begin{cases} \text{and} & \text{and}C_b[|\theta_s(t) - \theta_{sc}|]^{1.65} \left( \theta_s(t) \geq \theta_{sc} \right) \\ \theta_{si} & \left( \theta_s(t) < \theta_{sc} \right) \end{cases} \]  

(22)

Here, \( q_{bi} \) is the bed-load transport rate per unit width in the \( i \) direction; \( C_b \) is the bed-load transport coefficient determined by verification simulations; however, the authors by performing many hydraulic experiments, developed useful diagrams to acquire the value of this coefficient, refer to Figures 3–5 \([19]\); \( \theta_s(t) \) is the Shields parameter in the \( i \) direction; \( \theta_{sc} \) is the critical Shields number, calculated by using the equation of van Rijn, \([20]\); \( \Delta \) is the relative density of the sand; \( g \) is the gravitational acceleration; \( D_{50} \) is the median diameter of the sediment.
(2) Modeling of $C_s$ and $C_{ut}$ on Suspended Load Transport

During a long wave flood, it is necessary to consider the influence of suspended load transport. The deposition rate of the suspended load $C_s$ and the entrainment rate from the bed $C_{ut}$ was evaluated using Equation (23) based on the vertical distribution of suspended load concentration:

$$
C_s = w_s C(z); \quad z = \left(\frac{w_s}{2}\right) \quad \text{and} \quad C_{ut} = -\nu_t \frac{\partial C(z)}{\partial z} \bigg|_{z = z_d}
$$

Here, $w_s$ is the settling velocity of suspended particles which can be calculated using Equation (24) [21–23]; $C(z)$ is the suspended load concentration and can be calculated using Equation (25) [24], under the assumption of the sheet flow condition for the whole area; $\nu_t$ is the eddy viscosity.

$$
w_s = \begin{cases} 
D^2_{50} & D_s^3 \leq 16.187 \\
10D^2_{50} \left(1 + 0.01D_s^3\right)^{\frac{1}{2}} - 1 & 16.187 < D_s^3 \leq 16187 \\
1.1D^1.5_{50} & 16187 < D_s^3
\end{cases}
$$

$$
C(z) = C_d \left(\frac{z}{z_d}\right)^b, \quad b = \frac{w_s}{\kappa u_*}
$$

Here, $\nu$ is the kinematic viscosity of water; $D_s$ is van Rijin’s dimensionless particle parameter; $\kappa$ is Karman’s constant ($= 0.4$); $u_*$ is the friction velocity; $C_d$ and $z_d$ are estimated using Equation (26) [25].

$$
\begin{align*}
\text{and } C_d &= \frac{0.331[\theta_s(t) - 0.045]^{1.75}}{1 + 0.720[\theta_s(t) - 0.045]^{1.75}} \\
\text{and } z_d &= 2D_{50}
\end{align*}
$$

3. Methods for Evaluation of Empirical Coefficients

3.1. Evaluation of the Break-Shape Coefficient of the Outflow Rate Equation

For the newly proposed outflow rate equation, (Equation (4)) the coefficient $c$ has a great impact on a calculated hydrograph. This coefficient depends on many variables, i.e., dam bathymetry, type of break, break dimensions and dam width and height. Initially, the dam-break section’s impact on this coefficient is evaluated in this paper, by performing many hydraulic experiments. Figure 3a,b shows the apparatus and experimental arrangements respectively. On the left-hand side of the apparatus, there is a water tank reserve acting as a dam reservoir, at the downstream, there is a dry-bed water channel of 0.5 m in width, 0.4 m in height and 12 m in length. At the one-meter section from the reservoir, two layers of acryl plates of one centimeter in thickness are placed and sealed using silicon glue. The two plates are arranged as both of them are cut to the desired section, listed in Table 1. One other plate placed in between these two acts as a gate where grease is used as a lubricant in between the plates to let one open the gate abruptly. This complies with the objective of sudden partial dam-break. From these experiments, it is intended to develop the hydrographs, therefore, using a digital camera which is focused on the scale bar located about 50 cm upstream of the acryl plates; the whole process of the experiments is recorded. Using this arrangement, one can measure the change in water height behind the dam, and because previously, the bathymetry measurements (reservoir surface area) are taken, the discharge rate is calculated. Figure 4 shows the calculated and measured hydrographs, where the standard deviation and correlation value between the calculated hydrograph and experimental hydrograph are also presented for each of the experimented cases. For calculated hydrographs, the $c$ value is set to make the best fit curve with respect to the measured hydrograph. As a result, the best value of $c$ is acquired which is tabulated in Table 1 along with their relative experimental data.
Figure 3. (a) Dam-break experiment apparatus. (b) Dam-break experiment in a rectangular channel.

Table 1. Dam-break experiment data and results.

| Case | Description | Break Dimensions | Break Section Thickness (cm) |
|------|-------------|------------------|-----------------------------|
| 1.1  | Trapezoidal | B = 0.30, H = 0.25, D = 6 | 3.0 | 0.30 |
| 1.2  | Trapezoidal | B = 0.30, H = 0.25, D = 6 | 3.0 | 0.30 |
| 2.1  | Trapezoidal | B = 0.30, H = 0.25, D = 4 | 3.0 | 0.20 |
| 2.2  | Trapezoidal | B = 0.30, H = 0.25, D = 4 | 3.0 | 0.20 |
| 3.1  | Trapezoidal | B = 0.20, H = 0.30, D = 10 | 3.0 | 0.35 |
| 3.2  | Trapezoidal | B = 0.20, H = 0.30, D = 10 | 3.0 | 0.35 |
| 4    | Triangle    | B = 0.20, H = 0.30, D = 1 | 0.2 | 0.50 |
Figure 4. (Case 1–4) Dam-break hydrographs from experimental cases and calculated using Equation (4).

The flow rate coefficient \( c \) values presented in this paper, can be used for arch reaction dams that have relatively thin dam thickness. In the case of dam-break simulations of the Amagase concrete arch-reaction dam, illustrated in the subsequent sections of this paper, the flow rate coefficient \( c = 0.28 \). For Amagase dam-break simulations, the ratio of \( B \) to \( H \) is similar to that of cases (1.1–2.2. The ratio of \( \frac{D_h}{D_d} \) for cases 1.1 and 1.2 of the experiments, \( D_h \) being the dam height as shown in Figure 1b, \( (c = 0.3) \), for Cases 2.1 and 2.2, \( \frac{D_h}{D_d} = \frac{1}{2} \), \( (c = 0.2) \) and for Amagase dam \( \frac{D_h}{D_d} = \frac{73}{1000} \approx \frac{1}{13.8} \), therefore, the flow rate coefficient \( c = 0.28 \) seems logical for Amagase dam-break simulations. In cases 3.1, 3.2 and 4 the height of the break section \( B \) is larger than the width of the break section \( B \), therefore, they are not considered for acquiring the Amagase dam flow rate coefficient.
3.2. Rational Evaluation of the Coefficient of Bed-Load Transport Rate

To calculate the bed-load transportation, the model of Ca et al. [15] uses Equation (22) [17]. To use this equation, one needs to calculate the bedload transport coefficient $C_b$ value using the graphs provided in Figures 5–7 as well as Equation (27). The presented graphs and illustrations of their production and use are detailed in [19].

$$
C_b = C_{b0} \times C_1 \times C_2
$$

(27)

here, $C_{b0}$ is bedload coefficient. It can be acquired from Figure 5 by knowing the median grain size, type of gravels (natural or crushed gravel) for a proposed area and assuming uniformity coefficient of 1.5–3, and dry density of around 1.5 g/cm$^3$. $C_2$ and $C_1$ are reduction coefficients, can be acquired from Figures 6 and 7 respectively.

Figure 5. Influence of the median grain size to the bed-load coefficient (Uniformity coefficients are 1.5–3, dry densities are around 1.5 g/cm$^3$).

Figure 6. Influence of the uniformity coefficient to the bed-load reduction coefficient (the median grain size is 0.2 mm; dry densities are around 1.5 g/cm$^3$).

Figure 7. Influence of dry density to the bed-load reduction coefficient (the median grain size and the uniformity coefficient are 0.2 mm and 20.1).
4. Verification and Application of the Proposed Concept

For verification purposes, the famous Malpasset Dam’s hydrograph is generated using the proposed dam-break outflow rate Equation (4), and it is compared to the model of Aureli et al. [10]. For applicability purposes, the proposed outflow equation is integrated into an existing 2D long-wave flood simulation model of Ca et al. [15]. Even though there are several widely used flood simulation models such as MIKE11, ISIS, ONDA, FLU-COMP and HEC-RAS [26], or the recent and more advanced SPH approach models such as SPHERA [27], the authors have used the model of Ca et al. [15] because of having enough experience of using this model which has given consistent results. This model uses the two-dimensional non-linear shallow water equations, the continuity equation for hydrodynamics calculations and Rebberink’s equation [17] for modeling sediment transport. Since the data of a real dam-break are very difficult to achieve [28], and dam-break flood and a tsunami flood are almost similar [29], the validity of this model for a long wave flood routing was previously investigated by performing many tsunami simulations on the Sendai-Natori coast of Japan, which was hit by the Great East Japan Tsunami in 2011 [19].

4.1. Malpasset Dam-Break Hydrograph

Malpasset Dam was a double-curvature arch-shaped structure located in the Frejus town of France. It had a crest length of approximately 223 m, a height of 66.5 m and a total reservoir capacity of 55 million cubic meters [30]. Following a flash flood on 2nd December 1959 at 21:14, the dam broke and a flood wave as tall as 40 m gushed through the valley towards the town of Frejus. Approximately 48 million cubic meters of water was released from the dam which caused the devastating catastrophe resulting in 433 casualties [30]. Due to the availability of measured flood propagation data from this dam break, it is quite popular in the literature and is often used as a case study for simulation verification [31–33]. Therefore, this paper intended to compare the Maspasset dam-break hydrograph generated using the newly proposed concept and the methods proposed by Aureli et al. [10]. For comparison purposes, the authors have set the break dimensions assuming a partial dam break. 85% of the crest length = 189.6 m as well as the same percentage of the dam height = 56.53 m is assumed broken which is more realistic than a full section dam-breaking assumption assumed by Aureli et al. [10]. Furthermore, the peak discharge flow rate from the proposed method is higher than the Aureli et al. [10] method and lower than the LRA method as shown in Figure 8. Moreover, the emptying time of the proposed method is the fastest among other methods. The reason behind these differences lies extensively in the different initial assumptions for developing these methods. For example, in the proposed method, the inference of reservoir bed slope, as well as water surface gradient during the emptying process, is neglected where this part can be improved in the future.

![Figure 8. The Malpasset dam hydrograph comparison between the proposed method of this paper, method of Aureli et al. [10] and Level Reservoir Approximation together with the imposition of the critical state at the dam site during the emptying process, Aureli et al. [10].](image)
4.2. Hydro-Morphodynamics Simulation in Sendai-Natori Coast

Sendai-Natori coast is located in the Miyagi prefecture of Japan. This coast experienced a magnitude 9.0 earthquake and a consequent catastrophic great tsunami in 2011. The authors executed many hydro-morphodynamics simulations to replicate the actual flooding conditions and presented the results on [19]. The authors also showed in their paper that the results of the simulations are in good agreement with the actual measured data from the area as shown in Figure 9b. Random spot elevation-change points are selected along the line (A) shown in Figure 9a, and their relative data are plotted from both measured data and the reproduction data. For the locations where measured data is available, the calculated data matches perfectly with the measured data. However, for some locations such as the seaside or underwater parts, because there is no digital elevation model data available, one cannot decide whether it differs from the actual topography change situation.

![Figure 9](image-url)

Figure 9. (a) Topography change results (Total bed—load), 48 min from start of the tsunami calculations [19]. (b) Relative accuracy of the topography-change along line (A)—shown on Figure 9. (a)—on the measured and reproduced simulation results [19].

4.3. Dam-Break Hydro-Morphodynamics Simulation (Amagase Dam)

Amagase Dam is located in Uji City in Kyoto Prefecture of Japan. (Figure 10). It is an arch dam made of concrete, built on the Uji-Gawa river (Figure 11). The Amagase dam’s construction started in 1955 and finished in 1964. This dam is mainly constructed for flood control. It also serves as a great water supply reservoir for the Uji City residents. The catchment area of the dam is 4200 km$^2$ and its design volume is 122 thousand cubic meters. The height of the dam is 73 m with a crest length of 254 m. The reason behind why this dam is chosen for simulation is, about 200 thousand people live downstream of the dam. If this dam breaks due to a mega earthquake or any other possible cause, it would be catastrophic. Therefore, in this paper, it is intended to prepare a hazard map to depict the inundation height, velocity, scouring and deposition depths for the possible affected area.
Figure 10. Locations of Amagase Dam and the high-density zone of the population of Uji City (the gray zone is the circumference of “Center of Uji City”).

Figure 11. A photo of Amagase Dam (the dam height is 73 m, the dam width is 254 m).

For the proposed dam-break simulation, the following information is required as input data sets; (1) assumed broken width and height, as listed in Table 2. (2) Proposed dam’s reservoir area, as listed in Table 2. (3) Water head behind the dam, as listed in Table 2. (4) Calculation meshes size, as listed in Table 2. Since the proposed model of Ca et al. [15] is based on the finite difference method (FDM), the mesh size limitation is always a concern which mainly depends on the capacity of the available computer, size of the proposed dam and required accuracy. (5) The existing topography contour map is shown in Figure 12. in this research, a 10-m accuracy digital elevation map (DEM) is used, (6) The building and trees ratio in a mesh (as shown in Figure 13, the light green color (the building ratio is 1% in a mesh area) is referred to a soil and sand area, the dark green color (5% in a mesh area) shows a wood area and a forest area, the light brown (30% in a mesh area) shows a house with a garden, the gray color area (70% in a mesh area) shows a building area, (7) Grain size distribution in the area and (8) Calculation limit boundary. (9) Acquiring the bedload roughness coefficient $c_b$ by using Figures 5–7 and Equation (27). In the downstream of Amagase dam, from the position of topography change, there are three types of areas. (a) The high-altitude areas where the flood water cannot inundate. (b) The wetland area (Agricultura area) and (c) the city area.
Table 2. Input data for dam-break simulations.

|                      | Case 1     | Case 2     | Case 3     | Case 4     |
|----------------------|------------|------------|------------|------------|
| Broken width and height (m) | 100 × 50   | 50 × 50    | 50 × 25    | 100 × 25   |
| Broken area (sq. m)    | 2500       | 1250       | 625        | 1250       |
| Dam reservoir area (sq. m) | 1,880,000  | 1,880,000  | 1,880,000  | 1,880,000  |
| Water height behind the dam (m) | 68         | 68         | 68         | 68         |
| Mesh size (m)          | 20 × 20    | 20 × 20    | 20 × 20    | 20 × 20    |

Figure 12. Existing topography—Downstream of Amagase dam (Uji City).

Figure 13. Building ratio in a calculation mesh (=the area ratio of buildings and trees in a mesh).

For type (a) area, there is no need for bedload coefficient. For types (b and c), the calculations are detailed in the following.

For type (b) area:
\[ d_{50} = 0.2 \text{mm}, \ \text{using } \text{Figure 5,} \ \frac{d_{50}}{d_{0}} = 1.0 \rightarrow C_{b0} = 18 \]

Uniformity coefficient, \(U_{f} = 10.\) Using Figure 6, \(C_{1} = 0.9\)

Dry density \(\rho_{d} = 1.53 \text{ gr cm}^{-3}.\) Using Figure 7, \(C_{2} = 0.93\)

From Equation (27), \(C_{b} = 18 \times 0.9 \times 0.93 = 15.\)

For type (c) area:
\[ d_{50} = 0.2 \text{mm}, \ \text{using } \text{Figure 5,} \ \frac{d_{50}}{d_{0}} = 1.0 \rightarrow C_{b0} = 18 \]
Uniformity coefficient, $U = 20$. Using Figure 6, $C_1 = 0.8$

Dry density $\rho_d = 1.65 \text{ gr cm}^{-3}$. Using Figure 7, $C_2 = 0.75$

From Equation (27), $C_b = 18 \times 0.8 \times 0.75 = 11.$

The value of $D_d$ is set to 1000 m and the shape value $c$ is set to 0.28. The method and logic behind deciding the $c$ value is previously described in Section 3.1 of this paper.

The results of the Amagase dam-break simulation are shown in Figures 14–31. Scouring depths and deposition heights are depicted in Figures 14–16. The maximum scouring depth is about 10 m close to the dam and it decreases to about 5 m as the bore reaches further locations from the dam. Forward and return velocity distributions are depicted in Figures 17–19, the maximum forward velocity is calculated to be about 6 m per second and the maximum return velocity is found to be 3 m per second. Inundation height and extent are depicted in Figures 20–22. Since the accurate dam-break section’s dimensions are difficult to anticipate, one needs to perform a dam-break with different possible break sections to find out the maximum inundation extent and velocity. Since a dam-break simulation takes time and effort, the authors in this paper executed many dam-break simulations with different heights and widths to evaluate and generalize the effect of a dam-break section’s height and width on the inundation area and velocity, as listed in Table 2. Four cases of break sections are assumed. The first case’s break section height is twice the height of the second case with the same width between the second case and the third case, the height is kept the same and the height of the third case is half of the second case. Between case four and the first case, again the height is kept the same however the width is half size. A brief comparison of the dam-break simulation results is depicted in Table 3.

Figure 14. (Case–1). Topography change, 10 min after the start of the calculation.

Figure 15. (Case–1). Topography change, 20 min after the start of the calculation.
Figure 16. (Case–1). Topography change, 30 min after the start of the calculation.

Figure 17. (Case–1). Inundation velocity, 10 min after the start of the calculation.

Figure 18. (Case–1). Inundation velocity 20 min after the start of the calculation.
Figure 19. (Case–1). Inundation velocity 30 min after the start of the calculation.

Figure 20. (Case–1). Inundation height, 10 min after start of the calculation.

Figure 21. (Case–1). Inundation height, 20 min after start of the calculation.
Figure 22. (Case–1). Inundation height, 30 min after start of the calculation.

Figure 23. (Case–2). Inundation height, 10 min after start of the calculation.

Figure 24. (Case–2). Inundation height, 20 min after start of the calculation.
Figure 25. (Case–2). Inundation height, 30 min after start of the calculation.

Figure 26. (Case–3). Inundation height, 10 min after start of the calculation.

Figure 27. (Case–3). Inundation height, 20 min after start of the calculation.
Figure 28. (Case–3). Inundation height, 30 min after start of the calculation.

Figure 29. (Case–4). Inundation height, 10 min after start of the calculation.

Figure 30. (Case–4). Inundation height, 20 min after start of the calculation.
Figure 31. (Case–4). Inundation height, 30 min after start of the calculation.

Table 3. Inundation area under different dam-break sections.

| Descriptions                                      | Case 1       | Case 2       | Case 3       | Case 4       |
|---------------------------------------------------|--------------|--------------|--------------|--------------|
| Inundation area 10 min from the start of the calculation (m$^2$) | $4.4 \times 10^6$ | $3.6 \times 10^6$ | $2.9 \times 10^6$ | $3.0 \times 10^6$ |
| Inundation area 20 min from the start of the calculation (m$^2$) | $1.6 \times 10^7$ | $1.4 \times 10^7$ | $1.3 \times 10^7$ | $1.3 \times 10^7$ |
| Inundation area 30 min from the start of the calculation (m$^2$) | $2.2 \times 10^7$ | $2.0 \times 10^7$ | $2.0 \times 10^7$ | $2.0 \times 10^7$ |

Considering the width and height of different break sections (cases 1 through 4), the results of the simulations show that, as the height of the break section increases, the flood velocity and flood range becomes larger.

5. Conclusions

This study presented a novel, useful and simple approach for sudden partial dam break outflow rate. Using the proposed approach, one can assume different dam-break shapes and observe the relative generated hydrographs and decide the best condition to match a proposed dam for break simulation. The merits of the proposed approach are being simple to set up, minimum input values from a dam, such as dam height, width, reservoir surface area and an assumed dam-break section.

Naturally, in the case of non-erodible dams, the dam failure is usually a partial break. Therefore, the proposed equation was developed so that one can set a percentage failure of the dam and observe its hydrograph. The proposed equation is affected by the break section’s shape. Therefore, by performing many hydraulic experiments, a mean shape factor is acquired that can be set for different dam-break shapes. While executing the hydraulic experiments, it is observed that the water surface gradient is not level during the dam reservoir emptying process, therefore, the inference of water surface gradient on the proposed dam-break outflow rate concept, during a dam reservoir emptying process can be a potential future research objective.

Furthermore, to show the validity of the proposed equation, the Malpasset dam-break hydrograph is produced and compared to that of the existing literature. In this comparison, the proposed equation resulted in a relatively higher peak discharge and faster emptying time and it is concluded that the reason behind this is the different initial conditions for developing the different equations. The reliability of the proposed equation and the existing equations in the literature is the same. However, the proposed equation is easy to set up and one can simply evaluate the inference of different dam-break sections on a dam-break outflow rate.
Consequently, by integrating the proposed outflow rate equation on a two-dimensional flood simulation model, and simulating the Amagase dam-break, it is perceived that this equation can be potentially useful for the preparation of dam-break flood routing. According to the simulation results of the Amagase Dam presented in this paper, thousands of lives, as well as a countless amount of economy/businesses, are in a high-risk zone in the case of a dam break. Therefore, the authors suggest that when the dam becomes old, because it will be less durable against a great earthquake, the households living downstream of the dam and in the high-risk zone should be informed of the potential danger; i.e., in the case of superannuated dams in the area where the frequency of Mega Earthquakes is high, the preparation of hazard maps, emergency action plans and early warning systems will be very useful and will lead to the saving of lives and the economy. Especially in the case of the Amagase dam, which a densely populated city is located right at its downstream, widening the dam would result in lowering its risk of calamity in case of a dam-break.
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