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ABSTRACT. We consider the stochastic differential equation
\[
\begin{cases}
    dX(t) = [AX(t) + F(X(t))]dt + C^{1/2}dW(t), & t > 0; \\
    X(0) = x \in \mathcal{X};
\end{cases}
\]
where \( \mathcal{X} \) is a Hilbert space, \( \{W(t)\}_{t \geq 0} \) is a \( \mathcal{X} \)-valued cylindrical Wiener process, \( A, C \) are suitable operators on \( \mathcal{X} \) and \( F : \text{Dom}(F) \subseteq \mathcal{X} \rightarrow \mathcal{X} \) is a smooth enough function. We establish a logarithmic Harnack inequality for the transition semigroup \( \{P(t)\}_{t \geq 0} \) associated with the stochastic problem above, under less restrictive conditions than those considered in the literature. Some applications to these inequalities are also shown.

1. Introduction

The first formulation of the Harnack inequality dates back to 1887 and can be found in his seminal paper [21], and concerns positive harmonic functions. After some partial extensions, the most important contribution is due to J. Moser [29] which proved the Harnack inequality for positive (weak) solutions of uniformly elliptic linear equations with bounded coefficients in variational form. Moser also stresses the usefulness of such kind of estimates to deduce regularity results, such as the local Hölderianity of the solutions. The further passage towards non-linear elliptic equations was made first by J. Serrin [39] and then by N.S. Trudinger [40] a few years later, and is based on Moser’s approach.

The first parabolic version of the Harnack inequality is proved separately from J. Hadamard [20] and B. Pini [35] for positive solutions of the heat equation. Many years later this kind of estimates have been extended to positive solutions of more general linear parabolic equations by Moser himself [30]. Hence the extension to almost linear parabolic equations was due to D. G. Aronson and J. Serrin [1] and N.S. Trudinger [40]. Differently from the elliptic case, however, the case of operators with non-linear coefficients turned out to be more difficult and remained unresolved for a long time. In this direction we refer to [11, 12] where an intrinsic Harnack type inequality was proved for solutions of a large class of nonlinear equations and for operators with nonlinear coefficients. The techniques used in these latter results were inspired by the method of E. De Giorgi and J. Nash (see [10, 32]) to show boundedness and regularity for certain classes of functions (the so-called De Giorgi classes), which contain in particular the solutions of some elliptic equations.

We refer to [24] and the reference therein for a more in-depth analysis of the Harnack inequality. In all the quoted results, the formulation of the Harnack inequality allows to compare the values of a positive solution of some elliptic or parabolic differential equation, at two different points. All these Harnack inequalities are dimension-dependent and thus they cannot pass to infinite dimension. A possibility to get the Harnack-type inequality in an infinite dimensional setting consists in replacing the classical formulation to the dimension-free logarithmic Harnack Inequality (LHI) first introduced by F.-Y. Wang in [41] for the study of diffusion semigroups on
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a Riemannian manifold $M$. It reads as
\[(P(t)f)^\alpha(x) \leq (P(t)f^\alpha)(x)e^{c(t)\rho(x,y)}, \quad t > 0, \ x, y \in M\]  
(1.1)
which holds true for any positive and Borel bounded function $f$, any $\alpha > 1$ and some continuous function $c(t)$. Here $\rho$ is a Riemannian metric on $M$. Also in the infinite dimensional setting, this kind of inequality has been used to obtain a lot of results, like some regularizing effects of the semigroup (see, for example, [6, Proposition 4.1], [37, Corollary 1.2] and [43, Corollary 7.3.14]) as well as some hyperboundedness properties for the semigroup $\{P(t)\}_{t \geq 0}$ (see, for example, [37] and [32]). We refer to [43] and the reference therein for a discussion of this inequality and its consequences.

The aim of this paper consists in proving a (LHI) like (1.1), for transition semigroups associated to some stochastic partial differential equations in infinite dimensional separable Hilbert spaces under more less restrictive conditions than those considered in the literature.

We consider $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ a normal filtered probability space, $\mathcal{X}$ a separable Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and associated norm $\|\cdot\|$ and the stochastic partial differential equation
\[
\begin{cases}
  dX(t) = [AX(t) + F(X(t))]dt + C^{1/2}dW(t), & t > 0; \\
  X(0) = x \in \mathcal{X},
\end{cases}
\]  
(1.2)
where $\{W(t)\}_{t \geq 0}$ is a $\mathcal{X}$-valued cylindrical Wiener process, $C \in \mathcal{L}(\mathcal{X})$ is a positive operator, $F : \text{Dom}(F) \subseteq \mathcal{X} \rightarrow \mathcal{X}$ is a regular enough function, and $A : \text{Dom}(A) \subseteq \mathcal{X} \rightarrow \mathcal{X}$ is a possibly unbounded operator. Throughout the paper we will assume some hypotheses on $A$, $F$ and $C$ to guarantee the existence of a mild solution for (1.2) (see Hypotheses 2.6 and 3.1). Stochastic partial differential equations like (1.2) are widely studied in the literature (see [8, 13] and the references therein) as well as the validity of some (LHI) in Hilbert spaces for the associated semigroup
\[P(t)\varphi(x) := \mathbb{E}[\varphi(X(t, x))], \quad x \in \mathcal{X}, \ t \geq 0, \ \varphi \in B_b(\mathcal{X});\]  
(1.3)
(see, for example, [6, 38]). Here $\mathbb{E}[\cdot]$ denotes the expectation with respect to $\mathbb{P}$ and $B_b(\mathcal{X})$ is the space of bounded and Borel measurable function on $\mathcal{X}$. Estimates like (1.1) for the transition semigroup (1.3) can be found for instance in [6, 17, 22, 27, 38, 44]. In all the quoted papers two different sets of assumptions for $A$, $F$ and $C$ are made in order to get inequalities like (1.1).

Concerning the operator $C$, it is required some sort of invertibility. In [6, 44] it is required that $C$ itself admits continuous and bounded linear inverse. In [22, 27] it is assumed that $CC^*$ is invertible, while in [17] the authors restrict themselves to consider as $C$ the identity operator. On the other hand, for what concerns the function $F$, it is usually required that it is Lipschitz continuous and that it satisfies the following dissipativity type condition:
\[\langle F(x) - F(y), C^{-1}(x - y) \rangle \leq \zeta\|C^{-1/2}(x - y)\|, \quad x - y \in C(\mathcal{X});\]  
(1.4)
for some $\zeta \in \mathbb{R}$. This latter condition can be found in [38] where $C$ actually can depend also on $x$.

The main results of this paper are stated in Theorems 3.12 and 4.7 where a (LHI) similar to (1.1) is obtained for the transition semigroup (1.3) without any hypotheses of invertibility on $C$ and assuming only one between the Lipschitz and the dissipativity condition appearing in (1.4) (see Section 3 for the Lipschitz continuous case and Section 4 for the dissipative case). To be more precise we will prove a (LHI) type inequality along the direction of the square root of the diffusion operator $C$, namely
\[|P(t)\varphi(x + h)|^p \leq P(t)|\varphi(x)|^p e^{c(t)\|C^{-1/2}h\|^2}, \quad t > 0, \ x \in \mathcal{X}, \ h \in C^{1/2}(\mathcal{X});\]  
(1.5)
for any bounded and Borel measurable function $\varphi : \mathcal{X} \rightarrow \mathbb{R}$, any $p > 1$ and some continuous function $c : (0, +\infty) \rightarrow \mathbb{R}$. We point out that if $C$ has a continuous inverse than (1.5) is equivalent to (1.1).

The key tool we use to prove the (LHI) (3.14) and (4.15) in both cases is an approximation method. In the Lipschitz continuous case the approximants which allow us to get our estimate are suitable finite dimensional semigroups which satisfy suitable gradient estimates. On the other
hand, the dissipative case is solved by using a double approximation procedure which consider a finite dimensional approximation of the Yosida approximants.

For our results, we have collected some standard consequences in Section [5] For instance, the (LHI) can be used to prove a strong Feller-type property for \( \{P(t)\}_{t \geq 0} \) and, assuming further the existence of an invariant measure \( \mu \) for \( \{P(t)\}_{t \geq 0} \), the occurrence of an entropy-cost inequality (see Corollary [5.1] (iii)). In this last case, another classical consequence of the (LHI) is a hypercontractivity type estimate for the semigroup \( \{P(t)\}_{t \geq 0} \) in \( L^p(\mathcal{X}, \mu) \). Such estimate relies on the Hölder inequality and some integrability conditions with respect to \( \mu \) of some exponential functions (see Corollary [5.3]). Finally, a considerable set of examples of operators \( A, C \) and functions \( F \) to which our results can be applied, are collected at the end of Section [5]

2. Notations and preliminaries

In this section we fix the notations and we recall some basic results we will use throughout the paper.

Let \( H_1 \) and \( H_2 \) be two Hilbert spaces with inner products \( \langle \cdot, \cdot \rangle_{H_1} \) and \( \langle \cdot, \cdot \rangle_{H_2} \) and associated norms \( \| \cdot \|_{H_1} \) and \( \| \cdot \|_{H_2} \) respectively. We denote by \( B_b(H_1;H_2) \) (resp. \( C_b(H_1;H_2) \)) the set of functions \( f : H_1 \to H_2 \) which are bounded and Borel measurable (resp. continuous). When \( H_2 = \mathbb{R} \) we simply write \( B_b(H_1) \) (resp. \( C_b(H_1) \)). For any \( k \in \mathbb{N} \cup \{ \infty \} \), \( C^k_b(H_1;H_2) \) consists of continuous functions \( f : H_1 \to H_2 \) which are \( k \)-times Fréchet differentiable with bounded and continuous derivatives up to order \( k \). If \( H_2 = \mathbb{R} \) we simply write \( C^k_b(H_1) \) and for \( k = 1 \) then, for any \( x \in H_1 \), we denote by \( \mathcal{D} f(x) \) the unique \( k \in H_1 \) such that

\[
\lim_{\| h \|_{H_1} \to 0} \frac{|f(x + h) - f(x) - \langle h, k \rangle_{H_1}|}{\|h\|_{H_1}} = 0.
\]

For any \( k \in \mathbb{N} \cup \{ \infty \} \), we denote by \( \mathcal{TC}^k_b(\mathbb{R}^n) \), the space of cylindrical \( C^k \) functions depending on \( n \) variables, i.e., the set of functions \( f : \mathbb{R} \to \mathbb{R} \) such that \( f(x) = \varphi(\langle x, h_1 \rangle_{H_1}, \ldots, \langle x, h_n \rangle_{H_1}) \), \( x \in H_1 \), for some \( \varphi \in C^k_b(\mathbb{R}^n) \), \( h_1, \ldots, h_n \in H_1 \) and \( n \in \mathbb{N} \).

Let \( G : \text{Dom}(G) \subseteq H_1 \to H_1 \) be a linear operator and let \( H_2 \subseteq H_1 \). We call part of \( G \) in \( H_2 \) the operator \( G_{H_2} : \text{Dom}(G_{H_2}) \subseteq H_2 \to H_2 \) defined as

\[
\text{Dom}(G_{H_2}) := \{ x \in \text{Dom}(G) \cap H_2 \mid Gx \in H_2 \};
\]

\[
G_{H_2}x := Gx, \quad x \in \text{Dom}(G_{H_2}).
\]

By \( \mathcal{L}(H_1) \) we denote the set of all bounded linear operators from \( H_1 \) into itself and by \( \text{Id}_{H_1} \in \mathcal{L}(H_1) \) the identity operator on \( H_1 \). We say that \( B \in \mathcal{L}(H_1) \) is non-negative (resp. positive) if for every \( x \in H_1 \setminus \{0\} \)

\[
\langle Bx, x \rangle_{H_1} \geq 0 \ (> 0).
\]

On the other hand, \( B \in \mathcal{L}(H_1) \) is a non-positive (resp. negative) operator, if \( -B \) is non-negative (resp. positive). We remind the reader that such operators are self-adjoint (see [35], Section IV.4). We recall that if a semigroup \( \{P(t)\}_{t \geq 0} \subseteq \mathcal{L}(H_1) \) is strongly continuous, then there exists \( M_0 \geq 1 \) and \( \eta_0 \in \mathbb{R} \) such that

\[
\|P(t)\|_{\mathcal{L}(H_1)} \leq M_0 e^{\eta_0 t}, \quad t \geq 0.
\]

For the general theory concerning linear operators and semigroups we refer to [13], [15], [16].

Now, let \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) be a normal filtered probability space, \( \mathcal{X} \) be a separable Banach space and by \( \mathcal{B}(\mathcal{X}) \) we denote the family of the Borel subsets of \( K \). For any random variable \( \xi : (\Omega, \mathcal{F}, \mathbb{P}) \to (\mathcal{X}, \mathcal{B}(\mathcal{X})) \), the law of \( \xi \) on \( (\mathcal{X}, \mathcal{B}(\mathcal{X})) \), denoted by \( \mathcal{L}(\xi) \) and the expectation of \( \xi \) with respect to \( \mathbb{P} \) denoted by \( \mathbb{E}[\xi] \) are defined by the formulas

\[
\mathcal{L}(\xi) := \mathbb{P} \circ \xi^{-1}
\]

and

\[
\mathbb{E}[\xi] := \int_{\Omega} \xi(w) \, \mathbb{P}(d\omega) = \int_{\mathcal{X}} x \, \mathcal{L}(\xi)(dx).
\]
Remark 2.4. Observe that if \( \Phi : \mathbb{X} \to \mathbb{R} \) is a \( \mathbb{K} \)-valued process such that the function \( \Phi(\cdot) : I \to \mathbb{K} \) is bounded and continuous for \( \mathbb{P} \)-a.e. \( \omega \in \Omega \). We endow the space \( C_p(I;\mathbb{K}) \) with the norm

\[
\left\| \{Y(t)\}_{t \in I} \right\|_{C_p(I;\mathbb{K})} := \mathbb{E} \left[ \sup_{t \in I} \left\| Y(t) \right\|_\mathbb{K} \right].
\]

We denote by \( \mathbb{K}^p(I) \) the space of progressively measurable \( \mathbb{K} \)-valued process \( \{Y(t)\}_{t \in I} \) such that the quantity

\[
\left\| \{Y(t)\}_{t \in I} \right\|_{\mathbb{K}^p(I)} := \sup_{t \in I} \mathbb{E} \left[ \left\| Y(t) \right\|_\mathbb{K} \right],
\]

is finite. We endow the space \( \mathbb{K}^p(I) \) with the norm \( \left\| \cdot \right\|_{\mathbb{K}^p(I)} \).

A map \( f : \text{Dom}(f) \subseteq \mathbb{K} \to \mathbb{K} \) is said to be dissipative if for any \( \alpha > 0 \) and \( x,y \in \text{Dom}(f) \), it holds

\[
\left\| x - y - \alpha(f(x) - f(y)) \right\|_\mathbb{K} \geq \left\| x - y \right\|_\mathbb{K} \tag{2.1}
\]

In particular if \( \mathbb{K} \) is a Hilbert space \( \mathbb{K} \) is equivalent to

\[
\langle f(x) - f(y), x - y \rangle_\mathbb{K} \leq 0.
\]

We say that \( f \) is \( m \)-dissipative if it is dissipative and the range of \( \text{Id}_\mathbb{K} - f \) is the whole space \( \mathbb{K} \).

Remark 2.2. If \( f = A \) is linear, then \( \mathbb{K} \) becomes \( \left\| (\text{Ad} - A)x \right\|_\mathbb{K} \geq \lambda \|x\|_\mathbb{K} \) for every \( x \in \text{Dom}(A) \) and \( \lambda > 0 \). In addition, if \( \mathbb{K} \) is a Hilbert space with inner product \( \langle \cdot , \cdot \rangle_\mathbb{K} \), then \( \mathbb{K} \) is equivalent to say that \( \langle Ah, h \rangle_\mathbb{K} \leq 0 \) for any \( h \in \mathbb{K} \).

Now we introduce a Hilbert space that plays a key role in the proof of the (LHI) (see Sections 3 and 4). In what follows, \( \mathbb{X} \) will be an Hilbert space with inner product \( \langle \cdot , \cdot \rangle \) and associated norm \( \| \cdot \| \), and \( C \in \mathcal{L}(\mathbb{X}) \) will be a positive operator. We set

\[
\mathbb{H} := C^{1/2}(\mathbb{X}), \quad [h_1, h_2]_C := (C^{-1/2}h_1, C^{-1/2}h_2), \quad h_1, h_2 \in C^{1/2}(\mathbb{X}).
\]

It can be proved that \( \mathbb{H} \) is a Hilbert space continuously embedded in \( \mathbb{X} \) (see [3]). We set \( \| \cdot \|_C \) the norm on \( \mathbb{H} \) associated to the inner product \( [\cdot , \cdot ]_C \).

We define the notion of \( \mathbb{H} \)-Fréchet differentiability.

Definition 2.3. A function \( \Phi : \mathbb{X} \to \mathbb{R} \) is \( \mathbb{H} \)-Fréchet differentiable at \( x \in \mathbb{X} \), if there exists \( h_x \in \mathbb{H} \) such that

\[
\lim_{\|h\|_C \to 0} \frac{\|\Phi(x + h) - \Phi(x) - [h_x, h]_C\|}{\|h\|_C} = 0.
\]

Clearly, when \( h_x \) exists, it is unique and we set \( \mathcal{D}_C \Phi(x) := h_x \).

Remark 2.4. Observe that if \( \Phi : \mathbb{X} \to \mathbb{R} \) is a Fréchet differentiable function, then it is \( \mathbb{H} \)-differentiable too. Furthermore, for every \( x \in \mathbb{X} \) it holds

\[
\mathcal{D}_C \Phi(x) = C \mathcal{D} \Phi(x).
\]

This result can be found in [3] Proposition 17.

The definition of \( \mathbb{H} \)-Gateaux differentiability is the Gateaux counterpart of the previous definition. We stress that for our purposes we need a more technical definition in comparison to the “standard” one.

---

1We say that a \( \mathbb{X} \)-valued process \( \psi \) is progressively measurable if, as a transformation from \( \Omega \times [0, t] \) equipped with the \( \sigma \)-field \( \mathcal{F}_t \times \mathcal{B}([0, t]) \) into \( (\mathbb{X}, \mathcal{B}(\mathbb{X})) \) is measurable for any \( [0, t] \subset I \).
Definition 2.5. We say that a function $\Phi : \mathcal{X} \to \mathcal{X}$ is $H_C$-Gateaux differentiable if for every $x \in \mathcal{X}$ and $h \in H_C$, there exists $\varepsilon_{x,h} > 0$ such that the function $\varphi_{x,h} : (-\varepsilon_{x,h}, \varepsilon_{x,h}) \to \mathcal{X}$ defined as

$$
\varphi_{x,h}(r) := \Phi(x + rh) - \Phi(x)
$$

is $H_C$-valued and there exists $L_x \in \mathcal{L}(H_C)$ such that for every $h \in H_C$

$$
\lim_{r \to 0} \left\| \frac{1}{r}\varphi_{x,h}(r) - L_x h \right\|_C = 0.
$$

(2.2)

See [3] for further properties of the space $H_C$. We end this section by recalling a result of existence and uniqueness of the mild solution of the problem

$$
\begin{cases}
    dX(t) = [AX(t) + F(X(t))]|dt + C^{1/2}dW(t), & t > 0; \\
    X(0) = x \in \mathcal{X}.
\end{cases}
$$

(2.3)

Here $\{W(t)\}_{t \geq 0}$ is a $\mathcal{X}$-valued cylindrical Wiener process (see [3] Section 4.1.2 for a definition) and the operator $A$, $F$ and $C$ satisfy the following assumptions.

Hypotheses 2.6. Let $\mathcal{X}$ be a Hilbert space with inner product $\langle \cdot , \cdot \rangle$ and associated norm $\|\cdot\|$.

(i) There exists $E$ a Borel subset of $\mathcal{X}$ which is a Banach space continuously and densely embedded in $\mathcal{X}$;

(ii) $A : \text{Dom}(A) \subseteq \mathcal{X} \to \mathcal{X}$ generates a strongly continuous semigroup $e^{tA}$ on $\mathcal{X}$ and $A_E$ (the part of $A$ in $E$) generates an analytic semigroup $e^{tA_E}$ on $E$. There exists $\zeta_A \in \mathbb{R}$ such that $A - \zeta_A \text{Id}_\mathcal{X}$ is dissipative in $\mathcal{X}$ and $A_E - \zeta_A \text{Id}_E$ is dissipative in $E$. For any $T > 0$ and for $\mathbb{P}$-a.e. $\omega \in \Omega$ the function $W_A(\cdot)(\omega) : [0, T] \to E$ defined by

$$
W_A(t)(\omega) := \left( \int_0^t e^{(t-s)A}C^{1/2}dW(s) \right)(\omega), \quad t \in [0, T],
$$

(2.4)

is continuous and

$$
\int_0^T \text{Tr}[e^{sA}Ce^{sA^*}]ds < +\infty.
$$

(2.5)

(iii) $E \subseteq \text{Dom}(F)$ and $F(E) \subseteq E$. There exists $\zeta_F \in \mathbb{R}$ such that $F - \zeta_F \text{Id}_\mathcal{X}$ is $m$-dissipative in $\mathcal{X}$ and $F_E - \zeta_F \text{Id}_E$ is $m$-dissipative in $E$. $F_E : E \to E$ is locally Lipschitz on $E$, namely $F_E$ is Lipschitz continuous on bounded subsets of $E$ and, there exist $M > 0$ and $m \in \mathbb{N}$ such that

$$
\|F_E(x)\|_E \leq M(1 + \|x\|_E^m), \quad x \in E.
$$

(2.6)

(iv) $C \in \mathcal{L}(\mathcal{X})$ is a positive operator.

Remark 2.7. If $E = \mathcal{X}$, by [3] Theorem 5.11, a sufficient condition that guarantees both the continuity of the trajectories of $W_A$ and \[(2.5)\] is provided by the following: there exists $\eta \in (0, 1)$ such that

$$
\int_0^T s^{-\eta}\text{Tr}[e^{sA}Ce^{sA^*}]ds < +\infty.
$$

(2.7)

If $E \neq \mathcal{X}$, other conditions can be found in [1] Sections 6.1-8.2 and [3] Sections 5.4-5.5.

For a $x$ belonging to $\mathcal{X}$, a mild solution of \[(2.3)\] is a $\mathcal{X}$-valued adapted stochastic process $\{X(t, x)\}_{t \geq 0}$ satisfying

$$
X(t, x) = e^{tA}x + \int_0^t e^{(t-s)A}F(X(s, x))ds + \int_0^t e^{(t-s)A}C^{1/2}dW(s), \quad t \geq 0.
$$

The following is a result of existence and uniqueness of a mild solution of \[(2.3)\] whose proof can be found in [2] Section 3.

Theorem 2.8. Assume Hypotheses \[(2.6)\] hold true.

(i) For any $x \in E$, \[(2.3)\] has a unique mild solution $\{X(t, x)\}_{t \geq 0}$ belonging to $C_p([0, T], E) \cap C_p((0, T), E)$, for any $T > 0$ and $p \geq 1$. 


(ii) For any $x \in X$, (2.3) has a unique generalized mild solution \( \{ X(t, x) \}_{t \geq 0} \) belonging to \( C_p([0, T], X) \), for any $T > 0$ and $p \geq 1$, namely, for any sequence \( \{ x_n \}_{n \in \mathbb{N}} \subseteq E \) converging to $x$ in $X$ and for any $T > 0$ it holds
\[
\lim_{n \to \infty} \sup_{t \in [0, T]} \| X(t, x) - X(t, x_n) \| = 0,
\]
where \( \{ X(t, x_n) \}_{t \geq 0} \) is the unique mild solution of (2.3) with initial datum $x_n$ (see (i)).

Moreover for any $p \geq 1$, there exist two positive constants $C_p, \kappa_p$ such that
\[
\| X(t, x) \|^p_0 \leq C_p \left( e^{-\kappa_p t} \| x \|^p_0 + \| W_A(t) \|^p_0 + \int_0^t e^{-\kappa_p (t-s)} \| F(W_A(s)) \|^p_0 ds \right),
\]
for any $t > 0$ and $x \in \mathcal{O}$, being either $\mathcal{O} = E$ or $\mathcal{O} = X$. Finally, there exists $\eta > 0$ such that
\[
\| X(t, x_1) - X(t, x_2) \| \leq e^{-\eta t} \| x_1 - x_2 \|, \quad t > 0, \; x_1, x_2 \in X. \tag{2.8}
\]
We point out that all the (in)equalities in the above theorem and in what follows, if not otherwise specified, have to be understood to hold for $\mathbb{P}$-a.e. $\omega \in \Omega$.

3. Logarithmic Harnack Inequality: the Lipschitz continuous case

(LHI) are a classical tools to prove regularity results for transition semigroups associated to stochastic differential equations. They have already been proved in several settings and more is known in finite dimension. In this case, (LHI) are satisfied by solutions of the Cauchy problems associated to the equation
\[
d\frac{d}{dt}u(t, \xi) = A(t)u(t, \xi), \quad t > 0, \; \xi \in \mathbb{R}^n;
\]
where $A(t) \psi := \text{Tr}(Q(t)D^2 \psi) + \langle b(t, x), D\psi \rangle$ for any smooth function $\psi$ assuming suitable conditions on $Q$ and $b$ (see, for example, [8, 17, 19, 44]). In infinite dimension such kind of estimates have already been proved in [8] and in [38] for the transition semigroups associated to (2.3). In [8], (LHI) are proved assuming that $C^{-1} \in \mathcal{L}(X)$ and the dissipativity of $F$ whereas in [38] they are proved assuming that $C$ depends on the spatial variable and $F$ is Lipschitz continuous and dissipative along both $X$ and $H_C$. Here we generalize the results in [38] when $C \in \mathcal{L}(X)$ assuming either $F$ Lipschitz continuous or dissipative along $H_C$ and in this last case without requiring that $C^{-1} \in \mathcal{L}(X)$.

We start by assuming the following set of hypotheses.

**Hypotheses 3.1.** Hypotheses 2.6 are satisfied with $E = X$. Furthermore we assume that $F : X \to X$ is a Fréchet differentiable and Lipschitz continuous function with Lipschitz constant $L_F$, and there exists $\zeta_X > 0$ such that
\[
\langle (A + DF(x))h, h \rangle \leq -\zeta_X \| h \|^2, \quad x, h \in X. \tag{3.1}
\]

**Remark 3.2.** We point out that the Lipschitz continuity of $F$ together with (3.1) yields the existence of $\zeta \in \mathbb{R}$ such that $A - \zeta I_{dX}$ and $F - \zeta I_{dX}$ are both dissipative. Moreover, we remark that the following weaker form of (3.1) can be assumed in Hypotheses 3.1 instead of (3.1)
\[
\langle A(h_1 - h_2) + F(x + h_1) - F(x + h_2), h_1 - h_2 \rangle \leq -\zeta_X \| h_1 - h_2 \|^2, \quad h_1, h_2 \in X.
\]
For the sake of clarity in the proofs of this section we decided to assume (3.1).

Under Hypotheses 3.1 the stochastic problem (2.3) admits a unique mild solution \( \{ X(t, x) \}_{t \geq 0} \) satisfying (2.3) and allows us to define the family of operators \( \{ P(t) \}_{t \geq 0} \) as
\[
P(t)\varphi(x) := \mathbb{E}[\varphi(X(t, x))], \quad x \in X, \; t \geq 0, \; \varphi \in B_b(X). \tag{3.2}
\]
Further regularity properties of the mild solution \( \{ X(t, x) \}_{t \geq 0} \) of (2.3) will be needed in the sequel.
Proposition 3.3. Assume Hypotheses 3.1 hold true and let $T > 0$. The map $x \mapsto \{X(t,x)\}_{t \in [0,T]}$ from $X$ into $X^2([0,T])$ (see Definition 2.4) is Gateaux differentiable and for any $x, y \in X$, its Gateaux derivative is the unique mild solution of
\begin{equation}
\begin{cases}
  dY_x(t) = [A + DF(X(t,x))]Y_x(t)dt, & t \in (0,T]; \\
  Y_x(0) = y,
\end{cases}
\end{equation}

namely, for every $x, y \in X$ the process $\{D_G X(t,x)y\}_{t \in [0,T]}$ satisfies
\begin{equation}
D_G X(t,x)y = e^{tA}y + \int_0^t e^{(t-s)A}DF(X(s,x))D_G X(s,x)yds, \quad t \in [0,T].
\end{equation}

In addition it holds that
\begin{equation}
\|D_G X(t,x)y\| \leq e^{-\zeta t}\|y\|, \quad t \in [0,T], \quad x, y \in X.
\end{equation}

Proof. The first part of the statement is classical and can be found in [8, Theorem 9.8] or [28].

To prove estimate (3.5) we assume that $\{Y_x(t,y)\}_{t \geq 0}$ is a strict solution of (3.3), otherwise we can proceed as in [2, Proposition 3.6] or [4, Proposition 6.2.2] approximating $\{Y_x(t,y)\}_{t \geq 0}$ by means of a sequence of more regular processes. In this case, scalarly multiplying the stochastic differential equation in (3.3) by $Y_x(t,y)$ and using (3.1) we obtain
\begin{align*}
\frac{1}{2} \frac{d}{dt} \|Y_x(t,y)\|^2 &= \langle [A + DF(X(t,x))]Y_x(t,y), Y_x(t,y) \rangle \\
&\leq -\zeta \|Y_x(t,y)\|^2,
\end{align*}

whence we infer (3.5). \qed

Our proof of (LH1) relies on a gradient estimate for the transition semigroup $\{P(t)\}_{t \geq 0}$ (see [3,12]). To obtain such result we need some additional hypotheses on $A, C$ and $F$.

Hypotheses 3.4. Assume that the part of $A$ in $H_C$, denoted by $A_C$, generates a contractive strongly continuous semigroup $e^{tA_C}$ in $H_C$ and that one of the following two conditions is satisfied:

(i) there exists $\gamma \in (0,1)$ such that
\begin{equation}
e^{tA}(X) \subseteq C^{1/2}(X), \quad \|C^{-1/2}e^{tA}\|_{L(X)} \leq Kt^{-\gamma}
\end{equation}

for any $t > 0$ and some positive constant $K$ independent of $t$;

(ii) $F = C^{1/2}G$ for some Fréchet differentiable and Lipschitz continuous function $G : X \to X$ with Lipschitz constant $L_G$.

We refer to Section 5 for some examples of operators $A$ and $C$ verifying Hypotheses 3.4.

The following proposition gives us information about the continuity of $h \mapsto D_G X(t,x)h$ as a linear map in $H_C$.

Proposition 3.5. Assume Hypotheses 3.2 and 3.4 hold true. For any $t > 0$ and $x \in X$, the operator $D_G X(t,x)$ belongs to $L(H_C)$. More precisely
\begin{equation}
\|D_G X(t,x)h\|_{H_C} \leq K_1 \|h\|_{H_C}, \quad t > 0, \quad x, h \in H_C,
\end{equation}

for some positive constant $K_1$ independent of $t, x$ and $h$.

Proof. We start by assuming that Hypotheses 3.2 hold true. For any $t > 0, x \in X$ and $h \in H_C$, by (3.4) and the definition of $\|\cdot\|_{H_C}$,
\begin{align*}
\|D_G X(t,x)h\|_{H_C} &\leq \|e^{tA}h\|_{H_C} + \int_0^t \|C^{-1/2}e^{(t-s)A}DF(X(s,x))D_G X(s,x)h\|ds \\
&\leq \|h\|_{H_C} + KL_F\|C^{1/2}\|_{L(X)}\|h\|_{H_C} \int_0^t e^{-\zeta s/(t-s)^2}ds \\
&\leq \|h\|_{H_C} + KL_F\|C^{1/2}\|_{L(X)}\|h\|_{H_C} \left(\int_0^1 \frac{1}{s^2}ds + \int_1^t e^{-\zeta s(t-s)}ds\right)
\end{align*}

By the Lipschitz continuity of $F$, the contractivity of $\{e^{tA_C}\}_{t \geq 0}$ in $H_C$, Hypotheses 3.4 and 3.5 we have
\begin{align*}
\|D_G X(t,x)h\|_{H_C} &\leq \|h\|_{H_C} + KL_F\|C^{1/2}\|_{L(X)}\|h\|_{H_C} \left(\int_0^1 \frac{1}{s^2}ds + \int_1^t e^{-\zeta s(t-s)}ds\right)
\end{align*}
for any $t > 0$, we can obtain similarly arguing as in Proposition 3.5. First of all we prove that for any fixed $t > 0$, $\|D_G X(t, x)h\|_C \leq \|e^{tA}h\|_C + \int_0^t \|e^{(t-s)A}C^{1/2}DG(X(s, x))D_G X(s, x)h\|_C ds$

for any $t > 0, x \in X$ and $h \in H_C$. Thus, the Lipschitz continuity of $G$, the contractivity of $\{e^{tA}\}_{t \geq 0}$ in $H_C$ and \((3.3)\) yield that

\[ \|D_G X(t, x)h\|_C \leq \|e^{tA}h\|_C + \int_0^t \|e^{(t-s)A}C^{1/2}DG(X(s, x))D_G X(s, x)h\|_C ds \]

\[ \leq \|h\|_C + \int_0^t \|C^{1/2}DG(X(s, x))D_G X(s, x)h\|_C ds \]

\[ = \|h\|_C + \int_0^t \|DG(X(s, x))D_G X(s, x)h\| ds \]

\[ \leq \|h\|_C + L_G \int_0^t \|DG(X(s, x))\| ds \]

\[ \leq \|h\|_C + L_G \|C^{1/2}DG(X)\|_C \int_0^t e^{-\zeta_X s} ds \]

\[ = \|h\|_C + L_G \|C^{1/2}DG(X)\|_C \left( \frac{1}{\zeta_X} - \frac{e^{-\zeta_X T}}{\zeta_X} \right) \]

whence the claim follows, with $K_1 := 1 + L_G \zeta_X^{-1} \|C^{1/2}DG(X)\|_C$. \qed

**Remark 3.6.** We could remove the requirement $\zeta_X > 0$ in Hypotheses \(3.4\) and replace the condition \((3.7)\) with the following: there exist $c > 0$ and $\gamma \in (0, 1)$ such that

\[ e^{tA}(X) \subset C^{1/2}(X), \quad \|C^{-1/2}e^{tA}\|_C \leq K e^{ct \gamma}. \]

In this case \((3.7)\) would be changed as follows: for any $T > 0$ there exist $K_1(T)$, such that for any $t > 0, x \in X$ and $h \in H_C$ we have

\[ \|D_G X(t, x)h\|_C \leq K_1(T)\|h\|_C. \]

Now, we prove that for any fixed $t > 0$, the map $X : x \mapsto X(t, x) \in X$ is $H_C$-Gateaux differentiable.

**Proposition 3.7.** Assume that Hypotheses \(3.7\) and \(3.4\) hold true. For any $t > 0$, the map $x \mapsto X(t, x)$, from $X$ to $X$, is $H_C$-Gateaux differentiable $P$-a.e. and its $H_C$-Gateaux derivative along $h \in H_C$ is given by $D_G X(t, x)h$.

**Proof.** We restrict ourselves to prove the claim when Hypotheses \(3.4\) hold true since the other case can be obtained similarly arguing as in Proposition 3.5. First of all we prove that for any fixed $t > 0, x \in X$ and $h \in H_C$, the function $\varphi_{x, h}^t : \mathbb{R} \to X$ defined as

\[ \varphi_{x, h}^t(r) := X(t, x + rh) - X(t, x), \]

is $H_C$-valued. Using \((3.3)\) we obtain

\[ \varphi_{x, h}^t(r) = re^{tA}h + \int_0^t e^{(t-s)A}\left[ F(X(s, x + rh)) - F(X(s, x)) \right] ds, \quad r > 0. \]
Thus, Hypotheses 3.4, the definition of $\|\cdot\|_C$, the Lipschitz continuity of $F$ and estimate (2.8) infer

$$
\|\varphi_{x,h}(r)\|_C \leq \|re^{tA}h\|_C + \int_0^t \|e^{(t-s)A}[F(X(s,x + rh)) - F(X(s,x))]\|_Cds
$$

$$
\leq \|rC^{-1/2}e^{tA}h\|_C + \int_0^t \|C^{-1/2}e^{(t-s)A}[F(X(s,x + rh)) - F(X(s,x))]\|_Cds
$$

$$
\leq K|\gamma|t^{-\gamma}\|h\|_C + \int_0^t \|C^{-1/2}e^{(t-s)A}\|_{L(C)}\|F(X(s,x + rh)) - F(X(s,x))\|_Cds
$$

$$
\leq K|\gamma|t^{-\gamma}\|h\|_C + KL_F \int_0^t (t - s)^{-\gamma}\|X(s,x + rh) - X(s,x)\|_Cds
$$

$$
\leq K|\gamma|t^{-\gamma}\|h\|_C + KL_F|\gamma|\|r\|_C\|\int_0^t (t - s)^{-\gamma}e^{-\eta s}ds
$$

$$
\leq K|\gamma|t^{-\gamma}\|h\|_C \left(\frac{t^{-\gamma} + L_F t^{-1}\gamma}{1 - \gamma}\right) < +\infty.
$$

So $\varphi_{x,h}$ is $H_C$-valued.

Thanks to Proposition 3.3 to conclude we just need to prove (2.8) with $\varphi_{x,h}$ being replaced by $\varphi_{x,h}$. For any $x \in X$, $h \in H_C$ and $t, r > 0$, by (5.4) and (6.6) we have

$$
E \left[ \left\| \frac{1}{r}\varphi_{x,h}(r) - \mathcal{D}_G X(t,x)h \right\|_C \right]
$$

$$
= E \left[ \left\| \int_0^t C^{-1/2}e^{(t-s)A} \left( \frac{F(X(s,x + rh)) - F(X(s,x))}{r} \right) \mathcal{D}_G X(s,x)h \right\| ds \right]
$$

$$
\leq K \int_0^t \frac{1}{(t - s)^{\gamma}} E \left[ \left\| \frac{F(X(s,x + rh)) - F(X(s,x))}{r} \mathcal{D}_G X(s,x)h \right\| \right] ds.
$$

By (2.8), Proposition 3.3, the fact that $\gamma \in (0,1)$ and the fact that $F$ is Fréchet differentiable and Lipschitz continuous we can apply the dominated convergence theorem to deduce that

$$
\lim_{r \to 0} E \left[ \left\| \frac{1}{r}\varphi_{x,h}(r) - \mathcal{D}_G X(t,x)h \right\|_C \right] = 0,
$$

which concludes the proof. \qed

The following proposition is a chain rule for $H_C$-differentiable functions.

**Proposition 3.8.** Assume Hypotheses 3.4 and 3.7 hold true. If $G : X \to \mathbb{R}$ is a Fréchet differentiable function, then $G$ is $H_C$-Fréchet differentiable and for any $t \geq 0$, $x \in X$ and $h \in H_C$

$$
[D_C (G \circ X(t,\cdot))(x), h]_C = [D_C G(X(t,x)), D_C X(t,x)h]_C.
$$

**Proof.** The proof follows the same ideas of [8, Corollary 21] with some minor changes. \qed

A key tool to prove the (LHI) stated in Theorem 3.12 is a finite-dimensional approximation procedure which allows us to approximate the transition semigroup $\{P(t)\}_{t \geq 0}$ by means of a sequence of transition semigroups $\{P^n(t)\}_{t \geq 0}$ associated to suitable finite-dimensional stochastic differential equations. The idea of such approximation comes from [8]. Here, for the sake of completeness and to point out the minimal assumptions needed for such kind of procedure, we recall it and we provide a proof of the main approximation result (Proposition 3.10).

We need one more condition.

**Hypotheses 3.9.** Assume that $H_C$ is dense in $X$ and that there exists a sequence of $A$-invariant and $C$-invariant finite dimensional subspaces $X_n \subseteq \text{Dom}(A_C)$ such that $\bigcup_{n=1}^{\infty} X_n$ is dense in $H_C$.

Hypotheses 3.9 hold true for instance, if $A$ is a self-adjoint positive operator and $C$ admits a continuous inverse $C^{-1} \in \mathcal{L}(X)$ or if $A$ and $C$ are simultaneously diagonalizable.
In view of Hypothesis 3.9 we can consider \( \{e_k\}_{k \in \mathbb{N}} \in \text{Dom}(A_C) \) such that for any \( n \in \mathbb{N} \)
\[
X_n = \text{span}(e_1, \ldots, e_n),
\]
and the family \( \{e_k | k \in \mathbb{N}\} \) is an orthonormal basis of \( H_C \). Further, let \( \pi_n : X \to X_n \) be the orthogonal projection with respect to \( (\cdot, \cdot)_X \), for any \( n \in \mathbb{N} \) we can define \( A_n : X \to X_n \), \( C_n : X \to X_n \) and \( F_n : X \to X_n \) as
\[
A_n := \pi_n A \pi_n (= A \pi_n), \quad C_n := \pi_n C \pi_n (= C \pi_n) \quad \text{and} \quad F_n := \pi_n F \pi_n.
\]
Now, fix \( n \in \mathbb{N} \) and consider
\[
\begin{cases}
  dX_n(t) = [A_n X_n(t) + F_n(X_n(t))]dt + C_n^{1/2}dW_n(t), & t > 0, \\
  X_n(0) = x \in X_n.
\end{cases}
\]
Here \( W_n(t) := \pi_nW(t) = \sum_{k=1}^{n} (W(t), e_k)e_k \).

It is straightforward to see that \( A_n, C_n \) and \( F_n \) satisfy Hypotheses 3.1. Moreover, being \( C \) an injective operator it follows that \( C_n \) is bijective hence \( C_n^{1/2} X_n = X_n \) for any \( n \in \mathbb{N} \). Therefore, fixed \( x \in X_n \), by Theorem 2.3 we can deduce existence and uniqueness of a mild solution \( \{X_n(t, x)\}_{t \geq 0} \) of \( \mathcal{N}_n \) and consequently well-posedness for the associated transition semigroup defined for \( f \in B_b(X_n) \) as
\[
P_n(t)f(x) := \mathbb{E}[f(X_n(t, x))], \quad t > 0, \quad x \in X_n.
\]
we recall that the map \( (t, x) \mapsto (P_n(t)f)(x) \) solves the Cauchy problem associated to the second order elliptic operator \( N_n \) acting on cylindrical smooth functions as follows
\[
N_n \varphi(x) = \frac{1}{2} \text{Tr}[C_n^2 D^2 \varphi(x)] + \langle A_n x + F_n(x), D \varphi(x) \rangle, \quad x \in X_n, \quad n \in \mathbb{N}.
\]

Now we are able to state the main finite-dimensional approximation result. The proof of this result is the same of [6] Proposition 3.1(i), with some minor changes. We decided to give it here for the sake of completeness.

**Proposition 3.10.** Assume that Hypotheses 3.7 and 3.9 hold true. For any \( f \in C_b(X) \), \( t \geq 0 \) and \( x \in X_{n_0} \), for some \( n_0 \in \mathbb{N} \), it holds
\[
\lim_{n \to +\infty} P_n(t)f(x) = P(t)f(x).
\]

**Proof.** Let \( \{X(t, x)\}_{t \geq 0} \) be the unique mild solution of \( \mathcal{N}_n \). For any \( t \geq 0 \), we set \( Z(t) := X(t) - W_A(t) \), where \( W_A(t) \) is defined in \( \mathcal{N}_n \). For any fixed \( x \in X_{n_0} \) the process \( \{Z(t)\}_{t \geq 0} \) is the unique mild solution of the problem
\[
\begin{cases}
  dZ(t) = (AZ(t) + F(Z(t) + W_A(t)))dt, & t > 0; \\
  Z(0) = x \in X_{n_0},
\end{cases}
\]
which satisfies
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \|Z(t)\|^2 \right] < +\infty
\]
Since
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \|W_A(t)\|^2 \right] < +\infty,
\]
by the dominated convergence theorem, it is easy to see that \( \pi_n W_A(t) \) converges to \( W_A(t) \) in \( L^2(\Omega, \mathcal{F}, \mathbb{P}) \), as \( n \) tends to infinity.

Setting \( W_n(t) := \pi_n W(t) \) and
\[
W_A_n(t) := \int_0^t e^{(t-s)A_n} C_n^{1/2}dW_n(s), \quad t \geq 0,
\]

then the process $Z_n(t) := X_n(t, x) - W_{A_n}(t)$, $(n \geq n_0)$ satisfies
\[
\begin{cases}
    dZ_n(t) = (A_n Z_n(t) + F_n(Z_n(t) + W_{A_n}(t)))dt, & t > 0; \\
    Z_n(0) = x \in \mathcal{X}_{n_0} .
\end{cases}
\]

Now we split the proof in two steps. In the first one we show that $W_{A_n}(t) - W_A(t)$ converges to 0 in $L^2(\omega, \mathbb{P})$ and that, consequently $\|Z_n(t)\|$ is uniformly bounded with respect to $n$. In the second one we complete the proof.

Step 1. Using that $e^{tA_n} = e^{tA}$ for every $t \geq 0$ we can write
\[
W_A(s) - W_{A_n}(s) = \int_0^s e^{(s-r)A} \left( C^{1/2} - \pi_n C^{1/2} \pi_n \right) dW(r), \quad s \in [0, T]
\]
By the Itô formula we deduce
\[
\mathbb{E}(\|W_A(s) - W_{A_n}(s)\|^2) = \int_0^s \|e^{(s-r)A} \left( C^{1/2} - \pi_n C^{1/2} \pi_n \right) \|^2_{L(\mathcal{X})} dr
\]
and, since the integrand converges to zero as $n \to \infty$ uniformly with respect to $r \in (0, s)$, by the dominated convergence theorem we get the claim. Now, scalarily multiplying $dZ_n(t) = (A_n Z_n(t) + F_n(Z_n(t) + W_{A_n}(t)))dt$ by $Z_n(t)$ and using the Hypotheses \[3.4\] with $A$ and $F$ being replaced by $A_n$ and $F_n$ we deduce (see \(2.3\))
\[
\frac{1}{2} \frac{d}{dt} \|Z_n(t)\|^2 = (A_n Z_n(t) + F_n(Z_n(t) + W_{A_n}(t)), Z_n(t))
\]
\[
= (A_n Z_n(t) + F_n(Z_n(t) + W_{A_n}(t)) + F_n(W_{A_n}(t)), Z_n(t))
\]
\[
\leq \zeta_X \|Z_n(t)\|^2 + (F_n(W_{A_n}(t)), Z_n(t))
\]
\[
\leq \left( \zeta_X + \frac{1}{2} \right) \|Z_n(t)\|^2 + \frac{1}{2} \|F_n(W_{A_n}(t))\|^2
\]
\[
\leq \left( \zeta_X + \frac{1}{2} \right) \|Z_n(t)\|^2 + M 2^{-1} (1 + \|W_{A_n}(t)\|^2), \quad t > 0.
\]

The Gronwall lemma and the uniform boundedness of $\|W_{A_n}(t)\|$ with respect to $n$ allows to deduce that $\|Z_n(t)\|$ is uniformly bounded with respect to $n$.

Step 2. To conclude the proof we show that $Z_n(t) - Z(t)$ converges to 0 in $L^2(\Omega, \mathbb{P})$ as $n \to \infty$. This fact will imply that $X_n(t, x)$ converges to $X(t, x)$ in $L^2(\Omega, \mathbb{P})$ as $n \to \infty$ and by \(3.2\) and \(3.3\) we conclude. By Hypothesis \(3.6\) we have
\[
d(Z(t) - Z_n(t)) = (AZ(t) - A_n Z_n(t) + F(X(t, x)) - F_n(X_n(t, x)))dt
\]
\[
= (A(Z(t) - Z_n(t)) + F(X(t, x)) - F_n(X_n(t, x)))dt, \quad t > 0;
\]
so, scalarily multiplying by $Z(t) - Z_n(t)$ we have
\[
\frac{1}{2} \frac{d}{dt} \|Z(t) - Z_n(t)\|^2 = ((A(Z(t) - Z_n(t)) + F(X(t, x)) - F_n(X_n(t, x))), Z(t) - Z_n(t))
\]
\[
= ((A(Z(t) - Z_n(t)) + F(Z(t) + W_A(t)) - F_n(Z_n(t) + W_{A_n}(t)), Z(t) - Z_n(t)).
\]

Adding and subtracting the terms $F(Z_n(t) + W_A(t))$ and $F(Z_n(t) + W_{A_n}(t))$ and using Hypotheses \(3.1\) we obtain
\[
\frac{1}{2} \frac{d}{dt} \|Z(t) - Z_n(t)\|^2 \leq \zeta_X \|Z(t) - Z_n(t)\|^2
\]
\[
+ \|F(Z_n(t) + W_A(t)) - F(Z_n(t) + W_{A_n}(t)), Z(t) - Z_n(t))
\]
\[
+ \|F(Z_n(t) + W_{A_n}(t)) - \pi_n F(Z_n(t) + W_{A_n}(t)), Z(t) - Z_n(t))
\]
\[
\leq \zeta_X \|Z(t) - Z_n(t)\|^2
\]
\[
+ \|F(Z_n(t) + W_A(t)) - F(Z_n(t) + W_{A_n}(t)))\| \|Z(t) - Z_n(t)\|
\]
\[
+ \|F(Z_n(t) + W_{A_n}(t)) - \pi_n F(Z_n(t) + W_{A_n}(t)))\| \|Z(t) - Z_n(t)\|
\]
where in the last two lines we have used the Young inequality.

\[
\frac{1}{2} ||Z(t) - Z_n(t)||^2
\leq \int_0^t \left( \chi + \frac{1}{2} \right) \left( Z(s) - Z_n(s) \right)^2 + \|F(X(s)) - F(X_n(s))\|^2 + \|(1 - \pi_n)F(X_n(s))\|^2 ds
\]

Applying again the Gronwall lemma we obtain

\[
||Z(t) - Z_n(t)||^2 \leq L_F e^{2(\chi + 1)t} \int_0^t \|W_A(s) - W_{An}(s)\|^2 ds + \varepsilon e^{2(\chi + 1)t} \int_0^t \|(1 - \pi_n)F(Z_n(s) + W_{An}(s))\|^2 ds
\]

and using the results in Step 1 we infer that the right hand side of (3.10) vanishes as \( n \to \infty \), concluding the proof. \( \square \)

We point out that the assumption of \( C \)-invariance of \( X_n \) can be dropped in order to prove Proposition 3.11. However it is essential to apply the results in the previous sections to the finite-dimensional approximating operators. Indeed, assuming Hypotheses 3.9 it is easy to see that if \( A, C \) and \( F \) satisfy Hypothesis 3.4) then \( A_n, C_n \) and \( F_n \) satisfy them as well with the same constants. So all the results of the previous sections hold true even for the mild solution of (3.8) and for the semigroup in (3.9). In particular for every \( h \in H_{C_n} \)

\[
||D_G X_n(t, x)h||_{C_n} \leq K_1\|h\|_{C_n}, \quad \text{for } x \in X_n \text{ and } \mathbb{P}-\text{a.e.,}
\]

where \( K_1 \) is the same constant appearing in Proposition 3.5.

The next result is a gradient estimate which is interesting in its own right. For our aims it is fundamental to prove Theorem 3.12.

**Theorem 3.11.** Assume Hypotheses 3.4, 3.7 and 3.9 hold true. For any \( \varphi \in C_b(X) \), \( P(t)\varphi \) is Fréchet differentiable and for any \( t > 0 \)

\[
||\mathcal{D}_C P(t)\varphi(x)||_C \leq K_1 P(t)||\mathcal{D}_C \varphi(x)||_C, \quad x \in X;
\]

and

\[
||\mathcal{D}_{C_n} P_n(t)\varphi(x)||_{C_n} \leq K_1 P(t)||\mathcal{D}_{C_n} \varphi(x)||_{C_n}, \quad x \in X_n, \ n \in \mathbb{N}.
\]

**Proof.** We restrict ourselves to prove estimate (3.12) since (3.13) can be obtained similarly using (3.11) in place of (3.7). By (3.8), Proposition 3.5 and 3.4, Fact 1.13(b), p. 8 it holds that \( P(t)\varphi \) is both Fréchet differentiable and \( H_{C} \)-Fréchet differentiable (see Remark 3.4). Moreover, thanks to Propositions 3.6 and 3.8 we obtain

\[
E[\mathcal{D}_C P(t)\varphi(x), h]_C = E[\mathcal{D}_C \varphi(X(t, x))], h]_C
\]

for any \( t \geq 0, x \in X \) and \( h \in H_C \). Now (3.12) follows by a standard argument. \( \square \)
We are ready to prove the main theorem of this section.

**Theorem 3.12.** Assume Hypotheses 3.1, 3.4 and 3.9 hold true. For any \( \varphi \in B_b(\mathcal{X}) \) and \( p > 1 \) it holds

\[
|P(t)\varphi(x+h)|^p \leq P(t)|\varphi(x)|^p \exp \left( \frac{pK_1^2}{t(p-1)}\|h\|_{C}^2 \right), \quad t > 0, \, x \in \mathcal{X}, \, h \in H_C. \tag{3.14}
\]

Here \( K_1 \) is the constant appearing in Proposition 3.5.

**Proof.** Fix \( n, n_0 \in \mathbb{N} \) with \( n > n_0 \) and \( x, h \in \mathcal{X}_{n_0} \). We claim that estimate (3.14) holds true with \( P(t), C, \mathcal{X} \) and \( \varphi \) replaced respectively by \( P_n(t), C_n, \mathcal{X}_n \) and \( f \), being \( f \in \mathcal{F}C^2_0(\mathcal{X}) \) with positive infimum. To this aim, fix \( \varepsilon > 0 \) and \( f \in \mathcal{F}C^2_0(\mathcal{X}) \) be such that \( f(x) \geq \varepsilon \) for any \( x \in \mathcal{X} \). We set

\[
g_{n,n_0}(r,x) := P_n(r)f(x), \quad x \in \mathcal{X}_{n_0}, \quad r \geq 0,
\]

and we note that for any \( r > 0 \), the function \( g_{n,n_0} : [0,T] \times X_{n_0} \to \mathbb{R} \) belongs to \( C^{1,2}([0,T] \times X_{n_0}) \) solves

\[
\left\{ \begin{array}{l}
D_t g_{n,n_0}(r,x) = N_0 g_{n,n_0}(r,x), \quad r > 0, \quad x \in \mathcal{X}_{n_0}; \\
g_{n,n_0}(0,x) = f(x), \quad x \in \mathcal{X}_{n_0},
\end{array} \right.
\]

and satisfies \( g_{n,n_0}(r,x) \geq \varepsilon \) for any \( r \geq 0 \) and \( x \in \mathcal{X}_{n_0} \) (see [25] Theorem 1.2.5]). Now fix \( t > 0 \) and consider the function

\[
G_n(r) := (P_n(t-r)g_{n,n_0}(r,\cdot)) \left( x + rt^{-1}h \right), \quad r \in [0,t], \quad x, h \in \mathcal{X}_{n_0}.
\]

For the sake of simplicity we let \( \psi_h(r) := x + rt^{-1}h \). We differentiate the map \( r \mapsto \ln(G(r)) \).

\[
\frac{d}{dr} \ln G_n(r) = (G_n(r))^{-1}P_n(t-r) \left( -N_0 g_{n,n_0}(r,\cdot) + D_t g_{n,n_0}(r,\cdot) \right)(\psi_h(r)) + (tG_n(r))^{-1}(\mathcal{D}P_n(t-r)g_{n,n_0}(\psi_h(r)), h).
\tag{3.15}
\]

where we used that the semigroup and its generator commute on smooth functions. A straightforward computation yields that

\[
-N_0 g_{n,n_0} + D_t g_{n,n_0} = -p(p-1)g_{n,n_0}\|C_n^{1/2}Dg_{n,n_0}\|_{\mathcal{X}_n}^2.
\tag{3.16}
\]

whereas by estimate (3.13) we infer

\[
(\mathcal{D}P_n(t-r)g_{n,n_0}(\psi_h(r)), h) = (C_n^{1/2}D P_n(t-r)g_{n,n_0}^{\mathcal{X}_n}(\psi_h(r)), C_n^{-1/2}h) \leq K_1 \|C_n^{-1/2}h\|_{\mathcal{X}_n} P_n(t-r) \left[ p g_{n,n_0}^{\mathcal{X}_n}(r,\cdot)(-v^2 + \beta v) \right](\psi_h(r)).
\tag{3.17}
\]

Hence, using (3.16) and (3.17) in (3.15) we obtain

\[
\frac{d}{dr} \ln G_n(r) \leq (G_n(r))^{-1}P_n(t-r) \left[ -p(p-1)g_{n,n_0}(r,\cdot)(-v^2 + \beta v) \right](\psi_h(r))
\]

where

\[
v := g_{n,n_0}^{-1}(r,\psi_h(r))\|C_n^{1/2}Dg_{n,n_0}(r,\psi_h(r))\|_{\mathcal{X}_n}, \quad \beta := \frac{K_1}{t(p-1)}\|C_n^{-1/2}h\|_{\mathcal{X}_n}^2.
\]

The elementary inequality \( a^2 - ab + 4^{-1}b^2 \geq 0 \) which holds true for any \( a, b \in \mathbb{R} \) allows us to estimate \(-v^2 + \beta v \leq \beta^2 \) and, consequently, by the positivity of \( P_n(t) \) (see again [25] Theorem 1.2.5), to deduce that

\[
\frac{d}{dr} \ln G_n(r) \leq \frac{pK_1^2}{t^2(p-1)}\|C_n^{-1/2}h\|_{\mathcal{X}_n}^2.
\]

whence, integrating from 0 to \( t \) with respect to \( r \) we obtain the claim.

Now, by a standard approximation argument, the Jensen inequality, Proposition 3.10 and the fact that \( \|h\|_{C_n} \) converges to \( \|h\|_{C} \) for any \( h \in H_C \) as \( n \to \infty \), we get

\[
|P(t)f(x+h)|^p \leq P(t)|f(x)|^p \exp \left( \frac{pK_1^2}{t(p-1)}\|h\|_{C}^2 \right), \quad t > 0,
\tag{3.18}
\]
for any \( f \in \mathcal{F} C^2_b(\mathcal{X}) \) and \( x, h \in \bigcup_{i \in \mathbb{N}} \mathcal{X}_i \) (recall that \( C_{n}^{1/2} \mathcal{X}_n = \mathcal{X}_n \) for any \( n \in \mathbb{N} \)).

A double approximation argument allows to extend \( \text{(3.18)} \) first to bounded and continuous functions and then to Borel bounded functions (see \[18\] Lemma 2.6 and Theorem 4.1(b)) and \[23\] Theorem 6.3).

Finally, as we fix \( x \in \mathcal{X} \) and \( h \in H_C \), by Hypothesis \[3.9\] we can find two sequences \( (x_n)_{n \in \mathbb{N}} \) and \( (h_m)_{m \in \mathbb{N}} \) belonging to \( \bigcup_{i \in \mathbb{N}} \mathcal{X}_i \) converging respectively to \( x \) in \( \mathcal{X} \) and \( h \) in \( H_C \) as \( n, m \to \infty \) (recall that, by Hypotheses \[3.9\] \( H_C \) is dense in \( \mathcal{X} \)). Writing \( \text{(3.18)} \) with \( x \) and \( h \) being replaced by \( x_n \) and \( h_m \) we deduce

\[
|P(t)f(x_n + h_m)|^p \leq P(t)|f(x_n)|^p \exp \left( \frac{pK_2^2}{t(p - 1)} \|h_m\|_{C}^2 \right), \quad t > 0, \ f \in B_b(\mathcal{X}). \tag{3.19}
\]

By the continuity of the map \( x \mapsto P(t)f(x) \), we complete the proof, letting \( n, m \) tend to \( \infty \). \( \square \)

4. Logarithmic Harnack inequality: the dissipative case

The aim of this section is proving some (LHI) when no hypotheses of global Lipschitzianity for \( F \) is done but only some \( m \)-dissipativity along \( H_C \). The main tool is again an approximation procedure this time using the Yosida approximants.

The standing assumptions we consider here are Hypotheses 2.6 which allows us to deal with the mild solution to \[2.5\] with initial datum \( x \in E \) and also guarantees the existence of two positive constants \( C_p \) and \( \kappa_p \) such that for every \( x \in E \) and \( t \geq 0 \)

\[
\|X(t, x)\|^p_E \leq C_p \left( e^{-\kappa_p t} \|x\|^p_E + \|W_A(t)\|^p_E + \int_0^t e^{-\kappa_p (t - s)} \|F(W_A(s))\|^p_E ds \right), \quad \mathbb{P}\text{-a.e.} \tag{4.1}
\]

Consequently, the map \( (t, x) \mapsto \|X(t, x)\|_E \) is bounded as a function from \( [0, +\infty) \times E \) to \( \mathbb{R} \).

We start by recalling the definition of the Yosida approximants for the function \( F \). For any \( \delta > 0 \) and \( x \in \mathcal{X} \) we let \( J_\delta(x) \in \text{Dom}(F) \) be the unique solution of

\[
y - \delta(F(y) - \zeta_F y) = x.
\]

The existence of \( J_\delta(x) \), for every \( x \in \mathcal{X} \) and \( \delta > 0 \), is guaranteed by \[7\] Proposition 5.3.3. We define \( F_\delta : \mathcal{X} \to \mathcal{X} \) as

\[
F_\delta(x) := F(J_\delta(x)), \quad x \in \mathcal{X}, \ \delta > 0.
\]

Remark 4.1. We point out that \( \text{Dom}(F_\delta) = \mathcal{X} \) and that Hypotheses \[2.4\] guarantee that, for any \( \delta > 0 \) and \( x \in E \), \( J_\delta(x) \) belongs to \( E \), too. In particular, since \( E \) is preserved by the action of \( F \), it turns out that \( F_\delta(E) \subseteq E \).

Now, we set

\[
\zeta_F := \left\{ \begin{array}{ll}
\|\zeta_F\|^{-1} & \text{if } \zeta_F \neq 0 \\
+\infty & \text{if } \zeta_F = 0
\end{array} \right.
\]

and we list some useful properties of the Yosida approximants.

Lemma 4.2. If Hypothesis 2.7(iii) holds true, then

\[
\lim_{\delta \to 0} \|J_\delta(y) - y\|_E = 0, \quad \lim_{\delta \to 0} \|(F_\delta)_E(y) - F_1(y)\|_E = 0, \quad y \in E. \tag{4.2}\]

For any \( \delta \in (0, \zeta_F') \), the functions \( F_\delta - \zeta_F \text{Id}_E \) and \( (F_\delta)_E - \zeta_F \text{Id}_E \) are \( m \)-dissipative on \( \mathcal{X} \) and \( E \), respectively. Moreover for any \( \delta > 0 \) it hold

\[
\|J_\delta(y) - y\|_E \leq \delta(M + |M|\|y\|_E^p + \zeta_F\|y\|_E), \quad y \in E; \tag{4.3}
\]

\[
\|(F_\delta)_E(y)\|_E \leq (3 + \delta\zeta_F)\|F_1(y)\|_E + (2\zeta_F + \delta\zeta_F^2)\|y\|_E, \quad y \in E; \tag{4.4}
\]

and

\[
\|F_\delta(x_1) - F_\delta(x_2)\| \leq \left( \frac{2}{\delta} + \zeta_F \right)\|x_1 - x_2\|, \quad x_1, x_2 \in \mathcal{X}; \tag{4.5}
\]
Proposition 4.3. If Hypotheses 2.6 hold true, then for any semigroup $L$, $T$ has a unique mild solution $K_{\delta}$.

Proof. By applying [7, Proposition 5.5.3] with $f = F - \zeta FId_{E}$ and $f = F_{\delta} - \zeta FId_{E}$ we get immediately (4.2), the $m$-dissipativity of $F_{\delta} - \zeta FId_{E}$ and $(F_{\delta})_{\delta} = \zeta FId_{E}$ and estimates (4.5) and (4.6). Moreover [7, Proposition A.2.2(4)] yields that

$$
\|J_{\delta}(y) - y\|_{E} \leq \delta \|F_{\delta}(y) - \zeta F y\|_{E}, \quad y \in E, \delta > 0.
$$

(4.7)

Estimate (4.3) thus follows by (2.9) and (4.7). Hence it remains to prove (4.4). By [7, Proposition 5.5.3(ii)] we can estimate $\|((F_{\delta})_{\delta})_{\delta}(y) - \zeta F_{\delta}j_{\delta}(y)\|_{E} \leq \|F_{\delta}(y) - \zeta F y\|_{E}$ for any $y \in E$ and $\delta > 0$. Using this fact together with (4.7) we get

$$
\|\|(F_{\delta})_{\delta}(y)\|_{E} \leq \|F_{\delta}(y)\|_{E} + \|((F_{\delta})_{\delta}(y) - \zeta F_{\delta}j_{\delta}(y))\|_{E} + \|F_{\delta}(y) - \zeta F y\|_{E} + \delta \zeta F_{\delta}j_{\delta}(y) - \zeta F_{\delta}y\|_{E}
$$

$$
\leq \|F_{\delta}(y)\|_{E} + 2\|F_{\delta}(y) - \zeta F y\|_{E} + \delta \zeta F_{\delta}j_{\delta}(y) - \zeta F_{\delta}y\|_{E}
$$

$$
\leq (3 + \delta \zeta F_{\delta})\|F_{\delta}(y)\|_{E} + (2 \zeta F_{\delta} + \delta \zeta F_{\delta})\|y\|_{E}
$$

for any $\delta > 0$ and $y \in E$. Hence (4.4) is proved. \hfill \Box

Theorem 2.8, Remark 4.1 and Lemma 4.2 imply that for every $\delta \in (0, 1)$ and $x \in X$ the problem

$$
\begin{aligned}
\left\{ 
&dx_{\delta}(t) = [AX_{\delta}(t) + F_{\delta}(X_{\delta}(t))]dt + C^{1/2}dW(t), \quad t > 0; \\
&X_{\delta}(0) = x \in X
\end{aligned}
$$

has a unique mild solution $\{X_{\delta}(t, x)\}_{t \geq 0}$ satisfying (see formula (4.19))

$$
\|X_{\delta}(t, x)\|_{E}^{p} \leq C_{p} \left( e^{-\kappa_{p}t}\|x\|_{E}^{p} + \|W_{A}(t)\|_{E}^{p} + \int_{0}^{t} e^{-\kappa_{p}(t-s)} \left( \|F(W_{A}(s))\|_{E} + \|W_{A}(s)\|_{E}^{p} \right) ds \right),
$$

(4.8)

for any $p \geq 1$, $t > 0$, $x \in E$ and some positive constants $\kappa_{p}$ and $C_{p} = C_{p}(\zeta F)$. Consequently the semigroup

$$
P_{\delta}(t)\varphi(x) := E[\varphi(X_{\delta}(t, x))]
$$

is well defined for any $\varphi \in B_{0}(X)$. Moreover, (4.9) and (4.10) are crucial in order to prove, as the next proposition shows, that $P_{\delta}(t)$ approximates the semigroup $P(t)$ (see Theorem 2.3) as $\delta \to 0$.

Proposition 4.3. If Hypotheses 2.6 hold true, then for any $T > 0$, $\varphi \in C_{0}(X)$ and $x \in E$

$$
\lim_{\delta \to 0} \sup_{t \in [0, T]} \|X_{\delta}(t, x) - X(t, x)\|_{E} = 0, \quad \mathbb{P}\text{-a.e.};
$$

(4.9)

$$
\lim_{\delta \to 0} |P_{\delta}(t)\varphi(x) - P(t)\varphi(x)| = 0, \quad t > 0.
$$

(4.10)

Proof. First of all let us observe that (4.10) immediately follows by (4.1). Therefore we just prove (4.9). To this aim we start pointing out that (4.8) implies that the function $(t, x) \to \|X_{\delta}(t, x)\|_{E}$, as a map from $[0, T] \times X$ into $\mathbb{R}$, is bounded by a positive constant $C = C(T, x)$ independent of $\delta$. This fact, together with estimates (4.3) and (4.9) implies that for any $\delta > 0$, $x \in E$ and $T > 0$

$$
K(T, x) := \sup_{t \in [0, T]} (\|J_{\delta}(X_{\delta}(t, x))\|_{E} + \|X_{\delta}(t, x)\|_{E} + \|X(t, x)\|_{E}) < +\infty
$$

(4.11)

and $K(T, x)$ is independent of $\delta$. So by the local Lipschitzianity of $F$ (Hypotheses 2.6 (ii)) there exists $L := L(x, T) > 0$ such that

$$
\|F_{\delta}(X_{\delta}(t, x)) - F(X(t, x))\|_{E} = \|F_{\delta}(J_{\delta}(X_{\delta}(t, x))) - F(X(t, x))\|_{E}
$$

$$
\leq L\|J_{\delta}(X_{\delta}(t, x)) - X(t, x)\|_{E}
$$

$$
\leq L\|J_{\delta}(X_{\delta}(t, x)) - X_{\delta}(t, x)\|_{E} + L\|X_{\delta}(t, x) - X(t, x)\|_{E}.
$$

By (4.3), (4.11) and (4.12) we can conclude that

$$
\|F_{\delta}(X_{\delta}(t, x)) - F(X(t, x))\|_{E} \leq \delta M + L\|X_{\delta}(t, x) - X(t, x)\|_{E}.
$$

(4.13)
for some positive $M' = M'(K, M, L, m, \zeta_F)$. Thus, by using the definition of mild solution and estimate (4.13) we obtain
\[
\|X_\delta(t, x) - X(t, x)\|_E \leq \delta M_0 M' \int_0^t e^{(t-s)\beta_0} ds + M_0 L \int_0^t e^{(t-s)\beta_0} \|X_\delta(t, x) - X(t, x)\|_E ds.
\]
Applying the Gronwall lemma we complete the proof. 

As announced we need an additional assumption of dissipativity on $F$.

**Hypotheses 4.4.** It holds that:

(i) $F(\text{Dom}(F) \cap H_C) \subseteq H_C$ and $F|_{H_C} - \zeta_F \text{Id}_{H_C}$ is m-dissipative ($\zeta_F$ is the constant appearing in Hypothesis 2.2(iii)).

(ii) $A$ and $C$ are simultaneously diagonalizable and exists a basis $\{e_k\}_{k\in\mathbb{N}}$ of $H_C$ consisting of eigenvectors of $A$ and $C$.

**Remark 4.5.** We need to point out two observations that we will use in this section.

(i) Arguing as in Lemma 4.2 it is easy to prove that under Hypotheses 2.6(iii) and 4.4(i), the function $(F|_{H_C}) - \zeta_F \text{Id}_{H_C}$ is dissipative as a function from $H_C$ to $H_C$ for any $\delta \in (0, \zeta_F)$.

(ii) If Hypothesis 4.4(ii) holds true, then $H_C$ is dense in $X$ and Hypotheses 3.9 are immediately satisfied with $X_n := \text{span}\{e_1, \ldots, e_n\}$.

Under Hypotheses 2.2 4.4 for any $\delta \in (0, \zeta_F)$ and $n \in \mathbb{N}$ we let $\{P_{\delta, n}(t)\}_{t \geq 0}$ be the transition semigroup associated to
\[
\begin{cases}
    dX_{\delta, n}(t) = [A_n X_{\delta, n}(t) + (F_0)_n (X_{\delta, n}(t))] dt + C_n^{1/2} dW_n(t), & t > 0; \\
    X_{\delta, n}(0) = x \in X_n.
\end{cases}
\tag{4.14}
\]
where $A_n$, $C_n$ and $(F_0)_n$ are defined in Section 3.

**Proposition 4.6.** Under Hypotheses 2.2 and 4.4 the following estimate
\[
\|D_{C_n} P_{\delta, n}(t)f(x)\|_{C_n} \leq e^{t\zeta_X} P_{\delta, n}(t)\|D_{C_n} f(x)\|_{C_n}, \quad x \in X_n
\]
holds true for any $\delta \in (0, \zeta_F)$, $n \in \mathbb{N}$, $t > 0$, $f \in F_{0}^{1,n}(X)$ and $\zeta_X := \zeta_A + \zeta_F$.

**Proof.** We fix $n \in \mathbb{N}$, $\delta \in (0, \zeta_F)$ and $x, y \in X_n$ and let us consider $\{X_{\delta, t}(x)\}_{t \geq 0}$ and $\{X_{n, \delta, t}(y)\}_{t \geq 0}$ the mild solutions of (4.14) with initial datum $x$ and $y$ respectively. We assume that $\{X_{n, \delta, t}(x)\}_{t \geq 0}$ and $\{X_{n, \delta, t}(y)\}_{t \geq 0}$ are strict solutions of (4.14), otherwise we proceed as in 2 Proposition 3.6 or 1 Proposition 6.2.2] approximating them by means of a sequence of more regular processes. For any $t \geq 0$ we have
\[
\frac{1}{2} \frac{d}{dt} \|X_{\delta, t}(x) - X_{n, \delta, t}(y)\|_{C_n}^2 = \langle A(X_{\delta, t}(x) - X_{n, \delta, t}(y)), X_{n, \delta, t}(x) - X_{n, \delta, t}(y) \rangle_{C_n} \\
+ \langle (F_0)_n (X_{n, \delta, t}(x)) - (F_0)_n (X_{n, \delta, t}(y)), X_{n, \delta, t}(x) - X_{n, \delta, t}(y) \rangle_{C_n}.
\]
Since $X_n$ is a finite dimensional space and the operators $A_n$ and $C_n$ are simultaneously diagonalizable, we commute. Thus, thanks to Hypotheses 2.2 and 4.4(i) (see also Remark 4.5(i)), for any $t \geq 0$ we obtain
\[
\frac{d}{dt} \|X_{\delta, t}(x) - X_{n, \delta, t}(y)\|_{C_n}^2 \leq -2\zeta_X \|X_{\delta, t}(x) - X_{n, \delta, t}(y)\|_{C_n}^2,
\]
where $\zeta_X = \zeta_A + \zeta_F$. By the Gronwall inequality, for any $t \geq 0$ and $x, y \in X_n$ we obtain
\[
\|X_{\delta, t}(x) - X_{n, \delta, t}(y)\|_{C_n} \leq e^{-\zeta_X t} \|x - y\|_{C_n}.
\]
Therefore, for any $f \in F_{0}^{1,n}(X)$, $t \geq 0$ and $x \in X_n$ we have
\[
\|D_{C_n} P_{\delta, n}(t)f(x)\|_{C_n} = \lim_{y \to x} \frac{|P_{\delta, n}(t)f(x) - P_{\delta, n}(t)f(y)|}{\|x - y\|_{C_n}} \\
= \lim_{y \to x} \left( \frac{|P_{\delta, n}(t)f(x) - P_{\delta, n}(t)f(y)|}{\|X(t, x) - Y(t, y)\|_{C_n}} \right) \left( \frac{\|X(t, x) - Y(t, y)\|_{C_n}}{\|x - y\|_{C_n}} \right)
\]

Hence, we have
\[
\|D_{C_n} P_{\delta, n}(t)f(x)\|_{C_n} \leq e^{t\zeta_X} P_{\delta, n}(t)\|D_{C_n} f(x)\|_{C_n}, \quad x \in X_n
\]
In [8, Chapter 6] and [8, Chapter 11]. In this case sufficient conditions that guarantee the existence of such a measure can be found in [4, Chapter 1].

We write \( \mu \) and \( p > 0 \).

Remark 4.8. We point out that if Hypotheses 2.6 and 4.4 hold true. For any \( h \) and associated with \( P \), the \( \mu \) of (5.2) =: \( C \) is dense in \( \| \cdot \|_{C} \).

Theorem 4.7. Assume that Hypotheses 2.6 and 4.4 hold true. For any \( \varphi \in B_b(X) \), \( t > 0 \), \( x \in X \) and \( p > 1 \) it holds

\[
|P(t)\varphi(x+h)|^p \leq P(t)|\varphi(x)|^p \exp \left( \frac{pe^{2t\zeta_x}}{t(p-1)}\|h\|_{C}^2 \right), \quad h \in H_C \cap E. \tag{4.15}
\]

Proof. Using Proposition 5.6 and arguing exactly as in the proof of Theorem 3.12 we obtain

\[
|P_s(t)\varphi(x+h)|^p \leq P_s(t)|\varphi(x)|^p \exp \left( \frac{pe^{2t\zeta_x}}{t(p-1)}\|h\|_{C}^2 \right), \tag{4.16}
\]

for any \( \delta \in (0, \zeta_F) \), \( p > 1 \), \( t > 0 \), \( \varphi \in C_b(X) \), \( x \in X \) and \( h \in H_C \). Now, using (4.10) and letting \( \delta \to 0 \) in (4.10) we get that

\[
|P(t)\varphi(x+h)|^p \leq P(t)|\varphi(x)|^p \exp \left( \frac{pe^{2t\zeta_x}}{t(p-1)}\|h\|_{C}^2 \right). \tag{4.17}
\]

for any \( p > 1 \), \( t > 0 \), \( \varphi \in C_b(X) \), \( x \in E \) and \( h \in H_C \cap E \). Using the fact that \( E \) is densely embedded in \( X \) and the continuity of \( P(t)\varphi \) we can extend estimate (4.17) for any \( x \in X \). Finally, using the monotone class theorem as in the proof of Theorem 5.12 we complete the proof. \( \Box \)

Remark 4.8. We point out that if \( H_C \cap E \) is dense in \( H_C \), then (4.13) will hold true for any \( h \in H_C \).

5. Some consequences and examples

In the first part of this section we collect some corollaries of Theorems 3.12 and 4.7. Finally, we exhibit some classes of examples to which all of our results can be applied.

We start by stating and proving some classical consequences of the (LHI) for which we refer to [38 Corollary 1.2] and [43 Section 1.3.1]. In the sequel \( \mu \) will denote an invariant measure associated with \( P(t) \), that is a Borel probability measure on \( X \) such that

\[
\int_X P(t)f \, d\mu = \int_X f \, d\mu, \quad t > 0, \ f \in B_b(X). \tag{5.1}
\]

Sufficient conditions that guarantee the existence of such a measure can be found in [41 Chapter 8], [3] Chapter 6 and [8] Chapter 11. In this case \( P(t) \) extends to a positive contractive semigroup in \( L^p(X, \mu) =: L^p_{\mu} \), the \( L^p \) spaces related to the measure \( \mu \), (see [38 Theorem 2.14]). For simplicity we write \( \mu(f) \) to denote \( \int_X f \, d\mu \).

Corollary 5.1. Assume that Hypotheses 2.6 and 4.4 hold true.

(i) For any positive \( f \in B_b(X), \ t > 0, \ x \in X \) and \( h \in H_C \cap E \)

\[
[P(t)(\ln f)](x+h) \leq \ln P(t)f(x) + \frac{e^{2t\zeta_x}}{t}\|h\|_{C}^2. \tag{5.1}
\]

(ii) For every \( f \in B_b(X) \) and \( x \in X \) it holds

\[
\lim_{\|h\|_{C} \to 0} \frac{P(t)f(x+h)}{h \in H_C \cap E} = P(t)f(x). \tag{5.2}
\]

(iii) The following entropy-cost inequality holds true

\[
\mu((P^*(t)f)\ln(P^*(t)f)) \leq \frac{e^{2t\zeta_x}}{t}W(f\mu, \mu)^2.
\]
for any positive function \( f \in L^2_\mu \) such that \( \mu(f) = 1 \). Here \( \{P^*(t)\}_{t \geq 0} \) is the adjoint semigroup of \( \{P(t)\}_{t \geq 0} \) in \( L^2_\mu \) and \( W \) denotes the \( L^2 \)-Wasserstein distance with respect to the cost function \( (x, y) \mapsto \|x - y\|_C \), namely for any two probability measure \( \mu_1, \mu_2 \) on \( X \)

\[
W(\mu_1, \mu_2)^2 := \inf \left\{ \int_{X \times X} \|x - y\|_C^2 \pi(dx, dy) \mid \pi \in \mathcal{C}(\mu_1, \mu_2) \right\},
\]

where \( \mathcal{C}(\mu_1, \mu_2) \) is the set of all the couplings of \( \mu_1 \) and \( \mu_2 \) and we let \( \|x - y\|_C = +\infty \), if \( x - y \) does not belong to \( H_C \cap E \).

**Proof.** A proof of \((5.2)\) can be found in \([43, \text{Section 1.3.1}]\). We now prove \((5.2)\). It suffices to prove \((5.2)\) for a non-negative function \( f \in B_b(X) \). Indeed the general case can be obtained writing \( f = f^+ - f^- \), being \( f^+ \) and \( f^- \) the positive and the negative part of \( f \). So, let us fix a non-negative function \( f \) and for any \( \varepsilon > 0 \) we set \( f_\varepsilon := 1 + \varepsilon f \). Recalling that \( r \leq \ln(1 + r) \leq r^2 \) for any \( r \geq 0 \) we get for every \( x \in X \)

\[
\ln f_\varepsilon(x) = \ln (1 + \varepsilon f(x)) \geq \varepsilon f(x) - \varepsilon^2 f^2(x) \geq \varepsilon f(x) - \varepsilon^2 \|f\|_C^2.
\]

Now applying \((5.1)\) to \( f_\varepsilon \), using \((5.3)\) and dividing by \( \varepsilon \) we get for every \( x \in X \) and \( h \in H_C \cap E \)

\[
P(t)f(x + h) - \varepsilon \|h\|_C^2 \leq \frac{1}{\varepsilon} \ln P(t)(1 + \varepsilon f(x)) + \frac{\varepsilon t \zeta_x}{\varepsilon} \|h\|_C^2.
\]

Taking the supremum limit as \( \|h\|_C \to 0 \) with \( h \in H_C \cap E \) and then letting \( \varepsilon \to 0 \) we get

\[
\limsup_{\|h\|_C \to 0} P(t)f(x + h) \leq P(t)f(x).
\]

Recalling that \( \ln(1 + r) \leq r \) for any \( r > -1 \) and arguing as above we get that for any \( \varepsilon \), \( x \in X \) and \( h \in H_C \cap E \)

\[
P(t)\left(\frac{1 + \varepsilon f(x)}{\varepsilon}\right) - \frac{\varepsilon t \zeta_x}{\varepsilon} \|h\|_C^2 \leq \frac{1}{\varepsilon} \ln P(t)(1 + \varepsilon f(x - h)) \leq P(t)f(x - h).
\]

Taking the infimum limit as \( \|h\|_C \to 0 \) with \( h \in H_C \cap E \) and then letting \( \varepsilon \to 0 \) we get

\[
P(t)f(x) \leq \liminf_{\|h\|_C \to 0} P(t)f(x - h).
\]

Since \( H_C \cap E \) is a linear space then applying \((5.5)\) to \( -h \) we get

\[
P(t)f(x) \leq \liminf_{\|h\|_C \to 0} P(t)f(x + h).
\]

By \((5.4)\) and \((5.5)\) we get \((5.2)\).

Now a standard argument allows us to prove \((5.1)\) for a bounded Borel and positive function \( f \) with \( \mu(f) = 1 \). Writing \((5.1)\) with \( P^*(t) f \) in place of \( f \), we get

\[
[(P(t)f)(\ln P^*(t)f)](x) \leq \ln(P(t)P^*(t)f(y)) + \frac{\varepsilon t \zeta_x}{t} \|x - y\|_C^2
\]

for any \( t > 0 \), \( x, y \in X \) such that \( x - y \in H_C \cap E \). Integrating both sides of \((5.7)\) with respect to \( \pi \in \mathcal{C}(f\mu, \mu) \) we get

\[
\mu((P^*(t)f)(\ln P^*(t)f)) \leq \mu((\ln P(t)P^*(t)f) + \frac{\varepsilon t \zeta_x}{t} \int_{X \times X} \|x - y\|_C^2 \pi(dx, dy)).
\]

To conclude it is sufficient to observe that the Jensen inequality yields that

\[
\mu((\ln P(t)P^*(t)f) \leq \ln \mu(P(t)P^*(t)f) = \ln \mu(f) = 0,
\]

whence the claim.  

\(\square\)

**Remark 5.2.** We stress that Corollary \((5.1)\) remains true (with the constant \( \varepsilon t \zeta_x \) replaced by \( K^2_\pi \)) if we assume that the hypotheses of Theorem \((3.12)\) hold true.
Another classical consequence of (LHI) is a hypercontractivity type estimate for the semigroup \(P(t)\) in \(L^p_\mu\). Such estimate relies on the Hölder inequality and some integrability conditions with respect to \(\mu\) of some exponential functions.

**Corollary 5.3.** Assume that the hypotheses of Theorem 4.12 hold true and that there exists an invariant measure \(\mu\) for the semigroup \(P(t)\). If, in addition there exists \(\varepsilon > 0\) such that
\[
\iint_X e^{\varepsilon \|x-y\|^2} \mu(dx)\mu(dy) < +\infty,
\]
then, for any \(p \geq 2\), there exists \(t_0 > 0\) and a positive constant \(C\) such that
\[
\|P(t)f\|_{L^p_\mu} \leq C\|f\|_{L^2_\mu}
\]
for any \(t \geq t_0\) and any \(f \in L^2_\mu\).

**Proof.** Let us consider \(f \in L^2_\mu\) and \(\vartheta \in (1, 2)\). By (3.7) we deduce that for any \(t > 0\)
\[
\iint_X |P(t)f|^{2\vartheta}(x)\mu(dx) = \int_X \int_X |P(t)f|^{2\vartheta}(x)\mu(dx)\mu(dy)
\]
\[
= \int_X \int_X |P(t)f(x)|^{\vartheta}(|P(t)f(x)|^{2})^{\vartheta/2}\mu(dx)\mu(dy)
\]
\[
\leq \int_X \int_X |P(t)f(x)|^{\vartheta}(P(t)f^2(y))^{\vartheta/2} e^{\frac{\vartheta K^2}{4} \|x-y\|^2} \mu(dx)\mu(dy)
\]
\[
= \int_X \int_X h(x,y) g(x,y) \mu(dx) \mu(dy),
\]
where \(h(x,y) := |P(t)f(x)|^{\vartheta}(P(t)f^2(y))^{\vartheta/2}\) and \(g(x,y) := e^{\frac{\vartheta K^2}{4} \|x-y\|^2}\). Applying the Hölder inequality with respect to the measure \(\mu \otimes \mu\) we get
\[
\iint_X h(x,y) g(x,y) \mu(dx) \mu(dy) \leq \|h\|_{L^{2/(\vartheta-1)}_{\mu \otimes \mu}} \|g\|_{L^{2/(\vartheta-2)}_{\mu \otimes \mu}}.
\]
Now, the invariance of \(\mu\) and the contractivity of \(P(t)\) in \(L^2_\mu\) allow us to estimate
\[
\|h\|^{2/(\vartheta-1)}_{L^{2/(\vartheta-1)}_{\mu \otimes \mu}} = \|P(t)f\|^{\vartheta}_{L^2_\mu} \|f\|^{\vartheta}_{L^2_\mu} \leq \|f\|^{2\vartheta}_{L^2_\mu}.
\]
Moreover, being
\[
\|g\|^{2/(2-\vartheta)}_{L^{2/(2-\vartheta)}_{\mu \otimes \mu}} = \int_X \int_X e^{\frac{2\vartheta}{2-\vartheta} K^2 \|x-y\|^2} \mu(dx)\mu(dy) := C(\vartheta, t)
\]
condition (5.8) ensures that there exists \(\overline{t} > 0\) such that \(C(\vartheta, t) < +\infty\) for any \(t \geq \overline{t}\) and any \(\vartheta \in (1, 2)\). Consequently
\[
\|P(t)f\|_{L^2_\mu} \leq (C(\vartheta, t))^{1/\vartheta} \|f\|_{L^2_\mu}.
\]
i.e., \(P(t)\) maps \(L^2_\mu\) into \(L^{2\vartheta}_{\mu}\) for \(t \geq \overline{t}\). Since \(\vartheta > 1\), \(P(t)\) actually improves summability of the initial datum when \(t \geq \overline{t}\). To go further we use the semigroup law. Indeed, if \(f \in L^2_\mu\), then \(P(\overline{t})f \in L^{2\vartheta}_{\mu}\), i.e. \(|P(\overline{t})f|^{2\vartheta} \in L^2_\mu\). Using again the first part of the proof, we deduce that \(P(t)|P(\overline{t})f|^{2\vartheta} \in L^2_\mu\) for \(t \geq \overline{t}\). Since, by the Jensen inequality and the positivity of \(P(t)\) we can estimate
\[
+\infty > \|P(t)|P(\overline{t})f|^{2\vartheta}\|_{L^2_\mu} = \int_X |P(t)|P(\overline{t})f|^{2\vartheta}d\mu
\]
\[
\geq \int_X |P(t)|P(\overline{t})f|^{2\vartheta}d\mu
\]
\[
\geq \int_X (P(t)|P(\overline{t})f|^{2\vartheta}d\mu
\]
\[
\geq \int_X |P(t)|P(\overline{t})f|^{2\vartheta}d\mu
\]
we infer that $P(t)$ maps $L^2_\mu$ into $L^{2\alpha_2}_\mu$ for any $t \geq T$. Iterating this procedure we can prove that for any $\alpha > 2$ there exists $t_0 = t_0(\alpha) > 0$ such that $P(t)$ maps $L^2_\mu$ into $L^\alpha_\mu$ for any $t \geq t_0$ and estimate (5.9) holds true.

**Remark 5.4.** Note that the result in Corollary 5.3 and (5.9) continue to hold true if we assume the hypotheses of Theorem 4.7, that $\delta_X < 0$ and that (5.8) is satisfied with $\epsilon = 1$.

Now we collect some examples of operators to which the results of Sections 3 and 4 and of Corollaries 5.4 and 5.5 can be applied.

**Example 5.5. A suitable choice for $A$ and $C$.**

Let $X$ be a Hilbert space. For a positive and compact operator $Q \in L(X)$, we set

$$A := -(1/2)Q^{-\beta} : Q^\beta(X) \subseteq X \to X, \quad C := Q^{2\alpha},$$

with $\alpha, \beta \geq 0$ such that (5.1) is verified.

Let $\{e_k\}_{k \in \mathbb{N}}$ be an orthonormal basis of $X$ consisting of eigenvectors of $Q$, and let $\{\lambda_k\}_{k \in \mathbb{N}}$ be the eigenvalues associated with $\{e_k\}_{k \in \mathbb{N}}$. Since $Q$ is a compact and positive operator, there exists $k_0 \in \mathbb{N}$ such that $0 < \lambda_k \leq \lambda_{k_0}$ for any $k \in \mathbb{N}$. Without loss of generality we can assume that $k_0 = 1$. Hence, for any $x \in Q^\beta(X)$

$$\langle Ax, x \rangle = -\frac{1}{2} \sum_{k=1}^{\infty} \lambda_k^{-\beta} \langle x, e_k \rangle^2 \leq -\frac{1}{2} \lambda_1^{-\beta} \|x\|^2. \quad (5.10)$$

Moreover, by the properties of $Q$, $\text{Dom}(A) = Q^\beta(X)$ is dense in $X$, so $A$ generates a strongly continuous and contraction semigroup in $X$ and, so Hypotheses 2.3 are satisfied. Further, let us consider $A_C$, the part of $A$ in $H_C = H_{Q^\alpha}$ and recall that

$$\text{Dom}(A_C) := \{x \in Q^\alpha(X) \cap Q^\beta(X) | Ax \in Q^\alpha(X)\}.$$ 

By (5.10), for any $x \in \text{Dom}(A_C)$, we have

$$[Ax, x]_C = [Q^{-\alpha}Ax, Q^{-\alpha}x] = [AQ^{-\alpha}x, Q^{-\alpha}x] \leq -\frac{\|Q^{-\alpha}x\|^2}{2\lambda_1^{3\beta}} = \frac{-\|x\|^2}{2\lambda_1^{3\beta}}. \quad (5.11)$$

Since $Q^{\alpha+\beta}(X)$ is dense in $X$ and $Q^{-\alpha}$ is a close operator in $X$, then $Q^{\alpha+\beta}(X)$ is dense in $H_C$, moreover $Q^{\alpha+\beta}(X) \subseteq \text{Dom}(A_C)$. Hence $A$ generates a strongly continuous and contraction semigroup in $H_C$. By the compactness and positivity of $Q$, we get that $H_C$ is dense in $X$. Moreover Hypotheses 5.3 is verified with $X_a := \text{span}\{e_1, \ldots, e_n\}$. Let $G$ be a Lipschitz continuous function, easy to see that $F = Q^\alpha G$ is Lipschitz continuous too with Lipschitz constant $\|Q^\alpha\|_{\mathcal{L}(X)} L_G$. Moreover due to the choice of $Q$ we have $\|Q^\alpha\|_{\mathcal{L}(X)} \leq \lambda_1^\alpha L_G$ and so

$$\langle Q^{\alpha+\beta}G(x)h, h \rangle \leq \lambda_1^\alpha L_G \|h\|^2, \quad x, h \in X.$$

If we assume $L_G < (2\lambda_1^{\alpha+\beta})^{-1}$ then condition (5.11) is verified. So Hypotheses 5.3 (ii) and Hypotheses 5.5 are satisfied too. If, in addition Hypotheses 5.3 (i) are satisfied, then Theorem 4.13 can be applied. This is the case when, for instance, $(A, \text{Dom}(A))$ is a sectorial operator in $X$ as the next example shows.

**Example 5.6. An example in $L^2([0,1], \lambda)$.**

In the previous example one can take as $X$ the Hilbert space $L^2([0,1], \lambda)$ where $\lambda$ is the Lebesgue measure and by $-Q^{-1}$ the realization in $L^2([0,1], \lambda)$ of the second order derivative with Dirichlet boundary conditions. With these choices $Q$ turns out to be a positive and trace class operator in $X$. Thus, if $A$ and $C$ are defined as above, then estimate (5.10) and (5.11) hold true with $\lambda_1 = \pi^{-2}$ and $A$ generates a strongly continuous and analytic semigroup $e^{tA}$ satisfying

$$\|e^{tA}\|_{\mathcal{L}(X)} \leq e^{-(1/2)t^2}, \quad t \geq 0.$$
see [8] Chapter 4. Moreover by [26] Proposition 2.1.1, if \( \alpha < \beta \) then \( 5.6 \) is verified with \( \gamma = \alpha / \beta \). If, in addition \( F \) is a Lipschitz continuous function with Lipschitz constant \( L_F < (1/2)^{2n} \), then \( 5.1 \) is verified. In particular Hypotheses \( 3.4(1) \) and Hypotheses \( 3.9 \) are verified. Choosing \( \alpha = 1/2 < \beta \), then \( H_C \) is the space \( W_0^{1,2}(\{0,1\}, \lambda) \) and \( 2.7 \) is satisfied too and Theorem \( 5.12 \) can be applied.

**Example 5.7. Infinite dimensional polynomial.**

In this example we exhibit a class of functions satisfying Hypotheses \( 4.4 \). To this aim we recall the notion of infinite dimensional polynomial (see [5, 13, 31]). For every \( n \in \mathbb{N} \), we say that a map \( V : \mathcal{X}^n \to \mathcal{X} \) is \( n \)-multilinear if it is linear in each variable separately. A \( n \)-multilinear map \( V \) is said to be symmetric if

\[
V(x_1, \ldots, x_n) = V(x_{\sigma(1)}, \ldots, x_{\sigma(n)}),
\]

for any permutation \( \sigma \) of the index set \( \{1, \ldots, n\} \). We say that a function \( P_n : \mathcal{X} \to \mathcal{X} \) is a homogeneous polynomial of degree \( n \in \mathbb{N} \) if there exists a \( n \)-multilinear symmetric map \( V \) such that for every \( x \in \mathcal{X} \)

\[
P_n(x) = V(x, \ldots, x).
\]

We consider the function \( F : \mathcal{X} \to \mathcal{X} \) defined by

\[
F(x) := P_n(x) + \zeta_F x,
\]

where \( x \in \mathcal{X} \), \( \zeta_F \in \mathbb{R} \) and \( P_n \) is a homogeneous polynomial of degree \( n \) such that,

\[
\langle V(h, x, \ldots, x), h \rangle \leq 0,
\]

for any \( h, x \in \mathcal{X} \). By [5] Theorem 3.4, there exists \( d > 0 \) such that

\[
\|F(x)\| \leq d(1 + \|x\|^n), \quad x \in \mathcal{X}.
\]

Moreover, for any \( x, h \in \mathcal{X} \), we have

\[
\mathcal{D}P_n(x) h = nV(h, x, \ldots, x),
\]

and so, by \( 5.6 \), for any \( x, y \in \mathcal{X} \), we obtain

\[
\langle F(x) - F(y), x - y \rangle \leq \zeta_F \|x - y\|^2.
\]

In order to give a more concrete application we place ourself in the same scenario as in Example 5.6 with \( \alpha = 1/2 < \beta \). Consider a version of \( K \in L^2([0,1]^3, \lambda) \) which is symmetric (see \( 5.12 \)) and set

\[
[P_3(f)](\xi) := \int_0^1 \int_0^1 \int_0^1 K(\xi_1, \xi_2, \xi_3) f(\xi_1) f(\xi_2) f(\xi_3) d\xi_1 d\xi_2 d\xi_3
\]

(5.16)

with \( f \in L^2([0,1]) \). \( P_3 \) is a homogeneous polynomial of degree three on \( L^2([0,1], \lambda) \) (see 1.73). Moreover, condition \( 5.13 \) holds true whenever \( K \) has negative values. Indeed observe that, for \( f_1, f_2, f_3 \in L^2([0,1], \lambda) \),

\[
V(f_1, f_2, f_3) = \int_0^1 \int_0^1 \int_0^1 K(\xi_1, \xi_2, \xi_3) f_1(\xi_1) f_2(\xi_2) f_3(\xi_3) d\xi_1 d\xi_2 d\xi_3,
\]

and for \( f, h \in L^2([0,1], \lambda) \)

\[
\langle V(h, f, f), h \rangle = \int_0^1 \int_0^1 \int_0^1 K(\xi_1, \xi_2, \xi_3) f(\xi_1) f(\xi_2) h(\xi_3) h(\xi) d\xi_1 d\xi_2 d\xi_3 d\xi.
\]

A standard argument allows to deduce that \( \langle V(h, f, f), h \rangle = 0 \) if, and only if, \( f = 0 \) \( \lambda \)-a.e. or \( h = 0 \) \( \lambda \)-a.e. So by the continuity of \( \langle V(h, f, f), h \rangle \) with respect to \( h \) (for a fixed \( f \)) and the fact that

\[
\langle V(-h, f, f), -h \rangle = \langle V(h, f, f), h \rangle,
\]
the claim follows. In addition, if we assume that $K$ has weak derivative with respect to the fourth variable belonging to $L^2([0,1]^4, \lambda)$, then for any $f \in W^{1,2}([0,1], \lambda)$ it holds that $F(f) = P_3(f) + \xi f$ belongs to $W^{1,2}([0,1], \lambda)$ (see (5.10)) and its weak derivative is

$$[F'(f)](\xi) = \int_0^1 \int_0^1 \int_0^1 \int_0^1 \frac{\partial K}{\partial \xi}(\xi_1, \xi_2, \xi_3, \xi)f(\xi_1)f(\xi_2)f(\xi_3)d\xi_1d\xi_2d\xi_3 + \xi f'(\xi).$$

(5.17)

If we assume that $(\partial K/\partial \xi) \in L^2([0,1]^4, \lambda)$ has a symmetric version (see (5.12)) with negative value, then by (5.17), estimate (5.14) and (5.15) are verified in $W^{1,2}([0,1], \lambda)$. Hence Hypothesis 4.4(i) is verified and with the choices of $A$ and $C$ in the Example 5.6 all the results in Section 4 can be applied.

**Example 5.8. A reaction-diffusion system.**

Assume that $X = L^2([0,1], \lambda)$ (where $\lambda$ is the Lebesgue measure), $E = C([0,1])$, $A$ is the realization in $L^2([0,1], \lambda)$ of the second order derivative operator with Dirichlet boundary condition and $C = \text{Id}_X$. In order to define the function $F$ we consider a decreasing function $\varphi \in C^1(\mathbb{R})$ such that

$$|\varphi'(\xi)| \leq d_1(1 + |\xi|^m), \quad \xi \in \mathbb{R},$$

for some constants $d_1 > 0$ and $m \in \mathbb{N}$. Let $\xi F > 0$. We set

$$[F(f)](\xi) = \begin{cases} \varphi(f(\xi)) - \frac{\xi}{h}f(\xi)^2, & f \in C([0,1]), \xi \in [0,1] \\ 0, & \text{otherwise.} \end{cases}$$

By Section 6.1, Lemma 6.1.2 and Lemma 8.2.1 and Example D.7 it follows that Hypotheses 4.4 are verified, in particular 6.1.1 is satisfied. Finally, taking into account the results in Examples 5.5 and 5.6 (when $\alpha = 0$ and $\beta = 1$), we can conclude that Hypotheses 4.4(i) and Hypotheses 5.9 are verified too and so Theorem 4.7 can be applied.
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