Brownian motion, dynamical randomness and irreversibility
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Abstract. A relationship giving the entropy production as the difference between a time-reversed entropy per unit time and the standard one is applied to stochastic processes of diffusion of Brownian particles between two reservoirs at different concentrations. The entropy production in the nonequilibrium steady state is interpreted in terms of a time asymmetry in the dynamical randomness between the forward and backward paths of the diffusion process.
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1. Introduction

The Brownian motion of small particles suspended in liquids was discovered under a microscope in 1827 by the botanist Robert Brown [1]. By the end of the 19th century and the beginning of the 20th century, it became clear that this irregular movement is caused by the incessant collisions of the Brownian particles with the molecules composing the fluid [1, 2]. In a famous series of papers published in 1905 and in the following years, Einstein developed a molecular kinetic theory of Brownian motion showing how the diffusion coefficient of a Brownian particle depends on its radius as well as on the temperature and viscosity of the surrounding fluid [3]. Moreover, Einstein proposed the measurement of the diffusion coefficient $D$ from the direct observation of the random walk of the Brownian particle according to the formula

$$D = \lim_{t \to \infty} \frac{1}{2t} \langle (x_t - x_0)^2 \rangle$$

(1)

that he deduced from the diffusion equation

$$\partial_t n = D \nabla^2 n$$

(2)

for the density $n$ of Brownian particles. His work was the basis for Perrin’s experiments of 1908, which demonstrated the reality of atoms and molecules [4]. 1908 is also the year when Langevin proposed a Newtonian equation for the Brownian particle by introducing a fluctuating force due to the fluid molecules [5, 6]. These years mark the beginning of the theory of stochastic processes in mathematics, physics, chemistry and biology.

One of the main features of Brownian motion and other stochastic processes is their property of dynamical randomness, according to which their trajectories present a temporal disorder. Dynamical randomness can be characterized in much the same way as Einstein himself developed his theory of Brownian motion. Indeed, one of his main ideas was to connect the probability $P(\alpha)$ of a random configuration or phase $\alpha$ of the microsystem to the thermodynamic entropy $S(\alpha)$ according to Boltzmann’s formula

$$P(\alpha) \sim \exp \frac{S(\alpha)}{k_B},$$

(3)

where $k_B = 1.38 \times 10^{-23}$ J K$^{-1}$ is Boltzmann’s constant. The probability $P(\alpha)$ is here defined at a given time.

This idea was extended to dynamical randomness by Shannon [7], Onsager and Machlup [8, 9], Kolmogorov and Sinai [10]–[12], and others by considering the multiple-time probability that the system successively visits a sequence of states $\omega_0\omega_1\omega_2\cdots\omega_{n-1}$ at regular time intervals $t_k = k\tau$ ($k = 0, 1, 2, \ldots, n - 1$). The states are defined by a partition $\mathcal{P}$ of the phase space of the system into cells $\omega$. The above sequence means that the system visits the state or cell $\omega_k$ at time $t_k = k\tau$: $\alpha(t_k) \in \omega_k$. Typically, the multiple-time probability decays exponentially with the number $n$ of time intervals $\tau$ as

$$P(\omega_0\omega_1\cdots\omega_{n-1}) \sim \exp \left[-n\tau h(\mathcal{P})\right].$$

(4)

The rate of decay is the so-called entropy per unit time of the process with respect to the partition or coarse graining $\mathcal{P}$ and is defined as [10]–[12]

$$h(\mathcal{P}) \equiv \lim_{n \to \infty} \frac{1}{n\tau} \sum_{\omega_0\omega_1\cdots\omega_{n-1}} P(\omega_0\omega_1\cdots\omega_{n-1}) \log P(\omega_0\omega_1\cdots\omega_{n-1}).$$

(5)
This quantity is the rate at which the memory of a computer will be occupied during the optimal recording of the trajectory of a stochastic process with a resolution into cells $\omega$ [13]. In this sense, the entropy per unit time is a rate of production of information and it characterizes the randomness generated by the stochastic process during its time evolution.

Many random processes are concerned with these considerations and, especially, Brownian motion. If the cells of the partition are of size $\epsilon$, the entropy per unit time defines an $\epsilon$-entropy, $h(\epsilon) = h(\mathcal{P}_\epsilon)$, a concept introduced by Shannon and Kolmogorov [14]–[18]. For a Brownian motion of diffusion coefficient $D$, the $\epsilon$-entropy per unit time scales as

$$h(\epsilon) \sim \frac{D}{\epsilon^2}. \quad (6)$$

The $\epsilon$-entropy increases as the resolution $\epsilon$ decreases, meaning that Brownian motion has dynamical randomness on arbitrarily small scales. The behaviour (6) has been experimentally confirmed [19]. Many other stochastic processes have a positive entropy per unit time. Furthermore, spatially extended stochastic systems may have a positive entropy per unit time and unit volume [13, 14]. The dynamical randomness of stochastic processes is incompatible with an underlying microdynamics which is ruled by deterministic Newton’s equations, unless this deterministic dynamics itself has a positive entropy per unit time. One known mechanism is the sensitivity to initial conditions which arises in dynamical systems having positive Lyapunov exponents. In this case, the entropy per unit time reaches a supremum as the resolution decreases ($\epsilon \to 0$), which defines the Kolmogorov–Sinai entropy per unit time:

$$h_{KS} = \text{Sup}_\mathcal{P} h(\mathcal{P}), \quad (7)$$

which is independent of the coarse graining $\mathcal{P}$ [10]–[12]. In 1976, Pesin proved that, in closed and finite dynamical systems, the Kolmogorov–Sinai entropy is equal to the sum of positive Lyapunov exponents [20, 21]. Deterministic systems with dynamical randomness are called chaotic [13]. The Lyapunov exponents and Kolmogorov–Sinai entropy have been studied in deterministic models of Brownian motion [13, 14, 22]. These quantities are related by the following inequality:

$$h(\epsilon) = h(\mathcal{P}_\epsilon) < h_{KS} = \sum_{\lambda_i > 0} \lambda_i, \quad (8)$$

showing that the dynamical instability provides room for very large dynamical randomness in systems of interacting particles [19]. However, there exist systems where the standard definition of Lyapunov exponents does not apply, such as quantum systems as well as deterministic systems with stochastic boundary conditions ruling a flux of particles in and out the system. In these cases, the characterization of dynamical randomness is no longer possible in terms of the usual Lyapunov exponents which should be replaced by the more powerful concept of entropy per unit [23, 24].

It should be emphasized that the entropy per unit time is not directly related to the thermodynamic entropy. They clearly differ by their physical units. Moreover, the entropy per unit time also differ from the entropy production since the former can be positive at equilibrium when the latter vanishes. However, recent advances in dynamical system theory have shown that the transport coefficients as well as other irreversible properties such as entropy production can be related to the difference between two large-deviation quantities, characterizing the underlying
dynamics and, in particular, its dynamical randomness. A series of fundamental relationships of this type has recently been discovered in:

- the escape-rate theory [25]–[29];
- the theory of the hydrodynamic modes of diffusion [30]–[32];
- the fluctuation theorem [33]–[42]; and
- the theory of the large-deviation dynamical properties of the nonequilibrium steady state [43].

An example of such relationships is given by the escape-rate formula which gives the diffusion coefficient in terms of the difference between the sum of positive Lyapunov exponents and the Kolmogorov–Sinai entropy for open systems with escape of trajectories [26, 27]

\[ D \left( \frac{\pi}{L} \right)^2 \simeq \gamma = \left( \sum_{\lambda_i > 0} \lambda_i - h_{KS} \right)_L. \] (9)

For diffusion, escape occurs when the Brownian particle reaches the boundary of some domain. If the domain is contained between two parallel planes separated by the distance \( L \), the escape rate is given by \( \gamma \simeq D(\pi/L)^2 [25]–[27] \). On the other hand, the escape rate is equal to the slight difference between the dynamical instability characterized by the sum of positive Lyapunov exponents, \( \sum_{\lambda_i > 0} \lambda_i \), and the dynamical randomness \( h_{KS} \). This difference comes from the nonequilibrium condition imposed at the boundaries [13].

A very similar relationship has been derived in the theory of the hydrodynamic modes of diffusion in dynamical systems on a spatially periodic lattice such as the periodic Lorentz gases [30]–[32]. The diffusive modes are constructed as the Liouvillian eigenstates of the Frobenius–Perron operator associated with some Pollicott–Ruelle resonances [44]–[47]. Since the system is spatially periodic, these eigenstates as well as the resonances depend on a wavenumber \( \vec{k} \) introduced by spatial Fourier analysis [13, 48, 49]. The Pollicott–Ruelle resonance of the diffusive modes is given by Van Hove’s formula [50]

\[ s_{\vec{k}} = \lim_{t \to \infty} \frac{1}{t} \ln \langle \exp \{ i \vec{k} \cdot (\vec{r}_t - \vec{r}_0) \} \rangle = -Dk^2 + O(k^4), \] (10)

where \( \vec{r} \) is the position of the Brownian particle. Recent work has shown that the diffusive modes are singular with fractal properties [30]–[32] and the entropy production has been derived from the underlying deterministic dynamics, thanks to the construction of these modes [51]–[55]. In two-dimensional Lorentz gas models of diffusion, the Hausdorff dimension \( D_H \) is given by the root of the following equation [30]–[32]:

\[ Dk^2 \simeq -\text{Re} \, s_{\vec{k}} = \lambda(D_H) - \frac{h_{KS}(D_H)}{D_H}, \] (11)

where \( \lambda(D_H) \) and \( h_{KS}(D_H) \) are the positive Lyapunov exponent and the Kolmogorov–Sinai entropy calculated with respect to the Hausdorff invariant measure. We notice the similarity with equation (9) where the wavenumber is given by \( k = \pi/L \) and where the sum contains a single positive Lyapunov exponent for a two-dimensional Lorentz gas. In equations (9) and (11), both sides vanish with the wavenumber and the similarity holds term by term.
Further relationships of the same kind have been obtained for the entropy production of nonequilibrium steady state on the basis of the fluctuating quantity \[38\]–\[42\]

\[ Z(t) \simeq \ln \frac{P(\omega_0 \omega_1 \cdots \omega_{n-1})}{P(\omega_{n-1} \cdots \omega_1 \omega_0)}, \]

(12)

which involves the ratio of the multiple-time probabilities of a path \(\omega_0 \omega_1 \cdots \omega_{n-1}\) and its time reversal \(\omega_{n-1} \cdots \omega_1 \omega_0\). This quantity characterizes the lack of detailed balance out of equilibrium and its mean value gives the entropy production

\[ \lim_{t \to \infty} \frac{1}{t} \langle Z(t) \rangle = \frac{1}{k_B} \Delta_i^f S. \]

(13)

The probability that \(Z(t)\) takes the given value \(\zeta t\) decays exponentially at the rate \(R(\zeta)\) such that

\[ P \left[ \frac{1}{t} Z(t) \in (\zeta, \zeta + d\zeta) \right] \sim \exp \left[ -R(\zeta)t \right]. \]

(14)

The decay rate \(R(\zeta)\) obeys the fluctuation theorem \[33\]–\[42\]

\[ \zeta = R(-\zeta) - R(\zeta). \]

(15)

Here again, an irreversible property such as \(\zeta\) is given as the difference between two large-deviation properties representing decay rates of multiple-time probabilities. The fluctuation theorem concerns, in particular, processes of reaction and diffusion \[40\]–\[42\].

Finally, we can introduce a concept of time-reversed entropy per unit time as \[43\]

\[ h^R(\mathcal{P}) \equiv \lim_{n \to \infty} -\frac{1}{n\tau} \sum_{\omega_0 \omega_1 \cdots \omega_{n-1}} P(\omega_0 \omega_1 \cdots \omega_{n-1}) \ln P(\omega_{n-1} \cdots \omega_1 \omega_0), \]

(16)

which is similar to the standard entropy (5) except that the logarithm contains the probability of the backward path. This quantity allows us to relate the entropy per unit time (5) to the entropy production according to

\[ \frac{1}{k_B} \Delta_i^f S = h^R(\mathcal{P}) - h(\mathcal{P}) \geq 0 \]

(17)

for \(\tau \to 0\), as shown in \[43\] where this result is proved for Markovian processes. Equation (17) has a structure which is again similar to equations (9), (11) and (15). Here, it is the irreversible property of entropy production, which is given in terms of the difference between two characteristic quantities of dynamical randomness. The time-reversed entropy per unit time \(h^R\) characterizes the dynamical randomness of the paths followed backward in time but averaged with respect to the forward time evolution. Equation (17) thus shows that the entropy production in a nonequilibrium steady state is due to a lack of time-reversal symmetry in the dynamical randomness followed either backward or forward in time. We notice that equation (17) gives a finite entropy production under the condition that \(P(\omega_{n-1} \cdots \omega_1 \omega_0) \neq 0\) if \(P(\omega_0 \omega_1 \cdots \omega_{n-1}) \neq 0\). This condition is satisfied even for far-from-equilibrium systems.
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Figure 1. Schematic representation of the diffusion process of Brownian particles in a pipe composed of $L$ cells $\{X_i\}_{i=1}^L$ of volume $\Delta V$ between two particle reservoirs, A and B.

Our purpose in the present paper is to apply the relationship (17) to diffusion in an open nonequilibrium system, where particles diffuse on a finite chain between two reservoirs at different concentrations. The number of particles in each part of the chain is finite and fluctuates. The resulting random process can be characterized by both the entropy per unit time $h(P)$ and the time-reversed entropy $h_R(P)$. We would like to show explicitly that the difference between these two quantities gives the well-known entropy production of diffusion.

The plan of the paper is as follows. In section 2, the general scheme we consider is set up. The entropies per unit time are calculated in section 3, and we show that equation (17) gives the entropy production of diffusion. Conclusions are drawn in section 4.

2. Stochastic description of diffusion

2.1. The master equation

We suppose that diffusion takes place in a finite pipe between two reservoirs of particles. We adopt a stochastic description in terms of the master equation by Nicolis and co-workers [56]–[62]. The pipe is divided by regularly spaced planes separated by a distance $\epsilon = \Delta x$. The domains at the intersection of the pipe with two next-neighbour planes are cells of volume $\Delta V$. The whole pipe is composed of $L$ cells $X_i$ so that the total volume of the pipe $V = L\Delta V$ and its length $L\Delta x = Le$. The $i$th cell is supposed to contain $N_i$ diffusing particles. These numbers $\{N_i\}_{i=1}^L$ are the basic random variables of the stochastic process. The local density of particles is given by $n = N_i/\Delta V$ and forms a random field in the continuum limit. The system is depicted in figure 1.

The particles randomly jump from cell to cell independent of each other, which induces the process of diffusion. At the left-hand side of the cell $X_1$, there is a reservoir A with a density $A/\Delta V$ of particles. Similarly, there is a reservoir B with a different density $B/\Delta V$ at the right-hand side of the cell $X_L$. The process of random jumps along the chain can be schematically depicted as

$$
A \xleftrightarrow{+0} X_1 \xleftrightarrow{+1} X_2 \xleftrightarrow{+2} \cdots \xleftrightarrow{+(i-1)} X_i \xleftrightarrow{+(i)} X_{i+1} \xleftrightarrow{+(i+1)} \cdots \xleftrightarrow{+(L-2)} X_{L-1} \xleftrightarrow{+(L-1)} X_L \xleftrightarrow{+L} B,
$$

where we denote by $+i$ the elementary step when a particle jumps from $X_i$ to $X_{i+1}$ and by $-i$ the reversed step.
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The whole random process is ruled by the following master equation for the probability $P(N_1, N_2, \ldots, N_L; t)$ to find the given numbers of particles in the cells:

$$\frac{d}{dt} P(\ldots, N_i, N_{i+1}, \ldots) = \sum_{i=0}^{L} \left[ W_{+i}(\ldots, N_i + 1, N_{i+1} - 1, \ldots) P(\ldots, N_i + 1, N_{i+1} - 1, \ldots) - W_{-i}(\ldots, N_i, N_{i+1}, \ldots) P(\ldots, N_i, N_{i+1}, \ldots) + W_{-i}(\ldots, N_i - 1, N_{i+1} + 1, \ldots) P(\ldots, N_i - 1, N_{i+1} + 1, \ldots) - W_{+i}(\ldots, N_i, N_{i+1}, \ldots) P(\ldots, N_i, N_{i+1}, \ldots) \right].$$  \hfill (19)

The transition rates are given by

$$W_{+i}(\ldots, N_i + 1, N_{i+1} - 1, \ldots) = \kappa(N_i + 1),$$  \hfill (20)

$$W_{-i}(\ldots, N_i, N_{i+1}, \ldots) = \kappa N_{i+1},$$  \hfill (21)

$$W_{-i}(\ldots, N_i - 1, N_{i+1} + 1, \ldots) = \kappa(N_{i+1} + 1),$$  \hfill (22)

$$W_{+i}(\ldots, N_i, N_{i+1}, \ldots) = \kappa N_i,$$  \hfill (23)

where $\kappa$ is the rate constant. At the boundaries, the concentrations of particles are constant in time because the reservoirs are supposed to be arbitrarily large so that we impose the nonequilibrium boundary conditions $N_0 = A$ and $N_{L+1} = B$ in agreement with our requirement that the reservoirs A and B have the constant densities $\frac{N_0}{\Delta V} = \frac{A}{\Delta V}$ and $\frac{N_{L+1}}{\Delta V} = \frac{B}{\Delta V}$ respectively. Accordingly, the master equation has the explicit form:

$$\frac{d}{dt} P(N_1, \ldots, N_L) = \kappa A P(N_1 - 1, N_2, \ldots) - \kappa N_1 P(N_1, N_2, \ldots) + \kappa(N_1 + 1) P(N_1 + 1, N_2, \ldots) - \kappa A P(N_1, N_2, \ldots)$$

$$\vdots$$

$$+ \kappa(N_i + 1) P(\ldots, N_i + 1, N_{i+1} - 1, \ldots) - \kappa N_{i+1} P(\ldots, N_i, N_{i+1}, \ldots) + \kappa(N_{i+1} + 1) P(\ldots, N_i - 1, N_{i+1} + 1, \ldots) - \kappa N_i P(\ldots, N_i, N_{i+1}, \ldots)$$

$$\vdots$$

$$+ \kappa(N_{L-1} + 1) P(\ldots, N_{L-1}, N_L - 1) - \kappa B P(\ldots, N_{L-1}, N_L) + \kappa B P(\ldots, N_{L-1}, N_L - 1) - \kappa N_L P(\ldots, N_{L-1}, N_L).$$  \hfill (24)

If we introduce the integer numbers $\nu_\rho$ of the jumps by 0 or $\pm 1$ of the numbers $N = (N_1, N_2, \ldots, N_L)$ of particles in the cells, the master equation (19) can be rewritten in the compact form:

$$\frac{d}{dt} P(N; t) = \sum_{\rho=\pm 0}^{\pm L} \left[ P(N - \nu_\rho; t) W_\rho(N - \nu_\rho) - P(N; t) W_{-\rho}(N) \right],$$  \hfill (25)

which is useful for the following.
2.2. The stochastic process

The master equation (25) rules a stochastic process for which the path or history of the system is a succession of numbers \( \{N_i\} \) and random jumps \( \{\rho_l\} \) occurring at random times \( \{t_l\} \):

\[
\omega_0\omega_1\omega_2\cdots\omega_{n-1} = N_0 \xrightarrow{\rho_1} N_1 \xrightarrow{\rho_2} N_2 \xrightarrow{\rho_3} \cdots \xrightarrow{\rho_m} N_m. \tag{26}
\]

The successive numbers and jump times are related by

\[
N_i = N_{i-1} + \nu_{\rho_l}, \quad t_l = t_{l-1} + T_l \tag{27}
\]

with \( l = 1, 2, \ldots, m \). If the system is in the state \( N \), the next step \( \rho \) occurs with the probability

\[
P_\rho = \frac{W_\rho(N)}{\sum_{\rho' = \pm 0}^{\pm L} W_{\rho'}(N)}, \tag{28}
\]

which fixes the jumps \( \nu_{\rho} \). The corresponding waiting time \( T = T_l \) between two consecutive jumps is a continuous random variable which has the exponential probability density

\[
p(T) = K \exp(-KT) \quad \text{with} \quad K = \sum_{\rho' = \pm 0}^{\pm L} W_{\rho'}(N). \tag{29}
\]

This stochastic process can be simulated by Gillespie’s algorithm [63, 64].

Since the path (26) is specified by the numbers \( \{N_i\} \) and the jumps \( \{\rho_l\} \), the states used to describe the process should be defined as \( \omega = N \xrightarrow{\rho} N' = N + \nu_{\rho} \). If the process is stroboscopically observed with the sampling time \( \tau \), the probability of the path (26) specified by the states of the systems at the times \( t_k = k\tau \) is given by

\[
P(\omega_0\omega_1\cdots\omega_{n-1}) = P_{st}(N_0)P_1(N_0 \xrightarrow{\rho_1} N_1)P_1(N_1 \xrightarrow{\rho_2} N_2) \cdots P_1(N_{n-1} \xrightarrow{\rho_m} N_n), \tag{30}
\]

where \( \rho \in \{0, \pm 0, \pm 1, \pm 2, \ldots, \pm L\} \). Here, we adopt the convention that \( \rho = \emptyset \) in the case where no reactive event occurs in the time interval \( \tau \). The numbers appearing in the multiple-time probability (30) are defined by \( N_k = N(k\tau) \) with \( k = 0, 1, 2, \ldots, n \). The conditional probabilities are given in terms of the transition rates as

\[
P_1(N \xrightarrow{\rho} N') = \begin{cases} 
W_\rho(N)\tau + O(\tau^2) & \text{if } \rho \neq \emptyset, \\
1 - \sum_{\rho' = \pm 0}^{\pm L} W_{\rho'}(N)\tau + O(\tau^2) & \text{if } \rho = \emptyset.
\end{cases} \tag{31}
\]

2.3. Nonequilibrium steady state

The stationary solution of the master equation (24) is given by a product of Poisson distributions as

\[
P_{st}(N_1, N_2, \ldots, N_L) = \prod_{i=1}^{L} e^{-\langle N_i \rangle} \frac{1}{N_i!} \langle N_i \rangle^{N_i}, \tag{32}
\]
with the mean values

\[ \langle N_i \rangle_{st} = A + \frac{B - A}{L + 1} i \]  

(33)
corresponding to a linear profile of concentration between both reservoirs with a gradient of concentration \( \nabla n = (B - A)/(\Delta V \Delta x(L + 1)) \). Therefore, the mean flux of particles moving from A to B at the boundary between the cells \( X_i \) and \( X_{i+1} \) takes the value:

\[ J = \kappa (\langle N_i \rangle_{st} - \langle N_{i+1} \rangle_{st}) = -\kappa \frac{B - A}{L + 1}. \]  

(34)
The flux of particles is given by the surface integral of the current density \( j \) as \( J = j \Delta V / \Delta x \). Fick’s law, \( j = -D \nabla n \), is thus satisfied if the rate constant is related to the diffusion coefficient by

\[ D = \kappa \Delta x^2. \]  

(35)
The fluctuations of the occupation numbers in the different cells are statistically independent of each other in the nonequilibrium steady state because

\[ \langle \delta N_i \delta N_j \rangle_{st} = \langle N_i \rangle_{st} \delta_{ij} \]  

(36)
with \( \delta N_i = N_i - \langle N_i \rangle_{st} \). Accordingly, the spatial correlation function of the density fluctuations is given by

\[ \langle \delta n(\vec{r}) \delta n(\vec{r}') \rangle_{st} = \langle n(\vec{r}) \rangle_{st} \delta(\vec{r} - \vec{r}'). \]  

(37)
At equilibrium, the mean occupation is the same for all the cells, \( \langle N_i \rangle_{eq} = A = B \), so that the density or concentration is uniform and the mean current (34) vanishes.

2.4. The fluctuating diffusion equation

If the mean occupation numbers of the cells are large, \( \langle N_i \rangle_{st} \gg 1 \), the master equation (19) can be replaced by the Fokker–Planck equation for the probability density \( p(N_1, N_2, \ldots, N_L) \):

\[ \partial_t p = -\sum_i \frac{\partial}{\partial N_i} (G_i p) + \sum_{i,j} \frac{\partial^2}{\partial N_i \partial N_j} (Q_{ij} p) \]  

(38)
with

\[ G_i = W_{-i} - W_{+i} + W_{+i(i-1)} - W_{-(i-1)}, \]  

(39)
\[ Q_{ii} = \frac{1}{2} (W_{-i} + W_{+i} + W_{+i(i-1)} + W_{-(i-1)}), \]  

(40)
\[ Q_{i,i+1} = -\frac{1}{2} (W_{-i} + W_{+i}). \]  

(41)
This Fokker–Planck equation corresponds to the Itô stochastic differential equations

\[ \frac{dN_i}{dt} = G_i + v_i, \]  

(42)

with the Gaussian white noises

\[ \langle v_i(t) \rangle = 0, \]  

(43)

\[ \langle v_i(t) v_j(t') \rangle = 2Q_{ij} \delta(t - t'). \]  

(44)

We can now take the continuum limit to get a stochastic partial differential equation for the density field. A noise field is identified as

\[ \xi(i/\Delta x, 0, 0, t) = \frac{v_i(t)}{\Delta V}. \]  

(45)

In order to determine the correlation function of this random field, we take a test function \( f(\vec{r}; \vec{r}') \) so that

\[ \int d\vec{r} d\vec{r}' f(\vec{r}; \vec{r}') \langle \xi(\vec{r}, t) \xi(\vec{r}', t') \rangle \simeq \sum_{i,j} f(i/\Delta x, 0, 0; j/\Delta x, 0, 0) 2Q_{ij} \delta(t - t'). \]  

(46)

Replacing \( Q_{ij} \) by its expression (40) and (41) and taking the continuum limit \( \Delta x \to 0 \), we find that

\[ \langle \xi(\vec{r}, t) \xi(\vec{r}', t') \rangle = -2D \left[ n(\vec{r}) \nabla^2 \delta(\vec{r} - \vec{r}') + \vec{V} n(\vec{r}) \cdot \vec{V} \delta(\vec{r} - \vec{r}') \right] \delta(t - t'). \]  

(47)

This complicated expression can be simplified if we introduce the random fields \( \vec{\eta}(\vec{r}, t) \), such that

\[ \xi = -\vec{V} \cdot \vec{\eta}. \]  

(48)

In the continuum limit, the Itô stochastic differential equations (42) become the fluctuating diffusion equation

\[ \partial_t n = \vec{V} \cdot (D\nabla n - \vec{\eta}) \]  

(49)

with the fluctuating current \( \vec{\eta} \) given by the Gaussian random fields:

\[ \langle \eta_k(\vec{r}, t) \rangle = 0, \]  

(50)

\[ \langle \eta_k(\vec{r}, t) \eta_l(\vec{r}', t') \rangle = 2Dn(\vec{r}) \delta(\vec{r} - \vec{r}') \delta(t - t') \delta_{kl}. \]  

(51)

At the mesoscopic level of description, the equation therefore has the form

\[ \partial_t n = -\vec{V} \cdot \vec{J}, \]  

(52)
where the current can be derived according to

\[ \vec{j} = -\lambda \vec{\nabla} \frac{\delta F}{\delta n} + \vec{\eta} \]  \hspace{1cm} (53)

from the free energy functional

\[ F = -k_B T \int n(\vec{r}) \ln \frac{c}{n(\vec{r})} \, d\vec{r} \]  \hspace{1cm} (54)

and with the Onsager coefficient

\[ \lambda = \mu n, \]  \hspace{1cm} (55)

where

\[ \mu = \frac{D}{k_B T} \]  \hspace{1cm} (56)

is the mobility coefficient proportional to the diffusion coefficient by Einstein’s relation. The equilibrium state which is a solution of the Fokker–Planck equation is given in terms of the free energy as

\[ p_{eq} \sim \exp \left( -\frac{F}{k_B T} \right). \]  \hspace{1cm} (57)

The main point we want to emphasize is that the process of diffusion we consider involves a large but finite number of Brownian particles diffusing in the pipe. These Brownian particles are independent of each other and each follows a Brownian path for the lapse of time between their entrance at one reservoir and their exit at one or other of the reservoirs. Accordingly, the local density \( n(\vec{r}, t) \) in the neighbourhood of a point \( \vec{r} \) in the pipe is a random variable described by the fluctuating diffusion equation (49). The original diffusion equation (2) is recovered on very large spatial scales where the fluctuations are negligible. We notice that the diffusion equation also holds as the master equation associated with the Langevin stochastic equation for the motion of a single Brownian particle. In this case, the density \( n(\vec{r}, t) \) in equation (2) should be replaced by the probability density \( p(\vec{r}, t) \) such that the Brownian is located at the position \( \vec{r} \) by the time \( t \). Both stochastic processes are related but the Fokker–Planck equation (2) rules a stochastic process with a single particle, albeit the Fokker–Planck equation (38) (or the master equation (19)) rules a stochastic process with many particles. Therefore, we should expect that the dynamical randomness is larger for the latter than for the former. The dynamical randomness of the former is characterized by the \( \epsilon \)-entropy per unit time given by equation (6). Let us now proceed with the characterization of the latter.

3. Entropy production and dynamical randomness

In this section, our aim is to show that the entropy production can be given by equation (17) as the difference between the time-reversed and standard entropies per unit time, which characterize dynamical randomness forward and backward in time. For this purpose, we first obtain the entropy production from the time evolution ruled by the master equation. Thereafter, we define and calculate the entropies per unit time for the stochastic process of diffusion. Finally, we verify equation (17).
3.1. The entropy production

The entropy associated with the probability distribution \( P(N; t) \) at time \( t \) can be defined by

\[
S(t) = \sum_N S^0(N) P(N; t) - k_B \sum_N P(N; t) \ln P(N; t),
\]

(58)

where \( S^0(N) \) is the entropy due to the disorder in the degrees of freedom other than the numbers \( N \) themselves. The second term of equation (58) is the contribution to entropy due to the disorder in the probability distribution of the \( N \) numbers of particles in the cells.

It is known [61, 62] that the time variation of the entropy (58) evolving according to the master equation (25) has two contributions

\[
\frac{dS}{dt} = \frac{d_e S}{dt} + \frac{d_i S}{dt},
\]

(59)

which are the entropy flux \( d_e S/dt \) and the entropy production

\[
\frac{d_i S}{dt} = \frac{1}{2} \sum_{i,N} J_\rho(N; t) A_\rho(N; t) \geq 0.
\]

(60)

This latter is expressed in terms of the particle fluxes

\[
J_\rho(N; t) \equiv P(N - \nu_\rho; t) W_\rho(N - \nu_\rho) - P(N; t) W_{-\rho}(N)
\]

(61)

and the affinities

\[
A_\rho(N; t) \equiv k_B \ln \frac{P(N - \nu_\rho; t) W_\rho(N - \nu_\rho)}{P(N; t) W_{-\rho}(N)}
\]

(62)

associated with the elementary steps \( \rho = \pm 0, \pm 1, \pm 2, \ldots, \pm L \) [40].

For the master equation (24), the fluxes are given by

\[
J_{++} = \kappa(N_i + 1) P(\ldots, N_i + 1, N_{i+1} - 1, \ldots) - \kappa N_{i+1} P(\ldots, N_i, N_{i+1})
\]

(63)

\[
J_{--} = \kappa(N_{i+1} + 1) P(\ldots, N_i - 1, N_{i+1} + 1, \ldots) - \kappa N_i P(\ldots, N_i, N_{i+1})
\]

(64)

and the affinities by

\[
A_{++} = k_B \ln \frac{\kappa(N_i + 1) P(\ldots, N_i + 1, N_{i+1} - 1, \ldots)}{\kappa N_{i+1} P(\ldots, N_i, N_{i+1})},
\]

(65)

\[
A_{--} = k_B \ln \frac{\kappa(N_{i+1} + 1) P(\ldots, N_i - 1, N_{i+1} + 1, \ldots)}{\kappa N_i P(\ldots, N_i, N_{i+1})}.
\]

(66)

In the nonequilibrium steady state (32), the entropy production is therefore equal to

\[
\frac{d_i S}{dt} = \frac{1}{2} \sum_{i,N} (J_{++} A_{++} + J_{--} A_{--}) = k_B \sum_{i=0}^L \kappa(\langle N_{i+1} \rangle - \langle N_i \rangle) \ln \frac{\langle N_{i+1} \rangle}{\langle N_i \rangle}.
\]

(67)
Figure 2. The entropy production (solid line) versus the mean number of particles, $A$, associated with the left-hand side reservoir for diffusion in a chain of length $L = 99$ with the rate constant $\kappa = 1$ and $k_B = 1$. The right-hand side reservoir has its concentration fixed at $B = 100$. The dots depict the difference $h_R - h = Q - Q^R$ of the $\tau$-entropies per unit time (77) and (78) in the limit $\tau \to 0$. The thermodynamic equilibrium happens at $A = B$, where the entropy production vanishes.

In the macroscopic limit, we recover the well-known entropy production of the diffusion equation (2) as

$$\frac{dS}{dt} = k_B \int d\vec{r} D \frac{(\nabla n)^2}{n}. \quad (68)$$

With the profile (33), we find that

$$\frac{dS}{dt} = k_B \kappa \frac{B - A}{L + 1} \ln \frac{B}{A}. \quad (69)$$

This entropy production is depicted in figure 2 as a function of the concentration $A/\Delta V$ of the left-hand side reservoir for a fixed concentration of the right-hand side reservoir. The entropy production vanishes at the equilibrium $A = B$.

3.2. The entropies per unit time

The dynamical randomness of the stochastic process ruled by a master equation such as equation (25) is characterized by an entropy per unit time (5), which depends on the sampling
For the master equation (25), this \( \tau \)-entropy per unit time is given by
\[
h(\tau) = \left( \ln \frac{e}{\tau} \right) \sum_{\rho N} \rho_{st}(N) W_{\rho}(N) - \sum_{\rho N} \rho_{st}(N) W_{\rho}(N) \ln W_{\rho}(N) + O(\tau). \tag{70}
\]
On the other hand, the time-reversed \( \tau \)-entropy per unit time is
\[
h^R(\tau) = \left( \ln \frac{e}{\tau} \right) \sum_{\rho N} \rho_{st}(N) W_{\rho}(N) - \sum_{\rho N} \rho_{st}(N) W_{\rho}(N) \ln W_{\rho}(N + \nu_{\rho}) + O(\tau). \tag{71}
\]
Their difference no longer contains the terms in \( \ln(e/\tau) \). The next terms in the difference are transformed by using \( \nu_{-\rho} = -\nu_{\rho} \) and replacing \( N \) by \( N - \nu_{\rho} \) in the sums over \( N \) to get
\[
h^R(\tau) - h(\tau) = \frac{1}{2} \sum_{\rho N} \left[ \rho_{st}(N - \nu_{\rho}) W_{\rho}(N - \nu_{\rho}) - \rho_{st}(N) W_{-\rho}(N) \right] \ln \frac{W_{\rho}(N - \nu_{\rho})}{W_{-\rho}(N)} + O(\tau). \tag{72}
\]
In a nonequilibrium steady state, the probabilities are constant in time: \( \frac{d}{dt} (\rho_{st}(N)) = 0 \). As a consequence of the master equation (25), we find that
\[
h^R(\tau) - h(\tau) = \frac{1}{2} \sum_{\rho N} \left[ \rho_{st}(N - \nu_{\rho}) W_{\rho}(N - \nu_{\rho}) - \rho_{st}(N) W_{-\rho}(N) \right] \ln \frac{W_{\rho}(N - \nu_{\rho})}{W_{-\rho}(N)} + O(\tau) \geq 0. \tag{73}
\]
In the limit \( \tau \to 0 \), the right-hand side is thus equal to the expression (60)–(62) for the entropy production, whereupon we obtain the relationship (17) [43]
\[
\frac{d}{dt} S = k_B \lim_{\tau \to 0} [h^R(\tau) - h(\tau)]. \tag{74}
\]
According to the master equation (24), the entropies are explicitly given for the nonequilibrium steady state (32) by
\[
h(\tau) = \sum_{i=0}^{L} \left[ \kappa \langle N_i \rangle \left( \ln \frac{e}{\tau \kappa (N_i + 1)} \right) + \kappa \langle N_{i+1} \rangle \left( \ln \frac{e}{\tau \kappa (N_{i+1} + 1)} \right) \right] + O(\tau). \tag{75}
\]
and
\[
h^R(\tau) = \sum_{i=0}^{L} \left[ \kappa \langle N_i \rangle \left( \ln \frac{e}{\tau \kappa (N_{i+1} + 1)} \right) + \kappa \langle N_{i+1} \rangle \left( \ln \frac{e}{\tau \kappa (N_{i+1} + 1)} \right) \right] + O(\tau). \tag{76}
\]
The constants $C$, $Q$ and $Q^R$ of the $\tau$-entropies per unit time (77) and (78) versus the mean number of particles, $A$, associated with the left-hand side reservoir. The chain has the length $L = 99$ and the rate constant is $\kappa = 1$. The right-hand side reservoir has its concentration fixed at $B = 100$. The constants $Q$ and $Q^R$ differ by the entropy production depicted in figure 2.

where $\langle N_0 \rangle = A$, $\langle \ln(N_0 + 1) \rangle = \ln A$, $\langle N_{L+1} \rangle = B$ and $\langle \ln(N_{L+1} + 1) \rangle = \ln B$. The entropies per unit time behave as

$$h(\tau) = C \ln \frac{e}{\tau \kappa} - Q + O(\tau), \quad (77)$$

$$h^R(\tau) = C \ln \frac{e}{\tau \kappa} - Q^R + O(\tau) \quad (78)$$

with the constants

$$C = \kappa \sum_{i=0}^{L} (\langle N_i \rangle + \langle N_{i+1} \rangle) = \kappa (A + B)(L + 1), \quad (79)$$

$$Q = \kappa \sum_{i=0}^{L} [\langle N_i \rangle \langle \ln(N_i + 1) \rangle + \langle N_{i+1} \rangle \langle \ln(N_{i+1} + 1) \rangle], \quad (80)$$

$$Q^R = \kappa \sum_{i=0}^{L} [\langle N_i \rangle \langle \ln(N_{i+1} + 1) \rangle + \langle N_{i+1} \rangle \langle \ln(N_i + 1) \rangle], \quad (81)$$

which are depicted in figure 3 as a function of the concentration $A/\Delta V$ of the left-hand side reservoir for a fixed concentration of the right-hand side reservoir. We observe that these
constants and, consequently, the $\tau$-entropies per unit time, can take very large values. This is the manifestation of the important dynamical randomness because of the many particles in the system. Indeed, at equilibrium $A = B$, we obtain
\[ Q = 2\kappa A \ln A + 2\kappa A (\ln(N + 1))_{eq} L. \] (82)

For $A \gg 1$, we have that $\langle \ln(N + 1) \rangle_{eq} \simeq \ln A$ and the $\tau$-entropy per unit time can be estimated as
\[ h(\tau) \simeq 2\kappa A(L + 1) \frac{e}{\tau kA}. \] (83)

If we use equation (35), $A = n/\Delta V$ and $A(L + 1) \simeq N_{tot}$, we find at equilibrium that
\[ h(\tau) \simeq 2N_{tot} \frac{D}{\Delta x^2} \ln \frac{e\Delta x^2}{\tau D n \Delta V}. \] (84)

This entropy per unit time should be compared with the Kolmogorov–Sinai entropy per unit time obtained for a fluid at temperature $T$ and density $n$ of $N_{tot}$ hard spheres of mass $m$ and diameter $d$ [65]
\[ h_{KS} \simeq 4N_{tot}n d^2 \sqrt{\frac{\pi k_B T}{m}} \ln \frac{3.9}{\pi nd^3}. \] (85)

Since the inequality (8) must be satisfied and because the size $\Delta x$ of the cells cannot be smaller than the mean free path, we find that the sampling time $\tau$ must be larger than the minimum value
\[ \tau_{\min} \sim \frac{d^3 \Delta x^2}{D \Delta V} < \tau, \] (86)

otherwise the stochastic process may generate more dynamical randomness than chaos in the underlying microdynamics.

Since the term diverging as $\ln(1/\tau)$ is the same for both entropies (77) and (78), the entropy production should be given by the difference
\[ \frac{d}{dt} S = k_B (Q - Q_R). \] (87)

The difference $k_B (Q - Q_R)$ is depicted as dots in figure 2, where we see the nice agreement with the entropy production (69). Even if the constants $Q$ and $Q_R$ and the dynamical entropies $h$ and $h_R$ may take very large values, they differ precisely by the entropy production of the nonequilibrium steady state.

4. Conclusions

In the present paper, we have shown that the entropy production of a diffusion process can be related to the difference between two quantities characterizing dynamical randomness either
forward or backward in time. The first is the standard entropy per unit time which, in the case of
the diffusion process studied here, is a $\tau$-entropy per unit time as previously introduced [13, 14].
This quantity measures the amount of information which is generated by the stochasticity of the
underlying microscopic dynamics. For stochastic processes with continuous random variables
such as the waiting times between the random jumps, the $\tau$-entropy per unit time increases
as $\ln(1/\tau)$ for $\tau \to 0$, meaning that the paths generate a randomness on arbitrarily small time
intervals. This behaviour is typical of stochastic processes ruled by a Pauli-type master equation
such as the diffusion process studied here [13, 14]. The $\tau$-entropy per unit time takes a very large
and positive value even at the thermodynamic equilibrium, so that it cannot be directly related
to the entropy production which vanishes at equilibrium. The $\tau$-entropy per unit time simply
characterizes the dynamical randomness (or stochasticity) of the underlying process, which is
here a Gillespie stochastic process [63, 64].

On the other hand, a concept of time-reversed entropy per unit time has very recently
been introduced, which now allows the connection to the entropy production in nonequilibrium
steady states [43]. This new quantity characterizes the randomness backward in time among
the most probable paths of the forward process. For a stochastic process ruled by a Pauli-type
master equation, the time-reversed entropy per unit time also depends on the sampling time $\tau$
and increases as $\tau \to 0$. However, the difference between both dynamical entropies has a well-defined limit as $\tau \to 0$, which precisely gives the entropy production, as shown here in detail for
diffusion.

This analysis validates equation (17) in the case of stochastic diffusion. As explained in
section 1, this formula belongs to the same family of large-deviation formulas as the escape-rate
formula (9), the formula (11) for the Hausdorff dimension of the diffusive modes and
the fluctuation theorem (15). The formula (17) for the entropy production shows that, in
nonequilibrium steady states, the forward time evolution has less randomness relative to the
backward time evolution. This asymmetry has its origin in the breaking of the time-reversal
symmetry by the stochastic boundary conditions imposed by the nonequilibrium constraints
at the border of the system [13, 66]. Indeed, the particles enter the chain from the reservoirs
without special statistical correlations, although they exit the chain with very fine statistical
correlations due to their interaction inside the chain. Therefore, the nonequilibrium steady state
is described by an invariant probability measure which is not time-reversal symmetric. This
explains that the time-reversed dynamical entropy differs from the standard one. The remarkable
result is that this difference is precisely equal to the entropy production which can therefore be
interpreted as this time asymmetry in the dynamical randomness. The formula (17) shows that
the nonequilibrium constraints select paths or histories having some time asymmetry, in the sense
that some paths may have a higher probability than their time reversal in nonequilibrium steady
states. This selection introduces biases in the probabilities and can influence the evolution of
systems capable of memory such as the biological systems. In this regard, the formula (17) can
help to understand better the constructive role of the arrow of time in nonequilibrium systems.

Acknowledgments

The author thanks Professor G Nicolis for support and encouragement in this research. This
research is financially supported by the ‘Communauté française de Belgique’ (‘Actions de
Recherche Concertées’, contract No 04/09-312), the National Fund for Scientific Research
(F. N. R. S., Belgium, F. R. F. C., contract No 2.4577.04), and the University of Brussels.
References

[1] Mazo R 2002 Brownian Motion (Oxford: Clarendon)
[2] Brush S G 1968 Arch. Hist. Exact Sci. 5 1
[3] Einstein A 1956 Investigations on the Theory of the Brownian Movement (New York: Dover)
[4] Perrin J 1923 Atoms (London: Constable)
[5] Langevin P 1908 C. R. Acad. Sci. Paris 146 530
[6] Chandrasekhar S 1943 Rev. Mod. Phys. 15 1
[7] Shannon C 1948 Bell System Tech. J. 27 379 623
[8] Onsager L and Machlup S 1953 Phys. Rev. 91 1505
[9] Machlup S and Onsager L 1953 Phys. Rev. 91 1512
[10] Kolmogorov A N 1959 Dokl. Akad. Nauk SSSR 124 754
[11] Sinai Ya G 1959 Dokl. Akad. Nauk SSSR 124 768
[12] Cornfeld I P, Fomin S V and Sinai Ya G 1982 Ergodic Theory (Berlin: Springer)
[13] Gaspard P 1998 Chaos, Scattering and Statistical Mechanics (Cambridge: Cambridge University Press)
[14] Gaspard P and Wang X-J 1993 Phys. Rep. 235 291
[15] Abel M, Biferale L, Cencini M, Falconi M, Vergui D and Vulpiani A 2000 Physica D 147 12
[16] Cencini M, Falconi M, Olbrich E, Kantz H and Vulpiani A 2000 Phys. Rev. E 62 427
[17] Boffetta G, Cencini M, Falconi M and Vulpiani A 2002 Phys. Rep. 356 367
[18] Cecconi F, Cencini M, Falcioni M and Vulpiani A 2004 Preprint nlin.CD/0407029
[19] Gaspard P, Briggs M E, Francis M K, Sengers J V, Gammon R W, Dorfman J R and Calabrese R V 1998 Nature 394 865
[20] Pesin Ya B 1977 Russ. Math. Surveys 32 55
[21] Eckmann J-P and Ruelle D 1985 Rev. Mod. Phys. 57 617
[22] Gaspard P and van Beijeren H 2002 J. Stat. Phys. 109 671
[23] Gaspard P 1994 Prog. Theor. Phys. Suppl. 116 369
[24] Gaspard P 2000 Dynamics: Models and Kinetic Methods for Nonequilibrium Many-Body Systems ed J Karkheck, NATO ASI Series (Dordrecht: Kluwer) pp 425–56
[25] Gaspard P and Rice S A 1989 J. Chem. Phys. 90 2225
[26] Gaspard P and Nicolis G 1990 Phys. Rev. Lett. 65 1693
[27] Gaspard P and Baras F 1995 Phys. Rev. E 51 5332
[28] Dorfman J R and Gaspard P 1995 Phys. Rev. E 51 28
[29] Viscardi S and Gaspard P 2003 Phys. Rev. E 68 041205
[30] Gilbert T, Dorfman J R and Gaspard P 2001 Nonlinearity 14 339
[31] Gaspard P, Claus I, Gilbert T and Dorfman J R 2001 Phys. Rev. Lett. 86 1506
[32] Claus I and Gaspard P 2002 Physica D 168–169 266
[33] Evans D J, Cohen E D G and Morriss G P 1993 Phys. Rev. Lett. 71 2401
[34] Evans D J and Searles D J 1994 Phys. Rev. E 50 1645
[35] Gallavotti G and Cohen E D G 1995 Phys. Rev. Lett. 74 2694
[36] Kurchan J 1998 J. Phys. A: Math. Gen. 31 3719
[37] Crooks G E 1999 Phys. Rev. E 60 2721
[38] Lebowitz J L and Spohn H 1999 J. Stat. Phys. 95 333
[39] Maes C 1999 J. Stat. Phys. 95 367
[40] Gaspard P 2004 J. Chem. Phys. 120 8898
[41] Andrieux D and Gaspard P 2004 J. Chem. Phys. 121 6167
[42] Andrieux D and Gaspard P 2005 Preprint
[43] Gaspard P 2004 J. Stat. Phys. 117 599
[44] Pollicott M 1985 Invent. Math. 81 413
[45] Pollicott M 1986 Invent. Math. 85 147
[46] Ruelle D 1986 Phys. Rev. Lett. 56 405

New Journal of Physics 7 (2005) 77 (http://www.njp.org/)
[47] Ruelle D 1986 J. Stat. Phys. 44 281
[48] Gaspard P 1996 Phys. Rev. E 53 4379
[49] Tasaki S and Gaspard P 1996 Bassei Kenkyu Research Report in Condensed-Matter Theory vol 66, p 23
[50] Van Hove L 1954 Phys. Rev. 95 249
[51] Gaspard P 1997 J. Stat. Phys. 88 1215
[52] Tasaki S and Gaspard P 1999 Theor. Chem. Accounts 102 385
[53] Tasaki S and Gaspard P 2000 J. Stat. Phys. 101 125
[54] Gilbert T, Dorfman J R and Gaspard P 2000 Phys. Rev. Lett. 85 1606
[55] Dorfman J R, Gaspard P and Gilbert T 2002 Phys. Rev. E 66 026110
[56] Nicolis G and Prigogine I 1971 Proc. Natl Acad. Sci. USA 68 2102
[57] Nicolis G 1972 J. Stat. Phys. 6 195
[58] Malek-Mansour M and Nicolis G 1975 J. Stat. Phys. 13 197
[59] Nicolis G and Turner J W 1977 Physica A 89 326
[60] Nicolis G and Prigogine I 1977 Self-Organization in Nonequilibrium Systems (New York: Wiley)
[61] Luo Jiu-li, Van den Broeck C and Nicolis G 1984 Z. Phys. B: Condens. Matter 56 165
[62] Schnakenberg J 1976 Rev. Mod. Phys. 48 571
[63] Gillespie D T 1976 J. Comput. Phys. 22 403
[64] Gillespie D T 1977 J. Phys. Chem. 81 2340
[65] van Beijeren H, Dorfman J R, Posch H A and Dellago Ch 1997 Phys. Rev. E 56 5272
[66] Tasaki S and Gaspard P 1995 J. Stat. Phys. 81 935