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We construct multi-mode viscous hydrodynamics for one dimensional spinless electrons. Depending on the scale, the fluid has six (shortest lengths), four (intermediate, exponentially broad regime), or three (asymptotically long scales) hydrodynamic modes. Interaction between hydrodynamic modes leads to anomalous scaling of physical observables and waves propagating in the fluid. In four-mode regime, all modes are ballistic and acquire KPZ-like broadening with asymmetric power-law tails. “Heads” and “tails” of the waves contribute equally to thermal conductivity, leading to $\omega^{-1/3}$ scaling of its real part. In three-mode regime, the system is in the universality class of classical viscous fluid [9,24]. Self-interaction of the sound modes results in KPZ-like shape, while the interaction with the heat mode results in asymmetric tails. The heat mode is governed by Levy flight distribution, whose power-law tails give rise to $\omega^{-1/3}$ scaling of heat conductivity.

Understanding properties of interacting electronic systems is fundamentally important across various branches of physics. The problem is extremely non-trivial and multifaceted due to the impact of quantum coherence and strong interactions as well as other important ingredients, including the underlying crystal lattice and/or disorder. Progress has been achieved by constructing effective theories for long-living modes of electronic systems. Such theories are universal, i.e., insensitive to microscopic details and mostly determined by qualitative aspects such as dimensionality, symmetries, and topology. Paradigmatic examples of effective descriptions are Landau’s Fermi-liquid theory [1], the theory of superfluid liquids [2] and the theory of diffusive modes in disordered conductors [3].

Recent advances in experimental techniques have made available several systems [3,9] realizing (in a certain temperature range) the hydrodynamic regime of electron transport. In this regime, the dynamics is dominated by electron-electron collisions (rather than by impurity or electron-phonon scattering) and can be described by a set of equations of hydrodynamic type governing the evolution of conserved densities (charge, momentum, energy, etc.). Two aspects make such systems spectacular. First, they exhibit electron transport that is profoundly different from that observed in conventional Drude conductors. It is manifested in Gurzhi effect [10], spatial non-locality [11] and unconventional magnetoresistance [12,13], see Refs. [14,15] for a recent review. Second, topologically-induced qualitative diversity of underlying electronic spectra gives rise to unconventional hydrodynamic regimes, such as relativistic hydrodynamics in graphene [15].

The hydrodynamics of one-dimensional (1D) interacting electrons is of special interest. It often involves an extended (in integrable systems even infinite) number of conserved hydrodynamic charges [17–22]. Furthermore, the reduced dimensionality of the system greatly promotes hydrodynamic fluctuations [23], which can invalidate the mean-field hydrodynamic description at sufficiently long scales and drive the system into a fluctuation-dominated regime characterized by non-trivial scaling of physical observables [9,20,24,26]. The relevance of fluctuational hydrodynamics and in particular of the celebrated Kardar-Parisi-Zhang model in the context of 1D electronic fluids was discussed recently in Refs. [28,29].

In this paper, we explore the full multimode fluctuational hydrodynamics of 1D spinless fermions with short-range interaction. Our focus is on real-time dynamics and on thermal transport that was probed recently in several closely related experimental setups [20,28]. We confirm the frequency scaling of the thermal conductivity, $\kappa \propto \omega^{-1/3}$, advocated recently based on a self-consistent kinetic theory of bosonic excitations (see Ref. [29] and references therein). We find, however, that the earlier kinetic treatment fails to predict the correct dependence of the prefactor in this scaling on temperature and other parameters of the system.

To construct the non-linear hydrodynamic description of the system, we employ the bosonization technique [30–32] taking into account the curvature of the electronic spectrum (i.e., finite fermion mass $m$) [32,33]. Relaxation processes in such a “non-linear Luttinger liquid” were analyzed in several works, see Ref. [22] for a review. It was shown in Ref. [11] (see also Refs. [1,13,14,50,51]) that at sufficiently low temperatures $T < T_{FB} \sim 1/\hbar l^2 < \epsilon_F$, where $l$ is the range of the electron-electron interaction and $\epsilon_F$ the Fermi energy],
thermal excitations in a non-linear Luttinger liquid are “composite” fermions with renormalized Fermi velocity $u \sim \nu_F$, an effective mass $m_\ast \sim m$ and weak interactions vanishing in the zero-momentum limit. The composite fermions are characterized by a long lifetime $\tau_F$, 

$$\tau_F^{-1} \sim l^4 T^7 / m^2 u^8.$$  

(1)

Focusing on this low-temperature regime, we describe the dynamics of the system by the kinetic equation for fermionic quasiparticles

$$\frac{\partial N_F(p)}{\partial t} + v_p^F \frac{\partial N_F(p)}{\partial x} = \hat{I}_p[N_F].$$  

(2)

Here $N_F$ is a distribution function, $v_p^F$ is the momentum-dependent velocity of fermionic quasiparticles, and $\hat{I}$ is the collision integral. The hydrodynamic equations arise by the projection of the kinetic equation on the zero modes of the collision integral and are valid at scales larger than fermionic mean free path $\lambda_F$ and the boost velocity $v$. These three parameters of the equilibrium distribution correspond to the three exactly conserved densities of the model: particle number, energy, and momentum. Peculiarities of the 1D kinematics give rise however to other quasi-conserved quantities (soft modes of the collision integral). First, equilibration processes involving the left and right movers requires processes involving a deep hole near the bottom of the band. In the bosonic description of the Luttinger liquid, such processes correspond to the Umklapp scattering and manifest themselves only at exponentially long length scales [15–17]

$$L_4 \sim u T^{-3/2} l_F u^3 T^2.$$  

(3)

Thus, at scales shorter than $L_4$, the system possesses four conserved quantities (total energy, total momentum, and two chiral number densities). Second, a detailed analysis of collision processes leading to Eq. (1) shows that in such a collision the energy and momentum exchange between the chiral sectors is parametrically suppressed (compared to the thermal energy or momentum) by a factor $(T/\epsilon_F)^2 \ll 1$ [58]. Correspondingly, at scales shorter than

$$L_4 \sim (\epsilon_F / T)^2 m_\ast^2 u^3 / l^4 T^4$$  

(4)

the chiral sectors are effectively decoupled and six hydrodynamic modes exist in the system.

In the six-mode regime the particle densities, momentum, and energies of each chiral sector are separately conserved and we combine them into two chiral vectors $q^\eta_T = (\rho_\eta, \pi_\eta, \epsilon_\eta), \eta = R, L$. We denote by $\phi_\eta^T = T^{-1}_\eta (\rho_\eta, \nu_\eta, -1)$ the vector of the corresponding conjugate thermodynamic variables. The conserved quantities obey the continuity equations

$$\partial_t q^i_\eta + \partial_x J^i_\eta = 0,$$  

(5)

with index $i$ specifying the conserved charge and the corresponding flux, $J^i_\eta = (J^i_R, J^i_T, J^i_L)$.

On the linear level, one relates

$$q_\eta(x, k) = \chi^\text{ret}_\eta(\omega, k) \phi_\eta(\omega, k),$$  

(6)

via the polarisation operator $\chi^\text{ret}_\eta(x, t) = -i/\hbar [\{q_\eta(x, t), q_\eta(0, 0)]$). Similarly, currents can be represented in terms of current response function $M$,

$$J_\eta(\omega, k) = M_\eta(\omega, k) \phi_\eta(\omega, k)/i k.$$  

(7)

In the $\omega = 0, \text{small}-k$ limit, the matrix $M_\eta(k) = (i k A + k^2 D) \chi_\eta$ is build out of matrices of velocities ($A$), diffusion coefficients ($D$), and static susceptibilities $\chi_\eta \equiv \chi^\text{ret}_\eta(\omega = 0, k \to 0)$. The velocity matrix $A$ and the matrix of static susceptibilities are thermodynamic quantities and can be computed straightforwardly in the approximation neglecting the composite-fermion interaction. The matrix of diffusion coefficients $D$ requires more work: it can be obtained from the linearized kinetic equation [2]. See Supplemental Material (SM) [55] for explicit expressions for $\chi$ and $M$.

To incorporate non-linear effects into the hydrodynamic description, we extend the expressions for hydrodynamic currents by terms of second order in the conserved densities:

$$J_\eta = (M_\eta / i k) \chi^{-1}_\eta q_\eta + 1/2 \sum_{i,j} H_{i,j} q^i_\eta q^j_\eta.$$  

(8)

Here, we have take the static limit $\omega = 0$ and the (vector-valued) coefficients $H_{i,j}$ can be computed neglecting the interaction of composite fermions [55].

Equations (8), (6), and (7) describe the six-mode hydrodynamics that exist at short length scales, $L < L_4$. At longer scales, the collisions equilibrate the temperatures and the boost velocities in the two chiral sectors. The hydrodynamic theory of the four-mode regime can be obtained through the reduction of the six-modes equations by setting $T_L = T_R = T, v_L = v_R = v$ and working with the total energy and momentum densities, $\epsilon = \epsilon_R + \epsilon_L$ and $\tau = \tau_R + \tau_L$.

At still larger length scales, $L > L_4$, the system reaches equilibrium with respect to particle exchange between the chiral sectors. The corresponding three-modes hydrodynamics can be obtained through the reduction of the four-mode theory by setting $\mu_L = \mu_R = \mu$.

In the linear hydrodynamic approximation, the continuity equations dictate that

$$\chi^\text{ret}_\eta(\omega, k) = M_\eta (i \omega \chi_\eta - M_\eta)^{-1} \chi_\eta.$$  

(9)
The information encoded in the polarization operator enables one to compute the full set of kinetic coefficients, accessible via linear-response measurements. At first glance, the non-linear terms in hydrodynamic equations are irrelevant for the discussion of such linear-response quantities. This conclusion is, however, invalidated by hydrodynamic fluctuations that were so far neglected. Once the fluctuations are taken into account, the non-linear hydrodynamic couplings induce strong renormalizations of bare kinetic coefficients, totally modifying the linear-response characteristics of the system.

To account for fluctuations we promote the hydrodynamic equations \cite{58} to the Keldysh action (of Martin-Siggia-Rose type) \cite{59}. Since at hydrodynamic scales the system is locally at equilibrium, the fluctuation-dissipation theorem holds. Therefore, the retarded part of the polarization operator $\chi^{\text{ret}}$ determines also the Keldysh components and thus the entire action at the Gaussian level. The quadratic terms in the hydrodynamic currents \cite{6} correspond to cubic vertices in the action.

Following Ref. \cite{20}, we analyze the resulting Keldysh action of fluctuational hydrodynamics within the mode-coupling approximation \cite{59}. To perform the calculation it is convenient to pass to the eigenmodes of the linearized hydrodynamic theory. We define a new basis $\Psi = Rq$, where $R$ diagonalizes the velocity matrix $A$, $RAR^{-1} = \text{diag}(v_1, \ldots, v_N)$. Because of the mode separation caused by different mode velocities, only diagonal correlations survive in the long-time limit, and the Keldysh pair-correlation functions of the eigenmodes

$$f_j(x,t) = \langle \Psi_j(x,t) \Psi_j(0,0) \rangle$$

satisfy the self-consistent Dyson equations \cite{58}

$$\left( \partial_t + v_j \partial_x - \tilde{D}_j \partial_x^2 \right) f_j(x,t) = \int_{-\infty}^\infty dy \int_0^t ds \times f_j(x-y,t-s) \partial_x^2 R_j(y,s).$$

Here

$$R_j(y,s) = \frac{1}{T^2} \sum_{l,m=1}^N \lambda_{jm}^2 f_l(y,s) f_m(y,s),$$

$\tilde{D}_j$ are diagonal elements of the effective diffusion matrix $\tilde{D}$ describing broadening of eigenmodes, and coupling constants $\lambda_{jm}$ account for the mode interaction. These constants are computed from microscopic parameters of the original fermionic model \cite{58}.

We now employ this theory to study pulses propagation in an electronic fluid as well as its linear-response properties.

We consider the time evolution of a generic disturbance created in a limited region of the fluid. Due to energy relaxation for times longer than fermionic energy relaxation time $\tau_F$, any disturbance is fully projected onto eigenmodes of the collision integral. At times shorter than $L_4/u$, this yields six hydrodynamic modes $\Psi_j$. The degree to which the modes are excited depends on the overlap of the disturbance with $\Psi_j$. These modes give rise to six ballistic pulses propagating through the fluid. Due to differences between the mode velocities, $\Delta u_{ij} \equiv u_i - u_j$, the separation between the peaks grows linearly with time, $L_{ij} = \Delta u_{ij} t$. The width of each peak is broadened, within the linear hydrodynamics, by the corresponding diffusion process as $(\tilde{D}_j f)^{1/2}$. The non-linear couplings further broaden the shape of the pulses and modify their shape. Comparing the linear and non-linear terms, one can show that non-linear broadening dominates over the normal diffusion at scales beyond $L_4 = L_4(TBF/T)^2 \gg L_4$. Therefore, when fluid enters the four-mode regime, it is still governed by essentially linear theory, with conventional diffusive scaling.

At $L \sim L_4$, the number of hydrodynamic modes is reduced to four and the pulses are reshaped into four peaks. The evolution in earlier stages of the four-mode regime is well described by linearized hydrodynamic. But for $L > L_4$, the non-linear terms start to dominate and the normal diffusion process is replaced by the anomalous one. Essentially, at this stage, one can drop the bare diffusion terms in Eq. (11). In the four-mode regime all non-linear coupling constants are of the same order, $\lambda_{ijk} \sim \lambda \equiv Tu^3$ \cite{59}. However, only the interaction between modes propagating in the same direction is significant. Therefore, Eq. (11) splits into two sets of chiral equations. Near the maximum of any given mode, the coupling to other modes is exponentially small and can be neglected. Equation (11) is mathematically equivalent to pair velocity correlation function in the stochastic Burgers equation and the corresponding KPZ problem \cite{60}. Thus, nears the maximum

$$f_i(x,t) \sim T^2/(\lambda T)^{2/3} f_{\text{KPZ}}\left( \frac{T(x-u_i t)}{(\lambda T)^{2/3}} \right).$$

Here $f_{\text{KPZ}}(x)$ is the universal dimensionless KPZ function, with $f_{\text{KPZ}}(x) \sim 1$ for $|x| \leq 1$ and $f_{\text{KPZ}}(x) \sim \exp(-0.3|x|^3)$ for $|x| > 1$ \cite{59, 61, 62}. Away from the maximum the interaction between mode plays a role and creates non-symmetric power-law tails \cite{58}, see Fig. 4. The fast modes develop power-law rear tails, while slow modes develop power-law front and rear tails:

$$f_i(x,t) \sim \sum_j \theta(|x-u_i t|) \text{sgn}(\Delta u_{ji}) u^2 \left( \frac{T}{\Delta u_{ji}} \right)^{1/3} \times t |x-u_i t|^{-8/3} \text{ for } |x-u_i t| > u_t^{2/3} T^{1/3}.$$
In interacting many-body problems, expressions for heat currents are in general rather complicated and spatially non-local. Luckily, the operator of heat current $J_T$ for fluids is local and can be computed by subtracting an advective contribution from the energy current $J_E$, \[ J_T = J_E - \bar{w} J_P, \] where $\bar{w}$ is the enthalpy of the fluid per one electron and $J_P$ the particle current. The Kubo formula for thermal conductivity reads\[ \sigma_T(\omega, k) = \frac{1}{-i\omega T} [K_{TT}(\omega, k) - K_{TT}(0, 0)], \] where $K_{TT}(\omega, k) = -i\langle [\hat{J}_T(x, t), \hat{J}_T(0, 0)] \rangle_{\text{ret}}(\omega, k)$. Employing Eq. (17) and setting $k = 0$, we find \[ \sigma_T(\omega) = -\frac{\pi^2 u T}{3i \omega} + \frac{\pi^2 u^3}{6m^2 T^2}. \] The Drude peak corresponds to the ballistic propagation of heat\[ E\rightarrow, \] while the real part of conductivity is due to heat diffusion. As the system enters the four-mode regime, the propagation of all modes remains ballistic. Hence, the imaginary part of the heat conductivity is unchanged, $\text{Im} \sigma_T(\omega) = \pi^2 u T / 3 \omega$. The real part of the heat conductivity, on the other hand, is renormalized. The effects of the renormalization are associated with an anomalous broadening of the pulses, with two contributions coming from the head and the tails of the peak. Both happen to be of the same order and lead to \[ \text{Re} \sigma_T(\omega) \sim u T^{1/3} \omega^{-1/3}. \] Finally, we discuss the three-mode regime, where the heat conductivity is determined solely by the static mode. Therefore, the ballistic contribution is suppressed, giving rise to an exponentially large constant: $i/\omega \rightarrow \tau_U$. The real part of the thermal conductivity thus scales as \[ \text{Re} \sigma_T(\omega) \sim u T \tau_U + \frac{T^{7/3}}{m^2 u^3} \omega^{-1/3}. \] To summarize, we have developed a multi-mode hydrodynamic approach for the electronic fluid. Depending on the number of conserved charges, the fluid has six, four, or three hydrodynamic modes. Though the three-mode regime is an ultimate long-distance fixed point, it is only reached at exponentially long distances, leaving room to an exponentially long four-mode viscous hydrodynamic regime.

The interaction between the hydrodynamic modes leads to the renormalization of transport coefficients, giving rise to universal scaling behavior, and shapes pulses propagating through the fluid. In the six- and four-mode regimes, all pulses propagate ballistically. The “head” of every pulse is controlled by self-interaction, resulting in a faster or slower degree of freedom. In Eqs. \[ \text{and below we omit numerical coefficients of order unity, as emphasized by the sign } \sim \text{ replacing the equality sign.} \] At distances larger than $L_U$, the fluid is described by three hydrodynamic modes. This is a universal regime representing the ultimate infrared fixed point of any non-integrable system. It is characterized by two ballistic sound modes (index $j = 2, 3$) and one static (i.e., zero-velocity) heat mode ($j = 1$). The pulse propagation in such a regime was analyzed in the context of classical fluids in Refs. \[ 53, 64, 65]. \] The sound mode acquires the KPZ shape, Eq. (13). For the corresponding self-coupling constant we find $\lambda \equiv \lambda_{222} \sim T^4/m^4 u^9/2$. Due to the time-reversal symmetry, the self-coupling of the heat mode is identically zero. Therefore, in the absence of the inter-mode coupling, the spread of the heat mode would be diffusive. The non-linear interaction between the heat and sound mode, which is characterized by a coupling $\lambda_{122} \sim T^3/m^2 u^{5/2}$, leads to the formation of power-law tails for the heat and sound modes\[ 58]. \] It transforms the heat mode into symmetric Levy-flight distribution with $\alpha = 5/3$, \[ f_1(x, t) \sim \frac{T}{\delta x(t)} f_{\text{Levy, } \alpha = 5/3} \left( \frac{x}{\delta x(t)} \right). \] The heat mode has a maximum at $x = 0$ and the width $\delta x(t) \sim t^{3/5} T^{3/5} m^{-6/5} u^{-2/5}$. The $t^{3/5}$ scaling of the width was also obtained in the context of classical anharmonic chains\[ 64, 65]. \] The value at the maximum is \[ f_1(0, t) \sim T / \delta x. \] Away from the maximum (for $x \gg \delta x$) the heat mode has power law tails\[ 64 \] that scale as \[ f_1(x, t) = \frac{T^{7/3}}{m^2 u^{7/3}} t x^{-8/3}, \] implying anomalous heat diffusion.

We now consider the linear response properties of the electronic fluid. Generally speaking, an $N$-component liquid has $N(N - 1)/2$ independent linear response coefficients, that can be computed via Kubo formula\[ 58]. \] The anomalous scaling observed in the pulse propagation problem manifests itself through the linear response coefficients as well. To be specific, we focus on thermal conductivity, a quantity that describes the rate of irreversible heat propagation. To compute the thermal conductivity, one needs first to define the heat current.
KPZ scaling of pulse width \((t^{2/3})\) and amplitude \((t^{-2/3})\) with time. Interaction between the modes propagating with different velocities results in power-law tails scaling as \(x^{-8/3}\) with distance \(x\) from the mode center and directed towards another mode. As the system reaches a three-mode regime, the pulses redistribute, and a static heat and two ballistic sound peaks are formed. The width of the ballistic modes has KPZ scaling with time. The interaction between the sound waves and the heat mode gives rise to power-law tails for all peaks. Each sound mode acquires a rear tail. The static heat mode is a Levy flight function with \(\alpha = 5/3\), with symmetric tails. The anomaly in peak shapes leads to anomalous kinetic coefficients, in particular, the thermal conductivity.

We conclude by comparing the results of the present analysis for \(\sigma_T\) with earlier calculations performed within the self-consistent kinetic approach [29]. Reassuringly, both approaches yield two regimes of anomalous scaling of \(\sigma_T\) separated by the scale \(L_U\). Further, the kinetic approach yields for these regimes results analogous to Eqs. (20) and (19), with the same \(\omega^{-1/3}\) scaling. Such agreement in scaling resulting from self-consistent kinetic [23, 25, 71] and classical renormalization-group [24] approaches has been known for a long time. This agreement is highly non-trivial and perhaps even puzzling. Indeed, although our starting point here is a transport coefficient computed within fermionic kinetic theory [29, 72], the subsequent analysis in this work and Ref. [29] is very different. In the kinetic framework of Ref. [29], the \(\omega^{-1/3}\) scaling results from subthermal bosons with wave vectors \(k \ll T/\hbar\) that can propagate anomalously large distances without scattering. At the same time, in the present framework, this enhancement of thermal conductivity results from the interaction between bosonic (hydrodynamic) modes leading to anomalous hydrodynamics. Importantly, while the frequency scaling agrees in two approaches, the prefactors (in particular, the temperature scaling) are essentially different. Effects of renormalization controlling results of the present work turn out to be dominant for \(\sigma_T\), in both four-mode and three-mode regimes.

Note added: While preparing the paper for publication, we learnt about a recent paper [73] that has some overlap with the present work.
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I. BOLTZMANN EQUATION AND KINETIC COEFFICIENTS

In this section of SM we derive the hydrodynamic description of the fluid in the 6-mode regime from the kinetic theory, establish the relation between currents and the zero modes of the collision integral, needed for Eq.(6) in the main text; express currents via thermodynamic variables, see Eq.(8) in the main text and evaluate the bare diffusion coefficients.

Our starting point is a kinetic equation formulated in terms of ”composite” electrons[1][3].

\[
\frac{\partial f(p, x, t)}{\partial t} + v_p \frac{\partial f(p, x, t)}{\partial x} = \hat{I}[f].
\]  

(s1)

We now outline this approach to compute linear response. Close to local equilibrium the distribution function can be written as

\[
f(p, x, t) = n_F \left( \frac{\epsilon_p - v(x,t)p - \mu(x,t)}{T(x,t)} \right) + \delta f(p, x, t),
\]  

(s2)

where \(n_F\) is the Fermi-Dirac distribution. Here the first term corresponds to the zero mode of the collision integral and the second to “massive” excitations. On scales longer than the inelastic collision length, the two parts are related via

\[
\delta f(p, x, t) = \frac{1}{4T} \int (dp') \hat{I}_{p,p'}^{-1} v_p' g^2(p') \left( \partial_x \mu - \frac{\mu}{T} \partial_x T + p' \partial_x v \right).
\]  

(s3)

Here we define \(g(p) = \frac{1}{2} \cosh^{-1} \left( \frac{\epsilon_p - \mu}{2T} \right) \), and \(\hat{I}_{p,p'}^{-1}\) is an operator that is inverse to a linearised collision integral. The \(\hat{I}_{p,p'}^{-1}\) is not symmetric with respect to \(p \leftrightarrow p'\). However by a transformation

\[
\hat{I}_{p,p'}^{-1} = g(p) \hat{I}_{p',p}^{-1} g^{-1}(p')
\]  

(s4)

it is related to a symmetric operator \(\hat{I}_{p,p'}^{-1}\). We now use the eigenfunctions of \(\hat{I}_{p,p'}^{-1}\) to classify the spectrum of kinetic equation, and separate the currents into ideal and dissipative parts

\[
J_{\alpha}(k) = J_{\alpha}^{\text{ideal}}(k) + J_{\alpha}^{\text{diss}}(k).
\]  

(s5)

The dissipationless (ideal) part of the current is carried by gapless excitations that are parametrized by time and space-dependent zero modes \((T, \mu, v)\). These excitations give rise to particle, momentum and energy currents that on the linear level are given by

\[
J_{\alpha}^{\text{ideal}}(k) = \frac{1}{4} \int (dp) \hat{j}_{\alpha}(p) g^2(p) \left[ \Phi_1(k) + p \Phi_2(k) + (\epsilon_p - \mu) \Phi_3(k) \right].
\]  

(s6)

Here \(\alpha = \{\rho, \pi, \epsilon\}\) and we denote \(\hat{j}_\rho(p) = v_p, \hat{j}_\pi = pv_p, \hat{j}_\epsilon(p) = (\epsilon_p - \mu) v_p\). The zero modes are combined into

\[
\Phi_\eta^T = T^{-1}_\eta(\mu_\eta, v_\eta, -1).
\]  

(s7)

The currents above rely solely on the thermodynamic properties of the system. For this reason, they are identical to corresponding currents in the ideal fermionic hydrodynamics[4], with identical conserved quantities. In particular, in the six-mode regime, the chiral currents agree with chiral currents of hydrodynamics on one-dimensional edge of a quantum Hall sample.

In addition to the zero modes, there are finite-energy modes of the collision integral that lead to dissipative processes. They correspond to following currents

\[
J_{\alpha}^{\text{diss}}(k) = \frac{ik}{4} \int (dp)(dp') j_{\alpha}(p) g(p) I_{p,p'}^{-1} g(p') v_{p'} \left[ \Phi_1(k) + p' \Phi_2(k) + (\epsilon_{p'} - \mu) \Phi_3(k) \right] =
\]

\[
= ik [d_{\alpha,1} \Phi_1(k) + d_{\alpha,2} \Phi_2(k) + d_{\alpha,3} \Phi_3(k)].
\]  

(s8)
Here we define
\[ d_{\alpha, \beta} = -\frac{1}{4} \int (dp)(dp') \hat{j}_\alpha(p) g(p) \hat{T}^{-1}_{p, p'} g(p') \hat{j}_\beta(p') . \] (s9)

By construction, the operator \( \hat{T}^{-1} \) is computed in the space orthogonal to zero modes. Therefore, to compute the dissipative contribution one needs to project the current vertices \( \hat{j}_\alpha(p) \) onto a subspace that is orthogonal to zero modes. In the six-mode regime, the zero modes correspond to the conservation of chiral densities, momenta, and energies. This corresponds to functions \( g(p) \), \( pg(p) \) and \( (\epsilon(p) - \mu)g(p) \). We now focus on the \( dc \) limit \( \omega \to 0 \) and show how kinetic coefficients can be computed in this framework. In the six-mode regime one finds, for the right moving electrons,
\[
2\pi J^R_\rho(k) = [T - ikd_{11}] \phi_1(k) + [muT - \frac{\pi^2 T^3}{6mu^3} - ikd_{12}] \phi_2(k) + [-ikd_{13}] \phi_3(k),
\]
\[
2\pi J^R_\pi(k) = [muT - \frac{\pi^2 T^3}{6mu^3} - ikd_{21}] \phi_1(k) + [mu^2 T - ikd_{22}] \phi_2(k) + \left[ \frac{\pi^2 T^3}{3u} - ikd_{23} \right] \phi_3(k),
\]
\[
2\pi J^R_\epsilon(k) = [-ikd_{31}] \phi_1(k) + \left[ \frac{\pi^2 T^3}{3u} - ikd_{32} \right] \phi_2(k) + \left[ \frac{\pi^2 T^3}{3u} - ikd_{33} \right] \phi_3(k). \] (s10)

It is worth noting that for strictly parabolic spectrum only the thermal conductivity \( d_{33} \sim \frac{u}{m^{3/2}} \) is finite, while the rest of the elements \( d_{\alpha, \beta} = 0 \). In the kinetic theory of nearly ideal gas, it is well known that its viscosity coefficient vanishes for particles with a strictly parabolic spectrum [s5]. For \( d = 1 \) we find that the real part of all kinetic coefficients, except thermal conductivity, also vanishes.

The relation above yield current \( J_\alpha \) as linear functions of the external forces \( \phi \), thus defining a matrix of linear response coefficients \( \hat{L} \)
\[
(J_n)(\omega, k) = ikT \left[ L_{n,1}(k) \phi_1(\omega, k) + L_{n,2}(k) \phi_2(\omega, k) + L_{n,3}(k) \phi_3(\omega, k) \right] . \] (s11)

It is useful to express the current operators in terms of thermodynamic variables. Resolving the relation between the zero modes of the collision integral \( \phi \) and thermodynamic variables \( \rho R, \pi R, \epsilon R \) one extends Eq. (s10) onto non-linear level
\[
J^R_\rho = \frac{1}{m} \pi R, \tag{s12}
\]
\[
J^R_\pi = 2\epsilon R + mu^2 \rho R, \tag{s13}
\]
\[
J^R_\epsilon \simeq 2mu^3 \rho R - 2u^2 \pi R + 3ue^R - ikD_\epsilon (\epsilon R + mu^2 \rho R - u\pi R) + \Delta J^R_\epsilon . \tag{s14}
\]

Here we have defined the energy diffusion constant \( D_\epsilon = u^6/4^4T^5 \). It is worth mentioning that the results for the particle \( J_\rho \) and momentum \( J_\pi \) currents are exact. There are no non-linear in density correction to these currents, neither \( T/mu^2 \) corrections. The results for the energy current contains only the leading in \( T/mu^2 \) part. There is also a non-linear in density-field part, which is given by
\[
\Delta J^R_\epsilon \simeq -\frac{99225m^2u^6}{128\pi^4T^4} (\epsilon R + mu^2 \rho R - u\pi R)^2 . \tag{s15}
\]

The linear-response coefficients \( L_{ij} \), computed above on the linear level, see Eq.(s10), are affected by non-linearities that have been so far ignored. The latter affect the character of heat propagation, or on a more technical level induce a renormalization of the theory. This necessitates development of a non-linear field theory of multi-component fluid. We now promote the equations of motion to the level of action, formulating an effective classical field theory [s6,7].

II. MARTIN-SIGGIA-ROSE ACTION

In this section we describe the classical field theory that corresponds to the fluctuation hydrodynamics of electron fluid, and derive mode-coupling equation, see Eq.(11) in the main text.

We start with Gaussian part of the action
\[
S_0 = (q^T, q^T)_{-\omega, -k} T_k \omega, k^{-1} \left( q^T \right)_{-\omega, k} . \tag{s16}
\]
Here we denote
\[
\tilde{\chi}_{\omega,k}^{-1} = \begin{pmatrix} 0 & \tilde{\chi}_{\omega,k}^{a-1} \\ \tilde{\chi}_{\omega,k}^{r-1} & (\tilde{\chi}_{\omega,k}^{r-1} - \tilde{\chi}_{\omega,k}^{a-1})B_\omega \end{pmatrix},
\]
(s17)
where \(B_\omega = \coth \left( \frac{\omega}{2T} \right)\). The action is encoded by
\[
\chi_\eta^{-1}(\omega, k) = i\omega M_\eta^{-1}(k) + \chi_\eta^{-1}(0)\ .
\]
(s18)
In the limit \(\omega \to 0\) the expansion
\[
M_\eta(k)\chi_\eta^{-1}(0) = ikA_\eta + k^2 D_\eta
\]
(s19)
yield the generalised velocity \(A\) and diffusion \(D\) matrices. Their size is equal to the number of conserved modes. Because the system is in local equilibrium, analytic properties and fluctuation-dissipation theorem allow to restore advance and Keldysh components, \(\chi^K(\omega, k) = [\chi^{\text{ret}}(\omega, k) - \chi^{\text{adv}}(\omega, k)] \coth \left( \frac{\omega}{2T} \right)\). The interaction part of the action
\[
S_{\text{int}} = -iT \sum_{p,l,m} q^p \Gamma_{p,l,m} q^m,
\]
(s20)
and the interaction vertex
\[
\Gamma_{p,l,m}(k) = k \sum_{p_1} M_{p,p_1}^{-1}(k) H_{p_1, m}(k).
\]
(s21)
Here
\[
H_{p_1, m}(k) = \frac{\partial^2 J_p(k)}{\partial q^l \partial q^m}.
\]
(s22)
Because matrices \(M\) and \(\chi\) are symmetric, the Keldysh action (s16) can be diagonalized as a quadratic form by the linear transformation
\[
q = R^{-1}\Psi, \bar{q} = R^{-1}\bar{\Psi}.
\]
(s23)
Since the compressibility matrix has positive eigenvalues, one can choose
\[
\frac{1}{T} R \chi_0 R^T = \hat{1}
\]
(s24)
and
\[
RAR^{-1} = \hat{v}.
\]
(s25)
Here \(\hat{v} = \text{diag}(v_1, v_2, \ldots)\) is the diagonal velocity matrix.

After the rotation (s23), the retarded part of the Gaussian action takes the form
\[
S_0^{\text{ret}}[\Psi] = \sum_{m,n} \bar{\Psi}^T_m (-\omega, -k) \left[ i\omega \left( i\hat{v}k + \hat{D}k^2 \right)^{-1} + \hat{1} \right]_{m,n} \Psi_n(\omega, k),
\]
(s26)
where \(\hat{D} = R\hat{D}R^{-1}\) is the diffusiuon matrix in the eigenmode basis. The corresponding retarded propagator reads
\[
i\langle \bar{\Psi}_m \Psi_n \rangle_{\omega,k} = \left( i\omega (i\hat{v}k + \hat{D}k^2)^{-1} + 1 \right)^{-1}_{m,n}.
\]
(s27)
The advanced propagator is related to the retarded one via
\[
i\langle \Psi_m \bar{\Psi}_n \rangle_{\omega,k} = -i\langle \bar{\Psi}_m \Psi_n \rangle^{*}_{\omega,k}.
\]
(s28)
The Keldysh part of the propagator follows from FDT theorem(s8)
\[
\langle \Psi_m \Psi_n \rangle(\omega, k) = \left[ \langle \bar{\Psi}_m \Psi_n \rangle(\omega, k) - \langle \Psi_m \bar{\Psi}_n \rangle(\omega, k) \right]_{m,n} \coth \left( \frac{\omega}{2T} \right).
\]
(s29)
From here one infers equal time correlation function in x-representation \((\Psi_k(x,0)\Psi_k(0,0)) = T\delta(x)\).

Next, we discuss the non-linear part of the action. In terms of eigenmodes \(\Psi\) it reads
\[
S_{\text{int}} = -i \sum_{k,l,m} \gamma_{k,l,m} \bar{\Psi}_k \bar{\Psi}_l \Psi_m ,
\]
where
\[
\gamma_{k,l,m} = T \sum_{k_1,l_1,m_1} R_{k,k_1}^{-1} \Gamma_{k_1,l_1,m_1} R_{l_1,l}^{-1} R_{m,m_1}^{-1} .
\]

By varying the action with respect to the field \(\Psi_k\), one derives the equation of motion
\[
\left( \partial_t - v_k \partial_x - \bar{D}_k \partial_x^2 \right) \Psi_k(x,t) - \frac{1}{T^2} \sum_{l,m} \lambda_{k,l,m} \partial_x (\Psi_l(x,t) \Psi_m(x,t)) = 0 .
\]

Here
\[
\lambda_{p,l,m} = -i T^2 \sum_{p,l_1,m_1} R_{p,p_1} \Gamma_{l_1,l} (R^{-1})_{l_1,l_1} (R^{-1})_{m_1,m} .
\]

Multiplying this equation by \(\Psi_k(0,0)\) and averaging over the action, one gets an equation of motion for the correlation function
\[
\left( \partial_t - v_k \partial_x - \bar{D}_k \partial_x^2 \right) (\Psi_k(x,t) \Psi_k(0,0)) - \frac{1}{T^2} \sum_{l,m} \lambda_{k,l,m} \partial_x (\Psi_l(x,t) \Psi_m(x,t) \Psi_k(0,0)) = 0 .
\]

Employing the Wick’s theorem, one expresses the triple correlation function in terms of the pair correlation function. Performing the self-consistent approximation, one finds the mode-coupling equation\[33\].

## III. RESPONSE FUNCTIONS FROM MICROSCOPICS

In this part of SM we derive the response coefficients that appear in Eqs. (7) and (8) of the main text for the 6,4 and 3-mode regimes. We also find the eigen-modes \(\Psi\) of linearised hydrodynamics in all the regimes, defined in the main text, compute their velocities \((v_j)\) and diffusion matrices \((\bar{D})\), and coupling constants \((\lambda_{ijk})\) needed for Eq.\(10\) in the main text.

### A. 6-mode regime

In this section we derive the hydrodynamic model from the kinetics\[32\] for the 6-modes regime. We start with the susceptibility matrix, that connects \(\mathbf{q}\) and \(\mathbf{\phi}\) variables on the linear level. Multiplying the distribution function by \(1, p, \epsilon_p\) and integrating over momentum, we find that for the right-moving electrons
\[
\chi_6 = \frac{T}{2\pi} \left( \begin{array}{ccc}
\frac{4g^2 \pi^4 t^4}{24m^4 u^4} + \frac{\pi^2 T^2}{2m^4 u^2} + \frac{m}{u} \\
-\frac{7\pi^4 t^4}{6m^4 u^4} - \frac{\pi^2 t^2}{3m u^2} - \frac{m}{24m^2 u^2} + m^2 u - \frac{\pi^2 t^2}{6m u} - \frac{7\pi^4 t^4}{6m^4 u^2} - \frac{\pi^2 t^2}{3m u^2} \\
0
\end{array} \right) .
\]

Integrating the distribution function \(\chi_6\) with current operators \(j_\alpha(p)\) over the momentum, we compute the matrix of currents \(M_6\). The low-\(k\) expansion of \(M_6\) reads
\[
M_6 \simeq \frac{i k T}{2\pi} \left( \begin{array}{ccc}
-\frac{7\pi^4 t^4}{24m^4 u^4} - \frac{\pi^2 t^2}{6m^2 u^2} + m u \\
-\frac{7\pi^4 t^4}{24m^4 u^4} - \frac{\pi^2 t^2}{6m^2 u^2} + m u \\
0
\end{array} \right) .
\]

We next find the eigenmodes of linearised hydrodynamic \((\Psi)\), and compute the rotation matrix
\[
R_6 \simeq \frac{m^5}{T^2} \left( \begin{array}{ccc}
\frac{2\sqrt{\frac{\pi}{3}} u^2}{\pi^{3/2}} + \frac{\sqrt{\frac{\pi}{3}} T}{\pi^{1/2}} & -\frac{79\sqrt{\frac{\pi}{3}} u}{16m u} & -\frac{2\sqrt{\pi}}{\pi^{1/2}} \\
\frac{79}{16} \sqrt{\frac{\pi}{3}} T - \frac{2\sqrt{\frac{\pi}{3}} u^2}{\pi^{3/2}} & \frac{2\sqrt{\frac{\pi}{3}} u}{\pi^{1/2}} & \frac{95\sqrt{\frac{\pi}{3}} T}{16m u} - \frac{2\sqrt{\pi}}{\pi^{1/2}} \\
-\frac{5\sqrt{\frac{\pi}{3}} u^2}{\pi^{3/2}} & \frac{5\sqrt{\pi}}{\pi^{1/2}} & -\frac{5\sqrt{\pi}}{\pi^{1/2}}
\end{array} \right) .
\]
The velocities of eigenmodes in this regime are given by

\[ u_1 \simeq u + \sqrt{\frac{5}{2}} \pi T \frac{m \mu}{u}, \]  
\[ u_2 \simeq u - \sqrt{\frac{5}{2}} \pi T \frac{m \mu}{u}, \]  
\[ u_3 \simeq u + \frac{49 \pi^2 T^2}{32 m^2 u^2}. \]

For the strictly parabolic spectrum the diffusion matrix reads

\[ D_6 \simeq D_{\epsilon} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ \mu u^2 & u & 1 \end{pmatrix}. \]

In terms of eigenmodes the diffusion matrix \( \hat{D}_6 = R_6 D_6 R_6^{-1} \) reads

\[ \hat{D}_6 \simeq \frac{15}{\pi^3} D_{\epsilon} \begin{pmatrix} -2 & 2 & -\sqrt{\frac{5}{2}} \\ 2 & -2 & \sqrt{\frac{5}{2}} \\ -\sqrt{\frac{5}{2}} & \sqrt{\frac{5}{2}} & -\frac{5}{4} \end{pmatrix}. \]

The right- and left-moving heat modes can be expressed in terms of hydrodynamic eigenmodes as

\[ \epsilon_R - \bar{w} \rho_R = \frac{\pi T}{\sqrt{6u}} (\Psi_1 + \Psi_2), \quad \epsilon_L - \bar{w} \rho_L = \frac{\pi T}{\sqrt{6u}} (\Psi_4 + \Psi_5). \]

**B. 4-mode regime**

In this section we derive the hydrodynamic model from the kinetics for the 4-modes regime. In this case, the set of zero modes of the collision integral is described by

\[ \phi^T = T^{-1} (\mu_R, \mu_L, v, -1). \]

Repeating the steps analogous to the 6-mode regime, we find the susceptibility matrix

\[ \chi_4 = \frac{T}{2 \pi} \begin{pmatrix} \frac{49 \pi^4 T^4}{24 m^4 u^4} + \frac{\pi^2 T^2}{2 m^2 u^2} + \frac{1}{u} & 0 & \frac{m}{u} & -\frac{7 \pi^4 T^4}{6 m^4 u^4} + \frac{\pi^2 T^2}{2 m^2 u^2} + \frac{1}{u} \\ 0 & \frac{49 \pi^4 T^4}{24 m^4 u^4} + \frac{\pi^2 T^2}{2 m^2 u^2} + \frac{1}{u} & -m & \frac{7 \pi^4 T^4}{12 m^4 u^4} + \frac{\pi^2 T^2}{2 m^2 u^2} + \frac{1}{u} \\ \frac{m}{u} & -m & \frac{-\pi^2 T^2}{3 m^2 u^2} & 0 \\ \frac{-7 \pi^4 T^4}{6 m^4 u^4} - \frac{\pi^2 T^2}{3 m^2 u^2} & \frac{-\pi^2 T^2}{3 m^2 u^2} & 0 & \frac{-7 \pi^4 T^4}{5 m^4 u^4} + \frac{2 \pi^2 T^2}{3 m^2 u^2} \end{pmatrix}. \]

and the matrix of currents

\[ M_4 = \frac{ik}{2 \pi} \begin{pmatrix} 1 & 0 & 0 & -\frac{7 \pi^4 T^4}{24 m^4 u^4} + \frac{\pi^2 T^2}{6 m^2 u^2} + \mu u \\ 0 & -1 & -\frac{7 \pi^4 T^4}{24 m^4 u^4} + \frac{\pi^2 T^2}{6 m^2 u^2} + \mu u & 0 \\ 0 & -\frac{7 \pi^4 T^4}{24 m^4 u^4} - \frac{\pi^2 T^2}{6 m^2 u^2} + \mu u & 0 & 0 \\ -\frac{7 \pi^4 T^4}{24 m^4 u^4} - \frac{\pi^2 T^2}{6 m^2 u^2} + \mu u & 0 & 0 & \frac{-7 \pi^4 T^4}{6 m^4 u^4} + \frac{2 \pi^2 T^2}{3 m^2 u^2} + \mu u \end{pmatrix}. \]

The rotating matrix

\[ R_4 \simeq \sqrt{\frac{3}{8 \pi^3 T}} \begin{pmatrix} \mu u^2 & -m \mu u^2 - u & 1 \\ -m \mu u^2 & \mu u^2 & u & 1 \\ m \mu^2 & -m \mu^2 - u & 1 \\ -m \mu^2 & \mu u^2 & u & 1 \end{pmatrix}. \]
The velocities in this regime split linearly with temperature, in agreement with a general argument given in Ref. \cite{10}:

\begin{align}
  u_1 &= -u + \frac{\pi T}{\sqrt{3}mu}, \\
  u_2 &= u - \frac{\pi T}{\sqrt{3}mu}, \\
  u_3 &= -u - \frac{\pi T}{\sqrt{3}mu}, \\
  u_4 &= u + \frac{\pi T}{\sqrt{3}mu}.
\end{align}

We next compute the diffusion matrix

\begin{equation}
  D_4 \approx D_\epsilon \begin{pmatrix}
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    mu^2 & mu^2 & 0 & 1
  \end{pmatrix}.
\end{equation}

After the rotation into eigen-mode basis \( \bar{D}_4 = R_4 D_4 R_4^{-1} \), one finds

\begin{equation}
  \bar{D}_4 \approx \frac{3}{8\pi^2} D_\epsilon \begin{pmatrix}
    1 & 1 & 1 & 1 \\
    1 & 1 & 1 & 1 \\
    1 & 1 & 1 & 1 \\
    1 & 1 & 1 & 1
  \end{pmatrix}.
\end{equation}

The density of the heat mode in the 4-mode regime is expressed in terms of hydrodynamic eigen modes as

\begin{equation}
  \epsilon - \bar{w}(\rho_R + \rho_L) = \frac{T}{2} \sqrt{\frac{\pi}{3u}} (\Psi_1 + \Psi_2 + \Psi_3 + \Psi_4).
\end{equation}

All the coupling constants in this regime are of the same order

\begin{align}
  \lambda_1 &= \frac{iTu^{3/2}}{4} \sqrt{3/\pi} \begin{pmatrix}
    5 & -1 & 1 & -1 \\
    -1 & -3 & 1 & -1 \\
    1 & 1 & 1 & 1 \\
    -1 & -1 & 1 & -3
  \end{pmatrix}, \\
  \lambda_2 &= \frac{iTu^{3/2}}{4} \sqrt{3/\pi} \begin{pmatrix}
    3 & 1 & 1 & -1 \\
    1 & -5 & 1 & -1 \\
    1 & 1 & 3 & -1 \\
    -1 & -1 & -1 & -1
  \end{pmatrix}, \\
  \lambda_3 &= \frac{iTu^{3/2}}{4} \sqrt{3/\pi} \begin{pmatrix}
    1 & 1 & 1 & 1 \\
    1 & -3 & -1 & -1 \\
    1 & -1 & 5 & -1 \\
    1 & -1 & -1 & -3
  \end{pmatrix}, \\
  \lambda_4 &= \frac{iTu^{3/2}}{4} \sqrt{3/\pi} \begin{pmatrix}
    3 & -1 & 1 & 1 \\
    -1 & -1 & -1 & -1 \\
    1 & -1 & 3 & 1 \\
    1 & -1 & 1 & -5
  \end{pmatrix}.
\end{align}

C. 3- mode regime

In the three mode regime zero modes of the collision integral are given by

\begin{equation}
  \phi^T = T^{-1}(\mu, v, -1).
\end{equation}
The response function
\[
\chi_3 = \frac{T}{\pi u} \left( \begin{array}{ccc}
\frac{49\pi^4 T^4}{24m^3 u^6} + \frac{\pi^2 T^2}{2m^2 u^4} + 1 & 0 & -\frac{7\pi^4 T^4}{6m^3 u^6} - \frac{\pi^2 T^2}{3m u^2} \\
0 & -\frac{7\pi^4 T^4}{24m^3 u^6} + m^2 u^2 - \frac{\pi^2 T^2}{6m^2 u^2} & 0 \\
-\frac{\pi^2 T^2}{3m u^2} & 0 & -\frac{\pi^2 T^2}{3m u^2}
\end{array} \right). \tag{s60}
\]

The dissipationless part of the current matrix is given by
\[
M_3 = \frac{ikT}{\pi} \left( \begin{array}{ccc}
0 & -\frac{7\pi^4 T^4}{24m^3 u^6} + \frac{\pi^2 T^2}{6m u^2} & 0 \\
-\frac{\pi^2 T^2}{3m u^2} & 0 & -\frac{\pi^2 T^2}{3m u^2} + m u \\
0 & -\frac{\pi^2 T^2}{3m u^2} + m u & 0
\end{array} \right). \tag{s61}
\]

The rotating matrix
\[
R_3 \simeq \left( \begin{array}{ccc}
-\frac{\pi^{3/2} T}{\sqrt{3m u^{3/2}}} & 0 & \frac{\pi^{3/2} T}{\sqrt{2m^2 u^{3/2}}} \\
\sqrt{\frac{\pi}{2}} \sqrt{u} & -\frac{\pi}{2} \sqrt{\frac{u}{m}} & \frac{\sqrt{\pi}}{2} \sqrt{\frac{u}{m^{3/2}}} \\
\sqrt{\frac{\pi}{2}} \sqrt{u} & \frac{\sqrt{\pi}}{2} \sqrt{\frac{u}{m^{3/2}}} & \frac{\sqrt{\pi}}{2} \sqrt{\frac{u}{m^{3/2}}}
\end{array} \right). \tag{s62}
\]

The velocities of the eigenmodes in 3-mode regime are
\[
u_1 = 0, \quad \nu_2 \simeq -u - \frac{\pi^2 T^2}{3m^2 u^3}, \quad \nu_3 \simeq u + \frac{\pi^2 T^2}{3m^2 u^3}. \tag{s63}
\]

The heat current
\[
\epsilon - \nu \rho = \sqrt{\frac{\pi}{3u}} T \Psi_1. \tag{s64}
\]

The coupling constants
\[
\lambda_1 = \left( \begin{array}{ccc}
0 & \frac{3i\sqrt{\pi} T^2}{m \sqrt{u}} & -\frac{3i\sqrt{\pi} T^2}{m \sqrt{u}} \\
\frac{3i\sqrt{\pi} T^2}{m \sqrt{u}} & 0 & \frac{3i\sqrt{\pi} T^2}{m \sqrt{u}} \\
-\frac{3i\sqrt{\pi} T^2}{m \sqrt{u}} & \frac{3i\sqrt{\pi} T^2}{m \sqrt{u}} & 0
\end{array} \right), \tag{s65}
\]
\[
\lambda_2 = \left( \begin{array}{ccc}
\frac{21i\sqrt{\pi}^{5/2} T^4}{5m^3 u^{5/2}} & \frac{7i\pi^{3/2} T^3}{2\sqrt{3m^2 u^{3/2}}} & \frac{7i\pi^{3/2} T^3}{21\sqrt{3m^2 u^{3/2}}} \\
\frac{7i\pi^{3/2} T^3}{2\sqrt{3m^2 u^{3/2}}} & \frac{2\sqrt{3m^2 u^{3/2}}}{30\sqrt{3m^2 u^{3/2}}} & \frac{2\sqrt{3m^2 u^{3/2}}}{21\sqrt{3m^2 u^{3/2}}} \\
-\frac{7i\pi^{3/2} T^3}{2\sqrt{3m^2 u^{3/2}}} & \frac{2\sqrt{3m^2 u^{3/2}}}{21\sqrt{3m^2 u^{3/2}}} & \frac{7i\pi^{3/2} T^3}{21\sqrt{3m^2 u^{3/2}}}
\end{array} \right), \tag{s66}
\]
\[
\lambda_3 = \left( \begin{array}{ccc}
\frac{21i\sqrt{\pi}^{5/2} T^4}{7m^3 u^{5/2}} & \frac{7i\pi^{3/2} T^3}{2\sqrt{3m^2 u^{3/2}}} & \frac{7i\pi^{3/2} T^3}{21\sqrt{3m^2 u^{3/2}}} \\
\frac{7i\pi^{3/2} T^3}{2\sqrt{3m^2 u^{3/2}}} & \frac{2\sqrt{3m^2 u^{3/2}}}{30\sqrt{3m^2 u^{3/2}}} & \frac{2\sqrt{3m^2 u^{3/2}}}{21\sqrt{3m^2 u^{3/2}}} \\
\frac{7i\pi^{3/2} T^3}{2\sqrt{3m^2 u^{3/2}}} & \frac{2\sqrt{3m^2 u^{3/2}}}{21\sqrt{3m^2 u^{3/2}}} & \frac{7i\pi^{3/2} T^3}{21\sqrt{3m^2 u^{3/2}}}
\end{array} \right). \tag{s67}
\]

Note that self coupling of the heat mode vanishes
\[
\lambda_{1,1,1} = 0. \tag{s68}
\]

IV. HIERARCHY OF TIME AND LENGTH SCALES

In this section we evaluate the length scales that appear in the problem. We divide them into two groups. The first one are the scales that appear on the level of Boltzmann equation, such as \( \tau_F, L_4 \) and \( L_U \), see Eqs(1), (3) and (4) in the main text. The second scale is \( L_\nu \), and it appear due to renormalization of the bare parameters by fluctuations, see the discussion below Eq(12) in the main text.
A. Scales of Boltzmann equation

In this section we summarise different time and length scales in the problem. The shortest time scale is a scale determined by three-particle collisions. The corresponding matrix element of three fermion collision is given by

\[ W_{k'k_2k_3}^{k_1} = \gamma l^4 \frac{m_*^2 u}{r} \left( k_2 - k \right)^2 \left( k'_2 - k' \right)^2 \delta \left( k_2 + k' - k'_2 - k' \right) \delta \left( k_3 - k'_3 \right). \]

Here \( \gamma = \alpha^2 (1 + \alpha^2) \) and \( \alpha = 1 - \frac{K^2}{3 + K^2} \) and \( l \) is a radius of short range interaction. On the level of diagonal approximation, we find the decay rate

\[ \frac{1}{\tau_F(k)} = \begin{cases} 
\gamma l^4 \frac{T}{m_*^2 u^2}, & k > \frac{T}{u}, \\
\gamma l^4 \frac{T}{m_*^2 u^2}, & k < \frac{T}{u}.
\end{cases} \]  

reproducing the results of Ref. [11–14]. For spatial scales longer than \( u \tau_F(T/u) \) electrons form a fluid with six chiral modes. The separation between the chiral sectors is not exact and breaks and scale \( L^4 \sim u \tau_F(T/p) \) where \( p \sim T/u, \delta p \sim T^2 / \tau_F u \) is the momentum transfer between left and right branch. Thus, left and right momentum and energies are no longer conserved hydrodynamic variable beyond the scale

\[ L_4 = u \tau_F(p) \left( \frac{m_* u^2}{T} \right)^2 = m_*^4 u^{13} \gamma l^4 T^9. \]  

Finally, if one accounts for merger of the chiral branches at the bottom of the energy, one find a time of the equilibration for the number of particles between the left and right fermions. Within the bosonic description this process corresponds to the Umklapp scattering, with a length scale \[ L_U \sim uT^{-3/2} \epsilon_F^1/2 e^{-\epsilon_F}. \]

B. From weak to strong coupling fixed point using MSR formalism

To determine the scale \( L_* \) we analyse the RG flow and estimate the value of dimensionless coupling constants. To perform weak coupling RG we focus on the action (s26) and (s30). Ignoring the interaction between different modes the action in 6-mode and 4-mode regimes can be mapped onto KPZ model [20]. By defining \( \psi = -i \partial_x h \) and \( p = \psi / u \), one finds the standard action of KPZ model [60]

\[ iS = p \left( \partial_t - u \partial_x + \hat{D} \partial_x^2 \right) h - 4T \hat{D} p^2 + \frac{\lambda}{T^2} p (\partial_x h)^2. \]  

The RG equation of this model can be written in terms of dimensionless coupling constant

\[ g = \frac{\lambda^2 u \tau_F}{T^3 D^2}, \]  

\[ \partial_l g = g - 2g^2, \]

where \( l = \ln(L/L_0) \), and \( L_0 \) is an ultraviolet length cutoff. The solution reads

\[ g(l) = \frac{e^l g_0}{1 + 2g_0(e^l - 1)}, \]  

where \( g_0 \) is a bare value of dimensionless coupling constant. Estimating (s73) for the 4-mode regime, we find \( g_0 \approx \left( \frac{T}{\tau_F} \right)^2 \ll 1. \) This means that the fermionic hydrodynamics is in the weak coupling regime at spatial scales of the order of \( L_4 \). This implies that computations performed within the linearized hydrodynamics in this regime are justified.

The system enters into strong coupling limit at \( g(L_*) \sim 1 \), i.e. at \( L_* \sim L_4 / g_0 \sim L_4 \left( \frac{T_{FF}}{T} \right)^2 \gg L_4 \).
V. ASYMPTOTICS OF THE DISTRIBUTION FUNCTIONS

In this section we study the asymptotic form of the pulses in different regimes, analysing the self-consistent mode-coupling equation. The results of this section are used in Eqs.(13), (14),(15) of the main text. We start with the 4-mode regime.

A. 4-mode regime

To compute the asymptotic, we first analyse the impact of the interaction between two modes. The "slow" mode propagating with velocities \( u_k \) and a "fast" mode moving a velcity \( u_l \) in the same direction. To be concrete, let us focus on the right (front) tail of the mode \( k \). In the reference frame that moves with velocity \( u_k \), the tail of this mode controlled by the coupling to the mode \( l \) is governed by the equation

\[
\frac{\partial_t}{\partial t} f_k(x,t) \simeq \frac{\lambda_{kl}^2}{T^2} \int_{-\infty}^{\infty} dy \int_0^t ds f_k(x-y,t-s) \partial^2_y f_l^2(y,s).
\]  

(s76)

Here we omit the self-coupling and diffusion terms, which play no role far from the maximum. Due to the scale separation, this equation can be further simplified as follows:

\[
\frac{\partial_t}{\partial t} f_k(x,t) \simeq \frac{\lambda_{kl}^2}{T^2} \frac{\lambda_{ll}^2}{3} \int_0^t ds \left( \frac{s}{2} f_k(x-\Delta u_{kl} s, t-s) \right).
\]  

(s77)

Here we used the fact that the integration over spatial coordinate is limited to a region much smaller than the separation between the peaks, yielding

\[
\int dy f_2^2(y,s) = \frac{\lambda_{ll}^2}{3} \frac{s^2}{3}.
\]

The slow mode can be approximated by its tail estimated at the peak of the fast mode. The latter is located at the point \( y \sim \Delta u_{kl} s \). As distance \( x \) is smaller that the separation between the pulses \( s \Delta u_{kl} \), one may neglect \( s \sim x/\Delta u_{kl} \) compared with \( t \). Therefore, Eq.(s77) can be further simplified, yileding

\[
\frac{\partial_t}{\partial t} f_k(x,t) \simeq \frac{\lambda_{kl}^2}{\lambda_{ll}^2} \frac{\lambda_{ll}^2}{3} \int_0^t ds \left( \frac{s}{2} f_k(x-\Delta u_{kl} s, t-s) \right)
\]  

(s78)

In the Fourier space, this reads

\[
\frac{\partial_t}{\partial t} f_k(q,t) = -\frac{\lambda_{kl}^2}{\lambda_{ll}^2} q^2 \int_0^t ds \left( \frac{s}{2} f_k(q, t-s) \right).
\]  

(s79)

Therefore one can look for a solution of the form

\[
f_k(q,t) = Th(q^2 t).
\]  

(s80)

Plugging this anzats into Eq.(s109), one finds

\[
h(z) \simeq \exp \left( -\frac{\lambda_{kl}^2 z^2}{\lambda_{ll}^2 T^2 (\Delta u_{kl})^{1/3}} \right).
\]  

(s81)

Fourier transforming back, we get the result for the tail of the mode \( f_k \):

\[
f_k(x,t) \simeq \frac{\lambda_{kl}^2 T x^-(\gamma+1)}{\lambda_{ll}^2 T x^2 (\Delta u_{kl})^{1/3}}.
\]  

(s82)

Substituting \( \gamma = 5/3 \) and the values mode velocities and coupling constant, we finally find that modes propagating in same direction mutually induce a tail that scales as

\[
f_k(x,t) \sim (m u^7)^{1/3} x^{-8/3},
\]  

(s83)

where \( x \) is the distance from the center of the peak. For each of the modes, the tail is on the side directed to the other mode. A similar analysis yields the tail between oppositely moving modes:

\[
f_k(x,t) \sim (T u^5)^{1/3} x^{-8/3}.
\]  

(s84)
B. 3-mode regime

We now apply similar arguments for the 3-mode regime. In this case the tails of the static heat mode \((j = 1)\) is governed by Eq.\((s82)\). Substituting the coupling constant for this regime, we find

\[
f_1(x,t) \simeq \frac{T^{7/3}}{m^2 u^{7/3}} t x^{-8/3} \quad \text{for} \quad x \gg \left( \frac{T^{4/3}}{m^6 u^2} \right)^{1/5}.
\]

The rear tails of sound modes \((j = 2, 3)\) in this regime are formed due to interaction between sound modes, with the result

\[
f_{2/3}(x,t) \sim \frac{T^{13/3}}{m^{4} u^{19/3}} t x^{-8/3}.
\]

VI. THERMAL CONDUCTIVITY

In this section we compute thermal conductivity via Kubo formula in 6, 4, and 3-modes regimes. We establish the formal relation between the linear response thermal conductivity and the pulse propagation problem. The results of this section are used in Eqs.\((18), (19)\) and \((20)\) of the main text.

A. Kubo formula for thermal conductivity

Here we review the Kubo formula approach for multi-component fluid, focusing in more details on the thermal conductivity. The starting point is that the fluid state assumes a local equilibrium, therefore the response function to external forces can be presented in the linear response formalism\([21, 22]\). For multi-component fluid this refers to equilibration of the corresponding modes. For the brevity of notation, we suppress the chirality indexes, and restore them when needed. In the presence of the external time-dependent perturbation \(\hat{V}\) the Hamiltonian of the fluid is given by

\[
\hat{H}(t) = \hat{H}_0 + \hat{V}(t).
\]

The perturbation can be expressed as time and space dependent thermodynamic potentials

\[
\hat{V}(t) = -\int dx \left\{ \frac{\delta T(x,t)}{T} [\hat{e}(x,t) - \mu \hat{\rho}(x,t)] + \delta \mu(x,t) \hat{\rho}(x,t) + v(x,t) \hat{g}(x,t) \right\}.
\]

The expectation value of a generic operator \(\hat{J}_i\) at a time \(t\) is given as an average with respect to equilibrium density matrix:

\[
\langle \hat{J}_i \rangle(t) = \frac{i}{\hbar} \int_{-\infty}^{t} dt' \text{Tr} \{ \hat{\rho}_0 [\hat{V}^\dagger(t'), \hat{J}_i(t')] \}.
\]

We now define the retarded current-current correlation function

\[
K_{ij}(\omega,k) = \frac{i}{\hbar} \int_{-\infty}^{\infty} dx \int_{0}^{\infty} dt e^{-ikx + i\omega t} \langle [\hat{J}_i(x,t), \hat{J}_j(0,0)] \rangle.
\]

By using \((s89)\) one can show that linear-response coefficients \(L_{ij}\) can be expressed as

\[
L_{ij}(k) = \frac{1}{\hbar \omega} \left[ K_{ij}(\omega,k) - K_{ij}(\omega = 0, k \to 0) \right].
\]

The Kubo framework can be used for computing any linear response coefficients, and in particular thermal conductivity. To do it, one needs to define a thermal current. In a general many-body problem it can be computed by coupling the system to the gravitational field. For the fluid, this reduces to a much simpler expression\([23]\)

\[
\hat{J}_T = \hat{J}_E - \bar{w} \hat{J}_\rho.
\]
Here $J_E$ and $J_\rho$ are energy current and particle currents that are determined by energy conservation and particle conservation, $\bar{\omega} \simeq \pi^2 T^2/4mu^2$ is enthalpy of the fluid per one electron (without the Fermi energy part). The Kubo formula for thermal conductivity reads

\[
\sigma_T(\omega, k) = \frac{1}{i\omega T} \int_0^L dx \int_0^\infty dt e^{-ikx+i\omega t} \langle [\hat{J}_T(x,t), \hat{J}_T(0,0)] \rangle .
\] (s93)

Using the continuity equation for energy,

\[
\frac{\partial \epsilon}{\partial t} = - \text{div} J_E ,
\] (s94)

and particle number,

\[
\frac{\partial \rho}{\partial t} = - \text{div} J_\rho ,
\] (s95)

one can expressed the heat-conductivity as

\[
\sigma_T(\omega, k) = \frac{1}{T} \frac{\omega}{k^2} \left( \epsilon - \bar{\omega} \rho - \bar{\omega} \rho \right)_\text{rel} .
\] (s96)

This can be cast in terms of the response function

\[
\chi^{\text{rel}}_{i,j;\eta}(x,t) = -i\theta(t) \langle [\hat{q}_{i;\eta}(x,t), \hat{q}_{j;\eta}(0,0)] \rangle .
\] (s97)

Specifically, for the six-mode regime

\[
\sigma_T(\omega, k) = \frac{i\omega}{k^2 T^2} \sum_{\eta} \left[ \chi^{\text{rel}}_{33;\eta}(\omega, k) + \bar{\omega}^2 \chi^{\text{rel}}_{11;\eta}(\omega, k) - 2\bar{\omega} \chi^{\text{rel}}_{31;\eta}(\omega, k) \right] ,
\] (s98)

and similarly for 4-mode and 3-mode regimes. On the Gaussian level, the correlation function (s98) can be easily computed. Indeed, in this case

\[
\chi^{\text{rel}}(\omega, k \to 0) = \frac{1}{i\omega T^2} M(k) .
\] (s99)

**B. Analysis of thermal conductivity in different regimes**

In this section we employ the Kubo formula for the thermal conductivity, and compute it for all possible regimes. We start with 6-modes case.

### 1. 6-mode regime

In 6-mode case Eq. (s98) combined with Eq.(s99) yields

\[
\sigma_T(\omega, k) = \frac{1}{T} \left[ L_{33}(k) + \bar{\omega}^2 L_{11}(k) - \bar{\omega} L_{31}(k) - \bar{\omega} L_{13}(k) \right] .
\] (s100)

in agreement with linear response computations done within Boltzmann equation, see Eq. (s11).

After computing the response matrix one finds

\[
\sigma_T(\omega = 0, k) = \frac{\pi^2 T}{3ik} + \frac{\pi^2 u}{6l^4 m^2 T^2} .
\] (s101)

Here the first term correspond to the ballistic transport and yield the $\sigma_T = \frac{\pi T}{6} L$ upon a replacement $k \to 2\pi/L$ for the ideal quantum wire of the length $L$. The second term to the diffusion spreading of the heat.
To discuss effects of renormalization is convenient to connect the thermal conductivity to the problem of pulse propagation. In the 6-mode regime, the thermal conductivity can be written in terms of Keldysh correlation function $f_{ij}$ as

$$
\sigma_T(\omega, k) = \frac{\pi^2 \omega^2}{12u k^2} \left( \sum_{j_1, j_2=1}^{2} f_{j_1, j_2}(\omega, k) + \sum_{j_1, j_2=4}^{5} f_{j_1, j_2}(\omega, k) \right). \tag{s102}
$$

By employing Eq. (s29) one readily reproduces the d.c. limit the real part of the conductivity Eq. (s101).

$$
\text{Re} \sigma(\omega \to 0, k) = \frac{\pi^2 T}{6u} [\tilde{D}_{11} + \tilde{D}_{12} + \tilde{D}_{21} + \tilde{D}_{22}] = \frac{\pi^2 u}{6 l^4 m^2 T^2}. \tag{s103}
$$

Because the renormalization is weak in this regime, this is a good (up to a small correction) estimate of thermal conductivity.

2. 4-mode regime

In this regime the bare thermal conductivity is given by

$$
\sigma_T(\omega = 0, k) \sim \frac{\pi^2 T}{3 i k} + \frac{u^5}{l T^4}. \tag{s104}
$$

The imaginary (ballistic) part is protected by momentum conservation and therefore is unaltered, compared with 6-mode regime. The real part of the thermal conductivity is parametrically bigger. We now cast the Kubo formula in terms of Keldysh correlation functions,

$$
\sigma(\omega, k) = \frac{\pi^2 \omega^2}{12u k^2} \sum_{j_1, j_2=1}^{4} f_{j_1, j_2}(\omega, k). \tag{s105}
$$

Computed on the Gaussian level, this yields

$$
\text{Re} \sigma(\omega = 0, k) = \frac{\pi^2 T}{6u} \sum_{j_1, j_2=1}^{4} \tilde{D}_{j_1, j_2} \sim \frac{u^5}{l T^4}. \tag{s106}
$$

in agreement with Eq. (s104).

We now take into account the self-renormalization effects, by employing Eq. (s105) with the pulse shape found from the self-consistent equation (8). Both the heads and tails of pulses are modified by interaction, and contribute to the thermal conductivity. The head of each pulse is governed by KPZ function $f(x, t) \sim \frac{\chi^2}{(\chi^2 + \tau)^{3/4}} f_{\text{KPZ}} \left( \frac{T(\chi - u)}{\chi^2 + \tau} \right)$. This yields the contribution to thermal conductivity that scales with frequency as

$$
\text{Re} \sigma(\omega, k = 0) \sim \frac{\chi^{4/3}}{T u} \omega^{-1/3} \sim u T^{1/3} \omega^{-1/3}. \tag{s107}
$$

In addition, the tails of the distribution function (s83) contribute

$$
\text{Re} \sigma(\omega, k) \sim (mu^4)^{1/3} k^{-1/3}. \tag{s108}
$$

Substituting $k = \omega/\Delta u$ one gets

$$
\text{Re} \sigma(\omega, k = 0) \sim u T^{1/3} \omega^{-1/3}. \tag{s109}
$$

Thus, we see that the contribution to the thermal conductivity from the head (s107) and the tails (s109) in four mode regime have the same order.
3. 3-mode regime

The value of the thermal conductivity in the whole 3-mode regime is strongly renormalized by interaction between
the modes, so that its bare value has no significance. We thus express the conductivity in terms of pulse correlation
functions

$$\sigma(\omega, k) = \frac{\pi^2 \omega^2}{12 u k^2} f_1(\omega, k).$$  \hfill (s110)

Due to the lack of self interaction there is no anomalous peak broadening of the heat mode in the three mode regime,
and the thermal conductivity is determined solely by the tails of the pulse. Substitution of the asymptotics Eq.(s85)
into Eq. (s110) yields

$$\text{Re} \sigma(\omega, k) \sim \frac{T^{7/3}}{u^{10/3} m^2} k^{-1/3}. \hfill (s111)$$

Substituting $k = \omega/u$, we find

$$\text{Re} \sigma(\omega, k = 0) \sim \frac{T^{7/3}}{u^3 m^2} \omega^{-1/3}. \hfill (s112)$$
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