An international round-robin study for the analysis of particulate semi-volatile organics by thermal desorption gas chromatography mass spectrometry
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Thermal desorption gas chromatography mass spectrometry (TD-GC/MS) is becoming more commonly used for the quantification and identification of organic compounds in particulate matter (PM), including ambient and source PM such as diesel particulate matter (DPM). It has been proven as an alternative to the traditional solvent extraction (SE) method and liquid injection gas chromatograph mass spectrometry (LI-GC/MS). However, little information is available on how different types of TD-GC/MS systems compare to each other for analysis of real-world PM samples or to direct LI-GC/MS for analysis of PM components in a test solution. To address this, CanmetENERGY Characterization Laboratory initiated a round robin with the participation of 10 laboratories worldwide. Three sample types were analysed: (i) a test solution with a suite of pure compounds commonly found in PM, analysed by TD-GC/MS and LI-GC/MS; (ii) a DPM sample, analysed by TD-GC/MS and SE; and (iii) an ambient PM sample, analysed by TD-GC/MS. The first part of the study showed good overall performance and comparability between the different TD-GC/MS systems and LI-GC/MS method for the analysis of PM components in a test solution, with some variability of results due to system types and parameters used, concentration of calibration standards, and whether or not an internal standards was used. The analysis of the DPM sample showed greater variability between laboratories and methods as many PM components were present near the detection limit and matrix effects particularly affected the TD-GC/MS analysis of heavier \( n \)-alkanes. In the last part of the study, for the analysis of an ambient PM sample by TD-GC/MS, the analysis of variance showed good comparison between labs for polycyclic aromatic hydrocarbons (94% non-significant), but slightly lower for \( n \)-alkanes (68%) and biomarkers (57%).
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1. Introduction

It has been recognised that elevated particulate matter (PM) concentrations in ambient air produce adverse health effects [1–3]. Identification of the various PM sources and assessment of their chemical composition are important steps in the management of air quality [4]. This is particularly important in the case of DPM as it contains known carcinogenic polyaromatic hydrocarbons [5]. The conventional approach to analyse PM chemicals typically involves using organic solvents to extract the particulate phase from sample filter media followed by concentration, clean-up, fractionation and quantification by gas chromatography equipped with a mass spectrometer (GC-MS). There are various solvent extraction (SE) techniques that are used such
as Sohxlet [6], sonication-assisted extraction [7], pressurised SE [8] and automated SE [9]. These extraction techniques use hazardous solvents, are relatively complex, time consuming and are at risk for the introduction of significant uncertainties in the final results as a result of the multiple sample preparation steps involved [10].

Thermal desorption gas chromatography mass spectrometry (TD-GC/MS) is becoming a commonly used alternative method to SE for the analysis of organic chemicals in PM [10–17]. PM samples collected onto solid sorbents, such as quartz filters, are desorbed thermally, focused in a cold trap, heated and transferred to a GC analytical column. The higher sensitivity of the technique compared to SE allows it to be used for much smaller sample quantities [18,19]. Chow et al., in their review paper, summarised recent advances and applications of TD-GC/MS to the determination of aerosol chemical compositions with the comments on the method limitations and the suggestions of future research needs. They also have provided readers with insight into the thermochemical properties of carbonaceous aerosols as to how thermal stability of organic compounds was related to their chemical structures [20].

Thermal desorption with time-of-flight mass spectrometry has been used for daily monitoring of semi-volatile aromatic and aliphatic hydrocarbons [21], while another study utilised TD-GC/MS for the analysis of volatile organic compounds [22]. Organic speciation of ambient PM$_{2.5}$ at the Golden airshed in British Columbia, Canada, has been studied using TD-GC/MS to identify target molecular markers such as polycyclic aromatic hydrocarbons (PAHs) and petroleum biomarkers [23]. High-recovery efficiencies of PAHs using TD-GC/MS were found by Bates et al. [24], while in another study, TD-GC/MS was found to have good recovery of analytes of interest in diesel source emissions, except for 5-ring and larger PAHs [25]. For the analysis of the National Institute of Standards and Technology (NIST) Standard Reference Material (SRM 1649a), urban dust, TD-GC/MS was found to have high sensitivity for PAHs (2–6 mg kg$^{-1}$) and good reproducibility over sample weights typically collected on short time scales [19]. Thermal desorption coupled with comprehensive two-dimensional gas chromatography and tandem mass spectrometry (TD-GC/GC-MS/MS) has resulted in dramatically improved sensitivity of the trace particulate samples for the determination of PAHs and their derivatives (oxygenated, nitrated and methylated PAHs) [26].

Ho et al. [14] evaluated the performance of in-port TD-GC/MS for the analysis of a large suite (132) of non-polar PM organic compounds. They showed that the in-port TD-GC/MS was highly reproducible achieving relative standard deviations (RSDs) <10% for the majority of non-polar compounds, from calibration standards and ambient samples. Furthermore, they determined the accuracy of their system for 15 PAHs to be within ±5% of the certified value of a NIST 1649 urban dust standard reference material. They also demonstrated that their in-port TD-GC/MS system was comparable to the SE-GC/MS method by comparing the results of 106 non-polar compounds analysed from 14 ambient samples. In a recent small-scale round robin [18], compared directly against SE, three TD-GC/MS were found be comparable for the analysis of a mixture of target analytes in a standard solution and for a diesel particulate matter (DPM) quartz filter sample. Detection limits were equal to or exceeded those obtained with SE.

There are many international laboratories that currently perform chemical analysis of PM samples using TD/GC/MS. These laboratories use TD-GC/MS systems with different configurations and parameters including different columns, GC/MS, calibration and internal standards (IS). However, there is currently little information on how the results of the different laboratories compare with each other for analysis of real-world ambient and source PM samples. The present study, on a much larger scale, compares results obtained from 10 international laboratories using their standard analytical TD-GC/MS methods as well as with liquid injection-GC/MS (LI-GC/MS) in a three-phase approach. The international community could benefit from the information of this study to ensure their data are comparable and for those that are pursuing to standardise
their systems and methodologies across various air networks jurisdictions and for the potential development of international test standards.

2. Experimental

2.1. Study design

Ten international laboratories were selected for the round robin that used TD-GC/MS on a regular basis for the analysis of PM chemicals. Five laboratories were from the US, three were from Canada, one from Italy and one from China. At the outset, labs were selected for their capacity to analyse PM. It should be noted that 7 out of 10 systems were from Gerstel; however, the testing protocol was not designed to evaluate TD-GC/MS systems from different manufacturers. Furthermore, the initiating laboratory did not provide calibration standards to each participant. These factors produced a highly randomised study that provided the opportunity to compare TD-GC/MS data from each laboratory in real-world applications by using their own calibration and IS.

The study was separated into three phases. In phase I, a test solution composed of a suite of pure compounds commonly found in PM was analysed using two methods: TD-GC/MS and LI-GC/MS. This stage of the analysis had two goals: to compare the results of the two methods and to provide information on the ability of various laboratories using a TD-GC/MS system to quantify PM chemicals in a solution without matrix interference. The components and concentrations of compounds in this test solution were unknown to all participating laboratories.

In phase II, a diesel PM sample was analysed by TD-GC/MS and SE methods. As SE has been shown to be comparable to TD-GC/MS, the SE data were used as a reference to calculate the relative accuracy (RA) for the TD-GC/MS results and to simplify comparisons between the data of participating laboratories. The RA, for each target analyte, was calculated by subtracting the mean of the TD data from the SE (when available) data and dividing by the SE data, expressed as a percentage. The second phase was used to compare TD-GC/MS systems of a real-world source sample with a matrix.

Finally, in phase III, an ambient PM filter sample was analysed by different TD-GC/MS systems, with the goal of evaluating the consistency of results from different laboratories for a real-world ambient sample.

2.2. Preparation of test solution, DPM sample and ambient PM sample

2.2.1. Test solution preparation

A 50 mL stock test solution was prepared in isooctane with 16 Environmental Protection Agency (EPA) target PAHs (Ultra Scientific PM611 mixture in methylene chloride), 16 n-alkanes (n-alkane, Ultra Scientific SFL-601 mixture in hexane), and 12 petroleum biomarkers (Chiron, S-4436-IO, Hopane/Sterane calibration mixture in isooctane) at concentrations between 0.3 and 1 μg/mL (supplementary Table A). The test solution was prepared by a person other than the analyst and analysed by LI-GC/MS at the CanmetENERGY Characterization Laboratory (initiating laboratory; 1 Haanel Dr., Canada, Ottawa, Ontario) to verify the concentrations of the compounds. Four repeat injections of the test solution were performed to confirm the true values. Following this verification step, approximately 2 mL aliquots of the test solution were transferred into 2 mL GC injection vials, sealed with Teflon crimp seals and stored in a freezer until sent to the participants. The composition and concentration of analytes in the test solution was unknown to the participants. This solution was analysed by nine participants by spiking onto blank filters and then run through their TD-GC/MS systems, and analysed by...
LI-GC/MS by three participants. The true value and the concentrations obtained by LI-GC/MS are given in supplementary Table A.

2.2.2. **DPM sample collection**

The DPM samples were collected using a similar procedure as described in Graham et al. [18]. The samples were collected from a 2004 Cummins ISM280 diesel engine operating in its certified configuration which included an oxidation catalyst and the use of commercial ultralow sulphur diesel fuel (<15 ppm sulphur). The engine was operated at a constant speed and load, and the total volume was collected using a constant volume sampling system. Eight different engine runs were performed, and for each run, four samples of the dilute exhaust were collected simultaneously using filters with URG-2000-30ENB cyclones for a total of 32 filters. All test runs were performed on the same day. The individual cyclones were fitted with 90 mm diameter filter packs with one of two configurations. Two of the filter packs contained a primary Teflon membrane filter (Pall Zefluor™ Membrane, 2 μm pore size) and a downstream quartz filter (Pall Tissuquartz™ Filters, 2500 QAT-UP pre-fired at 900° for 3 hours). In this case, the primary Teflon membrane filter was used to determine the dilute exhaust PM concentration by gravimetry. The average mass of the Teflon membrane filters after loading was approximately 1.00 g with a standard deviation of 5%, indicating loading homogeneity (supplementary Table B). The other two filter packs contained only a primary quartz filter. These quartz filters were not subjected to gravimetric analysis for two main reasons: first, quartz filters tend to lose fibres or break during sample collection; and second, it was difficult to achieve stable humidity equilibration with quartz filters and retain low organic carbon (OC) blank levels. As a result, there were no gravimetric data for these quartz filters, but it was assumed that they were loaded to the same degree as the Teflon membrane filters. Samples were collected at flow rates of 60 lpm for 20 min since this was the maximum stable flow that could be achieved with the Zefluor membrane filters. These cyclones obtain a PM$_{2.5}$ cut at 91 lpm; hence, the actual cut at 60 lpm was 3.5 μm. The entire quartz filters were kept in cleaned plastic Petri dishes and stored in a freezer until shipped. One filter was sent to each participant for TD-GC/MS analysis, and a second one was sent to the participants that also performed the SE procedure (supplementary Table B). In every case, samples were sent with the test solution to each laboratory in a polystyrene container containing ice packs. Nine laboratories performed TD-GC/MS analysis of the DPM filter sample. A minimum of three replicates analysis were done for each sample.

2.2.3. **Ambient PM filter sample collection**

The sample of ambient PM (with size less than 2.5 μm aerodynamic diameter, PM$_{2.5}$) was taken at a parking lot near the Ministry of Environment offices at 125 Resources Road in Toronto, Ontario, near Highway 401. The site was bordered by a large park to the east and south and by an area with considerable commercial activity and traffic to the west and north. The sample was collected using a CHEMVoL high-volume cascade impactor (Thermo Scientific BGI 900 lpm) equipped with a 170 mm quartz filter at a flow rate of 1318 lpm (0.022 m$^3$/s), for 72 hours. The impaction stage for removal of particles size larger than 2.5 μm was attached directly to the final juncture of the cascade impactor system. This configuration permitted the collection of a large amount of uniformly deposited fine particles on the quartz filter and allowed for multiple 25 mm diameter punches to be cut and distributed among laboratory participants. The sample filter was also subjected for organic and elemental carbon (EC) analysis to test the homogeneity of particulate deposition on the filter. OC and EC analyses were performed on six 10 mm punches.
taken from random locations on quartz filter sample to assess its homogeneity. The OC and EC were determined using a Sunset Labs Thermal Optical Transmission apparatus (TOT-Sunset Laboratory, Inc., Forest Grove, OR, USA). The temperature programme used was a combination of the NIOSH 5040 and Thermal optical reflectance approaches. A detailed description of the method used can be found in an article by Lee et al. [27]. The standard deviation was calculated from six OC/EC ratios and was below 10%.

In this study, the air flow rate of the sampler was higher than the manufacturer’s specification due to the use of quartz filter in the last stage instead of polyurethane foam. This permitted a larger amount of air to pass through the sampler, resulting in the collection of particles sized 2.07 μm and smaller. Before being used for sampling, the quartz filter was heated to 800°C for 2 hours and cooled to 105°C for approximately 18 hours. After sampling, the filter was wrapped in aluminium foil that had been baked for 2 hours at 250°C, sealed in a Whirl-pak® bag, and kept at 5°C prior to use. The sample filter was shipped to the CanmetENERGY Ottawa Characterization Laboratory in a polystyrene container packed with dry ice. On arrival, the filter was stored in a freezer until it was used. Filter punches (25 mm) were cut out in random locations from the larger quartz filter. These were then transferred and sealed into aluminium foil using cleaned tweezers, and one 25 mm punch was shipped and sent to participating laboratories in the same manner as previously described. The ambient filter samples were sent on a different day than the test solution and the DPM filter samples. Six laboratories performed TD-GC/MS analysis of the ambient filter sample.

2.3. Equipment and analysis

2.3.1. TD-GC/MS systems and analysis

Various TD-GC/MS systems (Tables 1 and 2) from 10 international laboratories were used to perform the study. Each participant used their own internal and calibration standards, and a calibration range suited for the analysis (Table 3). The initiating laboratory investigated the TD-GC/MS parameters prior to the round robin to obtain optimised peak separation and overall compound desorption while minimising analysis time. The low-focusing temperature was chosen to trap volatiles and ensure that breakthrough cross-contamination would not occur, as well as to maximise the recovery of the less-volatile compounds. These parameters were sent to the laboratories, and they were modified as needed by the participants to obtain optimum analysis conditions for their systems. The analysis of light PAH (naphthalene to fluorene) and light n-alkanes (C10–C16) was performed in this study to compare the largest possible amount of compounds between labs. Although these light compounds are known to partition in the gas and particle phase, the paper by Graham et al. [18] has shown good RA and precision by TD-GC/MS analysis. Each participant used their own punch size and shape to cut a sample from the diesel and ambient filters, and a minimum of three replicate analyses was performed for each filter. Tables 1–3 show the conditions, calibration and IS as well as the punch size and shape used by each lab for the TD-GC/MS analysis of the samples. Eight out of 10 laboratories reported their method detection limits (supplementary Table C).

2.3.2. Liquid injection GC/MS

Laboratories 1, 2 and 5 performed the LI-GC/MS analysis. The same parameters and GC types (equipped with liquid autosamplers) as the TD-GC/MS systems were used for the analysis (Table 1).
| Lab | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|---|----|
| **Gas chromatograph (GC)** | Varian 1200 | Agilent 6890 | Agilent 6890 | Agilent 6890 | Agilent 6890 | Agilent 7800 | Agilent 6890 | Agilent 6890 | Agilent 6890 | Agilent 6890 |
| **Mass spectrometer (MS)** | Varian triple quadrupole | | | | | | | | | |
| **Column Type** | DB-5MS | DB-5MS | DB-SiKe | AT-5MS | Zeb anyhow Inferno | HP-5MS | DB-5MS | HP-5MS | HP-5MS | HP-5MS |
| **Length (m) × i.d. (mm) × film thickness (µm)** | 30 × 0.25 × 0.1 | 60 × 0.25 × 0.25 | 30 × 0.25 × 0.25 | 30 × 0.25 × 0.25 | 30 × 0.25 × 0.25 | 30 × 0.25 × 0.25 | 30 × 0.25 × 0.25 | 30 × 0.25 × 0.25 | 30 × 0.25 × 0.25 | 30 × 0.25 × 0.25 |
| **Flow rate (ml/min)** | 1 | 1 | 1 | 1 | 1.2 | 1.2 | 1.2 | 1.2 | 1.2 | 1.2 |
| **Initial temp. (°C)** | 75 | 60 | 75 | 65 | 65 | NA | 40 | 60 | 60 | 40 |
| **Ramp #1 (°C/min)** | 14 | 8 | 14 | 10 | 5.3 | NA | 6 | 5 | 5 | 6 |
| **Temp. #1 (°C)** | 300 | 210 | 200 | None | None | None | None | 150 | None | 120 |
| **Hold time #1 (min)** | 9.39 | 0 | 9.93 | None | None | None | None | 10 | None | None |
| **Ramp #2 (°C/min)** | 10 | 15 | 10 | None | None | None | None | 85 | None | 7 |
| **Temp. #2 (°C)** | 0 | 300 | 0 | None | None | None | None | None | None | None |
| **Hold time #2 (min)** | 0 | 30 | 0 | None | None | None | None | None | None | None |
| **Ramp #3 (°C/min)** | 0 | 10 | 0 | None | None | None | None | None | None | None |
| **Final temp. (°C)** | 320 | 320 | 320 | 300 | 310 | NA | 360 | 320 | 320 | 360 |
| **Final hold time (min)** | 0 | 0 | 0 | 26.5 | 7 | NA | 6 | 10 | None | 18 |
| **Notes:** NA, not available; SIM, single ion mode; TIC, total ion count. |

Table 1. TD-GC/MS systems and parameters.
Table 2. Thermal desorption parameters.

| Lab | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|     | Gerstel TDS | Gerstel TDS 2 | Markes TD | Injection port | TD | Gerstel TDU | Gerstel TDU | Gerstel TDU | Gerstel TDU | Injector port | TD | Gerstel TDU |
|     | Injection type | Automatic | Manual | NR | NR | Automatic | Manual | Automatic | NR | NR | NR | NR |
|     | Initial temp. (min) | 20 | 25 | 0 | 50 | 50 | 12 | 35 | 50 | 50 | 30 |
|     | Rate (°C/min) | 60 | 10 | NA | None | 60 | 60 | 25 | 60 | None | 25 |
|     | Final temp. (°C) | 325 | 300 | 360 | None | 320 | 320 | 320 | 320 | None | 320 |
|     | Hold time (min) | 5 | 5 | 25 | None | 5 | 6 | 5 | 6 | None | 3 |
|     | Mode | Spitless | Spitless | Split | Splitless | Spitless | Spitless | Spitless | Spitless | Spitless | Spitless |
|     | Focussing and desorption parameters |     |     |     |     |     |     |     |     |     |     |
| Conditions | Initial temp. (min) | −60 | −100 | 0 | None | −60 | −100 | −60 | −60 | None | −30 |
|     | Rate (°C/s) | 12 | 12 | NA | 0.46 | 12 | 12 | 12 | 12 | 11 | 12 |
|     | Final temp. (°C) | 325 | 300 | 210 | 275 | 325 | 320 | 310 | 325 | 275 | 340 |
|     | Hold time (min) | 0.5 | 75 | 17 | None | 5 | 3 | 2 | 5 | None | 10 |

Notes: NR, not reported; NA, not available.
Table 3. Calibration curve parameters and filter shape used.

| Lab | Standards | Points | PAHs | n-Alkanes | Biomarkers | Range (µg/mL) | IS PAHs | IS n-Alkanes | IS Biomarkers |
|-----|-----------|--------|------|-----------|------------|----------------|---------|--------------|--------------|
|     | Lab 1     | 2      | 3    | 4         | 5          | 6              | 7       | 8            | 9            | 10           |
|     | Internal  | Internal | Internal | Internal | Internal | Internal | Internal | Internal | Internal | Internal | Internal | Internal |
|     | PAHs      | 5       | 4    | 4         | 8          | 4              | 1       | 6            | 20          | 5            | 4          |
|     | n-Alkanes | 5       | 4    | 4         | 4          | 4              | 3       | 6            | 20          | 6            | 4          |
|     | Biomarkers| 5       | 4    | 5         | 4          | NA             | 6       | 6            | 20          | 6            | 4          |
|     | Bio.      | 0.25–5.0| 0.1–1.0| 0.04–2.668| 0.2–15     | 0.25–2.5       | 2       | 0.05–2.5     | 0.1–2.2     | 0.5–10       | 0.01–4.0   |
| IS  | PAHs      | D6-Naph, D8-Ac, D10-Phen, D12-Benzo(a)anth, D12-Chrys, D12-Benzo(k)fluor D12-Benzo(a)pyrene, D12-Pery, D12-Indeno(1,2,3-c-dipyr, D14-Dibenz(a,h)anth, D12-Benz(g,h,i)per | D10-Ac, D10-Pyr, D10-Benz[a]anth, D12-Cor | D10-Pyr, D10-Benz[a]anth, D12-Cor | n-DC24 | None | D10-Ace, D8-Naph, D10-Phen, D10-Ac, D10-Phen |
|     | n-Alkanes | n-DC15, 20, 24, 32, 36 | n-DC15, 20, 24, 30, 32, 36 | n-DC24 | n-DC12, 16, 20, 24, 30, 32, 36 | None | n-DC24 | n-DC12, 16, 20, 24, 30, 32, 36 | IS PAHs | IS n-Alkanes | IS Biomarkers |
|     | Biomarkers| D6-Cholestane | D4-Cholestane | n-DC24 | 5α(H)-Androstan | NA | 5α(H)-Androstan | IS PAHs | IS n-Alkanes | IS Biomarkers |
|     | Filter sample | 8 | 30 × 2 | 10 × 15 | NR | 8 | 8 | 16 | 9.75 | 6 |

Notes: IS, internal standard; NR, not reported.
2.3.3. **Solvent extraction GC/MS analysis**

Two laboratories performed the SE procedure for the DPM filter with the results to be used as a reference value. Each laboratory performed SE analysis of two separate DPM filters. Their procedures are described in detail in the supplementary information.

2.4. **Statistical analysis**

The average concentrations, RA and relative precision (RP) for the test solution, the DPM filter and the ambient filter sample for each compound class and method can be found in supplementary Tables D–G.

2.4.1. **Accuracy assessment**

The accuracy of the results from each laboratory in the analysis of the test solution, DPM sample and ambient PM sample was assessed through the calculation of $z$-scores. Following the International Union of Pure and Applied Chemistry guidelines [28], the $z$-score is a measure of the difference between the individual result and an assigned standard value, standardised by the standard deviation, which was defined here as a measure of proficiency. For example, if the measurement differs from the assigned value by an amount equal to twice the standard deviation, the measurement would have a $z$-score of 2. The $z$-score provides a standardised statistic that can be used to compare all results from the study. For the data from the test solution analysis, participants’ results have been converted to $z$-scores for accuracy assessment using the following equation:

$$ z = \frac{(x - x_a)}{\sigma_p} $$  \hspace{1cm} (1)

where $x$ is the individual result, $x_a$ is the assigned value which was set as the calculated concentration of the analyte and $\sigma_p$ is the standard deviation chosen for proficiency assessment, defined here as 25% of the assigned value (i.e. $\sigma_p = 0.25 \times x_a$). Therefore, a $z$-score of 1 represents a result that was 25% above the assigned value while a $z$-score of −1 would represent a result 25% below the assigned value. This percentage was chosen as it corresponds to that used by the NIST’s Intercomparison Program for Organic Contaminants in PM 2.5 Air Particulate Matter [29]. For the test solution, the known concentrations were used as the assigned values. A deviation of 25% from the assigned value was chosen for $\sigma_p$. While IUPAC does not recommend the classification of $z$-scores, for this study it was decided that $z$-scores of <2 were acceptable, between 2 and 3 as questionable, and >3 were unsatisfactory.

2.4.2. **Analysis of variance**

Analysis of variance (ANOVA) was used to assess intra-lab differences in results using a nested design. ANOVA is a statistical method used to compare multiple means and is more appropriate than a $t$-test when comparing multiple means and when testing for differences between groups. ANOVA reduces the chance of erroneously concluding there was a difference between labs or samples when there was no actual difference (type I errors) in comparison to multiple $t$-tests. Differences among laboratories were considered significant if $p \leq 0.05$. ANOVA was completed in R version 3.01.

2.4.3. **$t$-Test**

The $t$-test (two-tailed, assumed unequal variances, $\alpha = 0.05$) was used to determine whether there were significant differences between the results measured by the labs using the TD-GC/MS method and LI-GC/MS (labs 1, 2 and 5).
3. Results and discussion

3.1. Evaluation of TD-GC/MS and LI-GC/MS comparison, accuracy and repeatability by using test solution analysis results

3.1.1. Confirmation of test solution concentration values by LI-GC/MS

The concentration values as determined by LI-GC/MS injection for the PAHs, \textit{n}-alkanes and biomarkers and the true values are shown in supplementary Table A. For the PAHs, the true value was set at 0.60 µg/mL. The true values for the biomarkers varied and are listed individually in supplementary Table A. For both PAH and biomarkers, the deviations were less than 15% from the true value, and this was considered confirmation of the concentration of these compounds in the test solution. The concentrations of the \textit{n}-alkanes in the test solution analysed by LI-GC/MS are also shown in supplementary Table A. The values for the \textit{n}-alkanes from decane (C\textsubscript{10}H\textsubscript{22}) to octacosane (C\textsubscript{28}H\textsubscript{58}) were within 10% of the true concentration (1.00 µg/mL). However, the concentrations of five \textit{n}-alkanes larger than octacosane (C\textsubscript{28}H\textsubscript{58}) were between 19% and 39% lower than the true value of 1.00 µg/mL. The low concentration of these heavy \textit{n}-alkanes may be due to them slightly precipitating out during the preparation of the test solution. Provost et al. [30] showed that for relatively heavy \textit{n}-alkanes (C\textsubscript{23}, 25, 26, 28) their solubility decreased with increases in chain length and solvent had no major influence on solubility. Similarly, Ashbaugh [31] demonstrated that the solubility of C\textsubscript{24}, C\textsubscript{28}, C\textsubscript{32} and C\textsubscript{36} in decane decreased with increasing chain size as well as with lower temperatures and that C\textsubscript{32} and C\textsubscript{36} can precipitate near 20°C. Therefore, the concentrations of these larger \textit{n}-alkanes were considered unreliable and have been excluded from the analysis.

3.1.2. Evaluation of TD-GC/MS systems accuracy and repeatability

The test solution, the concentration of which was not known to the participants, was analysed by nine laboratories using TD-GC/MS and three laboratories using LI-GC/MS. The purpose of phase I was to estimate the accuracy and repeatability of the TD-GC/MS systems and to compare them to the LI-GC/MS methods for the analysis of compounds typically found in real-world samples. For the comparison of the results, we defined the accuracy of the method for each target analyte as the difference between the mean of the repeat analyses and the known true concentration. The RA for each target analyte was the accuracy divided by the target analyte concentration, expressed as a percentage. The RP was calculated by dividing the standard deviation by the mean, expressed as percentage. The overall method accuracy was also calculated, to be able to quickly summarise differences between methods. It was defined as the absolute value of the average of the relative accuracies of all analytes of each chemical class. Overall average method precision was similarly calculated to the overall method accuracy, as the average of the RPs of all analytes of each compound class.

The target analytes, average concentrations measured for the test solution, as well as average RA and RP for each analyte obtained by replicate measurements at each lab are shown in Table 4 and in the supplementary Tables D and E.

There were many factors that could influence the accuracy and precision of the TD-GC/MS results. These included the number of calibration standards, the supplier of the calibration standards, the supplier and different compounds used as IS, the type of calibration curves used for the analysis, the TD-GC/MS systems that also comprised different methods of transferring compounds from the sample filters onto the GC column and the injection methods (manual, automatic). Details of these parameters can be found in Tables 1–3.

Average RAs for the PAHs were similar for all labs that used TD-GC/MS, ranging from 9% to 46% (Table 4). However, a closer look at the individual results reveals some notable
differences between the true values that may be explained by the differences in analysis parameters. For example, as shown in supplementary Figure A, lab 3 had low RAs (−36% to −68%) (supplementary Table D) for the PAHs ranging from acenaphthylene to phenanthrene with associated large RP (32% to 11%, respectively, supplementary Table D). Lab 3 used a relatively high-focusing trap temperature (0°C) that may not allow adequate trapping of these small, high-volatility PAHs, resulting in their losses and associated high variability. Labs 4 and 9 that used in-port injection TD-GC/MS did not report naphthalene possibly due to the unreliability of the results caused by the losses that occur during the insertion of the filter punch into the warm liner prior to closing the injection port. Furthermore, labs 4 and 9 obtained large variability in the average RA values for the TD-GC/MS analysis of PAHs (1–92% and 6–176%, respectively, Table 4) with no apparent trends. However, they did obtain an overall RP of 14% and 9%, respectively (Table 4) that was reasonable for this type of analysis. The results of labs 4 and 9 suggested possible coelution of certain PAHs that may be due to the absence of a cryogenic focusing traps, resulting in poorer chromatographic peak shape [32]. Differences in concentrations of the calibration standards may be another factor, given that they had good

| Compound          | Lab | TD-GC/MS | LI-GC/MS |
|-------------------|-----|----------|----------|
| PAHs (16 target EPA) | 1   | 10 (0–37) | 10 (2–22) |
|                   | 2   | 15 (1–55) | 13 (2–41) |
|                   | 3   | 20 (3–68) | 6 (0–15)  |
|                   | 4   | 42 (1–92) | 4 (0–15)  |
|                   | 5   | 15 (6–27) | 9 (5–15)  |
|                   | 6   | 22 (9–50) | 9 (5–15)  |
|                   | 7   | 17 (2–48) | 5 (1–15)  |
|                   | 8   | 9 (0–17)  | 14 (2–32) |
|                   | 9   | 46 (6–176)| 9 (2–30)  |
| n-Alkanes (even n-C10 to n-C28) | 1   | 6 (4–8)  | 16 (0–28) |
|                   | 2   | 30 (23–43)| 24 (11–34)|
|                   | 3   | 21 (1–33) | 12 (1–32) |
|                   | 4   | 15 (5–26) | 4 (2–6)   |
|                   | 5   | 6 (0–24)  | 2 (1–5)   |
|                   | 6   | 33 (3–63) | 20 (15–29)|
|                   | 7   | 6 (0–26)  | 4 (1–17)  |
|                   | 8   | 13 (3–37) | 18 (3–33) |
|                   | 9   | 36 (21–43)| 3 (2–7)   |
| Biomarkers (12)   | 1   | 23 (0–64)| 18 (6–29)|
|                   | 2   | 86 (57–106)| 98 (22–185)|
|                   | 3   | 50 (2–141)| 16 (3–27) |
|                   | 4   | 15 (0–47) | 4 (1–8)   |
|                   | 5   | 10 (2–18) | 5 (4–6)   |
|                   | 6   | NR        | NR        |
|                   | 7   | 32 (18–51)| 2 (1–3)   |
|                   | 8   | 7 (0–12)  | 6 (1–20)  |
|                   | 9   | 53 (42–77)| 9 (5–14)  |

Notes: Results reported as average (min–max).

Average relative accuracy is calculated without regard for sign, i.e. using absolute values of target compound accuracies. NR, not reported.
repeatability as indicated by their relatively low RP. Lab 6 had slightly low RAs for the analysis of the heavier PAHs (RA <–24% from benzo(b)fluoranthene to benzo(ghi)perylene (supplementary Figure A). This lab used a single-point external calibration curve with no IS for the analysis of the PAHs. Consequently, there were no corrections for instrument drift or for losses that could occur due to incomplete transfer of heavier less-volatile compounds from the filter onto the GC column during the desorption step. The other laboratories obtained RAs and RPs for the PAHs that were consistent with this type of analysis, with most results that were within 25% of the true values.

Most labs obtained accurate results for the analysis of n-alkanes (average RAs from 6% to 36%) and good precision (average RPs from 2% to 20%, Table 4). Labs 3, 4 and 9 did not report the light n-alkanes (C10–C14). The calibration range and the lab’s decision to use or not to use IS appeared to be the main factors that affected the accuracy of the medium-range n-alkane (C18–C28) results. Lab 6 had low RA values for the n-alkanes from C18 to C28 (RA <–50%, supplementary Figure B), and it was the only one that did not use IS to correct for the losses of heavier n-alkanes that could occur due to incomplete transfer during the thermal desorption step. Insufficient desorption of heavier n-alkanes is a phenomenon that has been observed by a manufacturer of thermal desorption systems [33]. Lab 2 obtained high-average RAs for the TD-GC/MS n-alkane results (RA values 30 (23–43%)) that were similar to those obtained from the LI-GC/MS injection performed by this lab (Table 4), which suggested that there were differences in concentrations between the calibration standards used by lab 2 and the test solution. High-average RA results of n-alkanes were also observed for lab 9 (RA between 36 (21–43%), Table 4), which may also have been due to the differences in concentrations between calibration standards used and the test solution; but this cannot be confirmed as this lab did not perform LI-GC/MS.

It was observed that lab 7, which used only one mid-range IS (n-DC-24), obtained excellent average RAs between 0% and 26% (Table 4), which were better or similar to the other labs that used more than one deuterated n-alkane IS (labs 1, 2, 3, 5 and 8).

The biomarkers showed the largest average RA range of the three chemical classes: from 7% to 86% with an average RP range of 2–16% for all labs (Table 4). Lab 2 had the largest average RA among all participants, 86% (57–106%), but with small average RP of 5% (4–9%) (Table 4). Lab 2 also performed the LI-GC/MS analysis of the test solution and obtained average RA 98% (22–185%) and RP 5% (2–13%) (Table 4) that was similar to the TD-GC/MS method. For both techniques, the same IS, calibration standards and ranges were used for the analysis of the biomarkers. Furthermore, the concentrations of calibration standards were well within the concentration range of the test solution. These results suggested that the large deviation from true value for the biomarkers may be due to the difference between the actual biomarker concentrations of the calibration standards that were used by lab 2 and those found in the test solution. Lab 3 also had a large average RA range, 50% (21–41%) and relatively large RP at 16% (3–27%) (Table 4). In this lab, the calibration range was one order of magnitude smaller than the concentration of the biomarkers in the test solution (Table 3) and thus apparently not in the linear range of the instrument for these compounds. Furthermore, lab 3 reported that it did not have the full series of biomarkers in its calibration standards and these missing biomarkers were quantified in the test solution by using the response factors of the next closest biomarkers. Lab 9 also had unusually high-average RAs for the biomarker measurements, 53% (42–77%), which cannot be easily explained since this lab used one IS and the calibration curve was in the correct range. It is worth noting that lab 8, with two IS standards, obtained the best RA among all participants, suggesting that the accuracy of the biomarker analysis was improved by the number of IS used.
3.1.3. *z*-Score evaluation of TD-GC/MS and LI-GC/MS

Using the known concentrations as the assigned values, *z*-scores were calculated for each chemical class to assess laboratory proficiency (Figure 1). Figure 1 shows, for each of the nine laboratories and for each method (TD-GC/MS, LI-GC/MS), the median values of the *z*-scores of each chemical class, the values of the 25th (upper quartile) to 75th (lower quartile) percentile (box), and the minimum and maximum *z*-score value (whiskers). The round symbols are outlier data points, which are lower than the lower quartile, or higher than the upper quartile, by more than 1.5 times the interquartile range. For TD-GC/MS analysis of the *n*-alkanes, eight laboratories obtained *z*-scores within ±2, with median values all within 1 and −2. Lab 6 *z*-scores were less than 2 for the *n*-alkanes C18 and above, likely due to the lack of an IS necessary for correcting losses that can occur due to incomplete transfer of the heavier *n*-alkanes during the thermal desorption step, as explained earlier. Overall, Figure 1 shows low dispersion and good performance proficiency for the TD-GC/MS analysis of PAHs. The majority of the PAHs *z*-scores were between ±2 except labs 4 and 9 which obtained a few *z*-scores above 3. Lab 3 had some *z*-scores below 2 for the lighter PAHs (acenaphtylene and acenaphthene) that could be

Figure 1. *z*-Scores of TD-GC/MS and LI-GC/MS for the analysis of the test solution.
caused by losses of the compounds due to the relatively high-focusing temperature used in the participant’s thermal desorption system.

Except for labs 2 and 3, most labs obtained z-scores less than 2 showing adequate performance proficiency for the TD-GC/MS analysis of biomarkers. The higher z-scores of lab 3 were most likely due to the calibration standards outside the linear range of the biomarkers. The high biomarker z-scores for lab 2 appeared to be caused by the difference between the concentration in the calibration standards and in the test solution as indicated previously. Furthermore, lab 2 obtained similar high z-scores for the LI-GC/MS analysis of biomarkers. However, with the exclusion of lab 2 biomarker results, the LI-GC/MS z-scores were all below 2 showing good performance proficiency. Overall, the variability of TD-GC/MS of all compounds was in the same order of magnitude as the LI-GC/MS.

3.1.4. Comparison of TD-GC/MS and LI-GC/MS RA and repeatability

Overall average RA and RP is summarised for the TD-GC/MS and LI-GC/MS in Table 5. Three labs – 1, 2 and 5 – used direct LI-GC/MS to analyse the test solution. Average relative accuracies for TD-GC/MS were similar for PAHs 22% (12–46%) and n-alkanes 17% (10–25%) but slightly poorer for biomarkers 31% (22–44%). Average RA for LI-GC/MS was good for all chemical classes with the exception of a slightly poorer range for the biomarkers. The higher average RAs of the biomarkers were due to the high RAs of lab 2.

Average RP was below 7% for LI-GC/MS and below 10% for TD-GC/MS for all three chemical classes. LI-GC/MS analysis of the test solution had slightly better average RA than TD-GC/MS and, as expected, better precision than TD-GC/MS. When compared to the TD-GC/MS, the LI-GC/MS technique always uses an automated injector to deliver the solution onto the GC, which eliminates human injection as a source of error, has no interference from any compounds that may be desorbed from a filter media and has no desorption or cold trap losses inherent to the TD-GC/MS method. Furthermore, LI-GC/MS has no sample losses due to the SE stage or due to evaporation steps. While the use of internal and recovery standards for SE and TD-GC/MS should normalise for differences in injection quantities or other losses, they apparently cannot completely compensate for these sources of error.

3.1.5. Assessment of TD-GC/MS systems comparability using ANOVA analysis

To determine whether there was a statistically significant difference between laboratories using the same TD-GC/MS systems, a nested ANOVA design ($\alpha = 0.05$) was used (Table 6). While the power of the ANOVAs was limited by the low number of samples

| Compound                        | TD-GC/MS (9 labs) | LI-GC/MS (3 labs) |
|---------------------------------|-------------------|-------------------|
|                                 | Average RA (%)    | Average RP (%)    |
| PAHs (16 target EPA)            | 22 (12–46)        | 10 (2–19)         |
| n-Alkanes (even n-C10 to n-C28) | 17 (10–25)        | 15 (10–19)        |
| Biomarkers (12)                 | 31 (22–44)        | 30 (8–73)         |

Note: Results reported as average (min–max).
per laboratory, they can still provide valid information on differences between the methods for the different chemical classes. For the PAHs, 81% (only 3 out of 16 were different, i.e. acenaphthylene, anthracene and benzo.k.fluoranthene) of the data was not significantly different among labs. The ANOVA test also showed good comparison for the analysis of alkanes as 90% (1 out of 10 was different, i.e. dodecane) of the data show no significant differences between labs. It was found that 11 out of 12 biomarkers were significantly different, indicating that large differences did exist between the different laboratories. The statistical analysis thus suggested that different TD-GC/MS systems may not provide the same results for biomarkers. However, since the methods had good precision, the ANOVA could detect small differences in results. Despite the large differences between labs for the biomarker analysis by different TD-GC/MS systems, the z-scores, as shown in Section 3.1.2, were mostly below 2, indicating good performance for the analysis of these compounds and therefore, from a functional perspective, the degree of differences may be tolerable for this type of analysis.

### 3.1.6. t-Test analysis for estimating TD-GC/MS and LI-GC/MS comparability

For the laboratories that performed both TD-GC/MS and LI-GC/MS (labs 1, 2 and 5), their results from TD-GC/MS were compared against their own results from LI-GC/MS (Table 7). For labs 1 and 2, no significant differences were observed for more than 60% of any of the

| Compound        | TD-GC/MS (9 labs) | TD-GC/MS (9 labs) | TD-GC/MS (6 labs) |
|-----------------|-------------------|-------------------|-------------------|
|                 | Between labs (%)  | Between labs (%)  | Between labs (%)  |
| PAHs (16 target EPA) | 81 (3)            | 92 (1)            | 94 (1)            |
| n-Alkanes\(^a\)  | 90 (1)            | 85 (4)            | 68 (10)           |
| Biomarkers (12)   | 8 (11)            | 93 (1)            | 57 (6)            |

Notes: Values are percentage of non-significant differences ($\alpha = 0.05$), with the number of significantly different analytes in parentheses.

\(^a\)For test solution: even \(n\)-C10 to \(n\)-C28; for DPM and ambient air filter \(n\)-C-10 to \(n\)-C40.

Table 7. Significance test results comparing TD-GC/MS and LI-GC/MS.

| Lab | TD-GC/MS vs. LI-GC/MS |
|-----|-----------------------|
| PAHs (16 target EPA) | 10 of 15 |
| 2              | 13 of 16 |
| 5              | 7 of 16  |
| \(n\)-Alkanes (even \(n\)-C10 to \(n\)-C28) | 5 of 8 |
| 2              | 8 of 10 |
| 5              | 0 of 10 |
| Biomarkers (12)  | 7 of 11  |
| 2              | 2 of 7   |
| 5              | 2 of 12  |

Notes: the \(t\)-test (two-tailed, assumed unequal variances, $\alpha = 0.05$) was used to compare each of the TD-GC/MS methods to LI-GC/MS, where the same laboratory performed both methods.
analytes except for the biomarkers analysed by lab 2. The difference in biomarkers could be attributed mostly to differences in concentration of calibration standards (see Section 3.1.2). For lab 5, there were 7 out of 16 PAHs that were not significantly different; however, all of the \textit{n}-alkanes were significantly different and only 2 out of 12 biomarkers were not significantly different. The RP of lab 5 for \textit{n}-alkanes and biomarkers was very low (2\% and 5\%, respectively, Table 4); therefore, small differences were detected by the \textit{t}-test. Nevertheless, as indicated in Table 5, the relative average accuracy and precision for the TD-GC/MS and LI-GC/MS were similar and close to the true values. As shown in Figure 1, with z-scores mostly between 0 and 2, both methods performed well for the analysis of biomarkers.

### 3.2. Diesel particulate matter sample analysis

The point source sample collected from a diesel engine was analysed by nine laboratories using TD-GC/MS and two laboratories using SE methods. Lab 4 did not perform the analysis but another participant, lab 10, was added to the study. The concentrations of biomarkers and most of the PAHs in the diesel particulate sample were 20–200 times lower than the concentrations in the test solution, while the concentrations of most \textit{n}-alkanes were approximately 2–10 times higher in the diesel particulate sample than in the test solution.

The values obtained for the DPM filter by SE were used as an estimate of the true value, thus average RA was calculated compared to SE method as a reference. The results were much more variable than for the test solution, ranging from 34\% to 166\% for the PAHs, 43\% to 120\% for the \textit{n}-alkanes and 17\% to 394\% for the biomarkers (Table 8).

For the PAHs, a closer observation of the individual component values showed a better comparison between TD-GC/MS results. For example, phenanthrene, which has a concentration near 1.2 ng/cm$^2$ (ng/surface area of filter) that is above the method detection limit (ng on column, supplementary Table C), has the best average RA (27\%) of all PAHs with labs 1–8 that obtained RAs between 0\% and 36\% (supplementary Table F). Lab 9 had an RA of −53\% for phenanthrene that may be due to possible misidentification or difference in concentrations of calibration standards. Lab 10 also had a large RA (54\%) for phenanthrene (supplementary Table F). However, since lab 10 did not perform the analysis of the unknown test solution, the source of the difference was more difficult to identify. For the other PAHs with lower concentrations, the larger RA ranges were probably due to their low concentrations near the detection limit of the systems.

The average RA of the \textit{n}-alkanes ranged from 43\% to 120\% (Table 8). However, for the light \textit{n}-alkanes between C10 and C14 variability was expected since losses occurred both in SE and TD-GC/MS due to evaporation of these compounds from the filter before analysing. Furthermore, evaporative losses of the light \textit{n}-alkanes can occur for SE during solvent reduction, leading to poorer quantification accuracy [34]. For the reported data of \textit{n}-alkanes larger than C24, the individual RAs were mostly below −40\% (supplementary Table F). This suggests that there was an incomplete transfer of the heavier \textit{n}-alkanes to the GC columns during the thermal desorption step, which was not corrected by the IS. It has been shown that contaminants such as non-volatile and polar organics from heavily loaded filters can activate injection port surfaces and interact with the quantifiable compounds. The decrease was especially noted for the heavier compounds due to their longer residence time in the heated injection ports [35]. The RAs were particularly low for lab 3 (most lower than −85\%) for the \textit{n}-alkanes above C24. Lab 3 used a desorption temperature of 210°C that was apparently too low to properly desorb the heavier \textit{n}-alkanes from a DPM filter [36]. Additionally, the analysis of \textit{n}-alkanes was made more complex in a combustion source PM sample due to the presence of the unresolved complex mixture (UCM) that is composed of a mixture of compounds that cannot be fully
resolved by GC methods [37]. The UCM arises from the presence of other many compounds and those of similar saturated non-polar compounds to \(n\)-alkanes, i.e. branched alkanes, and alkylated cycloalkanes, which were also difficult to separate by mass spectrometry because of their similar fragmentation patterns and can interfere with identification of \(n\)-alkane [38]. For the biomarkers, data were only compared to lab 1 since lab 2 did not obtain any results for biomarkers as their concentrations were below the method detection limit. The average RA range was significantly larger than that of the PAHs or the \(n\)-alkanes; however, since the concentrations were small and close to the method detection limit, any small variation in their concentrations could contribute to large relative differences.

Average RP was better for PAHs than for \(n\)-alkanes or biomarkers, exceeding 24% in only one instance (lab 3, Table 8). Overall average RPs (Table 9) were 17% for PAHs, 24% for \(n\)-alkanes and 27% for biomarkers. Precision, plotted against mean concentration (Figure 2) for each analyte and lab, showed that for concentrations above 2 ng/cm\(^2\) the RSD remained below 20% for the majority of cases.

For the TD-GC/MS, the number of analytes with significantly differences between the labs were low (below 15%) for all chemical classes as measured from the ANOVA (Table 6),

Table 8. Average relative accuracy (using SE results as reference) and average relative precision for the analysis of a DPM filter sample by TD-GC/MS.

| TD-GC/MS | Lab | Average RA (%) | Average RP |
|----------|-----|----------------|------------|
| PAHs (16 target EPA) | 1 | 80 (36–131) | 18 (3–38) |
| | 2 | 34 (1–59) | 18 (4–47) |
| | 3 | 42 (3–61) | 24 (10–59) |
| | 5 | 166 (25–677) | 18 (7–61) |
| | 6 | 42 (4–67) | 5 (1–7) |
| | 7 | 51 (25–95) | 8 (1–26) |
| | 8 | 122 (0–248) | 16 (13–20) |
| | 9 | 64 (45–83) | 11 (3–19) |
| | 10 | 144 (53–260) | 6 (0–15) |
| \(n\)-Alkanes (even \(n\)-C10 to \(n\)-C28) | 1 | 98 (8–382) | 12 (1–28) |
| | 2 | 53 (3–87) | 28 (2–124) |
| | 3 | 64 (13–97) | 34 (7–58) |
| | 5 | 120 (8–932) | 9 (0–20) |
| | 6 | 54 (3–188) | 18 (5–79) |
| | 7 | 43 (0–178) | 6 (142) |
| | 8 | 89 (4–288) | 18 (2–99) |
| | 9 | 53 (7–92) | 4 (1–7) |
| | 10 | 71 (10–300) | 27 (0–100) |
| Biomarkers\(^a\) (12) | 1 | 99 (31–180) | 8 (8–9) |
| | 2 | 165 (142–188) | 14 (6–22) |
| | 3 | 44 (21–69) | 23 (9–40) |
| | 5 | 394 (339–415) | 37 (22–49) |
| | 6 | NA | NA |
| | 7 | 73 (49–97) | 16 (8–25) |
| | 8 | NA | NA |
| | 9 | NA | NA |
| | 10 | 16 (17–17) | 13 (13–13) |

Notes: Results reported as average (min–max).
\(^a\)Results compared only to lab 1.
NA, not analysed.
showing overall good comparison of TD-GC/MS results between all labs for these compounds analysed from a DPM filter.

### 3.3. Ambient PM filter sample analysis

The ambient PM sample, collected in a parking lot near commercial and vehicular emission sources in Toronto, was analysed by six laboratories using TD-GC/MS. Precision (%RSD) was generally good, below 20% when the mean concentration was above 2 ng/cm² (Figure 3). Without a consensus or reference value, average RA could not be calculated for the PM sample. However, additional comparison information could be gathered by observing the average relative standard deviation percentage (RSD%) calculated from the mean values obtained for the individual compounds of each laboratories (supplementary Table G). The RSD ranges for the PAHs were between 23% and 118%. The RSD of the PAHs of low molecular weight

| Compounds               | Average RA       | Average RP       |
|-------------------------|------------------|------------------|
| PAHs (16 target EPA)    | 170 (115–253)    | 17 (4–39)        |
| n-Alkanes (n-C10 to n-C40) | 108 (22–397)    | 24 (6–66)        |
| Biomarkers (12)         | 256 (207–316)    | 27 (17–40)       |

Note: Results reported as average (min–max).

![Figure 2](image)

Figure 2. Average relative standard deviation as a function of mean concentration for analysis of DPM filter sample for all methods (all compound classes).
(naphthalene to fluorene) were all above 47%, indicating large variability between labs. This was expected as the variability of these lighter compounds may be related to evaporative losses that occur during the handling of the filter (e.g. transportation, storage, cutting and transferring to TD tube) as well as the losses for volatiles indicated in the text earlier. Furthermore, the concentration of these compounds was near the detection limit, thus increasing variability between labs. The RSDs of the other PAHs (phenanthrene to benzo(ghi)perylene) were all below 51% and were hovering near 20–30%, with the exception of anthracene and dibenz(a,h)anthracene. In the latter case, the RSDs were 118% and 109%, respectively. These two have higher RSD than the rest due to the results of lab 8 that appear to be outliers. When the data of lab 8 were removed for anthracene and dibenz(a,h)anthracene, their RSD became 57% and 23%, respectively, in line with the RSD of the other PAHs. It was difficult to ascertain why lab 8 obtained such results as their analysis of the test solution showed good performance for all PAHs. The RSDs of the n-alkanes were more variable than the PAHs with an overall RSD range of 20% and 140%. The n-alkanes between C13 and C22 exhibited large variations in RSD that were between 47% and 140%. In particular, for these n-alkanes, the concentrations obtained from labs 8 and 9 were significantly higher than those found for the other labs (up to two orders of magnitude higher, e.g. result of C17 for lab 9). Such a large difference in concentration could be the result of an n-alkane contamination. For the n-alkanes between C22 and C40, the RSD% range decreased and was found to be between 2% and 59%, indicating less variability for these compounds, with the exception of C36 and C37 that had RSD of 87% and 107%, respectively. Once more, in this case, lab 9 obtained significantly higher concentration for C36 and C37 than the other labs, thus raising their RSD values. Matrix interference may have also played a role for the variability of the n-alkanes since their RSD range was higher than both the PAH and the biomarkers that had lower concentrations. The RSD range for the biomarkers was between 16% and 70% which was lower than that of the n-alkanes and indicated good comparison between laboratories for the analysis of biomarkers in the ambient PM filter sample.
Overall, differences in results may also be due to some of the factors enumerated in the previous sections (i.e. differences in concentration of calibration standards, possible misidentification due to similar branched \(n\)-alkanes in a matrix sample), but these factors were more difficult to identify with the ambient PM filter sample since there were no reference values. Despite the variability between results, the ANOVA (Table 6) showed good comparison between lab for PAHs (94% non-significant), but slightly lower for \(n\)-alkanes (68%) and biomarkers (57%).

4. Conclusions

This study compared, in the first part, different TD-GC/MS systems amongst themselves and against LI-GC/MS for the analysis of a sample test solution. The various TD-GC/MS showed good performance, compared well between each other and were similar to LI-GC/MS in terms of average RA for PAHs and for \(n\)-alkanes but slightly worse for biomarkers. RP of TD-GC/MS was slightly worse than LI-GC/MS. Differences in accuracy between systems and methods were partly attributed to differences in focusing trap temperatures, possible coelution of compounds, lack of IS and/or differences in concentration and range of calibration standards. The differences of calibration range and concentration of calibration standards used by each lab appeared to be the main issue for the large discrepancy in analysis of biomarkers between labs and methods. The analysis of a DPM sample showed more variability for the PAH and biomarkers due to the concentration of these compounds being near the limit of detection. Variability of \(n\)-alkanes was also high due to possible misidentification with similar branched alkanes or overestimating from coeluting peaks caused by sample with a matrix. Low RAs were observed for the TD-GC/MS analysis of the heavier \(n\)-alkanes, suggesting incomplete transfer of these heavier compounds to the GC column. The analysis of the ambient PM filter sample by the different TD-GC/MS systems showed good comparison between each other.

Overall this study demonstrates that different TD-GC/MS systems could provide similar results for the analysis of particulate organics from real-world point source and ambient PM samples. However, care must be taken to ensure complete desorption of heavier compounds when a sample containing a ‘dirtier’ matrix is analysed. Different types of liners with less-active site may be used to prevent analytes from losses and trapping. Optimised desorption parameters such as higher desorption temperatures and longer desorption times should be used to completely transfer analytes from sample filter to the GC column.

Future investigations should be designed in such a way that the same calibration and IS for all chemical classes would be distributed to all participating laboratories to assess the effects of the different analytical systems versus errors in calibrations.
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