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Abstract Scientific software production dates back to the days before the computer science discipline obtained its own name. Over the past 76 years, scientists have been producing software, which means that most of the modern techniques and software engineering methods available these days did not exist while part of this process was taking place. Change-driven development was born as a new approach to maintain and develop scientific software. Founded on the principles of software essence (changeability, complexity, intangibility, and conformity), integrated development tools, and automated source code transformation. This new, agile approach takes change as a working unit devised to drive the entire development process, which is performed in a four-stage cycle. One of the most interesting approaches to apply change-driven development on scientific software is to update, modernize and even parallelize sequential programs that have been written 20 or 30 years ago and are still running in production environments. This process will be thoroughly described and implemented. Two successful case studies will be presented and analyzed in depth.
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1 Introduction

The first attempts at scientific programming on computer machines were made in the 1940’s and 1950’s by the computational simulation of nuclear explosions of Von Newman [87], the ballistic trajectory computations of Dederick [26], the first stored-program computer [17,74], and the first weather forecast that ran in a computer based on Berjkess equations Jule Charney who performed the first automated regional weather forecast on a computer in 1949. This model ran on the Electronic Numerical Integrator And Computer (ENIAC) [30,54]. The only development process which was known at the time was “Code and Fix.” Scientists had been producing software before the term “software” was coined by Tukey [86], or the concept of “byte” being mentioned by Brooks, Blaauw, and Buchholz [15], or the waterfall development process was created by Benington [11].

Nowadays, scientific programming is the ancient kind of software ever produced, and most of it was built in Fortran. It is the most long-lived programming language [4,56,60], which has been widely used by scientists to produce a profuse source code ever since it came into existence; it has come to be known as the “de facto” scientific programming language [6,43,72,76]. The first edition of the Fortran user manual was published on October 15, 1956, by a team from IBM run by Backus [4]. Throughout its long-lived existence, it has experienced a singular evolution which resulted in this programming language to be the first one to be ever standardized [2,75], among other things. Fortran has survived 60 years of changes within the computer science, it has adapted to programmers’ needs in keeping with the times and technology. While according to “popular culture” of modern software development, Fortran is an outdated, fossilized, outmoded and obsolete programming language, its history and its evolution proves the polar opposite by boasting a dynamic language which has adapted to the needs of programmers. In order to perpetuate these positive qualities this language adopted a noteworthy evolutionary process that evolved on both fronts the formal one through the standards, and the pragmatically one through the industry. This process has been managed to maintain backward compatibility to such a degree so that programmers can compile a Fortran 66 program by using any modern compiler available.

One interesting affirmation about the role that scientific software plays has been proposed by Judith Segal [62]. She asserts that scientific software acts as a medium by which a erstwhile generation of scientists can transmit the knowledge encapsulated in software to a next generation of scientists. This pronouncement reflects the hereditary and legacy nature of knowledge and software. Throughout the last six decades computer science has evolved in a vast set of different fields including software engineering [81]. If the evolution of scientific software is compared with other kinds of software, it can be seen that the former has taken a different path in that it was slower than the latter. Furthermore, scientific software not only seems to stay one step behind other kinds of software but it also seems to have taken a totally different approach. Some authors describe this phenomenon as the “gap,” the “chasms” between software engineering and scientific computing [8,44,58]. In this article, a new approach for scientific software development is introduced. This new technique has been called change-driven development (CDD). This new idea is founded on Brooks’ four soft-
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ware essence: changeability, complexity, conformity and invisibility; especially on changeability [16]. Another fundamental approach that contributed to CDD foundations is Ralph Johnson viewpoint “Since most programmers are working on software that they did not start, their view of programming is that it is the process of converting one version of software to the next. In other words, software development is program transformation” [42]. Under this viewpoint the idea that most software projects are built from nothing could at least be considered naive, specially when working with scientific software. Change-driven development adopts change as a unit of work which is based on automated and integrated analysis and transformation tools and uses an iterative and incremental cycle to software development or maintenance.

In this article, change-driven development is introduced as an alternative software maintenance and development process for scientific software building. The process is thoroughly described and applied on an example.

The structure of this paper is as follows. Section 2 the theoretical focus and related works are described. Section 3 describes the main features that characterize change-driven development. Additionally, Sect. 4 presents a thorough descriptions of CDD and their components. Sections 5 and 6 present two step by step examples of CDD usage on Fortran source code. Finally, Sect. 7 presents conclusions and future work.

2 Theoretical focus

Traditional software development processes or the so-called plan-driven software development processes that “approaches along a spectrum of increasing emphasis on plans, ... In this context, the term “plan” includes documented process procedures that involve tasks and milestone plans, and product development strategies that involve requirements, designs, and architectural plans” [13] seems not to be widely used or at least frequently used by scientist to produce their software. One thought-provoking assertion about the role that scientific software plays has been proposed in [62] by Judith Segal. In this research work, it is asserted that scientific software acts as a medium by which a former generation of scientists can transmit the knowledge encapsulated in software to a succeeding generation of scientists. This assertion reflects the hereditary nature of knowledge and software. Additionally, it is important to note that a set of statements claiming the existence of a gap, chasm or significant divergence between scientific software production and commercial software production has been found in bibliography. If the evolution of scientific software is compared with other kind of software, it can be seen that the former has taken a different path in that it was slower than the latter. Furthermore, scientific software not only seems to stay one step behind other kind of software but it also seems to have taken a totally different approach. Some authors describe this phenomenon as the “gap” or the “chasm” between software engineering and scientific computing. The current software building practices used by computational scientists often bear little resemblance with those promoted by software engineers [8,20,28,37,44,79]. There exist a set of different reasons to explain this fact, a possible one could be that it is commonly found that the role of the end-user and programmer fall upon the same person [8,20,37,44,45,79,80,89].
Even when hardware and computational power is growing at an ever accelerating rate, computational science seems to be lagging behind [28,89]. Among some of the alleged reasons for the aforementioned mismatch in scientific software development, the complexity of the domain can be highlighted [79,80]. A second factor could be the low value scientists ascribe to software developing knowledge and skills [8,20,79]. Third, lack of software engineering training and the horizontal quality of teaching, where knowledge is passed down from scientist to scientist, both actors having the same level of programming competence [8,89].

Also, scientists are somewhat reluctant to use and apply modern programming tools such as integrated development environments (IDE) [8,19,20,89]. In spite of the existing mismatch between software engineering and scientific computing, the programs created by scientists tend to be successful [69,78].

2.1 Related works

The idea of applying automated transformation on existing source code to introduce changes on it has been studied by software maintenance for years. It would be naive to think that each new version of an existing program is built from the very beginning, as a result it can be thought that “software development is program transformation” [42]. Many development processes have been conceived to build software from nothing, such as: the spiral software development process, the cascade model, the rational unified process, among others. Under that premise, it is only logical to assume that a software system is built from scratch. On the other hand, applying changes to an existent program is called Software maintenance. The IEEE defines maintenance as “Modification of a software product after delivery to correct faults, to improve performance or other attributes, or to adapt the product to a modified environment” [40].

Taking into account this definition, software maintenance or software re-engineering seems to be a especial case and has to be treated as an exception within the development process [42]. In contrast with this declaration, it is widely studied that the maintenance stage is the most resource consuming stage in a project, so it can be considered that building software from the very start is an exceptional case of software development and modifying preexistent software is the norm [42].

With its onset in the 1970’s, the maintenance stage began to acquire relevance within the software development process. This stage has been divided into three different dimensions [82]. Toward 1972, an author described software maintenance as an Iceberg, this is the start of the idea that software maintenance stage has hidden features inside [18]. En 1976, E. Burton Swanson described three software dimensions for maintenance [82]:

1. Adaptive maintenance: “Maintenance performed in response to changes in data and processing environments may be termed adaptive maintenance. The timely anticipation of environmental change is necessary to insure effective performance of this type of maintenance.”
2. Corrective maintenance: “Maintenance performed in response to failures of the above types may be termed corrective maintenance. Especially where processing
failures are concerned, a diagnosis of the causes of failure constitutes a significant portion of the task for this type of maintenance activity.”

3. Perfective maintenance: “Maintenance performed to eliminate processing inefficiencies, enhance performance, or improve maintainability may be termed perfective maintenance. Its aim is to make the program a more perfect design implementation. It is undertaken when “justified,” i.e., when the improvements to be achieved outweigh the costs of making those improvements.”

A fourth dimension has been introduced in another research study, called Preventive Maintenance: “the modification of a software product after delivery to detect and correct latent faults in the software product before they become operational faults” [41]. For many years, researchers and the industry have focused on finding and studying possible ways to improve the software development process and its maintenance stage [51]. According to some research studies, software has been characterized by four essential properties: complexity, conformity, changeability and invisibility [16] as well as laws describing software evolution throughout time [50–52]. These properties directly affect the process of software maintenance. This stage in the development process has been taking relevance over the last years. Toward the year 1969, the calculated percentage of effort required in the maintenance step, within the software development process context, was between 40 and 60%. By 1978 [53], some authors made reference to those numbers published in another research article on software maintenance published by Rigs 10 years before [73]. In 1979 the relative cost of the maintenance stage according to [90] was near 67%, other research studies written in this decade hinted that this value would come close to 70% [12]. Toward 1981, the relative maintenance cost amounted to 50% in over 487 organizations, which positioned this cost between 50 and 75% according to [55], remaining within those levels according to [39,71] in the years 1988 and 1990, respectively. This trend was regarded as a gradually falling value as from the 1990’s. Rather surprisingly, this tendency continued on its upward trend and amounted to 75% of the total relative cost [29]. It came to the point of reaching more than 90% of the total relative cost of project [24,32,35,61,77,88]. Although it is true that all these values have been calculated through different methods and techniques, it is also a fact that these numbers are also undeniable proof of how costly, complex and important the maintenance process is.

We have not found a complete development process identified, integrated, implemented, and tested on at least some example applications for scientific software evolution/enhancement. We do not claim to provide a closed and absolutely complete tool, but a proposal on a complete process with a proof of concept implementation, showing several important details, including an integration on an existing IDE (Photron [22,63]) on which it would be possible to test the whole process. Furthermore, we have selected an open source tool because we think the maintenance process can be highly enhanced by different developers, each one providing specific implementation details. Being the Fortran scientific software in production for decades, we think it is important to have a specific process for enhancing, updating, and including new optimizations and parallelization facilities in Fortran code.
2.1.1 Software maintenance numbers

One of the fundamental aspects on which this work is based are the numbers derived from software maintenance process. There are no instances of research work to estimate the exact number of lines of source code in existence nowadays. Some estimations are:

- G. Booch estimates that 1.000.000.000.000 of lines of source code new or modified were produced cumulatively between 1945 and 2005 with an annual increase of 35.000.000 of lines of source code. [14].
- Kontogiannis et al. [46] estimates the number of lines of source code at the beginning of year 2000 was 800.000.000.000 in the entire world.
- Lammel in [47] also estimates the number of lines to be 1.000.000.000.000, 30% of them written in COBOL (225 millions), 20% written in C/C++ (180 millions), 10% in Assembler (140 to 220 millions) and 40% written in other languages (280 millions).

The number of lines of source code in maintenance process was estimated to be 200.000.000.000 in 2001 by [32]. The software maintenance process cannot go unnoticed. The lack of information and up-to-date data on the software that is in maintenance process nowadays is unsettling.

2.2 Source code restructuring

Considering the cost and the complexity involved in the software maintenance stage, researchers have focused, throughout these last years, on the improvement of software development techniques and tools to be used in this process. In this research, the term “restructuring” has been tracked back to its first possible use as a concept. According to Arnold restructuring is defined as: “software restructuring is the modification of software to make the software easier to understand and to change, or less susceptible to error when future changes are made” [3]. A broader and more general definition for source code restructuring is the one given by Chikofsky [23] in his work “reverse engineering and design recovery: A taxonomy”: “restructuring is the transformation from one representation form to another at the same relative abstraction level, while preserving the subject system’s external behavior (functionality and semantics).” In the definition provided by Chikofsky, that the source code restructuring should be viewed as a transformation to be applied on the existent code to obtain another representation is made clear. In most cases, this representation is better than its preceding one in that it preserves both the abstraction level and the external behavior. According to Chikofsky, the term restructuring covers a wide spectrum of transformations that do not only serve as source code but they can also be used to transform data models, requirement structures, and design blueprints. For instance, data normalization process is, to this author, an exemplar of data transformation that implies improvements on the logical data model [23].

Restructuring comes into being as a necessary process behind the implementation of software maintenance due to its most essential characteristics (complexity, conformity, changeability, invisibility) [16] and with the purpose of reducing the costs
stemming from maintenance. At the same time, the inherent complexity of software is exacerbated even further when the already existent software must undergo changes of any of the following kind: corrective, adaptive, perfective or preventive. This creates a vicious circle that turns software increasingly complex to be handled. Bearing in mind the aforementioned principles, restructuring has the objective, according to certain viewpoints, of lessening software complexity through the implementation of incremental improvements on its internal structure [3,36].

There exists a particular case in bibliography that refers to systems built under the object-oriented programming paradigm which is also labeled as Refactoring. This label is nothing but the same concept with a different name. Source code refactoring is basically the object-oriented variant of restructuring [59] whose definition according to Martin Fowler is: ‘the process of changing a [object-oriented] software system in such a way that it does not alter the external behavior of the code, yet improves its internal structure” [33]. A problem that is typically associated with source code restructuring is the application of such restructurings manually. This manually applied process tends to be costly and error-prone [36], as a result the application of automated tools to carry out these source code transformations becomes paramount.

2.2.1 Restructuring or refactoring Fortran source code

One of the most salient features to Fortran is its longevity, its beginnings and the first source code restructurings studies date back to the late 1960’s and early 1970’s. Throughout its first stages there was an attempt to structure and restructure specifically for Fortran source code called “spaghetti code” [5,25,31,34,38]. Over the last few years, there have existed many research studies aimed at automatically restructuring Fortran sequential source code by applying automated tools to fulfill the objective of parallelizing it [7,27,49,70,83–85]. Other research studies have conducted Fortran source code restructuring [65–68] by implementing such transformations as source code refactorings. The approach proposed in this work will take advantage of AST (Abstract Syntax Tree) transformations as implemented in previous works.

3 The change-driven development process

While there are several proposals (some of them unrelated to each other and with different objectives) and implementations for Fortran source code transformations and there is not a complete process, we have decided to propose this one. Actually, we have worked for several years specifically on Fortran source code transformations for high performance computing [84] and this proposal can be considered as resulting from that experience and the related work mentioned above.

The approach, whose spirit entails accepting and embracing change, is the one at use within the so-called light-weight or Agile Methodologies. Almost all of them are based on the “Manifesto for Agile Software Development” [10]. Agile methodologies have been gaining momentum in the past two decades, such as XP, Scrum, Test-Driven Development (TDD), to name but a few. Bearing in mind that changeability and the continuous pressure to change are two essential features of software [16] and
the maintenance process is the most resources-consuming stage within, the need to define a change-driven software development process become a must. There exist many development processes; yet, none of them is specifically based on the essential feature of software: change for its own sake.

### 3.1 From the unknown to the well known

One of the initial tasks of the Fortran legacy software maintenance is focused on understanding the software that is being dealt with. Although this assertion appears to be trivial, it can become fundamental at the time that source code written by third parties comes into play. This comprehension process becomes even more complex when one is working with programs that are 20 or 30 years old in that even the way in which source code was written may be difficult to understand. Therefore, finding a process that comes to exist out of the unknown is fundamental. The unknown, in this case, is understood as Legacy Source code written by others. Such process should leave programmers with a well known, comprehensible, readable and up-to-date source code. It is sometimes troublesome to extract knowledge out of source code written by another programmer easily as this code may be cryptic and intricate, among others. As has been discussed above, new software development stemming from already existent one is more widespread than the one started from scratch. In fact, building libraries and components that can not be re-utilized would not make sense. Bearing in mind that changeability and the continuous pressure to change are two essential features of software [16] and the maintenance process is the most resources-consuming stage, the need to define a change-driven software development [56] process becomes a must. This approach, whose spirit entails accepting and embracing change, is the one at use within the so-called light-weight methodologies. Almost all of them are based on the “Manifesto for Agile Software Development” which claims the following notions [10] This vision toward software construction is considered to be an approach driven by change as they run counter to the ones utilized by classic methodologies which are driven by a plan. An important aspect in the light of this vision to be borne in mind is that change should be viewed as an essential software feature [16]. Along the same lines, the project development process is centered on two of the four essential features of software [16]. To this end, this process should be guided by changes or transformations to be applied on software. It can be stated then that a change-driven development process is synonymous with a “Transformation-Driven Development.” Although these two concepts seem to bear a high degree of resemblance throughout this research study, this process will be referred to as “change-driven development” or CDD.

### 3.2 Change-driven development process

A change-driven development Process could be thought of as an Agile Methodology when it comes to maintenance and scientific software development-related purposes. There is a high likelihood that this process may be extended to any kind of software. It is characterized by:
1. *It is focused on change* Given that change is one of the essential properties of software [16] CDD possesses change as a minimal unit of work. One change is to belong to one of these four characterizations: corrective change, adaptive change, perfective change, preventive change. Thus, a single change will be the unit of work in which several software development core activities will be performed: requirement, analysis, design, implementation, testing, and deployment, as shown in Fig. 1, where each one is identified by its initial letter (RADITD).

2. *It is tool centered* In this development process, tools are considered as important as change itself. It is almost inconceivable to believe that nowadays software can be constructed without making use of some kind of development tool. From this perspective, tools are conceived of as a means to apply the process itself. Programmers and other members of development teams must rely on such tools for the purposes of identification, comprehension, transformation and software verification.

3. *It is an iterative and incremental process* The concept of iterative and incremental process came into being in the 1930’s and 1940’s out of the initial work conducted by Walter Shewhart in the Bell Labs. The spirit of this concept involves performing small cycles of “Plan-Do-Study-Act” [48]. This concept was later on revisited in 1940’s by a man who is considered the father of Quality W. Edwards Demings [48], who put forward his famous cycle “Plan-Do-Check-Act.” Strangely enough both author are considered the fathers of the modern concept of quality. Broadly speaking, the spirit of this Iterative and Incremental Process resides in the building of a problem solving skeleton and in the fulfillment of small work cycles (called iterations). Out of performing these tasks, the solution to the problem will arise out of the application of the process in its entirety [9].

Taking into account the features that a change-driven development process must have, a first description of such process will be thoroughly described. Let us contemplate in this approach that a change is considered to be any variation in the state of any artifact that is involved in the software development process. The concept or vision of change or transformation is applicable to more artifacts other than source code. This process can be performed either from an already existent list of changes or a special iteration can be produced to obtain such list. As a following step, starting from a change to be applied to the system, this process comprises four stages: comprehension, transformation, verification, and feedback. Once these four stages have been covered, a change will be applied into software. For this purpose, the central
core activities of software development (requirements, analysis, design, implementation, tests, and deployment) will be performed with different intensity in keeping with this specific change; undoubtedly some other supporting activities will be performed (documentation, management, software quality assurance, among others). At the end of such process, the change will be introduced into the system, as shown in Fig. 2.

Within the four stages of the change-driven development software process, a specific work flow has been defined. The work flow is viewed as the study of the operational aspects of an activity in which some facets are focused on, such as how tasks are structured, how tasks are performed, the sequence to be performed should be, how they are synchronized. In this case, when working with scientific software, the defined work flow comprises the following steps:

1. The establishment of an initial version of source code.
2. The transformation source code.
3. The verification of the obtained source code.
4. The validation of numerical results.
5. The acceptance/rejection of the applied change based on numerical results.
6. The documentation.

One fundamental feature of this process, as described above, entails the development tools to be utilized. It is of utmost importance that the biggest number of
development tools available to be used are integrated in the same application. In other words to perform an operation on the source code it may not be necessary to change the current tool. For example, if it is necessary to run a source code analyzer, such tool should be integrated in the same program in which the programmer is editing. This assertion could seem trivial or insignificant but it is not unimportant. In the tool review performed in previous studies, most of these tools were standalone or independent programs. One distinctive feature of this kind of tools can be found in their complexity. To perform such type of tasks using the search and replace technique may not be fruitful.

4 The four stages

In the development process called change-driven development proposed in this research work, four stages are clearly defined: (1) comprehension, (2) transformation, (3) verification, and (4) feedback.

4.1 Comprehension stage

This stage is intended to understand and comprehend the source code which is being dealt with through the application of different development tools to such end. Some examples about the type of information that these tools should provide are: symbol table, static call tree, complex metrics (the longest, the most called, the most used routine), code coverage, among others. In the case of Fortran, more specific information about the programming language could be: common blocks areas, obsolete language features utilization, number of entry points within a routine, number and type of branch of GOTO statement (conditional forward branch, conditional backward branch, unconditional branch, among others). A list of changes to be applied to the source code will be obtained as a result of this stage.

4.2 Transformation stage

In this stage, the application of source code transformations detailed in the list obtained in the previous step that serves as a tool to improve and update such program will be performed. These changes will be introduced through automated source code restructuring tools that should be integrated and provided by the development environment. In the same way as within test-driven development, tests become paramount; within change-driven development, tools also become of utmost importance. In this stage, the required test will be built in order to verify the changes.

4.3 Verification stage

In this stage of the process, the applied changes must be verified in order to ensure the their correct application. It is important to highlight that the description of the process, activities and tasks belonging to this stage are by themselves an entire research area that exceeds the scope of this work. Regarding scientific software, verification involves a numerical validation task of the program results.
4.4 Feedback stage

This is the final stage (that every process should have) in which all the information regarding the process should be collected, processed and used to provide feedback to the next cycle of the process. This stage is also known as lessons learned or postmortem analysis. Basically, metrics and relevant information that can contribute to improve the process in the next iteration are collected. Additionally, in this stage, the list of changes can be modified by adding other changes to be performed in the next iterations.

4.5 The work flow

In the following subsection, a thorough description for the steps proposed for the work flow to be applied by change-driven development for scientific software will be presented.

4.5.1 The establishment of an initial version of source code

In this stage, a clearly outlined point of departure will be settled to apply the defined change. When working with preexistent source code, its current version will be fixed as the starting point. In fact, this is an instance of handling of legacy code. If there is no source code to work on, elicitation requirements and design techniques will be applied in order to obtain an initial list of changes to be performed. It must be taken into account that the starting point of the process is the absence of any kind of software and the change to be applied would be the analysis and design of the requirements to fulfill the program functionality.

4.5.2 The transformation source code

As a first task of this step, tests will be defined in order to verify that the source code transformation will be successfully carried out. The change defined in the previous step should be taken as a starting point for the source code transformation to be performed. Given the absence of source code, the design will be transformed into implementation which will lead to the creation of the new source code. Such transformations will be applied by using automated restructuring source code tools integrated within the development environment for the former scenario, and for the latter (absence of source code), the integrated development environment text editor will be used to implement new source code.

4.5.3 The verification of the obtained source code

All the tests that have been built in the previous stage in order to verify the source code transformed functionality must fulfill the initial requirements. Should any of these tests fail in this stage, the previous stage must be performed again.
4.5.4 The validation of numerical results

In this step, scientific software should require a numerical validation. This validation can be optional and it aims to contrast the obtained results with the expected ones. Although this task could be performed by applying tests, a specific numeric validation stage may also be required.

4.5.5 The acceptance/rejection of the applied change based on numerical results

Once the last two steps have yielded favorable results, they will be compared with the criteria set in order to accept or reject the new product version.

5 First case study

In this section, an example written in FORTRAN extracted from the book Numerical mathematics and computing [21] will be utilized. One relevant aspect of this example lies in the fact that in a latter edition of the book, from 2003 [21], the author made changes to his source code examples and updated them to a Fortran 90 version. In that way, those transformations or changes applied by the author can be used as contrast with the ones made by the proposed process in this research. The FORTRAN77 version of the program evaluates a function derivative at a certain point. This source code can be seen in Fig. 3, and the list of changes to be applied to the following program comprises: (1) Produce free format source code, (2) use lower-case Fortran statements, (3) use lower-case identifiers, (4) introduce implicit none, (5) replace old style DO loops, (6) remove unreferenced labels, (7) remove unnessesary statements, (8) add identifier to end program, (9) generate variable/s from DATA in the main program, and (10) generate parameter/s from DATA.

```
PROGRAM FIRST
C NUMERICAL MATHEMATICS AND COMPUTING, CHENEY/KINCAID, (c) 1985
C C FILE: first.f
C C FIRST PROGRAMMING EXPERIMENT
C DATA N/25/, H/1.0/, X/0.5/
F = SIN(X)
G = COS(X)
DO 2 I = 1,N
H = 0.25*H
D = SIN(X + H) - F
Q = D/H
E = ABS(G - Q)
PRINT *,H,D,Q,E
2 CONTINUE
STOP
END
```

Fig. 3 FIRST.f source code
5.1 Process application

Taking into account the ten-changes list outlined above, an iterative process on of the process for each change of the list will be carried out. A well-known version control system tool, git, will be used, along with the Eclipse plug-in also known as Egit (http://eclipse.org/egit).

5.1.1 Change #1: Produce free format source code

The initial version of the source code is that of Fig. 3 and Once the initial version has been set, the run output results of this version will be generated. After these steps have been fulfilled, the commit of the initial version of the source code for the first change/process iteration along with the results of such execution will be performed.

The Change to Free Format to be applied is closely connected to one characteristic of Fortran that dates back to its very origins [2,4], which renders the source code hard to read and understand. An additional important aspect is that fixed format allows for spacing through statements or through a variable name, for instance “DO 100 I = 1, 10” instead of “DO 100 I = 1, 10.” This language feature played its part, for instance, in the failure of the space probe MARINER I. Even when this source code transformation has been referred to as a “pretty printing” one, the previous statement indicates it is not necessarily the case.

The Transformation has been implemented as a Photran refactoring called “Change to free format”. The approach at use can parse the instruction of the language correctly as well as conduct pre and postvalidations to ensure behavior preservation. Such source code transformation has been implemented throughout this research study. It has been included in the IDE tool menu option. A view with differences is displayed in order to preview source code before and after changes. Along with this transformation, the comment characters in keeping with the free format of Fortran 90 standard have also been replaced. Actually, in this particular example, the new version of the program only has different character comment lines as can be seen in Fig. 4.

The following step entails the verification and validations of the results. In this case and due to the simplicity of the source code, it has not been necessary to write any type of unit test. If any unit test has been written, it must be executed in order to ensure that such change has not had an undesirable impact on software. The results of the program execution having undergone a transformation/change are compared with their prior version once the program execution results have been yielded. The numerical results
Fig. 5  Change 2

```
program FIRST
  ...
data N/25/, H/1.0/, X/0.5/
  ...
do 2 I = 1,N
  ...print *,H,D,Q,E
  continue
  stop
end
```

have not been altered after the transformation. The first iteration of the process has been performed satisfactorily and, thus, it is committed.

5.1.2 Change #2: Use lower-case Fortran statements

The initial version of the source code as well as the numerical results have been produced in the previous change, so they are directly available. This source code transformation is needed because in older versions of Fortran, programmers had to use only upper-case letters in their code. Such condition was removed from the Fortran standards at least since Fortran 90 standard [1]. Furthermore, Fortran language does not distinguish between reserved words and others identifiers. Programmers can find variables whose names are the same as a language statements, such transformation can not be performed by using a pattern matching or search and replace techniques. This source code transformation has been implemented as a Photran refactoring by traversing the program AST and by changing only those identifiers that fulfill the role of a Fortran statement from upper-case to lower-case, as schematically shown in Fig. 5 (take into account the initial version of Fig. 3).

The numerical results are identical to the previous version, thus the change is accepted and committed. Actually, this new source code version will be the initial version for the next change, and this situation will be repeated for every successive change/process iteration.

5.1.3 Change #3: Use lower-case identifiers

In this case, like in the previous iteration, the AST approach must be used to determine which names are identifiers and which names are program statements or literal expressions. The source code transformation has been implemented in this research work and contributed in the official Photran 8.1 distribution. Once the change has been established and performed, the source code is ready to be compiled and the program must be run in order to validate and verify the obtained numerical results. If a set of unit tests exist, they must be run in this step. The numerical results obtained have not shown any difference from the previous ones after the change has been applied. A little bug that consists in variables within a block in the DATA statement has not been modified in such transformation. In order to continue with the process, the bug was reported and the remaining change was performed manually within the DATA block, as shown in Fig. 6.
5.1.4 Change #4: Introduce implicit none

Implicit declaration of variables has been allowed since the first Fortran standard, and it implies that a variable name serves as an identifier and at the same time as a type definition: “The name employed to identify a datum or function carries the data type association.” The implicit variable declaration carries a set of drawbacks such as bugs introduced by: typing errors, wrong data type assignment, and values and range control, among others. Since it is desirable a programming approach not allowing implicit declaration, the Fortran language has defined the implicit none statement, which forces programmers to declare all variables specifying their data type. The source code transformation will take advantage of the Photran VPG (Virtual Program Graph), which contains the symbol table. The symbol table has the necessary information to determine the data type, whether a token is an identifier or not, and finally whether such token has been implicitly or explicitly declared in order to modify the AST to be compliant with the data explicit declaration.

Once the source code was applied, and as a result of the feedback stage, it was noticed that variables were declared one per line. It may be interesting to introduce a new automated source code transformation which allows programmers to group or shrink a set of variable declarations split into different lines into a single line. Given that this new source code transformation does not exist and is not implemented, such shrinking will be manually performed. The resulting source code after introducing implicit none by declaring variables is shown in Fig. 7.

The change was successfully tested because it produced the same output of the previous version (which is the same as the original version, actually) and, thus, it is accepted and committed as part of the process.

5.1.5 Change #5: Replace old style DO loops

One of the most interesting statements from the scientific computing view point is precisely the DO statement. Basically, this statement usually performs more than the
Change-driven development for scientific software

Before Change

```
program FIRST
  data n/25/, h/1.0/, x/0.5/ ...
```

After Change

```
program FIRST
  implicit none
  real :: d,e,f,g,h,q,x
  integer :: i,n
  data n/25/, h/1.0/, x/0.5/ ...
```

Fig. 7 Change 4

Before Change

```
...  
do 2 i = 1, n
  h = 0.25*h
  d = SIN(x + h) - f
  q = d/h
  e = ABS(g - q)
  print *,h,d,q,e
  2 continue
  stop
end
```

After Change

```
...  
do i = 1, n
  h = 0.25*h
  d = SIN(x + h) - f
  q = d/h
  e = ABS(g - q)
  print *,h,d,q,e
  2 continue
  end do
  stop
end
```

Fig. 8 Change 5

90% of the computing in a scientific application. There are many different syntactical ways to write the same Fortran loop, such as

```
.......
DO 110 I=1,10  DO 100 I=1,10  DO I=1,10
DO 100 J=1,10  DO 100 J=1,10  DO J=1,10
MATRIX(I,J)=0  MATRIX(I,J)=0  MATRIX(I,J)=0
100 CONTINUE    ....    END DO
110 CONTINUE    ....    END DO
.......
(A)          (B)     (C)
```

Versions (A) and (B) preceed the structuring programming concept, especially the (B) form, that is called Shared Do loop termination, and has been marked as obsolete in the Appendix B of the Fortran 90 standard. One of the most desirable features that source code should possess is that it must be easy to understand and easy to read. This fact is especially important when working with source code to be parallelized due to the fact that such parallelization is still performed (mostly) manually. In this research work, an automated source code transformation that changes old Fortran style Do loops into a more updated and structured format has been implemented [57]. This automated source code transformation has been part of the Photran 6.0 distribution. The source code transformation is schematically shown in Fig. 8.

Note that the code inside the Do loop is indented, so it becomes even more readable. It is worth mentioning that the continue statement could be deleted in this stage, but given that there are many different ways of using it in the context of Do loops (such

```
as in shared Do loop terminations) it has been decided to leave the continue to be analyzed by another source code transformation: Remove Unnecessary Statements. Old style Do loops are replaced successfully, since the program still generates the same output, so this new version is committed and taken as the initial version in the next change/iteration.

5.1.6 Change #6: Remove unreferenced labels

As a result of source code transformations some labels are not referenced anymore. This is the case specifically after replacing old style Do loops have been removed: the labels in continue statements or those in the statement with shared Do loop termination are probably not referenced anymore. Removing unreferenced labels has been implemented in this research work as part Photran, and the result of the automated source code transformation can be schematically seen in Fig. 9.

It has to be taken into account that every step toward removing labels is also a step to avoid spaghetti code, since goto statements necessarily need labels. Even when in this simple case the analysis is straightforward, labels are hard to maintain/keep track in many lines of code. The source code change has been verified as correct by running the program and comparing the output with the original version.

5.1.7 Change #7: Remove unnecessary statements

In this stage, statements like continue and the final stop will be removed from source code due to the fact that none of them provides functionality to the program. More specifically, the continue statement is useless after replacing old style Do loops, where they become equivalent to the assembly language instruction No Operation. The final stop statement has been used in the oldest fortran standards as the last executable program instruction before the end of the program due to the fact that the end statement was not and executable statement until Fortran 90. This automated source code transformation has been identified through the comprehension stage, and it is a good candidate to be implemented in order to contribute to the tool. Due to the fact that this source code transformation is not implemented, such transformation has been performed manually by following the workflow proposed for change-driven development. The resulting source code can be schematically seen in Fig. 10.

As expected, this source code transformation has not introduced any change in the program behavior and, thus, the change is committed.
5.1.8 Change #8: Add identifier to end program

As explained above, the end statement has not been considered an executable statement until Fortran 90 standard. In addition, there did not exist any of these combinations: end program, end function, and end subroutine. Adding the identifier to the end of program helps in readability as well as being an initial step to add identifiers to the end of functions and subroutines. The resulting source code is shown in Fig. 11, where an indentation has been manually added.

5.1.9 Change #9: Generate variable/s from DATA in the main program

When a variable is declared within a DATA block, it implies that such variable has the SAVE attribute except if the declaration of this variable is performed within a named COMMON BLOCK. Variables with the SAVE attribute are equivalent to those of the C language with the static attribute. The program variables \( n \) and \( h \) of the example do not have any clear reason to be defined with the SAVE attribute, and they could be initialized in an assignment. Taking into account that explicit variable declarations have been made in Change #4: Introduce implicit none, there is only one more check to be made: if the variables are assigned in the program, then they should be initialized in the code, otherwise they are Fortran parameters. The resulting the source code transformation, applied manually, can be seen in Fig. 12.

Even when this change has been applied manually, the implementation is rather simple, since as explained in Change #4: Introduce implicit none, the VPG and more specifically its symbol table can be used in order to identify how the variables are used.
5.1.10 Change #10: Generate parameter/s from DATA

The purpose of this source code transformation is to extract constant values from the DATA statements. In this case, the identifier $n$ could be considered a constant/Fortran parameter. The Photran tool has already implemented and integrated this transformation, and the resulting source code can be seen in Fig. 13.

This last source code change was also successful: it did not introduce any program output change and, thus, it is accepted and committed.

5.2 Results

The initial program was entirely written in FORTRAN 77, and thanks to the application of change-driven development it was possible to generate an up-to-date Fortran 90 version (see Fig. 14, where source code comments have not been included in order to make easier the visual comparison). This process was conducted almost entirely through the application of automated source code transformation integrated in its entirety within a development tool implemented as refactorings. This process has been conducted by 10 iterations out of which 7 are fully implemented and the other 3 are naturally derived from the CDD utilization.

The remarkable aspect about this source code example is the fact that a new edition of the book was released in 2003 by the authors [21] in which exactly the same example was presented, but in this edition the authors changed it to Fortran 90. The Fortran 90 version provided by the authors in the new edition of the book is almost the same as that in Fig. 14, which was generated as a sequence of CDD iterations/source code changes.
FORTRAN 77

PROGRAM FIRST
DATA  N/25/ , H/1.0/ , X/0.5/ 
F = SIN(X) 
G = COS(X) 
DO 2 I = 1 , N 
H = 0.25*H 
D=S IN ( X+H )−F 
Q=D/H 
E =ABS(G−Q) 
PRINT *,H,D,Q,E 
2 CONTINUE 
STOP 
END

Fortran 90 obtained by CDD

program FIRST
implicit none
real :: d,e,f,g,h,q,x
integer :: i,n
parameter ( n = 25 )
x=0.5 
h=1.0
f = SIN(x) 
g = COS(x) 
do i = 1,n 
h = 0.25*h 
d = SIN(x+h) − f 
qu = d/h 
e =ABS(g−q) 
print *,h,d,q,e 
end do 
end program FIRST

Fig. 14 Initial version versus resulting version

6 Second case study, including parallelization

This case study is based on a program which estimates an integral by using an averaging technique. The function to be integrated is:

\[ f(x) = \frac{50}{(pi \times (2500 \times x^2 + 1))} \]

from http://people.sc.fsu.edu/~jburkardt/f77_src/quad_serial/quad_serial.html.

Given that the focus is on parallelization with OpenMP [64], it has been decided to collect performance data of the initial version, so that it will be later available for performance analysis comparison. The performance data will be part of the data to be collected and used at least in the verification CDD phase. Thus, the next section will explain several simple steps to have an IDE project with this (legacy) code, for establishing an initial version with which performance data as well as numerical results will be collected.

6.1 Program install and profile

The program to be used can be considered as legacy code because it fits with the features described in the Legacy code definitions. Once source code has been downloaded, the Photran IDE along with PhotranLint (developed in this research work), will be the tool to carry out every step of each CDD iteration. Git has been used as control version software by using the eGit plug-in. Actually, the same environment used in the previous example/case study. A Fortran project is created within the Photran IDE: source code is loaded into the project. Once all the program files are loaded, some required compiler and linker options are set, as well as setting the version control in the IDE. Once all these steps were performed the program will be compiled for
the first time. Figure 15 shows the IDE summary for the project compilation. Then, the execution step is performed in order to obtain the program results as well as the execution profile. The program output is shown in Fig. 16, which does not seem to have any runtime/numerical error.

As a matter of fact, this example has been selected because the programmer provided the original output results. In general, comparing program outputs can be made with
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Original Execution | Initial IDE execution

| 14 December 2011 8:28:12.640 AM | 16 July 2015 6:25:48.719 PM |
|-------------------------------|--------------------------------|
| QUAD: FORTRAN77 version       | QUAD: FORTRAN77 version       |
| Estimate the integral of \( f(x) \) from A to B. \( f(x) = \frac{50}{(\pi \cdot (2500 \cdot x \cdot x + 1))} \). | Estimate the integral of \( f(x) \) from A to B. \( f(x) = \frac{50}{(\pi \cdot (2500 \cdot x \cdot x + 1))} \). |
| A = 0.00000                   | A = 0.00000                   |
| B = 10.00000                  | B = 10.00000                  |
| N = 10000000                  | N = 10000000                  |
| Exact = 0.499363              | Exact = 0.499363              |
| Estimate = 0.499371           | Estimate = 0.499371           |
| Error = 0.790784E-05          | Error = 0.790784E-05          |
| Time = 0.338820               | Time = 0.308151               |
| QUAD_SERIAL:                  | QUAD_SERIAL:                  |
| Normal end of execution.      | Normal end of execution.      |

14 December 2011 8:28:12.980 AM

Fig. 17 Output comparison

| index % time self children called name |
|----------------------------------------|
| <spontaneous>                          |
| [1] 92.3 0.07 0.17 MAIN__ [1]          |
| 0.17 0.00 10000000/10000000 timestamp_ [2] |
| 0.00 0.00 1/2 register_tm_clones [5]   |
| ---------------------------------------|
| 0.17 0.00 10000000/10000000 MAIN__ [1] |
| [2] 65.4 0.17 0.00 10000000 timestamp_ [2] |
| ---------------------------------------|
| 0.02 0.00 1/1 main [4]                 |
| [3] 7.7 0.02 0.00 1 f_ [3]             |
| 0.00 0.00 1/2 register_tm_clones [5]   |
| ---------------------------------------|
| <spontaneous>                          |
| [4] 7.7 0.00 0.02 main [4]             |
| 0.02 0.00 1/1 f_ [3]                  |
| ---------------------------------------|
| 0.00 0.00 1/2 f_ [3]                  |
| 0.00 0.00 1/2 MAIN__ [1]              |
| [5] 0.0 0.00 0.00 2 register_tm_clones [5] |
| ---------------------------------------|

Fig. 18 Profile data

small specific programs or even with standard ones (e.g., diff). However, the program output of this example is simple as well as text-only, so that it is possible a quick visual comparison, as in Fig. 17. It is worth to mention that every comparison can be made also inside the IDE, which automatically highlights differences in case they are found.

Figure 18 shows the runtime profile data, which is always easy to obtain via specific compiler switch/es and widely available programs such as gprof.

Only two source code changes will be made in this case: (1) produce free format source code, in order to enhance program readability; and (2) Do Loop parallelization with OpenMP [64], in order to show parallelization capabilities as part of the CDD already implemented in the IDE.
6.2 Change #1: Produce free format source code

The actual version of the source code is versioned by using the IDE plug-in, as in the previous case study. In this particular case, the profile data is considered part of the program output, which is not necessarily useful for this first change but for all changes related to performance evaluation. Figure 19 shows the resulting code, where different lines are highlighted by the IDE in order to aid the visual comparison. In this case study, two major changes have been made: (a) comment lines are changed to free format, i.e., preceding with the character `!` the source code comment, and (b) continuation lines are determined by adding the character `&` at the end of the line to be continued. As expected, the new version, in free format source code behaves as the original one.

6.3 Change #2: Do loop parallelization with OpenMP

This change/iteration of the CDD starts with versioning the output source code from the previous change, as proposed in the CDD workflow. Given that this change is devoted to reduce runtime, the program profile (Fig. 18) is analyzed in order to find out the specific code to parallelize. Two very well-known general guidelines are taken into account in the analysis: (1) the profile provides the function in which to look for parallel processing, and (2) Do loops are identified in order to add the corresponding OpenMP directives. Taking into account those guidelines, the Do loop in Fig. 20 has been identified. The automated source code transformation to parallelize the Do loop has been implemented as “Add OpenMP Directives” in the IDE [83]. The implementation checks every requirement to parallelize the Do loop by performing a set of analysis on the source code using the AST. If the Do loop can be parallelized, the OpenMP directives are automatically included in the code and the results are shown to the programmer, as in Fig. 21.

More specifically, Fig. 22 shows the source code before and after the change, where it is possible to identify the OpenMP directives automatically inserted by the tool in capital letters. Currently, the tool is able to identify many data dependences as well...
do i = 1, n
x = ((n - i) * a + (i - 1) * b) / (n - 1)
total = total + f(x)
end

Fig. 20  Do loop to be parallelized

![Image of Do loop to be parallelized]

Code Before

| Code Before          | Code After          |
|----------------------|---------------------|
| total = 0.0D+00      | total = 0.0D+00     |
| !$OMP PARALLEL DO &  | !$OMP PARALLEL DO & |
| !$OMP SHARED(b,a,n) &| !$OMP PRIVATE(x,i) &|
| !$OMP REDUCTION(+:total) | !$OMP END PARALLEL DO |

Fig. 22  Automated source code transformation: OpenMP Do loop parallelization

as some reduction variables. Once this source code change has been made and set the specific OpenMP compiler and linker options (in the IDE, as usual), the program will be able to run in parallel. This particular example was run in a dual processor computer, and Fig. 23 shows the diff view comparing sequential and parallel output runs.

The parallel runtime was 0.102887 s, while the sequential runtime was 0.320313 s, thus obtaining an improvement of about 33%, and the numerical results are the same. It is worth mentioning that the parallel version has been produced by the IDE by following a few and well-known and simple performance guidelines.
7 Conclusion and further work

In this research work, change-driven development (CDD) has been presented as a new development process to maintain Scientific Software. This new development process has been adopted under the hypothesis that software development is based on transforming and changing programs. More specifically, CDD is funded on:

- Change as a unit of work.
- Integrated Development Tools.
- An iterative and incremental approach.

Even though CDD has been initially intended to be applied on already existent (legacy) software, building software from nothing is considered an exceptional occurrence in which the transformation consists in starting from scratch. Many of the current supercomputing software is actually Fortran legacy software, and this the main reason of the current proposal being focused on Fortran.

An entire cycle has been designed for CDD and a proposed work flow has been applied and performed on two study cases. A FORTRAN 77 program has been updated into a Fortran 90 version by applying CDD almost entirely by performing automated source code transformations, most of them implemented in the Photran IDE. It has been proven that making use of such transformations the source code has evolved into a more modern version of itself. Also, a serial program has been parallelized using CDD, improving its performance about 33% on a dual processor computer.

Further work includes adding more support to Fortran programmers as well as extending the application range of CDD to software other than scientific software. In the latter case, the proposed methodology could be improved so that it can be exploited by the software industry in general. Adding further case studies could provide new insights in the many details involved in legacy software. It is also essential to provide and gather information on the utilization of CCD by programmers, building and applying metrics along this development process. Experience should be contributed to Integrate CDD to other IDEs due to the fact that development tools are paramount to the whole proposed process.
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