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Abstract
A non-negative function $f$ is said to be \textit{bell-shaped} if $f$ tends to zero at $\pm\infty$ and the $n$-th derivative of $f$ changes its sign $n$ times for every $n = 0, 1, 2, \ldots$ We provide a complete characterisation of the class of bell-shaped functions, resembling Bernstein’s identification of completely monotone functions with Laplace transforms of non-negative measures. More precisely, we prove that every bell-shaped function is a convolution of a Pólya frequency function and an absolutely monotone-then-completely monotone function. An equivalent condition in terms of the holomorphic extension of the Fourier transform is also given. As a corollary, we find various properties of bell-shaped functions. In particular, we prove that bell-shaped probability distributions are infinitely divisible, and that a random walk $X_n$ (or a Lévy process $X_t$) have bell-shaped distributions if and only if the distribution of $X_1$ is an extended generalised gamma convolution. We also link the rate of growth of the zeroes of $n$-th derivative of a bell-shaped function $f$ with numbers $p$ such that $f + pf'$ is bell-shaped. Our result provides a practical method for checking whether a given distribution is bell-shaped, and it is new even for one-sided distributions.
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1 Introduction

1.1 Bell-shaped functions

A smooth function $f : \mathbb{R} \to (0, \infty)$ is said to be bell-shaped if it converges to zero at $\pm \infty$ and if for every $n = 0, 1, 2, \ldots$ the $n$-th derivative $f^{(n)}$ of $f$ changes its sign exactly $n$ times. The notion of a bell-shaped function originated in the theory of statistical games (see Section 6.11.C in [5]). The prototypical example is the Gauss–Weierstrass kernel $G_t(x) = (4\pi t)^{-1/2}e^{-x^2/(4t)}$. Other examples include density functions of the Cauchy distribution: $\pi^{-1}(1+x^2)^{-1}$, the Lévy distribution: $\pi^{-1/2}x^{-3/2}e^{-1/x} 1_{(0,\infty)}(x)$, and the hyperbolic secant distribution: $(\pi \cosh x)^{-1}$. More generally, as can be easily verified by an explicit calculation, for every $p > 0$, the functions $(1+x^2)^{-p}, x^{-p}e^{-1/x} 1_{(0,\infty)}(x)$ and $(\cosh h)^{-p}$ are bell-shaped. It is much less obvious to prove that $(1+x^2)^{-1}(p^2+x^2)^{-1}$ is bell-shaped whenever $p > 0$; however, $(1+x^2)^{-1}(9+x^2)^{-1}(16+x^2)^{-1}$ is not bell-shaped; see Section 6.5 in [6].

Schoenberg conjectured that there are no compactly supported bell-shaped functions. This was proved to be true by Hirschman in [3]. The results of Schoenberg on total positivity imply that Pólya frequency functions, if smooth, are bell-shaped; see [12]. Gawronski claimed in [1] that density functions of stable distributions are bell-shaped; however, his argument contained an error, which rendered the proof incorrect unless the index of stability was in the set $\{2, 1, \frac{1}{2}, \frac{1}{4}, \frac{1}{4}, \ldots\}$. Since then, proving that the density functions of all stable distributions are bell-shaped remained an open problem for over 30 years. Recently, in [11], the second author resolved this problem for stable distributions concentrated on a half-line. An extension to distributions of hitting times of (generalised) diffusions was soon given in [4] by Jedidi and the second author. Finally, general stable distributions were proved to have bell-shaped density functions by the first author in [6], where a broad class of bell-shaped functions was described.

Here we prove that every bell-shaped function belongs to the class introduced in [6]. For this reason, before we state our main theorem, we first reproduce the main result of [6]. Following that article, we use the term strictly bell-shaped for the notion of bell-shape introduced above, and we say that $f$ is a weakly bell-shaped function if $f$ is a non-negative measure such that the convolution of $f$ with every Gaussian $G_t$ is strictly bell-shaped. Every strictly bell-shaped function is weakly bell-shaped, and every smooth weakly bell-shaped function is bell-shaped; see Corollary 4.4 in [6]. The following is the main result of [6].

**Theorem 1.1** (Theorem 1.1 in [6]) Suppose that $a \geq 0$, $b \in \mathbb{R}$, $c \in \mathbb{R}$, and that $\varphi : \mathbb{R} \to \mathbb{R}$ is a Borel function with the following properties:

(a) the level-crossing condition: for every $k \in \mathbb{Z}$ the function $\varphi(s) - k$ changes its sign at most once, and for $k = 0$ this change takes place at $s = 0$: we have $\varphi(s) \geq 0$ for $s > 0$ and $\varphi(s) \leq 0$ for $s < 0$ (see Fig. 1);

(b) integrability condition: we have

$$\left(\int_{-\infty}^{-1} + \int_{1}^{\infty}\right) \frac{|\varphi(s)|}{|s|^3} \, ds < \infty.$$

For $\xi \in \mathbb{R}\setminus\{0\}$ define

$$\Phi(\xi) = \exp \left( -a\xi^2 - ib\xi + c + \int_{-\infty}^{\infty} \left( \frac{1}{i\xi + s} - \frac{1}{s} - \frac{-i\xi}{s^2} \right) \mathbb{I}_{\mathbb{R}\setminus(-1,1)}(s) \varphi(s) ds \right),$$

and assume in addition the following property:

\[ \]
Fig. 1 Illustration for the level crossing condition (a) in Theorem 1.1. The graph of the function \( \varphi \) is to be contained in the union of rectangles \([s_k, s_{k+1}] \times [k, k+1], k \in \mathbb{Z}\).

(c) regularity condition: we have

\[
\int_{-1}^{1} \text{Re} \Phi(\xi) d\xi < \infty \quad \text{and} \quad \lim_{\xi \to 0} (\xi \text{Im} \Phi(\xi)) = 0.
\]

Then there is a weakly bell-shaped function \( f \) such that \( \Phi \) is the Fourier transform of \( f \):

\[
\mathcal{L} f(i\xi) := \int_{-\infty}^{\infty} e^{-i\xi x} f(x) dx = \Phi(\xi)
\]

for every \( \xi \in \mathbb{R}\setminus\{0\} \) (with the integral understood as an improper integral if \( f \) is not integrable).

Remark 1.2 (a) If \( f_1 \) and \( f_2 \) are bell-shaped functions corresponding to parameters \( a_1, b_1, c_1, \varphi_1 \) and \( a_2, b_2, c_2, \varphi_2 \) in Theorem 1.1, and the convolution \( f_1 \ast f_2 \) is well-defined, then the Fourier transform of \( f_1 \ast f_2 \) has the representation (1.1), with \( a = a_1 + a_2, b = b_1 + b_2, c = c_1 + c_2 \) and \( \varphi = \varphi_1 + \varphi_2 \). Note that while the integrability condition (b) is automatically satisfied, \( \varphi \) may fail to satisfy the level-crossing condition (a) and the regularity condition (c).

(b) Given a function \( f \), it is relatively easy to verify whether \( f \) is of the form given by Theorem 1.1. Indeed, if \( f \) is as in Theorem 1.1, the parameters \( a, b, c \) and \( \varphi \) can be recovered from the Fourier transform \( \Phi(\xi) = \mathcal{L} f(i\xi) \) of \( f \) in the following way. The function \( \Phi \) extends to a zero-free holomorphic function in the right complex half-plane \( \{ \xi \in \mathbb{C} : \text{Re} \xi > 0 \} \), and \( \varphi(s) ds \) is the vague limit of \( \pi^{-1} \text{Im} \log \Phi(t + is) ds \) as \( t \to 0^+ \), where \( \log \Phi \) is a continuous version of the complex logarithm of \( \Phi \); see Remark 5.5 in [6]. Having determined \( \varphi \), it is straightforward to identify the parameters \( a, b \) and \( c \).

As explained in Section 6 of [6], the class of functions described by the above result may seem artificial. More precisely, the level-crossing condition (a) appears rather unnatural. However, to a great surprise of the authors, it turns out that Theorem 1.1 describes all bell-shaped functions. This is the main result of the present article.
**Theorem 1.3** Every weakly bell-shaped function is of the form described in Theorem 1.1.

The above statement can be thought of as the bell-shape analogue of the classical Bernstein’s theorem, which identifies completely monotone functions with Laplace transforms of non-negative measures [8]. Indeed: every bell-shaped function $f$ turns out to be a convolution of a Pólya frequency function and what we call an absolutely monotone-then-completely monotone function. Before we state this result rigorously in Corollary 1.9, however, we list a number of surprising properties of bell-shaped functions that are consequences of Theorem 1.3. We begin with two direct corollaries of probabilistic nature.

**Corollary 1.4** Every weakly (resp., strictly) bell-shaped probability distribution function is infinitely divisible, and its convolution roots are weakly (resp., strictly) bell-shaped, too.

**Corollary 1.5** Suppose that $X_n$ is a random walk in $\mathbb{R}$ (that is, $X_0 = 0$ and $X_{n+1} - X_n$ is an i.i.d. sequence of random variables). The following two conditions are equivalent:

(a) the distribution of $X_n$ is weakly bell-shaped for every $n = 1, 2, \ldots$;

(b) the distribution of $X_1$ is an extended generalised gamma convolution, that is, it has a representation as in Theorem 1.1, with $\varphi$ a non-decreasing function.

The next result follows from Theorem 1.3 in a less straightforward way. It provides information about the distribution of the zeroes of the derivatives of bell-shaped functions. To simplify statements of our results, throughout this article by a zero of the derivative $f^{(n)}$ of a bell-shaped function $f$ we always understand a point at which $f^{(n)}$ changes its sign; thus, for example, the density function of the Lévy distribution, $\pi^{-1/2}x^{-3/2}e^{-1/x} 1_{(0,\infty)}(x)$, has no zeroes, even though it vanishes on $(-\infty, 0]$.

**Corollary 1.6** If $f$ is a bell-shaped (or a weakly bell-shaped) function, then there are constants $p, q$ such that for every $n = 1, 2, \ldots$ all zeroes of $f^{(n)}$ are contained in $[pn, qn]$.

Therefore, the zeroes of the derivative $f^{(n)}$ of a bell-shaped function $f$ move away from the origin at most linearly with $n$ as $n \to \infty$. A more refined result states that, with the notation of Theorem 1.1, the rates at which zeroes of the derivatives of $f$ diverge, in fact describe the parameter $a$ and the points $s_k$ at which $\varphi - k$ changes its sign for $k \in \mathbb{Z}$ (see Fig. 1). A rigorous formulation of this result, however, requires additional definitions and a brief discussion of the proof of Theorem 1.1, and for this reason it is deferred to Sect. 1.3.

**1.2 Pólya frequency functions, AM-CM functions and factorisation of bell-shaped functions**

Since a weakly bell-shaped function $f$ is a vague limit of strictly bell-shaped functions, every weakly bell-shaped function is absolutely continuous with respect to the Lebesgue measure, except possibly a single point, where it may contain an atom of non-negative mass. Therefore, weakly bell-shaped functions are essentially genuine functions, possibly with an additional atom. To keep the notation more intuitive, we follow the convention introduced in [6], and we call such measures *extended functions*. Thus, an extended function $f$ is a measure which is absolutely continuous with respect to the Lebesgue measure, except possibly at a single point. We denote the density function of $f$ by the same symbol $f(x)$, and if $f$ has an atom at $p$, its mass is denoted by $f(\{p\})$.

Also following [6], we say that an extended function $g$ is *absolutely monotone-then-completely monotone*, or AM-CM in short, if $g(x)$ and $g(-x)$ are completely monotone.
functions of \( x > 0 \), and the atom of \( g \), if present, is located at 0 and has non-negative mass. Bernstein’s theorem asserts that \( g \) is an \( \text{AM-CM} \) function if and only if there are non-negative measures \( \mu_+ \) and \( \mu_- \) on \([0, \infty)\) such that \( g(x) = L\mu_+(x) \) for \( x > 0 \) and \( g(x) = L\mu_-(-x) \) for \( x < 0 \); an extended \( \text{AM-CM} \) function may contain an additional atom at 0. We say that \( \mu_+ \) and \( \mu_- \) are Bernstein measures of \( g \).

We have the following characterisation of \( \text{AM-CM} \) functions.

**Proposition 1.7** [Corollary 3.3 and Proposition 5.1 in [6]] If \( g \) is a locally integrable extended function, possibly with an atom at 0 of non-negative mass, \( g \) converges to zero at \( \pm \infty \) and \( g \) is non-decreasing near \(-\infty \) and non-increasing near \( \infty \), then the following conditions are equivalent:

(a) \( g \) is an \( \text{AM-CM} \) function;

(b) the Fourier transform of \( g \) is of the form
\[
Lg(i\xi) = m + \int_{(0,\infty)} \frac{1}{i\xi + s} \mu_+(ds) - \int_{(0,\infty)} \frac{1}{i\xi - s} \mu_-(ds)
\] (1.2)
for \( \xi \in \mathbb{R}\setminus\{0\} \), where \( m \geq 0 \) and \( \mu_+ \) and \( \mu_- \) are non-negative measures on \((0, \infty)\) such that the above integrals are finite; conversely, any such \( m, \mu_+ \) and \( \mu_- \) correspond to some \( \text{AM-CM} \) function \( g \); here \( m = g([0]) \) and \( \mu_+, \mu_- \) are the Bernstein measures of \( g \); note that condition (c) expresses the Fourier transform of \( g \) as in (1.1), with \( a = 0 \), appropriately chosen \( b \), and \( \varphi \) such that \( \varphi(s) \) sign \( s \in \mathbb{R} \) for almost all \( s \in \mathbb{R} \).

Note that condition (c) expresses the Fourier transform of \( g \) as in (1.1), with \( a = 0 \), appropriately chosen \( b \), and \( \varphi \) such that \( \varphi(s) \) sign \( s \in [0, 1] \) for almost all \( s \in \mathbb{R} \).

A function \( h \) is said to be a \textit{Pólya frequency function} if and only if it is the density function of a probability distribution, which is a weak limit of convolutions of exponential distributions (and their mirror images). This is the classical definition, and a number of equivalent variants exist, some of which are collected in the following statement. We remark that we will not use item (e), which is only given for reader’s convenience. For further details and detailed discussion, we refer to the monograph [5], as well as to the original works of Schoenberg [9, 10]; item (c) is taken from Proposition 5.3 in [6].

**Proposition 1.8** The following conditions are equivalent:

(a) \( h \) is a \textit{Pólya frequency function};
(b) \( h \) is integrable, and the Fourier transform of \( h \) is given by

\[
\mathcal{L}h(i\xi) = e^{-a\xi^2 - ib\xi} \prod_{k=1}^{N} \frac{e^{i\alpha_k\xi}}{1 + i\alpha_k\xi}
\]

for \( \xi \in \mathbb{R} \), where \( a \geq 0, b \in \mathbb{R}, N \in \{0, 1, 2, \ldots, \infty\} \) and \( \alpha_k \in \mathbb{R}\setminus\{0\} \) for every \( k \), and we assume that \( \sum_{k=1}^{N} |\alpha_k|^2 < \infty \); conversely, any such parameters \( a, b, N \) and \( \alpha_k \) correspond to a Pólya frequency function;

(c) \( h \) is integrable, and the Fourier transform of \( h \) is of the form (1.1) for \( \xi \in \mathbb{R} \), where \( a \geq 0, b \in \mathbb{R}, c = 0 \), \( \varphi \) is non-decreasing and only takes integer values, \( \varphi(s) = 0 \) in a neighbourhood of 0, and integrability condition (b) of Theorem 1.1 is satisfied (see Fig. 3); conversely, any such parameters \( a, b \) and \( \varphi \) correspond to a Pólya frequency function;

(d) \( h \) is integrable, with integral 1, and it is a variation-diminishing convolution kernel: for every bounded Borel function \( f \), the convolution \( f \ast h \) changes its sign no more times than \( f \) does;

(e) \( h \) is integrable, with integral 1, and \( h(x - y) \) is a totally positive kernel.

A detailed discussion of Pólya frequency functions can be found in [12]. We note that there is a close connection between the parameters \( \alpha_k \) and the function \( \varphi \): the numbers \( s_k = 1/\alpha_k \) are the locations of the jumps of \( \varphi \), repeated according to the height of the jump. More precisely, \( \varphi \) is the distribution function, normalised by the condition \( \varphi(0) = 0 \), of the measure \( \sum_{k=1}^{N} \delta_{1/\alpha_k}(ds) \).

The main idea behind the proof of Theorem 1.1 in [6] is as follows: if \( f \) satisfies the assumptions of the theorem, then \( f \) can be expressed as the convolution of \( g \) and \( h \), where \( g \) is a locally integrable \( \text{AM} \)-\( \text{CM} \) extended function which converges to zero at \( \pm \infty \), and \( h \) is a Pólya frequency function. It is then proved that locally integrable \( \text{AM} \)-\( \text{CM} \) extended functions which converge to zero at \( \pm \infty \) are weakly bell-shaped. By condition (d) in Proposition 1.8, \( f \) is weakly bell-shaped. Furthermore, a smooth weakly bell-shaped function is automatically strictly bell-shaped. We may therefore re-phrase Theorems 1.1 and 1.3 as follows.
Corollary 1.9  The following conditions are equivalent:

(a) \( f \) is a weakly bell-shaped extended function;
(b) \( f \) is the convolution of a Pólya frequency function and a locally integrable AM-ECM extended function which converges to zero at \( \pm \infty \);
(c) \( f \) is a locally integrable extended function which converges to zero at \( \pm \infty \), which is non-decreasing near \( -\infty \) and non-increasing near \( \infty \), the Fourier transform of \( f \) is given by (1.1), and conditions (a), (b) and (c) of Theorem 1.1 are satisfied.

As described in detail in Lemma 5.4 in [6], under the assumptions of Theorem 1.1 the decomposition \( f = g * h \) of \( f \) into the convolution of an AM-ECM extended function \( g \) and a Pólya frequency function \( h \) is relatively easy. Indeed, one constructs an integr-valued, non-decreasing function \( \varphi_h(s) \) so that \( \varphi_h(s) \leq \varphi(s) \leq \varphi_h(s) + 1 \) for \( s > 0 \) and \( \varphi_h(s) - 1 \leq \varphi(s) \leq \varphi_h(s) \) for \( s < 0 \) (this is possible by virtue of the level-crossing condition (a) in Theorem 1.1), and then one defines \( \varphi_k(s) = \varphi(s) - \varphi_h(s) \). By construction, \( \varphi_k(s) \) sign \( s \in [0, 1] \) for every \( s \in \mathbb{R} \). If \( g \) is an AM-ECM extended function associated with parameters \( c \) and \( \varphi_g \), and \( h \) is a Pólya frequency function corresponding to parameters \( a \), appropriately modified \( b \) and \( \varphi_h \), then \( f = g * h \), as desired.

Recall that \( \varphi_h \) has jump discontinuities at points at which \( \varphi - k \) changes its sign. We stress that if the function \( \varphi - k \) is equal to zero on an interval for some \( k \in \mathbb{Z} \setminus \{0\} \), then more than one choice of \( \varphi_h \) is possible, and thus the decomposition \( f = g * h \) is not unique. However, if \( \varphi - k \) changes its sign at at most one point for every \( k \in \mathbb{Z} \setminus \{0\} \), then the factorisation \( f = g * h \) is indeed unique.

While in [6] exponential representations of Fourier transforms of \( g \) and \( h \) (given in item (c) of Proposition 1.7 and item (c) of Proposition 1.8) played a crucial role, here we equally often refer to condition (b) in Proposition 1.7 and condition (b) in Proposition 1.8.

### 1.3 Zeroes of derivatives of bell-shaped functions

Suppose that \( f = g * h \) is the decomposition of a strictly bell-shaped function into the convolution of an AM-ECM function \( g \) and a Pólya frequency function \( h \). For simplicity, below we call such a decomposition a canonical factorisation of \( f \). Interestingly, the parameters \( a \) and \( \alpha_k \) in the representation (1.4) of the Pólya frequency function \( h \) are (essentially) determined by the zeroes of the derivatives of \( f \); see Fig. 4. Recall that \( s_k = 1/\alpha_k \) are the points at which the corresponding function \( \varphi_h \) (described in item (c) in Proposition 1.8; see Fig. 1) has jump discontinuities.

**Proposition 1.10** Let \( f \) be a strictly bell-shaped function, and denote the zeroes of \( f^{(n)} \) by \( n \alpha_{n,k} \), \( k = 1, 2, \ldots, n \). Then the sequence of measures

\[
\sum_{k=1}^{n} \alpha_{n,k}^2 \delta_{\alpha_{n,k}}(dx) \tag{1.5}
\]

is relatively compact with respect to the topology of weak convergence. In particular, all numbers \( \alpha_{n,k} \) are uniformly bounded. The partial limits of the sequence (1.5) are of the form

\[
2a_0 \delta_0(dx) + \sum_{k=1}^{N} \alpha_k^2 \delta_{\alpha_k}(dx), \tag{1.6}
\]

where \( \alpha_k \neq 0 \) is a (finite or infinite) sequence of points, and \( a \geq 0 \). In this case there is a canonical factorisation \( f = g * h \) of \( f \) such that the Fourier transform of \( h \) has the
Fig. 4 Location of the zeroes of $f^{(n)}(nx)$ (horizontal axis) versus $n = 0, 1, 2, \ldots, 40$ (vertical axis) for: a $f(x) = \exp(-x^2)$ (the density function of the normal distribution); b $f(x) = (1 + x^2)^{-1}$ (the density function of the Cauchy distribution); c $f(x) = x^{-3/2} \exp(-1/x)$ (the density function of the Lévy distribution). Grid lines indicate limiting positions $\alpha_k = 1/s_k$ of the zeroes: a all zeroes accumulate near 0; b $\alpha_k = 1/(k \pi)$, $k \in \mathbb{Z}\setminus\{0\}$; c $\alpha_k = 4/(k^2 \pi^2)$, $k \in \{1, 2, \ldots\}$

Fig. 5 Location of the zeroes of $f_p^{(n)}(nx)$ for $f_p(x) = f(x) + p f'(x)$ (horizontal axis) versus parameter $p$ (vertical axis), with $n = 100$ and: a $f(x) = (1 + x^2)^{-1}$ (the density function of the Cauchy distribution); b $f(x) = x^{-3/2} \exp(-1/x)$ (the density function of the Lévy distribution). Horizontal and vertical grid lines indicate parameters $p$ for which $f_p$ is bell-shaped, and at the same time the limiting positions $\alpha_k = 1/s_k$ of the zeroes of $f^{(n)}(nx)$ (as in Fig. 4): a $\alpha_k = 1/(k \pi)$, $k \in \mathbb{Z}\setminus\{0\}$; b $p = 4/(k^2 \pi^2)$, $k \in \{1, 2, \ldots\}$
representation (1.4) with the parameters $a$ and $\alpha_k$ defined above. Consequently, the function $\varphi$ in the representation (1.1) of the Fourier transform of $f$ crosses integer levels at the family of points $1/\alpha_k$.

**Remark 1.11** We emphasize that if the function $\varphi$ in the representation (1.1) of the Fourier transform of $f$ takes an integer value on an interval, then the canonical factorisation $f = g * h$ is not unique. In this case it is not clear whether the sequence of measures (1.5) actually converges: we conjecture this to be true, but we were unable to prove this. If, however, $\varphi - k$ changes its sign at at most one point $s_k$ for every $k \in \mathbb{Z}\setminus\{0\}$, then the canonical factorisation is unique, and consequently the sequence of measures (1.5) in Proposition 1.10 converges weakly to the limit (1.6), with the sequence $\alpha_k$ being a rearrangement of the sequence $1/s_k$. In this case, if $0 < x_1 < x_2$ or $x_1 < x_2 < 0$ and neither $x_1$ nor $x_2$ is equal to any of the numbers $\alpha_k$, then

$$\lim_{n \to \infty} \# \{k : x_1 < \alpha_n, k < x_2\} = \# \{k : x_1 < \alpha_k < x_2\},$$

that is, the numbers $\alpha_j$ coincide with non-zero limits of sequences of the form $\alpha_{n,k(n)}$.

Proposition 1.10 shows that the location of zeroes of the derivatives of a strictly bell-shaped function $f$ essentially describes the factor $h$ in the canonical factorisation $f = g * h$ of $f$. It is an open question whether they also describe the factor $g$. We conjecture that this indeed the case; in other words, if $f_1$ and $f_2$ are two strictly bell-shaped functions such that $f_1^{(n)}(x) = 0$ if and only if $f_2^{(n)}(x) = 0$ for all $n = 1, 2, \ldots$ and $x \in \mathbb{R}$, then $f_1/f_2$ is constant.

We conclude this section with the following observation. Suppose that $f$ is a strictly bell-shaped function described by Theorem 1.1. If $k \in \mathbb{Z}\setminus\{0\}$ and $\varphi - k$ changes its sign at $1/p$, then $\varphi_p$ defined by

$$\varphi_p(s) = \begin{cases} 
\varphi(s) - \mathbb{1}_{[1/p, \infty)}(s) & \text{if } p > 0 \\
\varphi(s) + \mathbb{1}_{(-\infty, 1/p)}(s) & \text{if } p < 0
\end{cases}$$

satisfies all conditions of Theorem 1.1. Conversely, if $\varphi_p$ satisfies the level-crossing condition (a) of Theorem 1.1, then necessarily $\varphi - k$ changes its sign at $1/p$ for some $k \in \mathbb{Z}\setminus\{0\}$. Furthermore, it is easy to see that the parameters $a, \varphi_p, c_p = c + \log |p|$ and appropriately modified $b_p$ correspond in Theorem 1.1 to the function

$$f_p(x) = f(x) + pf'(x).$$

It follows that $f_p$ is (strictly) bell-shaped if and only if $\varphi - k$ changes its sign at $1/p$ for some $k \in \mathbb{Z}\setminus\{0\}$. This proves the following surprising result (Fig. 5).

**Corollary 1.12** If $f$ is a strictly bell-shaped function, $p \in \mathbb{R}\setminus\{0\}$ and $f_p(x) = f(x) + pf'(x)$, then $f_p$ is strictly bell-shaped if and only if the function $\varphi$ corresponding to $f$ in Theorem 1.1 crosses some non-zero integer level at $1/p$.

In particular, if $\varphi - k$ changes its sign at at most one point $s_k$ for every $k \in \mathbb{Z}\setminus\{0\}$, then $f_p$ is strictly bell-shaped if and only if $p = 0$ or $p = 1/s_k$ for some $k$; or, equivalently, there is a sequence $\alpha_n$ such that $na_n$ is a zero of $f^{(n)}$ and $p = \lim_{n \to \infty} (1/\alpha_n)$.

We illustrate the above corollary by three examples. If $f$ is the density function of a normal distribution, then $f_p$ is never bell-shaped. This is quite clear: in fact, $f_p$ is never positive. If $f(x) = 1/(1 + x^2)$, then

$$f_p(x) = \frac{1 - 2px + x^2}{(1 + x^2)^2}.$$
is bell-shaped if and only if $p = 1/(k\pi)$ for some $k \in \mathbb{Z}\backslash\{0\}$. Similarly, if $f(x) = e^{-1/x} 1_{(0,\infty)}(x)$, then

$$f_p(x) = \left(1 + \frac{p}{x^2}\right)e^{-1/x}$$

is bell-shaped if and only if $p = 4/(k^2\pi^2)$ for some $k \in \{1, 2, \ldots\}$. The last two examples do not appear to have a simple, elementary derivation.

### 1.4 Whale-shaped functions

A function $f$ on $(0, \infty)$ is said to be *whale-shaped* if $f$ is positive and smooth, $f$ converges to zero at 0 and $\infty$, and $f^{(n)}$ changes its sign only once for $n = 1, 2, \ldots$. More generally, we say that a function $f$ on $(0, \infty)$ is *whale-shaped of order $m \in \{0, 1, 2, \ldots\}$* if $f$ is positive, smooth, $f$ converges to zero at $\infty$, $f^{(n)}$ converges to zero at 0 for $n = 0, 1, 2, \ldots, m-1$, and $f^{(n)}$ changes its sign $\min\{n, m\}$ times for $n = 0, 1, 2, \ldots$. In particular, $f$ is whale-shaped if it is whale-shaped of order 1, and $f$ is completely monotone if $f$ is whale-shaped of order 0. The notion of whale-shaped functions was introduced in [11] under the name *weakly bell-shaped functions of order $m$*, where the direct half of the following result was proved. The present name originates in [4].

**Theorem 1.13** For $m = 0, 1, 2, \ldots$, the following conditions are equivalent:

(a) $f$ is a whale-shaped function of order $m$, integrable near 0 if $m = 0$;

(b) $f$ is the convolution of $m$ exponential factors of the form $\alpha_j^{-1}\exp(-x/\alpha_j)$, $\alpha_j > 0$, $j = 1, 2, \ldots, m$, and a completely monotone function on $(0, \infty)$ which converges to zero at $\infty$ and which is integrable near 0.

In particular, every whale-shaped function of order $m$ (integrable near 0 if $m = 0$) is weakly bell-shaped.

### 1.5 Discussion

The proof of Theorem 1.3, at least when integrable bell-shaped functions $f$ are considered, is surprisingly elementary. It combines an application of Post’s formula for the inverse Laplace transform of the Cauchy–Stieltjes transform of $f$ with some ideas developed by Hirschman in [3]. Our proof of Theorem 1.3 has its roots in Proposition 10 in [2], which asserts that whale-shaped functions have the representation similar to that in Theorem 1.1, with $\varphi$ taking values in $[0, 2]$.

The structure of the remaining part of this article is as follows. For clarity, in Sect. 2 we give a simplified proof of Theorem 1.3 for integrable bell-shaped functions. Section 3 contains the full proof in the general case. Additional results on bell-shaped functions are discussed in Sect. 4, while Sect. 5 briefly sketches the proof of Theorem 1.13 on whale-shaped functions. Finally, we discuss briefly the notation used throughout the article. As usual, we say that a sequence of Borel measures $\mu_n$ on $\mathbb{R}$ (or a similar space) converges weakly to a measure $\mu$ if $\int f(x)\mu_n(dx)$ converges to $\int f(x)\mu(dx)$ for every bounded and continuous $f$. Similarly, the sequence $\mu$ converges vaguely to $\mu$ if $\int f(x)\mu_n(dx)$ converges to $\int f(x)\mu(dx)$ for all continuous $f$ with compact support. We denote by $\mathcal{L}f(\xi) = \int_{-\infty}^{\infty} e^{-i\xi x} f(x)dx$ the two-sided Laplace transform of $f$ (here $\xi \in \mathbb{C}$), and we re-use this notation for the Fourier transform of $f$, $\mathcal{F}f(\xi)$ (here $\xi \in \mathbb{R}$). The Laplace and Fourier transforms of a measure $\mu$ are defined
in a similar way. These definitions are extended to the case when \( f \) or \( \mu \) is non-integrable at \( \pm \infty \), provided that the integrals in the definitions of \( Lf \) or \( L\mu \) are well-defined as improper integrals.

## 2 Bell-shaped functions, integrable case

In this section we sketch the proof of Theorem 1.3 for integrable bell-shaped functions. In this case the argument avoids certain technicalities, and the idea of the proof is easier to follow. To further facilitate reading of this section, we postpone the discussion of some additional details to the next section, where the general case is studied.

For reader’s convenience, before we prove Theorem 1.3, we first re-phrase Theorem 1.1 for integrable functions. Suppose that \( f \) is a weakly bell-shaped function described by Theorem 1.1; by saying this, we mean that the Fourier transform of \( f \) is given by (1.1) for \( \xi \in \mathbb{R}\setminus\{0\} \), and conditions (a), (b) and (c) of the theorem are satisfied. It follows that the continuous version of the complex logarithm of \( Lf(i\xi) \) is given by

\[
\log Lf(i\xi) = -a\xi^2 - ib\xi + c + \int_{-\infty}^{\infty} \left( \frac{1}{i\xi + s} - \left( \frac{1}{s} - \frac{i\xi}{s^2} \right) \mathbb{1}_{\mathbb{R}\setminus(-1,1)}(s) \right) \varphi(s) ds.
\]

(2.1)

It is convenient to write down the expressions for the real and imaginary parts of the above expression:

\[
\text{Re } \log Lf(i\xi) = -a\xi^2 + c + \int_{-\infty}^{\infty} \left( \frac{s}{\xi^2 + s^2} - \frac{1}{s} \mathbb{1}_{\mathbb{R}\setminus(-1,1)}(s) \right) \varphi(s) ds,
\]

(2.2)

\[
\text{Im } \log Lf(i\xi) = -b\xi - \xi \int_{-\infty}^{\infty} \left( \frac{1}{\xi^2 + s^2} - \frac{1}{s^2} \mathbb{1}_{\mathbb{R}\setminus(-1,1)}(s) \right) \varphi(s) ds.
\]

(2.3)

Note that \( \text{Re } \log Lf(i\xi) \) is simply equal to \( \log |Lf(i\xi)| \), while \( \text{Im } Lf(i\xi) \) is the continuous version of the complex argument of \( Lf(i\xi) \).

If \( f \) is integrable, then \( \text{Re } \log Lf(i\xi) \) has a finite limit as \( \xi \to 0 \). The integral over \( \mathbb{R}\setminus(-1,1) \) in (2.2) converges as \( \xi \to 0 \) to a finite limit by the dominated convergence theorem. On the other hand, the integral over \( (-1,1) \) has a (finite or infinite) limit \( \int_{-1}^{1} (\varphi(s)/s) ds \) by the monotone convergence theorem. However, the left-hand side of (2.2) has a finite limit, and so \( \varphi(s)/s \) is necessarily integrable near \( s = 0 \). Conversely, if \( \varphi(s)/s \) is integrable near zero, one can pass to a finite limit as \( \xi \to 0 \) in (1.1), which implies that \( Lf(0) \) is finite, that is, \( f \) is integrable. After simple rearrangement, we immediately find the following version of Theorems 1.1.

**Corollary 2.1** Suppose that \( a \geq 0, b, c \in \mathbb{R} \) and \( \varphi : \mathbb{R} \to \mathbb{R} \) is a Borel function with the following properties:

(a) for every \( k \in \mathbb{Z} \) the function \( \varphi(s) - k \) changes its sign at most once, and for \( k = 0 \) this change takes place at \( s = 0 \): we have \( \varphi(s) \geq 0 \) for \( s > 0 \) and \( \varphi(s) \leq 0 \) for \( s < 0 \);

(b) we have

\[
\int_{-\infty}^{\infty} \min(s^{-2}, s^{-4}) s \varphi(s) ds < \infty.
\]
Then there is a weakly bell-shaped function $f$ such that for $\xi \in \mathbb{R}\setminus\{0\}$ the Fourier transform of $f$ satisfies

$$\mathcal{L} f(i\xi) = \exp\left(-a\xi^2 - ib\xi - c - \int_{-\infty}^{\infty} \left(\frac{i\xi}{i\xi + s} - \frac{i\xi}{s}\right) \varphi(s) \frac{ds}{s}\right).$$  \hspace{1cm} (2.4)

Note that while parameters $a$, $b$ and $\varphi$ are the same in Theorem 1.1 and Corollary 2.1, the parameter $c$ may change. More precisely, the parameter $c$ in Corollary 2.1 is equal to $-c - \int_{-\infty}^{\infty} (\varphi(s)/s)ds$ with the notation of Theorem 1.1.

We remark that $f$ has integral at most one if and only if $\int_{\mathbb{R}} f(x)dx \leq 1$, that is, $c \geq 0$ in Corollary 2.1. In this case, with the terminology of [7], Eq. (2.4) means that $\mathcal{L} f(i\xi) = \exp(-\Phi(\xi))$, where $\Phi(\xi)$ is a Rogers function: a holomorphic function in the right complex half-plane such that $\text{Re}(\Phi(\xi)/\xi) \geq 0$ for every $\xi$ in the right complex half-plane; see Theorem 3.3 in [7], and Section 3 in [7] for a detailed discussion.

In this section we prove that every integrable weakly bell-shaped extended function is described by Corollary 2.1. We begin with three auxiliary lemmas. The first one contains a completely elementary property of bell-shaped functions; the second one is a statement about convergence of Fourier transforms of integrable bell-shaped functions, similar to Remark 3.16 in [6]; the last one contains the key idea of the proof, based on Post’s real inversion formula for the Laplace transform.

**Lemma 2.2** If $f$ is strictly bell-shaped, then

$$\lim_{x \to \pm \infty} (x^n f^{(n)}(x)) = 0$$  \hspace{1cm} (2.5)

for $n = 0, 1, 2, \ldots$. If in addition $f$ is integrable, then in fact

$$\lim_{x \to \pm \infty} (x^{n+1} f^{(n)}(x)) = 0.$$  \hspace{1cm} (2.6)

**Proof** Suppose that $f$ is strictly bell-shaped. We prove (2.5) by induction. The result for $n = 0$ is a part of the definition of a strictly bell-shaped function. Suppose now that (2.5) holds for some $n$; we will show that $x^{n+1} f^{(n+1)}(x)$ tends to zero as $x \to \pm \infty$.

Since $f$ is strictly bell-shaped, $f^{(n+2)}$ is non-negative in some neighbourhood of $-\infty$, and hence $f^{(n+1)}$ is non-decreasing in some neighbourhood of $-\infty$. It follows that if $x > 0$ is large enough, then

$$2 f^{(n)}(-\frac{x}{2}) = 2 \int_{-x/2}^{x/2} f^{(n+1)}(y)dy \geq 2 \int_{-x}^{-x/2} f^{(n+1)}(y)dy \geq x f^{(n+1)}(-x).$$

We conclude that $0 \leq x^{n+1} f^{(n+1)}(-x) \leq 2 x^n f^{(n)}(-\frac{x}{2})$ for $x > 0$ sufficiently large. In a similar way, $0 \leq (-x)^{n+1} f^{(n+1)}(x) \leq 2 x^n f^{(n)}(\frac{x}{2})$ for $x > 0$ large enough, and consequently $x^{n+1} f^{(n+1)}(x)$ converges to zero as $x \to \pm \infty$, as desired.

If $f$ is an integrable strictly bell-shaped function, then in fact $xf(x)$ converges to zero as $x \to \pm \infty$. Indeed: $f$ is non-decreasing in some neighbourhood of $-\infty$, and hence for $x > 0$ large enough we have

$$0 \leq xf(-x) \leq 2 \int_{-x}^{-x/2} f(y)dy.$$  

As $x \to \infty$, the right-hand side converges to zero by the dominated convergence theorem, and hence $xf(-x)$ converges to zero as $x \to \infty$. Similarly, the limit of $xf(x)$ as $x \to \infty$ is zero, and (2.6) for $n = 0$ follows. The general case $n = 0, 1, 2, \ldots$ follows now by the induction argument used in the proof of (2.5).
Lemma 2.3 Suppose that $f_n$ is a sequence of integrable weakly bell-shaped extended functions described by Corollary 2.1 with integral at most one, which correspond to parameters $a_n, b_n, c_n$ and $\phi_n$ in representation (2.4) of $L f_n(i\xi)$. Suppose that for every $\xi \in \mathbb{R}$, $L f_n(i\xi)$ converges to a finite, non-zero limit $\Phi(\xi)$. Then $\Phi(\xi)$ is the Fourier transform of a weakly bell-shaped extended function $f$ with integral at most one, and $\Phi(\xi) = L f(i\xi)$ is given by (2.4) for some parameters $a, b, c$ and $\phi$. More precisely, $b$ is the limit of $b_n$, $\phi(s)ds$ is the vague limit of $\phi_n(s)ds$, and $a$ and $c$ are described by the following properties: $a\delta_0(ds) + s\phi(1/s)ds$ is the vague limit of $a_n\delta_0(ds) + s\phi_n(1/s)ds$, while $c\delta_0(ds) + s^{-3}\phi(s)ds$ is the vague limit of $c_n\delta_0(ds) + s^{-3}\phi_n(s)ds$.

Proof By Remark 3.16 in [7], pointwise convergence of $f_n$ implies convergence of $b_n$ to some $b$, and weak convergence of the sequence of measures $\min\{s^{-2}, s^{-4}\}s\phi_n(s)ds + \frac{1}{2}c_n\delta_0(ds) + \frac{1}{2}a_n\delta_\infty(ds)$ on $\mathbb{R} \cup \{\infty\}$ (the one-point compactification of $\mathbb{R}$). Since a more general result is given in Lemma 3.1 below, we omit the details (note that the expression used in [7] is slightly different than (2.4)).

Due to our assumptions, namely: $\phi_n(s_2) \geq \phi_n(s_1) - 1$ when $s_1 \leq s_2$, the limit measure mentioned above is necessarily of the form $\min\{s^{-2}, s^{-4}\}s\phi(s)ds + \frac{1}{2}c\delta_0(ds) + \frac{1}{2}a\delta_\infty(ds)$, where $\phi(s)ds$ is the vague limit of $\phi_n(s)ds$; again we refer to Lemma 3.1 for further details. In particular, we have $a \geq 0$, $c \geq 0$, and $\phi$ satisfies the integrability condition (b) in Corollary 1.9. Furthermore, after modification on a set of Lebesgue measure zero, $\phi$ satisfies the level-crossing condition (a) in Corollary 2.1 (which is preserved by the vague limit). Passing to the limit in the expression (2.4) for $L f_n(i\xi)$ (that is, with $a, b, c$ and $\phi$ replaced by $a_n, b_n, c_n$ and $\phi_n$), we find that the limit is again given by the right-hand side of (2.4), and thus it is the Fourier transform of a weakly bell-shaped integrable function $f$, as desired. Finally, the expressions for $a, c$ and $\phi$ follow from the weak convergence of measures discussed above.

Lemma 2.4 If $f$ is an integrable strictly bell-shaped function and $\xi \in \mathbb{R}\backslash\{0\}$, then

$$L f(i\xi) = \lim_{n \to \infty} \left( \frac{n+1}{n!} \int_{-\infty}^{\infty} f^{(n)}(nx) \frac{1}{1 + i\xi x} dx \right).$$

(2.7)

Proof For $s > 0$ denote

$$\Phi(s) = \int_{0}^{\infty} e^{-s\xi} L f(i\xi) d\xi.$$

Note that $L f(i\xi)$ is a continuous and bounded function of $\xi > 0$; thus, $\Phi$ is well-defined. By Fubini’s theorem, for $s > 0$ we have

$$\Phi(s) = \int_{-\infty}^{\infty} \frac{f(x)}{s + ix} dx.$$

Differentiating under the integral, we find that

$$\Phi^{(n)}(s) = (-1)^n n! \int_{-\infty}^{\infty} \frac{f(x)}{(s + ix)^{n+1}} dx,$$

and $n$-fold integration by parts leads to

$$\Phi^{(n)}(s) = i^n \int_{-\infty}^{\infty} \frac{f^{(n)}(x)}{s + ix} dx.$$
By Post’s inversion formula for the Laplace transform, for $\xi > 0$ we have
\[
\mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{(-1)^n n^{n+1}}{n!} \frac{\Phi(n)(n/\xi)}{\xi^{n+1}} \right).
\]
It follows that
\[
\mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{(-i)^n n^{n+1}}{n!\xi^{n+1}} \int_{-\infty}^{\infty} \frac{f^{(n)}(x)}{n/\xi + ix} \, dx \right).
\]
Substituting $x = ny$, we conclude that
\[
\mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{n^{n+1}}{n!(i\xi)^n} \int_{-\infty}^{\infty} \frac{f^{(n)}(ny)}{1 + i\xi y} \, dy \right),
\]
as desired. Since $\mathcal{L} f(-i\xi) = \mathcal{L} f(i\xi)$, the above equality also holds when $\xi < 0$, and the proof is complete. \qed

**Proof of Theorem 1.3, integrable case** We claim that it is sufficient to prove the theorem for strictly bell-shaped functions. Indeed, suppose that every integrable strictly bell-shaped function is described by Corollary 2.1. If an integrable extended function $f$ is weakly bell-shaped, then for every $t > 0$, $f \ast G_t$ is integrable and strictly bell-shaped, and hence it is described by Corollary 2.1. Clearly, the corresponding parameters $a_t - t$, $b_t$, $c_t$ and $\varphi_t$ do not depend on $t > 0$. By passing to a limit as $t \to 0^+$ in (2.4), we obtain the desired representation (2.4) of $\mathcal{L} f(i\xi)$.

Suppose that $f$ is integrable and strictly bell-shaped. With no loss of generality we may assume that the integral of $f$ is one. For $n = 0, 1, 2, \ldots$ we denote the zeroes of $f^{(n)}$ by $n\alpha_{n,k}$, where $k = 1, 2, \ldots, n$. More precisely, we assume that
\[-\infty = \alpha_{n,0} < \alpha_{n,1} < \alpha_{n,2} < \ldots < \alpha_{n,n} < \alpha_{n,n+1} = \infty\]
and $(-1)^k f^{(n)}(x) \geq 0$ for $x \in (\alpha_{n,k}, \alpha_{n,k+1})$, $k = 0, 1, 2, \ldots, n$. We define
\[
g_n(x) = \frac{(-1)^n n^{n+1}}{n!} f^{(n)}(nx) \prod_{k=1}^{n} (x - \alpha_{n,k})
\]
(a very similar function plays a key role in Hirschman’s proof of Schoenberg’s conjecture in [3]). Clearly, $g_n(x) \geq 0$ for all $x \in \mathbb{R}$. Integrating by parts $n$ times and using Lemma 2.2, we find that
\[
\int_{-\infty}^{\infty} g_n(x) \, dx = \int_{-\infty}^{\infty} nf(nx) \, dx = \int_{-\infty}^{\infty} f(y) \, dy = 1,
\]
so that $g_n$ is integrable. We now compute (a variant of) the Cauchy–Stieltjes transform of $g_n$.
Observe that for a fixed $z \in \mathbb{C} \setminus \mathbb{R}$, we have
\[
\frac{1}{1 + xz} \prod_{k=1}^{n} (x - \alpha_{n,k}) = \frac{(-1)^n}{z^n(1 + xz)} \prod_{k=1}^{n} (1 + \alpha_{n,k}z) + P_n(x)
\]
for all $x \in \mathbb{R}$, where $P_n$ is a polynomial of degree at most $n - 1$. Furthermore, the same argument that led us to (2.8) implies that
\[
\int_{-\infty}^{\infty} f^{(n)}(nx) P_n(x) \, dx = 0.
\]
Therefore, for $z \in \mathbb{C} \setminus \mathbb{R}$, we have
\[
\int_{-\infty}^{\infty} \frac{g_n(x)}{1 + xz} \, dx = \frac{(-1)^n n^{n+1}}{n!} \int_{-\infty}^{\infty} \frac{f^{(n)}(nx)}{1 + xz} \left( \prod_{k=1}^{n} (x - \alpha_{n,k}) \right) \, dx \\
= \frac{n^{n+1}}{n! z^n} \left( \prod_{k=1}^{n} (1 + \alpha_{n,k} z) \right) \int_{-\infty}^{\infty} \frac{f^{(n)}(nx)}{1 + xz} \, dx.
\]
Equivalently,
\[
\frac{n^{n+1}}{n! z^n} \int_{-\infty}^{\infty} \frac{f^{(n)}(nx)}{1 + xz} \, dx = \left( \prod_{k=1}^{n} \frac{1}{1 + \alpha_{n,k} z} \right) \int_{-\infty}^{\infty} \frac{g_n(x)}{1 + xz} \, dx. \tag{2.9}
\]
By Lemma 2.4, for $z = i \xi$ with $\xi \in \mathbb{R} \setminus \{0\}$, the left-hand side of (2.9) converges as $n \to \infty$ to $\mathcal{L} f (i \xi)$. Let us inspect the right-hand side.

The factor $\prod_{k=1}^{n} (1 + i \alpha_{n,k} \xi)^{-1}$, if not identically equal to one, is the Fourier transform of a Pólya frequency function; see (1.4), or Proposition 5.3 in [6]. The other factor in the right-hand side of (2.9) is the Fourier transform of an integrable $\mathcal{AM} \mathcal{CM}$ function, with integral equal to one. Indeed, by Fubini’s theorem, for $\xi \in \mathbb{R} \setminus \{0\}$ we have
\[
\int_{-\infty}^{\infty} \frac{g_n(x)}{1 + i \xi x} \, dx = \int_{0}^{\infty} \frac{g_n(-x)}{x(1/x - i \xi)} \, dx + \int_{0}^{\infty} \frac{g_n(x)}{x(1/x + i \xi)} \, dx \\
= \int_{-\infty}^{0} \left( \int_{0}^{\infty} \frac{g_n(-x)e^{i/x}}{x} \, dx \right) e^{-i \xi s} \, ds + \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{g_n(x)e^{-i/x}}{x} \, dx \right) e^{-i \xi s} \, ds.
\]
The first parenthesised expression in the right-hand side is an absolutely monotone function of $x \in (-\infty, 0)$, while the other one is a completely monotone function of $x \in (0, \infty)$ (this argument is very similar to the derivation of (1.2); see also Proposition 5.1 in [6]). Furthermore, the integral of the $\mathcal{AM} \mathcal{CM}$ function in question is equal to the value of its Fourier transform at zero. This value is given by the integral of $g_n$, which, as we already know, is equal to one.

Let us summarise our findings. We have proved that for $\xi \in \mathbb{R} \setminus \{0\}$,
\[
\mathcal{L} f (i \xi) = \lim_{n \to \infty} \left( \prod_{k=1}^{n} \frac{1}{1 + i \alpha_{n,k} \xi} \right) \int_{-\infty}^{\infty} \frac{g_n(x)}{1 + i \xi x} \, dx, \tag{2.10}
\]
and that for every $n = 0, 1, 2, \ldots$ the expression under the limit in the right-hand side is the product of Fourier transforms of an integrable $\mathcal{AM} \mathcal{CM}$ function and a Pólya frequency function. As explained in the introduction (see Corollary 1.9), this means that the expressions under the limit in (2.10) are given by the right-hand side of (2.4) for appropriate parameters $a_n, b_n, c_n$ and $\varphi_n$, accompanied by conditions (a) and (b) in Corollary 2.1. By Lemma 2.3, also the Fourier transform of $f$ is given by (2.4), as desired.

### 3 Bell-shaped functions, non-integrable case

Here we provide a complete proof of Theorem 1.3 in the general case, without additional integrability condition. Compared to Section 2, there are two essential difficulties, and the proofs of Lemmas 2.3 and 2.4 need to be modified appropriately.

If $f$ is not integrable, the Fourier transform of $f$ can be defined in a number of equivalent ways. We follow the most elementary definition in terms of an improper integral, already
mentioned in Theorem 1.1. We always assume that an extended function \( f \) is locally integrable, converges to zero at \( \pm \infty \), and it is monotone near \( -\infty \) and \( \infty \). We note that if \( f \) is monotone on \((-\infty, -p)\) and on \([p, \infty)\), then we can re-write the expression for the Fourier transform of \( f \) in terms of absolutely convergent improper Riemann–Stieltjes integrals:

\[
\mathcal{L} f(i\xi) = \int_{-\infty}^{-p} e^{-i\xi x} f(x)dx + \int_{-p}^{p} e^{-i\xi x} f(x)dx + \int_{p}^{\infty} e^{-i\xi x} f(x)dx
\]

\[=
\left(-\frac{e^{i\xi p} f(-p)}{i\xi} + \int_{-\infty}^{-p} \frac{e^{-i\xi x}}{i\xi} df(x)\right) + \int_{p}^{\infty} e^{-i\xi x} f(x)dx + \left(\frac{e^{-i\xi p} f(p)}{i\xi} + \int_{-\infty}^{p} \frac{e^{-i\xi x}}{i\xi} df(x)\right)\]  

(3.1)

(we integrated by parts in the integrals over \((-\infty, -p)\) and \((p, \infty)\)). If \( f \) is strictly bell-shaped, then \( f', f'' \) etc. are absolutely integrable, and we may simplify the above expression to an absolutely convergent integral

\[
\mathcal{L} f(i\xi) = \int_{-\infty}^{\infty} e^{-i\xi x} f'(x)dx = \int_{-\infty}^{\infty} \frac{e^{-i\xi x}}{(i\xi)^{2}} f''(x)dx = \ldots
\]

(3.2)

Clearly, in the above formula we may replace \( e^{-i\xi x} \) by \( e^{-i\xi x} - 1 \).

We first extend Lemma 2.3, by showing that the class of functions given by (1.1) is closed under pointwise limits.

**Lemma 3.1** Suppose that \( f_n \) is a sequence of weakly bell-shaped extended functions described by Theorem 1.1, which correspond to parameters \( a_n, b_n, c_n \) and \( \varphi_n \) in representation (1.1) of \( \mathcal{L} f_n(i\xi) \), the Fourier transform of \( f_n \). Suppose that for every \( \xi \in i\mathbb{R}\setminus\{0\} \), \( \mathcal{L} f_n(i\xi) \) converges to a finite limit \( \Phi(\xi) \), and that \( \Phi \) is not identically zero. Then \( \Phi(\xi) \) is given by (1.1) for some \( a, b, c \) and \( \varphi \) which satisfy conditions (a) and (b) of Theorem 1.1. Furthermore, \( b \) and \( c \) are the limits of \( b_n \) and \( c_n \), \( \varphi(s)ds \) is the vague limit of \( \varphi_n(s)ds \), and \( a \) is determined by the following property: \( a\delta_0(ds) + s\varphi(1/s)ds \) is the vague limit of \( a_n\delta_0(ds) + s\varphi_n(1/s)ds \).

**Proof** As in (2.2), we have

\[
\log|\mathcal{L} f_n(i\xi)| = -a_n\xi^2 + c_n + \int_{-\xi_1}^{\infty} \left\{ \frac{s}{\xi_1^2 + s^2} - \frac{1}{s} \mathbb{1}_{\mathbb{R}\setminus(-1,1)}(s) \right\} \varphi_n(s)ds.
\]

(3.3)

Thus, setting \( \xi = \xi_1 \) and \( \xi = \xi_2 \) for \( \xi_1, \xi_2 \in \mathbb{R}\setminus\{0\}, \xi_1 \neq \xi_2 \), in the above formula, we easily find that

\[
\frac{\log|\mathcal{L} f_n(i\xi_1)| - \log|\mathcal{L} f_n(i\xi_2)|}{\xi_2^2 - \xi_1^2} = a_n + \int_{-\infty}^{\infty} \frac{s\varphi_n(s)}{\xi_1^2 + s^2(\xi_2^2 + s^2)}ds.
\]

Note that \( a_n \geq 0 \) and \( s\varphi_n(s) \geq 0 \). By assumption, \( f_n(i\xi_1) \) and \( f_n(i\xi_2) \) converge to a finite limit, and we may assume that the limit of \( f_n(i\xi_2) \) is non-zero. It follows that there is a number \( C_1 \) such that

\[
a_n + \int_{-\infty}^{\infty} \min\{1, s^{-4}\} s\varphi_n(s)ds \leq C_1
\]

(3.4)

for every \( n = 1, 2, \ldots \). Before we proceed, we need to slightly improve (3.4). The level-crossing condition (a) in Theorem 1.1 asserts that \( \varphi_n(s_2) - \varphi_n(s_1) \geq -1 \) when \( s_2 \geq s_1 \).
Thus, for $s > 0$ we have
\[
\varphi_n(s) \leq \int_0^1 (1 + \varphi(s + t))dt
\]
\[
\leq 1 + (s + 1)^3 \int_0^1 \varphi_n(s + t) \min\{1, (s + t)^{-3}\} ds \leq 1 + (s + 1)^3 C_1.
\]
A similar estimate holds for $s < 0$, and hence for all $s \in \mathbb{R}$ we have
\[
|\varphi_n(s)| \leq 1 + (|s| + 1)^3 C_1. \tag{3.5}
\]

Using the above bound and (3.4), we find that
\[
a_n + \int_{-\infty}^\infty \min\{|s|^{-1}, s^{-4}\} s \varphi_n(s) ds \leq \int_{-1}^1 |\varphi_n(s)| ds + C_1 \leq C_2,
\]
where $C_2 = 2(1 + \frac{15}{4} C_1) + C_1$. We have thus proved that the sequence of measures
\[
\mu_n(ds) = \min\{|s|^{-1}, s^{-4}\} s \varphi_n(s) ds + a_n \delta_\infty(ds) \tag{3.7}
\]
is relatively compact with respect to the topology of weak convergence on $\mathbb{R} \cup \{\infty\}$, the one-point compactification of $\mathbb{R}$. Later we will prove that in fact $\mu_n$ has a weak limit.

Suppose that $\mu$ is a partial limit of $\mu_n$; that is, $\mu$ is the weak limit on $\mathbb{R} \cup \{\infty\}$ of some sub-sequence $\mu_{j(n)}$. Define $a = \mu(\{\infty\})$; clearly, $a \geq 0$. By (3.5) and (3.7), the density functions of $\mu_n(ds)$ on $\mathbb{R}$ are non-negative and bounded by a constant $C_3$ uniformly in $s \in \mathbb{R}$ and $n = 1, 2, \ldots$. Therefore, $\mu$ is absolutely continuous on $\mathbb{R}$ with respect to the Lebesgue measure, with a density function bounded by $C_3$ almost everywhere. If we denote the density function of $\mu(ds)$ by $\min\{|s|^{-1}, s^{-4}\} s \varphi(s)$, then it follows that $\varphi(s) \geq 0$ for almost all $s > 0, \varphi(s) \leq 0$ for almost all $s < 0$,
\[
\mu(ds) = \min\{|s|^{-1}, s^{-4}\} s \varphi(s) ds + a \delta_\infty(ds),
\]
and $a$ and $\varphi$ satisfy analogues of (3.5) (almost everywhere) and (3.6). For $\xi \in \mathbb{R}\backslash\{0\}$ we define
\[
\Psi_n(\xi) = \exp(ib_n\xi - c_n)\mathcal{L}f_n(i\xi).
\]
By the representation (1.1) of $\mathcal{L}f_n(i\xi)$, we have
\[
\Psi_n(\xi) = \exp\left(-a_n\xi^2 + \int_{-\infty}^\infty \left(\frac{1}{i\xi + s} - \frac{1}{s} - \frac{i\xi}{s^2}\right) \mathbb{I}_{\mathbb{R}\backslash(-1,1)}(s) \varphi_n(s) ds\right)
\]
\[
= \exp\left(-\int_{\mathbb{R}\cup\{\infty\}} g_\xi(s) \mu_n(ds)\right),
\]
where, by a short calculation,
\[
g_\xi(s) = -\frac{1}{i\xi + s} \text{sign} s \mathbb{I}_{(-1,1)}(s) - \left(\frac{1}{i\xi + s} - \frac{1}{s} + \frac{i\xi}{s^2}\right) s^3 \mathbb{I}_{\mathbb{R}\backslash(-1,1)}(s) + \xi^2 \mathbb{I}_{\{\infty\}}(s)
\]
\[
= -\frac{\text{sign} s}{i\xi + s} \mathbb{I}_{(-1,1)}(s) + \frac{\xi^2 s^2}{s^2(i\xi + s)} \mathbb{I}_{\mathbb{R}\backslash(-1,1)}(s) + \xi^2 \mathbb{I}_{\{\infty\}}(s).
\]
In particular, \( g_\xi \) is a bounded function on \( \mathbb{R} \cup \{\infty\} \), continuous except possibly at \(-1, 0\) and 1. Since the limiting measure \( \mu \) does not charge \{-1, 0, 1\}, we have
\[
\lim_{n \to \infty} \Psi_{j(n)}(\xi) = \exp \left( - \lim_{n \to \infty} \int_{\mathbb{R} \cup \{\infty\}} g_\xi(s) \mu_{j(n)}(ds) \right) = \exp \left( - \int_{\mathbb{R} \cup \{\infty\}} g_\xi(s) \mu(ds) \right) = \exp \left( -a\xi^2 + \int_{-\infty}^{\infty} \left( \frac{1}{i\xi + s} - \frac{1}{s} \right) 1_{\mathbb{R}\setminus(-1,1)}(s) \varphi(s) ds \right).
\]

On the other hand,
\[
\lim_{n \to \infty} \left( \exp(-ib_{j(n)}\xi + c_{j(n)})\Psi_{j(n)}(\xi) \right) = \lim_{n \to \infty} \mathcal{L}_n(i\xi) = \Phi(\xi).
\]
In particular, \( \exp(-ib_{j(n)}\xi + c_{j(n)}) \) has a limit for every \( \xi \in \mathbb{R}\setminus\{0\} \), and this limit is not everywhere zero. It is now easy to see that \( b_{j(n)} \) and \( c_{j(n)} \) necessarily converge to some \( b, c \in \mathbb{R} \). We conclude that
\[
\Phi(\xi) = \exp \left( -a\xi^2 - ib\xi + c + \int_{-\infty}^{\infty} \left( \frac{1}{i\xi + s} - \frac{1}{s} \right) 1_{\mathbb{R}\setminus(-1,1)}(s) \varphi(s) ds \right)
\]
for \( \xi \in \mathbb{R}\setminus\{0\} \), that is, \( \Phi \) is indeed given by (1.1), with \( \varphi \) satisfying the integrability condition (b) in Theorem 1.1, as well as the level-crossing condition (a) for \( k = 0 \).

Since for every \( n = 1, 2, \ldots, \varphi_n \) satisfies the level-crossing condition (a), for every \( k \in \mathbb{Z} \) the measure \( (\varphi_{j(n)}(s) - k)ds \) changes its sign at most once. Furthermore, the measures \( (\varphi_{j(n)}(s) - k)ds \) converge vaguely on \( \mathbb{R} \) to \( (\varphi(s) - k)ds \). Therefore, the latter measure also changes its sign at most once. We conclude that, after modification on a set of zero Lebesgue measure, \( \varphi \) satisfies the level-crossing condition (a) of Theorem 1.1 for every \( k \in \mathbb{Z} \). The first assertion of the lemma is therefore proved.

The parameters \( a, b, c \) and \( \varphi \) are determined uniquely by the values of \( \Phi \) on \( \mathbb{R}\setminus\{0\} \); see Remark 5.5 in [6] for further discussion. Therefore, every partial limit of the sequence of measures \( \mu_n \) (in the sense of weak convergence on \( \mathbb{R} \cup \{\infty\} \)) is necessarily equal to the measure \( \mu \) described above, and in addition the corresponding partial limits of \( b_n \) and \( c_n \) exist and are equal to \( b \) and \( c \), respectively. This proves that \( \mu_n \) converges weakly to \( \mu \), and also \( b_n \) and \( c_n \) converge to \( b \) and \( c \), respectively. By the definitions of \( \mu_n \) and \( \mu \) and a substitution \( r = 1/s \), this is equivalent to the second assertion of the lemma.

The following result extends Lemma 2.4 to non-integrable bell-shaped functions.

**Lemma 3.2** If \( f \) is a strictly bell-shaped function and \( \xi \in \mathbb{R}\setminus\{0\} \), then
\[
\mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{n^{n+1}}{\pi^n} \int_{-\infty}^{\infty} f^{(n)}(nx) dx \right).
\]

**Proof** The proof is very similar, except that we need to handle a singularity of \( \mathcal{L} f(i\xi) \) at \( \xi = 0 \). Observe that for \( \xi > 0 \), \( (1 + \xi^{-1}\xi) |\mathcal{L} f(i\xi)\rangle \) is a bounded function. Indeed, if \( f \) is non-decreasing on \((-\infty, -p]\), non-increasing on \([p, \infty)\), and bounded by \( M \), then, by (3.1),
\[
|\mathcal{L} f(i\xi)| \leq \frac{|f(-p)|}{\xi} + \int_{-\infty}^{-p} \frac{1}{\xi} f'(x) + 2pM + \frac{|f(p)|}{\xi} + \int_p^{\infty} \frac{1}{\xi} d(-f)(x) \leq \frac{4M}{\xi} + 2pM.
\]
For $s > 0$ we denote
\[ \Psi(s) = \int_{0}^{\infty} e^{-sx} f(i\xi) d\xi. \]

Note that in the proof of Lemma 2.4, for integrable $f$, we defined $\Phi$ to be the Laplace transform of $f(i\xi)$; in this case, $\Psi(s) = -\Phi'(s)$.

We claim that for $s > 0$ we have
\[ \Psi(s) = \int_{-\infty}^{\infty} \frac{f(x)}{(s + ix)^2} dx. \]  \hfill (3.9)

This is a consequence of (3.1) and Fubini’s theorem: we write
\[
\Psi(s) = \int_{0}^{\infty} e^{-sx} \left( -\frac{e^{i\xi p} f(-p)}{i\xi} + \int_{-\infty}^{-p} \frac{e^{-i\xi x}}{i\xi} df(x) + \int_{-p}^{0} e^{-i\xi x} f(x) dx + \frac{e^{-i\xi p} f(p)}{i\xi} \right) d\xi \\
= -\frac{f(-p)}{i(s-ip)} + \int_{-\infty}^{-p} \frac{1}{i(s+ix)} df(x) + \int_{-p}^{0} \frac{f(x)}{(s+ix)^2} dx + \frac{f(p)}{i(s+ip)} + \int_{p}^{\infty} \frac{1}{i(s+ix)} df(x),
\]

and integration by parts leads us back to (3.9).

The next part of the proof is very similar to the proof of Lemma 2.4. Differentiating under the integral, we obtain
\[ \Psi^{(n-1)}(s) = (-1)^{n-1} n! \int_{-\infty}^{\infty} \frac{f^{(x)}(x)}{(s+ix)^{n+1}} dx, \]
and $n$-fold integration by parts leads to
\[ \Psi^{(n-1)}(s) = -i^n \int_{-\infty}^{\infty} \frac{f^{(n)}(x)}{s+ix} dx. \]  \hfill (3.10)

Post’s inversion formula for the Laplace transform tells us that for $\xi > 0$ we have
\[ \xi \mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{(-1)^{n-1} n!}{(n-1)!} \Psi^{(n-1)}((n-1)/\xi) \right). \]

Here we need a minor modification. Since $\xi \mathcal{L} f(i\xi)$ is a continuous function of $\xi > 0$, the expressions under the limit in the right-hand side converge locally uniformly in $\xi > 0$. Thus, we may replace $\xi$ by $n\xi/(n-1)$. This leads to the expression
\[ \xi \mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{(-1)^{n-1} n^n}{(n-1)!} \Psi^{(n-1)}(n/\xi) \right), \]

or, in other words,
\[ \mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{-i^n n^n}{(n-1)! \xi^{n+1}} \int_{-\infty}^{\infty} \frac{f^{(n)}(x)}{n/\xi + ix} dx \right). \]

Substituting $x = ny$, we conclude that
\[ \mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \frac{n^n}{(n-1)! (i\xi)^n} \int_{-\infty}^{\infty} \frac{f^{(n)}(ny)}{1 + i\xi y} dy \right). \]
which is equivalent to the assertion of the lemma when $\xi > 0$. The case $\xi < 0$ also follows, because $L f(-i\xi) = \overline{L f(i\xi)}$. \hfill $\Box$

**Proof of Theorem 1.3** As in the proof for integrable bell-shaped functions, it is sufficient to prove the theorem for strictly bell-shaped functions. Therefore, we suppose that $f$ is a strictly bell-shaped function. As in Sect. 2, for $n = 0, 1, 2, \ldots$ we denote the zeroes of $f^{(n)}$ by $n\alpha_{n,k}$, where $k = 1, 2, \ldots, n$, and we let

$$g_n(x) = \frac{(-1)^n n^{n+1}}{n!} f^{(n)}(nx) \prod_{k=1}^{n} (x - \alpha_{n,k}).$$

(3.11)

Again, $g_n(x) \geq 0$ for all $x \in \mathbb{R}$, and by Lemma 2.2, $g_n$ converges to zero at $\pm \infty$.

Our goal is again to express (a variant of) the Cauchy–Stieltjes transform of $g_n$ in terms of a similar transform of $g_n$. This time, however, $g_n$ need not be integrable. Nevertheless, we will show that the Cauchy–Stieltjes transform of $g_n$ is well-defined.

As in the proof in the integrable case, for a fixed $z \in \mathbb{C} \backslash \mathbb{R}$, we have

$$\frac{1}{1 + xz} \prod_{k=1}^{n} (x - \alpha_{n,k}) = \frac{(-1)^n}{z^n (1 + xz)} \prod_{k=1}^{n} (1 + \alpha_{n,k}z) + P_n(x)$$

(3.12)

for all $x \in \mathbb{R}$, where $P_n$ is a polynomial of degree at most $n - 1$. Integrating by parts $n$ times and using Lemma 2.2, we find that, as an improper integral,

$$\int_{-\infty}^{\infty} f^{(n)}(nx) P_n(x) dx = 0$$

(3.13)

(we will momentarily see that in fact the above integral converges absolutely).

Suppose that $n \geq 1$, so that $f^{(n)}$ is absolutely integrable. In this case, by (3.12) and (3.13),

$$\int_{-\infty}^{\infty} \frac{g_n(x)}{1 + xz} dx = \frac{(-1)^n n^{n+1}}{n!} \int_{-\infty}^{\infty} \frac{f^{(n)}(nx)}{1 + xz} \left( \prod_{k=1}^{n} (x - \alpha_{n,k}) \right) dx$$

$$= \frac{n^{n+1}}{n! z^n} \left( \prod_{k=1}^{n} (1 + \alpha_{n,k}z) \right) \int_{-\infty}^{\infty} \frac{f^{(n)}(nx)}{1 + xz} dx.$$

(3.14)

Here the integral in the right-hand side converges absolutely, the improper integral in (3.13) converges, and thus the left-hand side is well-defined as an improper integral. However, $g_n(x) \geq 0$ and $\text{Im}(1 + xz)^{-1} = x |1 + xz|^{-2} \text{Im} z$ has constant sign, and $| \text{Im}(1 + xz)^{-1} |$ is comparable with $|1 + xz|^{-1}$ as $x \to \pm \infty$. Therefore, convergence of the improper integral of $g_n(x)/(1 + xz)$ automatically implies absolute convergence of this integral. It follows that, just as in the integrable case,

$$\frac{n^{n+1}}{n! z^n} \int_{-\infty}^{\infty} \frac{f^{(n)}(nx)}{1 + xz} dx = \left( \prod_{k=1}^{n} \frac{1}{1 + \alpha_{n,k}z} \right) \int_{-\infty}^{\infty} \frac{g_n(x)}{1 + xz} dx,$$

(3.15)

with both integrals absolutely convergent. Furthermore, by Lemma 3.2, for $z = i\xi$ with $\xi \in \mathbb{R} \backslash \{0\}$, the left-hand side converges as $n \to \infty$ to $L f(i\xi)$.

We have thus proved that for $\xi \in \mathbb{R} \backslash \{0\}$,

$$L f(i\xi) = \lim_{n \to \infty} \left( \prod_{k=1}^{n} \frac{1}{1 + i\alpha_{n,k}\xi} \right) \int_{-\infty}^{\infty} \frac{g_n(x)}{1 + i\xi x} dx.$$

(3.16)
For every $n = 0, 1, 2, \ldots$ the expression under the limit in the right-hand side is the product of Fourier transforms of a locally integrable $AM$-$CM$ function (by Proposition 1.7) and a Pólya frequency function (by Proposition 1.8); that is, it is the Fourier transform of a bell-shaped function described by Theorem 1.1. By Lemma 3.1, $\mathcal{L} f(i\xi)$ is given by (1.1), with $a \geq 0$, $b \in \mathbb{R}$, $c \in \mathbb{R}$ and $\varphi$ satisfying the level-crossing condition (a) and the integrability condition (b) of Theorem 1.1. It remains to observe that condition (c) of this theorem follows directly from the assumptions. Indeed, by (3.2) (with $e^{-i\xi x} - 1$ in the numerator), we have

$$\xi \text{ Im } \mathcal{L} f(i\xi) = \text{ Im } \int_{-\infty}^{\infty} e^{-i\xi x} - 1 \frac{1}{i} f'(x) dx = \int_{-\infty}^{\infty} (\cos(\xi x) - 1) f'(x) dx,$$

and the right-hand side converges to zero as $\xi \to 0$ by the dominated convergence theorem. Similarly, again by (3.2),

$$\text{Re } \mathcal{L} f(i\xi) = \text{ Re } \int_{-\infty}^{\infty} e^{-i\xi x} x \frac{1}{(i\xi)^2} f''(x) dx = \int_{-\infty}^{\infty} \frac{1 - \cos(\xi x)}{\xi^2} f''(x) dx,$$

and the right-hand side is integrable with respect to $\xi \in (-1, 1)$.

Remark 3.3 As a supplement to the above proof, we make the following observation that will be needed in the next section. Suppose that $f$ is a strictly bell-shaped function. By Theorem 1.3, $f$ is described by Theorem 1.1, that is, the Fourier transform $\mathcal{L} f(i\xi)$ is given by (1.1) for some $a, b, c$ and $\varphi$. In the above proof we expressed $\mathcal{L} f(i\xi)$ as a limit of

$$\left( \prod_{k=1}^{n} \frac{1}{1 + i\alpha_n, k \xi} \right) \int_{-\infty}^{\infty} g_n(x) \frac{1}{1 + i\xi x} dx,$$

see (3.16), and we observed that for every $n = 1, 2, \ldots$ the above expression is again given by the right-hand side of (1.1) for some parameters $a_n, b_n, c_n$ and $\varphi_n$. It is clear that $a_n = 0$. Thus, as a consequence of Lemma 3.1 and (3.16), we have

$$a \delta_0(ds) + s\varphi(1/s)ds = \lim_{n \to \infty} (s\varphi_n(1/s)ds), \quad (3.17)$$

with the vague limit of measures in the right-hand side. Furthermore, as discussed in the introduction, if

$$\varphi_{n, h}(s) = \sum_{k=1}^{n} 1_{(0, \infty)}(\alpha_n, k) 1_{[1/\alpha_n, \infty)}(s) - \sum_{k=1}^{n} 1_{(-\infty, 0)}(\alpha_n, k) 1_{(-\infty, 1/\alpha_n, k]}(s) \quad (3.18)$$

is the function $\varphi$ that corresponds (as in Proposition 1.8) to the Pólya frequency function with Fourier transform $\prod_{k=1}^{n} (1 + i\alpha_n, k \xi)^{-1}$, then we have

$$\varphi_{n, h}(s) \leq \varphi_n(s) \leq \varphi_{n, h}(h) + 1 \quad \text{for almost all } s > 0,$n \leq \varphi_{n, h}(s) \leq \varphi_{n, h}(s) \quad \text{for almost all } s < 0. \quad (3.19)$$

4 Further results on bell-shaped functions

In this short section we prove additional results stated in the Introduction.

Proof of Corollary 1.4 Suppose that $f$ is a weakly bell-shaped function described by Theorem 1.1 with parameters $a, b, c$ and $\varphi$, and $n = 1, 2, \ldots$ Let $g$ be the weakly bell-shaped function as in Theorem 1.1, with parameters $a/n, b/n, c/n$ and $\varphi/n$. It is straightforward
to verify that these parameters indeed satisfy conditions (a), (a) and (c), and that the $n$-fold convolution of $g$ is equal to $f$.

**Proof of Corollary 1.5** Again, suppose that $f$ is a weakly bell-shaped function described by Theorem 1.1 with parameters $a$, $b$, $c$ and $\varphi$. For $n = 1, 2, \ldots$, the $n$-fold convolution $f_n$ of $f$ has Fourier transform given by (1.1), with parameters $na$, $nb$, $nc$ and $n\varphi$. Observe that $f_n$ is weakly bell-shaped if and only if $n\varphi$ (after modification on a set of zero Lebesgue measure) satisfies the level-crossing condition (a). Thus, $f_n$ is weakly bell-shaped for every $n = 1, 2, \ldots$ if and only if (again after modification on a set of zero Lebesgue measure) $\varphi$ is a non-decreasing function.

Corollary 1.6 is an immediate consequence of Proposition 1.10, proved below. Corollary 1.9 does not require proof, and Corollary 1.12 was already proved in the introduction.

**Proof of Proposition 1.10** We will use the observation made in Remark 3.3. Suppose that $na_{n,k}$ are the zeroes of $f^{(n)}$, the Fourier transform of $f$ is given by (1.1), and $\varphi_n$ and $\varphi_{n,h}$ are defined as in Remark 3.3. In particular, $\varphi_{n,h}$ is an integer-valued function which has unit jumps at $1/\alpha_{n,k}$ (as long as $\alpha_{n,k} \neq 0$) for $k = 1, 2, \ldots, n$ (see (3.18)), we have

$$0 \leq \varphi_{n,h}(s) = \varphi_{n,h}(s) \leq \varphi_{n,h}(s) + |s|$$

for almost all $s \in \mathbb{R}$ (see (3.19)), and $\varphi_{n,1/s}ds$ converges vaguely to $a\delta_0(ds) + s\varphi(1/s)ds$ (see (3.17)).

By (4.1), the sequence of measures $\mu_n(ds) = \varphi_{n,h}(1/s)ds$ is relatively compact with respect to the topology of vague convergence. Suppose that $\mu$ is a partial limit of this sequence, a vague limit of a sub-sequence $\mu_{j(n)}$. Again by (4.1),

$$a\delta_0 + \max\{0, s\psi(1/s) - |s|\}ds \leq \mu(ds) \leq a\delta_0(ds) + s\varphi(1/s)ds.$$

Therefore, $\mu(0) = a$, and $\mu$ is absolutely continuous on $\mathbb{R}\setminus\{0\}$ with respect to the Lebesgue measure. Define $\varphi_h$ so that $s\varphi_h(1/s)$ is the density function of $\mu$ on $\mathbb{R}\setminus\{0\}$. Then it follows that $\varphi_h(ds)$ is the vague limit of $\varphi_{n,h}(s)ds$ on $\mathbb{R}\setminus\{0\}$. It is now easy to see that, after modification on a set of zero Lebesgue measure, $\varphi_h$ is non-decreasing, only takes integer values, and satisfies $\varphi_h(0) = 0$. In other words, there is a sequence $s_k \in [-\infty, \infty]$, $k \in \mathbb{Z}$, such that $s_0 = 0$, $s_k$ is non-decreasing, and

$$\varphi_h(s) = \sum_{k=1}^{\infty} \mathbb{1}_{[s_k, \infty)}(s) - \sum_{k=-\infty}^{-1} \mathbb{1}_{(-\infty, s_k]}(s).$$

Furthermore, since $\varphi$ satisfies the integrability condition (b) in Theorem 1.1, we have $s_1 > 0$ and $s_{-1} < 0$ (see the proof of Lemma 5.4 in [6]). We let $\alpha_k = 1/s_k$ for $k \neq 0$ (with the convention that $1/\pm \infty = 0$), and we claim that in the sense of vague limit of measures,

$$\lim_{n \to \infty} \sum_{k=1}^{\infty} \alpha_{j(n), k}^2 \delta_{\alpha_{j(n), k}}(ds) = 2a\delta_0(ds) + \sum_{k \in \mathbb{Z}\setminus\{0\}} \alpha_k^2 \delta_{\alpha_k}(ds).$$

The above claim is easily seen to be equivalent to the assertion of the proposition.

Suppose that $u$ is a smooth, non-negative, compactly supported function on $\mathbb{R}$, and define $v(s) = s^2u(s)$ and $w(s) = v'(s)/s$; we extend $w$ continuously, so that $w(0) = v''(0) = 2u(0)$. Since $\mu$ is the vague limit of a subsequence $\mu_{j(n)}$ and $w$ is continuous and compactly supported, we have

$$\lim_{n \to \infty} \int_{\mathbb{R}} w(s)\mu_{j(n)}(ds) = \int_{\mathbb{R}} w(s)\mu(ds).$$

$$\square$$ Springer
Using the definitions of $\mu_n$ and $\varphi_{n,h}$, we evaluate the left-hand side of (4.2) (with $j(n)$ replaced by $n$):

$$\int_{\mathbb{R}} w(s) \mu_n(ds) = \int_{-\infty}^{\infty} v'(s) \varphi_{n,h}(1/s) ds$$

$$= \sum_{k=1}^{n} 1_{(0, \infty)}(\alpha_{n,k}) \int_{0}^{\alpha_{n,k}} v'(s) ds - \sum_{k=1}^{n} 1_{(-\infty, 0)}(\alpha_{n,k}) \int_{0}^{0} v'(s) ds$$

$$= \sum_{k=1}^{n} (v(\alpha_{n,k}) - v(0)) = \sum_{k=1}^{n} \alpha_{n,k}^2 u(\alpha_{n,k}).$$

The right-hand side of (4.2) is evaluated in a similar way, using the properties of $\mu$ established above:

$$\int_{\mathbb{R}} w(s) \mu(ds) = aw(0) + \int_{-\infty}^{\infty} v'(s) \varphi_{h}(1/s) ds$$

$$= 2au(0) + \sum_{k=1}^{\infty} \int_{0}^{\alpha_k} v'(s) ds - \sum_{k=-\infty}^{-1} \int_{0}^{\alpha_k} v'(s) ds$$

$$= 2au(0) + \sum_{k\in\mathbb{Z}\backslash\{0\}} (v(\alpha_k) - v(0)) = 2au(0) + \sum_{k\in\mathbb{Z}\backslash\{0\}} \alpha_k^2 u(\alpha_k)$$

(in particular, the sum in the right-hand side is absolutely convergent). We have thus proved that

$$\lim_{n \to \infty} \sum_{k=1}^{j(n)} \alpha_{j(n),k}^2 u(\alpha_{j(n),k}) = 2au(0) + \sum_{k\in\mathbb{Z}\backslash\{0\}} \alpha_k^2 u(\alpha_k)$$

whenever $u$ is smooth, non-negative and compactly supported. By approximation, the above equality also holds for general continuous and compactly supported $u$, which is precisely our claim.

5 Whale-shaped functions

We conclude the article with a sketch of the proof of our result on whale-shaped functions, Theorem 1.13.

**Sketch of the proof of Theorem 1.13** Suppose that $f$ satisfies condition (b) of the theorem, that is, $f$ is the convolution of $m$ densities of exponential distributions and a completely monotone function $g$ on $(0, \infty)$ (which is integrable near 0 and which converges to zero at infinity). Then, by a proposition proved in [11] (see p. 889 therein), $f^{(n)}$ changes its sign $\min\{n, m\}$ times. Furthermore, it is easy to see that $f^{(n)}(0^+) = 0$ for $n = 0, 1, 2, \ldots, m - 1$, and hence $f$ is whale-shaped of order $m$.

Conversely, suppose that $f$ is a whale-shaped function on $(0, \infty)$ of order $m \geq 0$. We will prove that $f$ satisfies condition (b). The argument follows closely the proof of Theorem 1.3 in Sect. 3, and so we omit some details.

By an analogue of Lemma 2.2, for $n = 0, 1, 2, \ldots$,

$$x^n f^{(n)}(x) \text{ converges to zero as } x \to \infty.$$ 

(5.1)
We claim that for \( n = m, m + 1, m + 2, \ldots \)
\[
x^{n-m} f^{(n)}(x) \text{ is integrable near zero and } \lim_{x \to 0^+} (x^{n-m+1} f^{(n)}(x)) = 0. \tag{5.2}
\]
If \( n = m = 0 \), then integrability of \( f^{(n)} = f \) near 0 is one of the assumptions. If \( n = m > 0 \), \( f^{(m)} \) is the derivative of \( f^{(m-1)} \), which, by assumption, is bounded and monotone in some right neighbourhood of zero. Thus, \( f^{(n)} = f^{(m)} \) is integrable near 0. We now proceed by induction. Suppose that for some \( n > m \) we have already proved that \( x^{n-m-1} f^{(n-1)} \) is integrable near 0. By assumption, \( f^{(n-1)} \) and \( f^{(n)} \) have constant signs in a right neighbourhood of 0, and hence \( f^{(n-1)} \) has a constant sign and it is monotone near 0. This property and integrability of \( x^{n-m-1} f^{(n-1)} \) imply that \( \lim_{x \to 0^+} (x^{n-m} f^{(n-1)}(x)) = 0 \). By integration by parts, the improper integral \( \int_0^1 x^{n-m} f^{(n)}(x) \, dx \) exists. Since \( f^{(n)} \) has constant sign in some right neighbourhood of 0, this integral in fact converges absolutely. Our claim follows now by induction.

With (5.1) and (5.2) at hand, we proceed as in the proof of Theorem 1.3. Suppose that \( n \geq m \), so that \( f^{(n)} \) has \( m \) zeroes in \((0, \infty)\), denoted by \( n \alpha_{n,k}, k = 1, 2, \ldots, m \). As before, we let
\[
g_n(x) = \frac{(-1)^m n^{n+1}}{n!} x^{n-m} f^{(n)}(nx) \prod_{k=1}^m (x - \alpha_{n,k}).
\]
Note that this is the same definition as (3.11) if we agree that \( \alpha_{n,k} = 0 \) for \( k > m \). Clearly, \( g_n(x) \geq 0 \) for all \( x \in (0, \infty) \). For a fixed \( z \in C \setminus (-\infty, 0] \), we have
\[
\frac{1}{1 + xz} \prod_{k=1}^m (x - \alpha_{n,k}) = \frac{(-1)^m}{z^m (1 + xz)} \prod_{k=1}^m (1 + \alpha_{n,k} z) + P_n(x)
\]
for all \( x \in (0, \infty) \), where \( P_n \) is a polynomial of degree at most \( m - 1 \). We claim that \( n \)-fold integration by parts leads to
\[
\int_0^\infty x^{n-m} f^{(n)}(nx) P_n(x) \, dx = 0.
\]
Indeed, let \( h_{n,k}(x) = f^{(n-k)}(nx)(x^{n-m} P_n(x))^{(k-1)} \) for \( k = 1, 2, \ldots, n \). As \( x \to \infty \), \( h_{n,k}(x) \) is bounded by a constant times \( x^{n-k}|f^{(n-k)}(nx)| \), and hence, by (5.1), \( h_{n,k}(x) \) converges to zero as \( x \to \infty \). Similarly, for \( k = 1, 2, \ldots, n - m \), the function \( h_{n,k}(x) \) is bounded by a constant times \( x^{n-m-k+1}|f^{(n-k)}(nx)| \) as \( x \to 0^+ \), and hence, by (5.2), \( h_{n,k}(0^+) = 0 \). Finally, if \( k = n - m + 1, n - m + 2, \ldots, n \), then \( h_{n,k}(x) \) is bounded by a constant times \( |f^{(n-k)}(nx)| \) as \( x \to 0^+ \), and since \( n - k < m \), we have \( h_{n,k}(0^+) = 0 \) by assumption. Our claim follows.

We have thus found that for \( n = m, m + 1, m + 2, \ldots \) we have
\[
\int_0^\infty \frac{g_n(x)}{1 + xz} \, dx = \frac{(-1)^m n^{n+1}}{n!} \int_0^\infty \frac{x^{n-m} f^{(n)}(nx)}{1 + xz} \left( \prod_{k=1}^m (x - \alpha_{n,k}) \right) \, dx
\]
\[
= \frac{(-1)^m n^{n+1}}{n! z^m} \left( \prod_{k=1}^m (1 + \alpha_{n,k} z) \right) \int_0^\infty \frac{x^{n-m} f^{(n)}(nx)}{1 + xz} \, dx.
\]
Again we find that the above integrals are in fact absolutely convergent, and
\[
\frac{(-1)^m n^{n+1}}{n! z^m} \int_0^\infty \frac{x^{n-m} f^{(n)}(nx)}{1 + xz} \, dx = \left( \prod_{k=1}^m \frac{1}{1 + \alpha_{n,k} z} \right) \int_0^\infty \frac{g_n(x)}{1 + xz} \, dx. \tag{5.3}
\]
Now we need an analogue of Lemma 3.2, with a different choice of the \( n \)-fold antiderivative of \( 1/(s + ix)^{n+1} \) in formula (3.10) in the proof: \( (-ix/s)^{n-m}/(s + ix) \) rather than \( 1/(s + ix) \). This variant applies to our case, with \( z = i\xi \) and \( \xi \in \mathbb{R} \setminus \{0\} \), and it implies that the left-hand side of (5.3) converges as \( n \to \infty \) to \( \mathcal{L} f(i\xi) \). We omit the details.

Above we have proved that for \( \xi \in \mathbb{R} \setminus \{0\} \),

\[
\mathcal{L} f(i\xi) = \lim_{n \to \infty} \left( \prod_{k=1}^{m} \frac{1}{1 + i\alpha_{n,k}\xi} \right) \int_{0}^{\infty} \frac{g_n(x)}{1 + i\xi x} \, dx.
\]

This is a perfect analogue of (3.16). The remaining part of the proof is not much different from the corresponding argument in the proof of Theorem 1.3, and is therefore omitted.
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