An integrated framework for COVID-19 classification based on classical and quantum transfer learning from a chest radiograph
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Summary
COVID-19 is a quickly spreading over 10 million persons globally. The overall number of infected patients worldwide is estimated to be around 133,381,413 people. Infection rate is being increased on daily basis. It has also caused a devastating effect on the world economy and public health. Early stage detection of this disease is mandatory to reduce the mortality rate. Artificial intelligence performs a vital role for COVID-19 detection at an initial stage using chest radiographs. The proposed methods comprise of the two phases. Deep features (DFs) are derived from its last fully connected layers of pre-trained models like AlexNet and MobileNet in phase-I. Later these feature vectors are fused serially. Best features are selected through feature selection method of PCA and passed to the SVM and KNN for classification. In phase-II, quantum transfer learning model is utilized, in which a pre-trained ResNet-18 model is applied for DF collection and then these features are supplied as an input to the 4-qubit quantum circuit for model training with the tuned hyperparameters. The proposed technique is evaluated on two publicly available x-ray imaging datasets. The proposed methodology achieved an accuracy index of 99.0% with three classes including coronavirus-positive images, normal images, and pneumonia radiographs. In comparison to other recently published work, the experimental findings show that the proposed approach outperforms it.
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1 INTRODUCTION

The COVID-19 is a severe repository disease that was first reported in December 2018 in Wuhan, China.\(^1\) Due to the increased spreading of this viral disease, World Health Organization (WHO) announced public health emergency on January 30, 2020 and also declared the coronavirus name as COVID-19 on February 11, 2020.\(^2,3\) According to a JAMA article, a novel coronavirus was disseminated from Wuhan to other cities in 30 days and later turn out to be a become a pandemic.\(^4\) The pervasive spread of this infectious coronavirus quarantined many people and crippled many industries in the world. For the planning of preventive measures to overcome the spreading of this pandemic disease, it is necessary to detect it at earliest. The first COVID-19 positive victim was declared in the United States of America (USA) on January 20, 2020.\(^5,7\) Later, in the same month of January, seven corona virus-positive cases were reported in USA. These cases stretched-out over 133,381,413 by April 7, 2021, with active cases of 22,965,470 and 2,891,875 deaths.\(^8\) COVID-19 found in animals has zoonotic nature. Due to this nature, it can be transmitted to human.
Shorting of breath, sore throat, muscle pain, cough, fever, and headache are common symptoms of this disease. In more detail, severe infection caused by this virus can lead to acute repository syndrome, multi organs failure, and death.7,9,10

The COVID-19 detection is currently being carried out with a real-time reverse transcription-polymerase chain reaction (RT-PCR) test on respiratory specimens. COVID-19 detection through PCR is complicated and not reliable. The manual process of detecting this disease is time-consuming and has a positivity rate of only 63%.11,12 Delay in the testing process can cause the interaction of infected patients with healthy peoples. Due to the viral nature, this interaction can increase the number of infectious. A lot of countries around the globe have an incorrect number of virus detected patient due to delay in the testing facility.13 Chest radiographs are being used for preliminary testing and detection of this pandemic disease.14 Radiological images of the patients can be examined for virus symptoms detection because of less sensitivity rate of the RT-PCR test.15,16 CT combined with RT-PCR test can be used for better detection of coronavirus due to the high sensitivity of CT for pneumonia detection. It is also observed that in the first 2 days of the disease, CT appears to be normal. On the other hand, most remarkable lungs infection in the CT of pneumonia survived patients was seen minimum after 10 days at the beginning of COVID-19 clinical signs.17–19

In initial phase of this pandemic disease, there were insufficient testing kits in Chinese medical centers. Moreover, high rate of false-negative results was being produced by the available testing kits. Because of this problem, clinical and chest x-ray based diagnoses were encouraged.20 At the start of COVID-19, countries that had a lesser amount of PCR testing kits like Turkey relied on CT for detection purpose. Recent researches reported that the early detection of coronavirus can be achieved with higher accuracy by combining both laboratory results and clinical image features.21,22 Some studies investigated that before the beginning of COVID-19 symptoms, changes in the chest radiograph were observed. In the early stage, the radiological images taken from COVID-19 patients carry useful information for the diagnostic purpose.23 Chest radiography-based COVID-19 detection and diagnoses are better than the conventional methods. By this way, large number of patients can be analyzed simultaneously. Hence, researchers can overcome the problem of a limited number of testing kits. Scholars from different domains around the globe are struggling to contribute their ideas to fight against this infectious disease. Many researchers have published their work for detection of this viral disease using chest radiography images.24

Recent advancements in computing technology, specifically in artificial intelligence (AI) and medical image processing, make it possible to detect many diseases automatically.25–29 Using computer-aided diagnostic systems high accuracy of disease detection has been achieved.30–33 Machine learning (ML)-based diagnosis mechanisms are gaining increased attention in the many fields.34–38 Medical diagnostic systems are being automated with help of deep learning (DL) that is an advanced version of ML and is a subset of AI.39–42 DL gained high attention of researchers and has become a popular research area. Using DL, there is no need for manual features extraction process. All of the image features are extracted automatically.43 DL has large-scale applications in computer-aided medical diagnosis systems such as arrhythmia detection.44,45 The fast spreading of the COVID-19 pandemic makes it necessary to automate manual diagnostic system by using AI techniques. Therefore, a precise, simple, and fast AI based diagnostic system is needed to overcome this problem. AI-based computer-aided diagnosis (AI-CAD) systems that work on x-ray images may help radiologists to test positivity of COVID-19 infection at its beginning stage.46

Despite the fact that a large amount of work has been performed in the literature for COVID-19 classification, there are still limitations in this domain. Since optimal function extraction and selection is a difficult process, the classification accuracy was affected. As a result, the proposed methodology investigates a feature that derived from convolutional and quantum kernels. In this experiment we conclude that quantum kernel is more powerful as compared to convolutional kernels.

Major contributions of this research work are mentioned below in points:

- In the classical transfer learning (TL) model, pre-trained MobileNet, and AlexNet models are utilized for deep features (DFs) extraction purpose. All features are extracted using the activation function from the last fully connected (FC) layers and fused serially to obtain a single feature vector for further processing.
- In the next step, the features reduction technique is applied to pick out the topmost relevant features to be used. For feature selection principal component analysis (PCA) is used. The chosen vector is then fed into various ML classifiers for discrimination tasks.
- In the quantum TL model, collected DF vector is passed as an input to the 4-qubit quantum circuit and model is trained on the tuned parameters after the extensive experimentation for COVID-19 classification.

The recent related work is discussed in Section 2, whereas Sections 3 and 4 discussed the detail of proposed methodology and experimental results respectively. Section 5 demonstrates the conclusion of the proposed methodology.

### 2 RELATED WORK

Several studies have been presented in the literature for the detection of viral corona virus using chest radiographs. A chest x-ray based methodology to detect the infectious disease using DL.47 Proposed a modified DL based methodology by combining the inception and ResNet50 for
training and testing purposes, to check the positivity of coronavirus using chest radiographs. In another study performed the same task by using inception-based coronet and reported an accuracy index of 89.6%. COVID-19 detection by using TL is proposed in References 50 and 51. Recently, presented a modified convolution neural network-based automatic virus detection and obtained an accuracy of 97.37%. Presented automatic detection using deep TL-based methodology and reported an accuracy index of 98%. In another recent study, presented a DF based COVID-19 detection using support vector machine (SVM) classifier and achieved a higher accuracy index of 95.38%. Recently, many studies have been suggested the testing of novel COVID-19 positivity with the help of chest radiographs. Introduced a deep TL model for CT scan images classification. Proposed a genome analysis of COVID-19 by using the AI. Both chest x-ray images and CT scan based automatic detection of coronavirus is presented in References 59–61. For analysis and detection of coronavirus a DL model is presented by Kedia et al. In the field AI and ML, TL is the most important and extensively used methodology that works based on previously trained ML models and re-use the relevant knowledge of these trained models to different tasks. This reusing process overcomes the burden of training new ML models from the scratch. Using the ML methods, in which the current training and future testing data belongs to dissimilar feature space, TL is gaining popularity because one can avoid the tedious data labeling tasks that are necessary to train a new model on labeled data. TL is an efficient way of transferring the knowledge from one model to the other without manual labelling. A wide variety of different ML models, including Markov logic networks (MLN), Bayesian networks (BN), and the classical artificial neural networks (ANNs) are present where TL can be applied. However, due to the increased unpredictability of learning models, the goal of TL turns out to be more complex. This is a particular situation while managing complex AI models like quantum neural networks (QNN) or quantum AI models. These models depend on the basic standards of quantum mechanics. With the presence of quantum PCs, these models commonly plan to join the present intensity of traditional ANN with the speed and computational intensity of working with quantum states. Proposed a classical quantum TL methodology for coronavirus detection using IBM quantum computer.

Most of the existing work in this domain utilized the simple TL or single deep convolution neural network for COVID-19 classification. Combining the different neural network models features using feature fusion and selection is rarely discussed. Main motivation of this work was to investigate a complex features analysis using convolutional and quantum kernels because the quantum kernels contain more power to learn the complicated patterns easily.

### 3 | PROPOSED METHODOLOGY

The general workflow of the proposed methodology for testing COVID-19 positivity is presented in Figure 1. The proposed technique comprises of the two models that includes classical and quantum TL. The classical TL model is composed of the three primary stages, wherein the first stage, extracted features from two pre-trained AlexNet and MobileNet models and combine through serial features fusion technique of simple array concatenation to get the single feature vector. Finally, in next stage the fused single vector is processed through the feature selection method of PCA. Top best features are chosen for further processing (such as classification task). Similarly, in the quantum TL model, quantum images are generated and supplied to pre-trained Res-NET-18 model and trained on the COVID-19 x-ray images using tuned parameters for better classification.
3.1 | DFs extraction

Image feature extraction also known as feature engineering is a major step in the image processing. Automated systems performance is highly dependent on feature sets. Strong, unique, repeatable, and relevant features may enhance the system performance, while weak and redundant features slow down the system performance. In this study, two pre-trained CNN networks including mobilenetv2 and AlexNet models are selected for DF acquisition process. AlexNet is a pre-trained deep CNN that is composed of five convolutions followed by the max pooling and three FC layers.\(^{70}\) DFs are taken out from the last FC layer namely FC8 by using an activation function that gives a feature vector of size \(N \times 1000\). Layer architecture of AlexNet is depicted in Figure 2.

MobileNetv2 is a pre-trained CNN proposed by Sandler et al. that is a 53-layer deep network (DN). It has an input size of \(224 \times 224 \times 3\).\(^{71}\) MobileNet is a low computational power-consuming network and suitable for mobile devices and computers without GPUs. MobileNet is a lightweight CNN because it uses depth-wise separable convolution filters that are a type of factorizing convolution. In this study, MobileNet is also utilized for DF acquisition process. These features are collected out of the final FC layer, namely, log-its by using an activation function. In response to the feature extraction process, a feature vector of size \(N \times 1000\) is acquired as shown in Figure 3.

3.2 | Features fusion

This is a concatenation process of diverse features from different descriptors or domains into single vector. For example, time-domain, color, and DFs are fused into a one feature vector for performance enhancement. The feature fusion process is widely used to enhance the accuracy and to minimize the error rate in the field of ML. Many studies have been proposed in the literature that has used the features fusion methodology for performance enhancement.\(^{72-74}\) In this study, two DL models are utilized for DFs acquisition. Later, these acquired vectors are concatenated.
serially by using fusion to get a single feature vector. Feature fusion process detail is depicted in Figure 4 and mathematically described using Equation (1).

\[ \phi_{ff}(I) = \left( \frac{\phi_{mf}(I)_{N \times M}}{\phi_{af}(I)_{N \times M}} \right) \]  

(1)

Here \( \phi_{ff}(I) \) is representing the final fused vector, \( \phi_{mf}(I)_{N \times M} \) represents the MobileNet extracted DFs and \( \phi_{af}(I)_{N \times M} \) represents the AlexNet extracted DFs.

\[ I_{vec} = [j_1, j_2, j_3, \ldots, j_d], \quad I_{vec} \in \mathbb{R}^d \]  

(2)

\[ \downarrow I_{vec}S, \quad S \in \mathbb{R}^{dk} \]

\[ s_{vec} = [k_1, k_2, k_3, \ldots, k_k], \quad s_{vec} \in \mathbb{R}^k \]  

(3)

where \( I_{vec} \) represent the feature vector, \( \downarrow I_{vec}S \) is the projection matrix, \( s_{vec} \) represents the selected feature vector.

### 3.3 Features selection

Feature selection is a process to pick out the pertinent features from the input vector derived from some criterion. Feature selection is an important step to enhance performance. Different feature selection methods are being utilized in ML. Better feature selection methods lead to higher accuracy and minimized the loss function. Feature selection is a process of dimensionality reduction that can also overcome the network complexity issue. Thus, it can optimize the model training and testing time and the problem of overfitting can be handled. In this study, a feature selection procedure of PCA is utilized to pick up the top best features. PCA works based on the orthogonal transformation principle. It transforms the correlated vectors into new uncorrelated dimension vector. Top features are selected based on Eigenvalues in newly transformed space. Top-750 features are selected for the classification process. The mathematical formation of feature selection is presented in Equations (2) and (3).

\[ s_{vec} = [k_1, k_2, k_3, \ldots, k_k], \quad s_{vec} \in \mathbb{R}^k \]  

where \( s_{vec} \) represent the selected feature vector.
3.4 Proposed quantum TL architecture

In the proposed quantum TL model, pre-trained ResNet-18 model is applied for DFs extraction. Afterword, the final layer is removed and obtained $A'$ as a preprocessing step. Here, high input resolution image is mapped into the 512 significant features. These features are used to classify the 4-qubit quantum dressed circuit $B$. A quantum variational circuit is sandwiched among the two types of classical layers. The major structure squares of classical DL networks comprise of multilayer perceptron—generally allude to as feedforward neural networks. Each layer of the multilayer perceptron comprises of a progression of neurons which are catered by an input vector $x \in \mathbb{R}^n$. Each subsequent layer transfers its input data by performing a linear transformation, followed by a nonlinear activation step. Mathematically, this mapping can be represented by the transformation presented in (Equation (4)):

\[
L_{l_{0} \rightarrow l_{1}} = \phi(Wx + b) \tag{4}
\]

where $\phi$ represents a nonlinear activation function, $\mathbb{R}^{m \times n}$ weight-matrix is denoted by $W$ and the $\mathbb{R}^m$ bias vector is denoted by $b$—both of which comprise of parameters that are trained during neural network refinement. By sequentially interfacing different layers with one another, (with the output of one layer representing the input of the succeeding layer)—one automatically reaches the $n$-layer classical DNN representation (Equation 5):

\[
\text{DNN} = L_{l_{n-1} \rightarrow l_{n-2}} \cdot \ldots \cdot L_{l_{1} \rightarrow l_{2}} \cdot L_{l_{0} \rightarrow l_{1}} \tag{5}
\]

The concept of quantum ML is the generalization of the classical DNN, where the classical NN layers are replaced by quantum layers containing variational quantum circuits. Such a circuit—commonly denoted as $U(\theta)$, has an initial input state $|I\rangle$, an observable output state $|O\rangle$, and a range of internal parameters which are denoted by $\theta$. Therefore, the quantum equivalent of a traditional NN layer can be defined mathematically by Equation (6).

\[
L_{|I\rangle \rightarrow |O\rangle} = U(\theta)|I\rangle \tag{6}
\]

Eventually, the quantum equivalent of an $n$-layered deep neural network can be represented mathematically by Equation (7).

\[
\text{QNN} = L_{n} \cdot \ldots \cdot L_{2} \cdot L_{1} \tag{7}
\]

In the proposed technique, high-level features that were acquired from the classical DNN through learning are fed to the learning procedure on a quantum computer. The pre-acquired knowledge from the classical DNN is transferred to their quantum variant. By utilizing the classical DL networks like the initial feature extractor, the dimensionality of the training sample reduces drastically, which makes it possible for quantum systems to learn features efficiently. Mari et al. presented a study in which a pre-trained ResNet18 residual network is utilized as an initial feature extractor. These extracted features are further utilized to train a 4-qubit quantum circuit. After successful training, their network was capable to accurately classify healthy/COVID-19/pneumonia CT images. The dimension of the extracted features vector length is elaborated in Table 1.

The pictorial representation of the suggested model is depicted in Figure 5.

### RESULTS AND DISCUSSION

Two x-ray datasets are utilized to evaluate the proposed methodology that contained three different types of classes including the normal, COVID-19 positive, and pneumonia positive x-ray images. Dataset 1 contains 219 x-rays of corona virus-positive cases, 1345 viral pneumonia images, and 1341 normal radiographs. All of these images are collected from different resources and complete detail of every image is also given in metadata. Dataset 2 having 5863 images with two categories including normal images and pneumonia images. The sample database images of three classes are depicted in Figure 6.

#### Table 1

| Dimension of the features vector | Pre-network [input features = 512] | Output features = 2 |
|----------------------------------|------------------------------------|---------------------|
| Post-network [input features = 2]|                                    | Output features = 2 |
Classification is performed separately at both datasets by using 10 different ML classifiers such as CSVM and LSVM with 10-fold cross validation (10F-CV) and 5-fold cross-validation (5F-CV) method. In 5F-CV method the dataset is randomly divided into five parts, first four parts are utilized for training purpose and the last part is utilized for testing purpose in first fold. Similarly in the next fold first, second, third, and fifth parts of dataset are utilized for training while the second last part of the data is utilized for testing purpose. At the end of the fifth fold, all the dataset is utilized for training and testing purpose, at each single fold the ratio of training and testing images is 80:20. Same procedure is adopted for 10F-CV method where the dataset is divided into 10 parts.

4.1 Experiment #1 COVID-19 classification

In this experimental evaluation, results are computed on the COVID-19 dataset 1; the classification task is carried out with 5F-CV and 10F-CV procedure as shown in Figures 7 and 8. For classification, 10 classifiers are used that include LD, EBT, LSVM, QSVM, CKNN, CSVM, ESD, MGSVM, ESKNN, and CGSVM. Complete details of results with 5-fold cross-validation are presented in detail in Table 2. The highest accuracy is
Confusion matrix results with 5-fold cross-validation using various ML classifiers

Confusion matrix results with 10-fold cross-validation using different ML classifiers

attained by LD classifier while the lowest accuracy is observed with the CGSVM classifier. The best accuracy index is 99.0% with LD. For performance evaluation, different evaluation metrics are used such that accuracy, training time, false negative rate (FNR), precision, and sensitivity.

Classification results using 10-fold method are represented with detail in Table 3, where the highest accuracy index of 99.1% is attained with the LD classifier. Similarly, the second-highest accuracy is 97.1% with ESD and then 97.3% with the QSVM classifier.

Dataset 2 results show that the best average accuracy index of 98.9% is achieved with the CSVM classifier. Classification results are presented in Tables 4 and 5.

In the case of 5-fold validation, CSVM and QSVM produced the best accuracy index of 98.9%. The experimental results conclude that the presented work performed better in terms of classification. The classification experiments are computed on different classifiers with 5 and 10-fold cross-validations, where higher accuracy is achieved on 5-fold cross-validation.
### Table 2
Proposed classification results with 5-fold validation strategy on dataset 1 using different machine learning algorithms. FNR is representing false negative rate.

| Classifier | Accuracy (%) | FNR (%) | Precision (%) | Sensitivity (%) | Time (s) |
|------------|--------------|---------|---------------|----------------|----------|
| LD         | 99.0         | 1.0     | 99.05         | 98.97          | 08.63    |
| ESD        | 97.1         | 2.9     | 97.13         | 97.05          | 69.58    |
| QSVM       | 96.9         | 3.1     | 96.92         | 96.02          | 28.98    |
| LSVM       | 96.0         | 4.0     | 96.03         | 95.93          | 27.56    |
| ESKNN      | 92.8         | 7.2     | 92.84         | 92.00          | 263.5    |
| CSVM       | 95.8         | 4.2     | 95.90         | 95.04          | 33.29    |
| MGSVM      | 93.9         | 6.1     | 94.00         | 93.02          | 33.91    |
| CKNN       | 92.0         | 8.0     | 92.09         | 91.95          | 19.60    |
| CGSVM      | 88.4         | 11.6    | 88.50         | 82.95          | 34.35    |
| EBT        | 86.5         | 13.5    | 86.64         | 86.30          | 238.2    |

### Table 3
Proposed classification results with 10-fold validation strategy on dataset 1 using different machine learning algorithms. FNR is representing false negative rate.

| Classifier | Accuracy (%) | FNR (%) | Precision (%) | Sensitivity (%) | Time (s) |
|------------|--------------|---------|---------------|----------------|----------|
| LD         | 99.1         | 0.9     | 99.13         | 99.00          | 10.56    |
| ESD        | 97.1         | 2.9     | 97.14         | 96.99          | 85.53    |
| QSVM       | 97.3         | 2.7     | 97.38         | 97.03          | 44.73    |
| LSVM       | 96.9         | 3.1     | 97.00         | 96.70          | 41.89    |
| ESKNN      | 93.3         | 6.7     | 93.38         | 93.10          | 260.7    |
| CSVM       | 96.2         | 3.8     | 96.29         | 95.99          | 50.25    |
| MGSVM      | 94.8         | 5.2     | 94.95         | 94.20          | 51.41    |
| CKNN       | 93.4         | 6.6     | 94.00         | 93.01          | 22.69    |
| CGSVM      | 88.8         | 11.2    | 89.00         | 88.30          | 53.32    |
| EBT        | 87.7         | 12.3    | 88.02         | 87.30          | 389.2    |

### Table 4
Proposed classification results with 5-fold validation strategy on dataset 2 using different machine learning algorithms. FNR is representing false negative rate.

| Classifier | Accuracy (%) | FNR (%) | Precision (%) | Sensitivity (%) | Time (s) |
|------------|--------------|---------|---------------|----------------|----------|
| LD         | 98.7         | 1.3     | 98.75         | 98.68          | 13.00    |
| QSVM       | 98.8         | 1.2     | 98.87         | 98.52          | 35.88    |
| LSVM       | 98.5         | 1.5     | 98.67         | 98.13          | 46.00    |
| CSVM       | 98.9         | 1.1     | 98.95         | 98.82          | 44.69    |
| MGSVM      | 97.4         | 2.6     | 97.49         | 97.11          | 14.10    |
| CKNN       | 97.7         | 2.3     | 98.01         | 97.51          | 48.25    |
| LR         | 98.6         | 1.4     | 98.88         | 98.20          | 216.8    |
TABLE 5  Proposed classification results with 10-fold validation strategy on dataset 2 using different machine learning algorithms, FNR is representing false negative rate

| Classifier | Accuracy (%) | FNR (%) | Precision (%) | Sensitivity (%) | Time (s) |
|------------|--------------|---------|---------------|----------------|----------|
| LD         | 98.7         | 1.3     | 98.78         | 98.20          | 20.00    |
| QSVM       | 98.9         | 1.2     | 98.95         | 98.10          | 67.16    |
| LSVM       | 98.7         | 1.3     | 98.78         | 97.99          | 73.45    |
| CSVM       | 98.9         | 1.1     | 98.94         | 98.20          | 83.31    |
| MGSVM      | 97.6         | 2.4     | 97.62         | 97.11          | 121.3    |
| CKNN       | 97.5         | 2.5     | 97.65         | 97.09          | 56.94    |
| LR         | 98.6         | 1.4     | 98.70         | 97.99          | 417.7    |

TABLE 6  Selected hyperparameters of the quantum transfer learning model

| Epochs | Mini-batch size | Step     | Quantum depth | Quantum delta | Seed for generation of the random numbers |
|--------|-----------------|----------|---------------|---------------|------------------------------------------|
| 10     | 12              | 0.0003   | 8             | 0.01          | 3                                        |

TABLE 7  Proposed quantum classification results with 5-fold cross-validation method on dataset 1, FNR is representing false negative rate

| Classifier | Accuracy (%) | FNR (%) | Precision (%) | Sensitivity (%) | Time (s) |
|------------|--------------|---------|---------------|----------------|----------|
| Softmax    | 99.7         | 0.01    | 99.7          | 99.2           | 0.21     |

TABLE 8  Proposed quantum classification results with 10-fold cross-validation method on dataset 1, FNR is representing false negative rate

| Classifier | Accuracy (%) | FNR (%) | Precision (%) | Sensitivity (%) | Time (s) |
|------------|--------------|---------|---------------|----------------|----------|
| Softmax    | 98.7         | 0.02    | 98.4          | 98.1           | 0.22     |

TABLE 9  Proposed quantum classification results with 5-fold cross-validation method on dataset 2, FNR is representing false negative rate

| Classifier | Accuracy (%) | FNR (%) | Precision (%) | Sensitivity (%) | Time (s) |
|------------|--------------|---------|---------------|----------------|----------|
| Softmax    | 97.4         | 0.03    | 97.2          | 97.2           | 0.23     |

4.2  Experiment #2 classification using quantum ML

The second experiment is conducted for the three-class classification problem of different types such as pneumonia, healthy, and COVID-19 infected. The proposed integrated framework for COVID-19 detection is trained on the optimal hyperparameters as depicted in Table 6. The classification of COVID-19 outcomes is mentioned in Tables 7 and 8.

The suggested methodology attained a maximum of 99.7% accuracy on 5-fold cross-validation. In the same scenario, the quantum TL model reported an accuracy of 98% on dataset 2 with 10-fold procedure. The experimental outcomes conclude that the quantum TL network is lightweight due to powerful quantum circuits that learn the complicated patterns more efficiently as compared to the classical TL model.

The quantum TL classification results on 5 and 10-fold are mentioned in Tables 9 and 10, respectively.

On dataset 2, the proposed technique attained an accuracy of 97.4% and 98.0% on 5 and 10-fold validation procedures. In terms of computational time, recorded as minimum of 0.23 s, which is less as compared to the former classical TL techniques.

The computed results of proposed integrated framework are compared with a recent publication on the chest x-ray imaging as given in Table 11.

The results of the presented technique are compared to nine current methodologies, including, References 47–51, 54, and 85–87. With 92.40% accuracy, Ozturk et al. 47 used the DEEP CNN model for classification. Rahimzadeh and Attar 48 investigate the modified deep model for COVID-19
analysis with 91.40% accuracy. Khan et al.\textsuperscript{47} utilized Xception pre-trained model for COVID-19 discrimination, while Sethy and Behera\textsuperscript{54} extract DFs and transferred to SVM for discrimination of COVID-19 slices.

Convolutional kernels are used for features analysis in the existing literatures, but convolutional and quantum kernels are used for complex pattern analysis in the current research. In this study, we discovered that the proposed solution outperformed previous research. The comparison results in Table 11 indicate that the proposed methodology achieved best average accuracy index of 99.00%. Thus, the proposed methodology is more reliable for COVID-19 classification.

### 5 | CONCLUSION

This work proposed a hybrid technique for the classification of COVID-19. Proposed framework consists of the classical TL and quantum TL. Best features extraction and selection is a challenging task, to handle this issue this research presented a new framework. Pre-trained classical models are employed for DF acquisition and later these features are combined serially using serial fusion to create a single feature vector, which contains improved information. Furthermore, topmost features are selected using PCA and supplied to the classifiers for the classification task in classical TL. However, in the quantum TL model pre-trained Rest-net 18 model is employed for features extraction and model is trained on the optimized hyperparameters for accurate classification. Based on the best feature selection method, the proposed methodology attained the highest accuracy index of 99.0% with classical TL model and 99.7% with quantum TL model. Experimental results prove that the proposed ML technique may help the radiologists to take a better decision. The experimental results also conclude that quantum TL performs better as compared to the classical models with respect to accuracy and computational time. Limitation of this work is, we only proposed a classification mechanism segmentation of the infected region is not discussed. For classification task only chest x-ray images are utilized. In the future, this work can further be investigated to segment the infected lung region and also compute severity level of the disease.
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