Jets separated by a large pseudorapidity gap at the Tevatron and at the LHC
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ABSTRACT: We present a phenomenological analysis of events with two high transverse momentum ($p_T$) jets separated by a large (pseudo-)rapidity interval void of particle activity, also known as jet-gap-jet events. In the limit where the collision energy $\sqrt{s}$ is much larger than any other momentum scale, the jet-gap-jet process is described in terms of perturbative pomeron exchange between partons within the Balitsky-Fadin-Kuraev-Lipatov (BFKL) limit of perturbative quantum chromodynamics (QCD). The BFKL pomeron exchange amplitudes, with resummation at the next-to-leading logarithmic approximation, have been embedded in the PYTHIA8 Monte Carlo event generator. Standard QCD di-jet events are simulated at next-to-leading order in $\alpha_s$ matched to parton showers with POWHEG+PYTHIA8. We compare our calculations to measurements by the CDF, D0, and CMS experiments at center-of-mass energies of 1.8, 7 and 13 TeV. The impact of the theoretical scales, the parton densities, final- and initial-state radiation effects, multiple parton interactions, and $p_T$ thresholds and multiplicities of the particles in the rapidity gap on the jet-gap-jet signature is studied in detail. With a strict gap definition (no particle allowed in the gap), the shapes of most distributions are well described except for the CMS azimuthal-angle distribution at 13 TeV. The survival probability is surprisingly well modelled by multiparton interactions in PYTHIA8. Without multiparton interactions, theoretical predictions based on two-channel eikonal models agree qualitatively with fits to the experimental data.
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1 Introduction

The production of high transverse momentum \( (p_T) \) jets, i.e. collimated sprays of particles, in high-energy \( (\sqrt{s}) \) hadron-hadron collisions is well-described by quantum chromodynamics (QCD), the quantum field theory of the strong interaction. In perturbative QCD (pQCD), the parton-level cross section can be calculated order-by-order in a series expansion in the strong coupling \( \alpha_s \ll 1 \). The parton-level cross section is then convolved with universal parton distribution functions (PDFs) to obtain the absolute value of the cross section in hadron-hadron collisions. These calculations at leading order (LO), next-to-leading order (NLO) in \( \alpha_s \) and beyond can furthermore be supplemented with collinear parton emissions in the parton shower (PS) algorithms embedded in Monte Carlo (MC) event generators, which results in the production of multiple partons originating from the elementary parton
splitting functions of QCD. At some point, there is a transition of degrees of freedom from partons to hadrons, known as the hadronization process, which is taken into account with QCD-inspired models that are tuned to collider data. For the phase-space regions explored by the Tevatron and LHC experiments, this approach works remarkably well and has served as an excellent testing and validation ground of QCD. Nevertheless, there are good reasons to expect that the fixed-order pQCD approach used for the parton-level cross sections should break down in special multijet configurations [1, 2].

In this paper, we focus on events with two high-\(p_T\) jets separated by a large interval in (pseudo-)rapidity \(\eta\) void of any particle activity, known as jet-gap-jet or Mueller-Tang jet events (cf. figure 1) [4]. This topology is consistent with an underlying \(t\)-channel color-singlet exchange between partons, which is generated at leading order in pQCD by a two-gluon exchange. This is in contrast to color-octet (or higher multiplet) exchanges between partons, where the net color exchange between partons leads to the production of several soft hadrons between the high-\(p_T\) jets. The latter dominates the inclusive dijet cross section.

In the regime where the two jets are largely separated in rapidity, higher-order corrections to the aforementioned color-singlet two-gluon exchange need to be taken into account. This is due to diagrams with additional virtual gluon exchanges, which become very important in the high-energy limit of QCD. These diagrams contribute to the scattering amplitude with terms proportional to \(\alpha_s^n \log^n(\hat{s}) \lesssim \mathcal{O}(1)\) in the perturbative expansion, which need to be resummed. Here, \(\hat{s}\) is the center-of-mass energy of the partonic process. Resummation of these leading logarithmic (LL), but also next-to-LL (NLL) terms to all orders is achieved via the Balitsky-Fadin-Kuraev-Lipatov (BFKL) evolution equation of pQCD [5, 6]. The resulting color-singlet exchange is known as perturbative pomeron exchange, i.e. a \(t\)-channel ladder exchange of reggeized gluons. Thus, the jet-gap-jet process is a promising gateway to identify the onset of BFKL dynamics in the data. At the same time, in events with large rapidity gaps the contributions of other higher-order corrections in QCD, such as the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) dynamics, are intrinsically suppressed [7–9]. The reason is that, by requiring a large rapidity gap between the jets, one
is effectively suppressing any higher-order correction that yields radiation between the jets by means of a Sudakov form factor. Thus, the process is clean from the point of view of the short-distance mechanism responsible for the production of the jet-gap-jet signature.

Unfortunately, there is no unique way of defining the rapidity gap between the jets. Experimentally, it may be defined as the absence of particles above a non-zero $p_T$ threshold (typically 200–300 MeV) [3, 10–14], which is close to the detector noise threshold or to the regime where particle reconstruction becomes difficult. The residual color-octet dijet background is subtracted in these measurements. On the other hand, from a theoretical perspective one would prefer to bring this $p_T$ threshold in the experiment as low as possible at hadron-level. Therefore, it is worth examining the role of the $p_T$ threshold used in the rapidity gap definition in the context of underpinning the underlying hard scattering mechanism. In this paper, we compare two different gap definitions to isolate the CSE dijet events: a “strict gap” definition (no particles, regardless of their $p_T$) and a definition that is as close as possible to the one adopted by the experiments, which we dub “experimental gap.” We compare the results of these two approaches with the bare CSE dijet cross section prediction without a rapidity gap requirement to have a common reference point.

The experimental observable that is usually extracted is the fraction of dijet events produced by a color-singlet exchange (CSE),

$$f_{\text{CSE}} \equiv \frac{\sigma^{\text{CSE}}}{\sigma^{\text{inc}}} ,$$

where $\sigma^{\text{CSE}}$ and $\sigma^{\text{inc}}$ are the cross sections for color-singlet exchange dijet events and inclusive dijet events, respectively. The latter includes the contributions of color-singlet exchange as well, although it is expected to be largely dominated by color-octet exchange. Such a ratio-based quantity was suggested in the original paper by Mueller and Tang [4]. The ratio defined this way leads to the cancellation of various correlated uncertainties related to jet energy scale corrections, parton shower, hadronization, and parton distribution functions of the CSE and inclusive dijet events. Such an observable is the focus of this paper.

Phenomenological analyses of Mueller-Tang jets have been presented in refs. [15–19]. The analysis in ref. [17] considered the phenomenological description of the jet-gap-jet process at parton level, whereas the following analysis in ref. [18] took into account parton showering and hadronization effects through an implementation of the process in the HERWIG6 MC event generator [20]. We refer to the latter study at hadron-level as the Royon-Marquet-Kepka (RMK) calculation hereafter. The use of the BFKL gluon Green’s function with the NLL corrections and summed over conformal spins was first introduced in refs. [17, 18] to make predictions for the Mueller-Tang jet process. The impact factor, which describes how the perturbative pomeron exchange couples to the initial-state partons from the colliding protons, was calculated at leading order (LO). The gap survival probability $S_{\text{prob}}$ was implemented with a multiplicative, static constant, which allowed to fit the normalization of the data. For inclusive dijet production, next-to-leading order (NLO) QCD calculations at parton-level were used to reweight the MC events [21].

Another set of predictions was presented by the group of Ekstedt-Enberg-Ingelman-Motyka (EEIM) [22, 23]. Here, the dominant NLL corrections to the BFKL gluon Green’s
function were implemented in their calculation by restricting the momentum of the real
gluon emission in the BFKL eigenvalue. The effect from higher conformal spins was im-
plemented with an approximation that accounts for the modification of the partonic cross
section at medium pseudorapidity differences between the jets. The LO impact factor for
the Mueller-Tang process was used in these calculations as well. In the calculations by the
EEIM group, the survival probability $S_{\text{prob}}$ was dynamically calculated with a simulation
of the underlying event activity and the soft color interaction model. The calculations were
embedded as a subroutine in the PYTHIA6 MC event generator [24]. For the inclusive
dijet cross section, LO QCD calculations with parton showers in PYTHIA6 were employed.

Previous phenomenological predictions [15, 18, 22] were compared to the available CDF
and D0 measurements of jet-gap-jet events in proton-antiproton collisions at $\sqrt{s} = 0.63$ and
1.8 TeV [10–13]. Theory predictions are in fair agreement with experimental measurements
within the experimental uncertainties. However, the measurements by the Tevatron experi-
ments were somewhat limited statistically and did not allow for a conclusive discrimination
between the BFKL-only predictions and the DGLAP-based pQCD dynamics. At the same
time, the Tevatron data did not cover a wide region of phase-space that could be used to
test the BFKL dynamics, particularly the region of large $\Delta \eta_{\text{jets}} \equiv |\eta_1 - \eta_2|$ between to the
two highest $p_T$ jets in the event. Recently, the CMS collaboration at the LHC has presented
measurements of the jet-gap-jet process in proton-proton ($pp$) collisions at $\sqrt{s} = 7$ TeV [14]
and 13 TeV [3], which has complemented the phase-space region previously probed by the
Tevatron experiments with increased statistical accuracy. The aforementioned theoretical
calculations have not yet been compared in detail to the LHC data, and they did not
also account for up-to-date parametrizations of the underlying event activity, initial- and
final-state radiation effects, as well as fragmentation models that have now been tuned to
the LHC Run-1 and Run-2 data at larger $\sqrt{s}$. For this work, we therefore implemented
the jet-gap-jet process at NLL accuracy in PYTHIA8 [25], a modern MC event generator
that has been tuned to LHC data, and simulated inclusive dijet events at NLO matched
to parton showers with POWHEG+PYTHIA8 [26–29]. We compare our predictions to
both the Tevatron and the new LHC measurements and perform a systematic study of
various relevant effects that enter the jet-gap-jet prediction. The PYTHIA8 subroutine for
Mueller-Tang jets is publicly available [30].

The paper is structured as follows. The theoretical framework used for our NLL BFKL
and NLO pQCD calculations as well as our implementation of the jet-gap-jet process in
PYTHIA8 are described in section 2. Section 3 contains our main numerical results for
jet-gap-jet events at the Tevatron and the LHC with detailed studies of the effects of
the gap definition, parton showers and multi-parton interactions described therein and in
section 4. The resulting scale factors are compared with theoretical predictions in section 5.
In section 6, we present a summary and an outlook. The appendix contains technical details
of the NLL BFKL implementation and numerical results for the inclusive dijet cross section
for future reference.
2 Theoretical framework

We now describe in detail our theoretical framework, i.e. our new implementation of the BFKL process in PYTHIA8, our calculations of NLO pQCD dijet production matched to parton showers with the POWHEG BOX [26–29], the validation of our new setup against inclusive dijet measurements and the previous RMK results at the Tevatron, as well as our choices of underlying event tunes and PDFs.

2.1 Mueller-Tang jet implementation at NLL+PS in PYTHIA8

In this paper, the cross section for Mueller-Tang jet-gap-jet events is calculated in a similar way as in the RMK approach [18]. There, the differential CSE cross section was expressed in the form

\[
\frac{d\sigma_{\text{CSE}}}{dx_1 dx_2 dp_2^T} = S_{\text{prob}} f_{\text{eff}}(x_1, p_2^T) f_{\text{eff}}(x_2, p_2^T) \frac{d\sigma_{gg\to gg}}{dp_2^T},
\]

(2.1)

where \( d\sigma_{gg\to gg} \) denotes the parton-level cross section for gluon-gluon scattering and where the functions \( f_{\text{eff}}(x, \mu^2) \) are the effective PDFs that account for the color factors associated to the CSE process in QCD, namely

\[
f_{\text{eff}}(x, \mu^2) = g(x, \mu^2) + \frac{C_F}{N_c} \sum_i \left( q_f(x, \mu^2) + \bar{q}_f(x, \mu^2) \right).
\]

(2.2)

Here, \( q_f(x, \mu^2) \) and \( g(x, \mu^2) \) denote the quark and gluon PDFs as a function of the parton momentum fraction \( x \) at a scale \( \mu \), and \( C_A = N_c = 3 \) and \( C_F = 4/3 \). The sum runs over all possible quark flavors \( f \). In the BFKL limit, the \( 2 \to 2 \) parton-level cross section is the same for quark-(anti)quark (\( qq \to qq \)), (anti)quark-gluon (\( qg \to qg \)), and gluon-gluon (\( gg \to gg \)) scattering up to a color factor, as expressed explicitly in eqs. (2.1) and (2.2).

The parton-level cross section for \( gg \to gg \) scattering is given by

\[
\frac{d\sigma_{gg\to gg}}{dp_2^T} = \frac{1}{16\pi} \left| A(\Delta y, p_2^2) \right|^2,
\]

(2.3)

where \( A \) is the scattering amplitude and \( \Delta y \) is the difference in rapidity between the two outgoing gluons. Applying the Mueller-Tang prescription at NLL leads to

\[
A(\Delta y, p_2^2) = \frac{N_c}{C_F} \frac{16\pi\alpha_s^2}{p_2^2} \sum_{p=-\infty}^{\infty} \int d\gamma \left[ p^2 - (\gamma - 1/2)^2 \right] \exp \left\{ \hat{\alpha}(p_2^2) \chi_{\text{eff}}[2p, \gamma, \hat{\alpha}(p_2^2)] \Delta y \right\}
\]

(2.4)

where the complex integral in \( \gamma \) is calculated along the imaginary axis from \( 1/2 - i\infty \) to \( 1/2 + i\infty \), and where we sum over even conformal spins [16], which are represented by \( p \) under the sum. We use the effective coupling constant \( \hat{\alpha} = \alpha_s N_c/\pi \). At NLL, \( \alpha_s \) runs with the hard energy scale of the process (given by the transverse momentum of the jets in our calculations) following the renormalization group equation. We use the resummation scheme S4 [31] for our calculations. This allows us to extend the regularization procedure to non-zero conformal spins and obtain \( \chi_{\text{NLL}}(p, \gamma, \omega) \) [31]. Then, the effective kernels \( \chi_{\text{eff}}(p, \gamma, \hat{\alpha}) \) are obtained from the NLL kernel by solving the implicit equation that relates
the effective kernels to the NLL ones as described in ref. [18]. Details on the parametrization are presented in appendix A of this paper.

Technically, we implemented three new hard $2 \rightarrow 2$ processes ($gg \rightarrow gg$, $gg \rightarrow qg$ and $qq \rightarrow qq$) corresponding to $t$-channel perturbative pomeron exchange as “semi-internal processes” in PYTHIA8 [25] in order to account for the correct PDFs and color factors in eq. (2.1) as well as for the correct color flow topologies, making use of its internal phase space selection to sample externally provided cross-sections. These gluon ($g$) and quark/antiquark ($q$) subprocesses share the routine based on the functional parametrization of the differential cross section of the numerical BFKL calculations at NLL, as it was done in ref. [18]. In contrast to the previous RMK study [18], where the angular-ordered parton shower of HERWIG6 was used that automatically ensures color coherence [20], initial- and final-state parton showers are calculated here with PYTHIA8, i.e. ordered in $p_T$, combined with a dipole-style phase space to ensure color coherence and interleaved with multi-parton interactions (MPI) [32]. Hadronization is simulated with the Lund string fragmentation model [33].

The cross section in eq. (2.1) does not obey collinear factorization. This is due to possible secondary soft interactions between the colliding hadrons which can fill the rapidity gap between the jets. Therefore, in eq. (2.1), the collinear factorization of the parton distributions $f_{\text{eff}}$ is corrected with the gap survival probability $S_{\text{prob}}$. The simplest approach is to take $S_{\text{prob}}$ as an additional, multiplicative absolute normalization factor that is fitted to data and assume that it only depends on $\sqrt{s}$ as in standard diffractive processes. As the soft interactions happen on much longer time scales, it is assumed that the factor $S_{\text{prob}}$ can be factorized from the hard cross section. Alternatively, the survival probability can be modelled dynamically, i.e. with multiparton interactions. Strictly speaking, the survival probability is process-dependent and also depends on the definition of the rapidity gap, as described for example in ref. [34].

In the following, we distinguish two quantities related to the overall normalization of the cross section: the survival probability $S_{\text{prob}}$ (which in principle is calculable with nonperturbative QCD techniques) and an overall scale factor $\mathcal{S}$. The latter is used to normalize our calculations to better describe the data. $\mathcal{S}$ contains the effects in $S_{\text{prob}}$, but also additional factors related to higher-order corrections that are currently missing in our calculations. For instance, the BFKL dijet cross section will change with the inclusion of NLO impact factors [35, 36], thus requiring a different scale factor $\mathcal{S}$ to describe the data. On the other hand, the nonperturbative $S_{\text{prob}}$ should be independent of such corrections. Later in this paper, we discuss how the scale factor $\mathcal{S}$ depends on different observables and $\sqrt{s}$.

### 2.2 Inclusive dijet production at NLO+PS in POWHEG+PYTHIA8

NLO QCD cross section predictions and simulations of inclusive dijet events are obtained with the dijet implementation in the POWHEG BOX [26–29] and matched to the parton showers of PYTHIA8 [25]. The POWHEG BOX is a general computer framework for implementing NLO calculations in MC generators according to the Positive Weight Hardest Emission Generator (POWHEG) method. It allows to avoid double-counting of the fixed-order NLO corrections with the NLO corrections that are approximated by parton shower
algorithms. Initial- and final-state parton showers are again calculated with PYTHIA8, i.e. ordered in $p_T$, combined with a dipole-style phase space to ensure color coherence and interleaved with multi-parton interactions (MPI) [32]. Hadronization is again simulated with the Lund string fragmentation model [33]. Details of the PYTHIA8 PS and MPI simulation have of course some importance for the inclusive dijet cross section (see appendix B), but their impact is much larger for the Mueller-Tang jet-gap-jet cross section.

The fraction of color-singlet exchange events is obtained from the ratio

$$f_{\text{CSE}} = \frac{\text{NLL BFKL in PYTHIA8}}{\text{NLO+PS with POWHEG+PYTHIA8}}$$ (2.5)

at hadron-level after clustering all particles into jets. Experimentally, the denominator consists of a mixture of color-octet, or higher multiplets, and color-singlet exchange. However, in global PDF fit analyses based on inclusive jet cross section measurements, no such distinctions are made; all jets are counted inclusively, regardless of the underlying topology. Thus, theoretically the inclusive dijet cross section in the denominator includes implicitly the contributions from CSE events. In fact, incorrectly including the CSE contribution in the denominator in addition to the NLO QCD contribution significantly changes the predicted $f_{\text{CSE}}$ behavior.

2.3 Validation of the NLO+PS and BFKL implementations

As a first step, we validated our absolute NLO QCD dijet cross section obtained with POWHEG+PYTHIA8 by comparing our results for the invariant dijet mass ($M$) distribution $d^3\sigma/dM d\eta_1 d\eta_2$ in $p\bar{p}$ collisions at $\sqrt{s} = 1.8$ TeV with the measurements by the D0 collaboration at the Tevatron and the NLO QCD results obtained with JETRAD [37] as presented in figure 1 of ref. [38]. Using the same settings for the renormalization and factorization scales ($\mu_R = \mu_F = 0.5 p_T$) and similar PDFs (the set CTEQ6M [39] still available in Version 5 of LHAPDF [40] closest to the older set CTEQ3M [41] used in ref. [38]), we obtained very good agreement in absolute size and shape of the cross section as well as for the scale uncertainty, quoted as 30% in ref. [38].

The inclusive dijet cross section discussed above was chosen to be similar in experimental conditions to the jet-gap-jet measurements by the D0 collaboration published shortly thereafter [12]. The latter were given with absolute normalization of $f_{\text{CSE}}$, in contrast to the CDF data [11], which were normalized to be unity on average. Both data sets were compared to in the RMK analysis [18]. From the absolute BFKL cross sections for D0 conditions in ref. [17] and the ratios $f_{\text{CSE}}$ in refs. [17, 18], we were able to reconstruct and reproduce their inclusive NLO QCD distributions in $p_T$ and dijet pseudorapidity difference ($\Delta\eta_{\text{jets}}$) in the low- and high-$p_T$ bins in shape. We therefore validated both shape and magnitude also against our own NLO QCD program [42–44].

Next, we validated the $f_{\text{CSE}}$ results in figure 2 of the RMK analysis [18] for D0 conditions [12]. Note, however, that we follow RMK here in employing a strict gap definition, i.e. no particles in the gap, while D0 imposed a calorimeter cut on their transverse momentum of 200 MeV and allowed for up to one particle in the gap. Since RMK employed the HERWIG6 [20] parton shower, which is ordered in rapidity and is not interleaved
Figure 2. The CSE event fraction $f_{\text{CSE}}$ for D0 conditions \cite{12} in the range $p_{\text{T}}^{\text{jet2}} \in [15; 25]$ GeV as a function of $\Delta \eta_{\text{jets}}$ with a rapidity-ordered parton shower, no multi-parton interactions, a strict gap definition and a scale factor $S$ of 0.1. The full blue line represents the RMK results from ref. \cite{18}.

with multi-parton interactions, we also used rapidity ordering and no MPI in PYTHIA8 (SpaceShower:rapidityOrder = on and PartonLevel:MPI = off). Both choices, but in particular the first one, reduce the emission of particles into the gap, as we observed directly in the multiplicity distribution of charged tracks in the gap, and they therefore increase the CSE event fraction. Without these choices, a significantly larger scale factor than the value fitted by RMK of $S = 0.1$ would be required to describe the normalization of the D0 measurement. With these settings, we obtain a qualitatively good agreement with the RMK analysis and the D0 data, in particular in figure 2 for the CSE event fraction $f_{\text{CSE}}$ in the range $p_{\text{T}}^{\text{jet2}} \in [15; 25]$ GeV as a function of $\Delta \eta_{\text{jets}}$. Small differences in shape can most likely be attributed to those in the parton showers of HERWIG6 and PYTHIA8.

2.4 Soft underlying event tunes and choice of parton densities

PYTHIA8 allows the simulation of the so-called soft underlying event activity, which consists of the beam-beam remnants and the particles that arise from MPI. These simulations are still based on pQCD, but they are quite sensitive to the rapidity ordering of the initial-state (spacelike) parton shower and the parameters used in the MPI. In particular, they introduce an impact-parameter dependence of the collision to account for the quark and gluon distributions in the proton in space. For a given hard parton-parton scattering, there is a probability of having additional scatterings given by the parton densities and LO $2 \rightarrow 2$ QCD matrix elements. These squared matrix elements are divergent for $p_T \rightarrow 0$ owing to their $1/p_T^4$ dependence. In the context of MPI, they are regulated by replacing $1/p_T^4 \rightarrow 1/(p_T^2 + p_{T,0}^2)^2$. The quantity $p_{T,0}$ that regularizes the matrix element is directly related to the finite size of the proton and depends on the collision energy. It can be tuned to electron-positron, electron-hadron, and proton-(anti)proton data. Note that PYTHIA8 also allows to simulate single-diffractive (SD) dissociation, double-diffractive (DD) dissociation, central-diffractive (CD), and non-diffractive (ND) processes, which contribute to the
Table 1. PYTHIA8 tunes by the CMS collaboration [45]. These tunes use the Schuler-Sjöstrand diffraction model [46] and also include the simulation of central-diffractive (CD) processes. The number of degrees of freedom (dof) is 63.

| PYTHIA8 parameter            | CP1 (NNPDF3.1 LO) | CP3 (NNPDF3.1 NLO) | CP5 (NNPDF3.1 NNLO) |
|------------------------------|-------------------|--------------------|---------------------|
| PDF Set                      |                   |                    |                     |
| $\alpha_s(m_Z)$              | 0.130             | 0.118              | 0.118               |
| SpaceShower:rapidityOrder    | off               | off                | on                  |
| $[\text{MPI}]:\text{EcmRef \ [GeV]}$ | 7000              | 7000               | 7000                |
| $\alpha_s^{\text{ISR}}(m_Z)$ value/order | 0.1365/LO         | 0.118/NLO          | 0.118/NLO           |
| $\alpha_s^{\text{FSR}}(m_Z)$ value/order | 0.1365/LO         | 0.118/NLO          | 0.118/NLO           |
| $\alpha_s^{\text{MPI}}(m_Z)$ value/order | 0.130/LO          | 0.118/NLO          | 0.118/NLO           |
| $\alpha_s^{\text{ME}}(m_Z)$ value/order | 0.130/LO          | 0.118/NLO          | 0.118/NLO           |
| $[\text{MPI}]:\text{pT0Ref \ [GeV]}$ | 2.4               | 1.52               | 1.41                |
| $[\text{MPI}]:\text{ecmPow}$  | 0.15              | 0.02               | 0.03                |
| $[\text{MPI}]:\text{coreRadius}$ | 0.54              | 0.54               | 0.76                |
| $[\text{MPI}]:\text{coreFraction}$ | 0.68              | 0.39               | 0.63                |
| ColorReconnection:range      | 2.63              | 4.73               | 5.18                |
| $\chi^2$/dof                | 0.89              | 0.76               | 1.04                |

inelastic cross section in hadron-hadron collisions. In SD, CD, and DD events, one or both of the beam particles are excited into color singlet states, which then decay. The SD and DD processes correspond to color singlet exchanges between the beam hadrons, while CD corresponds to double color singlet exchange with a diffractive system produced centrally.

For our predictions, we use the most recent CMS underlying event tunes CP1, CP3 and CP5 [45]. The corresponding parameters are listed in table 1. These tunes have been fitted by the CMS experiment simultaneously to minimum-bias and underlying event activity measurements, i.e. charged-particle multiplicity and transverse momentum distributions, at the Tevatron and in Run-1 and Run-2 of the LHC [45] with NNPDF3.1 PDFs at LO, NLO and NNLO, respectively [47]. They were validated with LEP event-shape observables as well as SD and non-SD minimum bias and underlying event observables at the Tevatron and the LHC. The fact that consistent underlying event tunes are possible at center-of-mass energies from 1.96 TeV at the Tevatron to 13 TeV at the LHC suggests that MPI can be factorized from the inclusive dijet production processes in a similar way as the gap survival probability $S_{\text{prob}}$ mentioned above for jet-gap-jet events. Note, however, that the tunes were neither fitted to nor validated with jet-gap-jet events.

In correspondence with the respective CMS extractions, the CP1 tune and NNPDF3.1 LO PDFs are used for our BFKL and LO QCD predictions, while the CP3 tune and NNPDF3.1 NLO PDFs are used for our NLO QCD predictions. As described above, initial-state radiation (ISR) rapidity ordering had to be switched on and MPI off in the
BFKL cross section to obtain consistent results with the RMK study both in shape and magnitude. The static scale factors $S$ are fitted to the data with a $\chi^2$ scan based on our theoretical calculations of the $f_{\text{CSE}}$ fractions. The uncertainties on $S$ are quoted at 97.5% CL based on these $\chi^2$ scans. We therefore keep these choices also for our comparisons to the CDF, D0 and CMS data below. However, they clearly do not agree with the PYTHIA8 CP1 tune by the CMS collaboration. For comparison, we therefore also employ the CP5 tune obtained with ISR rapidity ordering and MPI, keeping however the NNPDF3.1 LO/NLO PDFs. We have verified that the difference in PDFs is of minor importance, i.e. even at the LHC for $x \geq p_T(e^{-\eta_1} + e^{\eta_2})/\sqrt{s} = 40 \text{ GeV} \times 0.018/13 \text{ TeV} = 5 \times 10^{-5}$, the difference of NNLO/NLO PDFs stays below 5%. Furthermore, in the ratio $f_{\text{CSE}}$ of triple-differential cross sections, the PDFs cancel nearly perfectly (cf. eq. (2.1)), as we have also verified. The main effect of the CP5 tune is therefore the dynamical simulation of the survival probability with MPI, in contrast to the additional $S$ normalization factor that needs to be applied to our CP1 results. Since the CP5 tune does not necessarily model all the rescattering effects responsible for the destruction of the central gap between the jets, we supplement the calculation with a scale factor $S$ as we mentioned in the previous section which is also fitted to the data with a $\chi^2$ scan. As mentioned above, it may contain effects other than MPI.

3 Jet-gap-jet cross section

We now turn to our main numerical results for Mueller-Tang jet-gap-jet events. The experimental conditions of the CDF [10] and D0 [12] experiments at the Tevatron and of the CMS experiment [3, 14] at the LHC for different center-of-mass energies $\sqrt{s}$, jet sizes $R$, subleading jet transverse momenta $p_T^{\text{jet2}}$, jet pseudorapidities $\eta_{1,2}$ ($\eta_1 \eta_2 < 0$), gap size $\eta_{\text{max}}$, calorimeter/track neutral/charged particle threshold $p_T^{\text{min}}$ and multiplicity $n_{\text{max}}$, and observed fraction of CSE events $f_{\text{CSE}}$ are listed in table 2. The jet definition has evolved from cone to anti-kt clustering algorithms [48] as well as to narrower and harder jets, and the rapidity coverage has increased from 3.5 out to 4.7. A static rapidity gap has been used in all measurements, but the veto on neutral and/or charged particles was applied at different levels (calorimeter and/or tracks), and their number was allowed to vary from one to three. In this paper, we compare our BFKL NLL+PS and pQCD NLO+PS calculations to Tevatron and LHC measurements at center-of-mass energies from 1.8 to 13 TeV both in shape and normalization, paying particular attention to the effects of parton showers, multiparton interactions and the gap definition. As mentioned above, the choice of PDFs turns out to be of minor importance in the ratio $f_{\text{CSE}}$ of color-singlet events. In contrast, the total scale uncertainty is dominated by the BFKL numerator, which is of $O(\alpha_s^4(p_T))$, while the pQCD denominator is at LO only of $O(\alpha_s^2(p_T))$, leading to a total normalization uncertainty of $\pm30\%$ for scale variations by a factor of two around the central scale $p_T$. This is only mildly altered by the NLL and NLO QCD corrections and has also been confirmed by explicit calculation.

3.1 Description of CDF data at 1.8 TeV

We begin our comparisons in figure 3 with the CDF data obtained in $p\bar{p}$ collisions at a center-of-mass energy of 1.8 TeV [10]. At the Tevatron, the experimental uncertainties are
Table 2. Experimental conditions and results of jet-gap-jet event measurements of the CDF [10] and D0 [12] experiments at the Tevatron and of the CMS experiment [3, 14] at the LHC for different center-of-mass energies $\sqrt{s}$, jet sizes $R$, subleading jet transverse momenta $p_{T,jet}^{2}$, jet pseudorapidities $\eta_{1,2}$ ($\eta_{1,2} < 0$), gap size $\eta^{max}$, calorimeter/track neutral/charged particle threshold $p_{T,min}^{max}$ and multiplicity $n^{max}$, and observed fraction of CSE events $f_{CSE}$. The * symbol is to stress that at 7 TeV, a maximum of $n^{max} = 3$ were used for the $p_{T,jet}^{2} > 100 \text{GeV}$ jets.

Unfortunately of similar size as the variation in the kinematic variables average $p_T$ (left) and half pseudorapidity difference $\Delta \eta_{jets}/2$ (right), which makes the identification of dynamical QCD effects difficult. This is particularly true for the CDF data.

In our theoretical predictions, we distinguish between three gap definitions:

- the full BFKL prediction (light blue), where no veto on particles in the rapidity gap is applied,
- the strict gap definition (green), where no particles (charged or neutral) are allowed in the gap,
- the experimental gap definition (red), which represents an intermediate case following the experimental definition from different measurements.

While the shapes of the theoretical $p_T$ distributions vary little with the gap definition, the scale factors obtained with the CMS tune CP1, assumed to be independent of $p_T$ and fitted to the $p_T$ spectrum, do and reflect the hierarchy of gap definitions fairly well. When all BFKL events are allowed, $S = 0.03 \pm 0.01$; when no particles in the gap are allowed, $S = 0.23 \pm 0.09$; and for the experimental gap definition, $S = 0.10 \pm 0.03$. The dynamical effect of radiation into the gap is more visible in the rapidity spectrum (right), where a strict veto on particles in the gap reproduces the increase at low $\Delta \eta_{jets}$, but not the fall-off.
Figure 3. Predictions for $f_{\text{CSE}}$ as a function of the average jet $p_T$ (left) and $\Delta \eta_{\text{jets}}/2$ (right) compared to the CDF measurement at 1.8 TeV [10] for three different gap definitions (different line shapes), using the modified tune CP1 (with rapidity ordering, without MPI, thin lines) and the tune CP5 (with rapidity ordering, with MPI, thick lines).

at larger values, which is not reproduced by any gap definition. However, this fall-off is not very significant.

The second dynamical effect of particular interest to us is the difference of CMS tunes CP1 with no MPI (thin lines) and CP5 with MPI (thick lines). Again, the precision of the CDF data does not allow for any firm conclusions from the shapes of the distributions. However, the scale factor $S = 0.38 \pm 0.12$ for the experimental gap definition after a dynamical modeling of the rescattering with CP5 increases significantly. While it is not consistent with one, where an additional static survival probability would no longer be required, the statistical uncertainties from the fit are quite large. The consistency of the scale factor with unity is in fact much better for a strict gap definition ($S = 0.91 \pm 0.35$). This might be explained by the fact that the CDF experiment has (apparently successfully) attempted to subtract the non-diffractive background to the CSE fraction.

3.2 Description of D0 data at 1.8 TeV

Next, we compare our predictions in figure 4 to the D0 data, also obtained in $p\bar{p}$ collisions at 1.8 TeV center-of-mass energy [12]. While the CDF data contained only 10200 events with two jets on opposite sides (OS, $\eta_1 \eta_2 < 0$) in a single bin $p_T > 20$ GeV, D0 collected more than four times as many (48000) in three different $p_T$-bins. The statistical errors are therefore smaller than in the CDF analysis and show a clear increase of $f_{\text{CSE}}$ from low to high $p_T$ (top). This trend is not reproduced by the theoretical predictions irrespective of gap definition or multiple interactions. However, it hinges essentially on the lowest-$p_T$ bin, which is not well described after fitting the scale factor, the fit being dominated by the other $p_T$-bins. So for the D0 $p_T$-distribution, the differences in gap definition and CMS tune are essentially irrelevant, as they were for the CDF $p_T$-distribution.

The shapes of the D0 distributions in pseudorapidity difference are, however, well described by a strict gap definition (green), which in particular reproduces the more sig-
significant rise towards larger $\Delta \eta_{\text{jets}}$ for both low $p_T^{\text{jet}2} \in [15; 25]$ GeV (bottom left) and high $p_T^{\text{jet}2} > 30$ GeV (bottom right). The results for medium $p_T^{\text{jet}2} \in [25; 30]$ GeV, also measured by D0, are not shown. The fitted static scale factors (thin curves) are in agreement with those found for CDF within errors. Again the PYTHIA8 MPI (thick curves) cannot account for the full suppression of the CSE fraction, $S = 0.25 \pm 0.07$ for the experimental gap definition being significantly smaller than one even within errors. With a strict gap definition, $S = 0.57 \pm 0.17$ is much closer to a good dynamical description of the scale factor. Also the D0 collaboration has made an effort to subtract the background from color exchanges. This subtraction procedure dominates the systematic error in the data, as it does in the CDF analysis.

### 3.3 Description of CMS data at 7 TeV

We now turn in figure 5 to the comparisons with the CMS data in $pp$ collisions at the LHC, first at a center-of-mass energy of 7 TeV \cite{14}. CMS collected 6196, 8197 and 9591 events in three different $p_T$-bins, i.e. for the LHC, the statistics was still relatively limited.
Figure 5. Predictions for $f_{\text{CSE}}$ as a function of $p_{T}^{\text{jet}2}$ (top left) and $\Delta \eta_{\text{jets}}$ with $p_{T}^{\text{jet}2} \in [40; 60]$ GeV (top right), $p_{T}^{\text{jet}2} \in [60; 100]$ GeV (bottom left) and $p_{T}^{\text{jet}2} \in [100; 200]$ GeV (bottom right) compared to the CMS measurement at 7 TeV \cite{14} for three different gap definitions (different line shapes), using the modified tune CP1 (with rapidity ordering, without MPI, thin lines) and the tune CP5 (with rapidity ordering, with MPI, thick lines).

From the second to the third-highest $p_T$-bin, the CSE fraction seems to increase slightly (top left), but the data are almost compatible with the flat theory predictions. Again, the theoretical $p_T$-distributions do not depend significantly on either the gap definition or the multiparton interactions. The shapes of the pseudorapidity distributions in the three different $p_T$-bins (top right, bottom left and bottom right) are again best described by a strict gap definition (green), the normalization showing large statistical uncertainties in the highest $p_T$-bin (bottom right) as expected from the $p_T$-distribution. For all three gap definitions, the fitted static scale factors are in agreement with those found at the Tevatron within errors, i.e. there is no obvious center-of-mass energy dependence. The multiparton interactions in PYTHIA8 can again account very well dynamically for the suppression of CSE events with $S = 0.87 \pm 0.17$ for the experimental gap definition.

\footnote{This is only an order of magnitude since the survival probability depends on the center-of-mass energy and impact factors in the BFKL calculation also depend on center-of-mass energies.}
**Figure 6.** Predictions for $f_{\text{CSR}}$ as a function of $p_{\text{T}}^{\text{jet2}}$ (top left), $\Delta \eta_{\text{jets}}$ (top right) and $\Delta \phi_{\text{jets}}$ (bottom) compared to the CMS measurement at 13 TeV [3] for three different gap definitions (different line shapes), using the modified tune CP1 (with rapidity ordering, without MPI, thin lines) and the tune CP5 (with rapidity ordering, with MPI, thick lines).

### 3.4 Description of CMS data at 13 TeV

Finally, we show in figure 6 the comparison to the CMS data at 13 TeV [3]. With 362915 events, this is the most precise experimental analysis so far. For the first time, not only the distribution in $p_T$ and $\Delta \eta_{\text{jets}}$, but also the azimuthal angle distribution has been measured. Interestingly, the apparent rise with $p_T$ of the D0 and CMS 7 TeV data is not confirmed (top left), which is in agreement with a $p_T$-independent scale factor. Again, the theoretical $p_T$-spectra depend neither on the gap definition nor on the CMS tune. The pseudorapidity difference distribution (top right) is again best described by a strict gap definition. In contrast, only the full BFKL sample, even if probably not physical, without any gap condition is able to describe the $\Delta \phi_{\text{jets}} \equiv |\phi_1 - \phi_2|$ distribution (bottom), i.e. the gap restrictions in the simulations remove too many events away from the back-to-back configuration. The theoretical normalization for both $\Delta \eta_{\text{jets}}$ and $\Delta \phi_{\text{jets}}$ is on the high side, as the data are dominated by the lowest $p_T$ bin, whereas the fit of the scale factor is constrained by all $p_T$-bins. The fitted scale factors are again in agreement with those obtained previously,
Figure 7. Distribution of charged-particles in $|\eta| < 1$ between the CSE jets for ISR = on (left) and ISR = off (right). The jets satisfy the CMS selection requirements at 13 TeV. The ISR = on induces a flatter distribution in $\eta$. The particles that fall into the gap region for ISR = off are coming mostly from wide-angle unclustered hadrons from the jets.

i.e. even at 13 TeV there is no obvious center-of-mass energy dependence. As before, the PYTHIA8 multiparton interactions can account very well dynamically for the suppression of CSE events, $S = 1.11 \pm 0.22$ for the experimental gap definition being consistent with one.

Let us now discuss the relevance of the gap definition that we stressed while comparing with data. In other words, we need to understand why the “strict” gap definition leads to a better description of data, which seems to be counter-intuitive at first sight since it does not reproduce the experimental selection of events.

4 PYTHIA8 mechanisms for soft-particle production between jets

In this section, we explore the processes driving particle production between the jets in the simulation. As shown in the previous section, the result with the strict gap yields a better description of $f_{\text{CSE}}$ as a function of $\Delta \eta_{\text{jets}}$, $p_{\text{T}}^{\text{jet1}}$ and $\langle p_{\text{T}}^{\text{jet1,2}} \rangle$, and $\Delta \phi_{\text{jets}}$. The most striking difference with respect to the experiment-like gap is the $\Delta \eta_{\text{jets}}$ dependence. It seems that we have more sensitivity to the modeling of soft particle emissions into the gap region based on the MC generator parametrization.

4.1 Initial-state radiation and color reconnection

We find that ISR, together with color reconnection, is the main mechanism responsible for the production of particles between the CSE dijets in our PYTHIA8 simulations. The production of multiple color charges via initial-state parton showers enhances the probability to have color strings connecting the forward-most and backward-most particle systems, effectively establishing a net color flow between the colliding protons even if there was a hard scattering with a color-singlet exchange. When these color strings eventually break, hadrons are produced between the high-$p_T$ jets, destroying the rapidity gap signature.

To understand these effects in detail, we examine the properties of CSE dijet events with ISR = on and ISR = off. In figure 7, we present the particle $\eta$ distribution in the
Figure 8. Differential cross sections as a function of $\Delta\eta_{\text{jets}}$ for CSE dijet events. The plots on the left correspond to the CMS setup at 13TeV, while the ones on the right correspond to the D0 setup at 1.8TeV. The lower and upper panels correspond to the strict and experimental gaps, respectively.

Figure 9. QCD dijet cross section as a function of $\Delta\eta_{\text{jets}}$ separated in its $qq \rightarrow qq$, $gg \rightarrow gg$, and $qg \rightarrow qg$ components. The left panel is for 13TeV collisions with the CMS selection requirements, whereas the right panel is for 1.8TeV collisions with the D0 selection requirements.
Figure 10. Fraction $f_{\text{CSE}}$ separated by the underlying $qq \to qq$, $gg \to gg$, $qg \to qg$ contributions to the CSE process. The two upper panels correspond to the experimental gap predictions, whereas the two lower panels correspond to the strict gap definition. The left panels correspond to the CMS 13 TeV cuts, whereas the right panels correspond to the D0 1.8 TeV cuts.

$|\eta| < 1$ interval for CSE dijet events at 13 TeV. With $\text{ISR} = \text{off}$, the particle distribution peaks at the edges of the gap, suggesting that these particles are unclustered hadrons from the jets that are allocated far away from the jet axes. In contrast, the $\eta$ distribution of particles with $\text{ISR} = \text{on}$ is rather flat in central $\eta$. Increasing the minimum $\eta$ of the jets relative to the gap interval (e.g., two units of $R$ instead of one unit of $R$) does not influence much the $\eta$ distributions; they remain mostly flat at central $\eta$. Thus, this effect is likely due to color reconnection.

It is instructive to decomposed the CSE dijet process into parton flavors to further characterize these effects. As mentioned previously in section 2.1, the parton-level cross section is flavor-blind in the NLL approximation, modulo global color factors between the $gg \to gg$, $qq \to qq$, and $qg \to qg$ scatterings. However, the convolution with the PDFs and the fact that quarks and gluons radiate differently induce non-trivial parton-flavor dependence on the $f_{\text{CSE}}$ observable that are worth examining.
Figure 11. $N_{\text{particle}}$ distributions in the $|\eta| < 1$ interval between the jets. The upper (lower) left panels correspond to ISR = on (ISR = off) for an experimental gap definition, the upper (lower) right panels correspond to ISR = on (ISR = off) for the strict gap definition. The ISR = on induces a “hump” due to the breaking of additional color strings that span wide intervals in rapidity, as explained in the text. The ISR = off is much cleaner, since there are not as many color strings attached to the forward and backward color charges. These plots are created with the CMS @ 13TeV analysis setup.

In figure 8, we show the CSE cross section as a function of $\Delta\eta_{\text{jets}}$ for the strict and experimental gaps using D0 1.8TeV and CMS 13TeV conditions decomposed into their $gg \rightarrow gg$, $qg \rightarrow qg$, and $qq \rightarrow qq$ contributions at the hard scattering. There is a strong hierarchy in the CSE cross sections between $gg \rightarrow gg$, $qg \rightarrow qg$, and $qq \rightarrow qq$ at 13TeV, largely in favor of $gg \rightarrow gg$. This is because of the growth of the gluon densities at 13TeV, together with the color factor enhancement from the CSE color structure. The hierarchy is less strong for the strict gap than the experimental gap. The distributions are slightly shifted to larger $\Delta\eta_{\text{jets}}$ for the strict gap, as expected (jets that are slightly farther away from the gap region yield very clean gaps). In $p\bar{p}$ collisions at 1.8TeV, $qg \rightarrow qg$ is larger than $gg \rightarrow gg$ for both the experimental and strict gaps. Also, the $qq \rightarrow qq$ contribution is almost of similar size as the $gg \rightarrow gg$. This is related to the smaller gluon densities at 1.8TeV. Notice that the shape of the $gg \rightarrow gg$ component changes
drastically with the experimental gap in contrast to the strict gap. The description of ISR for quark-initiated and gluon-initiated processes is in principle different. If the ISR is well modelled for quark-initiated, but not for gluon-initiated processes, this could lead to a worse phenomenological description at 13 TeV (dominated by gluon-initiated processes) compared to 1.8 TeV (dominated by quark-initiated processes).

For reference, we show in figure 9 the cross section for LO+PS QCD jets simulated in PYTHIA8 as a function of $\Delta\eta_{\text{jets}}$. The inclusive dijets are presented at LO in pQCD in order to breakdown the cross section in $2 \rightarrow 2$ processes for a more direct comparison with the CSE plots. The $gg \rightarrow gg$ and $qg \rightarrow qg$ components contribute similarly at 13 TeV. At 1.8 TeV, the $gg \rightarrow gg$ is the smallest contribution, and the cross section is dominated by the $qg \rightarrow qg$ process. The parton flavor decomposition of inclusive dijet events is important, since the main observable in the analysis is a ratio of yields.

In figure 10, we show the $f_{\text{CSE}}$ separated into parton flavors for the strict and experimental gap for CMS 13 TeV and D0 1.8 TeV conditions. At 13 TeV, the $gg \rightarrow gg$ contribution drives the shape of $f_{\text{CSE}}$ significantly at small $\Delta\eta_{\text{jets}}$. We see that $gg \rightarrow gg$ is responsible for the decrease of $f_{\text{CSE}}$ for the experimental gap predictions. The $gg \rightarrow gg$ contribution is suppressed at the largest $\Delta\eta_{\text{jets}}$ separations, where the observable becomes dominated by $qg \rightarrow qg$. For 1.8 TeV, the $qg \rightarrow qg$ component dominates for both the strict and the experimental gap. No suppression of $gg \rightarrow gg$ is observed at large $\Delta\eta_{\text{jets}}$.

In figure 11, we show the multiplicity of particles between the CSE jets for the strict and experimental gap using $\text{ISR} = \text{on}$ and $\text{ISR} = \text{off}$. ISR effects induce a “hump” in the multiplicity distribution for $gg \rightarrow gg$ scattering for the experimental and strict gap. It results in a smearing effect for $qg \rightarrow qg$ and $qq \rightarrow qq$ for the experimental gap. This is because gluons carry two color charges, which only increases the likelihood that there are more color charges produced in ISR and FSR and color strings connecting them, spanning wide intervals in rapidity. Notice that for $\text{ISR} = \text{off}$, the multiplicity distributions are sharply concentrated close to 0 for either the strict or experimental gap definitions.

To conclude this study, it is clear that the gap definition is very sensitive to ISR as it is for instance implemented in PYTHIA8. It seems that ISR is too large to reproduce the observation of jet-gap-jet events in data and it should be further tuned to data.

4.2 Multiparton interactions and rapidity gap survival probability

In this section, we study other parameters that might modify the prediction of jet-gap-jet ratios, namely MPI and their effect on the gap survival probability.

The gap survival probability $S_{\text{prob}}$ quantifies the suppression of the CSE cross section due to the destruction of the gap between the jets. The destruction of the gap is due to the low momentum transfer interactions that occur in addition to the hard CSE scattering. The survival probability is difficult to calculate from first principles and in general is process-dependent. A component of the survival probability is due to MPI, which can be investigated in MC simulation.
We calculate a proxy for the survival probability assuming it originates from MPI in our PYTHIA8 simulation. The proxy for the survival probability is calculated as

\[
S_{\text{MPI}}^{\text{prob}} = \frac{f_{\text{CSE}}[\text{MPI} = \text{off}]}{f_{\text{CSE}}[\text{MPI} = \text{on}]} \tag{4.1}
\]

The resulting \(S_{\text{MPI}}^{\text{prob}}\) as a function of \(\Delta \eta_{\text{jets}}\) is shown in the left and right panels of figure 12 for the 1.8 and for 13 TeV setups, respectively. No strong dependence with \(\Delta \eta_{\text{jets}}\) is observed, consistent with the usual assumption that \(S_{\text{prob}}\) can be fitted to data as a global scale factor. The values of \(S_{\text{MPI}}^{\text{prob}}\) are 10% and 17% for the strict and experimental gap definitions at 13 TeV, respectively. The reduction of \(S_{\text{MPI}}^{\text{prob}}\) with \(\sqrt{s}\) fits our qualitative expectations.

In the study in ref. [19], it was suggested that the MPI-based survival probability should increase eventually for large \(\Delta \eta_{\text{jets}}\), since in such kinematic configuration there should not be as much energy available for MPI to take place (see figure 5c of ref. [19], for a fixed rapidity of the dijet system \(y_{jj} = 0\) and a fixed dijet mass \(M = 200\) GeV and \(p_T > 40\) GeV for the Mueller-Tang jets). We do not observe such an enhancement at large \(\Delta \eta_{\text{jets}}\), most likely due to the difference in event selection requirements (the dijet mass and rapidity are not fixed in our case, for example). In addition to MPI, one could have contributions of soft-color interactions, where soft color-charge exchanges may rearrange the overall color structure of the collision. Also according to the calculations in refs. [22, 23], it was expected that the survival probability should increase with larger \(\Delta \eta_{\text{jets}}\), but this is not observed with our calculations based on the default settings of color reconnections of PYTHIA8.

In conclusion, it seems that the MPI and survival probability effects on the shapes of the distributions are subleading with respect to the effect of ISR as mentioned in the previous section.

Figure 12. Proxy for the survival probability calculated with the MPI of PYTHIA8 as a function of \(\Delta \eta_{\text{jets}}\) between the jets. The jets on the left and right panels satisfy the D0 1.8 TeV and CMS 13 TeV dijet selection requirements, respectively. The solid blue curve shows the prediction for the strict gap, whereas the dotted-dashed cyan curve shows the prediction for the experimental gap. The tune CP1, ISR = on and SpaceShower:rapidityOrder = on settings are used for these predictions.
4.3 Rapidity gap definition ($p_T$ threshold, particle species, particle multiplicities)

The electric charge of the particles used in the definition of the gap does not affect the shape $f_{CSE}$, as expected from the approximate isospin symmetry of the strong interactions. We also investigated whether counting exactly 0 particles, or allowing up to 1 or 2 particles in the gap affected the shape of $f_{CSE}$. We found that this does not have a significant impact on the shape of $f_{CSE}$ either, although it does on the normalization. Thus, the $p_T$ threshold is by-and-large the most important ingredient for the definition of the gap, and it seems to be directly sensitive to the fragmentation model and to the production of color charges by ISR, according to PYTHIA8 predictions.

5 Scale factors $S$

The scale factor $S$ used to normalize our predictions shall not be regarded as a proxy of the survival probability, since it may include in addition the normalization effects from missing higher-order corrections in the calculation. Nevertheless, it is interesting to make a comparison of the $\sqrt{s}$-dependence and size of $S$ with existing nonperturbative QCD calculations of $S_{\text{prob}}$ from diffractive models.

The calculations for survival probabilities $S_{\text{prob}}$ are available for single- and central diffractive topologies with low momentum transfers; there are no calculations available for the jet-gap-jet topology with large momentum transfers. The comparison deals only with the $\sqrt{s}$ variation of $S$ or $S_{\text{prob}}$ assuming that the additional factors between $S$ and $S_{\text{prob}}$ do not depend strongly on $\sqrt{s}$ or on kinematics.

| Experiment          | CDF [10] | D0 [12] | CMS [14] | CMS [3] |
|---------------------|----------|---------|----------|---------|
| $\sqrt{s}$ [TeV]    | 1.8      | 1.8     | 7        | 13      |
| Full BFKL PYTHIA8   | 0.03±0.01| 0.03±0.01| 0.03±0.01| 0.03±0.01|
| Strict gap HERWIG6  | —        | 0.1 [18]| —        | 0.1 [3] |
| Strict gap PYTHIA8  | 0.23±0.09| 0.15±0.04| 0.28±0.04| 0.35±0.09|
| Exp. gap CP1 PYTHIA8| 0.10±0.03| 0.07±0.02| 0.08±0.01| 0.08±0.02|
| Exp. gap CP5 PYTHIA8| 0.38±0.12| 0.25±0.07| 0.87±0.17| 1.11±0.22|
| KMR Model 4         | 0.028 [34]| 0.028 [34]| 0.015 [34]| 0.010 [34]|
| GLM Model I         | 0.0760 [49]| 0.0760 [49]| 0.0363 [49]| 0.0230 [49]|
| GLM Model II\text{n} | 0.0334 [49]| 0.0334 [49]| 0.0310 [49]| 0.0305 [49]|
| GLM Model III       | 0.0168 [49]| 0.0168 [49]| 0.0063 [49]| 0.0044 [49]|

Table 3. Fitted scale factors $S$ and predicted survival probabilities $S_{\text{prob}}$ for different experimental conditions, center-of-mass energies $\sqrt{s}$ and gap definitions. The fit is done via a $\chi^2$ scan of the survival probabilities. The uncertainties we quote correspond to the 97.5% confidence interval derived from the $\chi^2$ parameter scan. Assuming that the additional factors between $S$ and $S_{\text{prob}}$ show a smooth dependence on kinematics and $\sqrt{s}$, we can study the relative difference between both results.
The different numbers for the CDF and D0 experiments at the Tevatron with 1.8 TeV center-of-mass energy as well as for the CMS experiment at center-of-mass energies of 7 and 13 TeV are shown in table 3. We stress that the values of $S$ we quote depend on the rapidity gap definition, and therefore the interpretation must be made with care for each case. The first line refers to our full BFKL results, where no gap condition was imposed. Consequently, a smaller suppression factor of about 0.03 is required to make the PYTHIA8 simulations consistent with the data. As mentioned above, there is no obvious energy dependence. With a strict gap definition (i.e. no particles allowed in the gap) applied to HERWIG6 simulations (line two), RMK obtained the same scale factor of 0.1 for D0 [18] as they did before with their partonic calculation. The same value of $S$ was shown in the experimental CMS paper to describe also the 13 TeV data [3], i.e. there was no center-of-mass energy dependence. This is confirmed by our PYTHIA8 simulations, in particular when the experimental gap definition (fourth row) is applied. With multiparton interactions, PYTHIA8 is able to describe the data (within errors) without a static additional suppression factor at all center-of-mass energies (last row).

Several theoretical groups have made predictions for the survival probability at the Tevatron and LHC based on two-channel eikonal models, in particular Khoze-Martin-Ryskin (KMR) [34] and Gotsman-Levin-Maor (GLM) [49]. While both theoretical approaches are based on the Good-Walker formalism [50] and conceptually similar, they differ in their approximations and statistical procedures. The Durham group (KMR) takes into account all $n \to m$ pomeron transitions in the framework of a partonic model and sums all diagrams by numerical solution of a system of highly non-linear equations for amplitudes [34]. To account for semi-hard and hard interactions, three types of pomeron poles are introduced. Formulae for cross sections of different inelastic diffractive processes are obtained using probabilistic arguments and not cutting rules as in the standard approach. In this model, it is possible to obtain a reasonable description of the total cross section for $pp$ interactions, the elastic cross section in the diffraction cone region, and cross sections of single and double diffraction. A different approach is used by the Tel-Aviv group (GLM) [49]. Arguments, based on a small value of the pomeron slope, are used to justify applicability of pQCD for diffractive processes. Motivated by pQCD, the authors use the triple-pomeron interaction only with the maximal number of pomeron loops. The main ingredient is the BFKL pomeron Green’s function, obtained using a color-glass-condensate/saturation approach from the solution of the non-linear Balitsky-Kovchegov equation [51, 52] using the Mueller-Patel-Salam-Iancu approximation [53, 54] to sum enhanced diagrams. Also in this model, a good description of the elastic and diffractive cross sections, of inclusive production and the rapidity correlations at high energies can be obtained. We stress, however, that neither model has been designed for or tested against processes with a central rapidity gap and a large momentum transfer.

Using ATLAS inelastic cross section data at 7 TeV as a function of rapidity and elastic data from 62.5 GeV to 7 TeV, KMR obtain four fits for the survival probability. Since their Model 4 also describes the TOTEM data at 7 TeV very well, it is favored by the authors and thus listed in table 3. It is characterized by small values which only agree marginally with our full BFKL prediction (red points). Furthermore, the KMR 4 predictions fall off
with center-of-mass energy as opposed to our findings. This can also be seen in figure 13 (black dotted line). GLM fits a large body of LHC data with center-of-mass energies up to 7 TeV and proposes three models based on different approximations. They also updated the parameters of one of the models, namely Model II. Their Model III (dot-dashed green line) is closest to the KMR 4 prediction. Model I (dashed purple line) has the largest values at 1.8 TeV and is thus the model closest to our suppression factor for an experimental gap definition (black points), but at the same it shows the strongest decrease with center-of-mass energy. So overall the best agreement is found between our full BFKL results (red points) and the updated GLM Model II (full blue line), which both have little observed energy dependence. Note that both the KLM and GLM predictions for the highest LHC energy are actually for 14 TeV, not 13 TeV.

6 Summary and outlook

In summary, we have presented in this paper a phenomenological analysis of events with two high transverse momentum ($p_T$) jets separated by a large (pseudo-)rapidity interval void of particle activity, also known as jet-gap-jet events. We embedded the BFKL pomeron exchange amplitudes, with resummation at the next-to-leading logarithmic (NLL) approximation, in the PYTHIA8 Monte Carlo event generator and simulated standard QCD dijet events next-to-leading order (NLO) in $\alpha_s$ matched to parton showers with POWHEG+PYTHIA8. We compared our calculations to measurements by the CDF, D0 and CMS experiments at center-of-mass energies of 1.8, 7 and 13 TeV, putting special em-
phasis on the impact of the theoretical scales, the parton densities, final- and initial-state radiation effects, multiple parton interactions, and $p_T$ thresholds and multiplicities of the particles in the rapidity gap. We found that with a strict gap definition, the shapes of most distributions are well described except for the CMS azimuthal-angle distribution at 13 TeV, which was best described by the full BFKL prediction. The survival probability was surprisingly well modelled by multiparton interactions in PYTHIA8. Without multiparton interactions, theoretical predictions for central-diffractive and single-diffractive topologies based on two-channel eikonal models agreed qualitatively with fits to the experimental data.

Initial-state radiation plays a significant role in the definition of the rapidity gap between the jets. It produces numerous colored charges in the forward and backward pseudorapidities, which are then color reconnected with the colored charges produced in the forward and backward regions. When these long color strings are broken, they lead to the formation of several hadrons in the gap region between the final-state jets. In other words, there is net color flow in this case, even in the presence of hard $t$-channel CSE. It is likely that the effect we are seeing is mostly due to the fragmentation model used in PYTHIA8, as well as the way the ISR parton showers are described for quark- and gluon-initiated processes. For future studies, one could test these effects by implementing the Mueller-Tang amplitudes in other general purpose MC generators with different fragmentation models and different ways of implementing the ISR parton shower, for example in the latest versions of the HERWIG [55] or SHERPA [56] event generators.

Note that the CMS tunes used for our predictions [45] have been validated with 13-TeV charged-particle spectra of minimum-bias inelastic, non-single diffractive (NSD) and single-diffractive (SD) events [57] sensitive to SD, CD, and DD dissociation, but not with central-gap topologies. We therefore propose that for future measurements for Monte Carlo tuning, topologies with such central gaps should be included in order to properly tune ISR. This could also affect other topologies with central gaps that are used at high-energy colliders (e.g., vector boson fusion topologies). It would even be interesting to simply measure the charged-particle spectra for minimum-bias events when applying such a strict gap condition as we do for jet-gap-jet events and compare them to PYTHIA8 with different tunes. It is well possible that the existing tunes turn out to be inadequate for this topology.

For future phenomenological investigations, one could take into account the Mueller-Tang NLO impact factors in the theoretical calculation. Progress in this direction has been presented in refs. [35, 36, 58, 59]. These corrections might modify, in a non-trivial way, the dependence of the CSE cross section with the jet kinematics. Another ingredient that is missing in the phenomenological calculation is the effect of wide-angle, soft-gluon emissions into the rapidity gap region between the jets. For final-states with energy flow veto, these soft-gluon emissions lead to non-global logarithms that need to be resummed at all orders in the perturbative expansion [60]. The resummation of these non-global logarithms is absent in the BFKL framework, but prescriptions to implement them in the Mueller-Tang jets phenomenology have been presented in ref. [60].

Finally, to complement the jet-gap-jet process in proton-(anti-)proton collisions, it would be interesting to use other probes with central rapidity gaps that have different sensitivities to initial-state radiation and soft particle activity. For example, $J/\psi$-gap-$J/\psi$
events might be an interesting venue for such investigations (or other quarkonia pairs). There are no final-state radiation parton showers, and such a process is expected to be gluon initiated at the lowest order in perturbation theory. The $J/\psi$-gap-$J/\psi$ process could be investigated in ultraperipheral heavy-ion collisions as well [61, 62], completely removing the dependence on the modeling of initial-state radiation, color reconnections, underlying event activity, and final-state radiation. The measurement of the jet-gap-jet process in proton-proton collisions with forward intact protons is also interesting, since the soft parton exchanges are suppressed due to the intact proton(s) condition. The CMS and TOTEM experiments demonstrated that the $f_{CSE}$ fraction is larger in events with at least one intact proton [3], but with the limitation of not having the possibility to perform a differential analysis. In principle, one could use these events to study BFKL dynamics in an environment with a strong suppression of MPI.
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A The S3 and S4 schemes for non-zero conformal spins

The effective characteristic function $\chi_{\text{eff}}$ entering the BFKL gluon scattering amplitude in eq. (2.4) at LL order is

$$\chi_{\text{LL}}(p, \gamma) = 2\psi(1) - \psi\left(1 - \gamma + \frac{|p|}{2}\right) - \psi\left(\gamma + \frac{|p|}{2}\right)$$  \hspace{1cm} (A.1)

with $\bar{\alpha} = \alpha_s N_c / \pi = \text{const.}$ and $\psi(x) = \Gamma'(x) / \Gamma(x)$ the logarithmic derivative of the Euler gamma function $\Gamma(x)$.

Beyond LL, a regularized result can be obtained from the one at NLL by solving the implicit equation [31, 63, 64]

$$\chi_{\text{eff}} = \chi_{\text{NLL}}(p, \gamma, \bar{\alpha}, \chi_{\text{eff}}).$$  \hspace{1cm} (A.2)

The scale-invariant and $\gamma \leftrightarrow 1-\gamma$ symmetric part of the NLL function extended to non-zero conformal spins $p \neq 0$ is

$$\chi_1(p, \gamma) = \frac{3}{2} \zeta(3) + \frac{1 + 5b}{3} \zeta(2) \chi_{\text{LL}}(p, \gamma) - \frac{b \gamma^2}{2} \chi_{\text{LL}}(p, \gamma)$$

$$+ \frac{3}{4} \left[ \psi'' \left( \gamma + \frac{p}{2} \right) + \psi'' \left( 1 - \gamma + \frac{p}{2} \right) \right] - \frac{1}{2} \left[ \phi(p, \gamma) + \phi(p, 1 - \gamma) \right]$$

$$- \frac{\pi^2 \cos(\pi \gamma)}{4 \sin^2(\pi \gamma)(1 - 2\gamma)} \left\{ 3 + \left( 1 + \frac{N_f}{N_c^2} \right) \frac{2 + 3\gamma(1 - \gamma)}{(3 - 2\gamma)(1 + 2\gamma)} \delta_{0p} \right. - \left. \left( 1 + \frac{N_f}{N_c^2} \right) \frac{\gamma(1 - \gamma)}{2(3 - 2\gamma)(1 + 2\gamma)} \delta_{2p} \right\},$$  \hspace{1cm} (A.3)
with $\tilde{\alpha}(k^2) = \alpha_s(k^2)N_c/\pi = \left[ b \log(k^2/\Lambda_{QCD}^2) \right]^{-1}$, $b = (11N_c - 2N_f)/(12N_c)$, and

$$
\phi(p, \gamma) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k + \gamma + p/2} \left\{ \psi'(k + 1) - \psi'(k + p + 1) + \frac{\psi(k + p + 1) - \psi(k + 1)}{k + \gamma + p/2} \right. \\
+ \left. \frac{(-1)^k}{4} \left[ \psi'\left(\frac{k + p + 2}{2}\right) - \psi'\left(\frac{k + p + 1}{2}\right) + \psi'\left(\frac{k + 2}{2}\right) - \psi'\left(\frac{k + 1}{2}\right) \right] \right\}. 
$$

Note that for the terms on the first line of eq. (A.4) inside the curly brackets, we have corrected the signs with respect to ref. [65], where they are misprinted (the signs are correct in ref. [66]). As is the case for $\chi_{LL}(p, \gamma)$, the kernel $\chi_1(p, \gamma)$ has poles at $\gamma = -p/2$ and $\gamma = 1 + p/2$. The pole structure at $\gamma = -p/2$ (and by symmetry at $\gamma = 1 + p/2$) is

$$
\chi_1(p, \gamma) = -\frac{1}{2(\gamma + \frac{p}{2})^2} + \frac{d_2(p)}{(\gamma + \frac{p}{2})^2} + \frac{d_1(p)}{(\gamma + \frac{p}{2})^2} + O(1) \tag{A.5}
$$

with

$$
d_1(p) = \frac{1 + 5b}{3} - \frac{\pi^2}{8} + b[\psi(p + 1) - \psi(1)] + \frac{1}{8} \left[ \psi'\left(\frac{p + 1}{2}\right) - \psi'\left(\frac{p + 2}{2}\right) + 4\psi'(p + 1) \right] \\
- \left(67 + 13\frac{N_f}{N_c^3}\right) \frac{\delta_0 p}{36} - \left(1 + \frac{N_f}{N_c^3}\right) \frac{47\delta_2 p}{1800} \tag{A.6}
$$

and

$$
d_2(p) = \frac{b}{2} - \left(1 + \frac{N_f}{N_c^3}\right) \frac{\delta_2 p}{36} - \left(1 + \frac{N_f}{N_c^3}\right) \frac{\delta_2 p}{60}. \tag{A.7}
$$

Note that $\chi_1(2, \gamma)$ also has a pole at $\gamma = 0$ with residue $(1 + N_f/N_c^3)/24$. This manifestation of the non-analyticity [65] of $\chi_1(p, \gamma)$ with respect to conformal spins does not alter the stability of the NLL prediction and a careful treatment of this singularity is not required.

In the regularization procedure of ref. [31], the freedom in the choice of the divergent functions results in differences in the kernel at higher orders. In the S3 scheme, the kernel up to NLL order is given by

$$
\chi_{S3} = [1 - \alpha A(p)] \left[ 2\psi(1) - \psi\left(\frac{p + 2\alpha B(p) + \omega}{2}\right) - \psi\left(\frac{1 - \gamma + p + 2\alpha B(p) + \omega}{2}\right) \right] \\
+ \tilde{\alpha} \left\{ \chi_1(p, \gamma) + A(p)\chi_{LL}(p, \gamma) + \left( B(p) + \frac{\chi_{LL}(p, \gamma)}{2} \right) \left[ \psi'\left(\frac{p}{2}\right) + \psi'\left(1 - \gamma + \frac{p}{2}\right) \right] \right\} \tag{A.8}
$$

with $A(p)$ and $B(p)$ chosen to cancel the singularities of $\chi_1(p, \gamma)$ at $\gamma = -p/2$:

$$
A(p) = -d_1(p) - \psi'(p + 1), \quad B(p) = -d_2(p) + \frac{1}{2}[\psi(p + 1) - \psi(1)]. \tag{A.9}
$$

In contrast, in the S4 scheme the kernel is given by

$$
\chi_{S4} = \chi_{LL}(p, \gamma) - f(p, \gamma) + [1 - \tilde{\alpha} A(p)] f(p + \omega + 2\alpha B(p), \gamma) + \tilde{\alpha} \left\{ \chi_1(p, \gamma) \right\} \\
+ A(p)f(p, \gamma) + \left( B(p) + \frac{\chi_{LL}(p, \gamma)}{2} \right) \left[ \left(\frac{p}{2}\right)^2 + \left(1 - \gamma + \frac{p}{2}\right)^2 \right] \tag{A.10}
$$
In this scheme, $A(p)$ and $B(p)$ are given by:

$$A(p) = -d_1(p) - \frac{1}{2} \left[ \psi'(p + 1) - \psi'(1) + \frac{1}{(p + 1)^2} \right], \quad B(p) = -d_2(p) + \frac{1}{2} \left[ \psi(p + 1) - \psi(1) \right].$$

(A.12)

Convergence of the conformal spin series requires more terms for lower values of $\Delta \eta$ ($\Delta \eta = \Delta y$ at parton-level). This can be seen from figure 14, where we plot the ratios of NLL BFKL cross sections in the S4 scheme summing up contributions up to $|p| < 40$ (blue dashed line) and $|p| < 100$ (orange full line) with respect to the one summed to $|p| < 300$. There the contributions are about four orders of magnitude smaller than the one from $|p| = 0$. Very small values of $\Delta \eta$ are, of course, outside the domain of validity of the BFKL calculation. Since the NLO impact factors benefit from adding up fewer terms, we use $|p| < 40$ as a compromise.

Since the sum over $|p|$ and the integral over $\gamma$ in eq. (2.4) are too time-consuming for MC simulations with PYTHIA8, we parametrize the differential parton-level cross section $d\sigma/dp_T^2$ as a function of the parton $p_T$ and $\Delta \eta$ between both partons at generator level. Denoting $z(p_T^2) = \tilde{\alpha}(p_T^2)\Delta \eta/2$, the (purely phenomenological) parametrization used is

$$\frac{d\sigma}{dp_T^2} = \frac{\alpha_S^4(p_T^2)}{4\pi p_T^2} \left[ a + b p_T + c \sqrt{p_T} + (d + e p_T + f \sqrt{p_T}) \times z + (g + h p_T) \times z^2 + (i + j \sqrt{p_T}) \times z^3 + \exp(k + l z) \right].$$

(A.13)
\[
\begin{array}{|c|c|c|c|c|c|}
\hline
a & b & c & d & e & f \\
47.414 & 0.0072066 & 1.5660 & -121.50 & -0.29812 & -3.1149 \\
\hline
g & h & i & j & k & l \\
119.93 & 0.55726 & 10.385 & 1.3812 & 5.9833 & -17.199 \\
\hline
\end{array}
\]

**Table 4.** Parameter values using formula A.13 to fit the Next-to-Leading-Log BFKL cross section obtained with the S4 scheme.

**Figure 15.** NLL BFKL cross section as a function of $\Delta \eta_{\text{jets}}$ calculated with eq. (2.4) (crosses) and our fit (orange line) with the parametrization in eq. (A.13).

It is then fitted to the full expression of $d\sigma/dp_T^2$ in the S4 scheme in the ranges $p_T \in [10; 120]$ GeV and $\Delta \eta \in [1; 10]$. The result for $p_T = 10$ GeV is shown in figure 15.

**B Inclusive dijet cross section at 13 TeV**

For future reference, we present in this appendix and figure 16 the inclusive dijet cross section at the LHC with a center-of-mass energy of $\sqrt{s} = 13$ TeV in the kinematics of the CMS jet-gap-jet analysis [3]. The corresponding experimental cuts are listed in table 2. The predictions have been obtained at NLO matched to parton showers and hadronization with POWHEG [28] and PYTHIA8 [25], using the CMS NLO tune CP3 (see table 1) [45] and renormalization and factorization scales set to the jet transverse momentum $p_T$ (upper panels, full blue curves). The scale uncertainties (shaded blue bands) are obtained with the seven-point method, i.e. by varying the scales independently by relative factors of two, but not four around the central scale.

The distribution in the transverse momentum of the second-hardest jet $p_T^{\text{jet}_2}$ (top left) starts at the cut (40 GeV) and falls off with $1/(p_T^{\text{jet}_2})^4$ as expected. The distribution in
Figure 16. Inclusive dijet cross sections for CMS conditions at a center-of-mass energy of 13 TeV as a function of $p_{T}^{\text{jet2}}$, $\Delta\eta_{\text{jets}}$, and $\Delta\phi_{\text{jets}}$. The upper panels show the absolute cross section at NLO+PS and their scale uncertainty based on the seven-point method. The lower panels show the NLO/LO $K$-factor (red) as well as the impact of initial-state radiation (ISR, light blue), multiparton interactions (MPI, yellow) and rapidity ordering in the parton shower (rapOrd On, dark blue) in LO PYTHIA8 simulations as a ratio with respect to using the CP1 tune.

The lower panels show the impact of various higher-order QCD contributions. In particular, we show the $K$-factor of NLO over LO predictions (full red curves), where the latter still include PYTHIA8 parton showers and hadronization and have been obtained with the CMS tune CP1 (see table 1). In general, the $K$-factor of about 0.9 is slightly smaller than one, as expected for an analysis with a small jet radius $R$ (here 0.4). The impact of the NLO corrections decreases slightly with increasing transverse momentum (top left) and renormalization scale, since the strong coupling is then smaller. The increase of the NLO
effects with the pseudorapidity difference (top right) is more significant, since the hierarchy of two relevant scales $p_T$ and dijet invariant mass $M = 2p_T \cosh(\Delta \eta_{\text{jets}}/2)$ becomes more pronounced. The increase of the NLO effects towards small $\Delta \phi_{\text{jets}} < \pi$ (bottom) is even larger, as the LO distribution has support only in the back-to-back configuration.

The full NLO+PS $K$-factor can be compared to the impact of the PS alone, which alters only the differential shape, but not the total normalization of the cross sections. For consistency, these comparisons are performed at LO, since at NLO the PS is matched to the NLO calculation in POWHEG. Final-state radiation (FSR, not shown) changes neither the $p_{T\text{j}}$- nor the $\Delta \eta_{\text{jets}}$-distributions significantly, since the radiation gets recombined into the jet, but it does broaden the $\Delta \phi_{\text{jets}}$-distribution, when it happens out of the two (here relatively narrow) jet clusters. The overall normalization decreases, as the FSR outside the cluster effectively shifts the jet energy scales for quark and gluon jets. In the small-$R$ approximation [67–70],

\[
(\delta p_T)_q = -\frac{\alpha_s p_T}{\pi} \ln \left(\frac{1}{R}\right) \left[ C_F \left(2 \ln 2 - \frac{3}{8}\right)\right] + \mathcal{O}(\alpha_s) \sim -2.5 \text{ GeV},
\]

\[
(\delta p_T)_g = -\frac{\alpha_s p_T}{\pi} \ln \left(\frac{1}{R}\right) \left[ C_A \left(2 \ln 2 - \frac{43}{96}\right) + T_f n_f \frac{7}{48}\right] + \mathcal{O}(\alpha_s) \sim -7 \text{ GeV},
\]

with $C_A = 3$, $C_F = 4/3$, $T_f = 1/2$, and $n_f = 5$, so that the distributions are shifted to lower $p_T$, thus reducing the cross section after applying the $p_T$-cut.

In contrast, initial-state radiation (ISR, dashed light-blue curves) only suppresses the production of low-$p_T$ jets (top left) and substantially decreases the fraction of jets separated by a large rapidity gap (top right). The effect is smaller when the ISR is forced to be ordered in rapidity (wide-dashed dark-blue lines). Soft multiparton interactions (MPI, dot-dashed yellow lines) have an even smaller effect as expected. Without ISR, the jets are essentially back-to-back in $\Delta \phi_{\text{jets}}$ as enforced by the LO $2 \rightarrow 2$ scattering process (bottom).
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