Sequentially generated entanglement, macroscopicity and squeezing in a spin chain
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We study quantum states generated by a sequence of nearest neighbor bipartite entangling operations along a one-dimensional chain of spin qubits. After a single sweep of such a set of operations, the system is effectively described by a matrix product state (MPS) with the same virtual dimension as the spin qubits. We employ the explicit form of the MPS to calculate expectation values and two-site correlation functions of local observables, and we use the results to study fluctuations of collective observables. Through the so-called macroscopicity and the squeezing properties of the collective spin variables they witness the quantum correlations and multiparticle entanglement within the chain. Macroscopicity only occurs over the entire chain if the nearest neighbor interaction is maximally entangling, while a finite, sequential interaction between nearest neighbor particles leads to squeezing of the collective spin.

I. INTRODUCTION

To emphasize what they saw as serious problems within the quantum formalism, Erwin Schrödinger and Albert Einstein presented "paradoxical" situations, such as a cat being simultaneously dead and alive if subject to a poison administered by an atomic trigger mechanism [1], and particles whose state would be magically "steered" by an experimentalist acting on another, remote and physically detached particle [2–5]. The phenomena sketched by these situations played a significant role and shaped the way that we interpret and discuss quantum phenomena until this very day. While being originally confined to Gedankenexperiments and discussions on interpretation, they have also become the basis for candidate quantum technology applications. Quantum systems occupying macroscopically separated state components thus hold potential for high precision sensing, while two- and many-particle entangled states have applications for quantum communication and information processing. With these applications comes also the need to quantify physical properties, and in this article we shall consider two of these properties, namely macroscopicity and squeezing, both of which are related to fluctuations of additive observables. While macroscopicity deals with large fluctuations obtained for superpositions or mixtures of macroscopically distinct states [6–10], multi-particle entangled states with a certain minimum number of individual systems, a certain depth of entanglement, may be witnessed by the reduced, squeezed, fluctuations of collective spin observables [11,12].

We deal with the fluctuations of an additive observable \( A = \sum_i A_i \), where \( A_i \) denote observables acting on \( N \) different subsystems. For an uncorrelated state we have the variance \( \mathcal{V}(\sum_i A_i) = \sum_i \mathcal{V}(A_i) \), which scales linearly with \( N \), while correlations among the subsystems may yield scaling with a higher or lower power of \( N \), \( \mathcal{V}(\sum_i A_i) \propto N^{\alpha} \). An asymptotic scaling with \( N^{\alpha} \), with \( \alpha \neq 1 \), is possible if a fraction of the particles are correlated [13,14] and occurs, for example, at the critical point of a system undergoing a phase transition [15]. Fluctuations scaling as \( N^2 \) may be due to classical correlations, e.g., of particles that all occupy either one or another state, while if such scaling is observed in a pure quantum state, the systems must be entangled. Sets of inequalities have been derived that must be obeyed by the fluctuations of one or several collective observables of non-entangled quantum systems, see, e.g., [11,12]. In particular squeezing, i.e., the reduced fluctuations of collective observables compared to the independent particle case, has been promoted as a criterion for entanglement between particles, and witnessing their potential use in interferometric applications [16].

In this article we consider a special class of states, created by the sequential application of operations acting on pairs of initially uncorrelated spins or qubits along a one dimensional chain, see Fig.1. This class of states can also be prepared by sequential interaction of the qubits with a single traveling qubit, or by the emission of qubits from a common origin [17]. Although the interaction Hamiltonian only addresses each pair of particles once, the system may become entangled over long distances and hence develop a rather complex character. However, states of precisely this kind are particularly suitable to be represented by a Matrix Product State (MPS) [17,18] and we provide the explicit MPS, for any given two-qubit unitary applied along the chain. The MPS representation directly yields one- and two-site expectation values and lead to the mean and variance of additive observables. We characterize which two-qubit unitaries lead to macroscopicity, and how much squeezing and entanglement results from a particularly chosen interaction Hamiltonian.

FIG. 1: A two-qubit operation \( U \) is sequentially applied between the nearest neighbor qubits along a one dimensional chain. We assume that the first qubit initially occupies a state \( |\phi\rangle = c_0|0\rangle + c_1|1\rangle \), while all the other qubits occupy the state \( |0\rangle \).
The article is organized as follows. In Sec. [II], we discuss measures and examples of macroscopicity and the relation between spin squeezing inequalities and entanglement. In Sec. [III] we present the MPS produced by our sequential preparation procedure. In Sec. [IV] we determine mean values and correlation functions from the MPS description, and we quantify the degree of macroscopicity. In Sec. [V] we discuss spin squeezing and we show that global observables of the system suffice to witness that the pairwise entangling operations can produce states with an entanglement depth larger than two, i.e., the system contains more than pairwise entanglement. We conclude with a brief outlook in Sec. [VI].

II. QUANTUM MACROSCOPICITY, SQUEEZING AND ENTANGLEMENT

In this section we briefly review the basic notions of macroscopicity and squeezing. Although there are various measures for quantifying these properties, we focus on two specific measures [11][13] which are most suitable for our system of interest, which is a collection of $N$ spin $1/2$-particles.

A. Measure of macroscopic quantum superposition

The property of macroscopicity [14] is most pronounced in a Greenberger-Horne-Zeilinger (GHZ) state of $N$ qubits,

$$|GHZ\rangle = \frac{1}{\sqrt{2}}(|0\rangle^\otimes N + |1\rangle^\otimes N),$$

(1)

which is a superposition of two macroscopically distinct states. This state features an extensive variable $Z = \sum_{i=1}^{N} \sigma_{Z}^{i}$ with an anomalously large variance: $(\Delta Z)^2 = \langle Z^2 \rangle - \langle Z \rangle^2 = N^2$, where $\sigma_{Z}^{i}$ is the Pauli operator acting on site $i$. This is to be compared with states of the form $\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)^\otimes N$, where superposition (in the same basis) exists only on a small scale (on the level of individual spins). For such states and similar ones (where a few spins are in superposition) the variance scales only linearly with the system size $N$. Of course the fluctuations depend on which observable is considered, and for a more general definition one considers the maximally fluctuating quantity and introduce the concept of an “effective size” of a state $|\psi\rangle$ of $N$ particles, [13]

$$\text{N}_{\text{eff}}(\psi) = \max_{A} (\Delta A)^2 / N,$$

(2)

where $(\Delta A)^2 = \langle \psi | A^2 | \psi \rangle - \langle \psi | A | \psi \rangle^2$, and the variance of $A$ is maximized over all sums of local operators $A = \sum_{i=1}^{N} A_{i}$, where $A_{i}$ acts on the $i$th particle and has eigenvalues $\pm 1$.

$\text{N}_{\text{eff}}$ defines the scale over which macroscopic superpositions and hence quantum behavior prevail. If $\text{N}_{\text{eff}} = \mathcal{O}(N)$, we have a macroscopically correlated state while, if $\text{N}_{\text{eff}} = \mathcal{O}(1)$, quantum behavior only manifests itself at the microscopic level of few particles.

Note that the definition of macroscopicity involves a maximization over possibly different operators acting on the different particles. This makes it generally difficult to calculate and practical settings, e.g., symmetrical addressing by the preparation and measurement procedures, may justify the simplifying assumption of identical $A_{i}$ operators.

B. Spin squeezing inequalities and entanglement

Rather than increased fluctuations, also reduced fluctuations reveal correlations within ensembles of quantum particles. Such squeezing holds potential for applications in high precision measurements and quantum information processing, and a host of methods exist to entangle and squeeze collective spin degrees of freedom of atomic, electronic or nuclear ensembles, e.g., to reduce spectroscopic noise or to improve the accuracy of atomic clocks [20].

The basic concept of squeezed spin states was established in [21]. If the mean collective spin vector is aligned with the $z$ axis, the variances of the orthogonal components are bounded by the uncertainty relation

$$(\Delta J_{x})^2(\Delta J_{y})^2 \geq \frac{1}{4}\langle \sigma_{x}^2 \rangle,$$

(3)

where $h = 1$ and $J_{\mu} = \frac{1}{2} \sum_{i=1}^{N} \sigma_{\mu}^{i}$, where $\sigma_{\mu}^{i}$ is a Pauli matrix ($\mu = x, y, z$) at site $i$. If, for example, $(\Delta J_{y})^2$ is smaller than the standard quantum limit $\frac{1}{2}\langle \sigma_{y}^2 \rangle$, the state is spin squeezed.

The relevance of comparing the length of the spin with the fluctuations of a perpendicular component is clear in Ramsey spectroscopy, where the mean signal oscillates with an amplitude proportional to the initial length of the spin, say $|\langle J_{z} \rangle|$, and shows the largest variation when the projection measured vanishes. At this point the signal fluctuations are governed by the variance of the orthogonal spin components. Wineland et al. [20] have shown that the measurement resolution in atomic clocks depends on the spin squeezing parameter

$$\xi^2 = \frac{N(\Delta J_{y})^2}{(J_{y})^2},$$

(4)

where $J_{y} = \cos(\theta)J_{z} + \sin(\theta)J_{x}$ denotes the experimentally relevant spin component in the plane orthogonal to the mean spin.

The inequality $\xi^2 < 1$ indicates that the system is spin squeezed, and it has been shown that any state with this property is an entangled state [22][23]. More detailed studies [11] have shown that the pair of values $(\Delta J_{y})^2$ and $|\langle J_{z} \rangle|$ can be used to quantify the entanglement depth, i.e., how large sub-ensembles of spins must at least be entangled to account for the macroscopic mean values and fluctuations. These and related criteria [12] have led to the experimental demonstration of entanglement encompassing hundreds and thousands of particles. [24][27]. We shall show that the sequential interactions between pairs of spin qubits along the chain in Fig.1, also leads to spin squeezing and entanglement, verifiable by the global mean and variances.
III. SEQUENTIAL GENERATION OF A STATE AND ITS MATRIX PRODUCT FORM

Consider a chain of spins in an initial pure product state, see Fig.1, on which we sequentially act by a local unitary operator. That is, we perform first a unitary operation affecting the sites 1 and 2, then 2 and 3, etc., until $N-1$ and $N$ (the same class of states can be generated by a controllable ancillary particle that interacts sequentially with all the spins).

Here we will show that the resulting state can be cast in a matrix product form with very special properties. We describe our system as qubits with basis vectors $\{|0\rangle, |1\rangle\}$, and with the chain of $N$ qubits prepared in the product state $|\psi_0\rangle = |\phi\rangle \otimes |0\rangle^{N-1}$, where the first qubit occupies a superposition state $|\phi\rangle = \sum_{i=0,1} c_i |i\rangle$. Performing the two-qubit unitary $U = \sum_{i<j} c_{ij} |ij\rangle \langle ij|$ on the first two qubits in the chain results in

$$U_{12}|\phi\rangle|0,0\cdots\rangle = \sum_i c_i U_{m,n,i,0} |m,n,0,0,\cdots\rangle,$$

(5)

where $U_{12}$ signifies that the unitary $U$ acts on the qubits 1 and 2. Acting by $U_{23}$, we find

$$U_{23}U_{12}|\phi\rangle|0,0\cdots\rangle = \sum_{i,m,n} c_i U_{m,n,i,0} U_{p,q,n,0} |m,p,q,0,\cdots\rangle.$$

(6)

Defining the matrices

$$(V_i)_{jk} := U_{ik,j0},$$

(7)

Eq. (6) can be written in the form

$$U_{23}U_{12}|\phi\rangle|0,0\cdots\rangle = \sum_{i,m,n} c_i (V_m V_p)_{i,q} |m,p,q,0,\cdots\rangle.$$  

(8)

and the state after sequential action of $N-1$ operators can be written as a matrix product state \[29\],

$$|\psi\rangle = U_{N-1,N} \cdots U_{12} |\psi_0\rangle = \sum_{i,\{i_j\}_{j=1}^N} c_i (V_{i_1} \cdots V_{i_{N-1}})_{i,i_{N-1}} |i_1,i_2,\ldots,i_N\rangle,$$

(9)

or equivalently to

$$|\psi\rangle = \sum_{\{i\}_{j=1}^N} \text{tr}(V_{i_1} \cdots V_{i_{N-1}} W_{i_N}) |i_1,\ldots,i_N\rangle,$$

(10)

where

$$W_{i_N} = |i_N\rangle \langle \phi^*|,$$

(11)

where $\langle \phi^*| = \sum_i c_i |i\rangle$. Note that the unitarity of $U$, leads to the constraint

$$V_0^T V_0 + V_1^T V_1 = 1.$$  

(12)

and to the unitality of the completely positive map

$$\mathcal{E}(\sigma) := \sum_{i=0}^1 V_i^T \sigma V_i^T,$$

(13)

and to the trace-preservation of its dual map

$$\mathcal{E}^*(\rho) := \sum_{i=0}^1 V_i^T \rho V_i^T.$$  

(14)

Let us denote the vectorized form of any matrix $\sigma = \sum_{i,j} \sigma_{i,j} |ij\rangle \langle ij|$ by $|\sigma\rangle := \sum_{i,j} \sigma_{i,j} |i,j\rangle$, then it is readily found that

$$|\mathcal{E}(\sigma)\rangle = E|\sigma\rangle,$$

(15)

where

$$E = \sum_{i=0,1} V_i^* \otimes V_i.$$  

(16)

The matrix representation of $E$ allows efficient calculation of its spectrum and of its subsequent action along the chain of qubits. From \[12\], we note that the identity matrix $I$ is mapped into itself by \[13\], and hence its vectorized form

$$|I\rangle = |00\rangle + |11\rangle,$$

(17)

is an eigenvector of $E$ with eigenvalue equal to 1

$$E|I\rangle = |I\rangle.$$  

(18)

From the isospectrality of the dual maps $\mathcal{E}$ and $\mathcal{E}^*$ and trace-preserving property of the latter, we find that all the eigenvalues of $\mathcal{E}$ and hence $E$ must have modulus less than or equal to one.

It is useful to introduce

$$X = \sum_{i=0,1} W_i^* \otimes W_i,$$

(19)

where $W_i$ is given by \[11\], $X$ can be written as

$$X = |I\rangle \langle \phi^* \phi^*|,$$

(20)

which implies that

$$EX = X.$$  

(21)

The MPS representation allows a simple and efficient calculation of local observables and correlation functions \[29\]. This is done by assigning to any local operator $A = \sum_{i,j} A_{ij} |i\rangle \langle j|$ operators in the auxiliary vectorized space

$$E_A = \sum_{i,j} \langle i| A_{ij} V_j^* \otimes V_j,$$

(22)

and

$$X_A = \sum_{i,j} \langle i| A_{ij} W_i^* \otimes W_i.$$  

(23)

and then expressing any one-point function in the following form

$$\langle A_m \rangle = \text{tr}(E^{m-1} E_A E^{N-m-1} X) = \text{tr}(E^{m-1} E_A X), \quad m \neq N,$$

(24)
dependence thus obtains
\[ \langle A_N \rangle = \text{tr}(E^{N-1}X_A), \quad (25) \]

where in (24) we have used the fact that \( E X = X \). Two-point functions can be calculated in the same way with the result (using the fact that \( E X = X \))
\[ \langle A_m A_n \rangle = \text{tr}(E^{m-1}E_A E^{n-m-1}E_A X), \quad m, n \neq N, \]
\[ \langle A_m A_N \rangle = \text{tr}(E^{m-1}E_A E^{N-m-1}X_A), \quad m \neq N. \quad (26) \]

IV. MEASURE OF MACROSCOPICITY FOR THE SEQUENTIALLY GENERATED STATE

We are now in a position to use the power and elegance of the matrix product formalism to calculate the measure of macroscopicity of the state (10) and find an expression for its effective size. To do this we start from the variance of an additive operator \( A = \sum_m A_m \) (with \( A_m^2 = 1 \)) and write
\[ (\Delta A)^2 = \sum_{m,n=1}^N (\langle A_m A_n \rangle - \langle A_m \rangle \langle A_n \rangle). \quad (27) \]

The effective size is determined by (2) or
\[ N_{\text{eff}}(\psi) = \max_A \frac{\sum_{m,n=1}^N (\langle A_m A_n \rangle - \langle A_m \rangle \langle A_n \rangle)}{N}. \quad (28) \]

A state is a macroscopic superposition if its effective size is proportional to the size \( N \), hence to assess the macroscopicity of this state, we can ignore the terms linear and sublinear in the numerator such as two point functions where one of the points is in the bulk and the other is in the boundary (26). Thus we can write \((\Delta A)^2\) as follows
\[ (\Delta A)^2 = 2 \sum_{1 \leq m < n < N} \text{tr}(E^{m-1}E_A E^{n-m-1}E_A X) - (\sum_{1 \leq m < N} \text{tr}(E^{m-1}E_A X))^2 + \mathcal{O}(N). \quad (29) \]

As discussed in the previous section, the eigenvalues of the linear operator \( E \) are either unity, or their absolute value is strictly less than unity. For (29) to yield a dependence that is quadratic in \( N \), the powers \( E^{m-1}, E^{n-m-1} \) must hence be restricted to their action on the unit eigenvalue eigenspace, i.e., \( E \) and all high powers of the same operator may be simply replaced by the projection on this space. The quadratic in \( N \) dependence thus obtains \((N-1)(N-2)\) and \((N-1)^2\) identical contributions from the first and second term in (29), respectively.

Remark: Anticipating a possible degeneracy of the unit eigenvalues of \( E \) we denote its eigenvectors by \( |0\rangle \propto |I\rangle = \{ |00\rangle + |11\rangle \} \) and \( |\rangle \).

If the unit eigenvalue is non-degenerate, the right eigenvector \( |0\rangle \propto |I\rangle = \{ |00\rangle + |11\rangle \} \), while the left eigenvector \( |0\rangle \) depends on the unitary operator \( U \), and we have
\[ E^k \approx |0\rangle \langle 0|, \text{ for large } k. \quad (30) \]

Assuming the normalization \( \langle 0|0 \rangle = 1 \), we find
\[ N_{\text{eff}}(\psi) = \max_A \left[ \langle 0|A|0 \rangle \langle 0|E_A X|0 \rangle - \langle 0|E_A X|0 \rangle^2 \right] N. \quad (31) \]

Since according to (19) \( X|0 \rangle = |0 \rangle \), the numerical pre-factor vanishes and no macroscopicity is produced by the sequential operation of \( U \) on the chain.

However, when the unit eigenvalue is degenerate with two eigenvectors \(|0\rangle \) and \(|\rangle \), we have
\[ E^k \approx |0\rangle \langle 0| + |\rangle \langle |, \text{ for large } k. \quad (32) \]

Now, we get
\[ N_{\text{eff}}(\psi) = \max_A \left[ \langle 0|A|0 \rangle \langle 0|E_A (|0\rangle \langle 0| + \langle 0|E_A X|0 \rangle ) + \langle 0|E_A X|0 \rangle (\langle 0|E_A |0 \rangle - 2 \langle 0|E_A |0 \rangle - \langle 0|E_A X|0 \rangle ) \right] N. \quad (33) \]

and we note that in view of (20) and the remark above, \( X|0 \rangle \propto |0 \rangle \), so we obtain a non-zero effective size. We shall now study a few explicit examples.

A. Results for a class of symmetric unitary nearest neighbor operations

We address the macroscopicity (33), produced by sequential application of a two-qubit unitary on an initial product state, \(|0 \rangle^N \). Delegating the detailed calculation to appendix A we consider unitaries of the form (30)
\[ U_{n,n+1} = e^{-i \frac{\beta \gamma}{2} \cos^2 \beta \sin^2 \gamma + \frac{1}{2} \sin \gamma (\sin \alpha + \sin \beta) + \frac{1}{2} \sqrt{\sin^2 \gamma (\sin \alpha + \sin \beta) - 4 \sin \alpha \sin \beta}}. \quad (34) \]

In appendix A we obtain the eigenvalues of \( E \): 1, \( \sin \alpha \sin \beta \), \( \frac{1}{2} \sin \gamma (\sin \alpha + \sin \beta) \pm \frac{1}{2} \sqrt{\sin^2 \gamma (\sin \alpha + \sin \beta) - 4 \sin \alpha \sin \beta} \). These eigenvalues are bounded by unity as we concluded above, and to obtain a macroscopic state, Eq. (33), we require that at least two eigenvalues equal unity. This occurs for example if \( \beta = \gamma = \frac{\pi}{2} \), and we obtain
\[ N_{\text{eff}} = \frac{(\Delta A_x)^2}{N} = (\cos^2 \alpha) N. \quad (35) \]

where \( A_x = \sum_{n=1}^N \sigma^x_n \).

If we assume instead \( \alpha = \gamma = \frac{\pi}{2} \), we get
\[ N_{\text{eff}} = \frac{(\Delta A_x)^2}{N} = (\cos^2 \beta) N, \quad (36) \]

where \( A_x = \sum_{n=1}^N \sigma^x_n \).

B. Result for controlled-unitary nearest neighbor operations

The fluctuations of a collective observable may be large, but increases linearly with the number of particles \( N \), if each particle is correlated with a finite number of other particles.
We can illustrate the role of the correlation over longer distances with the particular example of controlled unitary operations, acting on the \(n + 1\)st particle conditioned on the \(n\)th particle being in state \(|1\rangle\). Starting from our initial product state with \(|\phi\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)\), and all other qubits being in state \(|0\rangle\), see Fig. 2, and applying the controlled unitary \(U = |0\rangle_i(0) \otimes \mathbb{1}_{i+1} + |1\rangle_i(1) \otimes U^0_{i+1}\) with

\[
U^0 = \left(\begin{array}{cc}
\cos \frac{\alpha}{2} & -\sin \frac{\alpha}{2} \\
\sin \frac{\alpha}{2} & \cos \frac{\alpha}{2}
\end{array}\right).
\]

(37)

The gate executes a perfect C-NOT operation, and a perfectly correlated GHZ state of the qubits is created, if \(\alpha = \pi\). For smaller or larger values of \(\alpha\) the conditional rotation does not cause a complete switch of the target qubit state into \(|1\rangle\) and, hence, the probability that \(U_0\) is applied to the subsequent qubits will generally decrease along the chain. If the length of the chain is short, collective observables may still show fluctuations quadratic in \(N\), but when the chain gets longer, we observe a passage to a constant dependence. This is illustrated in Fig. 3, where the collective variance of \(A_2\) is shown as a function of \(N\) for different single qubit rotation angles \(\alpha\).

![FIG. 2: The controlled-\(U^0\) operators, acting on the target qubit if and only if the control qubit is \(|1\rangle\), are sequentially applied between nearest neighbour qubits. We choose the first qubit in \(|\phi\rangle = \frac{|0\rangle + |1\rangle}{\sqrt{2}}\).](image)

![FIG. 3: The collective variance of \(A_2\) as a function of \(N\). The curves from top to bottom, correspond to rotation by \(\alpha = \pi, \pi - 0.1, \pi - 0.2, \pi - 0.3, \pi - 0.4\). For all angles, we observe a quadratic behavior for small values of \(N\), but as we gradually increase the value of \(N\), the scaling becomes linear except in the \(\pi\)-rotation which leads to controlled-NOT operation.](image)

### C. General form of unitary gates leading to macroscopicity

Given a unitary operation \(U\), we can use (7) and (16) to evaluate the eigenvalues of \(E\) and determine if the operation leads to macroscopic superposition state. In this section we want to identify the general form of the unitary two-qubit gates which generate macroscopic superposition i.e., that lead to the doubly degenerate largest eigenvalue of \(E\). In view of the correspondence [13] with unital maps, we first start from the following theorem:

**Theorem:**

The only unitary qubit channels (with two Kraus operators) having degenerate unit eigenvalues are of the form

\[
\mathcal{E}(\sigma) = (1-p)\omega\sigma\omega^\dagger + p\omega'\sigma\omega'^\dagger,
\]

(38)

where \(\omega\) and \(\omega'\) are two commuting single-qubit unitary operators, i.e. rotations around the same axis with different angles.

**Remark:** More generally such channels can be of the form

\[
\sum_i p_i\omega_i\sigma\omega_i^\dagger,
\]

where all \(\omega_i\)'s commute with each other. We prove the theorem for the simplest case of two Kraus operators, the general proof is similar.

**Proof:** Let \(\mathcal{E}\) be a channel of the form

\[
\mathcal{E}(\sigma) = V_0\sigma V_0^\dagger + V_1\sigma V_1^\dagger,
\]

(39)

which has two different eigenvector with unit eigenvalue, that is

\[
\mathcal{E}(I) = I, \mathcal{E}(Y) = Y,
\]

(40)

where the first relation is the definition of unitality and \(Y\) is not necessarily a density matrix.

First we note that if \(Y\) is an eigenvector, then \(Y^\dagger\) is also an eigenvector with the same eigenvalue. Hence any unit eigenvector can be taken to be Hermitian and hence of the form \(\lambda I + r\cdot\sigma\), where \(\lambda\) is a real number and \(r\) is a real vector. Since the channel is unital we can make a suitable combination of \(I\) and this eigenvector and normalize it to a unit eigenvector of the form \(
\frac{1}{2}(I + n \cdot \sigma),
\)

where \(n\) is a unit vector. But this is nothing but the pure state \(|n\rangle\langle n|\), where \(|n\rangle\) is the positive spin state in the \(n\) direction. Therefore from (40) it follows that

\[
V_0|n\rangle\langle n|V_0^\dagger + V_1|n\rangle\langle n|V_1^\dagger = |n\rangle\langle n|,
\]

(41)

that is a pure state is written as a convex combination of two other states. However this is only possible if the two other states are multiples of the same pure state. This happens only if both matrices \(V_0\) and \(V_1\) leave \(|n\rangle\) invariant, that is \(\omega = e^{i0n\cdot\sigma}\) and \(\omega' = e^{i0n\cdot\sigma}\). This completes the proof.

We can now determine the explicit form of the two-qubit unitary gates which generate macroscopic superposition. To this end use the relation (7) and the explicit form of the two rotations

\[
\omega = \left(\begin{array}{cc}
\cos \theta & i\sin \theta \\
i\sin \theta & \cos \theta
\end{array}\right), \quad \omega' = \left(\begin{array}{cc}
\cos \theta' & i\sin \theta' \\
i\sin \theta' & \cos \theta'
\end{array}\right),
\]

where
to write \( U \) as

\[
\begin{pmatrix}
(1 - p) \cos \theta & i(1 - p) \sin \theta \\
(1 - p) \sin \theta & (1 - p) \cos \theta \\
p \cos \theta' & i p \sin \theta' \\
-ip \sin \theta' & \cos \theta'
\end{pmatrix},
\]

(42)

where the second and fourth column entries can be chosen freely, subject to the unitarity of the two qubit gate \( U \). Any unitary of the form

\[
U = (R_1 \otimes R_2)U(R_1^\dagger \otimes R_2^\dagger),
\]

(43)

where \( U \) is given by (42), and \( R_1 \) and \( R_2 \) are single qubit rotations, lead to macroscopicity.

V. SQUEEZING OF COLLECTIVE SPIN BY SEQUENTIAL NEAREST NEIGHBOUR INTERACTIONS

Kitagawa and Ueda [21] proposed to produce spin squeezed states by subjecting a large spin to a two-axis twisting Hamiltonian, \( H \propto (J_x^2 - J_y^2) \), implemented in a collection of spin 1/2 particles where each spin interacts in the same way with all other spins, e.g., \( J_x^2 = \sum_{ij} \frac{1}{2} \sigma_i^x \sigma_j^x \). Motivated by [31], which shows that a linear chain of spin 1/2 particles also becomes squeezed if subject only to a nearest neighbor interaction \( H = \sum_{i} \chi \sigma_i^x \sigma_{i+1}^x - \sigma_i^y \sigma_{i+1}^y \), we shall study the sequential application of unitary operations \( U = e^{-iHt} \), where

\[
H = \chi \left( \sigma_i^x \sigma_{i+1}^x - \sigma_i^y \sigma_{i+1}^y \right).
\]

(44)

We use the MPS formalism to investigate if the sequential application of the pairwise interaction Hamiltonian also leads to squeezing. The matrix \( E \), and its eigenvalues, \( 1 > \sin \chi t > -\sin \chi t > -\sin \chi t \) and eigenvectors are determined in Appendix B. We further provide the matrix \( E_A \), with \( A = J_n = n \cdot J \) representing the component of the collective spin along an arbitrary unit vector \( n \). Starting in the state \( |0\rangle^N \), we readily find (and it also follows from Heisenberg’s equations of motion) that the mean values of the \( x \) - and \( y \) -components of the individual and collective spin vanish identically for all times. For large \( N \), the mean value of \( J_z \) is dominated by the term proportional with \( N \)

\[
\langle \psi | J_z | \psi \rangle \simeq \langle 0 | E_{J_z} | 0 \rangle N = \frac{1 - 3 \sin^2(\chi t)}{1 + \sin^2(\chi t)} N.
\]

(45)

We consider now the variance of the collective spin observables, orthogonal to \( J_z \) (4). For a large number of spin qubits, we recover a term linear in \( N \) from the single site variances (terms with \( m = n \)), while the more complicated two-site correlations demand a careful treatment.

\[
\langle \Delta J_x \rangle = N + 2 \sum_{1 \leq m < n < N} \text{tr}(E^{m-1}E_{J_x}E^{n-m-1}E_{J_y}X) + O(1),
\]

(46)

Unlike our analysis of macroscopicity, where only the unit eigenvalues of \( E \) mattered, the lower power in \( N \) gets contributions from all eigenvalues \( \lambda_i, i = 1, 2, 3, 4 \), and it is convenient to expand the expressions in terms of the associated eigenvectors of \( E \), \( \{|\lambda_i\rangle\} \),

\[
\langle \Delta J_x \rangle^2 = 2 \sum_{i,j=1}^{N-1} \sum_{n=2}^{N-1} (E_{J_x})_{ij} (E_{J_y} X)_{ji} \lambda_i^{m-1} \lambda_j^{n-m-1} + N + O(1).
\]

(47)

The summations over sites and eigenvalues is carried out in Appendix B, and shows that the spin component \( J_x = \frac{1}{\sqrt{2}} (J_x + J_y) \) is squeezed, and we get

\[
\langle \Delta J_x \rangle^2 = [1 - \frac{2 \sin(2 \chi t) \cos(\chi t)}{(1 + \sin^2(\chi t))(1 + \sin(\chi t))}] N + O(1).
\]

(48)

The ratio between \( \langle \Delta J_z \rangle^2 \) and \( \langle J_z \rangle^2 \) witnesses, through (4) the squeezing and the entanglement in the system, but plotting these values normalized by the number of spins \( N \) as \( x \) and \( y \) coordinates for different values of the accumulated interaction \( \chi t \) leads to the dashed red curve in Fig.4, which characterizes further properties of the entanglement. The solid black line in the figure shows the minimum variance of \( J_0 \) given the mean value of \( J_z \) of any separable state of the spins, while the dotted blue curve in the figure shows the minimum achievable variance of \( J_0 \) given the value of \( J_z \) (both normalized by \( N \)) for an ensemble of spin 1/2 particles that may be entangled but only in pairs [11]. The fact that the dashed red curve lies below the dotted blue one in the figure for large values of \( \langle J_z \rangle \), witnesses the presence of multi-partite entanglement, the spins in the chain must at form groups of least three entangled spins.
VI. CONCLUSION

We have used the matrix product state description to calculate local mean values and two-site correlations function of observables for a chain of particles prepared by a sequential nearest neighbor interactions. After a single sweep of such interactions acting on an initial product state, the chain can be explicitly described by a matrix product state with the same matrix dimension as the Hilbert space of the individual particles. We used the results to determine the behavior of collective properties such as macroscopicity, collective spin squeezing and multiparticle entanglement and we derived criteria on the pairwise interaction parameters for the observation of these properties. While we focussed on two-level systems in our examples, the formalism is general and allows treatment of general $d$-level systems by similar expressions. By grouping the systems in pairs, nearest neighbor interactions between these larger systems can represent any next nearest neighbor coupling of the original quantum systems, which can thus also be studied by our formalism.

There is a formal connection between the Matrix Product State description of one-dimensional chain systems and the time evolution of the density matrix of a single quantum system under a trace preserving, completely positive map. This correspondence is particularly strong in the case of sequential operations, and, indeed, the trace preserving map, defined in Eq. (13), recursively provides the reduced density matrix $\rho_n$ of the $n$th particle after the action of $U_{n-1,n}$ in terms of the previous, reduced density matrix $\rho_{n-1}$ of the $n-1^{st}$ particle after the first $n-1$ particles have been subject to the interactions. This follows from the explicit form

$$\rho_n = tr_{n-1}(U(\rho_{n-1} \otimes \langle 0|0\rangle_n)U^\dagger).$$

(49)

In the same way as a time evolving density matrix permits evaluation of time dependent expectation values, our map permits evaluation of the site dependent expectation values. And, in the same way as the Quantum Regression Theorem applies the propagator for the density matrix to evaluate temporal correlation functions, we are able to compute spatial correlation functions along the chain.

A final interesting connection between time evolving density matrices and the spatially growing MPS, concerns our criterion of a degenerate unit eigenvalue of the unital map $E$ to observe macroscopicity. The resulting degeneracy of the unit eigenvalue of $E^\omega$ ensures that the qubits along the chain do not converge to a single density matrix, i.e., the system may retain its correlation with the state of the first qubit indefinitely along the chain. A similar property of density matrix evolution in the time domain implies that the quantum system may not have a definite steady state, and hence it may have an infinitely long memory of its earlier states. The degeneracy of the unit eigenvalue of the propagator of the master equation has, indeed, been identified as the source of a Fisher information that scales as $T^2$ rather than $T$ for continuous probing of a system for a time $T$ [32–34] and hence the possibility to probe system parameters with a variance scaling as $1/T^2$ rather than $1/T$.

Acknowledgements

T.A. and K.M. acknowledge support from the Villum Foundation, and T.A. acknowledges support from the Ministry of Science, Research and Technology of Iran and Iran Science Elites Federation.

[1] E. Schrödinger, Die Naturwissenschaften 23, 807 (1935).
[2] E. Schrödinger, Proc. Cambridge Philo. Soc. 31, 553 (1935), ibid. 32, 446, (1936).
[3] A. Einstein, B. Podolsky, and N. Rosen, Phys. Rev. 47, 777 (1935).
[4] E. Schrödinger, Proc. Cambridge Philo. Soc. 31, 555 (1935).
[5] H. M. Wiseman, S. J. Jones, and A. C. Doherty, Phys. Rev. Lett. 98, 140402 (2007).
[6] W. Dür, C. Simon, and J. I. Cirac, Phys. Rev. Lett. 89 210402 (2002).
[7] A. Shimizu, and T. Miyadera, Phys. Rev. Lett. 89 270403 (2002).
[8] J. I. Korsbakken, K. B. Whaley, J. Dubois, and J. I. Cirac, Phys. Rev. A 75 042106 (2007).
[9] F. Marquardt, B. Abel, and J. von Delft, Phys. Rev. A 78 012109 (2008).
[10] C. Lee, and H. Jeong, Phys. Rev. Lett. 106 220401 (2011).
[11] A. Sørensen and K. Mølmer, Phys. Rev. Lett. 86, 4431 (2001).
[12] G. Tóth, C. Knapp, O. Gühne, and H.J. Briegel, Phys. Rev. A 79, 042334 (2009).
[13] F. Fröwis, and W. Dür, New Journal of Physics 14 093039 (2012).
[14] A. Shimizu, and T. Morimae, Phys. Rev. Lett. 95 090401 (2005).
[15] T. Abad and V. Karimipour, Phys. Rev. B 93, 195127 (2016).
[16] G. Björk, and P. G. L. Mana, Journal of Optics B: Quantum and Semiclassical Optics 6 429436 (2004).
[17] C. Schön, K. Hammerer, M. M. Wolf, J.I. Cirac, E. Solano , Phys. Rev. A 75, 032311 (2007).
[18] C. Schön, E. Solano, F. Verstraete, J. I. Cirac, M. M. Wolf, Phys. Rev. Lett. 95, 110503 (2005).
[19] D. Perez-Garcia, F. Verstraete, M. M. Wolf, and J. I. Cirac, Quant. Inf. Comp. 7, 401 (2007).
[20] D. J. Wineland, J. J. Bollinger, W. M. Itano, and F. L. Moore, Phys. Rev. A 50, 67 (1994).
[21] M. Kitagawa and M. Ueda, Phys. Rev. A 47, 5138 (1993).
[22] L.-M. Duan, A. Sørensen, J.I. Cirac, and P. Zoller, Phys. Rev. Lett. 85, 3991 (2000).
[23] A. Sørensen, L.-M. Duan, J. I. Cirac, and P. Zoller, Nature (London) 409, 63 (2001).
[24] C. Gross, T. Zibold, E. Nicklas, J. Esteve, and M. K. Oberthaler, Nature (London), 464, 1165 (2010).
[25] B. Lücke, J. Peise, G. Vitagliano, J. Arlt, L. Santos, G. Tóth, and C. Klempt, Phys. Rev. Lett. 112, 155304 (2014).
[26] R. Schmied, J.-D. Bancal, B. Allard, M. Fadel, V. Scarani, P. Treutlein, and N. Sangouard, “Bell correlations in a Bose-
Einstein condensate", Science 352 (6284), 441 (2016).
[27] P. Zarkeshian, C. Deshmukh, N. Sinclair, S.K. Goyal, G.H. Aguilar, P. Lefebvre, M. Grimaud Puigibert, V.B. Verma, F. Marsili, M.D. Shaw, S.W. Nam, K. Heshami, D. Oblak, W. Titel, C. Simon, arXiv:1703.04709 (2017).
[28] M. In, G. G. Warr, and R. Zana, Phys. Rev. Lett. 83, 2278 (1999).
[29] A. Klümper, A. Schadschneider, and J. Zittartz, J. Phys. A 24, L955 (1991); Z. Phys. B: Condens. Matter 87, 281 (1992); Europhys. Lett. 24, 293 (1993); M. Fannes, B. Nachtergaele, and R. F. Werner, Commun. Math. Phys. 144, 443 (1992).
[30] J. Zhang, J. Vala, S. Sastry, and K. B. Whaley, Phys. Rev. A 67, 042313 (2003).
[31] A. Sørensen and K. Mølmer, Phys. Rev. Lett. 83, 2274 (1999).
[32] M. Guţă, Phys. Rev. A 83, 062324 (2011).
[33] S. Gammelmark and K. Mølmer, Phys. Rev. Lett. 112, 170401 (2014).
[34] K. Macieszczak, M. Guţă, I. Lesanovsky, and J. P. Garrahan, Phys. Rev. A 93, 022103 (2016).

**Appendix A: Details of calculation for section IV**

The unitary operator in Eq. (34) has the matrix representation

\[ U = \begin{pmatrix} x & 0 & 0 & w \\ 0 & z & y & 0 \\ 0 & y & z & 0 \\ w & 0 & 0 & x \end{pmatrix}, \quad (A1) \]

where

\[ x = e^{-i\frac{\alpha}{2} \cos(\alpha - \beta)}, \quad y = -ie^{i\frac{\alpha}{2} \sin(\alpha + \beta)}, \]
\[ z = e^{i\frac{\alpha}{2} \cos(\alpha + \beta)}, \quad w = -ie^{-i\frac{\alpha}{2} \sin(\alpha - \beta)}. \quad (A2) \]

We constitute matrices \( V_0 \) and \( V_1 \) from Eq. (7),

\[ V_0 = \begin{pmatrix} x & 0 \\ 0 & y \end{pmatrix}, \quad V_1 = \begin{pmatrix} 0 & w \\ z & 0 \end{pmatrix}. \quad (A3) \]

Using (16) it is straightforward to find the matrix \( E \),

\[ E = \begin{pmatrix} \frac{|x|^2}{2} & 0 & 0 & |w|^2 \\ 0 & \frac{x^*y}{2} & z^*w^* & 0 \\ 0 & z^*w & \frac{|x|^2}{2} & 0 \\ |w|^2 & 0 & 0 & \frac{|y|^2}{2} \end{pmatrix}, \quad (A4) \]

and determine its eigenvalues: 1, \( \sin \alpha \sin \beta, \frac{1}{2} \sin \gamma (\sin \alpha + \sin \beta) \pm \frac{1}{2} \sqrt{\sin \gamma^2 (\sin \alpha + \sin \beta)^2 - 4 \sin \alpha \sin \beta} \). To obtain two degenerate eigenvalues, 1, we have to set \( \beta = \gamma = \frac{\pi}{2} \) or \( \alpha = \gamma = \frac{\pi}{2} \), with two eigenvectors,

\[ |0\rangle = (|00\rangle + |11\rangle), \quad \langle 0| = \frac{1}{1 + |w|^2}(|00\rangle + |w|^2|11\rangle), \]
\[ |\bar{0}\rangle = i(|01\rangle + |10\rangle), \quad \langle \bar{0}| = \frac{1}{2}(|i01\rangle + \langle 10|), \]
\[ |2\rangle = -i(|01\rangle + |10\rangle), \quad \langle 2| = \frac{1}{2}(|01\rangle + \langle 10|), \]
\[ |3\rangle = \frac{1}{1 + |w|^2}(-|w|^2|00\rangle + |11\rangle), \quad \langle 3| = -\langle 00\rangle + \langle 11|B1 \]

To find the mean value of \( J_z \), first we find matrix \( E_4 \) using (22).

\[ E_4 = \begin{pmatrix} n_z |x|^2 & (n_x - i n_y) x \ast w & (n_x + i n_y) x w \ast & -n_z |w|^2 \\ (n_x - i n_y) x \ast & 0 & -n_z w \ast & 0 \\ (n_x + i n_y) x & n_z w & 0 & 0 \\ -n_z & 0 & 0 & 0 \end{pmatrix} \]

So we get

\[ |\psi| J_z |\psi| \approx (0) E J_z (0) N = \frac{|x|^2 - 2|w|^2}{1 + |w|^2} N. \]
which leads to (45),

\[
\langle \psi | J_z | \psi \rangle \simeq \frac{1 - 3 \sin^2(\chi t)}{1 + \sin^2(\chi t)} N.
\]

To find \( (\Delta J_\theta)^2 \), the summations over sites in (47) turn out to be

\[
(\Delta J_\theta)^2 = N + 2 \sum_{i,j=1}^{4} (E_{J_\theta})_{ij} (E_{J_\theta})_{ji} f(\lambda_{i,j}, N) + O(1),
\]

where

\[
f(\lambda_{i,j}, N) = \frac{(\lambda_i - \lambda_j) - \lambda_i^{N-1}(1 - \lambda_j) + (1 - \lambda_i)\lambda_j^{N-1}}{(\lambda_i - \lambda_j)(1 - \lambda_i)(1 - \lambda_j)},
\]

where the scaling of \( f(\lambda_j, N) := f(\lambda_i = 1, \lambda_j, N) \) is found to be

\[
f(\lambda_j, N) = \frac{N}{1 - \eta_j} + O(1), \quad j \neq 1.
\]

So \((\Delta J_\theta)^2\) attains a term linear in \(N\),

\[
(\Delta J_\theta)^2 = [1 + 2 \sum_{j=2}^{4} \frac{(E_{J_\theta})_{ij} (E_{J_\theta})_{ji}}{1 - \eta_j}] N + O(1), \tag{B2}
\]

where we use \(X|0\rangle = |0\rangle\). To proceed further we note that for the transverse component \(J_\theta = n_x J_x + n_y J_y\), we have

\[
E_{J_\theta}|0\rangle = (n_x - in_y)x^*|01\rangle + (n_x + in_y)x|10\rangle,
\]

and

\[
\langle 0| E_{J_\theta} = (n_x - in_y)x^* w(01) + (n_x + in_y)xw^*(10),
\]

So using (B1) and (B2) we obtain

\[
(\Delta J_\theta)^2 = [1 + \frac{2x^2(\omega)}{1 + |w|^2} \frac{(n_x - n_y)^2}{1 - \omega} - \frac{(n_x + n_y)^2}{1 + \omega}] N + O(1), \tag{B3}
\]

where we use the fact that \(x\) and \(w\) are real and imaginary numbers, respectively. To minimize (B3), we have to set \(n_x = n_y = \frac{1}{\sqrt{2}}\), and we get

\[
(\Delta J_\theta)^2 = [1 - \frac{4x^2(\omega)}{(1 + |w|^2)(1 + \omega)] N + O(1),
\]

which leads to (48),

\[
(\Delta J_\theta)^2 = [1 - \frac{2 \sin(2\chi t) \cos(\chi t)}{(1 + \sin^2(\chi t))(1 + \sin(\chi t))}] N + O(1).
\]