Fractional Chern insulators with a non-Landau level continuum limit

David Bauer, Spenser Talkington, Fenner Harper, Bartholomew Andrews, and Rahul Roy*

Department of Physics and Astronomy, University of California at Los Angeles,
475 Portola Plaza, Los Angeles, California 90095, USA

(Dated: February 2, 2022)

Recent developments in fractional quantum Hall (FQH) physics highlight the importance of studying FQH phases of particles partially occupying energy bands that are not Landau levels. FQH phases in the regime of strong lattice effects, called fractional Chern insulators, provide one setting for such studies. As the strength of lattice effects vanishes, the bands of generic lattice models asymptotically approach Landau levels. In this article, we construct lattice models for single-particle bands that are distinct from Landau levels even in this continuum limit. We describe how the distinction between such bands and Landau levels is quantified by band geometry over the magnetic Brillouin zone and reflected in the electromagnetic response. We analyze the localization-delocalization transition in one such model and compute a localization length exponent of 2.57(3). Moreover, we study interactions projected to these bands and find signatures of bosonic and fermionic Laughlin states. Most pertinently, our models allow us to isolate conditions for optimal band geometry and gain further insight into the stability of FQH phases on lattices.

I. INTRODUCTION

The incompressible liquid phases of the fractional quantum Hall effect (FQHE) serve as prototypical examples of topologically ordered or gapped quantum liquid phases in 2+1 dimensions [1, 2]. These phases are characterized by their long-range entanglement structure, which gives rise to topological quasiparticles and universal, quantized linear responses. Theoretical models of the quantum Hall (QH) fluid—based, for example, on model wavefunctions [3]—often make the simplifying assumption that the microscopic constituent particles occupy states in a single Landau level. Some properties of Landau levels, such as nonzero Chern number [4], are essential for the quantum Hall effect (QHE), but the existence of fractional Chern insulators (FCIs)—time-reversal (TR) symmetry-breaking, fractionalized phases observed in the regime of strong lattice effects [5–8]—indicates that Landau levels are in general not required. Recently, FCIs have been experimentally observed via compressibility measurements in a set of two-dimensional moiré systems [9, 10]. Moreover, efforts to realize FCIs at zero magnetic field are still ongoing and rely on engineering the optimal band conditions for fractionalized states on lattices. FCI phases show a wide range of stability dependent on several factors, including the band flatness and strength of interactions, which were identified early on [6], as well as band geometry, which corresponds to quantities such as the Berry curvature and Fubini-Study (FS) metric [7]. Under a set of conditions that can be imposed on the band geometry, a Chern band can resemble the lowest Landau level, which is believed to yield “ideally” stable FCI phases [11–15]. The relevance of these conditions has been investigated in numerical simulations [16–20], but not so far in models where the role of the conditions can be isolated from one another.

Motivated by these experimental and theoretical challenges, in this paper, we introduce a set of models with no quadratic term in their momentum-space Hamiltonian, and show that they have a continuum limit that differs from Landau levels. Since these models allow us to tune the FS metric while keeping the Berry curvature constant, we also probe the role of subsets of the band geometric conditions in the stability of fractionalized topological phases. We focus on one family of these models and study single-particle properties, including the details of the band geometry, the electromagnetic response, and the localization-delocalization transition in the presence of disorder. Moreover, we demonstrate and analyze the stability of FQH phases in these bands and discuss the scope of the “geometric stability hypothesis” (GSH) [16]. These results introduce an alternative realization of the FQHE, which resides in continuum non-Landau levels, and contribute to the current research on engineering correlated states using band geometry [10, 13–15, 21].

The body of this article is organized in five sections. We begin in Sec. II with the observation that Harper-Hofstadter tight-binding models in the continuum limit of small flux per plaquette generically lead to a perturbative, mean-field Hamiltonian that reproduces the Landau level Hamiltonian. In Sec. III, we then exhibit a series of such tight-binding models that do not have Landau levels as their continuum eigenstates and quantify the distinction between these bands and their Landau level counterparts using Chern band geometry. In Sec. IV, we apply a recently-developed technique, based on elementary perturbation theory [22], for calculating current responses of Chern bands to spatially-inhomogeneous electric fields. This calculation yields non-universal corrections to the finite-wavevector conductivity, in contrast to isotropic continuum models, which have a universal term related to the Hall viscosity. In Sec. V, we consider the localization-delocalization transition in the lowest level of the model with quenched onsite disorder. Using a transfer matrix method, we find that the localization-length
critical exponent for the disordered model is 2.57(3). We discuss the relationship of this exponent with existing studies of localization-delocalization transitions. Finally, in Sec. VI, we use numerical exact diagonalization to study the effect of interactions in these bands and find numerical signatures of Laughlin states of bosons and fermions. We study the relationship between the geometry of these non-Landau bands and the stability of FQH phases of particles occupying such bands, further extending the GSH for Chern bands [16].

II. PRELIMINARY DISCUSSION

In this section, we review how the Landau level limit can be recovered from the Harper-Hofstadter model in Sec. II A and discuss the quantum geometry of Chern bands in Sec. II B.

A. Effective Landau levels from weak-field Harper-Hofstadter models

We start by considering the weak-field limit $\phi \to 0$ of a Harper-Hofstadter tight-binding Hamiltonian, and show how, to lowest order in $\phi$, this Hamiltonian reproduces the Landau level Hamiltonian.

We introduce a uniform background magnetic field $B$ perpendicular to the spatial extent of the lattice and choose the value of $B$ such that the flux per lattice plaquette is $\phi = B a^2 = \frac{2\pi}{q} \phi_0$, where $\phi_0 = 2\pi h/e$ is the magnetic flux quantum and $p$ and $q$ are coprime integers. We will mostly consider the case $p = 1$, in which the band structure is conceptually simplest [23, 24]. In terms of the magnetic length $\ell = \sqrt{\hbar/eB}$, and lattice spacing $a$, $\phi = h a^2/(e\ell^2)$ is a dimensionless ratio of area scales.

In the presence of the magnetic field, the naïve translation operators do not transform correctly under gauge transformations [2], and we must accompany translations by compensatory gauge transformations [25]. The translation operators with the appropriate transformation properties are a sum over lattice sites $m$,

$$T_a = \sum_m e^{i\theta_a(m)} c^\dagger_m e_{e_a} c_m,$$

where the phases $e^{i\theta_a(m)}$ satisfy

$$\theta_1(m) + \theta_2(m + e_1) - \theta_1(m + e_2) - \theta_2(m) = \phi. \quad (2)$$

The components of $T$ do not commute, but satisfy

$$T_x T_y = \exp(i\phi) T_y T_x. \quad (3)$$

The lattice translation operators $T_a$ are unitary, so we can write them in terms of Hermitian generators $T_a = \exp(iK_a)$. The $K_a$ are the lattice analogues of the covariant momentum operators $\pi_a$, and we will sometimes call them momenta for brevity. These operators satisfy the commutator

$$[K_x, K_y] = \phi. \quad (4)$$

The non-commutativity of the $T_a$ leads to an ambiguity in constructing the most general tight-binding Hamiltonian when $B \neq 0$. We resolve this ambiguity by specifying that the operator for hopping $j$ sites in the $x$-direction and $k$ sites in the $y$-direction be the symmetric sum $T_j^x T_y^k + T_y^k T_j^x$, so that our tight-binding Hamiltonian is

$$H_{\text{TB}} = -\sum_{j,k} t_{jk} (T_j^x T_y^k + T_y^k T_j^x) + \text{H.c.}. \quad (5)$$

We could also have resolved this ambiguity by a gauge choice, although for now we maintain gauge symmetry. We note that in our notation, the hopping amplitudes $t_{jk}$ are always real, and any complex phase factors come from the action of the translation operators.

Let us look at the nearest-neighbor (NN) hopping Hamiltonian containing only first powers of the translation operators,

$$H_{\text{NN}} = -t_{10} (T_x + T_y) - t_{01} (T_y + T_y) \quad (6)$$

In the $C_4$-symmetric case, $t_{01} = t_{10}$, $H_{\text{NN}}$ is the Hamiltonian of the familiar Hofstadter model with non-zero amplitude only for NN hoppings. Since $T_a = \exp(iK_a)$,

$$H_{\text{NN}} = -2t_{10} \cos(K_x) - 2t_{01} \cos(K_y) \quad (7)$$

In order to make the dependence on $\phi$ explicit, we rescale the $K_a$ operators, defining $\sqrt{\phi} P_a = K_a$. Expressed in terms of the $P_a$ operators the tight-binding model is

$$H_{\text{NN}} = -2 \sum_{n=0}^\infty \frac{(-1)^n \phi^n}{(2n)!} (t_{10} P_x^n + t_{01} P_y^n) \quad (8)$$

Now let $t_{01} = \alpha^2 t_{10} = \alpha^2 t$, i.e., $t$ is a common hopping energy scale and $\alpha$ parameterizes anisotropy in the hopping amplitudes. Then to lowest order in $\phi$, we have an effective Hamiltonian $H_{\text{eff}} = t\phi (P_x^2 + \alpha^2 P_y^2)$. We can rewrite this in terms of momentum operators that satisfy $[\pi_x, \pi_y] = i\hbar eB$ as

$$H_{\text{eff}} = \frac{1}{2 m^*} \left( \pi_x^2 + \pi_y^2 \right). \quad (9)$$

showing that our effective Hamiltonian is isomorphic to the Landau level Hamiltonian with effective mass $m^* = \hbar^2/(2ta^2\alpha)$. In order to recover all of the physics of Landau levels, we also need an analogue of the guiding-center operators that commute with the Hamiltonian but not with one another, leading to an extensive degeneracy.
Here, this role is filled by the magnetic translation operators, which we define in the following section. If we consider not just NN but also longer range hopping terms, the details of the above argument are slightly more complicated, but to lowest order the Hamiltonian remains quadratic in the momenta. This gives us an effective mean-field Hamiltonian for the cyclotron degrees of freedom.

### B. Chern band geometry

Instead of the continuous translation symmetry that generates degenerate states in Landau levels in infinite plane and toroidal geometries, our system has discrete translation symmetry corresponding to the magnetic translation operators \( U_a \). If we define a magnetic unit cell (MUC) with dimensions \( X_{\mathrm{MUC}} \times Y_{\mathrm{MUC}} = A_{\mathrm{MUC}} \), enclosing flux \( \phi = 1 \), translations by one MUC in either direction commute with each other and the Hamiltonian. The simultaneous eigenstates of the Hamiltonian and MUC translations are \([ n, \mathbf{k}]\), where \( \mathbf{k} \) takes values in the magnetic Brillouin zone and \( n \) labels eigenstates of \( H \). We can write the Hamiltonian

\[
H = \sum_n \int d^2k E_n(k) \mathcal{P}_{n,k},
\]

where \( E_n \) is the dispersion of the \( n \)-th band of the Hamiltonian, and \( \mathcal{P}_{n,k} \) is the projector onto the state \([ n, \mathbf{k}]\).

Unlike in Landau levels, the dispersion \( E_n(k) \) generically has some finite width, and the states in the band are not exactly degenerate. In the weak-field case this bandwidth will be exponentially small [23], while in the strong-field limit we may follow the usual procedure of adding long-range hoppings to flatten the band [6, 7]. In either case, we will neglect the bandwidth. Despite being dispersionless, these Chern bands are distinct from Landau levels. We can quantify this distinction by considering the Berry curvature and FS metric defined on the magnetic Brillouin zone [7, 17, 26]. (The FS metric has also been called the Bures metric in this context [27].) For notational simplicity, we define \( \partial_a = \partial_{k_a} \). Then, respectively, the Berry curvature and FS metric components for a band with projector \( \mathcal{P}_k \) are

\[
\mathcal{B}(\mathbf{k}) = \epsilon_{abc} \text{Tr} (\partial_a \mathcal{P}_k \partial_b \partial_c \mathcal{P}_k),
\]

and, defining the orthogonal projector \( Q_k = 1 - \mathcal{P}_k \),

\[
g_{ab}(\mathbf{k}) = \frac{1}{2} \text{Tr} (\partial_a Q_k \partial_b \mathcal{P}_k + \partial_b Q_k \partial_a \mathcal{P}_k).
\]

The traces in these expressions are taken over the cyclotron Hilbert space. The TR-symmetry breaking Chern bands that we want to study are those with nonvanishing first Chern number

\[
C_1 = \int d^2k \mathcal{B}(\mathbf{k}).
\]

The FS metric and Berry curvature for any band obey the inequalities [26]

\[
\begin{align*}
\text{Det} g(\mathbf{k}) &\geq \frac{1}{4} |\mathcal{B}(\mathbf{k})|^2, \\
\text{Tr} g(\mathbf{k}) &\geq |\mathcal{B}(\mathbf{k})|,
\end{align*}
\]

which we call the determinant inequality and trace inequality, respectively. For Landau levels, these inequalities are saturated. The degree to which the FS metric and Berry curvature for a particular band saturate these inequalities therefore provides a quantitative measure of deviations from Landau level behavior and may also provide a measure of stability of FQH phases in the band. We define

\[
\begin{align*}
D(\mathbf{k}) &= \text{Det} g(\mathbf{k}) - \frac{1}{4} |\mathcal{B}(\mathbf{k})|^2, \\
T(\mathbf{k}) &= \text{Tr} g(\mathbf{k}) - |\mathcal{B}(\mathbf{k})|,
\end{align*}
\]

measuring the degree of saturation, and we refer to these quantities as the determinant inequality saturation measure (DISM) and trace inequality saturation measure (TISM), respectively.

![FIG. 1. Schematic depiction of Landau levels as the weak-field limit of Harper-Hofstadter bands near the minimum of a periodic potential. As the flux per plaquette is decreased, the elementary magnetic unit cell—represented by the blue region of the lattice—must increase in size to enclose the same number of flux quanta. In turn, the number of states in each band decreases, and each band comprises states increasingly close to the minimum of the zero-field dispersion.](image-url)

The weak-field/continuum limit is implemented in the \( \mathbf{k} \)-representation by expanding the band dispersion \( E_n(k) \) near a band minimum. The lowest-order term in such an expansion will generically be quadratic in \( k \), which essentially follows from our argument in the previous section. Since the mean electron density \( \rho_0 \) in QH systems is pegged to the magnetic flux density by the
generators of lattice translations,

\[ \nu = \frac{N_p}{N_s} = \frac{N_p}{A_{\text{MUC}}}, \]

the weak-field limit corresponds to the limit of a dilute electron fluid. This leads to a more conceptual picture, shown in cartoon form in Fig. 1 for how decreasing flux per plaquette leads to continuum limit Landau levels. If we fix the overall system size and the magnetic flux attached to each guiding-center lattice site (the flux through each MUC), decreasing flux per plaquette must increase the area of each MUC. We therefore increase the number of states in the cyclotron Hilbert space, while decreasing the number of guiding-center states available within each band. The states that live near the band minimum when there is no magnetic field then redistribute into increasingly higher bands as \( \phi \) decreases.

III. NON-LANDAU EFFECTIVE HAMILTONIANS

In this section, we introduce and study a new class of weak-field effective Hamiltonians that cannot be transformed into the Landau Hamiltonian at lowest order in \( \phi \). We derive a family of such models and study their band geometry in Sec. III A, we analyze the non-perturbative corrections due to the lattice in Sec. III B, we investigate the effect of explicitly removing the Landau level Hamiltonian from our models in Sec. III C, and we consider the effect of anisotropy in Sec. III D.

A. Zero-quadratic models

To start, we consider the following tight-binding Hamiltonian obtained by adding a next-nearest-neighbor (NNN) hopping to the Hofstadter model:

\[
H_{\text{NNN}} = -t_1 \left( T_x + T_x^4 + T_y + T_y^4 \right) - t_2 \left( T_x^2 + T_x^{12} + T_y^2 + T_y^{12} \right).
\]

For this particular model, we have omitted the NNN hopping diagonally across the elementary plaquette. For a derivation with all NNN hoppings that respect the \( C_4 \) symmetry, we refer the reader to Appendix A. Unless explicitly stated, we will assume from here onward that \( t_1 \) sets the overall scale of the Hamiltonian, and set \( t_1 = 1 \); the remaining hopping amplitudes in each expression should then be understood as dimensionless ratios.

As in Sec. II A, we write this in terms of the Hermitian generators of lattice translations,

\[
H_{\text{NNN}} = -2 \left( \cos(K_x) + \cos(K_y) \right) - 2t_2 \left( \cos(2K_x) + \cos(2K_y) \right).
\]

Replacing the cosine terms by their Taylor expansion, the terms lowest order in the momenta are

\[
H_{\text{NNN}} = -4 -4t_2 + (1 + 4t_2) \left( K_x^2 + K_y^2 \right) - \left( \frac{1}{12} + \frac{4}{3}t_2 \right) (K_x^4 + K_y^4) + \ldots.
\]

If we make the particular choice of hopping amplitudes \( t_2 = -1/4 \), then the quadratic terms vanish exactly, and we are left with an effective Hamiltonian that is quartic in the momenta to lowest order,

\[
H_{\text{eff}} = -3 + \frac{1}{4} (K_x^4 + K_y^4).
\]

We will refer to this tight-binding model, Eq. (17) with appropriate \( (t_1,t_2) \), as the zero-quadratic model. The negative hopping amplitude necessary to eliminate the quadratic term may be realized in optical lattice experiments by periodic shaking of the lattice [28]. Unlike the Landau level Hamiltonian, this Hamiltonian does not have SO(2) rotational symmetry, but it is symmetric under the square lattice point group \( D_4 \). We note that the particular quartic momentum operator in (20) can be written as

\[
K_x^4 + K_y^4 = (K_x^2 + K_y^2)^2 - (K_x^2 K_y^2 + K_x^2 K_y^2),
\]

that is, as the square of the Landau level Hamiltonian plus a term that explicitly breaks continuous rotational symmetry.

![FIG. 2. Energy eigenvalues of the zero-quadratic model, Eq. (17) with \( t_1 = 1 \), \( t_2 = -1/4 \), as a function of magnetic flux per elementary lattice plaquette \( \phi = (p/q)\phi_0 \).](image)

We now consider some details of the model given by Eq. (17), in particular its continuum limit. We plot the energy eigenvalues obtained from the Harper-type equation for this model as a function of \( \phi \)—the analogue of the
Hofstadter “butterfly” for this model [29]—and display this in Fig. 2. In the Hofstadter model, the bands are approximately linear in $\phi$ at low flux. In the zero-quadratic model, the bands are approximately quadratic in $\phi$ at low flux, as we quantify later. We compute the Berry curvature and Chern number of these bands for $\phi = \frac{1}{N}$ and verify that they have Chern number $|C_1| = 1$.

As for Landau levels, we can study the spectrum of the effective Hamiltonian by introducing ladder operators $a$ and $a^\dagger$ corresponding to the cyclotron momenta $K_n$. Here, we choose the operators

$$a = \frac{1}{\sqrt{2\phi}} (K_x - i K_y),$$

$$a^\dagger = \frac{1}{\sqrt{2\phi}} (K_x + i K_y),$$

with inverse map

$$K_x = \sqrt{\frac{\phi}{2}} (a + a^\dagger),$$

$$K_y = -i \sqrt{\frac{\phi}{2}} (a - a^\dagger).$$

We also define the dimensionless operator

$$h_0 = \left( a^\dagger a + \frac{1}{2} \right).$$

In terms of these operators,

$$(K_x^2 + K_y^2)^2 = 4\phi^2 h_0^2,$$

$$(K_x^2 K_y^2 + K_y^2 K_x^2) = \phi^2 \left( \hbar^2 - \frac{1}{2} (a^4 + a^{4\dagger}) - \frac{3}{4} \right),$$

and the effective Hamiltonian is

$$H_{\text{eff}} = \frac{\phi^2}{8} \left[ (a^4 + a^{4\dagger}) + 6\hbar_0^2 + \frac{3}{2} \right].$$

We numerically approximate this Hamiltonian by working in a basis of number eigenstates $|n\rangle$ satisfying $a^\dagger a |n\rangle = n |n\rangle$ and truncating to a finite-dimensional subspace. This gives estimates for the cyclotron energies and overlaps with the Landau level states. We find good agreement between this continuum approximation truncated to $n \leq 1000$ and exact numerical energy levels of the lattice Hamiltonian for small $\varepsilon$. The first two nonzero overlaps of the ground state $|0\rangle$ of the Hamiltonian (29) with the Landau level states are $|0\rangle|0\rangle \approx 0.9991, |0\rangle|4\rangle \approx -0.0422$. When expressed with ladder operators, the TISM takes the particularly simple form $T = 2 \langle a^4 a^\dagger \rangle$ [18]; that is, $T$ is twice the mean LL occupation number $n_0$. Calculating this in the truncated Landau level basis, we find $\langle T \rangle \approx 0.0143$, in good agreement with the value found from integrating the lattice $T(k)$ over the MBZ, $\langle T \rangle \approx 0.0145$.

We also study the spectrum of cyclotron orbits of this Hamiltonian semiclassically by applying the Bohr-Sommerfeld quantization condition that the adiabatic invariants of the classical Hamiltonian be quantized. In our notation, this condition takes the form

$$\oint_{H=E_n} K_x \, dK_y = 2\pi n,$$

with the integral taken over a closed curve of constant energy in classical phase space. From this condition we find

$$E_n \sim n^2 \phi^2,$$

in agreement both with the numerically-obtained, approximate spacing of the cyclotron levels, and with the quadratic dependence on $\phi$ observed in the butterfly plot, Fig. 2.
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**Fig. 3.** TISM $\langle T \rangle$ for the lowest-lying band of (17) as a function of $t_2$ with $t_1 = 1$. For $t_2 = 0$ this is the Hofstadter model, while $t_2 = -1/4$ gives the zero-quadratic model with effective Hamiltonian (20).

We now consider general values of $t_2$. In this case, the effective Hamiltonian is, up to a constant,

$$H_{\text{eff}} = - \frac{1 + 16 t_2}{12} \left( K_x^4 + K_y^4 \right) + (1 + 4t_2) \left( K_x^2 + K_y^2 \right).$$

or

$$H_{\text{eff}} = 2\phi \left( 1 + 4t_2 \right) h_0 - \phi^2 \frac{1 + 16t_2}{4} \left( h_0^2 + \frac{a^4 + a^{4\dagger}}{6} + \frac{1}{4} \right).$$

For any value of $t_2$ away from the fine-tuned point $t_2 = -1/4$, we may always choose $\phi$ small enough that the quadratic term dominates and we recover the Landau level Hamiltonian. However, if we consider $\phi$ small but
fixed, we can make the weight of the quadratic term small by tuning \( t_2 \) appropriately. In this regime, we can treat the quadratic term in the Hamiltonian as a perturbation to the quartic term, with perturbative parameter

\[
\varepsilon = \frac{8}{\phi} \frac{(1 + 4t_2)}{(1 + 16t_2)}.
\]

A weak upper bound on the regime in which we may treat the quadratic term as a perturbation is given by setting \( \varepsilon < 1 \) or

\[
-\frac{1}{16} > t_2 > -\frac{1}{4} - \frac{3}{32} \phi + O(\phi^2). \tag{35}
\]

In Fig. 3, we plot \( \langle T \rangle \) for the lowest band of this Hamiltonian for various values of \( t_2 \), including values that interpolate between the Hofstadter model and our zero-quadratic model. For large values of \( \phi \), this plot shows a clear local minimum, which we interpret to be the point where the weight of \( h_0 \) and its powers are maximized. As \( \phi \) decreases, \( \langle T \rangle \) flattens toward zero for \( t_2 \) near the Hofstadter regime, in line with asymptotic vanishing of \( \langle T \rangle \) in the Hofstadter model \[18\]. The finite value of \( \langle T \rangle \) for the zero-quadratic model in the limit of small flux density highlights the convergence to non-Landau levels.

![Graph showing \( \langle T \rangle \) vs. \( 2n \)](image)

**FIG. 4.** TISM \( \langle T \rangle = 2 \langle a^\dagger a \rangle \) for the ground state band of the Hamiltonian \( H^{(2n)} = K_x^{2n} + K_y^{2n} \). When \( n = 1 \), this is the Landau level Hamiltonian for which the lowest-lying band has \( \langle T \rangle = 0 \) as shown.

By introducing additional hopping amplitudes between non-neighboring sites and tuning the amplitudes appropriately, we may eliminate increasingly higher-order terms in the Hamiltonian and generate other zero-quadratic models with different effective Hamiltonians. We focus on the case in which we add only straight-line hoppings, as we did for the zero-quadratic model in Eq. \((17)\). For example, we obtain the hexic effective Hamiltonian

\[
H_{\text{eff}} = -\frac{4}{3} + \frac{K_x^6 + K_y^6}{15} \tag{36}
\]

by choosing \( t_{20} = t_{02} = -2/5 \) and \( t_{30} = t_{03} = 1/15 \), and so on, generalizing to the case

\[
H_{\text{eff}}^{(2n)} = K_x^{2n} + K_y^{2n}. \tag{37}
\]

We find the perturbative, finite-size eigenstates of these effective Hamiltonians numerically, and display the TISM of their ground states in Fig. 4. We find that the TISM is maximum for \( 2n = 6 \), which shows the largest deviation from Landau levels in the continuum limit, and that for larger values of \( n \) it decreases monotonically at least until \( 2n = 30 \).

### B. Non-perturbative corrections and uniformity of band geometry

In the perturbative treatment we have employed so far, we expand about a band minimum to obtain an effective mean-field Hamiltonian. While this method gives corrections to the energy levels due to changes in shape of the effective dispersion near the minimum, it neglects corrections arising from the discreteness of the lattice. In particular, since Landau levels have a perfectly uniform energy dispersion, Berry curvature, and FS metric, any fluctuations in these must come from non-perturbative corrections. These non-perturbative corrections arise from tunneling between band minima, so intuitively we may expect them to decay exponentially in the width of the potential barrier.

![Graph showing RMS fluctuation \( \sigma_B \) of Berry curvature \( B \) from its average value on the MBZ. The mixed-order anisotropic model is defined in Eq. \((49)\).](image)

**FIG. 5.** RMS fluctuation \( \sigma_B \) of Berry curvature \( B \) from its average value on the MBZ. The mixed-order anisotropic model is defined in Eq. \((49)\).

To examine the effect of long-range hopping on the tunneling between band minima, we study the ground-state solution of the \( n \)th-NN Hofstadter model using a WKB approximation for small flux densities, \( \phi = 1/N \) where \( N \) is large \[23, 30–32\]. To start, we consider the
Hofstadter Hamiltonian with only nth-NN hopping

\[ H_{nn} = -t \sum_{(i,j)_n} a_i^\dagger a_j \exp \left\{ i \int_i^j A \cdot dl \right\} + \text{H.c.}, \quad (38) \]

where \( t = 1 \) is the hopping amplitude, \( A \) is the vector potential, and \( dl \) is an infinitesimal line element from lattice site \( i \) to \( j \). Without loss of generality, we work in the Landau gauge \( A = -Bx e_2 \), which yields Bloch wavefunctions in the \( y \)-direction \( \psi(x, y) = e^{ik_y y} \psi(x) \). In the \( x \)-direction, the states are then characterized by the solutions to the Harper equation \[ -\psi_{x-n} - \psi_{x+n} - 2\cos(n(x - k_y)) \psi_x = E \psi_x, \quad (39) \]

where we have set the lattice spacing \( a = 1 \). In the continuum approximation, this problem may be thought of as a particle moving in a cosine potential. In fact, in the limit of small flux densities, we may solve this differential equation using the WKB method [30]. Defining \( x' = x/N \) and considering \( k_y = 0 \) without loss of generality, yields the difference equation

\[ -n^2 \frac{\psi''(x)}{2} - \cos \left( n \left( \frac{x}{N} - k_y \right) \right) \psi(x) = \frac{(E + 2)}{2} \psi(x), \quad (40) \]

Semi-classically, we therefore expect that the ground-state wavefunction in the \( x \)-direction consists of Gaussian wavepackets in the troughs of this potential connected weakly via tunneling. Since the derivative of the wavefunction varies slowly for small flux densities, we may solve this differential equation using the WKB method [30]. Defining \( x' = x/N \) and considering \( k_y = 0 \) without loss of generality, yields the difference equation

\[ \psi(x' + n\phi) + \psi(x' - n\phi) = 2 \cosh q(x') \psi(x'), \quad (41) \]

for the classically-forbidden region, where \( \cosh q(x) = -E/2 - \cos(nx') \). Now substituting the corresponding WKB ansatz [31]

\[ \psi(x') = \exp \left[ \frac{1}{\phi} \left( S_0(x') + \phi S_1(x') \right) \right], \quad (42) \]

into Eq. (41), comparing orders in \( \phi \), and solving for \( S_0 \) and \( S_1 \) yields

\[ \psi_{\text{exp}}(x') = \frac{1}{\sqrt{\sinh(q(x'))}} \exp \left( \pm \frac{1}{n\phi} \int_{x}^{x} ds q(s) \right), \quad (43) \]

for the exponential part of the wavefunction. For further details on the WKB approximation applied to the Harper equation, we refer the reader to the paper by Watson [30].

In this simple case, the main effect of the longer-range hoppings is to modify the argument of the exponential by a factor \( O(1) \) in \( \phi \). We expect but do not prove that this is the generic behavior of such solutions. For each of the cases we consider in this article, we observe an overall exponential decay of the amplitudes of fluctuations on the MBZ in numerics. We plot examples of this exponential decay in Fig. 5.

For this reason, we neglect non-perturbative fluctuations. Since we measure deviations of our Chern bands from Landau bands by band geometric quantities, and since we treat the Berry curvature and FS metric as uniform on the MBZ, deviations from Landau level behavior are quantified using the saturation measures in Eq. (15).

C. Hamiltonians with no \( h_0 \) term

The fact that the overlap of the ground state of the effective Hamiltonian with the lowest Landau level is large is not surprising, given the large weight of the Landau Hamiltonian \( h_0 \) in Eq. (29). We might ask whether it is possible to eliminate this term entirely, and what impact this has on the spectrum. In fact, we can isolate the \( a^4 + a^4 \) term by choosing \( t_{01} = t_{10} = 1, t_{02} = t_{20} = \frac{1}{8} \), and \( t_{11} = -\frac{3}{4} \), giving

\[ H_{\text{eff}} = \frac{3}{2} + \frac{\phi^2}{4} (a^4 + a^4). \quad (44) \]

This case is distinct from the cases we have considered so far because we are expanding about a local maximum instead of a minimum in the dispersion. The spectrum of this Hamiltonian is not bounded from below, so we cannot find its ground states. However, there is a set of degenerate zero-energy states. While we were unable to obtain an analytical form for the coefficients in the LL basis for the ground state of (29), the fact that the states here have exactly zero energy makes the current problem tractable. We find that there are four zero-energy states obtained by unitary transformations of \( |0\rangle, |1\rangle, |2\rangle, \) and \( |3\rangle \), and we present an analytical calculation of one of the zero-energy states in Appendix B. Although this Hamiltonian does not depend on \( h_0 \), the state \( |0\rangle \equiv U|0\rangle \) maintains a large overlap \( \langle 0|0\rangle \approx 0.987926 \) with the Landau level ground state.

D. Anisotropic models

Thus far we have only considered models invariant under \( C_4 \) symmetry. Of course, generic models will not maintain this symmetry, so we should consider the effects of anisotropy. Rather than treating fully generic models, we consider two straightforward generalizations of the above models that capture essential features. First, we have models in which \( K_x \) and \( K_y \) both enter the effective Hamiltonian to lowest order in \( \phi \), but with different coefficients. The simplest example of such a model is the Hofstadter model with different coefficients in the \( x \) and \( y \) directions,

\[ H_{\text{TB}} = \alpha (T_1 + T_1^\dagger) + \frac{1}{\alpha} (T_2 + T_2^\dagger) \quad (45) \]

with

\[ H_{\text{eff}} = \frac{\alpha}{2} K_x^2 + \frac{1}{2\alpha} K_y^2. \quad (46) \]
This anisotropic Landau level Hamiltonian and its bands have been studied in relation to nematic QH phases [34]. Separately, we also consider the case in which we eliminate terms in the effective Hamiltonian at different orders in $\phi$. That is, we choose the hoppings so that
\[ H_{\text{eff}} = h_1 K_x^{2m} + h_2 K_y^{2n}. \] (47)
For example, with $t_{20} = 0$ and $t_{02} = -t_{01}/4$, we have
\[ H_{\text{eff}} = t_{10} \left( -4 + K_x^2 - \frac{1}{12} K_x^4 \right) + t_{01} \left( -3 + \frac{1}{4} K_y^4 \right), \] (48)
or, with $t_{01} = t_{10} = 1$,
\[ H_{\text{eff}} = -7 + K_x^2 - \frac{1}{12} K_x^4 + \frac{1}{4} K_y^4. \] (49)
For small $\phi$, the effective Hamiltonian will be dominated by the quadratic term, and we might expect that the problem becomes effectively one-dimensional as $\phi \to 0$. Calculating the Chern number $C_1$ for the lowest band of the lattice model, we find that $|C_1| = 1$ even for $\phi$ as small as 1/1350.

### IV. SPATIALLY-INHOMOGENEOUS ELECTROMAGNETIC RESPONSE

In this section, we discuss the current response to spatially-inhomogeneous electric fields for QH and Chern band systems, and calculate this response for the families of non-Landau bands introduced in Sec. III.

The perturbative response of QH fluids to static, spatially homogeneous electric fields is a key phenomenological feature of such fluids. This response is measured by the conductivity tensor $\sigma$ relating the electric current density $J$ and perturbative electric field $E$,
\[ J_a = \sigma_{ab} E_b. \] (50)
In particular, one is interested in the transverse, or Hall, conductivity $\sigma_{xy}$, which takes the universal value
\[ \sigma_{xy} = \frac{\nu e^2}{2\pi \hbar}, \] (51)
in QH fluids at filling fraction $\nu$.

The FQH fluid carries an emergent geometrical degree of freedom [35] corresponding to the shape of elementary composite particles or “droplets” [36]. The geometry of the FQH fluid manifests in part through universal contributions to linear responses corresponding to perturbative variations in geometry, of which the Hall viscosity, $\eta_H$, is an example [37–40]. In topological fluids, the Hall viscosity has a universal part proportional to the topological spin of the fluid [39], which is related to the composite droplet shape [36]. This geometrical degree of freedom may be obscured by the introduction of non-generic symmetries to the FQH problem implicitly, via the assumption that the underlying single-particle bands are Landau levels.

Recent work has shown that the perturbative response to spatially inhomogeneous electric fields is related to the Hall viscosity [41, 42]. The universal contribution to the Hall viscosity in a QH fluid on a surface with zero scalar curvature is
\[ \eta_H = \frac{1}{2} \hbar \bar{s} \rho_0, \] (52)
where $\rho_0$ is the mean density and $\bar{s}$ is the mean orbital angular momentum or topological spin of the fluid [39]. For example, a Laughlin fluid with $\nu = \frac{1}{2+\frac{1}{2}}$ has,
\[ \bar{s} = z + \frac{1}{2}. \] (53)
If we consider the finite-wavevector version of the conductivity tensor relation
\[ J_a(q) = \sigma_{ab}(q) E_b(q), \] (54)
then the transverse conductivity is
\[ \frac{\sigma_{xy}(q)}{\sigma_H} = 1 + (q\ell)^2 \left( \frac{\eta_H}{\hbar \rho_0} - \frac{B^2}{2\nu u_0} \frac{\partial^2 u}{\partial B^2} \right), \] (55)
where $u(B)$ is the energy density as a function of magnetic field, and $u_0$ is the lowest Landau level energy density
\[ u_0 = \frac{\hbar c^2}{2\pi \ell^2}. \] (56)

Ref. 22 presents a derivation of two transverse current responses in Chern bands to an applied inhomogeneous electric field. The first is the current per state or current density, $J_a(y|H)$, which is equivalent to that obtained by a linear response
\[ \langle I_{yn} \rangle = -i \sum_{m \neq n} \langle n, k|y, H|m, k \rangle \frac{\langle m, k|V(x)|n, k \rangle}{E_n - E_m} + \text{H.c.}, \] (57)
with current operator $I_y = -i[y, H]$. The second response is the real-space current density,
\[ J_{yn}(r_0) = \sum_{k, m \neq n} \langle n, k|j_y(r_0)|m, k \rangle \frac{\langle m, k|V(x)|n, k \rangle}{E_n - E_m} + \text{H.c.}, \] (58)
where $j_y(r_0)$ is the symmetrized current density operator
\[ j_y(r_0) = \frac{1}{2} (I_y \delta(r - r_0) + \delta(r - r_0) I_y). \] (59)

From the current density response, we can calculate the transverse conductivity $\sigma_{xy}(q)$. This expression for $J_{yn}(r_0)$ is equivalent to that obtained by a linear response
calculation [22]. The factor of $H$ in the current per orbital cancels the energy denominator, so that $\langle I_{yn} \rangle$ depends only on the band projectors and not on the energy dispersion. In contrast, this cancellation does not occur in the case of the current density. For a generic scalar potential $V(x)$, we can write a Taylor series expansion about $x_0$,

$$V(x) = \sum c_p(x - x_0)^p.$$  

Then the current per orbital in the $n$-th Landau level in response to the potential $V(x)$ is, in terms of the expansion coefficients $c_p$,

$$\langle I_{yn} \rangle = -c_1 \ell^2 - 3c_3 \ell^4 \left( n + \frac{1}{2} \right) - \frac{15}{2} c_5 \ell^6 \left( n^2 + n + \frac{1}{2} \right) + \ldots,$$  

and the current density is

$$J_{yn}(r_0) = -\frac{1}{\pi \ell^2} [c_1 \ell^2 + 9c_3 \ell^4 \left( n + \frac{1}{2} \right)$$

$$+ \frac{5}{2} c_5 \ell^6 (11 + 30n + 30n^2) + \ldots].$$  

In the case of non-Landau level models, the above expressions (57) and (58) still hold, with the caveats that we must calculate the current operator $-i[y, H]$ using the non-Landau Hamiltonian and interpret the states $|n, k\rangle$ as eigenstates of this Hamiltonian. We have seen that we can obtain these perturbative eigenstates numerically by considering a finite-dimensional truncation of the Hamiltonian written in the Landau level basis. In this way, we can numerically calculate these current responses for the case of our non-Landau bands. This calculation is carried out in detail for $C_4$-symmetric models in Ref. 22.

Here, we compute the corrections to the Landau level responses (61) and (62) for the Hamiltonians

$$H^{(2n)} = K_x^{2n} + K_y^{2n}.$$  

Writing $|\lambda^{(2n)}\rangle$ for the eigenstates of this Hamiltonian, we obtain the current per orbital

$$\langle I_{y\lambda} \rangle^{(2n)} = 2 \sum_{\mu \neq \lambda} (-1)^p c_p \ell^2p \langle \lambda|K_y^{2n-1}|\mu\rangle \frac{\langle \mu|K_y^{p}|\lambda\rangle}{E_\lambda - E_\mu} + \text{H.c.}$$  

and current density

$$\langle J_{y\lambda} \rangle^{(2n)} = \frac{1}{\pi \ell^2} \sum_{\mu \neq \lambda} (-1)^r c_p \ell^2p \left( \frac{p}{p - r} \right)$$

$$\times \langle \lambda|K_y^{2n-1+p-r}|\mu\rangle \frac{\langle \mu|K_y^{r}|\lambda\rangle}{E_\lambda - E_\mu} + \text{H.c.}.$$  

The effect of these corrections amounts to employing the expressions (61) and (62) with changes to the numerical factors multiplying each expansion coefficient $c_p$. For example, in the Landau level case, the numerical factors multiplying $c_1$, $c_3$, and $c_5$ in Eq. (61) are respectively 1, 3/2, and 15/4 for $n = 0$, and 1, 9/2, 75/4 for $n = 1$. In the non-Landau level case, the factor multiplying the coefficient $c_1$, which is the spatially-homogeneous component of the electric field corresponding to the Hall conductivity, does not change from its Landau level value. In Fig. 6, we plot the numerical factors multiplying $c_3$ (top) and $c_5$ (bottom) in the current per orbital (61). The dotted lines show the values of these factors for the corresponding Landau levels.

![FIG. 6. Summary of current per orbital response of the bands of $H^{(2n)}$ to inhomogeneous electric potential $V(x) = \sum c_p x^p$. For each value of $n$, we plot the numerical factor multiplying $c_3$ (top) and $c_5$ (bottom) in the current per orbital (61). The dotted lines show the values of these factors for the corresponding Landau levels.](image-url)
V. LOCALIZATION-DELOCALIZATION TRANSITION

In this section, we review the theory of the localization-delocalization transition in QH systems in Sec. VA, we outline the transfer matrix method for computing the localization length exponent in Sec. VB, and we present our result for the zero-quadratic model in Sec. VC.

A. Background theory

The localization length, $\xi$, of an electronic wavefunction arises in the phenomena of Anderson localization wherein wavefunctions are exponentially localized around some position, $\mathbf{m}_0$, by a random disorder potential \[44, 45]\n
\[ |\psi(\mathbf{m})| \propto \exp(-|\mathbf{m} - \mathbf{m}_0|/\xi). \] (66)

In the integer quantum Hall effect (IQHE), electronic states are localized at all energies except the Landau level energies, $E_n$, where the electronic states become extended. Near the critical energies, $E_n$, the localization length varies with critical exponent $\nu$ as

\[ \xi(E) \propto |E - E_n|^{-\nu}. \] (67)

The value of this critical exponent has drawn much attention, with experimental values of approximately $\nu = 2.38$ \[46, 47\]. Theoretical values are less clear, with recent values between $2.37$ and $2.62$ being reported for different models \[48-59\]. A recent large-scale numerical study of the disordered Hofstadter model using the recursive Green’s function method found $\nu = 2.58(3)$ \[54\].

The disordered Hofstadter model is a lattice version of the IQHE in the limit of small $\phi$ \[29, 54, 60\]. Landau level energies vary as $E_n(\phi) = h\omega_B(n + \frac{1}{2}) = (\hbar^2/m^*a^2)(2\pi\phi/\phi_0)(n + \frac{1}{2})$, while for the Hofstadter model at small $\phi$,

\[ E_n(\phi) = -4 + 2(2\pi\phi/\phi_0)(n + \frac{1}{2}), \] (68)

which is the same as the Landau level energies shifted by 4 if the effective mass is taken to be $m^* = \hbar^2/2a^2$.

In contrast, in the zero-quadratic model, the level energies have a quadratic dependence on $\phi$ at small $\phi$,

\[ E_n(\phi) = -3 + \frac{(2\pi\phi/\phi_0)^2}{8}(6(n + \frac{1}{2})^2 + \frac{3}{2}). \] (69)

We can understand this energy dependence as (29), but modified by removing the contribution of $a^4 + a^{14}$, which disappears for small flux. To quantify deviations from the quadratic behavior at finite flux, we note that at $\phi/\phi_0 < 1/100$, the energies of (69) are all within 10% of the true values that account for the $a^4 + a^{14}$ term.

We then ask: does the zero-quadratic model at small $\phi$ exhibit the same critical behavior in its electronic localization-delocalization transition as in Landau levels as evidenced by the electronic localization-length critical exponent? To answer this question, we use the transfer matrix method and a finite-size scaling analysis. Doing so, we find a critical exponent of $\nu = 2.57(3)$, which is in good agreement with the range of proposed critical exponents for the IQHE, but larger than the values measured in experiments \[46, 47\].

B. Transfer Matrix Method

Here, we derive a transfer matrix for a finite-size system, and determine the localization length from the set of transfer matrices. We consider a cylindrical geometry with width $W$ sites with periodic boundary conditions and length $L$ sites. The transfer matrix $A_\ell$, takes the wavefunction $|\ell\rangle \in \mathbb{C}^W$ for a layer $\ell$ and transfers it to the wavefunction of the next layer $|\ell + 1\rangle$,

\[ \begin{pmatrix} \ell + 2 \\ \ell + 1 \\ \ell \\ \ell - 1 \end{pmatrix} = A_\ell \begin{pmatrix} \ell + 1 \\ \ell \\ \ell - 1 \\ \ell - 2 \end{pmatrix}. \] (70)
Evidently $A_\ell$ acts on the layer wavefunctions as

$$
\begin{pmatrix}
\ell + 2 \\
\ell + 1 \\
\ell \\
\ell - 1
\end{pmatrix}
= 
\begin{pmatrix}
\Box & \Box & \Box & \Box \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\ell + 1 \\
\ell \\
\ell - 1 \\
\ell - 2
\end{pmatrix},
$$

(71)

for some as-yet undetermined matrices, $\Box$. Here, 1 is the $W \times W$ identity matrix, and 0 is the $W \times W$ zero matrix.

Now, the time-independent Schrödinger equation is $H|\ell\rangle = E|\ell\rangle$, so with $H = H_{\text{TB}} + V$ for an onsite quenched disorder potential given by $V = \sum_m \epsilon_m a_m^\dagger a_m$, we have

$$-t_2|\ell + 2\rangle - t_1|\ell + 1\rangle + \tilde{H}_\ell|\ell\rangle - t_1|\ell - 1\rangle - t_2|\ell - 2\rangle = E|\ell\rangle,$$

(72)

where the intra-layer Hamiltonian is, with $m = (\ell, w)$,

$$
\tilde{H}_\ell = \left(\sum_w \epsilon_w a_{\ell,w}^\dagger a_{\ell,w}\right) - t_1(T_{y,\ell} + T_{y,\ell}^\dagger) - t_2(T_{y,\ell}^2 + T_{y,\ell}^2),
$$

(73)

with the intra-layer translation operators

$$T_{y,\ell} = \sum_w e^{-i(2\pi/\phi)a_{\ell,w}^\dagger a_{\ell,w+1}}.$$

(74)

Rearranging, we find that

$$A_\ell = \begin{pmatrix}
(t_1/t_2) & (\tilde{H}_\ell - E)/t_2 & (t_1/t_2)
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.$$

(75)

Thus, the component of the wavefunction in the last layer is given in terms of the wavefunction in the first layer as

$$|L\rangle = \left(\prod_{\ell=1}^L A_\ell\right)|1\rangle = \left(\prod_{\ell=1}^L Q_\ell\right)\left(\prod_{\ell=1}^L R_\ell\right)|1\rangle,$$

(76)

where the product of transfer matrices was decomposed into an orthogonal matrix $Q_L$, and upper-triangular matrices $R_\ell$ using the $QR$ decomposition [61–64].

Now, the localization length is related to the transfer matrix through the set of Lyapunov exponents $\gamma_w$ [61–64], such that

$$\xi = \frac{1}{\min_w |\gamma_w|},
$$

(77)

where the Lyapunov exponents are given by the sum of the eigenvalues of $A_\ell$ (diagonal elements of $R_\ell$) scaled by the logarithm,

$$\gamma_w = \frac{1}{L} \sum_{\ell=1}^L \ln |R_{\ell(w)}|.$$

(78)

C. Localization-Length Exponent

We determined the localization length as a function of energy and strip width for the lowest level of the zero-quadratic model at $\phi = (1/10)(\phi_0/2\pi)$ for which the energy-dependence on the field is very close to quadratic and the magnetic length is still fairly small, with strip widths of 12, 16, 24, 32, 48, 64, 96, and 128 sites with periodic boundary conditions. 51 energies were selected linearly spaced in the neighborhood of the critical energy $E_0((1/10)(\phi_0/2\pi)) = -2.88920 t_1$. For the quenched disorder potential, we used uncorrelated white noise taken from a uniform distribution, $V_{\ell,w} = \text{uniform}(-s/2, s/2)$ with disorder strength $s = 0.1 t_1$, a value which is large compared to the intrinsic level width of $1.1 \times 10^{-4} t_1$, but smaller than the level spacing $0.400 t_1$. We did this for 20 realizations of strips of length $L = 10^5$, for a cumulative effective strip length of $L = 2 \times 10^6$.

FIG. 8. Renormalized inverse localization length in the disordered zero-quadratic model at flux $\phi = (1/10)(\phi_0/2\pi)$ and disorder strength $s = 0.1 t_1$ near the center of the lowest level. Points: renormalized inverse localization-lengths as a function of width. Lines: fit to $\Gamma(E, W)$ using Eq. (79) with parameters taken as the average of the values determined from the fits to 100 synthetic data sets $\tilde{\Gamma}(E, W) = \Gamma(E, W) + \text{gaussian}(0, \sigma(E, W))$, where $\sigma(E, W)$ is the standard deviation of the data point $\Gamma(E, W)$ across the 20 realizations. The mean fit value for $\nu$ across the 1000 data sets is $\nu = 2.57$ with a standard deviation of 0.03.

We then used a finite-size scaling analysis to analyze the data [48, 49, 54, 56]. First, we calculated the renormalized inverse localization lengths $\Gamma = W/\xi$ from the mean of the localization lengths of all the realizations, and determined the uncertainty in the mean by comparing the localization lengths for the different realizations. We then performed a least-squares regression with the function:

$$\Gamma(E, W) = a_0 + a_2(E - E_0)^2 W^{2/\nu} + b_1 W^{-y}.$$

(79)

Here, $a_0$, $a_2$, $b_1$, $\nu$, and $y$ are fit parameters. This func-
tion is the lowest-order non-trivial symmetric function with an irrelevant scaling term [49]. To understand the uncertainty in the fit of the exponent, we generated 100 synthetic data sets where each data point was the mean of the realizations plus a normally distributed random number with zero mean and standard deviation equal to the standard deviation of the data point across the 20 realizations. We then performed a least-squares fit of the above function to the data with each of the synthetic data sets, as shown in Fig. 8. The exponents determined for the synthetic data sets were normally distributed, where we found: \( \nu = 2.57(3) \) and \( \gamma = 0.31(4) \).

This value of \( \nu \) is in close agreement with the value determined by Puschmann et al. for the disordered Hofstadter model where they found \( \nu = 2.58(3) \) [54]. On the one hand, this is unsurprising since the overlap of the states with Landau levels is close to 1, however this finding does show that the quantum geometry of these non-Landau level states does not noticeably affect the critical behavior of the localization-delocalization transition. This is consistent with findings that the localization-delocalization transition is independent of many model details, as exemplified by the success of the Chalker-Coddington model [65]. We also find that this result persists as we vary the value of \( t_2 \) in Eq. (17), as discussed in Appendix C.

VI. BAND GEOMETRY AND STABILITY OF FQH STATES

In the preceding sections, we introduced a series of tight-binding models and studied their electromagnetic response and localization length behavior. When \( \phi \) is small, the single-particle eigenstates of these models are effectively mixtures of Landau levels. In this section, we study the stability of FQH phases in these bands. We start our discussion by reviewing the connection between band geometry and FQH stability in Chern bands. To study the FQHE, we introduce a repulsive, two-body interaction potential on the lattice,

\[
V = \sum_{m,n} v_{mn} c_m^\dagger c_m c_n^\dagger c_n. \tag{80}
\]

We fractionally fill a single band of energy eigenstates with \( N_p \) particles. Each band contains \( N_s = A_{int}/A_{MUC} \) states and the filling fraction is \( \nu = N_p/N_s \). We work within a single band with projector \( P \); that is, we diagonalize the interaction Hamiltonian \( H_{int} = PV/P \). The single-mode approximation (SMA) provides one route toward understanding the stability of FQH phases, by estimating the spectrum of collective density excitations above the ground state [66] using single-mode density operators. In applying the SMA to FQH states, Girvin-MacDonald-Platzmann (GMP) found that the Landau level-projected density mode operators

\[
[\tilde{\rho}_q, \tilde{\rho}_{q'}] = 2i \sin \left( \frac{\ell^2}{2} \epsilon_{ab} q_a q_b \right) \tilde{\rho}_{q+q'}. \tag{82}
\]

We have written these expressions for a single particle, but they also hold for the many-particle density operators \( \tilde{\rho}_q = e^{-q^2 \ell^2 P} \sum_i e^{i q \cdot r'_i} P \). These commutation relations describe the algebra of symmetries of the Landau levels. The significance of the projected density operators to the interaction spectrum of the FQH problem is their appearance in the projected interaction Hamiltonian

\[
H_{int} = PV/P = \frac{1}{2} \sum_q v_q \tilde{\rho}_q \tilde{\rho}_{-q}. \tag{83}
\]

When the density mode operators are projected to a Chern band instead of a Landau level, they do not necessarily form a closed algebra [67]. We observe this by expanding the commutation relation to lowest order in \( q \):

\[
[\tilde{\rho}_q, \tilde{\rho}_{q'}] = -q_a q'_b \left[ P r_a P, P r_b P \right] + O(q^3) \tag{84}
\]

or

\[
- i \epsilon_{ab} q_a q'_b P \sum_k B(k) P_k + O(q^3). \tag{85}
\]

If the Berry curvature is uniform, \( B(k) = B_0 \), then the relation

\[
[\tilde{\rho}_q, \tilde{\rho}_{q'}] = -i B_0 \epsilon_{ab} q_a q'_b P + O(q^3) \tag{86}
\]

reproduces the Landau level relation

\[
[\tilde{\rho}_q, \tilde{\rho}_{q'}] = i \ell^2 \epsilon_{ab} q_a q'_b P_{LL} + O(q^3), \tag{87}
\]

with the magnitude of the Berry curvature \( B_0 \) replacing the magnetic length \( \ell^2 \) as the unit area. Just as the uniformity of the Berry curvature implies closure of the Chern band GMP algebra to lowest order in \( q \), additional conditions on the geometry of the Chern band imply closure at higher orders [26]. In particular, the algebra closes to \( O(q^3) \) if both the Berry curvature and FS metric are uniform. If both \( B(k) \) and \( g(k) \) are uniform, then saturation of the determinant equality or equivalently the minimization of the DISM for all \( k \), \( D(k) = 0 \), implies closure to all orders in \( q \).

The role of these geometric quantities in the Chern band GMP algebra motivates the GSH [16, 26], which states that bands that are geometrically similar to Landau levels are more favorable to stabilize FQH phases. Numerical evidence consistent with the GSH has been observed in FCIIs [16] and Hofstadter systems [18]. However, these studies leave open questions about the role of geometry in FQH stability. In FCI models, fluctuations in band-geometric densities are generically non-negligible, and are correlated with saturation of the inequalities. By contrast, in the weak-field limit of the Hofstadter model, we may neglect fluctuations, but the lack of tunable model parameters means that we cannot vary the band-geometric inequalities independently.
from $\phi$. The more generic tight-binding models we study in this work therefore provide a new regime in which to study the role of band geometry in the stability of lattice FQH phases. Considering, for example, the model (17), we can set $\phi$ to be arbitrarily small and neglect fluctuations while varying $t_2$ and hence $\langle T \rangle$.

The projected interaction necessarily depends on the form of the interaction coefficients $v_q$ in addition to the projected density operators. While the GSH may indicate the favorability of single-particle bands for hosting FQH phases, it is really the interplay between the interaction $v_q$ and the projected density operators that determines stability. Since the SMA is fundamentally a long-wavelength approach to studying the behavior of FQH fluids, we expect that its applicability depends on the existence of effective continuum descriptions of both the interaction and the single-particle bands.

We consider systems of $N_p = 8$ fermions and bosons. For fermions, we use a system of $6 \times 4$ MUCs, so that $\nu = 1/3$, each of size $4m \times 6m$ for various integers $m$. This ensures that the overall system size is the same in each direction. For bosons, we use a system of $4 \times 4$ MUCs of size $m \times m$, and $\nu = 1/2$. For each set of parameter values, we verify the presence of an excitation gap above a $q$-fold quasidegenerate space of ground states, as expected for a $\nu = 1/q$ Laughlin fluid. This provides evidence that the bands of the tight-binding model may host FQH phases even when the hopping amplitudes are tuned to eliminate the quadratic term in the Hamiltonian.

We have found that the form of the interaction has a significant effect on the relative stability of FQH phases in bands with different hopping parameters. Initially, we chose short-ranged interactions known to stabilize Laughlin fluids of bosons and fermions: a hard-core repulsion for bosons, and a NN repulsion for fermions (with $\nu = 1$). We plot the gap between the first excited state and the value of $\langle T \rangle$ that minimizes $\langle T \rangle$ does not necessarily maximize the gap. However, we do observe that, for the continuously rotationally symmetric interactions considered in Figs. 9 and 11, the gap in the Hofstadter regime, where $\langle T \rangle$ asymptotically vanishes as $\phi \to 0$, dominates over the zero-quadratic regime, for which $\langle T \rangle > 0$ asymptotically, in broad agreement with the GSH.

The GSH relies on the GMP algebra of projected density operators. It is therefore most relevant to problems where the interactions are of a density-density type and purely functions of the separation, i.e., isotropic in the continuum. On the lattice, rotational symmetry is necessarily broken, but the extent to which the lattice interactions mimic a continuum isotropic interaction should govern the applicability of the GSH. In light of these observations, it is unsurprising that the TISM is correlated with the size of the many-body gap in the models with an isotropic continuum analogue.

\begin{equation}
\nu_{mn}^{exp} = e^{-|m-n|^4}.
\end{equation}

The interaction strength is short ranged, and we truncate the interaction to include up to third nearest neighbors; that is, $\nu_{mn}$ is nonzero only for $|m-n| \leq \sqrt{5}$. Surprisingly, modifying the interaction for fermions in this way is enough to change the dependence of the gap on $t_2$, so that $\langle T \rangle$ now agrees well with the case of bosons with onsite interactions, as shown in Fig. 11. Since this interaction is both continuous and continuously rotationally symmetric in the continuum limit, we argue that it is more relevant to experiments and favorable for continuously rotationally symmetric Landau levels in the Hofstadter model.

We expect from the GSH that the TISM should provide the dominant measure of stability in the $\phi \to 0$ limit. As is apparent when comparing Fig. 3 with Figs. 9 and 11, the value of $t_2$ that minimizes $\langle T \rangle$ does not necessarily maximize the gap. However, we do observe that, for the continuously rotationally symmetric interactions considered in Figs. 9 and 11, the gap in the Hofstadter regime, where $\langle T \rangle$ asymptotically vanishes as $\phi \to 0$, dominates over the zero-quadratic regime, for which $\langle T \rangle > 0$ asymptotically, in broad agreement with the GSH.

In conclusion, we have constructed tight-binding models based on the Harper-Hofstadter model that have non-Landau level flat bands as their eigenstates in the continuum limit. We have shown that the geometry of these bands is measurably distinct from that of Landau levels, even when the dispersion, Berry curvature, and FS metric can be treated as flat. We also demonstrated how this is reflected in their finite-wavevector electromagnetic responses to an applied electric field. We introduced a transfer matrix and studied the electronic delocalization transition in the lowest level of the zero-quadratic model with quenched onsite disorder and found a localization-length critical exponent of 2.57(3), which is in close agreement that of the disordered Hofstadter model 2.58(3) [54], and in concurrence with localization-length exponents for Landau levels and the IQHE [48–59].

VII. CONCLUSION
This provides evidence that supports a broad universality of the IQHE localization-delocalization critical exponent independent of specific model parameters. Finally, we diagonalized interactions projected to these bands, found signatures of $\nu = 1/2$ and $1/3$ Laughlin states, and highlighted the role of the FS metric and form of interparticle interactions on FCI stability.

The results in this article find applications in various aspects of current research. For example, two-dimensional moiré lattices, such as magic-angle twisted bilayer graphene (MATBG), have recently emerged as a new platform for realizing and studying strongly interacting systems with topological flat bands [68–71]. MATBG in particular has been observed to exhibit superconductivity [72–74], charge ordering [75], and ferromagnetism leading to the formation of Chern states [76–78]. FCIs have also been predicted to occur [79–81], and have recently been experimentally observed via compressibility measurements in the presence of a perpendicular magnetic field [9, 10]. Other experimental works have identified single-particle Chern bands in the FCI regime [82–84], which can also be realized in periodically-driven quantum or Floquet systems with a Berry curvature that can be engineered and measured [85]. These experimental studies of FCIs necessitate a theoretical understanding of bands that are not Landau levels yet host fractionalized topological states, as well as general criteria for FCI stability.

Our results demonstrate the importance of the saturation of the determinant and trace inequalities in their domain of applicability. Yet, at the same time, they also highlight the limitations of the GSH. In particular, the geometry of the interactions are seen to play a crucial role in whether the measures inferred from the GSH predict the size of the gap and thus the stability of the FCI phases. Extensions of the GSH, such as the recent proposal by Simon and Rudner [86], may address the sorts of interactions that we have studied here and could be an interesting direction for future work. Other avenues for future research include investigating alternative models.
FIG. 11. Gap between first excited state and 3-fold degenerate ground state for \( N_p = 8 \) fermions occupying the ground state band of the tight binding model (17) at filling \( \nu = 1/3 \). The interaction between fermions is a repulsive density-density interaction that falls off as \( e^{-r^4} \), as in (88). We plot the dependence of the gap on the TISM \( \langle T \rangle \) as the NNN hopping parameter \( t_2 \) is varied. Each panel shows a different value of flux per plaquette \( \phi \); from left to right we have \( \phi = 1/24, \phi = 1/54 \) and \( \phi = 1/96 \). In contrast with the case of NN interactions, for each case the largest gap is observed for the ordinary Hofstadter model with \( t_2 = 0 \).

that host stable FCIs despite being dissimilar to Landau levels in the continuum, as well as their quantum phase transitions [87] and effective field theory descriptions [88]. Moreover, insight into the stability of FCIs continuously connected to higher non-Landau levels or cases where there is significant non-Landau level mixing is still an open problem. We hope that the family of models introduced in this paper will inspire further study in these areas.
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Appendix A: Weak-field effective Hamiltonian for the Hofstadter model with \( C_4 \)-symmetric NNN hopping

For completeness, we reproduce here the Hofstadter model with all NNN hopping terms that respect \( C_4 \) symmetry, including the hopping diagonally across a plaque. The tight-binding Hamiltonian is

\[
H_0 = -t_1 (T_x + T_y) - t_2 (T_x^2 + T_y^2) - t_3 (T_x T_y + T_y T_x) + H.c. \tag{A1}
\]

We can write this in terms of the generators \( K_a \) as

\[
H_0 = -2t_1 \left[ \cos (K_x) + \cos (K_y) \right] - 2t_2 \left[ \cos (2K_x) + \cos (2K_y) \right] - 4t_3 \cosh \left( \frac{\phi}{2} \right) \cos (K_x + K_y). \tag{A2}
\]

The factor of \( \cosh(\phi/2) \) is non-universal and results from our ordering prescription. Expanding to quartic order, we obtain the small-\( \phi \) effective Hamiltonian

\[
H_{\text{eff}} = h_{ab} K_a K_b + \lambda_{abcd} K_a K_b K_c K_d \tag{A3}
\]

with coefficients

\[
h_{11} = h_{22} = t_1 + 4t_2 + 2t_3, \tag{A4}
\]

\[
h_{12} = 2t_3, \tag{A5}
\]

and

\[
\lambda_{1111} = \lambda_{2222} = -\frac{1}{3} \left( t_1^4 + 4t_2^2 + \frac{t_3}{2} \right), \tag{A6}
\]

\[
\lambda_{1112} = \lambda_{1222} = -t_3/3, \tag{A7}
\]

\[
\lambda_{1122} = -t_3/2. \tag{A8}
\]

Appendix B: Zero-energy states for the \( a^4 + a^{14} \) Hamiltonian

In this section, we obtain an analytic expression for the lowest energy wavefunction of a specific quartic model.
We take the Hamiltonian
\[ \hat{H} = \omega \left[ a^4 + (a^\dagger)^4 \right] \] (B1)
and write a general wavefunction
\[ |\psi\rangle = \sum_n C_n |n\rangle \] (B2)
as a sum over Landau level states. The eigenvalue equation becomes
\[ \hat{H} |\psi\rangle = \omega \sum_n C_n \left[ \sqrt{n(n-1)(n-2)(n-3)} |n-4\rangle 
+ \sqrt{(n+1)(n+2)(n+3)(n+4)} |n+4\rangle \right] = E \sum_n C_n |n\rangle . \] (B3)
Taking inner products with different Landau level states yields
\[ \omega \left[ C_4(p+1) \alpha_-(4(p+1)) + C_4(p-1) \alpha_+(4(p-1)) \right] = EC_{4p} , \] (B4)
where we have defined
\[ \alpha_-(n) = \sqrt{n(n-1)(n-2)(n-3)} \] (B5)
\[ \alpha_+(n) = \sqrt{(n+1)(n+2)(n+3)(n+4)} . \] (B6)
Now we seek to obtain a state with energy \( E = 0 \). Substituting this into some of the coefficient equations, we find
\[ C_4 = 0 , \] (B7)
\[ C_8 = -C_0 \frac{\alpha_+(0)}{\alpha_-(8)} , \] (B8)
\[ C_{12} = 0 , \] (B9)
\[ C_{16} = -C_8 \frac{\alpha_+(8)}{\alpha_-(16)} \] (B10)
\[ = C_0 \frac{\alpha_+(8) \alpha_+(0)}{\alpha_-(16) \alpha_-(8)} . \] (B11)
The pattern of coefficients continues in the same manner. We define
\[ \beta(n) = \frac{\alpha_+(8(n-1))}{\alpha_-(8n)} \] (B12)
so that
\[ C_8 = -\beta(1) C_0 \] (B13)
\[ C_{16} = +\beta(2) \beta(1) C_0 \] (B14)
\[ \vdots \]
\[ C_{8p} = (-1)^p C_0 \prod_{k=1}^{p} \beta(k) \] (B15)
\[ \equiv \gamma(p) C_0 \] (B16)
where we have defined \( \gamma(p) \) in the final line. Mathematica simplifies the function \( \gamma \) to
\[ \gamma(p) = \sqrt{\frac{\Gamma \left( \frac{7}{8} \right)}{\Gamma \left( \frac{1}{8} \right)}} \times \frac{1}{\sqrt{\Gamma \left( p + \frac{13}{8} \right)}} \frac{\Gamma \left( p + \frac{13}{8} \right) \Gamma \left( p + \frac{15}{8} \right) \Gamma \left( p + \frac{17}{8} \right) \Gamma (p+2)}{\Gamma \left( p + \frac{5}{8} \right) \Gamma \left( p + \frac{7}{8} \right) \Gamma \left( p + \frac{9}{8} \right) \Gamma \left( p + \frac{11}{8} \right) \Gamma (p+2)} \] (B17)
with
\[ \Gamma(z) = \int_0^\infty x^{z-1} e^{-x} \mathrm{d}x . \] (B18)
We now have both a recursive and a non-recursive relation for the coefficient \( C_{8p} \) (with all other \( C_k = 0 \)). The complete wavefunction is
\[ |\psi\rangle = \sum_n C_n |n\rangle = C_0 \sum_n \gamma(n) |n\rangle , \] (B19)
which leads to the normalization condition
\[ 1 = |C_0|^2 \left[ 1 + |\gamma(1)|^2 + |\gamma(2)|^2 + \ldots \right] . \] (B20)
Using Mathematica, we find
\[ \frac{1}{|C_0|^2} = {}_4F_3 \left( \left[ \frac{1}{8}, \frac{3}{4}, \frac{3}{8}, \frac{1}{2} \right], \left[ \frac{5}{8}, \frac{3}{4}, \frac{7}{8} \right], 1 \right) , \] (B21)
where \( {}_4F_3(a; b; z) \) is a generalised hypergeometric function. Solving for \( C_0 \), yields \( C_0 = 0.987926 \), which agrees well with numerics, as shown in Fig. 12.
Appendix C: Variation of the localization-delocalization exponent with NNN hopping strength

In the body of the paper, we found that the electronic localization-delocalization exponent in the zero-quadratic model with quenched onsite disorder is equal to that of the disordered Hofstadter model. One may well ask whether this exponent is universal to all values of NNN hopping strength $t_2$ since $t_2 = -1/4$ is the fine-tuned value where quadratic terms vanish. In this appendix we present the results of varying $t_2$ on the electronic localization-delocalization exponent.

For values of $t_2$ around $t_2 = -1/4$, at $\phi = (1/10) (e \phi_0 / 2 \pi)$ for strip widths of 12, 16, 24, 32, 48, 64, 96, and 128 sites with periodic boundary conditions, 51 energies were selected linearly spaced in the neighborhoods of the critical energies of the lowest-levels. For the disorder potential, we used uncorrelated white noise taken from a uniform distribution, $V_{\ell,w} = \text{uniform}(-s/2, s/2)$ with strength $s = 0.1 t_1$, a value which is large compared to the intrinsic level widths of the levels respectively, but smaller than the level spacings. We did this for 2 realizations of strips of length $L = 10^5$, for a cumulative strip length of $L = 2 \times 10^5$.

We find that the electronic localization-delocalization critical exponent is independent of the NNN hopping strength, and that the critical exponent is consistent with recent theoretical predictions of the IQHE localization-delocalization critical exponent \cite{49, 54, 56}, as shown in Fig. 13. In particular, the mean value of the exponents as dependent on $t_2$ is $2.54(3)$, with all exponents in the interval $(2.51, 2.57)$. We estimate that the numerically estimated exponents are accurate to within a precision of $\pm 0.03$.

This mean value is slightly smaller than that of the disordered Hofstadter model as determined by Puschmann et al. with widths of up to $W = 768$ sites \cite{54}. We note that the largest widths studied here are $W = 128$ sites so it is possible that finite-size effects lead to the difference in exponents. In the disordered Hofstadter model it appears that finite-size effects result in a smaller value of the critical exponent. Therefore we believe that the value of the critical exponent for the disordered zero-quadratic model may only be smaller than the value of the disordered Hofstadter model as a result of finite-size effects.
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