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Abstract—Training deep graph neural networks (GNNs) is notoriously hard. Besides the standard plights in training deep architectures such as vanishing gradients and overfitting, it also uniquely suffers from over-smoothing, information squashing, and so on, which limits their potential power for encoding the high-order neighbor structure in large-scale graphs. Although numerous efforts are proposed to address these limitations, such as various forms of skip connections, graph normalization, and random dropping, it is difficult to disentangle the advantages brought by a deep GNN architecture from those “tricks” necessary to train such an architecture. Moreover, the lack of a standardized benchmark with fair and consistent experimental settings poses an almost insurmountable obstacle to gauge the effectiveness of new mechanisms. In view of these, we present the first fair and reproducible benchmark dedicated to assessing the “tricks” of training deep GNNs. We categorize existing approaches, investigate their hyperparameter sensitivity, and unify the basic configuration. Comprehensive evaluations are then conducted on tens of representative graph datasets including the recent large-scale Open Graph Benchmark, with diverse deep GNN backbones. We demonstrate that an organic combo of initial connection, identity mapping, group and batch normalization attains the new state-of-the-art results for deep GNNs on large datasets. Codes are available: https://github.com/VITA-Group/Deep_GCN_Benchmarking.

Index Terms—Deep Graph Neural Networks, Over-smoothing, Training Technique, Benchmark

1 INTRODUCTION

Graph neural networks (GNNs) [1] are powerful tools for modeling graph-structured data, and have been widely adopted in various real-world scenarios, including inferring individual relations in social and academic networks [2], [3], [4], [5], [6], [7], [8], [9], [10], improving predictions of recommendation systems [3], [11], [12], augmenting signal processing and communication [13], [14], [15], modeling proteins for drug discovery [16], [17], segmenting large point clouds [18], [19], among others. While many classical GNNs have no more than just a few layers, recent advances attempt to investigate deeper GNN architectures [19], [20], [21]. There are massive examples on which deeper GNNs help, such as “geometric” graphs representing structures of molecules, point clouds [19], or meshes [22]. Deeper architectures are also found with superior performance on large-scale graphs like the latest Open Graph Benchmark (OGB) [23].

However, training deep GNNs is notoriously challenging [19]. Besides the standard plights in training deep architectures such as vanishing gradients and overfitting, the training of deep GNNs suffers several unique barriers that limit their potential power on the large-scale graphs. One of them is over-smoothing, i.e., the node features tending to become indistinguishable as the result of performing several recursive neighborhood aggregation [24], [25], [26], [27]. This behavior was first observed in GCN models [25], [26], which acts similarly to low-pass filters, and prevents deep GNNs from effectively modeling the higher-order dependencies from multi-hop neighbors. Another phenomenon is the bottleneck phenomenon: while deep GNNs are expected to utilize longer-range interactions, the structure of graph often results in the exponential growth of receptive field, causing “over-squashing” of information from the exponentially increasing neighbours into fixed-size vectors [28], and explaining why some deep GNNs do not improve in performance compared to their shallower peers.

To address the aforementioned roadblocks, typical approaches could be categorized as architectural modifications, and regularization & normalization: both we view as “training tricks”. The former includes various types of residual connections [19], [25], [29], [30], [30], [31], [31], [32], [33]; and the latter include random edge dropping [34], [35], pairwise distance normalization between node features (PairNorm) [36], node-wise mean and variance normalization (NodeNorm) [37], among many other normalization options [27], [38], [39], [40], [41], [42]. While these techniques in general contribute to effective training of deep GNNs with tens of layers, their gains are not always significant nor consistent [37]. Furthermore, it is often non-straightforward to disentangle the gain by deepening the GNN architecture, from the “tricks” necessary to train such a deeper architecture. In some extreme situations, contrary to the initial belief, newly proposed training techniques could improve shallower GNNs even to outperform deep GNNs [37], making our pursuit of depth unpersuasive. Those observations have shed light on a missing key knob on studying deep GNNs: we lack a standardized benchmark that could offer fair and consistent comparison on the effectiveness of deep
GNN training techniques. Without isolating the effects of deeper architectures from their training “tricks”, one might never reach convincing answers whether deep graph neural networks with ceteris paribus should perform better.

1.1 Our Contributions

Aiming to establish such a fair benchmark, our first step is to thoroughly investigate the design philosophy and implementation details on dozens of popular deep GNN training techniques, including various residual connections, graph normalization, and random dropping. The summarization could be found in Tables 1, 12, 13, and 14. Somehow unfortunately, we find that even sticking to the same dataset and GNN backbone, the hyperparameter configurations (e.g., hidden dimension, learning rate, weight decay, dropout rate, training epochs, early stopping patience) are highly inconsistently implemented, often varying case-to-case, which make it troubling to draw any fair conclusion.

To this end, in this paper we carefully examine those sensitive hyperparameters and unify them into one “sweetpoint” hyperparameter set, to be adopted by all experiments. Such lays the foundation for a fair and reproducible benchmark of training deep GNN. Then, we comprehensively explore the diverse combinations of the available training techniques, over tens of classical graph datasets with commonly used deep GNN backbones. Our comprehensive study turns out to be worthy. We conclude the baseline training configurations with the superior combo of training tricks, that lead us to attaining the new state-of-the-art results across multiple representative graph datasets including OGB. Specifically, we show that an organic combination of initial connection, identity mapping, group and batch normalizations has preferably strong performance on large datasets.

Our experiments also reveals a number of “surprises”. For example, we empirically show, while initial connection and jumping connection are both “beneficial” training tricks when applied alone, combining them together deteriorates deep GNN performance. Although dense connection brings considerable improvement on large-scale graphs with deep GNNs, it sacrifices the training stability to a severe extent. As another example, the gain from Node-Norm becomes diminishing when applied to the large-scale datasets or deeper GNN backbones. Moreover, using random dropping techniques alone often yield unsatisfactory performance. Lastly, we observe that adopting initial connection and group normalization is universally effective across tens of classical graph datasets. Those findings urge more synergistic rethinking of those seminal works.

2 RELATED WORKS

2.1 Graph Neural Networks and Training Deep GNNs

GNNs, such as those presented in [67], have established state-of-the-art results on various tasks. There are also numerous GNN variants, such as Graph Convolutional Networks (GCNs) are widely adopted, which can be divided into spectral domain based methods and spatial domain bases methods. Recent work summarizes a series of useful tricks (e.g., label usage and loss function) to train shallow GNNs, which is different to the deep GNNs benchmark investigated in this paper.

Unlike other deep architectures, not every useful GNN has to be deep. For example, many graphs like social networks, are “small-world” [68], i.e., one node can reach any other node in a few hops. Hereby, adding more layers does not help model over those graphs since the receptive fields of just stacking a few layers would already suffice to provide global coverage. Many predictions in practice, such as in social networks, also mainly rely on short-range information from the local neighborhood of a node. On the other hand, when the graph data is large in scale, does not have small-world properties, or its task requires long-range information to make prediction, then deeper GNNs do become necessary. Examples include molecular graphs, as a molecule’s chemical properties can depend on the atom combination at its opposite sides. The graphs with larger diameters, such as citation networks, point clouds or meshes also benefit from GNN depth to capture a whole object and its context.

The prosperity of GNNs, understanding their training mechanism and limitation is of remarkable interest. As GNNs stack spatial aggregations recursively, the node representations will collapse to indistinguishable vectors. Such over-smoothing phenomenon hinders the training of deep GNNs and the dependency modeling to high-order neighbors. Specifically, the over-smoothing usually arises when we naively increase the number of graph convolutional layers, which substantially decreases the discriminative power of node embeddings and ends up with a degraded performance on graph learning tasks like node classification and link prediction. Recently, there has been a series of techniques developed to relieve the over-smoothing issue, including skip connection, graph normalization, random dropping. They will be detailed next.

2.2 Skip Connection

Motivated by ResNets, the skip connection was applied to GNNs to exploit node embeddings from the preceding layers, to relieve the over-smoothing issue. There are several skip connection patterns in deep GNNs, including: (1) residual connection connecting to the last layer, (2) initial connection connecting to the initial layer, (3) dense connection connecting to all the preceding layers, and (4) jumping connection combining all the preceding layers only at the final graph convolutional layer. Note that the last one of jumping connection is a simplified version of dense connection by omitting the complex skip connections at the intermediate layers.

2.3 Graph Normalization

A series of normalization techniques has been developed for deep GNNs, including batch normalization (BatchNorm), pair normalization (PairNorm), node normalization (NodeNorm), mean normalization (MeanNorm), differentiable group normalization (GroupNorm), and more. Their common mechanism is to re-scale node embeddings over an input graph to constrain pairwise node distance and thus alleviate over-smoothing. While BatchNorm and PairNorm normalize the whole input graph, GroupNorm first clusters node into groups and then normalizes each
group independently. NodeNorm and MeanNorm operate on each node by re-scaling the associated node embedding with its standard deviation and mean values, respectively.

### 2.4 Random Dropping

Dropout [78] refers to randomly dropping hidden units in a neural network with a pre-fixed probability, which effectively prevents over-fitting. Similar ideas have been inspired for GNNs. DropEdge [34] and DropNode [35] have been proposed to randomly remove a certain number of edges or nodes from the input graph at each training epoch. Alternatively, they could be regarded as data augmentation methods, helping relieve both the over-fitting and over-smoothing issues in training very deep GNNs.

Besides the above widely-adopted tricks of skip connection, graph normalization, and random dropping, there exist some extra efforts made to optimize deep GNNs from other architectural perspectives. For example, the feature over-correlation is relieved to encourage deep GNNs to produce node embeddings with less redundant information [79], [80]. The grouped reversible graph connections and weight sharing among layers are leveraged to reduce memory complexity and train GNNs up to 1,000 layers [81]. Contrastive learning is used to generate the discriminative node representations and relieve the over-smoothing [82]. Similar to SGC [83] and DAGNN [33], DGMLP [84] has been proposed to establish deep GNNs by decoupling the graph convolutions and feature transformation.

### 3 A FAIR AND SCALABLE STUDY OF TRICKS

#### 3.1 Prerequisite: Unifying the Hyperparameter Configuration

We carefully examine previous implementations of deep GNNs [29], [30], [32], [33], [34], [36], [37], [42], [74], [75], and list all their basic hyperparameters in Table 1. Those hyperparameters play significant roles in those methods’ achievable performance, but their inconsistency challenges fair comparison of training techniques, which has been traditionally somehow overlooked in literature.

We tune them all with an exhaustive grid search, and identify the most common and effective setting as in Table 2, by choosing the configuration that performs the best across diverse backbones with different layers on the corresponding dataset. That configuration includes learning rate, weight decay, dropout rate, and the hidden dimension of multilayer perceptrons (MLP) in GNNs. We recommend it as a “sweet point” hyperparameter configuration, and strictly follow it in our experiments.

For all experiments, deep GNNs are trained with a maximum of 1,000 epochs with an early stop patience of 100 epochs. One hundred independent repetitions are conducted for each experiment, and the average performances with the standard deviations of the node classification accuracies are reported in Table 3, 16, 4, 17, 5, 18, 19, and 20. We perform a comprehensive benchmark study of dozens of training approaches on four classical datasets, i.e., Cora, Citeseer, PubMed [44], and OGBN-Arxiv [23] with 2/16/32 layers GCN [44] and simple graph convolutional (SGC) [83] backbones. GCN and SGC are chosen in our work because they are two most common backbone architectures for deep GNNs researches, following the standard in [19], [25], [30], [31], [32], [33], [34], [35], [38], [39], [41], [42], [45], [75], [77], [78], [85], [86]. More details of these benchmark datasets and GNN backbones are collected in Appendix B. The Pytorch framework and Pytorch Geometric [87] are used for all of our implementations. Specific setups for each group of training techniques are included in Section 3.2, 3.3, and 3.4.

#### 3.2 Skip Connection

**Formulations.** Skip connections [19], [25], [29], [30], [31], [32], [33] alleviate the vanishing gradient and over-smoothing, and substantially improve the accuracy and stability of training deep GNNs. Let $G = (A, X)$ denotes the graph data, where $A \in \mathbb{R}^{n \times n}$ represents the adjacency matrix, $X = [x_1, x_2, ..., x_n]^T \in \mathbb{R}^{n \times d}$ is the corresponding input node features, $n$ is the number of nodes in the graph $G$, and $d$ is the dimension of each node feature $x_i$. In the adjacent matrix $A$, the values of entries can be weighted, i.e., $A_{i,j} \in (0, 1)$. For a L-layer GNN, we can apply various
types of skip connections after certain graph convolutional layers with the current and preceding embeddings \( X^l \), \( 0 \leq l \leq L \). Four representative types of skip connections are investigated:

- **Residual Connection.** \([19], [25]\)
  \[ X^l = (1 - \alpha) \cdot X^l + \alpha \cdot X^{l-1}. \]

- **Initial Connection.** \([29], [30], [31]\)
  \[ X^l = (1 - \alpha) \cdot X^l + \alpha \cdot X^0. \]

- **Dense Connection.** \([19], [25], [73], [74]\)
  \[ X^l = \text{COM}(\{X^k, 0 \leq k \leq l\}). \]

- **Jumping Connection.** \([32], [33]\)
  \[ X^l = \text{COM}(\{X^k, 0 \leq k \leq L\}). \]

Here \( \alpha \) in residual and initial connections is a hyperparameter to weight the contributions of node features from the current layer \( l \) and previous layers. In our case, the values of best performing \( \alpha \) are searched from \( \{0.1, 0.2, 0.4, 0.6, 0.8\} \) for each experiment. The initial embedding \( X^0 \) is given by \( X \). Jumping connection as a simplified case of dense connection is only applied at the end of whole forward propagation process to combine the node features from all previous layers.

We lastly introduce the combination functions COM used in dense and jumping connections: \( \oplus \) Concat, \( X^l = \text{MLP}(\{X^0, X^1, \ldots, X^l\}) \); \( \odot \) Maxpool, \( X^l = \max(\{\text{stack}(\{X^0, X^1, \ldots, X^l\})\}) \), the operation max returns the maximum value for each dimension of a node feature vector; \( \otimes \) Attention, \( X^l = \text{squeeze}(\text{S}X) \), \( S = \sigma(\text{MLP}(X)) \), \( X = \text{stack}(\{X^0, X^1, \ldots, X^l\}) \). \( \sigma(\cdot) \) is the activation function where sigmoid is usually adopted \([32], [33]\). stack and squeeze are utilized to rearrange the data dimension so that dimension can be matched throughout the computation.

Note that, for every dense connection and jumping connection experiment, we examine all three options for COM in the set \{Concat, Maxpool, Attention\} and report the one attaining the best performance.

**Experimental observations.** From Table 3 and 16, we can draw the following observations: (i) In general, the initial and jumping connection perform relatively better than the others, especially for training very deep GNNs (i.e., \( \geq 16 \) layers). It demonstrates that these two skip connections more effectively mitigate the over-smoothing issue, assisting graph neural networks going deeper. (ii) For shallow GCN backbones (e.g., \( \leq 2 \) layers), using skip connections can incur performance degradation, yet becomes beneficial on the large-scale OGBN-ArXiv dataset. Meanwhile, SGC backbones benefit from skip connections in most of the cases. (iii) For shallow GCN backbones (e.g., \( \leq 2 \) layers), using skip connections can incur performance degradation, yet becomes beneficial on the large-scale OGBN-ArXiv dataset.

**3.3 Graph Normalization Formulations.** Graph normalization mechanisms \([36], [37], [38], [39], [40], [41], [42]\) are also designed to tackle over-smoothing. Nearly all graph normalization techniques are applied upon the intermediate node embedding matrix, after passing through several graph convolutions. We use \( X^l = [x^l_1, x^l_2, \ldots, x^l_n]^T \in \mathbb{R}^{n \times d} \) to denote the node embedding matrix at layer \( l \), where \( x^l_i \in \mathbb{R}^{d \times 1} \) (we omit \( l \) in later descriptions for notation’s simplicity). Correspondingly, \( x^l_i \in \mathbb{R}^{n \times 1} \) represents the \( k \)-th column of \( X \), recording values of the \( k \)-th dimension of each feature embedding.

Our investigated normalization mechanisms are formally depicted as follows:

- **PairNorm.** \([36]\)
  \[ x_i = x_i - \frac{1}{n} \sum_{i=1}^{n} x_i, \quad \text{PairNorm}(x_i; s) = \frac{s \cdot x_i}{\sqrt{\sum_{i=1}^{n} ||x_i||^2}}. \]
with parametric GroupNorm, and GroupNorm displays dataset dependent observations. On small datasets such as Cora, GroupNorm is the operation of a row-wise multiplication, paper uses $\star$ on OGBN-ArXiv. However the case is almost reversed when $16$ on different GNN backbones. For example, PairNorm is extra improvements on deep GCN backbones. (iii) Stability observations. In general, training deep GNNs with performance variance) along with the increasing depth of GNNs. BatchNorm demonstrates degraded performance with large variance on small graphs, and yet it is one of the most effective mechanism on the large graph with outstanding generalization and improved stability. (iv) Overall, across the five investigated norms, GroupNorm has witnessed most of top-performing scenarios, and PairNorm/NodeNorm occupied second best performance in GCN/SGC respectively, dependent on the scale of datasets. In contrast, MeanNorm performs the worst in training deep GCN/SGC, in terms of both achievable accuracy and performance stability.

| Backbone | Settings | Cora | Citeseer | PubMed | OGBN-ArXiv |
|----------|----------|------|----------|--------|------------|
|          |          | 2    | 16       | 32     | 2          | 16       | 32     |
| BatchNorm | 69.91 | 61.20 | 29.05 | 46.27 | 26.25 | 21.82 | 67.15 | 58.00 | 55.98 | 70.44 | 70.52 | 68.74 |
| PairNorm  | 74.43 | 55.75 | 17.67 | 63.26 | 27.45 | 20.67 | 75.67 | 71.30 | 61.54 | 65.74 | 65.37 | 63.32 |
| NodeNorm  | 79.87 | 21.46 | 21.48 | 68.96 | 18.81 | 19.03 | 78.14 | 40.92 | 40.93 | 70.62 | 70.75 | 29.94 |
| MeanNorm  | 82.49 | 13.51 | 13.03 | 70.86 | 16.09 | 7.70 | 78.68 | 19.82 | 18.00 | 69.54 | 70.40 | 56.94 |
| GroupNorm | 82.41 | 41.76 | 27.20 | 71.30 | 26.77 | 25.82 | 79.78 | 70.86 | 63.91 | 69.70 | 70.50 | 68.14 |
| CombNorm  | 80.00 | 55.64 | 21.44 | 68.59 | 18.90 | 18.53 | 78.11 | 40.93 | 40.90 | 70.71 | 71.77 | 69.91 |
| NoNorm    | 82.43 | 21.78 | 21.21 | 71.40 | 19.78 | 19.85 | 79.75 | 39.18 | 39.00 | 69.45 | 67.99 | 46.38 |

* NodeNorm, [37]

NodeNorm($x_i; \gamma) = \frac{x_i - E[x_i]}{\text{std}(x_i)}.$

* MeanNorm, [41]

MeanNorm($x_{(k)}) = x_{(k)} - E[x_{(k)}].$

* BatchNorm, [38]

BatchNorm($x_{(k)}) = \gamma \cdot \frac{x_{(k)} - E[x_{(k)}]}{\text{std}(x_{(k)})} + \beta.$

* GroupNorm, [42]

GroupNorm($X; G, \lambda) = X + \lambda \cdot \sum_{g=1}^{G} BN(X_g), X_g = \text{softmax}(X \cdot U)[:, g] \circ X.$

Here $s$ in PairNorm is a hyperparameter controlling the average pair-wise variance and we choose $s = 1$ in our case. $p$ in NodeNorm denotes the normalization order and our paper uses $p = 2, \text{std}(\cdot)$ and $E[\cdot]$ are functions that calculate the standard deviation and mean value, respectively. $\circ$ in GroupNorm is the operation of a row-wise multiplication, $U \in \mathbb{R}^{d \times G}$ represents a learned transformation, $G$ means the number of groups, and $\lambda$ is the skip connection coefficient used in GroupNorm. Specifically, in our implementation, we adopt $(G, \lambda) = (10, 0.03)$ for Cora, $(5, 0.01)$ for Pubmed, and $(10, 0.005)$ for Citeceer and OGBN-ArXiv. CombNorm normalizes layer-wise graph embeddings by successively applying the two top-performing GroupNorm and NodeNorm.

Experimental observations. Extensive results are collected in Table 4 and 17. We conclude in the following: (i) Dataset dependent observations. On small datasets such as Cora and Citeceer, non-parametric normalization methods such as NodeNorm and PairNorm often present on-par performance with parametric GroupNorm, and GroupNorm displays better performance than CombNorm (i.e., GroupNorm + NodeNorm). On the contrary for large graphs such as OGBN-ArXiv, GroupNorm and CombNorm show a superior generalization ability than non-parametric normalizations, and adding NodeNorm on top of GroupNorm leads to extra improvements on deep GCN backbones. (ii) Backbone dependent observations. We observe that even the same normalization technique usually appears diverse behaviors on different GNN backbones. For example, PairNorm is nearly always better than NodeNorm on 16 and 32 layers of GCN on three small datasets, and worse than NodeNorm on OGBN-ArXiv. However the case is almost reversed when we experiment with the SGC backbone, where NodeNorm is outperforming PairNorm on small graphs and inferior on OGBN-ArXiv, for 16/32 layers GNNs. Meanwhile, we notice that SGC with normalization tricks achieve similar performance to GCN backbone on three small graphs, while consistently fall behind on large-scale OGBN graphs. (iii) Overall, across the five investigated norms, GroupNorm has witnessed most of top-performing scenarios, and PairNorm/NodeNorm occupied second best performance in GCN/SGC respectively, dependent on the scale of datasets. In contrast, MeanNorm performs the worst in training deep GCN/SGC, in terms of both achievable accuracy and performance stability.

3.4 Random Dropping

Formulations. Random dropping [34], [35], [78], [88] is another group of approaches to address the over-smoothing issue by randomly removing or sampling a certain number of edges or nodes at each training epoch. Theoretically, it is effective in decelerating the over-smoothing and relieving the information loss caused by dimension collapse [34], [35].

As described above, $X^l \in \mathbb{R}^{n \times d}$ is the node embeddings at the $l$-th layer. Let $\mathcal{R}(A) = (I + D)^{-1/2} (I + A) (I + D)^{-1/2}$ denotes a normalization operator, where $A \in \mathbb{R}^{n \times n}$ is the adjacency matrix. Then, a vanilla GCN layer can be written as $X^{l+1} = \mathcal{R}(A)X^lW^l$, where $W^l \in \mathbb{R}^{d \times d}$ denotes the weight matrix of the $l$-th layer.

* Dropout. [78] $X^{l+1} = \mathcal{R}(A)(X^l + Z^l)W^l$, where $Z^l \in \{0, 1\}^{n \times d}$ is a binary random matrix, and each element $Z^l_{ij} \sim \text{Bernoulli}(\pi)$ is drawn from Bernoulli distribution.

* DropEdge. [34] $X^{l+1} = \mathcal{R}(A \odot Z^l)X^lW^l$, where $Z^l \in \{0, 1\}^{n \times n}$ is a binary random matrix, and each element $Z^l_{ij} \sim \text{Bernoulli}(\pi)$ is drawn from Bernoulli distribution.

* DropNode. [35] $X^{l+1} = \mathcal{R}(Q^{l+1}A \text{ diag}(Z^l)Q^{l\top})X^lW^l$, where $Z^l \in \{0, 1\}^n$ is a binary random matrix, and each $\mathbf{Q} \in \{0, 1\}^{n \times n}$ is a binary random matrix.
element \( Z^l_i \sim \text{Bernoulli}(\pi) \) is drawn from Bernoulli distribution. Suppose the index of selected nodes are \( i_1, i_2, \ldots, i_{s_l} \), \( Q^l \in \{0,1\}^{s_l \times n} \) is a row selection matrix, where \( Q^l_{k,m} = 1 \) if and only if the \( m = i_k \) and \( 1 \leq k \leq s_l \), \( 1 \leq m \leq n \).

* \text{LADIES.} \ [86] \( X^{l+1} = \Psi(X^l)A\text{diag}(Z^l)Q^lX^lW^l \), \( Z^l \in \{0,1\}^{s_l \times n} \) is a binary random matrix with \( \|Z^l\|_0 = s_l \) and each element \( Z^l_i \sim \text{Bernoulli}(\frac{A^2_{i,j}}{A_{ii}}) \) is drawn from Bernoulli distribution. \( Q^l \in \{0,1\}^{s_l \times n} \) is the row selection matrix sharing the same definition in DropNode.

For these dropout techniques, the neuron dropout rate follows the “sweet point” configuration in Table 2, and the graph dropout rates are picked from \( \{0.2, 0.5, 0.7\} \) to attain best results. All presented results adopt the layer-wise dropout scheme consistent with the one in [76].

**Experimental observations.** Main evaluation results of random dropping mechanisms are presented in Table 5 and 18, and additional results are referred to Table 19 and 20. Several interesting findings can be summarized as follows: (i) The overall performance of random dropping is not as significant as skip connection and graph normalization. Such random dropping tricks at most retard the performance drop, but can not boost deep GNNs to be stronger than shallow GNNs. For examples, on Cora dataset, all dropouts fail to improve deep GCNs; on OGBN-ArXiv dataset, all dropouts also fail to benefit deep SGCs. On other graph datasets, only a small subset of dropping approaches can relieve performance degradation, while others tricks still suffer accuracy deterioration. (ii) The effects of random dropping vary drastically across models, datasets, and layer numbers. It is hard to find a consistently improving technique. To be specific, we observe that, \textit{Sensitive to models}: DropNode on SGC has been shown as an effective training trick for Cora dataset, but turns out to be useless when cooperating with GCN; \textit{Sensitive to datasets}: On Pubmed dataset, the LADIES is the best trick, while it becomes the worst one on OGBN-ArXiv; \textit{Sensitive to layer number}: Deepening SGC from 16 layers to 32 layers, the performance of DropEdge declines significantly from 65% \( \sim \) 70% to 40% \( \sim \) 50%. A noteworthy exception is LADIES trick on PubMed, which consistently achieves the best result for both 16/32-layer GCN and SGC. (iii) Dropout (with common rate setting 0.6) is demonstrated to be beneficial and stronger than node or edge dropping for shallow GCNs (i.e., 2 layers). However, this dropout rate downgrades the performance when GCN goes deeper. Combining Dropout with graph dropping may not always be helpful. For instance, incorporating dropout into LADIES downgrades the accuracy of 32 layers SGC from 69.8% to 50.8%. (iv) SGC with random dropping shows better tolerance for deep architectures, and more techniques presented in Table 5 can improve the generalization ability compared to the plain GCN. Meanwhile, with the same random dropping, SGC steadily surpasses GCN by a substantial performance margin for training deep GNN (e.g., \( \geq 16 \) layers) on three small graph datasets, while GCN shows a superior accuracy on large-scale OGBN graphs. (v) From the stability perspective, we notice that SGC consistently has smaller performance variance than GCN of which instability is significantly enlarged by the increasing depth.

### Table 5

Test accuracy (%) under different random dropping. Experiments are conducted on Cora, Citeseer, PubMed, and OGBN-ArXiv with 2/16/32 layers GCN and SGC. Performance are averaged from 100 repetitions, and standard deviations are reported in Table 18,19,20. Dropout rates are tuned for best performance.

| Dataset       | Settings                  | Cora  | Citeseer | PubMed | OGBN-ArXiv |
|---------------|---------------------------|-------|----------|--------|------------|
|               |                           | 2     | 16       | 32     | 2          | 16          | 32          |
| **GCN**       | No Dropout                | 80.68 | 28.56    | 29.36  | 71.36      | 23.19       | 23.03       | 79.56      | 39.85      | 40.00      | 69.53      | 66.14      | 41.96      |
|               | Dropout                   | 82.39 | 21.60    | 21.17  | 71.43      | 19.37       | 20.15       | 79.79      | 39.09      | 39.17      | 69.40      | 67.79      | 45.41      |
|               | DropNode                  | 77.10 | 27.61    | 27.65  | 69.38      | 21.83       | 22.18       | 77.39      | 40.31      | 40.38      | 66.67      | 67.17      | 43.81      |
|               | DropEdge                  | 79.16 | 28.00    | 27.87  | 70.26      | 22.92       | 22.92       | 78.58      | 40.61      | 40.50      | 68.67      | 66.50      | 51.70      |
|               | LADIES                    | 77.12 | 28.07    | 27.54  | 68.87      | 22.52       | 22.60       | 78.31      | 40.07      | 40.11      | 66.66      | 62.05      | 40.41      |
|               | LADIES+Dropout            | 81.02 | 22.24    | 18.35  | 70.87      | 24.49       | 18.23       | 78.85      | 40.44      | 40.37      | 68.66      | 68.27      | 44.18      |
|               | LADIES+Dropout+DropNode   | 79.71 | 20.45    | 21.10  | 69.64      | 19.77       | 18.49       | 77.77      | 40.71      | 40.51      | 66.55      | 68.81      | 49.82      |
|               | LADIES+Dropout+DropEdge   | 78.88 | 19.49    | 16.92  | 69.02      | 27.17       | 18.54       | 78.53      | 41.43      | 40.70      | 66.35      | 65.13      | 39.99      |

### Table 6

Average test accuracy (%) and its standard deviations from 100 independent repetitions w. or w.o. the identity mapping.

| Dataset       | Identity Mapping          | GCNs  | 2       | 16      | 32      |
|---------------|---------------------------|-------|---------|---------|---------|
|               |                           |       |         |         |         |
| Cora          | with                      | 82.98 | 0.75    | 67.23   | 63.61   | 40.57   | 11.17    |
|               | without                   | 82.38 | 0.33    | 21.49   | 3.84    | 21.22   | 3.71     |
| Citeseer      | with                      | 68.25 | 0.71    | 56.39   | 4.36    | 35.28   | 5.85     |
|               | without                   | 71.46 | 0.44    | 59.19   | 1.96    | 20.29   | 1.79     |
| PubMed        | with                      | 79.09 | 0.48    | 79.55   | 0.41    | 73.74   | 0.71     |
|               | without                   | 79.76 | 0.39    | 39.14   | 1.38    | 38.77   | 1.20     |
| OGBN-ArXiv    | with                      | 71.08 | 0.28    | 69.22   | 0.84    | 62.85   | 2.22     |
|               | without                   | 69.46 | 0.22    | 67.96   | 0.38    | 45.48   | 4.50     |

### 3.5 Other Tricks

Although there are multiple other tricks in literature, such as shallow sub-graph sampling [86] and geometric scattering transform of adjacency matrix [75], most of them are intractable to be incorporated into the existing deep GNN frameworks. To be specific, the shallow sub-graph sampling has to sample the shallow neighborhood for each node.
iteratively and the geometric scattering requires multiscale wavelet transforms on matrix $A$. Both of them do not directly propagate message based upon $A$, which is deviate from the common fashion of deep GNNs. Fortunately, we find that the Identity Mapping proposed in [29] is effective to augment existing frameworks and relieves the over-smoothing and overfitting issues. It can be depicted as follows:

\[
\text{Identity Mapping: } [29] \quad X^{l+1} = \sigma(AX^l(\beta_l \cdot W^l + (1 - \beta_l) \cdot I)), \]

$\beta_l$ is computed by $\beta_l = \log(\frac{1}{l} + 1)$, where $\lambda$ is a positive hyperparameter, and $\beta_l$ decreases with layers to avoid the overfitting. In our case, $\lambda$ is grid searched for different graph datasets: $\lambda = 0.1$ for Cora, Citeseer and PubMed, and $\lambda = 0.5$ for OGBN-ArXiv.

Experimental observations. As shown in Table 6, we conduct experiments on $2/16/32$ layers GCNs with or without the identity mapping. From the results on {Cora, Citeseer, PubMed, OGBN-ArXiv} datasets, (i) we find the identity mapping consistently brings deep GCNs (e.g., $16/32$ layers) significant accuracy improvements up to $\{45.74\%, 36.80\%, 40.41\%, 17.37\%\}$, respectively. It empirically evidenced the effectiveness of identity mapping technique in mitigating over-smoothing issue, particularly for small graphs. However, on shallow GCNs (e.g., 2 layers), identity mapping does not work very well, which either obtains a marginal gain or even incurs some degradation. (ii) Although the generalization for deep GCNs on small-scale graphs (e.g., Cora and Citeseer) is largely enhanced, it also amplify the performance instability.

4 Best Combo of Individual Tricks

In the last section, we evaluate the different training tricks of each category fairly with ceteris paribus. However, being augmented with one specific trick, it is observed that deep GNNs often perform worse than their shallow variants since they are NOT trained well to fully tackle the issues of over-smoothing, overfitting and gradient vanishing. Considering the standard training of other deep neural networks (e.g., CNNs [72] mixed with skip connection, normalization, dropout, learning rate decay, etc.), it is impractical to stack deep GCNs with a standalone trick to get the desired performance. Based on the benchmark analysis, we are thus motivated to summarize the powerful trick combos and shed novel insight into the design philosophy of deep graph neural networks.

The best trick combos: Provided that the “sweet point” hyperparameter configurations in Table 2 are adopted: 1 On Cora, 64 layers SGC with Initial Connection, Dropout, and Label Smoothing; 2 On PubMed, 32 layers SGC with Jumping Connection and No Dropout; 3 On Citeseer, 32 layers GCN with Initial Connections, Identity Mapping, and Label Smoothing; 4 On OGBN-ArXiv, 16 layer GCNII with Initial Connection, Identity Mapping, GroupNorm, NodeNorm, and Dropout.

4.1 Our best combos of tricks and ablation study

We summarize our best trick combos for Cora, Citeseer, PubMed, and OGBN-ArXiv in the above box. Meanwhile, comprehensive ablation studies are conducted to support the superiority of our trick combos in Figure 2. For each dataset, we examine $7 \sim 8$ combination variants by adding, removing or replacing certain tricks from our best trick combo. Results extensively endorse our carefully selected combinations.

4.2 Comparison to state-of-the-art frameworks.

To further validate the effectiveness of our explored best combos, we perform comparisons with other previous state-of-the-art frameworks, including SGC [83], DAGNN [33],
The last sanity check is whether there exist certain trick performance under most scenarios in Section 3.2, 3.3, and 3.4.

Fig. 3. The hyperparameter investigation of GCNII on Cora, Citeseer, Pubmed, and OGBN-ArXiv. Node classification accuracies are presented in a manner of heatmap. From top to bottom, learning rate (LR), weight decay for the hidden layers (WD 1), weight decay for the prediction layer (WD 2), dropout (DP), and hidden dimension (HD) traverse from left to right in \{0.01, 0.001, 1.0001\}, \{0.01, 0.001, 0.0001\}, \{0.1 \times 10^{-4}, 2 \times 10^{-4}, 5 \times 10^{-4}\}, \{0.1, 0.2, 0.5, 0.7\}, and \{128, 256, 512\}, respectively.

Table 9: Training time per epoch (ms) and the max allocated memory (MB) for skip connection tricks.

| Backbone Settings | Cora | Citeseer | PubMed | OGBN-ArXiv |
|-------------------|------|----------|--------|------------|
| None              |      |          |        |            |
| Residual          |      |          |        |            |
| Initial           |      |          |        |            |
| Jumping           |      |          |        |            |
| Dense             |      |          |        |            |
| None              |      |          |        |            |
| Residual          |      |          |        |            |
| Initial           |      |          |        |            |
| Jumping           |      |          |        |            |
| Dense             |      |          |        |            |
| None              |      |          |        |            |
| Residual          |      |          |        |            |
| Initial           |      |          |        |            |
| Jumping           |      |          |        |            |
| Dense             |      |          |        |            |

As shown in Table 7, we find that organically combining the existing training tricks consistently outperforms the previous elaborately crafted deep GCNs frameworks, on both small- and large-scale graph datasets.

4.3 Transferring trick combos across datasets.

The last sanity check is whether there exist certain trick combos that can be effective across multiple different graph datasets. Therefore, we pick Initial Connection + GroupNorm as the trick combo since these two techniques achieve optimal performance under most of scenarios in Section 3.2, 3.3, and 3.4, and this trick combo also performs on-par with the best trick combo on Cora and OGBN-ArXiv. Specially, we evaluate it on eight other open-source graph datasets: (i) two Co-author datasets [90] (CS and Physics), (ii) two Amazon datasets [90] (Computers and Photo), (iii) three WebKB datasets [91] (Texas, Wisconsin, Cornell), and (iv) the Actor dataset [91]. In these transfer investigations, we follow the exact “sweet point” settings from Cora in Table 2, except that for two CoAuthor datasets, the weight decay is set to 0 and the dropout rate is set to 0.8, and in two Amazon datasets the dropout rate is set to 0.5, as adopted by [33].

As shown in Table 8, (i) our chosen trick combo (i.e., Initial Connection + GroupNorm) universally encourages the worst-
performing SGC to become one of the top-performing candidates. It consistently surpasses SGC, DAGNN, GCNN, JKNet, APPNP, PPRGNN, and DGLMP by a substantial accuracy margin up to 61.69% improvements, except for the comparable performances on CS, Computers, and Photo graph datasets. The superior transfer performance of our trick combo suggests that it is capable of serving as a stronger baseline for future deep GNN researches. (iii) Meanwhile, we observe that equipping our proposed training tricks improves the stability of SGC (i.e., fewer performance variations) on some graph datasets like CS, Photo, Texas, Wisconsin, and Actor, while incurring degraded stability on the rest of the three datasets.
5 Extra Analysis

5.1 Hyperparameter Analysis

We consider the key hyperparameters of {learning rate, weight decay, dropout rate, and hidden dimension}, and study their impacts on the deep GNN training. Specifically, a 16-layer GCNII is adopted as the backbone architecture since it normally achieves promising performance in deep GNNs literature. As shown in Figure 3, from the results on Cora, Citeseer, Pubmed, and OGBN-Arxiv, we find that: (i) The optimal dropout rate varies across different scales of datasets; (ii) The weight decay for hidden layers plays a crucial role in deep GNNs, especially in the over-parameterized context (e.g., deep GNNs on small-scale dataset like Cora). (iii) It seems that the deep GNNs’ performance is not sensitive to the hidden dimension, and changing it from 128 to 512 only has moderated effects. (iv) In general, our identified “sweet point” of hyperparameters achieves superior results, which demonstrates its rationality as a common configuration to benchmark the deep GNN training tricks.

5.2 Complexity Analysis

To analyze the time and space complexity in practice, we conduct experiments on 2/16/32 layers for GNNs with different tricks. From the results on Table 9, 10 and 11, we summarize our observations for different types of tricks as follows. All results are measured on a single Quadro RTX 8000, with Linux + cuda driver 11.2 + PyTorch/torch geometric/torch sparse/etc with cuda 11.1.

Skip connections. As shown in Table 9, we can draw the following observations: (i) Residual, initial and jumping connections need negligibly additional training time and on-par memory space compared with vanilla GNNs. It is attributed to that only some constant operations and valid extra memory space are required in skip connections, e.g., initial connection only requires to store the embeddings from the first linear layer and perform several times of adding operation in addition. (ii) Dense connection requires approximately twice the training time and memory space of vanilla GCN, which is apparently impractical when dataset and model go larger.

Normalization. As shown in Table 10, the observations on normalization tricks are: (i) Graph Neural Networks with activation-based normalization layers (i.e. BatchNorm, NodeNorm and MeanNorm) have on-par time and space complexity with vanilla GNNs. (ii) Parametric normalization layers (i.e. PairNorm, GroupNorm and CombNorm) require more training time and memory space. It is because these normalization layers have more learnable parameters and requires a number of extra inference time to distinguish node embeddings and mitigate the over-smoothing problem.

Dropout. As shown in Table 11, we have the following findings: (i) To prune the graph structure with specified strategies, dropout tricks requires a valid period of time for pruning. Such a pruning procedure is performed every training epoch, and thus time consuming. (ii) With sparsified graph structure, dropout tricks moderately reduce the memory consumption.

6 Conclusion

Deep graph neural networks (GNNs) is a promising field that has so far been a bit held back by finding out “truly” effective training tricks to alleviate the notorious over-smoothing issue. This work provides a standardized benchmark with fair and consistent experimental configurations to push this field forward. We broadly investigate dozens of existing approaches on tens of representative graphs. Based on extensive results, we identify the combo of most powerful training tricks, and establish new state-of-the-art performance for deep GNNs. We hope them to lay a solid, fair, and practical evaluation foundations by providing strong baselines and superior trick combos for deep GNN research community.
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APPENDIX A
MORE TECHNICAL DETAILS

Diverse hyperparameter configurations of existing deep GNNs. As shown in Table 12, 13, and 14, we can see that these highly inconsistent hyperparameter settings pose severely challenges to fairly compare the existing training tricks for deep GNNs.

| Methods                  | Total epoch | Learning rate & Decay | Weight decay | Dropout | Hidden dimension |
|--------------------------|-------------|-----------------------|--------------|---------|-----------------|
| Chen et al. (2020) [29]  | 100         | 0.01 0.005            | 0.5          | 0.5     | 256             |
| Klicpera et al. (2018) [30] | 10000      | 0.01 0.00001          | 0.5          | 0.5     | 64              |
| Zhang et al. (2020) [31] | 1500        | 0.01 0.001            | 0.5          | 0.5     | 128             |

**OGBN-Arxiv.** The OGBN-Arxiv dataset is a benchmark citation network collected in open graph benchmark (OGB) [23], which has been widely to evaluate GNN models recently. Each node represents an arXiv paper from computer science domain, and each directed edge indicates that one paper cites another one. The node is described by a 128-dimensional word embedding extracted from the title and abstract in the corresponding publication. Similar to Cora, Citeseer, and Pubmed, the node classification task is to predict the subject areas of the corresponding arXiv papers.

**Coauthor CS, Coauthor Physics.** They are the co-authorship graph datasets [90] from the scientific fields of computer science and physics, respectively. The nodes represent the authors, and the links indicate whether the two corresponding nodes co-authored papers. Node features represent paper keywords for each author’s papers. The node classification task is to predict the most active fields of study for the corresponding author.

**Amazon Computers, Amazon Photo.** These two datasets [90] are the segments of the Amazon co-purchase graph [96]. While nodes are the items, edges indicate whether the two items re frequently bought together or not. The node features are given by bag-of-words representations extracted from the product reviews, and the class labels denote the product categories.

**Texas, Wisconsin, Cornell.** They are the three sub-datasets of WebKB (http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-11/www/wwwkb) collected from computer science departments of various universities by Carnegie Mellon University [91]. While nodes represent webpages in the webpage datasets, edges are hyperlinks between them. The node feature vectors are given by bag-of-words representation of the corresponding webpages. Each node is associated with one-hot label to indicate one of the following five categories, i.e., student, project, course, staff, and faculty.

**Actor.** This is an actor co-occurrence network, which is an actor-only induced subgraph of the film-director-actor-writer network [97]. In the actor co-occurrence network, nodes correspond to actors and edges denote the co-occurrence relationships on the same Wikipedia pages. Node feature vectors are described by bag-of-word representation of keywords in the actors’ Wikipedia pages. The node classification task is to predict the topic of the actor’s Wikipedia page.

**Backbone Details.** We implement backbones GCN (https://github.com/tkipf/gcn) and SGC (https://github.com/Tiiger/SGC) to compare the different tricks as studied in Section 3. Specifically, we follow the official model implementations of GCN and SGC to evaluate tricks of graph normalization and random dropping. While the default dropout rate listed in Table 2 is applied for backbones (GCN/SGC+NoNorm) in benchmarking normalization techniques, the dropout rate is optimized from set {0.2, 0.5, 0.7} for backbones (GCN/SGC+Dropout) in benchmarking dropping methods. To evaluate the skip connections and identity mapping, we further include feature transformation layers to the initial and the end of backbones, which project initial...
features into hidden embedding space and map hidden embeddings to node labels, respectively. The backbones are denoted by GCN/SGC+None and GCN+without in Tables 3 and 6, respectively. The slight adaptions over the backbones explain the different baseline performances for the benchmark studies of skip connections, graph normalization, random dropping, and others.

### APPENDIX C

### MORE EXPERIMENTAL RESULTS

More results of skip connections. Table 16 collects the achieved test accuracy under different skip connection mechanisms, and the standard deviations of 100 independent runs are reported.

**Table 16**

| Model       | Test Accuracy (%) | std.dev. |
|-------------|-------------------|----------|
| GCN         | 77.55             | ±0.16    |
| Ours:       | 79.16             | ±0.17    |
| DropEdge    | 82.50             | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

More results of graph normalizations. Table 17 reports the performance with different graph normalization techniques. The standard deviations are included.

**Table 17**

| Model       | Test Accuracy (%) | std.dev. |
|-------------|-------------------|----------|
| GCN         | 77.55             | ±0.16    |
| Ours:       | 79.16             | ±0.17    |
| DropEdge    | 82.50             | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

More results of random droppings. Table 18 shows the performance of diverse random dropping tricks, where all dropout rates are tuned for best test accuracies. Table 19 and 20 report the achieved performance with fixed dropout rates 0.2 and 0.5 respectively, for better comparisons. For all experiments, the standard deviations of 100 independent repetitions are provided.

**Table 18**

| Model       | Test Accuracy (%) | std.dev. |
|-------------|-------------------|----------|
| GCN         | 77.55             | ±0.16    |
| Ours:       | 79.16             | ±0.17    |
| DropEdge    | 82.50             | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

| Model       | Test Accuracy (%) | std.dev. |
|-------------|-------------------|----------|
| GCN         | 77.55             | ±0.16    |
| Ours:       | 79.16             | ±0.17    |
| DropEdge    | 82.50             | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

More results of comparison with previous state-of-the-art frameworks. We present a more complete comparison with other previous state-of-the-art frameworks of training deep GNNs in Table 21. Error bars are also recorded.

**Table 20**

| Model       | Test accuracy (%) | std.dev. |
|-------------|-------------------|----------|
| GCN         | 77.55             | ±0.16    |
| Ours:       | 79.16             | ±0.17    |
| DropEdge    | 82.50             | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

**Table 21**

| Model       | Acc. (%) (100 runs) | std.dev. |
|-------------|---------------------|----------|
| GCN         | 77.55               | ±0.16    |
| Ours:       | 79.16               | ±0.17    |
| DropEdge    | 82.50               | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

**Table 22**

| Model       | Cora (Dataset ID 448) | std.dev. |
|-------------|-----------------------|----------|
| GCN         | 77.55                 | ±0.16    |
| Ours:       | 79.16                 | ±0.17    |
| DropEdge    | 82.50                 | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

**Table 23**

| Model       | Citeseer (Dataset ID 732) | std.dev. |
|-------------|---------------------------|----------|
| GCN         | 77.55                     | ±0.16    |
| Ours:       | 79.16                     | ±0.17    |
| DropEdge    | 82.50                     | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

**Table 24**

| Model       | PubMed (Dataset ID 2679) | std.dev. |
|-------------|--------------------------|----------|
| GCN         | 77.55                    | ±0.16    |
| Ours:       | 79.16                    | ±0.17    |
| DropEdge    | 82.50                    | ±0.91    |
| DropEdge+Dropout | 85.48   | ±1.76    |

More results of depth studies. To comprehensively validate the effectiveness of our explored best comb of tricks, we compare with the baselines of deep GNNs by considering a wide series of model depths, including 2, 4, 8, 16, 24, 32, 64, and 128. The node classification results on Cora, Citeseer, and Pubmed are shown in Tables. We find:

(i) On Cora, Citeseer, and Pubmed, our best trick combos consistently achieve the superior performances with larger model depths, compared to existing state-of-the-art GNNs.

(ii) The traditional deep GNNs (e.g., SGC, JKNet, APPNP, GPRGNN) accompanied with the sub-optimal tricks often have weak performance gains against their shallow variants. In some cases, e.g., JKNet on the three citation datasets, the model performances even decrease with model depths.

(iii) Our trick combos enable deep GNNs to surpass shallow GNNs by a substantial performance margins on all the classical graph datasets. In general, along with the increasing of depth, the performance of our deep GNNs first increases, then reaches the “sweet depth” with the highest accuracy, and in the end starts to degrade. We observe the “sweet depths” on {Cora, Citeseer, PubMed} are {64,32,32} layers.

(iv) We could draw conclusion that the increasing model depth does benefit to GNN model, only under the condition of optimal trick combo. For each graph analytics problem, there should be a specific “sweet depth” to access the highest performance.