Single step quantum state engineering in traveling optical fields
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We propose a general experimental quantum state engineering scheme for the high-fidelity conditional generation of a large variety of nonclassical states of traveling optical fields. It contains a single measurement, thereby achieving a high success probability. The generated state is encoded in the optimal choice of the physically controllable parameters of the arrangement. These parameter values are determined via numerical optimization.

PACS numbers: 42.50.Dv, 42.50.Ex, 42.50.-p

Nonclassical states of light play an essential role in numerous applications in optical quantum information processing, quantum-enhanced metrology, and fundamental tests of quantum mechanics. Measurement-induced conditional preparation is an efficient method for generating quantum states of traveling optical fields required in many of these applications. This consists in the measurement of one of the modes of a bipartite correlated state, thereby projecting the state of the other mode to the desired one. Most of such conditional schemes have been developed specifically for generating optical cat states. Indeed, these states and also their squeezed versions have already been prepared in several traveling wave experiments.1–6

The generation of a broader class of relevant nonclassical states requires a more general approach to quantum state engineering, especially for states lacking a specialized preparation scheme. The aim of these general protocols is the preparation of arbitrary states in the same experimental setup.7–11

It is a common approach, for instance, to construct systematically the photon number expansion of the quantum states up to a given photon number. The methods developed for this task are based on repeated photon additions,6,8,9,10,12 photon subtractions,9,10 and various combinations of these.12,13 In such schemes the number of the optical elements and detection events is generally proportional to the amount of number states involved in the photon number expansion of the target state. This property obviously leads to a decrease in the success probability and even to that in the fidelity of the preparation of states involving larger photon number components. There have been two quantum state engineering schemes proposed which can overcome this issue.14 These contain only a few beam splitters and two or three homodyne measurements and are capable of preparing nonclassical states by the application of discrete coherent-state superpositions approximating the target states. These schemes, however, still exhibit a moderate success probability, owing to the application of multiple measurements.

In this paper we show that a single-step conditional generation scheme using separately prepared squeezed coherent states as inputs can be applied for preparing a large variety of nonclassical states with high fidelity and success probability.

The proposed conditional scheme is presented in Fig. 1. Two squeezed coherent states |ζj, αj⟩ with squeezing factors ζj = rj exp(iθj) and coherent amplitudes αj = |αj| exp(iφj) (j = 1, 2) overlap with a π/2 phase shift on a tunable beam splitter of transmittance T. Then a single-photon detection (SPD) or a homodyne measurement (HM) measuring the rotated quadrature operator Xλ is performed on one of the outputs to herald the generation of the desired output state |ψout⟩ on the other mode. In the case of SPD the output state is non-Gaussian while for the scheme with HM it is Gaussian. The significance of the latter scheme is that it can vary the characteristics of the outgoing Gaussian state even at fixed inputs enabling the generation of a wide variety of states in a single setup.
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Figure 1. Experimental scheme with two types of measurements for generating a large variety of nonclassical states in traveling optical field. The input states |ζ1, α1⟩ interfering on a beam splitter with transmittance T are squeezed coherent states.
The photon number expansions of the output states corresponding to the two types of measurements can be described by the expressions presented in Eqs. 11 and 12 for the setups containing SPD and HM, respectively, where we have introduced the function 

\[ B_k^p(x) = \left( \frac{\beta}{\alpha} \right) (\sqrt{x})^{q-p} (\sqrt{1-x})^p \]

and the notation \( \beta_j = \alpha_j \cosh(r_j) + \alpha_j^* \sinh(r_j) \). The photon number expansion presented in Eq. 11 contains 9 adjustable parameters. These are: the complex squeezing parameters \( \zeta_j \) and the complex coherent signals \( \alpha_j \) of the input squeezed coherent states, and the transmittance \( T \) of the beam splitter. The other expansion given by Eq. 12 contains another two parameters additionally, namely, the measurement results \( x \) of the quadrature operator \( X_\lambda \) and the rotation angle \( \lambda \). Quantum state engineering of various target states can be realized by the proper choice of these parameters. The optimal choice can be determined by minimizing the misfit \( \varepsilon = 1 - \langle |\psi_{\text{out}}|^2 \vert |\psi_{\text{target}}\rangle \rangle \) between the desired state \( |\psi_{\text{target}}\rangle \) and the approximated one \( |\psi_{\text{out}}\rangle \) which is generated.

\[
|\psi_{\text{out}}\rangle_{\text{SPD}} = N_{\text{out}} \sum_j 2 \exp \left( -\frac{1}{2} |\alpha_j|^2 - \frac{1}{2} \alpha_j^* \epsilon \alpha_j \tanh(r_j) \right) \frac{1}{\sqrt{\cosh(r_j)}} \times \sinh(2\epsilon \tanh(r_1)) \frac{2}{m!} H_n \left( \beta_1 e^{\alpha_1} \sinh(2r_1) \right) \]
\[
|\psi_{\text{out}}\rangle_{\text{HM}} = N_{\text{out}} \sum_j 2 \exp \left( -\frac{1}{2} |\alpha_j|^2 - \frac{1}{2} \alpha_j^* \epsilon \alpha_j \tanh(r_j) \right) \frac{1}{\sqrt{\cosh(r_j)}} \times \sinh(2\epsilon \tanh(r_1)) \frac{2}{m!} H_n \left( \beta_1 e^{\alpha_1} \sinh(2r_1) \right) \]

In addition to misfit the probability of success is another figure of merit characterizing the performance of a conditional scheme. In the case of SPD it is defined as

\[
P = \text{Tr}(\hat{\rho}_3 | 1 \rangle \langle 1 |),
\]

where \( \hat{\rho}_3 \) is the density operator of the mode on which the measurement is performed. The two-mode output state after the beam splitter is the state \( |\psi_{\text{out}}\rangle_{34} \) not presented here explicitly. The parameter \( \delta \) defines the range in which the misfit parameter \( \varepsilon \) is assumed to be smaller than a prescribed value. As the misfit parameter changes with the measurement results within the measurement ranges, the accuracy of the preparation can be characterized by the average misfit defined as

\[
\varepsilon_{\text{avg}} = \sum_j \varepsilon_j \frac{P_j}{\sum_j P_j},
\]

where the misfits \( \varepsilon_j \) and the probabilities \( P_j \) are calculated for appropriately small subranges of the whole measurement range [16].

In the following we demonstrate through examples that the proposed scheme is capable of generating a wide variety of nonclassical states with high performance. Our examples include binomial states \( |p, M\rangle_{\text{B}} \) [17], negative binomial states \( |\eta, M, \varphi\rangle_{\text{NB}} \) [18], and amplitude squeezed states \( |\alpha_0, u, \delta\rangle_{\text{AS}} \) [19], having the following photon number expansions:

\[
|p, M\rangle_{\text{B}} = \sum_{n=0}^{M} \left( \frac{M}{n} \right) \left( \frac{1}{2} \right)^{n} \left( \frac{1}{2} \right)^{M-n} \left( \frac{1}{2} \right)^{M-n} |n\rangle |n\rangle,
\]

\[
|\eta, M, \varphi\rangle_{\text{NB}} = \sum_{n=0}^{\infty} \left( \frac{M}{n} \right) \left( \frac{1}{2} \right)^{n} \left( \frac{1}{2} \right)^{n} \left( \frac{1}{2} \right)^{n} |n\rangle |n\rangle,
\]

\[
|\alpha_0, u, \delta\rangle_{\text{AS}} = \sum_{n=0}^{\infty} \left( \frac{2\pi a_0^2}{2u^2} \right) \exp \left[ -\left( \frac{\delta - n}{2u} \right)^2 \right] |n\rangle.
\]

For \( 0 < p < 1 \) the binomial state is the superposition of the first \( M + 1 \) photon number states. Binomial states can be used e.g. for measuring the canonical phase of the quantum electromagnetic field states [20] or can be applied as optimal input states for communication purposes in a non-Gaussian quantum channel [21]. Negative binomial states reduce to the Susskind-Glogower phase states for \( M = 1 \) [18, 22]. Amplitude squeezed states contract into the coherent state \( |\alpha_0\rangle \) in the limit \( u \to \infty \), while in the opposite limit \( u \ll 1 \), an \( n \)-photon number state with \( n = \delta \) is achieved. Amplitude squeezed states are intelligent states of the Pegg-Barnett number-phase uncertainty relation and also of an alternative to this...
relation introduced as number-operator–annihilation operator uncertainty relation for a certain parameter range \[19, 23, 24\]. Hence, they can be used for testing various uncertainty relations experimentally \[23, 26\].

We also consider superpositions of photon number states with *ad hoc* coefficients and the special superposition

\[
|\psi(\zeta, \chi')\rangle_{RS} = \hat{S}(\zeta) \left( |0\rangle + \chi' \frac{3}{2\sqrt{2}} |1\rangle + \chi' \frac{\sqrt{3}}{2} |3\rangle \right)
\]  

referred to as resource states that can be used for realizing cubic nonlinear quantum gates essential for universal continuous-variable quantum computation in the optical setting \[27, 29\].

In order to generate a given target state, our task is to find the values of the variable parameters of the introduced scheme for which the misfit between the target and the generated states is minimal. We have used a genetic algorithm \[30\] to solve this optimization problem. We have imposed bounds on the variables so that their values are physically reasonable while the optimization problem is numerically stable and feasible. The applied ranges are \(0 \leq r_i \leq 1.7\), \(0 \leq \alpha_i \leq 4\), \(0.1 \leq T \leq 0.9\), \(0 \leq x \leq 4\), and all the phase angles \(\theta_i, \phi_i, \lambda\) are allowed to take any possible values between 0 and \(2\pi\). 

In Table \[I\] we present the result of the optimization for several examples of the considered nonclassical states for both versions of the scheme. In the table the range \(\delta\) of the homodyne measurement has been chosen to keep the average misfit \(\varepsilon_{\text{avg}}\) below \(10^{-2}\). We note that increasing the parameter \(\delta\) increases the success probability while the fidelity decreases.

The examples show that all the considered states can be generated with higher fidelities, that is, low misfits by the proposed conditional scheme. The achievable success probabilities of the generation are rather high compared to the ones that can be typically achieved in other quantum state engineering methods \[8, 9, 16\]. Binomial states and negative binomial states can be generated with similar fidelity by using either of the versions of the proposed scheme. In the case of amplitude squeezed states the scheme yields higher fidelity with HM for low squeezing \((u \gg 1)\) while with SPD for high squeezing \((u \lesssim 1)\), respectively. Resource states and other special photon number superpositions can be generated by the proposed scheme with higher fidelity by using SPD than by using HM. Generally, the states close to a Gaussian state can be generated by the scheme with HM, while the scheme containing SPD can be applied for the generation of states having a significantly non-Gaussian character. The results also show that several nonclassical states can be approximated by Gaussian states with high fidelity.

An interesting aspect of the proposed scheme is that some of the input parameters can be chosen freely in certain ranges without the significant deterioration of the fidelity. The number, type, and ranges of such parameters can differ for different target states. The number of the fixable parameters is obviously smaller for the scheme with SPD than for the one with HM due to the smaller number of adjustable parameters. In Table \[I\] we show some examples of states where four or five parameters of the input states are fixed for the scheme with HM and two for the one with SPD. This property is especially advantageous from an experimental point of view for it allows the generation of various states with high fidelity using the proposed scheme without relevant modification of the parametric setups generating the input states.

We note that most of the states presented in Table \[I\] contain higher photon-number states \((n > 5)\) with non-negligible coefficients in their photon number expansion, except for the *ad hoc* photon number state superpositions presented at the end of the table. Therefore these states

![Figure 2. Misfit as a function of (a) relative deviation of the parameters of the input states from their optimal value and (b) detector efficiency \(\eta\) for some target states. Binomial and negative binomial states are generated with the scheme containing HM while amplitude squeezed and resource states are generated with the scheme containing SPD.](image-url)
cannot be generated realistically by quantum state engineering methods based on repeated photon addition or subtraction. The considered states can also be generated with the quantum state engineering methods based on coherent-state superpositions presented in Ref. 10, with a significantly lower success probability though. It is important to remark that the method is suitable for generating many more states than the examples presented here. Of course in the case of certain states such as cat states for which specialized methods are also available, the general scheme may not outperform the special one.

Finally, we have considered the sensitivity of the method to the precision of the parameters of the input states and to the nonunit quantum efficiency of the measurements.
measurements for both versions of the scheme. The latter inefficiency can be represented by inserting an absorber in the signal beam path which in turn can be modeled by a fictitious beam splitter with the signal beam entering one port and the vacuum state entering the other [31–34]. The transmittance of the beam splitter must be chosen to be equal to the quantum efficiency η. Note that such a model can describe other optical losses, e.g., the absorption of the beam path, and in the case of HM various other imperfections [34].

Fig. 2 shows the change of the misfit as a function of (a) the relative shift of the parameters from their optimal value and (b) the detector efficiency η for different target states prepared with the two versions of the scheme. One can conclude that the sensitivity is moderate for both considered inefficiencies. Hence, the considered nonclassical states can be prepared with fidelities high enough for practical applications, even using input states generated with a precision available with current experimental technology and applying realistic measurement devices.

In conclusion, we have proposed a quantum state engineering scheme based on the interference of two separately prepared squeezed coherent states for the conditional generation of a large variety of nonclassical states. Our approach unifies the benefits of simple conditional preparation and general quantum engineering schemes. It contains a single measurement thereby maintaining a proper success probability. Furthermore, it supports a broad variety of target states via parameter optimization. It can thus provide high-fidelity experimental access to many states which have relevant applications in quantum optics and quantum information science and which cannot be efficiently generated otherwise.
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