Advanced Cognitive Algorithm for Biomedical Data Processing: COVID-19 Pattern Recognition as a Case Study
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Automated disease prediction has now become a key concern in medical research due to exponential population growth. The automated disease identification framework aids physicians in diagnosing disease, which delivers accurate disease prediction that provides rapid outcomes and decreases the mortality rate. The spread of Coronavirus disease 2019 (COVID-19) has a significant effect on public health and the everyday lives of individuals currently residing in more than 100 nations. Despite effective attempts to reach an appropriate trend to forecast COVID-19, the origin and mutation of the virus is a crucial obstacle in the diagnosis of the detected cases. Even so, the development of a model to forecast COVID-19 from chest X-ray (CXR) and computerized tomography (CT) images with the correct decision is critical to assist with intelligent detection. In this paper, a proposed hybrid model of the artificial neural network (ANN) with parameters optimization by the butterfly optimization algorithm has been introduced. The proposed model was compared with the pretrained AlexNet, GoogLeNet, and the SVM to identify the publicly accessible COVID-19 chest X-ray and CT images. There were six datasets for the examinations: three datasets with X-ray pictures and three with CT images. The experimental results approved the superiority of the proposed model for cognitive COVID-19 pattern recognition with average accuracy 90.48, 81.09, 86.76, and 84.97% for the proposed model, support vector machine (SVM), AlexNet, and GoogLeNet, respectively.

1. Introduction

The first infections of coronavirus disease in December 2019 (COVID-19) were recorded in a significant city in China called Wuhan. COVID-19 originates from the SARS-CoV-2 virus and is now mono of the main issues in the world. Thousands of deaths and confirmed cases worldwide are outlined from COVID-19. The high number of infections is indicative of the rapid spread between people population. The signs of COVID-19 familiar to date involve high temperature, sore throat, cough, migraine, vomiting, muscle aches, and other symptoms. Another critical factor is the early diagnosis of COVID-19 can be mirrored in early remedy. This pandemic does not only affect the countries health, but the effects of COVID-19 are also significant (e.g., economic and psychic) [1]. So, COVID-19 is an epidemic with a wide range of threats that should be subtended. Based on the above facts, artificial intelligence models are needed to allow the recognition of this deadly virus in the reasonable time.

On the other side, the utilization of medical photographs to detect diseases has expanded in recent years. To identify infection caused by disease, various machine vision, and image recognition techniques provide accurate and rapid results. The findings, however, must be checked by a specialist. In this manner, medical image recognition techniques can be applied as an initial diagnostic tool that hints about a potential illness.

Artificial Intelligence (AI), with countless promising reports, has been widely used in our daily operations for managing the COVID-19 epidemic. AI approaches, including deep learning, have been applied for medical
imaging to manipulate and analyze data to help clinicians and radiologists for enhancing diagnostic efficiency. Similarly, a host of research based on the automated identification of COVID-19 using deep learning algorithms have been applied [2]. AI approaches could also show their high efficiency in encouraging administrators to make smarter decisions on controlling viruses when thousands of health data are gathered by exchanging data between and across innovative countries using the recommended standards [3].

A variety of experiments have been presented to categorize COVID-19 from CT scan or X-ray images using various methodologies, such as ResNet-50, CNNs with Support Vector Machine (SVM), AlexNet, SqueezeNet, DenseNet201, VGG19, DRE-Net, and GoogLeNet. In common, it is often popular to extract various features from images and construct a collection containing details about the extracted features.

The significant contributions of this paper are summarized into three folds. In the first fold, an examination of the state-of-the-art solutions of artificial intelligence to tackle COVID-19 has been presented. As, this study introduces a systematic analysis for the most recent trials on COVID-19 using machine learning and deep learning methods; the used datasets, the tasks, and the outcomes of these trials are listed. Second, a comparative study for two pretrained models of the Convolutional Neural Network (CNN), namely, AlexNet, GoogLeNet, and Support Vector Machine (SVM) has been discussed. Also, the suggested approach is presented based on two categories of medical images: computerized tomography (CT) scanning and X-ray images. Third, a model based on the artificial neural network and the butterfly optimization algorithm for parameter adaption has been proposed.

We have used six datasets on multifaceted images of X-rays and CT scans. The utilized datasets have been used to evaluate the efficiency of the proposed model compared to the AlexNet, GoogLeNet, and the SVM models. Following comprehensive studies for both datasets of X-rays and CT scans, the proposed model has proved a highly accurate COVID-19 diagnosis. The main contributions of the current study can be summarized as follows to combat COVID-19:

(i) A review of the state-of-the-art AI solutions.
(ii) Evaluating different AI models for the COVID-19.
(iii) Designing a model for detection and prediction of COVID-19.
(iv) Using six datasets that contained three for the X-ray images and three for the CT images for practical examinations.
(v) Implementing AlexNet and GoogLeNet models as a pretrained CNN network with the SVM model for the selected datasets.
(vi) Developing a hybrid model for COVID-19 prediction.
(vii) Applying the Friedman test for comparing the proposed models and the different datasets.

The rest of the paper is organized as follows: Section 2 introduces the most recent related works. Section 3 explains the proposed COVID-19 detection model in detail, and Section 4 illustrates the experimental results and comparisons. Finally, the conclusions and future work are discussed in Section 5.

2. Literature Review

With the aid of clinical evidence and chest CT imaging, artificial intelligence (AI) methods could be applied to test the potential risks of critical cases of COVID-19. Table 1 shows the significant role of technologies that are commonly associated with AI, such as machine learning (ML), deep learning (DL), and neural networks (NN) for COVID-19 detection and diagnosis, classification, and differentiation of this epidemic from other illnesses. DL approaches, including the Convolutional Neural Network (CNN), are recommended to be the appropriate means of achieving the desired targets, especially for COVID-19 prediction and treatments.

The next section discusses the proposed approach using three standard models with the hybrid ANNBOA model for COVID-19 prediction.

3. Proposed COVID-19 Prediction Model

The deep learning approaches have introduced many models in the last two years. In this section, a proposed hybrid model of the butterfly optimization algorithm with the artificial neural network (ANN) is introduced. The proposed model is compared with the pretrained AlexNet, GoogLeNet, and the SVM for diagnosing COVID-19 cases.

There are many advanced improvements for the SVM as in [22–24], but we recommended the standard method for the SVM to show the enhancements of the novel model of the deep learning approaches. Figure 1 shows the proposed framework for evaluating the ANNBOA, AlexNet, GoogLeNet, and the SVM models for COVID-19 prediction.

The proposed approach can be arranged as follows:

(1) Collecting the data using (CT, and X-ray) images.
(2) Processing data as resize images, remove noise, normalization, and others.
(3) Applying feature extraction using AlexNet, and GoogLeNet models.
(4) Classifying the output using the SVM classifier.
(5) Developing a hybrid model (BOA + NN).
(6) Comparing the hybrid model with the pretrained AlexNet, GoogLeNet, and the SVM.
(7) Evaluation and prediction the disease

The proposed approach composed of three layers. The first layer is the dataset collection from different sources of available publicity. The datasets are two categories of the medical images, the X-ray and the CT-scan images.

Datasets considered the essential factor for good training since CNN can learn how to extract significant features from
| Author                      | Images type                        | AI methods                                           | Task                                           | Results                                      |
|-----------------------------|------------------------------------|-----------------------------------------------------|-----------------------------------------------|----------------------------------------------|
| Nayak et al. [5]            | Chest X-ray (CXR) images           | AlexNet, GoogLeNet, MobileNet-V2, SqueezeNet, VGG-16, ResNet-50, ResNet-34, and Inception-V3 | Classification of COVID-19 from normal cases | Accuracy of ResNet-34 is 98.33%              |
| Shorfuzzaman and Hussain [6]| CXR images                         | VGG-16 network                                      | Classification of COVID-19 cases              | Accuracy is 95.6% and AUC is 0.97            |
| Linda [7]                   | CXR images                         | A deep CNN, namely, COVID-Net                       | Detection of COVID-19 cases                  | Accuracy is 92.4%                           |
| Rahman et al. [8]           | CXR images                         | Novel U-Net model                                   | Automatic detection of COVID-19              | Accuracy is 95.11%                          |
| Jin et al. [9]              | CT images                          | 2D deep CNN                                         | Rapid COVID-19 detection                    | Accuracy is 94.98% and AUC is 97.91%        |
| Narin et al. [10]           | CXR images                         | Pretrained ResNet-50                                | Detection of coronavirus pneumonia-infected patient | Accuracy is 98%                            |
| Chowdhury et al. [11]       | CXR images                         | AlexNet, ResNet-18, DenseNet-201, and SqueezeNet    | Automatic detection of COVID-19 pneumonia    | Accuracy is 98%                             |
| Maghdid et al. [12]         | CXR images and CT images           | A new CNN and pretrained AlexNet with transfer learning | Effective COVID-19 detection technique       | Accuracy is 98% on X-ray images and 94.1% on CT images |
| Gour and Jain [13]          | CXR images                         | Multiple CNN models                                 | Classification CT samples with COVID-19, influenza viral pneumonia, and no infection. | Accuracy is 96%, sensitivity is 98.2% and specificity is 92.2% |
| Kang et al. [14]            | CT images                          | KNN as well as NB                                   | Automatic analysis pipeline for COVID-19     | Accuracy 95%, sensitivity 93.2%, specificity 96.6% |
| Khanday et al. [15]         | Clinical data                      | Multinomial naive bayes and logistic regression     | Identifying pandemic with clinical text information | Accuracy is 96.2%                           |
| Sethy et al. [16]           | CXR images                         | CNNs with the help of support vector machine (SVM) | Detecting the COVID-19 disease              | Accuracy is 95.38%                          |
| Alakus and Turkoglu [17]    | CXR images                         | CNN based LSTM, CNN-RNN                             | Analyzing the COVID-19                      | Accuracy 86.66%, precision 86.75%, recall 99.42% |
| Rasheed et al. [18]         | CXR images                         | CNN and logistic regression                         | Diagnosis of COVID-19                       | Accuracy is 97.6 for CNN and 100% for LR    |
| Gao et al. [19]             | CT images                          | Dual-branch combination network (DCN)               | Accurate diagnosis and lesion segmentation of COVID-19 | Accuracy is 96.74% on the internal dataset and 92.87% on the external dataset |
| Goel et al. [20]            | CXR images                         | Optimized convolutional neural network (OptCoNet)   | Automatic diagnosis of COVID-19              | Accuracy is 97.78%                          |
| Nour et al. [21]            | CXR images                         | SVM                                                 | Detection of COVID-19 infection             | Accuracy 98.97% sensitivity 89.39% specificity 99.75% |
the image and SVM classifier for detection of COVID-19 from these images. The main problem in dataset is the small number of available images about COVID-19 cases nowadays.

The quality of the developed system improves through an effective training process. The trained algorithms are confirmed by three-fold portioning of data (training-testing-validation). The training and testing process in the second layer are the most critical factor in the success of machine learning function. Validation is used to evaluate the performance and maintain the best-trained model for different hyperparameters combinations (e.g., number of iterations, the architecture, and allowable error). A final, unbiased evaluation will be performed on the test set after creating a final model based on training and validation test sets. In this paper, data are divided into training, testing, and validation by a ratio of 5:1:1, respectively.

By comparing the activated areas of the convolutional layers with the corresponding regions of the original images, the deep layer features of an image were examined. The activation map can have different values and was thus normalized from 0 to 1. In comparison with the original images, the strongest activation channels from COVID-19 and regular X-ray and CT images were determined. In their first convolutional layer, convoluted neural networks detect features such as color and edges. The network can see more complicated functions in deeper convolutional layers. Later, layers create their characteristics by combining features of older layers. COVID-19 could be challenging to distinguish from the original images of various groups of research. However, the deep layer features best explain the reason for the crash or success of a deep learning network in a demanding decision. The third layer is the output layer with the model assessment and non-infection prediction of COVID-19 from infection. Five performance measurements, such as accuracy, sensitivity or recall, specificity, accuracy, and F1 score, assessed the performances of various networks. The proposed model could recognize the X-ray and CT images of COVID-19 from the different datasets, as they present a visual explanation of the CNN and SVM prediction and emphasizes the infected regions, and compare with the proposed hybrid model (BOA+NN) that contribute more to the classification. The proposed ANNBOA model is shown in Figure 2.

As one of the most resilient and effective machine learning approaches, neural networks (NNs) have been widely utilized to solve a variety of issues. However, selecting appropriate parameters (for example, weights) has a major impact on the accuracy of these approaches. As a result, several studies have been conducted to enhance the NN parameters. The training process of artificial neural networks, which is primarily focused on selecting the optimum combination of biases and weights, is one of the most challenging issues in machine learning. Gradient descent techniques are the most widely used training algorithms. They are, nevertheless, vulnerable to local optima and sluggish convergence in training.

The butterfly optimization algorithm (BOA) [25] is a new metaheuristic method that was recently suggested. Its idea comes from the natural food-seeking activity of butterflies. Furthermore, it has been demonstrated that BOA can tackle a wide range of optimization issues and achieving global optimal solutions. A novel classification technique based on the integration of artificial neural networks and the BOA algorithm is presented in this study.
The goal of the backpropagation algorithm (BP) is to improve network parameters by reducing the least square error between actual and calculated output. This section describes the BOA-BP classification technique for training the BP neural network using the BOA. The parameters for the BOA are \( c = 0.01, a \rightarrow [0.1, 0.3], p = 0.5 \).

We execute 30 separate training and test runs to achieve significant statistical findings. We used the min-max scaling normalization approach to normalize all of the characteristicsofeachdataset into the \([0,1]\) interval, as shown in the following equation:

\[
k'_i = \frac{k_i - \min_k}{\max_k - \min_k}.
\]

This procedure of normalization is essential before training since it eliminates the influence of one feature having a value in a wider range over another. The pseudocode of butterfly optimization algorithm is shown in Algorithm 1.

Although the suggested strategy has been mainly created for COVID-19 related tasks, it can apply in other medical imaging examinations. Input images are often resized for the convolution network models to maintain network architecture compatibility. The pseudocode of the utilized AlexNet and GoogLeNet models is shown in Algorithm 2.

The total count of the utilized images is 18096 X-ray images, 7406 for COVID-19 cases, and 10690 for normal patients. Also, there are 10977 CT images, 6877 for COVID-19 cases, and 4100 for normal patients. The description of the dataset portioning after removing noisy images is shown in Table 3.

4. Results and Discussion

In this paper, we attempt to find an SVM, transfer learning and the proposed ANNBOA so that the computers can self-detect if a particular patient is a COVID-19 using CT or X-ray pictures. Softmax was used to classify the fully connected layer with the SVM classifier in the three standard models. The entire experimentation was performed in the 64-bit Windows 10 Pro operating system, Intel(R) 16 GB RAM Core(TM) i7-8550U CPU@ 1.80GHZ 1.99 GHz processor. Each algorithm is used with MATLAB (2018a).

4.1. Dataset Description. In this paper, six datasets are used; three for X-ray and three for CT images. Table 2 gives a brief explanation of the employed datasets.

The total count of the utilized images is 18096 X-ray images, 7406 for COVID-19 cases, and 10690 for normal patients. Also, there are 10977 CT images, 6877 for COVID-19 cases, and 4100 for normal patients. The description of the dataset portioning after removing noisy images is shown in Table 3.
To evaluate the proposed model, five measures are utilized as follows: accuracy, sensitivity, specificity, precision, and F1 score.

Figures 5 and 6 show the comparison among the different classifiers (SVM, AlexNet, GoogLeNet, and ANN-BOA) for the X-ray dataset and CT-scan dataset.

Table 4 shows that all the pretrained models evaluated are successful in classifying COVID-19. SVM, AlexNet, GoogLeNet, and ANN-BOA are involved in ranking images among networks trained in different X-ray and CT datasets in the problem of two classes. Figure 7 shows the mean of performance measurements for the proposed techniques.

**Algorithm 1:** The butterfly optimization algorithm (BOA).

**Algorithm 2:** The AlexNet and GoogLeNet models.

To evaluate the proposed model, five measures are utilized as follows: accuracy, sensitivity, specificity, precision, and F1 score.

Figures 5 and 6 show the comparison among the different classifiers (SVM, AlexNet, GoogLeNet, and ANN-BOA) for the X-ray dataset and CT-scan dataset.

Table 4 shows that all the pretrained models evaluated are successful in classifying COVID-19. SVM, AlexNet, GoogLeNet, and ANN-BOA are involved in ranking images among networks trained in different X-ray and CT datasets in the problem of two classes. Figure 7 shows the mean of performance measurements for the proposed techniques.
The results show the superiority of the proposed model (ANNBOA) with average accuracy 90.48%.

4.3. Results Discussion. This paper uses deep learning technologies for creating a classification network to distinguish COVID-19 from non-COVID-19 cases. As far as the network structure is concerned, AlexNet, GoogLeNet, and BOA with NN are used to extract features. The experiment showed that COVID-19 cases could be more distinguishable from others by the proposed mechanism. It is noted that from Figure 7 that the BOA with NN achieves the highest results using performance measurements (Accuracy, Sensitivity, Specificity, Precision, and F1-Score). A hypothesis test, called related-samples Friedman’s two-way analysis of variance by ranks, is used to compare between proposed techniques in this paper. The null hypothesis is “the distribution of SVM, AlexNet, GoogLeNet, and BOA are the same.” If asymptotic significance is less than the significance level is $\alpha = 0.05$, then the decision is rejecting the null hypothesis. As shown in Table 5, Asymp sig. < 0.05, so we reject the null-hypothesis with the mean that there are statistically significant differences between 4 techniques with strong effect according to ES (Effect Size) which is used to detect impact of techniques using the following equation:

$$ES = \frac{\chi^2_{\text{Friedman}}}{k(N-1)}$$

where $k$ = # measurements, and $N$ = # techniques.
Figure 4: Samples from training and validation of GoogLeNet.

Figure 5: Comparison among the three classifiers for the X-ray images.

Figure 6: Comparison among the three classifiers for the CT-scan.
The value of ES is compared to the standard values to check the strength of ES. In our case, ES = 0.808 that is between .70 and .90 with strong effects.

Wilcoxon Signed Ranks Test is used to list these statistically significant differences. Table 6 shows Wilcoxon Signed Ranks test between the proposed techniques. It is noted that there is significant difference between AlexNet and GoogLeNet in favor of AlexNet. Also, there are significant differences between BOA+NN and SVM, AlexNet, GoogLeNet in favor of the BOA+NN technique. So, BOA+NN is the best technique.

The correlations between the BOA+NN and the other techniques, where there are significant differences, are calculated using Spearman’s correlation in Table 7.

Figure 8 shows strong positive correlation ($r = 0.9$) between BOA+NN, and SVM as $P (0.037) < 0.05$ in the presence of the five measurement. We conclude from the previous results that BOA+NN technique is correlated with

| Dataset | Model  | Accuracy | Sensitivity | Specificity | Precision | F1-score |
|---------|--------|----------|-------------|-------------|-----------|----------|
| DS_1    | SVM    | 99.23    | 99.23       | 99.23       | 99.23     | 99.23    |
| DS_2    | SVM    | 83.83    | 79.44       | 88.11       | 86.67     | 82.90    |
| DS_3    | SVM    | 98.94    | 98.95       | 98.94       | 98.21     | 98.57    |
| DS_4    | SVM    | 61.11    | 100         | 22.22       | 56.25     | 72       |
| DS_5    | SVM    | 88.82    | 92          | 86.50       | 83.31     | 87.44    |
| DS_6    | SVM    | 63.94    | 62.24       | 67.47       | 79.83     | 69.95    |
| DS_7    | SVM    | 100      | 100         | 100         | 100       | 100      |
| DS_8    | SVM    | 88.21    | 85.56       | 90.81       | 90.06     | 87.75    |
| DS_9    | SVM    | 99       | 98.50       | 99.29       | 98.79     | 98.64    |
| DS_10   | SVM    | 80.56    | 88.89       | 72.22       | 76.19     | 82.05    |
| DS_11   | SVM    | 89.12    | 90.43       | 88.15       | 84.83     | 87.54    |
| DS_12   | SVM    | 51.08    | 45.49       | 62.67       | 71.60     | 55.63    |
| DS_13   | SVM    | 100      | 100         | 100         | 100       | 100      |
| DS_14   | SVM    | 82.47    | 79.44       | 85.41       | 84.12     | 81.71    |
| DS_15   | SVM    | 99.67    | 99.55       | 99.73       | 99.55     | 99.55    |
| DS_16   | SVM    | 87.5     | 97.22       | 77.77       | 81.40     | 88.60    |
| DS_17   | SVM    | 91.54    | 92.35       | 90.93       | 88.58     | 90.42    |
| DS_18   | SVM    | 70.46    | 69.37       | 71.89       | 76.39     | 72.71    |
| DS_19   | SVM    | 100.00   | 100.00      | 100.00      | 100.00    | 100.00   |
| DS_20   | SVM    | 89.86    | 89.82       | 89.90       | 88.24     | 89.02    |
| DS_21   | SVM    | 99.72    | 99.70       | 99.73       | 99.55     | 99.62    |
| DS_22   | SVM    | 91.30    | 97.22       | 84.85       | 87.50     | 92.11    |

Figure 7: Mean of performance measurements for the proposed techniques.
SVM classifiers (positive correlation) to detect disease by high-performance measurements. There are some restrictions in this study; the first thing to do is combine the patient’s contact history, travel history, initial symptoms, and laboratory examination with a clinical diagnosis of COVID-19. Second, this study limited the number of model samples. To improve accuracy in the future, the number of training and test samples in the utilized datasets must be extended.

5. Conclusion and Future Work

Coronavirus (COVID-19) recently became one of the world’s worst and most acute diseases. Therefore, an automated pattern detection system should be used as the fastest possible diagnostic method to prevent the spread of COVID-19. This paper introduced a new approach for automatically screening CT and X-ray images of COVID-19 using deep learning technologies. Models can be classifying different cases for the COVID-19 and non-COVID-19 with the high accuracy among the GoogLeNet, AlexNet, and proposed BOA + NN models in some comparative data sets so that a promising additional diagnostic tool for frontline clinical doctors may be the proposed approach. The findings revealed the dominance of BOA with NN to attain the highest accuracy of all X-ray images. In contrast, in CT images, AlexNet accomplished the highest accuracy in two datasets and GoogLeNet, in one dataset.

In future, we aim to apply different machine learning and deep learning models together with providing strategies to select the most important features using metaheuristic algorithms.
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COVID-19: Coronavirus disease 2019
CXR: Chest X-ray
CT: Computerized tomography
CNN: Convolutional neural network
SVM: Support vector machine
ML: Machine learning
DL: Deep learning
ANN: Artificial neural network
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