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Abstract—To reduce doctors’ workload, deep-learning-based automatic medical report generation has recently attracted more and more research efforts, where deep convolutional neural networks (CNNs) are employed to encode the input images, and recurrent neural networks (RNNs) are used to decode the visual features into medical reports automatically. However, these state-of-the-art methods mainly suffer from three shortcomings: 1) incomprehensive optimization; 2) low-order and unidimensional attention; and 3) repeated generation. In this article, we propose a hybrid reinforced medical report generation method with m-linear attention and repetition penalty mechanism (HReMRG-MR) to overcome these problems. Specifically, a hybrid reward with different weights is employed to remedy the limitations of single-metric-based rewards, and a local optimal weight search algorithm is proposed to significantly reduce the complexity of searching the weights of the rewards from exponential to linear. Furthermore, we use m-linear attention modules to learn multidimensional high-order feature interactions and to achieve multimodal reasoning, while a new repetition penalty is employed to remedy the shortcomings of single-metric-based rewards, and a local optimal weight search algorithm is proposed to significantly reduce the complexity of searching the weights of the rewards from exponential to linear. The effectiveness and necessity of all components in HReMRG-MR are also proved by ablation studies. Additional experiments are further conducted and the results demonstrate that our proposed local optimal weight search algorithm can significantly reduce the search time while maintaining superior medical report generation performances.

Index Terms—Attention mechanism, hybrid reward, medical report generation, reinforcement learning (RL).

I. INTRODUCTION

R ECENT years, medical imaging has become the most commonly used medical examination method in disease diagnosis. It produces reports that are paragraph-based documents issued by radiologists after examinations. These reports describe the important medical findings observed on the corresponding medical images and emphasize the abnormalities, along with the sizes and locations of detected lesions. However, due to the increasing number of patients and the shortage of experienced radiologists, a radiologist may have to conduct dozens or sometimes even hundreds of medical imaging examinations and then write the same number of reports every day, which makes the radiologists overloaded and may lead to increasing misdiagnosis. Therefore, there is a compelling demand to find promising methods to generate medical reports automatically.

Existing deep-learning-based medical report generation methods mainly adopt the encoder–decoder architecture [1], [2], [3] where deep convolutional neural networks (CNNs) encode the input medical images, and then recurrent neural networks (RNNs), e.g., long short-term memory (LSTM), as decoder generate medical reports automatically. However, such encoder–decoder models inevitably suffer from the problem of sentence coherence: Cross-entropy is widely used in these methods for optimization, however, it only focuses on word-level errors but ignores the interword connections; since the generated reports consist of long sentences, the coherence of their resulting sentences is usually not satisfactory. Some recent researches [4] have proved that reinforcement learning (RL) can overcome this problem and improve the performances of sequence-to-sequence models (such as LSTM), so RL is used in many recent works to enhance the presentation of the generated medical reports [5], [6].
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Despite achieving some improvements, the existing RL methods still suffer from the following three problems.

1) **Incomprehensive Optimization Goals**: Medical report generation is a cross-modal long text generation task, so multiple metrics are needed to evaluate the quality of the generated report comprehensively. So when adopting evaluation metrics as the rewards of RL to optimize the model, simply using one or two metrics (as the existing works [5], [6] that use CIDEr only) is not enough to optimize the model comprehensively; and studies in the existing RL-based dialogue generation work [7] also show that adding more semantic-related rewards will enhance the model’s textual generation capability.

2) **Low-Order and Unidimensional Attention**: The organs and tissues in medical images usually have similar characteristics and complex shape changes; however, the medical images in the report generation dataset are usually unlabeled (i.e., without annotations for the potential diseases or lesion areas), making the model difficult to identify suspicious areas and also difficult to match the textual description in the report with the corresponding region in the image. Therefore, the medical report generation models need to be able to not only extract the key regions in the images but also associate them with the corresponding semantic features of the textual descriptions. Although the existing works usually use attention mechanisms to meet these requirements, they only adopt the single low-level visual and/or semantic attention, which, however, cannot exploit channelwise information and high-order feature interactions of medical images and texts to obtain a fine-grained visual and semantic information; therefore, the existing attention mechanisms fail to catch high-order and multimodal information [2], [3], and thus cannot be adapted to the complex multimodal task of medical report generation.

3) **Repeated Generation**: Different from the image captioning [8] or video captioning [9] tasks which usually aim to generate only a short sentence for a given natural image or video frame, the medical report generation task has to generate a paragraph with tens or even hundreds of words, making it a more difficult generation task and more feasible to generate repeated phrases, which thus weakens the coherence and readability of the generated medical reports. Also, as the amount of normal findings is usually much higher than that of abnormal findings in clinical practices, the learned model will tend to generate repeated normal descriptions, which thus reduces the generation accuracy of abnormal findings. Although Melas-Kyriazi et al. [10] also identifies this problem and introduces a penalty weight on the generated words, it is simply an artificially preset hyperparameter that requires carefully manual design and cannot automatically adapt to the data changes, making it hard to assure the correctness and robustness of the penalty in clinical practices.

In this article, to overcome the above problems, we propose a **Hybrid Reinforced Medical Report Generation** method with M-linear attention and Repetition penalty mechanisms (abbreviated as HReMRG-MR). Compared to the existing medical report generation works, the proposed HReMRG-MR consists of three improvements.

First, there exist two technical difficulties in solving the problem of incomprehensive optimization goals: 1) how to introduce a hybrid reward that can use all the existing evaluation metrics to adaptively optimize the RL processes according to the different importance of these metrics and 2) how to search the importance weights of these evaluation metrics in a reasonable time. To deal with these technical difficulties, we first propose a hybrid reinforced medical report generation method, HReMRG, where a weighted hybrid reward is used. Specifically, the hybrid reward consists of all seven metrics that are widely used in the existing works to evaluate the quality of the generated reports, making it capable of achieving comprehensive optimization goals. Also, since the evaluation metrics have different importance for the final generated report, an important weight is assigned to each metric, resulting in a weighted hybrid reward. However, the complexity of finding the optimal weights using grid search is exponential and unacceptable for practical usage, so we further propose a new local optimal weight search algorithm based on a greedy algorithm to approximate the optimal weights in linear complexity. Consequently, compared to the existing RL-based medical report generation works [5], [6], the proposed HReMRG can efficiently optimize the RL process more comprehensively, resulting in much higher quality medical reports in all evaluation aspects.

Second, the technical difficulty in solving the low-order and unidimensional attention problem is how to further propose a high-order multidimensional attention mechanism to extract the features of the key areas of the image and align them with the descriptions to improve the model’s ability to learn the features of both images and texts. To deal with this technical difficulty, in this work, we propose a novel m-linear attention module, which contains a set of m-linear attention blocks based on bilinear pooling and stacking architectures. Specifically, comparing to the cross-modality attention [11] and multihead attention [12] that are proposed in the existing image captioning tasks to better align the visual and semantic features, and the attention layers [13] and adaptive distilling attention [14] in the existing medical report generation works that are used to jointly attend information from images and texts, the proposed m-linear attention module has the following advantages: 1) it takes into account not only the spatial but also the channelwise interactions of the features to achieve multidimensional attention processing; 2) to capture the high-order feature interactions, we stack four m-linear attention blocks in each attention module, where the output features of the previous block are used as the inputs of the following block, making the resulting m-linear attention module capable of learning high-order feature interactions (since each m-linear attention block is second-ordered, the resulting module can actually learn eighth-order feature interactions); and 3) besides integrating the m-linear modules into the encoder to learn intramodal features, they are also incorporated into the decoder to learn intermodal dependencies between text and images (i.e., associating the visual features with the corresponding semantic features) to achieve multimodal high-order multidimensional attention. Consequently, the proposed m-learning attention mechanism is capable of overcoming the problem of low-order and unidimensional attention and helping the model generate more accurate medical reports.

Third, the technical difficulty in solving the repeated generation problem is how to propose a new word generation penalty that can automatically adapt to the data changes to ensure its correctness and robustness in practical usage. Consequently, in this work, we propose a new repetition penalty that adap-
tively suppresses the probability of generating the words with different strengths, i.e., the log-probability of the output word is iteratively updated by subtracting a value proportional to the number of times the word has been generated. Although some existing medical report generation works [15], [16] have utilized topic representation or relational memory network to improve coherence, they are not specifically designed to resolve the repeated generation problem so can not overcome this problem satisfactorily. Furthermore, compared to using preset penalty weight as in [10], the proposed adaptive repetition penalty can dynamically adjust the weight according to the change in the number of word repetitions, so it can provide a penalty more accurately to generate more readable and coherent reports.

Overall, the contributions of this article are as follows.

1) We identify three problems of the existing RL-based medical report generation methods and propose an HReMRG-MR to overcome these problems and generate more accurate and readable medical reports.

2) The improvements in the proposed HReMRG-MR are threefold: a) to overcome the weakness of incomprehensive optimization goals, we first propose a hybrid reward with different weights to help measure the quality of the generated report more comprehensively, and a local optimal weight search algorithm is proposed to greatly reduce the rewards’ weight searching complexity from exponential to linear; b) then, m-linear attention modules are proposed to help the model learn multidimensional high-order feature interactions and also achieve multimodal reasoning, which thus remedies the low-order and unidimensional attention problem; and c) finally, an adaptive repetition penalty is proposed to apply penalties to repeated terms adaptively during the model’s training process, which thus enhances the coherence and readability of generated reports and is robust in practical usage.

3) Extensive experiments have been conducted on two publicly available medical image report benchmark datasets. The experimental results show that our proposed HReMRG-MR model greatly outperforms the state-of-the-art baselines in terms of all metrics. We have also conducted ablation studies to prove that both the m-linear attention and the repetition penalty mechanism are effective and essential for the model to achieve superior performances. Additional experiments are further conducted to demonstrate that our proposed local optimal weight search algorithm can significantly reduce the search time while maintaining superior medical report generation performances. Furthermore, we also compare the performances of m-linear attention with those of the state-of-the-art attention solutions to show its superiority.

II. RELATED WORKS

With rapid advances in RL, recent automatic medical report generation works have used RL techniques to boost their performances [5], [6], [17], [18]. Specifically, by identifying that descriptions of normal organs in medical reports are highly similar, Li et al. [17] designs some templates for common descriptions and proposes a hybrid retrieval-based model using RL to determine the ways of generating sentences (via template retrieval or LSTMs). Then, to optimize the nondifferentiable and sequence-based test metrics directly, Xiong et al. [5] and Liu et al. [6] adopt RL to directly optimize the score of CIDEr. Besides of optimizing the natural language metrics, Liu et al. [6] additionally focused on improving the clinical accuracy of medical reports. A self-critical sequence training (SCST) method is adopted by most of these methods [5], [6], [17], [18] for RL; SCST is an advanced reinforced algorithm that utilizes the output of its own testing inference algorithm to normalize the rewards and tackle the high variance problem of other reinforced algorithms during training [19]. Although SCST has achieved great success in the area of image captioning, its generation capability is still unsatisfactory for the medical report generation, where SCST tends to generate repeated phrases in such a paragraph-based long texts’ generation process, i.e., the repeated generation problem. To alleviate this problem, Melas-Kyriazi et al. [10] introduces a penalty weight on the generated words to reduce the occurrence of recurring terms; however, this penalty weight is simply an artificially preset hyperparameter that requires carefully manual design and cannot automatically adapt to the data changes, making it hard to assure the correctness and robustness of the penalty in clinical practices. Compared to the existing RL-based methods, our proposed HReMRG-MR has three advantages: 1) it proposes a novel weighted hybrid reward to utilize all the existing evaluation metrics to adaptively optimize the RL processes according to the different importance of these metrics, where an efficient weight search algorithm is also developed to ensure the weight searching is tractable; 2) an adaptive repetition penalty is proposed to apply penalties to repeated terms adaptively during the model’s training process, which thus enhances the coherence and readability of the generated reports and is robust in practical usage; and 3) m-linear attention blocks are also employed in HReMRG-MR to enhance the model’s capability in learning the multidimensional high-order feature interactions and also achieve multimodal reasoning.

Motivated by the recent success of using attention mechanisms in artificial medical image analysis [20], recent medical report generation works have started to explore more interactions between images and sentences via attention mechanisms [1], [2], [3], [16], [21], [22]. The classic image captioning model [22] adopts conventional attention to calculate the contribution of regional features to the generated text. To apply attention to both visual and semantic features simultaneously, Jing et al. [2] proposes a coattention mechanism that builds attention distributions separately for visual and semantic domains, but it ignores to consider the multimodal interactions, resulting in bad contextual coherence, i.e., the report is feasible for using repeated words. To guarantee the coherence among sentences, Xue et al. [3] develops a sentence-level attention mechanism to explore multimodal interactions, which compute the attention distribution over visual regions according to sentence-level semantic features; by generating the report sentence by sentence, and generating the long paragraphs in a circular manner, the semantic coherence is well improved in [3]. However, all these attention methods solely explore first-order feature interactions, ignoring higher-order features that are important for guiding medical image understanding and report generation. Therefore, Pan et al. [23] proposes x-linear attention to overcome this problem, where a bilinear attention block is developed to learn the second-order features interactions. Different from the above attention methods, our proposed m-linear attention has the following advantages: 1) it can achieve multidimensional attention by...
capturing both spatial and channelwise feature interactions; 2) it stacks multiple second-order attention blocks to achieve higher-order attention operations and learn higher order feature interactions; and 3) it can learn both intramodal and intermodal dependencies. Consequently, the proposed m-linear attention mechanism is capable of overcoming the low-order and unidimensional attention problem in the existing attention methods and achieving better report generation performances. Additional experiments are conducted to prove the superiority of the proposed m-linear attention by comparing it with the state-of-the-art attention methods [19], [23], [24].

III. METHODOLOGY

We propose an HReMRG-MR. Intuitively, we believe that the use of a hybrid weighted reward will fill up the gap of a single CIDEr-based reward, thus generating more readable reports and making the evaluated performance more balanced. Besides, we believe that the use of high-order feature interactions will strengthen the model’s capacity in single- and multimodal reasoning, which will enhance the model’s performance in terms of the accuracy of the generated reports. Moreover, applying penalties on the repetition terms will produce much more diverse sentences and help increase the coherence and readability of the generated diagnosis reports.

Specifically, as shown in Fig. 1, images of both frontal and lateral (LL) views are encoded through a pretrained ResNet-101 [25] network and concatenated for visual feature extraction. After that, to localize prominent abnormalities of chest X-rays (CXRs) and attach the right descriptions to them, we embed them and put them into blocks similar to a Transformer encoder named m-linear encoder block recursively. Taking the global visual features extracted from medical images $f_{\text{global}}$ as input query $Q$ and the regional features $f$ as input value $V$ and key $K$. A stack of m-linear encoder blocks is used to calculate the outer product between two feature vectors and enable channelwise attention through the squeeze-excitation operation. As such, high-order intramodal feature interactions are explored during the encoder procedure.

After that, the embedded attended features from all the above layers $f$ are combined and sent into LSTMs during the decoder procedure. The output hidden state $h_t$ of the LSTMs together with the final attended visual feature $g^{(n+1)}$ are then sent into an m-linear decoder block to explore multimodal feature interactions, which is later used for word prediction.

After preprocessing with such an encoder–decoder architecture for some epochs, RL is used to boost the model’s performances, where we employ the SCST algorithm and use a hybrid weighted reward for optimization. To generate more readable descriptions, we use a repetition penalty module during sentence generation to increase the readability of the generated reports. We present our network design and implementation details in Section III. The frequently used symbols are included and explained in Nomenclature.

A. Visual Encoder CNN

In our work, a ResNet-101-based network pretrained on ImageNet [26] is employed to extract the global and regional visual features of the patient’s multiview (frontal and LL) CXR images. We resize our input images to $224 \times 224$ to keep them consistent with our pretrained ResNet-based CNN encoder. Then, the regional features $f \in \mathbb{R}^{2048 \times 196}$ (reshaped from $2048 \times 14 \times 14$) are extracted from the last convolutional layer of ResNet-101, which represents 196 subregions. A global average pooling is applied to the extracted regional features to obtain the global features $f_{\text{global}}$. After that, both global and regional features are concatenated according to different views before feeding into the next layers. In this article, we choose to generate the Impression and the Findings sections. To learn high-order feature interactions both spatially and channelwise, we introduce an m-linear-attention-based encoder, and detailed information is as follows.

1) M-Linear Attention: Although works in medical report generation have frequent uses of the attention mechanisms,
there are no works exploring the high-order interactions of features. The existing attention mechanisms tend to focus on low-order spatial or semantic attention, ignoring the high-order feature reasoning, thus resulting in the weakness of locating the prominent abnormalities. Therefore, bilinear pooling is imported to our attention mechanism, which is first used for fine-grained image classification, and has recently been applied to multimodal feature fusion in visual question answering, aiming at exploring multimodal interactions. We thus use it in our medical report generation to explore high-order intramodal interactions in medical image features and intermodal interactions between the radiography features and the respective reports. Furthermore, due to the specificity of data from different domains, a similar mechanism may have different effects on different areas. We are thus motivated to explore a different feature fusion pattern apart from the usually adopted cascaded spatial and channelwise attention mechanism.

To enhance the visual features obtained above, we employ a stack of m-linear attention blocks, which are capable of capturing high-order feature interactions. Taking the combined regional features $f$ as the initial input keys $\mathbf{K} = \{k_i\}_{i=1}^{N}$ and the values $\mathbf{V} = \{v_i\}_{i=1}^{N}$, and the global features $f_{\text{global}}$ as the initial input query $\mathbf{Q}$, we attend the input features with our m-linear attention as in Fig. 2.

First, we do a low-rank bilinear pooling [27] on both the input query and keys, and the query and values to get the joint bilinear representation of query-key $\mathbf{M}^k$ and query-value $\mathbf{M}^v$, which encodes the second-order feature interactions of query-key and query-value

\[
\mathbf{M}^k = \sigma(W_k k_i) \odot \sigma(W_q^k Q) \tag{1}
\]

\[
\mathbf{M}^v = \sigma(W_v v_i) \odot \sigma(W_q^v Q) \tag{2}
\]

where $W_k$, $W_v$, $W_q^k$, and $W_q^v$ are embedding matrices, $\sigma(\cdot)$ denotes an exponential linear unit (ELU), and $\odot$ represents elementwise multiplication. Next, we transform the query-key representations $\mathbf{M}^k$ into $\mathbf{M}^k'$ with an embedding layer

\[
\mathbf{M}^k' = \delta(W_m^k M^k) \tag{3}
\]

where $W_m^k$ is an embedding matrix and $\delta(\cdot)$ denotes a rectified linear unit (ReLU). Then, both spatial and channelwise bilinear attention distributions are obtained according to the transformed query-key representations $\mathbf{M}^k'$.

Specifically, we perform spatial attention via another embedding layer to obtain the spatial attention weights $a^s$, and normalize it with a softmax layer to get the spatial attention distribution $A^s$

\[
a_i^s = W_s M^k_i \tag{4}
\]

\[
A^s = \text{softmax}(a_i^s) \tag{5}
\]

where $W_s$ is an embedding matrix. Meanwhile, the channelwise attention is achieved via a squeeze and excitation operation [28], in which the squeeze performs a global average pooling to obtain a global channelwise descriptor $\tilde{\mathbf{M}}$, and the excitation produces the channelwise attention distribution $A^c$ with the gating mechanism via a fully connected (FC) layer using sigmoid as the activation function

\[
\tilde{\mathbf{M}} = \frac{1}{N} \sum_{i=1}^{N} M_i^k \tag{6}
\]

\[
a_i^c = W_c \tilde{\mathbf{M}} \tag{7}
\]

\[
A^c = \text{sigmoid}(a_i^c) \tag{8}
\]

where $W_c$ is an embedding matrix and $\odot$ represents elementwise multiplication.

2) M-Linear Encoder Block: To extend to higher order intramodal feature interactions, our visual encoder is composed of a stack of m-linear attention blocks. As shown in Fig. 1, each block has been marked with a gray box. Specifically, taking the calculation of the $n$th block as an example, we take the previous output m-linear attended feature $\hat{f}(n-1)$ as input query $\mathbf{Q}$, along with the current keys $\mathbf{K}^{(n-1)} = \{k_i^{(n-1)}\}_{i=1}^{N}$ and values $\mathbf{V}^{(n-1)} = \{v_i^{(n-1)}\}_{i=1}^{N}$, which is updated by concatenating with the new attended feature $\hat{f}(n)$ via residual connection and layer normalization

\[
\hat{f}^{(n)} = \text{Attention}(\mathbf{K}^{(n-1)}, \mathbf{V}^{(n-1)}, \hat{f}^{(n-1)}) \tag{10}
\]

\[
k_i^{(n)} = \text{LN}(\delta(W_n k_i^{(n-1)}, k_i^{(n-1)})) + k_i^{(n-1)} \tag{11}
\]

\[
v_i^{(n)} = \text{LN}(\delta(W_n v_i^{(n)}, v_i^{(n)})) + v_i^{(n-1)} \tag{12}
\]

where $W_n^k$ and $W_n^v$ are embedding matrices, $v_i^{(n)}$ and $k_i^{(n)}$ represents the $i$th key and value, $\delta(\cdot)$ denotes an ReLU unit, and $\text{LN}$ denotes layer normalization. We repeat this process four times to achieve eighth-order feature interactions.

B. Sentence Decoder RNN

In Fig. 1, the sentence decoder uses LSTMs to take the combination of different order attended region-level visual features $\hat{f}^{(1)}, \ldots, \hat{f}^{(n+1)}$ and the global image feature $f_{\text{global}}$ as input $\hat{f}$, and generates the report word by word

\[
\hat{f} = W_f [\hat{f}^{(0)}, \hat{f}^{(1)}, \ldots, \hat{f}^{(n+1)}] \tag{13}
\]

\[h_t = \text{LSTM}(\hat{f}; w_t; h_{t-1}; c_{t-1}) \tag{14}\]

where $W_f$ is an embedding matrix, $\hat{f}^{(0)} = f_{\text{global}}$, $w_t$ is the current input word, $h_{t-1}$ is the previous LSTM hidden state, and $c_{t-1}$ is the previous context vector.
1) M-Linear Decoder Block: To exploit high-order inter-modal interactions between visual features and semantic features, we also introduce the m-linear attention into the decoder. The block has been marked with a gray box in Fig. 1. Specifically, we take the output hidden state $h_t$ of the LSTM as the input query $Q$ of an m-linear attention block, and the final output attended visual feature $g^{(n+1)}$ from the visual encoder as keys $K$ and values $V$

$$f_d = \text{Attention}(K, V, Q) = \text{Attention}(g^{(n+1)}, g^{(n+1)}, h_t). \quad (15)$$

After getting the m-linear-attended features $f_d$, we compute the current context vector $c_t$ with a residual connection and a gated linear unit (GLU), followed by an FC layer:

$$c_t = W_L(e(h_t + W_v(h_t + f_d))) \quad (16)$$

where $W_L$ and $W_v$ are embedding matrices and $e(\cdot)$ denotes a GLU unit. Finally, the context vector $c_t$ is sent into a softmax layer to predict the next word $w_{t+1}$

$$w_{t+1} = \text{Softmax}(c_t). \quad (17)$$

C. Repetition Penalty Module
Different from traditional image captioning tasks, which aim at generating a single sentence, our task requires the generation of paragraphed reports, which consist of hundreds of words. Inevitably, this leads to an increase in generation difficulty, thus resulting in repeated terms. Furthermore, the employed metrics (i.e., BLEU-1), which focus on the matching of words, also aggravate this problem. Though our proposed m-linear attention alleviates the problem to some extent by improving the capacity of feature extraction, we also propose an adaptive repetition penalty module that constrains the probabilities of words resulting in repeated trigrams to decrease the probability of repeated terms generated in the reports.

Although Melas-Kyriazis et al. [10] also discovered this problem and proposed to add a penalty when generating words, its penalty is a preset static hyperparameter. Since the more the occurrence of repetition terms, the less likely the sentence is to be correct and readable, to address the above-mentioned problems, we propose to assign an exponential weight to the generated repeated words. Specifically, we update the log-probability of the output word by subtracting a value proportional to the number of times the trigram has been generated

$$p_w = p_w - (1 - e^{-n_w}) \quad (18)$$

where $p_w$ is the log-probability of the word $w$, and $n_w$ is the number of times that the trigram has generated the word $w$. We employ this update mechanism during our greedy search process in SCST to generate more diverse paragraphs, thus avoiding the repetition problem.

D. Reinforcement Learning for Comprehensive Optimization
The RL algorithm commonly used in existing medical report generation [5, 6] is the SCST algorithm [19], which directly optimizes the automatic natural language generation metrics. Specifically, SCST adopts a policy gradient method to optimize a nondifferentiable metric such as CIDEr. To normalize the reward and reduce the variance during training, SCST utilizes the REINFORCE algorithm with a baseline, which is obtained from the inference reward by greedy search. The goal is to minimize the negative expected reward. The final gradient of the optimization object is

$$\frac{\partial L(\theta)}{\partial \theta_j} = (r(w^* - r(\hat{w})) \nabla_\theta \log p_\theta(w^*|x) \quad (19)$$

where $w^* = (w'^1, \ldots, w'^T)$ is a Monte-Carlo sample from our generation model $p_\theta$, $r(w^*)$ is the current reward, and $r(\hat{w})$ is the reward obtained by the inference algorithm.

Since most of the existing RL-based methods take CIDEr [29] as the reward, it inevitably leads to the failure of optimization on other metrics. Furthermore, the existing works did not reasonably explain the use of the CIDEr-based reward; although the success of the CIDEr-based reward was proven in the task of image captioning, it has not been verified in the area of medical report generation. Intuitively, we consider verifying the effectiveness of all the metrics and utilizing them to achieve an overall optimization. Since each metric focuses on different aspects, and some metrics are more important in our task (e.g., compared with BLEU, METEOR, and ROUGE-L consider not only precision but also recall), simply applying the same weight to each metric is not reasonable. We thus attach different weights to different metrics to achieve a weighted optimization. Though Liu et al. [30] also proposed to adopt a mixture of the metrics, they did not give any explanation for the combination nor provide any solution to find the suitable weights. Therefore, besides proposing a different weighted hybrid reward (DWR), we also develop a solution to search for the local optimal weights.

In our work, the seven most frequently used natural language generation metrics are adopted as the rewards, and a DWR is proposed to achieve an overall promotion. The gradient of our optimization object is

$$\frac{\partial L(\theta)}{\partial \theta_j} = \left( \sum_{i=0}^{7} \lambda_i r(w^*) - \sum_{i=0}^{7} \lambda_i r(\hat{w}) \right) \nabla_\theta \log p_\theta(w^*|x) \quad (20)$$

where $\lambda_i$ is the weight of the corresponding metric.

Generally, the search for the optimal weight is time consuming. The complexity of grid search is determined by the size of the searched hyperparameter space. Given the hyperparameter space is $\Theta$, each $\Theta_i$ corresponds to a hyperparameter (i.e., the weight of an evaluation metric here), $i = 1, 2, \ldots, m$, i.e., having $m$ hyperparameters (weights) in total, and each hyperparameter has $n$ alternative values, the size of the hyperparameter space is

$$\Theta = \Theta_1 \times \Theta_2 \cdots \times \Theta_m. \quad (21)$$

When conducting the grid search, each possible value combination in the hyperparameter space has to be tried, so the model needs to be trained and evaluated the same number of times as the size of the hyperparameter space. So the computational complexity of grid search is exponential to the number of candidate values $n$, i.e., $O(n^m)$.

To reduce the complexity of the search method, we propose a greedy search-based solution, called the local optimal weight search algorithm, whose pseudocodes are shown in Algorithm 1 and the detailed processes and complexity analysis are as follows. Given the same settings as grid search (i.e., the number of weights for the evaluation metrics is $m$ and each weight has $n$ alternative values), the local optimal weight search algorithm first initializes the values of all weights to be 1, and obtains the corresponding performance, so the complexity for the initialization is $O(1)$. Authority licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Algorithm 1: Local Optimal Weight Search

\textbf{Input: } $A$: a set of weights of all the metrics
$m$: the number of hyperparameter
$n$: the number of candidate values for hyperparameter

\textbf{Score: } model of compute the NLP metric scores

\textbf{Output: } $A$: a set of local optimal weight values of all the metrics

\textbf{Initialize} all $A_i = 1$
insert $Score(A)$ to $Map(key = A)$

\textbf{while} There exists at least one $A_i$ whose local optimal value has not been searched \textbf{do}
for each $i \in [1, m]$ and the local optimal value of $A_i$ has not been searched \textbf{do}
$A_i \leftarrow A_i + 1$
if $key = A$ does not exit in the $Map$ then
$S_i \leftarrow Score(A)$
Insert $S_i$ to $Map(key = A)$
else
$S_i \leftarrow Map(key = A)$
end if
end for
find out most influenced $A_i$ based on $S$
set other element (except the fixed ones) of $A$ to be 1
set $A_i \leftarrow 1$, $S_i' \leftarrow Map(key = A)$
for each $j \in [3, n]$ do
$A_j \leftarrow j$
if $key = A$ does not exit in the $Map$ then
$S_j' \leftarrow Score(A)$
Insert $S_j'$ to $Map(key = A)$
else
$S_j' \leftarrow Map(key = A)$
end if
end for
find out the local optimal value of $A_i$ based on $S$
fix the value of $A_i$ to the optimal one in the remaining iterations
end while

Then we conduct iterative operations to add 1 to the value of solely a weight each time and also obtain the corresponding performance; after $m$ times of iterations, we select the metric with the highest performance improvement after its weight is added by 1 as the most influential metric; so the complexity of selecting the most influential metric at this step (i.e., the first for loop in Algorithm 1) is $O(m)$. Furthermore, using $A_i$ to denote the weight of the most influential metric, we aim to find the local optimal value of $A_i$ by increasing the value of $A_i$ one by one from 3 (because the performances of $A_i = 1, 2$ have already been obtained) to $n$; therefore, the complexity of finding the optimal value for $A_i$ (i.e., the second for loop in Algorithm 1) is $O(n - 2)$. Consequently, the complexity of all operations for finding the local optimal value for the first weight is $O(m + (n - 2))$.

After that, we fix the local optimal value for $A_i$ and then repeat the above operations to find the local optimal value for the most influential weight among the remaining $m - 1$ weights. Here, it is easy to derive that the complexity of finding the most influential weight among $m - 1$ weights is $O(m - 1)$ while the complexity of determining its corresponding local optimal value is still $O(n - 2)$. So the complexity of all operations for finding the second local optimal value is $O((m - 1) + (n - 2))$.

Consequently, it is also easy to derive that the complexities for finding the third, fourth, ..., and the last local optimal weight values are $O((m - 2) + (n - 2))$, $O((m - 3) + (n - 2))$, ..., and $O(1 + (n - 2))$, respectively. Finally, by adding the above results together, we have the final complexity of the proposed local optimal weight search algorithm as follows, which is thus linear to the number of candidate values $n$:

\begin{equation}
O(1) + O(m + (n - 2)) + O((m - 1) + (n - 2)) + O(m - 2 + (n - 2)) + \cdots + O(1 + (n - 2)) = O\left(1 + \sum_{m}^{n} K + m(n - 2)\right).
\end{equation}

As previously stated, the complexity of grid search is $O(n^m)$ while that of our proposed algorithm is $O(1 + \sum_{m}^{n} K + m(n - 2))$; since there are seven metrics in our work, we have $m = 7$, the resulting complexity of grid search is $O(n^7)$ (exponential) while that of our proposed algorithm is $O(15 + 7n)$ (linear). Consequently, by proposing the local optimal weight search algorithm, we are able to reduce the complexity of weight search from exponential to linear.

IV. EXPERIMENTS

A. Datasets

To evaluate the performance of our proposed HReMRG-MR, extensive experiments have been conducted on the following two public CXR image datasets.

1) IU X-Ray: IU X-Ray [31] is a set of CXR images with paired diagnostic reports collected by Indiana University. It contains 7470 medical images and 3955 corresponding reports, which mainly consist of two sections: Impression and Findings. As some images or reports are missing, we filter out the unpaired data and use the remaining 6222 images including both frontal and LL views, and 3111 paired reports.

We take Impression and Findings as our generation object and preprocess the texts by converting all words to lowercase. After that, we tokenize the reports, resulting in 2068 unique words in total. As most words occur rarely, we exclude tokens appearing less than five times and get 776 tokens.

2) MIMIC-CXR: MIMIC-CXR [32] is the largest publicly available dataset of chest medical images with free-text radiology reports, which consists of 377 110 images along with 227 827 free-text reports. Similarly, we remove the unpaired data and obtain 76 724 remaining pairs of images combined of posteroanterior (PA) or anteroposterior (AP) view and LL view with their reports, which also consist of both Impression and Findings. We then apply the same preprocessing and keep tokens with more than five occurrences, ending up with 2991 tokens overall.

Finally, for both datasets, we randomly partition them by patients into training, validation, and testing sets with a ratio of 7:1:2 and make sure that there is no overlap between the sets. Words excluded are replaced by the token of “UNK”.

B. Evaluation Metrics

To evaluate the performance of our proposed model, we use several different automatic language generation metrics including BLEU [33], METEOR [34], ROUGE-L [35], and
CIDEr [29]. In particular, BLEU is a popular machine translation evaluation metric, which aims at measuring the ratio of correct matches of n-grams between generated sequences and the ground truth. To address some defects in BLEU, METEOR further considers the accuracy and recall based on the whole corpus. ROUGE-L is a metric for summary evaluation by measuring the longest common sequence between two sequences based on recall. Differently, CIDEr was designed especially for image description, which is most suitable for our task. It computes the term frequency-inverse document frequency (TF-IDF) weight of n-grams to obtain the similarity between the candidate sequences and the reference sequences.

C. Baselines

We compare our method with the four state-of-the-art image captioning and medical report generation models: 1) our reimplementation of the top-down model [22], which is a classic encoder–decoder-based model for image captioning employing a conventional attention mechanism that calculates the contribution of regional features to the generated texts; 2) MRMA [3], an encoder–decoder-based model specially designed for medical report generation, where reports are generated sentence by sentence in a recurrent way to get long paragraphs; 3) RTMIC, which is a state-of-the-art medical report generation model based on RL; it enhances the capacity of the graph model simultaneously, two original 2048-D region features are concatenated to get a 4096-D vector, which is later transformed into the visual embedding with the size of 1024. As both views of medical images are sent into the model, it cannot explore the high-order interactions of visual and semantic features, resulting in low accuracy in multimodal reasoning. X-LAN’s low-order single-dimensional attention is because it adopts an attention-guided recurrent text generation method to better generate long texts. Similarly, RTMIC also generally outperforms top-down due to the use of RL. MRMA generally outperforms top-down in almost all metrics in Table I, and Fig. 3 shows that HReMRG-MR also generates more coherent and accurate reports than the baselines (with more matching terms). Specifically, in Table I, we underline the best performing baselines on each metric. For the four BLEU-n word matching metrics, on IU X-Ray, HReMRG-MR is 15.15%, 16.05%, 28.63%, and 13.39% higher than the best-performing baseline, respectively; on MIMIC-CXR, HReMRG-MR is better than the best-performing baseline by 31.53%, 33.04%, 40.38%, and 36.24%, respectively. The improvements are due to the following reasons: 1) RTMIC conducts RL using a single-metric-reward, so it cannot achieve the overall optimization of the model; 2) as shown in Fig. 3, MRMA does not perform well in long text generation because it does not use RL; and 3) X-LAN cannot fuse channel attention and spatial attention well to identify suspicious regions of images because it only uses low-order single-dimensional attention. For CIDEr, METEOR and ROUGE metrics, X-LAN performs better than the best-performing baseline by 31.53%, 33.04%, and 13.39% higher than the best-performing baseline, respectively; on MIMIC-CXR, HReMRG-MR is 15.15%, 16.05%, 28.63%, and 13.39% higher than the best-performing baseline, respectively. X-LAN is set to 5. We set the base learning rate to 0.00001 and decay using Cosine Annealing with a period of 15 epochs. We also set the maximum iteration to 60 epochs and the batch size to 3. We use beam search with a beam size of 2 for training.

E. Main Results

Table I shows the experimental results of the proposed HReMRG-MR and four baselines in terms of seven natural language generation metrics and the sum of them, where all baselines are reimplemented by ourselves. In addition, Fig. 3 exhibits some examples of reports generated by these models.

In decoding, we set the max generation length of IU X-Ray and MIMIC-CXR to 114 and 184, respectively. As there exists a fixed upper limit to the length of the generated report, we set the max generation length of IU X-Ray and MIMIC-CXR to 114 and 184, respectively.

In training, we first pretrain the model with cross-entropy loss for 60 epochs with a batch size of 8 using eight NVIDIA RTX 2080 GPUs. Setting the base learning rate to 0.0001, we utilize the Noam decay strategy with 10,000 warmup steps and use Adam [36] as the optimizer. In the RL stage, we set the DWHR obtained via our search solution as our training reward. The search space $k$ is set to 5. We set the base learning rate to 0.00001 and decay using Cosine Annealing with a period of 15 epochs. We also set the maximum iteration to 60 epochs and the batch size to 3. We use beam search with a beam size of 2 for training.
generation solution and RL are both effective in improving the quality of generated reports. As for X-LAN, the finding that it outperforms RTMIC proves the effectiveness of x-linear attention because they both use RL; furthermore, it also outperforms MRMA, proving that the utilization of a suitable attention mechanism and the employment of RL is more effective than the recurrent text generation method. Therefore, our work is proposed based on these observations.

Our HReMRG-MR uses RL methods for long text generation, and designs hybrid reward to further improve the overall performance of the model, then introduces a high-order multidimensional attention mechanism to help the model perform multimodal reasoning. Thanks to these technical contributions, we make up for the shortcomings of existing methods and obtain superior results than existing models. It is worth mentioning that these deficiencies we have solved generally exist in most medical report generation methods. The incomplete optimization makes it difficult to generate long texts, and the lack of high-level multidimensional interaction results in a lack of understanding of features, which all cause performance limitations of existing methods. With the improvement of these technical issues, our method is believed to be able to achieve better results in most other clinical practice situations.

F. Ablation Studies

In this section, we report on a series of ablation experiments, using HReMRG-MR and four incrementally implemented intermediate models to show the effectiveness of using the proposed m-linear attention modules and the adaptive repetition penalty in our work. Specifically: 1) we first use only DWHR to construct a reinforced medical report generation model, called HReMRG, which does not use an attention mechanism nor repetition penalty; 2) we then incorporate the x-linear attention (an SOTA attention mechanism) and m-linear attention mechanisms into HReMRG to obtain HReMRG-X and HReMRG-M, respectively; and 3) finally, we incorporate the proposed adaptive repetition penalty into HReMRG-X and HReMRG-M, respectively, and obtain the HReMRG-XR and HReMRG-MR models.

Table II shows the results of the above five models. By comparing the results of HReMRG to those of HReMRG-M, we find that by additionally introducing the m-linear attention modules into the model, HReMRG-M greatly outperforms HReMRG in both the overall score and each of the seven evaluation metrics. Consequently, this greatly supports our theoretical argument that m-linear attention can help the model better learn high-order and multidimensional features, which also the intermodal dependencies between text and image, which thus improves the model’s performances. Furthermore, by introducing an additional repetition penalty mechanism on HReMRG-M, HReMRG-MR achieved the highest overall scores, indicating that the proposed repetition penalty can greatly improve the fluency of generating reports.
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The superiority of m-linear attention modules can be demonstrated by comparing the results of HReMRG-M (resp., HReMRG-MR) with those of HReMRG-X (resp., HReMRG-XR), where a state-of-the-art attention baseline, x-linear attention, is used. As shown in Table II, HReMRG-M (resp., HReMRG-MR) outperforms HReMRG-X (resp., HReMRG-XR) in terms of most evaluation metrics on both datasets. Specifically, the overall scores of HReMRG-M (resp., HReMRG-MR) are better than those of HReMRG-X (resp., HReMRG-XR) on both datasets, which thus proves that m-linear attention is generally superior to x-linear in the medical report generation tasks. Furthermore, HReMRG-M and HReMRG-MR greatly outperform HReMRG-X and HReMRG-XR, respectively, in CIDEr on both datasets (e.g., on IU X-Ray, HReMRG-MR has a 14.16% improvement with respect to HReMRG-XR, while HReMRG-M has a 12.59% improvement with respect to HReMRG-X); since CIDEr incorporates the TF-IDF of words in the entire evaluation corpus and gives higher weight to informative phrases, the great performances of HReMRG-M and HReMRG-MR in CIDEr proves that, comparing to x-linear attention, m-linear attention can help the model generate informative report containing more meaningful medical terms. Similar superior performances of m-linear attention are also observed in terms of METEOR and ROUGE-L, proving that using m-linear attention can result in better recall and sentence-level matching. All the above findings demonstrate the superiority of m-linear attention with respect to the SOTA attention baseline, x-linear attention, and also support our argument on the advantages of m-linear attention.

The visualized examples in Fig. 4 also exhibit the superiority of m-linear attention: First, the descriptions generated by HReMRG-M and HReMRG-MR contain significantly fewer meaningless words (e.g., “UNK, xxxx”) than those generated by HReMRG-X and HReMRG-XR. Second, HReMRG-M (resp., HReMRG-MR) matches more keywords (especially those for abnormalities) than HReMRG-X (resp., HReMRG-XR). Third, HReMRG-M (resp., HReMRG-MR) can describe the suspicious areas more accurately, e.g., on the MIMIC dataset, HReMRG-M (resp., HReMRG-MR) can accurately state “thoracic spine” while HReMRG-X (resp., HReMRG-XR) only states “spine.”

The superiority of repetition penalty modules can be demonstrated by comparing the results of HReMRG-X (resp., HReMRG-M) with those of HReMRG-XR (resp., HReMRG-MR). In Table II, HReMRG-XR (resp., HReMRG-MR) achieves much better performances than HReMRG-X (resp., HReMRG-M) in terms of most metrics, especially on BLEU-4 and CIDEr. This is because, with the repetition penalty, the generated texts tend to have more diverse phrases and avoid repetitive words with little information. Thus, the values of BLEU-4, which evaluate the matching of four-gram phrases, increase significantly, and the values of CIDEr, which measures the matching of informative phrases, also rise greatly. Similarly, the example report of HReMRG-MR in Fig. 3 is also more accurate and readable than that generated by HReMRG-M. These findings prove that with the proposed repetition penalty, medical report generation models can achieve much better performances. We thus employ m-linear attention and repetition penalty in our final model HReMRG-MR.

G. Comparison Between Single-Reward and Hybrid-Reward

Almost all existing RL-based medical report generation methods employ CIDEr as the reward, which was proven to be the best reward in image captioning, while this has not been demonstrated in our task. Table III shows the experimental results of our HReMRG-X model using different rewards on the basis of X-LAN. Assuming that all natural language evaluation metrics are equally important, we take the sum of them as the final evaluation metric, denoted Score. Taking each metric as the reward separately, we can find that it usually has the highest value when the corresponding metric
is used as a reward. Consequently, we believe the mixture of them will achieve improved results on all the metrics, which is verified in Table III, where SWHR achieves higher overall scores compared with single-reward-based models. Furthermore, since different metrics act in different roles, we are motivated to search for the local optimal weight for the hybrid reward. As shown in Table III, the results of the DWHR further improve the performances in almost all the metrics and achieve the highest final scores. Examples in Fig. 3 also proves that our HReMRG-X (with the weighted hybrid reward) generates a more accurate report (i.e., has more correctly matched terms) than that generated by XLAN (using only CIDEr as the reward). Therefore, we employ the DWHR in our research.

H. Effectiveness of the Proposed Search Solution

To show the effectiveness of our proposed search solution, additional experiments are conducted to quantitatively compare the complexities of our proposed method with the conventional grid search. Since the complexity of grid search is exponential, due to page limit, it is impossible to list all the combinations (i.e., BLEU-4, CIDEr, and METEOR) for all the seven metrics, so three of them are selected here for demonstration and the number of alternative values for the weights is limited to 3. Table IV shows the processes and results of our proposed local optimal weight search algorithm and Table V shows the processes and results of the grid search.

Specifically, in Table IV, we first initialize all weights to 1, and then add 1 to the weights of BLEU-4, CIDEr, and METEOR one by one. By comparing the result of comprehensive metric Score, we can find that the most influential metric in this case is METEOR. Subsequently, we increase the weight of METEOR by 1 and also obtain the corresponding Score. Then by comparing the values of Score of the three combinations (i.e., the ones underlined in Table IV), we find 2 is the local optimal weight of METEOR. After that, we fix the weight of METEOR to 2, and repeat the above operations to find the most influential indicators in BLEU-4 and CIDEr one by one according to Algorithm 1 to find their corresponding local optimal weights. Finally, we have the local optimal weights of BLEU-4, CIDEr, and METEOR to be 1:1:2.

By comparing the results and processes of these two tables, we can find that the proposed method achieves the same optimal search results along with the original search, while greatly reducing the search complexity from $O(n^3)$ (here $n = 3$) to $O(10)$. Please also note that our algorithm is an approximation solution that finds the local optimal results which are not guaranteed to always be equal to the global optimal results of grid search; however, an approximation solution does not mean “bad solution,” it is a trade-off between accuracy and efficiency, i.e., sacrificing tiny accuracy in exchange for significant improvements in efficiency (the complexity is reduced from exponential to linear using our proposed local optimal weight search algorithm) and making the intractable work become possible. In addition, we also find that the best result obtained using three metrics to construct the weighted hybrid reward is worse than that of using seven metrics, which also demonstrates the necessity of adopting

| Dataset | Reward | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | CIDEr | METEOR | ROUGE-L | Score |
|---------|--------|--------|--------|--------|--------|-------|--------|---------|-------|
| IU X-Ray | BLEU-1 | 0.4210 | 0.2968 | 0.2074 | 0.1457 | 0.4114 | 0.1868 | 0.3624 | 0.0214 |
| SWHR    | 0.4099 | 0.3339 | 0.2504 | 0.1910 | 0.3753 | 0.2043 | 0.3767 | 0.1956 |
| MIMIC-CXR | BLEU-1 | 0.5002 | 0.3205 | 0.2239 | 0.1630 | 0.2674 | 0.2072 | 0.3632 | 0.2054 |
| CIDEr   | 0.4010 | 0.2583 | 0.1870 | 0.1870 | 0.3476 | 0.2066 | 0.3698 | 0.2166 |
| ROUGE-L | 0.4150 | 0.2924 | 0.2185 | 0.1648 | 0.3323 | 0.1822 | 0.3927 | 0.1979 |

| Dataset | Reward | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | CIDEr | METEOR | ROUGE-L | Score |
|---------|--------|--------|--------|--------|--------|-------|--------|---------|-------|
| IU X-Ray | BLEU-1 | 0.4210 | 0.2968 | 0.2074 | 0.1457 | 0.4114 | 0.1868 | 0.3624 | 0.0214 |
| SWHR    | 0.4099 | 0.3339 | 0.2504 | 0.1910 | 0.3753 | 0.2043 | 0.3767 | 0.1956 |
| MIMIC-CXR | BLEU-1 | 0.5002 | 0.3205 | 0.2239 | 0.1630 | 0.2674 | 0.2072 | 0.3632 | 0.2054 |
| CIDEr   | 0.4010 | 0.2583 | 0.1870 | 0.1870 | 0.3476 | 0.2066 | 0.3698 | 0.2166 |
| ROUGE-L | 0.4150 | 0.2924 | 0.2185 | 0.1648 | 0.3323 | 0.1822 | 0.3927 | 0.1979 |
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TABLE V

| Dataset | Score |
|---------|-------|
| IU X-Ray | 2.0314 |

TABLE VI

| Dataset | Score |
|---------|-------|
| IU X-Ray | 1.7351 |

all the evaluation metrics as the reward in the medical report generation task.

I. Effectiveness of Different Attention

The superiority of m-linear can be further demonstrated by comparing it with other state-of-the-art attention mechanisms besides x-linear attention. Therefore, in this section, we use the reinforced medical report generation model with solely the DWHR, i.e., HReMRG, as the backbone, and incorporate it with the state-of-the-art attention baselines, Att2in [19], AdaAtt [24], and AdaAttMO [24], respectively, to obtain the models HReMRG-Att2in, HReMRG-AdaAtt, and HReMRG-AdaAttMO. Table VI shows the additional results of these models as well as those of HReMRG, HReMRG-X, and HReMRG-M.

As shown in Table VI, using m-linear attention (i.e., HReMRG-M) always not only achieves the highest overall score but also achieves the best or second best results in nearly all metrics. The superiority of m-linear comes from the following reason: Att2in, AdaAtt, and its improved version AdaAttMO learn single-dimension and low-order feature interactions only, so the features learned by them are less accurate and comprehensive than those learned by m-linear attention with the multidimensional high-order attention mechanism. Consequently, the superiority of m-linear attention is further demonstrated, i.e., by fusing spatial and channelwise attention, stacking multiple blocks to learn high-order features, and learning intermodal dependencies between text and images, m-linear can overcome the problem of the existing attention baselines and achieve better performances in medical report generation tasks.

J. Influence of Different Hyperparameters

In this section, we further evaluate the influence of learning rate, strategies of learning rate, and optimizers. To obtain the optimal parameters of training, we train HReMRG-MR model on IU X-Ray for 100 epochs with a batch size of two.

To obtain the optimized initial learning rate, we compare the performances using different initial learning rates ranging from $10^{-4}$ to $10^{-7}$. Here, we employ no learning decay strategies and use the Adam optimizer. According to Fig. 5, the overall performance of $10^{-5}$ outperforms the others, so we apply it as the initial learning rate.
After setting the initial learning rate to be $10^{-5}$, we further investigate the influence of the strategy of learning rate decay when training with RL by comparing the performances using Plateau strategy, Cosine Annealing strategy, and that of not using learning rate decay strategies. Experimental results are presented in Fig. 5. For Plateau strategy, the learning rate is reduced by a factor of 0.8, once learning stagnates for 3 epochs. For the Cosine Annealing strategy, the cosine function is used as the learning rate annealing function, the maximum number of iterations epoch is set to be 10, and the minimum learning rate is $4 \times 10^{-8}$. From Fig. 5, we can observe that the performance of Plateau is about the same as None, and most evaluation values using Cosine Annealing are better than those using the Plateau decay strategy. Therefore, we apply the Cosine Annealing learning rate decay strategy during RL in our work.

Furthermore, we investigate the influence of optimizers by comparing SGD, AdaGrad, RMSProp, and Adam. Here, we set the initial learning rate to be $10^{-5}$ and the learning rate decay strategy to be Cosine Annealing. In Fig. 5, we can observe that Adam and RMSProp perform best on the whole. Since the CIDEr score of Adam outperforms that of RMSProp a lot and CIDEr pays more attention to the important terms, we choose Adam in our experiments.

V. DISCUSSION AND FUTURE WORK

A. Application Scope of Proposed Algorithm

In this section, we further discuss the application scope of our work in clinical practices to show that our work can achieve superior performances not only in the scenarios tested in our experiments but also in the majority of situations of real-world applications of medical report generation models. First, all the baselines used in our work are the state-of-the-art methods in medical image generation tasks; so by showing that our work is superior to all these state-of-the-art baselines on the two widely used benchmark datasets in our experimental studies, it is reasonable to say that our work will also be superior to other existing medical report generation methods. Second, two benchmark datasets, IU X-Ray and MIMIC-CXR are used in our experimental studies, these two datasets are highly representative datasets and widely used in all the state-of-the-art medical report generation works [3], [5], because their samples are obtained from the real-world clinical practices, and they have diverse dataset sizes, i.e., thousands of samples for IU X-Ray and hundreds of thousands of samples for MIMIC-CXR, which make them able to cover the majority of the real-world application of medical report generation models (indeed, the medical report generation model is designed to reduce the workload of radiologists in medium or large medical institutions by generating the report automatically, where the volumes of medical images are normally between thousands and hundreds of thousands). Therefore, it is widely believed by research works on medical report generation that, if the proposed new model can outperform the SOTA baselines on these two datasets, they are guaranteed to be able to also achieve superior performances in (maybe not all but) the majority scenarios of real-world applications of medical report generation models. Since the superiority of our work on these two benchmark datasets has been shown and proved in the experimental studies, it is reasonable to say that the proposed method can also have similar superiority in most other real-world clinical situations.

B. Social Impact for Proposed Algorithm

This model can be widely used in medical report generation to effectively reduce the workload of doctors and improve the efficiency and accuracy of report generation. Clinically, this judgment on medical images is usually performed by radiologists. A radiologist is often required to provide numerous reports of relevant medical findings to support his judgment. However, this kind of interpretation of medical images requires a lot of clinical experience. Due to the current shortage of clinical radiologists, especially the shortage of experienced experts, and because the interpretation of medical images only relies on the professional skills and experience of doctors, there are subjective analysis biases that easily lead to miscalculations. In addition, due to the large number of patients and the shortage of experienced radiologists, a radiologist may perform dozens to even hundreds of medical imaging examinations every day and then write corresponding reports, which puts a huge workload on radiologists and affects the efficiency and accuracy of their film reading. Since the global epidemic of the COVID-19, medical imaging techniques, including computed tomography (CT) or CXR, have been largely used to facilitate the diagnosis. Due to the complexity of the condition, the large number of patients, and the serious shortage of medical resources, the automatic generation of
medical reports has attracted more attention, which has a significant positive effect on helping the rapid diagnosis of COVID-19 [13]. Therefore, it turns out that being able to automatically generate high-quality medical imaging reports is of great research interest. This greatly reduces the workload of doctors and saves valuable time and money for patients’ treatment.

C. Limitations and Future Work

Similar to the existing medical report generation solutions, we directly use the medical images as the inputs of our model; since the abnormal regions normally only take up a small portion of the medical images, even with the attention mechanism, it is still challenging for the model to accurately focus its learning on the most important abnormal areas. Therefore, to further improve the model’s performances, an interesting future research direction is to first rank the importance of different medical images [37] or different regions within the given medical image [11], and then assign different priorities or weights for the images or regions according to their importance during the model’s learning process.

Both our methods and the SOTA baselines train the medical report generation model from scratch. However, recent studies have proved that using large-scale datasets that are relevant to the learning task to pretrain the model is beneficial. Since the existing works have proved that the semantic information in the related area is helpful for learning better image captioning [12] or medical image generation [38] models, inspired by the recent advances of introducing large-scale multimodal pretraining models [39], a promising future research direction to improve our work is to first conduct multimodal pretraining on the medical related datasets and then use the resulting pretrained model in the subsequent medical reports generation model learning.

Finally, although the reward of our proposed model has taken into account multiple evaluation measurements, all of them focus on evaluating the quality of the generated report solely. However, in the context of medical report generation, we should consider not only the quality of the text but also whether the matching between the text and the image is accurate. Therefore, similar to [40] that develops a new evaluation metric to measure the matching qualities between natural images and the generated image captions, future research works can be conducted to develop a new image-report matching quality metric to better evaluate the intermodality matching quality and also use it as an additional reward in our RL process to enhance the model’s performances.

VI. Conclusion

We have proposed a hybrid reinforced medical report generation method, HReMRG-MR, which used a DWHR to optimize the generated medical reports, and a search solution was developed to obtain the local optimal weights for the hybrid reward. We have also proposed the m-linear attention, which stacked bilinear pooling operations to explore high-order feature interactions for intramodal and intermodal reasoning in medical report generation. An adaptive repetition penalty was finally proposed to generate more readable and coherent reports. We have conducted extensive experiments on two publicly available datasets, which have demonstrated the superior performances of our proposed HReMRG-MR in medical report generation tasks.
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