SUMMARY This paper proposes a novel method to segment the object of a specific class based on a rough detection window (such as Deformable Part Model (DPM) in this paper), which is robust to the positions of the bounding boxes. In our method, the DPM is first used to generate the root and part windows of the object. Then a set of object part candidates are generated by randomly sampling windows around the root window. Furthermore, an undirected graph (the minimum spanning tree) is constructed to describe the spatial relationships between the part windows. Finally, the object is segmented by grouping the part proposals on the undirected graph, which is formulated as an energy function minimization problem. A novel energy function consisting of the data term and the smoothness term is designed to characterize the combination of the part proposals, which is globally minimized by the dynamic programming on a tree. Our experimental results on challenging dataset demonstrate the effectiveness of the proposed method.
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1. Introduction

Foreground segmentation is challenging since the foreground prior is usually lacked in the segmentation process. In the last decade, various object prior discovery methods have been used to achieve the foreground extraction, which can be roughly classified into two classes, i.e., unsupervised foreground segmentation [1]–[4] and supervised foreground segmentation [5]–[10]. While the former focuses on jointly discovering the foreground prior from the multiple images automatically, the later requires the pixel-level labels for the training set. Bounding box based segmentation method [6] is an important supervised method, which is usually used as the successor process of the object detection task. In the last decade, the bounding box based segmentation has been paid much attention, and several bounding box foreground segmentation methods have been proposed, such as GrabCut [6] and bounding box prior [11]. However, the successful object segmentation of these existing bounding box segmentation methods is usually based on the assumption that the bounding box has covered the object region well enough. In other words, when the bounding boxes do not cover the object region accurately enough, such as the usual outputs of the object detection methods that only partially contain the object regions, these methods will lead to unsuccessful object segmentation, which is usually happened in the practice foreground extraction after the object detection process.

In this paper, we propose a novel method to accurately segment the foreground object from the rough bounding boxes obtained by the Deformable Part Model (DPM) object detection method [12]. Our method is motivated by the observation that the object or its local parts can be well segmented by moving and scaling the rectangle around the object via GrabCut. Thus, the accurate object extraction can be achieved by segmenting and combining these local segments using their similarities and the spatial relationships. The proposed method consists of four steps. In the first step, we detect the objects by DPM and obtain two types of windows, i.e., a root window and a set of part windows. To handle complex background, we randomly sample a set of boxes around the root window by varying the window’s size and positions, and perform the GrabCut on the sampling boxes to obtain a large number of local part segment proposals, as shown in Fig. 1. In the second step, we construct a minimum spanning tree (MST) to describe the spatial relationships of the object local parts by the part windows. The foreground extraction is then formulated as selecting and combing a subset of segment proposals that best fit the local similarities and spatial relationships of the tree. Thirdly, based on the MST, an objective function consisting of unary term and smoothness term is defined to model the proposals selection. Finally, we use the dynamic programming method to minimize the objective function on the tree structure to achieve the foreground extraction. The
flowchart of the proposed method is illustrated in Fig. 2.

Our contributions include: (1) we propose a novel method to segment the foreground object from the rough bounding boxes obtained by DPM, which is robust to the positions of the bounding boxes. (2) Foreground segmentation is constructed by a minimum spanning tree structure which is minimized by dynamic programming techniques. (3) The segmentation quality evaluation is introduced to segment the foreground objects.

2. Proposed Method

2.1 Object Proposal Generation

Given an image \( I \), we perform DPM [12] on the image and obtain a root detection window with a set of part detection windows. We denote them as \( W = (w_0, w_1, w_2, \ldots, w_K) \), where \( w_0 \) is the root window, \( w_i, 1 \leq i \leq K \) are the \( i \)-th part window, and \( K \) is the number of the part windows. To handle the shape variations of the object and complex background, we randomly select \( N \) object windows around the center of the root window \( w_0 \) by varying its size and the central position. In the sampling, the centers of the sample windows are set to be uniformly distributed around the root window. Furthermore, the sizes of the windows (the width and the height) are uniformly sampled, i.e., \( W = aW_r, H = aH_r \) and \( a \sim U(\frac{1}{2}, \frac{1}{2}) \), where \( W_r \) and \( H_r \) are the width and height of the root window, respectively. Based on the sampling windows, we use the GrabCut to obtain a set of segment proposals which is denoted as \( U = \{u_i, 1 \leq i \leq N \} \).

2.2 Graph Construction

Based on the assumption that the local parts of the object are contained in the segment proposals \( U \), the object segmentation can be formulated as properly selecting and combining the right segment proposals in \( U \) that best fit the shape structure of the object part regions.

To obtain the object shape structure, we construct graph \( G = (V, E) \) to represent the spatial relationships between the object parts, where \( V \) and \( E \) are the node set and edge set respectively. In the graph generation, we first generate the nodes of the graph based on the given part windows, i.e., \( V = \{v_1, \ldots, v_K\} \) and \( v_i \) represents \( w_i \). Then, the edges \( e = (v_i, v_j) \) between each node pair \((v_i, v_j)\) are added to describe the relationship between the local window pair \((w_i, w_j)\). Each edge \( e = (v_i, v_j) \) is assigned a weight \( \omega_{ij} \) to represent the relationship. We set \( \omega_{ij} = \|z_i - z_j\| \) as the spatial distance between the windows \((w_i, w_j)\), where \( z_i \) and \( z_j \) are center position of \( w_i \) and \( w_j \), respectively. It is seen that the constructed graph is fully connected.

Based on \( G \), we next search the MST \( Q \) on the graph to clearly describe the structure model of the object parts, as shown in Fig. 3. The advantage of the minimum spanning tree structure is that there are no cycles so that it is able to benefit and simplify the selection information propagation. Based on \( Q \), the segmentation problem changes to search the object proposal \( x_i \) for each node \( v_i \) that not only \( x_i \) fulfill \( v_i \), but also the proposal pairs \((x_i, x_j)\) satisfies the relationships between \((v_i, v_j)\). Here, we propose a new energy minimization model to obtain \( X = \{x_1, \ldots, x_K\} \). We next detail the energy function generation and minimization.

2.3 The Energy Function

We model the selection \( X = \{x_1, \ldots, x_K\} \) as
\[
E(x_1, \ldots, x_K) = \sum_{v_i \in V} D_i(x_i) + \sum_{(v_i, v_j) \in E} V_{ij}(x_i, x_j)
\] (1)
where \( D \) and \( V \) are the unary term and pairwise term, respectively. \( K \) is the number of local parts in the tree.

2.3.1 The Unary Potential

The unary potential is used to describe the fitness between the proposal \( u_i \) and the corresponding local part \( w_i \). We consider four terms to define \( D \), i.e.,
\[
D_i(x_i) = E_{sal}(x_i) + E_{care}(x_i) + E_{ip}(x_i) + E_{pos}(x_i)
\] (2)
The details of the terms are described as follows.

(1) The Saliency Term \( E_{sal} \)
As we know, the target objects are usually the salient object. The proposal covering the salient regions tends to be the local part of the object. Let \( A \) be the image saliency map. We calculate saliency value \( S_i \) of the proposal \( u_i \) by [3]:
\[
S_i = \frac{\sum_{p \in A_i} A(p)}{m_i} \cdot \frac{m_i}{M}
\] (3)
where \( m_i \) is the number of non-zero pixels in \( u_i \). \( M \) is the number of the salient pixels in the image, and \( m_i \) is the number of the salient pixels in the proposals \( u_i \). We consider the pixel as the saliency pixel when its saliency value is larger than threshold \( T_s = 0.3 \). \( \frac{m_i}{M} \) is introduced to avoid the small regions with large mean saliency value. Based on \( S_i \), we define the saliency term as:
\[
E_{sal}(x_i) = 1 - \text{normalized}(S_i)
\] (4)
where \( \text{normalized}(\cdot) \) is the normalized function.

In our method, the saliency map \( A \) is efficiently calculated by overlapping the segmentation mask of the proposals \( U \). Let \( A(p) \) denote the image saliency value at pixel \( p \), the saliency map is obtained by:
The Boundary Curvature Term $E_{\text{curv}}$

It is observed that good segments usually have smooth boundaries. On the contrary, a rough boundary corresponds to bad segments. Motivated by such observation, we use boundary smoothness to select the right potentials. The boundary smoothness is represented by the boundary curvature $E_{\text{curv}}$, which is defined as [13], [14]:

$$E_{\text{curv}}(x_i) = \text{curv}(u_{xi}) = \sum_k \frac{\det(u_k''(p_k))}{(1 + \langle u_k'(p_k) \rangle^2)^{\frac{3}{2}}}$$

where $u_k''(p_k)$ and $u_k'(p_k)$ are the Hessian matrix and the first-order derivation at pixel $p_k$ of proposal $u_{xi}$, respectively.

The Color Similarity $E_{\text{col}}$

The co-occurrence curvature term is based on the observation that a good combination of the segments leads to a smooth boundary. We tend to select the proposal pairs that makes the boundary of their combinational region smooth, which is denoted as:

$$E_{\text{curv}}(x_i, x_j) = \text{curv}(u_{xi} \bigcap u_{xj})$$

2.4 Optimization by Dynamic Programming on a Tree

We next minimize the energy in Eq. (1). Inspired by the method in [16], the energy function is minimized by the dynamic programming technique on the MST structure. We first randomly select root node from MST structure since the minimization is robust to the random root selection. We denote the root vertex as $v_r$. For each node $v_i$ except the leave nodes, the cost of assigning best label $x_i'$ consists of the cost of its children with the cost of assigning label $x_i$ to the node, which can be represented by a recursive equation:

$$B_i(x_i) = D_i(x_i) + \sum_{v_j \in C_i} \min_{x_j \in X} (B_j(x_j) + V_{ij}(x_i, x_j))$$

where $B_i(x_i)$ is the value of storing the cost of the subtree from the leaf nodes to current node, $X$ is the label set, and $C_i$ denotes the children nodes of $v_i$. For each leaf node without children node, the cost can be depicted as $B_i(x_i) = D_i(x_i)$. Then, the cost of the whole MST tree is represented as $B_r(x_r)$, where $x_r$ is the label of the root node $v_r$.

Finally, we trace the recursive equation back to find the global optimal solution:

$$x_i' = \arg \min_{x_i \in X} (B_i(x_i) + V_{ij}(x_i, x_j))$$

An minimization example is shown in Fig. 4, where we should be punished. We define $E_{\text{col}}(x_i, x_j)$ as:

$$E_{\text{col}}(x_i, x_j) = 1 - \exp(-\chi^2(h_{xi}, h_{xj}))$$

$$\chi^2(h_{xi}, h_{xj}) = \frac{1}{2} \sum_{b=1}^{N_z} \frac{(h_{xi}(b) - h_{xj}(b))^2}{h_{xi}(b) + h_{xj}(b)}$$

where $h_{xi}$ is the color histogram of proposal $u_{xi}$ selected by node $v_i$, $N_z$ is the dimension length of the color histogram.
first select a node as the root node randomly, as the red node in Fig. 4(a). Then, the original MST is reshaped to a general abstract tree based on the root node, as shown in Fig. 4(b). Based on the general abstract tree, we next calculate the cost of assigning the labels to the leaves nodes as shown in Fig. 4(c). Finally, the subtrees are expanded to the parent node, and the root node is labeled to get the global minimization as shown in Fig. 4(d)-(e).

3. Experiment

In this section, classes car and person in Graz-02 dataset are used to verify the proposed method. Similar to [4], [7], we select the first 300 images, where 150 images are used as the training data and the rest images are used for verification.

In the parameter setting, we quantize the color histogram into 12 bins, i.e., $N_d = 12$, and set the number of the candidate object windows to $N = 100$. Moreover, in the initial proposal generation, we discard the proposals whose area is smaller than 1 percent of the window area.

We compare our method with the state-of-the-art algorithms, including [4], [7]–[10] and DPM+GrabCut. Because the result of [7] is a soft segmentation mask, we select the objective evaluation metric in [4], i.e., the F-measure $F = 2 \times \text{rec} \times \text{pre}/(\text{rec} + \text{pre})$ calculated by the pixel-wise precision and recall. Table 1 shows the comparison results by the proposed method and the comparison methods.

From Table 1, we can see that the proposed method achieves the result of 61.5% in terms of the F-measure on car class, which outperforms the methods in [7], [8] and DPM+GrabCut. Furthermore, the performance of the proposed method is also better than the comparison methods [4], [7], [8], [10] and DPM+GrabCut on person. Meanwhile, the [9] has a best performance in the state of the art. They proposed a pylon model by hierarchical segmentation tree to get the semantic segmentation. Their methods use the pixel-wise labels as the groundtruth for the training set, while our method only needs the bounding boxes of the objects. In Fig. 5, we show some subjective results by the proposed method (in the bottom row) compared with the DPM+GrabCut method (in the second row). It is seen that the proposed method obtains better performance.

4. Discussion

We also test our method on bike. The F-measure value is 43.0%, which is lower than the state-of-the-art methods. The first reason is that curvature and tuning points in the unary potential are not suitable for bike. Bicycle has fine structures and the segmentation of its parts is rough and not irregular, which results in a high potential. The second reason is that the segmentation candidates have the similar features with the background segments in the color space.

5. Conclusion

In this paper, we propose a full automatic and bounding box based foreground segmentation method. The minimum spanning tree is constructed to describe the spatial relationships and the dynamic programming is used to minimize the energy function. Without using the pixel-wise annotation, the proposed method makes use of bounding boxes in the training set for the target objects. Experimental results demonstrate the effectiveness of the proposed method.
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