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In the past numerous concepts of urbanity have been discussed and a variety of criteria for towns have been developed. They include size, population, legal aspects, way of life, structural and functional approaches. However, since the mentioned criteria cover only a part of the phenomenon and partly use fixed and arbitrary thresholds, they are not sufficient for analysis. We turn to an understanding of urbanity as a process that creates and shapes the scenery of the buildings and people and that is mainly driven by complexity. In this sense, we understand urbanity as a process of adaptation to changing conditions or contexts in a complex settlement system, which is triggered by size, attracted by exemplary solutions and characterized by the emergence of new structures. In this paper we address the issue of relative centrality as proposed by Christaller in the urbanity process as well as centrality within a network sciences approach. Our aim is to interweave different concepts of urbanity, centrality, interaction and connectivity, combining different concepts and research traditions as well as expanding them, resulting in a collection of different terminological frameworks. In the context of adaptation, urbanity is relative in the sense that different places may have gained better or worse adaptation under different conditions. The urbanity process is always shaped by the threat of too much complexity and too little connectivity. Above all, it is a certain surplus of connectivity that characterizes urbanity. This surplus is mapped by the variant of centrality proposed by Christaller. While Christaller's models can be transferred into network sciences frameworks, Christaller does not offer an adequate centrality measure. Therefore, his concept of centrality cannot be transferred correctly without being translated carefully into the network research context. In this article, we argue why this is necessary and explain how it can be done. In this paper the above concept will be applied to the Early Iron Age Princely Seats with a special focus on the Heuneburg. In order to represent similarities and interaction between different nodes a very limited part of the material culture can be used. For this purpose we use fibulae which allow for fairly accurate dating and hence ensure a narrow time slice for the network analysis. Using Fibulae the research will be limited to a certain social segment, which we refer to as “middle class.” This paper is intended to deal with the rather complex issue of urbanity using more simple approaches such as network analysis. In this context, we pursue a tight integration of theory and methodology and we consider certain conceptual
issues. This paper has two main results. Firstly, we develop a consistent approach in order to apply social network centrality measures on geographical networks. Secondly, we will analyse which role the above mentioned middle class played in the course of urbanity processes.
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1. INTRODUCTION

One of the reasons for the emergence of cities is the structural advantage of central places. Interpreting towns as central places allows us to explain the location of many towns and pre-urban settlements. Despite the fact that there are numerous publications on urbanity and centrality, the theoretical foundation for the combination of these two main concepts appears to be rather weak. This paper attempts to explore the relationship between the two concepts as well as between the two and other concepts. The keywords which will be addressed in the theoretical part of this paper are urbanity and centrality, the aforementioned main concepts, as well as complexity, connectivity, and interaction. We show that the main concepts are closely linked, which reveals new facets regarding the other keywords. Theoretical concepts have a significant impact on methodology. According to our understanding of urbanity and centrality in the light of complexity and connectivity, some changes in the methodology for the estimation of centrality in geographical networks are required. These changes have been directly applied in a case study on Early Iron Age and concern the concepts for the integration of network centrality (cf. Taylor et al., 2010) and Christaller centrality (cf. Christaller, 1933). Since the methodology is now completely covered by theory, these changes lead to a substantial surplus in the interpretations.

This paper mainly focusses on the so-called Early Iron Age Princely Seats (Kimmi, 1969; Krausse, 2008) which are central to the discourse on early urbanization. The Princely Seats are characterized, among other things, by Mediterranean imports, fortifications and rich graves. Some scholars consider these sites to be the ‘first towns north of the Alps’ (Krausse et al., 2016) while others do not use as many exciting superlatives and buzzwords when referring to them, but focus more on complicated relationships and processes (Stoddart, 2017). Perhaps the question whether princely seats are towns or not is not of any greater importance. Regarding the knowledge of both the social and economic circumstances at that time the question which processes took place in the context of what we call early urbanization is more crucial. This paper aims to contribute to the clarification of this question based on research done in South-West Germany (Figure 1). Our main objective is to explore the role of people in urbanity processes who were not part of the power elite. We decided to use fibulae as an artifact type, as they play a significant role in terms of chronology and in some way are related to the social fraction that we refer to as middle class due to the absence of a more suitable term. Although, fibulae also appear in elite graves, the majority of the fibulae can be attributed to moderate social ranks.

2. THEORETICAL BACKGROUND

In this section we take a closer look at urbanity and then go into more detail with the discussion of some keywords such as complexity and centrality. In this context, we apply a hermeneutic approach starting with the investigation of certain aspects of the respective terms and looking at their relationship, which is followed by investigating the next set of aspects building on top of the already made relationships. Using this approach we may not be able to avoid redundancies, but it seems to be the most suitable one to clarify the relationship of the tightly connected concepts.

2.1. Concepts of Urbanity

In the literature of different disciplines numerous concepts of urbanity are known. Covering all of them would exceed the scope of this paper. However, some of the concepts need to be addressed (Nakoinz, 2017b). First, we would like to mention the large number of quantitative approaches including legal issues and lifestyle aspects. Towns can be defined as places which have a so-called town law. The town law regulates the behavior of the people who live in that town or toward the surroundings. The medieval town law of Schleswig (Hasse, 1880) is an example which shows that in towns many aspects of daily life require proper regulation, which is not the case for villages. That difference is important, even though the required written sources are not available for prehistory. By introducing laws, rules become institutional and it is obviously the existence of these institutions which is important for towns. Another important qualitative aspect is the specific lifestyle of people living in towns (Wirth, 1938). One example is the increasing anonymity in towns, which is characterized by a lack of economic and to some extend even social interaction between individuals. Two further aspects worth to be mentioned are specialization and social mobility. The dynamic life in towns is another important aspect which, however, is difficult to specify. Our idea of a proper town is a place in which every day comes with some new ideas, events, information and opportunities, rather than a place in which everyday life is characterized by uniformity. While some qualitative aspects are clearly related to the size and complexity of a place, elements of a urban lifestyle can also be found in rural settlements (Gans, 1962). Therefore, many qualitative aspects can be described as symptoms of urbanity, rather than being the main or even diagnostic features of urbanity.

Now, we can turn to the more simple quantitative approaches. Eurostat for instance (Eurostat, 2018) uses a threshold of 5,000 inhabitants to define places as towns. However, this approach appears to be problematic, because that way the boundaries of a place could simply be moved further and further to reach
A certain threshold. Aggregating several villages to a unit of 5,000 inhabitants is certainly not the same as a densely occupied place with 5,000 inhabitants. Density defined as population by size can be used to overcome some of these problems. Eurostat (2018) defines a density threshold of 300 people per square kilometre (ppskm) and Demographia (2015) uses a value of 400 ppskm. This approach, however, is still not convincing, since the thresholds are arbitrarily determined and hence the classification is rendered meaningless. Instead of such arbitrary numbers, Roland Flechter's calculations on settlement growth could be of help (Fletcher, 1995). It has been shown that official population thresholds in different countries range between 200 and 50,000 inhabitants (Deuskar, 2015), which makes it impossible to compare cities around the world. A more convincing and popular group of approaches is based on economic functions (Smith, 1989). Although archaeological indicators are even more problematic, this functional approach provides a better insight into the mechanisms of urbanism. Towns have less agriculture and a larger craft and service sector than rural villages. Furthermore, they show a certain degree of division of labor. On the one hand, a specialization takes place which leads to a local division of labor. This means that each craftsman is responsible for a different step in the chaîne opératoire and delivers the semi-finished product to the next expert. On the other hand, there is some kind of geographical division of labor. Towns appear to be consumer sites regarding agricultural products, while producer sites can be seen as consumer sites using craft ware. The division of labor eventually leads to more interaction with other people as well as an increasing dependency on them.

The division of labor leads directly to the structural approaches that focus on the relationship between places and people. Centrality concepts are the most important instance of structural approaches. The term central place was developed by Christaller (1933), in order to circumvent the complex discussion of urbanity. However, the term itself turned out to be complex being loaded with baggage from different disciplines, such as legal and historical approaches. Christaller’s idea was to use formal characteristics to explain why places in certain locations have a certain size. He found that the size of a place depends, among other things, on its relationship to other places. Therefore, he isolated this relational aspect as centrality. According to Christaller, centrality is defined as the relative importance of a place (we prefer to translate “Bedeutung” rather with “importance” than “meaning.” However, size and importance of a place are not identical. Christaller defined a central place as a place that has a certain surplus of importance compared to the importance it would have if it had the same size, but no connection to other places. Obviously the idea behind this is that there might be places with many people. However, if these people did not interact with people from other places, the said place would be of no relevance. Christaller hence defined centrality as mentioned above. The importance in this case is provided by central functions such as production, administration and trade with other places. From an urban point of view, centrality is an important aspect of urbanity. Nevertheless, it does not cover all aspects of urbanity. Even small and isolated places can have a certain degree of urban lifestyle. However, we assume that in general towns can be considered as central places. In addition to the definition of centrality and an empirical case study, Christaller presented different models that demonstrate how places obtain a certain degree of centrality. The models are straightforward and based on the assumption of transport cost minimization. This means that people try to minimize their transport costs and hence go for the nearest possible place for supplies. It results in the emergence of well-distinguished,
so-called complementary areas for each central place that will be supplied.

There are further aspects of Christaller's centrality model and a lot of literature on central place theory. For more details refer to Knitter and Nakoinz (2018) and Nakoinz (2019). Instead of going too much into detail now, we turn to another concept of centrality, which has been derived from social network theory (Freeman, 1978). This type of centrality refers to the strategic location of a place within a network, rather than the place gaining importance by supplying certain areas with goods and services. In this context, a network center for example plays a significant role, as it guides the interaction between different places.

By taking a little step back we might observe that both approaches look at different organizational structures. Since every place has a certain degree of both Christaller centrality and network centrality, these two organizational structures are complementary. A combination of the two approaches seemed appropriate and was developed during the previous decade (Nakoinz, 2012, 2013, 2019; Knitter and Nakoinz, 2018). First of all, we should follow the two traditional approaches and define centrality as a relative concentration of interactions. Subsequently, we are able to define different models including the Christaller model and the network model. For more details please refer to Nakoinz (2019), where an extensive discussion of the topic is provided. In this paper we will focus on a specific aspect of the integrated approach, which is highly relevant for the urbanity discourse and which has important methodological implications. First, however, we make a small excursus looking at the different paradigms involved.

In archaeology, network approaches are supposed to replace the old paradigm of cultural, ethnic, and other groups. They have their focus explicitly on relationships and therefore are closely intertwined with modern research topics. And although they have entered the archaeological world only recently, they have a long history of research and two completely different and independent roots. In this context, we first need to mention geographical or spatial networks with a research tradition going back to the 19th century. In the course of New Geography in the 1960s and 1970s geographical networks became particularly important (Haggett and Chorley, 1969) and played a crucial role in transport geography as well (Taaffe and Gauthier, 1973; Prignano et al., 2019). In comparison, the social network tradition goes back to the 1930s and it experienced great success at the same time as the geographical network tradition (Scott, 2000; Freeman, 2004). The said period is called "Harvard Break Through" (Raab, 2010). Both traditions are part of the quantitative revolution of the 1960s. Today, both traditions are under discussion, although mainly the social networks have been in the spotlight of current research. There are even attempts to combine the two approaches (cf. Knappett et al., 2008; Rivers et al., 2013; Barthelemy, 2014; Prignano et al., 2019), which would definitely be the right step.

In the previous one or two decades network analysis became an important topic in archaeology (Knappett et al., 2008; Brughmans, 2010; Collar et al., 2015). On the one hand, archaeologists have been trying to focus on the more modern social network approaches. However, leaving geographical network approaches behind turns out to be difficult, since in archaeology spatial information is an essential aspect. Case studies have shown that archaeological researchers might develop a network approach for their own field which could serve as integrative concept for other disciplines as well. The archaeological application of network analyses solves archaeological problems by using ideas from both the geographical and the social network tradition (Sindbæk, 2007; Filet, 2017; Wehner, 2020).

In recent years the status of archaeological network research has been discussed (Fulminante, 2014). The main goal has been to close the theory gap in network analysis by developing an archaeology of interaction (Knappett, 2014).

We would like to go one step further and combine grouping approaches with social and geographical network approaches to create complementary approaches and present one coherent concept (Nakoinz, 2017a). The different approaches are closely linked, but are subject to different traditions and terminological cultures. This article will show how we can benefit from the combination of different so-called paradigms. Furthermore, it will become clear how important the careful use of terminology is.

After demanding integrative approaches, a combination of network and clustering approaches, we would like to come back to the issue of urbanity and hope that the reader of this paper will keep the “integrative spirit” from the previous sentences in mind. The problem with the mentioned concepts of urbanity is that although each concept covers a specific aspect that is important, there is no concept which covers all of the facets. Furthermore, the essence of urbanity is not captured at all. Towns are characterized by a certain size on a relative scale. However, it is not the size itself which defines a place as urban. It is rather a certain reaction to the requirements of size including coping with the emerging complexity and benefiting from the opportunities of big sized places (Nakoinz, 2017b).

Complexity is a concept that can be derived from a certain degree of interaction and connectivity and hence needs to play a major role in the urbanity discourse. In the following section we are going to have a closer look at those keywords.

### 2.2. Complexity, Interaction, and Connectivity

The meaning of complexity has many facets. For our approach we use the concept of complexity that stems from complex system sciences (Gell-Mann, 1995) and was developed on top of system theory (von Bertalanffy, 1968), as we found it to serve our purpose best.

A system is a model of a specific research topic that maps not only the structure, but also the dynamic interrelationships between different elements. A complex system is a system that shows non-linear behavior, path dependency, butterfly effect and some other features and which is not predictable. Complexity in this sense can be caused by the existence of too many elements or by the elements being too complicated, especially if these elements are in certain non-linear interrelationships. Complex networks can involve some remarkable effects such as
emergence, butterfly effects, and path dependency. Cities can be considered as complex systems (Jacobs, 1992; Batty, 2005; Bettencourt and West, 2010; Bettencourt et al., 2013; Schläpfer et al., 2014; Nakoinz, 2017b), even though they are different from complex biological systems (Bettencourt, 2013). Complexity-based urbanity research is a field which aims at combining social and geographical networks by developing social networks of settlements embedded in a geographical space (Ortman et al., 2014).

In addition to the complex nature of social interaction, two main drivers of complexity are size and population. It is a fact that human beings can only manage a certain number of effective contacts (Dunbar, 1992). In this paper, effective contacts are defined as interactions between people that usually have a social, economic or cultural impact. There are thresholds for the size of communities (MacSweeney, 2004; Feinmann, 2011) that define at what point these communities become unstable and thus obtain a certain degree of instability.

Communities that exceed the threshold and become unstable can regain a certain degree of stability by applying complexity reduction methods. This can be achieved by restricting the number of effective contacts, for example within-group connections, neighbors or the edges of a hierarchical network of individuals. The limitation of effective contacts within hierarchies is the most efficient method of complexity reduction. This does not necessarily mean that people from different groups and hierarchies are not allowed to talk to each other. However, there are certain “cultural rules” that make these contacts less effective.

Let us take a closer look at what causes complexity. In fact, it is not the size of a community, but rather the number of effective interactions that causes the threshold to be exceeded. A high number of interactions can also lead to people being more stressed and making mistakes as well as something we could call mismanagement of connections. The higher the number of effective interactions, the more unpredictable is the urban environment to the individual and the urban system to all people. In this sense, interaction can be identified as a distinctive feature of complexity, since in a predictable system the number of manageable connections is limited. Another aspect of complexity is connectivity, which plays an important role in terms of making decisions. If there is the opportunity for people to interact with each other, these people first need to decide whether they actually want to interact with each other or not. In short, when it comes to connectivity, we use our cognitive capacities to decide who should and who should not be our interaction partner and how to manage that contact. When it comes to interaction, we use our cognitive capacities to make decisions regarding the content of an interaction. However, this puts additional stress on people resulting in further uncertainties, especially in systems that are already hard to predict. It is obvious that interaction and connectivity are somehow related. We decided to include these terms in our paper, as they seem to be essential to our topic. In the following section we will present a definition for both terms.

Interaction is a process of action that involves at least two interacting partners. In this process the two interacting partners can have a common goal. In that case the interaction may lead to an expansion of each partner’s capabilities. However, if the interacting partners have contradicting goals, this may lead to a reduction of each partner’s capabilities (Arponen et al., 2016). While interaction is a real action, connectivity refers to possible actions and thus can be defined as potential interaction. However, the aspect of potential action requires a more detailed discussion. For now, defining connectivity as potential interaction is sufficient and we can conclude that both interaction and connectivity are characteristic features of complexity. The difference between interaction and connectivity is that connectivity involves connections that are not used for actual interaction. Maintaining connectivity requires some effort. However, it does not come along with taking advantage of any benefits. It is the interaction through which one is able to reap those benefits. Thus, performing an interaction requires additional efforts.

Later on, we will discuss the effects which connectivity has on complexity in an urban context. First, however, it should be noted that a higher degree of connectivity and thus complexity go along with more opportunities. Many potential connections raise the chance for a division of labor, as it becomes more likely to find someone who participates in production by conducting a step in the chains opératoires. In addition, a division of labor increases connectivity by maintaining the social connection between collaborators. It also leads to more interactivity, as the collaborators are required to interact. It becomes apparent that connectivity and a division of labor mutually reinforce each other. A high degree of connectivity increases the chance of more knowledge to be exchanged and hence the chances for innovation. Finally, a high degree of connectivity increases the chance to offer central functions. At the same time, centrality leads to more connectivity and actual interaction at central places. While centrality also leads to more complexity at central places, it reduces complexity in non-central places. This is due to the fact that in central settlement systems fewer decisions have to be made. In other words, centrality leads to a shift of complexity from the periphery to the center.

Increasing the degree of connectivity and thus of complexity means increasing stress. As mentioned above, a high degree of connectivity requires a large number of decisions and leads to scalar stress (Alberti, 2014). Numerous connections have to be maintained and if the number of connections exceeds a certain threshold, the system becomes unpredictable.

Increasing the degree of connectivity and thus of complexity also means a shift in lifestyle. In this connection, three different aspects should be mentioned. If the number of connections exceeds the already mentioned threshold, the system not only becomes unpredictable, but people start to drop some of their connections due to their limited capabilities. Dropping or devaluing social contacts leads to nothing but an anonymous way of life, which has already been named a characteristic feature of urban life. As a consequence, rules will be introduced to fight the unpredictability of complex urban systems. For this purpose, institutions are being established. Institutions are characterized by specific social functions and roles, where the role incumbent might change, whereas the function persists. That way, it can be ensured that the functions will always be fulfilled in the same way, which leads to a higher degree of stability and predictability and thus reduced complexity.
In summary, agglomerations constantly tend to become too complex and thus too difficult for their inhabitants to live in. This is particularly true for central places with a high complexity, as opposed to central places of the same size that do not have the same level of complexity. Settlement systems with several central places are characterized by rather low centrality in the space between the central places and where each central place shows a rather high degree of complexity. In the next section we will explore which role centrality plays for urbanity.

2.3. Urbanity and Centrality

Prepared with our knowledge regarding complexity and connectivity, we can now come back to the characteristic features of urbanity. It becomes apparent that places with a variety of opportunities trigger and drive different urban processes and towns appear to be places in which new opportunities arise due to urban processes. This mutual interrelation roots in a certain degree of complexity and in turn leads to more complexity. It is the aspect of connectivity in particular that produces both new opportunities and additional complexity. For the following part, we can state that the actual degree of interaction at urban sites is higher than it would be at non-urban sites of the same size. Here, we reach the point where the relative surplus of importance of Christaller's concept is inevitably for the urbanity discourse. These characteristics do not provide us with fixed parameters for the description of a place. However, they appear to be related to specific urban processes as described above. Therefore, urbanity should be understood as a process rather than a status or property of a place. It can be defined as the search for opportunities and the attempt to cope with unpredictable and highly connected environments. In fact, the term 'urban jungle' derives its meaning from an unpredictable and dense environment in which unforeseen interactions can interfere with the predicted course of life.

Not only do the above described processes involve a high degree of connectivity and interaction, but the existing connectivity also continuously increases. Centrality, which we consider as a concentration of interaction (Nakoinz, 2019), is highly involved in this process. While centrality leads to a reduction of complexity at the periphery, it further increases it at the center. We already described the two basic concepts of centrality above. Now we need to take a more detailed look at what centrality actually means and how it is measured. First, we discuss Christaller centrality. While our definition of centrality as the relative concentration of interaction is very general and covers both Christaller's approach and the network approach, Christaller defines centrality as the relative surplus of importance of a place. In order to understand the significance of Christaller's concept of urbanity, we need to clarify the meaning of "relative." Since this aspect of Christaller's central place theory sometimes is neglected and is partly not covered in the secondary literature, we feel that it needs to be explicitly included. A considerable amount of literature on central places exclusively focusses on an absolute importance instead of a relative surplus of importance and hence does not address centrality as defined by Christaller at all. In this paper, we adopt Christaller's ideas and describe them using our own terminological and conceptual frame. For the original text and concept please refer to Christaller (1933).

We assume that there are different attractors of interaction at a place. First-order attractors, which are analogous to first-order effects in point pattern analyses, are based on locational factors such as soil, water, and natural resources. These factors determine the carrying capacity at a place. Second-order attractors attract interactions by structural properties such as network integration. Both types of attractors represent an interaction potential we call primary interaction potential. Basically, primary interaction potentials refer to the attraction of people. Secondary interaction potentials are based on the primary ones and represent the number of possible interactions. They refer to connectivity, which can be defined as potential interaction. People are attracted by environmental benefits such as a high carrying capacity or natural resources (primary centrality potentials) and by the opportunity to make new useful connections (secondary centrality potentials). The latter is influenced by the number of people at one place, the difficulty of making new contacts and the feasibility to make contacts with people from other places. Since there is no linear relationship between primary and secondary interaction potentials, it makes sense to distinguish between the two potentials. It is the complexity of social relationships that makes it impossible to use the primary potential as proxy for connectivity, even though these two aspects are closely related. The secondary interaction potential already takes these aspects into consideration. In order to circumvent the complicated deduction of the secondary interaction potential based on the first one, structural properties are being used as proxy for the interaction potential. In the case of Christaller centrality, the number of people represents the probable number of interactions. In case of network centrality, the probable amount of interaction will be predicted based on network properties. This information can be provided using centrality indices. We will come back to this issue later on but for now it is clear that the two concepts do not only complement each other but furthermore from the perspective of urbanity a combination of the two concepts is required.

Centrality can be considered as the amount of interaction that exceeds the one that would be adequate for a place with certain locational or structural properties of the secondary interaction potential. Centrality thus provides information on hidden pull factors, which can be understood based on complexity theory. It is the mutual reinforcement of different factors as described above that leads to an additional amount of interaction that has seemingly been produced by hidden pull factors. If a place shows a surplus of interaction, we can deduce a high dynamism of that place and even expect urban or urban-like processes. This surplus, which is characterized by centrality, is an indication for a place to be of extraordinary importance within its settlement system, economic system, and cultural system. Centrality is not equal to urbanity, as the term does not cover all aspects of urbanity, but is an essential part of it.

In principle, the two variants of centrality, Christaller centrality and the various types of network centrality, are very similar. However, there are some crucial differences which need to be discussed (Nakoinz, 2019).
First of all, Christaller presents a model or, to be more precise, three models on how to achieve centrality. These models, also known as Christaller’s hexagons, describe an optimized supply network in which, for instance, individual and global distances between interaction partners are kept to a minimum. Although network sciences imply similar structures, these are usually not presented as the main models of a concept. Since Christaller’s models describe networks, they can directly be transferred to networks. In this paper, however, we will not cover Christaller’s models at all but his concept and definition of centrality. Another difference between the two variants of centrality can be found in the principle of optimization. Christaller centers benefit from synergies gained by the concentration of interaction nodes at the centers, while network centers gain their synergies from controlling and concentrating connection edges (Nakoinz, 2019). It follows that Christaller centrality mainly describes properties of a place in a regional network, while network centrality is focused on the structural integration of a place into a multi-scalar network.

Secondly, Christaller provides one consistent explicit definition, while network centrality models cover a multitude of different implicit definitions that are very similar. For Christaller centrality is the relative surplus of importance, which is the basis for our definition of centrality being a relative concentration of interaction. In network sciences, however, the focus lies on connectivity, which is not understood in the narrow sense referring to the nodal degree, but in a more general sense. In his centrality concept Christaller has excluded the influence of primary centrality potentials or primary pull factors and focusses only on secondary potentials or pull factors that are caused by social dynamics. In other words, the absolute centrality was adjusted by effects of primary centrality potentials. In contrast to that, the basic measures from network sciences do not consider primary factors at all and therefore provide absolute measures. For unweighted networks the basic measures provide information on the existing connections and for the weighted graphs, they show how the actual interactions influence the connectivity of a place. Both contain primary centrality potentials as invisible factors. Since we are interested in centrality adjusted by the primary potential, which is the crucial point for urbanity, Christaller’s version is the one we need to consider, when it comes to our present problem.

Thirdly, Christaller offers a centrality measure that is valid only for a specific historical context, while network sciences provide several sound measures. The ideal way would be to simply apply network centrality measures using Christaller’s definition. However, that would turn out to be problematic. In his original study Christaller uses population as a node feature to define the size of a place and he uses another node feature to indicate some kind of absolute centrality. In this connection, centrality is measured as absolute centrality that follows the size of a site (population). In order to use centrality measures as defined by network sciences, we would need to translate the nodal information about the places’ size into structural information from external connections. Since the assumed centrality and the node feature have different units of measurement, this is not done by simply weighting the nodes by size or even by inverting size. Christaller in turn uses the same unit of measurement for both the centrality measure and the size measure. A solution would be to look at networks of different scale. Up to now, we only considered networks in which the nodes represent different places. An intra-site network looking at individuals could provide us with the information we need for the other level. However, since the available data is limited, such method seems rather unrealistic and there is no need for it to be considered. Furthermore, Christaller’s centrality measurement originally focussed on specific network structures that correspond with those structures Christaller proposed for the minimization of transport costs. This star-like network covers the complementary area of a central place.

Both the obvious and the more subtle differences between Christaller centrality and the different network centralities require a literal translation of Christaller’s concept into the context of network sciences. As we have already seen, a direct transfer of concepts and methods would not be feasible and lead to inconsistent results. We therefore assume a system of interaction that is mapped using a network (a simplified model of the interaction system). We distinguish between unweighted graphs, which only represent the structure of the interaction system, and weighted graphs, which also map the flow and actual interaction within the interaction system (for a discussion about the flow of interaction and the term itself we refer to Borgatti, 2005; Taylor et al., 2010). While in the first case the most important information gained is the existence of edges, in the second case the most important information revealed lies in the edge weights. Centrality indices applied to unweighted graphs represent some kind of secondary interaction potential, while centrality indices applied to weighted graphs represent the actual concentration of interaction. In order to obtain the relative concentration of interaction, which corresponds to centrality in the sense of our concept (Nakoinz, 2012, 2019; Knitter and Nakoinz, 2018), we need to subtract the centrality measure of the unweighted graph from the one of the weighted graph.

The previous paragraphs have shown that urbanity, centrality, interaction and connectivity are closely intertwined. This information also includes some hints on why networks play a vital role in the process of urbanity. In this connection, we feel the need to clarify this relationship. A network obviously provides places with additional connectivity, which in turn can lead to an additional amount of interaction. The additional amount of interaction increases the complexity as well as the dynamism and vigor that characterizes urban processes. Although, in principle, networks are no precondition of urbanity, they stimulate urban processes and therefore are tightly linked to urbanity. This assessment of the role of networks is valid for inter-town networks as well as for intra-town networks. Both types of networks lead to increasing interaction, albeit different types of interaction, respectively.

### 3. METHOD

In order to explore the external conditions of urbanization and urbanity, we need to investigate the real network centrality in
contrast to potential or structural centrality. According to our theoretical considerations, the real network centrality (Cent) equals the real interaction (Int) between one network node (i) and other nodes, minus the connectivity represented by structural centrality (Con).

\[ \text{Cent}_i = \text{Int}_i - \text{Con}_i \]  

While Con is a centrality index applied to an unweighted graph, \( \text{Int}_i \) is the corresponding centrality measure for weighted graphs (Borgatti, 2005; Opsahl et al., 2010; Yan et al., 2013). In our case, we use degree, strength, closeness and betweenness, since these measures are very basic, easy to understand and directly lead to an interpretation. Other centrality measures (cf. Bonacich, 1991; Koschützki et al., 2005; Benzi and Klymko, 2013; Agryzkov et al., 2019; Larrañeta et al., 2019; Lv et al., 2019; Skibsø et al., 2019) shall be neglected for the moment and can be included at a later stage. While degree only maps the number of connections, strength also includes the intensity of the connections. Closeness is a measure for the reach of a certain node and betweenness maps the interaction control.

This approach is different from most other approaches, since both actual interaction indicators and structural centrality indicators are used. It is also consistent with our theory and there are some additional advantages, which need to be mentioned. Firstly, this approach can be interpreted as the combination of an empirical and a theoretical model, which is a requirement to gain new knowledge (Nakoinz, 2018a, 105). In this connection, the real interaction represents the empirical model, while the centrality index applied to an unweighted graph is a prediction of the structural importance of a place and thus a theoretical model. Secondly, this approach minimizes the edge effects. Spatial network analyses particularly tend to have edge effects, which is due to the fact that peripheral edges cannot have the same amount of structural embeddedness as geographical central nodes. Since both \( \text{Int}_i \) and Con are affected by this, the edge effect is partly compensated in our equation. This allows for a more extensive interpretation of the network analysis results, as the periphery does not need to be excluded completely.

In order to enter actual values into the equation, we need to define nodes, edges and the flow of our network. The nodes comprise the presumed urban centers and other places. In our case the presumed urban centers are princely seats. Due to a lack of research on ordinary settlements and the fact that we do not have access to a decent data set, the other places are rather difficult to define. However, for our analysis neither the exact location nor the exact inventories are required, unless it was our aim to interpret the minor places themselves. Based on this consideration we can simulate the location of the ordinary settlements. The aim of this simulation is not to capture probable or even real site locations, but to capture the sample point for the aggregation of the fibulae data. However, if we simulate too many places we will end up having too many insignificant fibulae data aggregations comprising only small numbers of fibulae. Therefore, we use a mean distance of 15 km between the different places and a hard-core radius of 10 km, which must not contain any other places. In the princely seat’s hard core the other places are substituted by the princely seats themselves. The fibulae are assigned to the nearest place in the set of simulated places and princely seats, which both serve as network nodes.

Since our aim is to obtain connections at different distances, the conventional solution of using a realistic geographic network that connects natural neighbors only (Delaunay graph) is not considered a decent solution for our problem. Instead, we decided to start with a complete graph at the cost of not being able to produce a readable plot of the network connections. The second step of the analysis consisted in cutting some connections to obtain a semi-complete graph, which is required for some applications. The cut-threshold was arbitrarily set to the value 0.85 of relative proximity, with a maximum value of 1.00. For the analysis we have to keep in mind that the edges of the complete graph have been constructed and are not based on archaeological evidence. This excludes, for example, the calculation of the degree for a complete graph or a Delaunay graph.

The archaeological evidence is taken into consideration when weighting the edges, an approach that is part of an ongoing discussion about the special nature and requirements of archaeological networks (Peeples and Roberts, 2013). In our case, the weighting is based on the theoretical concept of cultural distance. Cultural distance has been shown to be a proxy for interaction (Nakoinz, 2013). The methodology is described in detail in other publications (e.g., Cormier et al., 2017) and, from a network research perspective, it can be understood and compared to similarity networks (cf. Östborn and Gerdin, 2015; Habiba et al., 2018). First of all, the relative amount of each type is sampled for every sample point. This is followed by using this so-called spectrum of types to calculate a distance matrix (Figure 2). For this purpose, the Euclidean distance is used, as the data has been adapted to the Euclidean space. In fact, we use compositional data in which the Euclidean distance is valid (van den Boogaart and Tolosana-Delgado, 2013). The distance matrix resulting from the calculations is then used as an adjacency matrix in order to produce the network. The original distance matrix eventually leads to a complete weighted graph. The cut mentioned above is done by replacing values below the threshold in the distance matrix by zero. Finally, to obtain an unweighted graph, the weights can be replaced by zero. This procedure leads to three different networks:

- Full weighted graph
- Cut weighted graph
- Cut unweighted graph

While the unweighted graph represents the connectivity, the weighted graphs represent the actual interaction. The cut and the complete graph differ in the presence and absence of edges, which is defined by rather low interaction. The complete graph also includes connections that are less intensive, while the cut graph focusses on the more vital edges. Another reason why we cut the graph has been mentioned above. As a matter of fact, some analyses cannot be done using a complete graph. Since the networks only map the input data, which does not lead to any results directly related to our research objective, there is no need...
to plot them. The network graphs are not considered a result of this paper but rather an intermediate state of the data. For our case study only the results of the centrality measures of the network are relevant and shown in the figures.

Since the simple and well-known centrality measures are comprehensible and lead to a straightforward interpretation, we decided to use them in our analysis. Using different types of networks the degree, strength, closeness and betweenness are calculated and presented as mapped symbols, of which the size corresponds to the intensity of centrality. In order to obtain a decent size for the symbols on the map, the values of each category are scaled independently of one another. This means that the symbol sizes of one and the same map, which are located between the different time slices of the same category, can be compared to one another. The symbol sizes outside this spectrum will not be included.

All analyses have been done with R and some additional packages (Csardi and Nepusz, 2006; Knitter, 2017; Nakoinz, 2018b; R Core Team, 2018). The analysis scripts of the case study and the data are provided at https://gitlab.com/oliver.nakoinz/urbanityprocess.

4. CASE STUDY

In our case study we apply the ideas outlined in the previous parts of the paper. We want to show the applicability of our concept and, furthermore, that new insights can be gained by using this approach. Applying this specific approach, we tread
new ground, in which we address the involvement of some kind of middle class in urban processes based on fully reproducible quantitative research.

4.1. Objective

The main objective of this case study is to identify places that show a high degree of network centrality and therefore good conditions for urbanity processes. In this connection, it should be emphasized that we focus on urbanity processes and not urbanization. According to our theoretical background, urbanity is a process in which people permanently have to deal with the challenges and opportunities that come with rising connectivity, growing interaction density and increasing complexity. Since urbanity does not describe a fixed state, the understanding of urbanization as the formation of urbanized places seems to be inaccurate. Instead, we understand urbanization as the existence of specific factors that cause urbanity processes. Looking at urbanization in the context of our case study, we would rather discuss the causes of centrality instead of the location of central places or the degree of centrality of places. In this connection, we look for places which gained a high degree of centrality through network integration, which can be considered a factor of the urbanity process.

4.2. Data

In this case study we apply a very restrictive data set, meaning we only use fibulae. This bears some advantages, such as the comparability with the work of Brun (1988), who also used fibulae to compare princely seats to one another, and a narrow focus of interpretation. The disadvantage is that we are not able to gain a general insight into centrality. The fibulae we used are classified according to Mansfeld (1973). The data stems from the shkr database (Nakoinz, 2013). It was inserted during previous projects and completed during the preparation of this paper. The data used in this study originates from Baden-Württemberg in Germany, with a few additions coming from other countries and states such as Hesse (Germany), Rhineland-Palatinate (Germany), Saarland (Germany), and Alsace (France) (Figure 1).

Distributed to the three phases of the late Hallstatt period, the database includes 272 fibulae from Ha D1, 747 fibulae from Ha D2 and 345 fibulae from Ha D3. Considering the different lengths of the phases, the dominant position of Ha D2 becomes fairly clear. While Ha D1 provides two fibulae per year and Ha D3 six fibulae per year, Ha D2 surpasses that with 37 fibulae per year.

The specific scope of interpretation of the fibulae case study is limited to the middle class and does not include the elites or the poor. We also focus on social ties, rather than religious or economic aspects. Therefore, the fibulae primarily map social developments as part of urbanity processes. This information supplements information from other data. Thanks to proxies of wealth and trade, we already know that some places show some kind of economic connectivity (Nakoinz, 2017b).

4.3. Results

In accordance with the above mentioned categories and the three phases mapped in Figures 3–5, our analysis results in different centrality indices. For the complete weighted graph there are only two maps, as for this type of graph the calculation of the degree would not make any sense. Regarding closeness the values for Ha D1 at Kapf, Ha D2 near Hohenasperg and Ha D3 also near and at Hohenasperg as well as at the Heuneburg are above average (Figure 1). In all three phases, the transport corridors at Rhine and Neckar show medium values. The betweenness of the complete weighted graph highlights the same sites, which are Kapf in Ha D1, the surrounding areas of Hohenasperg in Ha D2 and the Heuneburg in Ha D3. Maximum values are observed for Ha D2.

The degree of the cut weighted graph, which for weighted graphs would actually be indicated as the strength, but for reasons of better comparability is mentioned as degree, does not highlight the princely seats at all, but rather excludes them (Figure 4). The increase in Ha D2 is followed by a decrease in Ha D3. Regarding closeness, the princely seats also seem to be mainly excluded and similar to the closeness of the complete graph, the transport corridors are characterized by values above average. The mean values decrease in Ha D2 and increase in Ha D3. In contrast to the degree, the highest closeness values in Ha D3 can be found at one of the princely seats, namely the Heuneburg. Similar to the closeness, the betweenness shows the highest values in Ha D3, which at the same time are the highest values of all phases at the Heuneburg. Other princely seats do not show values above average. The maximum values for betweenness per phase seem to be continuously increasing.

The last category of centrality measures that we present in this study focusses on the differences between the cut weighted graph and the cut unweighted graph (Figure 5). Regarding the degree the maximum values per phase increase. However, the upper range of the values does not highlight the princely seats. The results show a more general increase of the values, rather than an increase for specific places. The closeness shows an abrupt increase in Ha D3 with a focus on the princely seats Heuneburg and Kapf, with maximum values for the Heuneburg. The betweenness provides outstandingly high values for the Heuneburg and, in second place with much lower values, Kapf. In Ha D2 the values above average do not focus on princely seats, but show a rather general increase continuing the process from Ha D1.

4.4. Interpretation

The interpretation of our results is based on previous knowledge. We are convinced that the princely seats are some kind of central place (Krausse, 2008) and particularly function as network centers (Nakoinz, 2013). We furthermore assume that they are characterized by wealth and trade (summarized Nakoinz, 2017b). This case study is based on the assumption that interaction measures applied to an unweighted graph indicate connectivity and that interaction measures applied to a weighted graph indicate absolute interaction. Furthermore, it is assumed that relative interaction measures indicate centrality in the sense as discussed above. Moreover, we assume that the degree maps the chances for interaction, closeness the possible reaches of interaction and betweenness the interaction control. Taking the actually used data, which is the fibulae, into account, we can
assume that we will gain knowledge on social interaction, rather than economic processes. Considering the fibulae we look at people from some kind of middle class who are able to influence society, but are not part of the power elites. They seem to be people who have certain ambitions and a certain degree of influence, but do not have actual political power. This assumption does not deny the existence of elites. We just assume that the majority of the fibulae neither belong to the elites nor to the poor.

The complete graph results highlight the places with the highest degree of interaction. In contrast, the cut graph shows that the places in which social interaction mainly took place come with very small interaction intensities and become rather isolated when neglecting the existing superficial connections. For closeness and betweenness the results are similar. While the Kapf is highlighted in Ha D1, it is the surrounding area of Hohenasperg that is highlighted in Ha D2 and partly in Ha D3. In the latter phase the Heuneburg is in a dominant position as well.
FIGURE 4 | Degree, closeness, and betweenness of cut weighted graphs. Gray points are the simulated sites and the Princely Seats, the red circles indicate the centrality according to the mentioned index, where the size of the circles corresponds with the centrality. The symbols of each row is scaled differently.
FIGURE 5 | Relative degree, closeness and betweenness of cut graphs. Gray points are the simulated sites and the Principly Seats, the red circles indicate the centrality according to the mentioned index, where the size of the circles corresponds with the centrality. The symbols of each row is scaled differently.
At first glance, it is particularly irritating that the Heuneburg is missing in Ha D1 and Ha D2. Upon closer inspection, however, this seems to make sense: In times of economic growth the control of the power elites would have left fewer opportunities for a free development of a middle class than in times of consolidation and decline.

This interpretation is further supported by the results of the cut graphs. Regarding betweenness the Heuneburg emerges as the most important point in Ha D3. In contrast, Ha D1 and Ha D2 do not show such extensive betweenness values at all. Looking at the degree or in this case strength and closeness, we notice that the princely seats do not play any particular role. When it comes to the number of vital connections, we can observe a general increase from Ha D1 to Ha D2 and a decrease at a later time. This decrease is obviously compensated by a much higher general reach of interaction indicated by closeness.

Centrality, which according to our definition is the relative interaction, maps the interaction that is added to the already existing interaction determined by the interaction potential. Centrality hence identifies the places that act as actual social stimulators. Compared to the absolute interaction, this surplus of interaction is rather small. However, it highlights the most vital places regarding the social development of the middle class and provides additional complexity.

The continuous increase of the relative degree shows that the decrease of the absolute degree in Ha D3 does not tell the whole story. Most places are even better connected than the interaction potential would suggest and we can assume that the natural development is hampered by external factors which lower the potential would suggest and we can assume that the natural development is hampered by external factors. When it comes to the number of vital connections, we can observe a general increase from Ha D1 to Ha D2 and a decrease at a later time. This decrease is obviously compensated by a much higher general reach of interaction indicated by closeness.

Centrality, which according to our definition is the relative interaction, maps the interaction that is added to the already existing interaction determined by the interaction potential. Centrality hence identifies the places that act as actual social stimulators. Compared to the absolute interaction, this surplus of interaction is rather small. However, it highlights the most vital places regarding the social development of the middle class and provides additional complexity.

The continuous increase of the relative degree shows that the decrease of the absolute degree in Ha D3 does not tell the whole story. Most places are even better connected than the interaction potential would suggest and we can assume that the natural development is hampered by external factors which lower the interaction potential. The relative closeness, meaning the relative reach of connections, particularly increases in Ha D3. However, it is mainly the Heuneburg that is affected by that and to a lesser extent the Kapf. The relative betweenness shows a similar pattern, with a general increase in Ha D2 and enormous increases in Ha D3 for the Heuneburg, which showed rather small values in Ha D2.

Regarding urbanity, we thus find good conditions for middle class interactivity in Ha D3 at the Heuneburg and to a lesser extent at the Kapf. However, there seems to be hardly any interactivity at the princely seats further north. This is somehow ironic, as the original function of these places as economic network centers had already moved further north (Nakoinz, 2013) and the southern line of the princely seats had been abandoned to other activities. Perhaps it was this asynchronous social development of the middle class and the economic development of the power elites that stopped the urban process eventually and lead to something which Brun and Chaume (2013) called unfinished urbanization.

**5. DISCUSSION**

The Late Hallstatt period appears to be a time of challenges and experiments. It is a highly dynamic time in which agglomerations emerge and disappear and it is a time of high complexity, which continuously grows. The climax of complexity is the urban processes, in which complexity is the driving force.

Urban places and urban processes attract people, because they offer new opportunities and capabilities (Arponen et al., 2016), even, or particularly, in times of crisis. These opportunities and capabilities, however, come at the cost of instability and unpredictability. The art of successfully managing urban places is the art of finding a balance between the reduction of complexity and the limitation of opportunities through organizational structures, in other words, finding the balance between stagnation and collapse. Networks play a dual role in urban processes. On the one hand, they lead to additional connectivity and thus additional complexity. On the other hand, they provide stability by buffering some of the occurring issues. It becomes clear that networks obviously stimulate urban processes. The mentioned buffer function requires synchronous and interlinked processes. However, as shown in this paper, this requirement was not met in the Early Iron Age of South-West Germany. Different social subsystems developed independently from one another and asynchronously constrained each other. Complexity at that time was high. However, as opposed to what is assumed for urban processes, it was neither possible to reduce complexity nor to benefit from it. Above all, it was not possible to take advantage of the network's buffering capability. The processes required for the adaptation to new conditions could not hold pace with the processes of growing complexity. For the Heuneburg it has already been discussed, if the failure to cope with growing complexity lead to the local collapse in Ha D2 (Nakoinz, 2017b). In our paper we address this problem as well. However, we present a more general picture of it.

Thanks to the detailed analysis of interaction and interaction potentials as well as of connectivity and centrality, we are able to get an insight into the development of the Early Iron Age society and the rather tragic role of urban processes at that time. Theoretical considerations provided us with the necessary tools and terms for a detailed analysis. Without the theoretical considerations we would hardly be able to base our interpretation on different results and indicators. On the contrary, we would perhaps treat completely divergent concepts such as centrality in geography and centrality in social network analysis as equivalent and hence come to wrong conclusions.

Finally, we can answer the question raised in the introduction. Although the middle class was involved in urban processes, for the urbanization as a whole it did not play any important role. And although it potentially could have done so, apparently this middle class had been in the wrong place or lived during the wrong phase, in which synergies with other parts of urban processes or the reinforcement thereof were not possible. At least it seems that this component together with additional capabilities of adaptation and innovation was missing at economic central places and the elites' residences. Sustainable urban processes need a balance between stagnation and crisis and this middle class could have been a providing factor.
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