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Abstract

In 2003, Cohn and Umans proposed a group-theoretic approach to bounding the exponent of matrix multiplication. Previous work within this approach ruled out certain families of groups as a route to obtaining $\omega = 2$, while other families of groups remain potentially viable. In this paper we turn our attention to matrix groups, whose usefulness within this framework was relatively unexplored.

We first show that groups of Lie type cannot prove $\omega = 2$ within the group-theoretic approach. This is based on a representation-theoretic argument that identifies the second-smallest dimension of an irreducible representation of a group as a key parameter that determines its viability in this framework. Our proof builds on Gowers’ result concerning product-free sets in quasirandom groups. We then give another barrier that rules out certain natural matrix group constructions that make use of subgroups that are far from being self-normalizing.

Our barrier results leave open several natural paths to obtain $\omega = 2$ via matrix groups. To explore these routes we propose working in the continuous setting of Lie groups, in which we develop an analogous theory. Obtaining the analogue of $\omega = 2$ in this potentially easier setting is a key challenge that represents an intermediate goal short of actually proving $\omega = 2$. We give two constructions in the continuous setting, each of which evades one of our two barriers.
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1 Introduction

The exponent of matrix multiplication is the smallest number \( \omega \) such that for each \( \varepsilon > 0 \), there exists an algorithm for multiplying two \( n \times n \) matrices using \( O(n^{\omega + \varepsilon}) \) field operations. It is clear that \( \omega \geq 2 \), and a long line of work has led to the best upper bound currently known of \( \omega < 2.37286 \) from \([3]\). It is a longstanding and well-known open problem to resolve the conjecture that \( \omega = 2 \).

In \([11]\) a group-theoretic approach to bounding \( \omega \) was proposed. Given any finite group \( G \) and three subsets of \( G \) satisfying a certain condition (the triple product property), this approach yields an upper bound on \( \omega \) by reducing an instance of matrix multiplication
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to multiplication in the group algebra of $G$. This approach can capture the Coppersmith–Winograd family of algorithms [10], which includes the current record bound. While some barriers are known for the group-theoretic approach, for instance that abelian groups cannot not prove $\omega < 3$ (see [11, Lemma 3.1]) or that certain generalizations of the constructions in [10] cannot achieve $\omega = 2$ [6, 7, 18], the possibility that one could show $\omega = 2$ using a suitable family of nonabelian groups remains wide open.

Previous work on the group-theoretic approach has focused mainly on families of very non-simple groups, i.e., groups built up from simple groups through repeated group extension. For example, the best bounds known on $\omega$ can be obtained using a semidirect product of the symmetric groups with direct products of abelian groups. At the same time, the aforementioned barriers rule out these kinds of constructions and certain generalizations [6, 7, 18]. But this has left the simple groups – in some sense the opposite end of the spectrum of finite groups – largely unexplored.

In this paper we address this gap in knowledge by studying finite groups of Lie type in the framework of [11]. This is an important class of groups that contains all of the finite simple groups except alternating or cyclic groups and finitely many sporadic groups. Some good examples to keep in mind are the classical matrix groups such as the group $\text{SL}(n,q)$ of determinant 1 matrices over the finite field $\mathbb{F}_q$ or the group of $n \times n$ orthogonal matrices over $\mathbb{F}_q$ with respect to a quadratic form.

1.1 Results

We start by showing that triple product property constructions (see Definition 2.1) in groups of Lie type cannot prove any bound on $\omega$ better than $2 + \varepsilon$ for some absolute constant $\varepsilon > 0$ (Corollary 3.5). This resolves a question asked in [11]. Our proof combines a representation-theoretic argument with known bounds on the dimension and number of irreducible representations in groups of Lie type [15, 12]. More broadly, we identify the second-smallest dimension of an irreducible representation as a key parameter of a group that determines its viability for the approach of [11]: Theorem 3.2 shows that groups where this quantity is large cannot yield good bounds on $\omega$. For example, any family of groups for which the second-smallest dimension of an irreducible representation grows as a power of the size of the group cannot yield $\omega = 2$. It had been known since [11] that the largest dimension played a key role in the quality of the bound, but small dimensions were not previously understood to be relevant.

This first barrier builds on Gowers’ theorem on product-free sets in quasirandom groups [13]. We note that whereas Gowers’ result involves the minimum dimension of a nontrivial representation, the additional structure of our problem allows us to consider the second-smallest dimension of an irreducible representation (in other words, we can skip any other representations of dimension 1). This gives us lower bounds in groups where Gowers’

---

1 Other barrier results rule out different generalizations of the Coppersmith–Winograd approach, such as [4, 2, 1, 9], but it remains unclear the extent of the implications those barriers have for the group-theoretic approach.
2 Specifically, by a group of Lie type we mean any one of the (possibly twisted) Chevalley groups, including the Suzuki and Ree groups, or the quotient of such a group by its center. A Chevalley group is the fixed points of a Steinberg endomorphism in a semisimple algebraic group over a finite field (see Definition 21.6 and Table 22.1 in [17]). Among others, this list includes $\text{SL}(n,q)$, $\text{SU}(n,q)$, $\text{SO}(2n + 1, q)$, $\text{Sp}(2n, q)$, $\text{SO}^+(2n, q)$, and $\text{SO}^-(2n, q)$. Obtaining simple groups can require taking the quotient by the center, but that does not change our conclusions, such as Corollary 3.5.
3 We note in Remark 3.3 that similar barriers hold for simultaneous triple product property constructions, as defined in [10, Definition 5.1].
result does not apply, such as $\text{SL}(n,q)$. It is interesting that while triple product property constructions in abelian groups cannot yield nontrivial bounds on $\omega$, this barrier shows that highly nonabelian groups also have significant limitations.

Next we show in Theorem 3.7 that subgroups with large normalizers cannot be used in a triple product property construction to obtain $\omega = 2$. This barrier is particularly effective in the setting of matrix groups. For example, one cannot obtain $\omega = 2$ via a triple product property construction using three subgroups inside $\text{GL}(n,q)$ for varying $q$ and any fixed $n$, or even inside products of such groups.

Our first barrier result rules out obtaining exponent 2 from finite groups of Lie type, but still leaves open the possibility that such groups could serve as building blocks in efficient algorithms for matrix multiplication. For example, the direct product of such groups escapes the barrier entirely, since the second-smallest dimension of an irreducible representation of a direct product equals the second-smallest dimension among the irreducible representations of the factors. Similarly, our normalizer barrier suggests that constructions should aim to use subgroups that are self-normalizing. We therefore view our barriers as giving us useful information about what a possible construction using finite groups of Lie type must look like, if it is to give $\omega = 2$.

In the second part of the paper, we give constructions that naturally use a direct product in a critical way (Theorem 4.9), and constructions that use self-normalizing subgroups (Theorem 4.10). It is important to note that we know of no constructions in finite groups of Lie type that even meet a certain “packing bound” (Definition 2.3), a prerequisite for obtaining $\omega = 2$. This remains an important challenge. In lieu of such constructions, we direct our efforts at obtaining constructions in continuous Lie groups, which seems easier and mathematically cleaner to work in, and where we can ask direct analogues of the main questions. Here we have constructions that meet the packing bound. Moreover, we give examples that use direct products and self-normalizing subgroups, desiderata by the barrier results.

Our constructions do not achieve the Lie analogue of beating exponent 3, and we suggest improving them and finding other examples as key challenges highlighted by this work.

1.2 Outline

In the next section we review the group-theoretic approach to bounding $\omega$. In Section 3 we give our barriers. We then introduce the Lie exponent in Section 4 and give our constructions. We conclude with some questions in Section 5.

2 Background

In this section we review the approach of [11] to bounding $\omega$. For a finite group $G$, let $\text{Irr}(G)$ denote the set of equivalence classes of irreducible complex representations of $G$, and for $X \subseteq G$, let $Q(X) = \{xx'^{-1} : x, x' \in X\}$ be the quotient set of $X$ and $X^{-1} = \{x^{-1} : x \in X\}$ be its collection of inverses.

**Definition 2.1 ([11, Definition 2.1]).** We say that subsets $S$, $T$, and $U$ of a group $G$ satisfy the triple product property if for all $s \in Q(S)$, $t \in Q(T)$, and $u \in Q(U)$,

$$stu = 1 \implies s = t = u = 1.$$  

The simplest case is when the three subsets of $G$ are subgroups, in which case we do not need to take their quotient sets since $Q(H) = H$ for every subgroup $H$. However, the known constructions that achieve nontrivial upper bounds for $\omega$ do not use subgroups [10].
Given three subsets of \( G \) that satisfy the triple product property, \([11]\) shows how to reduce a matrix multiplication problem to convolution of functions on \( G \) (in other words, multiplication in the group algebra \( \mathbb{C}[G] \)). This reduction yields the following inequality for the exponent of matrix multiplication \( \omega \):

\[
(|S| |T| |U|)^{\omega/3} \leq \sum_i d_i^\omega,
\]

where \( d_i \in \mathbb{N} \) are the dimensions of the irreducible representations of \( G \).

If \( |S|, |T|, \) and \( |U| \) are large and the dimensions \( d_i \) are not too large, then this inequality yields an upper bound for \( \omega \). For example, if

\[
|S| |T| |U| > \sum_i d_i^3,
\]

then it proves that \( \omega < 3 \). Using Theorem 2.2, it was shown in \([10]\) that \( \omega < 2.41 \). In fact, this framework is powerful enough to capture the Coppersmith–Winograd family of algorithms, including the latest record of \( \omega < 2 \).

In the notation of Theorem 2.2, we always have \( \sum_i d_i^\omega \geq \sum_i d_i^2 = |G| \). Thus, the inequality in the theorem never implies a better bound on \( \omega \) than \( (|S| |T| |U|)^{\omega/3} \leq |G| \) would. This inequality is always consistent with \( \omega = 2 \), because the multiplication maps from \( S \times T, T \times U, \) and \( S \times U \) to \( G \) must be injective to satisfy the triple product property, and therefore \( |S| |T| |U| \leq |G|^{3/2} \). This gives us a necessary condition for proving that \( \omega = 2 \) via Theorem 2.2:

\[
|S_i| |T_i| |U_i| = |G_i|^{3/2-o(1)}
\]

as \( i \to \infty \).

Several families of groups meeting the packing bound were constructed in \([11]\). In the terminology of \([11]\), meeting the packing bound means the pseudo-exponent of \( G_i \) converges to 2 as \( i \to \infty \). A simple argument \([11], \text{Lemma 3.1}\) shows that this can happen only if \( |G_i| \to \infty \).

Meeting the packing bound is a necessary condition for Theorem 2.2 to yield \( \omega = 2 \): if a family of groups contains no sequence meeting the packing bound, then there is a constant \( \varepsilon > 0 \) such that no group in the family can prove an upper bound on \( \omega \) better than \( 2 + \varepsilon \) via Theorem 2.2. However, meeting the packing bound is not in itself sufficient to achieve \( \omega = 2 \), or even \( \omega < 3 \).

### 3 Barriers for matrix groups

In this section we explain the two barriers mentioned in the introduction. Each of them is based on an idea that is particularly relevant for matrix groups, although we formulate the bounds in greater generality.
3.1 A representation-theoretic barrier

We begin by proving our representation-theoretic barrier, which we then apply to groups of Lie type. Our proof of Theorem 3.2 follows the Fourier-analytic proof of Gowers’ theorem on mixing in quasirandom groups (see, for example, [8, Lemma 2.2]). Our barrier is a function of the second-smallest dimension of an irreducible representation of $G$. Because we use this parameter frequently, we introduce notation for it:

**Definition 3.1.** For a finite nonabelian group $G$, let $n(G) := \min_{\pi \in \text{Irr}(G)} \text{dim} \pi > 1 \text{ dim} \pi$ be the smallest dimension of an irreducible representation of $G$ of dimension greater than 1.

**Theorem 3.2.** If subsets $S$, $T$, and $U$ satisfy the triple product property in a finite nonabelian group $G$, then

$$|S| |T| |U| \leq \frac{|G|^{3/2}}{n(G)^{1/2}} + |G|.$$  

**Proof.** Let $1_X$ denote the indicator function of a subset $X \subseteq G$. For brevity, given $X \subseteq G$ and $\pi \in \text{Irr}(G)$, we will write $\pi(X) := \sum_{x \in X} \pi(x)$ and $d_{\pi} := \text{dim} \pi$.

Suppose that $S, T, U$ satisfy the triple product property. Equivalently, the value at the identity in the 6-fold convolution $1_S * 1_{S^{-1}} * 1_T * 1_{T^{-1}} * 1_U * 1_{U^{-1}}$ equals $|S| |T| |U|$. The Fourier inversion formula says that a function $f: G \to \mathbb{C}$ can be reconstructed using the inner product $\langle X, Y \rangle = \text{Tr}(X \bar{Y})$ (where $\bar{Y}$ denotes the entry-wise complex conjugate) as

$$f(g) = \frac{1}{|G|} \sum_{\pi \in \text{Irr}(G)} d_{\pi} \left( \sum_{h \in G} f(h) \pi(h), \pi(g) \right).$$

Applying this formula to $f = 1_S * 1_{S^{-1}} * 1_T * 1_{T^{-1}} * 1_U * 1_{U^{-1}}$ and $g = 1$ yields

$$|G| |S| |T| |U| = \sum_{\pi \in \text{Irr}(G)} d_{\pi} \text{Tr}(\pi(S)\pi(S^{-1})\pi(T)\pi(T^{-1})\pi(U)\pi(U^{-1})).$$

When $d_{\pi} = 1$,

$$\pi(S)\pi(S^{-1}) = \sum_{s \in S} \pi(s) \sum_{s' \in S} \pi(s') = |\pi(S)|^2,$$

which is a nonnegative real number, and $\pi(S)\pi(S^{-1}) = |S|^2$ if $\pi$ is the trivial representation. Thus,

$$|G| |S| |T| |U| \geq |S| |T| |U| + \sum_{\pi: \text{dim} \pi > 1} d_{\pi} \text{Tr}(\pi(S)\pi(S^{-1})\pi(T)\pi(T^{-1})\pi(U)\pi(U^{-1}))$$

$$= |S| |T| |U| + \sum_{\pi: \text{dim} \pi > 1} d_{\pi} \text{Tr}(\pi(S^{-1})\pi(T)\pi(T^{-1})\pi(U)\pi(U^{-1})\pi(S)).$$

By the Cauchy–Schwarz inequality,

$$|G| |S| |T| |U| \geq |S| |T| |U| + \sum_{\pi: \text{dim} \pi > 1} d_{\pi} \|\pi(S^{-1})T\| \cdot \|\pi(T^{-1}U)\| \cdot \|\pi(U^{-1})S\|,$$

where $\|\cdot\|$ denotes the Frobenius norm of a matrix (i.e., $\|M\|^2 = \text{Tr}(M \bar{M}^T)$).

Fourier inversion implies a nonabelian version of Parseval’s identity, which states that for any function $f: G \to \mathbb{C}$,

$$\sum_{g \in G} |f(g)|^2 = \frac{1}{|G|} \sum_{\pi \in \text{Irr}(G)} d_{\pi} \left( \sum_{g \in G} f(g) \pi(g) \right)^2.$$
Applying this formula with \( f = 1_{S^{-1}} * 1_{T} \), which is equal to the indicator function of \( S^{-1}T \) by the triple product property, we obtain

\[
|S| |T| |G| = \sum_{\pi \in \text{Irr}(G)} d_{\pi} \|\pi(S^{-1}T)\|^2,
\]

and thus for each \( \pi \in \text{Irr}(G) \) with \( d_{\pi} > 1 \),

\[
\|\pi(S^{-1}T)\| \leq \sqrt{|S||T||G|/n(G)}.
\]

Using this bound and the Cauchy–Schwarz inequality, we find that

\[
|G||S||T||U| \geq (|S||T||U|)^2 - \sqrt{|S||T||G|/n(G)} \sum_{\pi: d_{\pi} > 1} d_{\pi} \|\pi(T^{-1}U)\| \cdot \|\pi(U^{-1}S)\|
\]

\[
\geq (|S||T||U|)^2 - \sqrt{|S||T||G|/n(G)} \sqrt{\sum_{\pi: d_{\pi} > 1} d_{\pi} \|\pi(T^{-1}U)\|^2} \sqrt{\sum_{\pi: d_{\pi} > 1} d_{\pi} \|\pi(U^{-1}S)\|^2},
\]

and so by Parseval’s identity,

\[
|G||S||T||U| \geq (|S||T||U|)^2 - \sqrt{|S||T||G|/n(G)} \sqrt{|G||T||U|\sqrt{|G||S||U|}}
\]

\[
= (|S||T||U|)^2 - |S||T||U||G|^{3/2}/n(G)^{1/2}.
\]

We conclude that

\[
|S||T||U| \leq \frac{|G|^{3/2}}{n(G)^{1/2}} + |G|,
\]

as desired. ▷

**Remark 3.3.** One can show a similar bound for sets \( S_i, T_i, U_i \) satisfy the *simultaneous* triple product property [6, Definition 2.2]. The proof proceeds by examining the coefficient of the identity in \( f \ast g \ast h \), where \( f = \sum_i 1_{S_i} * 1_{T_i^{-1}} \), \( g = \sum_i 1_{T_i} * 1_{U_i^{-1}} \), and \( h = \sum_i 1_{U_i} * 1_{S_i^{-1}} \). If the simultaneous triple product property is satisfied, then this coefficient equals \( \sum_i |S_i||T_i||U_i| \), and \( \|f\|^2 = \sum_i |S_i||T_i|, \|g\|^2 = \sum_i |T_i||U_i|, \) and \( \|h\|^2 = \sum_i |U_i||S_i| \). When \( \pi \) is the trivial representation, \( \pi(f \ast g \ast h) = (\sum_i |S_i||T_i|)(\sum_i |T_i||U_i|)(\sum_i |U_i||S_i|) \). Combining these facts as before, we find that

\[
\left(\sum_i |S_i||T_i|\right)^{1/2} \left(\sum_i |T_i||U_i|\right)^{1/2} \left(\sum_i |U_i||S_i|\right)^{1/2} \leq \frac{|G|^{3/2}}{n(G)} + |G|.
\]

We immediately obtain the following corollary from Theorem 3.2:

**Corollary 3.4.** No sequence \( G_1, G_2, \ldots \) of finite groups satisfying \( n(G_i) \geq \Omega(|G_i|^\delta) \) with \( \delta > 0 \) can meet the packing bound.

**Corollary 3.5.** There exists a constant \( \varepsilon > 0 \) such that no triple product property construction in a group of Lie type can yield an upper bound on \( \omega \) better than \( 2 + \varepsilon \).

This corollary is more subtle than the previous one, since it does not simply amount to a failure to meeting the packing bound.
Proof. First, we deal with the case of groups of Lie type of bounded rank. Such groups $G$ satisfy $n(G) \geq \Omega(|G|^\delta)$ for some constant $\delta > 0$, as one can check from the bounds given in [15], and this condition suffices by Corollary 3.4.

Now let $G$ be a group of Lie type of rank $r$ and dimension $d$ over $\mathbb{F}_q$. Then $|G| = \Theta(q^d)$ (see, for example, [17, Table 24.1]), and the lower bound $n(G) \geq \Omega(q^r)$ holds by [15]. Hence by Theorem 3.2,

$$|S| |T| |U| \leq |G|^{3/2} / \sqrt{n(G)} + |G| = O(q^{3d/2-r/2}).$$

By [12, Theorem 1.1], there are $O(q^r)$ conjugacy classes in $G$. Let $d_1, \ldots, d_m$ be the dimensions of the irreducible representations of $G$, where $m$ is the number of conjugacy classes of $G$. We have $\sum_i d_i^2 = |G| = \Theta(q^d)$, and

$$\sum_i d_i^\omega \geq \left( \sum_i d_i^2 / m \right)^{\omega/2}$$

since $x \mapsto x^{\omega/2}$ is a convex function. Hence $\sum_i d_i^\omega \geq \Omega(q^{r+\omega(d-r)/2})$, and therefore Theorem 2.2 cannot yield an upper bound on $\omega$ better than

$$\omega \leq 3 \left( \frac{r + \log_q C}{r} \right)$$

for some absolute constant $C > 0$. If $r$ is large enough, then this bound cannot approach 2, and the case of bounded $r$ was dealt with above.

Note that this corollary holds not just for groups of Lie type, but also for simple groups that are quotients of groups of Lie type by their centers. In particular, the second part of argument depends on only two bounds, namely a lower bound for $n(G)$ and an upper bound for the number of conjugacy classes in $G$. Both of these bounds are preserved by taking the quotient: a quotient group always has at most as many conjugacy classes as the original group, and every irreducible representation of the quotient yields an irreducible representation of the original group.

Another consequence of Theorem 3.2 is a slightly sharper estimate for how close $|S||T||U|$ can come to $|G|^{3/2}$ when $S$, $T$, and $U$ satisfy the triple product property in $G$. It follows from [11, Lemma 3.1] that $|S||T||U| < |G|^{3/2}$, but this inequality does not rule out the possibility that $|S|$, $|T|$, and $|U|$ might be a large as $|G|^{1/2} - 1$. The following corollary shows that this cannot happen when $|G|$ is sufficiently large.

**Corollary 3.6.** If subsets $S$, $T$, and $U$ satisfy the triple product property in a finite group $G$, then $|S||T||U| \leq |G|^{3/2}/\sqrt{2} + |G|$.

**Proof.** If $G$ is abelian, then $|S||T||U| \leq |G|$ by [11, Lemma 3.1]. Otherwise $n(G) \geq 2$ and the conclusion follows from Theorem 3.2.

### 3.2 A barrier for subgroups that are not self-normalizing

In contrast to the previous barrier, which follows from properties of the containing group, we now give a barrier in terms of the three subsets used in a triple product property construction. It will apply only to the case of three subgroups, as opposed to arbitrary subsets.

For $X \subseteq G$, let $N(X) = \{ g \in G : gxg^{-1} = X \}$ denote the normalizer of $X$ in $G$, and let $Z(G) = \{ g \in G : gh = hg \text{ for all } h \in G \}$ denote the center of $G$. 

...
Theorem 3.7. Suppose that subgroups $H_1$, $H_2$, and $H_3$ satisfy the triple product property in a finite group $G$, and let $s_i = |N(H_i)|/|H_i|$. Then

$$|H_1| |H_2| |H_3| \leq \frac{|G|^{3/2}}{(s_1 s_2 s_3)^{1/4}}.$$

Proof. The main observation in this proof is that $|H_1| |N(H_1) \cap H_2| |H_3| \leq |G|$ (and the analogous inequality for any permutation of $H_1$, $H_2$, and $H_3$). To prove this inequality, we will show that the map

$$(h_1, h_2, h_3) \mapsto h_1 h_2 h_3$$

is injective on $H_1 \times (N(H_1) \cap H_2) \times H_3$. If not, then there exist $(h_1, h_2, h_3) \neq (h_1', h_2', h_3')$ for which

$$h_1 h_2 h_3 = h_1' h_2' h_3',$$

which implies that

$$h_2^{-1} h_1^{-1} h_1 h_2 h_3 h_3^{-1} = 1.$$

However, $h_2^{-1} (h_1^{-1} h_1) h_2$ is another element $h_1'' \in H_1$ (not equal to 1 if $h_1' \neq h_1$), since $h_2$ is in the normalizer of $H_1$. We thus have $h_1'' (h_2^{-1} h_1) (h_3 h_3^{-1}) = 1$ with not all three factors equal to 1, which contradicts the triple product property for $H_1$, $H_2$, and $H_3$.

Now this inequality implies that

$$|G| \geq |H_1| |N(H_1) \cap H_2| |H_3| = |H_1| \frac{|N(H_1)| |H_2| |H_3|}{|N(H_1) H_2|} \geq |H_1| \frac{|N(H_1)| |H_2| |H_3|}{|G|}.$$

The inequality in the theorem statement follows by repeating this argument with $H_2, H_3$ and then $H_3, H_1$ in place of $H_1$ and $H_2$ and taking the product.

Remark 3.8. The same proof in fact works for subsets $S, T, U$ satisfying the triple product property, not just subgroups, and leads to the conclusion that

$$|S||T||U| \leq \left(\frac{|G|^3}{|N(Q(S)) \cap T||N(Q(T)) \cap U||N(Q(U)) \cap S|}\right)^{1/2}.$$

The following corollary shows that triple product property constructions using subgroups of groups $G$ satisfying $|Z(G)| = \Omega(|G|^{\delta})$ with $\delta > 0$ cannot meet the packing bound. For example, this shows that triples of subgroups in $\GL(n,q)$ with fixed $n$ cannot meet the packing bound.\(^4\)

Corollary 3.9. If subgroups $H_1$, $H_2$, and $H_3$ satisfy the triple product property in a finite group $G$, then

$$|H_1| |H_2| |H_3| \leq \frac{|G|^{3/2}}{|Z(G)|^{1/2}}.$$
Proof. Because $H_1 \cap Z(G)$, $H_2 \cap Z(G)$, and $H_3 \cap Z(G)$ satisfy the triple product property in the abelian group $Z(G)$,

$$|Z(G)| \geq |H_1 \cap Z(G)||H_2 \cap Z(G)||H_3 \cap Z(G)|$$

by [11, Lemma 3.1]. Combining this inequality with $Z(G) \subseteq N(H_i)$ shows that

$$|Z(G)| \geq |H_1 \cap Z(G)||H_2 \cap Z(G)||H_3 \cap Z(G)|$$

$$= |H_1| |H_2||H_3||Z(G)|^3/(|H_1Z(G)||H_2Z(G)||H_3Z(G))$$

$$\geq |H_1| |H_2||H_3||Z(G)|^3/(|H_1N(H_1)||H_2N(H_2)||H_3N(H_3))$$

$$= |H_1| |H_2||H_3||Z(G)|^3/(|N(H_1)||N(H_2)||N(H_3))$$

and therefore $|N(H_1)||N(H_2)||N(H_3)|/(|H_1||H_2||H_3|) \geq |Z(G)|^2$. The conclusion now follows by Theorem 3.7.

4 Constructions in Lie groups

In this section, we study triple product property constructions in Lie groups (i.e., groups that also smooth manifolds). All Lie groups will be assumed to be positive-dimensional. We define the Lie exponent of a Lie group $G$ in terms of the rank $r(G)$, which we take to be the real dimension of a Cartan subalgebra of the Lie algebra.$^5$

▶ **Definition 4.1.** The Lie exponent $\omega(G)$ of a Lie group $G$ of rank $r(G)$ is the infimum of the quantity

$$r(G)$$

$$\frac{(\dim M_1 + \dim M_2 + \dim M_3)/3 - (\dim G - r(G))/2}{(\dim M_1 + \dim M_2 + \dim M_3)/3}$$

over all submanifolds $M_1$, $M_2$, and $M_3$ of $G$ satisfying the triple product property and $(\dim M_1 + \dim M_2 + \dim M_3)/3 > (\dim G - r(G))/2$. (Recall that the infimum of the empty set is $+\infty$.) The Lie exponent of a family of groups is the infimum of $\omega(G)$ over $G$ in the family.

We primarily have in mind semisimple Lie groups, or more generally reductive groups, and it is unclear how relevant the Lie exponent is for other groups. Note that if $G$ is abelian, then $r(G) = \dim Z(G)$.

Definition 4.1 is motivated by the following analogy with the finite field setting. The finite groups of Lie type fall into families of Chevalley groups defined over $\mathbb{F}_q$ as $q$ varies, with the families corresponding to the classification of simple Lie groups (as well as some complications such as twisting). For example, $SL(n,q)$ is analogous to $SL(n,\mathbb{R})$ or $SL(n,\mathbb{C})$. Suppose we have triple product property constructions with subsets of sizes $q^{m_1+o(1)}$, $q^{m_2+o(1)}$, and $q^{m_3+o(1)}$ in such a family of simple groups $G_q$ as $q \to \infty$. This is a finite analogue of having submanifolds of dimensions $m_1$, $m_2$, and $m_3$. It follows from [16, Theorem 1.3] that the largest irreducible representation of $G_q$ has dimension $q^{(d-r)/2+o(1)}$ as $q \to \infty$, where $d$ and $r$ are the dimension and rank of the corresponding Lie group.$^6$ If the dimensions of the irreducible representations of $G_q$ are $d_1, \ldots, d_k$, then by Theorem 2.2,

---

$^5$ Note that this differs from the usual convention for complex Lie groups of using the complex dimension.

For example, this is why Table 4.1 shows that $r(GL(n,\mathbb{C})) = 2n$.

$^6$ To deduce this result from [16, Theorem 1.3], note that the Steinberg representation has dimension $q^{(d-r)/2}$. See also [16, Theorems 5.1–5.3] for some classical groups that are not quite simple.
\[ q^{(m_1 + m_2 + m_3 + o(1))\omega/3} \leq \sum_i d_i^w \leq \sum_i d_i^2 \max_j d_j^{\omega - 2} = |G| \max_j d_j^{\omega - 2} = q^{d + (\omega - 2)(d - r)/2 + o(1)}, \]

and taking the limit as \( q \to \infty \) shows that

\[ \omega \leq \frac{r}{(m_1 + m_2 + m_3)/3 - (d - r)/2} \]

if the denominator is positive. In other words, Definition 4.1 is exactly the bound on \( \omega \) one would get if the construction had an analogue in the corresponding finite groups of Lie type. We note that we know of no general reason why such an analogue should exist; indeed, we do not know of any finite analogues of the Lie group constructions given later in this section. We pose the following question:

**Question 4.2.** Is it true that for every Lie group \( G \), the exponent of matrix multiplication is at most \( \omega(G) \)?

By Proposition 4.3 below, the answer must be yes if \( \omega = 2 \). A direct proof would be of considerable interest. Even without such a proof, we view \( \omega(G) \) as a model for what groups can do in the continuous setting, which allows for geometric constructions that may not work over finite fields, but that we might hope give inspiration for related constructions in the finite setting.

**Proposition 4.3.** Every Lie group \( G \) has \( \omega(G) > 2 \).

**Proof.** If \( M_1, M_2, \) and \( M_3 \) satisfy the triple product property in \( G \), then the map \( (m_1, m_2) \mapsto m_1^{-1}m_2 \) from \( M_1 \times M_2 \) to \( G \) is injective, and so \( \dim M_1 + \dim M_2 \leq \dim G \). Similarly, \( \dim M_2 + \dim M_3 \leq \dim G \) and \( \dim M_1 + \dim M_3 \leq \dim G \). Averaging these inequalities shows that \( (\dim M_1 + \dim M_2 + \dim M_3)/3 \leq (\dim G)/2 \), and therefore the bound we obtain for \( \omega(G) \) is at least

\[ \frac{r(G)}{(\dim G)/2 - (\dim G - r(G))/2} = 2. \]

Equality could hold only if \( \dim M_i = (\dim G)/2 \) for all \( i \). In that case, every continuous, injective function from \( M_1 \times M_2 \) to \( G \) must be open by invariance of domain, and therefore has an open image. In particular, for \( m'_1 \in M_1 \) and \( m'_2 \in M_2 \) consider the map sending \( (m_1, m_2) \in M_1 \times M_2 \) to \( m'_1 m_1^{-1} m_2 m'_2^{-1} \). Its image contains a neighborhood of \( 1 \), but by the triple product property it intersects the quotient set \( Q(M_3) = M_3 M_3^{-1} \) only at \( 1 \), which is impossible since \( Q(M_3) \) contains a submanifold \( M_3 m_3^{-1} \) (for fixed \( m_3 \in M_3 \)) of dimension \( (\dim G)/2 \) that contains 1. □

Note that in the notation of Definition 4.1, if \( \dim M_1 + \dim M_2 + \dim M_3 \leq \dim G \), then they cannot prove any better upper bound for \( \omega(G) \) than 3. This conclusion is immediate if \( r(G) = \dim G \), and one can check that it follows from \( r(G) \leq \dim G \). In fact, the best upper bound we know on the Lie exponent is 3, which holds for abelian groups:
Proposition 4.4. If $G$ is abelian, then $\omega(G) = 3$.

Proof. Let $H_1 = G$ and $H_2 = H_3 = \{1\}$. Then $H_1$, $H_2$, and $H_3$ satisfy the triple product property in $G$. Since $r(G) = \dim G$ and $\dim H_1 + \dim H_2 + \dim H_3 = \dim G$, it follows that $\omega(G) \leq 3$.

For the other direction, note that if $G$ is abelian, then the product map $M_1 \times M_2 \times M_3 \to G$ must be injective or else the triple product property fails. If the map is injective, then $\dim M_1 + \dim M_2 + \dim M_3 \leq \dim G$ and hence $\omega(G) \geq 3$.

There is also a Lie analogue of the packing bound from Definition 2.3.

Definition 4.5. We say a sequence $G_1, G_2, \ldots$ of Lie groups meets the packing bound if there exist submanifolds $M_{1,i}$, $M_{2,i}$, and $M_{3,i}$ of $G_i$ satisfying the triple product property such that
\[
\lim_{i \to \infty} \frac{\dim G_i}{(\dim M_{1,i} + \dim M_{2,i} + \dim M_{3,i})/3} = 2.
\]

Proposition 4.6. If Lie groups $G_1, G_2, \ldots$ have $\lim_{i \to \infty} \omega(G_i) = 2$, then they achieve the packing bound.

Proof. It suffices to show that for $M_1$, $M_2$, and $M_3$ satisfying the triple product property in a group $G$ with $(\dim M_1 + \dim M_2 + \dim M_3)/3 > (\dim G - r(G))/2$,
\[
\frac{r(G)}{(\dim M_1 + \dim M_2 + \dim M_3)/3 - (\dim G - r(G))/2} \geq \frac{\dim G}{(\dim M_1 + \dim M_2 + \dim M_3)/3}.
\]
This assertion follows from the inequality $(\dim M_1 + \dim M_2 + \dim M_3)/3 \leq (\dim G)/2$ used in the proof of Proposition 4.3.

It was shown in [11, Theorem 6.1] that the Lie groups $\text{SL}(n, \mathbb{R})$ meet the packing bound, by taking $M_1$, $M_2$, and $M_3$ to be the groups of upper unitriangular, lower unitriangular, and orthogonal matrices. In this construction, the group is an algebraic group over $\mathbb{R}$, as are the subgroups $M_i$. In particular, they are all linear algebraic groups over $\mathbb{R}$, i.e., subgroups of $\text{GL}(n, \mathbb{R})$ defined by polynomial equations. Algebraic groups are a little more general than linear algebraic groups; they are to algebraic varieties as Lie groups are to manifolds.

However, algebraic varieties over $\mathbb{C}$ (or any algebraically closed field) cannot help:

Theorem 4.7. Let $G$ be an algebraic group over an algebraically closed field, and let $V_1$, $V_2$, and $V_3$ be subvarieties of $G$ that satisfy the triple product property. Then
\[
\dim V_1 + \dim V_2 + \dim V_3 \leq \dim G.
\]

As a consequence, subvarieties of algebraic groups over $\mathbb{C}$ cannot be used to meet the packing bound or obtain a better Lie exponent than 3.

Proof. Let $v'_i$ be any element of $V_i$, and define $\varphi : V_1 \times V_2 \times V_3 \to G$ by
\[
\varphi(v_1, v_2, v_3) = v_1 v_1^{-1} v_2 v_2^{-1} v_3 v_3^{-1}.
\]
By the triple product property, the only solution of $\varphi(v_1, v_2, v_3) = 1$ is $(v'_1, v'_2, v'_3)$, and so the solution set is zero-dimensional since we are working over an algebraically closed field. However, the fiber dimension theorem [14, Theorem 17.24] says the dimension of the solution set must be at least $\dim V_1 + \dim V_2 + \dim V_3 - \dim G$, which yields the desired inequality.
The intuitive difference between \( \mathbb{R} \) and \( \mathbb{C} \) here is that a variety can have fewer points over \( \mathbb{R} \) than one might expect by counting degrees of freedom. For example, the equation \( x_1^2 + \cdots + x_n^2 = 0 \) defines an \((n - 1)\)-dimensional variety, which has plenty of points over \( \mathbb{C} \), but over \( \mathbb{R} \) it consists of just a single point. Fields that are not algebraically closed may lead to an anomalously low number of solutions, and we cannot conclude that a variety is zero-dimensional just because it has only one real point. What Theorem 4.7 indicates is that to obtain strong examples, we must either use constructions that are not defined by polynomial equations, or choose equations that have fewer solutions over \( \mathbb{R} \) than they do over \( \mathbb{C} \). (Note that there are many possibilities that are not defined by polynomial equations. For example, constructions that use complex conjugation generally do not define complex subvarieties.)

Theorem 4.7 does rule out one superficially attractive possibility, namely obtaining Lie exponent 2 via subvarieties of algebraic groups over \( \mathbb{F}_q \) and then transitioning to finite groups by using finite subfields of \( \mathbb{F}_q \) with sizes tending to infinity.

We now give several new constructions over \( \mathbb{R} \) with parameters that improve upon the previously known construction from [11]. Our constructions make use of the following observation, which relaxes the triple product property for subgroups.

**Lemma 4.8.** Suppose that \( H_1, H_2, \) and \( H_3 \) are Lie subgroups of a Lie group \( G \) and \( K \) is a compact subgroup of \( G \) such that the equation \( h_1 h_2 h_3 = 1 \) with \( h_i \in H_i \) implies that \( h_1, h_2, h_3 \in K \). Then the Lie exponent of \( G \) is at most

\[
\frac{r(G)}{(\dim H_1 + \dim H_2 + \dim H_3 - 2\dim K)/3 - (\dim G - r(G))/2}.
\]

We will refer to this situation as the \( K \)-triple product property. More generally, the same holds for submanifolds \( M_i \) such that \( q_1 q_2 q_3 = 1 \) with \( q_i \in Q(M_i) \) implies \( q_1, q_2, q_3 \in K \), but we will need it only for subgroups.

**Proof.** By the slice theorem [5, Theorem I.2.1], there exist submanifolds \( H_i' \) of \( H_i \) such that \( \dim H_i' = \dim H_i - \dim K \) and no two elements \( h, h' \in H_i' \) satisfy \( hh'^{-1} \in K \) unless \( h = h' \). Then the submanifolds \( H_1, H_2, \) and \( H_3' \) of \( G \) satisfy the triple property property and yield the asserted bound. (Note that the first submanifold is \( H_1 \), not \( H_1' \).) ◀

### 4.1 Asymptotic Lie exponent 3

As mentioned above and shown in [11, Theorem 6.1], the upper unitriangular, lower unitriangular, and special orthogonal groups satisfy the triple product property in \( \text{SL}(n, \mathbb{R}) \). Since these subgroups have dimension \( n(n - 1)/2 \) inside a group of dimension \( n^2 - 1 \), the groups \( \text{SL}(n, \mathbb{R}) \) meet the packing bound.

However, the rank of \( \text{SL}(n, \mathbb{R}) \) is \( n - 1 \), and so this example does not yield any Lie exponent bound (the denominator in Definition 4.1 would vanish). In this section we modify the construction to get a bound on the Lie exponent approaching 3 for powers of \( \text{SL}(n, \mathbb{R}) \).

**Theorem 4.9.** For \( m > 1 \) and \( n > 1 \), the Lie exponent of \( \text{SL}(n, \mathbb{R})^m \) is at most

\[
\frac{3m(n - 1)}{m(n - 1) - n}.
\]

In the proof we will denote the \( i, j \) entry of a matrix \( M \) by \( M_{i,j} \). To avoid ambiguity we will use superscripts to index sequences of matrices, with parentheses around the superscripts to distinguish them from exponents. Recall also that a unitriangular matrix is a triangular matrix with diagonal entries equal to 1.
Proof. Let $H_1 = \text{SO}(n, \mathbb{R})^m$, let

$$H_2 = \{(A^{(1)}, \ldots, A^{(m)}) \in \text{SL}(n, \mathbb{R})^m : \text{each } A^{(i)} \text{ is upper unitriangular}\},$$
and let

$$H_3 = \left\{(B^{(1)}, \ldots, B^{(m)}) \in \text{SL}(n, \mathbb{R})^m : \text{each } B^{(i)} \text{ is lower triangular}ight\},$$

and

$$\text{and } \prod_{i=1}^m B^{(i)}_{j,j} = 1 \text{ for all } j,$$

These subgroups have dimensions $mn(n-1)/2$, $mn(n-1)/2$, and $m(n(n+1)/2 - 1) - n$, respectively. We claim that they satisfy the $K$-triple product property in $\text{SL}(n, \mathbb{R})^m$, where

$$K = \{(C^{(1)}, \ldots, C^{(m)}) \in \text{SL}(n, \mathbb{R})^m : \text{each } C^{(i)} \text{ is diagonal with } \pm 1 \text{ entries}\}.$$

Since $\dim \text{SL}(n, \mathbb{R})^m = m(n^2 - 1)$ and the rank of $\text{SL}(n, \mathbb{R})^m$ is $m(n-1)$, while $\dim K = 0$, the claimed bound on the Lie exponent will follow by Lemma 4.8.

Let $M = (M^{(1)}, \ldots, M^{(m)}) \in H_1$, $A = (A^{(1)}, \ldots, A^{(m)}) \in H_2$, $B = (B^{(1)}, \ldots, B^{(m)}) \in H_3$. We will show that if $MA = B$, then for each $i$, the matrix $M^{(i)}$ is diagonal with $\pm 1$ diagonal entries, in which case the same follows for $A^{(i)}$ and $B^{(i)}$. We will prove by induction on $j$ that $M^{(i)}e_j = \pm e_j$ for all $i$, where $e_1, \ldots, e_n$ are the standard basis vectors.

Let the $j$th column of $A^{(i)}$ be $A^{(i)}_j$. For any $i$, $A^{(i)}_1 = e_1$, and so $M^{(i)}e_1 = B^{(i)}_1$. Since $M^{(i)}$ is orthogonal, $M^{(i)}e_1$ and thus also $B^{(i)}_1$ must be unit vectors. In particular, $|B^{(i)}_{1,1}| \leq 1$ for all $i$. But since $\prod_{i=1}^m B^{(i)}_{1,1} = 1$ this forces $B^{(i)}_{1,1} = \pm 1$, which proves the claim for $j = 1$.

Now suppose $M^{(i)}e_j = \pm e_j$ for all $j < k$ and all $i$. For any $i$, $A^{(i)}_k = e_k + \sum_{j<k} A^{(i)}_{j,k}e_j$ and $B^{(i)}_k = B^{(i)}_{k,k}e_k + \sum_{j>k} B^{(i)}_{j,k}e_j$. From the induction hypothesis we deduce that

$$M^{(i)}e_k = M^{(i)}(A^{(i)}_k - \sum_{j<k} A^{(i)}_{j,k}e_j),$$

$$= B^{(i)}_{k,k}e_k + \sum_{j>k} B^{(i)}_{j,k}e_j - \sum_{j<k} A^{(i)}_{j,k}(\pm e_j).$$

Since $M^{(i)}$ is orthogonal, $M^{(i)}e_k$ is a unit vector. Because $\prod_{i=1}^m B^{(i)}_{k,k} = 1$, it follows as above that $B^{(i)}_{k,k} = \pm 1$ for all $i$. Hence $M^{(i)}e_k = \pm e_k$ for all $i$, which proves the claim. ▶

4.2 Conjugates of rotation groups

**Theorem 4.10.** There are three conjugates of $\text{O}(n, \mathbb{R})$ inside of $\text{GL}(n, \mathbb{R})$ satisfying the $K$-triple product property, where $K$ is the subgroup of diagonal matrices with $\pm 1$ entries on the diagonal.

This construction meets the packing bound. In particular, it evades the normalizer barrier since the normalizer of $\text{O}(n, \mathbb{R})$ in $\text{GL}(n, \mathbb{R})$ is $\mathbb{R}^n \cdot \text{O}(n, \mathbb{R})$. However, it does not prove a bound for $\omega(\text{GL}(n, \mathbb{R}))$, because each of these subgroups has dimension $n(n-1)/2$, which equals $(\dim \text{GL}(n, \mathbb{R}) - n)/2$, and $r(\text{GL}(n, \mathbb{R})) = n$. Note that the center of $\text{GL}(n, \mathbb{R})$ plays no role, and we could just as well have stated the theorem for conjugates of $\text{SO}(n, \mathbb{R})$ inside $\text{SL}(n, \mathbb{R})$. We use the slightly more general formulation since it is convenient to allow determinant $-1$ in the proof by induction.
Proof. Let $G = \text{GL}(n, \mathbb{R})$ and $H = \text{O}(n, \mathbb{R})$. To specify the conjugates of $H$, we take $D_1 = \text{diag}(x_1, \ldots, x_n)$ with $x_1 > x_2 > \cdots > x_n > 0$ and $D_2 = \text{diag}(y_1, \ldots, y_n)$ with $0 < y_1 < y_2 < \cdots < y_n$. Then we will show that $H, H_1 := D_1HD_1^{-1}$, and $H_2 := D_2HD_2^{-1}$ satisfy the $K$-triple product property in $G$, where $K$ is the group of diagonal $\pm 1$ matrices.

In particular, we will show that for every $h_1 \in H_1$ and $h_2 \in H_2$, if $h_1^\top h_1 = h_2^\top h_2$, then $h_1, h_2 \in K$. The conclusion then follows, since if $hh_1h_2^{-1} = I$ with $h \in H$, then $h_1h_2^{-1} \in H$, meaning $(h_1h_2^{-1})^\top (h_1h_2^{-1}) = I$, and hence $h_1^\top h_1 = h_2^\top h_2$.

Suppose that $h_1 = D_1M_1D_1^{-1}$ and $h_2 = D_2M_2D_2^{-1}$, where $M_1, M_2 \in H$, and consider $h_1^\top h_1 = (D_1^{-1}M_1^\top D_1)(D_1M_1D_1^{-1})$.

If $(a_1, a_2, \ldots, a_n)$ is the first column of $M_1$, then the first column of $D_1M_1D_1^{-1}$ is $(a_1, x_2x_1^{-1}a_2, \ldots, x_nx_1^{-1}a_n)$ as is the first row of $D_1^{-1}M_1^\top D_1$, so the upper-left entry of their product $h_1^\top h_1$ is

$$a_1^2 + (x_2/x_1)^2a_2^2 + (x_3/x_1)^2a_3^2 + \cdots + (x_n/x_1)^2a_n^2.$$ 

Now, since $a_1^2 + a_2^2 + \cdots + a_n^2 = 1$, we can substitute for $a_1^2$ to obtain

$$1 + ((x_2/x_1)^2 - 1)a_2^2 + ((x_3/x_1)^2 - 1)a_3^2 + \cdots + ((x_n/x_1)^2 - 1)a_n^2.$$ 

Because $x_i > x_1$ for all $i > 1$, this quantity is at most 1, with equality exactly when $a_2^2 = a_3^2 = \cdots = a_n^2 = 0$. By an identical argument, if $(b_1, b_2, \ldots, b_n)$ is the first column of $M_2$, then the upper-left entry of $h_2^\top h_2$ is

$$1 + ((y_2/y_1)^2 - 1)b_2^2 + ((y_3/y_1)^2 - 1)b_3^2 + \cdots + ((y_n/y_1)^2 - 1)b_n^2,$$

which is at least 1, with equality exactly when $b_2^2 = b_3^2 = \cdots = b_n^2 = 0$. So if $h_1^\top h_1 = h_2^\top h_2$, then in particular their upper-left entries are equal, and we conclude that $a_1^2 = b_1^2 = 1$, while $a_i = b_i = 0$ for all $i > 1$.

Now $h_1$ has the form

$$\begin{pmatrix} \pm 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & \pm 1 \end{pmatrix},$$

where $h_1'$ is an element of $D_1' \text{O}(n-1, \mathbb{R})D_1'^{-1}$ with $D_1' = \text{diag}(x_2, \ldots, x_n)$, and $h_2$ has the form

$$\begin{pmatrix} \pm 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & \pm 1 \end{pmatrix},$$

where $h_2'$ is an element of $D_2' \text{O}(n-1, \mathbb{R})D_2'^{-1}$ with $D_2' = \text{diag}(y_2, \ldots, y_n)$. Finally, since $h_1h_2^{-1}h = 1$ we find $h$ also has the same block-diagonal form, and so $h_1'(h_2')^{-1} \in \text{O}(n-1, \mathbb{R})$, and then we are done by induction on $n$.

Remark 4.11. This theorem holds when we replace $G$ with $\text{GL}(n, \mathbb{C})$ (resp., $\text{GL}(n, \mathbb{H})$), $H$ with $\text{U}(n, \mathbb{C})$ (resp., $\text{Sp}(n)$), and $K$ with the group of diagonal matrices with unit complex (resp., quaternionic) numbers on the diagonal. This follows from a similar argument, where one replaces transpose with conjugate transpose and uses the positivity of the complex/quaternionic norm. The corresponding dimensions are shown in Table 4.1.
Table 4.1 Parameters for the real, complex, and quaternionic versions of Theorem 4.10.

| (skew) field | \( \mathbb{R} \) | \( \mathbb{C} \) | \( \mathbb{H} \) |
| --- | --- | --- | --- |
| \( \dim G \) | \( n^2 \) | \( 2n^2 \) | \( 4n^2 \) |
| \( r(G) \) | \( n \) | \( 2n \) | \( 4n \) |
| \( \dim H \) | \( n(n-1)/2 \) | \( n^2 \) | \( n(2n+1) \) |
| \( \dim K \) | 0 | \( n \) | \( 3n \) |
| Meets packing bound as \( n \to \infty \) | yes | yes | yes |
| Lie exponent upper bound | \( \infty \) | 6 | 4 |

5 Open problems

The most important challenge highlighted by this paper is to find a construction proving that the Lie exponent of a family of Lie groups approaches 2, or to prove that such a construction cannot exist. Many questions can be asked along the way, including whether there is a Lie group with Lie exponent less than 3, and whether the Lie exponent of \( SL(n, \mathbb{R}) \) is even finite.

It follows from [18] that triple product property constructions inside \( SL(2, q)^m \) cannot give \( \omega = 2 \) for fixed \( q \) and growing \( m \), and Theorem 3.2 shows that \( SL(n, q)^m \) cannot give \( \omega = 2 \) for fixed \( m \) and growing \( q \). The proofs of these two facts are quite different: one uses the polynomial method, and the other is Fourier analytic. Is there a common generalization of these two facts that would rule out obtaining \( \omega = 2 \) with \( m \) and \( q \) both growing?

Together with the fact that abelian groups cannot yield exponent less than 3, Theorem 3.2 implies that the alternating groups are the only simple groups left that could yield \( \omega = 2 \) via a triple product property construction. The representation-theoretic argument fails in this case, since \( A_n \) has an irreducible representation of dimension \( n-1 \) but \( |A_n| = n!/2 \). Can an alternate argument rule out these groups?
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