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Abstract

This document contains a pedagogical introduction to hierarchical Bayesian inference in presence of selection effects. The main equations are obtained from first principles, step by step. Two examples are provided which show how things work, in practice. While I had in mind gravitational-wave astrophysics as I drafted these notes, they should be generic enough to be useful to anyone who wants to learn about the inference on the properties of a population of sources.

1 Are these notes for you?

One of the most exciting prospects when working with an experiment that is detecting a set of sources is to use those sources to learn about the properties of the underlying population. That is, every source that is detected will have its own set of unique properties that make it unique and special, but taken all together they might tell us something about the physical, astrophysical, biophysical, ..., cosmological mechanism that is generating all the sources. The analysis can be made complicated by the fact that not all sources are equally easy to detect [1 2], due to the sensitivity of the detector or to other constraints. If not properly accounted for, these selection effects will result in a biased analysis of the population, with a bias that will usually grow with the population size [3]. This is usually called a selection bias, or Malmquist bias.

The set of sources can be really anything. A very incomplete list includes neutrinos [4], exoplanets [5 6], gamma ray bursts [7 8]; or even be an heterogeneous set of different messengers [9 10].

Given what I do for a living, these notes will mostly focus on transient gravitational-wave (GWs) signals emitted by compact binary coalescences [11 12], but they should be generic enough to be useful for many scientists dealing with population analysis in presence of selection effects.

In these notes you will not find any new scientific results, or new tricks that have not been suggested and exploited elsewhere. The reason why I wrote this document is to have all the relevant information in the same place, with a consistent notation, and at a pedagogical level, where no steps are skipped, and the final expressions are derived from first principles. I will use these for future students or summer students in my group, but I hope they can be of use for others. In the body I
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will refer to scientific papers were similar derivations or expressions are used, though the notation might be slightly different. I tried to keep my notation consistent throughout this document. Since it eventually became 50 pages long, I will likely have failed. Feel free to drop me an email if you see anything weird or wrong, I will update these notes every once in a while.

These notes might be useful for you if you want to learn in more details the physics and statistics behind some of the gravitational-wave literature, or really any branch of science dealing with similar, common, issues. This document is certainly not the only one available online that focus on hierarchical analysis with a pedagogical focus: the interested reader should also be sure to check out Refs. [4, 3, 13, 14].

The rest of this document is organized as follows: in Section 2 we present the basics of population, sources and hyper parameters; in Section 3 we introduce selection effects and show how to calculate the fraction of detectable sources; in Section 4 and Section 5 we calculate the likelihood and the posterior density function of the population hyper parameters, respectively; in Section 6 we go through a simple one dimensional example, while a more complicated example inspired by gravitational-wave detections is given in Section 7. A useful glossary, including a list of all the main symbols used in the document, is provided at the end.

A version of this document with white text over a black background can be found following the “other formats” link in the main Arxiv page.

2 Source production, rates, populations

There is a physical process that generates sources at a rate:

$$S_t(t) \equiv \frac{dN^s(t)}{dt}$$

(1)

where $N^s(t)$ is the number of sources at time $t$. Throughout these notes, we will use an index or letter “$s$” (possibly capitalized) to refer to source counts, rates, etc. When we need to refer to background events, we will instead use a letter or index “b”.

If the source rate is constant in time one can write:

$$\frac{dN^s(t)}{dt} = S_t \implies N^s(t) = (t - t_0) S_t + N^s(t_0)$$

(2)

with $t_0$ an arbitrary reference time.

It often is useful to consider different types of differential source rates. For example, when studying the mergers of compact binaries through gravitational-wave emission [15], one is usually interested in the number of mergers, per unit time per unit comoving volume [16, 17, 18, 11]. To keep the notation compact and easy too generalize, we will just add more symbols to the underscore list:

$$\frac{d^2N^s(t)}{dtdV_c} \equiv S_{t,V_c}(t)$$

(3)

So that, more generally, if we need to refer to the differential source rate over a set of parameters belonging to a vector $\vec{\kappa}$ we will write:

$$S_{\kappa_1,\ldots,\kappa_n}(t) \equiv S_{\vec{\kappa}}(t) \equiv \frac{d^nN^s(t)}{d\kappa_1\ldots d\kappa_n} \equiv \frac{dN^s(t)}{d\vec{\kappa}}$$

(4)

(Hereafter, we will not explicitly report the time dependence in every equation, but only in those where more than one time variable appear).
If each of the sources can be characterized by a set of parameters $\vec{\theta}$ (e.g. their masses, distances, etc) we can talk of the fraction of the $N^*$ sources with parameters in the range $[\vec{\theta}, \vec{\theta} + d\vec{\theta}]$:

$$p(\vec{\theta}) = \frac{1}{N^*} \frac{dN^*}{d\vec{\theta}} = \frac{1}{N^*} S_{\vec{\theta}}$$

(5)

so that

$$\delta N^*(\vec{\theta}) \equiv N^* p(\vec{\theta}) \delta \vec{\theta}$$

(6)

is the number of events with parameters in the range $[\vec{\theta}, \vec{\theta} + \delta \vec{\theta}]$.

These quantities are normalized as one would expect:

$$\int d\vec{\theta} S_{\vec{\theta}} = N^*$$

(7)

and

$$\int d\vec{\theta} p(\vec{\theta}) = 1$$

(8)

Now, in general there will exist some underlying factors – for example, the average metallicity at some redshift - that can affect both the total number of sources, or their time rate, and the distribution of the individual source parameters $\vec{\theta}$. We will call $\vec{\lambda}$ the set of parameters that control the shape of the distribution of the source parameters, and treat the overall source number $N^*$ as a free scale parameter. When necessary, we can refer to the shape and scale parameters together as:

$$\Lambda \equiv \{\vec{\lambda}, N^*\}$$

These are often called hyper parameters (to contrast them with the individual source parameters, $\vec{\theta}$). The distribution of events’ parameters, thus becomes a function of $\vec{\lambda}$:

$$p(\vec{\theta}) \rightarrow \pi(\vec{\theta} | \vec{\lambda})$$

(9)

We will refer to $\pi(\vec{\theta} | \vec{\lambda})$ as the population prior, and use the symbol $\pi$ instead of $p$ to indicate that it is a prior distribution (in a Bayesian sense), i.e. a distribution that conveys what we believe we know about $\vec{\theta}$ before we analyze the data. Note that a prior distribution might be informed by previously analyzed data: what data this distribution is prior to should be evident from the context.

In some of the literature, the population prior is indicated with an explicit “pop” label, but I will not do it since the presence of $\vec{\lambda}$ on the right side of the conditional bar makes this unambiguous.

This makes most of the interesting quantities depend on the hyper parameters. For example the number of sources per unit $\vec{\theta}$, per unit time, and per unit time-$\vec{\theta}$:

$$S_{\vec{\theta}}(\Lambda) = N^* \pi(\vec{\theta} | \vec{\lambda}) ; \quad S_t(\Lambda) = \frac{dN^*(\Lambda)}{dt} ; \quad S_{t, \vec{\theta}}(\Lambda) = \frac{d^2N^*(\Lambda)}{dt d\vec{\theta}}$$

(10)

In general I will not systematically report the dependence on $\Lambda$, $N^*$ or $\vec{\lambda}$ explicitly, unless needed, as it is basically everywhere and would only make formulae cumbersome. If in doubt, you can always refer to the Glossary, where the dependence of various key variables is explicitly spelled out.

One talks of hierarchical inference when a collection of detections from the population is used to infer $\Lambda$.

---

1 In these notes we will only consider two layers of inference
It is hierarchical because two levels of inference are involved: one must first characterize the individual sources that are detected, i.e. measure $\hat{\theta}$ for all sources, then use them all to learn something about the population parameters $\Lambda$.

### 3 Selection effects

In general, these observations will represent a biased sample of the true underlying population since some sources will be harder, or impossible, to detect. Therefore, an important question we need to address is the following: given a source with a specific set of parameters $\hat{\theta}$, would we be able to detect it, or not? The answer is not always certainly yes or not, because our detector is noisy, and depending the noise realization the same source might be more or less easy to detect. The best we can do is to fold in the analysis the fact that the noise is not entirely predictable, and calculate the probability that a source with parameters $\hat{\theta}$ is detectable:

$$
p(\text{det}|\hat{\theta}) = \int_{\mathcal{D}} d\mathcal{D} \; p(\text{det}|\mathcal{D}\hat{\theta})p(\mathcal{D}|\hat{\theta}) \tag{11}
$$

where $\mathcal{D}$ is the set of all possible data, i.e. the possible noise realizations and we have used the sum rule of probability, since $\mathcal{D}$ represents a complete set of mutually exclusive outcomes. We can split the integration domain into two disjoint sets: one corresponding to the data that will yield a detection statistic $\rho_{\mathcal{D}}$ (e.g. a signal-to-noise ratio) above some pre-determined threshold:

$$
\mathcal{D}_\uparrow \equiv \mathcal{D} : \rho_{\mathcal{D}} \geq \rho_{\text{thr}}
$$

and its complement

$$
\mathcal{D}_\downarrow \equiv \mathcal{D} : \rho_{\mathcal{D}} < \rho_{\text{thr}}
$$

where $\rho_{\text{thr}}$ is the threshold detection statistic. Here and in the rest of these notes we will use an upward arrow, as in $\mathcal{D}_\uparrow$, to refer to quantities that are associated with detectable sources. Similarly, a downward arrow is used for quantities associated with undetectable sources. In some of the literature the label “det” is used. I prefer the arrow because “det” could refer to both detectable and detected, which are very different concepts, which I want to keep well separated. Everything that is detected was detectable, but the opposite is not necessarily true (e.g. a detector might only be online 50% of the time, which would halve the number of detected signals over some time range, but leave the number of detectable source unchanged). The only exception will be $p(\text{det}|\hat{\theta})$, which for consistency I should have called something like $p(\rho_\uparrow|\hat{\theta})$, but the use of “p-det” is so widespread in the gravitational-wave literature that it would make many of you a disservice if I changed it here.

Having partitioned the data this way, we can write:

$$
p(\text{det}|\hat{\theta}) = \int_{\mathcal{D}} d\mathcal{D} \; p(\text{det}|\mathcal{D}\hat{\theta})p(\mathcal{D}|\hat{\theta}) = \int_{\mathcal{D}_\uparrow} d\mathcal{D} \; p(\text{det}|\mathcal{D}\hat{\theta})p(\mathcal{D}|\hat{\theta}) + \int_{\mathcal{D}_\downarrow} d\mathcal{D} \; p(\text{det}|\mathcal{D}\hat{\theta})p(\mathcal{D}|\hat{\theta}) \tag{12}
$$

By construction, $p(\text{det}|\mathcal{D}\hat{\theta}) = 1 \; (p(\text{det}|\mathcal{D}\hat{\theta}) = 0)$ if $\mathcal{D} \in \mathcal{D}_\uparrow \; (\mathcal{D} \in \mathcal{D}_\downarrow)$ thus the second integral is zero and one has:

---

*That is: $\mathcal{D}$ is not the data that was actually collected, but rather all the data that might possibly have been collected.*
This expression gives us the probability that a source with parameters $\vec{\theta}$ is detectable. We often need the total number of sources that are detectable by our instruments over some period of time, irrespective of their parameters. This can be done by calculating the number of sources produced per unit $\vec{\theta}$, multiply by the probability of detecting those sources, and integrating over all possible $\vec{\theta}$. This gives for the the number of detectable sources, given some population hyper parameters:

$$N^* \equiv \int d\vec{\theta} \, p(\text{det}|\vec{\theta}) = N^* \int d\vec{\theta} \, \pi(\vec{\theta}|\lambda)p(\text{det}|\vec{\theta}) \equiv N^* \alpha(\vec{\lambda})$$

(15)

where we have defined the fraction of detectable events:

$$\alpha(\vec{\lambda}) \equiv \frac{N^*}{N^*} = \int d\vec{\theta} \, \pi(\vec{\theta}|\lambda)p(\text{det}|\vec{\theta})$$

(16)

In going from the central to the right expression in Eq. (15) we have used Eq. (5)

Notice that while the probability that a source with true parameters $\vec{\theta}$ is detectable does (obviously) depend on the parameters, the criterium used to decide if a piece of data contains a signal or not is based on the data, not on the parameters (which we would not usually know, anyways). In the expressions above this is explicitly indicated by the fact that the partition of the integrals is made according to some function of the data, $\rho_D$.

4 Hierarchical likelihood

The main goal of the analyst is usually to calculate a posterior distribution for the population hyper parameters:

$$p(\Lambda|D\mathcal{H}_\Lambda)$$

(17)

where $D$ here indicates all of the available data produced by our detector(s) and $\mathcal{H}_\Lambda$ is a proposition that represents all of the assumptions, settings, modeling, population parameters and range, population priors, etc, used in our hyper analysis (when I need to refer to a generic set of settings I will use $\mathcal{H}$ without any subscript). It is important to remember that something like $\mathcal{H}$ is always present on the right of your conditional bars, even when you don’t write it down. Usually, scientific papers provide in the body of the paper details about their analysis (start and stop time of the data segments used, data processing tools, windowing, sensitivity of the detector, the detection criterium, how much coffee the analyst had in the morning, etc): all of these factors, and more, should be indicated explicitly. With this in mind, I am going to do just like you do and won’t write $\mathcal{H}$ down explicitly in each and every equation. I will still write down occasionally, especially if nothing else is on the right hand side of the conditional bar, or when things might otherwise be ambiguous because several possible settings are at play. But I will get back to $\mathcal{H}$ in a few pages, when we hit an apparent contradiction and obtain two numbers that look like they should be the same, but are not.

---

But you can clearly see why it would be prohibitive to explicitly write them all on the right of a conditional bar in every equation.
In Eq. (17) we are using a different symbol for the data than we did in the previous section, since before we wanted to refer to all possible realizations of the noise that could theoretically be produced, while keeping the source the same. Here \( D \) is the actual realization of the data our experiment recorded. In the case of gravitational-wave detectors, for example, \( D \) would be a time series reporting the strain.

In this section I will closely follow the derivation provided by Loredo and Lamb in the context of hierarchical inference of neutrino observations [4], making minor changes to make the notation uniform with mine. I am not going to add much to what you can find in that (great) paper. Thus all the credit goes to them, and all the typos to me.

We imagine dividing the whole data set into a large sequence of small chunks, or segments, each of duration \( \delta t \). The actual duration of \( \delta t \) is not important, as long as it is small enough that the probability of having more than one trigger (see definition in the next paragraph, or in the Glossary) in a time \( \delta t \) is negligible. We will exploit this soon.

At this point it's also worth reminding ourselves that, as explained in the previous section, we have identified a detection criterium \( \rho > \rho_{\text{thr}} \) based on the data, that we can use to decide if any piece of data contains something more than noise, or not.

If we use that criterium in all the small chunks of \( D \), there will be two types of data chunks: those for which \( \rho \) is above threshold, and the others. Notice that finding that a piece of data contains something above threshold, as just defined, does not automatically imply that it contains an interesting astrophysical (or physical) signal. Unfortunately, most detectors suffer from background transient events, which might trigger the detection criteria, but are not what we sought (in gravitational-wave detectors, those are usually called glitches [19]). From now on I will use detection uniquely to refer to astrophysical signals and trigger to anything that rises above the detection threshold, no matter of whether it’s astrophysical or a background.

Following [4], we use the index \( i \) to label the data chunks that have been found to contain a trigger. Therefore, \( d_i \) is the \( i \)-th data chunk with a trigger, and covers the time range \( \delta t_i \equiv [t_i, t_i + \delta t] \). We will use the index \( j \) to label data chunks without triggers. Therefore \( \bar{d}_j \) is the piece of data included in the time interval \( \delta t_j \equiv [t_j, t_j + \delta t] \), and it does not contain any trigger.

The collection of \( \{d_i\}, \{\bar{d}_j\}, \forall \ i, j \) represents a complete and non-overlapping partition of the dataset \( D \). We can write the hyper posterior using Bayes theorem as:

\[
p(\Lambda | D_H) = p(D|\Lambda_H) \frac{\pi(\Lambda|H_H)}{p(D|H_H)}
\]

As in the rest of these notes, we use \( \pi \) for priors: \( \pi(\Lambda|H_H) \) thus represents the probability density function for \( \Lambda \) that we use before looking at the current set of GW data. \( p(D|H_H) \) is the evidence of the data marginalized over the hyper parameters (also called the hyper evidence):

\[
p(D|H_H) \equiv \int d\Lambda \ p(D|\Lambda_H)\pi(\Lambda|H_H)
\]

and usually won’t play a role unless we are trying to do model selection among different population models [11]. We will get back to the hyper evidence later, but for now let’s focus on the likelihood of the data, \( p(D|\Lambda_H) \). If we can assume that the noise has an autocorrelation length much smaller than \( \delta t \), then different data segments are statistically independent, and the likelihood factorizes:
\[ p(D|\Lambda H_\Lambda) = p(\{d_i\}, \{\bar{d}_j\}|\Lambda H_\Lambda) = \left[ \prod_{i=1}^{N^{\text{tr}}} p(d_i|\Lambda H_\Lambda) \right] \left[ \prod_{j=1}^{N^{\text{nt}}} p(\bar{d}_j|\Lambda H_\Lambda) \right] \] (20)

where the labels \( \text{tr} \) and \( \text{nt} \) stand for “trigger” and “no-trigger”.

To explicitly calculate the likelihood, we must make some assumption on the generation mechanism of both real sources and background events. We will assume that the probability for a source or a glitch to happen in any given data chunk is independent of what happened in other data chunks. This is a reasonable assumption in most cases. Certainly it is a good assumption for GW detectors at their current sensitivity\(^4\). It is probably not a great assumption for glitches in GW detectors, as they sometimes come in groups \(^5\) (e.g. due to elevated seismic activity, or a faulty connection), but we will for the moment still stick to this assumption, because it is simple and allows making all the important points\(^5\). Under these hypotheses, both the distribution of the number of sources and backgrounds is Poissonian.

If \( N^{\text{exp}} \) sources are expected to occur on average in a given time interval, the distribution of the number of source actually generated, \( N^{\text{act}} \), is

\[ p(N^{\text{act}}|N^{\text{exp}}) = \text{poiss}(N^{\text{act}}|N^{\text{exp}}) = \frac{e^{-N^{\text{exp}}}(N^{\text{exp}})^{N^{\text{act}}}}{N^{\text{act}}!} \] (21)

where \( \text{poiss}(O|E) \) is the Poisson probability for \( O \) events occurring given that \( E \) were expected.

Please notice that we have not yet said anything about whether these \( N^{\text{act}} \) sources are all detectable or not, these are not necessarily all detections!

Ok, but what is the expected number of sources in each of our time intervals \( \delta t \)? It can be simply written as the integral of the time-rate over the relevant time interval:

\[ N^{\text{exp}} = \int_{\delta t} dt S(t) = \int_{\delta t} dt \frac{dN^s}{dt} \] (22)

But, remember, because the production mechanism depends on the hyper parameters, so does \( N^{\text{exp}} \). Let’s write down this explicitly just this once:

\[ N^{\text{exp}}(\Lambda) = \int_{\delta t} dt S(t)(\Lambda) = \int_{\delta t} dt \frac{dN^s(\Lambda)}{dt} \] (23)

As long as the time rate is not a strong function of time, and can be treated as approximately constant over the small time interval \( \delta t \), we can simplify this expression as:

\[ N^{\text{exp}}(\Lambda) \simeq S(t) \delta t \] (24)

We will assume that this is always the case and use this simplification hereafter.

There is a small catch here: usually we will be interested in the expected number of sources generated in some time-interval \emph{as measured by the sources clocks}. When the sources are distributed at cosmological distances, or are moving relativistically, there will be conversions to be done between the differential rate per unit time in the rest frame of the source, and the one in the detector frame. We will do this explicitly later, in Section 7.

\(^4\)It might become less robust of an assumption when the sensitivity of the detectors is such that a significant number of events will be gravitationally lensed, which will make what happens in the chunk \( d_i \) not totally unrelated to what happened other segments.

\(^5\)If the background production relevant for your detector clearly violates these assumptions, and you know how to model it, you can modify most of the results below accordingly.
Similar expressions hold for the distribution of the actual number of background events:

\[ p(N_{\text{act}}^b|N_{\text{exp}}^b) = \text{poiss}(N_{\text{act}}^b|N_{\text{exp}}^b) = \frac{e^{-N_{\text{exp}}^b} (N_{\text{exp}}^b)^{N_{\text{act}}^b}}{N_{\text{act}}^b!} \]  

(25)

where the expected number of background events over the time interval \( \delta t \) is

\[ N_{\text{exp}}^b = \int \delta t \frac{dN^b}{dt} = \int \delta t B_t \]  

(26)

In these expression, \( B_t(t) \) is defined as the number of background events per unit time, which we assume can be measured experimentally, or predicted theoretically or empirically. As for the source rate, as long as \( B(t) \) does not vary too quickly, we can write the expected number of background events in the data chunk as:

\[ N_{\text{exp}}^b \simeq \delta t B_t \]  

(27)

We will assume this is always the case \(^6\).

### 4.1 Calculating the likelihood of data without a trigger

We now have everything we need to explicitly calculate Eq. (20). Please, make yourself comfortable, be sure you have a tea or your favorite drink nearby: this will take a while. We start by looking at a generic data chunk \( \bar{d}_j \) where no triggers were found. We need to calculate \( p(\bar{d}_j|\Lambda) \). This term is the probability of not reporting any trigger in the data chunk, given that the true value of the hyper parameters is \( \Lambda \), plus all other modeling and assumptions we have made \(^7\).

There are multiple reasons why no trigger might be found in the data: maybe nothing actually happened in that time interval and thus there was nothing to detect in the first place; or maybe a source or a background event \( \textit{did} \) occur, but their characteristics were such that the data did not match our criteria to claim a detection.

Let’s formalize this mathematically.

Following \(^4\), I will introduce the following propositions:

\[ S_0 \equiv \text{“No astrophysical source occurred in the time interval of interest”} \]
\[ S_1 \equiv \text{“Exactly one astrophysical source occurred in the time interval of interest”} \]
\[ B_0 \equiv \text{“No background event occurred in the time interval of interest”} \]
\[ B_1 \equiv \text{“Exactly one background event occurred in the time interval of interest”} \]

These prepositions are agnostic about the parameters of the trigger. Please notice the use of the word “occurrence”, which does not imply either detectability or detection (See the Glossary at the end of this document).

We can write the likelihood for non-detection by using the sum rule and the propositions above:

\[ p(\bar{d}_j|\Lambda) = p(\bar{d}_j|S_0B_0 + S_0B_1 + S_1B_0)|\Lambda) \]  

(28)

\(^6\)In some cases, \( B_t \) might actually be time-independent, in which cases this equation is exactly valid.

\(^7\)Remember I’m dropping \( H_\Lambda \) on the right of the conditional bar, until I’ll regret it
For us to be able to write this as an identity, it should be the case that \( (S_0B_0 + S_0B_1 + S_1B_0) = 1 \), while theoretically more than one trigger could occur during the time \( \delta t \). However, because we picked \( \delta t \) to be very small, the probability of more than one trigger occurring in that time is so small that we treat it as zero.

We therefore can use the sum rule considering only the tree terms above, and expand as:

\[
\begin{align*}
p(\bar{d}_j | \Lambda) & = p(\bar{d}_j (S_0B_0 + S_0B_1 + S_1B_0) | \Lambda) \\
& = p(\bar{d}_j S_0B_0 | \Lambda) + p(\bar{d}_j S_0B_1 | \Lambda) + p(\bar{d}_j S_1B_0 | \Lambda) \quad (29)
\end{align*}
\]

where we used the fact that all of the four propositions above are mutually exclusive, within our analysis setup.

We now proceed and calculate each of these three terms.

### 4.1.1 The good: \( p(\bar{d}_j S_0B_0 | \Lambda) \)

This is the probability of no trigger being found in the data and no signals occurring and no background occurring, given the hyper parameters.

We can use the product rule and write it as:

\[
p(\bar{d}_j | S_0B_0 \Lambda) = p(\bar{d}_j | S_0B_0 \Lambda) p(S_0B_0 | \Lambda) = p(\bar{d}_j | S_0B_0 \Lambda) p(S_0 | \Lambda) p(B_0 | H) \quad (30)
\]

where in the last step we have used the fact that \( S_0 \) and \( B_0 \) are independent to factorize their joint probability, and the fact that \( B_0 \) does not depend on the astrophysical source hyper-parameters to write \( p(B_0 | \Lambda) = p(B_0 | H) \)

The first term, \( p(\bar{d}_j | S_0B_0 \Lambda) \), is trivial: the probability of nothing raising above the detection threshold given that nothing happened is 100%:

\[
p(\bar{d}_j | S_0B_0 \Lambda) = 1
\]

(notice how \( \Lambda \) is not really playing any role here, since no source occurred, and it could have been removed from the right hand side of the conditional bar).

Let’s now move to \( p(B_0 | H) \), that is the probability that no background occurred in the \( j \)-th time chunk. Using the Poisson distribution, Eq. (25), this is the probability of 0 occurrences given that \( B_0 \delta t \) were expected:

\[
p(B_0 | H) = \text{poiss}(0 | N_b \exp = B_0 \delta t) = e^{-B_0 \delta t} \quad (31)
\]

Similarly for \( p(S_0 | \Lambda) \):

\[
p(S_0 | \Lambda) = \text{poiss}(0 | N_s \exp = S_0 \delta t) = e^{-S_0 \delta t} \quad (32)
\]

and putting all together we have:

\[
p(\bar{d}_j S_0B_0 | \Lambda) = e^{-[B_0 + S_0] \delta t} \quad (33)
\]

---

8 I’m adding a generic \( H \) on the right of a conditional bar, because it horrifies me to see nothing there.
4.1.2 The bad: \( p(\tilde{d}_jS_1B_0|\Lambda) \)

Let’s use the product rule on this term but without fully expanding all terms:

\[
p(\tilde{d}_jS_1B_0|\Lambda) = p(\tilde{d}_jS_1|B_0\Lambda)p(B_0|\Lambda) = p(\tilde{d}_jS_1|\Lambda)p(B_0|\Lambda)
\]

(34)

The last term, the probability of no background event occurring, has already been calculated in the previous subsection, Eq. (31):

\[
p(B_0|\Lambda) = e^{-B_0\delta t}
\]

(35)

Let’s now look at the first term, the probability that one source occurs and no triggers are reported, given \( \Lambda \).

The proposition \( S_1 \) does not specify the parameters of the source that occurred, but in order to do explicit calculations we need to specify some value of parameters. This can be achieved by marginalizing over all of the possible source parameters:

\[
p(\tilde{d}_jS_1|\Lambda) = \int d\vec{\theta}p(\tilde{d}_jS_1|\vec{\theta},\Lambda)
\]

(36)

and using the product rule:

\[
p(\tilde{d}_jS_1|\Lambda) = \int d\vec{\theta}p(\tilde{d}_jS_1|\vec{\theta},\Lambda) = \int d\vec{\theta}p(\tilde{d}_j|S_1\vec{\theta},\Lambda)p(S_1\vec{\theta}|\Lambda).
\]

(37)

\( p(S_1\vec{\theta}|\Lambda) \) is the probability density that one and only one event occurred, and that it had parameters within a small interval \( \delta\vec{\theta} \) around \( \vec{\theta} \). The probability itself is:

\[
p(S_1\vec{\theta}|\Lambda)\delta\vec{\theta}
\]

(38)

We need to be careful when calculating this: this is not just the Poisson probability for the occurrence of one source with parameters \( \vec{\theta} \) when \( N^s_{\exp}(\vec{\theta},\Lambda) \) sources with parameters \( \vec{\theta} \) were expected. This would be:

\[
p(\text{One source occurrence with parameters } \vec{\theta}|\Lambda) = \text{poiss}(1|N^s_{\exp}(\vec{\theta},\Lambda)) = N^s_{\exp}(\vec{\theta},\Lambda)e^{-N^s_{\exp}(\vec{\theta},\Lambda)}(\delta t\delta\vec{\theta}S_{t,\vec{\theta}})^e(\delta t\delta\vec{\theta}S_{t,\vec{\theta}})\equiv(\delta t\delta\vec{\theta}S_{t,\vec{\theta}})\equiv(\delta t\delta\vec{\theta}S_{t,\vec{\theta}})\equiv(\delta t\delta\vec{\theta}S_{t,\vec{\theta}})
\]

(40)

Where we have used the syntax of Eq. (4) to write the number of events in an interval \( \delta t \) and \( \delta\vec{\theta} \) as:

\[
N^s_{\exp}(\vec{\theta},\Lambda) = \int d\vec{\theta}d\vec{\theta}d\theta_\delta(\vec{\theta},\Lambda)d\theta_\delta d\theta_\delta = \frac{d^2N^s}{d\theta_\delta d\theta_\delta}(\vec{\theta},\Lambda)d\theta_\delta d\theta_\delta \equiv d^2\theta_\delta S_{t,\vec{\theta}}(\vec{\theta},\Lambda)
\]

(41)

In fact Eq. (38) expresses a much stronger requirement: that one event with parameters in the interval \( \delta\vec{\theta} \) around \( \vec{\theta} \) happened and that no other events with any other values of the parameters happened. The simple Poisson probability we just calculated doesn’t say anything about what else might have happened in that time interval, thus we need to explicitly calculate this extra term:
\[ p(\text{No source occurrence with any parameters different from } \vec{\theta} | \Lambda) \quad (42) \]

This looks like a Poisson probability for zero occurrences, but what is the number of expected events with parameters other than \( \vec{\theta} \)? That it’s going to be the total number of expected events minus the number of expected events with parameters \( \vec{\theta} \):

\[ N^s_{\exp}(\sim \vec{\theta}) = S_t \delta t - S_{t, \vec{\theta}} \delta t \delta \vec{\theta} \quad (43) \]

and Eq. (42) becomes:

\[ p(\text{No source occurrence with any parameters different from } \vec{\theta} | \Lambda) = \text{poiss}(0 | N^s_{\exp}(\sim \vec{\theta})) \quad (44) \]

The quantity we want to calculate, Eq. (38) is thus the logical “and” of the propositions expressed in Equation (40) and Eq. (42):

\[ p(S_1 \vec{\theta} | \Lambda) \delta \vec{\theta} = p(\text{One source occurrence with parameters } \vec{\theta} | \Lambda) \times \]

\[ \times p(\text{No source occurrence with any parameters different from } \vec{\theta} | \Lambda) = \]

\[ = (\delta t \delta \vec{\theta} S_{t, \vec{\theta}}) e^{- (\delta t \delta \vec{\theta} S_{t, \vec{\theta}})} e^{- N^s_{\exp}(\sim \vec{\theta})} \]

\[ = (\delta t \delta \vec{\theta} S_{t, \vec{\theta}}) e^{- (\delta t \delta \vec{\theta} S_{t, \vec{\theta}})} e^{- [S_t \delta t - S_{t, \vec{\theta}} \delta t \delta \vec{\theta}]} \]

\[ = \delta t \delta \vec{\theta} S_{t, \vec{\theta}} e^{- S_t \delta t} \quad (46) \]

so that:

\[ p(S_1 \vec{\theta} | \Lambda) = \delta t S_{t, \vec{\theta}} e^{- S_t \delta t} \quad (47) \]

Notice that the term in the exponent is the expected number of event occurrences in the time interval irrespective of their parameters!

Finally, we need to calculate \( p(\bar{d}_j | S_1 \vec{\theta} \Lambda) \), this is the probability of recording a piece of data without any trigger above the threshold, given that one source occurred with parameters in the interval \([\vec{\theta}, \vec{\theta} + \delta \vec{\theta}]\). This is one minus the probability of detecting the trigger:

\[ p(\bar{d}_j | S_1 \vec{\theta} \Lambda) = 1 - p(\text{The trigger is detected} | S_1 \vec{\theta} \Lambda) \quad (48) \]

Notice that we can drop \( S_1 \) and \( \Lambda \) on the right of the conditional bar of the last term, since \( \vec{\theta} \) already tell us all we need:

\[ p(\text{The trigger is detected} | S_1 \vec{\theta} \Lambda) = \]

\[ p(\text{The trigger is detected} | \vec{\theta}) = \]

\[ p(\text{The trigger is detectable} | \vec{\theta}) = \]

\[ p(\text{det} | \vec{\theta}) \quad (49) \]

In the third line we have switched “detected” with “detectable” because in the calculation we are carrying out a piece of data \((\bar{d}_j)\) was collected. This excludes the possibility that a detectable
source might have occurred but not being detected. Therefore, this is exactly the same quantity we defined earlier, in Eq. (11) and Eq. (14).

Putting all together:

\[
p(\bar{d}_j S_1 B_0 | \Lambda) = e^{-[B_t + S_t] \delta t} \int d\hat{\theta} \left[ 1 - p(\det | \bar{\theta}) \right] S_{t, \hat{\theta}}
\]

(50)

4.1.3 The ugly: \( p(\bar{d}_j S_0 B_1 | \Lambda) \)

That was long, but satisfactory. We are nearly done, there is only one term to calculate (At this point some of you, like me, might have forgotten what it is that we are originally calculating... that would be \( p(d_j | \Lambda) \)).

Let’s again use the product rule:

\[
p(\bar{d}_j S_0 B_1 | \Lambda) = p(\bar{d}_j S_0 B_1 | H) p(S_0 | \Lambda) = p(\bar{d}_j S_0 B_1 | H) \]

(51)

where we have used the fact that no source occurred, and hence we cannot learn anything about the data from \( S_0 \) and \( \Lambda \), to simplify one of the terms.

We already calculated \( p(S_0 | \Lambda) \) in the previous subsections, Eq. (32):

\[
p(S_0 | \Lambda) = e^{-S_t \delta t}
\]

(52)

Let’s consider the other term, \( p(\bar{d}_j B_1 | H) \). This is the probability that a background event occurred and that no trigger was reported (\( H \) reminds us of the other things we assumed but are not explicitly listing: no sources occurred, our search algorithm was configured in a certain way and uses a \( \rho_{thr} \) to select triggers, etc). To make progress we need to follow a procedure similar to the one in Section 4.1.2, and expand this across all the possible \( \hat{\theta} \):

\[
p(\bar{d}_j B_1 | H) = \int d\hat{\theta} p(\bar{d}_j B_1 | H) = \int d\hat{\theta} p(\bar{d}_j | B_1 H) p(B_1 | H)
\]

(53)

This might seem puzzling at first: why are we using the astrophysical parameters of the sources, \( \hat{\theta} \), now that only background events are being considered? What we are doing, really, is to assume that background events, or at least the ones we care about, i.e. the ones that can be “detected”, can be characterized with the same parameters that are used to describe the astrophysical sources. This is not entirely correct, and if we had a better model and parametrization for the background, we should use that instead. However, If we think about it, this is not totally crazy either: since those background events are detected by an algorithm that was looking for an astrophysical signal with some unknown set of parameters \( \hat{\theta} \), it is not too far fetched to assume that the background event too can be described by similar parameters. Obviously, in the case of a background, the meaning of the measured \( \hat{\theta} \) is not immediately clear. Assuming the background can be described with the same parameters as the sources, has the advantage of making the math easier, since we can literally follow the same steps of the previous subsection and calculate \( p(B_1 | H) \) as the product of two terms: the probability of one background event occurring with parameters in \( [\hat{\theta}, \hat{\theta} + \delta \hat{\theta}] \) and the probability of zero background events happening with any other parameters. The result is:

\[
p(B_1 | H) = \delta t B_{t, \hat{\theta}} e^{-B_t \delta t}
\]

(54)

where
\[ B_{t, \theta} \equiv \frac{d^2 N^b}{dtd\theta} \]  

is the differential rate of background events per unit time and per unit \( \theta \).

There is only one term left to calculate, \( p(\bar{d}_j | B_1 \bar{\theta}H) \) i.e. the probability that a background event occurring with parameters \( \bar{\theta} \) would not trigger a detection. This is one minus the probability that it would trigger a detection:

\[ p(\bar{d}_j | B_1 \bar{\theta}H) = 1 - p(\text{det} | B_1 \bar{\theta}H) \]

Here we are going to assume that our experiment and search algorithm are blind about the true nature of the trigger, whether it’s an astrophysical source or a background event. If a background and a real source occurred with the same set of parameters \( \theta \) in two pieces of data with the same noise realization, they will be both classified as a detection or a non-detection. This is a quite good assumption: if the detector or the algorithm had a way of distinguish these two situations, we would use that as a tool to get rid of background events. The very fact that we are here talking about them implies that at least a sneaky fraction of the background events looks and walks like our real sources!

This implies:

\[ p(\text{det} | B_1 \bar{\theta}H) = p(\text{det} | \bar{\theta}H) \]

which is the same probability of detection we used in the previous section, and introduced in Eq. (11). Putting all together:

\[ p(\bar{d}_j S_0 B_1 | \Lambda) = e^{-[S_t + B_t] \delta t} \delta t \int d\bar{\theta} \left[ 1 - p(\text{det} | \bar{\theta}) \right] B_{t, \bar{\theta}} \]  

(56)

4.1.4 Putting the pieces together

Ok, we now have all the pieces we need to calculate Eq. (29) (do you remember...? The number number we actually wanted to calculate?).

\[ p(\bar{d}_j | \Lambda) = p(\bar{d}_j S_0 B_0 | \Lambda) + p(\bar{d}_j S_0 B_1 | \Lambda) + p(\bar{d}_j S_1 B_0 | \Lambda) \]  

(57)

Using Eq. (33), Eq. (50) and Eq. (56):

\[
\begin{align*}
p(\bar{d}_j | \Lambda) & = e^{-[B_t + S_t] \delta t} \\
& + e^{-[B_t + S_t] \delta t} \int d\bar{\theta} \left[ 1 - p(\text{det} | \bar{\theta}) \right] S_{t, \bar{\theta}} \\
& + e^{-[S_t + B_t] \delta t} \int d\bar{\theta} \left[ 1 - p(\text{det} | \bar{\theta}) \right] B_{t, \bar{\theta}} \\
& = e^{-[B_t + S_t] \delta t} \left[ 1 + \delta t \int d\bar{\theta} \left[ 1 - p(\text{det} | \bar{\theta}) \right] \left( B_{t, \bar{\theta}} + S_{t, \bar{\theta}} \right) \right]
\end{align*}
\]  

(58-61)

We can simplify this expression considerably if we recognize that the second term in the big square brackets is much smaller than 1. Mathematically, this happens because we have taken \( \delta t \ll 1 \), which
implies $\delta t B_t \ll 1$ and $\delta t S_t \ll 1$. Physically, this means that most of the times there are no triggers in our data.

We can exploit this taking the logarithm of the non-detection probability:

$$\log p(\bar{d}_j|\Lambda) \simeq -\delta t \left[ B_t + S_t \right] + \delta t \int d\tilde{\theta} \left[ 1 - p(\det|\tilde{\theta}) \right] \left( B_t,\tilde{\theta} + S_t,\tilde{\theta} \right)$$

(62)

Where we have used $\log(1 + x) \simeq x$ for $x \ll 1$.

The terms with the differential rates of sources and background, when multiplied by 1 can be trivially integrated, and exactly cancel out the two terms outside of the integral, leaving only:

$$\log p(\bar{d}_j|\Lambda) \simeq -\delta t \int d\tilde{\theta} p(\det|\tilde{\theta}) \left( B_t,\tilde{\theta} + S_t,\tilde{\theta} \right)$$

(63)

and switching back to the actual probability:

$$p(\bar{d}_j|\Lambda) \simeq e^{-\delta t \int d\tilde{\theta} p(\det|\tilde{\theta})(B_t,\tilde{\theta} + S_t,\tilde{\theta})}$$

(64)

A last simplification can be made if the instrument noise is stationary, so that $p(\det|\tilde{\theta})$ is time independent:

$$\int d\tilde{\theta} p(\det|\tilde{\theta})S_{t,\tilde{\theta}} = \int d\tilde{\theta} p(\det|\tilde{\theta}) \frac{d^2 N^s}{dt d\tilde{\theta}}$$

$$= \frac{d}{dt} \int d\tilde{\theta} p(\det|\tilde{\theta}) \frac{d N^s}{d\tilde{\theta}} = \frac{dN^s}{dt}$$

(65)

This is the time rate of detectable astrophysical sources. One can similarly define a rate of detectable backgrounds and finally write:

$$p(\bar{d}_j|\Lambda) \simeq e^{-\delta t \left( \frac{dN^s}{dt} + \frac{dN^b}{dt} \right)}$$

(66)

This misleadingly simple expression, obtained with so much use of virtual ink, contains the selection effect of our instruments.

### 4.2 Calculating the likelihood of data with a trigger

Those of us with a significant attention span, will remember that we are only half-done, because we still need to calculate the probability of finding a trigger in the data chunk $d_i$:

$$p(d_i|\Lambda)$$

A trigger can be reported because a background event occurs, or because a source occurs. We can thus use the same propositions introduced in the previous section and write:

$$p(d_i|\Lambda) = p(d_i(S_0B_0 + S_0B_1 + S_1B_0)|\Lambda)$$

$$= p(d_iS_0B_0|\Lambda) + p(d_iS_0B_1|\Lambda) + p(d_iS_1B_0|\Lambda)$$

$$= p(d_iS_0B_1|\Lambda) + p(d_iS_1B_0|\Lambda)$$

(67)
The term $p(d_i, S_0 B_0 | \Lambda)$ is zero because we cannot possibly have recorded a trigger if nothing occurred! But what about noise fluctuations and false positive? Those are background events, and thus would be captured by $B_1$!

We therefore have two terms to calculate. Much of the heavy lifting was done in the previous section, thus this will be much faster.

4.2.1 We got a source: $p(d_i S_1 B_0 | \Lambda)$

Just as we did in Section 4.1.2 we can use the product rule, and marginalize over all possible source parameters. We get:

\[
p(d_i S_1 B_0 | \Lambda) = p(B_0 | \mathcal{H}) p(d_i S_1 | \Lambda B_0) \\
= p(B_0 | \mathcal{H}) \int d\vec{\theta} p(d_i S_1 | \vec{\theta} \Lambda) \\
= p(B_0 | \mathcal{H}) \int d\vec{\theta} p(d_i | S_1 \vec{\theta} \Lambda) p(S_1 \vec{\theta} | \Lambda) \tag{68}
\]

Both the first and the last terms have already been calculated, Eq. (31) and Eq. (47).

The remaining term $p(d_i | S_1 \vec{\theta} \Lambda)$ is the probability of getting the data $d_i$ given that a source occurred with parameters $\vec{\theta}$. This is just the likelihood of the data:

\[
p(d_i | S_1 \vec{\theta} \Lambda) = p(d_i | \vec{\theta}) \tag{69}
\]

the very same function used to calculate $p(\text{det} | \vec{\theta})$ in Eq. (14).

Putting all together:

\[
p(d_i S_1 B_0 | \Lambda) = e^{-[S_1 + B_1] \delta t} \int d\vec{\theta} p(d_i | \vec{\theta} \Lambda) S_1 \vec{\theta} \tag{70}
\]

Notice that the integral here knows nothing about selection effects: the integration range must be performed across all possible $\vec{\theta}$ that the population allows for, regardless of whether they are detectable or not. Similarly, the likelihood function is the “usual” likelihood function, not truncated or affected in any way by the existence of threshold effects.

4.2.2 We got a background: $p(d_i B_1 S_0 | \Lambda)$

We proceed exactly as in the previous subsection and obtain:

\[
p(d_i B_1 S_0 | \Lambda) = e^{-[S_1 + B_1] \delta t} \int d\vec{\theta} p(d_i | \vec{\theta} \Lambda) B_1 \vec{\theta} \tag{71}
\]

Here again, we have assumed that the detector is blind to whether something with parameters $\vec{\theta}$ is a source or a background, hence obtaining the equalities:

\[
p(d_i | S_1 \vec{\theta} \Lambda) = p(d_i | B_1 \vec{\theta} \Lambda) = p(d_i | \vec{\theta})
\]
4.2.3 Putting the pieces together

We can now add the terms obtained in the last two subsections and write Eq. (67) as:

\[ p(d_i|\Lambda) = e^{-[S_t+B_t]\delta t} \int d\tilde{\theta} p(d_i|\tilde{\theta}) \left( S_{t,\tilde{\theta}} + B_{t,\tilde{\theta}} \right) \]  

(72)

4.3 Finishing off

We now have all we need to write down the posterior of \( \Lambda \), Eq. (20). We are going to use the equations derived in the previous sections, explicitly reporting the times at which time-dependent quantities are evaluated:

\[ p(D|\Lambda H_{\Lambda}) = p(\{d_i\}, \{\bar{d}_j\}|\Lambda H_{\Lambda}) = \prod_{i=1}^{N_{tr}} p(d_i|\Lambda H_{\Lambda}) \prod_{j=1}^{N_{nt}} p(\bar{d}_j|\Lambda H_{\Lambda}) \]

\[ = \left[ \prod_{i=1}^{N_{tr}} e^{-[S_t(t_i)+B_t(t_i)]\delta t} \int d\tilde{\theta} p(d_i|\tilde{\theta}) \left( S_{t,\tilde{\theta}}(t_i) + B_{t,\tilde{\theta}}(t_i) \right) \right] \times \left[ \prod_{j=1}^{N_{nt}} e^{-\delta t \left( \frac{dN_{s}^+}{dt}(t_j) + \frac{dN_{b}^+}{dt}(t_j) \right)} \right] \]

(73)

We have not put any indices in \( \delta t \) since we have assumed the data was partitioned in intervals with the same duration (this condition can be relaxed quite trivially, if necessary).

We can write the product of exponentials as:

\[ \prod_{i=1}^{N_{tr}} e^{-[S_t(t_i)+B_t(t_i)]\delta t} = e^{-\delta t \sum_{i=1}^{N_{tr}} [S_t(t_i)+B_t(t_i)]} \equiv e^{-f_{tr} dt[S_t(t)+B_t(t)]} \]

(74)

where we have defined \( T^{tr} \equiv N^{tr} \delta t \) as the total amount of time during which triggers were reported. Similarly for the segments without triggers:

\[ \prod_{j=1}^{N_{nt}} e^{-\delta t \left( \frac{dN_{s}^+}{dt}(t_j) + \frac{dN_{b}^+}{dt}(t_j) \right)} = e^{-\delta t \sum_{j=1}^{N_{nt}} \left( \frac{dN_{s}^+}{dt}(t_j) + \frac{dN_{b}^+}{dt}(t_j) \right)} \]

(75)

where \( T^{nt} \equiv N^{nt} \delta t \), and we note that in both this and the previous expression, the integral will cover disjoint data segments.

If the rate of background and astrophysical source are small enough that most of the times nothing is occurring:

\[ T^{tr} \ll T^{nt} \]

and we can neglect the exponential in Eq. (74), while keeping the integral over non-triggering times, Eq. (75). Furthermore, in Eq. (75) we can also change the integration range from \( T^{nt} \) to the total experiment time \( T \), since the two only differ by the total time with triggers, which is small.
Therefore, we finally obtain:

\[
p(D|\Lambda H) = e^{-f_t \int_0^T \left( \frac{dN_s^\uparrow}{dt}(t) + \frac{dN_b^\uparrow}{dt}(t) \right)} \\
\times \prod_{i=1}^{N_{tr}} \delta t \int d\vec{\theta} p(d_i|\vec{\theta}) \left( S_{t_i,\vec{\theta}}(t_i) + B_{t_i,\vec{\theta}}(t_i) \right)
\]

(76)

This is equation A26 of [4], modulo a different syntax.

4.4 Special cases

The expression we found can be simplified a bit further if more assumptions can be made about the background or source rates.

4.4.1 Constant background rate

If the background rate is constant in time, then we have:

\[
\int_T dt B_t = TB_t = N_b
\]

(77)

This is the total number of background events over the experiment time, i.e. the experiment time multiplied by the constant rate of background triggers. Similarly, the total number of detectable background triggers over the duration of the experiment becomes

\[
\int_T dt \frac{dN_b^\uparrow}{dt} = T \frac{dN_b^\uparrow}{dt} = N_b^\uparrow
\]

(78)

Finally, (cfr Eq. (55)) the differential background rate per unit \(\vec{\theta}\) is now constant in time:

\[
B_{t_i,\vec{\theta}}(t) = B_{t_i,\vec{\theta}} = \frac{B_{\vec{\theta}}}{T}
\]

(79)

and the likelihood simplifies as:

\[
p(D|\Lambda H) = e^{-N_b^\uparrow - f_t \int_0^T \left( \frac{dN_s^\uparrow}{dt}(t) \right)} \\
\times \prod_{i=1}^{N_{tr}} \delta t \int d\vec{\theta} p(d_i|\vec{\theta}) \left( S_{t_i,\vec{\theta}}(t_i) + \frac{B_{\vec{\theta}}}{T} \right)
\]

(80)

4.4.2 Constant background and source rate

Let’s now suppose that the rate of source occurrence is also constant in time:

\[
S_t(t) = S_t = \frac{N_s}{T}
\]

and the term in the exponential becomes:

\[
\int_T dt \frac{dN_s^\uparrow}{dt} = T \frac{dN_s^\uparrow}{dt} = N_s^\uparrow
\]

(81)
which is the total number of detectable sources over the duration of the experiment. The likelihood thus simplifies as:

\[
p(D|\Lambda H_\Lambda) = e^{-\left(N^b + N^s\right)} \\
\times \prod_{i=1}^{N^{tr}} \delta t \int d\bar{\theta} p(d_i|\bar{\theta}) \left(S_{\bar{\theta}} + B_{\bar{\theta}}\right)
\]  

(82)

Where now the exponential contains the total number of expected triggers, irrespective of their nature. For each chunk with a trigger, we integrate the likelihood times the differential background and source rate per unit \(\bar{\theta}\), without any selection effect.

4.4.3 Constant source rate and no background

Finally, the most optimistic scenario, which is also the one that yields the most compact expression, is the one where we can assume both that the source rate is constant in time and that the background rate is zero. Our friends instrument scientists and our search algorithms are so good that we have excluded the possibility that our detection criteria can be met by anything else besides the occurrence of a real source.

In this wonderful world, we have:

\[
p(D|\Lambda H_\Lambda) = e^{-N^s} \prod_{i=1}^{N^{tr}} \int d\bar{\theta} p(d_i|\bar{\theta}) dN^s(\bar{\theta})
\]  

(83)

This is the fundamental equation for hierarchical inference used in most of the gravitational-wave literature. Please notice that I will be using \(N^{tr}\) for the product even if we are assuming that there is no background, thus all triggers are sources. This is because I want to avoid any possible confusion with the true total number of sources \((N^s)\). This is fully consistent with our definition of trigger, see the Glossary at the end of this document.

5 Hierarchical posterior

Let’s now derive the posterior on \(\Lambda\). We will work with the simplest of the possible cases, no background and constant source rate (see [21] for an analysis that accounts for background). In this case we can elaborate Eq. (83) as:

\[
p(D|\Lambda N^s) = e^{-N^s} \prod_{i=1}^{N^{tr}} \int d\bar{\theta} \frac{dN^s}{d\bar{\theta}}(\bar{\lambda}) p(d_i|\bar{\theta})
\]  

(84)

\[
= e^{-N^s} \prod_{i=1}^{N^{tr}} N^s \int d\bar{\theta} \pi(\bar{\theta}|\bar{\lambda}) p(d_i|\bar{\theta})
\]  

(85)

\(^9\)We have removed the term \(\delta t/T\) from inside the product, since it’s a constant term that does not depend on \(\Lambda\), and thus won’t affect its inference.
We notice that in this expression the only place where selection effects are present is in the term \( N^* \). In particular, the likelihood for the data of individual sources does not include any selection effect.

Using Eq. (15) one can write

\[
N^* = \frac{N^* \alpha(\vec{\lambda})}{\alpha(\vec{\lambda})}
\]  

which gives:

\[
p(D|\vec{\lambda}N^*) = e^{-N^{*\tau}} \prod_{i=1}^{N^*} \int d\vec{\theta} \pi(\vec{\theta}|\vec{\lambda}) p(d_i|\vec{\theta})
\]

\[
= e^{-N^{*\tau}} (N^*)^{N^{\text{tr}}} \prod_{i=1}^{N^*} \int d\vec{\theta} \pi(\vec{\theta}|\vec{\lambda}) \frac{p(d_i|\vec{\theta})}{\alpha(\vec{\lambda})}
\]

\[
= e^{-N^{*\tau}} (N^*)^{N^{\text{tr}}} \alpha(\vec{\lambda})^{-N^{\text{tr}}} \prod_{i=1}^{N^*} p(d_i|\vec{\lambda})
\]

\[
= e^{-N^{*\tau}} (N^*)^{N^{\text{tr}}} \alpha(\vec{\lambda})^{-N^{\text{tr}}} p(D|\vec{\lambda})
\]

With the likelihood in hand, we can easily write the joint posterior of \( \Lambda \) given the data:

\[
p(\Lambda|D) = p(\vec{\lambda}N^*)|D) = \frac{p(D|\vec{\lambda}N^*)}{p(D|\mathcal{H}_\Lambda)} \pi(N^*) \pi(\vec{\lambda})
\]

where we have used Bayes theorem, and used the symbol \( \pi \) for distributions that don’t depend on the data. We have also written

\[
\pi(\vec{\lambda}N^*) = \pi(\vec{\lambda}|N^*) \pi(N^*) = \pi(\vec{\lambda}) \pi(N^*)
\]

since \( N^* \) and \( \vec{\lambda} \) are independent variables by construction in our analysis. When writing the evidence of the data, \( p(D|\mathcal{H}_\Lambda) \), we have restored the explicit dependence on all settings and choices made in the hyper analysis, \( \mathcal{H}_\Lambda \), since soon we will need to deal with another model. In this context, one often call \( p(D|\mathcal{H}_\Lambda) \) the hyper evidence, a number that properly normalizes the hyper posterior:

\[
p(D|\mathcal{H}_\Lambda) = \int d\Lambda p(D|\Lambda) \pi(\Lambda) = \int d\vec{\lambda} dN^* p(D|\vec{\lambda}N^*) \pi(N^*) \pi(\vec{\lambda})
\]

(you can check that if you integrate Eq. (91) over \( \Lambda \), and use this definition of hyper evidence, you get 1, as it should be the case for a probability density.)

We thus finally have the fundamental equation:

\[
p(\vec{\lambda}N^*)|D) = \frac{\pi(N^*) \pi(\vec{\lambda})}{p(D|\mathcal{H}_\Lambda)} e^{-N^{*\tau}} (N^*)^{N^{\text{tr}}} \alpha(\vec{\lambda})^{-N^{\text{tr}}} \prod_{i=1}^{N^*} p(d_i|\vec{\lambda})
\]

\[\text{10} \mathcal{H}_\Lambda \text{ should be on the right side of the conditional bar of all terms really, but the explicit presence of } N^*, \vec{\lambda} \text{ or } \Lambda \text{ in the other terms makes it clear which model is being used} \]
This equation depends on the number of detected triggers \( N^{tr} \) over the experiment time and the number of sources that were expected above the detection threshold over the experiment time \( N^s \). Notice that these two numbers are the same due to the Poissonian nature of the problem (If in doubt, go back to Section 4!). Selection effects are contained explicitly in \( \alpha(\bar{\lambda}) \) and implicitly in \( N^s \). The individual events likelihood \( p(d_i|\bar{\lambda}) \) will be further discussed below. The hyper evidence, \( p(D|H_\Lambda) \), could be dropped while doing parameter estimation, since it does not depend on the hyper parameters. It cannot be dropped if one wants to do model selection, i.e. compare how well two different models for the populations (each with its number of parameters and population priors) describe the data \([11, 22, 23, 24, 25, 26, 27]\).

Now, suppose one does not actually care about the value of the overall scale \( N^s \), but only about the shape parameters \( \bar{\lambda} \). The posterior for those given the data can be obtained from Eq. (93) by marginalizing over \( N^s \):

\[
p(\bar{\lambda}|D) = \frac{\pi(\bar{\lambda})}{p(D|H_\Lambda)} \int dN^s \left[ e^{-N^s} (N^s)^{N^{tr}} \alpha(\bar{\lambda})^{-N^{tr}} p(D|\bar{\lambda}) \right] \pi(N^s) \tag{94}
\]

Notice that the expected number of detectable sources \( N^s \) depends on the expected total number of sources \( N^s \), Eq. [15], which we can use to write:

\[
p(\bar{\lambda}|D) = \frac{\pi(\bar{\lambda})}{p(D|H_\Lambda)} \int dN^s \left[ e^{-N^s} \alpha(\bar{\lambda}) \left( N^s \alpha(\bar{\lambda}) \right)^{N^{tr}} \alpha(\bar{\lambda})^{-N^{tr}} p(D|\bar{\lambda}) \right] \pi(N^s) \tag{95}
\]

\[
= \frac{\pi(\bar{\lambda})}{p(D|H_\Lambda)} p(D|\bar{\lambda}) \int dN^s e^{-N^s} \alpha(\bar{\lambda}) \left( N^s \right)^{N^{tr}} \pi(N^s) \tag{96}
\]

The marginalization can be carried out analytically in the simple case where the prior on \( N^s \) is a Jeffrey prior \( \pi(N^s) = (N^s)^{-1} \); then:

\[
\int dN^s e^{-N^s} \alpha(\bar{\lambda}) N^s N^{tr} \pi(N^s) = \int dN^s e^{-N^s} \alpha(\bar{\lambda}) \left( \frac{N^s}{N^{tr}} \right)^{N^{tr}} \pi(N^s) \tag{97}
\]

\[
\int dN^s e^{-N^s} \alpha(\bar{\lambda}) N^s N^{tr} - 1 = \left( y \equiv N^s \alpha \right) = \int \frac{dy}{\alpha(\bar{\lambda})} e^{-y} \left[ \frac{y}{\alpha(\bar{\lambda})} \right]^{N^{tr}-1} \tag{98}
\]

\[
= \alpha(\bar{\lambda})^{-N^{tr}} \int dy e^{-y} y^{N^{tr}-1} = \alpha(\bar{\lambda})^{-N^{tr}} \Gamma(N^{tr}-1) \tag{99}
\]

Where \( \Gamma \) is the gamma function. Plugging this back we have:

\[
p(\bar{\lambda}|D) = \frac{\pi(\bar{\lambda})}{p(D|H_\Lambda)} p(D|\bar{\lambda}) \alpha(\bar{\lambda})^{-N^{tr}} \Gamma(N^{tr}-1) \tag{100}
\]

Remembering that \( p(D|\bar{\lambda}) \) is the product of \( N^{tr} \) terms we have:

\[
p(\bar{\lambda}|D) = \frac{\pi(\bar{\lambda})}{p(D|H_\Lambda)} \Gamma(N^{tr}-1) \prod_{i=1}^{N^{tr}} \frac{p(d_i|\bar{\lambda})}{\alpha(\bar{\lambda})} \tag{101}
\]

\footnote{Remember we already assumed that no background happens, thus \( N^{tr} \) is actually a source count.
To calculate this expression, we need for each source the likelihood of the data given \( \vec{\lambda} \), 
\( p(d_i|\vec{\lambda}) \). This can be written in a more useful form by using the sum rule to marginalize over all possible values of the source parameters:

\[
p(\vec{\lambda}|D) = \frac{\pi(\vec{\lambda})}{p(D|H_\Lambda)} \Gamma(N^{tr} - 1) \prod_{i=1}^{N^{tr}} \int d\vec{\theta} p(d_i|\vec{\theta}\vec{\lambda}) \pi(\vec{\theta}|\vec{\lambda}) \alpha(\vec{\lambda}) \tag{102}
\]

\[
P(\vec{d}|H_{PE}) = \int d\vec{\theta} p(\vec{d}|\vec{\theta}) \pi(\vec{\theta}|H_{PE}) \tag{103}
\]

In the last step we have eliminated \( \vec{\lambda} \) from the right side of the conditional bar 
\( p(d_i|\vec{\theta}\vec{\lambda}) \) since

the likelihood only depends on the source parameters, and not on the population hyper parameters. Also notice how the selection effects are now entirely contained in \( \alpha(\vec{\lambda}) \) (cfr Eq. (20) of [28]).

How do we calculate \( p(d_i|\vec{\theta}) \)?

The most common scenario is that we have a set of posterior samples 
\( p(\vec{\theta}|d_i) \), produced by either ourselves, a colleague, or a scientific collaboration, using a Markov Chain Monte Carlo (MCMC) or similar algorithm, since in general these are high-dimensional non-trivial distributions to sample [29, 30]. If the sampling prior used to generate those samples is \( \pi(\vec{\theta}|H_{PE}) \) then posterior and likelihood are related as:

\[
p(d|\vec{\theta}) = p(\vec{\theta}|d, H_{PE}) \frac{p(d|H_{PE})}{\pi(\vec{\theta}|H_{PE})} \tag{104}
\]

where I have used \( H_{PE} \) (“PE” stands for Parameter Estimation) for the modeling used to characterize the individual events and \( p(d|H_{PE}) \) is the evidence of the data obtained with the sampling algorithm:

\[
p(d|H_{PE}) = \int d\vec{\theta} p(d|\vec{\theta}) \pi(\vec{\theta}|H_{PE}) \tag{105}
\]

Please notice that \( H_{PE} \) and \( H_\Lambda \) imply different prior beliefs in the distribution of \( \vec{\theta} \): the former model assumes that the parameters \( \vec{\theta} \) are distributed as \( \pi(\vec{\theta}|H_{PE}) \), i.e. the sampling prior, while the latter assumes \( p(\vec{\theta}|\vec{\lambda}) \), i.e. the population prior. This means that in general the hyper evidence, Eq. (92) is not equal to the evidence calculated by the sampling algorithm:

\[
p(D|H_\Lambda) = \prod_{i=1}^{N^{tr}} p(d_i|H_\Lambda) \neq \prod_{i=1}^{N^{tr}} p(d_i|H_{PE}) = p(D|H_{PE}) \tag{106}
\]

A last point worth stressing before we continue. **If** the sampling prior \( \pi(\vec{\theta}|H_{PE}) \) is uniform in **all** parameters then:

\[
\pi(\vec{\theta}|H_{PE}) = c \implies p(d|\vec{\theta}) \propto p(\vec{\theta}|d) \tag{107}
\]

and one could use the draws from the posterior as if they were draws from the likelihood function. Unfortunately, in general, at least some of the sampling priors are non-trivial, and must be taken into account when going from posterior to likelihood, as we saw in Eq. (104) (one often says that they need to “remove” the prior).
With this in mind, let’s use Bayes theorem inside the product, \(103\):

\[
p(\tilde{\lambda}|D) = \frac{\pi(\tilde{\lambda})}{p(D|\mathcal{H}_\Lambda)} \Gamma(N^{tr} - 1) \prod_{i=1}^{N^{tr}} \frac{1}{\alpha(\lambda)} \int d\tilde{\theta} p(d_i|\tilde{\theta}) \pi(\tilde{\theta}|\tilde{\lambda})
\]

\[
\Rightarrow \frac{\pi(\tilde{\lambda})}{p(D|\mathcal{H}_\Lambda)} \Gamma(N^{tr} - 1) \prod_{i=1}^{N^{tr}} \frac{1}{\alpha(\lambda)} \int d\tilde{\theta} \frac{p(\tilde{\theta}|d_i)p(d_i|\mathcal{H}_{PE})\pi(\tilde{\theta}|\tilde{\lambda})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})}
\]

\[
\Rightarrow \pi(\tilde{\lambda}) \Gamma(N^{tr} - 1) \frac{p(D|\mathcal{H}_{PE})}{p(D|\mathcal{H}_\Lambda)} \prod_{i=1}^{N^{tr}} \frac{1}{\alpha(\lambda)} \int d\tilde{\theta} \frac{p(\tilde{\theta}|d_i)\pi(\tilde{\theta}|\tilde{\lambda})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})}
\]

where in the first equation we have used the fact that the single event likelihood does not logically depend on \(\tilde{\lambda}\). In the second row \(\pi(\tilde{\theta}|\mathcal{H}_{PE})\) is the sampling prior for \(\tilde{\theta}\) used when drawing posterior samples (using e.g. an MCMC sampler, as mentioned above). The ratio of the MCMC evidence over the hyper evidence is ugly to see, but luckily is not really important as long as we are only trying to measure the population hyper parameters of one model \(\mathcal{H}_\Lambda\) and not comparing different models, since this ratio does not depend on the actual value of the hyper parameters. This is why it is only seldom explicitly reported in the literature.

The integral in Eq. \(110\) can be simplified by noticing that it represents the expectation of the ratio of the population prior over the sampling prior. The exact expectation can be replaced with the approximate sample mean \(31\), i.e. with a discrete sum:

\[
\int d\tilde{\theta} \frac{p(\tilde{\theta}|\mathcal{H}_{PE})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})} \approx \frac{1}{N_{\text{samples}}} \sum_{j=0}^{N_{\text{samples}}} f(\bar{\theta}^j) |_{\bar{\theta}^j \sim p(\tilde{\theta}|\mathcal{H}_{PE})}
\]

which is valid for any function \(f(\tilde{\theta})\) (the symbol \(\sim\) in this context means “drawn from the distribution”), as long as the number of available posterior samples \(N_{\text{samples}}\) is large enough (the larger \(N_{\text{samples}}\), the better the approximation).

Therefore, assuming we are given \(N_{\text{samples}}\) posterior samples from the posterior distribution of \(\tilde{\theta}\) for each of the \(N^{tr}\) sources, then we can write (cfr Eq. (14) of \(3\)):

\[
\prod_{i=1}^{N^{tr}} \frac{1}{\alpha(\lambda)} \int d\tilde{\theta} p(\tilde{\theta}|d_i) \frac{\pi(\tilde{\theta}|\tilde{\lambda})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})} = \prod_{i=1}^{N^{tr}} \frac{1}{N_{\text{samples}} \alpha(\lambda)} \sum_{j=0}^{N_{\text{samples}}} \left[ \frac{\pi(\tilde{\theta}|\tilde{\lambda})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})} \right] |_{\bar{\theta}^j \sim p(\tilde{\theta}|d_i,\mathcal{H}_{PE})}
\]

where \(\bar{\theta}^j\) is the \(j\)-th posterior sample from the posterior distribution of the \(i\)-th source. Since we are calculating an average, one often uses angle brackets:

\[
\frac{1}{N_{\text{samples}}} \sum_{j=0}^{N_{\text{samples}}} \left[ \frac{\pi(\tilde{\theta}|\tilde{\lambda})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})} \right] |_{\bar{\theta}^j \sim p(\tilde{\theta}|d_i,\mathcal{H}_{PE})} = \left\langle \frac{\pi(\tilde{\theta}|\tilde{\lambda})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})} \right\rangle |_{\bar{\theta} \sim p(\tilde{\theta}|d_i,\mathcal{H}_{PE})}
\]

So finally:

\[
p(\tilde{\lambda}|D) = \pi(\tilde{\lambda}) \Gamma(N^{tr} - 1) \alpha^{-N^{tr}} \frac{p(D|\mathcal{H}_{PE})}{p(D|\mathcal{H}_\Lambda)} \prod_{i=1}^{N^{tr}} \left\langle \frac{\pi(\tilde{\theta}|\tilde{\lambda})}{\pi(\tilde{\theta}|\mathcal{H}_{PE})} \right\rangle |_{\bar{\theta} \sim p(\tilde{\theta}|d_i,\mathcal{H}_{PE})}
\]
It is worth stressing and remembering that the selection effects are here included in the detectable fraction \( \alpha(\bar{\lambda}) \), and that this term comes from marginalizing over the total number of sources, not from the individual events likelihood.

### 5.1 What we don’t say

Suppose that the detected signals can be characterized by two unknown parameters \( \tilde{\theta} = (x, y) \), but we really only care about \( x \) because it is the parameter that will tell us about the underlying population parameters \( \bar{\lambda} \). In other words, the distribution of the \( x \) parameters of the population of events does depend on \( \bar{\lambda} \), \( \pi(x|\bar{\lambda}, \mathcal{H}_\bar{\lambda}) \), but we believe the distribution of \( y \) is fixed and known: \( \pi(y|\mathcal{H}_\bar{\lambda}) \). Or, more concretely, we are using someone else’s public data release, but they only gave us some of the marginalized \( x \) posteriors, not the whole cloud of points.

Can we calculate the \( \bar{\lambda} \) posterior by only integrating over \( x \), and neglecting \( y \)? Looking at Eq. (101) one might be tempted to use the sum rule and write:

\[
p(d_i|\bar{\lambda}) = \int dx \ p(d_i, x|\bar{\lambda}) = \int dx \ p(d_i, x) \pi(x|\bar{\lambda})
\]

\[
= \int dx \ p(x|d_i) p(d_i) \frac{\pi(x|\bar{\lambda}, \mathcal{H}_\bar{\lambda})}{\pi(x|\mathcal{H}_{PE})} = p(d_i) \left\langle \frac{\pi(x|\bar{\lambda}, \mathcal{H}_\bar{\lambda}) \pi(y|\mathcal{H}_\bar{\lambda})}{\pi(x|\mathcal{H}_{PE})} \right\rangle_{x \sim p(x|d_i)} \tag{115}
\]

where \( \pi(x|\mathcal{H}_{PE}) \) is the sampling prior on \( x \) used when sampling the posterior distribution. Now, this seems a perfectly legitimate equation; but one could also integrate on both \( x \) and \( y \) and obtain:

\[
p(d_i|\bar{\lambda}) = \int dx \ dy \ p(d_i, x, y|\bar{\lambda}) = p(d_i) \left\langle \frac{\pi(x|\bar{\lambda}, \mathcal{H}_\bar{\lambda}) \pi(y|\mathcal{H}_\bar{\lambda})}{\pi(x,y|\mathcal{H}_{PE})} \right\rangle_{x, y \sim p(x,y|d_i)} \tag{116}
\]

Let’s assume for simplicity that the sampling prior factorizes, \( \pi(x,y|\mathcal{H}_{PE}) = \pi(x|\mathcal{H}_{PE}) \pi(y|\mathcal{H}_{PE}) \):

\[
p(d_i|\bar{\lambda}) = p(d_i) \left\langle \frac{\pi(x|\bar{\lambda}, \mathcal{H}_\bar{\lambda}) \pi(y|\mathcal{H}_\bar{\lambda})}{\pi(x|\mathcal{H}_{PE}) \pi(y|\mathcal{H}_{PE})} \right\rangle_{x, y \sim p(x,y|d_i)} \tag{117}
\]

Clearly, the two expressions in the last term of Eq. (115) and Eq. (117) are in general different, because the values of \( x \) used in the two cases are the same, no matter of whether we use the samples from the 2D \( x \sim p(x,y|d_i) \) or from the marginalized distribution \( x \sim p(x|d_i) \), but now there is an extra term \( \pi(y|\mathcal{H}_{\bar{\lambda}})/\pi(y|\mathcal{H}_{PE}) \) which need not be equal to 1.

But the left hand sides look the same, so what’s going on? The problem is that we have not explicitly written down all of the assumptions on the right side of the conditional bars.

What we want for the hierarchical analysis, Eq. (101) is really the probability of the data given \( \bar{\lambda} \) and our model \( \mathcal{H}_\bar{\lambda} \). The model comes with set of priors on the distribution of population parameters, all parameters:

\[
p(d_i|\bar{\lambda}) = p(d_i|\bar{\lambda}_\mathcal{H}_\bar{\lambda}) = p(d_i|\bar{\lambda} \land \pi(\tilde{\theta}|\lambda)) = p(d_i|\bar{\lambda} \land \pi(x|\bar{\lambda}, \mathcal{H}_\bar{\lambda}) \land \pi(y|\mathcal{H}_\bar{\lambda})) \tag{118}
\]

In fact, this is the very reason why we have to “divide out” the sampling priors in Eq. (117): we want to calculate this likelihood under the hypothesis that the prior being used is the population one \( \pi(\tilde{\theta}|\bar{\lambda}, \mathcal{H}_\bar{\lambda}) \), but we have been handled samples that were produced using the prior \( \pi(\tilde{\theta}|\mathcal{H}_{PE}) \).

Instead, in Eq. (115) we calculated:
\[ p(d_i|\lambda) = p(d_i|\lambda \wedge \pi(x|\lambda H_{\lambda})) \]  \hspace{1cm} (119)

Because nothing is said about the prior on the other variable, this is implicitly assuming that the prior on \( y \) is still the one used while sampling the parameter space, i.e. \( \pi(y|H_{PE}) \):

Eq. (115) \leftrightarrow p(d_i|\lambda \wedge \pi(x|\lambda, H_{\lambda}) \wedge \pi(y|H_{PE})) \hspace{1cm} (120)

This is why the right hand sides of Eq.(115) and Eq. (117) look like they are going to give two different results: in general, they will!

The only parameters that we could not explicitly account for while calculating the posterior of the population hyperparameters are those for which the population prior is exactly equal to the sampling prior. This can be seen directly comparing the two equations above: both the LHSs (Eq. (120) and Eq. (118)) and the RHSs, Eq.(115) and Eq. (117) become identical if \( \pi(y|H_{\lambda}) = \pi(y|H_{PE}) \). But notice that this still implies that the relevant prior distributions are separable, \( \pi(x|H_{PE})\pi(y|H_{PE}) \), which might not always be true! If the priors are more complicated, and correlations exist, it is even hard to simplify things so that only some of the prior distributions survive. Therefore Eq. (116) is always what we want to do, while Eq. (115) might be sometimes what we want to do, if we are very careful and lucky.

One might still wonder: why care if a constant (i.e. not depending on \( \lambda \), which is the quantity we are interested in) multiplicative term is missing? Can’t this be accounted for later, while enforcing the proper normalization of the \( \lambda \) posterior? The answer is no, it would be a problem. This can be seen best by looking at the RHS of Eq. (112), which in our 2D example reads:

\[ \prod_{i=1}^{N_{tr}} \left( \frac{1}{\frac{N_{samples}}{N_{samples}}} \sum_{j=0}^{N_{samples}} \frac{\pi_i(x^j|H_{H_{\lambda}})\pi(y^j|H_{\lambda})}{\pi(x^j|H_{PE})\pi(y^j|H_{PE})} \right)_{x^j, y^j \sim p(x,y|d_i)} \]  \hspace{1cm} (121)

(where I’m neglecting the \( \alpha \) term, which is not important for this discussion, and assuming all priors factorize.)

If \( \pi(y^j|H_{\lambda}) \neq \pi(y^j|H_{PE}) \) in general the ratio \( \pi(y^j|H_{\lambda})/\pi(y^j|H_{PE}) \) will be different from 1, and it will be for different samples and different events. Thus if we entirely neglected \( y \), we would be adding a different, and wrong, numerical weighting coefficient for each sample in these sums.

What if someone is only handled marginalized posteriors? For example, the LIGO [32]-Virgo [33] collaboration (LVC) currently only releases in low latency a estimate of the sky position and distance, but not of the masses, of the candidate compact binary coalescence (CBC) sources it detects [34]. In absence of this information one cannot correctly remove the mass prior, hence their inference on any hyper parameters, even if not directly linked to the masses, would be wrong unless their population prior for the masses were identical to what the LVC used to produce samples (and assuming prior factorizes). If that is the case, then masses can be entirely dropped out while calculating the likelihood term above, but, again, care must be taken to be sure that the very same prior is used as the population prior when calculating selection effects, i.e. \( \alpha(\lambda) \), or else biases will be introduced. A common mistake is to use posterior samples which have already been marginalized over some parameter that is not of interest (e.g. \( y \) in the example above), hence implicitly using a prior for \( y \) equal to the sampling prior, but then use a different prior when calculating \( \alpha(\lambda) \).

\[ \text{Notice that the evidences on the right hand side of Eq. (115) and Eq. (117) are also in general different, for the same reason.} \]
6 A simple 1-dimensional example

Let’s consider a simple but instructive 1D example, that shows how many of these pieces come to play, in practice.

The problem is as follows. There is an infinity of audio speakers arranged along the x-axis. An audio detector is placed at some distance, Fig. 1 and when one speaker at position \( x \) emits a sound \( s \), the detector records:

\[
d = x + n
\]  

where \( x \) is the true position of the speaker that emitted a signal, and \( n \sim \mathcal{N}(0, 1) \) is a random number drawn from a normal distribution with mean equal to 0 and standard deviation equal to 1 meter. Here we are just assuming, arbitrarily, that the noise associated with recording the data has this typical width of 1 meter. We can think of this noise term as due to e.g. winds that affect the perceived direction of the incoming audio wave.

More realistic cases will differ from this in a few ways: a) the noise properties (e.g. its sigma) might be time dependent b) it might be different for different events c) the data might not directly contain the variable of interest, but rather a function of it (i.e. \( d = n + h(x) \), with \( h \) some potentially complicated function, see Section 7) and d) there might be more than one parameter that affects the detected data, all or some of which might be of interest to us, and all or some of which might depend on a higher hyper-level.

However, because of a nearby mountain range, there exists a maximum value of \( x \), \( x_{\text{max}} \), such that detectors placed at \( x > x_{\text{max}} \) would not produce a measurable sound.

However, it is important to remember that we do not know \( x \), the best we can do is to use the data to set a threshold. Since the noise in our example is a zero-mean process it’s reasonable to use as a detection criteria:

\[
d \leq x_{\text{max}} \leftrightarrow \text{detection}
\]  

But we should not forget that there is noise! Thus even a source with \( x_{\text{true}} = x_{\text{max}} \) will produce a detectable signal 50% of the time (50% since the noise is symmetric). Let’s pause for a second and stress a couple of important points here

- Barring rare exceptions, the selection criteria is based on the data, not on the true value of the parameter. In general we do not know the parameters! The data is all we have. The data are our friend.
- Because of the noise, sources with a true value of the parameter that fail the threshold for detection can be promoted to detections. Conversely, sources that would meet the criteria, can fail it because of the noise.

This also means that unless there is absolutely no noise (i.e. the noise is so small that we are de facto measuring the true value of the parameters), the selection effect will not be sharp feature, a Heaviside function in our simple 1D case, but rather a sigmoid that smoothly turns off.

Let’s see this explicitly. First, given that the noise is gaussian, the likelihood for the data \( d \) given \( x \) is:

\[
p(d|\theta) = \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{1}{2} (d - x)^2 \right]
\]  

I am writing these notes in a period of my life where I discovered the joys of Arduino, as you can clearly see.
Figure 1: A sketch of the problem. The red bell represents the density of speakers that are playing (my limited artistic skills prevent me from making a drawing where the speakers are actually drawn more densely in that region).

(here there is, implicitly, also the sigma of the noise, which is equal to 1 meter). Thus in our scenario the likelihood for the event is a gaussian, seen as a function of $x$, centered at $d$.

We had previously defined the probability of a source being detectable given the true value of the parameter, Eq. (14):

$$p(\text{det}|x) = \int_{D_\gamma} d d p(d|x) \quad (125)$$

now, this integral is made over the detectable data, which are the data for which $d < x_{\text{max}}$, that is:

$$p(\text{det}|x) = \int_{D_\gamma} d d p(d|x) = \int_{-\infty}^{x_{\text{max}}} dd \frac{1}{\sqrt{2\pi}} \exp \left[-\frac{1}{2}(d-x)^2\right] \quad (126)$$

But this is just the cumulative distribution of a normal distribution with mean $x$, and can be written in terms of the error function $\text{erf}$:

$$p(\text{det}|x) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x_{\text{max}} - x}{\sqrt{2}} \right) \right] \quad (127)$$

We see that $p(\text{det}|x_{\text{max}}) = 0.5$, as mentioned above: half of the sources with true value of $x$ at threshold are detectable because of the noise. The overall curve is indeed a sigmoid, Figure 2.

Let’s pause here for a second to be sure something is clear: we said earlier that the criteria we use to decide if a piece of data contains a trigger must only depend on the data, not on true true value of the parameter, Eq. (123). However, the probability that any given value of $x$ results in a detection does depend on $x$, Eq. (125). There is no contradiction: in Eq. (125) $x$ is on the right hand side of the conditional bar, and hence it’s assumed known. Whether and when that particular $x$ result in a detection is still determined by the data: given $x$ one can calculate all possible datas that
Figure 2: The probability $p(\text{det}|x)$ of detecting the sound from a speaker at true position $x$. Here $x_{\text{max}} = 5$

can be contain it, i.e. all possible noise realizations, and adds up those that result in a detectable piece of data.

Let’s now consider inference on the property of the speakers, given a set of detections. We will assume that a friend of ours has setup the system such that over a long period of time\textsuperscript{14} a set of speakers will play, one at the time. The positions of the speakers that will play are scattered around some central value $\mu_T$, and are draws from a normal distribution:

$$ \pi(x|\mu, \sigma) = N(x - \mu, \sigma). $$

Our friend has told us the value of $\sigma$, which we can thus treat as known, but has challenged us to measure the true value of $\mu_T$, given the data recorded by the detector.

We have all the tools we need to meet the challenge. The mathematics has been laid out in the previous sections, and can be directly reused with the understanding that our only shape hyper-parameter\textsuperscript{15} is:

$$ \tilde{\lambda} = \{ \mu_T \} $$

The posterior on $\mu_T$ is given by Eq. (103). We first need to calculate the detection efficiency $\alpha(\tilde{\lambda})$:

$$ \alpha(\mu_T) = \int dx \pi(x|\mu_T)p(\text{det}|x) $$

which is shown in Figure 3 for $\mu_T = 4.3$, $\sigma = 2$ and $x_{\text{max}} = 5$.

With this in hand, let’s consider the pieces of Eq. (103) that depend on $\mu_T$, and neglect everything else since it will only act as a constant term with respect to $\mu_T$, that we can fix by normalizing the posterior at the end. We have:

\textsuperscript{14}Long enough that the probability that two speakers play in the same small data chunk is negligible and we can use the math we developed so far.

\textsuperscript{15}We are not trying to infer the total number of detectors that played.
Figure 3: The fraction of detectable events $\alpha(\mu_\lambda)$ as a function of the $\mu_\lambda$. Here $\sigma_\lambda = 2$ and $x_{\text{max}} = 5$

$$p(\mu_\lambda|D) \propto \pi(\mu_\lambda) \prod_{i=1}^{N} \frac{\int dx \ d_i(x) \pi_\lambda(x|\mu_\lambda)}{\alpha(\mu_\lambda)}$$  \hspace{1cm} (128)

Because both the individual event likelihood and the population prior are Gaussians, we can actually solve the numerator analytically (yeah!)

$$\int dx \ d_i(x) \pi_\lambda(x|\mu_\lambda) = \frac{1}{2\pi\sigma_\lambda} \int dx \ e^{-\frac{1}{2}(x-\mu_\lambda)^2} e^{-\frac{1}{2\sigma_\lambda^2}(x-\mu_\lambda)^2}$$  \hspace{1cm} (129)

Before we continue, let me stress again that in here the integration range is the full and unadulterated range that $x$ can theoretically take, including values which are above our threshold $x_{\text{max}}$. As seen before, the selection effects do not enter the numerator of the hyper posterior, but only through $\alpha(\lambda)$.

In this case, this is of great help because it allows us to get rid of the integral using standard Gaussian integrals. In fact if

$$f(x) = \frac{1}{\sqrt{2\pi\sigma_f}} e^{-\frac{(x-\mu_f)^2}{2\sigma_f^2}}$$

and

$$g(x) = \frac{1}{\sqrt{2\pi\sigma_g}} e^{-\frac{(x-\mu_g)^2}{2\sigma_g^2}}$$

Then:

$$f(x)g(x) = \frac{A}{\sqrt{2\pi\sigma_{fg}}} \exp \left[ -\frac{(x-\mu_{fg})^2}{2\sigma_{fg}^2} \right]$$

where
\[ \mu_{fg} = \frac{\mu_f \sigma_g^2 + \mu_g \sigma_f^2}{\sigma_f^2 + \sigma_g^2} \]

and

\[ \sigma_{fg} = \sqrt{\frac{\sigma_f^2 \sigma_g^2}{\sigma_f^2 + \sigma_g^2}} \]

with amplitude

\[ A = \frac{1}{\sqrt{2\pi (\sigma_f^2 + \sigma_g^2)}} \exp \left[ -\frac{(\mu_f - \mu_g)^2}{2 \left( \sigma_f^2 + \sigma_g^2 \right)} \right] \]

In our case:

\[ \frac{1}{2\pi \sigma_\lambda} \int dx \ e^{-\frac{1}{2} (d_i - x)^2} e^{-\frac{1}{2\sigma_\lambda^2} (x - \mu_\lambda)^2} = \frac{1}{\sqrt{2\pi \left( 1 + \sigma_\lambda^2 \right)}} \exp \left[ -\frac{(d_i - \mu_\lambda)^2}{2 \left( 1 + \sigma_\lambda^2 \right)} \right] \] (130)

where we have used

\[ \frac{1}{\sqrt{2\pi \sigma_{fg}}} \int dx \ \exp \left[ -\frac{(x - \mu_{fg})^2}{2\sigma_{fg}^2} \right] = 1 \]

We thus see that each detection contributes to the overall posterior for \( \mu_\lambda \) with a term proportional to:

\[ \exp \left[ -\frac{(d_i - \mu_\lambda)^2}{2 \left( 1 + \sigma_\lambda^2 \right)} \right] \] (131)

and the overall posterior for \( \mu_\lambda \) is:

\[ p(\mu_\lambda | D) \propto \pi(\mu_\lambda) \prod_{i=1}^{N_{\text{tr}}} \exp \left[ -\frac{(d_i - \mu_\lambda)^2}{2 \left( 1 + \sigma_\lambda^2 \right)} \right] \frac{1}{\alpha(\mu_\lambda)} \] (132)

The width of the \( \mu_\lambda \) posterior is clearly determined by how many detections we have, with more events resulting in a sharper peak. Similarly, smaller \( \sigma_\lambda \) help, since a) the smaller \( \sigma_\lambda \) the more the typical data will be close to \( \mu_\lambda^2 \), making more events contribute useful information b) the denominator in the single-event exponent will be smaller, meaning that the tails of the single-event likelihoods will contribute less and less.

[If we had not fixed the noise sigma of each event to be the same and equal to 1 meter, a smaller sigma noise would also make the inference better, for the same identical reasons].

We notice that the term \( 1/\alpha(\mu_\lambda) \) gives a boost to \( \mu_\lambda \)'s which result in more hard-to-detect events. Of course, the price to pay for making the denominator smaller is that the numerator will also decrease if we are considering \( \mu_\lambda \)'s that are far from our data. The \( \mu_\lambda \) posterior is thus determined by the delicate balance between these two factors.

In this simple example we have actually integrated the likelihood analytically, to obtain Eq. (132).

A possible implementation of this algorithm would thus be:
• Choose $\mu^T, \sigma, x_{max}$.

• Generate $N$ random numbers $\vec{x}_T \sim N(\mu^T, \sigma)$, those are the true positions of the speakers that will be playing, and we do not have access to those directly.

• Generate $N$ noisy data sets by adding to each $x$ in $\vec{x}_T$ a random draw from a normal distribution: $\vec{\xi} = N(\vec{x}_T, 1m)$ with unit standard deviation.

• Only retain the data that satisfy the detection criteria:

$$\forall d_i \in \vec{\xi}, d_i \in D \text{ if } d_i < x_{max}$$

$D$ is our catalog of $N^{tr}$ detected sources that will be used for the inference.

• Grid the $\mu$ axis with enough points, and at each point calculate $\alpha(\mu)$ and Eq. (131) for each event.

• Pick a prior for $\mu$, flat is just fine, and calculate Eq. (132) [Note: because we marginalized over $x$ analytically, we don’t actually have to create synthetic posteriors for the individual events - only their measured data $d_i$ matters, Eq. (132)].

The reason why we managed to proceed so far using analytical calculations is because the problem in hand is quite simple. In general the problem will be too complicated for the math to carried out analytically, due to higher dimensionality, correlations, non-trivial priors, etc. In that case, a good starting point is Eq. (128):

$$p(\mu|D) \propto \pi(\mu) \prod_{i=1}^{N^{tr}} \frac{\int dx \ p(d_i|x)\pi(x|\mu)}{\alpha(\mu)} \tag{133}$$

$$\propto \pi(\mu) \prod_{i=1}^{N^{tr}} \frac{\int dx \ p(x|d_i)\pi(x|\mu)}{\alpha(\mu)} \tag{134}$$

$$\propto \pi(\mu) \prod_{i=1}^{N^{tr}} \frac{1}{\alpha(\mu)} \langle \frac{\pi(x|\mu)}{\pi(x|H_{PE})} \rangle_{x \sim p(x|d_i)} \tag{135}$$

where in the last line we are averaging the ratio of the population prior over the sampling prior (i.e. the prior used to produce the posterior samples $p(x|d_i)$) calculated at values of $x$ fairly drawn from the posterior samples.

Assuming that for each source a set of $N_{samples}$ samples have been drawn from the posterior of each trigger then we can write this as:

$$p(\mu|D) \propto \frac{\pi(\mu)}{\alpha(\mu)^{N^{tr}}} \prod_{i=1}^{N^{tr}} \frac{1}{N_{samples}} \sum_{j=1}^{N_{samples}} \frac{\pi(x|\mu)}{\pi(x|H_{PE})} \bigg|_{x \sim p(x|d_i)} \tag{136}$$

If we want to do this with our problem, and generate samples instead of using the analytic integration over $x$, we would do (see Appendix A of [35] for a more complicated problem):

• Choose $\mu^T, \sigma, x_{max}$.\]
• Generate $N$ random numbers $\mathbf{x}_T \sim N(\mu_T, \sigma_T)$, those are the true positions of the speakers that will be playing, and we do not have access to those directly.

• Generate $N$ noisy data sets by adding to each $x$ in $\mathbf{x}_T$ a random drawing from a normal distribution: $\mathbf{\tilde{x}} = N(\mathbf{x}_T, 1m)$

• Only retain the data that satisfy the detection criteria:

$$\forall d_i \in \mathbf{\tilde{x}}, d_i \in D \iff d_i < x_{\text{max}}$$

$D$ is our catalog of $N^{\text{tr}}$ detected sources that will be used for the inference.

• For each $d_i \in D$ draw $N_{\text{samples}}$ samples from the likelihood distribution Eq. (124):

$$\{d_1^i, d_2^i \ldots d_{N_{\text{samples}}}^i\} \sim N(d_i; 1m)$$

• If a flat sampling prior on $x$ is being assumed, then these are also samples from the posterior of $x$, and can be used directly in Eq. (136). Otherwise something like importance resampling must be used.

• Pick a prior for $\mu, \lambda$, flat is just fine, grid the $\mu, \lambda$ axis with enough points, and at each point calculate $\alpha(\mu, \lambda)$ and then Eq. (136).

In the left panel of Figure 4 we show an example of the inference on $\mu_T$ obtained with 150 sources. In this case the true mean of the population prior, $\mu_T$, is smaller than the threshold $x_{\text{max}}$.

The 150 individual likelihoods are shown in yellow (the cut of the x-axis at -2m is just for graphical reasons, and not a cut on the sources or samples used). The thick vertical line is $x_{\text{max}}$. It’s worth stressing again how it is entirely possible and perfectly fine that samples from individual events extend to values larger than $x_{\text{max}}$: all those samples must be used to calculate the numerator of Eq. (136).

![Figure 4](image-url)

Figure 4: (left:) The inference on the central position of the gaussian distribution of speakers that have been turned on, $\mu$. The true value of all relevant parameters is given in the title. The blue dot-dashed and cyan dashed curves are the posteriors obtained either by numerical or analytical average of the likelihood samples. (right:) the same, but with true value of $\mu$ larger than $x_{\text{max}}$. 
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The black line (right y-panel) is the detection efficiency \( \alpha(\mu_\lambda) \), already shown in Figure 3. Finally, the blue dot-dashed and cyan dashed curves are the posteriors on \( \mu_\lambda \) obtained either with the fully numerical method, Eq. (136), or the analytical marginalization over the samples, Eq. (132), respectively.

It is worth stressing that this inference can be carried on even if most of the speakers are not detectable, right panel of Figure 4. In this case \( \mu_\lambda^T = 8.3 \) and only \( \sim 7\% \) of the speakers produce a detectable sound. Studying the figure it might at first look surprising that the posterior peaks at the true value, in a region where no data is available, if not the tail of the distribution of the detectable events. What is happening is that, as seen above, each time we try a value of \( \mu_\lambda \) we need too divide by \( \alpha(\mu_\lambda) \) to the power \( N^{tr} \). Thus, since \( \alpha(\mu^T_\lambda) \approx 0.07 \) while \( \alpha(x_{max}) = 0.5 \), for example, the product of the tails of the likelihoods at \( \mu^T_\lambda \) is enhanced by a factor of \( (0.5/0.07)^{150} = 1.2 \times 10^{128} \) (!!!) relative to the product of the likelihoods at \( x_{max} \).

The fact that inference can be carried out correctly even if the population is such that most events cannot be detected should not be surprising. In fact, it is quite common. In gravitational-wave astrophysics, the signal-to-noise ratio - which is the detection criterium \(^{16}\) - decreases as \( 1/d_L \), where \( d_L \) is the source luminosity distance. If sources are placed with a distance distribution that goes like \( d_\beta L \), then the true value of \( \beta \) is such that most events are in fact undetectable \(^{17}\).

7 A gravitational-wave example

In this section we are going to look at a more complicated example: population inference on the mass distribution of binary black holes. We will assume that all detected binary black holes emitting GWs are members of the same population, and that their masses are draws from Gaussian distributions of unknown means. While the details of the model are discussed below, let me stress here that we are considering a single population. In general, it might be the case that more than one population exists (e.g. some of the black hole binaries might have formed in galactic fields and others in globular clusters). This can be dealt using a model for each of the populations, and treat the number of sources produced in each as one of the unknowns being measured from the data. \(^{18}\)

If enough sources are detected, and if the various populations have some distinguishing features, one will be able to measure both number of sources produced by each population, and their characteristic parameters \(^{36, 24, 37, 26, 25, 11}\). A multi-population analysis would then proceed along the same lines of the one described below, but it would be computationally much more expensive due to the larger number of parameters.

We will work under the simplifying assumptions that one GW detector has collected data for a total time \( T \), and a search algorithm has been searching for binary black hole coalescences, finding a certain number of triggers. No background exists, and we are not interested on the total number of events, which is marginalized using a Jeffreys prior. Under these assumptions, the posterior for the population parameters is given by Eq. (110).

In our simple model, black holes have no spins, and they inspiral in quasi-circular orbits. If this is the case, each GW depends on 9 unknown parameters: the two masses (\( m_1 \) and \( m_2 \)), the right ascension and declination (RA dec), the orbital orientation (\( \iota \)) and polarization (\( \psi \)), the arrival time

---

\(^{16}\) At least to first order. Things are quite more complicated. More on this below.

\(^{17}\) It is worth checking out the Jupyter notebooks that my friend Will Farr made available at [https://github.com/farr/SelectionExample](https://github.com/farr/SelectionExample) as supplementary material of [3].

\(^{18}\) More often, one works with branching ratios, i.e. the ratio of sources produced in any pair of populations.
and phase \((t_c, \varphi_c)\) and the luminosity distance \(d_L\). Collectively, these 9 parameters are \(\vec{\theta}\).

We will assume that noise is Gaussian, stationary and additive, such that in presence of an astrophysical signal \(h(\vec{\theta})\) the recorded time-domain data is:

\[
d(t) = n(t) + h(t, \vec{\theta})
\]

(137)

the Gaussianity of the noise naturally leads to a Gaussian likelihood for the data:

\[
p(d|\vec{\theta}) \propto e^{-\langle d-h(\vec{\theta})|d-h(\vec{\theta})\rangle}
\]

(138)

where we have defined the inner product in the frequency domain:

\[
\langle a(f)|b(f)\rangle \equiv 2 \int df \frac{a(f) b^*(f) + a^*(f) b(f)}{S(f)}
\]

(139)

and \(S(f)\) is the noise auto-correlation, aka noise power spectral density (PSD) \([40, 41, 42]\): it is small where the detector is sensitive and large where it’s not so sensitive. The integration range should be wide enough to cover the frequency content of the eventual signal, and typically is limited on the low side by the seismic wall of ground-based detectors \((\sim 10 - 20 \text{ Hz})\), and on the high side by the sampling rate.

We need to calculate the fraction of detectable events \(\alpha(\vec{\lambda})\) given some hyper population:

\[
\alpha(\vec{\lambda}) = \int d\vec{\theta} p(\text{det}|\vec{\theta}) \pi(\vec{\theta}|\vec{\lambda})
\]

(140)

Given significant computational resources and patience, one would evaluate this integral by first calculating \(p(\text{det}|\vec{\theta})\) using the actual output of a search algorithm on a large set of simulated signals, and then doing appropriate reweighting according to the population prior \([11]\).

For our simple example, and for a significant fraction of the literature, a simpler approach is enough, which strongly reduces the amount of required computing time. First, we need to decide on a detection criterion which can be easily verified without having to run a full search for compact binaries. We introduce the optimal signal-to-noise ratio (SNR) \(\rho\) of a GW signal with parameters \(\vec{\theta}\) as

\[
\rho^2 \equiv \langle h(f, \vec{\theta})|h(f, \vec{\theta})\rangle
\]

(141)

where \(h(f, \vec{\theta})\) is the Fourier transform of the GW signal, and the inner product is defined above. We can call a signal detectable if it gives an SNR larger than \(\rho_{\text{thr}}\) (usually 8 or so) in a single detector. As mentioned above, reality is more complicated, and in practice a few more factors will contribute to making a signal detected by a real GW search algorithm \([43, 44, 11, 45]\), but this is a good first approximation \([11]\). To explicitly calculate \(\alpha(\vec{\lambda})\), we need to say a bit more about the actual GW signal and how it depends on \(\vec{\theta}\). As mentioned above, we will make the simplifying assumptions that no spins are present (In general this won’t affect the SNRs by more than a few percent \([47]\)). Furthermore, we will keep the limit where only the main multipolar emission mode \(- \ell = m = 2\) \([48]\) – dominates, which is reasonable for binaries of stellar mass black holes with roughly equal mass \([49, 50]\). In this scenario, there is a clean separation in the GW amplitude between extrinsic and intrinsic parameters.

\[19\] In practice, we will use the redshift \(z\) instead, converting the one to the other using the Plank 2015 cosmology \([38]\) as coded up in astropy \([39]\).
\[ h(f, \vec{\theta}) = w(RA, \text{dec}, \iota, \psi) \frac{g(m_1, m_2, z, f)}{d_L(z)} \sqrt{\frac{5}{24\pi^{4/3}}} e^{i\psi(f, \vec{\theta})} \]  

(142)

where the function \( w \) is defined as \[ w \equiv \sqrt{\left(1 + \cos^2 \iota \frac{F_+}{2} \right)^2 + (\cos \iota F_\times)^2}. \]  

(143)

\( F_+ (RA, \text{dec}, \psi) \) and \( F_\times (RA, \text{dec}, \psi) \) are the antenna patterns for the two GW polarizations: they are large in regions of the sky where the GW detectors are more sensitive \[42, 54, 55\]. The function \( w \) is quite easy to calculate, and it turns out it takes values in the range \([0, 1]\):

\[ w \in [0, 1] \]

The maximum value of \( w \) is reached for a CBC source that is exactly above the detector and with inclination equal to zero (i.e. angular momentum parallel to the line of sight).

If one refers to this lucky source as **optimally oriented**, then the SNR of any other source with the same masses and distance, but different sky position and orientation, can be re-cast in terms of the optimally oriented SNR:

\[ \rho(\vec{\theta}) = w(RA, \text{dec}, \iota, \psi) \rho_{oo}(m_1, m_2, z) \]  

(144)

where “oo” stands for optimally oriented.

Now, this is progress! Let’s see why. We can write the detection efficiency as:

\[ \alpha(\vec{\lambda}) = \int dm_1 dm_2 dz \left[ \int d(RA, \text{dec}, \iota, \psi) \rho(\text{det}|RA, \text{dec}, \iota, \psi, m_1, m_2, z) \pi(RA, \text{dec}, \iota, \psi) \right] \pi(m_1 m_2 z | \vec{\lambda}). \]

where we have made the assumption that the population priors for the sky position and orientation are independent from the ones for masses and redshift. I am using \( d(RA, \text{dec}, \iota, \psi) \) as a short way of indicating the product of differentials of all 4 variables.

Let’s focus on the integral in square brackets. It contains the probability that an event is detected, given the value of all parameters.

But, given our criterium for detectability, this is exactly 1 if \( \vec{\theta} \) is such that the SNR is above \( \rho_{\text{thr}} \), and zero otherwise.

This integral can thus be written as

\[ \int d(RA, \text{dec}, \iota, \psi) H(\rho - \rho_{\text{thr}}) \pi(RA, \text{dec}, \iota, \psi) = \]

\[ \int d(RA, \text{dec}, \iota, \psi) H(w \rho_{oo} - \rho_{\text{thr}}) \pi(RA, \text{dec}, \iota, \psi) = \]

\[ \int d(RA, \text{dec}, \iota, \psi) H \left( w - \frac{\rho_{\text{thr}}}{\rho_{oo}} \right) \pi(RA, \text{dec}, \iota, \psi) \]  

(145)

with \( H \) the Heaviside function. Note that all the dependence on the masses and distance is now contained in \( \rho_{oo} \). Solving this integral can be done numerically as follows:

---

\(^{20}\) You might have noticed that the coalescence time and phase are gone. This is because they do not contribute to the optimal SNR, hence integrating over them will just given an overall factor to \( \alpha \), the same for all events and all \( \vec{\lambda} \), which can thus be neglected.
• pick a population prior for the sky position and orientation. The standard is isotropic on both. That gives \( \pi(\text{RA,dec,} \iota, \psi) = (4\pi^4)^{-1} \)

• Generate a large number of samples from this prior, and calculate \( w \) for all of them. Those points represent a probability density function \( p(w) \).

• The integral above becomes:

\[
\int_{\rho_{thr} \rho_{oo}}^{1} dw \ p(w) = 1 - \text{CDF}_w \left( \frac{\rho_{thr}}{\rho_{oo}} \right)
\]

(146)

where \( \text{CDF} \) is the usual cumulative distribution function of a variable.

This can also be seen as follows: let’s pack RA,dec, \( \iota, \psi \) into a vector \( \vec{y} \) then Eq. (145) becomes:

\[
\int d\vec{y} \ H \left( w(\vec{y}) - k \right) \pi(\vec{y}) = \frac{1}{N_{\text{samples}}} \sum_{j=1}^{N_{\text{samples}}} H \left( w(\vec{y}) - k \right) |_{\vec{y} \sim \pi(\vec{y})}
\]

(147)

where we called \( k \equiv \frac{\rho_{thr}}{\rho_{oo}} \) which is a constant when this integral is evaluated. The term inside the sum is either 1 or 0, depending on whether the \( \vec{y} \) value being draw from the prior results in \( w(\vec{y}) \) to be larger or smaller than \( k \). That is, Eq. (145) is the fraction of points drawn from \( \pi(\vec{y}) \) (i.e. \( \pi(\text{RA,dec,} \iota, \psi) \)) which gives a \( w \) larger than some number \( k \). This is exactly what Eq. (146) shows.

One minus the CDF, is often called the complementary cumulative distribution function (CCDF) or tail function. We will use CCDF from now on:

\[
\int_{\rho_{thr} \rho_{oo}}^{1} dw \ p(w) \equiv \text{CCDF}_w \left( \frac{\rho_{thr}}{\rho_{oo}} \right)
\]

This is beautiful: we have reduced all of the dependence on masses and distance to restricting the range of a 1D integral! We typically just calculate the distribution of \( w \) once, and then calculate the CCDF, or rather use an interpolator which makes it even less time consuming, as many times as we want during the analysis.

Back to the selection function, we can now write it as

\[
\alpha(\tilde{\lambda}) = \int dm_1 dm_2 dz \ \text{CCDF}_w \left( \frac{\rho_{thr}}{\rho_{oo}} \right) \pi(m_1 m_2 | \tilde{\lambda}).
\]

(148)

The complementary cumulative distribution function is a function of the two masses and the redshift, and it can be interpreted as the fraction of sources with given masses and redshift that are detectable. In Figure 6 we show this probability as a function of the two (source-frame) masses, fixing the redshift at 0.1.

We have reduced the problem, within our simplifying hypothesis, to a 3D integral where the only computationally consuming part is the calculation of the SNR of an optimally oriented source of given masses and redshift.

In practice, this can also be made very fast using interpolation in the mass plane, and the fact that the SNR scales linearly with the distance. There is a catch though: the SNR depends on the
detector-frame masses, which are redshifted by a factor of $1 + z$ over the astrophysical masses, the ones we care about \cite{56,57}. The integral for $\alpha$, as written above, is on the source-frame masses. The simple rescaling of the SNR as $1/d_L$ would give us the SNR of a source with the same detector-frame masses at different distances, if we know its SNR at some reference distance. But all those sources would thus have different source-frame masses! This is not a problem, we just need to fold in the redshift carefully when we rescale the SNR of sources.

This completes our discussion on how to calculate the selection function. If all we want is to infer $\tilde{\lambda}$, and not the number of sources that occurred over the experiment time (or their rate per unit time) we can just use Eq. (114) and we are done. Otherwise, some more work is required. This is because $\alpha$ doesn’t tell us anything about the actual number of events, only about the fraction of detectable events. If we want to do inference on the actual number of sources, or their time-rate, we also need to calculate the expected number of detectable events $N^\uparrow$ over the experiment time $T$ so that we can calculate Eq. (93). Luckily, it’s easy because $N^\uparrow$ and $N^\uparrow$ are related by $\alpha$, which we already have:

$$N^\uparrow = N^\uparrow \alpha(\tilde{\lambda}) = \int dm_1 dm_2 dz \text{CCDF}_w \left( \frac{\rho_{\text{thr}}}{\rho_{oo}} \right) N^\uparrow \pi(m_1 m_2 | \tilde{\lambda})$$

$$= \int dm_1 dm_2 dz \text{CCDF}_w \left( \frac{\rho_{\text{thr}}}{\rho_{oo}} \right) \frac{d^3 N^\uparrow}{dm_1 dm_2 dz} (\Lambda) \quad (149)$$

where we have used Eq. (5) to relate the population prior to the differential rate per unit masses and unit redshift. Usually, the generation of compact binaries is quoted in units of mergers per unit of comoving volume per unit of (source-frame) time, and in the most generic case depends on masses, redshift, spins, as well as environmental factors (e.g. the metallicity). Let’s use the symbol $R$ for it and only explicit report masses and redshift dependence.
Detectable fraction at $z = 0$.1

Figure 6: The fraction of detectable BBH of given $m_1$ and $m_2$ (in the source frame) at $z = 0.1$. A single interferometer is used with a sensitivity representative of LIGO's second observing run, together with a threshold SNR of 8.

\[ \mathcal{R}(m_1, m_2, z) \equiv \frac{d^2N^*}{dV_c dt_s} \]  

then:

\[ N^*_\uparrow = \int dm_1 dm_2 dz \text{CCDF}_w \left( \frac{\rho_{\text{thr}}}{\rho_{\text{oo}}} \right) \frac{d^2N^*}{dm_1 dm_2 dV_c dt_s} \frac{dV_c dt_s}{dz} \frac{dt_d}{dz} \]  

\[ = T \int dm_1 dm_2 dz \text{CCDF}_w \left( \frac{\rho_{\text{thr}}}{\rho_{\text{oo}}} \right) \frac{d^2R}{dm_1 dm_2} (m_1, m_2, z, \Lambda) \frac{dV_c}{dz} \frac{1}{1+z} \]  

where we have used the standard cosmological time dilation formula $\frac{dt_d}{dz} = (1+z)^{-1}$ to relate time measured in the detector frame, $t_d$, and time measured in the source frame, at redshift $z$, $t_s$ [58]. By definition, the integration over the detector-frame time gives the total observing time $T$ as measured with our clocks.

Equation (151) is fundamentally the product of three terms: an observing time, a source rate per unit time per unit volume, and a volume. What makes it look more complex than this is the fact that the source rate in general depends of a few parameters, and the fact that only part of that rate will contribute to the detectable signals.

Before we continue with our example, I want to report two very common ways of writing this equation, which are often found in the literature. One is (e.g. [53, 28, 11]):
\[ N^* \uparrow = T \int dm_1 dm_2 dz \ p_{\text{det}}(m_1, m_2, z) \frac{d^2 R}{dm_1 dm_2} (m_1, m_2, z, \Lambda) \frac{dV_c}{dz} \frac{1}{1+z} \]  

(152)

where \( p_{\text{det}}(m_1, m_2, z) \) is used for the probability, averaged over sky positions and orientations, that a source of given source frame masses and redshift is detectable.

The other makes use of the so called the 

\[ V(m_1, m_2) \equiv \int dz \frac{1}{1+z} \frac{dV_c}{dz} p_{\text{det}}(m_1, m_2, z) \]  

(153)

to define the 

\[ VT(m_1, m_2) \]  

(154)

with \( T \) being the observation time measured in the detector frame. The sensitive time-volume, usually reported in Gpc³ yr, represents the amount of universe volume “covered” by the instrument in searching CBCs of masses \( (m_1, m_2) \), after an observing time \( T \), as measured by the instrument clocks. Then, if the intrinsic merger rate \( R \) is assumed constant in time and redshift, the number of expected detectable sources after an observing time \( T \) can be written \[46, 59, 11\]:

\[ N^* \uparrow = \int dm_1 dm_2 \frac{d^2 R}{dm_1 dm_2} (m_1, m_2, \Lambda) \ VT(m_1, m_2) \]  

(155)

We now have all the background information to approach a simple problem. We will assume that the source-frame masses of the BHs in the binaries come from independent gaussian distributions of known standard deviations (equal to 5 solar masses \( M_\odot \)) for both \( m_1 \) and \( m_2 \) and unknown means \( \mu_1 \) and \( \mu_2 \), which we want to infer. Our hyper parameter vector is thus \( \vec{\lambda} = \{ \mu_1, \mu_2 \} \), and we will use a uniform hyper prior \( \pi(\mu_1) = \pi(\mu_2) = (35 - 5)^{-1} M_\odot^{-1} \) \[21\].

Sky position and orientation of the sources are isotropic, and we assume that sources are distributed uniformly in comoving volume.

The only parameters that depend on a hyper level are thus the two component masses. We take their population prior to be:

\[ \pi(m_1 m_2 | \vec{\lambda} = \{ \mu_1, \mu_2 \}) = \mathcal{N}(m_1 - \mu_1, 5 M_\odot) \mathcal{N}(m_2 - \mu_2, 5 M_\odot) \]  

(156)

where as before \( \mathcal{N} \) is the normal distribution. Thus the population prior we will use when calculating Eq. (148) reads:

\[ \pi(m_1 m_2 z | \vec{\lambda}) = \pi(m_1 m_2 | \vec{\lambda}) \pi(z) = \frac{dV_c}{dz}(z) \mathcal{N}(m_1 - \mu_1, 5 M_\odot) \mathcal{N}(m_2 - \mu_2, 5 M_\odot) \]  

(157)

Where \( \pi(z) = dV_c/dz \) is the prior on the redshift that results from a uniform in comoving volume prior.

Next, we need to generate some detectable sources from the true population, that will be the input used in our inference. If we were applying our analysis to real GW detections, this step would

\[ \text{In real life, little is known, and the problem’s dimensionality can be high. Have a look at Ref. [11] to get a feeling of a realistic suite of analysis.} \]
be unnecessary since nature would have produced them for us! But today we are not that lucky, and we have to create our own set of detections and the resulting measurements for those parameters.

To generate a set of noisy detections we proceed as follows:

1. We draw a random value of \( \vec{\theta} \) from the true population distribution of masses, distance, etc. We take the true value of the hyper-parameters to be \( \mu_1^T = 19 \, M_\odot \) and \( \mu_2^T = 20 \, M_\odot \);

2. We calculate the true SNR of the source;

3. Now, if we want to do a realistic analysis, we cannot quite use this SNR to decide if the source is detected, because in real life what we get is a noisy version of the true signal. The inferred value of the parameters need not be centered at the true values, but might be offset by an amount that depends on how loud the signal is. We thus add to the true SNR a random number from \( \mathcal{N}(0,1) \). This gives an observed SNR:

\[
\rho_{\text{obs}} = \rho_{\text{true}} + \mathcal{N}(0,1);
\]

4. If \( \rho_{\text{obs}} > 8 \) the source is detected and its \( \vec{\theta} \) recorded;

5. We restart from point 1 and keep going till we generate 20 detectable systems.

Finally, we need to generate for each event a set of samples from the likelihood, which we will need in Equation 110. This is done as follows:

1. The measured maximum likelihood value of the generic parameter \( x \) is taken to be the true value generated above plus an offset \( \mathcal{N}(0,\sigma_x) \), where \( \sigma_x \) depends on the observed SNR (with louder events having smaller offsets). In a scientific analysis, one would use a simulation campaign to “tune” the value of \( \sigma_x \) to something representative for each parameters [61]. In our case we will just use

\[
\sigma_{m_1} = \frac{1 M_\odot}{\rho_{\text{obs}}}; \quad \sigma_{m_2} = \frac{2 M_\odot}{\rho_{\text{obs}}}
\]

2. For each event and each parameter we create a set of 150 samples from a gaussian likelihood centered at the measured maximum likelihood point, and with a standard deviation equal to \( \sigma_x \).

It should be stressed that this implies we are assuming the likelihood of each event can be written as the product of a univariate Gaussian distribution for each parameter. This is an obvious over-simplification, which we can afford because we are only after a pedagogical example. In we were working with real samples produced by analyzing real data, the likelihood would in general be more complicated and show non-trivial correlations, but the inference would proceed along the very same steps we are following.

If the population hyper parameters only affect the mass distribution, and as long as the population prior on the other parameters (e.g, redshift) matches what we use to create the population of detected signals (remember Sec. 5.1) we actually only need to generate likelihood samples for the mass parameters.

---

22 The procedure described in this page is a simplified version of Appendix A of [35]. It is simpler because we work with uniform priors so that samples from the likelihood and samples from the posterior are equivalent. See also [61].

23 Given how we have defined SNR above, one can show that if the GW noise were perfectly Gaussian and stationary, the measured SNR would indeed be distributed like this.

24 \( \sigma_x \) thus plays a double role: it sets the offset of the measured maximum likelihood value compared to the true value and it sets the width of the likelihood distribution.
7.1 Which results and why

We now have all we need! Figure 7 shows the main results. The measured maximum likelihood mass values of the individual 20 detected sources are shown as small empty circles. The blue star shows what one would obtain if they just took the mean of these points, without properly taking into account selection effects, which makes heavier systems easier to measure (cfr Figure 6). As one could have guessed, the naive mean is at larger values of mass than the truth. Finally, the contours show the proper posterior on the hyper parameters obtained using Eq. (110), which is centered at the true value \((\mu_1^T, \mu_2^T)\).

So, what did we learn? There are at least a few different way of answering this question. The most straightforward answer is: “we now have a measure of the hyper-parameters, including their uncertainty”. This is what was shown by the contours of Figure 7. But we can do more. With the samples from the hyper posterior in hand, we can visually represent draws from the population prior, Eq. (156). This is show in Figure 8, left panel: we draw 2000 samples from the 1D marginalized posterior for \(\mu_1\), \(p(\mu_1|D)\), for each of them we calculate \(p(m_1|\mu_1)\) and plot it. The right panel shows the same set of lines for the other mass.

This figure is objectively quite nice and hypnotic (at least if you are reading the eye-friendly version of these notes) but having so many lines makes it hard to interpret. What we can do instead, is to e.g. calculate the 5th and 95th percentile, together with the median, of all draws at every point in the x axis, and plot these instead.

This is show for both masses in Figure 9. The solid curve represents the median of all the lines in Figure 8 at each point, and the shaded areas show the symmetric 90% credible interval. These curves represent what we know about the distribution of the component masses in light of our 20 triggers. A related quantity one often uses is the posterior predictive distribution (PPD) [62].

The PPD of a generic parameter vector \(\theta\) is the posterior we assign to the parameters in light of
Figure 8: (left:) \( p(m_1 | \mu_1) \) for 2000 draws from the posterior distributions of \( \mu_1 \); (right:) same, but for the other mass.

Figure 9: (left:) The median (solid line) and 90\% symmetric credible interval (shaded area) of the 2000 curves in Figure 8 for \( m_1 \). The dashed line is the posterior predictive distribution; (right:) same, but for the other mass.

the data we observed:

\[
p(\vec{\theta}|D)_{\Lambda}
\]

where we have put a subscript \( \Lambda \) to stress that this is not the posterior of \( \vec{\theta} \) given the data (which would not necessarily require any knowledge about the population). The PPD tells us what we expect the (true) distribution of the parameters to be, in light of the observations we made. As such, it can be used to quantitatively predict (hence the name) what future observations for sources from our population will look like, given the ones we already made.\(^{25}\)

Mathematically, we can related the PPD to the hyper posterior samples we have acquired by using the sum rule:

\[
p(\vec{\theta}|D)_{\Lambda} = \int d\Lambda \ p(\vec{\theta}|D\Lambda)p(\Lambda|D) = \int d\Lambda \ \pi(\vec{\theta}|\Lambda)p(\Lambda|D)
\]

\(^{25}\)Please notice that this is the distribution of true parameters of the sources before selection effects. The distribution of detected sources need will look like this due to selection effects and noise.
where we have used the fact that the distribution of $\vec{\theta}$ is fully specified if $\Lambda$ is known (and it is population prior) to remove the data from the right hand side of the condition bar in $p(\theta|DA)$.

Given the $N_{\text{samples}}$ we already got from the hyper posterior, $p(\Lambda|D)$, we can approximate this as:

$$p(\vec{\theta}|D) \Lambda \simeq \frac{1}{N_{\text{samples}}} \sum_{i=1}^{N_{\text{samples}}} \pi(\vec{\theta}|\Lambda^i) \bigg|_{\Lambda^i \sim p(\Lambda|D)}$$

That is: we calculate the population prior at each value of the hyper posterior samples, and we take the mean. The marginalized 1D PPD for $m_1$ and $m_2$ in our problem are thus just the mean of the curves shown in Figure 9 and we report them in Figure 9 using dashed lines.
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Glossary and main symbols

$\alpha(\bar{\lambda})$ The fraction of physical sources that are detectable by our experiment, according to some detection threshold. It depends on the shape population hyper parameters $\bar{\lambda}$.

$\land$ Logical “and” of two propositions. $A \land B$ is true if and only if both $A$ and $B$ are true.

**Background** An (usually uninteresting) background event that might be produced by any mechanism not related to the physics we are after. They can contaminate our sample and we usually don’t like them.

$B_t$ The number of background sources generated per unit time, i.e. $B_t = dN^b/dt$. It generally is a function of time.

$D$ The set of data actually collected by the experiment. It usually is partitioned in a set that contains triggers, and another that does not contain triggers.

$D^\uparrow$ For a given trigger, the set of data that could conceivably be produced by the experiment and for which the trigger would be detectable.

$D^\downarrow$ For a given trigger, the set of data that could conceivably be produced by the experiment and for which the trigger would not be detectable.

$D$ For a given trigger, the full set of data that could conceivably be produced by the experiment.

$d_i$ A piece of data of small duration $\delta t$ that has been found to contain a trigger at time $t_i$.

$\bar{d}_j$ A piece of data covering the time interval $[t_j, t_j + \delta t]$ that has been found not to contain any trigger.

**Detectable** A trigger is detectable if it would have a detection statistics above our pre-determined threshold. Does not necessarily implies detected (e.g. the instrument might not be taking data at that time). Everything that is detected was detectable, but not everything that was detectable is detected.

**Detected** A trigger is detected if it is above the detection threshold and we recorded the data that contains it. This is what we use for our inference. Everything that is detected was detectable and has occurred.

$\mathcal{H}$ Generically speaking, all information that is relevant to describe our experiment and data analysis. Something like this should always go on the right side of conditional bars in our probability density functions, but often, because we are lazy, we omit it.

$\mathcal{H}_\Lambda$ All information relevant for the hyper analysis, e.g. the parametrization of model, the range of validity of the hyper parameters, the population priors, etc. It will be omitted unless its absence can create ambiguity.
\mathcal{H}_{\text{PE}} \quad \text{All information relevant for the parameter estimation analysis of individual sources, e.g. the parametrization of model, the range of validity of the event parameters, the sampling prior used in MCMC, Nested sampling, or similar algorithm. In general the prior on the parameters used for sampling, } \pi(\hat{\theta}|\mathcal{H}_{\text{PE}}), \text{ will be different from what implied by the population model, } \pi(\hat{\theta}|\Lambda\mathcal{H}_{\Lambda}). \text{ It will be omitted unless its absence can create ambiguity.}

\textbf{Hyper parameters} \quad \text{The (usually unknown) set of parameters that control the properties of the individual sources in the population. We would like to infer the value of the hyper parameters, given a collection of detected sources. We use the symbol } \Lambda \text{ for the hyper parameters that fully characterize a model } \mathcal{H}_{\Lambda}.

\Lambda \quad \text{The vector of (usually unknown) hyper parameters that characterize the overall population. It might be further split in a subset of shape parameters and a scale parameter.}

\bar{\Lambda} \quad \text{The vector of (usually unknown) shape hyper parameters that characterize the overall population. It can control e.g. the ratio of black holes generated at different masses.}

M_{\odot} \quad \text{The mass of our Sun today.}

N^b \quad \text{The total number of background sources, detectable and not. It generally is a function of time.}

N^b_{\uparrow} \quad \text{The number of background sources that are above the detection threshold, and are thus detectable (though not necessarily detected!). It generally is a function of time.}

N^b_{\text{act}} \quad \text{The number of background events that were actually produced over some time interval if } N^b_{\exp} \text{ were expected. These two numbers are not the same due to the Poissonian nature of the generation mechanism, which we assume in these notes. They might not all be detectable! It might be time dependent.}

N^b_{\downarrow} \quad \text{The number of background sources that are below the detection threshold, and thus cannot be detected. It generally is a function of time.}

N^b_{\exp} \quad \text{The number of background events that are expected to be produced over some time interval. They might not all be detectable! It might be time dependent.}

N^b_{\text{obs}} \quad \text{The number of background sources that are actually observed, over the experiment time. It generally is a function of time.}

\neg \quad \text{Logical negation of the proposition that follows it. } \neg A \text{ is true if } A \text{ is false and it’s false if } A \text{ is true.}

N^s \quad \text{The total number of physical sources, detectable and not, produced in the universe. It generally is a function of time and hyper parameters } \Lambda.

N^s_{\uparrow} \quad \text{The number of physical sources that are above the detection threshold, and are thus detectable (though not necessarily detected!). It generally is a function of time and hyper parameters } \Lambda.

N_{\text{samples}} \quad \text{The number of samples that have been drawn from a distribution (usually a posterior density function or a likelihood). It might be different for different sources, though in these notes we assume it’s always to same.}
\( N_{\text{act}}^{s} \) The number of physical sources that were \textit{actually} produced over some time interval if \( N_{\text{exp}}^{s} \) were expected. These two numbers are not the same due to the Poissonian nature of the generation mechanism. They might not all be detectable! It generally is a function of time and hyper parameters \( \Lambda \).

\( N_{\downarrow}^{s} \) The number of physical sources that are below the detection threshold, and thus cannot be detected. It generally is a function of time and hyper parameters \( \Lambda \).

\( N_{\text{exp}}^{s} \) The number of physical sources that are expected to be produced over some time interval. They might not all be detectable! It generally is a function of time and hyper parameters \( \Lambda \).

\( N_{\text{obs}}^{s} \) The number of physical sources that are actually observed, over the experiment time. It generally is a function of time and hyper parameters \( \Lambda \).

\( N_{\text{tr}} \) The number of trigger that are actually observed over the experiment time. This might include both background sources and interesting physical sources. It generally is a function of time and hyper parameters \( \Lambda \) (through the sources).

\textbf{Occurrence} The occurrence of a trigger just implies it happened, not necessarily that it was detected (or detectable). Everything that is detected or detectable occurred, but not everything that has occurred is detected or detectable.

\( p(\text{det}|\vec{\theta}) \) The probability that a trigger with true parameters \( \vec{\theta} \) is detectable (not necessarily detected!!). I would have preferred to use \( p(\rho_{t}|\vec{\theta}) \) for this, but the use of “det” is so spread in the literature that I would probably only have confused people if I introduced new notation.

\textbf{Population prior} \( \pi(\vec{\theta} | \Lambda, \mathcal{H}_\Lambda) \). The expected distribution of the individual source parameters \( \vec{\theta} \) given the population hyper parameters \( \Lambda \) and the relative modeling \( \mathcal{H}_\Lambda \). \( \mathcal{H}_\Lambda \) is often dropped unless needed.

\textbf{Population} The true set of physical or astrophysical sources that we are trying to characterize by mean of a model described by some hyper parameters \( \Lambda \). In these notes we assume that only one astrophysical population exists that is producing all the sources. In real life there could be several (e.g. one for binary black holes and one for binary neutron stars), each described by its one set of hyper parameters and modeling \( \mathcal{H} \).

\( \rho \) See SNR.

\textbf{Sampling prior} \( \pi(\vec{\theta}|\mathcal{H}_{\text{PE}}) \). The expected distribution of the individual source parameters \( \vec{\theta} \) used in an MCMC or similar algorithm while sampling the posterior of the individual triggers, given the settings used for the sampling \( \mathcal{H}_{\text{PE}} \).

\textbf{SNR} The signal-to-noise ratio of an event. It depends on the true source parameters as well as on the properties of the detector. It can be used to decide if something is detectable.

\( S_\kappa \) The differential rate over a set of parameters belonging to a vector of \( \vec{\kappa} \), i.e. \( S_\kappa \equiv \frac{\text{d}^n N^{s}}{\text{d} \kappa_1 \ldots \text{d} \kappa_n} \). It might be a function of time, hyper parameters \( \Lambda \) and \( \vec{\kappa} \).

\( S_t \) The number of physical sources generated per unit time, i.e. \( S_t = \frac{\text{d} N^{s}}{\text{d} t} \). It generally is a function of time and hyper parameters \( \Lambda \).
$S_{t,V_c}$: The number of physical sources generated per unit time per unit comoving volume, i.e. $S_{t,V_c} = \frac{d^2N_s}{dtdV_c}$. It generally is a function of time and hyper parameters $\Lambda$.

**Source**: A physically interesting event, that we are trying to detect and use for our inference.

$T$: The duration of the experiment. When we talk of the number of triggers that have occurred, or are detected, or detectable, we might implicitly mean “over the duration of the experiment, $T$”.

$\vec{\theta}$: The vector of (usually unknown) parameters that characterize each and every source. Either us or someone else usually generates a finite number of fair draws from the posterior density function of $\vec{\theta}$.

$\sim$: Used to indicate a fair draw from a distribution. E.g. $x \sim p(x|\mathcal{H})$ means that $x$ is drawn from the distribution $p(x|\mathcal{H})$.

**Trigger**: A trigger recorder by our search. It is above the detection threshold, but we don’t know if it’s a real source or a background event.
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