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Abstract

An analytic formula is proposed to characterize the variance propagation from correlated input variables to the model response, by using multi-variate Taylor series. With the formula, partial variance contributions to the model response are then straightforwardly evaluated in the presence of input correlations. Additionally, an arbitrary variable is represented as the sum of independent and correlated parts. Universal expressions of the coefficients that specify the correlated and independent sections of a single variable are derived by employing linear correlation model. Based on the coefficients, it is nature to quantify the independent, correlated and coupling contributions to the total variance of model response. Numerical examples suggest the effectiveness and validation of our analytic framework for general models. A practical application of the analytic framework is also proposed to the sensitivity analysis of a deterministic HIV model.
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1 Introduction

Uncertainty and sensitivity analysis is widely performed in various disciplines involving social science [1,2], engineering science [3], economics [4], chemistry [5], physics [6,9], etc.
It is quite useful for gaining insight into how input factors can be ranked according to their importance in establishing the uncertainty of model response. At present, many strategies have been built for the implementation of sensitivity analysis, including the traditional approach of changing one factor at a time \[10,11\], local method \[12,13\], regression analysis \[14\], variance-based method \[17\], etc. Among the various available strategies, variance-based sensitivity analysis has been assessed as versatile and effective for uncertainty and sensitivity analysis of complex models. The consideration of variance-based importance measures can be traced back to over twenty years ago when Sobol’ characterized the first-order sensitivity measures on the basis of deposing the variance in model response into different partial contributions attributable to individual input variables and to their combinations (called variance decomposition) \[18\]. Then extensive relevant investigations are carried out around this Sobol’s work, boiling down to the improvements in analysis strategies and to their applications to the sensitivity and reliability analysis of complex systems \[19,20\]. However, these frameworks are often proposed when the input variables are assumed to be statistically independent of each other.

Recently, the interest in extending sensitivity analysis strategies from uncorrelated case to the correlated one is increasing due to the existence of correlated input factors in practical applications. Previous investigations about sensitivity analysis with correlated input variables only provided overall sensitivity indices with respect to individual factors. However, the correlated and independent variance contributions were absent \[21\]. In practical applications, the distinction between independent and correlated variance contributions is quite important. It allows one to decide whether the correlations among input factors should be considered or not.

Both the correlated and independent variance contributions were firstly considered by C. Xu et al \[22\]. They proposed a regression-based strategy to decompose partial variance contributions into independent and correlated parts assuming linear relationship connecting the model response and input variables. To overcome the limitation of their method, many frameworks on sensitivity analysis are recently developed in the presence of correlated inputs, contraposing the investigation of more effective and universal technics for sensitivity analysis in general correlated situations \[23-25\]. Still, a theoretical framework for the determination of partial variance contributions and of relative effects contributed by the independence and correlations of input variables is limited, especially when a single input is correlated with many others simultaneously.

In this work, an analytic formula is firstly derived to characterize the variance propagation from correlated inputs to the model response. In its implementation, the partial derivative of model response evaluated at central point of input vector and the covariance among different inputs are involved. They both provide fruitful information for evaluating partial variance contributions produced by individual variables alone and also by their interactions to the model response. With linear correlation model, we represent a single variable as the sum of independent and correlated sections. Universal expressions are then proposed for the coefficients which specify the independent and correlated sections of a single input by given pairwise correlations. The coefficients serve to identify the sensitivity of model response with respect to both the independent and correlated sections of
individual input factors. Furthermore, except for the independent and correlated variance contributions, the partial variance produced by the coupling effect between independence and correlations of input variables can be also identified from the total variance of model response.

The rest of the paper is organized as follows. In section 2, the analytic formula for variance propagation is generalized to a general case with correlated input variables. The independent, correlated and coupling variance contributions are also interpreted in this section. Sensitivity measures are defined in section 3, in the presence of input correlations. The generation process of correlated variables is also analyzed here, by using linear correlation model. In section 4, four fabricated numerical models illustrate the effectiveness and applicability of our analytic framework, accompanied by a practical application to the sensitivity analysis of a deterministic HIV model. Section 5 gives concluding remarks.

2 variance propagation

Any operation that we perform on a model response dependent upon variables of uncertainty requires us to identify the response uncertainty based on the uncertainty in input variables. The propagation of variance, characterizing the effect of input uncertainty on the uncertainty of model response, constitutes the essential ingredient of uncertainty and sensitivity analysis of complex models.

2.1 Independent case

Consider a general mathematical model of the form $y = f(x)$ with $x = (x_1, x_2, \ldots, x_n)^T$ labeling the input vector of $n$-dimensional variables of uncertainty. The Taylor series of model response $y$ at the center point of input vector is represented as

$$y = f(\{\mu\}) + \sum_{i=1}^{n} \sum_{i=1}^{\infty} \frac{1}{i!} \left( \frac{\partial^i f}{\partial x_i^i} \right)(\{\mu\}) \cdot (x_i - \mu_i)^i$$

$$+ \sum_{i,s=1}^{n} \sum_{t<s}^{\infty} \frac{1}{i_1! \cdot i_s^s} \left( \frac{\partial^{i_1+\cdots+i_1}}{\partial x_1^{i_1} \cdots \partial x_n^{i_n}} \right)(\{\mu\}) \cdot (x_t - \mu_t)^i (x_s - \mu_s)^s + \cdots$$

(1)

where $\{\mu\}$ indicates the mathematical expectation set of input variables: $\{\mu_1, \mu_2, \ldots, \mu_n\}$. By definition, the universal expression of the variance of model response is derived, see Ref. [17], as

$$V(y) = \sum_{i_1, \ldots, i_n=0}^{\infty} \sum_{j_1, \ldots, j_n=0}^{\infty} \frac{1}{A(i_1, \ldots, i_n, j_1, \ldots, j_n)} \left( \frac{\partial^{i_1+\cdots+i_n} f}{\partial x_1^{i_1} \cdots \partial x_n^{i_n}} \cdot \frac{\partial^{j_1+\cdots+j_n} f}{\partial x_1^{j_1} \cdots \partial x_n^{j_n}} \right)(\{\mu\})$$

$$\times F(x_1)^{i_1} \cdots (x_n)^{i_n}$$

(2)
where input variables are assumed to be statistically independent of each other, and

$$A(\cdots) = i_1! \cdots i_n! \cdot j_1! \cdots j_n!, \quad (3)$$

$$F_{(x_1)^{i_1} \cdots (x_n)^{i_n}} = M_{i_1+j_1} x_1 \cdots M_{i_n+j_n} x_n - M_{i_1}(x_1) M_{j_1}(x_1) \cdots M_{i_n}(x_n) M_{j_n}(x_n). \quad (4)$$

$M_i(x_j)$ indicates the $i^{th}$ central moment of variable $x_j$. Its general expressions are presented in Appendix [A] for both uniform and normal distributions. Equation (2) contains fractional contributions of different dimensionality attributable to individual input variables and to their combinations. It allows one to analytically obtain the summands of increasing dimensionality that appeared in the variance decomposition of model response,

$$V(y) = \sum_{i=1}^{n} V_i + \sum_{i,j=1, i<j}^{n} V_{ij} + \sum_{i,j,k=1, i<j<k}^{n} V_{ijk} + \cdots + V_{12\cdots n}, \quad (5)$$

in which, $V_i$ is the first-order (or main) variance contribution produced by $x_i$ alone, $V_{ij}$ the contribution of the interaction associated with $x_i$ and $x_j$, and so on up to the last term the contribution of the interaction involving all input variables [18].

### 2.2 Correlated case

Regarding the presence of correlated input variables, the analytic expression of variance propagation, see Eq. (2), should be extended from independent case to the correlated one. Recalling the multi-variate Taylor series at the central point of input vector, presented in Eq. (1), the mathematical expectation of the model response can be represented in the presence of input correlations as

$$E(y) = f(\{\mu\}) + \sum_{i=1}^{n} \sum_{i_t=1}^{\infty} \frac{M_{i_t}(x_{i_t})}{A(i_t)} (\frac{\partial f}{\partial x_{i_t}^t})(\{\mu\}) + \sum_{t=1}^{n} \sum_{i_t, i_s=1}^{\infty} \frac{\text{cov}(x_{i_t}^t, x_{i_s}^s)}{A(i_t, i_s)} (\frac{\partial f}{\partial x_{i_t}^t \partial x_{i_s}^s})(\{\mu\})$$

$$+ \cdots + \sum_{i_1, \cdots, i_n=1}^{\infty} \frac{\text{cov}(x_{i_1}^{i_1}, \cdots, x_{i_n}^{i_n})}{A(i_1, \cdots, i_n)} (\frac{\partial f}{\partial x_{i_1}^{i_1} \cdots \partial x_{i_n}^{i_n}})(\{\mu\}),$$

$$= \sum_{i_1, \cdots, i_n=0}^{\infty} \frac{\text{cov}(x_{i_1}^{i_1}, \cdots, x_{i_n}^{i_n})}{A(i_1, \cdots, i_n)} (\frac{\partial f}{\partial x_{i_1}^{i_1} \cdots \partial x_{i_n}^{i_n}})(\{\mu\}), \quad (6)$$

where $\text{cov}(\cdot)$ is the covariance introduced by the correlations among input variables. It is defined as

$$\text{cov}(x_{i_1}^{i_1}, \cdots, x_{i_n}^{i_n}) = \int (x_1 - \mu_1)^{i_1} \cdots (x_n - \mu_n)^{i_n} P(x) \, dx,$$  

$$= \prod_{i=1}^{n} P(x_i), \quad (7)$$

where $P(x)$ is the joint probability density function of $x$. In the absence of input correlations, $P(x)$ can be simplified as
in which \( P(x_i) \) denotes the probability density function of input \( x_i \). In the existence of correlations among input variables, the variance of model response is derived by the use of Eqs. (11) and (12) as

\[
V(y) = \sum_{i_1, \ldots, i_n=0}^{\infty} \sum_{j_1, \ldots, j_n=0}^{\infty} \frac{1}{A(i_1, \ldots, i_n, j_1, \ldots, j_n)} \left( \frac{\partial^i_1 \cdots + i_n f}{\partial x_1^{i_1} \cdots \partial x_n^{i_n}} \frac{\partial^j_1 \cdots + j_n f}{\partial x_1^{j_1} \cdots \partial x_n^{j_n}} \right) \{\mu\} 
\times \left[ \text{cov}(x_1^{i_1+j_1}, \ldots, x_n^{i_n+j_n}) - \text{cov}(x_1^{i_1}, \ldots, x_n^{i_n}) \cdot \text{cov}(x_1^{j_1}, \ldots, x_n^{j_n}) \right].
\]

(9)

with \( A(\cdots) \) defined in Eq. (4). Apparently, the above generalized expression will be degenerated into Eq. (2) if input variables are assumed to be statistically independent of each other.

The concept of complete variance decomposition, presented in Eq. (5), is proposed by assuming input independence. Its form is also valid for the correlated case. In the presence of correlated input variables, however, the partial variance contributions with dimensionality larger than 1 is contributed not only by the coupling items presented in the functional form of the model under discussion (for independent case), but also by the input correlations. Regarding the situation of correlated inputs, the impact of a single variable can be represented as the sum of the contribution made by its correlations with the remaining variables and that made by its independence. Based on the description, each fractional variance contribution included in the original variance decomposition can be divided into three sections: independent variance contribution (labeled by superscript U), correlated variance contribution (labeled by superscript C), and coupling variance contribution (labeled by superscript UC). Mathematically, the output variance is decomposed in the presence of input correlations as

\[
V(y) = \sum_{i=1}^{n} (V_i^U + V_i^C + V_i^{UC}) + \sum_{i,j=1; i<j}^{n} (V_{ij}^{U_p} + V_{ij}^{C_p} + V_{ij}^{UC_p}) + \cdots + (V_{12\ldots n}^{U_q} + V_{12\ldots n}^{C_q} + V_{12\ldots n}^{UC_q}),
\]

(10)

where \( p \in \{i, j\} \), \( q \in \{1, 2, \ldots, n\} \), and

\[
V_i = V_i^U + V_i^C + V_i^{UC}, \quad V_{ij} = V_{ij}^{U_p} + V_{ij}^{C_p} + V_{ij}^{UC_p},
\]

\[
\vdots
\]

\[
V_{12\ldots n} = V_{12\ldots n}^{U_q} + V_{12\ldots n}^{C_q} + V_{12\ldots n}^{UC_q}.
\]

(11)

V_i^U (V_i^C) is the variance contribution produced by the independent (correlated) section of \( x_i \) alone, \( V_{ij}^{U_p} (V_{ij}^{C_p}) \) the contribution of the interaction between \( x_j \) and the independent (correlated) section of \( x_i \), and so on up to \( V_{12\ldots n}^{U_q} (V_{12\ldots n}^{C_q}) \) the contribution of the interaction associated with the independent (correlated) section of \( x_q \) and the rest variables. Coupling variance contributions are produced by the coupling effects between independent and correlated sections of individual input variables.
3 Estimation of sensitivity indices

Working within a probabilistic framework, variance-based sensitivity measures are defined on the bases of partial contributions presented in the variance decomposition of model response. In the determination of each partial variance contribution, high-order covariance embodied in the analytic formula Eq. (9) should be concerned for nonlinear models. Consequently, it is necessary to specify the correlated and independent parts of single input variables for the confirmation of fractions contained in Eq. (10), whereby the importance of independence, correlation, and the coupling between them can be quantified for individual input variables in establishing the uncertainty of model response.

3.1 Generation of correlated variables

In probabilistic models the dependency between two variables is often represented by the Pearson correlation coefficient which indicates pairwise linear correlations:

$$\rho(x_i, x_j) = \frac{E[(x_i - \mu_i)(x_j - \mu_j)]}{\sigma_i \sigma_j},$$  \hspace{1cm} (14)

with mean values $\mu_i$, $\mu_j$ and standard deviations $\sigma_i$, $\sigma_j$. $E[\star]$ is the expectation operation by returning the average value of $\star$. For the sake of simplicity in writing, $\rho(x_i, x_j)$ is simplified as $\rho_{ij}$ in the following discussion, that indicates the Pearson correlation coefficient between input variables $x_i$ and $x_j$.

In the presence of correlations, an arbitrary variable $x_i$ can be represented as the sum of a correlated section and an independent section:

$$x_i = x_i^C + x_i^U.$$  \hspace{1cm} (15)

The correlated section $x_i^C$ indicates the correlations of $x_i$ with the remaining input variables. By the use of linear correlation model (Eq. (14)), $x_i^C$ can be generated by a linear combination of the rest variables:

$$x_i^C = \sum_{j=1, j \neq i}^{n} a_{ij} x_j.$$  \hspace{1cm} (16)

The independent section $x_i^U$ denotes the independence of $x_i$. It is often specified by a newly introduced random variable $r_i$:

$$x_i^U = c_i r_i,$$  \hspace{1cm} (17)

in keeping the mean value $\mu(r_i) = (\mu_i - \sum_{j=1, j \neq i}^{n} a_{ij} \mu_j)/c_i$ and standard deviation $\sigma(r_i) = \sigma_i$. Coefficients $\{a_{ij}, c_i; i, j = 1, 2, \cdots, n\}$ specify the correlated and independent sections.
of \( x_i \). They are determined by given pairwise correlations through equations

\[
a_{ij} = \frac{\sigma_{ij}}{\sigma_j} \left[ 1 - \sum_{k<l, k,l \neq i} \rho_{kl}^2 (1 - \sum_{h<q, h>k, h, q \neq i, l} \rho_{hq}^2) + 2 \sum_{k<l<h, k,l,h \neq i} \rho_{kl} \rho_{kh} (\rho_{lh} - \sum_{q \neq i, h, q \neq k} \rho_{qh} \rho_{hq}) \right]^{-1} \\
\times \rho_{ij} (1 - \sum_{k<l, k,l \neq i,j} \rho_{kl}^2 + 2 \sum_{k<l<h, k,l,h \neq i,j} \rho_{kl} \rho_{kh} \rho_{lh} - \sum_{k \neq i,j} \rho_{ik} \rho_{jk} (1 - \sum_{h<q, h>q \neq k, h, q \neq i} \rho_{lh} \rho_{hq}) - \sum_{h \neq i,j,k} \rho_{ki} \rho_{kl} \rho_{lh} - \sum_{k \neq i,j,k} \rho_{ik} \rho_{kl} \rho_{lh}) \right],
\]

and

\[
c_i = \left[ 1 - \sum_{k<l, k,l \neq i} \rho_{kl}^2 (1 - \sum_{h<q, h>k, h, q \neq i, l} \rho_{hq}^2) + 2 \sum_{k<l<h, k,l,h \neq i} \rho_{kl} \rho_{kh} (\rho_{lh} - \sum_{q \neq i, h, q \neq k} \rho_{qh} \rho_{hq}) \right]^{-1/2} \\
\times \left[ 1 - \sum_{k<l} \rho_{kl}^2 (1 - \sum_{h<q, h>k, h, q \neq l} \rho_{hq}^2) + 2 \sum_{k<l<h} \rho_{kl} \rho_{kh} (\rho_{lh} - \sum_{q \neq h, q \neq k} \rho_{qh} \rho_{hq}) \right]^{1/2},
\]

where high-order (\( \geq 5 \)) terms are neglected. The expressions above, derived according to the analysis of simple cases as shown in Appendix B, constitute essential ingredients for the quantification of sensitivity measures associated with correlated section, independent section, and their coupling, for each single input variable.

### 3.2 Sensitivity indices

With help of the analytic formula Eq. (9) that explains the variance propagation in the presence of input correlations, the partial variance contributions of different dimensionality can be calculated by

\[
V_i = \sum_{k,l=0}^{\infty} \frac{1}{k! \cdot l!} \left( \frac{\partial^k f}{\partial x_i^k} \cdot \frac{\partial^l f}{\partial x_i^l} \right)(\{\mu\}) \cdot [M_{k+l}(x_i) - M_k(x_i)M_l(x_i)],
\]

\[
V_{ij} = \sum_{k,l,p,q=0}^{\infty} \frac{1}{k! \cdot l! \cdot p! \cdot q!} \left( \frac{\partial^{k+p} f}{\partial x_i^k x_j^p} \cdot \frac{\partial^{l+q} f}{\partial x_i^l x_j^q} \right)(\{\mu\}) \cdot [\text{cov}(x_i^{k+l}, x_j^{p+q}) - \text{cov}(x_i^k, x_j^p) \text{cov}(x_i^l, x_j^q)]
- V_i - V_j,
\]

\[
\vdots
\]
The high-order covariance between two variables, contained in Eq. (21), is defined (simplified from Eq. 7) as
\[
\text{cov}(x_i^k, x_j^l) = \int (x_i - \mu_i)^k (x_j - \mu_j)^l P(x_i, x_j) dx_i dx_j,
\]
which acts as a function of the Pearson correlation coefficient between \(x_i\) and \(x_j\). \(\text{cov}(x_i^k, x_j^l)\) can be derived analytically by formulating one variable on the basis of another:
\[
x_i = \rho_{ij} \sigma_i x_j + \sqrt{1 - \rho_{ij}^2} r_i,
\]
\[
x_j = \rho_{ij} \sigma_j x_i + \sqrt{1 - \rho_{ij}^2} r_j,
\]
with \(r_i\) (\(r_j\)) independent of \(x_j\) (\(x_i\)) and having the same variance as \(x_i\) (\(x_j\)). If \(k \neq l\), the above two formulating strategies are equivalent in determining \(\text{cov}(x_i^k, x_j^l)\) only when both \(x_i\) and \(x_j\) are normally distributed. Furthermore, if one focuses on the correlated, independent and coupling effects contained in the high-order covariance Eq. (22), \(x_i\) (\(x_j\)) should be formulated on the bases of all those variables which might be correlated with \(x_i\) (\(x_j\)).

The total contributions to the variance of model response, associated with independent, correlated, and coupling effects are represented, for an arbitrary variable \(x_i\), as
\[
V_{\text{TU}}^i = V_U^i + \sum_{j \neq i}^n V_{ij}^{U_i} + \cdots + V_{12...n}^{U_i},
\]
\[
V_{\text{TC}}^i = V_C^i + \sum_{j \neq i}^n V_{ij}^{C_i} + \cdots + V_{12...n}^{C_i},
\]
\[
V_{\text{TUC}}^i = V_{\text{UC}}^i + \sum_{j \neq i}^n V_{ij}^{\text{UC}_i} + \cdots + V_{12...n}^{\text{UC}_i}.
\]

The sensitivity (or importance) measures are then spontaneously determined by
\[
s_U^i = \frac{V_U^i}{V(y)}, \quad s_C^i = \frac{V_C^i}{V(y)}, \quad s_{\text{UC}}^i = \frac{V_{\text{UC}}^i}{V(y)};
\]
\[
s_{\text{TU}}^i = \frac{V_{\text{TU}}^i}{V(y)}, \quad s_{\text{TC}}^i = \frac{V_{\text{TC}}^i}{V(y)}, \quad s_{\text{TUC}}^i = \frac{V_{\text{TUC}}^i}{V(y)}.
\]

First three measures are called the main sensitivity indices which, separately, denote the importance of the independent section, correlated section and their coupling effect for \(x_i\) before considering the interaction effects between \(x_i\) and the remaining inputs. Last three measures are called the total sensitivity indices which, similarly, denote the importance of the independent section, correlated section and their coupling effect for \(x_i\), by regarding the interaction effects of \(x_i\) with the remaining inputs.
4 Numerical examples and a practical application

In this section, analytic polynomial models, including one purely additive and three nonlinear ones, are taken as examples to illustrate the effectiveness and validation of our established analytic framework. A practical application of the method is also proposed to the uncertainty and sensitivity analysis of a deterministic HIV model. Ten associated parameters are then ranked according to their importance in establishing the uncertainty of the basic reproduction number $R_0$.

4.1 Additive linear model

In the first example a purely additive model of the form as follows is investigated:

$$y = 2x_1 + x_2 + x_3,$$

(29)

where $(x_1, x_2, x_3) \sim N(\mu, \Sigma)$ with mean vector $\mu = (0, 0, 0)$ and covariance matrix

$$\Sigma = \begin{pmatrix}
1 & \rho_{12} & 2\rho_{13} \\
\rho_{12} & 1 & 2\rho_{23} \\
2\rho_{13} & 2\rho_{23} & 4
\end{pmatrix}.
$$

(30)

By the use of Eq. (9), the exact expression of the total variance $V(y)$ of model response is obtained as

$$V(y) = 9 + 4\rho_{12} + 8\rho_{13} + 4\rho_{23},
$$

(31)

which is constituted of the fractional contributions of different dimensionality, including

$$V_1 = 4, \quad V_2 = 1, \quad V_3 = 4, \quad V_{12} = 4\rho_{12}, \quad V_{13} = 8\rho_{13}, \quad V_{23} = 4\rho_{23}, \quad V_{123} = 0.
$$

(32)

Vanishing nonlinear problems in the functional form of the model under discussion suggest nonexistent coupling effect but only existent independent and correlated ones that are calculated as

$$V_{U_i}^j = c_i^2V_i, \quad V_C^j = (1 - c_i^2)V_i, \quad V_{12}^U = V_{13}^U = V_{23}^U = V_{123}^U = 0,
$$

(33)

$$V_{12}^{C_j} = V_{12}, \quad V_{13}^{C_j} = V_{13}, \quad V_{23}^{C_j} = V_{23}, \quad V_{123}^{C_j} = 0,$$

where $i \in \{1, 2, 3\}, \ j \in \{1, 2\}, \ k \in \{1, 3\}, \ l \in \{2, 3\}$, and $c_i$, specifying the independence of variable $x_i$, is determined via Eq. (19) as

$$c_1 = (1 - \rho_{23}^2)^{-1/2}(1 - \rho_{12}^2 - \rho_{13}^2 - \rho_{23}^2 + 2\rho_{12}\rho_{13}\rho_{23})^{1/2},
$$

(34)

$$c_2 = (1 - \rho_{13}^2)^{-1/2}(1 - \rho_{12}^2 - \rho_{13}^2 - \rho_{23}^2 + 2\rho_{12}\rho_{13}\rho_{23})^{1/2},
$$

(35)

$$c_3 = (1 - \rho_{12}^2)^{-1/2}(1 - \rho_{12}^2 - \rho_{13}^2 - \rho_{23}^2 + 2\rho_{12}\rho_{13}\rho_{23})^{1/2},
$$

(36)

in which $\{\rho_{12}^2, \rho_{13}^2, \rho_{23}^2\} \neq 1$.

The underlying sensitivity measures are provided in Table 1 under considering different correlations between input variables. Results indicate vanishing sensitivity indices
Table 1: Uncertainty and sensitivity analysis results for linear additive model by assuming different correlations between input variables.

| ρ   | V(y) | x  | s_i | s_i' | s_i'' | s_{f1} | s_{f2} | s_{f3} | s_{f1}' | s_{f2}' | s_{f3}' |
|-----|------|----|-----|------|-------|--------|--------|--------|--------|--------|--------|
| ρ = 0 |    | x_1 | 0.444 | 0.444 | 0.0 | 0.0 | 0.444 | 0.444 | 0.0 | 0.0 |
|      | 9   | x_2 | 0.111 | 0.111 | 0.0 | 0.0 | 0.111 | 0.111 | 0.0 | 0.0 |
|      | 3   | x_3 | 0.444 | 0.444 | 0.0 | 0.0 | 0.444 | 0.444 | 0.0 | 0.0 |
| ρ_{12} = 0.8 | 12.2 | x_1 | 0.328 | 0.118 | 0.210 | 0.0 | 0.590 | 0.118 | 0.472 | 0.0 |
|      |     | x_2 | 0.082 | 0.030 | 0.052 | 0.0 | 0.344 | 0.030 | 0.314 | 0.0 |
|      |     | x_3 | 0.328 | 0.328 | 0.0 | 0.0 | 0.328 | 0.328 | 0.0 | 0.0 |
| ρ_{12} = -0.8 | 5.8  | x_1 | 0.690 | 0.248 | 0.442 | 0.0 | 0.138 | 0.248 | -0.110 | 0.0 |
|      |     | x_2 | 0.172 | 0.062 | 0.110 | 0.0 | -0.379 | 0.062 | -0.441 | 0.0 |
|      |     | x_3 | 0.690 | 0.690 | 0.0 | 0.0 | 0.690 | 0.690 | 0.0 | 0.0 |
| ρ_{12} = 0.8 | 17.8 | x_1 | 0.225 | 0.072 | 0.152 | 0.0 | 0.629 | 0.072 | 0.557 | 0.0 |
|      |     | x_2 | 0.056 | 0.020 | 0.036 | 0.0 | 0.326 | 0.020 | 0.306 | 0.0 |
|      |     | x_3 | 0.225 | 0.169 | 0.056 | 0.0 | 0.539 | 0.169 | 0.371 | 0.0 |

associated with the coupling between independent and correlated sections contained in each input variable. In the absence of correlated input variables (ρ = 0), the main sensitivity indices sum up to one. By introducing input correlations, however, this summation could be smaller than one (with positive correlations) or larger than one (with negative correlations), contrary to the sum of the total sensitivity indices. Negative sensitivity indices explain negative partial variance contributions produced by the negative input correlation.

4.2 Nonlinear models

4.2.1 Trivariate model

In the second example a nonlinear model dependent upon three input variables is considered. It contains linear, quadratic, and interaction terms

\[ y = 2x_1 + x_2^2 + 4x_1^2x_2 + x_1x_3, \]

where \((x_1, x_2, x_3) \sim N(\mu, \Sigma)\) with mean vector \(\mu = (0, 0, 0)\) and covariance matrix

\[ \Sigma = \begin{pmatrix} 1 & \rho_{12} & \rho_{13} \\ \rho_{12} & 1 & \rho_{23} \\ \rho_{13} & \rho_{23} & 1 \end{pmatrix}. \]

The total variance \(V(y)\) of model response is similarly computed by the use of Eq. (9) as

\[ V(y) = 55 + 48\rho_{12} + 2\rho_{12}\rho_{23} + 192\rho_{12}^2 + \rho_{13}^2, \]

which is generated by the partial variance contributions involving

\[ V_1 = 4, \quad V_2 = 2, \quad V_3 = V_{23} = 0, \]
\[ V_{12} = 48(1 + 4\rho_{12}^2 + \rho_{12}), \quad V_{13} = 1 + \rho_{13}^2, \quad V_{123} = 2\rho_{12}\rho_{23}. \]
Table 2: Analytic results for uncertainty and sensitivity analysis of the first nonlinear model with different input correlations.

| ρ   | V(y) | x  | s₀ | s₁¹ | s₂¹ | s₃¹ | s₄¹C | s₅¹ | s₆¹ | s₇¹C | s₈¹ | s₉¹C | s₁₀¹C |
|-----|------|----|----|-----|-----|-----|-------|-----|-----|-------|-----|------|-------|
| ρ = 0 | 55   | x₁ | 0.073 | 0.073 | 0.0 | 0.0 | 0.964 | 0.964 | 0.0 | 0.0 |
| x₂ | 0.036 | 0.036 | 0.0 | 0.0 | 0.909 | 0.909 | 0.0 | 0.0 |
| x₃ | 0.0 | 0.0 | 0.0 | 0.0 | 0.018 | 0.018 | 0.0 | 0.0 |
| ρ₁₂ = 0.5 | 127 | x₁ | 0.031 | 0.024 | 0.007 | 0.0 | 0.984 | 0.242 | 0.175 | 0.567 |
| x₂ | 0.016 | 0.009 | 0.001 | 0.006 | 0.960 | 0.292 | 0.662 | 0.006 |
| x₃ | 0.0 | 0.0 | 0.0 | 0.0 | 0.008 | 0.008 | 0.0 | 0.0 |
| ρ₁₂ = −0.5 | 79.36 | x₁ | 0.050 | 0.020 | 0.03 | 0.0 | 0.975 | 0.117 | 0.452 | 0.406 |
| x₂ | 0.025 | 0.009 | 0.004 | 0.012 | 0.932 | 0.382 | 0.538 | 0.012 |
| x₃ | 0.0 | 0.0 | 0.0 | 0.0 | 0.017 | 0.007 | 0.010 | 0.0 |
| ρ₁₂ = 0.4 | 105.81 | x₁ | 0.038 | 0.028 | 0.01 | 0.0 | 0.981 | 0.291 | 0.166 | 0.524 |
| x₂ | 0.019 | 0.002 | 0.008 | 0.009 | 0.950 | 0.167 | 0.774 | 0.009 |
| x₃ | 0.0 | 0.0 | 0.0 | 0.0 | 0.018 | 0.003 | 0.015 | 0.0 | 0.0 |

The independent, correlated, and coupling effects divided from the main variance contributions $V_1$ and $V_2$ are stated as

\[ V_1^U = 4c_1^2, \quad V_1^C = 4(1 - c_1^2), \quad V_1^{UC} = 0, \]
\[ V_2^U = 2c_2^4, \quad V_2^C = 2(1 - c_2^2)^2, \quad V_2^{UC} = 4c_2^2(1 - c_2^2). \] (41)

Regarding the existent higher order partial variance contributions, we have

\[ V_{12}^U = 48c_1^4, \quad V_{12}^U = 48c_2^2, \quad V_{13}^U = c_3^2, \quad V_{12}^{UC} = V_{123} = 0 \]
\[ V_{12}^C = 48(1 - c_1^2)(1 - c_2^2 + \rho_{12} + 4\rho_{12}^2), \quad V_{12}^{UC} = 48(2 + \rho_{12} + 4\rho_{12}^2 - 2c_1^2)c_2^2, \]
\[ V_{12}^{C2} = 48(1 + 4\rho_{12}^2 + \rho_{12} - c_2^2), \quad V_{12}^{UC2} = 0, \quad V_{13}^C = 1 + \rho_{13}^2 - c_3^2, \quad V_{123} = 2\rho_{12}\rho_{23}, \] (42)

where $i \in \{1, 3\}$, $j \in \{1, 2, 3\}$ and $c_i$ is determined with Eq. (19). A detailed calculation for the above items are presented in Appendix C. In Table 2, the corresponding analysis results are listed, suggesting a dominated influence of the interaction effect between $x_1$ and $x_2$ for the case without correlated input variables. In the presence of input correlations, the independent, correlated, and coupling variance contributions produced by $x_1$ and $x_2$ are all significant for establishing the uncertainty of model response.

4.2.2 Fourvariate model

Another nonlinear model is designed based on four input variables as

\[ y = x_1x_3 + x_2x_4. \] (43)
where \((x_1, x_2, x_3, x_4) \sim N(\mu, \Sigma)\) with mean vector \(\mu = (1, 2, 2, 1)\) and covariance matrix

\[
\Sigma = \begin{pmatrix}
1 & \rho_{12} & \rho_{13} & \rho_{14} \\
\rho_{12} & 1 & \rho_{23} & \rho_{24} \\
\rho_{13} & \rho_{23} & 1 & \rho_{34} \\
\rho_{14} & \rho_{24} & \rho_{34} & 1
\end{pmatrix}.
\]  

The total variance of model response is obtained by employing Eq. (9) as

\[
V(y) = 12 + 4(\rho_{12} + \rho_{13} + 2\rho_{14} + \rho_{24} + \rho_{34}) + 2\rho_{23} + \rho_{13}^2 + \rho_{24}^2 + 2(\rho_{12}\rho_{34} + \rho_{14}\rho_{23}),
\]  

which is constituted of

\[
V_1 = 4, \quad V_2 = 1, \quad V_3 = 1, \quad V_4 = 4,
\]

\[
V_{12} = 4\rho_{12}, \quad V_{13} = 1 + 4\rho_{13} + \rho_{13}^2, \quad V_{14} = 8\rho_{14}, \quad V_{23} = 2\rho_{23},
\]

\[
V_{24} = 1 + 4\rho_{24} + \rho_{24}^2, \quad V_{34} = 4\rho_{34}, \quad V_{1234} = 2(\rho_{12}\rho_{34} + \rho_{14}\rho_{23}).
\]

In the evaluation of \(V_{1234}\), the first-order covariance \(\text{cov}(x_1, x_2, x_3, x_4)\) of four correlated variables is involved. Its detailed derivation is presented in Appendix D. The form of model function (only involves the linear problem of each input) suggests the vanishing coupling effects in all partial variance contributions but existent correlated and independent ones.

We get

\[
V_i^U = c_i^2 V_i, \quad V_{ij}^U = c_j^2, \quad V_{ik}^U = c_k^2, \quad V_{ij}^C = (1 - c_i^2)V_i, \quad V_{ij}^C = V_{ij} - V_{ij}^U, \quad V_{24}^C = V_{24} - V_{24}^U.
\]

where \(i \in \{1, 2, 3, 4\}, j \in \{1, 3\}\) and \(k \in \{2, 4\}\). Other partial variance contributions \(V_{12}, V_{14}, V_{23}, V_{34}\) and \(V_{1234}\) are all contributed by the correlations of involved parameters. The coefficient \(c_i\) is determined with Eq. (19). Table 3 lists the analytic values of the underlying sensitivity indices. Data show a vanishing coupling effect between the correlated and independent sections of each individual variable. This because nonlinear problems of single variables are absent in the form of model function.

### 4.2.3 Ishigami function

The Ishigami function [26] has been extensively used as a benchmark for sensitivity analysis [7,27]. Its functional form was defined as

\[
y = \sin(x_1) + 7 \sin^2(x_2) + 0.1x_3^4 \sin(x_1),
\]  

where all input variables are uniformly distributed in the interval \([-\pi, \pi]\). The presence of correlation between \(x_2\) and each of the rest does not influence the total variance of model response owing to zero partial variance contributions associated with the interaction between \(x_2\) and the rest. Consequently, we just consider here the correlation between \(x_1\) and \(x_3\). The results of analytic analysis are listed in Table 4 by assuming independent
Table 3: Analytic values of uncertainty and sensitivity analysis for the second nonlinear model by assuming uncorrelated and correlated inputs.

| $\rho$         | $V(y)$ | $x_1$ | $s_t$ | $s_{ti}$ | $s_{uci}$ | $s_{tiu}$ | $s_{tic}$ | $s_{tuc}$ |
|----------------|--------|-------|-------|----------|-----------|-----------|-----------|-----------|
| $\rho = 0$     |        | 0.333 | 0.333 | 0.0      | 0.0       | 0.417     | 0.417     | 0.0       |
| $\rho = 0$     | 12     | 0.083 | 0.083 | 0.0      | 0.0       | 0.167     | 0.167     | 0.0       |
| $\rho = 0$     | 0.083  | 0.083 | 0.0   | 0.0      | 0.0       | 0.167     | 0.167     | 0.0       |
| $\rho = 0$     | 0.333  | 0.333 | 0.0   | 0.0      | 0.0       | 0.417     | 0.417     | 0.0       |
| $\rho_{13} = 0.5$ | 0.221 | 0.166 | 0.055 | 0.0      | 0.401     | 0.207     | 0.194     | 0.0       |
| $\rho_{24} = 0.8$ | 0.055 | 0.020 | 0.035 | 0.0      | 0.323     | 0.040     | 0.283     | 0.0       |
| $\rho_{13} = 0.6$ | 0.055 | 0.041 | 0.014 | 0.0      | 0.235     | 0.083     | 0.152     | 0.0       |
| $\rho_{13} = 0.6$ | 0.221 | 0.080 | 0.141 | 0.0      | 0.489     | 0.100     | 0.389     | 0.0       |
| $\rho_{12} = -0.5$ | 0.251 | 0.058 | 0.193 | 0.0      | 0.561     | 0.072     | 0.489     | 0.0       |
| $\rho_{13} = 0.6$ | 0.063 | 0.030 | 0.033 | 0.0      | 0.0       | 0.060     | -0.060    | 0.0       |
| $\rho_{14} = 0.4$ | 0.063 | 0.024 | 0.039 | 0.0      | 0.298     | 0.049     | 0.249     | 0.0       |
| $\rho_{12} = -0.5$ | 0.251 | 0.148 | 0.103 | 0.0      | 0.514     | 0.185     | 0.329     | 0.0       |
| $\rho_{13} = 0.6$ | 0.350 | 0.196 | 0.154 | 0.0      | 0.322     | 0.245     | 0.077     | 0.0       |
| $\rho_{14} = 0.2$, $\rho_{23} = 0.3$ | 0.087 | 0.034 | 0.053 | 0.0      | 0.252     | 0.069     | 0.183     | 0.0       |
| $\rho_{24} = 0.4$, $\rho_{34} = 0.4$ | 0.087 | 0.051 | 0.036 | 0.0      | 0.007     | 0.103     | -0.096    | 0.0       |
| $\rho_{12} = -0.5$, $\rho_{13} = -0.4$ | 0.350 | 0.156 | 0.194 | 0.0      | 0.636     | 0.195     | 0.441     | 0.0       |

and correlated input variables. Two formulating strategies are considered in the presence of correlation: $x_1$ is formulated on the basis of $x_3$ and vice versa. They are non-equivalent for the uncertainty and sensitivity analysis of the model under discussion as $x_1$ and $x_3$ are uniformly distributed.

In the first case $x_1$ is formulated on the basis of $x_3$ as

$$x_1 = \rho_{13} \frac{\sigma_1}{\sigma_3} x_3 + \sqrt{1 - \rho_{13}^2} r_1,$$

where the newly introduced random variable $r_1$ holds the same distribution with $x_1$. In the form of Ishigami function, the contribution of $x_1$ to the variance of model response is embodied by sin function which explains the marginal effect of $x_1$ is totally produced by the coupling between its independent and correlated sections. Sensitivity measures for this case state a strong positive variance contribution produced by the interaction effect between $x_3$ and the correlated part of $x_1$, as well as a very strong negative variance contribution caused by the interaction term involving $x_3$ and both the correlated and independent sections of $x_1$.

For the second case, we generate $x_3$ on the basis of $x_1$ as

$$x_3 = \rho_{14} \frac{\sigma_3}{\sigma_1} x_1 + \sqrt{1 - \rho_{14}^2} r_3,$$

where random variable $r_3$ follows the same distribution with $x_3$. Zero mean of $x_1$ leads to the nonexistence of sensitivity measures associated with the main effect of $x_3$. A dominated contribution to the variance of model response is produced by the interaction effect between $x_1$ and the coupling of independence with correlated section of $x_3$. 
Table 4: Analytic values of uncertainty and sensitivity analysis for Ishigami function by assuming uncorrelated and correlated input variables. In case 1 \( x_1 \) is generated based on \( x_3 \), contrary to the second case where \( x_3 \) is generated based on \( x_1 \).

| \( \rho \)  | \( V(y) \) | \( x \) | \( s_i \) | \( s_i^U \) | \( s_i^C \) | \( s_{T_i} \) | \( s_{T_i}^U \) | \( s_{T_i}^C \) |
|-----------|---------|--------|--------|--------|--------|--------|--------|--------|
| \( \rho_{13} = 0 \) | | \( x_1 \) | 0.036 | 0.036 | 0.0 | 0.0 | 0.557 | 0.557 | 0.0 | 0.0 |
| & | | \( x_2 \) | 0.442 | 0.442 | 0.0 | 0.0 | 0.442 | 0.442 | 0.0 | 0.0 |
| & | | \( x_3 \) | 0.0 | 0.0 | 0.0 | 0.0 | 0.527 | 0.527 | 0.0 | 0.0 |
| \( \rho_{13} = 0.5 \) & (case 1) | | \( x_1 \) | 0.039 | 0.0 | 0.0 | 0.039 | 0.528 | 0.633 | 1.048 | -1.153 |
| & | | \( x_2 \) | 0.472 | 0.472 | 0.0 | 0.0 | 0.472 | 0.472 | 0.0 | 0.0 |
| & | | \( x_3 \) | 0.0 | — | — | — | 0.489 | — | — | — |
| \( \rho_{13} = 0.5 \) & (case two) | | \( x_1 \) | 0.026 | — | — | — | 0.679 | — | — | — |
| & | | \( x_2 \) | 0.321 | 0.321 | 0.0 | 0.0 | 0.321 | 0.321 | 0.0 | 0.0 |
| & | | \( x_3 \) | 0.0 | 0.0 | 0.0 | 0.0 | 0.653 | 0.145 | 0.004 | 0.505 |

Sensitivity indices of correlated and independent sections of \( x_3 \) are not indicated in the first case because \( x_3 \) is not decomposed into independent and correlated parts but only considered as a whole variable, analogous to the second case. The derivation process of partial variance contributions of different orders is presented in detail in Appendix [E] for both cases.

### 4.3 HIV model

The basic reproduction number, denoted as \( R_0 \), is arguably the most important quantity in infectious disease epidemiology because it helps determine whether or not an infectious disease can spread through a population \[28, 29\]. \( R_0 \) is defined as the average number of new cases of an infection caused by one typical infected individual, in a population consisting of susceptibles only \[30–32\]. The first application of this metric in epidemiology was introduced by George MacDonald in 1952, who designed agents-based models of the spread of malaria \[33\]. Generally, the larger the value of \( R_0 \), the harder it is to control the spreading of an epidemic. Typically, when \( R_0 < 1 \), the disease free equilibrium is locally asymptotically stable and the epidemic will die out in the long run, whereas if \( R_0 > 1 \), it is unstable and the epidemic will invade the population \[34\].

Consider a deterministic model of HIV-1 with vertical transmission (from an HIV-infected mother to her child) which was discussed in Ref. \[35\]. The basic reproduction number \( R_0 \) is represented by

\[
R_0 = \frac{\beta_0(1-\gamma)\theta_d^2 + \beta_1n_1Q_0(\theta_d - \kappa) + \beta_2n_2\alpha Q_0 + (1-\gamma)(\kappa + \alpha)\beta_0\theta_d}{\theta_d(\theta_d + \kappa)(\theta_d + \alpha)}. \tag{51}
\]

Description and baseline values of parameters included in the above expression are presented in Table 5.

To identify the importance of individual parameters in establishing the uncertainty of \( R_0 \), each parameter is artificially increased and decreased 10% of its baseline value.
Table 5: Description and baseline values of parameters for HIV/AIDS model, see Refs. [35–37].

| Parameter                                      | Symbol | Baseline value |
|-----------------------------------------------|--------|----------------|
| Recruitment rate                              | \(Q_0\) | 0.029          |
| Birth rate of infective                       | \(\beta_0\) | 0.03           |
| Fraction of susceptible newborn from infective class | \(\gamma\) | 0.4            |
| Contact rate of susceptible with asymptomatic infective | \(\beta_1\) | 0.2            |
| Contact rate of susceptible with symptomatic infective | \(\beta_2\) | 0.08           |
| Number of sexual partners of susceptible with asymptomatic infective | \(n_1\) | 2.0            |
| Number of sexual partners of susceptible with symptomatic infective | \(n_2\) | 2.0            |
| Natural death rate                            | \(\theta_d\) | 0.02           |
| Removal rate to symptomatic class             | \(\alpha\) | 0.6            |
| Rate of development to AIDS                   | \(\kappa\) | 0.1            |

Furthermore, for simplicity, uncertainties of parameters are indicated by uniform distribution in their ranges of variation. The mathematical expectations and uncertainties of input parameters and output \(R_0\) are presented in Table 6. Regarding the uncertainty in \(R_0\), both independent and correlated situations are discussed. The underlying sensitivity analysis results are displayed in Table 7. In our analysis, the first-order partial variance contributions are considered only, which explain 99.6% and 98.8% of the exact uncertainty (indicated by the standard deviation) of \(R_0\) for independent and correlated situations, respectively. In the presence of correlated parameters, the first-order contributions also contain the first-order interaction effects that are provided by input correlations. Sensitivity indices demonstrate that the top three parameters ranked according to their importance in establishing the uncertainty of \(R_0\) are \(\kappa\) (rate of development to AIDS), \(\beta_2\) (contact rate of susceptible with symptomatic infective), and \(n_2\) (number of sexual partners of susceptible with symptomatic infective) for both situations, see Fig. 1.

The dependence of uncertainty in \(R_0\) upon correlations between \(\beta_1\) and \(n_1\), and between \(\beta_2\) and \(n_2\) are showed in Fig. 2. The corresponding distributions of sensitivity indices for correlated parameters are also presented. Distribution lines suggest that the correlation between \(\beta_1\) and \(n_1\) plays a fragile role in establishing the uncertainty of \(R_0\). However, the correlation between \(\beta_2\) and \(n_2\) is non-negligible in determining \(R_0\).

5 Conclusions

An analytic formula for variance propagation is extended to a general case with correlated input variables. It analytically evaluates the partial contributions produced by individual inputs alone, by their interactions and also by their correlations (if exist) to the variance of model response. Furthermore, the generation process of correlated variables is
Table 6: Uncertainty determination for both input and output parameters. The uncertainty in $R_0$ presented here just contains the first-order partial variance contributions of individual input parameters. They explain 99.6% and 98.8% of the exact uncertainty of $R_0$ for independent and correlated situations, respectively.

| parameter | $\mu$ (baseline value) | Range of variation | $\sigma$ (uncertainty) |
|-----------|-------------------------|--------------------|------------------------|
| $Q_0$     | 0.029                   | [0.0261, 0.0319]   | 0.002                  |
| $\beta_0$ | 0.03                    | [0.027, 0.033]     | 0.002                  |
| $\gamma$  | 0.4                     | [0.36, 0.44]       | 0.023                  |
| $\beta_1$ | 0.2                     | [0.18, 0.22]       | 0.012                  |
| $\beta_2$ | 0.08                    | [0.072, 0.088]     | 0.005                  |
| $n_1$     | 2                       | [1.8, 2.2]         | 0.115                  |
| $n_2$     | 2                       | [1.8, 2.2]         | 0.115                  |
| $\theta_d$| 0.02                    | [0.018, 0.022]     | 0.001                  |
| $\alpha$  | 0.6                     | [0.54, 0.66]       | 0.035                  |
| $\kappa$  | 0.1                     | [0.09, 0.11]       | 0.006                  |

Table 7: Sensitivity analysis results of the basic reproduction number $R_0$ for a deterministic HIV-1 model with vertical transmission by assuming independent and correlated input parameters.

| $x$     | $\rho = 0$ | $\rho_{\beta_1 n_1} = 0.3$, $\rho_{\beta_2 n_2} = 0.5$ |
|---------|------------|---------------------------------------------------------|
| $Q_0$   | 0.101      | 0.082, 0.082, 0, 0                                       |
| $\beta_0$ | 0.002     | 0.002, 0.002, 0, 0                                       |
| $\gamma$ | 0.001     | 0.001, 0.001, 0, 0                                       |
| $\beta_1$ | 0.025     | 0.032, 0.018, 0.014                                      |
| $\beta_2$ | 0.227     | 0.363, 0.138, 0.225                                      |
| $n_1$   | 0.025      | 0.032, 0.018, 0.014                                      |
| $n_2$   | 0.227      | 0.363, 0.138, 0.225                                      |
| $\theta_d$ | 0.122  | 0.098, 0.098, 0, 0                                       |
| $\alpha$ | 0.027     | 0.022, 0.022, 0, 0                                       |
| $\kappa$ | 0.244     | 0.197, 0.197, 0, 0                                       |

Figure 1: (Color online) Parameters are ranked according to their importance (sensitivity indices $s_i$) in establishing the uncertainty of the basic reproduction number $R_0$ for HIV-1 model with vertical transmission. Left panel is for independent situation, and right one for the correlated one with $\rho_{\beta_1 n_1} = 0.3$ and $\rho_{\beta_2 n_2} = 0.5$. 
Figure 2: The influence of correlations between $\beta_1$ and $n_1$, and between $\beta_2$ and $n_2$ on the uncertainty of $R_0$ and sensitivity indices of correlated parameters. The sensitivity indices for $n_1$ and $n_2$ are exactly the same as those for $\beta_1$ and $\beta_2$, respectively.
also analyzed. An arbitrary variable can be represented as the sum of independent and correlated sections. Universal expressions of the coefficients that specify the correlated and independent sections of a single variable are then derived by the use of linear correlation model. Based on the coefficients and analytic formula for variance propagation, it is straightforward to quantify the sensitivity of model response with respect to the input independence and correlations, as well as to their coupling effects. Four numerical examples have confirmed the effectiveness and applicability of our analytic framework. Finally, the analytic framework is applied to the uncertainty and sensitivity analysis of a deterministic HIV model with vertical transmission. Analysis results provide the importance of ten associated factors in determining the basic reproduction number $R_0$. This may help effectively decrease the spreading of HIV by controlling first three most important parameters including the rate of development to AIDS ($k$), the contact rate of susceptible with symptomatic infective ($\beta_2$), and the number of sexual partners of susceptible with symptomatic infective ($n_2$). Moreover, the correlation between $\beta_2$ and $n_2$, if exists, also provides a non-negligible effect on the uncertainty of the basic reproduction number.
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**A Central moments**

For a general uniformly distributed variable $x$ with standard deviation $\sigma$, the $k$th central moment is universally represented as

$$M_k(x) = \begin{cases} \frac{2^{k/2} \sigma^k}{k+1}, & k \text{ is even} \\ 0, & k \text{ is odd} \end{cases}.$$  \hfill (A.1)

If $x$ follows normal (Gaussian) distribution, the $k$th central moment is expressed by

$$M_k(x) = \begin{cases} \sigma^k (k-1)!! & k \text{ is even} \\ 0 & k \text{ is odd} \end{cases},$$  \hfill (A.2)

where $(\cdot )!!$ is the double factorial with $(−1)!! = 1$. $k$ should be non-negative for both distributions.
B  Generation of correlated variables

B.1  Two correlated variables

Suppose $x_1$ is only correlated with $x_2$ in the input space with given correlation coefficient $\rho_{12}$. By using the linear correlation model, $x_1$ can be formulated on the basis of $x_2$ as

$$x_1 = a_{12}x_2 + c_1r_1,$$  \hspace{1em} (B.1)

where $r_1$ is a random variable, holding the same variance with $x_1$. Employing the definition of correlation coefficient, we have

$$\rho_{12} = \frac{1}{\sigma_1 \sigma_2} \int (x_1 - \bar{x}_1)(x_2 - \bar{x}_2)P(x_1, x_2)dx_1dx_2$$
$$= \frac{1}{\sigma_1 \sigma_2} \int (a_{12}x_2 + c_1r_1 - a_{12}\bar{x}_2 - c_1\bar{r}_1)(x_2 - \bar{x}_2)P(x_2|x_1)P(r_1)dx_2dr_1$$
$$= \frac{\sigma_2}{\sigma_1} a_{12},$$ \hspace{1em} (B.2)

which yields

$$a_{12} = \frac{\sigma_1}{\sigma_2} \rho_{12}.$$ \hspace{1em} (B.3)

Furthermore, we also have

$$\sigma_1^2 = \int (x_1 - \bar{x}_1)^2 P(x_1|x_2)dx_1$$
$$= \int (a_{12}x_2 + c_1r_1 - a_{12}\bar{x}_2 - c_1\bar{r}_1)^2 P(x_2|x_1)P(r_1)dx_2dr_1$$
$$= a_{12}^2 \sigma_2^2 + c_1^2 V(r_1).$$ \hspace{1em} (B.4)

By substituting $\sigma_1^2 = V(r_1)$, coefficient $c_1$ is obtained as

$$c_1 = \sqrt{1 - \rho_{12}^2}.$$ \hspace{1em} (B.5)

As a consequence, $x_1$, if only correlated with $x_2$, can be formulated as

$$x_1 = \frac{\sigma_1}{\sigma_2} \rho_{12}x_2 + \sqrt{1 - \rho_{12}^2}r_1.$$ \hspace{1em} (B.6)

B.2  Three correlated variables

If $x_1$ is correlated with two variables, say $x_2$ and $x_3$, simultaneously, it can be similarly formulated by the use of linear correlation model as

$$x_1 = a_{12}x_2 + a_{13}x_3 + c_1r_1.$$ \hspace{1em} (B.7)
Recalling the correlation coefficient between \( x_1 \) and \( x_2 \), we get

\[
\rho_{12} = \frac{1}{\sigma_1 \sigma_2} \int (x_1 - \bar{x}_1)(x_2 - \bar{x}_2)P(x_1, x_2|x_3)dx_1dx_2
\]

\[
= \frac{1}{\sigma_1 \sigma_2} \int [a_{12}(x_2 - \bar{x}_2) + a_{13}(x_3 - \bar{x}_3) + c_1(r_1 - \bar{r}_1)](x_2 - \bar{x}_2)
\times P(x_2, x_3|x_1)P(r_1)dx_2dx_3dr_1
\]

\[
= \frac{\sigma_2}{\sigma_1} a_{12} + \frac{\sigma_3}{\sigma_1} a_{13} \rho_{23}. \tag{B.8}
\]

Analogously, the correlation coefficient between \( x_1 \) and \( x_3 \) can be expressed as

\[
\rho_{13} = \frac{1}{\sigma_1 \sigma_3} \int (x_1 - \bar{x}_1)(x_3 - \bar{x}_3)P(x_1, x_3|x_3)dx_1dx_3
\]

\[
= \frac{1}{\sigma_1 \sigma_3} \int [a_{12}(x_2 - \bar{x}_2) + a_{13}(x_3 - \bar{x}_3) + c_1(r_1 - \bar{r}_1)](x_3 - \bar{x}_3)
\times P(x_2, x_3|x_1)P(r_1)dx_2dx_3dr_1
\]

\[
= \frac{\sigma_2}{\sigma_1} a_{12} \rho_{23} + \frac{\sigma_3}{\sigma_1} a_{13}, \tag{B.9}
\]

which, together with Eq. (B.8), states

\[
a_{12} = \frac{\rho_{12} - \rho_{13} \rho_{23}}{1 - \rho_{23}^2} \sigma_1, \quad a_{13} = \frac{\rho_{13} - \rho_{12} \rho_{23}}{1 - \rho_{23}^2} \sigma_3. \tag{B.10}
\]

\( c_1 \) can be determined by the definition of the variance of \( x_1 \), that is

\[
\sigma_1^2 = \int (x_1 - \bar{x}_1)^2P(x_1|x_2, x_3)dx_1
\]

\[
= \int [a_{12}(x_2 - \bar{x}_2) + a_{13}(x_3 - \bar{x}_3) + c_1(r_1 - \bar{r}_1)]^2P(x_2, x_3|x_1)P(r_1)dx_2dx_3dr_1 \tag{B.11}
\]

\[
= a_{12}^2 \sigma_2^2 + a_{13}^2 \sigma_3^2 + 2a_{12}a_{13} \rho_{23} \sigma_2 \sigma_3 + c_1^2 V(r_1).
\]

Inserting the expressions of \( a_{12} \) and \( a_{13} \), and \( \sigma_1^2 = V(r_1) \), into the above equation, we obtain

\[
c_1 = \sqrt{1 - \rho_{12}^2 - \rho_{13}^2 - \rho_{23}^2 + 2 \rho_{12} \rho_{13} \rho_{23}}. \tag{B.12}
\]

Accordingly, an arbitrary variable \( x_1 \) that is correlated with \( x_2 \) and \( x_3 \) at the same time can be generated with given pairwise correlation coefficients through equation

\[
x_1 = \frac{\rho_{12} - \rho_{13} \rho_{23}}{1 - \rho_{23}^2} x_2 + \frac{\rho_{13} - \rho_{12} \rho_{23}}{1 - \rho_{23}^2} x_3 + \sqrt{1 - \rho_{12}^2 - \rho_{13}^2 - \rho_{23}^2 + 2 \rho_{12} \rho_{13} \rho_{23}} \sqrt{\frac{1 - \rho_{23}^2}{1 - \rho_{23}^2} V(r_1).} \tag{B.13}
\]
B.3 Four correlated variables

Consider a more complex situation where \( x_1 \) is correlated with three other variables, say \( x_2, x_3 \) and \( x_4 \), at the same time. As before, employing the linear correlation model, we can represent \( x_1 \) as

\[
x_1 = a_{12}x_2 + a_{13}x_3 + a_{14}x_4 + c_1r_1,
\]

in keeping \( V(r_1) = \sigma^2_1 \). Reviewing the definition of correlation coefficient, we have

\[
\rho_{12} = \frac{1}{\sigma_1\sigma_2} \int (x_1 - \bar{x}_1)(x_2 - \bar{x}_2)P(x_1, x_2|x_3, x_4)dx_1dx_2,
\]

\[
\rho_{13} = \frac{1}{\sigma_1\sigma_3} \int (x_1 - \bar{x}_1)(x_3 - \bar{x}_3)P(x_1, x_3|x_2, x_4)dx_1dx_3,
\]

\[
\rho_{14} = \frac{1}{\sigma_1\sigma_4} \int (x_1 - \bar{x}_1)(x_4 - \bar{x}_4)P(x_1, x_4|x_2, x_3)dx_1dx_4 \tag{B.15}
\]

Substituting the formulation of \( x_1 \), Eq. \((B.14)\), into the previous equation, we get

\[
\rho_{12} = \frac{1}{\sigma_1\sigma_2} (a_{12}\sigma_2^2 + a_{13}\sigma_2\sigma_3\rho_{23} + a_{14}\sigma_2\sigma_4\rho_{24}),
\]

\[
\rho_{13} = \frac{1}{\sigma_1\sigma_3} (a_{12}\sigma_2\sigma_3\rho_{23} + a_{13}\sigma_3^2 + a_{14}\sigma_3\sigma_4\rho_{34}),
\]

\[
\rho_{14} = \frac{1}{\sigma_1\sigma_4} (a_{12}\sigma_2\sigma_4\rho_{24} + a_{13}\sigma_3\sigma_4\rho_{34} + a_{14}\sigma_4^2), \tag{B.16}
\]

which drive

\[
a_{12} = \frac{\rho_{12}(1 - \rho_{34}^2) - (\rho_{13}\rho_{23} + \rho_{14}\rho_{24}) + (\rho_{13}\rho_{24} + \rho_{14}\rho_{23})\rho_{34}}{1 - \rho_{23}^2 - \rho_{24}^2 - \rho_{34}^2 + 2\rho_{23}\rho_{24}\rho_{34}} \sigma_1 \sigma_2,
\]

\[
a_{13} = \frac{\rho_{13}(1 - \rho_{34}^2) - (\rho_{12}\rho_{23} + \rho_{14}\rho_{34}) + (\rho_{12}\rho_{24} + \rho_{14}\rho_{23})\rho_{34}}{1 - \rho_{23}^2 - \rho_{24}^2 - \rho_{34}^2 + 2\rho_{23}\rho_{24}\rho_{34}} \sigma_1 \sigma_3,
\]

\[
a_{14} = \frac{\rho_{14}(1 - \rho_{34}^2) - (\rho_{12}\rho_{24} + \rho_{13}\rho_{34}) + (\rho_{12}\rho_{34} + \rho_{13}\rho_{24})\rho_{34}}{1 - \rho_{23}^2 - \rho_{24}^2 - \rho_{34}^2 + 2\rho_{23}\rho_{24}\rho_{34}} \sigma_1 \sigma_4 \tag{B.17}
\]

Similarly, \( c_1 \) can be obtained by the definition of the variance of \( x_1 \):

\[
\sigma^2_1 = \int (x_1 - \bar{x}_1)^2 P(x_1|x_2, x_3, x_4)dx_1, \tag{B.18}
\]

which implies

\[
c_1^2 = 1 - \frac{1}{\sigma_1^2} (a_{12}^2\sigma_2^2 + a_{13}^2\sigma_3^2 + a_{14}^2\sigma_4^2 + 2a_{12}a_{13}\sigma_2\sigma_3\rho_{23} + 2a_{12}a_{14}\sigma_2\sigma_4\rho_{24} + 2a_{13}a_{14}\sigma_3\sigma_4\rho_{34}), \tag{B.19}
\]

where \( V(r_1) = \sigma^2_1 \) was used. Inserting Eq. \((B.17)\) into Eq. \((B.19)\) provides

\[
c_1 = \left[ 1 - \rho_{23}^2 - \rho_{24}^2 - \rho_{34}^2 + 2\rho_{23}\rho_{24}\rho_{34} \right]^{-1/2} \left[ 1 - \rho_{23}^2 - \rho_{24}^2 - \rho_{34}^2 + 2\rho_{23}\rho_{24}\rho_{34} - \rho_{12}^2(1 - \rho_{34}^2) - \rho_{13}^2(1 - \rho_{24}^2) - \rho_{14}^2(1 - \rho_{23}^2) + 2\rho_{12}\rho_{13}(\rho_{23} - \rho_{24}\rho_{34}) + 2\rho_{13}\rho_{14}(\rho_{34} - \rho_{23}\rho_{24}) + 2\rho_{12}\rho_{14}(\rho_{24} - \rho_{23}\rho_{34}) \right]^{1/2}. \tag{B.20}
\]
Through the above analysis of simple cases, genera expressions for the coefficients that specify the independent and correlated sections separated from an arbitrary variable \( x_i \) then can be derived, that is Eqs. (18) and (19).

**C Detailed calculation for test case 2**

**C.1 First-order contributions**

In the first nonlinear example, defined by Eq. (37), input variables are normally distributed with zero mean and covariance matrix indicated by Eq. (38). With Eq. (9), fractional variance contribution produced by each input factor alone are represented as

\[
V_1 = \left( \frac{\partial y}{\partial x_1} \right)^2 \{\mu\} \cdot M_2(x_1) = 4M_2(x_1), \quad (C.1)
\]

\[
V_2 = \frac{1}{2! \cdot 2!} \left( \frac{\partial^2 y}{\partial x_1^2} \right)^2 \{\mu\} \cdot \left[ M_4(x_2) - M_2^2(x_2) \right] = M_4(x_2) - M_2^2(x_2), \quad (C.2)
\]

\[
V_3 = \left( \frac{\partial y}{\partial x_3} \right)^2 \{\mu\} \cdot M_2(x_3) = 0, \quad (C.3)
\]

To determine the independent, correlated and coupling effects that are contained in \( V_1 \), \( x_1 \) should be reformed on the bases of \( x_2 \) and \( x_3 \) as

\[
x_1 = a_{12}x_2 + a_{13}x_3 + c_1r_1, \quad (C.4)
\]

in which \( r_1 \) follows the same distribution with \( x_1 \), and coefficients \( \{a_{12}, a_{13}, c_1\} \) are presented in Eqs. (B.10) and (B.12). Substituting the formulation of \( x_1 \) into Eq. (C.1) yields

\[
V_1 = 4E \left[ \left( a_{12}x_2 + a_{13}x_3 + c_1r_1 \right)^2 \right] = 4a_{12}^2 + a_{13}^2 + 2a_{12}a_{13}\rho_{23} + c_1^2 = 4(1 - c_1^2) + 4c_1^2, \quad (C.5)
\]

which suggests a vanishing coupling effect but existent independent and correlated ones:

\[
V_1^U = 4c_1^2, \quad V_1^C = 4(1 - c_1^2), \quad V_1^{UC} = 0. \quad (C.6)
\]

Analogously, \( x_2 \) can be reformed as below based on \( x_1 \) and \( x_3 \) for the quantification of independent, correlated and coupling variance contributions contained in \( V_2 \):

\[
x_2 = a_{21}x_1 + a_{23}x_3 + c_2r_2, \quad (C.7)
\]

with \( r_2 \) holding the same distribution with \( x_2 \) and coefficients \( \{a_{21}, a_{23}, c_2\} \) determined
by Eqs. (18) and (19). Inserting Eq. (C.7) into Eq. (C.2) drives
\[ V_2 = E\left[ (a_{21}x_1 + a_{23}x_3 + c_2r_2)^4 \right] - E^2 \left[ (a_{21}x_1 + a_{23}x_3 + c_2r_2)^2 \right] \]
\[ = E\left[ (a_{21}x_1 + a_{23}x_3 + 2a_{21}a_{23}x_1x_3 + 2a_{21}c_2x_1r_2 + 2a_{23}c_2x_3r_2 + c_2^2r_2^2)^2 \right] - E^2 \left[ (a_{21}x_1 + a_{23}x_3 + c_2r_2)^2 \right] \]
\[ = \left[ 3(a_{21} + a_{23})^2 + 6a_{21}a_{23}(2\rho_{13} + 1) + 12a_{21}a_{23}\rho_{13}(a_{21} + a_{23}) \right] \]
\[ + \left[ 6c_2^2(a_{21} + a_{23} + 2a_{21}a_{23}\rho_{13}) \right] + 3c_4^3 - \left[ (a_{21} + a_{23} + 2a_{21}a_{23}\rho_{13}) + c_2^2 \right]^2 \]
\[ = 2(1 - c_2^2)^2 + 2c_4^4 + 4c_2^2 (1 - c_2^2), \] (C.8)
where the first term is produced by the correlations of \( x_2 \) with the remaining inputs, the second one by its independence, and the third one by the coupling effect associated with correlations and independence, specifying
\[ V_2^U = 2c_4^4, \quad V_2^C = 2(1 - c_2^2)^2, \quad V_2^{UC} = 4c_2^2 (1 - c_2^2). \] (C.9)

C.2 Second-order contributions

The second-order partial variance contributions produced by the combinations between each pair of inputs are expressed as
\[ V_{12} = \frac{1}{2!} \cdot E \left[ \frac{\partial^2 y}{\partial x_1 \partial x_2} \right] \cdot \text{cov}(x_1^4, x_2^2) \]
\[ + \frac{2}{2!} \cdot E \left[ \frac{\partial^2 y}{\partial x_1^2 \partial x_2} \right] \cdot \text{cov}(x_2^3, x_1) \]
\[ = 16 \left[ \text{cov}(x_1^4, x_2^2) + \text{cov}(x_1^2, x_2) \right], \] (C.10)
\[ V_{13} = (\frac{\partial^2 y}{\partial x_1 \partial x_3})^2 \cdot \text{cov}(x_1^2, x_3) \]
\[ - \text{cov}(x_1^3, x_3) - \rho_{13}^2, \] (C.11)
\[ V_{23} = 0. \] (C.12)

Considering the reforming of \( x_1 \) on the bases of \( x_2 \) and \( x_3 \), the partial variance contribution \( V_{12} \) is determined as
\[ V_{12} = 16E \left[ x_2^2(a_{12}x_2 + a_{13}x_3 + c_1r_1)^4 \right] + 16E \left[ x_2(a_{12}x_2 + a_{13}x_3 + c_1r_1)^2 \right] \]
\[ = 16E \left[ x_2^2(a_{12}^2x_2^2 + a_{13}^2x_3^2 + 2a_{12}a_{13}x_2x_3 + 2a_{12}c_1x_2r_1 + 2a_{12}a_{13}c_1x_3r_1 + c_2^2r_2^2)^2 \right] \]
\[ + 16E \left[ x_2^2(a_{12}^2x_2^2 + a_{13}^2x_3^2 + 3a_{12}^2a_{13}x_2x_3 + 3a_{12}a_{13}^2x_2x_3)^2 \right] \]
\[ + 16E \left[ x_2(3c_1(a_{12}^2x_2^2 + a_{13}^2x_3^2 + 2a_{12}a_{13}x_2x_3)r_1 + 3c_2^2(a_{12}x_2 + a_{13}x_3)r_2 + c_2^2r_2^2)^2 \right] \]
\[ = 48(1 - c_2^4)(1 - c_1^2 + \rho_{12} + 4\rho_{12}^2) + 48c_4^4 + 48c_2^4(2 - 2c_1^2 + \rho_{12} + 4\rho_{12}^2), \] (C.13)

which, from the first fraction to the third one, are separately produced by the correlations of \( x_1 \) with the rest, the independence of \( x_1 \), and the coupling effect between correlations and independence, specifying
\[ V_{12}^C = 48(1 - c_1^4)(1 - c_1^2 + \rho_{12} + 4\rho_{12}^2), \]
\[ V_{12}^U = 48c_4^4, \quad V_{12}^{UC} = 48c_2^4(2 - 2c_1^2 + \rho_{12} + 4\rho_{12}^2). \] (C.14)
Regarding the formulation of input $x_2$, $V_{12}$ can be also calculated as

$$
V_{12} = 16 \left[ x_1^4 (a_{21} x_1 + a_{23} x_3 + c_2 r_2)^2 \right] + 16 E \left[ x_1^2 (a_{21} x_1 + a_{23} x_3 + c_2 r_2) \right] \\
= 16 \left[ 15 a_{21}^2 + a_{23}^2 (12 \rho_{13}^2 + 3) + 30 a_{21} a_{23} \rho_{13} + 3 a_{21} + 3 a_{23} \rho_{13} \right] + 48 c_2^2 \\
= 48(1 - c_2^2 + \rho_{12} + 4 \rho_{12}^2) + 48 c_2^2,
$$

(C.15)

which suggests a vanishing coupling effect but existent correlated (first term with brackets) and independent (last term) ones:

$$
V_{12}^{U2} = 48 c_2^2, \quad V_{12}^{C2} = 48(1 - c_2^2 + \rho_{12} + 4 \rho_{12}^2), \quad V_{12}^{UC2} = 0. \quad (C.16)
$$

Recalling the reforming of $x_1$ on the bases of $x_2$ and $x_3$, the partial variance contribution $V_{13}$ can be analogously obtained as

$$
V_{13} = E \left[ x_3^2 \cdot (a_{12} x_2 + a_{13} x_3 + c_1 r_1)^2 \right] - \rho_{13}^2 \\
= a_{12}^2 (2 \rho_{23} + 1) + 3 a_{13}^2 + 6 a_{12} a_{13} \rho_{23} - \rho_{13}^2 + c_1^2 \\
= 1 - c_1^2 + 2 a_{12} \rho_{23} (a_{13} + a_{12} \rho_{23}) + 2 a_{13} (a_{13} + a_{12} \rho_{23}) - \rho_{13}^2 + c_1^2 \\
= 1 - c_1^2 + \rho_{13}^2 + c_1^2,
$$

(C.17)

which only contains the correlated effect (first three components) contributed by the correlations of $x_1$ with the rest variables, and independent one (last component) produced by the independence of $x_1$:

$$
V_{13}^{U1} = c_1^2, \quad V_{13}^{C1} = 1 - c_1^2 + \rho_{13}^2, \quad V_{13}^{UC1} = 0. \quad (C.18)
$$

$V_{13}$ can be equivalently obtained by reforming $x_3$ on the bases of $x_1$ and $x_2$, constituted of

$$
V_{13}^{U1} = c_3^2, \quad V_{13}^{C3} = 1 - c_3^2 + \rho_{13}^2, \quad V_{13}^{UC3} = 0. \quad (C.19)
$$

### C.3 Third-order contributions

The third-order partial variance contribution associated with the second test case is expressed as

$$
V_{123} = \frac{2}{21} \left( \frac{\partial^2 y}{\partial x_2^2} \frac{\partial^2 y}{\partial x_1 \partial x_3} \right) \text{cov}(\{\mu\}) \left[ \text{cov}(x_1, x_2^2, x_3) - M_2(x_2) \text{cov}(x_1, x_3) \right] \\
= \text{cov}(x_1, x_2^2, x_3) - M_2(x_2) \rho_{13}. \quad (C.20)
$$

By introducing the formulation of $x_2$ on the bases of $x_1$ and $x_3$ (Eq. (C.7)), we get

$$
V_{123} = E \left[ x_1 x_3 (a_{21} x_1 + a_{23} x_3 + c_2 r_2)^2 \right] - E \left[ (a_{21} x_1 + a_{23} x_3 + c_2 r_2)^2 \right] \rho_{13} \\
= E \left[ x_1 x_3 (a_{21} x_1 + a_{23} x_3)^2 \right] - E \left[ (a_{21} x_1 + a_{23} x_3)^2 \right] \rho_{13} + E \left[ c_2^2 x_1 x_3 r_2^2 \right] - E \left[ c_2^2 r_2^2 \right] \rho_{13}, \quad (C.21)
$$
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where the first two items are contributed by the correlations of $x_2$ with both $x_1$ and $x_3$, and the last two items, summing to zero, are provided by the coupling effect between the independence of $x_2$ and the correlation of $x_1$ with $x_3$. $V_{123}$ is then computed as

$$
V_{123} = 2a_{21}^2\rho_{13} + 2a_{23}^2\rho_{13} + 2a_{21}a_{23}\rho_{13}^2 + 2a_{21}a_{23}
= 2a_{21}\rho_{13}(a_{21} + a_{23}\rho_{13}) + 2a_{23}(a_{21} + a_{23}\rho_{13})
= 2a_{21}\rho_{12}\rho_{13} + 2a_{23}\rho_{12}
= 2\rho_{12}\rho_{23},
$$

which is totally contributed by input correlations:

$$
V_{123}^{U} = V_{123}^{UC1} = V_{123}^{UC2} = 0,
V_{123}^{C1} = 2\rho_{12}\rho_{23}.
$$

We can analogously state that

$$
V_{123}^{U} = V_{123}^{UC1} = V_{123}^{UC2} = 0,
V_{123}^{C1} = V_{123}^{C2} = 2\rho_{12}\rho_{23}.
$$

## D The derivation of $\text{cov}(x_1, x_2, x_3, x_4)$

In the second nonlinear test case, the covariance among four correlated variables is involved:

$$
\text{cov}(x_1, x_2, x_3, x_4) = E \left[ (x_1 - \mu_1)(x_2 - \mu_2)(x_3 - \mu_3)(x_4 - \mu_4) \right],
$$

where $(x_1, x_2, x_3, x_4) \sim N(\mu, \Sigma)$ with mean vector $\mu = (1, 2, 2, 1)$ and covariance matrix displayed by Eq. (13). Select $x_1$ to be formulated on the bases of the rest:

$$
x_1 = a_{12}x_2 + a_{13}x_3 + a_{14}x_4 + c_1r_1,
$$

with coefficients $\{a_{12}, a_{13}, a_{14}, c_1\}$ presented in Eqs. (B.17) and (B.20), and $r_1$ holding the same distribution as $x_1$. Inserting Eq. (D.2) into Eq. (D.1) provides

$$
\text{cov}(x_1, x_2, x_3, x_4) = E \left[ (a_{12}x_2 + a_{13}x_3 + a_{14}x_4 + c_1r_1)x_2x_3x_4 \right]
= E \left[ a_{12}x_2^2x_3x_4 + a_{13}x_2x_3^2x_4 + a_{14}x_2x_3x_4^2 \right].
$$

For the evaluation of $E \left[ a_{12}x_2^2x_3x_4 \right]$, another variable should also be formulated based on the other variables enclosed in the brackets. Here we formulate $x_3$ (equivalent to formulate $x_2$ or $x_4$ as input variables are normally distributed) as

$$
x_3 = a_{32}x_2 + a_{34}x_4 + c_3r_3,
$$

where $r_3$ holds the same distribution as $x_3$ and coefficients $\{a_{32}, a_{34}, c_3\}$ are determined through Eqs. (18) and (19). Then we can obtain

$$
E \left[ a_{12}x_2^2x_3x_4 \right] = \left[ a_{12}a_{32}x_2^3x_4 + a_{12}a_{34}x_2^2x_4^2 \right]
= 2a_{12}\rho_{24}(a_{32} + a_{34}\rho_{24}) + a_{12}(a_{34} + a_{32}\rho_{24})
= 2a_{12}\rho_{23}\rho_{24} + a_{12}\rho_{34}.
$$
The rest two average items on the right side of Eq. (D.3) can be similarly determined as

\[ E[a_{13}x_2x_3^2x_4] = 2a_{13}\rho_{23}\rho_{34} + a_{13}\rho_{24}, \quad (D.6) \]

\[ E[a_{14}x_2x_3x_4^2] = 2a_{14}\rho_{24}\rho_{34} + a_{14}\rho_{23}. \quad (D.7) \]

We now have

\[
\text{cov}(x_1, x_2, x_3, x_4) = 2(a_{12}\rho_{23}\rho_{24} + a_{13}\rho_{23}\rho_{34} + a_{14}\rho_{24}\rho_{34}) + (a_{12}\rho_{34} + a_{13}\rho_{24} + a_{14}\rho_{23})
\]

\[
= \rho_{34}(a_{12} + a_{13}\rho_{23} + a_{14}\rho_{24}) + \rho_{23}(a_{13} + a_{12}\rho_{24} + a_{14}\rho_{34})
\]

\[
= \rho_{12}\rho_{34} + \rho_{13}\rho_{24} + \rho_{14}\rho_{23}. \quad (D.8)
\]

**E Ishigami function**

The Ishigami function is defined by Eq. (48) with input variables uniformly distributed in the interval \([-\pi, \pi]\) which provides \(\mu_i=0\) and \(\sigma_i = \pi/\sqrt{3}\) for \(i \in \{1, 2, 3\}\).

**E.1 First-order contributions**

With help of Eq. (9), the main partial variance contribution produced by input \(x_1\) alone is represented as

\[
V_1 = \sum_{i,j=0}^{\infty} \frac{1}{i! \cdot j!} \left( \frac{\partial^i y}{\partial x_1^i} \cdot \frac{\partial^j y}{\partial x_1^j} \right) \text{E} \{y\} \cdot [M_{i+j}(x_i) - M_i(x_1)M_j(x_1)]. \quad (E.1)
\]

The existent partial derivatives of \(y\) with respect to \(x_1\) are totally provided by the first term of Eq. (48): \(\sin(x_1)\) as \(\mu_3 = 0\). Zero mean value of \(x_1\) determines

\[
\left( \frac{\partial^i \sin(x_1)}{\partial x_1^i} \bigg|_{\mu_1=0} \right) = \begin{cases} (-1)^{(i-1)/2}, & i \text{ is odd}, \\ 0, & i \text{ is even}. \end{cases} \quad (E.2)
\]

Substituting Eqs. (A.1) and (E.2) into Eq. (E.1) yields

\[
V_1 = \sum_{i,j=0}^{\infty} \frac{(-1)^{i+j}}{(2i+1)!(2j+1)!} \cdot \frac{x^{2(i+j+1)}}{2i+2j+3} = 0.5. \quad (E.3)
\]

Analogously, the main variance contribution produced by \(x_2\) is represented as

\[
V_2 = \sum_{i,j=0}^{\infty} \frac{1}{i! \cdot j!} \left( \frac{\partial^i y}{\partial x_2^i} \cdot \frac{\partial^j y}{\partial x_2^j} \right) \text{E} \{y\} \cdot [M_{i+j}(x_2) - M_i(x_2)M_j(x_2)], \quad (E.4)
\]
which is provided by the second term of Eq. (E.3): $7 \sin^2(x_2)$. Zero mean value of $x_2$ suggests
\[
\left. \frac{\partial^i \sin^2(x_2)}{\partial x_2^i} \right|_{\mu_2=0} = \begin{cases} 2^{-i-3}(i+2)/2, & i \text{ is even}, \\ 0, & i \text{ is odd}. \end{cases} \tag{E.5}
\]

By inserting Eqs. (A.1) and (E.5) into Eq. (E.4), we get
\[
V_2 = 7^2 \sum_{i,j=0}^{\infty} \frac{(-1)^{i+j} 4^{i+j+1} \pi^{2(i+j)+2}}{(2i+2)!(2j+2)!} \left[ \frac{1}{2i+2j+5} - \frac{1}{(2i+3)(2j+3)} \right] = 6.125. \tag{E.6}
\]

Zero mean value of $x_1$ also suggests a vanishing main partial variance contribution produced by $x_3$ alone since $x_3$ just appears in the combination with sin function of $x_1$ in the form of Ishigami function. $V_1$ and $V_2$ are, respectively, embodied by sin functions of $x_1$ and $x_2$ which explain the vanishing independent and correlated effects but existent coupling one, that is
\[
V_1^U = V_1^C = V_2^U = V_2^C = 0, \quad V_1^{UC} = 0.5, \quad V_2^{UC} = 6.125. \tag{E.7}
\]

### E.2 Second-order contributions

For partial variance contributions of second-order, the form of Ishigami function provides $V_{12} = V_{23} = 0$ and
\[
V_{13} = 0.1^2 \sum_{i,j=0}^{\infty} \frac{1}{i! \cdot j! \cdot 4^i \cdot 4!} \left[ \frac{\partial^i \sin(x_1)}{\partial x_1^i} \frac{\partial^j \sin(x_1)}{\partial x_1^j} \right] \left( \mu_1 = 0 \right) \cdot \left[ \text{cov}(x_1^{i+j}, x_3^8) - \text{cov}(x_1^i, x_3^j)\text{cov}(x_1^j, x_3^i) \right]
\]

By substituting Eq. (E.2), $V_{13}$ is simplified as
\[
V_{13} = 0.1 \sum_{i,j=0}^{\infty} \frac{(-1)^{i+j}}{(2i+1)!(2j+1)!} \left[ 0.1\text{cov}(x_1^{2i+2j+2}, x_3^8) + 2\text{cov}(x_1^{2i+2j+2}, x_3^i) \right]. \tag{E.9}
\]

To determine $V_{13}$, it is necessary to derive the covariance items enclosed in the above square parentheses.
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Firstly, consider the generation of $x_1$ on the basis of $x_3$:

$$x_1 = \rho_{13} \frac{\sigma_1}{\sigma_3} x_3 + \sqrt{1 - \rho_{13}^2} r_1$$

(E.10)

with $r_1$ holding the same distribution as $x_1$. Inserting the above expression into covariance items contained in Eq. (E.8) yields

$$\text{cov}(x_1^{2(i+j+1)}, x_3^k) = E \left[ x_3^k \sum_{k=0}^{i+j+1} \left( \frac{2(i+j+1)}{2k} \right) \rho_{13}^k (1 - \rho_{13}^2)^{i+j+1-k} x_3^{2k} r_1^{2i+2j+2-2k} \right]$$

(E.11)

$$= \sum_{k=0}^{i+j+1} \left( \frac{2(i+j+1)}{2k} \right) \rho_{13}^k (1 - \rho_{13}^2)^{i+j+1-k} M_{2i+2j+2-2k}(x_1) M_{i+j+1-k}(x_3)$$

and

$$\text{cov}(x_1^{2(i+j+1)}, x_4^j) = E \left[ x_4^j \sum_{j=0}^{i+j+1} \left( \frac{2(i+j+1)}{2k} \right) \rho_{13}^k (1 - \rho_{13}^2)^{i+j+1-k} x_3^{2k} r_1^{2i+2j+2-2k} \right]$$

(E.12)

$$= \sum_{j=0}^{i+j+1} \left( \frac{2(i+j+1)}{2k} \right) \rho_{13}^k (1 - \rho_{13}^2)^{i+j+1-k} M_{2i+j+1-2k}(x_1) M_{i+j+1-k}(x_3)$$

$V_{13}$ is now obtained as

$$V_{13} = 0.1 \sum_{i,j=0}^{\infty} \sum_{k=0}^{i+j+1} \frac{(-1)^{i+j} \pi^{2(i+j+1)+4}}{(2i+1)!(2j+1)!} \left( \frac{2(i+j+1)}{2k} \right) \rho_{13}^2 (1 - \rho_{13}^2)^{i+j+1-k} x_3^{2k} r_1^{2i+2j+2-2k} \frac{9 + 2k}{9 + 2k + \frac{2(5 + 2k)}{5}}.$$  

(E.13)

The independent and correlated partial variance contributions included in $V_{13}$ can be specified by setting $k = 0$ and $k = 2(i+j+1)$, respectively. We get

$$V_{13}^{U_1} = 0.1 \sum_{i,j=0}^{\infty} \frac{(-1)^{i+j} \pi^{2(i+j+1)+4}}{(2i+1)!(2j+1)!} \left( \frac{2(i+j+1)}{2i+j+1+3} \right) \rho_{13}^2 (1 - \rho_{13}^2)^{i+j+1-k} x_3^{2k} r_1^{2i+2j+2-2k} \frac{9 + 2k}{9 + 2k + \frac{2(5 + 2k)}{5}}.$$  

(E.14)

$$V_{13}^{C_1} = 0.1 \sum_{i,j=0}^{\infty} \frac{(-1)^{i+j} \pi^{2(i+j+1)+4}}{(2i+1)!(2j+1)!} \rho_{13}^2 (1 - \rho_{13}^2)^{i+j+1-k} x_3^{2k} r_1^{2i+2j+2-2k} \frac{9 + 2k}{2(i+j) + 11 + \frac{2(2(i+j) + 7)}{5}}.$$  

(E.15)
The partial variance contribution provided by the coupling effect between the independent and correlated sections is then spontaneously determined for $x_1$ by

$$V^{\text{UC}1}_{13} = V^{\text{U}1}_{13} - V^{\text{C}1}_{13}. \quad \text{(E.16)}$$

Optionally, $x_3$ can be formulated in terms of $x_1$ as:

$$x_3 = \rho_{13} \frac{\sigma_3}{\sigma_1} x_1 + \sqrt{1 - \rho_{13}^2} r_3$$

$$= \rho_{13} x_1 + \sqrt{1 - \rho_{13}^2} r_3, \quad \text{(E.17)}$$

with $r_3$ holding the same distribution as $x_3$. Then we get

$$\text{cov}(x_1^{2(i+j+1)}, x_3^{8})$$

$$= E \left[ x_1^{2(i+j+1)} \sum_{k=0}^{4} \binom{8}{2k} \rho_{13}^{2k} (1 - \rho_{13}^2)^{4-k} x_1^{2k} r_3^{8-2k} \right]$$

$$= \sum_{k=0}^{4} \binom{8}{2k} \rho_{13}^{2k} (1 - \rho_{13}^2)^{4-k} M_2(i+j+1) M_8-2k(x_3) \quad \text{(E.18)}$$

and

$$\text{cov}(x_1^{2(i+j+1)}, x_3^{4})$$

$$= E \left[ x_1^{2(i+j+1)} \sum_{l=0}^{2} \binom{4}{2l} \rho_{13}^{2l} (1 - \rho_{13}^2)^{2-l} x_1^{2l} r_3^{2l-2l} \right]$$

$$= \sum_{l=0}^{2} \binom{4}{2l} \rho_{13}^{2l} (1 - \rho_{13}^2)^{2-l} M_2(i+j+1) M_4-2l(x_3) \quad \text{(E.19)}$$

which yield

$$V_{13} = 0.1 \sum_{i,j=0}^{\infty} \frac{(-1)^i \pi^{2(i+j+1)+4}}{(2i+1)!(2j+1)!} \left[ 0.1 \sum_{k=0}^{4} \binom{8}{2k} \cdot \frac{\pi^4 \rho_{13}^{2k}(1 - \rho_{13}^2)^{4-k}}{(2i+2j+2k+3)(9-2k)} + 2 \sum_{l=0}^{2} \binom{4}{2l} \cdot \frac{\rho_{13}^{2l}(1 - \rho_{13}^2)^{2-l}}{(2i+2j+2l+3)(5-2l)} \right]. \quad \text{(E.20)}$$
The Independent and correlated effects contained in the above partial variance contribution can be, separately, calculated by setting \( k = 0, l = 0 \) and \( k = 4, l = 2 \), specifying

\[
V^{U}_3 = 0.1 \sum_{i,j=0}^{\infty} \frac{(-1)^{i+j} \pi^{2(i+j)+4}}{(2i+1)!(2j+1)!} \left[ \frac{0.1 \cdot \pi^4 (1 - \rho_{13}^2)^4}{9(2i + 2j + 3)} + \frac{2(1 - \rho_{13}^2)^2}{5(2i + 2j + 3)} \right],
\]

(E.21)

\[
V^{C}_3 = 0.1 \sum_{i,j=0}^{\infty} \frac{(-1)^{i+j} \pi^{2(i+j)+4}}{(2i+1)!(2j+1)!} \left[ \frac{0.1 \cdot \pi^4 \rho_{13}^8}{2i + 2j + 11} + \frac{2\rho_{13}^4}{2i + 2j + 7} \right].
\]

(E.22)

The coupling variance contribution is then naturally determined for \( x_3 \) by

\[
V^{UC}_3 = V^{U}_3 - V^{C}_3.
\]

(E.23)
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