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Abstract—Label smoothing is an effective regularization tool for deep neural networks (DNNs), which generates soft labels by applying a weighted average between the uniform distribution and the hard label. It is often used to reduce the overfitting problem of training DNNs and further improve classification performance. In this paper, we aim to investigate how to generate more reliable soft labels. We present an Online Label Smoothing (OLS) strategy, which generates soft labels based on the statistics of the model prediction for the target category. The proposed OLS constructs a more reasonable probability distribution between the target categories and non-target categories to supervise DNNs. Experiments demonstrate that based on the same classification models, the proposed approach can effectively improve the classification performance on CIFAR-100, ImageNet, and fine-grained datasets. Additionally, the proposed method can significantly improve the robustness of DNN models to noisy labels compared to current label smoothing approaches. The source code is available at our project page: https://mmcheng.net/ols/ and https://github.com/zhangchbin/OnlineLabelSmoothing

Index Terms—Regularization, classification, soft labels, online label smoothing, knowledge distillation, noisy labels.

I. INTRODUCTION

Deep Neural Networks (DNNs) [1], [2], [3], [4], [5], [6], [7] have achieved remarkable performance in image recognition [8], [9]. However, most DNNs tend to fall into over-confidence for training samples, greatly influencing their generalization ability to test samples. Recently, researchers have proposed many regularization approaches, including Label Smoothing [10], Bootstrap [11], CutOut [12], MixUp [13], DropBlock [14] and ShakeDrop [15], to conquer the overfitting problem to the distribution of the training set. These methods attempt to tackle this problem from the views of data augmentation [12], [13], model design [14], [15], or label transformation [10], [11], [16]. Among them, label smoothing is a simple yet effective regularization tool operating on the labels.

Label smoothing (LS), aiming at providing regularization for a learnable classification model, is first proposed in [10]. Instead of merely leveraging the hard labels for training (Fig. 1(a)), Christian et al. [10] utilizes soft labels by taking an average between the hard labels and the uniform distribution over labels (Fig. 1(b)). Although such kind of soft labels can provide strong regularization and prevent the learned models from being over-confident, it treats the non-target categories equally by assigning them with fixed identical probability. For example, a ‘cat’ should be more like a ‘dog’ rather than an ‘automobile.’ Therefore, we argue that the assigned probabilities of non-target categories should highly consider their similarities to the category of the given image. Equally treating each non-target category could weaken the capability of label smoothing and limit the model performance.

It has been demonstrated in [17] that model predictive distributions provide a promising way to reveal the implicit relationships among different categories. Motivated by this knowledge, we propose a simple yet effective method to generate more reliable soft labels that consider the relationships among different categories to take the place of label smoothing. Specifically, we maintain a moving label distribution for each category, which can be updated during the training process. The maintained label distributions keep changing at each training epoch and are utilized to supervise DNNs until the model reaches convergence. Our method takes advantage of the statistics of the intermediate model predictions, which can better build the relationships between the target categories and the non-target ones. It can be observed from Fig. 1(c) that our method gives more confidence to the animal categories instead of those non-animal ones when the label is ‘cat.’

We conduct extensive experiments on CIFAR-100, ImageNet [9] and four fine-grained datasets [18], [19], [20], [21]. Our OLS can make consistent improvements over baselines. To be specific, directly applying OLS to ResNet-56 and ResNetX29-2x64d yields 1.57% and 2.11% top-1 performance gains on CIFAR-100, respectively. For ImageNet, our OLS can bring 1.4% and 1.02% performance improvements to ResNet-50 and ResNet-101 [2], respectively. On four fine-grained datasets, OLS achieves an average 1.0% performance improvement over LS [10] on four different backbones, i.e., ResNet-50 [2], MobileNetv2 [6], EfficientNet-b7 [22] and SAN-15 [23]. The proposed OLS can be naturally employed to tackle noisy labels by reducing the overfitting to training sets. Additionally, OLS can be conveniently used in the training process of many models. We hope it can serve as an effective regularization tool to augment the training of classification models.

II. RELATED WORK

Regularization tools on labels. Training DNNs with hard labels (assigning 1 to the target category and 0 to the non-target ones) often results in over-confident models. Boosting labels is a straightforward yet effective way to alleviate the overfitting problem and improve the accuracy and robustness of DNNs. Bootstrapping [11] provided two options, Bootsoft and Boothard, which smoothed the hard labels using the predicted distribution and the predicted class, respectively. Xie et al. [26] randomly perturbed labels of some samples in a mini-batch to regularize the networks. To further prevent the training
models from overfitting to some specific samples, Dubey et al. [27] added pairwise confusion to the output logits of samples belonging to different categories in training so that the models can learn slightly less discriminative features for specific samples. Li et al. [28] used two networks to embed the images and the labels in a latent space and regularize the network via the distance between these embeddings. Christian et al. [10] leveraged soft labels for training, where the soft labels are generated by taking an average between the hard labels and the uniform distribution over labels. Our OLS also focuses on generating soft labels that can provide stable regularization for models. Following AET [29], [30] and AVT [31], Wang et al. [32] proposed an innovative framework, EnAET [32], that combined semi-supervised and self-supervised training. It learned feature representation by predicting non-spatial and spatial transformation parameters. Both our method and EnAET [32] obtained soft labels by accumulating predictions of multiple samples. However, our method is very different from EnAET [32]. It obtained soft labels by accumulating the views of the same sample by different transformation functions. This consistency constraint is also often used in self-Knowledge Distillation. In contrast, our method is to encourage the predictions of all samples in the same class to become consistent by the accumulated class-level soft labels. Unlike the mentioned approaches above, the soft labels generated by OLS take advantage of the statistical characteristics of model predictions of intermediate states.

**Knowledge distillation.** Knowledge distillation [17], [33], [34], is a popular way to compress models, which can significantly improve the performance of light-weight networks. Knowledge distillation has been widely used in many tasks [35], [36], [37], [38], Hinton et al. [17] show that the success of knowledge distillation is due to the model’s response to the non-target classes. It shows that DNNs can discover the similarities among different categories [17], [34] hidden in the predictions. Inspired by knowledge distillation, some works [24], [25], [34] utilized a self-distillation strategy to improve classification accuracy. BYOT [24] designed a network architecture-based self-Knowledge Distillation, which distilled the knowledge from the deep layers to the shallow layer. Xu et al. [25] applied a data-based self-Knowledge Distillation and encouraged the output of the augmented samples (using data augmentation methods) to be consistent with the original samples. Furlanello et al. [34] proposed to distill the knowledge of the teacher model to the student model with the same architecture. The student model obtained a higher accuracy than the teacher model. At the same time, Tommaso et al. [34] also verified the importance of the similarity between categories in the soft labels. Our work is inspired by knowledge distillation, aiming to find a reasonable similarity among categories. Both knowledge distillation and our method use the output logits of the network as soft labels and benefit from the similarities hidden in the logits [17], [34]. But there are many differences between our method and the knowledge distillation. We summarize the main differences in Tab. I. Without any teacher models, compared with knowledge distillation, our method could save the training cost, i.e., our method does not bring extra forward propagations. Besides, our method is applicable to any network architecture without special modification.

**Classification against noisy labels.** Noisy labels in current datasets are inevitable due to the incorrect annotations by humans. To deal with this problem, many researchers explored solutions to this problem from both models [39], [40], data [41].
and training strategies [43], [44], [45]. A typical idea [46], [47], [48] is to weight different samples to reduce the influence of noisy samples on training. Ren et al. [46] verified each mini-batch on the clean validation set to adjust each sample’s weight in a mini-batch dynamically. MetaWeightNet [47] also exploited the clean validation set to learn the weights for samples by a multilayer perceptron (MLP). Moreover, some researchers solve this problem from the optimization perspective [49], [50]. Wang et al. [49] improved the robustness against noisy labels by replacing the normal cross-entropy function with the symmetric cross-entropy function. Arazo et al. [51] observed that noisy samples often have higher losses than the clean ones during the early epochs of training. Based on this observation, they proposed to use the beta mixture model to represent clean samples and noisy samples and adopt this model to provide estimates of the actual class for noisy samples. Another kind of idea [42] is to train the network with only the right category, which improves the robustness to noisy labels. Although the proposed OLS is not specifically designed for noisy labels, the class constraints to reduce the over-fitting to the wrong labels, does not conflict with the label correction strategy designed in the soft label, we propose to exploit model predictions to supervise the model. The pipeline of our proposed method is shown in Fig. 11.

Formally, let $T$ denote the number of training epochs. We then define $S = \{S^0, S^1, \ldots, S^t, \ldots, S^{T-1}\}$ as the collection of the class-level soft labels at different training epochs. Here, $S^t$ is a matrix with $K$ rows and $K$ columns, and each column in $S^t$ corresponds to the soft label for one category. In the $t_{th}$ training epoch, given a sample $(x_i, y_i)$, we use the soft label $S_{y_i}^{t-1}$ to form a temporary label distribution to supervise the model, where $S_{y_i}^{t-1}$ denotes the soft label for the target category $y_i$. The training loss of the model supervised by $S_{y_i}^{t-1}$ for $(x_i, y_i)$ can be represented by

$$L_{soft} = -\sum_{k=1}^{K} S_{y_i,k}^{t-1} \cdot \log p(k|x_i).$$

It is possible that we directly use the above soft label to supervise the training model, but we find that the model is hard to converge due to the random parameter initialization at the beginning and the lack of the hard label. Thus, we utilize both the hard label and soft label as supervision to train the model. Now, the total training loss can be represented by

$$L = \alpha L_{hard} + (1 - \alpha) L_{soft},$$

where $\alpha$ is used to balancing $L_{hard}$ and $L_{soft}$.

In the $t_{th}$ training epoch, we also use the predicted probabilities of the input samples to update $S_{y_i}^t$, which will be utilized to supervise the model training in the $t + 1$ epoch. At the beginning of the $t_{th}$ training epoch, we initialize the soft label $S^t$ as a zero matrix. When an input sample $(x_i, y_i)$ is correctly classified by the model, we utilize its predicted score $p(x_i)$ to update the $y_i$ column in $S_t$, which can be formulated as

$$S_{y_i,k}^t = S_{y_i,k}^t + p(k|x_i),$$

where $\varepsilon$ denotes the smoothing parameter that is usually set to 0.1 in practice. The assumption behind LS is that the confidence for the non-target categories is treated equally as shown in Fig. 1(b). Although combining the uniform distribution with the original hard label is useful for regularization, LS itself does not consider the genuine relationships among different categories [55]. We take this into account and present our online label smoothing method accordingly.

### B. Online Label Smoothing

According to knowledge distillation, the similarity among categories can be effectively discovered from the model predictions [34], [17]. Motivated by this fact, unlike LS utilizing a static soft label, we propose to exploit model predictions to continuously update the soft labels during the training phase. Specifically, in the training process, we maintain a class-level soft label for each category. Given an input image $x_i$, if the classification is correct, the soft label corresponding to the target class $y_i$ will be updated using the predicted probability $p(x_i)$. Then the updated soft labels will be subsequently utilized to supervise the model. The pipeline of our proposed method is shown in Fig. 11.
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Fig. 2. The illustration of training DNN with our online label smoothing method. The left part of the figure shows the whole training process. We simply divided the training process into \( T \) phases according to the training epochs. \( K \) denotes the number of categories in datasets. We define each column of \( S^t \) to represent the soft label for a target category. At each epoch, we use the soft labels generated in the previous epoch to supervise the model, and meanwhile, we generate the soft labels for the next epoch. In the right, we show a detailed example of the training process in epoch \( \#2 \). The generation of \( S^t \) is depicted in Sec. III.
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Fig. 3. Visualization of the penultimate layer representations of ResNet-56 on CIFAR-100 training set using t-SNE [56]. Note that we use the same color for every 10 classes. We visualize the representations of all 100 classes (top). We zoom the patch in red boxes for better visualization. (bottom).

where \( k \in \{1, \cdots, K\} \), indexing the soft label \( S^t_{y_i,k} \). At the end of the \( t \)th training epoch, we normalize the cumulative \( S^t \) column by column as represented by

\[
S^t_{y_i,k} \leftarrow \frac{S^t_{y_i,k}}{\sum_{k=1}^{K} S^t_{y_i,l}}.
\]

We can now obtain the normalized soft label \( S^t \) for all \( K \) categories, which will be used to supervise the model at the next training epoch. Notice that we cannot obtain the soft label at the first epoch. Thus, we use the uniform distribution to initialize each column in \( S^0 \). More details for the proposed approach are described in Algorithm 1.

a) Discussion: The soft label \( S^t_{y_i,k} \) generated from the \( t-1 \) epoch can be denoted as

\[
S^{t-1}_{y_i,k} = \frac{1}{N} \sum_{j=1}^{N} p^{t-1}(k|x_j),
\]

where \( N \) denotes the number of correctly predicted samples with label \( y_i \). \( p^{t-1}(k|x_j) \) is the output probability of category \( k \) when input \( x_j \) to the network at the \( t-1 \) epoch. Then Eqn. (5) can be rewritten as

\[
L_{soft} = -\sum_{k=1}^{K} \frac{1}{N} \sum_{j=1}^{N} p^{t-1}(k|x_j) \cdot \log p(k|x_i)
\]

\[
= -\frac{1}{N} \sum_{j=1}^{N} \sum_{k=1}^{K} p^{t-1}(k|x_j) \cdot \log p(k|x_i).
\]

This equation indicates that all correctly classified samples \( x_j \) will impose a constraint to the current sample \( x_i \). The constrain encourages the samples belonging to the same category to be much closer. To give a more intuitive explanation, we utilize t-SNE [56] to visualize the penultimate layer representations of ResNet-56 on CIFAR-100 trained with the hard label,
LS, and OLS, respectively. Fig. 3 shows that our proposed method provides a more recognizable difference between representations of different classes and tighter intra-class representations. Besides, our method does not have the problem of training divergence in the early stages of training. This is because we use a uniform distribution as the soft label in the first epoch of training, which is equivalent to the vanilla label smoothing. In the entire training process afterwards, we only accumulate correct predictions, which guarantees the correctness of the generated soft labels.

IV. DISCUSSION

Comparison with Tf-KD [57]. The output of the teacher model in Label Smoothing [10] is a uniform distribution. Yuan et al. [57] argue that this uniform distribution could not reflect the correct class information, so they propose a teacher-free knowledge distillation method, called Tf-KD _reg_. They design a teacher with correct class information. The output of the teacher model can be denoted as:

\[ x_i \sim \arg \max_{k} p_k \]

where \( x_i \) denotes the input sample. Both our method and the teacher-free knowledge distillation methods (Xu et al. [25] and BYOT [24]) perform well, but the difference between classes implied in the output of the teacher model. We conduct experiments on four fine-grained datasets as shown in Tab. VI. Our method benefits from the similarities between classes, so it can perform better than Tf-KD [57].

Connection with the model ensemble. Integrating models trained at different epochs is an effective and cost-saving ensemble method. The way to integrate the outputs of models trained at different epochs is described as follows:

\[ z_i = \frac{1}{|T|} \sum_{t \in T} \text{softmax}(W(x_i|\theta_t)), \]

where \( z_i \) denotes the ensemble predictions, \( T \) denotes the set of selected models in different epochs, \( W \) denotes the network, \( \theta_t \) denotes the network parameters in t-th epoch and \( x_i \) denotes the input sample. Both our method and the model ensemble utilize the knowledge from different training epochs. The model ensemble averages the outputs of models at different epochs to make predictions. However, different from the ensemble method, our method utilize the knowledge from the previous epoch to help the learning in the current epoch. Specifically, our method generates the soft labels in one training epoch, and the soft labels are used to supervise the network training. It is worth noting that our method does not conflict with this ensemble strategy. To verify this point, we conduct experiments on CIFAR-100 using ResNet-56. We apply the same experimental setup described in the Sec. V Experimental results are shown in Tab. III For all methods, we apply the same ensemble strategy. We select models uniformly from the whole training schedule (300 epochs). We choose 6, 10, 15 and 20 models for ensemble respectively. In Tab. III our method achieves 25.27% Top-1 Error. When our method equipping with the ensemble method, the performance is further improved by a large margin (‘20 Models’: 23.91%). The experiments show that there is no conflict between our method and the model ensemble.

V. EXPERIMENTS

In Sec. VA we first present and analyze the performance of our approach on CIFAR-100, ImageNet, and some fine-grained datasets. Then, we test the tolerance to symmetric noisy labels in Sec. VB and robustness to adversarial attacks in Sec. VC respectively. In Sec. VD we apply our OLS to object detection. Moreover, in Sec. VE we conduct extensive ablation experiments to analyze the settings of our method. All the experiments are implemented based on PyTorch [58] and Jittor [59].

A. General Image Recognition

CIFAR Classification. First, we conduct experiments on CIFAR-100 dataset to compare our OLS with other related methods, including regularization methods on labels (Bootstrap [11], Disturb Label [26], Symmetric Cross Entropy [49], Label Smoothing [10] and Pairwise Confusion [27]) and self-learning distillation methods (Xu et al. [25] and BYOT [24]). For a fair comparison with them, we keep the same experimental setup for all methods. Specifically, we train all the models for 300 epochs with a batch size of 128. The learning rate is initially set to 0.1 and decays at the 150th and 225th epoch by a factor of 0.1, respectively. For other hyper-parameters in

Algorithm 1 The pipeline of the proposed OLS

Input: Dataset \( D_{\text{train}} = \{(x_i, y_i)\} \), model \( f_\theta \), training epochs \( T \)

Initialize: Soft label matrix \( S^0 = \frac{1}{n} I \), \( I \) denotes unit matrix, \( K \) denotes the number of classes

for current epoch \( t = 1 \) to \( T \) do

Initialize: \( S^t = 0 \)

for iter = 1 to iterations do

Sample a batch \( B \subset D_{\text{train}} \) input to \( f_\theta \)

Obtain predicted probabilities \( \{f(\theta, x_i), x_i \in B\} \)

Compute loss by Eqn. (4), backward to update the parameter \( \theta \)

for \( i = 1 \) to \( |B| \) do

Update \( S_{th}^t \leftarrow S_{th}^t + f(\theta, x_i) \)

end for

end for

Normalize \( S^t \) at each column

end for
different methods, we keep their original settings. Additionally, for a fair comparison with BYOT [24] and Xu et al. [25], we remove the feature-level supervision in them and only use the class labels to supervise models.

Tab. [II] shows the classification results of each method based on different network architectures. It can be seen that our method significantly improves the classification performance on both lightweight and complex models, which indicates its robustness to different networks. Since BYOT [24] is learned with deep supervision, it performs better on deeper models, like ResNet-50 and ResNet-101, than our method. However, our method can be easily plugged into BYOT [24] and achieves better results than BYOT on deeper models. In addition, comparing to LS [10], our method achieves stable improvement on different models. Especially, our method outperforms LS by about 1.5% on ResNeXt29-2x64d. We argue that the performance gain owes to the useful relationships among categories discovered by our soft labels. In Sec. V-E, we further analyze the importance of building relationships among categories.

**ImageNet Classification.** We also evaluate our method on a large-scale dataset, ImageNet. It contains 1K categories with a total of 1.2M training images and 50K validation images. Specifically, we use the SGD optimizer to train all the models for 250 epochs with a batch size of 256. The learning rate is initially set to 0.1 and decays at the 75th, 150th, and 225th epochs, respectively. We report the best performance of each method.

The classification performance on ImageNet dataset is shown in Tab. [IV]. Applying our OLS to ResNet-50 achieves 22.28% Top-1 Error, which is better than the result with LS [10] by 0.54%. Additionally, ResNet-101 with our OLS can achieve 20.85% top-1 error, which improves ResNet-101 by 1.02% and ResNet-101 with LS by 0.42%, respectively. This demonstrates that our OLS still performs well on the large-scale dataset. Moreover, we explore the combination of our method with other strategies, i.e., data augmentation (CutOut [12]) and self-distillation (BYOT [24]). In Tab. [IV] we observe the combination with them brings extra performance gains to ResNet50 and ResNet101. Our OLS can be utilized as a plug-in regularization module, which is easy to be combined with other methods.

**Fine-grained Classification.** The fine-grained image classification task [60], [61], [62], [63], [64] focuses on distinguishing
subordinate categories within entry-level categories \cite{27,65,66,67}. We conduct experiments on four fine-grained image recognition datasets, including CUB-200-2011 \cite{19}, Flowers-102 \cite{18}, Cars \cite{20} and Aircrafts \cite{21}, respectively. In Tab. V we present the details of these datasets. For all experiments, we keep the same experimental setup. Specifically, we use SGD as the optimizer and train all models for 100 epochs. The initial learning rate is set as 0.01 and it decays at the 45\textsuperscript{th} epoch and 80\textsuperscript{th} epoch, respectively.

In Tab. V, we report the average Top-1 Error(\%) and Top-5 Error(\%) of three runs. Experiment results demonstrate that OLS can also improve classification performance on the fine-grained datasets, which indicates our soft labels can benefit fine-grained category classification.

### B. Tolerance to Noisy Labels

As demonstrated in \cite{49,68}, there exist noisy (incorrect) labels in datasets, especially those obtained from webs. Due to the powerful fitting ability of DNNs, they can still fit noisy labels easily \cite{69}. But this is harmful for the generalization of DNNs. To reduce such damage to the generalization ability of DNNs, researchers have proposed many methods, including weighting the samples \cite{46,47} and inferring the real labels of the noisy samples \cite{11,51}. We notice that our method can improve the performance of DNNs on noisy labels by reducing the fitting to noisy samples. We conduct experiments on CIFAR-100 to verify the regularization capability of our method on noisy data.

We follow the same experimental settings as in \cite{49,51}. We randomly select a certain number of samples according to the noisy rate and flip the labels of these samples to the wrong labels uniformly (symmetric noise) before training. Since both Ren et al. \cite{46} and MetaWeightNet \cite{47} need to split a part of the clean validation set from the training set, we keep their default optimal number of samples in the validation set.

In Tab. VII, we report the classification results based on the ResNet-56 model when the noisy rate is set to {0\%, 20\%, 40\%, 60\%, 80\%}, respectively. It can be seen that our method achieves comparable results with those methods \cite{49,46,47,51} that are specifically designed for noisy labels. Comparing with LS, our method achieves stable improvement under different noisy rates. We also visualize training and test errors during the training process. As shown in Fig. 4 our method achieves higher training errors than models trained with hard labels and LS. However, our method has lower test errors. This demonstrates that our method can effectively reduce the overfitting to noisy samples.

Furthermore, as shown in Fig. 5 we visualize the Top-1 Error for the set of samples with wrong labels in the training set during the training process. Note that the error rate calculation uses the wrong labels, i.e., the higher the error rate for the wrong labels, the lower the fit to the wrong labels. Our method fits the wrong labels worse than baselines. This phenomenon demonstrates that our method is robust to noisy labels by reducing the fitting to wrong labels. Our method brings intra-class constraints, which makes it more difficult for the model to fit the data with the wrong labels.

### C. Robustness to Adversarial Attacks

In this section, we first explain why our method is more robust to adversarial attacks. To get the adversarial example for \(x\), FGSM looks for points that cross the decision boundary in the neighborhood \(\epsilon\)-ball of sample \(x\), so that \(x\) is misclassified.

The adversarial example \(x_{adv}\) could be denoted as:

\[
x_{adv} = x + \gamma \text{sign}(\nabla_x L(\theta, x, y)), \tag{11}
\]

where \(L\) denotes the loss function and \(\gamma\) is a coefficient denoting the optimization step. The \(\text{sign}(\cdot)\) is

\[
\text{sign}(z) = \begin{cases} 
1 & \text{if } z > 0 \\
0 & \text{if } z = 0 \\
-1 & \text{if } z < 0.
\end{cases}
\tag{12}
\]

As shown in Fig. 6(a), the purpose of FGSM \cite{70} is to find a perturbation point that can be misclassified in the neighborhood (\(\epsilon\)-ball) for each sample. Therefore, it is easy to find the adversarial example for samples near the decision boundary. In our method, for each class \(k\), the soft label is accumulated by all predictions of samples in the same class. The loss function as Eqn. 8 indicates that all correctly classified samples \(x_i\) will impose the intra-class constraints to the current training sample \(x_i\). The constraints encourage the samples belonging to the same class to be much closer. As shown in Fig. 6(b), in one training iteration, the intra-class constraints in our method will drive the current training sample to become more closer with samples in the same class. Thus, the intra-class will lead to the compactification of samples in the same class, as shown in Fig. 6(c). Compared to Fig. 6(a), the number of samples near the decision boundary will be reduced. This will make the model more robust against adversarial attacks.

And we evaluate the robustness of the models trained by different methods against adversarial attack algorithms on CIFAR-10 and ImageNet, respectively. We use the Fast Gradient Sign Method (FGSM) \cite{70} and Projected Gradient Descent (PGD) \cite{71} to generate adversarial samples. For FGSM, we keep its default setup. Therefore, the \(\ell_{\infty}\) bound is set to 8 for all methods. For PGD, we apply the same experimental setup as in \cite{72} except that we increase the iteration times to 20, which is enough to get better attack effects.

In Tab. VIII we have reported the Top-1 Error after the adversarial attack from the FGSM and PGD algorithms on the CIFAR-10 dataset. After the FGSM and PGD attack, the models trained with our method keep the lowest Top-1 Error rate. We can see that the models trained with our OLS algorithm are much more robust to the adversarial attack than those trained with other methods. Moreover, we apply the same experiments on ImageNet, as shown in Tab. IX. Compared with the hard

### TABLE V

| Dataset        | Categories | Training Samples | Test Samples |
|----------------|------------|-----------------|--------------|
| CUB-200-2011   | 200        | 5994            | 5794         |
| Flowers-102    | 196        | 8144            | 8041         |
| Cars           | 102        | 2040            | 6149         |
| Aircrafts      | 90         | 6667            | 3333         |
The Top-1 and Top-5 Error(%) of different architectures on fine-grained classification datasets. All results are averaged over three runs. The △ denotes the average improvement relative to Hard Label on all datasets and backbones.

| Dataset       | Backbones | Hard Label | LS  | TF-KD | OLS  |
|---------------|-----------|------------|-----|-------|------|
| CUB-200-2011  | ResNet-50 | 19.19 ± 0.22 5.00 ± 0.25 | 18.11 ± 0.14 4.88 ± 0.08 | 19.04 ± 0.23 4.92 ± 0.16 | 17.53 ± 0.09 4.01 ± 0.27 |
| Flowers-102   | MobileNetv2 | 22.24 ± 0.33 6.61 ± 0.21 | 21.33 ± 0.29 7.05 ± 0.09 | 22.36 ± 0.27 6.41 ± 1.47 | 20.05 ± 0.11 5.08 ± 0.12 |
| Cars          | EfficientNet-b7 | 18.44 ± 0.15 5.07 ± 0.13 | 17.40 ± 0.14 5.02 ± 0.03 | 20.24 ± 0.09 6.33 ± 0.21 | 16.21 ± 0.24 3.34 ± 0.02 |
| Aircrafts     | SAN-15    | 19.05 ± 0.39 5.37 ± 0.25 | 17.54 ± 0.30 5.43 ± 0.19 | 19.88 ± 0.17 5.81 ± 0.03 | 17.28 ± 0.14 4.08 ± 0.07 |

Average Improvements (△)

0.00 0.00 1.11 ↑ 0.02 ↑ 0.44 ↑ 0.19 ↑ 2.00 ↑ 0.96 ↑

The classification performance of different methods under different noisy rates. We run each method three times under different noisy rates and compute the mean and standard deviation of the Top-1 Error(%). The best two results are in **bold**.
The impact of intra-class constraints on training. (a) After being trained with hard labels, it is easy to get the adversarial example with the $\epsilon$-ball of it crossing the decision boundary. (b) In one training iteration, the OLS makes consistency constraints between current training samples and samples in the same class, which makes the current training samples far away from the decision boundary. The dotted line indicates that each sample in the same class will have a consistency constraint on the current training sample. The solid line denotes the optimization direction of this training sample. (c) The intra-class constraints make the samples in the same class closer, and further away from the decision boundary. It will be more difficult to find adversarial samples.

**TABLE VIII**
ROBUSTNESS TO ADVERSARIAL ATTACK ON CIFAR-10. WE USE FGSM AND PGD ALGORITHMS TO ATTACK RESNET-29 TRAINED ON CIFAR-10, RESPECTIVELY. WE SET THE ITERATION TIMES OF PGD ATTACK ALGORITHM AS 20.

| Method         | ResNet-29 | + FGSM | + PGD |
|----------------|-----------|--------|-------|
| Hard Label     | 7.18      | 82.46  | 93.18 |
| Bootsoft [11]  | 6.91      | 79.83  | 82.57 |
| Boothard [11]  | 7.73      | 82.68  | 90.01 |
| Symmetric Cross Entropy [19] | 8.66 | 77.68  | 93.96 |
| LS [10]        | 6.81      | 79.48  | 87.32 |
| OLS            | 6.46      | 60.39  | 76.29 |

**TABLE IX**
TOP-1 AND TOP-5 ERROR(%) OF RESNET-50 ON IMAGE NET AFTER THE ADVERSARIAL ATTACK. FOR TWO ADVERSARIAL ATTACK ALGORITHMS, FGSM AND PGD, WE KEEP THEIR DEFAULT SETTING. WE SET THE ITERATION TIMES OF PGD ATTACK ALGORITHM AS 20.

| ResNet-50 | + FGSM | + PGD |
|-----------|--------|-------|
| Hard Label| 91.07  | 66.21 | 94.93 | 31.82 |
| Bootsoft [11] | 91.29 | 67.29 | 94.56 | 31.07 |
| LS [10]   | 74.44  | 30.63 | 80.31 | 24.46 |
| OLS       | 75.79  | 48.13 | 74.43 | 22.14 |

**TABLE X**
OBJECT DETECTION RESULTS. WE TRAIN YOLO [73] ON PASCAL VOC DATASET.

| Method            | mAP (%) |
|-------------------|---------|
| Hard Label        | 81.6    |
| LS [10]           | 82.3    |
| OLS               | 82.7    |

### D. Object Detection

Our OLS can be easily applied to the object detection framework [74], [75], [76], [77], [78]. We select YOLO [73] as our basic detector. We train the detector on the popular PASCAL VOC dataset [79]. As shown in Tab. X when YOLO is equipped with our OLS, it obtains a 1.1% gain over the hard label and a 0.4% gain over LS in terms of mean average precision (mAP), indicating OLS has stronger regularization ability than LS on the object detection.

**Implement details.** We use MobileNetv2 [6] as the backbone of YOLO [73]. We regard the combination of the training set and validation set from PASCAL VOC 2012 and PASCAL VOC 2007 as the training set. And we test the model on the PASCAL VOC 2007 test set. During training, we use standard training strategies, including warming up, multi-scale training, random crop, etc. We train the model for 120 epochs using SGD optimizer with an initial learning rate 0.0001 and cosine learning rate decay schedule. During tests, we also use multi-scale inference.

### E. Ablation Study

In this subsection, we first conduct experiments to study the hyper-parameters in our method. Then we analyze the relationships among categories indicated by our soft labels. Besides, we also present a variant of OLS. Finally, we present the calibration effect of our method. All the experiments are conducted on the CIFAR dataset.

**Impact of Hyper-parameters.** We first analyze the hyper-parameter $\alpha$ in Eqn. (4) using ResNet-29. Unlike previous experiments that directly set $\alpha$ to 0.5, we enumerate possible values with $\alpha \in \{0.1, 0.2, \ldots, 1.0\}$. We plot the experiment results as shown in Fig. 7(a). It can be seen that the model achieves the lowest top-1 error when $\alpha$ is set to 0.5. Since the model lacks guidelines for the correct category, we observe that when $\alpha$ is set to 0, the model is hard to convergent. When $\alpha$ changes from 0.1 to 0.5, the error rate gradually decreases. This fact suggests that the model still needs the correct category information provided by the original hard labels.
Moreover, we also conduct experiments to study the impact of the updating period for the soft label matrix $S$ in the training process. In the previous experiments in Sec. V-A, we set the updating period to one epoch. As shown in Fig. 7(b), we evaluate our approach with different updating periods (iteration times $\in \{12, 24, 48, \ldots, 1536, 3072\}$). The best performance is obtained when the updating period is set to one epoch. We observe that the classification performance is very close when the updating period is less than one epoch (1 epoch is approximately 384 iterations). However, when the updating period is longer than one training epoch, the performance decreases sharply. We analyze that with the training of the network, the predictions become better and better. When using more iterations to update soft labels, the relationships indicated by the early predictions will be very different from that of late ones. The early predictions become out of date for current training.

**Importance of relationships among categories.** We argue that classification models can benefit from soft labels that contain the knowledge of relationships among different categories. Specifically, we utilize a human uncertainty dataset [22] called CIFAR-10H to verify the reliability of the relationships among different categories. CIFAR-10H captures the full distribution of the labels by collecting votes from more than 50 people for each sample in the CIFAR-10 test set. The human uncertainty labels can be regarded as a kind of soft label that considers the similarities among different categories. They find that models trained on the human uncertainty labels will have better accuracy and generalization than those trained on hard labels. To explore the rationality of relationships among categories found by our approach, we use KL divergence to measure the difference between the predicted probability distribution of the model and the human uncertainty distribution on CIFAR-10H.

For a fair comparison, we only consider the correctly predicted samples by each model, when computing the KL Divergence on CIFAR-10H. As shown in Table XII, we list the average KL divergence of different methods on CIFAR-10H [22] and Top-1 Error(%) on CIFAR-10. The results show that the prediction distribution of the model trained by our method is closer to that of humans. Also, this indicates that the model trained by our approach finds more reasonable and correct relationships among categories.

**Sample-level soft labels.** To verify the effectiveness of the statistical characteristics of accumulating model predictions, we use the predicted distribution of a single sample (denoted as OLS-Single for short) to regularize the training process. To be specific, for each training sample, we randomly select another training sample with the same category. We then acquire the randomly selected training sample’s predictive distribution and utilize this distribution as the soft label to serve as supervision for the current training sample. Based on the ResNet-56, OLS (25.24 $\pm$ 0.18) outperforms OLS-Single (26.18 $\pm$ 0.30) by about 1%. This result demonstrates that the accumulation of the predictions from different samples can well explore the relationships among categories.

**Calibration effect.** The confidence calibration is proposed in [80], which is used to measure the degree of overfitting of the model to the training set. We use the Expected Calibration Error (ECE) [80] to measure the calibration ability of OLS. In Tab. XI, we report the Top-1 Error(%) and ECE on several models, which denotes our method can calibrate neural networks. Experimental results show that our method achieves a lower Top-1 Error than LS by an average of 1.14%. Meanwhile, our method also achieves lower ECE values on three different depth models. This indicates that the proposed method can more effectively prevent over-confident predictions and show better calibration capability.

### VI. Conclusion

In this paper, we propose an online label smoothing method. We utilize the statistics of the intermediate model predictions to generate soft labels, which are subsequently used to supervise
the model. Our soft labels considering the relationships among categories are effective in preventing the overfitting problem of DNNs to the training set. We evaluate our OLS on CIFAR-100, ImageNet and four fine-grained datasets, respectively. On CIFAR-100, ResNeXt-2x64d trained with our OLS achieves 18.81% Top-1 Error, which brings an 2.11% performance gain. On ImageNet dataset, our OLS brings 1.4% and 1.02% performance gains to ResNet-50 and ResNet-101, respectively. On four fine-grained datasets, OLS outperforms the hard label by 2% in terms of Top-1 Error.
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