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Abstract

When musicians perform in an ensemble, synchronizing to a mutual pace is the foundation of their musical interaction. Clock generators, e.g., metronomes, or drum machines, might assist such synchronization, but these means, in general, will also distort this natural, self-organized, inter-human synchronization process. In this work, the synchronization of musicians to an external rhythm is modeled using the Impulse Pattern Formulation (IPF), an analytical modeling approach for synergetic systems motivated by research on musical instruments. Nonlinear coupling of system components is described as the interaction of individually propagating and exponentially damped impulse trains. The derived model is systematically examined by analyzing its behavior when coupled to numerical designed and carefully controlled rhythmical beat sequences. The results are evaluated by comparison in the light of other publications on tapping. Finally, the IPF model can be applied to analyze the personal rhythmical signature of specific musicians or to replace drum machines and click tracks with more musical and creative solutions.

1 Introduction

Drum machines or computer-based click tracks are standard in today’s music and used in recording studios and live concerts. These solutions are convenient for musicians and recording engineers, but they are usually perceived as a bit artificial (or even dull) because of the fixed beat and the lack of minor imperfections that inevitably occur when human musicians perform independently. Those deviations may be intended due to musical expression (e.g., agogic accents) or unintended due to human imperfections. Nevertheless, there are some musical genres or certain musical pieces where a perfect beat with no deviations seems to be the most appropriate (see, e.g., Datseris et al. (2019)).

A common approach to add a human feel to electric or digital generated rhythms is to add slight random deviations to every beat, but according to Hennig, Fleischmann, and Geisel (2012) the results are rarely satisfying. Many authors state that the human fluctuations can be explained as pink 1/f-noise (see, e.g., Coey, Washburn, Hassebrock, and Richardson (2016); Gilden (2001); van Orden, Holden, and Turvey (2003)). More general Hennig et al. (2011) investigate long-range correlated noise based on the power law $1/f^{B}$, where $0.2 < B < 1.3$ leads to satisfactory results.

However, not every author agrees that correlated noise is the best solution: “Variation in rhythmical movement can not be modeled as an independent random process (noise),
and is considered to be part of the intrinsic dynamics of a movement system, which is considered to be a dynamical system” (Yamada, 1995, p. 383).

Such a dynamical system, which also relies on long-range correlation, has been proposed by Haken, Kelso, and Bunz (1985). It is a nonlinear model based on harmonic oscillators mutually coupled to a periodical potential, responsible for phase changes. Due to its nonlinear approach, this model reproduces sudden phase changes and hysteresis, which occur when two systems synchronize to a common tempo. Further, this model can be extended to explain polyrhythmic behavior (Haken, Peper, Beek, & Daffertshofer, 1996).

In live music performances, often two or more musicians play music together. They aim to mutually synchronize their pace to each other. All musicians may slightly variate their tempo, but they still have to agree to a common pace. This process cannot be satisfyingly investigated by the approaches mentioned above (e.g., Hennig et al., 2011), where musicians still have to synchronize to a fixed metronome-like pattern. Whether this pattern is modulated with long-range corrected fluctuation or not, it does not adapt to a musician’s tempo. However, this mutual coupling can be simulated by the model of Haken et al. (1985), and further, other nonlinear models could be transferred. For instance, feedback-loops with added noise have been studied in terms of mode-hopping (D’Huys, Jüngling, & Kinzel, 2016) or coherence resonance (Just, Geffert, Zakharova, & Schöll, 2016).

In this work, a metronome-like algorithm is developed. It reacts to changes in the tempo of musicians, similar to what a real musician would do. It can reproduce the tempo of a musician but also show minor imperfections, responsible for a more human-like feel. By varying a limited set of system parameters, it can be used to replace a real musician or to act as a creative character on its own.

The core of this modeling approach is the Impulse Pattern Formulation (IPF), described in detail in Section 2. It is a nonlinear recursive equation derived by Bader (2013) primarily to model musical instruments. The IPF is based on the idea of coupling different parts of musical instruments, but it can also describe all kinds of self-organized synchronization processes, like in this work, musicians synchronizing to a common tempo. Due to its recursive nature, the IPF reproduces small fluctuations in time and transients. Its general nonlinear approach allows sudden phase transitions to be modeled, similar to Haken et al. (1985). Like many other nonlinear recursive equations (e.g., the logistic map or the sine circle map), the IPF is a relatively simple equation capable of causing complex, chaotic behavior. Thus it usually causes low computational costs, which allows straightforward real-time coupling to human musicians.

2 Impulse Pattern Formulation

The Impulse Pattern Formulation is an abstract top-down modeling approach to describe the transient behavior of arbitrary, coupled systems. It was introduced initially by Bader (2013) to model any musical instrument with one universal set of mathematical equations, to allow a comparison of different musical instruments, focusing on stable tone production and transient behavior.

A musical instrument is often described as a generator acting on a resonator (e.g., Fletcher and Rossing, 2010). The IPF describes them more general as self-organized systems: A musical instrument is a system acting upon itself, consisting of mutually coupled subsystems, possibly even interacting backward. The subsystems are excited by certain impulses, which is evident for plucked-string or percussion instruments, but it is also true for sustained instruments like, e.g., vio-
lins or brass instruments (see, e.g., [Bader, 2013; Linke, Bader, & Mores, 2019b]).

To make this a bit more ostensive, we choose the simple example of a reed instrument, e.g., a saxophone. It consists of two subsystems: a reed and a tube. The reed sends out impulses that are answered by the tube. According to Bader (2013, p.286), the answer is just a callback of the impulses sent out by the reed. As the back-traveling impulses have an impact on the reed, the change of the system is caused by the system itself:

$$\frac{\partial \bar{g}}{\partial t} = \frac{1}{\alpha} \bar{g},$$

where $\alpha$ is the strength of the back-traveling impulse. In the chosen example of a reed instrument, this is related to the playing pressure. The system state is represented by $\bar{g}$ and is related to the amplitude and the periodicity of a signal (further explanations are given by Linke et al. (2019b)).

Impulses need a certain amount of time to travel from one subsystem to another, during which they get exponentially damped. Thus, Bader (2013) pp. 286-291) deduces the IPF as a recursive Equation:

$$g_+ = g - ln \left( \frac{1}{\alpha} \left( g - \sum_{k=1}^{n} \beta_k e^{g-k_{-}} \right) \right),$$

where the number $k$ refers to the number of subsystems and $\beta_k$ to the related specific strengths. $g_+$ is the subsequent system state, and $g_{k-}$ are the precedent states. There is no precise time interval between those system states, as it is the time until a new event occurs. Thus, when modeling musical instruments, this is usually the period of the fundamental frequency $T_0$.

Choosing an initial value $g_0$, Equation (2) can be iteratively calculated. Depending on the system parameters $\alpha$ and $\beta_k$, the IPF can diverge or converge to a stable limit after several iteration steps. Further, the IPF can show chaotic behavior like bifurcations. The bifurcation scenario can be quite complex. The simplest case ($\beta_k = 0 \; \forall k \in \mathbb{N}$) is shown in Fig. 1. Here, 2500 iteration steps were performed, and the last 500 values are plotted in dependency of $\alpha$.

The figure becomes more vivid when referring again to the given example of a reed instrument: Low playing pressure, resulting in high values $1/\alpha$, is represented on the right side of the chart. The shown unstable behavior results in noisy sounds. Increasing the playing pressure $\alpha$ results in bifurcations. Here multiple frequencies can be heard at the same time. Further increase of pressure leads to stable states resulting in regular periodic motion. The point of this sudden transition is called the first bifurcation point $\alpha_c$. An in-depth mathematical discussion of the bound-
aries and limits of the IPF has been given by Linke, Bader, and Mores (2019a).

The IPF can deal with the complex geometry of an instrument with little mathematical effort, but due to its general approach, it can easily be transferred to any other coupled system. The model can be further detailed by using more reflection points $\beta_k$. Such scalability is possible within musical instruments but also between entities of instruments, e.g., Linke, Bader, and Mores (2021a) applied the IPF to the coupling of a zither and a supporting table. In Section 3 this transfer is taken even further. The IPF is used to model a musician synchronizing with the tempo of another musician or a metronome. Due to its recursive formulation, the IPF is an appropriate method to explain this problem, as it inevitably reproduces time series, including the transient behavior.

3 Applying the IPF on beat synchronisation

3.1 Deriving an IPF model

Modeling the rhythmical synchronization between two musicians means modeling their neuronal processes. In the past, synchronization and spatio-temporal bifurcation scenarios in neuronal networks have been successfully simulated and discussed using nonlinear recursive equations (see, e.g., (Kozma, Wang, & Zeng, 2015)). Thus, it is reasonable that the IPF can be applied, too. However, modeling the state of every active neuron would need a vast number of $\beta_k$ and thus a lot of computational resources. Haken et al. (1996) states that when explaining human movement, usually an immense number of microscopic components (e.g., muscles or neurons) relates to macroscopic behavior. Even though this relation is often not understood, synergetic behavior can be modeled with a minimal set of order parameters. According to Bader (2013), this is also true when applying the IPF: First, the point of observation can be freely chosen. Here, the reaction of a musician to a second musician should be modeled, so the first musician is chosen to represent the point of observation. Then, the second musician is just represented by the time-dependent input parameter $\alpha$. Secondly, the number of observed subsystems can be reduced if a less detailed observation of the overall system is sufficient to answer a specific research question. In this study, the overall behavior of the musician should be modeled rather than synchronization processes in the brain. Thus, it might be adequate to represent the musician just by a single subsystem for a first overview. Then the most simple form of the IPF can be used:

$$g_+ = g - \ln\left(\frac{g}{\alpha}\right),$$

where $\alpha$ corresponds to the tempo of the musician and $g$ is the related tempo of the IPF. According to Linke et al. (2019a), Equation (3) converges against $g = \alpha$, when $\alpha$ is chosen in range sufficient for stable behavior. Thus, the tempo of the IPF converges against the tempo of the musician.

The IPF is an iterative equation, and according to Section 2, the time between two iteration steps is not fixed. When modeling musical instruments, it refers to the fundamental frequency. In the given example of rhythmical synchronization, it refers to the period between two beats. Every time eighths notes are played, a new value $g$ is calculated whereby the new $g$ determines the length of the eighth note, and thus the period until the IPF is calculated again.

To make use of Equation (3), the parameter $\alpha$ has to be calculated based on the tempo of the coupled musician. Therefore the time between two succeeding beats of the musician $T_{M,i}$ is measured. As the IPF relies on eighth notes, but it is unclear which note value relates to $T_{M,i}$, the error $\Delta T$ between the tempo of the IPF and the musician’s tempo can be calculated using the modulo operation:
$\Delta T \equiv T_{M,i} \pmod{g}$ \hspace{1cm} (4)

Thus, $\alpha$ is determined by the system state $g$ corrected by its error:

$$\alpha = g + \Delta T$$ \hspace{1cm} (5)

A further restriction has to be made, as when the musician plays dotted notes or triplets, the IPF should synchronize to the fundamental meter. A straightforward solution to this problem is to ignore $\Delta T$, which are longer than a thirty-second note. This approach is also reasonable from a physical point of view, as, e.g., coupled oscillators do only synchronize if their eigenfrequencies are sufficiently similar (see, e.g., Pikovsky, Rosenblum, & Kurths, 2001). Another alternative approach to this problem is discussed in Section 3.3.2.

Finally, the parameters $g$ and $\alpha$ must be scaled according to the stable region of the IPF described in detail by Linke et al. (2019a). Fast tempos relate to small values of $\alpha$ resp. $g$. Then, a maximum tempo relates to the first bifurcation point $\alpha_c$ of the IPF. The IPF is not capable of reproducing faster tempos as it becomes chaotic and finally diverges. This maximum tempo is not restricted by the motoric and technical skills of a musician. It must be produced by the IPF only. A coupled musician can play half-time, quarter-time, or even lower due to the above mentioned modulo operator. Thus, acoustical thoughts can motivate the maximum tempo: Frequencies above 20 Hz are perceived as fused sounds, while lower frequencies are perceived as single beats. Thus, playing with 1200 bpm (beats per minute) would result in a low, buzzing sound instead of a distinguishable rhythm. Consequently, playing a quarter speed of 300 bpm would result in a buzzing sound when playing sixteenth notes, which seems to be the maximum tempo, that can be applied in a meaningful musical manner. If $\tau$ is a tempo in bpm based on quarter notes,

$$\alpha, g = \frac{300 \text{ bpm}}{\tau} - 1 + 0.5 ,$$ \hspace{1cm} (6)

would related 300 bpm to $\alpha_c$. Further, if the tempo is 30 Hz, $\alpha = 1$ resp. $g = 1$. Hence, the IPF is restricted to the unit interval for most tempi.

### 3.2 Investigating the system behavior

In the past, a variety of studies were conducted where participants tap along audible presented rhythmical sequences (e.g., Coey et al., 2016; Handel & Oshinsky, 1981; Michon, 1967; Repp, 2001). Applying similar sequences to the IPF allows a comparison with the literature and thus a first comparison between the IPF and human behavior. Of course, this approach does not reflect an entire synchronization process (like, e.g., described by Pikovsky et al. (2001)), where the IPF and a musician adapt themselves to a collective tempo. Here the synchronization to a linear driving force is modeled, similar to the experiments by Abel, Ahnert, and Bergweiler (2009), which allow a systematic evaluation of the synchronization process. Artificially created impulse trains are used as the input signal for the IPF. These so-called click tracks represent eighth notes played by a musician or a metronome. Nevertheless, all tempi in the following sections are given in bpm based on quarter notes.

In most of the following Sections, it is helpful to focus on one tempo to maintain an overview. Therefore a tempo must be chosen, which feels most natural for most people. Several studies have been conducted to find this so-called spontaneous motor tempo (e.g., Collyer, Broadbent, & Church, 1994; Parnutt, 1994) In the following, 120 bpm is chosen, which match the 2 Hz found by van Noorden and Moelants (1999), as they have the same magnitude as the values given by most of the other studies.
3.2.1 Discrete step changes

The first tempo changes which are systematically investigated are step changes, introduced by Michon (1967). Examples of the reaction of the IPF to those sudden, discrete changes in tempo are shown in Figure 2. The IPF and the click track always start at 120 bpm, the spontaneous motor tempo introduced above. In general, three different reactions can occur:

- The IPF converges to the tempo of the click track (see Figure 2 a) and b))
- IPF is not affected by the click track, as the change in tempo was larger than a thirty-second note (see Figure 2 c))
- IPF converges to a multiple tempo of the click track (double-time), due to the modulo operation described by Equation (4) (see Figure 2 d))

If the IPF synchronizes to the click track, it does not follow the changes instantaneously. Thus, there is always a transient oscillation. This is similar to humans reaction on sudden changes in tempo, where often a considerable overshoot has been reported in literature (see e.g. (Michon, 1967; Repp, 2001, 2005; Thaut, Miller, & Schauer, 1998)). The IPF usually needs less than ten ticks until it synchronizes to the click track, similar to the cases discussed in literature. However, in contrast to those cases, the IPF shows more distinct oscillations. Listening to the audio examples provided by (Linke et al., 2021b), this transition sounds familiar and natural, even though it may remind of a rather inexperienced musician.

It does not have to be a disadvantage that not all tempo fluctuations of the click track are followed by the IPF, as those fluctuations may refer to dotted notes or syncopations,
and the IPF should follow the meter of the click track. In Figure 2(c), the click track is slowed down from 120 \text{bpm} to 90 \text{bpm}. Hence, a two against three rhythm occurs, as the IPF does not synchronize to the new tempo. Two against three rhythms can be produced using dotted notes or triplets, so this example shows that the IPF is not affected by those and remains to the fundamental meter.

The steps size is now systematically varied: The click track always starts at 120 \text{bpm}, and then steps to a different tempo in the range from 40 to 208 \text{bpm} (resolution 1 \text{bpm}), which equals the range of traditional metronomes (see van Noorden and Moelants (1999, p. 52)). The click track has a total length of 32 eighth notes, where the tempo is changed after the first note. The results are shown in Figure 3.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3}
\caption{Mean difference between the click track and the IPF $\Delta \tau$ (in percentage of the click track’s tempo). The solid line refers to the difference, while the dashed lines refer to the standard derivation $\sigma$. The start tempo is always 120 \text{bpm}, and the target tempo displayed at the axis of abscissas. The red line represents Equation \ref{eq:7}.}
\end{figure}

\begin{equation}
\Delta \tau = \frac{120 - x}{x}, \tag{7}
\end{equation}

where $x$ corresponds to the target tempo. This is in good accordance with most of the regions shown in Figure 3. In these regions the standard derivation $\sigma$ of $\Delta \tau$ is negligible. As the click track and the IPF do not synchronize, their tempo does not change. Further, there is a salient region around 120 \text{bpm}. Here, the IPF synchronizes to the click track, which results in $\Delta \tau = 0$. $\sigma$ increases the more the target tempo differs from 120 \text{bpm}. This corresponds to a stronger oscillation of the IPF when adapting to the new tempo. Similar but narrower regions can be found around 60 \text{bpm} and 30 \text{bpm}, where $\Delta \tau$ is 100 \% resp. 200 \%. As already described above, these regions synchronize to half- respectively quarter-time due to the modulo operation described by Equation \ref{eq:4}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4}
\caption{Ability of the IPF to synchronize if the click track performs a step change from a tempo denoted at the abscissa to a tempo denoted at the ordinate. Gray regions correspond to synchronisation defined by $\sigma > 10^{-12}$.}
\end{figure}

If the IPF would not synchronize to the click track, the difference $\Delta \tau$ between the tempos of click track and IPF could be described by the equation

It can be concluded that $\sigma > 0$, indents synchronization. Therefore, every combination or start and target tempo is modeled to prove if this condition is fulfilled. To avoid
Figure 5: The IPF reacting to the same changes in tempo as shown in Figure 2 when changing the tempo linear during 24 beats instead of step changes. Blue lines refer to the tempo of the click track. Red lines correspond to the tempo of the IPF. The single crosses represent single beats. Audio examples of these four cases can be found at (Linke et al., 2021b).

3.2.2 Linear changes

Now, instead of step changes, the tempo of the click track is changed linear based on the beats of the meter, not on time in seconds. Figure 5 shows the same examples as Figure 2 but now the tempo change is applied linear during 24 beats, instead of suddenly from one beat two another. It is striking that here, the IPF is always capable of following the click track changes. Nevertheless, some minor phase differences \( \Delta \Phi \) between the two signals are conspicuous.

Similar to Figure 3, \( \Delta \tau \) is systematically evaluated when changing the tempo linearly over 16 eighth notes in the range of a metronome (40 – 208 bpm). Again the transition always starts at 120 bpm. Thus, different target tempos also refer to different slopes of the linear changes. The results are shown in Figure 6. The overall \( \Delta \tau \) are relative small, compared with Figure 3. However, the absolute value of \( \Delta \tau \) and \( \sigma \) increase as the difference between start and target tempo, and thus the slope, is increased. As the IPF always reacts to the click track changes, its changes are usually too weak: When the click track increases the tempo, the IPF is too slow,
and vice versa.

Figure 6: Mean difference $\Delta \tau$ between the click track and the IPF (in the percentage of the Musicians tempo), while changing the tempo linear during 16 beats. The solid line refers to the difference, while the dashed lines refer to the standard derivation $\sigma$. The start tempo is always 120 bpm, and the target tempo is displayed at the axis of abscissas.

To evaluate the phase shift $\Delta \Phi$ between IPF and click track, which is visible in Figure 5, the Pearson correlation coefficient $r$ is calculated for different lags. The IPF always reacts to the click track, so it must be approximately an eighth note too late. Thus, it must be sufficient to shift the IPF between zero seconds and a quarter note into the past, to find the maximum $r$. Thus, the lag at the maximum of $r$ determines $\Delta \Phi$.

Figure 7 a) shows the maximum $r$ for different target tempos. It is no surprise that the global maximum is at 120 bpm. However, even though $r$ decreases if the slope of the tempo change increases, the overall values are surprisingly high. This is not a big surprise, as $\Delta \tau$ is rather small, and the Examples in Figure 5 are very similar when $\Delta \Phi$ is ignored. Figure 7 b) displays $\Delta \Phi$, given in whole notes of the mean tempo of the click track. Thus, as stated above, it must be approximately 0.125 (an eighth note), in theory. However, this is only true if the tempo is slowly increased. A more significant slope increases $\Delta \Phi$. Remarkably the behavior is the other way around when the tempo is decreased. Slight decreases lead to high $\Delta \Phi$ up to a quarter note. Nevertheless, decreasing the tempo to lower tempos leads to small $\Delta \Phi$.

3.2.3 Global perturbations

The examples discussed in Sections 3.2.1 and 3.2.2 above are rather artificial. They assume the tempo of the click track to be constant and changes in tempo to happen suddenly or at least with a constant rate. When several Musicians are playing together in an ensemble, the tempo is perpetual fluctuating due to musical expression or the musicians’ rhythmical skills (see, e.g., [Repp 1992, 2005]). The musicians’ insufficiency can be simulated by adding different kinds of noise to the tempo of the click track, as discussed in the introduction.
Figure 8: IPF adapting to a noisy click track: the upper line (a) and b)) shows white noise and the lower line (c) and d)) Brownian noise. On the left (a) and c)), the fluctuation is ±1 %, and on the right (b) and d)) ±5 %. Blue lines refer to the tempo of the click track. Red lines correspond to the tempo of the IPF. The single crosses represent single beats. Audio examples of these four cases can be found at (Linke et al., 2021b).

The examples presented in Figure 8 show different types (Brownian noise vs. white noise) and amounts (1 % and 5 %) of noise. A first observation shows that small amounts of noise and slow fluctuation lead to minor derivations between the IPF and the click track, while substantial and sudden fluctuations increase this error. Similar to the results shown in Figure 2, the IPS is likely to overshoot, especially at large changes of tempo. A more systematic approach is made by calculating the same parameters as in Section 3.2.2 (mean tempo difference Δτ, phase difference ΔΦ and Pearson’s r) for different types and amounts of noise. By comparing different studies [Repp, 2005; Gilden, 2001; van Orden et al., 2003] deduces three different groups of asynchronous behavior when participants tap to an isochronous metronome: Skilled percussionists show only 0.5 % deviation, other musicians show approx. 2 % and untrained participants show at least twice as large deviations. Thus, in the following, click tracks (32 eighth notes length) are created artificially, where either 0.5 %, 2 % or 5 % of noise are added to a constant tempo of 120 bpm. As discussed in the introduction, most authors (e.g., Coey et al., 2016; Gilden, 2001; van Orden et al., 2003) state that pink noise is the best choice when modeling those minor imperfections. However, Hennig et al. (2011) state that uncorrelated noise is still a standard solution in music technology and that sometimes 1/f³-noise would be more appropriated than 1/f-noise. Therefore, this study focuses on the most common noise types: white, pink, or Brownian noise, respectively 1/f⁰-, 1/f¹-, or 1/f²-noise. As the noise is stochastically generated for only 32 beats, the results may vary. Thus, each measurement is repeated ten times, and the mean values of Δτ, ΔΦ, and r are calculated.

The results shown in Table II are similar to Figure 8: The lower the amount of noise, and
Table 1: Mean values of $\Delta \tau$, $\Delta \Phi$ and $r$ for different types and amounts of noise. The errors are the related $\sigma$. $\Delta \Phi$ is again given as the fraction of a whole note (4/4-note) of the mean tempo of the click track.

| Noise Type       | white noise | pink noise | Brownian noise |
|------------------|-------------|------------|----------------|
| $\text{mean } \Delta \tau$ [%] | $0.02 \pm 0.69$ | $0.01 \pm 0.08$ | $0.01 \pm 0.24$ |
| $0.5\%$          |             |            |                |
| $2\%$            | $0.10 \pm 2.97$ | $0.08 \pm 1.58$ | $0.08 \pm 1.04$ |
| $5\%$            | $0.31 \pm 6.65$ | $0.16 \pm 3.48$ | $0.24 \pm 3.15$ |
| $\text{mean } r$ | $0.58 \pm 0.12$ | $0.67 \pm 0.08$ | $0.85 \pm 0.08$ |
| $0.5\%$          |             |            |                |
| $2\%$            | $0.59 \pm 0.10$ | $0.68 \pm 0.12$ | $0.83 \pm 0.10$ |
| $5\%$            | $0.56 \pm 0.09$ | $0.71 \pm 0.11$ | $0.76 \pm 0.12$ |
| $\text{mean } \Delta \Phi$ [4/4] | $0.249 \pm 0.003$ | $0.237 \pm 0.038$ | $0.199 \pm 0.064$ |
| $0.5\%$          |             |            |                |
| $2\%$            | $0.245 \pm 0.003$ | $0.245 \pm 0.002$ | $0.162 \pm 0.059$ |
| $5\%$            | $0.219 \pm 0.049$ | $0.207 \pm 0.057$ | $0.161 \pm 0.055$ |

the higher the noise is correlated, the more precise the IPF can adapt to the click track. The type of noise seems to have a stronger impact than the amount. Compared to the linear changes shown in Figure 7, all $r$ are rather small. $\Delta \Phi$ is significantly higher than the theoretical value of 0.125. Nevertheless, $\Delta \tau$ is small. Thus, this algorithm is still capable of real-time musical application as discussed in Section 3.3.1.

As stated above, the tempo is more or less continuously modulated for musical expression during a musical performance. Compared to the minor unintended imperfections discussed above, those (relatively strong) modulations are perceived more distinctively and, according to Repp (2005) are more predictable. Michon (1967) states that due to this predictability, it is possible to follow detectable and regular perturbations, like slow sinusoidal changes. This should also be true for the IPF, as it was already capable of following predictable linear changes in Section 3.2.2.

Examples of the IPF synchronizing to sinusoidal modulation are shown in Figure 9. Slow modulation frequencies, shown in Figure 9 a) and b), can be followed by the IPF very reliable. It is remarkable that the fluctuation of the IPF’s tempo in a) and b) looks very similar, even though the amplitude in a) is six times higher. In a) the overall shape of the sine is slightly distorted. This is due to the large amplitude, as the sine is defined relying on the beats and not time in seconds.

As the frequency is increased in Figure 9 c) and d), the error of the IPF is increased, too. Further, the impact of the amplitude is increased. In c), large amplitudes, and thus changes in tempo, cannot be followed by the IPF anymore. The IPF seems to converge to a limit cycle close to the infimum of the click track. In d), the amplitude is significantly smaller. Here, the IPF can follow the tempo changes and adapts to the click track closer and closer.

For a comprehensive investigation of a sinusoidal click track, the amplitude $\hat{A}$ and the frequency $f$ must be varied systematically. A click track is created, which consists of 49 eighth notes. Then, considering the Nyquist–Shannon sampling theorem, the smallest period $T = 1/f$ can be two eighth notes, and there is no limit for the longest $T$. According to van Noorden and Moelants (1999), the tempo should be varied between 75 and 150 bpm to stay in a range preferred by most people. This can be achieved by oscillating with an amplitude between zero and 36 bpm around 113 bpm.

The results of the systematic parameter variation are shown in Figure 10. For smaller
Figure 9: IPF adapting to a sinusoidally modulated click track: the upper line (a) and (b)) shows a modulation period of 32 eighth notes, and the lower line (c) and d)) shows a modulation period of 8 eighth notes. On the left (a) and c)), the amplitude is 36 bpm, and on the right (b) and d)) 6 bpm, both centered around 113 bpm. Blue lines refer to the tempo of the click track. Red lines correspond to the tempo of the IPF. The single crosses represent single beats. Audio examples of these four cases can be found at (Linke et al., 2021b)

periodicities, a clear proportionality can be observed: The longer $T$, the larger $\hat{A}$ can be chosen. $T$ larger than nine eighth notes do not show significant differences anymore. Here $\Delta \tau$ is negligibly small, and $r > 0.99$. The only differences which can be observed are for $\Delta \Phi$. It is always $> 0.125$, but it decreases when $T$ and/or $A$ are increased.

3.3 Refining the IPF model

3.3.1 Expanding the IPF model in respect to phase differences

Observing the shown examples of the IPF synchronizing to a click track (Figures 2, 5, 8 and 9) shows, that there not only a difference in tempo of those two signals but also in phase. In general, the beats of the click track do not take place at the same point in time as the beats of the IPF (blue x do not coincide with red +). Further, the measured $\Delta \Phi$ show that those phase differences are not a multiple of the click tracks tempo. This must not be a big issue. In real-time applications, small phase differences (latency) are unavoidable due to analog-to-digital conversion and the calculation time of the IPF (even if this is usually very fast).

Further, phase differences always occur when synchronizing to an impulse train (even isochronous sequences), but they are corrected more easily and intuitively than tempo differences (Keller, 2007; Repp, 2001, 2005; Repp & Keller, 2004). Thus, they will not be a downside when using the IPF in a musical context, as here, not only the IPF adapts to a musician, but also a musician to the IPF.

Nevertheless, those phase differences can be compensated by slightly extending the IPF: According to the linear time-keeper model by Wing and Kristofferson (1973) the period $I_j$ between the $j^{th}$ beat of a musician (or the
IPF) and the preceding beat can be described as

\[ I_j = C_j - D_{j-1} + D_j, \quad (8) \]

where \( C_j \) is the period of a precise internal clock. \( D \) represents errors caused, e.g., by neuromuscular transmission lags or by movement time, where \( D_j \) refers to the error of the present beat and \( D_{j-1} \) of the last beat. Thus, the error of the present beat also depends on the error of the preceding beat. A performer realizes an error of a beat and corrects his next beat on this basis. This model has been applied to phase and periodicity synchronization in the past (e.g., Shaffer [1981], Thaut et al. [1998]), and the translation to the IPF is straightforward. The IPF model derived in Section 3.1 only describes the synchronization of the internal clock \( C_j \) to an external time-keeper (e.g., another musician or a metronome). Adding another reflection point \( \beta \) to the IPF represents the error of the motor system \( D_j \). According to Equation (2) the error of the preceding beat is inevitably considered due to the term \( \exp(g - g_-) \). Thus the extended formulation of the IPF is:

\[ g_+ = g - \ln \left( \frac{1}{\alpha} (g - \beta e^{g-g_-}) \right), \quad (9) \]

where \( \alpha \) refers to the time between two beats of the click track and \( \beta \) refers to the time difference between a beat of the click track and a beat of the IPF. According to Linke et al. [2019a], the IPF converges against \( g = \alpha + \beta \) and thus \( g \) represents the time between two beats of the IPF. If the tempo of the click track stays constant, \( \beta \) approximates to zero (which annuls \( \Delta \Phi \)), and thus, \( g \) approximates \( \alpha \) (click track and IPF share the same pace).

As \( g \) is the sum of \( \alpha \) and \( \beta \) the scaling function should consist of linear terms only. Nevertheless, \( \alpha_c \) should still relate to the max-
Figure 12: Several scenarios shown in Figures 2, 5, 8, and 9 applied to the extended IPF of Equation (9): a) step change from 120 to 100 bpm, b) linear change from 120 to 130 bpm, c) 5% Brownian noise added to a 120 bpm click track and d) sinusoidal modulation with a period length of 32 eight notes varied ± 6 bpm around 113 bpm. Blue lines refer to the tempo of the click track, red lines correspond to the tempo of the IPF. The single crosses represent single beats. Audio examples of these four cases can be found at (Linke et al., 2021b).

maximum tempo 300 bpm. This leads to a simplified version of Equation (6):

\[ g, \alpha, \beta = 5 \ast \tau_s, \quad (10) \]

where \( \tau_s \) relates to the period (in seconds) between two succeeding eighth notes. It is also worth noticing that here, \( \beta \) may become negative - a case not covered in literature yet. Nevertheless, surprisingly, this does not affect the stability of the IPF when the absolute value of \( \alpha \) remains sufficiently large, as shown in Figure 11.

Examples of different applications of the extended Equation (9) are shown in Figure 12. Comparison with Figures 2, 5, 8 and 9 shows an improvement for step changes (a)) where the transient seems to be somehow lowpass-filtered and afterwards all beats perfectly coincide. For linear and sinusoidal changes in tempo (b) and d)) the click track and the IPF are remarkably well-aligned. Even when noise is added (c)), the difference between IPF and click track seems to be reduced compared to Figure 8. Nevertheless, the difference is not as striking as in the other cases. This is reasonable, as if the tempo is constantly changing, the phase relation changes, too. Thus there is no constant fixed point to which the IPF can converge.

A first in-depth comparison is made, focussing on the perturbations caused by noise. Therefore the values of Table 1 are recalculated using Equation (9). The results are shown in Table 2. All values have been significantly improved: The correlations are higher (all \( \approx 0.95 \)), the tempo differences lower, and all \( \sigma \) are lower, too. No significant difference between the different types of noise can be recognized anymore. Sometimes even white noise shows better synchronization than the
Table 2: Table 1 recalculated using Equation (9)

|                  | white noise | pink noise   | Brownian noise |
|------------------|-------------|--------------|----------------|
| mean $\Delta \tau$ [%] | 0.5%        | 0.003 ± 0.389 | 0.003 ± 0.231  |
|                  | 2%          | 0.005 ± 2.253 | 0.008 ± 1.330  |
|                  | 5%          | 0.10 ± 6.13   | 0.01 ± 3.50    | −0.001 ± 1.916 |
| mean $r$         | 0.5%        | 0.97 ± 0.01   | 0.95 ± 0.01    | 0.94 ± 0.01    |
|                  | 2%          | 0.96 ± 0.01   | 0.95 ± 0.01    | 0.95 ± 0.01    |
|                  | 5%          | 0.95 ± 0.01   | 0.95 ± 0.01    | 0.95 ± 0.01    |
| mean $\Delta \Phi$ [4/4] | 0.5%        | 0.125 ± 0.001 | 0.125 ± 0.001  | 0.125 ± 0.001  |
|                  | 2%          | 0.125 ± 0.001 | 0.125 ± 0.001  | 0.125 ± 0.001  |
|                  | 5%          | 0.125 ± 0.001 | 0.124 ± 0.001  | 0.125 ± 0.002  |

other types. Remarkably, nearly all $\Delta \Phi = 1/8$, which is exactly the value we would expect, as the IPF always reacts an eighth note too late. Thus, the phases correction of the IPF seems to work, even if the tempo is not constant.

### 3.3.2 Polyrhythmic tempo detection

In some musical applications, it might be wanted that the IPF synchronizes to a broader range of tempos (not like shown in Figure 3) or that the bandwidth of possible tempos for the IPF is reduced to prevent large tempo changes. Both can be done by allowing polyrhythmic beats.

[Handel and Oshinsky (1981)] investigated how people tap along polyrhythmic patterns. Applying models of damped resonating oscillators to their data [van Noorden and Moe-lants (1999)] conclude that most people prefer tapping to sub-patterns with a frequency close to 120 bpm. The approach can be inverted and transferred to tempo detection of the IPF model. Not the actual tempo of the click track is taken into account, but a different tempo closer to 120 bpm, which builds up a regular polyrhythm to the click track. Therefore only minor changes need to be applied to the tempo detection method introduced in Section 3.1:

- First, appropriated polyrhythmic relations have to be chosen. Here, the ratios used by [Handel and Oshinsky (1981)] (2/3, 3/4, 2/5, 3/5, and 4/5) as well as their non-polyrhythmic counterparts (1/1, 1/2, 1/3, 1/4, and 1/5) are chosen, which corresponds to a Farey sequence of order 5 (see, e.g., [Haken et al. (1996), Ar-gyris, Faust, Haase, and Friedrichl (2015, pp. 515)).
- In Section 3.1 the tempo was investigated by calculating the time difference between two consecutive beats of the click track. Now, this difference is multiplied by each of the factors chosen above as well as their reciprocal.
- The result closest to 250 ms (which relates to eighth notes at 120 bpm) is chosen as the new tempo.
- This way, differences larger than a thirty-second note must no longer be ignored.

Combining this tempo detection with the most simple IPF model derived in Section 3.1 and determined by Equation (3), the IPF is capable of synchronizing in a polyrhythmic manner. Examples of different applications of the polyrhythmic tempo detection are shown in Figure 13. All Examples are related to four against five polyrhythms. In a) the click track suddenly jumps from 120 bpm to 140 bpm. Instead of following this increase (like the algorithm in Section 3.2 would have
Figure 13: Several scenarios shown in Figures 2, 5, 8, and 9 applied to polyrhythmic tempo detection: a) step change from 120 to 140 bpm, b) linear change from 100 to 120 bpm, c) 5% Brownian noise added to a 90 bpm click track and d) sinusoidal modulation with a period length of 32 eight notes varied ±6 bpm around 113 bpm. Blue lines refer to the tempo of the click track, red lines correspond to the tempo of the IPF. The single crosses represent single beats. Audio examples of these four cases can be found at (Linke et al., 2021b).

done), the IPF slows down to 112 bpm resulting in a 4/5 ratio. In b), the tempo of the click track is increased linearly from 100 bpm to 120 bpm. Here the IPF starts with a 4/5 ratio at 125 bpm and follows the increase of the click track with the same ratio. However, in contrast to Figure 5, the linear increase is a bit noisier. The prediction of the click tracks tempo changes does not work as well as in Figure 5 either. As soon as the click track reaches 110 bpm, the IPF starts to synchronize in a 1/1 ratio. Similar results can be seen in d). The IPF can still follow the sinusoidal fluctuations around 130 bpm, but when the click track drops below 110 bpm, the IPF tries to synchronize with a 4/5 ratio. As the settling time of the IPF is too long, the IPF follows a 4/5 ratio around 112.5 bpm. The IPF can follow perturbations caused by Brownian noise, but it seems to overreact in some cases.

The behavior of this tempo detection can be systematically investigated by applying different step changes in tempo, similar to Section 3.2.1. The results are shown in Figure 14. Focusing on b) one can see the different polyrhythmic ratios as discrete steps in the ratio of the different final tempos. The red line indicates that the click track and the IPF always synchronize. Further, a) shows that now the tempo range of the IPF is significantly reduced to 108 – 135 bpm and sudden steps in tempo occur when the polyrhythmic ratio is changed. The bandwidth of the IPF could be extended again if the number of possible polyrhythmic ratios is reduced. Further, the favorable 120 bpm in the tempo detection can be easily changed to any arbitrary value.
4 Discussion

Applying the IPF on the rhythmical synchronization of musicians is a straightforward modeling approach that leads to convincing results, even in the most simple form defined by Equation (3). Similar to humans, the IPF adapts to step changes in tempo after a short, chaotic transition and is capable of predicting regular changes in tempo and quickly adapts to them, like discussed in Sections 3.2.2 and 3.2.3. Applied to noisy signals, the IPF shows a mixture of those two behaviors. However, the required algorithm for tempo detection and the scaling of the system parameters can have a crucial impact on the results gained by the IPF.

It could be shown that the number of details in the simulation process and the related results can be easily adjusted by varying the number of reflection points $\beta_k$. Even though the results are convincing when using Equation (3), the improvements when adding $\beta$ in Section 3.3.1 are striking. Of course, in future work, this approach can be extended by adding further $\beta_k$. Here, two different strategies are conceivable. Similar to Section 3.3.1, further $\beta_k$ could represent the physiology of a musician, e.g., electrical impulses in the muscular system, the cochlear nerve, or the motor cortex. Alternatively, further $\beta_k$ could represent further musicians, e.g., when synchronizing to a chamber music ensemble or a symphony orchestra with its maestro. The only differences between these two strategies are the strengths and possible time dependencies of the single $\beta_k$.

As described in Section 3.3.1, more precise IPF models may not necessarily be an advantage for real-time applications. System latencies, such as analog-to-digital conversions, are usually unavoidable, and thus $\Delta \Phi$ cannot entirely be corrected. An alternative approach to increasing the IPF model’s performance is to consider theoretical findings, e.g., from music psychology. The utilization of this strategy has been shown in Section 3.3.2. However, Section 3.3.2 also shows that adding more theoretical assumptions restricts the free, chaotic, and self-organizing behavior of the IPF, which usually is one of the compelling advantages of this modeling technic. Thus the restrictions must be carefully balanced.

In this study, the IPF was judged by comparing it with the results of different tapping tests. According to Pikovsky et al. (2001), this a not a proper synchronization process, as the artificially generated click track does not
respond to the IPF. Thus, in future research, the coupling of the IPF to a human musician should be investigated, like the coupling between musicians, which, compared to tapping experiments, has not been investigated extensively in the past (see, e.g., [Hennig 2014, Keller [2007, Müller, Sänger, & Lindenberger 2013; Sogorski, Geisel, & Priesemann 2018]). Those studies should result in more complex synchronization scenarios.

 Besides a formal description and an in-depth analysis of the rhythmical synchronization process of a musician, the proposed IPF model can be used to replace drum machines and click tracks with more musical and creative solutions in live music and recording scenarios. By fine-tuning the modeling parameters, one can decide whether to model the realistic behavior of a human musician or to create novel, unfamiliar systems with a distinct, characteristic manner of rhythmical fluctuation and synchronization. Further, in future work, identification of drummers due to individual timing might also be possible using the presented system.
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