ADAPTIVE ALGORITHMS FOR RELATIVELY LIPSCHITZ CONTINUOUS CONVEX OPTIMIZATION PROBLEMS
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Abstract. Recently, there were proposed some innovative convex optimization concepts, namely, relative smoothness [3] and relative strong convexity [6, 8]. These approaches have significantly expanded the class of applicability of gradient-type methods with optimal estimates of the convergence rate. Later Yu. Nesterov and H. Lu [6, 8] introduced some modifications of the Mirror Descent method for convex minimization problems with the corresponding analogue of the Lipschitz condition (the so-called relative continuity or Lipschitz continuity). In this paper, we cover both the concept of relative smoothness and relative Lipschitz continuity and introduce some adaptive and universal methods which have optimal estimates of the convergence rate for the corresponding class of problems. We consider the relative boundedness condition for the variational inequality problem and propose some adaptive optimal methods for this class of problems. Some results of the conducted numerical experiments are presented, which demonstrate the effectiveness of the proposed methods.

1. Introduction

The recent dramatic growth of various branches of science has led to the necessity of the development of numerical optimization methods in spaces of large and extra-large dimensions. A special place in modern optimization theory is given to gradient methods. Recently, there was introduced a new direction for the research, associated with the development of gradient-type methods for optimization problems with relatively smooth [3] and relatively strongly convex [6] functions. Such methods are in high demand and urgent due to numerous theoretical and applied problems. For example, the D-optimal design problem turned out to be relatively smooth [6]. It is also
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quite interesting that in recent years there have appeared applications of these approaches (conditions of relative smoothness and strong convexity) to auxiliary problems for tensor methods for convex minimization problems of the second and higher orders \[9, 10\]. It is worth noting that tensor methods make it possible to obtain optimal estimates of the rate of convergence of high-order methods for convex optimization problems \[7\].

A few years ago there was introduced a generalization of the Lipschitz condition for nonsmooth problems, namely, relative Lipschitz continuity \[8, 11\]. The concept of relative Lipschitz continuity essentially generalizes the classical Lipschitz condition and covers quite important applied problems, including the problem of finding the common point of ellipsoids (IEP), as well as the support vector machine (SVM) for the binary classification problem.

The concepts of relative smoothness, relative Lipschitz continuity, and relative strong convexity made it possible to significantly expand the limits of applicability of gradient type methods while preserving the optimal convergence rate \(O(\frac{1}{\varepsilon^2})\) for relatively Lipschitz problems and \(O(\frac{1}{\varepsilon})\) for relatively smooth problems (\(\varepsilon\), as usual, denotes the accuracy of the solution for functional residual). The authors of \[5\] have shown that for the class of relatively smooth problems, such an estimate for the rate of convergence cannot be improved in the general case.

In this paper we consider the class of \((\alpha, L, \delta)\)-relatively smooth objective functions (see Definition 2.1), which covers both the concept of relative smoothness and relative Lipschitz continuity. Let \(Q\) be a closed convex subset of some finite-dimensional vector space. For the classical optimization problem

\[
(1.1) \quad \min_{x \in Q} f(x)
\]

we propose some analogues of the universal gradient method which automatically adjusts to the "degree of relative smoothness" of the \((\alpha, L, \delta)\)-relatively smooth problem (Sect. \[5\]). We also mention that the proposed algorithms are applicable to solve the problem of minimizing the relatively strongly convex functions, see \[15\] for more details.

In addition to the classical optimization problem, we consider the problem of solving Minty variational inequality with \((M-)\)relatively bounded operator. For a given relatively bounded and monotone operator \(g : Q \rightarrow \mathbb{R}^n\), we need to find a vector \(x^* \in Q\), such that

\[
(1.2) \quad \langle g(x), x^* - x \rangle \leq 0 \quad \forall x \in Q.
\]

Relative boundedness can be understood as an analogue of relative Lipschitz continuity for variational inequalities. It should be noted that the subgradient of a relatively Lipschitz continuous function satisfies the relative boundedness condition. This fact plays an important role in considering relatively Lipschitz continuous Lagrange saddle point problems and their reduction to corresponding variational inequalities with the relatively bounded operator. Recently, in \[12\] the authors proposed an adaptive version of the
Mirror Prox method (extragradient type method) for variational inequalities with a condition similar to relative smoothness. It should be noted that variational inequalities with relatively smooth operators are applicable to the resource sharing problem [2]. Also, in [16] there were introduced some non-adaptive switching subgradient algorithms for convex programming problems with relatively Lipschitz continuous functions. Recently, there was proposed a non-adaptive method for solving variational inequalities with the relatively bounded operator [17]. In this paper, we propose an adaptive algorithm for the corresponding class of problems.

The paper consists of the introduction and 6 main sections. In Sect. 2 we give some basic notations and definitions. In Sect. 3 we consider the Minty variational inequality with a relatively bounded operator and propose an adaptive algorithm for solving it. Sect. 4 is devoted to adaptive algorithms for relatively smooth optimization problems. In Sect. 5 we propose some universal algorithms for minimizing relatively smooth and relatively Lipschitz continuous functions. Sect. 6 is devoted to the numerical experiments which demonstrate the effectiveness of the proposed methods.

To sum it up, the contributions of the paper can be formulated as follows.

- We consider the variational inequality with the relatively bounded operator and propose some adaptive first-order methods to solve such a class of problems with optimal complexity estimates $O(\frac{1}{\varepsilon^2})$.
- We introduce adaptive and universal algorithms for minimizing relatively smooth and relatively Lipschitz continuous functions and provide their theoretical justification. The stopping criteria of the introduced adaptive algorithms are simple (which is especially important in terms of numerical experiments), but universal algorithms are guaranteed to be applicable to a wide class of problems. Our approach allows us to minimize the sum of relatively smooth and relatively Lipschitz continuous functions, even though such a sum does not satisfy neither relatively smoothness condition nor relatively Lipschitz one. Theoretical estimates of the proposed methods are optimal both for convex relatively Lipschitz minimization problems $O(\frac{1}{\varepsilon^2})$ and convex relatively smooth minimization problems $O(\frac{1}{\varepsilon^2})$.
- We provide the numerical experiments for the Intersection of Ellipsoids Problem (IEP) and the Lagrange saddle point problem for the Support Vector Machine (SVM) with inequality-type function constraints. We also, compare numerically, for (IEP), one of the proposed algorithms with the AdaMirr algorithm, which was recently proposed in [1]. The conducted experiments demonstrate that the proposed algorithms work better than AdaMirr and they can work faster than the obtained theoretical estimates in practice.
2. Basic definitions and notations

Let us give some basic definitions and notations concerning Bregman divergence and the prox structure, which will be used throughout the paper.

Let \((E, \| \cdot \|)\) be some normed finite-dimensional real vector space and \(E^*\) be its dual space with the norm
\[
\|y^*\|_* = \max \{ \langle y, x \rangle, \|x\| \leq 1 \},
\]
where \(\langle y, x \rangle\) is the value of the linear function \(y\) at \(x \in E\). Assume that \(Q \subset E\) is a closed convex set (for variational inequalities in Sect. 3 we consider a convex compact set \(Q \subset E\)).

Let \(d : Q \to \mathbb{R}\) be a distance-generating function (d.g.f) which is continuously differentiable and convex.

For all \(x, y \in Q \subset E\), we consider the corresponding Bregman divergence
\[
V(y, x) = d(y) - d(x) - \langle \nabla d(x), y - x \rangle.
\]

Now we introduce the following concept of \((\alpha, L, \delta)\)-relative smoothness which covers both the concept of relative smoothness and relative Lipschitz continuity. Further, we denote by \(\nabla f\) an arbitrary subgradient of \(f\).

**Definition 2.1.** Let us call a convex function \(f : Q \to \mathbb{R}\) \((\alpha, L, \delta)\)-relatively smooth for some \(\alpha \in [0; 1], L > 0\), and \(\delta > 0\), if the following inequalities hold
\[
\begin{aligned}
(2.1) & \quad f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + LV(y, x) + \alpha V(x, y) + \delta, \quad \forall x, y \in Q, \\
(2.2) & \quad \alpha (\langle \nabla f(x), y - x \rangle + LV(y, x) + \delta) \geq 0 \quad \forall x, y \in Q,
\end{aligned}
\]
for each subgradient \(\nabla f(x)\) of \(f(x)\).

It is obvious that for \(\alpha = 0, L > 0\), and \(\delta = 0\) one gets the well-known relative smoothness condition (often defined as \(L\)-relative smoothness, see \([3]\) for \(\delta = 0\) and \([12]\) for the case of \(\delta > 0\)). For \(\alpha = 1, L = \frac{2M^2}{\varepsilon}\), and \(\delta = \frac{\varepsilon}{4} > 0\), where \(\varepsilon\) is arbitrary, the inequalities (2.1) and (2.2) follow from the condition of the relative Lipschitz continuity (also known as relative continuity or \(M\)-relative Lipschitz continuity), proposed recently in \([8, 11]\).

**Definition 2.2.** Convex function \(f : Q \to \mathbb{R}\) is called \(M\)-relatively Lipschitz continuous for some \(M > 0\), if the following inequality holds
\[
\langle \nabla f(x), y - x \rangle + M \sqrt{2V(y, x)} \geq 0 \quad \forall x, y \in Q.
\]

Indeed, for each \(x, y \in Q\) we have
\[
\langle \nabla f(x), x - y \rangle \leq M \sqrt{2V(y, x)} = \frac{2M^2}{\varepsilon} V(y, x) + \frac{\varepsilon}{4}.
\]

Further,
\[
f(y) - f(x) \leq \langle \nabla f(y), y - x \rangle \leq M \sqrt{2V(x, y)} \leq \frac{2M^2}{\varepsilon} V(x, y) + \frac{\varepsilon}{4}
\]
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and

\[ f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{2M^2}{\varepsilon} V(y, x) + \frac{2M^2}{\varepsilon} V(x, y) + \frac{\varepsilon}{2}. \]

So, each relatively Lipschitz continuous function \( f \) satisfies (2.1) for large enough \( L > 0 \) and \( \delta > 0 \).

It is worth mentioning that the sum of the relatively smooth function \( f_1 \) and relatively Lipschitz continuous convex function \( f_2 \) satisfies the \((\alpha, L, \delta)\)-relative smoothness condition, if

\[ f_1(y) \geq f_1(x) - rV(y, x) - q \quad \forall x, y \in Q, \]

for some fixed \( r, q > 0 \), and the corresponding values \( \alpha, L, \delta > 0 \) (this assumption can be understood as limiting the fast growth of \( f_1 \) and takes place, for example, when a function defined on a bounded set is bounded from below). Generally, such a sum is neither relatively smooth nor relatively Lipschitz continuous function.

Let us note the following important fact, which obviously follows from Lemma 3.2 from [12] and plays a key role in first inequalities in the following proofs. According to this fact for each operator \( g : Q \to \mathbb{R}^n \)

\[ y = \arg \min_{x \in Q} \left\{ \langle g(z), x \rangle + \beta V(x, z) \right\}, \quad \beta \geq 0, z \in Q \]

we have

\[ \langle g(z), x \rangle + \beta V(x, z) \geq \langle g(z), y \rangle + \beta V(y, z) + \beta V(x, y), \quad \forall x, z \in Q. \]

3. ADAPTIVE METHOD FOR VARIATIONAL INEQUALITIES WITH RELATIVELY BOUNDED OPERATORS

In this section we consider the Minty variational inequality problem (1.2) with relatively bounded (3.1) and monotone (3.2) operator \( g \), i.e.

\[ \langle g(x), x - y \rangle \leq M \sqrt{2V(y, x)} \quad \forall x, y \in Q, \]

for some \( M > 0 \) and

\[ \langle g(y) - g(x), y - x \rangle \geq 0 \quad \forall x, y \in Q, \]

where \( Q \) is a convex compact set. In order to solve such a class of problems, we propose an adaptive algorithm, listed as Algorithm 1 below.

**Theorem 3.1.** Let \( g : Q \to \mathbb{R}^n \) be a relatively bounded and monotone operator, i.e. (3.1) and (3.2) hold, \( L_0 \leq \frac{2M^2}{\varepsilon} \). Then after the stopping of Algorithm 1, the following inequality holds

\[ \max_{x \in Q} \langle g(x), \hat{x} - x \rangle \leq \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \langle g(x), x_k - x \rangle \leq \varepsilon. \]

Moreover, the total number of iterations will not exceed \( N = \left\lceil \frac{4M^2R^2}{\varepsilon^2} \right\rceil \).
Algorithm 1 Adaptive Algorithm for Variational Inequalities with Relatively Bounded Operators.

Require: \( \varepsilon > 0, x_0 \in Q, L_0 > 0, R > 0 \) s.t. \( \max_{x \in Q} V(x, x_0) \leq R^2, k = 0. \)

1: Set \( k = k + 1, L_{k+1} = \frac{L_k^2}{2}. \)
2: Find \( x_{k+1} = \arg \min_{x \in Q} \{ \langle g(x_k), x \rangle + L_{k+1} V(x, x_k) \}. \)
3: if \( \frac{\varepsilon}{2} + \langle g(x_k), x_{k+1} - x_k \rangle + L_{k+1} V(x_{k+1}, x_k) \geq 0, \)
    then go to the next iteration (item 1).
4: else
    set \( L_{k+1} = 2L_{k+1}, \) and go to item 2.
5: end if
6: Stopping criterion

\[ S_N := \sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \geq \frac{2R^2}{\varepsilon}. \]

Ensure: \( \bar{x} = \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{x_{k+1}}{L_{k+1}}. \)

Proof. The proof is given in Appendix A.

Remark 3.2. Let us note, that defining

\[ \Delta_N := \frac{1}{S_N} \max_{x \in Q} \sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \langle g(x_k), x_k - x \rangle, \]

one can get that the convergence for the function’s residuals

\[ \min_{0 \leq k \leq N-1} f(x_k) - f^*, \]

for minimization problems with \( g(x) \), defined as \( g(x) = \nabla f(x) \), which also covers the primal-dual gap for saddle-point problems.

Let us consider the following modification of Algorithm 1 with adaptation both to the parameters \( L = \frac{M^2}{\varepsilon} \) and \( \delta = \frac{\varepsilon}{2} \).

Theorem 3.3. Let \( g : Q \rightarrow \mathbb{R}^n \) be a relatively bounded and monotone operator, i.e. (3.1) and (3.2) hold, \( L_0 \leq 2L = \frac{2M^2}{\varepsilon} \). Then after \( N \) steps of Algorithm 3 the following inequality holds

\[ \max_{x \in Q} \langle g(x), \bar{x} - x \rangle \leq \frac{R^2}{S_N} + \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{\delta_{k+1}}{L_{k+1}}. \]
Algorithm 2 Adaptation to Inexactness for Variational Inequalities with Relatively Bounded Operators.

**Require:** \( \varepsilon > 0, x_0 \in Q, L_0 > 0, \delta_0 > 0, R \) s.t. \( \max_{x \in Q} V(x, x_0) \leq R^2, k = 0 \).

1: Set \( k = k + 1, L_{k+1} = \frac{L_k}{2}, \delta_{k+1} = \frac{\delta_k}{2} \).
2: Find

\[
(3.3) \quad x_{k+1} = \arg\min_{x \in Q} \{ \langle g(x_k), x \rangle + L_{k+1}V(x, x_k) \}.
\]

3: if

\[
(3.4) \quad 0 \leq \langle g(x_k), x_{k+1} - x_k \rangle + L_{k+1}V(x_{k+1}, x_k) + \delta_{k+1},
\]

then go to the next iteration (item 1).
4: else

set \( L_{k+1} = 2 \cdot L_{k+1}, \delta_{k+1} = 2 \cdot \delta_{k+1} \) and go to item 2.
5: end if

**Ensure:** \( \hat{x} = \frac{1}{SN} \sum_{k=0}^{N-1} \frac{x_{k+1}}{L_{k+1}} \).

Moreover, if \( L_0 \leq 2L \) and \( \delta_0 \leq \varepsilon \), the auxiliary problem \((3.3)\) in Algorithm 2 is solved no more than \( 2N + \log_2 \frac{2L}{\delta_0} \) times.

**Proof.** The proof is given in Appendix B.

**Remark 3.4.** Note, that Remark \((3.2)\) also takes place for Theorem \((3.3)\).

**Remark 3.5.** The condition of the relative boundedness is essential only for justifying \((3.4)\). For \( L_{k+1} \geq L = \frac{M^2}{\varepsilon^2} \) and \( \delta_{k+1} \geq \frac{\varepsilon}{2} \), \((3.4)\) certainly holds. So, if \( L_0 \leq C_1 L \) for \( C = \max \left\{ C_1; \frac{\varepsilon}{\delta_0} \right\}, \), \( L_{k+1} \leq CL \) and \( \delta_{k+1} \leq \frac{C\varepsilon}{2} \forall k \geq 0 \). Thus, \( \max_{x \in Q} \langle g(x), \hat{x} - x \rangle \leq \varepsilon \) after \( N = O(\varepsilon^{-2}) \) iterations of Algorithm 2.

This fact, in essence, constitutes the optimality of the proposed method for the class of variational inequality problems with monotone \( M \)-relatively bounded operators.

4. **Adaptive Algorithms for Relatively Lipschitz Continuous Convex Optimization Problems**

Now we consider the classical optimization problem \((1.1)\) under the assumption of \( M \)-relative Lipschitz continuity of the objective function \( f \). For solving such a type of problems we propose two adaptive algorithms, listed as Algorithm 3 and Algorithm 4 below.
Algorithm 3 Adaptive Algorithm for Relatively Lipschitz Continuous Optimization Problems.

Require: $\varepsilon > 0$, $x_0 \in Q$, $L_0 > 0$, $R$ s.t. $V(x_*, x_0) \leq R^2$, $k = 0$.

1: Set $k = k + 1$, $L_{k+1} = \frac{L_k}{2}$.
2: Find $x_{k+1} = \arg\min_{x \in Q} \{\langle \nabla f(x_k), x \rangle + L_{k+1}V(x, x_k)\}$.

3: if
\[ 0 \leq \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1}V(x_{k+1}, x_k) + \frac{\varepsilon}{2}, \]
then go to the next iteration (item 1).
4: else
set $L_{k+1} = 2 \cdot L_{k+1}$ and go to item 2.

5: end if

6: Stopping criterion
\[ S_N = \sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \geq \frac{2R^2}{\varepsilon}. \]

Ensure: $\hat{x} = \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{x_{k+1}}{L_{k+1}}$.

Theorem 4.1. Let $f : Q \to \mathbb{R}$ be a convex and $M$-relatively Lipschitz continuous function, i.e. (2.1) and (2.2) take place with $\alpha = 1, \delta = \frac{\varepsilon}{2}, L = \frac{M^2}{\varepsilon}$. Then after the stopping of Algorithm 3, the following inequality holds $f(\hat{x}) - f(x_*) \leq \varepsilon$. Moreover, the total number of iterations will not exceed $N = \left\lfloor \frac{4M^2R^2}{\varepsilon^2} \right\rfloor$.

Proof. The proof is given in Appendix C.

Theorem 4.2. Let $f : Q \to \mathbb{R}$ be a convex and $M$-relatively Lipschitz continuous function, i.e. (2.1) and (2.2) take place with $\alpha = 1, \delta = \frac{\varepsilon}{2}, L = \frac{M}{\varepsilon}$. Then after $N$ steps of Algorithm 4, the following inequality holds
\[ f(\hat{x}) - f(x_*) \leq \frac{R^2}{S_N} \sum_{k=0}^{N-1} \delta_{k+1} + \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{\delta_{k+1}}{L_{k+1}}. \]

Proof. The proof is similar to the proof of Theorem 4.1 with $\frac{\varepsilon}{2} \to \delta_{k+1}$. □

The optimality of Algorithm 4 for the class of convex and $M$-relatively Lipschitz continuous problems can be proved similar to Remark 3.5.
Algorithm 4 Adaptation to Inexactness for Relatively Lipschitz Continuous Optimization Problems.

Require: $\varepsilon > 0, x_0 \in Q, L_0 > 0, \delta_0 > 0, R \text{ s.t. } V(x_0, x_0) \leq R^2, k = 0.$
1: Set $k = k + 1, L_{k+1} = \frac{L_k}{2}, \delta_{k+1} = \frac{\delta_k}{2}.$
2: Find

\[
(4.2) \quad x_{k+1} = \arg \min_{x \in Q} \{\langle \nabla f(x_k), x \rangle + L_{k+1}V(x, x_k)\}.
\]
3: if $0 \leq \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1}V(x_{k+1}, x_k) + \delta_{k+1},$

then go to the next iteration (item 1).
4: else

set $L_{k+1} = 2 \cdot L_{k+1}, \delta_{k+1} = 2 \cdot \delta_{k+1}$ and go to item 2.
5: end if

Ensure: $\hat{x} = \frac{1}{SN} \sum_{k=0}^{N-1} \frac{x_{k+1}}{L_{k+1}}.$

5. Universal Algorithms for Relatively Smooth and Relatively Lipschitz Continuous Convex Optimization Problems

In this section, we introduce some analogues of Algorithms\[\text{3}\] and \[\text{4}\] which adjust to the "degree of relative smoothness" of the considered $(\alpha, L, \delta)$-relatively smooth problem. This approach allows the construction of adaptive gradient-type methods that are applicable to both relatively Lipschitz continuous and relatively smooth problems with optimal complexity estimates.

Theorem 5.1. Let $f : Q \rightarrow \mathbb{R}$ be a convex and $(\alpha, L, \delta)$-relatively smooth function, i.e. (2.1), (2.2) hold. Then after $N$ iterations of Algorithm 5 the following inequality holds

\[
f(\hat{x}) - f(x_\star) \leq \frac{R^2}{SN} + \frac{1}{SN} \sum_{k=0}^{N-1} \frac{\delta_{k+1}}{L_{k+1}},
\]

where $SN = \sum_{k=0}^{N-1} \frac{1}{L_{k+1}}.$ Note that for $L_0 \leq 2L$ and $\delta_0 \leq 2\delta$ the auxiliary problem (5.1) in Algorithm 5 is solved no more than $2N + \log_2 \frac{2L}{L_0}$ times.

Proof. The proof is given in Appendix D. \[\square\]

The optimality of Algorithm 5 for the class of convex and $M$-relatively Lipschitz continuous problems can be proved similar to Remark 3.5. The optimal rate of convergence $O(\varepsilon^{-1})$ for the class of $L$-relatively smooth problems also takes place for Algorithm 5. For more details see the conclusion.
Algorithm 5 Universal Method for Relatively Smooth and Relatively Lipschitz Continuous Convex Optimization Problems with Adaptation to Inexactness.

Require: $\varepsilon > 0, x_0 \in Q, L_0 > 0, \delta_0 > 0, R$ s.t. $V(x_*, x_0) \leq R^2, k = 0$.

1: Set $k = k + 1, L_{k+1} = \frac{L_k}{2}, \delta_{k+1} = \frac{\delta_k}{2}$.

2: Find

$$
(5.1) \quad x_{k+1} = \arg \min_{x \in Q} \{\langle \nabla f(x_k), x \rangle + L_{k+1} V(x, x_k)\}.
$$

3: If $f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1} (V(x_{k+1}, x_k) + V(x_k, x_{k+1})) + \delta_{k+1}$,

then go to the next iteration (item 1).

4: else

set $L_{k+1} = 2 \cdot L_{k+1}, \delta_{k+1} = 2 \cdot \delta_{k+1}$ and go to item 2.

5: end if

Ensure: $\bar{x} = \frac{1}{SN} \sum_{k=0}^{N-1} \frac{x_{k+1}}{L_{k+1}}$.

Proof. The proof is given in Appendix E. $\square$

Remark 5.3. It is worth noting that, generally speaking, for Algorithms 3–6 it is acceptable to use the following output point

$$
\bar{x} = \arg \min_{i \in \{0, \ldots, N+1\}} f(x_i).
$$
Algorithm 6 Universal Method for Relatively Smooth and Relatively Lipschitz Continuous Convex Optimization Problems.

Require: $\varepsilon > 0, x_0 \in Q, L_0 > 0, R$ s.t. $V(x, x_0) \leq R^2, k = 0$.
1: Set $k = k + 1, L_{k+1} = \frac{L_k}{2}$.
2: Find
   
   $x_{k+1} = \arg\min_{x \in Q} \{\langle \nabla f(x_k), x \rangle + L_{k+1}V(x, x_k)\}$.
3: If
   
   $f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1}(V(x_{k+1}, x_k)V(x_k, x_{k+1})) + \frac{3\varepsilon}{4}^4$,
   
   then go to the next iteration (item 1).
4: else
   set $L_{k+1} = 2 \cdot L_{k+1}$ and go to item 2.
5: end if
6: Stopping criterion

$S_N := \sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \geq \frac{4R^2}{\varepsilon}$.

Ensure: $\hat{x} = \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{x_{k+1}}{L_{k+1}}$.

At the same time for various applied problems, such a modification can both improve and degrade the practical quality of the algorithms.

6. Numerical Experiments

In this section, in order to demonstrate the performance of the proposed Algorithms, we firstly consider some numerical experiments concerning the Intersection of Ellipsoids Problem (IEP). Secondly, we compare the proposed Algorithm 4 with AdaMirr algorithm, which was recently proposed in [1]. We also, consider some numerical experiments concerning the Support Vector Machine (SVM) [8, 13].

All experiments were implemented in Python 3.4, on a computer fitted with Intel(R) Core(TM) i7-8550U CPU @ 1.80GHz, 4 Core(s), 8 Logical Processor(s). The RAM of the computer is 8 GB.

6.1. The Intersection of Ellipsoids Problem (IEP). For the Intersection of Ellipsoids Problem, supposing, that the intersection is nonempty, we compute a point $x \in \mathbb{R}^n$ in the intersection of $m$ ellipsoids, i.e.

$x \in \mathcal{E} = \mathcal{E}_1 \cap \mathcal{E}_2 \cap \ldots \cap \mathcal{E}_m$. 
where $\mathcal{E}_i = \{ x \in \mathbb{R}^n : \frac{1}{2} x^T A_i x + b_i^T x + c_i \leq 0 \}$, $A_i \in \mathbb{R}^{n \times n}$ is a given symmetric positive semi-definite matrix, $b_i \in \mathbb{R}^n$, $c_i \in \mathbb{R}$ are given, for every $i = 1, \ldots, m$. We note that the Intersection of Ellipsoids Problem is equivalent to the following unconstrained optimization problem

$$
(6.1) \quad \min_{x \in \mathbb{R}^n} \left\{ f(x) := \max_{1 \leq i \leq m} \left[ \frac{1}{2} x^T A_i x + b_i^T x + c_i \right] \right\}.
$$

The objective function $f$ in (6.1) is both non-differentiable and non-Lipschitz [8]. So the traditional first-order methods are not applicable to such types of problems. We will demonstrate, how the proposed Algorithm 4 can be applied to solve such a problem (here we take more attention to the Algorithm 4 because it works better than Algorithms 3 and 5, see Fig. 2).

Let $\sigma := \max_{1 \leq i \leq m} \| A_i \|_2^2$ where $\| A_i \|_2$ is the spectral norm of $A_i$,

$$
\rho := \max_{1 \leq i \leq m} \| A_i b_i \|_2 \text{ and } \gamma := \max_{1 \leq i \leq m} \| b_i \|_2^2.
$$

We run Algorithm 4 with the following prox function

$$
(6.2) \quad d(x) := a_2^2 \| x \|_2^2 + a_1 \| x \|_2^3 + \frac{a_0}{2} \| x \|_2^2,
$$

where $a_0 = \gamma$, $a_1 = \rho$, $a_2 = \sigma$ (see [8] for more details). The objective function $f$ (6.1) is $1$-relatively Lipschitz continuous with respect to the prox function $d(\cdot)$, defined in (6.2) [8]. The Bregman divergence $V(\cdot, \cdot)$ for the corresponding prox function $d(\cdot)$ is defined as follows

$$
(6.3) \quad V(y, x) = a_0 V_{d_0}(y, x) + a_1 V_{d_1}(y, x) + a_2 V_{d_2}(y, x),
$$

where $d_i(x) = \frac{1}{i+2} \| x \|_2^{i+2}$ ($i = 0, 1, 2$), and

$$
V_{d_i}(y, x) = \frac{1}{i+2} \left( \| y \|_2^{i+2} + (i + 1) \| x \|_2^{i+2} - (i + 2) \| x \|_2^{i+2} \right) (i = 0, 1, 2).
$$

Note that each iteration of Algorithm 4 requires the capability to solve the subproblem (4.2), which is equivalent to the following linearized problem

$$
(6.4) \quad x_{k+1} = \arg \min_{x \in \mathbb{R}^n} \{ \langle c_k, x \rangle + d(x) \},
$$

where $c_k = \frac{1}{t_{k+1}} \nabla f(x_k) - \nabla d(x_k)$ and $d(x)$ is given in (6.2). The solution of the problem (6.4) can be found explicitly

$$
x_{k+1} = -\theta_k c_k,
$$

for some $\theta_k \geq 0$, where $\theta_k$ is a positive real root of the following cubic equation

$$
\gamma \theta + \rho \| c_k \|_2 \theta^2 + \sigma \| c_k \|_2^2 \theta^3 - 1 = 0.
$$

We run Algorithm 4 with different values of $n$ and prox-function (6.2) and the starting point $x_0 = (0.2, \ldots, 0.2) \in \mathbb{R}^n$ and not in $\mathcal{E}$. The matrices $A_i$, for every $i = 1, \ldots, m$, are diagonal matrices with entries chosen randomly from the uniform distribution over $(0, 1)$, the vectors $b_i$ and the constants $c_i$, are also chosen randomly from a normal (Gaussian) distribution with mean (center) equaling 0 and standard deviation (width) equaling 0.1. We
generated the random data 5 times and averaged the results of algorithms that we received each time, such that the $0 \in \mathbb{R}^n \in \mathcal{E}$. We considered $L_0 = \frac{\|\nabla f(1,0,...,0) - \nabla f(0,1,0,...,0)\|_2}{\sqrt{2}}$, $\delta_0 = 0.5$, and $R^2 = \frac{3\sigma}{T} \|x_0\|_2^3 + \frac{2\rho}{T} \|x_0\|_2^3 + \frac{\gamma}{T} \|x_0\|_2^2$ (see the proof of the Proposition 5.4 in [8]).

The results of the work of Algorithm 4 for IEP are presented in Fig 1 below. These results demonstrate the running time of the algorithm in seconds as a function of the number of iterations, and the quality of the solution "Estimate", which is in fact the right side of inequality (4.3).

We note that the quality of the solution of the problem, which is produced by Algorithm 4, grows sharply at the beginning of the work of the algorithm for $k = 100$ to 10 000. We improve the quality of the initial solution by two orders of magnitude on average. Nevertheless, the rate of convergence significantly decreases when the number of iterations goes from $k = 15000$ to 100 000.

**Figure 1.** The results of Algorithm 4 for IEP with different values of $n$ and $m = 10$.

**Figure 2.** The results of Algorithms 3, 5 and 4 for IEP with $n = 1000$ and $m = 10$. 
6.2. **Comparison with AdaMirr.** Recently in [1], there was proposed an adaptive first-order method, called AdaMirr, in order to solve the relatively continuous and relatively smooth optimization problems. AdaMirr briefly can be stated as

\[ x_{k+1} = \arg \min_{x \in \mathcal{Q}} \{ -\gamma_k \nabla f(x_k), x_k - x \} + V(x, x_k) \], \quad k = 1, 2, \ldots.

with \( \gamma_k \) defined as

\[ \gamma_k = \frac{1}{\sqrt{\sum_{s=0}^{k-1} \delta_s^2}} \quad \text{with} \quad \delta_s^2 = \frac{V(x_s, x_{s+1}) + V(x_{s+1}, x_s)}{\gamma_s^2}, \quad k = 1, 2, \ldots. \]

and \( \delta_0 = \sqrt{V(x_0, x_1) + V(x_1, x_0)} \). In [1], it was proved that for \( M \)-relatively Lipschitz continuous convex function, then after \( N \) steps of AdaMirr, the following inequality holds

\[
(6.5) \quad f(\bar{x}_N) - f^* \leq \frac{\sqrt{2} M \left[ D_1 + \frac{8 M^2}{\delta_0^2} + 2 \ln \left( 1 + \frac{2 M^2 N}{\delta_0^2} \right) \right]}{\sqrt{N}} + \frac{3 \sqrt{2} M + \frac{4 M^2}{\delta_0^2}}{N},
\]

where \( \bar{x}_N = \frac{1}{N} \sum_{k=1}^{N} x_k \) and \( D_1 = V(x_1, x_1) \).

In this subsection, we compare the proposed Algorithm 4 with AdaMirr, for the Intersection of Ellipsoids Problem (see Subsec. 6.1). We run the compared algorithms for the same parameters and setting as in the Subsec. 6.1. The results of the comparison are presented in Fig. 3 which illustrates the value of the objective function at the output point of each algorithm, the estimates of the quality of the solution for Algorithm 4 (see the right side of inequality (4.3)) and AdaMirr (see the right side of inequality (6.5)) and the running time of algorithms in seconds.

From the results in Fig. 3 we can see that the proposed Algorithm 4 works better than AdaMirr, except for the running time, where AdaMirr works faster because, in the proposed Algorithm 4, there is an adaptive procedure for the Lipschitz continuity parameter, which needs more time. Note that AdaMirr does not converge to the solution of the problem for all taken iterations from 100 to \( 10^4 \).

![Figure 3](image-url)
6.3. Support Vector Machine (SVM) and Inequality-Type Function Constraints. The Support Vector Machine (SVM) is an important supervised learning model for binary classification problem [13]. The SVM optimization problem can be formulated as follows

\[
\min_{x \in Q} \left\{ f(x) := \left( \frac{1}{n} \sum_{i=1}^{n} \max\{0, 1 - y_i x^\top w_i\} \right) + \frac{\tau}{2} \|x\|^2 \right\},
\]

where \(w_i\) is the input feature vector of sample \(i\) and \(y_i \in \{-1, 1\}\) is the label of sample \(i\), \(\tau > 0\) is the regularization parameter, and \(Q\) is a compact convex set. The objective function in (6.6) is non-differentiable and because of the existence of the \(\ell_2\)-norm regularization the value of the Lipschitz constant of such a function can be extremely large. Thus, we cannot always directly use typical subgradient or gradient schemes to solve the problem (6.6). The problem of constrained (inequality-type constraints) minimization of convex functions attracts widespread interest in many areas of modern large-scale optimization and its applications [4, 14]. Therefore, we demonstrate the performance of the proposed Algorithm 1 for such class of problems. We consider an example of the Lagrange saddle point problem induced by the function \(f\) in the problem (6.6), with some inequality-type function constraints. This problem has the following form

\[
\min_{x \in Q} \left\{ f(x) \left| \varphi_p(x) := \sum_{i=1}^{n} \alpha_{pi} x_i^2 - \beta_p \leq 0 , \ p = 1, \ldots, m \right\} \right.,
\]

where \(\alpha_{pi} > 0, \beta_p \in \mathbb{R}, \forall i = 1, \ldots, n\) and \(\forall p = 1, \ldots, m\). The corresponding Lagrange saddle point problem is defined as follows

\[
\min_{x \in \hat{Q}} \max_{\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)^\top \in \hat{Q} \subset \mathbb{R}^m_+} \left\{ L(x, \lambda) := f(x) + \sum_{p=1}^{m} \lambda_p \varphi_p(x) \right\},
\]

where \(\hat{Q}\) is a compact convex set. This problem is equivalent to the variational inequality with the following monotone bounded operator

\[
G(x, \lambda) = \begin{pmatrix} \nabla f(x) + \sum_{p=1}^{m} \lambda_p \nabla \varphi_p(x), \\ (-\varphi_1(x), -\varphi_2(x), \ldots, -\varphi_m(x))^\top \end{pmatrix},
\]

where \(\nabla f\) and \(\nabla \varphi_p\) are subgradients of \(f\) and \(\varphi_p\).

We run Algorithm 1 with the following prox function

\[
d(x, \lambda) := a_0 \frac{\|x\|^2}{4} + a_1 \frac{\|x\|^2}{3} + a_2 \frac{\|x\|^2}{2} + \frac{\tau}{2} \|\lambda\|^2_2 , \quad \forall x \in \mathbb{R}^n, \lambda \in \mathbb{R}^m_+
\]

with

\[
a_0 = \frac{1}{n} \sum_{i=1}^{n} \|w_i\|^2_2, \quad a_1 = \frac{2\tau}{n} \sum_{i=1}^{n} \|w_i\|_2, \quad a_2 = \tau^2,
\]
and the following Bregman divergence

\[(6.9) \quad V_{\text{new}} \left( (y, \lambda), (x, \lambda') \right) = V(y, x) + \frac{1}{2} \| \lambda - \lambda' \|^2,\]

for every \(x, y \in \mathbb{R}^n\), \(\lambda, \lambda' \in \mathbb{R}^n_+\), where \(V(y, x)\) is given in \(6.3\) with coefficients defined in \(6.8\). We consider the ball \(\mathcal{Q} \subset \mathbb{R}^n\) at the center \(0 \in \mathbb{R}^n\) and the radius \(r = \min \left\{ \frac{1}{\alpha^n} \sum_{i=1}^{n} \| w_i \|_2, \sqrt{\frac{3}{\beta}} \right\}\) (see \(8\)). We take the initial point \((x_0, \lambda_0) \in \mathbb{R}^n+\), with all coordinates equaling 0.01. The coefficients \(\alpha_{\beta} p_i\) in \(6.7\), and the vectors \(w_i\) for \(i = 1, \ldots, n\) are chosen randomly from the uniform distribution over \([0, 1]\), and \(\beta_p = r (\forall p = 1, \ldots, m)\). We also consider \(\mathcal{Q} = \{ \lambda \in \mathbb{R}^n_+ : \| \lambda \|_2 \leq r \} \), \(L_0 = \frac{\| G((1,0,\ldots,0) - G((0,1,0,\ldots,0),0) \|_2}{\sqrt{2}}\), where \(0 \in \mathbb{R}^m\), \(\delta_0 = 0.5\), and \(\tau = 0.5\) in \(6.6\). In order to estimate the parameter \(R\), for the Bregman divergence \(6.9\), we have (see \(8\))

\[V_{\text{new}} \left( (x, \lambda), (x_0, \lambda_0) \right) \leq \frac{a_2}{4} \| x - x_0 \|^2 \left( \| x + x_0 \|^2 + 2 \| x_0 \|^2 \right) + \frac{a_1}{3} \| x - x_0 \|^2 \left( \| x \|^2 + 2 \| x_0 \|^2 \right) + \frac{a_0}{2} \| x - x_0 \|^2 + \frac{1}{2} \| \lambda - \lambda_0 \|^2.\]

Therefore in \(Q := \mathcal{Q} \times \mathcal{Q}\), we have

\[V_{\text{new}} \left( (x, \lambda), (x_0, \lambda_0) \right) \leq (r + \| x_0 \|^2) \left[ \frac{a_2}{4} \left( r^2 + 2r \| x_0 \|^2 + 3 \| x_0 \|^2 \right) + \frac{a_1}{3} \left( r^2 + 2 \| x_0 \|^2 \right) + \frac{a_0}{2} \right] + \frac{1}{2} (r + \| \lambda_0 \|^2)^2 := v.\]

Thus we can take \(R = \sqrt{v}\). In each iteration of Algorithm 1, solving the sub-problem \((2)\), for the problem \((6.7)\), will be automatically (not explicitly as was for IEP in the previous subsections).

The results of the work of Algorithm 1 for \(n = 25, m = 5\), are presented in Fig. 4 These results demonstrate the number of the iterations of Algorithm 1 as a function of \(\varepsilon \in \{i^{-1}, i = 2, 4, 8, 12, 16, 20\}\). As it is known, for the variational inequality with a non-smooth operator, the theoretical complexity estimate \(O \left( \varepsilon^{-2} \right)\) is optimal. But experimentally we can see from Fig. 4 that, the proposed Algorithm 1, has iteration complexity nearly to \(O \left( \varepsilon^{-1} \right)\), which is an optimal estimate for the problems with smooth operators.

**Conclusions**

In this paper, we considered \((\alpha, L, \delta)\)-relatively smooth optimization problems which provide for the possibility of minimizing both relatively smooth and relatively Lipschitz continuous functions. For such a type of problems, we introduced some adaptive and universal methods with optimal estimates
of the convergence rate. We also considered the problem of solving the variational inequality with a relatively bounded operator. Finally, we presented the results of numerical experiments for the considered algorithms.

The authors are very grateful to Dmitry Pasechnyuk for fruitful discussions. Also, the authors are very grateful to the unknown reviewers for their extremely valuable comments.
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Appendix A. The proof of Theorem 3.1

Proof. Due to (2), (2.3) and (2.3), for each \( x \in Q \), we have
\[
\langle g(x_k), x_{k+1} - x \rangle \leq L_{k+1} V(x, x_k) - L_{k+1} V(x_{k+1}, x_k).
\]
Thus, taking into account (3) and monotonicity of \( g \), we get
\[
L_{k+1} V(x, x_k) - L_{k+1} V(x_{k+1}, x_k) \geq \langle g(x), x_{k+1} - x \rangle - \langle g(x), x_{k+1} - x_k \rangle - \varepsilon / 2
\]
whence we obtain that
\[
(6.10) \quad \langle g(x), x_k - x \rangle \leq L_{k+1} V(x, x_k) - L_{k+1} V(x_{k+1}, x_k) + \varepsilon / 2, \quad \forall x \in Q.
\]

Taking summation over both sides of (6.10), we have
\[
\sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \langle g(x), x_k - x \rangle \leq V(x, x_0) + \sum_{k=0}^{N-1} \frac{\varepsilon}{2L_{k+1}}, \quad \forall x \in Q,
\]
which leads to
\[
\langle g(x), \hat{x} - x \rangle \leq \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \langle g(x), x_k - x \rangle \leq \frac{R^2}{S_N} + \frac{\varepsilon}{2},
\]
and
\[
\max_{x \in Q} \langle g(x), \hat{x} - x \rangle \leq \frac{R^2}{S_N} + \frac{\varepsilon}{2}.
\]

As operator \( g \) is relatively bounded, i.e.
\[
\langle g(x), x - y \rangle \leq M \sqrt{2V(y, x)} \leq \frac{M^2 V(y, x)}{\varepsilon} + \frac{\varepsilon}{2}, \quad \forall \varepsilon > 0,
\]
the stopping criterion of Algorithm 1 is guaranteed to be satisfied for \( L_{k+1} \geq \frac{M^2}{\varepsilon} \). Since the exit from the iteration will certainly happen for \( L_{k+1} \leq \frac{2M^2}{\varepsilon} \), we have
\[
\frac{R^2}{S_N} \leq \frac{2M^2 R^2}{\varepsilon N}.
\]
Thus, the total number of iterations of Algorithm 1 will not exceed
\[
N = \left\lceil \frac{4M^2 R^2}{\varepsilon^2} \right\rceil.
\]
\[\square\]
Appendix B. The proof of Theorem 3.3

Proof. The proof of (3.5) is similar to the proof of Theorem 3.1, with \( \varepsilon = \frac{1}{2} \). Let us assume that on the \((k + 1)\)-th iteration \((k = 0, 1, \ldots, N - 1)\) of the Algorithm 2, the auxiliary problem (3.3) is solved \( i_{k+1} \) times. Then
\[
2^{i_{k+1} - 2} = \frac{L_{k+1}}{L_k} = \frac{\delta_{k+1}}{\delta_k},
\]
since at the beginning of each iteration the parameters \( L_k, \delta_k \) are divided by 2. Therefore,
\[
\sum_{k=0}^{N-1} i_{k+1} = 2N + \log_2 \frac{L_N}{L_0}, \quad \log_2 \frac{L_N}{L_0} = \log_2 \frac{\delta_N}{\delta_0}.
\]
It is clear that at least one of the inequalities \( L_N \leq 2L, \delta_N \leq 2\delta \) holds, which ends the proof of the theorem. \( \square \)

Appendix C. The proof of Theorem 4.1

Proof. Let us use the reasoning in the proof of Theorem 3.1 for \( g(x) = \nabla f(x) \). Taking into account (2.3), for any \( x \in Q \), we have,
\[
\langle \nabla f(x_k), x_{k+1} - x \rangle \leq L_{k+1} V(x, x_k) - L_{k+1} V(x, x_{k+1}) - L_{k+1} V(x_{k+1}, x_k).
\]
Thus, taking into account (4.1), we get
\[
L_{k+1} V(x, x_k) - L_{k+1} V(x, x_{k+1}) \geq \langle \nabla f(x_k), x_{k+1} - x \rangle + L_{k+1} V(x_{k+1}, x_k)
\]
\[
= \langle \nabla f(x_k), x_{k+1} - x \rangle + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1} V(x_{k+1}, x_k) - \langle \nabla f(x_k), x_{k+1} - x \rangle
\]
\[
\geq \langle \nabla f(x_k), x_{k+1} - x \rangle - \langle \nabla f(x_k), x_{k+1} - x_k \rangle - \varepsilon
\]
\[
= \langle \nabla f(x_k), x_k - x \rangle - \frac{\varepsilon}{2}.
\]
So, we have
\[
(6.11) \quad \langle \nabla f(x_k), x_k - x \rangle \leq L_{k+1} V(x, x_k) - L_{k+1} V(x, x_{k+1}) + \frac{\varepsilon}{2}, \quad \forall x \in Q.
\]
Taking summation over both sides of (6.11), we obtain
\[
\sum_{k=0}^{N-1} \frac{1}{L_{k+1}} \langle \nabla f(x_k), x_k - x \rangle \leq V(x, x_0) + \sum_{k=0}^{N-1} \frac{\varepsilon}{2 L_{k+1}}, \quad \forall x \in Q.
\]
Further, in view of the inequality
\[
\langle \nabla f(x_k), x_k - x \rangle \geq f(x_k) - f(x),
\]
we have
\[
\sum_{k=0}^{N-1} \frac{1}{L_{k+1}} (f(x_k) - f(x)) \leq V(x, x_0) + \sum_{k=0}^{N-1} \frac{\varepsilon}{2 L_{k+1}}.
\]
Moreover, since $f$ is convex, the following inequality holds

\[
\sum_{k=0}^{N-1} \frac{1}{L_{k+1}} f(x_k) \geq S_N f(\bar{x}),
\]

where $S_N = \sum_{k=0}^{N-1} \frac{1}{L_{k+1}}$. Then

\[
(6.12) \quad \sum_{k=0}^{N-1} \frac{1}{L_{k+1}} (f(x_k) - f(x)) \leq V(x, x_0) + \frac{\varepsilon}{2} S_N.
\]

Since $V(x, x_0) \leq R^2$, we obtain, for $x = x_*$ in (6.12), that

\[
f(\bar{x}) - f(x_*) \leq \frac{R^2}{S_N} + \frac{\varepsilon}{2}.
\]

\[\square\]

**Appendix D. The proof of Theorem 5.1**

**Proof.** 1) Taking into account the standard minimum condition for the subproblem (5.1) and (2.3), we have

\[
\langle \nabla f(x_k) + L_{k+1} \nabla x=x_{k+1}, V(x, x_k), x - x_k \rangle \geq 0, \quad \forall x \in Q.
\]

After the completion of the $k$-th iteration ($k = 0, 1, \ldots$) of the Algorithm 5, the following inequalities hold

\[
\langle \nabla f(x_k), x_{k+1} - x \rangle \leq L_{k+1} V(x, x_k) - L_{k+1} V(x, x_{k+1}) - L_{k+1} V(x_{k+1}, x_k),
\]

and

\[
f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1} V(x, x_k) - L_{k+1} V(x, x_{k+1}) + \delta_{k+1}.
\]

Therefore,

\[
f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x - x_k \rangle + L_{k+1} V(x, x_k) - L_{k+1} V(x, x_{k+1}) + \delta_{k+1}.
\]

Further, taking into account the inequality $f(x_k) + \langle \nabla f(x_k), x - x_k \rangle \leq f(x)$, for $x = x_*$, we obtain

\[
f(x_{k+1}) - f(x_*) \leq L_{k+1} V(x_*, x_k) - L_{k+1} V(x_*, x_{k+1}) + \delta_{k+1},
\]

whence, after summation, in view of the convexity of $f$, we have

\[
f(\bar{x}) - f(x_*) \leq \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{f(x_{k+1})}{L_{k+1}} - f(x_*) \leq \frac{V(x_*, x_0)}{S_N} + \frac{1}{S_N} \sum_{k=0}^{N-1} \frac{\delta_{k+1}}{L_{k+1}}.
\]

2) Since $f$ satisfies (2.1) and (2.2), for sufficiently large $L_{k+1}$ and $\delta_{k+1}$ the iteration exit criterion will certainly be satisfied. According to (2.1), for some fixed $L > 0$ and $\delta > 0$, the following inequality holds

\[
f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + LV(y, x) + \alpha LV(x, y) + \delta, \quad \forall x, y \in Q.
\]
Therefore, for $L_{k+1} \geq L$ and taking into account (5.1) we obtain

$$f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1}(V(x_{k+1}, x_k) + \alpha V(x_k, x_{k+1})) + \delta$$

whence

$$\alpha f(x_{k+1}) \leq \alpha f(x_k) - L_{k+1}\alpha(1 - \alpha)V(x_k, x_{k+1}) + \alpha\delta.$$  

Now, in view of (2.1) and taking into account $1 - \alpha \geq 0$, the following inequality holds

$$(1 - \alpha)f(x_{k+1}) \leq (1 - \alpha)f(x_k) + (1 - \alpha)\langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1}(1 - \alpha)V(x_{k+1}, x_k) + \alpha V(x_k, x_{k+1})) + (1 - \alpha)\delta$$

and for $\alpha = 0$ we have

$$f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1}V(x_{k+1}, x_k) + \delta.$$  

Taking into account (2.2) for $\alpha > 0$, after summing the inequalities (6.13) and (6.14), we have

$$f(x_{k+1}) \leq f(x_k) + (1 - \alpha)\langle \nabla f(x_k), x_{k+1} - x_k \rangle + L_{k+1}(1 - \alpha)V(x_{k+1}, x_k) + \delta$$

i.e. (6.15) holds for each $\alpha \in [0; 1]$. It means that the iteration exit criterion of the Algorithm 5 will certainly be satisfied for $L_{k+1} \geq L$ and $\delta_{k+1} \geq \delta$.

3) Let us assume that on the $(k+1)$-th iteration ($k = 0, 1, \ldots, N - 1$) of the Algorithm 5 the auxiliary problem (5.1) is solved $i_{k+1}$ times. Then

$$2^{i_{k+1} - 2} = \frac{L_{k+1}}{L_k} = \frac{\delta_{k+1}}{\delta_k},$$

since at the beginning of each iteration the parameters $L_k, \delta_k$ are divided by 2. Therefore,

$$\sum_{k=0}^{N-1} i_{k+1} = 2N + \log_2 \frac{L_N}{L_0}, \quad \log_2 \frac{L_N}{L_0} = \log_2 \frac{\delta_N}{\delta_0}.$$  

It is clear that at least one of the inequalities $L_N \leq 2L, \delta_N \leq 2\delta$ holds, which ends the proof. \qed
Appendix E. The proof of Theorem 5.2

Proof. 1) Analogously with i.1) of the Theorem’s 5.1 proof, we have

\[ f(\tilde{x}) - f(x_*) \leq \frac{1}{SN} \sum_{k=0}^{N-1} \frac{f(x_{k+1})}{L_{k+1}} - f(x_*) \leq \frac{V(x_*, x_0)}{SN} + \frac{3\varepsilon}{4}. \]

2) Analogously with i.2) of the Theorem’s 5.1 proof, we conclude that for each \((\alpha, L, \delta)\)-relatively smooth function \(f\) the criterion for the exit from the iteration is certainly fulfilled for \(L_{k+1} \geq L\).

3) Due to (6.16) for each \(k \geq 0\) we have

\[ f(\tilde{x}) - f(x_*) \leq \frac{R^2}{SN} + \frac{3\varepsilon}{4}. \]

So, for each \((\alpha, L, \delta)\)-relatively smooth function \(f\) the exit from the iteration will certainly happen for \(L_{k+1} \leq 2L\), whence

\[ S_N \geq \frac{N}{2L} \quad \text{and} \quad \frac{R^2}{SN} \leq \frac{2LR^2}{N}. \]

If we require the condition \(\frac{2LR^2}{N} \leq \frac{\varepsilon}{4}\), we have that \(f(\tilde{x}) - f(x_*) \leq \varepsilon\) certainly holds for

\[ N \geq \frac{8LR^2}{\varepsilon}. \]

If we require that \(f\) is a \(\left(1, \frac{2M^2}{\varepsilon}, \frac{\varepsilon}{2}\right)\)-relatively smooth function, we have that

\[ N \geq \frac{8LR^2}{\varepsilon} = \frac{16M^2R^2}{\varepsilon^2}. \]

Note, that if \(f\) is relatively Lipschitz continuous function then \(f\) is a \(\left(1, \frac{2M^2}{\varepsilon}, \frac{\varepsilon}{2}\right)\)-relatively smooth function. Indeed, we have

\[ f(y) - f(x) \leq \langle \nabla f(y), y - x \rangle \leq M\sqrt{2V(x, y)}, \]

i.e.

\[ f(y) \leq f(x) + M\sqrt{2V(x, y)}, \]

and

\[ \langle \nabla f(x), x - y \rangle \leq M\sqrt{2V(y, x)}. \]

After summing inequalities (6.17) and (6.18), we get, that the following inequalities hold for any \(x, y \in Q\):

\[ f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + M \left(\sqrt{2V(y, x)} + \sqrt{2V(x, y)}\right) \]

\[ \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{2M^2}{\varepsilon} \left(V(y, x) + V(x, y)\right) + \frac{\varepsilon}{2}. \]

\(\square\)
