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Abstract
Climate impact studies often require climate data at a higher space–time resolution than is available from global and regional climate models. Weather generator (WG) models, generally designed for mesoscale applications (e.g., 10³–10⁵ km²), are popular and widely used tools to downscale climate data to finer resolution. One advantage of using WGs is their ability to generate the necessary climate variables for impact studies in data sparse regions. In this study, we evaluate the ability of a previously established state of the art WG (the AWE-GEN-2d model) to perform in data sparse regions that are beyond the mesoscale, using the Zambezi River basin (10⁶ km²) in southeast Africa as a case study. The AWE-GEN-2d model was calibrated using data from satellite retrievals and climate re-analysis products in place of the absent observational data. An 8-km climate ensemble at hourly resolution, covering the period of 1976–2099 (present climate and RCP4.5 emission scenario from 2020), was then simulated. Using the simulated 30-member ensemble, climate indices for both present and future climates were computed. The high-resolution climate indices allow detailed analysis of the effects of climate change on different areas within the basin. For example, the southwestern area of the basin is predicted to experience the greatest change due to increased temperature, while the southeastern area was found to be already so hot that is less affected (e.g., the number of ‘very hot days’ per year increase by 18 and 9 days, respectively). Rainfall intensities are found to increase most in the eastern areas of the basin (1 mm·d⁻¹) in comparison to the western region (0.3 mm·d⁻¹). As demonstrated in this study, AWE-GEN-2d can be calibrated successfully using data from satellite reanalysis products in the absence of ground station data and can be applied at larger scales than the mesoscale.
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1 | INTRODUCTION

Anthropogenic activities are altering climate conditions (Huber and Knutti, 2012), triggering consequences such as changes of the hydrological cycle and hence water resources at global, regional, and local scales (Kundzewicz et al., 2008; Wu et al., 2013). Models of different complexity can be used to explore and quantify the hydrological alterations; for example future changes in the streamflow of small catchments (Peleg et al., 2015) or large river systems (Fatichi et al., 2015), flow in urban environments (Willems et al., 2012), modification of floods (Hirabayashi et al., 2013), changes in water availability (Immerzeel et al., 2010) and changes in hydropower operation decisions (Anghileri et al., 2018) have all been analysed using a range of approaches to simulate climate change scenarios.

In general, hydrological models require climatic inputs at a range of spatial and temporal resolutions, from $10^{-3}$ to $10^2$ km and minutes to years, depending on the structure of the hydrological model that is used (e.g., lumped or distributed model, process based or conceptual model), as well on size and complexity of the catchment (e.g., topographic variability, rural vs. urban catchment) (Bloschl and Sivapalan, 1995; Cristiano et al., 2017). In absence of better information, large catchments, in the order of $10^4$–$10^6$ km$^2$, can be modelled using climate inputs at $10^2$ km and daily to monthly resolution to estimate hydrological fluxes and storages, such as runoff (Christensen and Lettenmaier, 2007). The recent improvements of distributed hydrological models (Fatichi et al., 2016b) and access to computational resources, however, raised the demand for climate input data at higher space–time resolutions. Recent studies have demonstrated the improvement in hydrological simulations when using climate data at the fine resolution of $10^3$–$10^4$ km and hourly to daily scale to reproduce the hydrology over large catchments (Chen et al., 2017; Mateo et al., 2017).

Concurrently, the use of hydrological models to explore how the water cycle is responding to climate change requires climate variables that are derived from climate models, such as General Circulation Models (GCMs) or Regional Climate Models (RCMs) (Xu, 1999a; Christensen et al., 2004). Due to the typically coarse spatial resolution and temporal archiving of the output from GCMs (10$^2$ km and daily/monthly) and RCMs (10$^1$ km and daily), a downscaling procedure is often applied to increase the resolution of the data and match the requirements for the inputs of hydrological model used for impact analyses (e.g., Burlando and Rosso, 2002). Downscaling approaches can be generally divided into three categories: dynamical, statistical, and stochastic (Xu, 1999b; Fowler et al., 2007; Maraun et al., 2010; Peleg et al., 2019). The stochastic approach has been popular among hydrologists, as it is relatively efficient in terms of computational demands and does not require advanced statistical knowledge or computational capabilities to allow a direct computation of the stochastic climate uncertainty (Burlando and Rosso, 1991; Fatichi et al., 2013; Bordoy and Burlando, 2014; Glenis et al., 2015; Peleg et al., 2019). Stochastic uncertainty, also called internal or natural climate variability, originates from the chaotic nature of the climate system (Deser et al., 2012). Its relative contribution to the total uncertainty in climate change projections can be significant and it is often the largest source of uncertainty for precipitation. However, its importance depends both on the spatial and temporal scales and on the period of interest (Hawkins and Sutton, 2011; Fatichi et al., 2016a; Giuntoli et al., 2018).

Stochastic downscaling is often performed using weather generator (WG) models in hydrological impact studies (e.g., Fatichi et al., 2015; Peleg et al., 2015; Chen et al., 2016; Camici et al., 2017; Singer and Michaelides, 2017; Sorup et al., 2018). WGs simulate time series of multiple climate variables either for a given location (Semonev and Barrow, 1997; Fowler et al., 2005; Kilsby et al., 2007; Fatichi et al., 2011), multiple locations (Keller et al., 2015) or over gridded domains (Peleg et al., 2017) while preserving the observed statistics and internal space–time correlations between the variables. WGs can be used to simulate time series of climate variables for a future period by re-parameterizing the model to follow the changes in climate statistics that are derived from GCMs or RCMs (e.g., Burlando and Rosso, 1991; Fatichi et al., 2011, 2013; Peleg et al., 2019). In such a way, climate model statistics are implicitly downscaled locally.

In addition to the uses of WGs described above, WG models are also useful to infill missing climatic data and generate coherent climate time series for data sparse regions (Wilby and Yu, 2013; Camberlin et al., 2014; Wilby et al., 2014). One powerful advantage in applying WG in ungauged basins is that the necessary climate variables for hydrological studies can be generated for the period of interest and at the required space–time resolution starting from an originally coarser (in space and time) information. These are often taken from remote sensing and climate re-analysis products, which are assumed to be the best (and often only) alternative to ground station measurements when the latter are not available.
The scope of this study is to evaluate how a previously established stochastic downscaling methodology that makes use of state-of-the-art, distributed WGs performs in large and data-sparse regions. This is particularly challenging because gridded WGs are designed for mesoscale applications (e.g., $10^1$–$10^5 \text{ km}^2$) and are typically trained using a wealth of ground and radar observations. In this study, we used the recently developed Advanced WEather GENerator for 2-dimensional grid model (AWE-GEN-2d, Peleg et al., 2017, 2019). Its applicability to a large and data-poor region is demonstrated by calibrating it for the Zambezi River Basin (ZRB), a large catchment in Africa with some sparse climate station data at the daily scale (e.g., Gumindoga et al., 2019), yet with poor coverage of climate data at the sub-daily scale (hourly). Climate indices of rainfall and temperature for the present (1976–2005) and future (2020–2099) climates, as well as the stochastic uncertainty of the predictions, were computed using the AWE-GEN-2d model outputs. A successful outcome of using the WG model for downscaling climate variables over large and data-sparse regions can increase the benefits and enlarge the usefulness of WG applications. This is the case because reanalysis products and climate models are increasingly available at the global scale and can be used to downscale climate change signals from large scales to fine space–time resolutions, that is, at $10^3 \text{ km}$ and sub-daily scales for large regions around the world, where detailed climate observations—at these scales—are lacking.

2 STUDY AREA

The ZRB (Figure 1) is the fourth largest basin of Africa with an area of about 1.4 million km$^2$, and elevation that ranges from approximately 2,500 m to sea level. The basin is located in southeast Africa and its waters are shared by eight riparian states (Angola, Botswana, Malawi, Mozambique, Namibia, Tanzania, Zambia, and Zimbabwe), with almost 40 million inhabitants living within the catchment.

The Zambezi River covers roughly 2,600 km from its source at the heart of the mainland before reaching its delta at the coast of the Indian Ocean. Seasonal flood-plains and swamps are dominant in the western part of the basin, inundating large areas ($10^3 \text{ km}^2$). The basin includes several large lakes and artificial reservoirs for hydropower generation, including Lake Malawi (northeastern part of the basin, 30,000 km$^2$), Lake Kariba (5,500 km$^2$) and Lake Cahora Bassa (2,700 km$^2$). Mean annual rainfall varies between 1,500 mm in the north-eastern part of the basin to 500 mm in the south (Figure 2). Average annual temperatures range between 26°C in the southeastern areas of the basin and 18°C in the north-east and northwest areas of the basin. About 8% of the rainfall contributes to the river runoff and the remaining 92% is lost via evapotranspiration (Kling et al., 2014). The dry season (July to August) is mild and dry, while the wet season (November to March) is wet and hot.

![Digital elevation model and river network of the Zambezi River basin](image)
A long record of observations of climate variables, in the order of 30 years, is recommended to calibrate and validate weather generator models (Fatichi et al., 2013; Kim and Ivanov, 2015; Peleg et al., 2017). In this case study, AWE-GEN-2d was set to simulate the climate variables at sub-daily resolution; hence, sub-daily observations are required. In addition, AWE-GEN-2d is used to simulate the climate variables over a 10 km grid. In such a case, multiple climate ground stations, with inter-distance in the order of 10–100 km, would be the ideal data for a satisfactory validation of the model. While multiple climate stations are present in the ZRB (e.g., Cohen Liechti et al., 2012; Thiemig et al., 2012; Gumindoga et al., 2019), only a few of them are archiving climate variables at sub-daily resolution. Moreover, the data is often not accessible, and has variable quality and record length. Therefore, we consider the ZRB to be a data sparse region.

To overcome this issue of lack of densely distributed sub-daily station observations, alternative climate products were used. We targeted freely accessible climate data to calibrate and validate the weather generator. Data were obtained from climate reanalysis and remote sensing products that fulfilled the required space–time resolution of the model. The weather generator was validated using independent sets of climate data, obtained from gridded climate products, station measurements, and information extracted from the scientific literature. Projections of the future climate were based on regional climate models. The data sources for both the present and future climates are described in the following sections.

### 3.1 Present climate data

Gridded rainfall data were obtained from the CMORPH (Joyce et al., 2004) product. CMORPH rainfall estimates were investigated in the literature and compared against rain-gauge measurements and another reconstructed product, and then were assumed to represent various rainfall characteristics over the ZRB (Cohen Liechti et al., 2012; Thiemig et al., 2012; Awange et al., 2016; Gumindoga et al., 2019) and surrounding areas (Sahlu et al., 2017). CMORPH was preferred when compared to other remote sensing and climate reanalysis products due to its relatively high space–time resolution (8-km and 30 min) that is required to calibrate the weather generator. We used a recently released bias-corrected version of CMORPH (Xie et al., 2017), for which data is available for the period 1998–2017. To the best of our knowledge, this bias-corrected version of CMORPH was not yet evaluated over Africa. A simple comparison between annual rainfall interpolated based on rain-gauges (Figure 2a, following Gumindoga et al., 2019) and the newly CMORPH product (Figure 2b) showed that the bias-corrected CMORPH product underestimates the annual rainfall by about 60 mm/y when averaged over the catchment. This is an improvement in comparison to the precedent
uncorrected CMORPH product for which Thiemig et al. (2012) reported an overestimation of 235 mm·y$^{-1}$.

We note, however, that: (a) the interpolated annual rainfall corresponds to a different period (gauged data span between 1998 and 2010, with many gaps, see Guminzoga et al., 2019) than the CMORPH data, thus possibly affecting the above comparison; and (b) interpolating ground measurements using different techniques may lead to different rainfall maps compared to the annual rainfall map presented by Thiemig et al. (2012).

Data for all the other climate variables that are required for the calibration of the weather generator, namely near-surface (at 2 m) air temperature, near-surface relative humidity, wind speed at 850 hPa, shortwave global radiation and total cloud cover, were obtained from the MERRA-2 climate reanalysis product (Gelaro et al., 2017). This product was chosen due to its frequent temporal resolution and relatively high spatial cover (grid size is approximately 50 km × 66 km and temporal resolution is 1 hr). The lack of ground data challenges the evaluation of the accuracy of the MERRA-2 products. Draper et al. (2018) compared the 2-m air temperature from the MERRA-2 with CRU data at the global scale. For the stations thereby included, they reported, over most of the ZRB area, no bias between the two products for maximum, minimum and diurnal temperature range, and a negative bias of up to 2°C for the eastern area of the basin. The accuracy of the shortwave radiation variable from the MERRA-2 product over Africa was recently evaluated against four ground stations in Ethiopia by Stettz et al. (2019), who reported a good agreement between the climate reanalysis data and the observed data. Miao et al. (2019) compared the cloud cover of MERRA-2 with Cloud-Sat/CALIPSO data, showing that the MERRA-2 underestimates the cloud cover for the ZRB region by a maximum of 10%. Torralba et al. (2017) compared the wind speed trends from MERRA-2 and JRA-55 climate reanalysis products, concluding that the two products yield similar trends, thus suggesting MERRA-2 to be a good data source to evaluate the wind speed at 850 hPa. Overall, the MERRA-2 reanalysis product is thus likely to provide robust data for calibration of the WG, compensating the lack of ground measurements over the ZRB domain. MERRA-2 is available on the same period of the CMORPH data (1998–2017).

Data from multiple independent sources were used for validating the model. Near-surface air temperature (simply temperature from hereafter), incoming global radiation and relative humidity were validated using gridded climate products from the WorldClim (Fick and Hijmans, 2017), Global Solar Atlas (World Bank, 2017) and Biosphere Atlas (New et al., 1999). Additionally, at the point scale, meteorological data were obtained from ground stations reported in the Global Historical Climatology Network (GHCN, Menne et al., 2012), scientific reports (Dörner, 2013; Suri et al., 2014; Kapumpu, 2015) and published articles (McGregor and Nieuwolt, 1998; Shahin, 2006).

### 3.2 Regional climate models

Future climate trajectories were obtained using an ensemble of 22 RCMs (Table 1) from the Africa-CORDEX initiative (Giorgi et al., 2009; Mariotti et al., 2011; Nikulin et al., 2012). The chosen RCMs have daily temporal resolution and spatial resolution of about 50 km (0.44°). Past studies demonstrated the ability of using an ensemble multi-model mean approach (as done in this study, see Section 4.2) to reliably project future changes in rainfall

| RCM     | GCM          | #1 | #2 | #3 | #4 | #5 |
|---------|--------------|----|----|----|----|----|
| CCLM4-8-17 | CNRM-CM5 | x  | x  | x  | x  |    |
|         | EC-earth     | x  | x  | x  |    |    |
|         | HadGEM2-ES  | x  | x  |    |    |    |
|         | MPI-ESM-LR  | x  | x  | x  |    |    |
| CRCM5   | CanESM2     | x  | x  |    |    |    |
|         | MPI-ESM-LR  | x  |    |    |    |    |
| HIRHAM5 | EC-earth     | x  | x  |    |    |    |
|         | NorESM1-M   | x  |    |    |    |    |
| RACMO22T | EC-earth    | x  | x  | x  |    |    |
|         | HadGEM2-ES  | x  | x  |    |    |    |
| RCA4    | CanESM2     | x  |    |    |    |    |
|         | CNRM-CM5    | x  | x  | x  | x  |    |
|         | CSIRO-Mk3-6-0 | x |    |    |    |    |
|         | EC-earth     | x  | x  | x  |    |    |
|         | GFDL-ESM2M  | x  |    |    |    |    |
|         | HadGEM2-ES  | x  |    |    |    |    |
|         | IPSL-CM5A-MR |    |    |    |    |    |
|         | MIROC5      | x  |    |    |    |    |
|         | MPI-ESM-LR  | x  | x  | x  |    |    |
|         | NorESM1-M   |    |    |    |    |    |
| REMO2009 | EC-earth    | x  | x  |    |    |    |
|         | MPI-ESM-LR  | x  | x  |    |    |    |

**Note:** Climate models used in previous studies, which are discussed in Section 3.2, are marked with an ‘x’: #1 Onyutha et al. (2019); #2 Gibba et al. (2019); #3 Warnatzsch and Reay (2019); #4 Luhunga et al. (2016); #5 Haensler et al. (2013).
and temperature over central and east Africa domains. Nikulin et al. (2012) compared the annual cycle from 10 RCMs (overlapping RCMs to the ones used in this work are indicated in Table 1) with rainfall data emerging from various satellites and climate reanalysis products, concluding that there is a good agreement between the observed and the simulated multi-model mean rainfall. Endris et al. (2013) used the same RCMs as Nikulin et al. (2012) to show that the simulated rainfall multi-model mean adequately represents the rainfall climatology over east Africa. Haensler et al. (2013) used a multi-model mean approach to estimate the changes in annual rainfall over central Africa based on an ensemble composed of RCMs from the Africa-CORDEX and GCMs. They found a low bias (5%) between the ensemble estimates and the observed rainfall over most of the domain, with a small area (over north Zambia) exhibiting higher bias up to a maximum of 20%. The RCMs were evaluated to minimum and maximum temperature and rainfall over Tanzania (Luhungu et al., 2016) using data from ground stations. It was found that the RCMs capture the annual cycle of minimum and maximum temperature as well as mean annual rainfall well. Van Vooren et al. (2019) reported that the simulated multi-model mean rainfall overestimates ground observations and climate reanalysis data over Ethiopia. They concluded that the overestimation is a result of orography effect over high mountainous region that is not properly simulated by the CORDEX models, however, we note that the topography of the ZRB is less significant in comparison to the area studied by Van Vooren et al. (2019). The ability of the RCMs to reproduce extreme rainfall was examined by Gibba et al. (2019), who concluded that the multi-model mean produces rainfall magnitude within the range of the observations over Africa domain. Warnatzsch and Reay (2019) evaluated the ability of the RCMs to reproduce the climate in Malawi. They concluded that while the multi-model mean can be used to estimate future changes in temperature, there is a need to improve the representation of rainfall in the climate models, as RCMs simulated outputs were considerably divergent from the observations. Onyutha et al. (2019) also indicated that rainfall emerging from Africa-CORDEX multi-model mean should be treated with care, as they found biases in the rainfall magnitudes over the Lake Victoria basin. However, they concluded that the RCMs had enough skill to be used in the context of studying changes in climate.

In this demonstrative study, only the RCP4.5 emission scenario, characterized by a moderate increase in global temperature and greenhouse gas concentration (Meinshausen et al., 2011), is considered. RCP4.5 is chosen as an intermediate case between the extreme emission scenario (RCP8.5) and the desirable emission scenario (RCP2.6) targeted by the ‘Paris agreement’ in 2015 (Sanderson et al., 2016), which seems, however, unlikely to be achieved (Millar et al., 2017; Raftery et al., 2017).

4 | METHODS

4.1 | The AWE-GEN-2d model

The AWE-GEN-2d model (Peleg et al., 2017) is a stochastic weather generator that can be used to downscale ensembles of gridded climate variables at high spatial (sub-kilometre) and temporal (sub-daily) resolutions. The model is parameterized to simulate the key climate variables that are needed for hydrological, agricultural, and ecological applications for the present climate using a combination of stochastic and physically-based methods and can be re-parameterized using information obtained from climate models to simulate climate variables representative of future periods. A detailed description of the model and the calibration process is presented by Peleg et al. (2017), whereas the methodology to re-parameterise it for future climate simulation is described by Peleg et al. (2019).

AWE-GEN-2d was used in this study to simulate a downscaled ensemble of rainfall, temperature, cloud cover, shortwave radiation, relative humidity and near-surface wind speed for the ZRB. The model was first calibrated using CMORPH (for rainfall) and MERRA-2 (for all other climate variables) products and subsequently used to simulate climate variables at hourly and 8-km resolution for the period of 1976–2005, as presented and discussed in Section 5.1. The AWE-GEN-2d model was then re-parameterized, as explained in the following sections, to simulate the period of 2020–2099. To assess the natural (stochastic) climate uncertainty in the present and future periods (Peleg et al., 2019), an ensemble consisting of 30 realizations was simulated. For the present climate, for example, the control period, the ensemble consists of 30 realizations of 30 years each, corresponding to the period of 1976–2005. For the future, each realization is representative of a stochastic climate trajectory (2020–2099) originated from the multi-model mean of climate change signals derived from the RCM ensemble.

4.2 | Factors of change

AWE-GEN-2d was re-parameterized using the “factors of change” (FC) approach according to a quite established methodology (Burlando and Rosso, 1991; Kilby et al., 2007;
Anandhi et al., 2011; Faticchi et al., 2011, 2013; Bordoy and Burlando, 2014; Peres and Cancelliere, 2018; Peleg et al., 2019). This approach considers the changes in the long-term mean of climate variables and accounts for their seasonality. FC are computed as the ratio or arithmetic difference (depending on the climate variable) between statistics of climate variables from a realization corresponding to the future and one of the historical period, both obtained from a climate model (RCM or GCM). FC can be applied to modify statistics at finer temporal scales than the scale of the original climate model with considerations about scale dependency, which may be non-trivial for higher order statistics (Faticchi et al., 2011; Bordoy and Burlando, 2014). Here, FC are computed at the daily scale and applied to the weather generator at an hourly scale following Peleg et al. (2019).

FC were computed for the mean change in rainfall and temperature for 7 overlapping periods of 30 years each, covering the future climate from 2010 until the end of the century (i.e., 2010–2039, 2020–2049, ..., 2070–2099). The FC were computed on a seasonal basis, considering the months December–January–February (DJF), March–April–May (MAM), June–July–August (JJA) and September–October–November (SON).
(DJF), March–April–May (MAM), June–July–August (JJA) and September–October–November (SON). Note that FC for rainfall means were not derived for the dry season (JJA) because rainfall is consistently close to zero during this period and even large percentage change would reflect in only few mm of differences. The FC were computed first for each of the RCMs individually (examples for the FC of mean rainfall and temperature are given in Figures S1 and S2, respectively). The climate model uncertainty (Deser et al., 2012), emerged from the spread of FC computed with the different climate models, and it seems to contribute significantly to the total uncertainty in climate for this region (Figure S3). AWE-GEN-2d can be used to estimate both the stochastic (natural) uncertainty and climate model uncertainty (see Peleg et al., 2019) by running multiple simulations of the future climate. In this case, accounting for the climate model variability and the natural (stochastic) uncertainty would require performing 22 climate models × 80 years × 30 realizations. However, we limited the number of simulations to 80 years × 30 realizations by using a multi-model mean simulation approach, because this allows to fit the purpose of the paper, while limiting the data output to a reasonable amount but still delivering meaningful results for the mean change in climate. This approach required computing the multi-model mean FC over the ZRB for each of the periods and seasons (Figure 3). A bi-linear interpolation was used to rescale the FC from the original 50-km resolution of the climate models to 8-km resolution of the weather generator, similarly to Peleg et al. (2019). The FC show an increase in the spatial heterogeneities of both rainfall (Figure 3a) and temperature (Figure 3b) toward the end of the century and during the warmer season (SON), with no notable shifts in rainfall seasonality predicted by the climate models.

### 4.3 Changes to the rainfall spatial structure

Changes in climate are expected to affect the rainfall spatial patterns and structure, especially in a domain as large as the ZRB. The changes in statistics describing the rainfall field at a given time cannot be directly computed from the RCMs due to the relatively coarse spatial and temporal resolution of the climate models. In recent studies, Wasko et al. (2016), Lochbihler et al. (2017) and Peleg et al. (2018) have demonstrated that there is a relation between increasing temperature and changes in rainfall area properties. Here, we computed the scaling relationship between temperature and two key spatial properties of the rainfall: wet area ratio (the number of wet grid cells divided by the total number of grid cells for each time step) and the rainfall spatial coefficient of variation (the rainfall standard deviation divided by the rainfall mean for each time step). Paschalis et al. (2013) and Peleg et al. (2020) explain in details the effects of these two parameters on the rainfall spatial structure. These rainfall properties, obtained from the CMORPH data, were regressed with temperature data, obtained from the MERRA-2 reanalysis, using a linear fit on a logarithmic scale as suggested by Peleg et al. (2018). The results of the rainfall properties scaling with temperature are presented in Figure 4. After excluding the grid cells above or close to surface water bodies, which are known to be biased in the CMORPH product (Tian and Peters-Lidard, 2010), the computed regression coefficients of each grid cell were averaged over the basin. We found that the wet area ratio increases at a rate of 1.06% °C⁻¹ and that the rainfall spatial coefficient of variation increases at a rate of 1% °C⁻¹. These parameters were modified in the AWE-GEN-2d simulations assuming that the scaling laws derived in the present climate will hold true in the future.

**FIGURE 4** Scaling of rainfall wet area ratio (a) and rainfall spatial coefficient of variation (b) with temperature in each 8 × 8 km² grid cell in the present climate.
climate with higher mean temperature as computed with the FC (Figure 3b).

4.4 | Climate indices

A number of climate indices for the rainfall and temperature were analysed, as listed in Table 2. We focus on two 30-year periods representing the present climate (1976–2005) and the end of the century climate (2070–2099). First, we computed the mean value for each of the analysed climate indices from each realization (consisting of a 30-year period). Then, we extracted statistics out of ensemble, that is, the mean of the mean was computed for the 30 realizations of 30 years both for the present and future periods (see also Peleg et al., 2019). Additionally, the 5-95th percentile range, representing the stochastic climate uncertainty was computed from the ensemble (i.e., the 5-95th percentile of the 30 mean values).

5 | RESULTS

5.1 | Present climate

The simulated climate variables were first evaluated for their spatial distribution at the annual scale. The

### Table 2  List of climate indices

| Abbreviation | Definition | Unit | Figure |
|--------------|------------|------|--------|
| TXx          | Hottest day of the year: Annual maximum of daily $T_{\max}$ | $^\circ$C | 7 |
| TNn          | Coldest night of the year: Annual minimum of daily $T_{\min}$ | $^\circ$C | 7 |
| TXx          | Warmest night of the year: Annual maximum of daily $T_{\min}$ | $^\circ$C | 7 |
| TXn          | Coldest day of the year: Annual minimum of daily $T_{\max}$ | $^\circ$C | 7 |
| TXx7d        | The hottest week of the year: Maximum 7-day mean of daily $T_{\max}$ | $^\circ$C | 7 |
| TX > 25°C    | Summer days: Annual number of days with $T_{\max}$ > 25°C | Days | 7 |
| TX > 30°C    | Hot days: Annual number of days with $T_{\max}$ > 30°C | Days | 7 |
| TN > 20°C    | Tropical nights: Annual number of days with $T_{\min}$ > 20°C | Days | 7 |
| TXp95%       | 95th percentile of daily $T_{\max}$ | $^\circ$C | S2 |
| TXp99%       | 99th percentile of daily $T_{\max}$ | $^\circ$C | S2 |
| TNp5%        | 5th percentile of daily $T_{\min}$ | $^\circ$C | S2 |
| TX95P        | Hot days: Annual number of days with $T_{\max}$ > TXp95% of the present climate | Days | 8 |
| TX99P        | Very hot days: Annual number of days with $T_{\max}$ > TXp99% of the present climate | Days | 8 |
| MEA          | Mean daily rainfall | Mm·d$^{-1}$ | S3 |
| INT          | Wet-day intensity: Mean rainfall amount on a wet day | Mm·d$^{-1}$ | 9 |
| Rx1h         | Maximum of 1-hr rainfall | Mm·h$^{-1}$ | 10 |
| Rx1d         | Maximum of 1-day rainfall | Mm·d$^{-1}$ | 10 |
| Rx5d         | Maximum of 5-day rainfall | Mm·5d$^{-1}$ | 10 |
| Rp90%        | 90th percentile of daily rainfall | Mm·d$^{-1}$ | 11 |
| Rp95%        | 95th percentile of daily rainfall | Mm·d$^{-1}$ | 11 |
| Rp99%        | 99th percentile of daily rainfall | Mm·d$^{-1}$ | 11 |
observed long-term mean areal annual rainfall over the ZRB, as estimated from the CMORPH data, is 862 mm, which compares well with the simulated long-term mean of 812 mm. The simulated rainfall was found to underestimate the CMORPH rainfall over 61% of the ZRB and overestimate the rainfall over 4.5% of the area when only differences larger than 20 mm y \(^{-1}\) between the annual rainfall maps are considered (Figure 2e). Yet, only few of the grid cells have under- and over-estimations that exceed the 10% threshold when compared to CMORPH (mean underestimation is 5% and mean overestimation is 4%), meaning that the simulated data is well within the natural climate variability, which is around 6% (as estimated from stochastic simulations) for the ZRB. Also in term of rainfall occurrence, it was found that the simulated rainfall tend to underestimate the length of the wet spells (Figure S4), however, similarly to the rainfall amount, this underestimation is affecting only a fraction of the basin and with a bias that is mostly lower than 10%.

The inter-annual variation in rainfall is reproduced correctly. The coefficients of inter-annual variation are

---

**FIGURE 5** Annual maps for temperature (a–c), shortwave radiation (d–f) and relative humidity (g–i), of observations (different products a, d, g), modelled with AWE-GEN-2d (b, e, h) and respective differences (c, f, and i)
0.1 and 0.08 for the observed (20 years) and simulated (30 years) data, respectively. The observed annual lag-1 autocorrelation of the process is very low (−0.03) and this property is also preserved in the simulated time series (0.08).

The model outputs were validated at the annual scales also for temperature, shortwave radiation and relative humidity (Figure 5). Most of the simulated grid cells (79%) have less than ±1°C difference in comparison to the observed data (Figure 5c). 14% of the area is overestimated by more than 1°C in the model (average of 1.54°C per grid cell) and 7% is underestimated (−1.41°C on average). Similarly, most of the simulated shortwave radiation grid cells (64%) have differences below ±5 W·m⁻² in comparison to the observed data (Figure 5f) and only a few of them (3%) exceed a ±15 W·m⁻² difference. The simulated relative humidity underestimates the observed data over the entire domain. The mean underestimation is of 5.7% and maximum underestimation of 11.6% at the annual scale.

In addition to the spatial evaluation carried out on reanalysis data, the simulated climate variables were evaluated for different locations at monthly and sub-daily scales, following at-station data availability. For Lusaka

**FIGURE 6** Observed (red) and simulated (blue) climate variables for Lusaka airport station, computed from 30 realizations of 30-year each. Solid lines represent the median and blue areas represent the 5-95th percentile range of the natural (stochastic) climate variability. Values are reported for monthly rainfall (a), rainfall extremes at daily and hourly scales (b), monthly air temperature (c), air temperature daily cycle (d), monthly shortwave radiation (e), shortwave radiation daily cycle (f), monthly relative humidity (g), and monthly wind speed (h)
station (Figure 6), the model represents well the monthly statistics of the rainfall, with a maximum underestimation of 38 mm·m⁻¹, which corresponds to a 18% bias, whereas other months have zero bias; near-surface wind speed shows up to 0.2 m·s⁻¹ difference, relative humidity up to 9% underestimation; and temperature has a maximum of 1.7°C difference with most months having zero bias. Yet, the model underestimates the global radiation in almost all months. This is likely due to an overestimation of the cloud cover (although no observed data are available for additional evaluation and confirmation of this possible cause) and the inability to represent the local topography in a given location, as a result of the relatively coarse resolution of the grid scale (8-km). The extreme rainfall intensities at the daily scale are reproduced well (less than 5% bias), but no observed data is available at the hourly scale for comparison. The diurnal cycle can be evaluated only for temperature (Figure 6d), and the model reproduces well the daily dynamics, with a small overestimation of the maximum (−1°C) and underestimation of the minimum (−2°C) daily temperatures. No observed data is available for direct comparison with sub-daily dynamics of incoming shortwave radiation, which are, however, following sun position expectations (Figure 6f). The bias of the model changes somehow between locations, but unfortunately, the lack of sub-daily observations does not allow a complete evaluation of the model performance across the entire basin.

The at-station validation carried out at other locations within the ZRB, where ground observations are available, produced similar results. More specifically, in addition to the Lusaka station, the weather generator performance was evaluated for the stations of Bulawayo, Harare, Lilongwe, and Kitwe (Figure S5–S8). The climate variables (rainfall, temperature, relative humidity and wind speed) are well simulated for Lilongwe station, which is located east to Lusaka. In Kitwe, a station located north of Lusaka in a wetter region, the seasonal dynamic and magnitude of temperature and wind speed are properly reproduced by the weather generator, yet the model underestimates the rainfall during the wet months (underestimation of 50 mm·m⁻¹) of January and December. Harare and Bulawayo are located south to Lusaka. While the climate in Harare is a bit colder but generally similar to Lusaka, the climate in Bulawayo is both colder and considerably drier. For Harare, the model reproduces the climate variables (rainfall, temperature, relative humidity, and wind speed) with very high skill, with only a small overestimation of the temperature during May to July (up to 2°C). For Bulawayo, the weather generator overestimates the rainfall for the wet period of December to February (on average by 66 mm·m⁻¹), overestimate the temperatures between April to December (by an average of 1.3°C), but successfully reproduces the relative humidity and wind speed.

5.2 | Future temperature indices and extremes

Temperature is generally projected to increase toward the end of the century, yet the magnitude of change differs spatially over the ZRB (see Figure 3b). As a result, climate indices and their changes have different spatial signature over the basin (Figure 7). A west–east trend is found for the changes in the hottest day of the year, where an increase of 2.7°C is projected on the west of the basin, and a lower increase of 1.8°C is projected at the eastern border of the catchment along the coast (TXx, in Figure 7). A similar trend was found for the changes in the coldest night of the year (TNn), where temperatures are projected to increase from 2.4°C in the west to 1.8°C in the east. Because of the increase in temperature, the number of summer days (TX > 25°C) significantly increases over the basin—by 144 days in the west to 48 days in the east. The number of tropical nights (TN > 20°C) also increases, but with a trend that follows the current distribution in tropical nights, that is along the coast in the east a moderate increase (1–4 days) is found because in the current climate almost the entire year is already characterized by tropical nights; in the center of the basin and along the major lakes the increase is in the range of 50–80 days; and in the west of the basin the increase in the number of tropical nights is as high as 150 days in comparison to present climate. The opposite spatial trend is observed when examining increase in the number of hot days (TX > 30°C), where the largest increase is detected along the coast at the eastern part of the basin (86 days), while in the west of the basin the increase in number of hot days is in the order of 19 days. No overlaps are found between the 5-95th percentile of the indices representing the future climate and the indices representing the mean of the present climate (Figure 7), implying that the changes to the indices exceed the natural climate variability for this region, that is, the changes are beyond what has ever been experienced in the past.

The increase in the number of hot days and very hot days was also explored by examining the changes to a given percentile threshold (95th and 99th, see Figure S9), instead of a fixed temperature threshold (25 and 30°C). This helps avoiding false perceptions when such thresholds are already exceeded very often in the present climate (Figure 7). Similar spatial trends are found for both
FIGURE 7  Indices of temperature for the present and future climate (RCP4.5) computed from 30 realizations of 30-year each that were simulated using the weather generator. The mean of the indices is presented for both present and future climates where q05 and q95 represent the 5-95th percentile range of the indices for the future (see Section 4.3 for details). The abbreviations of the indices are given in Table 2.
indices (Figure 8a,b), where the lowest increase in the number of hot and very hot days are found along the coast to the east (12 and 4.5 days, respectively) and the largest increase is found at the south-western region of the basin (49 and 21 days, respectively). The uncertainty in the increase of the number of hot and very-hot days (the 5-95th percentile difference, Figure 8) reaches 10% of the change for the hot days (up to 5 days of uncertainty)

**FIGURE 8** Number of days with maximum temperature larger than a given percentile, the 95th (a) and 99th (b) for the future climate (RCP4.5, end of the century). The percentile of the maximum daily temperature are computed using the present climate from 30 realizations of 30-year each that were simulated with the weather generator. The q05 and q95 represent the 5-95th percentile range of the indices (see Section 4.3 for details)

**FIGURE 9** Rainfall intensity during wet-days computed from 30 realizations of 30-year each that were simulated using the weather generator for the present and future (RCP4.5) climates. The q05 and q95 represent the 5-95th percentiles for the future climate (see Section 4.3 for details)
and 20% of the change for the very hot days (up to 3 days of uncertainty).

5.3 | Future rainfall indices and extremes

Rainfall mean is projected to change toward the end of the century, but the magnitude of the change varies in space and across seasons over the ZRB (see Figure 3a). As a result, changes in rainfall intensities are also heterogeneous over the basin (Figure 9 and Figure S10). In general, rainfall in wet days is projected to intensify over the basin, with a lower increase in the western regions of the basin (average increase of 0.3 mm·d\(^{-1}\)) in comparison to the eastern regions (average increase of 1 mm·d\(^{-1}\)). The highest increase in rainfall intensity is projected north and west of Lake Malawi (an increase of 2 mm·d\(^{-1}\)). The increase in rainfall intensity is not statistically significant when averaged over the entire basin; future rainfall intensity in some parts of the basin, especially in its western areas, fall well within the natural variability of the rainfall, that is, the mean rainfall intensity of the present is within the 5-95th percentile range of rainfall intensity of the future (Figure 9).

Changes to rainfall extreme at the hourly scale (Figure 10) are within the range of natural variability. Hourly maximum rainfall intensity tends to weaken over 70% of the basin, without a clear spatial trend. However, the changes in maximum rainfall intensity at the hourly scale are relatively small, in the order of \(\pm 2\) mm·h\(^{-1}\). At the daily scale, a clear increase in maximum rainfall is detected over the basin, affecting 98% of the area. The largest increase is found in the eastern areas of the basin (>10 mm·d\(^{-1}\)), the smaller increase is detected for the north-western areas (2–4 mm·d\(^{-1}\)). In the south-western areas, a mix of positive (around 1 mm·d\(^{-1}\)) and negative changes can be detected. All areas of the basin show an increase for the maximum 5-day cumulated rainfall, with a similar spatial trend as

![Figure 10](image-url)
found for the daily maximum rainfall, that is, higher increase in the eastern parts of the basin. Note that while for the hourly and daily scales the changes in maximum rainfall intensity are relatively low (maximum of 5 and 10% in comparison to present climate, respectively), the changes in the 5-day maximum cumulated rainfall are as high as 30% in some part of the basin. In other words, changes for the hourly and daily scales are within the range of the natural (stochastic) variability for the present climate (12 and 11.5% on average across the basin, respectively), and only the changes in maximum rainfall intensity at the 5-day scale exceed the natural variability, which is 10% on average.

Examining the increase of daily rainfall for different percentiles (Figure 11) confirms that although rainfall is, in general, intensifying in the future climate in comparison to the present, the intensification is less pronounced for the higher percentiles. For example, intensification is found over the entire basin both for the 90th and 99th percentile of daily rainfall, with a stronger intensification in the eastern part of the basin in comparison to the western areas, as reported above. However, while the 90th percentile of the rainfall is 13% larger, on average, over the basin, the 99th percentile of rainfall is larger, on average, by only 8%.

### 6 SUMMARY OF CHANGES AND HYDROLOGICAL IMPLICATIONS

Climate indices computed for temperature (Section 5.2) point to an increase in temperature projected toward the end of the century over the ZRB that is well beyond the natural climate variability, with temperature changes of different magnitudes between the eastern and western areas of the basin. Most of the climate indices computed for rainfall (Section 5.3) show a moderate increase in rainfall intensity that falls within the natural climate variability, with magnitudes of the change that are heterogeneous in space.

---

**Figure 11** The 90th (Rp90%), 95th (Rp95%) and 99th (Rp99%) percentiles of daily rainfall (computed using all days) for the present and future (RCP4.5) climates computed as average of 30 realizations of 30-year each that were simulated using the weather generator
Generalizing these findings, a reduction in the water availability can be hypothesized over the ZRB for the end of the century and for RCP4.5 emission scenario because of warmer temperatures and likely higher evapotranspiration rates in the areas of the basins, which are not water limited. However, because of: (a) the large spatial variability in the changes in temperature and rainfall mean; (b) the fact that the lower rainfall intensities are increasing at a higher rate than the heavy rainfalls; and (c) the finding that hourly extremes are only moderately changing, while the 5-day rainfall extremes are considerably increasing—the impact on median and extreme flows is difficult to predict. This will require the application of a hydrological model to explore how these climatic changes will affect the components of the hydrological cycle in detail.

7 | BENEFITS OF AWE-GEN-2D COMPUTED CLIMATE INDICES

Climate indices for present and future climate conditions can be computed directly from regional climate models. However, there are several benefits of using gridded stochastic weather generator models, such as the AWE-GEN-2d model, to perform this task. First, climate variables obtained from RCMs require adjustments to the local climate, in the form of bias-correction (e.g., quantile mapping), before they can be used to compute the climate indices. Dosio (2016), for example, showed that climatic absolute-threshold indices (e.g., TX > 25°C) are strongly influenced by the bias-correction, as they depend mainly on the present mean climate value. The parameterization of AWE-GEN-2d, and the re-parameterization for future climate conditions based on the FC method is accounting implicitly for the bias in climate models and makes the step of bias correction unnecessary. Comparing the change in rainfall intensity on wet days, INT (future minus present climates), over the ZRB computed directly using a multi-model mean of 22 RCMs (Figure 12a) and computed using the AWE-GEN-2d outputs (Figure 12b) reveals considerable details that do not emerge when raw RCMs data are used. Moreover, the AWE-GEN-2d model structure explicitly enables preserving the cross-correlation between climate variables (Peleg et al., 2017), which is an important feature in climate downscaling (Maraun, 2016). We note that the re-parameterization of AWE-GEN-2d that is shown here is limited to changes in the first moments of rainfall and temperature and to the spatial structure of rainfall. However, AWE-GEN-2d can be theoretically re-parameterized also for the higher order statistics (e.g., standard deviation or skewness) and for other climate statistics, (e.g., mean cloud cover, dry–wet period transitions, mean storm duration) as long as reliable reference data are available. For a data scarce region, reparametrizing first order statistics is deemed most appropriate and it is also coherent with the available outputs saved by current RCMs for Africa domain. In addition, we note that the parameterization of the AWE-GEN-2d model could not be better than the reference datasets that are used (e.g., CMORPH and MERRA-2), even if previous studies showed that this uncertainty is likely lower than the uncertainties that one would encounter using RCMs directly (e.g., Gampe et al., 2019).

A noteworthy feature of using AWE-GEN-2d is that the downscaling in time performed makes it possible to compute hourly climate indices (e.g., all the temperature related indices presented in this study and RX1h for rainfall), which cannot be computed directly from RCMs in the Africa-CORDEX, because the climate variables are only available at daily resolution. The downscaled values to hourly resolution are shown to be reliable as AWE-GEN-2d model reproduces fairly well the diurnal cycle of
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many climate variables (Peleg et al., 2017) and, therefore, can be used to compute climate indices that are based on sub-daily dynamics, such as the diurnal temperature range (e.g., Lindvall and Svensson, 2015). The downscaling in space further allows analysis of the climate indices at fine spatial resolution (8 km), which otherwise would have been remained unknown as the regional climate models for Africa region simulate the climate variables at a coarser resolution of 50 km. For example, changes to the temperature in the complex topographical region surrounding the lakes to the north-east of the basin (Figure 7), which is poorly represented using a 50 km resolution elevation map, would remain unresolved. The high spatial resolution of the weather generator model permits the production of smoother climate index maps that better capture the local topography and land cover effects (Figure 12a) in comparison to the information obtained from RCMs (Figure 12b), thus allowing a more differentiated assessment of the impacts. With a careful parameterization of the AWE-GEN-2d model, based on better observations, climate variables can be simulated at even finer resolutions, for example, sub-kilometre and sub-hourly, as shown to be possible by previous studies (Peleg et al., 2017, 2019), thus supplying inputs for climate impact predictions that would otherwise be impossible to obtain and that are conversely useful to predict the effects on specific processes for which small scale variability can be of importance (e.g., crop yield).

Last, using a stochastic weather generator model, the uncertainty about climate indices due to the intrinsic climate variability can be explicitly quantified, thus helping decision makers to identify adaptation solutions that are more resilient than those computed on the basis of single deterministic trajectories. We acknowledge that, in this study, for the reasons explained further above, only the stochastic component of total climate uncertainty was calculated (e.g., in Figure 7) and that, in addition to the stochastic uncertainty, the uncertainties emerged from different climate models and emission scenarios contribute to the total uncertainty of climate change projections (Deser et al., 2012; Fatichi et al., 2016a). For a better understanding of the relative contribution of the different climate uncertainty components to the total uncertainty over the ZRB, we provided a general estimate of the magnitude of the climate model uncertainty by inferring it from the FC of mean temperature and rainfall. This was done by computing the difference between the 5th and 95th percentile emerging from the climate models for the locations indicated in Figure 1, for the period 2070–2099. The values so obtained were compared to the stochastic uncertainty derived from the weather generator model outputs for the same period, quantile range, and locations (Table 3). The stochastic climate uncertainty accounts for one third of the uncertainty in rainfall mean, which is 10% on average compared to a 27% climate model uncertainty. For mean temperature, stochastic uncertainty is much less important (0.1°C on average), when compared with that due to climate models (1.8°C).

While the purpose of this study was not to quantify the total uncertainty associated with predictions of future climate in the ZRB, but to demonstrate the considerable increase of knowledge about them that the use of an advanced stochastic weather generator allows, it is possible, as shown by Peleg et al. (2019) to properly compute the total climate uncertainty over the ZRB, emerging from different climate models and emission scenarios. To achieve this, one can extend the methodology presented in this study, by accounting for multiple climate models to calculate a single median distribution of factors of change. This can be done by stochastically simulating multiple climate realizations per each individual climate model and emission scenario as in Peleg et al. (2019) or reproducing multiple climate trajectories combining the 22 RCMs by means of a Bayesian approach (see Fatichi et al., 2013, 2016a).

### TABLE 3
Climate model uncertainty computed as the 5–95th percentile range of the mean temperature and mean rainfall FC obtained from the 22 RCMs used in this study, and the stochastic uncertainty computed for the same percentile range from AWE-GEN-2d outputs

| Location   | Climate model uncertainty | Stochastic uncertainty |
|------------|--------------------------|------------------------|
|            | Temperature (°C) | Rainfall (%) | Temperature (°C) | Rainfall (%) |
| Lusaka     | 1.7                     | 20                 | 0.1             | 9            |
| Kitwe      | 1.7                     | 28                 | 0.1             | 6            |
| Harare     | 1.8                     | 24                 | 0.1             | 12           |
| Lolongwe   | 1.7                     | 25                 | 0.1             | 9            |
| Bulawayo   | 2.2                     | 36                 | 0.1             | 13           |

**Note:** Uncertainties are computed for the locations indicated in Figure 1 and for the period 2070–2099 using the RCP4.5 emission scenario.

### 8 | CONCLUSIONS

The ZRB was used as an illustrative case study to demonstrate what state-of-the-art WGs, such as AWE-GEN-
2d, could produce in terms of climatic forcing for present and future conditions over large and data sparse regions, also overcoming the limitations in spatial and temporal scales of climate models. As demonstrated in this study, stochastic WGs can be successfully calibrated using data from climate reanalysis products to compensate for the absence of dense ground station data and produce results that exceed the level of detail achievable from climate models only or from interpolation of very sparse ground data. The gridded stochastic WGs can account for spatially heterogeneous changes in climate variables along with the natural climate variability (stochastic uncertainty), which is a critical approach of impact studies, as it allows a better quantification of the significance of a given change. This is probably the major advantage of using a gridded stochastic WG to downscale climate variables because stochastic climate uncertainty can be accounted for in a seamless way in the subsequent impact studies (e.g., hydrological predictions) at spatial and temporal resolution that, so far, considerably exceed the capabilities of climate models.

In summary, we scrutinized the use of an advanced gridded stochastic WG in a real world situation, which is far from common literature applications, where plentiful observational data are available to calibrate and test the model. Weather generators have been designed with mesoscale applications in mind, and as such they have not been considered for application at larger spatial scales. This study demonstrates that this limitation does not constrain their use at larger scales, and that, even though large-scale applications violate some assumptions used in the development of WGs, the results are generally satisfactory and the value of this approach for impact studies opens new possibilities of impact assessment in regions characterized by sparse data and coarse model climate simulation outputs. AWE-GEN-2d proved to be a very valuable tool to downscale to fine spatial and temporal scales ($10^0$–$10^1$ km and hourly) the key climate variables that are needed for hydrological, ecological, and agricultural impact studies and to estimate the changes of climate indices over large regions.
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