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Abstract. In this paper, we focus on a class of robust vector polynomial optimization problems (RVPOP in short) without any convex assumptions. By combining/improving the utopia point method (a nonlinear scalarization) for vector optimization and “joint+marginal” relaxation method for polynomial optimization, we solve the RVPOP successfully. Both theoretical and computational aspects are considered.

1. Introduction

By vector optimization, we mean minimizing simultaneously several objective functions over a constraint set as usual. In contrast with numerical optimization, it is well-known that one may not be possible to find a single point that simultaneously minimizes all the objective functions in vector optimization. In this case, we always look for some “best preferred” solution(s), by which, we mean a solution that cannot be improved in one objective function without deteriorating their performance in at least one of the rest. This concept is nowadays known as the Pareto/efficient solution in vector optimization; see, e.g., [7, 10, 15, 28, 33].

In most real-world problems, the related parameters and coefficients usually depend on forecasting, approximations, or may vary due to disturbances or other uncertainties, such problems with data uncertainty are studied as uncertain optimization problems. As a rather powerful deterministic approach for studying uncertain optimization problems, the robust optimization can associate such problems with its robust counterpart; see, e.g., [2–5].

We shall mention here that, the robust optimization usually deals with uncertain data, while vector optimization studies minimizing simultaneously several objective functions, the problem combining “robust” with “vector” optimization is known as robust vector optimization problem (RVOP in short). Indeed, the most important issue in RVOPs is to carefully define what a robust solution to an uncertain vector problem is. This issue is extremely difficult, since not only the notion of robustness depends on the chosen concept but also efficiency shall be defined with respect to certain ordering cones; in order to solve this difficulty, different concepts of robust efficiency have
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been given and studied in the literature; see, e.g., [1, 6, 19, 34]. Among them, we are concerned with the one (called minimax robust efficiency) proposed by Kuroiwa and Lee [19] from a set-valued point of view, in which case, the uncertainty is assumed to be independent for each objective function.

1.1. **Problem formulations and solution concepts.** In this paper, we are interested in a RVOP with *polynomial data*. More precisely, among other things, we aim to solve it, i.e., finding its properly robust Pareto solutions (see Definition 1.3). Mathematically, let us consider the following class of uncertain vector polynomial optimization problems:

\[
\text{(UVPOP)} \quad \min f(x, u) \\
\text{s.t. } g_j(x, v) \geq 0, \ j = 1, \ldots, m,
\]

where \( f(x, u) := (f_1(x, u), \ldots, f_l(x, u)) \), \( f_i : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}, \ i = 1, \ldots, l \), and \( g_j : \mathbb{R}^n \times \mathbb{R}^q \to \mathbb{R}, \ j = 1, \ldots, m \), are real polynomials. The uncertainty set consisting of \( u \) is assumed to be a compact basic semi-algebraic set described by

\[
\mathcal{U} := \{ u = (u_1, \ldots, u_p) \in \mathbb{R}^p : \hat{h}_k(u) \geq 0, \ k = 1, \ldots, s_1 \},
\]

where \( \hat{h}_k : \mathbb{R}^p \to \mathbb{R}, \ k = 1, \ldots, s_1 \) are polynomials; and the uncertainty set consisting of \( v \) is also a compact basic semi-algebraic set given by

\[
\mathcal{V} := \{ v = (v_1, \ldots, v_q) \in \mathbb{R}^q : \bar{h}_k(v) \geq 0, \ k = 1, \ldots, s_2 \},
\]

where \( \bar{h}_k : \mathbb{R}^q \to \mathbb{R}, \ k = 1, \ldots, s_2 \) are also polynomials.

In this work, we mainly consider a pessimistic situation; roughly speaking, we aim to find feasible solutions that are less sensitive to the perturbations of uncertainty parameters \( u \) and \( v \). Therefore, following the definitions proposed by Kuroiwa and Lee [19], we consider the worst cases of both objective functions and constraint sets, that is, the robust counterpart to the uncertain vector polynomial optimization problem \( \text{(UVPOP)} \),

\[
\text{(RVPOP)} \quad \min_x \sup_{u \in \mathcal{U}} f(x, u) \\
\text{s.t. } \inf_{v \in \mathcal{V}} g_j(x, v) \geq 0, \ j = 1, \ldots, m.
\]

Below, we recall the concept of robust Pareto solution to the problem \( \text{(UVPOP)} \), note first that a point \( x \in \mathbb{R}^n \) is said to be *robust feasible* to the problem \( \text{(UVPOP)} \), if \( \inf_{v \in \mathcal{V}} g_j(x, v) \geq 0, \ j = 1, \ldots, m \), and all the robust feasible solution forms the *robust feasible solution set* denoted by

\[
\Omega := \left\{ x \in \mathbb{R}^n : \inf_{v \in \mathcal{V}} g_j(x, v) \geq 0, \ j = 1, \ldots, m \right\}.
\]

Throughout this paper, we make the following blanket assumption.

**H1** We always assume the robust feasible solution set \( \Omega \) is nonempty and compact.
Remark 1.1. By assumption (H1), it is reasonable for us to assume that there exists a simple compact semi-algebraic set (e.g., a box or an ellipsoid)

\[ X := \{ x \in \mathbb{R}^n : \tilde{h}_k(x) \geq 0, k = 1, \ldots, s \} \]

containing all feasible \( x \), where \( \tilde{h}_k : \mathbb{R}^n \rightarrow \mathbb{R}, k = 1, \ldots, s \) are polynomials. Namely, it holds that

\[ \{ x \in \mathbb{R}^n : \inf_{v \in V} g_j(x, v) \geq 0, j = 1, \ldots, m \} \subseteq X. \]

Definition 1.1 (robust weak Pareto solution). A point \( \hat{x} \in \Omega \) is said to be a robust weak Pareto solution to the problem (UVPOP), if \( \hat{x} \) is robust feasible and

\[ \sup_{u \in U} f(x, u) - \sup_{u \in U} f(\hat{x}, u) \not\in -\mathbb{R}_\geq \] for all \( x \in \Omega \),

where \( \mathbb{R}_\geq := \{ y := (y_1, \ldots, y_l) : y_i > 0, i = 1, \ldots, l \} \) stands for the positive orthant of \( \mathbb{R}^l \).

Definition 1.2 (robust Pareto solution). A point \( \hat{x} \in \Omega \) is said to be a robust Pareto solution to the problem (UVPOP), if \( \hat{x} \) is robust feasible and

\[ \sup_{u \in U} f(x, u) - \sup_{u \in U} f(\hat{x}, u) \not\in -\mathbb{R}_\geq \setminus \{0\} \] for all \( x \in \Omega \).

Moreover, if \( \hat{x} \) is a robust Pareto solution to the problem (UVPOP), then \( f(\hat{x}) \in \mathbb{R}_\geq \) is called a robust Pareto value to the problem (UVPOP), and all robust Pareto values form the robust Pareto curve (or robust Pareto front).

Definition 1.3 (properly robust Pareto solution). A point \( \hat{x} \in \Omega \) is said to be a properly robust Pareto solution to the problem (UVPOP), if \( \hat{x} \) is robust feasible and there exists \( M > 0 \) such that for all indices \( i \) and robust feasible points \( x \) satisfying \( \sup_{u \in U} f_i(x, u) < \sup_{u \in U} f_i(\hat{x}, u) \), there exists an index \( i_0 \) with \( \sup_{u \in U} f_{i_0}(\hat{x}, u) < \sup_{u \in U} f_{i_0}(x, u) \) such that

\[ \frac{\sup_{u \in U} f_i(\hat{x}, u) - \sup_{u \in U} f_i(x, u)}{\sup_{u \in U} f_{i_0}(x, u) - \sup_{u \in U} f_{i_0}(\hat{x}, u)} \leq M. \]

1.2. The utopia point method scheme. It is known that a vector optimization problem can be solved by solving related single objective optimization problems. Such methods are called scalarization approaches, and there are many types of scalarization approaches (see, e.g., [3, 10, 27, 28]); for instance, the linear scalarization methods including the weighted sum method and the hybrid method. It is worth noting that, the above mentioned two methods have been proved to be effective for finding (robust) Pareto solutions to vector optimization problem with convex polynomials; see, e.g., [8, 9, 17, 18, 25–27]. However, for solving the problem RVPOP a nonconvex case, such linear scalarization methods are no longer valid. This deeply motivates us to find/integrate other (nonlinear scalarization) methods for solving the problem RVPOP.

In this part, we shortly depict the so-called utopia point method — a nonlinear scalarization approach—for solving the problem RVPOP. Firstly, inspired by [10, Definitions 2.22 & 4.23], we give the following concepts for the problem RVPOP.
Definition 1.4. The point \( y^l = (y^l_1, \ldots, y^l_l) \) given by

\[
y^l_i := \min_{x \in \Omega} \sup_{u \in \mathcal{U}} f_i(x, u), \quad i = 1, \ldots, l,
\]

where \( \Omega \) is defined as in (1), is called the ideal point of the problem \( \text{RVPOP} \).

Definition 1.5. The point \( y^U := y^l - \epsilon \) with \( \epsilon \in \mathbb{R}^l \) has positive components, is called a utopia point of the problem \( \text{RVPOP} \).

The figure below demonstrates the difference between the ideal point and a utopia point for general vector optimization problems in the objective space.
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Denoted by \( \lambda := (\lambda_1, \ldots, \lambda_l) \) certain weighting parameter in \( \mathbb{R}^l \) and \( \| \cdot \|_p \) the \( \ell_p \)-norm defined in \( \mathbb{R}^l \), let \( \text{ri} \Lambda := \{ \lambda \in \mathbb{R}^l_+: \sum_{i=1}^l \lambda_i = 1 \} \) stand for the relative interior of the unit simplex. In this paper, we are going to deploy an approximation method (i.e., utopia point method) for solving the problem \( \text{RVPOP} \), which leads to the following optimization problem,

\[
(P_{\text{utopia}}) \quad \min_{x \in \Omega} \| \lambda \odot (\sup_{u \in \mathcal{U}} f(x, u) - y^U) \|_p^p,
\]

where \( a \odot b := (a_1 b_1, \ldots, a_l b_l) \) refers to the Hadamard product for \( a, b \in \mathbb{R}^l \) and \( \lambda \in \text{ri} \Lambda \). Indeed, by solving the problem \( P_{\text{utopia}} \), we can extract the (properly) robust Pareto solutions to the problem \( \text{UVPOP} \), this is also the main findings in this work; see Section 4 in detail.

The reason why we employ the utopia point in \( P_{\text{utopia}} \) rather than the ideal point basically owes to the following three aspects:

A. Usually, it is not easy to solve (3) exactly to obtain an ideal point in the context that \( f_i(x, u) \) is nonconvex in \( x \) and nonconcave in \( u \), whereas estimating a lower bound of the ideal point with a special relaxation method is much easier; one may compare with the results in the work [13].

B. Particularly, if we drop the uncertainty parameter in \( \text{UVPOP} \), it will be converted into a vector polynomial optimization problem reading as

\[
\min f(x) := (f_1(x), \ldots, f_l(x)) \\
\text{s.t. } g_j(x) \geq 0, \quad j = 1, \ldots, m,
\]
thus we reduce the problem \(\text{[P utopia]}\) into

\[
\min \left\{ \| \lambda \odot (f(x) - y^U) \|^p : g_j(x) \geq 0, \ j = 1, \ldots, m \right\}.
\]

It has been proven that the closure of Pareto front can be characterized by (4), whereas it doesn’t hold if we replace the utopia point \(y^U\) in (4) with the ideal point \(y^I\). More details can be found in \([11, \text{Chapter 4.5}]\).

C. Choosing a utopia point covers many special cases, whereas the ideal point method fails to cover such cases. For instance, when the \(\ell_p\)-norm in \(\text{[P utopia]}\) is set to be the \(\ell_\infty\)-norm, it coincides with the well-known Chebyshev scalarization method,

\[
\min \max_{x \in \Omega} \sup_{1 \leq i \leq l} \lambda_i \left( f_i(x, u) - y_i^U \right).
\]

Furthermore, we have a robust feasible solution \(\hat{x}\) is a robust weak Pareto solution if and only if \(\hat{x}\) is an optimal solution to the problem \([5]; \text{see, e.g., [10, \text{Theorem 4.24}]}\). Besides, compared with the Chebyshev scalarization method, the utopia point method shares the benefit of computing the more valuable properly robust Pareto solutions and values, however it has to bear the drawback of higher computational complexity when increasing the order of \(\ell_p\)-norm. To relieve this problem, sparsity should be taken into consideration, but this is out of the scope of this paper.

1.3. Contributions. In the present paper, we mainly make the following contributions to the robust vector polynomial optimization problem \(\text{[RVPOP]}\).

(i) Comparing with our previous works \([17, 18, 25–27]\), we don’t the considered polynomials to be convex, hence the usual linear scalarization methods are not valid.

(ii) Besides, even though \(f_i(x, u)\) and \(g_j(x, v)\) \(i = 1, \ldots, l, j = 1, \ldots, m\) are polynomials, the supremum and infimum of which are no longer polynomials, consequently we shall deploy new “joint+marginal”-based relaxation methods to design the algorithms.

(iii) We develop the utopia point method — a novel nonlinear scalarization approach—for solving the problem \(\text{[RVPOP]}\).

The rest of the paper is organized as follows. Section 2 gives some basic notations and preliminaries that will be used in this paper. In section 3 we deploy “joint+marginal” relaxation method and obtain the upper/lower bound polynomials for the supreme/infimum of the objective/constraint functions, and demonstrate the convergence results. In section 4 we first establish the concepts of various approximation sets, then we give the convergence results for them. Section 5 gives the procedure of our algorithm and some illustrative paradigms. Section 6 summarizes the obtained results.

2. Preliminaries

We begin this section by fixing some notations and preliminaries; see \([20, 24]\) for more details. We suppose \(1 \leq n \in \mathbb{N} (\mathbb{N} \text{ is the set of non-negative integers})\) and abbreviate \((x_1, x_2, \ldots, x_n)\) by \(x\). The Euclidean space \(\mathbb{R}^n\) is equipped with the usual Euclidean norm \(\| \cdot \|\) and the inner product
\langle \cdot, \cdot \rangle$, here \( \langle x, y \rangle := x^T y = \sum_{i=1}^{n} x_i y_i \), for any \( x, y \in \mathbb{R}^n \). The non-negative orthant of \( \mathbb{R}^n \) is denoted by \( \mathbb{R}^n_+ \).

Let \( \mathbb{R}[x] \) stand for the space of all real polynomials in the variable \( x \), and \( \mathbb{R}[x]_d \) be the space of all real polynomials in the variable \( x \) with degree at most \( d \). The degree of a polynomial \( f \) is denoted by \( \deg f \). We say that a real polynomial \( f \) is sum-of-squares (SOS) if there exist real polynomials \( q_1, \ldots, q_{r} \) such that \( f = \sum_{l=1}^{r} q_l^2 \). The set consisting of all sum-of-squares real polynomials is denoted by \( \Sigma[x] \), and the set consisting of all sum-of-squares real polynomials with degree at most \( d \) is denoted by \( \Sigma[x]_{2d} \), which is a closed cone.

Given \( m \) polynomials \( \{g_1, \ldots, g_m\} \subset \mathbb{R}[x] \), a quadratic module generated by the tuple \( g := (g_1, \ldots, g_m) \) is defined by

\[
\mathcal{Q}(g) := \left\{ \sigma_0 + \sum_{i=1}^{m} \sigma_i g_i : \sigma_i \in \Sigma[x], \ i = 0, 1, \ldots, m \right\}.
\]

Define \( g_0 \equiv 1 \), the \( 2d \)-th truncation of \( \mathcal{Q}(g) \) is

\[
\mathcal{Q}_{2d}(g) := \left\{ \sigma_0 + \sum_{i=1}^{m} \sigma_i g_i : \sigma_i \in \Sigma_{2d-\deg g_i}[x], \ i = 0, 1, \ldots, m \right\}.
\]

Let \( \mathcal{P}[K] \) stand for the space of all non-negative polynomials on the set \( K \), and denoted by \( \mathcal{P}_d[K] := \mathcal{P}[K] \cap \mathbb{R}[x]_d \) the space of all non-negative polynomials on the set \( K \) with degree at most \( d \). When \( K = \{ x \in \mathbb{R}^n : g_i(x) \geq 0, \ i = 1, \ldots, m \} \), it holds for all degree \( d \) that

\[
\mathcal{Q}_d(g) \subseteq \mathcal{P}_d[K].
\]

**Definition 2.1.** We say the set \( \mathcal{Q}(g) \) satisfies the Archimedean property if there exists \( p \in \mathcal{Q}(g) \) such that the set \( \{ x \in \mathbb{R}^n : p(x) \geq 0 \} \) is compact.

It can be justified that \( K \) must be compact if \( \mathcal{Q}(g) \) is Archimedean, but the converse is not necessarily true. The following result describes the celebrated representation of positive polynomials over a semi-algebraic set when the quadratic module \( \mathcal{Q}(g) \) is Archimedean.

**Lemma 2.1** (Putinar’s Positivstellensatz). \([32]\) Let \( f \in \mathbb{R}[x] \) and \( g_i \in \mathbb{R}[x], \ i = 1, \ldots, m \). Suppose that \( \mathcal{Q}(g) \) is Archimedean. If \( f \) is strictly positive on \( K := \{ x \in \mathbb{R}^n : g_i(x) \geq 0, \ i = 1, \ldots, m \} \neq \emptyset \), then \( f \in \mathcal{Q}(g) \).

For a multi-index \( \alpha := (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \), let us denote \( |\alpha| := \sum_{i=1}^{n} \alpha_i \) and \( \mathbb{N}_d^n := \{ \alpha \in \mathbb{N}^n : |\alpha| \leq d \} \). The notation \( x^\alpha \) denotes the monomial \( x_1^{\alpha_1} \cdots x_n^{\alpha_n} \). The canonical basis of \( \mathbb{R}[x]_d \) is denoted by

\[
v_d(x) := (x^\alpha)_{\alpha \in \mathbb{N}_d^n} = (1, x_1, x_2, x_1 x_2, x_3, x_1 x_3, x_2 x_3, \ldots, x_n, x_1 x_n, \ldots, x_1^{d}, \ldots, x_n^{d})^T,
\]

which has dimension \( s(d) := (n + d) \). It holds that for all \( f \in \Sigma_{2d}[x] \) there exists a semi-definite symmetric matrix \( Q \in \mathbb{R}^{s(d) \times s(d)} \) such that \( f(x) = v_d(x)^T Q v_d(x) \).

Given a truncated sequence of degree no more than \( d \)

\[
y = (y_\alpha)_{\alpha \in \mathbb{N}_d^n},
\]
the corresponding Riesz functional \( L_y : \mathbb{R}_d[x] \to \mathbb{R} \) is given by

\[
    f \left( \sum_{\alpha \in \mathbb{N}^{2d}_N} f_\alpha x^\alpha \right) \mapsto \sum_{\alpha \in \mathbb{N}^{2d}_N} f_\alpha y_\alpha \ (=: L_y(f)) .
\]

Given an \( s(2d) \)-sequence \( y := (y_\alpha)_{\alpha \in \mathbb{N}^{2d}_N} \) with \( y_0 = 1 \), we define \( d \)-th order moment matrix as

\[
    M_d(y) := L_y \left( v_d(x) v_d(x)^T \right) ,
\]

for a polynomial \( g \in \mathbb{R}[x] \), the \( d \)-th order localizing matrix is

\[
    M_d(gy) := L_y \left( g(x) v_d(x) v_d(x)^T \right) .
\]

Recall that \( \mathcal{P}[K] \) denotes the cone of all nonnegative polynomial in \( K \), we define the dual cone of \( \mathcal{P}[K] \) by Riesz functional

\[
    \mathcal{P}^*[K] := \{(y_\alpha)_{\alpha \in \mathbb{N}^n} : L_y(f) \geq 0, \ f \in \mathcal{P}[K]\},
\]

if \( K \) is the semi-algebraic set defined as above and Archimedean condition is satisfied, then it holds that \( \mathcal{P}^*[K] = \mathcal{Q}^*(g) \). While for the truncated case, one only has

\[
    \mathcal{P}^*_d[K] \subseteq \mathcal{Q}^*_d(g) .
\]

Assume that the largest degree within the constraint polynomials \( g_j \) is no more than \( 2d \), define the \( 2d \)-tms cone

\[
    \mathcal{T}_{2d}(g) := \{ y \in \mathbb{N}^{2d}_N : M_d(g_j y) \succeq 0, \ j = 0, \ldots, m \},
\]

where “tms” is the abbreviation of truncated moment sequence. It can be verified that (see [31])

\[
    \mathcal{Q}^*_d(g) = \mathcal{T}_{2d}(g) .
\]

A tms \( y \) is said to admit a representing measure \( \mu \) supported on \( K \) if \( y_\alpha = \int_K x^\alpha d\mu \) for all \( \alpha \in \mathbb{N}^n \), such a measure is called an \( K \)-representing measure for \( y \). The set of all tms admitting \( K \)-representing measure is given by the moment cone

\[
    \mathcal{R}(K) := \left\{ y = (y_\alpha)_{\alpha \in \mathbb{N}^n} : \exists \mu \text{ supported in } K \text{ s.t. } y_\alpha = \int_K x^\alpha d\mu, \ \forall \alpha \in \mathbb{N}^n \right\} ,
\]

for \( d \)-tms \( y = (y_\alpha)_{\alpha \in \mathbb{N}^n} \) admitting \( K \)-representing measure, we define the corresponding moment cone as \( \mathcal{R}_d(K) \).

For all \( f \in \mathcal{P}_d[K] \) and \( y \in \mathcal{R}_d(K) \), there exists a representing measure of \( y \) such that

\[
    L_y(f) = \sum_{\alpha \in \mathbb{N}^{2d}_N} f_\alpha y_\alpha = \int_K f(x) d\mu \geq 0,
\]

this implies that \( \mathcal{R}^*_d[K] = \mathcal{P}_d(K) \), moreover if \( K \) is compact one has \( \mathcal{P}^*_d[K] = \mathcal{R}_d(K) \), otherwise \( \mathcal{P}^*_d[K] = \text{cl}(\mathcal{R}_d(K)) \) [31].

By now, if \( K \) is the semi-algebraic set defined as above and Archimedean condition is satisfied, we have the following relationship:

\[
    \mathcal{R}_{2d}(g) = \mathcal{P}^*_d[K] \subseteq \mathcal{Q}^*_d(g) = \mathcal{T}_{2d}(g) .
\]
Definition 2.2 (flat truncation). Let $K = \{ x \in \mathbb{R}^n : g_i(x) \geq 0, \ i = 1, \ldots, m \}$, for an integer $d \geq \text{deg } g := \max_{j=1,\ldots,m} \text{deg } g_j$, a tms $y \in \mathcal{R}_{2d}(K)$ is called flat truncated if there exists $t \leq d$ such that
\[
\text{rank}(M_{t-d_0}(y)) = \text{rank}(M_t(y)) =: r,
\]
where $d_0 = \lceil \text{deg } g/2 \rceil$.

If a tms $y$ is flat, then the corresponding measure $\mu$ is unique and $r$-atomic [29, 30].

3. The “joint+marginal” relaxation method

In this section, we are going to tackle the intermediate problem of (RVPOP). Consider the following parametric polynomial optimization problems
\[
(6) \quad F_i(x) := \sup_{u \in U} f_i(x, u), \ \forall x \in X, \ i = 1, \ldots, l,
\]
\[
(7) \quad G_j(x) := \inf_{v \in V} g_j(x, v), \ \forall x \in X, \ j = 1, \ldots, m,
\]
where $X$ is defined as in (2). Once $F_i(x)$ and $G_j(x)$, the optimal value functions of parametric polynomial optimization problems (6) and (7) respectively, are found for $i = 1, \ldots, l$ and $j = 1, \ldots, m$, we can convert the robust vector polynomial optimization problem (RVPOP) into the following vector optimization problem:
\[
(\text{VP}) \quad \min_x F(x) := (F_1(x), \ldots, F_l(x))
\]
\[
\text{s.t. } G_j(x) \geq 0, \ j = 1, \ldots, m.
\]

Observe that, the supremum and infimum of a family of polynomials are no longer polynomials, and this may be the biggest obstacle when solving (VP). Nevertheless, inspired by [22], we can approximate the optimal value function of the parametric polynomial optimization problem (6) with ”joint+marginal” method proposed in [21], which generates a sequence of polynomials optimal upper/lower approximations with strong convergence in some measure to the supremum/infimum value function. With this approximation methodology we drop the robustness and obtain a sequence of vector polynomial optimization problems, which can be solved with Lasserre’s hierarchy. It is worth mentioning that we can obtain the approximation as closed as desired theoretically without any discretization scheme.

Let $\varphi$ be a strictly positive Borel probability measure on $X$, and is absolutely continuous with respect to the Lebesgue measure $m$ defined on $\mathbb{R}^n$. We employ the measure presented in [21], choose $\varphi$ the probability measure uniformly distributed on $X$,
\[
\varphi(B) := \left( \int_X dm \right)^{-1} \int_B dm, \ \forall B \in \mathcal{B}(X).
\]
Therefore we are able to compute all moments with respect to $\varphi$ on $X$, denoted by $\gamma = (\gamma)_{\alpha}$, $\alpha \in \mathbb{N}^n$, with
\[
\gamma_{\alpha} := \int_X x^\alpha d\varphi(x),
\]
that is the reason why $X$ is chosen to be a simple set.

Now, consider the optimization problems

\[(8) \quad \min_{\mu^i} \sum_{\alpha \in \mathbb{N}^n} \mu^i_{\alpha} \gamma_{\alpha} \]
\[\text{s.t.} \quad \sum_{\alpha \in \mathbb{N}^n} \mu^i_{\alpha} x^\alpha - f_i(x, u) \in \mathcal{P}[X \times U], \]

and

\[(9) \quad \max_{\nu^j} \sum_{\alpha \in \mathbb{N}^n} \nu^j_{\alpha} \gamma_{\alpha} \]
\[\text{s.t.} \quad g_j(x, v) - \sum_{\alpha \in \mathbb{N}^n} \nu^j_{\alpha} x^\alpha \in \mathcal{P}[X \times V]. \]

To proceed, by [21], we have

\[\sum_{\alpha \in \mathbb{N}^n} (\mu^i_{\alpha})^* \gamma_{\alpha} = \int_{x \in X} F_i(x) d\varphi(x), \]

and

\[\sum_{\alpha \in \mathbb{N}^n} (\nu^j_{\alpha})^* \gamma_{\alpha} = \int_{x \in X} G_j(x) d\varphi(x), \]

where $(\mu^i_{\alpha})^*$ and $(\nu^j_{\alpha})^*$ achieve the minimum of (8) and the maximum of (9), respectively, for $i = 1, \ldots, l$ and $j = 1, \ldots, m$.

For every $d^i \in \mathbb{N}$, we have semidefinite programming relaxation of (8) with relaxation order $(d^i)^{\prime} \geq \max \left\{ \left\lfloor \frac{d^i}{2} \right\rfloor, \left\lfloor \frac{\deg f_i}{2} \right\rfloor, \left\lfloor \max_{k=1,\ldots,s_1} \frac{(\deg \hat{h}_k)}{2} \right\rfloor, \left\lfloor \max_{k=1,\ldots,s_3} \frac{(\deg \tilde{h}_k)}{2} \right\rfloor \right\}$ when $X \times U$ is Archimedean:

\[(10) \quad \min_{\mu^i} \sum_{\alpha \in \mathbb{N}^n_{d^i}} \mu^i_{\alpha} \gamma_{\alpha} \]
\[\text{s.t.} \quad \sum_{\alpha \in \mathbb{N}^n_{d^i}} \mu^i_{\alpha} x^\alpha - f_i(x, u) \in \mathcal{Q}_{2(d^{i}{\prime})}(\hat{h}, \tilde{h}). \]

For all feasible $\mu^i$ of (10), let $F^{d^i}(x) := \sum_{\alpha \in \mathbb{N}^n_{d^i}} \mu^i_{\alpha} x^\alpha \in \mathbb{R}_{2d^i}[x]$, it holds that $F^{d^i}(x) \geq F_i(x)$ in $X$ for $i = 1, \ldots, l$, since

\[F^{d^i}(x) - f_i(x, u) \in \mathcal{Q}_{2(d^{i}{\prime})}(\hat{h}, \tilde{h}). \]

On the other hand

\[\sum_{\alpha \in \mathbb{N}^n_{d^i}} \mu^i_{\alpha} \gamma_{\alpha} = \int_{x \in X} F^{d^i}(x) d\varphi(x), \]

therefore (10) generates an upper bound of $F_i(x)$.

For every $e^j \in \mathbb{N}$, similar to (10), we have semidefinite programming relaxation of (9) with relaxation order $(e^j)^{\prime} \geq \max \left\{ \left\lfloor \frac{e^j}{2} \right\rfloor, \left\lfloor \frac{\deg g_j}{2} \right\rfloor, \left\lfloor \max_{k=1,\ldots,s_2} \frac{(\deg \bar{h}_k)}{2} \right\rfloor, \left\lfloor \max_{k=1,\ldots,s_3} \frac{(\deg \tilde{h}_k)}{2} \right\rfloor \right\}$, when
\(X \times V\) is Archimedean:

\[
\max_{\nu^j} \sum_{\alpha \in \mathbb{N}_0^p} \nu^j_\alpha \gamma_\alpha
\]

\[
\text{s.t. } g_j(x, v) - \sum_{\alpha \in \mathbb{N}_0^p} \nu^j_\alpha x^\alpha \in Q_{2(e)^{j'}}(\bar{h}, \bar{h}).
\]

Moreover, denoted by \(G^e(x) := \sum_{\alpha \in \mathbb{N}_0^p} \nu^j_\alpha x^\alpha \in \mathcal{R}_e[x]\) the lower bound of \(G_j(x)\), we have the following convergence result, which tells us that we can approximate the optimal functions \(F_i(x)\) and \(G_j(x)\) with polynomial in a strong sense, and even in a stronger sense with piecewise polynomial.

**Theorem 3.1.** (c.f. [21]) Suppose that \(\mu^i\) and \(\nu^j\) are optimal or nearly optimal solution to \((10)\) and \((11)\) respectively, let \(F^d(x) := \sum_{\alpha \in \mathbb{N}_0^d} \mu^i_\alpha x^\alpha \in \mathcal{R}_d[X]\) and \(G^e(x) := \sum_{\alpha \in \mathbb{N}_0^e} \nu^j_\alpha x^\alpha \in \mathcal{R}_e[x]\), it holds that:

- \((a)\) \(\|F^d - F_i\|_{L_1(X, \varphi)} \to 0\) and \(\|G^e - G_j\|_{L_1(X, \varphi)} \to 0\).

- \((b)\) Let \(\tilde{F}^d(x) := \min_{d \leq d'} \{F^d(x)\}\) and \(\tilde{G}^e(x) := \max_{e \leq e'} \{G^e(x)\}\), then \(\tilde{F}^d(x) \downarrow F_i(x)\) and \(\tilde{G}^e(x) \uparrow G_j(x)\) for all \(x \in X\), besides \(\tilde{F}^d(x) \to F_i(x)\) and \(\tilde{G}^e(x) \to G_j(x)\) \(\varphi\)-almost uniformly in \(X\).

Let \(z_{(d')^j}\) be a \(2(d')^j\)th truncated moment sequence defined on \(\mathbb{R}^n \times \mathbb{R}^p\), which means

\[
z_{(d')^j}^{\alpha \beta} := x^\alpha u^\beta, \ \forall \alpha, \beta \in \mathbb{N}_0^p, |\alpha| + |\beta| \leq s(2(d')^j).
\]

Then the dual problem of \((10)\) reads as

\[
\max_{z_{(d')^j}} L_{z_{(d')^j}}(f_i)
\]

\[
\text{s.t. } z_{(d')^j} \in T_{(d')^j}([\bar{h}, \bar{h}])
\]

\[
L_{z_{(d')^j}}(x^\alpha) = \gamma_\alpha, \ \forall \alpha \in \mathbb{N}_0^d
\]

\[
L_{z_{(d')^j}}(x^\alpha) = 0, \ s(d^i) \leq |\alpha| \leq s(2(d')^j),
\]

which can also be solved by semidefinite programming. For all feasible \(z_{(d')^j}\) of \((12)\), let \(u := (z_{(d')^j}^{0e_1}, \ldots, z_{(d')^j}^{0e_p})\), then \(u \in U\) since \(z_{(d')^j} \in T_{2(d')^j}([\bar{h}, \bar{h}])\). On the other hand \(L_{z_{(d')^j}}(x^\alpha) = \gamma_\alpha, \ \forall \alpha \in \mathbb{N}_0^d\), therefore \(L_{z_{(d')^j}}(f_i) \geq \int_{x \in X} f_i(x, u)d\varphi(x)\). Moreover,

**Theorem 3.2.** (c.f. [21]) Suppose \(z\) is an optimal or nearly optimal solution to \((12)\), assume \(U_i^e(x) := \{u \in U: f_i(x, u) = F_i(x)\}, i = 1, \ldots, l\) is singleton for \(\varphi\)-almost all \(x \in X\), let \(\rho_i: X \to \mathcal{U}\) be the \(\varphi\)-measurable mapping such that \(\rho_i(x) = U_i^e(x)\), then

\[
z_{(d')^j}^{\alpha \beta} \to \int_{x \in X} x^\alpha \rho_i(x)^\beta d\varphi(x), \ \forall \alpha, \beta \in \mathbb{N}_0^p, |\alpha| + |\beta| \leq s(2(d')^j)
\]

as \((d')^j \to \infty\).
Denoted by $e_k$ the unit vector in $\mathbb{R}^p$ with the $k$-th component equaling to 1. According to Theorem 3.2 it is worth noting that the asymptotic performance of $u_{(d')} := \left( z_{(d')}^1, \ldots, z_{(d')}^p \right)$ is meaningless, in other words, the limit of $u_{(d')}'$ is not the uncertainty parameter which achieves the optimal.

**Remark 3.1.** Fix $d'$ as the degree of the approximation polynomial for $F_i(x)$. For relaxation order $(d')'$, if the optimizer $(z_i)'^*$ to (12) is flat truncated, then the corresponding $(\mu_i')^*$, namely the solution to the dual problem (10) of (12), constitutes the best approximated $d'$-degree polynomial $F_{d'}(x) := \sum_{\alpha \in \mathbb{N}^n_{d'}} (\mu_i')^* x^\alpha \in \mathbb{R}_{d'}[x]$. Besides, under Archimedean condition, the flat truncation for the optimizer to (12) is satisfied generically when the relaxation order is sufficiently large; see, e.g., [30].

Generally, for any $d' \geq 1$ we are able to obtain the best approximated $d'$-degree polynomial for $F_i(x)$ theoretically. From a computational viewpoint, due to the limits of SDP solvers, we always obtain a suboptimally approximated $d'$-degree polynomial for $F_i(x)$ with a loose relaxation.

**Remark 3.2.** Analogical results also hold for the dual problem of (11).

4. **The utopia point approximation scalarization for (RVPOP)**

Recall the concept of a utopia point given in Definition 1.5. For $i = 1, \ldots, l$, if we approximate $\sup_{u \in U} f_i(x, u)$ directly with “joint+marginal” method, we will obtain an upper bound polynomial of $\sup_{u \in U} f_i(x, u)$, but it is difficult to determine how large $\epsilon$ should be in order to generate a utopia point. For this reason, we interchange the order of min-max in (3) and it always holds that

$$\sup_{u \in U} \min_{x \in \Omega} f_i(x, u) \leq \min_{x \in \Omega} \sup_{u \in U} f_i(x, u),$$

which implies that the left side of (13) is literally a utopia point. Moreover, it is reasonable to replace the constraint set $\Omega$ with the bigger and more easily computed set $X$, where $X$ is defined as in (2), and it holds the relationship that

$$\sup_{u \in U} \min_{x \in X} f_i(x, u) \leq \sup_{u \in U} \min_{x \in \Omega} f_i(x, u) \leq \min_{x \in \Omega} \sup_{u \in U} f_i(x, u).$$

We then adopt the algorithms proposed in [22] with a loose relaxation to obtain a strictly lower bound of the left side of (14), which naturally is a utopia point of the problem (RVPOP).

Denoted by $\mathcal{X}_{RP}$ (resp., $\mathcal{X}_{P_{RP}}$) and $\mathcal{Y}_{RP}$ (resp., $\mathcal{Y}_{P_{RP}}$) the sets of all (resp., properly) robust Pareto solutions and (resp., properly) values of the problem (UVPOP). To proceed, we also define the sets of best approximation with utopia point $y^U$ in terms of $\lambda$, $\| \cdot \|_p$ and $F(x) := (F_1(x), \ldots, F_l(x))$ given as in the problem (VP) by

$$\mathcal{S}(\lambda, p, F, \Omega) := \left\{ x \in \mathbb{R}^n : x \in \arg\min \{ \| \lambda \odot (F(x) - y^U) \|_p : x \in \Omega \} \right\},$$

$$\mathcal{S}(F, \Omega) := \bigcup_{\lambda \in \mathcal{R}} \bigcup_{1 \leq p < \infty} \mathcal{S}(\lambda, p, F, \Omega).$$
Correspondingly, we define the sets in the objective space for the problem (VP),

\[ A(\lambda, p, F, \Omega) := \left\{ F(x) \in \mathbb{R}^l : x \in \mathcal{S}(\lambda, p, F, \Omega) \right\}, \]

\[ A(F, \Omega) := \bigcup_{\lambda \in \text{ri} \Lambda} \bigcup_{1 \leq p < \infty} A(\lambda, p, F, \Omega). \]

In what follows, we first give some results on the nonemptiness of \( A(\lambda, p, F, \Omega) \), which coincides with the \( \mathbb{R}^l \geq \)-closedness that is requisite in the proof of Theorem 4.1 given in [10, Theorem 4.25].

**Lemma 4.1.** For \( i = 1, \ldots, l \), \( F_i(x) \), defined as in (6), is lower semicontinuous on \( X \).

**Proof.** For \( i = 1, \ldots, l \), \( f_i(x, u) \) is polynomial (thus continuous) on \( X \) for all \( u \in U \), so the epigraph of which \( \text{epi}(f_i^u) := \left\{ (x, t) \in \mathbb{R}^n \times \mathbb{R} : t \geq f_i(x, u), x \in X \right\} \) with respect to \( x \) is closed for all \( u \in U \).

On the other hand, as the epigraph of \( F_i(x) \) satisfies \( \text{epi}(F_i) = \bigcap_{u \in U} \text{epi}(f_i^u) \), which is the intersection of a family of closed sets, therefore closed, therefore \( F_i(x) \) is lower semicontinuous on \( X \). \( \Box \)

For fixed \( \lambda \in \text{ri} \Lambda \) and \( p \in [1, \infty) \) we define the following function

\[ (15) \quad \Gamma_{\lambda, p}: X \to \mathbb{R} \]

\[ x \mapsto \sum_{i=1}^l \left( \lambda_i(F_i(x) - y_i^U) \right)^p. \]

**Lemma 4.2.** It holds that \( A(\lambda, p, F, \Omega) \neq \emptyset \) for all \( \lambda \in \text{ri} \Lambda \) and \( p \in [1, \infty) \).

**Proof.** Notice that the utopia point \( y^U < F(x) \) for all \( x \in X \), then it holds that \( \mathcal{S}(\lambda, p, F, \Omega) = \left\{ x \in \mathbb{R}^n : x \in \arg\min \{ \Gamma_{\lambda, p}(x) : x \in \Omega \} \right\} \).

For any fixed \( \hat{x} \in \Omega \) and any sequence \( \{x_k\}_{k \geq 1} \subseteq \Omega \) for which \( x_k \to \hat{x} \) as \( k \to \infty \), we have

\[ \Gamma_{\lambda, p}(\hat{x}) = \sum_{i=1}^l \left( \lambda_i(F_i(\hat{x}) - y_i^U) \right)^p \]

(by Lemma 4.1)

\[ \leq \sum_{i=1}^l \left( \lambda_i \left( \liminf_{k \to \infty} F_i(x_k) - y_i^U \right) \right)^p \]

\[ \leq \liminf_{k \to \infty} \Gamma_{\lambda, p}(x_k), \]

which means \( \Gamma_{\lambda, p} \) is lower semicontinuous on \( \Omega \). On the other hand, \( \Omega = \bigcap_{v \in V} \left\{ x \in \mathbb{R}^n : g_j(x, v) \geq 0, \, j = 1, \ldots, m \right\} \), namely the intersection of a family of compact sets in accordance with assumption (H1), which is compact. Therefore \( \mathcal{S}(\lambda, p, F, \Omega) \neq \emptyset \) then \( A(\lambda, p, F, \Omega) \neq \emptyset \). \( \Box \)

**Theorem 4.1.** (c.f. [10, Theorem 4.25])

\[ A(F, \Omega) \subseteq \mathcal{Y}_{PRP} \subseteq \mathcal{Y}_{RP} \subseteq \text{cl}(A(F, \Omega)). \]

**Corollary 4.1.** \( \mathcal{S}(F, \Omega) \subseteq \mathcal{X}_{PRP} \subseteq \mathcal{X}_{RP} \).
Denoted by $F^d_i(x), i = 1, \ldots, l$, the polynomials obtained from (10), let $a := \min\{d^1, \ldots, d^l\}$. With a bit abuse of notation, we define the vector polynomial as $\bar{F}^a(x) := (F^{d^1}(x), \ldots, F^{d^l}(x))$. Similarly we define the best approximation sets for $\bar{F}^a(x)$ on $\Omega$:

$$S(\lambda, p, \bar{F}^a, \Omega) := \left\{ x \in \mathbb{R}^n : x \in \operatorname*{argmin}_{x \in \Omega} \{\|\lambda \odot (\bar{F}^a(x) - y^U)\|_p\} \right\},$$

$$S(\bar{F}^a, \Omega) := \bigcup_{\lambda \in \text{ri} \Lambda} \bigcup_{1 \leq p < \infty} S(\lambda, p, \bar{F}^a, \Omega),$$

$$\mathcal{A}(\lambda, p, \bar{F}^a, \Omega) := \left\{ \bar{F}^a(x) \in \mathbb{R}^l : x \in S(\lambda, p, \bar{F}^a, \Omega) \right\},$$

$$\mathcal{A}(\bar{F}^a, \Omega) := \bigcup_{\lambda \in \text{ri} \Lambda} \bigcup_{1 \leq p < \infty} \mathcal{A}(\lambda, p, \bar{F}^a, \Omega),$$

and the function on $X$ defined in terms of $\bar{F}^a$,

$$\tilde{\Gamma}^a_{\lambda, p} : x \mapsto \sum_{i=1}^l (\lambda_i (\bar{F}^a_i(x) - y^U_i))^p.$$

Note that $\tilde{\Gamma}^a_{\lambda, p}(x) \geq \Gamma_{\lambda, p}(x)$ for all $x \in X$ since $F^{d^i}(x)$ is a upper bound of $F_i(x)$ for $i = 1, \ldots, l$.

**Lemma 4.3.** The function $\Gamma_{\lambda, p}(x)$ defined as in (15) is continuous on $X$ for all $\lambda \in \text{ri} \Lambda$ and $p \in [1, \infty)$.

**Proof.** For each $i = 1, \ldots, l$, it is sufficient to prove $F_i(x)$ is continuous on $X$, and we only need to prove $F_i(x)$ is upper semicontinuous (u.s.c.) on $X$ due to Lemma 4.1. Indeed, for all $x \in X$ and all $\{x_k\} \subseteq X$ satisfying $x_k \to x$, there exists $u_k \in \mathcal{U}$ such that

$$F_i(x_k) = f_i(x_k, u_k),$$

since $\mathcal{U}$ is compact and $f$ is continuous on $X \times \mathcal{U}$. Meanwhile, there exists $u \in \mathcal{U}$ which is the accumulation point of $\{u_k\}$ such that

$$\limsup_{k \to \infty} F_i(x_k) = \limsup_{k \to \infty} f_i(x_k, u_k) = f_i(x, u) \leq F_i(x),$$

therefore $F_i(x)$ is u.s.c. on $X$ and then $\Gamma_{\lambda, p}(x)$ is continuous on $X$. \qed

Now, by replacing the supremum vector-valued function $F(x)$ with the polynomial approximation $\bar{F}^a(x)$ obtained by the “joint+marginal” method, we arrive at the following two theorems, which state the convergence conclusions for the utopia point approximation scalarization method with $\bar{F}^a(x)$ on $\Omega$ about the optimal value and optimal points in the sense of (approximated) Pareto, respectively, as $a \to \infty$. Before that, we also need the following assumption on the robust feasible set $\Omega$ defined as in (1).

**\(H2\)** $\Omega$ is the closure of an open set, namely $\text{cl}(\text{int}(\Omega)) = \Omega$. 
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Remark 4.1. Analogical to the same assumptions presented in \[16, 23\], the assumption (H2) plays a significant role in the proofs of Theorems 4.2 and 4.4.

Theorem 4.2. Let \( \Gamma^*_{\lambda,p} := \min_{x \in \Omega} \Gamma_{\lambda,p}(x) \) and \((\bar{\Gamma}^t_{\lambda,p})^* := \min_{x \in \Omega} \bar{\Gamma}_{\lambda,p}(x) \). Then for all \( \lambda \in \text{ri} \Lambda \) and \( p \in [1, \infty) \), it holds:

\[
\liminf_{t \to \infty}(\bar{\Gamma}^t_{\lambda,p})^* = \Gamma^*_{\lambda,p}.
\]

Proof. With assumption (H2), for all sufficient small \( \alpha > 0 \), the set

\[
B^\lambda : = \{ x \in \Omega : \Gamma_{\lambda,p}(x) < \Gamma^*_{\lambda,p} + \alpha \}
\]

is open since \( \Gamma_{\lambda,p}(x) \) is continuous on \( X \) thanks to Lemma 4.3; thus is \( \varphi \)-measurable and \( \varphi(B^\lambda) =: \kappa > 0 \).

For the sake of readability, we abuse some notation in this proof. According to Theorem 3.1 we know \( ||F_i^t - F_i||_{L^1(X, \varphi)} \to 0 \) as \( t \to \infty \), for \( i = 1, \ldots, l \). Since \( \varphi(\Omega) \leq \varphi(X) = 1 < \infty \), according to Egorov’s theorem \( F_i^0 \) converges to \( F_1 \) almost uniformly, then there exists a subsequence \( \{ F_i^{a(1)} \} \subseteq \{ F_i^a \} \) such that for the open set \( B_1 \subseteq \Omega \) satisfying \( \varphi(B_1) < \frac{\kappa}{2} \), \( F_i^{a(1)} \) converges to \( F_1 \) uniformly on \( \Omega \setminus B_1 \). Similarly, there exists a subsequence \( \{ F_i^{a(2)} \} \subseteq \{ F_i^a \} \) such that for the open set \( B_2 \subseteq \Omega \) satisfying \( \varphi(B_2) < \frac{\kappa}{2} \), \( F_i^{a(2)} \) converges to \( F_2 \) uniformly on \( \Omega \setminus B_2 \). And so on, denoted by \( B := \bigcup_{i=1}^l B_i \), we obtain \( l \) subsequences \( \{ F_i^{a(l)} \}_{a(l) \geq 1} \subseteq \{ F_i^a \}_{a \geq 1} \) such that \( F_i^{a(l)} \) converges to \( F_i^a \) uniformly on the compact set \( \Omega \setminus B \), for \( i = 1, \ldots, l \). Therefore there exists \( M_i \geq 0 \) such that

\[
(F_i^{a(l)}(x) - y_i^U) - (F_i(x) - y_i^U) \in [0, M_i] \text{ for } i = 1, \ldots, l.
\]

Meanwhile for \( i = 1, \ldots, l \), there exists \( 0 \leq a_i \leq b_i \) such that \( F_i(x) - y_i^U \in [a_i, b_i] \) since \( F_i^{a(l)} \) and \( F_i \) are continuous on \( \Omega \setminus B \). Thus

\[
\bar{\Gamma}_{\lambda,p}(x) - \Gamma_{\lambda,p}(x) = \sum_{i=1}^l \lambda_i^p \left( (F_i^{a(l)}(x) - y_i^U)^p - (F_i(x) - y_i^U)^p \right)
\]

\[
\leq \sum_{i=1}^l \lambda_i^p (b_i + M_i)^{p-1} (F_i^{a(l)}(x) - F_i(x)),
\]

which means \( \{ \bar{\Gamma}_{\lambda,p}(x) \}_{a(l) \geq 1} \) converges uniformly to \( \Gamma_{\lambda,p}(x) \) on \( \Omega \setminus B \).

The open set \( B \subseteq \Omega \) satisfies \( \varphi(B) \leq \sum_{i=1}^l \varphi(B_i) < \frac{\kappa}{2} \), therefore

\[
\varphi(\Omega \setminus B) > \varphi(\Omega) - \frac{\kappa}{2}.
\]

Then \( B^\lambda \cap (\Omega \setminus B) \neq \emptyset \), and there exists \( x \in B^\lambda \) such that

\[
\lim_{t(l) \to \infty} \bar{\Gamma}_{\lambda,p}(x) = \Gamma_{\lambda,p}(x) < \Gamma^*_{\lambda,p} + \alpha,
\]

which means

\[
\liminf_{t(l) \to \infty} (\bar{\Gamma}^t_{\lambda,p})^* \leq \lim_{t(l) \to \infty} \bar{\Gamma}_{\lambda,p}(x) < \Gamma^*_{\lambda,p} + \alpha.
\]

As \( \alpha > 0 \) is arbitrary, we have \( \liminf_{t(l) \to \infty} (\bar{\Gamma}^t_{\lambda,p})^* \leq \Gamma^*_{\lambda,p} \). On the other hand, \( \liminf_{t \to \infty} (\bar{\Gamma}^t_{\lambda,p})^* \geq \Gamma^*_{\lambda,p} \) for \( \Gamma_{\lambda,p}(x) \geq \Gamma_{\lambda,p}(x) \) for all \( x \in X \), we thus complete the proof. \( \square \)
Remark 4.2. We would mention here again that, the assumption (H2) is necessary for Theorem 4.2 and without it, the conclusion may not hold. For example, let $X = [0, 3] \subset \mathbb{R}$ and $\Omega := [1, 2] \cap \{3\} \subset X$, then $[1, 2] = \text{cl}(\text{int}(\Omega)) \neq \Omega$ thus assumption (H2) is no longer satisfied. Without loss of generality, let $F(x) = -x$, then $F(x)$ admits its minimum on $\Omega$ at $x^* = 3$, while for $0 < \alpha < 1$, $B_\alpha := \{x \in \Omega: F(x) < F(x^*) + \alpha\} = \{3\}$ is not open.

We have to point out that, it is usually impractical for us to compute $\lim\inf_{a \to \infty} (\bar{\Gamma}_{\lambda,p}^{a})^*$ directly due to the fact that we never have information about the future. Instead we compute $\lim_{k \to \infty} \inf_{1 \leq a \leq k} \{(\bar{\Gamma}_{\lambda,p}^{a})^*\}$, and because of

$$\Gamma_{\lambda,p}^{a} \leq \lim_{k \to \infty} \inf_{1 \leq a \leq k} \{(\bar{\Gamma}_{\lambda,p}^{a})^*\} \leq \lim_{a \to \infty} (\bar{\Gamma}_{\lambda,p}^{a})^* = \Gamma_{\lambda,p}^*,$$

we actually obtain the same minimum value. With a bit abuse of notation, define

$$(\bar{\Gamma}_{\lambda,p}^{a(k)})^* := \inf_{1 \leq a \leq k} \{(\bar{\Gamma}_{\lambda,p}^{a})^*\},$$

we therefore have the convergence conclusion for optimal points in the sense of Pareto as below.

**Theorem 4.3.** Obeying the notation defined above for $a(k)$, it holds that

$$\emptyset \neq \bigcap_{r=1}^{\infty} \text{cl}(\bigcup_{a(k)=r}^{\infty} S(\lambda, p, F^{a(k)}(\Omega))) \subseteq S(\lambda, p, F, \Omega).$$

**Proof.** We firstly prove $\bigcap_{r=1}^{\infty} \text{cl}(\bigcup_{a(k)=r}^{\infty} S(\lambda, p, F^{a(k)}(\Omega))) \neq \emptyset$. Indeed, since $\bar{\Gamma}_{\lambda,p}^{t(k)}(x)$ is continuous on the compact set $\Omega$, it is obvious that $S(\lambda, p, F^{a(k)}(\Omega)) \neq \emptyset$, then $\text{cl}(\bigcup_{t(k)=r}^{\infty} S(\lambda, p, F^{a(k)}(\Omega))) \neq \emptyset$ and $\text{cl}(\bigcup_{a(k)=r}^{\infty} S(\lambda, p, F^{a(k)}(\Omega))) \supseteq \text{cl}(\bigcup_{a(k)=r+1}^{\infty} S(\lambda, p, F^{a(k)}(\Omega)))$, therefore there is at least one point in the intersection of a sequence of monotonically decreasing compact sets.

Now, we are going to show $\bigcap_{r=1}^{\infty} \text{cl}(\bigcup_{a(k)=r}^{\infty} S(\lambda, p, F^{a(k)}(\Omega))) \subseteq S(\lambda, p, F, \Omega)$. Indeed, for all $\hat{x} \in \bigcap_{r=1}^{\infty} \text{cl}(\bigcup_{a(k)=r}^{\infty} S(\lambda, p, F^{a(k)}(\Omega)))$, there exists a sequence $\{x_{a(k)}\}$ satisfying $x_{a(k)} \in S(\lambda, p, F^{a(k)}(\Omega))$ and they accumulate to $\hat{x}$. Then for $a(k) \geq 1$, it holds

$$\Gamma_{\lambda,p}^{a(k)}(x) \leq \bar{\Gamma}_{\lambda,p}^{a(k)}(x_{a(k)}) \leq \bar{\Gamma}_{\lambda,p}^{a(k)}(x_{a(k)}) = (\bar{\Gamma}_{\lambda,p}^{a(k)})^*.$$

Applying the continuity of $\Gamma_{\lambda,p}(x)$ and Theorem 4.2, we prove the conclusion. □

**Remark 4.3.** Indeed, the upper limit closure set in Theorem 4.3 is literally the set of all accumulation points for $\{S(\lambda, p, F^{a(k)}(\Omega))\}_k$ as $k \to \infty$. Theorem 4.3 tells us, in other words, that as we increasing the order of approximation polynomials, the limiting point of $S(\lambda, p, F^{a(k)}(\Omega))$ always exists and belongs to $S(\lambda, p, F, \Omega)$. 
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Denote by $G^{e_j}(x), j = 1, \ldots, m$ the polynomials obtained from (11), let $b := \{e^1, \ldots, e^m\}$. Again, with a bit of abuse of notation, we define the set 

$$
\bar{\Omega}^b := \left\{ x \in \mathbb{R}^n : G^{e_j}(x) \geq 0, \ j = 1, \ldots, m \right\} \cap X.
$$

Then we have the following vector polynomial optimization problem,

$$(\text{VOP}^{a,b}) \quad \begin{array}{ll}
\min & \tilde{F}^a(x) \\
\text{s.t.} & x \in \bar{\Omega}^b.
\end{array}
$$

Analogically we define the best approximation sets for the problem $(\text{VOP}^{a,b})$

$$
S(\lambda, p, \tilde{F}^a, \bar{\Omega}^b) := \left\{ x \in \mathbb{R}^n : x \in \arg\min \{||\lambda \odot (\tilde{F}^a(x) - y^U)||_p : x \in \bar{\Omega}^b\} \right\},
$$

$$
S(\tilde{F}^a, \bar{\Omega}^b) := \bigcup_{\lambda \in \mathbb{R}} \bigcup_{1 \leq p < \infty} S(\lambda, p, \tilde{F}^a, \bar{\Omega}^b),
$$

$$
A(\lambda, p, \tilde{F}^a, \bar{\Omega}^b) := \left\{ \tilde{F}^a(x) \in \mathbb{R}^l : x \in S(\lambda, p, \tilde{F}^a, \bar{\Omega}^b) \right\},
$$

$$
A(\tilde{F}^a, \bar{\Omega}^b) := \bigcup_{\lambda \in \mathbb{R}} \bigcup_{1 \leq p < \infty} A(\lambda, p, \tilde{F}^a, \bar{\Omega}^b).
$$

Note that $\bar{\Omega}^b \subseteq \Omega$ since $G^{e_j}(x)$ is a lower bound of $G^j(x)$ (defined as in (7)) for $j = 1, \ldots, m$.

In what follows, we give the convergence conclusions for the problem $(\text{VOP}^{a,b})$ as $a, b \rightarrow \infty$.

**Theorem 4.4.** Assume that $\text{int}(\{x \in \mathbb{R}^n : G_j(x) = 0\}) \cap X = \emptyset$ for all $j = 1, \ldots, m$, then it holds

$$
\text{cl}\left(\lim_{b \rightarrow \infty} \bar{\Omega}^b\right) = \Omega.
$$

**Proof.** By assumption (H1) we know that $\Omega$ is compact, all we need (thanks to assumption (H2)) is to prove

$$
\text{int}(\Omega) \subseteq \text{cl}\left(\bigcap_{r=1}^{\infty} \bigcap_{b=r}^{\infty} \bar{\Omega}^b\right) \subseteq \text{cl}\left(\lim_{b \rightarrow \infty} \bar{\Omega}^b\right) \subseteq \bigcap_{r=1}^{\infty} \text{cl}(\bigcap_{b=r}^{\infty} \bar{\Omega}^b) \subseteq \Omega.
$$

By contradiction, suppose there exists $x_0 \in \text{int}(\Omega)$ such that $x_0 \notin \text{cl}\left(\bigcap_{r=1}^{\infty} \bigcap_{b=r}^{\infty} \bar{\Omega}^b\right)$, then $\exists \alpha > 0$ such that $B_\alpha(x_0) := \{ x \in \mathbb{R}^n : ||x - x_0|| < \alpha \} \subseteq \text{int}(\Omega)$ but $B_\alpha(x_0) \cap \left(\text{cl}\left(\bigcup_{r=1}^{\infty} \bigcap_{b=r}^{\infty} \bar{\Omega}^b\right)\right) = \emptyset$, which means that there exists a sequence $\{b_k\} \subseteq \mathbb{N}^+$ such that $B_\alpha(x_0) \cap \bar{\Omega}^{b_k} = \emptyset$. Furthermore, for some $j \in \{1, \ldots, m\}$, there exists an open set $O_\alpha(x_0) \subseteq B_\alpha(x_0)$ such that $G_j(x) > 0$ and $G_j(x) < 0$ for all $x \in O_\alpha(x_0)$, where $\bar{\Omega}^{b_k} = \{ x \in \mathbb{R}^n : G^{e_j}(x) \geq 0, j = 1, \ldots, m \} \cap X$. Since $\varphi(O_\alpha(x_0)) > 0$, this contradicts to the fact that $\|G^{e_j} - G_j\|_{L_1(X, \varphi)} \rightarrow 0$ given in Theorem 3.4, thus $\text{int}(\Omega) \subseteq \text{cl}\left(\bigcap_{r=1}^{\infty} \bigcap_{b=r}^{\infty} \bar{\Omega}^b\right)$.

On the other hand, it is obvious that $\bigcap_{r=1}^{\infty} \text{cl}(\bigcup_{b=r}^{\infty} \bar{\Omega}^b) \subseteq \Omega$ since $\bar{\Omega}^b \subseteq \Omega$. Therefore $\text{cl}\left(\lim_{b \rightarrow \infty} \bar{\Omega}^b\right) = \Omega$ as desired. \qed
Theorem 4.5. With the same assumption as in Theorem 4.4, we can solve \( \text{RVPOP} \) approximately via \( \text{VOP}^{a,b} \), mathematically it holds:

\[
\bigcap_{r' = 1}^{\infty} \text{cl} \left( \bigcup_{b = r'}^{\infty} \bigcap_{r = 1}^{\infty} \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)}, \bar{\Omega}^{b}) \right) = \bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)}, \Omega) \right).
\]

Proof. First of all, \( \bar{\Omega}^{b} \) is compact since \( \bar{G}^{b(k)} \) is continuous and \( \bar{\Omega}^{b} \subseteq \Omega \), thus \( S(\lambda, p, \bar{F}^{a(k)}, \bar{\Omega}^{b}) \neq \emptyset \) and \( \bigcap_{a(k) = r}^{a} \text{cl} \left( \bigcup_{r = 1}^{\infty} S(\lambda, p, \bar{F}^{a(k)}, \bar{\Omega}^{b}) \right) \neq \emptyset \) for all \( b \).

Let \( \hat{x} \in \bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)}, \Omega) \right) \) be any given, for all \( \alpha > 0 \), there always exists a sequence \( \{ S(\lambda, p, \bar{F}^{a(k)}, \Omega) \} \) such that \( \{ x \in \mathbb{R}^{n} : \| x - \hat{x} \| < \alpha \} = \overline{B}_{\alpha}(\hat{x}) \cap S(\lambda, p, \bar{F}^{a(k)}, \Omega) \neq \emptyset \). Meanwhile, for \( \alpha \) defined above there also exists a sequence \( \{ \Omega_{b}^{k} \} \) such that \( \overline{B}_{\alpha}(\hat{x}) \cap \Omega_{b}^{k} \neq \emptyset \) according to Theorem 4.4. Since \( \bar{\Omega}_{k}^{b}(x) \) is continuous on \( \Omega \), when \( \alpha \) is sufficiently small there always exists \( \bar{\Omega}^{b} \) such that \( \text{argmin}_{x \in \Omega_{b}} S(\lambda, p, \bar{F}^{a(k)}, \bar{\Omega}^{b}) \subseteq \overline{B}_{\alpha}(\hat{x}) \), then there is a subsequence \( \{ a(k)' \} \subseteq \{ a(k) \} \) such that

\[
\text{argmin}_{x \in \Omega_{b}} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \subseteq \overline{B}_{\alpha}(\hat{x}),
\]

namely \( \hat{x} \in \bigcap_{r' = 1}^{\infty} \text{cl} \left( \bigcup_{b = r'}^{\infty} \bigcap_{r = 1}^{\infty} \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right) \), thus

\[
\bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right) \subseteq \bigcap_{r' = 1}^{\infty} \text{cl} \left( \bigcup_{b = r'}^{\infty} \bigcap_{r = 1}^{\infty} \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right).
\]

Conversely, let \( \hat{x} \in \bigcap_{r' = 1}^{\infty} \text{cl} \left( \bigcup_{b = r'}^{\infty} \bigcap_{r = 1}^{\infty} \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right) \) be any given, for all \( \alpha > 0 \), there always exists a sequence \( \{ b_{k} \} \) such that \( \overline{B}_{\alpha}(\hat{x}) \cap \bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b_{k}}) \right) \neq \emptyset \), thus there is a subsequence \( \{ a(k)' \} \subseteq \{ a(k) \} \) such that \( \overline{B}_{\alpha}(\hat{x}) \cap \bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b_{k}}) \right) \neq \emptyset \). According to Theorem 4.4, \( \overline{B}_{\alpha}(\hat{x}) \cap \bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b_{k}}) \right) \neq \emptyset \) since \( \bar{F}^{a(k)'} \) are continuous on \( \Omega \), moreover \( \hat{x} \in \bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right) \), then

\[
\bigcap_{r' = 1}^{\infty} \text{cl} \left( \bigcup_{b = r'}^{\infty} \bigcap_{r = 1}^{\infty} \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right) \subseteq \bigcap_{r = 1}^{\infty} \text{cl} \left( \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right).
\]

The proof is completed. \( \square \)

We end this section by mentioning that (by Theorem 4.3), for all \( \lambda \in \Lambda \) and \( p \in [1, \infty) \),

\[
\emptyset \neq \bigcap_{r' = 1}^{\infty} \text{cl} \left( \bigcup_{b = r'}^{\infty} \bigcap_{r = 1}^{\infty} \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right) \subseteq S(\lambda, p, F, \Omega).
\]

Furthermore, by invoking Theorem 4.4, we also have the following relationship,

\[
\bigcup_{\lambda \in \Lambda} \bigcup_{1 \leq p < \infty} \bigcap_{r' = 1}^{\infty} \text{cl} \left( \bigcup_{b = r'}^{\infty} \bigcap_{r = 1}^{\infty} \bigcup_{a(k) = r}^{a} S(\lambda, p, \bar{F}^{a(k)'}, \bar{\Omega}^{b}) \right) \subseteq \chi_{P} \subseteq \chi_{R}.
\]
Correspondingly, in the objective space it holds,
\[
\bigcup_{\lambda \in \Lambda} \bigcup_{1 \leq p < \infty} \bigcap_{r' = 1}^{\infty} \left. \bigcap_{a(k) = r}^{\infty} \bigcap_{b = r'}^{\infty} \bigcup_{A(\lambda, p, \tilde{F}^{a(k)}, \tilde{\Omega}^b)} \bigg) \subseteq \mathcal{Y}_{PRP} \subseteq \mathcal{Y}_{RP}.
\]

5. The Scheme and Examples

As we mentioned before, all of the accumulation points of \( \{S(\lambda, p, F^{a(k)}, \tilde{\Omega})\}_{k,b} \) are properly robust Pareto point to the problem \( \text{[UVPOP]} \) for all fixed \( \lambda \) and \( p \). From the viewpoint of computation, we could fix some appropriate orders \( a \) and \( b \) for the approximating polynomials, then solving the problem \( \text{[VOP]} \). The procedure of our algorithm is given below.

Algorithm 1: The Utopia Point Method-Based Approximation

**Input**: Appropriate orders of approximating polynomials: \( a \) and \( b \)
Maximal order of \( \ell_p \)-norm: \( l_p \)
A discrete set: \( \Lambda \subseteq (0,1) \)

**Output**: Properly robust Pareto value: \( \text{pareto} \)

Set \( \text{pareto} = \emptyset \)

Compute utopia point \( y^U \) via (14) with algorithm proposed in \([22]\)

Generate approximation vector polynomials \( \tilde{F}^a \) and \( \tilde{G}^b \) via SDP \([10]\) and \([11, 12]\) respectively

for \( p = 1 : l_p \) do

for \( \lambda \in \Lambda \) do

compute \( S(\lambda, p, \tilde{F}^a, \tilde{\Omega}^b) \) for \( \text{[VOP]} \) with Lasserre’s hierarchy \([14, 35]\)

for \( x \in S(\lambda, p, \tilde{F}^a, \tilde{\Omega}^b) \) do

\( \text{pareto} \leftarrow \text{pareto} \cup \{F(x)\} \)

end for

end for

end for

In what follows, we design some examples to illustrate our algorithm.

**Example 5.1.** Consider the robust vector polynomial optimization problem

(16) \[
\min_x \sup_{u \in \mathcal{U}} f(x, u) \\
\text{s.t.} \inf_{v \in \mathcal{V}} g(x, v) \geq 0.
\]

Let \( f(x, u) := (f_1(x, u), f_2(x, u)) \), \( f_i : \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R}, i = 1, 2 \), where

\[
f_1(x, u) = x_1^2 u^2 + x_2^2 u, \quad f_2(x, u) = -x_1^4 - 2x_1^2 x_2^2 - x_2^4 + x_1^2 - u^2.
\]

The uncertainty parameter \( u \in \mathcal{U} := \{u \in \mathbb{R} : 0 \leq u \leq 1\} \). Let \( g : \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R} \) be the constraint function given as

\[
g(x, v) := -x_1^2 v_2^2 - x_2^2 v_1^2 + 1,
\]
where the uncertainty set \( \mathcal{V} := \{(v_1, v_2) \in \mathbb{R}^2 : 1 \leq v_1 \leq \sqrt{2}, 1 \leq v_2 \leq \sqrt{2}\} \). The compact simple set \( X := \{(x_1, x_2) \in \mathbb{R}^2 : x_1^2 + x_2^2 \leq 2\} \) covers all feasible \( x \), and we can easily compute \( F_1 \) and \( F_2 \), the supremums of \( f_1 \) and \( f_2 \) for all \( x \in X \) over \( \mathcal{U} \):

\[
F_1(x) := \sup_{u \in \mathcal{U}} f_1(x, u) = x_1^2 + x_2^2,
\]

\[
F_2(x) := \sup_{u \in \mathcal{U}} f_2(x, u) = -x_1^4 - 2x_1^2x_2^2 - x_2^4 + x_1^2.
\]

Moreover, the infimum of \( g \) for all \( x \in X \) over \( \mathcal{V} \) is

\[
G(x) := \inf_{v \in \mathcal{V}} g(x, v) = 1 - x_1^2 - x_2^2.
\]

We can depict the robust Pareto front of (16) in advance.

![Robust Pareto Front](image)

The red curve in Figure 2 is the robust Pareto front of (16) and the black curve represents the southwest lower bound of \( (F_1(x), F_2(x)) \in \mathbb{R}^2 \) for all \( x \in X \).

We approximate \( F_1(x) \) and \( G(x) \) with 2-degree polynomials, and approximate \( F_2(x) \) with 4-degree polynomial. With no more than 7-order relaxation, we obtain

\[
\bar{F}_1^2(x) = \frac{2251799814263309}{2251799813685248}x_1^2 + \frac{4503599606726343}{4503599627370496}x_2^2 + \frac{1501956633657483}{15111572451828646838272},
\]

\[
\approx x_1^2 + x_2^2,
\]

\[
\bar{F}_2^4(x) = -\frac{70368744161045}{70368744177664}x_1^4 - \frac{9007199252613677}{70368744161045}x_1^2x_2^2 - \frac{70368744177664}{70368744161045}x_2^4 + \frac{1125899906575295}{112589990642624}x_1^2
\]

\[
+ \frac{9007199250463721}{18014398509481984}x_2^2 + \frac{1105826627040601}{483570327858516698824704},
\]

\[
\approx -x_1^4 - 2x_1^2x_2^2 - x_2^4 + 0.5x_2^2,
\]

\[
\bar{G}_2^2(x) = -\frac{889650541149041}{889650541149041}x_1^2 - \frac{4447374274488383}{4503599627370496}x_2^2 + \frac{5753780886491375}{5753780886491375}x_1^2x_2^2
\]

\[
+ \frac{217780714829409010616559748756316533184}{217780714829409010616559748756316533184}x_1x_2
\]

\[
+ \frac{217780714829409010616559748756316533184}{217780714829409010616559748756316533184}x_1^2
\]

\[
\approx -0.9877x_1^2 - 0.9875x_2^2 + 0.9764.
\]
Eventually, with the approximation polynomials we obtained, we have the following vector polynomial optimization problem

\[
\begin{align*}
\min_{x} & \quad (\bar{F}_1^2(x), \bar{F}_4^4(x)) \\
\text{s.t.} & \quad \bar{G}_2^2(x) \geq 0 \\
& \quad x \in X.
\end{align*}
\] (17)

For \( \lambda \in [0.01, 0.99] \) and \( 1 \leq lp \leq 12 \), we compute (17) with utopia point method-based approximation via Lasserre’s hierarchy, then we obtain the following result.

![Figure 3. Robust Pareto Front and Properly Robust Pareto Values](image)

The red curve in Figure 3 represents the robust Pareto front of (16), the black dots are properly robust Pareto values we obtained.

Finally, we consider a particular case, i.e., dropping the uncertainty parameters, and the problem (\text{UVPOP}) will be reduced to a vector nonconvex polynomial optimization problem. In this case, our algorithm is still available if only omitting the approximation step.

**Example 5.2.** Consider the vector polynomial optimization problem

\[
\begin{align*}
\min_{x} & \quad f(x) \\
\text{s.t.} & \quad g(x) \geq 0 \\
& \quad x \in X.
\end{align*}
\] (18)

Let \( f(x) := (f_1(x), f_2(x)) \), \( f_i : \mathbb{R}^2 \to \mathbb{R}, \ i = 1, 2 \) with

\[
\begin{align*}
f_1(x) &= x_1 + x_2, \\
f_2(x) &= -x_1^2 + 2x_1x_2 + 0.5x_1 + 0.5x_2 - 0.0625.
\end{align*}
\]
The constraint set $X := \{(x_1, x_2) : 0 \leq x_1, x_2 \leq 1\}$, and
\[ g_1(x) = x_1^2 + x_2^2 + 2x_1x_2 - x_1 - x_2. \]
With the weights $\lambda$ chosen in $[0.01, 0.99]$, we approximate the Pareto front of the problem (18); see the following Figure 4.

The red curves in Figure 4 represent the proper Pareto front of the problem (18) and the black dots are solutions of our algorithm. In fact, we are capable to approximate the closure of the proper Pareto front as we increase the order of $p$-norm.

6. Conclusion

In this paper, we mainly studied a class of robust vector polynomial optimization problems without any convex assumptions. We solved such problems by combining/improving the utopia point method and “joint+marginal” relaxation method. Particularly, comparing with our previous works [17, 18, 25–27], we developed the previous results from convex case to nonconvex case.

Besides, it would be of great interest to examine in what situation the assumption in Theorem 4.4 doesn’t hold. Under the consideration that $\mathcal{V}$ is set to be compact, it seems that the polynomial...
who breaks the assumption in Theorem 4.4 should have the form \( g(x, v) = \sum_{k=1}^{d} \tilde{g}_k(x)\bar{g}_k(v) \). A deeper characterization will be carried out in the future studies.
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