COMPLEX OSCILLATORY PATTERNS IN A THREE-TIMESCALE MODEL OF A GENERALIST PREDATOR AND A SPECIALIST PREDATOR COMPETING FOR A COMMON PREY.
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ABSTRACT. In this paper, we develop and analyze a model that studies the interaction between a specialist predator (one that relies exclusively on a single prey species), a generalist predator (one that takes advantage of alternative food sources in addition to consuming the focal prey species), and their common prey in a two-trophic ecosystem featuring three timescales. We assume that the prey operates on a faster timescale, while the specialist and generalist predators operate on slow and superslow timescales respectively. Treating the predation efficiency of the generalist predator as the primary varying parameter and the proportion of its diet formed by the prey species under study as the secondary parameter, we obtain a host of rich and interesting dynamics, including relaxation oscillations, mixed-mode oscillations (MMOs), subcritical elliptic bursting patterns, torus canards, and mixed-type torus canards. By grouping the timescales into two classes and using the timescale separation between classes, we apply one-fast/two-slow and two-fast/one-slow analysis techniques to gain insights about the dynamics. Using the geometric properties and flows of the singular subsystems, in combination with bifurcation analysis and numerical continuation of the full system, we classify the oscillatory dynamics and discuss the transitions from one type of dynamics to the other. The types of oscillatory patterns observed in this model are novel in population models featuring three-timescales; some of which qualitatively resemble natural cycles in small mammals and insects. Furthermore, oscillatory dynamics displaying torus canards, mixed-type torus canards, and MMOs experiencing a delayed loss of stability near one of the invariant sheets of the self-intersecting critical manifold before getting attracted to the adjacent attracting sheet of the critical manifold have not been previously reported in three-timescale models.
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1. Introduction

Understanding patterns of variations in abundance of species is an enduring endeavor in ecology. In many species, the temporal patterns of their abundance feature multiple
timescales and may be broadly viewed as oscillatory dynamics that constitutes of small amplitude oscillations representing periods of low densities, interspersed with large amplitude oscillations representing episodes of outbreaks. Mixed-mode oscillations (MMOs) or bursting oscillations [19, 27, 32] are one such type of complex oscillatory patterns featuring multiple timescales that can represent population cycles bearing resemblance to data from field studies (see figure 1 in [24] and [43], figure 2 in [51] and figure 3 in [50]). Predator-prey models are building blocks for studying population cycles and are commonly used to understand complex interactions in ecological communities; however, there have been relatively few models [14] - [17], [9, 34, 35, 39, 40], [45]-[48] that take multiple timescales into account or analyze dynamics involving evolution on three or more distinct timescales. Moreover, the studies on three-timescale population models [14] - [17], [9, 35, 40] have primarily been on tri-trophic food chains and much is less known about typical dynamics in other types of food-web models featuring three timescales. To address this subject, in this paper, we develop and analyze a two-trophic predator-prey model governing the interaction between three species, each operating on a different timescale.

Another aspect that is relatively unexplored in continuous-time predator-prey models is the combined effect of specialist predators and generalist predators on the prey dynamics, where the two predators do not engage in intraguild predation, i.e. the two species of predators do not kill/prey upon each other (see [31]). Most existing work on food web models (see [5, 21, 25, 26, 49] and the references therein) treat the predator as a true specialist or a generalist, or as an intraguild specialist or an intraguild generalist [31], with some models that have considered a shift in predation pattern of the predator from generalist to specialist according to seasonally varying prey availability (i.e. the predator behaves as a generalist in the seasons when several prey species are available but as a specialist in the seasons when few prey species are present) [6, 54]. The presence of both non-intraguild specialist and generalist predators does not seem to have been modeled thus far particularly in ecosystems that lack strong seasonal variations. In this spirit, we propose a three-species model composed of specialist and generalist predators and their common prey, where the dynamics of the specialist predator is modeled with Holling type II functional response and that of the generalist predator with Holling type III functional response. Such functional responses are typically associated with the predation behaviors of specialist and generalist predators. We assume that the generalist predator reproduces with Beverton-Holt function in the absence of the common prey [21] and operates on a slower timescale than the specialist predator. With these assumptions, we study the dynamics of the species in the framework of singularly perturbed system of equations, where the prey evolves on a faster timescale, while the specialist and generalist predators evolve on intermediate and slow timescales respectively. Examples of species modeled by such a system may include small mammals such as rodents preyed on by small mustelids or canids (specialist predators) [25] and large avian predators (generalist predators), or insects attacked by specialist parasitoids, and generalist predators such as insectivorous birds or small mammals or arachnids [26].

Treating the predation efficiency of the generalist predator as the primary control parameter and the fraction of generalist predator’s diet that consists of the particular prey
species of interest as the secondary parameter, we explore the dynamics of the model, and find a variety of interesting oscillatory patterns such as MMOs, subcritical elliptic bursting (subHopf/fold cycle) or subHopf/subHopf bursting \[27, 53, 55\], and relaxation oscillations as shown in figure 1. We explain the mechanisms underlying these dynamics using geometrical singular perturbation theory (GSPT) \[12, 22, 32\] and bifurcation analysis. We get a significant insight about the dynamics by grouping the timescales into two classes and utilizing the timescale separation between the classes using GSPT (see \[14, 29, 33, 36\] for some examples of three-timescale models where this approach has been used). In one case, we partition the system into slow and fast subsystems in which the fast subsystem consists of a single fast variable and the slow subsystem includes the remaining relatively slower variables and perform the technique of “one-fast/two-slow analysis”. In the other case, the system is divided into a two-dimensional fast subsystem and a one-dimensional slow subsystem and we perform the technique of “two-fast/one-slow analysis”. We study the roles of the critical and superslow manifolds in shaping the dynamics, and explore the bifurcation structures of the two equivalent systems in their singular limits. An important component of our work includes an exploration of the dynamics of the two-dimensional fast subsystem. Using the geometry of the model and the flows of the lower-dimensional subsystems, we then analyze the different characteristics of the solutions in the three-timescale framework. Finally, we utilize the bifurcation structure of the full system to investigate the parameter dependence of the nature of emergent solutions.

The interplay between the three timescales and coexistence of several mechanisms that are associated with either two-fast/one-slow systems or one-fast/two-slow systems make the analysis challenging in three-timescale systems. For instance, the theories of generalized canard phenomenon, singular Hopf bifurcation and delayed Hopf bifurcation \[10, 19, 41, 42, 58\] provide theoretical basis for understanding mechanisms responsible for local oscillatory behavior and bifurcation delay in slow-fast systems with two-timescales. In the present model, it turns out that in a parameter regime where MMOs are observed, a folded node singularity lies in a close vicinity of a delayed Hopf point as well as an equilibrium point of the full system, allowing the mechanisms to interact (c.f. \[36\]). Furthermore, the duration of the quasi-static phase of the subHopf/subHopf type MMO orbits is affected by the relative position of the equilibrium point with respect to a homoclinic bifurcation point of the two-dimensional fast subsystem, adding to more complexity. Interesting dynamics such as torus canards \[11, 56\] and mixed-type torus canards \[4, 18\], typically seen in two-timescale systems in neuronal models with at least two fast variables, and not yet been studied in three-timescale systems, are also observed in this model in vicinities of torus bifurcations. These solutions mark the onset of transition from one kind of oscillatory behavior to another, and are yet to be fully understood in three timescale systems.

Relaxation oscillation cycles, typically known by boom-and-bust cycles, and chaotic attractors have been extensively studied in two-timescale and three-timescale ecological models (see \[14 - 17, 35, 37, 39, 40, 45\] with some recent work on analytical and computational studies on relaxation oscillations \[11, 2\], canard cycles \[14, 57\] and MMOs \[34, 46-48\] in two-timescale predator-prey models. However, to the best of our knowledge,
MMOs, torus canards, mixed-type torus canards, and subHopf/fold cycle bursting solutions have not been explored previously in ecological models featuring three timescales. Furthermore, torus canards, mixed-type torus, and the MMO dynamics labeled as “single spike” in figure 1, formed by solutions that experience a delayed loss of stability near one of the segments of the self-intersecting critical manifold before they jump toward an adjacent attracting sheet of the other segment of the critical manifold (see figures 4(a), 13, and 14), are novel in three-timescale settings. The present work contributes to learning about different types of complex oscillatory solutions that can arise in a generic three-timescale predator-prey system, some of which seem to qualitatively resemble patterns of natural population cycles.

The remainder of the paper is organized as follows. We introduce the model, perform a dimensional analysis, and discuss the assumptions and physical significance of each parameter in Section 2. In Section 3, we partition the system into fast and slow subsystems by grouping the timescales into two classes and perform detailed fast-slow analyses on these systems using techniques from GSPT. Combining the two techniques, a GSPT analysis is performed on the full three-timescale model in Section 4. We investigate the bifurcation structure of the model and partition the parameter space into different regions based on the type of oscillatory dynamics. We conclude with a discussion in Section 5.
2. The Model

The model studied in this paper reads as follows:

\[
\begin{align*}
\frac{dX}{dt} &= rX \left(1 - \frac{X}{K}\right) - \frac{p_1 XY}{H_1 + X} - \frac{ap_2 X^2 Z}{H_2^2 + X^2} \\
\frac{dY}{dt} &= \frac{b_1 p_1 XY}{H_1 + X} - d_1 Y - m_1 Y^2 \\
\frac{dZ}{dt} &= \alpha \left(\frac{b_2 p_2 X^2 Z}{H_2^2 + X^2} - d_2 Z\right) + (1 - \alpha) \left(\frac{qZ}{1 + m_2 Z} - d_3 Z\right)
\end{align*}
\]

(1)

under the initial conditions

\[
X(0) = \tilde{X} \geq 0, \quad Y(0) = \tilde{Y} \geq 0, \quad Z(0) = \tilde{Z} \geq 0,
\]

(2)

where \(X\) represents the population density of the prey and \(Y, Z\) represent the densities of the two species of predators. We assume that \(Y\) is a true specialist predator, whereas \(Z\) is a generalist predator that does not rely exclusively on \(X\) for its food source. The parameters \(r\) and \(K\) represent the intrinsic growth rate and the carrying capacity of the prey respectively, \(p_1\) is the maximum per-capita predation rate of \(Y\), \(H_1\) is the semi-saturation constant which represents the prey density at which \(Y\) reaches half of its maximum predation rate \((p_1/2)\), \(b_1, d_1\) and \(m_1\) are respectively the birth-to-consumption ratio, per-capita natural death rate and density-dependent mortality rate of \(Y\). The other parameters \(p_2, b_2, d_2, H_2\) are defined analogously for \(Z\). In the absence of \(X\), we assume that \(Z\) reproduces with a Beverton-Holt like function with maximum per-capita reproduction rate \(q\) and constant mortality rate \(d_3\). We denote the strength of density-dependence in \(Z\) by \(m_2\).

The net growth rate of \(Z\) is considered as a weighted sum of its net growth rates resulting from consumption of \(X\) and other alternative resources with the weight parameter \(\alpha\). A similar approach was taken in a two-seasons models in [54], where the weight parameter \(\alpha\) was related to the relative length of seasons. In this model, \(\alpha\) will be interpreted as the proportion of diet of \(Z\) that consists of \(X\) and will vary between 0 and 1. With the following change of variables and parameters:

\[
\begin{align*}
t &= rT, \quad x = \frac{X}{K}, \quad y = \frac{Y}{rK}, \quad z = \frac{p_2 Z}{rK}, \quad \varepsilon_1 = \frac{b_1 p_1}{r}, \quad \varepsilon_2 = \frac{b_2 p_2}{r}, \quad \varepsilon_3 = \frac{q}{r}, \\
\beta_1 &= \frac{H_1}{K}, \quad \beta_2 = \frac{H_2}{K}, \quad \delta_1 = \frac{d_1}{b_1 p_1}, \quad \delta_2 = \frac{d_2}{b_2 p_2}, \quad \delta_3 = \frac{d_3}{q}, \quad \gamma_1 = \frac{m_1 Y_0}{b_1 p_1}, \quad \gamma_2 = m_2 Z_0,
\end{align*}
\]

where

\[
Y_0 = \frac{rK}{p_1}, \quad Z_0 = \frac{rK}{p_2},
\]

system (1) takes the following dimensionless form:

\[
\begin{align*}
\dot{x} &= x \left(1 - x - \frac{y}{\beta_1 + x} - \frac{\alpha z}{\beta_2^2 + x^2}\right) \\
\dot{y} &= \varepsilon_1 y \left(\frac{x}{\beta_1 + x} - \delta_1 - \gamma_1 y\right) \\
\dot{z} &= \alpha \varepsilon_2 z \left(\frac{x^2}{\beta_2^2 + x^2} - \delta_2\right) + (1 - \alpha) \varepsilon_3 z \left(\frac{1}{1 + \gamma_2 z} - \delta_3\right)
\end{align*}
\]

(3)
where the overhead dots denote differentiation with respect to the time variable \( t \). The quantities \( Y_0 \) and \( Z_0 \) will be interpreted as the maximum predation capacities of \( Y \) and \( Z \) respectively (see \([14, 47]\)). We will assume the following conditions on the parameters:

(A) The maximum per capita birth rate of the prey is much higher than the per capita birth rate of the predators \( Y \) and \( Z \) i.e. \( b_1 p_1 \ll r, b_2 p_2 \ll r \) and \( q \ll r \) and that \( q = O(b_2 p_2) \). For simplicity, we will assume that \( q = b_2 p_2 \). We will further assume that \( b_2 p_2 \ll b_1 p_1 \ll r \), thus yielding \( 0 < \varepsilon_2 = \varepsilon_3 \ll \varepsilon_1 \ll 1 \).

(B) We will assume that \( Z \) can persist even in the absence of \( X \) and that the parameters \( \delta_1, \delta_2 \) and \( \delta_3 \) satisfy the inequality \( 0 < \delta_1, \delta_2, \delta_3 < 1 \), which implies that the growth rates of the predators are greater than their death rates. This is a default assumption otherwise the predators would die out faster than they could reproduce even at their maximum reproduction rates.

(C) The parameters \( \beta_1 \) and \( \beta_2 \) are dimensionless semi-saturation constants measured against the prey’s carrying capacity. We will assume that both predators are efficient, and will reach the half of their maximum predation rates before the prey population reaches its carrying capacity, thus yielding \( 0 < \beta_1, \beta_2 < 1 \).

Under the assumptions (A)-(C), system \((3)\) transforms to a singular perturbed system of equations with three timescales, where the prey exhibits fast dynamics, the specialist predator exhibits intermediate dynamics while the generalist predator exhibits slow dynamics.

We rewrite system \((3)\) as

\[
\begin{align*}
\dot{x} &= x \left(1 - x - \frac{y}{\beta_1 x} - \frac{\alpha x z}{\beta_2 x^2}\right) := x\phi(x, y, z, \rho) \\
\dot{y} &= \varepsilon_1 y \left(\frac{x}{\beta_1 x} - \delta_1 - \gamma_1 y\right) := \varepsilon_1 y\chi(x, y, \rho) \\
\dot{z} &= \varepsilon_2 z \left(\alpha \left(\frac{x^2}{\beta_2 x^2} - \delta_2\right) + (1 - \alpha) \left(\frac{1}{1 + \gamma_2 z} - \delta_3\right)\right) := \varepsilon_2 z\psi(x, z, \rho),
\end{align*}
\]

where \( \phi = 0, \chi = 0, \) and \( \psi = 0 \) are the nontrivial \( x, y, \) and \( z \)-nullclines respectively and \( \rho = (\alpha, \beta_1, \beta_2, \delta_1, \delta_2, \delta_3, \gamma_1, \gamma_2) \in \mathbb{R}^8 \) is a vector of parameters. For simplicity, from here onwards we will denote the ratio \( \varepsilon_2/\varepsilon_1 \) by \( \delta \) and replace \( \varepsilon_1 \) by \( \varepsilon \). By assumption (A), we then have that \( 0 < \varepsilon, \delta \ll 1 \) and system \((3)\) can be rewritten as

\[
\begin{align*}
\dot{x} &= x\phi(x, y, z, \rho) \\
\dot{y} &= \varepsilon y\chi(x, y, \rho) \\
\dot{z} &= \varepsilon\delta z\psi(x, z, \rho),
\end{align*}
\]

With respect to the timescale \( t \), system \((5)\) will be referred to as the fast system. Rescaling time by \( \varepsilon \) and letting \( s = \varepsilon t \), one obtains the equivalent intermediate system

\[
\begin{align*}
\varepsilon \dot{x} &= x\phi(x, y, z, \rho) \\
\dot{y} &= y\chi(x, y, \rho) \\
\dot{z} &= \delta z\psi(x, z, \rho),
\end{align*}
\]
where the over dot represents derivative with respect to $s$. Finally, by rescaling time as $\tau = \varepsilon \delta t$ in (5), one obtains the equivalent slow system

$$\begin{align*} 
\varepsilon \delta \dot{x} &= x \phi(x, y, z, \rho) \\
\delta \dot{y} &= y \chi(x, y, \rho) \\
\dot{z} &= z \psi(x, z, \rho), 
\end{align*}$$

(7)

where the over dot represents derivative with respect to $\tau$.

Fixing $\delta$ and treating $\varepsilon$ as the singular parameter, system (6) partitions as a fast-slow system with one fast variable $x$ and two slow variables $y$ and $z$. On the other hand, keeping $\varepsilon$ fixed and treating $\delta$ as the singular perturbation parameter, system (6) partitions into a family of two-dimensional $(x, y)$ fast-subsystems parametrized by $z$.

Throughout the paper, we will fix the parameter values to

$$\varepsilon = 0.05, \quad \delta = 0.1, \quad \beta_1 = 0.1, \quad \delta_1 = 0.15, \quad \delta_2 = 0.35, \quad \delta_3 = 0.65, \quad \gamma_1 = 4.1, \quad \gamma_2 = 15,$$

and vary the predation efficiency $\beta_2$ of the generalist predator as the primary control parameter and the weight $\alpha$ as the secondary parameter. For the choice of parameter values in (8), the intersection of the non-trivial nullclines $\phi = 0, \chi = 0$ and $\psi = 0$ produces equilibria in the positive octant. These equilibria will be referred to as the coexistent or non-trivial equilibria and will be denoted by $E^\ast$. The equilibria lying on the invariant $xy$-plane and the $xz$-plane will be referred to as the boundary equilibria and will be denoted by $E_{xy}$ and $E_{xz}$ respectively. The parameter values chosen here are for illustrative purposes to demonstrate the different types of oscillatory patterns that arises in this system. Representative time profiles of dynamics of system (6) are shown in figures 2 and 3. The phase portraits of the trajectories are shown in figures 14 and 4(B) respectively.
Remark 2.1. In most ecosystems, it will be reasonable to assume that \( \varepsilon \in (0.1, 0.01) \) and \( \delta \in (0.2, 0.05) \). For a fixed \( \varepsilon \), and letting \( \delta = O(\varepsilon^k) \), we find that the oscillatory patterns in system (6) are robust for \( k > 1/2 \). Note that \( k \approx 3/4 \) in [8]. It turns out that the three-timescale structure and some of the oscillation patterns are lost if \( k \) is chosen to be less than \( 1/2 \) (c.f. [33, 36]). For instance, corresponding to the parameter values in figure 2 or figure 3, system (6) exhibits relaxation oscillations featuring two-timescales if \( \delta = O(\varepsilon^{1/4}) \).
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Figure 3. Bursting patterns in system (6) for \( \beta_2 = 0.0245, \alpha = 0.8 \) and other parameters values as in (8). (A) For \( x \)-component. (B) For \( y \) and \( z \) components.

3. THE GEOMETRIC SINGULAR PERTURBATION THEORY APPROACH

In this section, we will use geometric singular perturbation theory and apply Fenichel theory iteratively [12] to explain the mechanisms underlying the complex dynamics exhibited by system (6).

3.1. One-fast/two-slow analysis. Fixing \( \delta \) and letting \( \varepsilon \to 0 \), we will decompose system (6) into a two-dimensional slow subsystem and a one-dimensional fast subsystem. We will then analyze the planar slow subsystem and study key structures such as the critical manifold, defined by the equilibria of the fast subsystem. The analysis will be used to study canard-induced MMOs in the full system.

3.1.1. The critical manifold \( \mathcal{M}_1 \). By fixing \( \delta \) and letting \( \varepsilon \to 0 \) in system (5) results into a one-dimensional fast-subsystem

\[
\dot{x} = x\phi(x, y, z, \rho),
\]
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\[ \mathcal{M}_1 = \Pi \cup S, \]  
\[ z = \beta_1 + x \left( 1 - x - \frac{\alpha x z}{\beta_2^2 + x^2} \right). \]

The surface \( S \) intersects the plane \( \Pi \) along the line \( TC = \{(0, \beta_1, z) : z \geq 0\} \). System (9) undergoes a transcritical bifurcation along \( TC \) and \( \Pi \) is divided into two normally hyperbolic parts, \( \Pi^a = \{(0, y, z) : y > \beta_1\} \) and \( \Pi^r = \{(0, y, z) : y < \beta_1\} \) by \( TC \) as shown in figure 4. The surface \( S \) is folded and can be written as \( S = S^a \cup S^r \cup F \), where \( S^a = S \cap \{\phi_x(x, y, z, \rho) < 0\} \) and \( S^r = S \cap \{\phi_x(x, y, z, \rho) > 0\} \).
are normally attracting and repelling respectively, and \( \mathcal{F} \) is degenerate due to loss of normal hyperbolicity generated by saddle-node bifurcations. Namely,

\[
\mathcal{F} = \{(x, y, z) \in S : \phi(x, y, z, \rho) = 0\} = \{(x, y, z) \in S : y = \mu(x), \ z = \nu(x), \ x \in [0, 1] \setminus \{x_d\}\},
\]

where

\[
\mu(x) = F(x, \nu(x)), \ \nu(x) = \frac{(1 - \beta_1 - 2x)(\beta_2^2 + x^2)^2}{\alpha(\beta_1 \beta_2^2 + 2\beta_2 x - \beta_1 x^2)},
\]

and

\[
x_d = \frac{\beta_2^2}{\beta_1} + \sqrt{\frac{\beta_4^2}{\beta_1^2} + \beta_1^2}.
\]

\[\text{Figure 5. Shape of the fold curve } \mathcal{F} \text{ with respect to } \alpha \text{ and } \beta_2. \text{ Here } \mu_1, \mu_2 \text{ are the roots of } \mu(x) = 0. \text{ See Appendix for the details.}\]

For suitable values of \( \beta_2 \) and \( \alpha \), and feasible ranges of \( y, z \) such that \( \mathcal{F} \subset \mathbb{R}^3^+ \), the fold curve may be cubic (i.e. has two folds) (see figure 4(B) and figure 6), monotonic or piecewise continuous (see figure 4(A)) determined by the locations of the roots, critical points and the point of discontinuity of \( \nu(x) \) (and \( \mu(x) \)) relative to each other. The properties of the fold curve as \( \alpha \) and \( \beta_2 \) are varied are illustrated in figure 5. Depending on the structure of \( S \) characterized by the fold curve, system (6) can exhibit MMOs or relaxation oscillations.
with “plateaus below” near the Π (see figure [12]) corresponding to Case 3 in figure 5 (c.f. [29]), plateau-less MMOs or relaxation oscillations (see figure 15) corresponding to Case 2 in figure 5 or steady state solutions corresponding to Case 1 in figure 5. The details of figure 5 are provided in the Appendix.

\[ \mu(x!) \]
\[ \beta \]
\[ S^{+a} \]
\[ S^{-a} \]
\[ y = \beta_1 \]
\[ 0.4 \]
\[ 0.35 \]
\[ 0.3 \]
\[ 0.25 \]
\[ 0.2 \]
\[ 0.12 \]
\[ 0.6 \]
\[ 0.4 \]
\[ 0.2 \]
\[ 0 \]
\[ (A) \]
\[ S_\beta \]
\[ S_\rho \]
\[ S^a \]
\[ S^{-a} \]
\[ S^{+r} \]
\[ S^{-r} \]
\[ y = \beta_1 \]
\[ 0.4 \]
\[ 0.35 \]
\[ 0.3 \]
\[ 0.25 \]
\[ 0.2 \]
\[ 0.12 \]
\[ 0.6 \]
\[ 0.4 \]
\[ 0.2 \]
\[ 0 \]
\[ (B) \]

**Figure 6.** Geometric structure of the surface S of system (6) for different values of β₂ with α = 0.6 and other parameters as in (8). The black dotted lines divide S into distinct regions, characterized by the number of attracting and repelling branches that the surface possesses. (A) The surface S is divided into four regions for β₂ = 0.048. Also shown are different cross-sections of S (in red) for constant y values chosen from each region. (B) The surface S is divided into three regions for β₂ = 0.025.

3.1.2. **Reduced dynamics on M₁.** Taking the singular limit ε → 0 in system (6) yields the slow subsystem

\[
\begin{align*}
0 &= x\phi(x, y, z, \phi) \\
\dot{y} &= y\chi(x, y, \rho) \\
\dot{z} &= \delta z\psi(x, \rho).
\end{align*}
\] (11)

The flow governed by system (11) is constrained to the critical manifold M₁ and is referred to as the reduced dynamics. On the plane Π, the reduced dynamics solves the system

\[
\begin{align*}
x &= 0 \\
\dot{y} &= y\chi(0, y, \rho) \\
\dot{z} &= \delta z\psi(0, \rho).
\end{align*}
\] (12)

The flow descends along Π and approaches (0, 0, 0) which is the global attractor of (12). The reduced flow crosses the transcritical line TC from Πⁿ to Π⁻ with finite speed, giving rise to singular canards. We note that Π is invariant for all ε > 0, hence canards persist for the full system. As the reduced flow descends along Πⁿ and goes past TC, it spends
an $O(1)$ amount of time in the intermediate timescale on $\Pi'$ before it experiences a loss of stability and gets concatenated by a fast fiber to $S^a$ as shown in figure 4. This phenomenon of delay is referred to as the Pontryagin’s delayed loss of stability and has been studied in a few three-dimensional models (see [29, 47]).

We next consider the flow on $S$. As noted earlier, the surface $S$ can be locally expressed as the graph of $y = F(x,z,\rho)$, hence the dynamics of (11) can be projected onto the $(x,z)$ coordinate chart. Differentiating $\phi(x,y,z,\rho) = 0$ implicitly with respect to time and using the fact that $\dot{\rho} = 0$, gives us the relationship $\dot{x} + \phi_y \dot{y} + \phi_z \dot{z} = 0$. Thus, the reduced flow (11) restricted to $S$ reads as

$$
\begin{pmatrix}
-\phi_x \\
\dot{z}
\end{pmatrix} = \begin{pmatrix}
\phi_y y \chi + \delta \phi_z z \psi \\
\delta z \psi
\end{pmatrix} \bigg|_{y = F(x,z)}.
$$

System (13) has singularities when $\phi_x = 0$ and its solutions blow-up in finite time at $F$. Hence standard existence and uniqueness results do not hold. To remove the finite-time blow up of solutions, we rescale the time $s$ by the factor $-\phi_x$, i.e. $ds = -\phi_x d\tau$ [19], thus transforming system (13) into the desingularized system

$$
\begin{pmatrix}
\dot{x} \\
\dot{z}
\end{pmatrix} = \begin{pmatrix}
\phi_y y \chi + \delta \phi_z z \psi \\
-\delta \phi_x z \psi
\end{pmatrix} \bigg|_{y = F(x,z)},
$$

where the overdot denotes $\tau$ derivatives. We note that system (14) is singularly perturbed with respect to the singular parameter $\delta$. It is topologically equivalent to system (13) on $S^a$. However, the phase-space-dependent time transformation reverses the orientation of the orbits on $S^r$, therefore, the flow of (13) on $S^r$ is obtained by reversing the direction of orbits of (14). It then follows that the reduced flow on $S$ is either directed towards $F$ or away from it.

By Fenichel’s theory [12, 22], the normally hyperbolic segments of the critical manifold $\mathcal{M}_1$ perturb to locally invariant attracting and repelling slow manifolds $\Pi_{\varepsilon,\delta} \cup S_{\varepsilon,\delta} \cup S_{\varepsilon,\delta}$ for $\varepsilon > 0$, and the slow flow restricted to these manifolds is an $O(\varepsilon)$ perturbation of the reduced flow on $\mathcal{M}$. However, the theory breaks down in neighborhoods of $F$.

3.1.3. *Singular points on $\mathcal{M}_1$. The set of equilibria $S^E_\varepsilon$ of (13) and (14) that do not lie on the fold curve $F$ are ordinary singularities, i.e.

$$
S^E_\varepsilon := \{(x,y,z) \in S \setminus F : \chi = 0 \land z = 0\} \cup \{(x,y,z) \in S \setminus F : y = 0 \land \psi = 0\} \\
\cup \{(x,y,z) \in S \setminus F : \chi = 0 \land \psi = 0\}.
$$

On the other hand, the elements of the set $S^F_\varepsilon$ defined by

$$
S^F_\varepsilon := \{(x,y,z) \in F : \phi_y y \chi + \delta \phi_z z \psi = 0\}
$$

are called folded singularities or canard points. These points are equilibria of (13) and (14) and form isolated points of $F$ (see [19] for the classification of folded singularities). Further degeneracies may occur if one of the eigenvalues passes through 0 and can give rise to folded saddle node (FSN) bifurcation of types I and II [19, 58]. In figure 7, we summarize the variations in bifurcations of system (14) over a range of values of $\beta_2$ and $\alpha$. In the
In the scenario when a folded node exists, the fold curve \( F \) and the \textit{strong singular canard} \( \gamma_{0,\delta} \) form a trapping region (\textit{singular funnel}) on \( S^a \) such that all solutions in the
funnel converge to the folded node \([19]\). For certain choices of \(\beta_2\) and \(\alpha\), system \([13]\) may admit two singular funnels, one located on \(S^{-a}\) and the other on \(S^{+a}\). A trajectory of the full system \([6]\) may experience local oscillations near one or multiple branches of the fold curve \(F\), depending on which singular funnel it enters in the singular limit \(\varepsilon \to 0\). Figure 14 (also see figure 17) represents the scenario when an orbit enters in a close vicinity of the singular funnel on \(S^{-a}\), the funnel being bounded by the middle branch \(F^0\) of the fold curve and the strong singular canard \(\gamma_{0,\delta}\). The orbit passes close to the folded node singularity and makes rotations as it goes past the equilibrium \(E^*\) of the full system \([6]\).

3.2. **Two-fast/one-slow analysis.** In this subsection, we will decompose system \([6]\) into a one-dimensional slow subsystem with slow variable \((z)\) and a two-dimensional fast subsystem with fast variables \((x, y)\) by keeping \(\varepsilon\) fixed and treating \(\delta\) as the singular parameter. We will analyze the bifurcation structure of the fast subsystem with the slow variable treated as a parameter. Key bifurcation structures such as the superslow manifold, defined by the stationary solutions of the fast subsystem, periodic solutions, Hopf and homoclinic bifurcations of the fast subsystem will be useful in understanding bursting dynamics of the full system.

3.2.1. **The superslow manifold \(M_2\).** Fixing \(\varepsilon\) and letting \(\delta \to 0\) in system \([5]\) yields the fast subsystem

\[
\begin{align*}
\dot{x} &= x\phi(x, y, z, \rho) \\
\dot{y} &= \varepsilon y\chi(x, y, \rho) \\
\dot{z} &= 0.
\end{align*}
\]  

(15)

The equilibria of \([15]\) forms a one-dimensional critical manifold \(M_{2,\varepsilon}^\circ\), called the superslow manifold, consists of three components, namely \(M_{2,\varepsilon} := K \cup L \cup \mathcal{Z}\), where

\[
K = \{(0, 0, z) : z \geq 0\}, \quad L = \{(x, y, z) \in \mathbb{R}^3 : y = 0, z = H(x), x > 0\},
\]

and

\[
\mathcal{Z} = \{(x, y, z) \in \mathbb{R}^{3+} : \phi = 0 \land \chi = 0\} = \{(x, y, z) \in S : z = G(x)\}
\]

with \(H(x), G(x)\) defined by

\[
H(x) = \frac{1}{x}(1-x)(\beta_2^2 + x^2) \quad \text{and} \quad G(x) = \frac{1}{\alpha x} \left((1-x)(\beta_2^2 + x^2) - \frac{(1-\delta_1)x - \delta_1\beta_1)(\beta_2^2 + x^2)}{\gamma(\beta_1 + x)^2}\right).
\]

Note that both \(H(x)\) and \(G(x)\) can have at most two relative extreme values on the interval \((0, 1)\). We further note that the geometry of the superslow manifold \(M_{2,\varepsilon}\) does not depend of \(\varepsilon\), though its stability does. From here on we will suppress its dependence on \(\varepsilon\),
and denote the superslow manifold by $\mathcal{M}_2$. The sets $\mathcal{L}$ and $\mathcal{Z}$ are degenerate on $\mathcal{F}_{\mathcal{L}}$ and $\mathcal{F}_{\mathcal{Z}}$ respectively, where

$$
\mathcal{F}_{\mathcal{L}} = \{(x, y, z) \in \mathcal{L} : H'(x) = 0\} = \{(x, 0, H(x)) : x_{\mathcal{L}} \text{ is a positive root of } H'(x) = 0\}
$$

and

$$
\mathcal{F}_{\mathcal{Z}} = \{(x, y, z) \in \mathcal{Z} : G'(x) = 0\} = \{(x, z, F(x, G(x)), G(x)) : x_{\mathcal{Z}} \text{ is a positive root of } G'(x) = 0\}.
$$

These sets contain the isolated fold points of $\mathcal{L}$ and $\mathcal{Z}$, and are referred to as the “knees” of these curves. In the scenario when $\mathcal{Z}$ has exactly two folds, $G(x)$ is cubic-shaped consisting of three branches, namely $\mathcal{Z}^{-}$, $\mathcal{Z}^{0}$ and $\mathcal{Z}^{+}$ joined at the fold points. Denoting the $x$-coordinates of the folds of $\mathcal{Z}$ by $x_{\mathcal{Z}}^{-}$ and $x_{\mathcal{Z}}^{+}$, we then have that

$$
\mathcal{Z}^{-} = \{(x, y, z) \in \mathcal{Z} : 0 < x < x_{\mathcal{Z}}^{-}\}, \quad \mathcal{Z}^{+} = \{(x, y, z) \in \mathcal{Z} : x_{\mathcal{Z}}^{+} < x < 1\}
$$

and

$$
\mathcal{Z}^{0} = \{(x, y, z) \in \mathcal{Z} : x_{\mathcal{Z}}^{-} < x < x_{\mathcal{Z}}^{+}\}.
$$

Similarly, the curve $\mathcal{L}$ consists of three branches $\mathcal{L}^{-}$, $\mathcal{L}^{0}$ and $\mathcal{L}^{+}$ joined at the folds when $H(x)$ is cubic-shaped. The relative position of the folds of $\mathcal{L}$ and $\mathcal{Z}$ with respect to the fold curve $\mathcal{F}$ can play a crucial role in organizing the reduced flow on $\mathcal{M}_1$ and shaping the geometrical structure of mixed-mode oscillatory patterns [30]. In this paper, we have considered parameter values such that $\mathcal{L}$ and $\mathcal{Z}$ are cubic-shaped and will discuss the role they play in organizing bursting phenomena in the full system.

Linearization of (15) around $\mathcal{L}^{\pm}$, $\mathcal{L}^{0}$, $\mathcal{Z}^{\pm}$ and $\mathcal{Z}^{0}$ determines the stability of these branches. Typically the middle branches $\mathcal{L}^{0}$ and $\mathcal{Z}^{0}$ consist of saddles of (15). The other branches may lose normal hyperbolicity when system (15) undergoes Hopf bifurcations. Denoting the set of Hopf points of (15) by $\mathcal{M}^{DH}_{\mathcal{L}}$, we have that $\mathcal{M}^{\varepsilon}_{DH} = \mathcal{L}^{\varepsilon}_{DH} \cup \mathcal{Z}^{\varepsilon}_{DH}$, where

$$
\mathcal{L}^{\varepsilon}_{DH} = \{(x, y, z) \in \mathcal{L} : x_{\Phi} + \varepsilon \chi = 0\} \quad \text{and} \quad \mathcal{Z}^{\varepsilon}_{DH} = \{(x, y, z) \in \mathcal{Z} : x_{\Phi} + \varepsilon y \chi_y = 0 \wedge \varepsilon (\phi_x \chi_y - \phi_y \chi_x) > 0\}.
$$

The set $\mathcal{L}^{\varepsilon}_{DH}$ divides $\mathcal{L}^{\pm}$ into attracting and repelling branches, $\mathcal{L}^{\pm a}$ and $\mathcal{L}^{\pm r}$ respectively. Similarly, $\mathcal{Z}^{\varepsilon}_{DH}$ divides $\mathcal{Z}^{\pm}$ into its attracting and repelling branches, $\mathcal{Z}^{\pm a}$ and $\mathcal{Z}^{\pm r}$ respectively. In a neighborhood of $\mathcal{Z}^{\varepsilon}_{DH}$, $\mathcal{Z}^{\pm a}$ consists of stable foci of (15), while $\mathcal{Z}^{\pm r}$ consists of unstable foci of (15).

Along $\mathcal{Z}$, the $x$-components of the degenerate nodal points of (15) are roots of $\Lambda_{\varepsilon}(x) = 0$, where

$$
\Lambda_{\varepsilon}(x) = (x_{\Phi}(x, F(x, G(x)), G(x)) - \varepsilon \gamma_1 F(x, G(x)) )^2 
\begin{align*}
&- 4\varepsilon x F(x, G(x)) \left( -\gamma_1 \phi_x(x, F(x, G(x)), G(x)) + \frac{\beta_1}{(\beta_1 + x)^3} \right).
\end{align*}
$$
We will consider roots of $\Lambda_\varepsilon(x) = 0$ which are located in the interval $[0, 1]$. The eigenvalues of the linearization of (15) along $Z$ are

$$\lambda_\pm^\varepsilon(x) = \frac{1}{2} \left[ x \phi_x(x, F(x, G(x)), G(x)) - \varepsilon \gamma_1 F(x, G(x)) \right] \pm \sqrt{\Lambda_\varepsilon(x)}.$$  

The criticality of the Hopf bifurcation at the Hopf points $Z_{DH}^\varepsilon$ is determined by the sign of $\Delta|Z_{DH}^\varepsilon|$, where

$$\Delta|Z_{DH}^\varepsilon| = \left( \frac{-y \chi_y \sqrt{-xy \phi_y x}}{2y \chi_x (2 \phi_x + x \phi_{xx})} - \frac{y \chi_y}{2 \sqrt{-xy \phi_y x x}} \right) \left( \frac{(3 \phi_{xx} + x \phi_{xxx}) \sqrt{-xy \phi_y x}}{2(2 \phi_x + x \phi_{xx})^2} \right) \left| Z_{DH}^\varepsilon \right|.$$  

A subcritical (supercritical) Hopf bifurcation occurs when $\Delta|Z_{DH}^\varepsilon| > 0 (< 0)$ [3].

Figure 8 shows the real parts of $\lambda_\pm^\varepsilon(x)$ with respect to $x$ for $\beta_2 = 0.005$ and $\alpha = 0.6$. The degenerate nodes are marked by black dots and the delayed Hopf bifurcation points by magenta dots.

For these parameter values, there exists four degenerate nodal points $x_{DN1}^- < x_{DN2}^- < x_{DN1}^+ < x_{DN2}^+$ in $[0, 1]$. For $0 < x < x_{DN1}^-$ and $x_{DN2}^- < x < 1$, $\lambda_+^\varepsilon$ and $\lambda_-^\varepsilon$ are the weak and strong stable eigenvalues respectively. A branch switch occurs at $x_{DN2}^-$ with $\lambda_+^\varepsilon$ now being strongly unstable and $\lambda_-^\varepsilon$ being weakly unstable or stable for $x_{DN2}^- < x < x_{DN1}^+$. System (15) also undergoes Hopf bifurcations twice; the $x$ components of the Hopf points $DH^{1,2} \in Z_{DH}$ are located in the intervals $(x_{DN1}^-, x_{DN2}^-)$ and $(x_{DN1}^+, x_{DN2}^+)$ with $\Delta|DH^1| = 0.145$ and $\Delta|DH^2| = 1.33$ indicating that both bifurcations are subcritical. We will refer to this diagram in figure 13.
The flow on $\mathcal{M}_2$ is governed by the superslow subsystem

$$
\begin{aligned}
0 &= x\phi(x, y, z, \rho) \\
0 &= y\chi(x, y, \rho) \\
\dot{z} &= z\psi(x, z, \rho),
\end{aligned}
$$

obtained by letting $\delta \to 0$ in system (7). The superslow flow is singular at the folds $\mathcal{F}_{\mathcal{L}} \cup \mathcal{F}_{\mathcal{Z}}$. Note that system (17) is singular at the fixed points $(1, 0, 0)$ and the coexistent state, $E^*$, of the full system. Canard solutions may arise when $E^*$ coincides with $\mathcal{F}_{\mathcal{Z}}$ and singular Hopf bifurcation occurs. This aspect will not be discussed in this paper. The superslow flow occurs along $\mathcal{M}_2$ until it reaches a Hopf point $\mathcal{M}^2_{DH}$. By Fenichel’s theory, the normally hyperbolic segments of $\mathcal{M}_2$ perturb to a locally invariant slow manifold $\mathcal{M}_{2,\delta} := K_{\epsilon,\delta} \cup L_{\epsilon,\delta} \cup Z_{\epsilon,\delta}$ for $\delta > 0$, and the flow restricted to these components are $O(\delta)$ perturbation of the superslow flow on $\mathcal{M}_2$.

The slow flow on $Z_{\epsilon,\delta}^{\pm}$ can experience a delay in being repelled from $Z_{\epsilon,\delta}^{pr}$ after it goes past the Hopf bifurcation point $Z^{pr}_{\epsilon,\delta}$, as the accumulated contraction to $Z_{\epsilon,\delta}^{pr}$ must get balanced by the total expansion from $Z_{\epsilon,\delta}^{pr}$. Such a mechanism of bifurcation delay is referred to as the delayed loss of stability [41, 42] (also see [33, 36] for details).

Figures 13 and 16 include bifurcation diagrams of the the fast subsystem (15) for varying $\alpha$. In each case, the bifurcation diagram has the same qualitative features, namely an S-shaped curve of fixed points, $\mathcal{Z} = \mathcal{Z}^- \cup \mathcal{Z}^0 \cup \mathcal{Z}^+$, and two unstable branches of periodic orbits that emerge from subcritical Hopf bifurcations of (15) located at $\mathcal{Z}^\pm$. These branches either terminate in homoclinic bifurcations (HC) with nearby saddle points or make large excursions in phase plane before returning to the stable manifold of the saddle. The former type of homoclinic connection will be referred to as a “small homoclinic loop” while the latter as a “big homoclinic loop”. We will revisit the bifurcation structure of (15) in the next section.

3.3. Two-parameter bifurcation of the fast subsystem (15). Figure 9 shows the changes in the bifurcation structure of the fast subsystem (15) as $\beta_2$ is varied. The bifurcation diagram was generated using XPPAUT. The qualitative features of the diagram remain the same (the diagram gets stretched to the right as $\alpha$ is decreased) for all $\alpha \in (0, 1]$, and therefore we choose $\alpha = 1$ as a representative. To this end, we compute loci of the codimension-1 bifurcations from figures 13 and 16 in the $(z, \beta_2)$ parameter plane of the fast subsystem. The curves of saddle-node bifurcations ($SN_f$) and Hopf bifurcations ($H$) are shown in red and blue respectively. The region enclosed by the $SN_f$ curve contains three equilibrium points, one of which is a saddle. The number of equilibria changes from three to one upon crossing this curve. Codimension-2 bifurcations such as a cusp bifurcation ($C$) and a pair of Takens-Bogadnov bifurcations (not shown here; one of them occurs at $(z, \beta_2) = (0.023, -0.294)$ and the other at $(z, \beta_2) = (0.034, 0.0003)$) lie on the $SN_f$ curve where $H$ meets with the two branches of the $SN_f$ curve tangentially. Besides $C$, there exist several other noteworthy codimension-2 bifurcations. A pair of degenerate Hopf bifurcations denoted by $GH_1$ and $GH_2$, mark the points at which the Hopf bifurcation changes its
Figure 9. Two parameter bifurcation diagram of (15) in \((z, \beta_2)\) parameter plane with \(\alpha = 1\). The HC curves intersect with each other at the “gluing bifurcation” denoted by a star and intersect with the \(SN_f\) curve at SNSL points denoted by dots. The inset shows a qualitative representation of the region around the gluing bifurcation. \(SN_f\) - saddle-node bifurcation, \(SN_p\) - saddle-node of periodics, H - Hopf bifurcation, GH - generalized Hopf, HC - small homoclinic bifurcation, BHC - big homoclinic bifurcation, SNSL - saddle-node separatrix loop bifurcation.

criticality from subcritical (shown in dashed blue) to supercritical (in solid blue) and vice-versa. The Hopf curve also has a point of self-intersection where the two equilibria that are not saddle simultaneously undergo subcritical Hopf bifurcation. A pair of saddle-node of periodic orbits \((SN_p)\) curves emerge from the degenerate Hopf points and terminate on the \(SN_f\) curve at codimension-2 saddle-node separatrix loop (SNSL) bifurcations. Inside the cusp region, a pair of homoclinic bifurcation curves, \(HC_1\) and \(HC_2\), emanate from the Takens-Bogdanov bifurcation points and terminate at \(SNSL_1\) and \(SNSL_2\) respectively on the \(SN_f\) curve. These homoclinic curves pertain to the “small homoclinic loops”. The \(HC_1\) and \(HC_2\) curves intersect with each other at a codimension-2 bifurcation, referred to as a “gluing bifurcation” [23] where the stable and unstable manifolds of the saddle form a figure-eight. In addition, there exist two more homoclinic bifurcation curves \(BHC_1\) and \(BHC_2\) corresponding to the “big homoclinic loops” closely following \(HC_1\) and \(HC_2\) respectively. The “big homoclinic loops” encircle the two spiral coexistence equilibria, whereas
the “small homoclinic loops” encircle only one of the coexistence equilibrium points (see [21] for an illustration of the homoclinic loops).

The inset in figure 9 is a qualitative representation of the bifurcation region around the “gluing bifurcation”. It shows the relative position of the small and big homoclinic bifurcation curves along with location of the bifurcation curves of saddle-node of periodic orbits. The precise location of these curves is very difficult to compute. The homoclinic curves $BHC_1$ and $HC_1$ occur in a very close vicinity of each other and to the Hopf curve $H$, so we present a qualitative depiction. Each of the curves $BHC_1$ and $BHC_2$ should also terminate at a pair of SNSL bifurcations. The region between these curves and the Hopf curve is very narrow to locate the precise parameter values of the SNSL bifurcations.

System (15) exhibits bistability between the equilibria $Z^-$ and $Z^+$ in the region enclosed by the subcritical Hopf curves, labeled as $[2]$ in figure 9. As the fast subsystem transitions from $Z^-$ to $Z^+$, system (5) exhibits MMOs of subHopf/subHopf type as shown in figure 13 (these dynamics correspond to MMO orbits with SAOs along $F^0$ and $F^+$ in figure 1). Similarly, in the regime between the $SN_p$ curve and the subHopf curve labeled as $[1]$ in figure 9 a limit cycle attractor and a point attractor coexists. As the fast subsystem (15) transitions from one attractor to the other, system (5) exhibits subHopf/fold cycle bursting as shown in figure 16(d). These dynamics correspond to subcritical elliptic bursting patterns in figure 1. Other types of bursting dynamics as classified in [27] are also possible in system (5) but are beyond the scope of this paper. We also remark that figure 9 qualitatively resembles the two-parameter bifurcation diagrams of the layer problems of the slow-fast models studied in [20] (Fig. 5) and [23] (Fig. 1) to some extent.

4. Analysis of the full model

We recall that system (5) has three timescales with $x$ being the fast variable, $y$ and $z$ being the intermediate and slow variables respectively. The fastest timescale dominates the evolution of a trajectory unless it is near the critical manifold $\mathcal{M}_1$ or the superslow manifold $\mathcal{M}_2$, where the slower timescales come into effect. Taking the double limit $(\varepsilon, \delta) \to (0, 0)$ in system (5) yields the fast subsystem

\[
\begin{aligned}
\dot{x} &= x\phi(x, y, z, \rho) \\
\dot{y} &= 0 \\
\dot{z} &= 0,
\end{aligned}
\]

where the intermediate and slow variables $(y, z)$ are frozen. This system is precisely the layer problem (9) we studied in the 1-fast/2-slow approach. Taking the double limit in the intermediate timescale gives the 1D intermediate subsystem

\[
\begin{aligned}
0 &= x\phi(x, y, z, \rho) \\
\dot{y} &= y\chi(x, y, \rho) \\
\dot{z} &= 0.
\end{aligned}
\]
responds to changes in state before the intermediate flow takes over. The trajectories of system (19) are referred to as intermediate fibers. The intermediate flow is not defined on the fold curve $F$. Finally, the slow subsystem is obtained by taking the double limit of the slow system (7) and is identical to system (17).

The critical manifold $M_1$ remains the set of equilibria of the fast subsystem (18) and serves as the phase space of the intermediate subsystem (19). Similar to desingularizing the reduced system (11), desingularization of (19) describes the flow on $S$

$$\begin{pmatrix} \dot{x} \\ \dot{z} \end{pmatrix} = \begin{pmatrix} \phi(y) & \chi \\ 0 \end{pmatrix} \bigg|_{y=F(x,z)}.$$  

The folded singularities of (20) is the set $S_{0,F}$ of isolated points that lie at the intersection of the superslow curves $Z$ or $L$ and the fold curve $F$, i.e.

$$S_{0,F} = \{(x,y,z) \in F : \chi(x,y) = 0\} \cup \{(x,y,z) \in F : y = 0\}.$$  

On the other hand, the ordinary singularities in the double singular limit are the set of points

$$S_{0,E} = \{(x,y,z) \in S \setminus F : \chi(x,y) = 0\} \cup \{(x,y,z) \in S \setminus F : y = 0\}$$

formed by the superslow curves $Z$ and $L$ off the fold curve $F$. Note that the ordinary singularities $S_{0,E}$ of (14) do not persist as singularities for system (20). This is due to the fact that the constraints $z = 0$ or $\psi = 0$ are no longer required to hold for existence of ordinary singularities in (20). The weak eigenvalue of a folded singularity of (20) is zero, which then implies that the folded singularity is a FSN in the double singular limit. As $\varepsilon \to 0$, the set of Hopf points $M_{DH}^\varepsilon$ on the superslow manifold $M_2$ satisfy $\phi_x = 0$, and thus merge with the set of folded singularities $S_{0,F}^\varepsilon$.

The slow subsystem (17) approximates the slow flow of system (6) for sufficiently small $\delta > 0$ under the assumption that the variables $x$ and $y$ change much rapidly than $z$ and thereby quickly approach their steady states under small changes in $z$. The superslow manifold $M_2$, which is the set of equilibria of (20) is the phase space of (17). The equilibrium points of the full system $E^*$ and the boundary equilibrium $E_{xy}$ are the only equilibria of (17). The knees of $Z$ are singular points of the slow flow.

By standard GSPT [12], the normally hyperbolic portions $S^{\pm}_{\varepsilon,\delta}$ of $M_1$ and $Z^{\pm}$ of $M_2$ perturb to $S^{\pm}_{\varepsilon,\delta}$, and $Z^{\pm}_{\varepsilon,\delta}$ respectively. For a trajectory that starts on $S^{\pm}_{\varepsilon,\delta}$ (say), will follow the intermediate flow on it until it gets attracted to $Z^{\pm}_{\varepsilon,\delta}$ or reaches a vicinity of $F^{\pm}$. In the former case, it follows the superslow flow on $Z^{\pm}_{\varepsilon,\delta}$ and can experience a delay of loss of stability resulting in SAOs, while in the latter case, it jumps to the opposite attracting branch of the slow manifold $S^{\mp}_{\varepsilon,\delta}$ resulting in a large amplitude oscillation.

System (6) exhibits a variety of complex oscillatory patterns, including, but not limited to, mixed-mode oscillations (MMOs) and bursting as seen in figures 2-3. The small-amplitude oscillations in an MMO orbit may occur near one of the three branches of the fold curve $F$. An MMO orbit can pass very close to a folded node of (14) as well as a Hopf bifurcation point of the fast subsystem (15), and therefore the SAOs in an MMO orbit can be organized by the canard dynamics arising from a folded node singularity, typically
referred to as sector type dynamics [13, 33], or the slow passage effect associated with a Hopf point, referred to as delayed-Hopf type dynamics [19]. In most cases (see figures 2 and 12), it turns out that the amplitude of the SAOs in the MMOs orbits of system (6) are exponentially small, and can be associated with unstable limit cycles born at subcritical Hopf bifurcations of (15) leading to transient oscillations.

In the next subsection, we will explore the bifurcation structure of system (5) by treating the predation efficiency $\beta$ of the generalist predator as the primary bifurcation parameter and the fraction $\alpha$ of the generalist predator’s diet that consists of $x$ to study the different parameter regimes in which interesting ecological phenomena occur.
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**Figure 10.** One parameter bifurcation diagram of (6) with respect to $\beta_2$ with other parameters as in (8) and $\alpha = 0.75$. Filled green (open blue) circles represent maximum and minimum values of $x$ in stable (unstable) limit cycles. H - Hopf bifurcation, PD- period-doubling bifurcation, TR - torus bifurcation

4.1. **One-parameter bifurcation.** Using XPPAUT, a one-parameter bifurcation diagram was computed as shown in Figure 10 where $\beta_2$ is the continuation parameter and the maximum norm is considered along the vertical axis. We first note that the boundary equilibrium state $E_{xz}$ exists as an unstable node or focus for all $\beta_2 \in (0, 1)$. For $\beta_2$ sufficiently small, the coexistent equilibrium $E^*$ exists as a stable attractor. It loses its stability at a supercritical Hopf bifurcation $H_1 \approx 0.00524$, giving birth to a family of stable periodic
orbits. This family of orbits loses its stability at a torus bifurcation $TR_1 \approx 0.00536$ giving way to MMOs and bursting oscillations. The time profiles of the solutions emerging from $TR_1$ display amplitude-modulated oscillations as shown in figure 11(A). These solutions are headless mixed-type torus canards [18] as they follow the repelling branch of limit cycles created at a subcritical Hopf bifurcation of the fast subsystem (15) (not shown here). At $\beta_2 = 0.00536$, we note solutions with very different oscillation profiles elucidating the presence of multiple timescales as shown in figure 11(B). The long quiescent phase of the solution in figure 11(B) is organized by a homoclinic bifurcation of the fast subsystem (15). The trajectory spends a long time near a homoclinic orbit of (15) in the superslow timescale and then follows the unstable branch of the limit cycles of (15) and eventually jumps to an attracting sheet of the slow manifold (c.f. figure 13(D)). Orbits with similar patterns were referred to as mixed-type torus canards with head in [18]. A detailed study of these solutions is left for a future study.

Figure 11. Time profiles of the $x$-components of solutions of system (6) for $\alpha = 0.75$ and other parameter values as in (8). (A) $\beta_2 = 0.0053$. (B) $\beta_2 = 0.00536$.

On further increasing $\beta_2$, the system undergoes a period-doubling bifurcation $PD_1 \approx 0.0064$, and MMOs are observed thereafter as shown in figure 2. The MMOs persist until the system undergoes another period-doubling bifurcation $PD_2 \approx 0.0155$, after which bursting oscillations of sub-Hopf/fold cycle type (subcritical elliptic bursting) are observed (c.f figure 16(D)). On further increasing $\beta_2$, the system exhibits torus canards [18], where the oscillations are qualitatively sub-Hopf/fold cycle type, except that the oscillations do not terminate at a saddle-node bifurcation of the periodic of the fast-subsystem, but instead continue along the branch of unstable limit cycles. The system undergoes another torus bifurcation $TR_2 \approx 0.0331$ giving rise to amplitude-modulated spiking orbits. The torus canards exist in a very small parameter regime that lies in a vicinity of $TR_2 \approx 0.0331$. After $TR_2$, the system exhibits spiking. The branch of spiking orbits persist until another
supercritical Hopf bifurcation \((H_2 \approx 0.066)\) occurs, after which the coexistent state \(E^*\) gains its stability and exists as a stable attractor.

4.2. **Two-parameter bifurcation.** We are interested in transitions between different dynamical regimes consisting of spiking, bursting and other types of oscillatory patterns in system (6) as the predation efficiency of the generalist predator and the fraction of the generalist predator’s diet that consists of \(x\) are varied. Figure 1 shows the two-parameter bifurcation structure of (6) in \((\beta_2, \alpha)\) space. Numerical continuation of Hopf bifurcations \(H_1\) and \(H_2\) in figure 10 generates a curve, denoted by HB, that divides the parameter space into two regions based on the stability of the steady state solution \(E^*\). The equilibrium \(E^*\) is stable outside the region bounded by HB and unstable otherwise. The region enclosed by HB is further divided into several sub-regions consisting of different kinds of oscillatory dynamics such as mixed-mode oscillations, sub-elliptic bursting, large-amplitude oscillations, and sub-threshold or Hopf cycles. The curves obtained by continuing the torus bifurcation \(TR_2\), and the period-doubled bifurcation \(PD_2\) in figure 10 mark the boundaries between transitions from one type of dynamics to another; \(TR_2\) separates sub-elliptic bursting from large-amplitude oscillations while \(PD_2\) separates MMOs with single spikes from sub-elliptic bursting.

The parameter regime bounded by the torus curve, TR, consists of MMOs, subcritical elliptic bursting, and classical and mixed-type torus canard solutions. The mixed-type torus canards as well as classical torus canards occur in a very close vicinity of the boundary TR and appear during transition from sub-elliptic bursting to spiking, similar to the dynamics exhibited by the model considered in [4]. The former type of dynamics are observed for lower values of \(\beta_2\) while the latter for relatively higher values of \(\beta_2\). The red dashed curve in the region bounded by TR separates the one-spike periodic solutions from subcritical elliptic bursting with multiple spikes. Many spike adding bifurcations occur in a very small parameter regime, and each time a spike is added, the periodic orbit transforms from a subcritical elliptic bursting orbit from \(n\) spikes to \(n + 1\) spikes. The precise mechanism for spike adding is left for future study. The SAOs in these periodic orbits occur near the middle branch, \(F_0\), of the fold curve. In the regime with a single spike, the quiescent phase of the dynamics may persist for a prolonged time (see second - last panels of figure 12). This regime is ecologically significant as it reveals the role of a generalist predator in regulating the population of prey. A highly efficient generalist predator (i.e. for smaller values of \(\beta_2\)) can keep the focal prey density at a low level if the prey consists of a major part of its diet. On the other hand, in the regime consisting of elliptic bursting, we note that multiple spikes can occur in the prey dynamics even if it consists of a major part of the generalist predator’s diet as shown in the last panel of figure 13.

As the efficiency of the generalist predator decreases (i.e. \(\beta_2\) increases), the system could either exhibit MMOs with long epochs of SAOs, where the SAOs in the MMO orbits occur near \(F^+\) (see first panel of figure 15), large-amplitude oscillations (see second and third panels of figure 15) or subcritical elliptic bursting patterns (as shown in the last panel of figure 15) on varying \(\alpha\). The MMO orbits with SAOs near \(F^+\) occur in a very narrow parameter regime close to the HB curve. Due to stiffness issues, \(PD_1\) and \(TR_1\) could not be
numerically continued. Hence, to obtain the boundary of the parameter regime separating the MMO orbits from the large-amplitude oscillations, similar to figure 10, another one-parameter bifurcation diagram of system (6) with $\alpha = 0.45$ is considered (not shown here). In this scenario as $\beta_2$ is decreased, $E^*$ experiences a supercritical Hopf bifurcation and gives birth to a family of stable limit cycles. The family loses its stability at a torus bifurcation and the system exhibits MMOs of the type seen in the first panel of figure 15. The system then undergoes a PD bifurcation and transitions to relaxation oscillations. A numerical continuation of the PD bifurcation gave rise to the boundary separating the MMO orbits from the large-amplitude oscillations in figure 1. The remaining portion of the region enclosed by HB in figure 1 consists of either sub-threshold/Hopf cycles or relaxation type oscillations. The sub-threshold oscillations occur in a very close vicinity of HB, whereas relaxation oscillations occur in the transition regime from MMOs to sub-elliptic bursting.
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**Figure 12.** Time series for the $x$-coordinate of the orbits of system (6) for $\beta_2 = 0.005$ and varying $\alpha$. The other parameter values are as in (8). Note the change in profile of the MMO patterns.

4.3. **Analysis of three-timescale solutions.** In this subsection we focus on the roles of the critical manifold $\mathcal{M}_1$ and the superslow manifold $\mathcal{M}_2$ in organizing the flow of system (6). We will see that the flows associated with the reduced problem (11) and the fast subsystem (15) give us good insight of the mechanisms responsible for organizing MMOs and bursting dynamics in the full system. We consider parameter regimes in figure 1 in
which system (6) either exhibits MMOs with varying epochs of SAOs as shown in figure 12 or transitions from MMOs to subcritical elliptic bursting patterns as shown in figure 15.

Figure 13. (A) Overlay of the projection of trajectory $\Gamma$ of (6) onto the $(z, x)$ - plane with the bifurcation diagram of the fast subsystem (15) for $\beta_2 = 0.005$. (A) $\alpha = 0.425$ (B) $\alpha = 0.6$ (C) $\alpha = 0.68$ (D) $\alpha = 0.742$. Shown are the fold curves $F^\pm, F^0$ (yellow), the z-curves $Z^\pm, Z^0$ (red), folded node (grey dot), equilibrium point $E^*$ (cyan dot), delayed Hopf points (magenta dots) and degenerate nodes (black dots) of (15). Note that the trajectory exhibits delayed Hopf bifurcation on the lower branch of $Z$ in panels (B)-(D). FN - folded node, SH - subcritical Hopf, SNP - saddle-node bifurcation of periodic orbit, HC - homoclinic bifurcation, $Z$ - the superslow curve. Dashed lines denote instability. Open blue circles represent maximum and minimum values of $x$ in unstable limit cycles.
To this end, we superimpose the trajectories corresponding to the time profiles in figure 12 projected on the \((z, x)\) - phase plane on the bifurcation diagram of the fast subsystem \((15)\) as shown in figure 13. We also include the projection of the fold curve \(\mathcal{F}\). We note that for the choice of the parameter values in figure 13, \(\mathcal{F} = \mathcal{F}^+ \cup \mathcal{F}^0 \cup \mathcal{F}^-\) is piecewise continuous (belongs to case 3 in figure 5), and the critical manifold \(S\) may have up to four sheets. However, the fast dynamics of the MMO orbits are directed towards or away from that part of \(S\) which consists of exactly three normally hyperbolic sheets. The superslow manifold consists of two attracting branches, two repelling branches, and a saddle branch, denoted by \(Z^{\pm a}, Z^{\pm r}\) and \(Z^0\) respectively. For \(\varepsilon\) and \(\delta\) sufficiently small, the fast component of a trajectory of \((6)\), which is a perturbation of the dynamics governed by \((18)\), first brings the trajectory towards the slow manifold \(S^{+a}\) where it initially overshoots \(Z^{+a}\). The intermediate flow which is now a perturbation of \((19)\) governs the dynamics on \(S^{+a}\) and brings the trajectory to the perturbed superslow manifold \(Z^{+a}\) where the superslow flow takes over. The superslow flow, which is a perturbation of the dynamics governed by \((17)\), slowly takes the trajectory past \(\mathcal{F}^+\) while reaching a vicinity of a homoclinic bifurcation point \(HC\) of \((15)\) on \(Z^{+a}\). It eventually reaches a neighborhood of the fold \(\mathcal{F}_Z\), and jumps to \(\Pi_{\varepsilon, \delta}\), where its flow is governed by \((19)\). As the orbit descends along this manifold, it goes past the transcritical bifurcation \(TC\) and stays on \(\Pi_{\varepsilon, \delta}\) for a while before it concatenates with a fast fiber, resulting in Pontryagin’s delay of loss of stability [1, 29, 47]. The orbit then jumps to the attracting branch \(S^{+a}\) of the slow manifold and gets attracted towards \(Z^{+a}\). As it follows \(Z^{-a}\) it slowly passes through a neighborhood of a canard point until it reaches a neighborhood of the Hopf point \(Z_{DH}\) (denoted by SH in in figure 13) on \(Z^{-a}\). After reaching \(Z_{DH}\), the trajectory does not immediately jump to the opposite attracting branch \(Z^{+a}\) of the superslow manifold, but continues to drift close to \(Z^{-a}\), tracing \(Z^{-a}\). The trajectory may remain close to \(Z^{-a}\) for an \(O(\delta)\) distance past the Hopf bifurcation as seen in the insets in figure 13(B)-(C). The small amplitude oscillations are below a visible threshold and indistinguishable from the superslow manifold \(Z\). However, the size of the oscillations grow as the equilibrium of the full system approaches the delayed Hopf point. In figure 13(D), the trajectory reaches a vicinity of a homoclinic orbit of \((15)\) and spends a prolonged time near \(E^*\) and SH before it jumps to \(S^{+a}\). The trajectory exhibits MMOs, where the large amplitude oscillation in the MMO orbits can be viewed as a hysteresis loop that alternately jumps between the two subcritical Hopf points on the two branches of \(Z\), and the small amplitude oscillations are guided by a slow passage through SH, further influenced by the unstable manifold of the equilibrium \(E^*\). According to the classification in [27], the dynamics in figure 13 can be referred to as subHopf/subHopf and can be mapped to the region labeled as [2] in figure 9. Note the degenerate nodes and the subHopf points of the fast subsystem corresponding to figure 13(b) were also shown in figure 8.

The parameter values chosen in figure 13 belong to regions B, C or D in figure 7, thus indicating the existence of at least one folded node singularity in the system. We note that in each panel of figure 13, the delayed Hopf point lies in a close vicinity of the folded node singularity on the lower branch \(Z^{-a}\) of the superslow manifold. It is not clear how the folded node singularity influences the dynamics of an MMO orbit while it makes a
slow passage through the Hopf point, $Z_{DH}^\varepsilon$. The folded node approaches the Hopf point as $\alpha$ increases, and they both approach the equilibrium point $E^\ast$. The equilibrium $E^\ast$ is a saddle-focus with a two-dimensional unstable manifold. The vector field around $E^\ast$ also plays an important role in generating the SAOs in the MMO orbits as the trajectories pass closely to $E^\ast$ as seen in figure 13(B)-(D).

To gain a better perspective, we consider the phase portrait of an MMO orbit and examine its relative position with respect to $E^\ast$, the canard point, the delayed Hopf point, the critical manifold $S$ and the superslow manifold $Z$ as shown in figure 14. The phase space in figure 14 qualitatively represents the dynamics of the orbits in figure 13(B)-(D) (cf. figure 4(A)). The SAOs in these MMO orbits are observed near the branch $\mathcal{F}^0$ of the fold curve (also see figure 2). By the canard theory, for local oscillations to occur, the trajectory must land in a neighborhood of the singular funnel in one of the attracting sheets of the slow manifold and rotate around the primary weak canard during its passage through a folded node singularity (see [10, 53, 58]). In figure 14, the trajectory lands in $S_{\varepsilon,\delta}^{-a}$ to one side of the strong canard $\gamma_{\varepsilon,\delta}$ and filters through the folded node while staying close to $Z^{-a}$ during its passage. The primary weak canard (not shown here) lies close to the superslow manifold $Z_{\varepsilon,\delta}^{-a}$, and in the singular limit merges with $Z^{-a}$. In principle, one would need to draw the slow manifolds $S_{\varepsilon,\delta}^r$ and $S_{\varepsilon,\delta}^{-a}$ to study the locally twisted geometry of the intersection of these manifolds, which is beyond the scope of this paper. However, we note that the SAOs generated are below a visible threshold with exponentially small
amplitudes, and thus do not seem to be canard induced. In fact, the delayed Hopf point (DHB) lying in a close vicinity of the folded node singularity (see figure 14(B)) is playing a crucial role in shaping the dynamics. Furthermore, the oscillations are initiated when the trajectory approaches \( E^* \), which suggests that the unstable manifold of \( E^* \) is also playing a role in organizing the dynamics.
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**Figure 15.** Time series for the \( x \)-coordinate of the orbits of system (6) for \( \beta_2 = 0.0245 \) and varying \( \alpha \). Note the transition from MMO patterns to bursting oscillations.

Next, we consider the parameter regime in which system (6) transitions from MMOs to bursting dynamics as shown in figure 15. In this regime, \( F^- = F^+ \cup F^0 \cup F^- \) is also piecewise continuous (belongs to case 2(ii) in figure 5), and the critical manifold \( S \) may have up to four sheets. However, similar to the parameter regime considered in figure 13, it turns out that the fast fibers of the orbits are directed towards or away from the part of \( S \) consisting of exactly three normally hyperbolic sheets. The superslow manifold in this scenario also consists of two attracting branches \( Z^{\pm \alpha} \), two repelling branches \( Z^{\pm r} \), and a saddle branch \( Z^0 \).

Figure 16 includes the bifurcation diagrams of the the fast subsystem (15) for varying \( \alpha \) and a fixed \( \beta_2 \), superimposed with trajectories of system (6) corresponding to the time series shown in figure 15 projected on the \((z, x)\)-phase space. The bifurcation diagram is similar to figure 13 except that the unstable branch of periodic orbits born at the subcritical Hopf bifurcation (SH) of the lower branch \( Z^- \) gains stability at a saddle-node.
bifurcation ($SN_p$), remains stable for decreasing $z$ until it loses stability at another $SN_p$, and thereafter terminates in a homoclinic bifurcation (BHC) at a saddle point of (15). The equilibrium on $Z^-$ which is now an unstable focus/node, while the equilibrium on $Z^+$, a stable focus, are both enclosed by the homoclinic loop. This loop has been referred to as the “big homoclinic loop” in Section 3. The unstable branch of periodic orbits born at SH on $Z^+$ also terminates in HC with a nearby saddle point.

Figure 16. (A) Overlay of the projection of the trajectory $\Gamma$ of (6) onto the $(z, x)$ - plane with the bifurcation diagram of the fast subsystem (15) for $\beta^2 = 0.0245$ and varying $\alpha$. Note the transition from spiking to bursting patterns in the system. (A) $\alpha = 0.4645$ (B) $\alpha = 0.526$ (C) $\alpha = 0.6$ (D) $\alpha = 0.8$. $SN_p$ - saddle-node of periodics, BHC - big homoclinic loop, remaining labels and curves are as in figure 13. Filled green (open blue) circles represent maximum and minimum values of $x$ in stable (unstable) limit cycles.
The trajectory in figure 16(A) follows a close neighborhood of the upper branch $Z^{+a}$ and exhibits small amplitude oscillations during its slow passage through the Hopf point $SH \in Z_{DH}$. As in figure 13(A), in this case the orbit passes very close to a folded node singularity while making its way to the Hopf point, where its flow is governed by (17). The local vector field of the nearby saddle-focus equilibrium $E^*$ initiates the small amplitude oscillations as shown in the inset of figure 16(A). The orbit then weakly follows the fast subsystem bifurcation diagram, and jumps to $\Pi a \in S_{\infty} = \Pi a \in \Sigma$ where it follows the intermediate flow and experiences a delayed loss of stability. Following a fast fiber, it jumps back to $S^{+a} \in S_{\infty}$ where the intermediate flow brings it to $Z^{+a} \in S_{\infty}$ and the cycle repeats. The phase portrait of the orbit along with the critical and superslow manifolds are shown in figure 17. Similar to the dynamics in figure 14, the orbit enters into the singular funnel on the attracting sheet $S^{+a}$ bounded by the singular strong canard $\gamma_{0,0}^{+a}$ and the upper branch $F^{+a}$ of the fold curve. The SAOs in this case are organized by the unstable manifold of $E^*$. However, note the difference in dynamics near the plane $\Pi$ in figure 14 and figure 17. The difference arises due to the geometric structure of $S$ determined by $F$, recalling that $F$ belongs to case 3 in figure 14 and to case 2 (ii) in figure 17.

**Figure 17.** (A) Mixed-mode oscillations exhibited by system (6) for parameter values $\beta_2 = 0.0245$ and $\alpha = 0.4645$. (B) Zoomed view of the dynamics near the upper fold $F^{+a}$. The trajectory enters into the singular funnel on $S^{+a}$ shown by the shaded region and filters through the the folded-node singularity (FN) while making its way to the delayed-Hopf bifurcation point (DHB). The local vector field of the equilibrium $E^*$ further influences its dynamics before it jumps to $S^{+a}$.

The trajectories in figure 16(B)-(C) exhibit spiking behavior/relaxation oscillation type dynamics. The relaxation oscillation cycles in these figures involve only two timescales as they alternate between the fast timescale and the intermediate timescale on $S \setminus Z$ and $\Pi$. 
The dynamics of these orbits can be described as follows. Assuming that the orbit starts at a point on $S^+_{\epsilon,\delta}$, it follows the intermediate flow on $S^+_{\epsilon,\delta}$ until it reaches a vicinity of $F^+$ where it gets connected by a fast fiber, and lands on $\Pi^a_{\epsilon,\delta}$. As in figure 16(A), the orbit undergoes the phenomenon of Pontryagin’s delay of loss of stability on the slow manifold $\Pi^a_{\epsilon,\delta}$. A fast fiber then concatenates with it and brings it to $S^-_{\epsilon,\delta}$, where it again follows the intermediate flow until it reaches a neighborhood of $F^0$ and jumps to the opposite attracting branch $S^+_{\epsilon,\delta}$. The cycle starts anew giving rise to relaxation-type dynamics.

We observe that in figure 16(b)-(c), the solutions do not get attracted to $Z^+_{\epsilon,\delta}$ in contrast to the solution shown in figure 16(a). The difference in the behavior of the solutions can be attributed to the location of the folded singularities in system (5). Note that the parameter values considered in figure 16(a) and figures 16(b)-(c) lie in regions B and C of figure 7 respectively. In region B, the reduced problem (11) restricted to $S^\pm$ has two folded nodes, whereas it has only one folded node in region C. In figure 16(a), the folded nodes lie on $F^\pm$, whereas in figures 16(b)-(c), the folded node lies on $F^-$. The absence of folded node singularities on $F^+$ leads to the absence of the singular funnel and the primary weak canard (which when exists, lies close to $Z^+_{\epsilon,\delta}$) on $S^+_{\epsilon,\delta}$ for the parameter values considered in figure 16(b)-(c). As a result the intermediate flow on $S^+_{\epsilon,\delta}$ in such a scenario brings an orbit directly to $F^+$ without necessarily approaching $Z^+_{\epsilon,\delta}$. Consequently, the solutions shown in figure 16(b)-(c) do not approach $Z^+_{\epsilon,\delta}$ and thus do not evolve along $Z^+_{\epsilon,\delta}$.

In figure 16(D), the trajectory exhibits a subHopf/fold cycle bursting pattern [27], where the orbit closely follows $Z^-_{\epsilon,\delta}$ while approaching the subcritical Hopf point $SH \in Z^{c}_{DH}$ located on that branch and experiences a slow passage through that point. It then spirals out to the attracting branch of the periodic orbits of the fast subsystem (15) shadowing it, while slowly drifting towards larger values of $z$. This phase terminates when the trajectory approaches the $SN_p$ point and falls off the attracting branch of the periodic orbits. It then spirals in towards $Z^-_{\epsilon,\delta}$ and the cycle repeats. Note the presence of bistability between $Z^-_{\epsilon,\delta}$ and the attracting branch of the periodic orbits of the fast subsystem for sustaining such bursting patterns. The time series and the phase portrait of the bursting orbit are shown in figures 3 and 4(B) respectively. According to the classification in [27], such dynamics is referred to as a subcritical elliptic bursting as it is characterized by a subcritical Hopf bifurcation (SH) of the fast subsystem which triggers the onset of the spikes and a saddle-node ($SN_p$) of limit cycles which terminates the spikes. These dynamics can be mapped to the region labeled as [1] in figure 9. The solution in figure 16(d) features three timescales as it alternates between the fast timescale, the intermediate timescale on $S^\pm_{\epsilon,\delta} \setminus Z^\pm_{\epsilon,\delta}$, and the slow timescale on $Z^-_{\epsilon,\delta}$. Assuming that the orbit starts on $S^+_{\epsilon,\delta}$, the intermediate flow brings it to a vicinity of $F^+$ where it concatenates with a fast fiber and reaches $S^-_{\epsilon,\delta}$. The orbit now follows the intermediate flow on $S^-_{\epsilon,\delta}$ and may either reach a vicinity of $F^0$ or get attracted to $Z^-_{\epsilon,\delta}$. In the former case, it jumps back to $S^+_{\epsilon,\delta}$ and the cycle repeats until the orbit gets attracted to $Z^-_{\epsilon,\delta}$. In the latter case, the orbit slowly evolves along $Z^-_{\epsilon,\delta}$ and experiences a slow passage through a Hopf point before it spirals out to the attracting branch of the periodic orbits of the fast subsystem as described above. In a recent work [28], the blow-up method was applied to analyze the global oscillatory transition near a
regular folded limit cycle manifold in a class of three time-scale systems with two small parameters. It will be interesting to see if the method in [28] can be extended to analyze the different kinds of bursting phenomena in this model.

5. Discussion and future outlook

Explanation of large population variations have ranged from availability of resources to predators, disease, seasonal reproductive cycles, precipitation patterns, temperature changes, human activities and so forth. In some species, evidence of seasonal changes in their population abundance can be correlated to precipitation patterns and temperature changes. However, in ecosystems where seasonality is not very pronounced, trophic interactions, more specifically top-down regulations can play a central role in organizing population cycles, as evidenced by the studies in [24, 38]. Furthermore, the abundance of the type of predator characterized by their feeding preferences can play a major role in influencing the dynamics of prey [25]. For instance, it was suggested in [25] that generalist predators (foxes, cats, common buzzards) seem to stabilize the populations of microtine rodents in the southern Fennoscandia, whereas specialist mammalian predators (small mustelids) seem to significantly contribute to their regular multiannual cycle in northern Fennoscandia. Hence, understanding the roles of generalist and specialist predators in regulating and shaping population dynamics is crucial in any ecosystem and has been an intriguing subject of interest in ecology. To that end, in this paper, we studied the dynamics between three interacting species, namely two classes of predators (specialist and generalist) competing for a common prey with the assumption that the predators do not prey upon each other.

Taking into account that each species operates on a different timescale, we introduced separation of timescales in the model, and obtained a slow-fast system featuring three timescales. Grouping the timescales by using $\varepsilon$ as the singular parameter and $\delta$ fixed, we partitioned the system into a one-dimensional fast subsystem described by the $x$ dynamics and a two-dimensional slow subsystem described by the $(y, z)$ dynamics. Similarly, treating $\delta$ as the singular parameter and $\varepsilon$ fixed, we obtained a family of two-dimensional $(x, y)$ fast subsystem parameterized by $z$. We studied the role of critical and superslow manifolds in shaping the dynamics arising in this model. In contrast to other commonly studied slow-fast models that are motivated by applications in biological sciences, chemistry and ecology (see [8, 19, 32, 34, 36, 40, 55] and the references therein), we note that in this model, the component of the critical manifold formed by the nontrivial nullcline of the fast subsystem, namely the surface $S$, is not uniformly “S-shaped” and may contain up to two cusp points. The number of normally hyperbolic sheets of $S$ could vary between two to four, which gave a rich geometric structure to $S$. Moreover, the self-intersecting feature of the critical manifold gave rise to a bifurcation delay which was manifested in orbits during their passage past the invariant plane $\Pi$. Such dynamics have been studied in relatively few higher-dimensional models; some examples include [29, 47].

We applied slow-fast analysis techniques from GSPT and used two complementary geometric methods to examine the dynamics. The fast-slow decomposition methods for the
two-timescale systems naturally extended to the three-timescale setting \cite{12, 30, 36}. We noted that in both one-fast/two-slow and two-slow/one-fast analyses, the underlying geometry influences the different oscillatory patterns through a combination of local and global mechanisms. The one-fast/two-slow decomposition led to key structures such as the critical manifold and its singularities and gave insight to the mechanism of canard dynamics which could play a role in organizing the small amplitude oscillations in MMO patterns in the system. The two-fast/one-slow decomposition led to another set of key structures such as the superslow manifold and its folds, Hopf bifurcation points in the layer problem, and gave insight to the mechanism of dynamic Hopf bifurcation which also contributes to organizing the small amplitude oscillations in MMOs in this system. In addition, the two-fast/one-slow analysis also provided a guide to locating transitions between spiking and silent phase in bursting patterns. From the viewpoint of this analysis, we noted that the small oscillations in the bursting dynamics are generated from a slow passage through a dynamic Hopf bifurcation, and the large amplitude oscillations are hysteresis loops that alternately jump between two subcritical Hopf bifurcations (subHopf/subHopf bursts) or at a subcritical Hopf and a cyclic fold (subHopf/cyclic fold). A two-parameter bifurcation analysis of the fast subsystem parametrized by the slow variable $z$ revealed several interesting codimension-one bifurcations such as subcritical Hopf, homoclinic, saddle-node of periodic orbits and codimension-two bifurcations such as generalized Hopf, saddle-node separatrix loop and cusp. Transitions between the spiking and quiescent dynamics in the bursting oscillations were associated with these global bifurcations.

Treating the efficiency of the generalist predator, $\beta_2$, as the primary varying parameter, and $\alpha$, the proportion of diet of the generalist predator that consists of $x$, as the secondary parameter, we note that the system progressed through different oscillatory regimes such as canard or delayed-Hopf induced MMOs, relaxation oscillation cycles featuring three timescales, and subcritical elliptic bursting. Such oscillatory patterns have been studied in neurological models, chemical kinetics and other prototypical three-timescale models (see \cite{13, 30, 36} and the references therein) but are novel in an ecological setting. In addition, oscillatory dynamics featuring a slow passage near the plane $\Pi$ before getting attracted to the adjacent attracting sheet of $S$ as shown in figures 4(a) and 14 are novel in the three-timescale setting. These dynamics can be associated with different types of cyclic patterns of population densities seen in various ecosystems \cite{43, 50, 51} and perhaps can be attributed to the role of a generalist predator in regulating the cycles. In particular, we found that a highly efficient generalist predator (i.e. for lower values of $\beta_2$) can keep the prey population at a very low density for a prolonged time, until its density slowly decreases below a certain threshold allowing the prey density to rise sharply, giving rise to cycles in the form of MMOs (figures 4(a) and 14). As the efficiency of the generalist predator decreases (i.e. as $\beta_2$ increases), we obtained bursts of high-frequency oscillations in the prey density as it exhibits a series of multiple outbreaks, giving rise to bursting oscillations (figure 4(b)). At a further reduced efficiency of the generalist predator, regular boom and bust cycles or relaxation oscillation dynamics are observed. We remark that in a three-timescale food chain model studied in \cite{40}, it was interpreted that high efficiency of the top predator implies cycles in a food chain. In this paper, we obtain a general result
in a similar spirit, namely the predation efficiency of the generalist predator influences the type of oscillatory pattern in a food-web, thus underscoring the role of a generalist predator in regulating population dynamics.

The system also exhibited other types of interesting dynamics such as amplitude-modulated spiking, classical torus canards and mixed-type torus canards. Torus canards and mixed-type torus canards have been well studied in two-timescale neuronal and chemical models (see [4, 11, 18, 52, 56] and the references therein), but are novel in three-timescale settings. In this model, these dynamics are observed during transition to and from subHopf/fold cycle bursting (see figures 1, 10, and 11). The mixed-type torus canards separate the regimes of Hopf cycles and MMOs featuring single spike accompanied with a long quiescent phase. These solutions occur in a very narrow parameter range and are preceded by amplitude-modulated spiking dynamics in the parameter space c.f. [4, 18]. The long quiescent phase in the MMOs is organized by a homoclinic bifurcation in the fast subsystem. The classical torus canards, on the other hand, mediate the transition between subcritical elliptic bursting to relaxation oscillations c.f. [11]. A detailed analysis of these dynamics is beyond the scope of this paper and is left for the future. We also remark that the transitions from MMOs exhibiting SAOs along $\mathcal{F}^0$ to MMOs exhibiting SAOs along $\mathcal{F}^+$ can be explained by the singular geometry and the reduced flows as in [33]. However, in contrast to [33], in this model, the folded singularity does not necessarily lie on $\mathcal{Z}$, the singular geometry is non-symmetric, and therefore, one may need additional work to classify the MMO dynamics using the singular flows. We leave this subject for future study as well.

The presence of a folded node singularity in vicinity of a delayed-Hopf point and an unstable equilibrium of saddle-focus makes the dynamics near the folds all the more interesting. In this model, the local vector field of the equilibrium plays a crucial role in organizing the local oscillations near the fold, while the delayed-Hopf point and the folded node singularity are instrumental in guiding the trajectory to the equilibrium. It will be interesting to investigate the precise dynamical mechanism inducing the jump from $S$ towards the critical manifold $\Pi$, and use the analysis to detect early warning signs of an outbreak as has been carried out in [48] for a two-timescale predator-prey model. We leave this subject for future study.

We finally remark that though the model considered in this paper is generic, yet it produces a host of interesting oscillatory patterns, some of which qualitatively represent population patterns observed in small mammals or insects. For instance, the time profile of the MMO orbit in figure 2 showing patterns of long epochs of small amplitude oscillations near the middle branch of the fold curve, periodically interspersed with large-amplitude fluctuations, qualitatively resembles population densities of microtine rodent populations [50, 51], though the large-amplitude variations in such populations are more sporadic in nature. Another interesting pattern is the time profile of a subcritical elliptic bursting characterized by a sequence of recurrent high-amplitude fluctuations separated by a transient low density state shown in figure 3(A). Such a pattern qualitatively resembles population densities of multivoltine insects such as smaller tea-tortrix, a pest on tea leaves in Japan, which may sporadically exhibit multiple outbreaks annually as has been studied in [43]. It will be interesting to study the effect of stochasticity on this system in parameter regimes
associated with MMOs and bursting oscillations. We also leave this subject for future study.
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Appendix: Classification of the Fold Curve $F$

Recalling that $F = \{(x, y, z) \in S : y = \mu(x), z = \nu(x), x \in [0, 1] \setminus \{x_d\}\}$, where $\mu(x)$ and $\nu(x)$ are defined by (10), we note that $\nu(0) > 0, \nu'(0) < 0$, and $\nu(x)$ has a unique root at $x = (1 - \beta_1)/2$ and an infinite discontinuity at $x = x_d$. Similarly $\mu(0) > 0, \mu'(0) > 0$ and $\mu(x)$ also has an infinite discontinuity at $x = x_d$. Depending on the value of $\beta_2$, $\mu(x)$ has either no roots or two roots (repeated or distinct) in $(0, 1) \setminus \{x_d\}$ if $x_d < 1$ and in $(0, 1)$ if $x_d > 1$. It is clear from (10) that $\nu(x)\mu(x) < 0$ in a neighborhood of $x_d$. Hence the fold curve $F \not\subset \mathbb{R}^3$ if $x$ lies in a neighborhood of $x_d$. To this end, we define the points $x_1, x_2$ by

$$x_1 = \min \left\{ \frac{1 - \beta_1}{2}, x_d \right\}, \quad x_2 = \max \left\{ \frac{1 - \beta_1}{2}, x_d \right\},$$

and consider the following cases determined by the number of extreme values of $\nu(x)$ in the interval $[0,x_1]$:

Case 1: $x_1 = \frac{1-\beta_1}{2}$ and $\nu(x)$ has no relative extrema in $[0,x_1]$. In this case, $\nu(x) > 0$ on $[0, x_1) \cup (x_d, 1]$ if $x_d < 1$, and $\nu(x) > 0$ on $[0, x_1)$ if $x_d \geq 1$. In either case, $\mu(x) > 0$ only when $x \in [0, x_d)$. Hence, $F \subset \mathbb{R}^3$ if $x \in [0, x_1]$. The curve $F$ is monotonic (does not have any folds) in $\mathbb{R}^3$. The surface $S$ will be uniformly divided into an attracting sheet and a repelling sheet that meet at $F$.

Case 2: $x_1 = \frac{1-\beta_1}{2}$ and $\nu(x)$ has two relative extreme points in $[0,x_1]$. Here we can have two sub-cases:

(i) $\mu(x)$ has no zeros in $[0, 1] \setminus \{x_d\}$ if $x_d < 1$ or $[0, 1]$ if $x_d > 1$. In this case, $\mu(x) > 0$ if $x \in [0, x_d)$ and $\nu(x) > 0$ if $x \in [0, x_1)$. Similar to Case 1, $F \subset \mathbb{R}^3$ if $x \in [0, x_1)$. However, in this situation, $F$ is cubic-shaped and divides the surface into four different regions (see figure [A]). Denoting the locations of the relative minimum and maximum of $\nu(x)$ by $x_m$ and $x_M$ respectively, where $x_m < x_M$, we can write $F = F^- \cup F^0 \cup F^+$ with

$$F^- = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3 : z(\eta) = \nu(\eta), \ 0 \leq \eta < x_m \right\},$$

$$F^0 = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3 : z(\eta) = \nu(\eta), \ x_m \leq \eta \leq x_M \right\},$$

and

$$F^+ = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3 : z(t) = \nu(t), \ x_M < \eta \leq x_1 \right\}.$$
We then have that for $0 \leq y \leq \mu(x_M)$, $S$ is uniformly attracting. For $\mu(x_M) < y \leq \beta_1$, $S$ has two attracting sheets, $S^a_\pm$, and one repelling sheet, $S^r$, joined along the two branches $\mathcal{F}^+$ and $\mathcal{F}^0$ of the fold curve. For $\beta_1 < y \leq \mu(x_m)$, $S$ has two attracting sheets $S^a_\pm$ and two repelling sheet $S^r_\pm$ separated by the three branches of $\mathcal{F}$. For $y > \mu(x_m)$, $S$ has an attracting sheet, $S^a$, and a repelling sheet $S^r$. Figure 6(A) shows the variation in the number of attracting and repelling sheets of $S$ with $y$.

(ii) $\mu(x)$ has two repeated or distinct roots in $[0, x_1)$.

In this case, $\mathcal{F}$ is defined piecewise, dividing the surface into three different regions. We may write $\mathcal{F} = \mathcal{F}^- \cup \mathcal{F}^0 \cup \mathcal{F}^+$, where

$$\mathcal{F}^- = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3^+ : z(\eta) = \nu(\eta), \ 0 \leq \eta < x_m \right\},$$

$$\mathcal{F}^0 = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3^+ : z(\eta) = \nu(\eta), \ x_m \leq \eta \leq \mu_1 \right\},$$

$$\mathcal{F}^+ = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3^+ : z(\eta) = \nu(\eta), \ \mu_2 \leq \eta \leq x_1 \right\},$$

where $\mu_1 \leq \mu_2$ are roots of $\mu(x) = 0$ that lie in the interval $(0, x_1)$. The surface $S$ has two attracting branches and one repelling branch, $S^a_\pm$ and $S^r$ respectively for $0 \leq y \leq \beta_1$, two attracting and two repelling branches, $S^a_\pm$ and $S^r_\pm$ respectively for $\beta_1 < y < \mu(x_m)$, and an attracting branch and a repelling branch, $S^a$ and $S^r$ respectively for $y > \mu(x_m)$ (see figures 4(B) and 6(B)).

Case 3. $x_1 = x_d$ and $\nu(x)$ has exactly one relative extreme point in $(0, x_d)$.

Since $\nu(0) > 0$, $\nu'(0) < 0$ and $\nu(x) \to \infty$ as $x \to x_d^-$, $\nu(x)$ attains its local minimum at $x_m \in (0, x_d)$. In this case, $\nu(x) > 0$ on $[0, x_d)$ and $(x_2, 1]$, and $\mu(x) > 0$ on $[0, \mu_1) \cup (x_d, \mu_2)$, where $\mu_1, \mu_2 \in (0, 1)$ are positive roots of $\mu$ such that $\mu_1 < x_d$ and $\mu_2 > x_2$ (Note from (10) that $\mu(x_2) > 0$, hence $\mu_2 > x_2$.) It then follows that the fold curve $\mathcal{F} \subset \mathbb{R}^3^+$ if $x \in [0, \mu_1) \cup (x_2, \mu_2)$, and is therefore piecewise continuous. We may write $\mathcal{F} = \mathcal{F}^- \cup \mathcal{F}^0 \cup \mathcal{F}^+$, where

$$\mathcal{F}^- = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3^+ : z(\eta) = \nu(\eta), \ 0 \leq \eta < x_m \right\},$$

$$\mathcal{F}^0 = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3^+ : z(\eta) = \nu(\eta), \ x_m \leq \eta \leq \mu_1 \right\},$$

$$\mathcal{F}^+ = \left\{ (\eta, F(\eta, z(\eta)), z(\eta)) \in \mathbb{R}^3^+ : z(\eta) = \nu(\eta), \ x_2 \leq \eta \leq \mu_2 \right\}.$$

The number of attracting and repelling sheets that $S$ possesses is similar to Case 2 (ii) (see figure 4(A)).
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