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Abstract

Multi-component lattice Boltzmann models operating in a wide range of fluid viscosity values are developed and examined. The algorithm is constructed with the goal to enable engineering applications without sacrificing simplicity and computational efficiency present in the original Shan-Chen model and D3Q19 lattice scheme. Boundary conditions for modeling friction and wettability effects are developed for discrete representation of surfaces within a volumetric approach, which results in accurate flow simulation in complex geometry. Numerical validation of our models includes comparison to previous studies and analytical solutions. The results are shown to be robust and accurate up to an extremely small kinematic viscosity value of 0.0017 lattice units and the extremely high ratio of components’ kinematic viscosities of hundreds and up to a thousand. This improvement is significant compared to previous studies with Shan-Chen model [1, 23, 24], in which reasonable accuracy was kept only at the viscosity ratio up to 10 in the Poiseuille flow and the fingering simulation.

1. Introduction

The dynamics of multi-component flow commands considerable attention in many fields of physics and engineering due to its fundamental importance and industrial applications. In the recent decades, computational simulation has become a powerful tool to study multi-component flow, with the lattice Boltzmann method gaining popularity among numerous numerical techniques because it combines the microscopic and macroscopic approaches, its adaptability for complex geometry, and computational efficiency.

For the engineering applications, the adequate account of fluid properties such as viscosity and surface tension is required. If those can be varied at multiple resolutions and simulated Mach numbers without sacrificing accuracy and stability, one can accurately simulate a variety of systems within the appropriate range of characteristic non-dimensional parameters such as the Bond, Capillary, and Weber numbers, which is usually important for the multi-component flow. In particular, maintaining accuracy and stability of the simulation for a wide range of fluid viscosity variation is a very important functionality required for simulation of many flows, such as flow through the rock where numerical matching of the Capillary number may be necessary for accurate prediction of industrially important parameters.

One of the most popular multi-component LB models is known as the Shan-Chen (SC) model or, including its generalizations, the pseudo-potential model. While widely used, this model operates in a very limited range of viscosity values. For an example, in Ref. [1] it is reported that the original SC model is only stable within the viscosity ratio between components varying up to 5. While a recent enhancement described in [2] improves the stable viscosity ratio up to 1000, the model of Ref. [2] is too complicated to deliver computational efficiency and universality. In particular, its enhanced isotropy requires increased stencils which causes high computational cost and complicates application in arbitrarily complex geometry, while the multiple relaxation time scheme hurts implementation and performance. In the present study, the further development of SC model is driven by requirements of engineering applications. In particular, retaining the single-relaxation time scheme and the fourth isotropy order which can be naturally achieved by D3Q19, we modify the collisional operator in order to better control instabilities. We also introduce boundary conditions using a volumetric-based approach for modeling the friction and wettability effects.

This paper is organized as follows. In Section 2, our modeling approach is discussed and some details of our LB models are presented. The comprehen-
sive testing aimed at validating the model for engineering application requirements is described in Section 3. These tests include a static droplet in free space, a multi-component Poiseuille flow, a slug between flat plates, a droplet on an inclined wall, 1% mixture flow in packed spheres, displacement of a slug from a channel, and fingering. In Section 4 we summarize our observations and conclusions. In all cases of this study, density ratio between components is set as 1.

2. Lattice Boltzmann models for immiscible fluids

An inter-particle lattice Boltzmann model for immiscible fluids with wide viscosity range is introduced. The model is based on the Shan-Chen model and its recent advancements. The algorithm for bulk solver is presented first and followed by boundary conditions including surface friction and wetting condition on arbitrary geometry.

The lattice Boltzmann (LB) equation for multicomponent fluid is:

\[
f^\alpha_i (\vec{x} + \vec{c}_i \Delta t, t + \Delta t) - f^\alpha_i (\vec{x}, t) = \mathcal{C}^\alpha_i + \mathcal{F}^\alpha_i,
\]

where \( f^\alpha_i \) is the density distribution function of fluid component \( \alpha \) and \( \vec{c}_i \) is the discrete particle velocity. Henceforth, for simplicity, binary fluid is considered, namely \( \alpha = \{1, 2\} \), although the framework of this study can be extended to arbitrary number of components. The D3Q19 lattice model with the fourth order lattice isotropy is chosen in this study. The term \( \mathcal{F}^\alpha_i \) is associated with inter-component interaction force and its details are discussed in the follows. The collision operator \( \mathcal{C}^\alpha_i \) is the Bhatnagar-Gross-Krook type,

\[
\mathcal{C}^\alpha_i = -\frac{1}{\tau_{\text{mix}}} (f^\alpha_i - f_i^{eq,\alpha}).
\]

The relaxation time \( \tau_{\text{mix}} \) in Eq. (2) relates to the kinematic viscosity of the mixture of components, \( \nu_{\text{mix}} \), as

\[
\tau_{\text{mix}} = \left( \frac{\nu_{\text{mix}}}{T_0} \right) + 1/2,
\]

\[
\nu_{\text{mix}} = p \rho_1 + (1-p)\rho_2,
\]

where \( p \) is the smooth function of \( \rho_1 \) and \( \rho_2 \), which ranges from 0 to 1. Following the conventional way, the inter-component force, \( \vec{F}^{\alpha,\beta} \), between component \( \alpha \) and \( \beta \) is defined as

\[
\vec{F}^{\alpha,\beta}(\vec{x}) = G\rho_\alpha (\vec{x}) \sum_i w_i \vec{c}_i \rho_\beta (\vec{x} + \vec{c}_i \Delta t),
\]

for \( \alpha \neq \beta \) and \( \vec{F}^{\alpha,\alpha} = 0 \) for \( \alpha = \beta \). When the interaction strength \( G \) is negative, repulsive force acts between components and yields the separation. Following the manner in [3, 4], this inter-component force is implemented to the forcing term \( \mathcal{F}^\alpha_i \) in Eq. (1).

The acceleration of the component \( \alpha \), \( \vec{g}_\alpha \), originated from \( \mathcal{F}^{\alpha,\beta} \) is defined by \( \vec{g}_\alpha = \sum_\beta \mathcal{F}^{\alpha,\beta} / \rho_\alpha \). The resulting fluid velocity \( \vec{u}_F \) is defined as the velocity averaged over pre- and post- collision steps and written as

\[
\vec{u}_F = \vec{u} + \vec{g}\Delta t/2, \quad \vec{g} = \sum_\alpha \vec{g}_\alpha \rho_\alpha / \rho.
\]

In what follows, this quantity \( \vec{u}_F \) is called simply "velocity".

In order to enhance stability and accuracy when \( \tau_{\text{mix}} \) is not close to 1, effects from the nonequilibrium state are regulated. After rearrangement of Eq. (1), one obtains

\[
f^\alpha_i (\vec{x} + \vec{c}_i \Delta t, t + \Delta t) = f_i^{eq,\alpha} + \left( 1 - \frac{1}{\tau_{\text{mix}}} \right) f_i^{\alpha} + \mathcal{F}^\alpha_i.
\]

The function \( f_i^{\alpha} \) is the nonequilibrium particle distribution for each fluid component. If \( f_i^{\alpha} \) takes the standard BGK form \( f_i^{\alpha} - f_i^{eq,\alpha} \) and \( \tau_{\text{mix}} \) is away from 1, one suffers from the instability caused by unphysical noise and numerical artifacts of the LB model. To address this issue, a collision procedure regarding \( f_i^{\alpha} \) is regulated by

\[
f_i^{\alpha} = \Phi^{\alpha} : \Pi^{\alpha}.
\]

Here \( \Phi \) is a regularization operator that uses Hermite polynomials and \( \Pi^{\alpha} \) is the nonequilibrium part of the momentum flux. The basic concept of regularized collision procedure can be found in [6, 9, 11].

To better achieve noslip wall boundary condition on arbitrary geometries, an extension of the volumetric boundary condition proposed by Chen et al in 1998 [12, 13] is utilized. In this method, after boundary surfaces are discretized into linear surface facets in two dimension or triangular polygons in three dimension, the incoming and outgoing particles based on those facets or polygons are calculated.
in a volumetric way obeying the conservation laws. The extension of this method for various types of the boundary condition on arbitrary geometry has been studied. More details can be found in [12]. To reduce numerical smearing in near surface region, especially when physical viscosity is small and resolution is coarse, surface scattering model presented in [12] is crucial. Our simulations of the single component flow have demonstrated the superior of this boundary condition model at low viscosity and resolution. Results will be reported in a separate paper.

To realize surface wetting conditions, the inter-component interaction force in Eq. 7 is extended to the interaction force between wall and fluid particles,\( F_{\alpha,\beta}^w \), as,
\[
F_{\alpha,\beta}^w(\vec{x}) = G \rho_{\alpha}(\vec{x}) \sum_i w_i c_i \rho_{\beta}^i (\vec{x} + \vec{c}_i \Delta t),
\]
for \( \alpha \neq \beta \) and \( F_{\alpha,\beta}^w(\vec{x}) = 0 \) for \( \alpha = \beta \).\( \rho_{\beta}^i \) is equivalent to the fluid density \( \rho_{\beta} \) in the bulk region. And near the wall it is computed using fluid density and assigned solid density \( \rho_{\beta}^s \), which is the wall potential for controlling the contact angle. This computation is performed so that the transition of \( \rho_{\beta} \) is smooth and the local momentum is conserved in bulk regions.

This volumetric wettability scheme has sufficient isotropy for keeping a droplet stable on the inclined wall to fluid lattices [16]. The wall potential for components, \( \rho_1^w \) and \( \rho_2^w \), are controlled with a single parameter \( \rho^w \).

3. Validations

In this section, using the LB models described in the previous section, a set of test cases, which are necessary for the engineering application, is conducted in various systems and conditions. Numerical results are compared to previous studies and analytical solutions.

3.1. A static droplet in free space

Simulation of a two-dimensional static droplet in free space is performed using various resolution, viscosity, and the interaction strength in order to check the surface tension, interface thickness, droplet roundness, spurious current and their viscosity dependences.

To measure the surface tension \( \sigma \), a droplet with variable radius \( R = \{16, 24, 30, 36, 42, 48\} \) is initially set in the center of domain surrounded by periodic boundaries with edge lengths 5 times the droplet radius. Initial density for both components is 1.0. The kinematic viscosity \( \nu_1 \) of component 1 and \( \nu_2 \) of component 2 are varied from 0.0017 to 1.7 independently, and the viscosity ratio \( \nu_{\text{ratio}} = \nu_2/\nu_1 \) is varied up to 1000 as a result. Variable interaction strength defined in Eqs. 4 is \( G = \{-1.72, -2.20\} \). In Fig. 3 pressure difference between the droplet of the second component and suspended fluid of the first component is shown with respect to five viscosity choices. Plots are clearly distinguishable for each \( G \) and results lie on solid and dotted lines which follow the Laplace law with \( \sigma = [0.071, 0.11] \) even with coarse resolution such as \( R = 16 \). Furthermore the surface tension is almost independent on the viscosity whereas previous studies [13, 18] reported that the original Shan-Chen model has significant viscosity dependence. Results in a study [2] are also presented in Fig. 4 and achieves similar improvements using the tenth order isotropy and multi-relaxation time scheme (MRT) at the sacrifice of computational cost and simplicity of implementation.

In Fig. 2 density contour of the second component where \( \nu_1 = 0.0017, \nu_2 = 1.7, \) and \( R = 48 \) shows reasonable interface thickness and roundness of a droplet under extreme viscosity condition of \( \nu_{\text{ratio}} = 1000 \).

The spurious current is investigated in terms of viscosity using a static droplet of \( R = 24 \). In Fig. 3 spatial maximum spurious current is plotted as a function of viscosity at \( \nu_{\text{ratio}} = 1 \) in the left figure and a function of \( \nu_{\text{ratio}} \) at constant suspended fluid’s viscosity \( \nu_1 = 0.0067 \) in the right figure. Results are compared to a previous study [2] in which the Shan-Chen model is improved using the tenth order isotropy, explicit forcing model, and the MRT scheme. Where \( \nu_{\text{ratio}} = 1 \), viscosity dependence on the spurious current is less than their models and spurious current at low viscosity is slightly improved. Since for this case they used the same isotropy order as ours, the difference is possibly from the force model, relaxation time scheme, and regulated collision operator. Where \( \nu_{\text{ratio}} \neq 1 \), with their model and the fourth order isotropy, the simulation can be performed stably only with \( \nu_{\text{ratio}} \) up to 300. On the other hand, with the same isotropy level, our model allows to simulate stably with \( \nu_{\text{ratio}} \) up to 1000 and moreover has much reduced spurious current. Even compared to their model with the tenth order isotropy, the spurious current is improved at high \( \nu_{\text{ratio}} \). It is worth mentioning that the fourth order isotropy is beneficial in terms of computational costs since it requires substantially less stencils than the tenth order isotropy. Furthermore the treatment of boundaries is more straightforward with less stencils.

3.2. Multi-component Poiseuille flow

Multi-component layered flow driven by the gravity is simulated in a two-dimensional channel. For the channel height 64/128, the gravity is \( 1.6e-7 / 4.0e-8 \), respectively. The first component is mainly
Figure 1: Pressure difference between the droplet (component 2) and suspended fluid (component 1) as a function of droplet radius with various viscosity, $G = -1.76$ (empty plots), and $G = -2.20$ (filled plots). Solid and dotted lines are ideal lines of $\sigma = 0.073$ and 0.11.

Figure 2: Density contour of component 2 where $v_1 = 0.0017$, $v_2 = 1.7$, and $R = 48$.

Figure 3: Spatial maximum spurious current with respect to viscosity at $v_{ratio} = 1$ (left) and to $v_{ratio}$ at constant suspended fluid’s viscosity, $v_1 = 0.0067$. Results of LB models in [2] with the fourth and tenth order isotropy are plotted.
occupied along the wall and the second component is in the middle of the channel.

In Fig. 4 numerical results are compared to analytical solutions where \((\nu_1, \nu_2) = (1.7, 0.0017)\) and \((0.0017, 1.7)\). In analytical solutions, the density weighted viscosity shown in Eq. 2 is considered. All simulated results agree with analytical solutions very well. In a study for obtaining accurate velocity profile in these setups, the MRT model and the tenth order isotropy scheme are required. However, the LB model in this study can yield accurate results with the single-relaxation time model and the fourth order isotropy. Moreover compared to the other multi-component LB models in the paper in \([1]\), in which accurate velocity profile can be obtained with \(\nu_{\text{ratio}}\) up to 5 for the Shan-Chen model and up to 120 for the free-energy model and the color-gradient model, the LB model in this study shows much better accuracy and stability.

### 3.3. A static slug between flat plates

A static slug in a two-dimensional channel is simulated for measurement of the relation between the contact angle \(\theta\) and the wall potential at various viscosity. A slug is mainly composed of the second component and filled in half of the domain which is bounded by periodic boundaries in the direction along the wall. The rest of space is occupied by the first component. The channel height and length are set as 32 and 128, respectively. Details of the contact angle measurement method can be found in \([16]\).

By improvements of the lattice condition dependence on \(\theta\) in \([16]\), accurate \(\theta\) can be easily measured. Using numerical results, we formulate \(\theta\) as a function of \(\nu_1, \nu_2\), and \(\rho^s\), namely \(\theta = L (\nu_1, \nu_2, \rho^s)\). To invert this function \(L\) enables us to find a wall potential \(\rho^s\) for a certain set of \(\theta, \nu_1\), and \(\nu_2\). For checking the accuracy of this procedure, using \(\rho^s\) evaluated by sets of \(\nu_1, \nu_2\), and the expected contact angle \(\theta_{\text{exp}}\), a slug between plates is simulated. In Fig. 5 measured contact angles of a slug are shown for each set of variables. The figure shows that for a variety of viscosity options, the contact angle can be simulated very accurately.

Where a wall is wetting for a certain fluid component, the fluid tends to be strongly diffusive and constitutes thin film, which is artificially thick for the macroscopic fluid dynamics, along the wall. This can be serious problems for engineering application such as mass leaking from the inlet and outlet, imprecise fluid distribution, and inadequate friction force along walls due to the intercomponent force. As discussed in \([16]\), this artificial film can be suppressed by the correction of surface wall potential. Here implementing the correction we tested with more various viscosity options. In Fig. 6 thin film density evaluated in the corner of domain are compared between original and improved models in terms of viscosity and contact angle. It shows that the thin film is reduced significantly at any viscosity and contact angles.

### 3.4. A static droplet in inclined channels

A static droplet in inclined channels to fluid lattices is simulated to study the lattice orientation dependency of the model. It has been a challenge to obtain a static droplet on a tilted surface without external force due to diffusion by the thin film along walls and insufficient isotropy of numerical algorithm near boundaries \([18]\). In this study the height of the channel is 16 and variable inclination angle is \((30, 70)\) degree. A droplet is mainly composed of the second component for which the wall is wetting.

As shown in our previous study \([18]\), the diffusion and artificial movement of a droplet is improved by the same wetting model under many conditions of viscosity and wall inclination angles. Here similar improvements are observed for more extensive viscosity options. Fig. 7 shows using \((\nu_1, \nu_2) = (0.0017, 0.33)\) and \((\nu_1, \nu_2) = (0.33, 0.0017)\) in which \(\nu_{\text{ratio}}\) is 200 and 0.005, the droplet is static in a position without artificial diffusion.

### 3.5. Permeability of 1\% mixture flow

Where a wall boundary is wetting for a certain component fluid, the fluid gets diffusive along walls with the film form as shown in Subsec. 3.3. This film repels the other component fluid from near wall region due to the intercomponent interaction force and deteriorates the force imbalance between components, which leads to the artificial increase of the permeability.

In this study, using the local momentum conserved interaction force discussed in Section. 2, this issue is tried to be solved.

Using the fully sphere packed system shown in Fig. 8 which mimics porous media, two-component fluid flow is simulated. Here volume component ratio is 99 and viscosity ratio is 1. The sphere size \(L\) in this figure is set as 20 and gravity \(g\) is assigned so that \(g \cdot \nu = 0.024\).

In Fig. 9 permeability evaluated by \(\nu U_D/g\), where \(U_D\) is the Darcy velocity is shown using original wall model and current wall model with respect to various viscosity and contact angles. Since the flow is almost incompressible, using the porosity \(\phi\) and the spatial averaged mixture velocity \(\bar{U}\) in the pore space, \(U_D\) is approximated by \(\phi \bar{U}\). The left figure of Fig. 9 shows that the original model results in significant increased permeability for stronger wetting and lower viscosity. This is because strong wettabillity makes the film on walls thicker and the lower viscosity makes velocity profile sensitive to
Figure 4: Velocity profile at $(\nu_1, \nu_2) = (1.7, 0.0017)$ in the left figure and $(0.0017, 1.7)$ in the right figure. The first component is along the wall and the second component is in the middle of the channel. Results with channel heights 64 and 128 are plotted in each figure. Solid lines are analytical solutions.

Figure 5: Simulated contact angle $\theta_{\text{sim}}$ as a function of the expected contact angle $\theta_{\text{exp}}$ using sets of $\nu_1$ and $\nu_2$ of $\nu_{\text{ratio}} = 1$ in the left figure and $\nu_{\text{ratio}} \neq 1$ mainly in the right figure.

Figure 6: Thin film density as a function of the contact angle with original wetting model (left) and modified wetting model (right) using a variety of viscosity options.
the force imbalances due to the film. On the other hand, the right figure of Fig. 8 shows this issue is improved using the current model since forces along walls are exactly balanced between components.

3.6. Displacement of a slug in two-dimensional channels

In order to test the balance between capillary force and driving force, critical pressure for displacement of a slug from channels is measured. In the previous study [16], similar tests are carried out using a sinusoidal channel regarded as a simple model of the porous media. Although numerical results were consistent with analytical solutions, there was some uncertainty in analytical solutions because the slug volume cannot be evaluated accurately due to its nonzero interface thickness. To avoid this issue, a more simplified two-dimensional geometry shown in Fig. 10 is utilized in this study. Periodic boundaries are assigned on the left and right edges. Channels with different heights $D$ and $H$ are connected and a slug composed of the second component is set over this connection. When $D < H$ and the wall is wetting for the second component, namely $\theta \leq 90$ degree, there is a non-zero analytic critical pressure $P_{\text{crit}}^A$, 

$$P_{\text{crit}}^A = 2\sigma \cos \theta \left( \frac{1}{D} - \frac{1}{H} \right),$$

(12)

where $\sigma$ is the surface tension. Note that $P_{\text{crit}}^A$ doesn’t depend on positions of interfaces. Compared to the sinusoidal channel case, the current setups bring benefits in terms of (i) much reduced computational cost due to two-dimensional geometry and (ii) accurate comparison with analytical solutions. It enables us to examine with a variety of settings such as resolution, viscosity and the contact angle more easily. Furthermore the contact angle, which is not straightforward to be measured with coarse resolution due to non-zero interface thickness and thin film along walls, can be evaluated for any resolution indirectly by measured critical pressure and Eqs. (12). It is necessary to check whether the interface is spherical or not by the relation between capillary length and channel height and it is indeed verified in current simulations.

The middle and total channel length shown in Fig. 10 are $Z = 52$ and $L = 160$. The rear channel height is fixed as $H = 40$ and variable middle channel heights are $D = \{5, 10\}$. The choices of the contact angle and viscosity are $\theta = \{20, 40, 60, 80\}$ degree and $(\nu_1, \nu_2) = \{(0.0017, 0.33), (0.33, 0.0017)\}$. The initial density for both components, $\rho_0$, is set to 1. To measure the critical pressure, driving force $\rho_0 g$ is assigned over the whole domain and ramped up in every 80k timesteps. In particular, the acceleration $g$ deviated from $g_{\text{crit}}^A$ by $\{-30, -10, -5, 0, +5, +10, +30\}$% are applied in
each stage where $g_{\text{crit}}^A = P_{\text{crit}}^A / (\rho_0 L)$ to allow uncertainty of the contact angle by $\pm 2.5$ degrees.

In Fig. 11 results at $\nu_1 = 0.0017$ and $\nu_2 = 0.33$ are shown. In the left and right figure, $D/\theta$ is defined as $10/20$ degree and $5/40$ degree, respectively. Those images are taken at timesteps when $g$ is deviated from $g_{\text{crit}}^A$ by $+5\%$ and $+10\%$ in the left figure and by $-5\%$ and $+5\%$ in the right figure. Because the transition is slow, obvious hysteresis effects are not observed. By those results we conclude that at this setups the simulated critical pressure is deviated from analytical solutions at most by $10\%$ for the left figure and $5\%$ for the right figure.

In Table 1 results for the other setups are summarized. Deviation percentage from analytical solutions $g_{\text{crit}}^A$ are below $10\%$ in all cases. Because higher $D$ leads to smaller $P_{\text{crit}}^A$, more detailed force balance is required and therefore it may not be necessary that higher $D$ yields the higher accuracy. Consequently, results show that reasonable critical pressure can be measured at extreme kinematic viscosity ratio of 200, at extreme low kinematic viscosity of 0.0017, and very coarse resolution of 5.

3.7. Viscous and capillary fingering

According to experimental and numerical studies in porous media and simple channels [1, 17, 19–25], it is well known that the fluid displacement pattern depends on the viscosity ratio and capillary number. For an example, if the capillary number $Ca$ is sufficiently low and viscosity ratio $\nu_{\text{ratio}}$, the ratio of displacing fluid’s $\nu$ to displaced fluid’s $\nu$, is high, then the dominant force is the capillary force and one has the displacement pattern called capillary fingering in which intruding fluid preferably propagates to large throat regardless of driving force direction and tends to create large blobs. Whereas if $Ca$ is high and $\nu_{\text{ratio}}$ is low then the viscous force is dominant and yields the pattern called viscous fingering which intrudes to the displaced fluid with stretched thin form. Conditions for those patterns were summarized with the phase diagram [19–21].

In this study, those fingering patterns are simulated in a two-dimensional channel shown in Fig. 12. The channel, whose height and length are 32 and 640, is bounded by periodic boundaries on its left and right edges. Two components are initially separated and after five thousand timesteps the driving force is imposed over the whole domain.

Firstly, the viscous fingering is studied with variable $\nu_{\text{ratio}} = \nu_2/\nu_1$ where $\nu_2$ is fixed as 0.017. The wall is wetting for the second component, specifically the contact angle $\theta = 60$ degree. The initial density for both components is set as 1. The driving force is assigned to obtain $Ca = \rho_2 \nu U/\sigma = 5.9 e^{-3}$ where $U$ denotes velocity of the interface. In Fig. 13 displacement patterns are shown for three choices
Figure 11: Density of the second component at $\nu_1 = 0.0017$ and $\nu_2 = 0.33$. The channel height $D$ is 10(left)/5(right) and the contact angle is 20(right)/40(left) degree. Images are taken when driving force, which is deviated from analytical solutions by +5% and +10% in the left figure and by −5% and +5% in the right figure, is imposed.

Table 1: Deviation percentage of simulated critical acceleration $g_{krit}$ from analytical solutions $g_{krit}^A$ for contact angles $\theta$ and channel heights $D$ at four viscosity combinations

| $\theta$ (degree) | $D$ | Deviation from $g_{krit}^A$ (%) |
|-------------------|-----|---------------------------------|
| 20                | 5   | 0 - 5                           |
| 40                | 5   | 0 - 5                           |
| 60                | 5   | 5 - 10                          |
| 80                | 5   | 0 - 5                           |
| 20                | 10  | 5 - 10                          |
| 40                | 10  | 0 - 5                           |
| 60                | 10  | 0 - 5                           |
| 80                | 10  | 0 - 5                           |

Figure 12: Setups for tests of the fingering
of $\nu_{ratio}$ with color contours of the Atwood number, $(\rho_1 - \rho_2) / (\rho_1 + \rho_2)$. As $\nu_{ratio}$ is increased, the fingering pattern is less pronounced, which is reasonable since effects of viscous force on the interface become weak. According to the phase diagram in $[23, 24]$, for $Ca^* = Ca/\cos \theta = 1.2c - 2$ which is the case in the current simulation, one expects that the viscous fingering starts to take place around $\log \nu_{ratio} = -1$. This expectation is consistent with Fig. 15 although they estimated it in porous media and this transition is possibly influenced by details of geometry to some extent. Compared to a study $[20, 21]$, for $\nu_{ratio}$ in equilibrium state, (iii) viscosity taking account of component mixture, and (iv) boundary models regarding friction and wettability based on a volumetric way.

The finger width is evaluated with varied capillary numbers and compared to a previous study $[25]$. Numerical finger width which is non-dimensionalized by the channel height is presented as a function of capillary number in Fig. 15. Error bars come from the interface thickness. Those plots agree with results of $[23]$ in which the analysis is based on the boundary element method. It is worth mentioning that the extended stable viscosity range enables us to simulate using such high capillary number. For large capillary number, the surface tension needs to be adjusted with attention to the interface thickness.

4. SUMMARY

A multi-component lattice Boltzmann models for robust and accurate simulation at various viscosity is introduced and validated. Main features of our models are (i) a regulated collision operator which extracts the hydrodynamic mode from the non-equilibrium terms, (ii) the third order Maxwellian distribution in the equilibrium state, (iii) viscosity taking account of component mixture, and (iv) boundary models regarding friction and wettability. Through tests in a variety of systems and conditions, the model is examined in the range of the kinematic viscosity $\nu$ from 0.0017 to 1.7 and kinematic viscosity ratio $\nu_{ratio}$ up to 1000. Findings are itemized in follows,

- In simple systems such as a static droplet in free space and multi-component Poiseuille flow, in the range of $\nu$ from 0.0017 to 1.7 and $\nu_{ratio}$ up to 1000, results are stable and accurate. In terms of spurious current, viscosity dependence on the surface tension, and accuracy of velocity profile in Poiseuille flow, outcomes are comparable or at some conditions superior to a previous study in $[2]$ in which much more complicated LB models are applied. Velocity profiles in Poiseuille flow agree well with analytical solutions at $\nu_{ratio} \leq 1000$ whereas in a study $[1]$ stable results are obtained only at $\nu_{ratio} \leq 120$ with the free-energy and the color-gradient model and $\nu_{ratio} \leq 5$ with the original Shan-Chen model.

- In the range of $\nu$ from 0.0017 to 0.33 and $\nu_{ratio}$ up to 200, the contact angle is controlled well using the wall potential and the thin film is significantly reduced. Accuracy of permeability of 1% mixture flow is enhanced and a stable droplet on the inclined wall is observed. Moreover in displacement of a slug from channels with various channel height, wetting condition, and viscosity, the numerical critical pressure is consistent with analytical solutions within deviation less than 10%.

- Viscous and capillary fingering in a two-dimensional channel are examined using a variety of viscosity and capillary numbers. At fixed capillary number, viscosity dependence on the fingering pattern is consistent with phase diagrams in $[20, 21]$ that were investigated in porous media experimentally and numerically. The reasonable surface tension dependence on the fingering pattern, which couldn’t be obtained with previous version of Shan-Chen model $[22]$, is observed. Furthermore finger width at various capillary numbers agrees with numerical results in $[25]$ based on the boundary element method.

The simulation results and comparisons with analytical solutions and previous studies indicate that the LB model in this study is accurate and stable over a wide range of viscosity ratio conditions while retaining high computational efficiency and applicability to complex geometry. In the future, authors
Figure 13: Viscous fingering with three viscosity ratios. The contour shows the Atwood number, \(\frac{\rho_1 - \rho_2}{\rho_1 + \rho_2}\). Those snapshots are taken when the tip velocity achieves 0.04.

Figure 14: Capillary fingering with three inter-component interaction strengths \(G\). The contour shows the Atwood number. The tips velocity in those figures is 0.024.

Figure 15: Finger width as a function of the capillary number. It is non-dimensionalized by the channel height. Error bars are originated from the interface thickness.
wish to apply this model for more engineering sub-
ocd{jects.}

[1] Yang J, Boek ES. A comparison study of multi-component Lattice Boltzmann models for flow in porous media application. COMPUT MATH APPL 2013;65;6:882-890.

[2] Porter ML, Coon ET, Kang Q, Moulton HD, Carey JW. Multicomponent interparticle-potential lattice Boltzmann model for fluids with large viscosity ratios. Phys Rev E 2012;86;036701.

[3] Shan X, Chen H. Lattice Boltzmann model for simulating flows with multiple phases and components. Phys Rev E 1993;47:1815.

[4] Shan X, Chen H. Simulation of non-ideal gases and liquid-gas phase transitions by lattice Boltzmann equation. Phys Rev E 1994;49:2941.

[5] Li Q, Luo KH, Li XJ. Forcing scheme in pseudopotential lattice Boltzmann model for multiphase flows. Phys Rev E 2012;86;016709.

[6] Chen H, Zhang R, Staroselsky I, Jhon M. Recovery of full rotational invariance in lattice Boltzmann formulations for high Knudsen number flows. Physica A 2006;362;1:125.

[7] Zhang R, Shan X, Chen H. Efficient kinetic method for fluid simulation beyond the Navier-Stokes equation. Phys Rev E 2006;74;046703.

[8] Latt J, Chopard B. Lattice Boltzmann method with regularized pre-collision distribution functions. Math Comput Simulat 2006;72;2-6;165.

[9] Shan X, Yuan X-F, Chen H. Kinetic theory representation of hydrodynamics: a way beyond the Navier-Stokes equation. J Fluid Mech 2006;550;413-441.

[10] Qian Y, d’Humière D, Lallemant P. Lattice BGK models for Navier-stokes equation. Europhys Lett 1992;17;479.

[11] Chen H, Teixeira C, Molving K. Digital physics approach to computational fluid dynamics: some basic theoretical features. Int J Mod Phys C 1997;8;675.

[12] Chen H, Teixeira C, Molving K. Realization of fluid boundary conditions via discrete Boltzmann dynamics. Int J Mod Phys C 1998;9;1281.

[13] Li Y, Zhang R, Shock R, Chen H. Prediction of vortex shedding from a circular cylinder using a volumetric Lattice-Boltzmann boundary approach. Eur Phys J Special Topics 2009;171;91-97.

[14] Li Y, Shock R, Zhang R, Chen H. Numerical study of flow past an impulsively started cylinder by the lattice-Boltzmann method. J Fluid Mech 2004;519;273-300.

[15] Fan H, Zhang R, Chen H. Extended volumetric scheme for lattice Boltzmann models. Phys Rev E 2006;73;066708.

[16] Otomo H, Fan H, Hazlett R, Li Y, Staroselsky I, Zhang R, Chen H. Simulation of residual oil displacement in a sinusoidal channel with the lattice Boltzmann method. C R MECANIQUE 2015;343;10;559-570.

[17] Dong B, Yan Y, Li W. LBM Simulation of Viscous Fingering Phenomenon in Immiscible Displacement of Two Fluids in Porous Media. Transport Porous Med 2011;88;293.

[18] Otomo H, Fan H, Li Y, Dressler M, Staroselsky I, Zhang R, Chen H. Studies of accurate multi-component lattice Boltzmann models on benchmark cases required for engineering applications. J Comput Sci 2016;17;2;334-339.

[19] Lenormand R, Touboul E, Zarcone C. Numerical models and experiments on immiscible displacements in porous media. J. Fluid Mech 1988;189;165-187.

[20] Zhang C, Oostrom M, Wietjes MA, Grate JW, Warner MG. Influence of viscous and capillary forces on immiscible fluid displacement: pore-scale experimental study in a water-wet micromodel demonstrating viscous and capillary fingering. Energy Fuels 2011;25;3493-3505.

[21] Liu H, Valocchi AJ, Kang Q, Werth C. Pore-scale simulation of gas displacing liquid in a homogeneous pore network using the lattice Boltzmann method. Transp porous med 2013;99;555-580.

[22] Chin J, Boek ES, Coveney PV. Lattice Boltzmann simulation of the flow of binary immiscible fluids with different viscosities using the Shan-Chen microscopic interaction model. Phil Trans R Soc Lond A 2002;360;547-558.

[23] Kang Q, Zhang D, Chen S. Immiscible Displacement in a Channel: Simulations of Fingering in Two Dimensions. Adv Water Resour 2004;27;13-22.

[24] Dong B, Yan YY, Li W, Song Y. Lattice Boltzmann simulation of viscous fingering phenomenon of immiscible fluids displacement in a channel. Comput Fluids 2010;39;768-779.
[25] Halpern D, Gaver III DP. Boundary Element Analysis of the Time-Dependent Motion of a Semi-infinite Bubble in a Channel. J Comput Phys 1994;115;366-375.