CLOSED CONVEX HULLS OF UNITARY ORBITS IN C*-ALGEBRAS OF REAL RANK ZERO
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ABSTRACT. In this paper, we study closed convex hulls of unitary orbits in various C*-algebras. For unital C*-algebras with real rank zero and a faithful tracial state determining equivalence of projections, a notion of majorization describes the closed convex hulls of unitary orbits for self-adjoint operators. Other notions of majorization are examined in these C*-algebras. Combining these ideas with the Dixmier property, we demonstrate unital, infinite dimensional C*-algebras of real rank zero and strict comparison of projections with respect to a faithful tracial state must be simple and have a unique tracial state. Also, closed convex hulls of unitary orbits of self-adjoint operators are fully described in unital, simple, purely infinite C*-algebras.

1. INTRODUCTION

Unitary orbits of operators are important objects that provide significant information about operators. In the infinite dimensional setting, the norm closure of the unitary orbits must be taken as unitary groups are no longer compact. For all intents and purposes, two operators that are approximately unitarily equivalent (that is, have the same closed unitary orbits) may be treated as the same operator inside a C*-algebra and the question of when two (normal) operators are approximately unitarily equivalent has been studied in a variety of contexts (e.g. [14, 58]).

When two operators are not approximately unitarily equivalent, it is interesting to ask, “How far are the operators from being approximately unitarily equivalent?” This question is quantified by describing the distance between the operators’ unitary orbits and has a long history. For self-adjoint matrices $S$ and $T$ with eigenvalues $\{\mu_k\}_{k=1}^n$ and $\{\lambda_k\}_{k=1}^n$ respectively, the distance between the unitary orbits of $S$ and $T$ was computed in [63] to be the optimal matching distance

$$\min_{\sigma \in S_n} \max_{k \in \{1, \ldots, n\}} |\lambda_k - \mu_{\sigma(k)}|$$

where $S_n$ is the permutation group on $\{1, \ldots, n\}$. However, if $S$ and $T$ are normal matrices, the distance between the unitary orbits of $S$ and $T$ need not equal the optimal matching distance (see [33]). For bounded normal operators on Hilbert space, results have been obtained analogous to the known matricial results (e.g. [14, 17]). This question has been active in other C*-algebras (e.g. [9, 10, 16, 31, 35, 36, 59, 60]) where the most recent work has made use of $K$-theoretic properties and ideas.
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Another important concept is that of majorization for self-adjoint matrices. A notion of majorization for real-valued functions in $L_1[0,1]$ was first developed in [28] by Hardy, Littlewood, and Pólya using non-increasing rearrangements and this notion has been widely studied (e.g. [10,11,29,56]). When applied to self-adjoint matrices through their eigenvalues, a fascinating concept is obtained. Majorization of self-adjoint matrices has been thoroughly analyzed (e.g. [1,6,37,43,45,46,61]) and has relations to a wide range of problems in linear algebra, such as classical theorem of Schur and Horn characterizing the possible diagonal $n$-tuples of a self-adjoint matrix based on its eigenvalues (see [34,57]) and applications to generalized numerical ranges of matrices (see [25,52]).

Majorization has an immediate analogue in II$_1$ factors by replacing eigenvalues with spectral distributions. By using the notion of majorization in [38] (also see [2,3,23,24,30,39,40,50]) via eigenvalue functions (also known as spectral scales) of self-adjoint operators in II$_1$ factors, several analogues of matricial results have been obtained. For example, an analogue of the Schur-Horn Theorem for II$_1$ factors was first postulated in [3] and proved by Ravichandran in [53] (also see [41,62] for a generalization to non-self-adjoint operators using singular values, and [44] for a multivariate version) and analogues of generalized numerical ranges were developed in [21].

The notion of majorization of self-adjoint operators in both matrix algebras and II$_1$ factors as a deep connection with unitary orbits. Indeed, given two self-adjoint operators $S$ and $T$, it was shown for matrix algebras in [1] and II$_1$ factors in [38,40] that $T$ majorizes $S$ if and only if $S$ is in the (norm) closure of the convex hull of the unitary orbit of $T$, denoted $\text{conv}(\mathcal{U}(T))$. Consequently, the question of whether $T$ majorizes $S$ is a question of whether $S$ can be obtained by ‘averaging’ copies of $T$.

Analysis of the closure of convex hulls of unitary orbits has yielded some interesting results. For example, the Dixmier property for a C$^*$-algebra ([18]) asks that the centre of the C$^*$-algebra interests every such orbit. By [55], one need only consider self-adjoint operators to verify the Dixmier property and [20] (also see [54]) shows that a unital C$^*$-algebra $\mathfrak{A}$ has the Dixmier property if and only if $\mathfrak{A}$ is simple and has at most one faithful tracial state.

The goal of this paper is to describe the closure of convex hulls of unitary orbits of self-adjoint operators in various C$^*$-algebras. Taking inspiration from von Neumann algebra theory, we will focus on C$^*$-algebras that behave like type III and type II$_1$ factors. In particular, unital, simple, purely infinite C$^*$-algebras are our analogues of type III factors and unital C$^*$-algebras with real rank zero and a faithful tracial state determining equivalence of projections are our analogues of type II$_1$ factors. In addition to this introduction, this paper contains five sections with results and their importance summarized below.

Section 2 develops and extends the necessarily preliminary results on majorization of self-adjoint operators in matrix algebras and II$_1$ factors. In particular, the notion of eigenvalue functions is adapted from II$_1$ factors to C$^*$-algebras with faithful tracial states by replacing spectral distributions with dimension functions (see Definition 2.6). The properties of eigenvalue functions are immediately transferred to this setting (see Theorem 2.10).

Section 3 analyzes whether there are scalars in convex hulls of unitary orbits of self-adjoint operators in various C$^*$-algebras. Taking inspiration from von Neumann algebra theory, we will focus on C$^*$-algebras that behave like type III and type II$_1$ factors. In particular, unital, simple, purely infinite C$^*$-algebras are our analogues of type III factors and unital C$^*$-algebras with real rank zero and a faithful tracial state determining equivalence of projections are our analogues of type II$_1$ factors. In addition to this introduction, this paper contains five sections with results and their importance summarized below.
Consequently \(\text{conv}(U(T)) \cap \{C_I A\}\) is either empty or \(\{\tau(T)I\}\). Using an averaging process along with manipulations of projections, it is demonstrated in Theorem 3.11 that if \(A\) is a unital, infinite dimensional C\(^{\ast}\)-algebra with real rank zero and strict comparison of projections with respect to a faithful tracial state \(\tau\), then \(\tau(T) \in \text{conv}(U(T))\) for all \(T \in A\). Combined with the Dixmier property, this implies \(A\) must be simple and \(\tau\) must be the unique faithful tracial state on \(A\). We note [47] has also investigated the ability of faithful tracial states to imply simplicity of C\(^{\ast}\)-algebras.

Section 4 analyzes \(\text{conv}(U(T))\) for self-adjoint \(T\) in unital C\(^{\ast}\)-algebras \(A\) that have real rank zero and a faithful tracial state \(\tau\) with the property that if \(P, Q \in A\) are projections, then \(\tau(P) \leq \tau(Q)\) if and only if \(P\) is Murray-von Neumann equivalent to a subprojection of \(Q\). In particular, Theorem 4.1 shows for such C\(^{\ast}\)-algebras that \(S \in \text{conv}(U(T))\) if and only if \(T\) majorizes \(S\) with respect to \(\tau\). Although the assumptions on \(A\) are restrictive in the classification theory world, they do apply to several C\(^{\ast}\)-algebras such as UHF C\(^{\ast}\)-algebras, the Bunce-Deddens C\(^{\ast}\)-algebras, irrational rotations algebras, and many others.

Trying to generalize Theorem 4.1 to other C\(^{\ast}\)-algebras may be a difficult task. Indeed, it is the case that there are self-adjoint operators with the same eigenvalue functions that are not approximately unitarily equivalent when the assumption ‘\(\tau(P) = \tau(Q)\) implies \(P\) and \(Q\) are equivalent’ is removed. In addition, the question of characterizing \(\text{conv}(U(T))\) appears very complicated if \(A\) has more than one tracial state as, by above discussions, \(\text{conv}(U(T)) \cap \{C_I A\} = \emptyset\).

Section 5 is devoted to investigating other closed orbits and notions of majorization of operators in the same context as Section 4. We begin by using eigenvalue functions to re-derive the main result of [60], which computes the distance between unitary orbits of self-adjoint operators via an analogue of the optimal matching distance (see Theorem 5.1). In addition, an analogue of singular value decomposition of matrices is obtained (see Proposition 5.8). Furthermore, descriptions of when one operator’s eigenvalue (singular value) function dominates another operator’s eigenvalue (respectively singular value) function and when one operator (absolutely) submajorizes another operator are described.

Section 6 concludes the paper by describing \(\text{conv}(U(T))\) for self-adjoint operators \(T\) in unital, simple, purely infinite C\(^{\ast}\)-algebras. In particular, \(\text{conv}(U(T))\) is precisely all self-adjoint operators \(S\) such that the spectrum of \(S\) is contained in the convex hull of the spectrum of \(T\) (Theorem 6.1).

2. Preliminaries

In this section, we develop the preliminaries necessary for the remainder of the paper. In particular, after the following definitions, we will extend the notion and properties of eigenvalue functions to C\(^{\ast}\)-algebras with faithful tracial states.

**Definition 2.1.** For a unital C\(^{\ast}\)-algebra \(A\) and an element \(T \in A\), the unitary orbit of \(T\) is

\[ U(T) := \{U^*TU \mid U \text{ a unitary in } A\}. \]

The closed unitary orbit of \(T \in A\) is \(O(T) := \overline{U(T)}\), the norm closure of \(U(T)\). The convex hull of \(U(T)\) will be denoted by \(\text{conv}(U(T))\) and its norm closure by \(\overline{\text{conv}}(U(T))\).
One main component of this paper is the generalization of the following notions from tracial von Neumann algebras to tracial $C^*$-algebras. The origins of the following definition may be traced back to [48].

**Definition 2.2** ([23][24][48]). Let $\mathcal{M}$ be a von Neumann algebra a tracial state $\tau$.

1. For a self-adjoint operator $T \in \mathcal{M}$, the **eigenvalue function of $T$ associated with $\tau$**, denoted $\lambda_T^\tau$, is defined for $s \in [0, 1)$ by

   $$\lambda_T^\tau(s) := \inf\{t \in \mathbb{R} \mid m_T((t, \infty]) \leq s\}$$

   where $m_T$ is the spectral distribution of $T$ with respect to $\tau$.

2. For an arbitrary $T \in \mathcal{M}$, the **singular value function of $T$ associated with $\tau$**, denoted $\mu_T^\tau$, is defined for $s \in [0, 1)$ by

   $$\mu_T^\tau(s) := \lambda_{|T|}^\tau(s).$$

**Example 2.3.** Let $T \in \mathcal{M}_n(\mathbb{C})$ be self-adjoint with eigenvalues $\{\lambda_k\}_{k=1}^n$ where $\lambda_k \geq \lambda_{k+1}$ for all $k$. If $\tau$ is the normalized trace on $\mathcal{M}_n(\mathbb{C})$, then $\lambda_T^\tau(s) = \lambda_k$ for all $s \in \left[\frac{k-1}{n}, \frac{k}{n}\right)$. Similarly, if $T \in \mathcal{M}_n(\mathbb{C})$ has singular values $\{\sigma_k\}_{k=1}^n$ where $\sigma_k \geq \sigma_{k+1}$ for all $k$, then $\mu_T^\tau(s) = \mu_k$ for all $s \in \left[\frac{k-1}{n}, \frac{k}{n}\right)$.

**Example 2.4.** Let $\mathcal{M} = L_\infty[0, 1]$ equipped with the tracial state $\tau$ defined by integrating against the Lebesgue measure $m$. If $f \in \mathcal{M}$ is real-valued, then $\lambda_T^\tau(s) = f^*(s)$ where $f^*$ is the non-increasing rearrangement of $f$, which may be defined by

$$f^*(s) := \inf\{t \in \mathbb{R} \mid m(\{x \in [0, 1] \mid f(x) > t\}) \leq s\}.$$ 

It can be shown (see Theorem 2.10) that $f^*$ is a non-increasing, right continuous function. Consequently, if $f$ is non-increasing and right continuous, then $f = f^*$.

To generalize these notions to $C^*$-algebras with faithful tracial states, we will use the following as a replacement for spectral distributions.

**Definition 2.5** ([12]). Let $\epsilon > 0$ and let $f_\epsilon$ denote the continuous function on $[0, \infty)$ such that $f_\epsilon(x) = 1$ if $x \in [\epsilon, \infty)$, $f_\epsilon(x) = 0$ if $x \in [0, \frac{1}{\epsilon}]$, and $f_\epsilon(x)$ is linear on $(\frac{1}{\epsilon}, \epsilon)$.

Let $\mathfrak{A}$ be a unital $C^*$-algebra with faithful tracial state $\tau$. The **dimension function associated with $\tau$**, denoted $d_\tau$, is defined for positive operators $A \in \mathfrak{A}$ by

$$d_\tau(A) := \lim_{\epsilon \to 0} \tau(f_\epsilon(A)).$$

**Definition 2.6.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with a faithful tracial state $\tau$.

1. For a self-adjoint operator $T \in \mathfrak{A}$, the **eigenvalue function of $T$ associated with $\tau$**, denoted $\lambda_T^\tau$, is defined for $s \in [0, 1)$ by

   $$\lambda_T^\tau(s) := \inf\{t \in \mathbb{R} \mid d_\tau((T - tI_\mathfrak{A})_+) \leq s\}$$

   where $(T - tI_\mathfrak{A})_+$ denotes the positive part of $T - tI_\mathfrak{A}$.

2. For an arbitrary $T \in \mathfrak{A}$, the **singular value function of $T$ associated with $\tau$**, denoted $\mu_T^\tau$, is defined for $s \in [0, 1)$ by

   $$\mu_T^\tau(s) := \lambda_{|T|}^\tau(s).$$

Lemma 2.9 will demonstrate that Definitions 2.2 and 2.6 agree when $\mathfrak{A}$ is a von Neumann algebra.
**Example 2.7.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with a faithful tracial state $\tau$. Let \( \{\lambda_k\}_{k=1}^n \subseteq \mathbb{R} \) be such that $\lambda_k \geq \lambda_{k+1}$ for all $k$ and let $\{P_k\}_{k=1}^n \subseteq \mathfrak{A}$ be a collection of pairwise orthogonal projections such that $\sum_{k=1}^n P_k = I_{\mathfrak{A}}$. For each $k \in \{0, 1, \ldots, n\}$, let $s_k = \sum_{j=1}^k \tau(P_j)$. If $T = \sum_{k=1}^n \lambda_k P_k$, then $\lambda_T^+(s_k) = \lambda_k$ for all $s \in [s_{k-1}, s_k]$.

**Remark 2.8.** Part (1) of Theorem 2.10 demonstrates that eigenvalue functions are non-increasing and right continuous. If $\mathfrak{M}$ is a diffuse von Neumann algebra, it is not difficult to show every non-increasing, right continuous function is the eigenvalue function of some self-adjoint operator in $\mathfrak{M}$. Example 2.7 shows this is not the case for arbitrary $C^*$-algebras as the characteristic function of the set $[0, \alpha)$ is an eigenvalue function of a self-adjoint operator in $\mathfrak{A}$ if and only if $\mathfrak{A}$ has a projection of trace $\alpha$.

Eigenvalue and singular value functions have several important properties. Although most (if not all) of these properties can be demonstrated using $C^*$-algebraic techniques, we will appeal to von Neumann algebra theory to shorten the exposition.

For a unital $C^*$-algebra $\mathfrak{A}$ with a faithful tracial state $\tau$, let $\pi_\tau : \mathfrak{A} \to B(L_2(\mathfrak{A}, \tau))$ be the GNS representation of $\mathfrak{A}$ with respect to $\tau$. Note $\pi_\tau$ is faithful and $\tau$ is a vector state on $B(L_2(\mathfrak{A}, \tau))$. If $\mathfrak{M}$ is the von Neumann algebra generated by $\pi_\tau(\mathfrak{A})$, specifically $\pi_\tau(\mathfrak{A})''$, then $\tau$ extends to a tracial state on $\mathfrak{M}$.

**Lemma 2.9.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with faithful tracial state $\tau$ and let $\mathfrak{M}$ be the von Neumann algebra described above. If $T \in \mathfrak{A}$ is self-adjoint, then

$$\lambda_T^+(s) = \lambda_{\pi_\tau(T)}^+(s)$$

for all $s \in [0, 1)$, where $\lambda_{\pi_\tau(T)}^+$ is as defined in Definition 2.2.

**Proof.** If $m_{\pi_\tau(T)}$ denotes the spectral distribution of $\pi_\tau(T)$ with respect to $\tau$, we obtain for all $t \in \mathbb{R}$ that

$$d_\tau((T - tI_{\mathfrak{A}})_{+}) = \lim_{\epsilon \to 0} \tau(f_{\epsilon}((T - tI_{\mathfrak{A}})_+) = \lim_{\epsilon \to 0} \tau(\pi_\tau(f_{\epsilon}((T - tI_{\mathfrak{A}})_+)))$$

as $f_{\epsilon}(\pi_\tau(T - tI_{\mathfrak{A}})_+)$ converges in the weak$^*$-topology to the spectral projection of $\pi_\tau(T)$ onto $(t, \infty)$. The result then follows by definitions.

Using Lemma 2.9 the known properties of eigenvalue and singular value functions on von Neumann algebras automatically transfer to the tracial $C^*$-algebra setting.

**Theorem 2.10** (see [23][24][50]). Let $\mathfrak{A}$ be a unital $C^*$-algebra with faithful tracial state $\tau$ and let $T, S \in \mathfrak{A}$ be self-adjoint operators. Then:

1. The map $s \mapsto \lambda_T^+(s)$ is non-increasing and right continuous.
2. If $T \geq 0$, $\lim_{s \to 0^+} \lambda_T^+(s) = \|T\|$ and $\lambda_T^+(s) \geq 0$ for all $s \in [0, 1]$.
3. If $\sigma(T)$ denotes the spectrum of $T$, then $\lim_{s \to 1^-} \lambda_T^+(s) = \inf\{t \mid t \in \sigma(T)\}$ and $\lim_{s \to 0^+} \lambda_T^+(s) = \sup\{t \mid t \in \sigma(T)\}$.
4. If $S \leq T$, then $\lambda_S^+(s) \leq \lambda_T^+(s)$ for all $s \in [0, 1]$.
5. If $\alpha \geq 0$, then $\lambda_{\alpha T}^+(s) = \alpha \lambda_T^+(s)$ and $\lambda_{T + \alpha I_{\mathfrak{A}}}^+(s) = \lambda_T^+(s) + \alpha$ for all $s \in [0, 1]$.
We claim that

\[ \lambda_{s+t}^\tau(s + t) \leq \lambda_s^\tau(s) + \lambda_t^\tau(t) \quad \text{for all } s, t \in [0, 1] \text{ with } s + t < 1. \]

(7) \(|\lambda_s^\tau(s) - \lambda_t^\tau(s)| \leq \|S - T\| \text{ for all } s \in [0, 1].\)

(8) \(\tau(f(T)) = \int_0^1 f(\lambda_s^\tau(s)) \, ds \) for all continuous functions \( f : \mathbb{R} \to \mathbb{R}. \)

(9) If \( T \geq 0 \), then \( \lambda_{s+t}^\tau(T) \leq \|V\|^1 \lambda_T^\tau(s) \) for all \( s \in [0, 1] \) and \( V \in \mathcal{A}. \)

(10) If \( U \in \mathcal{A} \) is a unital, then \( \lambda_{s+t}^\tau(T) = \lambda_T^\tau(s) \) for all \( s \in [0, 1]. \)

(11) If \( T \geq 0 \), \( \lambda_T^\tau(s) = f(\lambda_T^\tau(s)) \) for all \( s \in [0, 1] \) and all continuous increasing functions \( f : [0, \infty) \to \mathbb{R} \) with \( f(0) \geq 0. \)

(12) If \( S, T \geq 0 \), then \( \int_0^t f(\lambda_{s+t}^\tau(s)) \, ds \leq \int_0^t f(\lambda_s^\tau(s) + \lambda_t^\tau(t)) \, ds \) for all \( t \in [0, 1] \) and all continuous, increasing, convex functions \( f : \mathbb{R} \to \mathbb{R}. \)

(13) If \( S, T \geq 0 \), then \( \int_0^t f(\lambda_{s+t}^\tau(s)) \, ds \leq \int_0^t f(\lambda_s^\tau(s)) + f(\lambda_t^\tau(t)) \, ds \) for all \( t \in [0, 1] \) and all increasing concave functions \( f : \mathbb{R} \to \mathbb{R} \) with \( f(0) = 0. \)

\textbf{Theorem 2.11 (see \cite{23,24}).} Let \( \mathcal{A} \) be a unital \( C^* \)-algebra with faithful tracial state \( \tau \) and let \( T, S, R \in \mathcal{A} \). Then:

1. \( \mu_t^\tau = \mu_{tR}^\tau = \mu_t^\tau(s) \) for all \( s \in [0, 1]. \)
2. \( \mu_s^\tau = |\alpha| \mu_{s\alpha}^\tau \) for all \( s \in [0, 1] \) and \( \alpha \in \mathbb{C} \).
3. \( \mu_{tS}^\tau \leq \|S\| \mu_t^\tau \) for all \( s \in [0, 1]. \)
4. \( \mu_{s+t}^\tau(s + t) \leq \mu_s^\tau(s) + \mu_t^\tau(t) \) for all \( s, t \in [0, 1] \) with \( s + t < 1. \)
5. \( \int_0^t f(\mu_{s+t}^\tau(s)) \, ds \leq \int_0^t f(\mu_s^\tau(s) + \mu_t^\tau(t)) \, ds \) for all \( t \in [0, 1] \) and all continuous, increasing, convex functions \( f : \mathbb{R} \to \mathbb{R}. \)
6. \( \int_0^t f(\mu_{s+t}^\tau(s)) \, ds \leq \int_0^t f(\mu_s^\tau(s)) \, ds + f(\mu_t^\tau(t)) \, ds \) for all \( t \in [0, 1] \) and all increasing concave functions \( f : \mathbb{R} \to \mathbb{R} \) with \( f(0) = 0. \)

To define a notion of majorization for self-adjoint operators, we recall the following.

\textbf{Definition 2.12 (\cite{23}).} For real-valued functions \( f, g \in L_\infty[0, 1], \) it is said that \( f \) majorizes \( g, \) denoted \( g \prec f, \) if

\[
\int_0^t g^*(s) \, ds \leq \int_0^t f^*(s) \, ds \quad \text{for all } t \in [0, 1] \quad \text{and} \quad \int_0^1 g^*(s) \, ds = \int_0^1 f^*(s) \, ds
\]

where \( f^* \) and \( g^* \) are the non-increasing rearrangements of \( f \) and \( g \) (see Example \cite{24}).

The following example provides some intuition for majorization and will be used in various forms later in the paper.

\textbf{Example 2.13.} Let \( f \in L_\infty[0, 1] \) be a real-valued function and fix \( \{0 = s_0 < s_1 < \cdots < s_n = 1\}. \) For \( k \in \{1, \ldots, n\}, \) let

\[
\alpha_k = \frac{1}{s_k - s_{k-1}} \int_{s_{k-1}}^{s_k} f^*(s) \, ds
\]

and let \( g = \sum_{k=1}^n \alpha_k 1_{(s_{k-1}, s_k)} \), where \( 1_X \) denotes the characteristic function of \( X. \)

We claim that \( g \prec f. \) Note \( g \) is non-increasing and right continuous so \( g^* = g. \)

Furthermore, note

\[
\int_0^{s_k} f^*(s) \, ds = \int_0^{s_k} g(s) \, ds
\]

for all \( k \in \{0, 1, \ldots, n\}. \)
If \( g(t) \leq f^*(t) \), then \( g(s) \leq f^*(s) \) for all \( s \in [s_{k-1}, t] \) as \( g \) is constant on \( [s_{k-1}, s_k] \) and \( f^* \) is non-increasing. Thus
\[
\int_{s_{k-1}}^{t} f^*(s) - g(s) \, ds = \int_{s_{k-1}}^{t} f^*(s) - g(s) \, ds \geq 0.
\]
Otherwise \( g(t) > f^*(t) \). Hence \( g(s) > f^*(s) \) for all \( s \in [t, s_k] \) as \( g \) is constant on \( [s_{k-1}, s_k] \) and \( f^* \) is non-increasing. Thus
\[
\int_{s_{k-1}}^{t} f^*(s) - g(s) \, ds = \int_{s_{k-1}}^{s_k} f^*(s) - g(s) \, ds \geq 0.
\]
Hence \( g \prec f \) as claimed.

**Definition 2.14.** Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra with a faithful tracial state \( \tau \). For self-adjoint elements \( T, S \in \mathfrak{A} \), it is said that \( T \text{ majorizes } S \) with respect to \( \tau \), denoted \( S \prec_{\tau} T \), if \( \lambda_k^S \prec \lambda_k^T \). For any \( T, S \in \mathfrak{A} \), \( \tau \) majorizes \( S \) with respect to \( \tau \) if and only if
\[
\int_0^t \lambda_k^S(s) \, ds \leq \int_0^t \lambda_k^T(s) \, ds \quad \text{for all } t \in [0, 1] \quad \text{and} \quad \int_0^1 \lambda_k^S(s) \, ds = \int_0^1 \lambda_k^T(s) \, ds.
\]
Furthermore, by part 8 of Theorem 2.10 the later condition is equivalent to \( \tau(S) = \tau(T) \).

**Example 2.16.** Let \( T, S \in \mathcal{M}_n(\mathbb{C}) \) be self-adjoint with eigenvalues
\[
\{\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n\} \quad \text{and} \quad \{\mu_1 \geq \mu_2 \geq \cdots \geq \mu_n\}
\]
respectively. If \( \tau \) is the normalized trace on \( \mathcal{M}_n(\mathbb{C}) \), then \( S \prec_{\tau} T \) if and only if
\[
\sum_{k=1}^m \mu_k \leq \sum_{k=1}^m \lambda_k \text{ for all } m \in \{1, \ldots, n-1\} \quad \text{and} \quad \sum_{k=1}^n \mu_k = \sum_{k=1}^n \lambda_k.
\]

**Remark 2.17.** It is a consequence of part 5 of Theorem 2.10 that if \( S, T \in \mathfrak{A} \) are self-adjoint, then \( S \prec_{\tau} T \) if and only if \( S + \alpha I_{\mathfrak{A}} \prec_{\tau} T + \alpha I_{\mathfrak{A}} \) for any \( \alpha \in \mathbb{R} \). Consequently, it often suffices to consider positive operators when demonstrating results involving majorization.

There are several equivalent formulations of majorization of self-adjoint operators in tracial von Neumann algebras as the following theorem demonstrates.

**Theorem 2.18** (see [1, 3, 8, 30, 32, 34]). Let \( \mathfrak{M} \) be a von Neumann algebra with a faithful tracial state \( \tau \). Let \( T, S \in \mathfrak{M} \) be positive operators. Then the following are equivalent:
\begin{enumerate}
  \item \( S \prec_{\tau} T \).
  \item \( \tau((S - rI_{\mathfrak{M}})_+) \leq \tau((T - rI_{\mathfrak{M}})_+) \) for all \( r > 0 \) and \( \tau(T) = \tau(S) \).
  \item \( \tau(f(S)) \leq \tau(f(T)) \) for every continuous convex function \( f : \mathbb{R} \to \mathbb{R} \).
\end{enumerate}
If \( \mathfrak{M} \) is a factor, then for all self-adjoint \( S, T \in \mathfrak{M} \), \( S \prec_{\tau} T \) is equivalent to:
\begin{enumerate}
  \item \( S \in \overline{\text{conv}(\mathcal{U}(T))} \).
  \item \( S \in \overline{\text{conv}(\mathcal{U}(T))}^{\tau} \).
  \item There exists a unital, trace-preserving, positive map \( \Phi : \mathfrak{M} \to \mathfrak{M} \) such that \( \Phi(T) = S \).
\end{enumerate}
(7) There exists a unital, trace-preserving, completely positive map \( \Phi : \mathfrak{M} \to \mathfrak{M} \) such that \( \Phi(T) = S \).

One goal of this paper is to see to what extent Theorem 2.18 generalizes to tracial C\(^*\)-algebras. Note Lemma 2.9 immediately implies the following.

**Corollary 2.19.** Let \( \mathfrak{A} \) be a unital C\(^*\)-algebra with a faithful tracial state \( \tau \). Let \( T, S \in \mathfrak{A} \) be positive operators. Then the following are equivalent:

1. \( S \prec_\tau T \).
2. \( \tau((S - rI_\mathfrak{M})_+) \leq \tau((T - rI_\mathfrak{M})_+) \) for all \( r > 0 \) and \( \tau(T) = \tau(S) \).
3. \( \tau(f(S)) \leq \tau(f(T)) \) for every continuous convex function \( f : \mathbb{R} \to \mathbb{R} \).

For the remaining equivalences in Theorem 2.18, note part (5) does not make sense in an arbitrary C\(^*\)-algebra. We will mainly focus on part (4) of Theorem 2.18 to which we have the following preliminary result.

**Lemma 2.20.** Let \( \mathfrak{A} \) be a unital C\(^*\)-algebra with a faithful tracial state \( \tau \) and let \( T \in \mathfrak{A} \) be self-adjoint. Then

1. If \( \lambda \in \mathbb{R} \), then \( \lambda I_\mathfrak{A} \prec_\tau T \) if and only if \( \lambda = \tau(T) \).
2. If \( S \in \text{conv}(\mathcal{U}(T)) \), then \( S = S^* \) and \( S \prec_\tau T \).

**Proof.** The first claim follows from Example 2.13 and part (8) of Theorem 2.10.

For the second claim, suppose \( \{U_k\}_{k=1}^n \subseteq \mathfrak{A} \) are unitary operators, \( \{\lambda_k\}_{k=1}^n \subseteq [0,1] \) are such that \( \sum_{k=1}^n \lambda_k = 1 \), and \( R = \sum_{k=1}^n \lambda_k U_k^* T U_k \). Then \( R \) is self-adjoint and \( \tau(R) = \tau(T) \). Moreover, by parts (6) (10) (13) of Theorem 2.10

\[
\int_0^t \lambda_R^\tau(s) \, ds \leq \int_0^t \sum_{k=1}^n \lambda_k U_k^* T U_k(s) \, ds = \int_0^t \sum_{k=1}^n \lambda_k \lambda^\tau(s) \, ds = \int_0^t \lambda^\tau(s) \, ds
\]

for all \( t \in [0,1] \). Thus \( R \prec_\tau T \) for all \( R \in \text{conv}(\mathcal{U}(T)) \).

If \( S \in \text{conv}(\mathcal{U}(T)) \), then clearly \( S = S^* \). The fact that \( S \prec_\tau T \) then follows by part (7), the above paragraph, the fact that \( \tau \) is norm continuous, and the fact that

\[
\int_0^t |f(s) - g(s)| \, ds \leq \|f - g\|_\infty
\]

for all \( t \in [0,1] \) and all bounded functions \( f \) and \( g \).

It is unlikely that parts (6) (7) of Theorem 2.18 holds in arbitrary tracial C\(^*\)-algebras due to the lack of ability to take weak*-limits of convex combinations of inner automorphisms. However, we have the following analogue of [30] Proposition 4.4.

**Proposition 2.21.** Let \( \mathfrak{A} \) be a unital C\(^*\)-algebra with a faithful tracial state \( \tau \) and let \( \varphi : \mathfrak{A} \to \mathfrak{A} \) be a positive map. Then \( \varphi \) is unital and \( \tau \)-preserving if and only if \( \varphi(T) \prec_\tau T \) for all positive operators \( T \in \mathfrak{A} \).

**Proof.** Suppose \( \varphi \) is unital, positive, and \( \tau \)-preserving. Let \( T \in \mathfrak{A} \) be positive. Then \( \tau(\varphi(T)) = \tau(T) \). Furthermore, for all \( r > 0 \) notice

\[
\varphi(T) - rI_\mathfrak{A} = \varphi(T - rI_\mathfrak{A}) \leq \varphi((T - rI_\mathfrak{A})_+)
\]

so

\[
\tau((\varphi(T) - rI_\mathfrak{A})_+) \leq \tau(\varphi((T - rI_\mathfrak{A})_+)) = \tau((T - rI_\mathfrak{A})_+).
\]

Hence Corollary 2.19 implies that \( \varphi(T) \prec_\tau T \).
Conversely, suppose \( \varphi : \mathfrak{A} \to \mathfrak{A} \) is a positive map such that \( \varphi(T) \prec_\tau T \) for all positive operators \( T \in \mathfrak{A} \). By part (3) of Theorem 2.10

\[
\tau(\varphi(T)) = \int_0^1 \lambda^\tau_{\varphi(T)}(s) \, ds = \int_0^1 \lambda^\tau_T(s) \, ds = \tau(T)
\]

for all positive operators \( T \in \mathfrak{A} \). Hence \( \varphi \) is \( \tau \)-preserving. Since \( \lambda^\tau_T(s) = 1 \) for all \( s \in [0, 1) \), by parts (1, 2) of Theorem 2.10

\[
\|\varphi(I_\mathfrak{A})\| = \lim_{t \searrow 0} \frac{1}{t} \int_0^t \lambda^\tau_{\varphi(I_\mathfrak{A})}(s) \, ds \leq \lim_{t \searrow 0} \frac{1}{t} \int_0^t \lambda^\tau_{I_\mathfrak{A}}(s) \, ds = 1.
\]

Hence \( 0 \leq \varphi(I_\mathfrak{A}) \leq I_\mathfrak{A} \). If \( \varphi(I_\mathfrak{A}) \neq I_\mathfrak{A} \), then

\[
0 = \tau(I_\mathfrak{A}) - \tau(\varphi(I_\mathfrak{A})) = \tau(I_\mathfrak{A} - \varphi(I_\mathfrak{A})) > 0,
\]

a clear contradiction. Hence \( \varphi(I_\mathfrak{A}) = I_\mathfrak{A} \). \( \blacksquare \)

There are many other forms of majorization for elements of \( L_\infty[0, 1] \). We note the following notion, which is used in Section 5.

**Definition 2.22.** Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra with a faithful tracial state \( \tau \). For \( T, S \in \mathfrak{A} \), it is said that \( T \) (absolutely) submajorizes \( S \) with respect to \( \tau \), denoted \( S \prec_\tau^w T \), if

\[
\int_0^t \mu^\tau_S(s) \, ds \leq \int_0^t \mu^\tau_T(s) \, ds \quad \text{for all } t \in [0, 1].
\]

### 3. Scalars in Convex Hulls

In this section, we will demonstrate for certain unital \( C^* \)-algebras \( \mathfrak{A} \) with a faithful tracial state \( \tau \) that \( \tau(T)I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T)) \) for all self-adjoint \( T \in \mathfrak{A} \) (see Theorem 3.11). Combined with the Dixmier property, this implies these \( C^* \)-algebras are simple: that is, have no closed ideals (see Theorem 3.12). We begin with definitions and examples of \( C^* \)-algebras for which these results apply.

**Definition 3.1.** A unital \( C^* \)-algebra \( \mathfrak{A} \) is said to have real rank zero if the set of invertible self-adjoint operators of \( \mathfrak{A} \) is dense in the set of self-adjoint operators. Equivalently, by [3], \( \mathfrak{A} \) has real rank zero if and only if every self-adjoint element of \( \mathfrak{A} \) can be approximated by self-adjoint elements with finite spectrum. Also \( \mathfrak{A} \) is said to have stable rank one if the set of invertible elements is dense in \( \mathfrak{A} \).

**Definition 3.2.** Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra and let \( P, Q \in \mathfrak{A} \) be projections. It is said that \( P \) and \( Q \) are Murray-von Neumann equivalent (or simply equivalent), denoted \( P \sim Q \), if there exists an element \( V \in \mathfrak{A} \) such that \( P = V^*V \) and \( Q = VV^* \). It is said that \( P \) is equivalent to a subprojection of \( Q \), denoted \( P \lesssim Q \), if there exists a projection \( Q' \leq Q \) such that \( P \sim Q' \).

**Definition 3.3.** Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra with a faithful tracial state \( \tau \). Then:

1. \( \mathfrak{A} \) is said to have **strong comparison of projections with respect to** \( \tau \) if for all projections \( P, Q \in \mathfrak{A} \), \( \tau(P) \leq \tau(Q) \) implies \( P \lesssim Q \).
2. \( \mathfrak{A} \) is said to have **strict comparison of projections with respect to** \( \tau \) if for all projections \( P, Q \in \mathfrak{A} \), \( \tau(P) < \tau(Q) \) implies \( P \lesssim Q \).
Remark 3.4. Note $\mathfrak{A}$ having strong (strict) comparison of projections with respect to $\tau$ is precisely saying that (FCQ1) (respectively (FCQ2)) of $[7]$ has an affirmative answer for $\mathfrak{A}$, provided $\tau$ is the only tracial state on $\mathfrak{A}$. Furthermore, notice if $\mathfrak{A}$ has strong comparison of projections with respect to $\tau$, then $P \sim Q$ if and only if $\tau(P) = \tau(Q)$.

There are several $C^*$-algebras that are known to have the above properties.

Example 3.5. Type II$_1$ factors are well-known to be unital $C^*$-algebras that are simple, have real rank zero, and have strong comparison of projections with respect to a faithful tracial state, which happens to be unique.

Example 3.6. It is not difficult to verify that UHF $C^*$-algebras and the Bunce-Deddens algebras (specific direct limits of $M_n(C(T))$) are unital, simple, real rank zero $C^*$-algebras that have strong comparison of projections with respect to a faithful tracial state, which happens to be unique. However, as mentioned in $[7]$, there exists unital, simple, AFD $C^*$-algebras with unique tracial states that do not have strong comparison of projections.

Example 3.7. As mentioned in $[50]$, irrational rotation algebras and, more generally, simple non-commutative tori for which the map from $K_0$ to $\mathbb{R}$ induced by the tracial state is faithful are examples of unital, simple, real rank zero $C^*$-algebras that have strong comparison of projections with respect to a faithful tracial state, which happens to be unique.

Example 3.8. More generally, if $\mathfrak{A}$ is a unital, simple, $C^*$-algebra with real rank zero, stable rank one, and a tracial state $\tau$ such that the induced map $\tau_* : K_0(\mathfrak{A}) \to \mathbb{R}$ defined by $\tau_*([x]) = \tau(x)$ is injective, then $\mathfrak{A}$ will have strong comparison of projections with respect to $\tau$ by cancellation. In particular, $[22]$ can be used to produce examples.

Example 3.9. In $[51]$, it was demonstrated free minimal actions of $\mathbb{Z}^d$ on Cantor sets give rise to cross product $C^*$-algebras that have real rank zero, stable rank one, and strict comparison of projections with respect to their tracial states.

Example 3.10. For certain tracial reduced free product $C^*$-algebras, $[1]$ implies simplicity, $[19]$ implies stable rank one, and $[20]$ implies real rank zero and strict comparison of projections.

Notice that all of the $C^*$-algebras presented above are simple. This turns out to be no coincidence. To see this, we prove the following result.

Theorem 3.11. Let $\mathfrak{A}$ be a unital $C^*$-algebra with real rank zero. Suppose $\tau$ is a faithful tracial state on $\mathfrak{A}$ such that either:

(a) $\mathfrak{A}$ has strong comparison of projections with respect to $\tau$, or
(b) $\mathfrak{A}$ has strict comparison of projections with respect to $\tau$ and for every $n \in \mathbb{N}$ there exists a projection $P \in \mathfrak{A}$ such that $0 < \tau(P) < \frac{1}{n}$.

Then $\tau(T)I_{\mathfrak{A}} \in \text{conv}(\mathcal{U}(T))$ for all self-adjoint $T \in \mathfrak{A}$.

Once Theorem 3.11 is established, we easily obtain the following.

Theorem 3.12. If $\mathfrak{A}$ and $\tau$ are as in the hypotheses of Theorem 3.11, then $\mathfrak{A}$ is simple and $\tau$ is the unique tracial state on $\mathfrak{A}$.
Proof. The following argument can be found in [54] but is repeated for convenience of the reader. Suppose $I$ is a non-zero ideal in $\mathfrak{A}$. Let $T \in I \setminus \{0\}$ be positive. Therefore $\tau(T)I_\mathfrak{A} \in \overline{\text{conv}}(\mathfrak{U}(T)) \subseteq I$ by Theorem 3.11. As $\tau$ is faithful, $\tau(T) \neq 0$ so $I = \mathfrak{A}$. Hence $\mathfrak{A}$ is simple.

Suppose $\tau_0$ is another tracial state on $\mathfrak{A}$. By Lemma 2.20, $\tau_0(S) = \tau_0(T)$ for all $S \in \overline{\text{conv}}(\mathfrak{U}(T))$. Hence Theorem 3.11 implies

$$\tau_0(T) = \tau_0(\tau(T)I_\mathfrak{A}) = \tau(T).$$

As this holds for all self-adjoint $T \in \mathfrak{A}$, we obtain that $\tau_0 = \tau$.

Remark 3.13. If $\mathfrak{A}$ is a unital, infinite dimensional C*-algebra with real rank zero and a faithful tracial state $\tau$, then it is possible to verify for all $n \in \mathbb{N}$ that there exists a projection $P \in \mathfrak{A}$ such that $0 < \tau(P) < \frac{1}{n}$.

Example 3.14. To see why strict comparison of projections without arbitrarily small projections is not sufficient in Theorem 3.12, consider the C*-algebra $\mathfrak{A} = \mathbb{C} \oplus \mathbb{C}$ with the faithful tracial state $\tau((a, b)) = \frac{1}{2}(a + b)$. It is clear that $\mathfrak{A}$ is a unital C*-algebra with real rank zero and strict comparison of projections with respect to $\tau$. However, $\mathfrak{A}$ is not simple.

Remark 3.15. There are non-simple C*-algebras with faithful tracial states. Indeed [47] produces a unital non-separable C*-algebra with a faithful tracial state whereas [49] produces a unital, separable, nuclear, non-simple C*-algebra with a faithful tracial state.

Note the following easily verified lemma which will be used often without citation.

Lemma 3.16. Let $\mathfrak{A}$ be a unital C*-algebra and let $T, S, R \in \mathfrak{A}$. If $T \in \overline{\text{conv}}(\mathfrak{U}(S))$ and $S \in \overline{\text{conv}}(\mathfrak{U}(R))$, then $T \in \overline{\text{conv}}(\mathfrak{U}(R))$.

To prove Theorem 3.11 it will suffice to prove the theorem for self-adjoint operators with finite spectrum by the assumption that $\mathfrak{A}$ has real rank zero. Combined with the following remark, it will suffice to consider self-adjoint operators with two points in their spectra.

Remark 3.17. Let $\mathfrak{A}$ be a unital C*-algebra and let $P \in \mathfrak{A}$ be a non-zero projection. If $\mathfrak{A}$ has real rank zero, then $P\mathfrak{A}P$ is a unital C*-algebra of real rank zero by [8]. Furthermore, if $\tau$ is a faithful tracial state on $\mathfrak{A}$ satisfying hypothesis (a) (respectively (b)) of Theorem 3.11 then $\tau_P : P\mathfrak{A}P \rightarrow \mathbb{C}$ defined by $\tau_P(PTP) = \frac{1}{\tau(T)}\tau(PTP)$ is a faithful tracial state on $P\mathfrak{A}P$ satisfying hypothesis (b) (respectively (a)) of Theorem 3.11. Thus the hypotheses of Theorem 3.11 are all preserved under compressions. We will continue throughout the remainder of the paper to use $\tau_P$ for the tracial state defined above.

To prove Theorem 3.11 for self-adjoint operators with two points in their spectra, we will use equivalence of projections to construct matrix algebras and apply results on majorization for self-adjoint matrices, specifically part (4) of Theorem 2.18 to average part of one spectral projection with the other. Using a back-and-forth-type argument, we eventually obtain an operator in $\overline{\text{conv}}(\mathfrak{U}(T))$ that is almost $\tau(T)I_\mathfrak{A}$.

As $\tau(\mathfrak{A})$ may not equal $[0,1]$, we may only divide projections up based on the size of another projection. As such, the following division algorithm result will be of use to us and is easily verified.
Lemma 3.18. Let \( t \in (0, \frac{1}{2}] \) and write \( 1 = k_1 t + r_1 \) where \( k_1 \in \mathbb{N} \) and \( 0 \leq r_1 < t \). Then \( k_1 \geq 2 \) and \( 0 \leq r_1 < \frac{1}{k_1 t + 1} \). Furthermore, if \( r_1 \neq 0 \) and \( 1 = k_2 r_1 + r_2 \) for some \( k_2 \in \mathbb{N} \) and \( 0 \leq r_2 \leq r_1 \), then \( k_2 \geq k_1 \).

The following lemma will be our method of constructing matrix algebras. However, the embedding of each matrix algebra into \( \mathfrak{A} \) need not be a unital embedding.

Lemma 3.19. Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra with a faithful tracial state \( \tau \) and let \( P \in \mathfrak{A} \) be a projection with \( \tau(P) \in (0, \frac{1}{2}] \). Write \( 1 = k \tau(P) + r \) where \( k \in \mathbb{N} \) and \( 0 \leq r < \tau(P) \). If

1. \( \mathfrak{A} \) has strong comparison of projections with respect to \( \tau \) and \( \ell = k - 1 \), or
2. \( \mathfrak{A} \) has strict comparison of projections with respect to \( \tau \), \( r \neq 0 \), and \( \ell = k - 1 \), or
3. \( \mathfrak{A} \) has strict comparison of projections with respect to \( \tau \), and \( \ell = k - 2 \), then there exists pairwise orthogonal subprojections \( \{ P_j \}_{j=1}^{\ell} \) of \( I_\mathfrak{A} - P \) such that \( \{ P \} \cup \{ P_j \}_{j=1}^{\ell} \) are equivalent in \( \mathfrak{A} \).

Proof. Notice \( \tau(I_\mathfrak{A} - P) = (k - 1) \tau(P) + r \). Since \( k \geq 2 \), \( \tau(P) \leq \tau(I_\mathfrak{A} - P) \) with strict inequality when \( r \neq 0 \). Therefore, by assumptions, there exists a subprojection \( P_1 \) of \( I_\mathfrak{A} - P \) such that \( P_1 \sim P \). If \( k \geq 3 \) (and \( \ell \geq 2 \)), there exists a subprojection \( P_2 \) of \( I_\mathfrak{A} - P - P_1 \) such that \( P_2 \sim P \). By repeating this argument, we obtain pairwise orthogonal subprojections \( \{ P_j \}_{j=1}^{\ell} \) of \( I_\mathfrak{A} - P \) such that \( P_j \sim P \) for all \( j \). As Murray-von Neumann equivalence is an equivalence relation, the result follows.

We now divide the prove of Theorem 3.11 for \( T \) with two point spectra into two parts: Lemma 3.20 proves the result when \( \mathfrak{A} \) has strong comparison of projections, and Lemma 3.21 will modify the argument to obtain the result in the other case. In that which follows, \( \text{diag}(a_1, \ldots, a_n) \) denotes the diagonal \( n \times n \) matrix with diagonal entries \( a_1, \ldots, a_n \).

Lemma 3.20. Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra with real rank zero that has strong comparison of projections with respect to a faithful tracial state \( \tau \). If \( P \in \mathfrak{A} \) is a projection, \( a, b \in \mathbb{R} \), and \( T = aP + b(I_\mathfrak{A} - P) \), then \( \tau(T)I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T)) \).

Proof. By interchanging \( P \) and \( I_\mathfrak{A} - P \), we may assume that \( \tau(P) \leq \frac{1}{2} \). Let \( r_0 = \tau(P) \) and write \( 1 = k_1 r_0 + r_1 \) where \( k_1 \in \mathbb{N} \), \( k_1 \geq 2 \), and \( 0 \leq r_1 \leq \min\{r_0, \frac{1}{k_1 + 1}\} < \frac{1}{2} \).

By Lemma 3.19 there pairwise orthogonal subprojections \( \{ Q_j \}_{j=1}^{k_1 - 1} \) of \( I_\mathfrak{A} - P \) such that \( \{ P \} \cup \{ Q_j \}_{j=1}^{k_1 - 1} \) are equivalent in \( \mathfrak{A} \). Let \( P_1 = I_\mathfrak{A} - P - \sum_{j=1}^{k_1 - 1} Q_j \). Using the equivalence of \( \{ P \} \cup \{ Q_j \}_{j=1}^{k_1 - 1} \), a copy of \( \mathcal{M}_{k_1}(\mathbb{C}) \) may be constructed in \( \mathfrak{A} \) with unit \( I_\mathfrak{A} - P_1 \). Using this matrix subalgebra, \( T \) can be viewed as the operator

\[
T = \text{diag}(a, b, \ldots, b) \oplus bP_1 \in \mathcal{M}_{k_1}(\mathbb{C}) \oplus P_1 \mathfrak{A} P_1 \subseteq \mathfrak{A}.
\]

Since any self-adjoint matrix majorizes its normalized trace (see Lemma 2.20), we obtain by Theorem 2.13 that

\[
a + \frac{(k_1 - 1)b}{k_1} I_{k_1} \in \text{conv}(\mathcal{U}(\text{diag}(a, b, \ldots, b)))
\]

where the unitary orbit is computed in \( \mathcal{M}_{k_1}(\mathbb{C}) \). Therefore, if \( a_1 = \frac{a+(k_1-1)b}{k_1} \), we obtain by using a direct sum argument that

\[
T_1 := a_1(I_\mathfrak{A} - P_1) + bP_1 \in \text{conv}(\mathcal{U}(T)).
\]
Notice \( \tau(P_1) = r_1 \). If \( r_1 = 0 \), the proof is complete (as \( \tau(T_1) = \tau(T) \)). Otherwise, by writing \( 1 = k_2 r_1 + r_2 \) where \( k_2 \in \mathbb{N} \), \( k_2 \geq k_1 \), and \( 0 < r_2 \leq \min\{r_1, \frac{1}{k_2 + 1}\} \), and by repeating the above argument, there exists a projection \( P_2 \in \mathfrak{A} \) such that \( \tau(P_2) = r_2 \)

\[
T_2 := a_1 P_2 + \frac{b + (k_2 - 1)a_1}{k_2} (I_{\mathfrak{A}} - P_2) \in \overline{\text{conv}}(\mathcal{U}(T_1)) \subseteq \overline{\text{conv}}(\mathcal{U}(T)).
\]

Notice if \( r_2 = 0 \), the proof is again complete.

Repeat the above process ad infinitum. Notice that the proof is complete if the process ever terminates via a zero remainder. As such, we may assume that we have found a non-decreasing sequence \( (k_n)_{n \geq 1} \subseteq \mathbb{N} \) with \( k_1 \geq 2 \), a sequence \( (r_n)_{n \geq 1} \subseteq (0, \frac{1}{2}] \) with \( 1 = k_{n+1} r_n + r_{n+1} \), projections \( \{P_n\}_{n \geq 1} \subseteq \mathfrak{A} \) with \( \tau(P_n) = r_n \), sequences \( (a_n)_{n \geq 1}, (b_n)_{n \geq 1} \subseteq \mathbb{R} \) such that

\[
a_{n+1} = \frac{a_n + (k_{2n+1} - 1)b_n}{k_{2n+1}} \quad \text{and} \quad b_{n+1} = \frac{b_n + (k_{2n+2} - 1)a_n + 1}{k_{2n+2}},
\]

and operators

\[
T_{2n} = a_n P_{2n} + b_n (I_{\mathfrak{A}} - P_{2n}) \quad \text{and} \quad T_{2n+1} = b_n P_{2n+1} + a_{n+1} (I_{\mathfrak{A}} - P_{2n+1})
\]

such that \( T_n \in \overline{\text{conv}}(\mathcal{U}(T)) \) for all \( n \).

If \( a \leq b \), it is elementary to verify that

\[
a \leq a_1 \leq a_2 \leq \cdots \leq b \leq b_2 \leq b_1 \leq b.
\]

Similarly, if \( b \leq a \), then

\[
b \leq b_1 \leq b_2 \leq \cdots \leq a_2 \leq a_1 \leq a.
\]

As a result, \( (a_n)_{n \geq 1} \) and \( (b_n)_{n \geq 1} \) are bounded monotone sequence of \( \mathbb{R} \) and thus converge. Let

\[
a' = \lim_{n \to \infty} a_n \quad \text{and} \quad b' = \lim_{n \to \infty} b_n.
\]

If the non-decreasing sequence \( (k_n)_{n \geq 1} \) is bounded, using the fact that \( k_1 \geq 2 \) and the relations between \( a_n \) and \( b_n \), we obtain \( a' = b' \). If \( (k_n)_{n \geq 1} \) is unbounded, then by using the fact that

\[
\lim_{m \to \infty} \left| c - \frac{c + md}{m + 1} \right| = \left| c - d \right|
\]

we again obtain \( a' = b' \).

Let \( \epsilon > 0 \) and choose \( n \) such that \( |a_n - a'| < \epsilon \) and \( |b_n - a'| < \epsilon \). Then \( \|T_{2n} - a' I_{\mathfrak{A}}\| < \epsilon \) so

\[
\text{dist}(a' I_{\mathfrak{A}}, \overline{\text{conv}}(\mathcal{U}(T))) \leq \epsilon.
\]

Hence \( a' I_{\mathfrak{A}} \in \overline{\text{conv}}(\mathcal{U}(T)) \). Since every element of \( \overline{\text{conv}}(\mathcal{U}(T)) \) has trace equal to \( \tau(T) \), we obtain \( a' = \tau(T) \) thereby completing the result.

\textbf{Lemma 3.21.} Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra with real rank zero and property \( \mathfrak{B} \) of Theorem 3.11 with respect to a faithful tracial state \( \tau \). If \( P \in \mathfrak{A} \) is a projection, \( a, b \in \mathbb{R} \), and \( T = a P + b (I_{\mathfrak{A}} - P) \), then \( \tau(T) I_{\mathfrak{A}} \in \overline{\text{conv}}(\mathcal{U}(T)) \).

\textbf{Proof.} Notice, by case \( 2 \) of Lemma 3.19 that the recursive algorithm in the proof of Lemma 3.20 works at the \( n \)-th stage in this setting provided \( r_n \neq 0 \). Therefore, if \( r_n \neq 0 \) for all \( n \in \mathbb{N} \), the proof is complete. Otherwise, if \( n \) is the first number in the algorithm for which \( r_n = 0 \), notice \( r_{n-1} = \frac{1}{k_n} \). Thus it suffices to prove the result in the case that \( \tau(P) = \frac{1}{k} \) for some \( k \in \mathbb{N} \) with \( k \geq 2 \).
If \( k \geq 3 \), we can apply the algorithm in Lemma \( 3.20 \) by viewing the remainders as being \( \frac{1}{k} \) instead of zero. Indeed the proof of Lemma \( 3.20 \) may be adapted using case \( 3 \) instead of case \( 2 \) of Lemma \( 3.19 \) to construct \((k_n - 1) \times (k_n - 1)\) matrix algebras (instead of \( k_n \times k_n \)) and by using the new scalars
\[
a_{n+1} = \frac{a_n + (k_{2n+1} - 1)2b_n}{k_{2n+1}} \quad \text{and} \quad b_{n+1} = \frac{b_n + (k_{2n+2} - 2)a_{n+1}}{k_{2n+2} - 1}.
\]
The remainder of the proof then follows as in Lemma \( 3.20 \). Thus it remains to prove the result in the case \( \tau(P) = \frac{1}{2} \).

Since \( \mathfrak{A} \) has property \( (\mathfrak{A}) \), there exists a projection \( P_0 \leq I_\mathfrak{A} - P \) with \( \tau(P_0) < \frac{1}{2} \).

Consider
\[
T_0 = aP + bP_0 \in (P + P_0)\mathfrak{A}(P + P_0).
\]
As \((P + P_0)\mathfrak{A}(P + P_0)\) satisfies the assumptions of this lemma and since
\[
\tau(P + P_0)(P) = \frac{1}{\tau(P + P_0)} \tau(P) \neq \frac{1}{2},
\]
the above cases imply there exists \( a_0 \in \mathbb{R} \) such that \( a_0(P + P_0) \in \text{conv}(\mathcal{U}(T_0)) \) where \( \text{conv}(\mathcal{U}(T_0)) \) is computed in \((P + P_0)\mathfrak{A}(P + P_0)\). Consequently
\[
a_0(P + P_0) + bI_\mathfrak{A} - P_0 \in \text{conv}(\mathcal{U}(T))
\]
by a direct sum argument. As \( \tau(P + P_0) \neq \frac{1}{2} \), the above cases imply there exists \( \alpha \in \mathbb{R} \) such that \( \alpha I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T)) \). As every element of \( \text{conv}(\mathcal{U}(T)) \) has trace \( \tau(T) \), \( \alpha = \tau(T) \) completing the result.

\[ \text{Lemma 3.22. Let } \mathfrak{A} \text{ and } \tau \text{ be as in the hypotheses of Theorem 3.11. If } T \in \mathfrak{A} \text{ is a self-adjoint operator with finite spectrum, then } \tau(T)I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T)). \]

\[ \text{Proof.} \] By assumption there exist pairwise orthogonal non-zero projections \( \{P_k\}_{k=1}^n \) and scalars \( \{\alpha_k\}_{k=1}^n \subseteq \mathbb{R} \) such that \( T = \sum_{k=1}^n \alpha_k P_k \). By applying Lemma \( 3.20 \) or \( 3.21 \) to \( \alpha_1 P_1 + \alpha_2 P_2 \) in \( (P_1 + P_2)\mathfrak{A}(P_1 + P_2) \) and by appealing to a direct sum argument, there exists a \( \beta_0 \in \mathbb{R} \) such that
\[
\beta_0(P_1 + P_2) + \sum_{k=3}^n \alpha_k P_k \in \text{conv}(\mathcal{U}(T)).
\]
By iterating this argument another \( n - 2 \) times, there exists a \( \beta \in \mathbb{R} \) such that \( \beta I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T)) \). As every element of \( \text{conv}(\mathcal{U}(T)) \) has trace \( \tau(T) \), \( \beta = \tau(T) \) completing the result.

\[ \text{Proof of Theorem 3.11} \] Let \( T \in \mathfrak{A} \) be self-adjoint. Let \( \epsilon > 0 \). Since \( \mathfrak{A} \) has real rank zero, there exists a self-adjoint operator \( T_0 \in \mathfrak{A} \) with finite spectrum such that \( \|T - T_0\| < \epsilon \). Notice this implies \( \text{dist} (R, \text{conv}(\mathcal{U}(T))) \leq \epsilon \) for all \( R \in \text{conv}(\mathcal{U}(T_0)) \).

By Lemma \( 3.22 \), \( \tau(T_0)I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T_0)) \). Since \( |\tau(T_0) - \tau(T)| < \epsilon \), we obtain
\[
\text{dist} (\tau(T)I_\mathfrak{A}, \text{conv}(\mathcal{U}(T))) < 2\epsilon.
\]
As \( \epsilon \) was arbitrary, the result follows.

\[ \text{Remark 3.23.} \] Using the above ideas, there is a simple proof that an infinite dimensional C*-algebra satisfying the assumptions of Theorem \( 3.11 \) must be simple. Indeed suppose \( \mathfrak{A} \) is such a C*-algebra and \( \mathcal{I} \) is a non-zero ideal. Note \( \mathcal{I} \) is hereditary and thus has real rank zero as hereditary C*-subalgebras of \( \mathfrak{A} \) have real rank zero.
Thus the unitization of $I$ contains a non-zero projection
and thus $I$ contains a non-zero projection.

Note the set of projections contained in $I$ is closed under
subprojections (as $I$ is hereditary) and is closed under
Murray-von Neumann equivalence (as $I$ is an ideal). Therefore, by part \( \text{[8, Corollary 2.8]} \) there exists a projection $P \in I$ with
$\tau(P) \geq \frac{1}{2}$.

If $\tau(P) = \frac{1}{2}$, choose a non-zero projection
$P' \leq P$ with $\tau(P') < \frac{1}{2}$ and a
subprojection $Q$ of $I_\mathbb{A} - P$ with $\tau(Q) = \tau(P')$
such that $Q \sim P'$. Hence $Q \in I$ so
$P + Q \in I$. As $\tau(P + Q) > \frac{1}{2}$, we have reduced to the case
$\tau(P) > \frac{1}{2}$.

If $\tau(P) > \frac{1}{2}$, then $I_\mathbb{A} - P$ is equivalent to a subprojection of $P$ and thus
$I_\mathbb{A} - P \in I$. Since $P \in I$, this implies $I_\mathbb{A} \subseteq I$ so $I = \mathbb{A}$.

4. Convex Hulls of Unitary Orbits

In this section, we will demonstrate the following theorem which characterizes $\text{conv}(\mathcal{U}(T))$ for self-adjoint $T$ in various C*-algebras using
the notion of majorization.

**Theorem 4.1.** Let $\mathbb{A}$ be a unital C*-algebra with real rank zero that has strong
comparison of projections with respect to a faithful tracial state $\tau$. If $T \in \mathbb{A}$ is
self-adjoint, then

$$\text{conv}(\mathcal{U}(T)) = \{ S \in \mathbb{A} \mid S^* = S, S \prec_\tau T \}.$$ 

Before proceeding, we briefly outline the approach to the proof. First, we reduce
to the case that $T$ and $S$ have finite spectrum. This is done by showing $T$ and $S$
can be approximated by self-adjoint operators $T'$ and $S'$ such that $S' \prec_\tau T'$.
We then demonstrate a ‘pinching’ on self-adjoint operators $T'$ with exactly two points
in their spectrum to show that all convex combinations of $T'$ and $\tau(T')I_\mathbb{A}$ are in
$\text{conv}(\mathcal{U}(T'))$. Appealing to a specific decomposition result and by progressively
applying pinchings, the result is obtained.

We begin with the decomposition result.

**Lemma 4.2.** Let $\mathbb{A}$ and $\tau$ be as in \text{[4, Theorem 4.1]}. Suppose $S,T \in \mathbb{A}$ are self-
adjoint operators with finite spectrum. Then there exists two collections of pairwise
orthogonal non-zero projections $\{P_k\}_{k=1}^n$ and $\{Q_k\}_{k=1}^n$ with

$$\sum_{k=1}^n P_k = \sum_{k=1}^n Q_k = I_\mathbb{A} \quad \text{and} \quad \tau(P_k) = \tau(Q_k) \quad \text{for all } k$$

and scalars $\{\alpha_k\}_{k=1}^n, \{\beta_k\}_{k=1}^n \subseteq \mathbb{R}$ with $\alpha_k \geq \alpha_{k+1}$
and $\beta_k \geq \beta_{k+1}$ such that

$$T = \sum_{k=1}^n \alpha_k P_k \quad \text{and} \quad S = \sum_{k=1}^n \beta_k Q_k.$$ 

**Proof.** Since $T$ and $S$ have finite spectrum, there exists two collections of pairwise
orthogonal non-zero projections $\{P'_k\}_{k=1}^m$ and $\{Q'_k\}_{k=1}^l$ with $\sum_{k=1}^m P_k = \sum_{k=1}^l Q_k = I_\mathbb{A}$
and scalars $\{\alpha'_k\}_{k=1}^m, \{\beta'_k\}_{k=1}^l \subseteq \mathbb{R}$ with $\alpha'_k > \alpha'_{k+1}$
and $\beta'_k > \beta'_{k+1}$ such that

$$T = \sum_{k=1}^m \alpha'_k P'_k \quad \text{and} \quad S = \sum_{k=1}^l \beta'_k Q'_k.$$
Suppose $\tau(P'_1) \geq \tau(Q'_1)$. Since $\mathcal{A}$ has strong comparison of projections, there exists a projection $P_1 \in \mathcal{A}$ such that $\tau(P_1) = \tau(Q'_1)$ and $P_1 \leq P'_1$. Letting $Q_1 = Q'_1$, we have

$$T = \alpha'_1 P_1 + \alpha'_1 (P'_1 - P_1) + \sum_{k=2}^{m} \alpha'_k P'_k \quad \text{and} \quad S = \beta'_1 Q_1 + \sum_{k=2}^{l} \beta'_k Q_k.$$ 

Similarly, if $\tau(P'_i) \leq \tau(Q'_i)$, there exists a projection $Q_1 \in \mathcal{A}$ such that $\tau(Q_1) = \tau(P'_i)$ and $Q_1 \leq Q'_i$. Letting $P_1 = P'_i$, we have

$$T = \alpha'_i P_1 + \sum_{k=2}^{m} \alpha'_k P'_k \quad \text{and} \quad S = \beta'_1 Q_1 + \sum_{k=2}^{l} \beta'_k Q'_k.$$ 

By repeating this argument at most another $m + l - 1$ times (for the next iteration, using $P'_2$ and $Q'_2$ when $\tau(P'_1) = \tau(Q'_1)$ and otherwise using $P'_i - P_1$ and $Q'_i$ in the first case and $P'_2$ and $Q'_1 - Q_1$ in the second case), the result follows.

The following result enables us to reduce Theorem 4.1 to the case of self-adjoint operators with finite spectrum. More is demonstrated than is needed for Theorem 4.1 in order to facilitate results in Section 5.

**Lemma 4.3.** Let $\mathcal{A}$ and $\tau$ be as in Theorem 4.1. If $S, T \in \mathcal{A}$ are self-adjoint operators, then for every $\epsilon > 0$ there exists self-adjoint operators $S', T' \in \mathcal{A}$ with finite spectrum such that

$$\|T - T'\| < \epsilon, \quad \text{and} \quad \|S - S'\| < \epsilon.$$

Furthermore:

1. $T' \prec_{\tau} T$ and $S' \prec_{\tau} S$.
2. If $S, T \geq 0$, then $S', T' \geq 0$.
3. If $S \prec_{\tau} T$, then $S' \prec_{\tau} T'$.
4. If $S, T \geq 0$ and $S \prec_{\tau} T$, then $S' \prec_{\tau} T'$.
5. If $\lambda_S(s) \leq \lambda_T(s)$ for all $s \in [0, 1)$, then $\lambda_{S'}(s) \leq \lambda_{T'}(s)$ for all $s \in [0, 1)$.

**Proof.** Let $\epsilon > 0$. Since $\mathcal{A}$ has real rank zero, there exists self-adjoint operators $T_0, S_0 \in \mathcal{A}$ with finite spectrum such that

$$\|T - T_0\| \leq \frac{\epsilon}{2} \quad \text{and} \quad \|S - S_0\| \leq \frac{\epsilon}{2}.$$ 

Let $\{P_k\}_{k=1}^{n}, \{Q_k\}_{k=1}^{n}, \{\alpha_k\}_{k=1}^{n}, \{\beta_k\}_{k=1}^{n}$ be as in the conclusions of Lemma 4.2 so that

$$T_0 = \sum_{k=1}^{n} \alpha_k P_k \quad \text{and} \quad S_0 = \sum_{k=1}^{n} \beta_k Q_k,$$

and, for each $k \in \{0, 1, \ldots, n\}$, let $s_k = \sum_{j=1}^{k} \tau(P_j)$. Notice $s_{k+1} - s_k$ for all $k$, $s_0 = 0$, $s_n = 1$, and $\lambda_{T_0}(s) = \alpha_k$ and $\lambda_{S_0}(s) = \beta_k$ for all $s \in [s_{k-1}, s_k)$ by Example 25.1. For each $k \in \{1, \ldots, n\}$, let

$$\alpha'_k = \frac{1}{s_k - s_{k-1}} \int_{s_{k-1}}^{s_k} \lambda_{T_0}(s) \, ds \quad \text{and} \quad \beta'_k = \frac{1}{s_k - s_{k-1}} \int_{s_{k-1}}^{s_k} \lambda_{S_0}(s) \, ds,$$

and let

$$T' = \sum_{k=1}^{n} \alpha'_k P_k \quad \text{and} \quad S' = \sum_{k=1}^{n} \beta'_k Q_k.$$
To see the left-hand-side is always non-negative, we note that 
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for all
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proof (ignoring the part that shows

\[ \lambda' \]

\[ S, T \]

Suppose

\[ T' \] < T \] and \[ S' \] < T. Furthermore, if \[ S, T \geq 0 \], then \[ \lambda_T(s) \] and \[ \lambda_T'(s) \] are non-negative functions by part (2) of Theorem \[ 2.10 \]. Consequently \[ \alpha'_k, \beta'_k \geq 0 \] for all \[ k \], so \[ S', T' \geq 0 \].

To see that \[ \|T - T'\| < \epsilon \], it suffices to show that \[ \|T_0 - T'\| \leq \frac{\epsilon}{2} \]. For each \[ k \], notice

\[
|\alpha_k - \alpha'_k| \leq \frac{1}{s_k - s_{k-1}} \int_{s_{k-1}}^{s_k} |\alpha_k - \lambda_T'(s)| \, ds
\]

\[
= \frac{1}{s_k - s_{k-1}} \int_{s_{k-1}}^{s_k} |\lambda_T'(s) - \lambda_T(s)| \, ds
\]

\[
\leq \frac{1}{s_k - s_{k-1}} \int_{s_{k-1}}^{s_k} \|T_0 - T\| \, ds = \|T_0 - T\| \leq \frac{\epsilon}{2}
\]

by part (7) of Theorem \[ 2.10 \]. As this holds for all \[ k \], we obtain \[ \|T_0 - T'\| \leq \frac{\epsilon}{2} \]. The same arguments show \[ \|S - S'\| < \epsilon \].

Suppose \[ S < T \]. Notice, by part (11) of Theorem \[ 2.10 \], that \[ \alpha'_k \geq \alpha'_{k+1} \] and \[ \beta'_k \geq \beta'_{k+1} \] for all \[ k \]. Consequently \[ \lambda_T'(s) = \alpha'_k \] and \[ \lambda_T'(s) = \beta'_k \] for all \[ s \in [s_{k-1}, s_k) \] by Example \[ 2.7 \]. This along with the definition of \[ \alpha'_k \] and \[ \beta'_k \] implies

\[
\int_{s_{k-1}}^{s_k} \lambda_T'(s) \, ds = \int_{s_{k-1}}^{s_k} \lambda_T'(s) \, ds \quad \text{and} \quad \int_{s_{k-1}}^{s_k} \lambda_T'(s) \, ds = \int_{s_{k-1}}^{s_k} \lambda_T'(s) \, ds
\]

for all \[ k \]. In particular, by adding integrals, we obtain

\[
\int_0^1 \lambda_T'(s) \, ds = \int_0^1 \lambda_T'(s) \, ds = \int_0^1 \lambda_T'(s) \, ds = \int_0^1 \lambda_T'(s) \, ds.
\]

For an arbitrary \[ t \in [0, 1] \], choose \[ k \in \{1, \ldots, n\} \] such that \[ t \in [s_{k-1}, s_k) \] and notice

\[
\int_0^t \lambda_T'(s) - \lambda_T'(s) \, ds = \int_{s_{k-1}}^{s_k} \lambda_T'(s) - \lambda_T'(s) \, ds + \int_{s_{k-1}}^{t} \lambda_T'(s) - \lambda_T'(s) \, ds.
\]

To see the left-hand-side is always non-negative, we note that \[ \lambda_T'(s) - \lambda_T'(s) \] is constant on \[ [s_{k-1}, s_k) \]. If \[ \lambda_T'(s) - \lambda_T'(s) \geq 0 \] on \[ [s_{k-1}, s_k) \], then

\[
\int_0^t \lambda_T'(s) - \lambda_T'(s) \, ds \geq \int_{s_{k-1}}^{s_k} \lambda_T'(s) - \lambda_T'(s) \, ds \geq 0.
\]

Otherwise \[ \lambda_T'(s) - \lambda_T'(s) < 0 \] on \[ [s_{k-1}, s_k) \] so

\[
\int_0^t \lambda_T'(s) - \lambda_T'(s) \, ds \geq \int_{s_{k-1}}^{s_k} \lambda_T'(s) - \lambda_T'(s) \, ds + \int_{s_{k-1}}^{s_k} \lambda_T'(s) - \lambda_T'(s) \, ds
\]

Hence \[ S' < T' \] when \[ S < T \].

If \[ S, T \geq 0 \] and \[ S < T \], then the proof that \[ S' < T' \] follows from the above proof (ignoring the part that shows \[ \lambda_T'(s) ds = \int_0^1 \lambda_T'(s) ds \]).

If \[ \lambda_T'(s) \leq \lambda_T'(s) \] for all \[ s \in [0, 1) \], then \[ \beta'_k \leq \alpha'_k \] for all \[ k \] and thus \[ \lambda_T'(s) \leq \lambda_T'(s) \] for all \[ s \in [0, 1) \] by Example \[ 2.7 \].

The following result for elements of \[ M_2(\mathbb{C}) \] is referred to as a pinching.
Lemma 4.4. Let $\mathfrak{A}$ and $\tau$ be as in Theorem 4.7. If $P \in \mathfrak{A}$ is a projection, $a, b \in \mathbb{R}$, and $T = aP + b(I_{\mathfrak{A}} - P)$, then for all $t \in [0, 1]$,

$$tT + (1-t)\tau(T)I_{\mathfrak{A}} = (at + \tau(T)(1-t))P + (bt + \tau(T)(1-t))(I_{\mathfrak{A}} - P) \in \text{conv}(\mathcal{U}(T)).$$

Proof. Fix $t \in [0, 1]$ and let

$$a' = at + \tau(T)(1-t) \quad \text{and} \quad b' = bt + \tau(T)(1-t).$$

Since $\tau(T) = a\tau(P) + b\tau(I_{\mathfrak{A}} - P) \in \text{conv}\{(a, b)\}$, we obtain that $a', b' \in \text{conv}\{(a, b)\}$.

By interchanging $P$ and $I_{\mathfrak{A}} - P$, we may assume that $\tau(P) \leq \frac{1}{2}$. Since $\mathfrak{A}$ has strong comparison of projections, there exists a projection $Q \in \mathfrak{A}$ such that $Q \sim P$ and $Q \leq I_{\mathfrak{A}} - P$. Consequently, using the partial isometry implementing the equivalence of $P$ and $Q$, a copy of $\mathcal{M}_2(\mathbb{C})$ may be constructed in $(P + Q)\mathfrak{A}(P + Q)$ so that $P$ and $Q$ are the two diagonal rank one projections. Hence $T$ can be viewed as the operator

$$T = (aP + bQ) \oplus b(I_{\mathfrak{A}} - P - Q) \in \mathcal{M}_2(\mathbb{C}) \oplus (I_{\mathfrak{A}} - P - Q)\mathfrak{A}(I_{\mathfrak{A}} - P - Q) \subseteq \mathfrak{A}.$$

Choose $b' \in \mathbb{R}$ so that $b'' + a' = a + b$. Notice $b'' \in \text{conv}\{(a, b)\}$ as $a' \in \text{conv}\{(a, b)\}$. Using Example 2.10 we see that

$$\text{diag}(a', b'') \prec_{\frac{1}{2}\text{Tr}} \text{diag}(a, b)$$

where $\frac{1}{2}\text{Tr}$ is the normalized trace on $\mathcal{M}_2(\mathbb{C})$ (which agrees with $\tau_{P+Q}$). Thus Theorem 2.18 along with a direct sum argument implies that

$$a'P + b''Q + b(I_{\mathfrak{A}} - P - Q) \in \text{conv}(\mathcal{U}(T)).$$

By applying Theorem 3.11 to $b''Q + b(I_{\mathfrak{A}} - P - Q)$ in $(I_{\mathfrak{A}} - P)\mathfrak{A}(I_{\mathfrak{A}} - P)$ and by applying a direct sum argument, we obtain that

$$a'P + b'''(I_{\mathfrak{A}} - P) \in \text{conv}(\mathcal{U}(T))$$

for some $b''' \in \mathbb{R}$. As every element of $\text{conv}(\mathcal{U}(T))$ has trace $\tau(T)$, one can verify that $b''' = b'$.

The following result contains the main technical details necessary for a recursive argument in the proof of Theorem 4.1. In particular, it will enable us to systematically apply pinchings.

Lemma 4.5. Let $\mathfrak{A}$ and $\tau$ be as in Theorem 4.7. Suppose $\{P_k\}_{k=1}^n$ is a collection of pairwise orthogonal projections with $\sum_{k=1}^n P_k = I_{\mathfrak{A}}$, $\{\alpha_k\}_{k=1}^n \subseteq \mathbb{R}$ with $\beta_k \geq \beta_{k+1}$ for all $k$, and

$$T = \sum_{k=1}^n \alpha_k P_k \quad \text{and} \quad S = \sum_{k=1}^n \beta_k P_k.$$

Suppose further that $S \prec_{\tau} T$ and there exists $a j$ such that $\alpha_k \geq \beta_1$ for all $k < j$, $\alpha_j < \beta_1$, and $\alpha_k \geq \alpha_{k+1}$ for all $k \geq j$. Then there exists $\{\alpha_k'\}_{k=1}^n \subseteq \mathbb{R}$ such that $\alpha_1 = \beta_1$, $\alpha_k' = \alpha_k \geq \beta_1$ for all $1 < k < j$, $\alpha_k' \geq \alpha_{k+1}$ for all $k \geq j$, and

$$T' = \sum_{k=1}^n \alpha_k P_k \in \text{conv}(\mathcal{U}(T)).$$

Furthermore, if $Q = \sum_{k=2}^n P_k$, then $QS Q \prec_{\tau Q} QT'Q$ in $Q\mathfrak{A}Q$.
Thus $\alpha T$ and by appealing to a direct sum argument, we obtain

$\alpha T$.

Notice, in the later case, that $\kappa < j \lambda \beta$. Otherwise, if $\beta \in [\tau_{P_1 + P_2}(T_0), \alpha_1]$, let

$\alpha' = \beta$, $\alpha'' = t\alpha_j + (1-t)\tau_{P_1 + P_2}(T_0)$, and $\alpha_k' = \alpha_k$ for all $k \neq 1, j$.

Otherwise, if $\beta \notin [\tau_{P_1 + P_2}(T_0), \alpha_1]$, let

$\alpha' = \alpha'' = \tau_{P_1 + P_2}(T_0)$, and $\alpha_k' = \alpha_k$ for all $k \neq 1, j$.

Notice, in this later case, that $\alpha' = \alpha'' > \beta_1$. Furthermore, in both cases,

$\alpha_1' \tau(P_1) + \alpha_j' \tau(P_j) = \alpha_1 \tau(P_1) + \alpha_j \tau(P_j)$.

If $T' = \sum_{k=1}^n \alpha_k' P_k$, then by applying Lemma 2.7 to $T_0 \in (P_1 + P_2)\mathfrak{A}(P_1 + P_2)$ and by appealing to a direct sum argument, we obtain $T' \in \text{conv}(U(T))$.

We claim that $S \prec T'$. For each $k \in \{0, 1, \ldots, n\}$, let $s_k = \sum_{j=1}^k \tau(P_j)$. Notice $s_k < s_{k+1}$ for all $k$, $s_0 = 0$, $s_n = 1$, and $\lambda_{T'}(s) = \alpha_k$ and $\lambda_{T'}(s) = \beta_k$ for all $s \in [s_{k-1}, s_k)$ by Example 2.7. Notice, in both of the above cases, that $\alpha_k' \geq \beta_1$ for all $k < j$ and $\alpha_k' \geq \alpha_{k+1}'$ for all $k \geq j$ (as $\alpha_j' \geq \alpha_j$). Therefore, Definition 2.14 and Example 2.7 imply that $\lambda_{T'}(s) = \alpha_k' = \lambda_{T'}(s)$ for all $s \in [s_{k-1}, s_k)$ with $k > j$,

$$\int_0^{s_j} \lambda_{T'}(s) \, ds = \sum_{k=1}^j \alpha_k' \tau(P_k) = \sum_{k=1}^j \alpha_k \tau(P_k) = \int_0^{s_j} \lambda_{T'}(s) \, ds,$$

and $\lambda_{T'}(s) \geq \beta_1$ for all $s < s_{j-1}$. Consequently, if $t \in [0, s_{j-1}]$, we see that

$$\int_0^t \lambda_{T'}(s) - \lambda_{T'}(s) \, ds \geq \int_0^t \beta_1 - \beta_1 \, ds = 0.$$

For $t \in [s_{j-1}, s_j)$, we will need to divide the proof into two cases. First, if $\alpha_j' \geq \beta_j$, then $\alpha_k' \geq \beta_j$ for all $k < j$. Consequently $\lambda_{T'}(s) \geq \beta_j$ on $[0, s_j)$ so

$$\int_0^t \lambda_{T'}(s) - \lambda_{T'}(s) \, ds = \int_0^{s_{j-1}} \lambda_{T'}(s) - \lambda_{T'}(s) \, ds + \int_{s_{j-1}}^t \lambda_{T'}(s) - \beta_j \, ds \geq 0 + 0.$$

Otherwise suppose $\alpha_j' < \beta_j$. Notice $\alpha_k' < \alpha_j' < \beta_j \leq \beta_1 \leq \alpha_j'$ for all $k \geq j$ and $l < j$.

Thus

$$\int_0^{s_{j-1}} \lambda_{T'}(s) \, ds = \sum_{k=1}^{j-1} \alpha_k' \tau(P_k) \, ds.$$
and \( \lambda^\tau_{T_r}(s) = \alpha'_j \) for all \( s \in [s_{j-1}, s_j) \). Consequently

\[
\int_0^t \lambda^\tau_{T_r}(s) - \lambda^\tau_S(s) \, ds = \sum_{k=1}^{j-1} (\alpha'_k - \beta_k) \tau(P_k) + \int_{s_{j-1}}^t \alpha'_j - \beta_j \, ds
\]

\[
\geq \sum_{k=1}^{j-1} (\alpha'_k - \beta_k) \tau(P_k) + \int_{s_{j-1}}^{s_j} \alpha'_j - \beta_j \, ds
\]

\[
= \sum_{k=1}^j (\alpha_k - \beta_k) \tau(P_k)
\]

\[
= \sum_{k=1}^j (\alpha_k - \beta_k) \tau(P_k) = \int_0^{s_j} \lambda^\tau_{T_r}(s) - \lambda^\tau_S(s) \, ds \geq 0.
\]

Finally, if \( t \geq s_j \), then

\[
\int_0^t \lambda^\tau_{T_r}(s) - \lambda^\tau_S(s) \, ds = \int_0^{s_j} \lambda^\tau_{T_r}(s) - \lambda^\tau_S(s) \, ds + \int_{s_j}^t \lambda^\tau_{T_r}(s) - \lambda^\tau_S(s) \, ds
\]

\[
= \int_0^{s_j} \lambda^\tau_{T_r}(s) - \lambda^\tau_S(s) \, ds + \int_{s_j}^t \lambda^\tau_{T_r}(s) - \lambda^\tau_S(s) \, ds \geq 0
\]

with equality when \( t = 1 \). Thus the proof that \( S \prec_T T' \) is complete.

Postponing the discussion of the \( \alpha'_1 \neq \beta_1 \) case, we demonstrate that if \( \alpha'_1 = \beta_1 \) then \( QSQ \prec_{T'_Q} QT'Q \) in \( Q\alpha Q \). For each \( k \in \{1, \ldots, n\} \), let \( s'_k = \sum_{j=2}^k \tau(Q(P_j)) \). Notice \( s'_k < s'_{k+1} \) for all \( k \), \( s'_k = 0 \), \( s'_1 = 1 \), and \( \lambda^{\tau_Q}_{QSQ}(s) = \beta_k \) for all \( s \in [s'_{k-1}, s'_k) \) by Example 2.7. In the case \( \alpha'_1 = \beta_1 \), we note that \( \alpha'_l \leq \beta_l \leq \alpha'_l \) for all \( l < j \), and

\( \alpha'_k \geq \alpha'_{k+1} \) for all \( k \geq j \). Consequently, \( \lambda^{\tau_Q}_{QT'Q}(s) \geq \beta_1 \) for all \( s < s'_{j-1} \), \( \lambda^{\tau_Q}_{T'Q}(s) = \alpha'_k \) for all \( s \in [s'_{k-1}, s'_k) \) with \( k \geq j \), and

\[
\int_0^{s'_{j-1}} \lambda^{\tau_Q}_{QT'Q}(s) \, ds = \sum_{k=2}^{j-1} \alpha'_k \tau(Q(P_k)).
\]

Moreover, one can verify that

\[
\lambda^{\tau_Q}_{QT'Q} \left( \frac{s - \tau(P_1)}{\tau(Q)} \right) = \lambda^{\tau_Q}_{T_r}(s) \quad \text{and} \quad \lambda^{\tau_Q}_{QSQ} \left( \frac{s - \tau(P_1)}{\tau(Q)} \right) = \lambda^\tau_S(s)
\]

for all \( s \geq s_j \).

If \( t < s'_{j-1} \), then

\[
\int_0^t \lambda^{\tau_Q}_{QT'Q}(s) - \lambda^{\tau_Q}_{QSQ}(s) \, ds \geq \int_0^t \beta_1 - \beta_2 \, ds \geq 0.
\]
If $t \in [s'_j - 1, s'_j]$, we see that
\[
\int_0^t \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds = \int_0^{s'_j - 1} \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds + \int_{s'_j - 1}^t \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds
\]
\[
= \frac{1}{\tau(Q)} \sum_{k=2}^{t-1} (\alpha'_k - \beta_k) \tau(P_k) + \int_{s'_j - 1}^t \alpha'_j - \beta_j \, ds
\]
\[
= \frac{1}{\tau(Q)} \sum_{k=1}^{t-1} (\alpha'_k - \beta_k) \tau(P_k) + \int_{s'_j - 1}^t \alpha'_j - \beta_j \, ds
\]
\[
= \frac{1}{\tau(Q)} \int_0^{s'_j - 1} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds + \int_{s'_j - 1}^t \alpha'_j - \beta_j \, ds.
\]

In particular, for $t = s'_j$, we see that
\[
\int_0^{s'_j} \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds = \frac{1}{\tau(Q)} \int_0^{s'_j - 1} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds + \int_{s'_j - 1}^{s'_j} \alpha'_j - \beta_j \, ds
\]
\[
= \frac{1}{\tau(Q)} \int_0^{s'_j - 1} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds + (\alpha'_j - \beta_j) \frac{\tau(P_j)}{\tau(Q)}
\]
\[
= \frac{1}{\tau(Q)} \int_0^{s'_j} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds.
\]

If $\alpha'_j \geq \beta_j$, then
\[
\int_0^t \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds \geq \frac{1}{\tau(Q)} \int_0^{s'_j - 1} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds \geq 0
\]
for all $t \in [s'_j - 1, s'_j]$. Otherwise $\alpha'_j < \beta_j$ and
\[
\int_0^t \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds \geq \int_0^{s'_j} \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds
\]
\[
= \frac{1}{\tau(Q)} \int_0^{s'_j} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds \geq 0.
\]

Finally, if $t > s'_j$,
\[
\int_0^t \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds
\]
\[
= \int_0^{s'_j} \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds + \int_{s'_j}^t \lambda_{QT}^\sigma Q(s) - \lambda_{QS}^\sigma Q(s) \, ds
\]
\[
= \frac{1}{\tau(Q)} \int_0^{s'_j} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds
\]
\[
+ \frac{1}{\tau(Q)} \int_{s'_j}^{\tau(Q) t + \tau(P_1)} \lambda_{QT}^\sigma Q \left( \frac{s - \tau(P_1)}{\tau(Q)} \right) - \lambda_{QS}^\sigma Q \left( \frac{s - \tau(P_1)}{\tau(Q)} \right) \, ds
\]
\[
= \frac{1}{\tau(Q)} \int_0^{s'_j} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds + \frac{1}{\tau(Q)} \int_{s'_j}^{\tau(Q) t + \tau(P_1)} \lambda_{T}^\sigma T(s) - \lambda_{S}^\sigma S(s) \, ds \geq 0
\]
with equality to zero when \( t = 1 \). Hence \( QS \prec_{TQ} QT'Q \) in \( Q\mathfrak{A}Q \).

To complete the proof, we notice the proof is complete when \( \beta_1 \in [\tau_{P_t + P_j(T_0)}, \alpha_1] \) (i.e. the \( \alpha'_j = \beta_j \) case). Otherwise, repeat the above proof with \( j \) replaced with \( j + 1 \) and \( T \) replaced with \( T' \). Note we end up obtaining that \( \alpha'_j \geq \alpha'_{j+1} \) under this recursion as the first iteration yields \( \alpha'_1 = \alpha'_j \) and the second iteration would average \( \alpha'_j \) with \( \alpha'_{j+1} \leq \alpha_j < \alpha'_j \) to yield \( \alpha''_j \) with \( \alpha''_j = \alpha'_j > \alpha'_{j+1} \). This process must eventually obtain \( \alpha'_1 = \beta_1 \) by reaching the case that \( \beta_1 \in [\tau_{P_t + P_j(T_0)}, \alpha_1] \) if we must apply the proof with \( j = n \) and we produce a self-adjoint operator \( T' \) with \( S \prec T', \alpha'_1 > \beta_1 \), and \( \alpha'_k \geq \beta_1 \geq \beta_l \) for all \( k \) and \( l \), we have a contradiction to the fact that \( S \prec T' \) (which guarantees \( \tau(S) = \tau(T') \)). Furthermore, note we obtain \( QS \prec_{TQ} QT'T \) at the last step of this iterative process.

**Proof of Theorem 4.4.** Let \( T \in \mathfrak{A} \) be self-adjoint. Note the inclusion

\[
\text{conv}(U(T)) \subseteq \{ S \in \mathfrak{A} \mid S^* = S, S \prec_T T \}
\]

follows by Lemma 2.20.

To prove the other inclusion, let \( S \in \mathfrak{A} \) be self-adjoint with \( S \prec_T T \). By Lemma 4.3 we may assume without loss of generality that \( S \) and \( T \) have finite spectrum.

Let \( \{ P_k \}_{k=1}^n, \{ Q_k \}_{k=1}^n, \{ \alpha_k \}_{k=1}^n \), and \( \{ \beta_k \}_{k=1}^n \) be as in Lemma 4.2 so that

\[
T = \sum_{k=1}^n \alpha_k Q_k \quad \text{and} \quad S = \sum_{k=1}^n \beta_k P_k.
\]

Since \( \mathfrak{A} \) has strong comparison of projections, there exists a unitary \( U \in \mathfrak{A} \) such that \( U^* Q_k U = P_k \) for all \( k \). Hence \( U^* T U = \sum_{k=1}^n \alpha_k P_k \). Since \( \lambda^U_T(s) = \lambda^U_T(s) \) for all \( s \in [0,1] \), \( S \prec_T U^* T U \). Consequently, Example 2.7 and Definition 2.14 implies \( \alpha_1 \geq \beta_1 \geq \beta_n \geq \alpha_n \).

If \( \alpha_1 = \alpha_n \), then \( T = S = \tau(T)I \mathfrak{A} \) and there is nothing to prove. Otherwise, we may apply Lemma 4.5 to obtain, for some \( \{ \alpha'_k \}_{k=2}^n \subseteq \mathbb{R} \), that

\[
T' = \beta_1 P_1 + \sum_{k=2}^n \alpha'_k P_k \in \text{conv}(U(U^* T U)) \quad \text{and} \quad QS \prec_{TQ} QT'Q \in Q\mathfrak{A}Q,
\]

where \( Q = \sum_{k=2}^n P_k \). In addition, note Lemma 4.5 produces \( \{ \alpha'_k \}_{k=2}^n \) so that \( QS \) and \( QT'Q \) in \( Q\mathfrak{A}Q \) are either equal or satisfy the hypotheses of Lemma 4.3 that is, \( QS \prec_{TQ} QT'Q \), \( \alpha'_{k+1} \leq \alpha'_k \) for all \( k \geq j \), \( \alpha'_k = \beta_1 \geq \beta_2 \) for all \( 1 < k < j \), and, if \( j = 2 \), \( \alpha'_2 \geq \beta_2 \geq \beta_n \geq \alpha'_n \) by Definition 2.14 and Example 2.7. Therefore, by applying Lemma 4.5 at most another \( n - 1 \) times, we obtain that

\[
S \in \text{conv}(U(U^* T U)) = \text{conv}(U(T)).
\]

5. Classification of Additional Sets

In this section, we will study additional sets based on eigenvalue and singular value functions in \( C^* \)-algebras satisfying the hypotheses of Theorem 4.1. We begin by studying the distance between unitary orbits of self-adjoint operators. The following result is the main result of [60]. We provide a different (but very similar) proof using the technology of this paper.

**Theorem 5.1** (see [60]). Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra with real rank zero that has strong comparison of projections with respect to a faithful tracial state \( \tau \). If \( S, T \in \mathfrak{A} \)
are self-adjoint, then

$$\text{dist}(\mathcal{U}(S), \mathcal{U}(T)) = \sup \{|\lambda_S^\tau(s) - \lambda_T^\tau(s)| \mid s \in [0, 1]\}.$$ 

In particular, $S$ and $T$ are approximately unitarily equivalent if and only if $\lambda_S^\tau(s) = \lambda_T^\tau(s)$ for all $s \in [0, 1]$ if and only if $S \prec \tau T$ and $T \prec \tau S$.

**Proof.** By parts (7, 10) of Theorem 2.10, we have

$$|\lambda_S^\tau(s) - \lambda_T^\tau(s)| = |\lambda_U^\tau SU - \lambda_V^\tau TV| \leq \|U^*SU - V^*TV\|$$

for all unitaries $U, V \in \mathfrak{A}$ and $s \in [0, 1)$. Hence

$$\sup\{|\lambda_S^\tau(s) - \lambda_T^\tau(s)| \mid s \in [0, 1]\} \leq \text{dist}(\mathcal{U}(S), \mathcal{U}(T)).$$

For the other inclusion, fix $\epsilon > 0$. Since $\mathfrak{A}$ has real rank zero, there exists self-adjoint operators $S', T' \in \mathfrak{A}$ with finite spectrum such that

$$\|S - S'\| < \epsilon \quad \text{and} \quad \|T - T'\| < \epsilon.$$

Note

$$|\lambda_T^\tau(s) - \lambda_T^\tau(s)| < \epsilon \quad \text{and} \quad |\lambda_S^\tau(s) - \lambda_S^\tau(s)| < \epsilon$$

for all $s \in [0, 1)$ by part (7) of Theorem 2.10.

Let $\{P_k\}_{k=1}^n, \{Q_k\}_{k=1}^n, \{\alpha_k\}_{k=1}^n, \{\beta_k\}_{k=1}^n$ be as in Lemma 4.2 so that

$$T' = \sum_{k=1}^n \alpha_k P_k \quad \text{and} \quad S' = \sum_{k=1}^n \beta_k Q_k.$$

If $s_k = \sum_{j=1}^k \tau(Q_j)$ for all $k \in \{0, 1, \ldots, n\}$, Example 2.7 implies $\lambda_T^\tau(s) = \alpha_k$ and $\lambda_S^\tau(s) = \beta_k$ for all $k \in [s_{k-1}, s_k)$. Furthermore, since $\tau(P_k) = \tau(Q_k)$ for all $k$ and since $\mathfrak{A}$ has strong comparison of projections, there exists a unitary $U \in \mathfrak{A}$ such that $U^*P_kU = Q_k$ for all $k$ and, consequently, $U^*TU = \sum_{k=1}^n \alpha_k Q_k$. Hence

$$\|U^*TU - S\| \leq 2 \epsilon + \|U^*TU - S'\|$$

$$= 2 \epsilon + \sup\{|\alpha_k - \beta_k| \mid k \in \{1, \ldots, n\}\}$$

$$= 2 \epsilon + \sup\{|\lambda_T^\tau(s) - \lambda_S^\tau(s)| \mid s \in [0, 1)\}$$

$$\leq 4 \epsilon + \sup\{|\lambda_T^\tau(s) - \lambda_S^\tau(s)| \mid s \in [0, 1)\}.$$ 

As $\epsilon > 0$ was arbitrary, the proof is complete. 

The following result is an adaptation of [32, Theorem 2.4].

**Theorem 5.2.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with real rank zero that has strong comparison of projections with respect to a faithful tracial state $\tau$. If $S, T \in \mathfrak{A}$ are self-adjoint, then

$$\text{dist}(S, \text{conv}(\mathcal{U}(T))) = \sup_{t \in (0, 1)} \frac{1}{t} \max \left\{ \int_0^t \lambda_S^\tau(s) - \lambda_T^\tau(s) \, ds, \int_{1-t}^1 \lambda_T^\tau(s) - \lambda_S^\tau(s) \, ds \right\}.$$ 

**Proof.** Let $\alpha$ be the quantity on the right-hand side of the desired equation. Suppose $T' \in \text{conv}(\mathcal{U}(T))$. Then $T' \prec \tau T$ by Lemma 2.21. Consequently, by part (7) of Theorem 2.10 and by Definition 2.14

$$\|T' - S\| \geq \frac{1}{t} \int_0^t \lambda_S^\tau(s) - \lambda_T^\tau(s) \, ds \geq \frac{1}{t} \int_0^t \lambda_S^\tau(s) - \lambda_T^\tau(s) \, ds$$

$$\|T' - S\| \geq \frac{1}{t} \int_{1-t}^1 \lambda_T^\tau(s) - \lambda_S^\tau(s) \, ds \geq \frac{1}{t} \int_{1-t}^1 \lambda_T^\tau(s) - \lambda_S^\tau(s) \, ds.$$
Therefore \( \text{dist}(S, \text{conv}(\mathcal{U}(T))) \geq \alpha \).

For the other inequality, first suppose \( \alpha \leq 0 \). Then
\[
\int_0^t \lambda_S^-(s) - \lambda_T^-(s) \, ds \leq 0 \quad \text{and} \quad \int_1^{1-t} \lambda_T^-(s) - \lambda_S^-(s) \, ds \leq 0
\]
for all \( t \in (0, 1) \). The first inequality implies
\[
\int_0^t \lambda_S^-(s) \, ds \leq \int_0^t \lambda_T^-(s) \, ds
\]
for all \( t \in [0, 1] \), and by letting \( t \) tend to 1, the second inequality then implies
\[
\int_0^1 \lambda_S^-(s) \, ds = \int_0^1 \lambda_T^-(s) \, ds.
\]
Consequently, \( \alpha = 0 \) and \( S \prec_T T \). Thus Theorem 4.1 implies \( S \in \text{conv}(\mathcal{U}(T)) \) so equality is obtained in this case.

Otherwise, suppose \( \alpha > 0 \). Let \( \epsilon > 0 \). Since \( \mathfrak{A} \) has real rank zero, there exists self-adjoint operators \( S', T' \in \mathfrak{A} \) with finite spectrum such that
\[
\|S - S'\| < \epsilon \quad \text{and} \quad \|T - T'\| < \epsilon.
\]
In addition, by part \( \text{(7)} \) of Theorem 2.10
\[
|\lambda_S^-(s) - \lambda_S'^-(s)| < \epsilon \quad \text{and} \quad |\lambda_T^-(s) - \lambda_T'^-(s)| < \epsilon
\]
for all \( s \in [0, 1) \). By the definition of \( \alpha \), we obtain
\[
\int_0^t \lambda_S^-(s) - \alpha - 2\epsilon \, ds \leq \int_0^t \lambda_S^-(s) - \alpha - \epsilon \, ds \leq \int_0^t \lambda_T^-(s) - \epsilon \, ds \leq \int_0^t \lambda_T^-(s) \, ds
\]
\[
\int_1^{1-t} \lambda_S^-(s) + \alpha + 2\epsilon \, ds \geq \int_1^{1-t} \lambda_S^-(s) + \alpha + \epsilon \, ds \geq \int_1^{1-t} \lambda_T^-(s) + \epsilon \, ds \geq \int_1^{1-t} \lambda_T^-(s) \, ds
\]
for all \( t \in (0, 1) \). Consequently, using non-increasing rearrangements and [32, Proposition 1.4(1)] applied to \( f_1(s) = \lambda_S^-(s) - \alpha - 2\epsilon \), \( f_2(s) = \lambda_S^-(s) + \alpha + 2\epsilon \), and \( g(s) = \lambda_T^-(s) \), there exists a real-valued, non-increasing function \( h \in L_\infty[0, 1] \) such that
\[
f_1(s) \leq h(s) \leq f_2(s)
\]
for all \( s \in [0, 1) \) and \( h \prec \lambda_T^-(s) \).

Let \( \{P_k\}_{k=1}^n, \{Q_k\}_{k=1}^n, \{\alpha_k\}_{k=1}^n, \) and \( \{\beta_k\}_{k=1}^n \) be as in Lemma 4.2 so that
\[
T' = \sum_{k=1}^n \alpha_k P_k \quad \text{and} \quad S' = \sum_{k=1}^n \beta_k Q_k.
\]
Furthermore, for \( k \in \{0, 1, \ldots, n\} \), let \( s_k = \sum_{j=1}^k \tau(Q_k) \), let
\[
\alpha'_k = \frac{1}{s_k - s_{k-1}} \int_{s_{k-1}}^{s_k} h(s) \, ds,
\]
and let \( T_0 = \sum_{k=1}^n \alpha'_k P_k \). Notice \( \alpha'_k \geq \alpha'_k+1 \) for all \( k \) as \( h \) is non-increasing. Since \( h \prec \lambda_T^-(s) \), Examples 2.7 and 2.13 imply that \( T_0 \prec_T T \). Hence Theorem 4.1 implies \( T_0 \in \text{conv}(\mathcal{U}(T)) \).

Since \( \mathfrak{A} \) has strong comparison of projections, there exists a unitary \( U \in \mathfrak{A} \) such that \( U^* P_k U = Q_k \) for all \( k \). Therefore
\[
\|U^* T_0 U - S'\| \leq \alpha + 2\epsilon.
\]
Therefore, since $U^*T_0U \in \text{conv}(U(T'))$, $\|T - T'\| < \epsilon$, and $\|S - S'\| < \epsilon$, we obtain that
\[
\text{dist}(S, \text{conv}(U(T))) \leq \alpha + 4\epsilon
\]
thereby completing the proof.

Since tracial states are norm continuous, Theorem 5.2 immediately implies the following.

**Corollary 5.3.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with real rank zero that has strong comparison of projections with respect to a faithful tracial state $\tau$. If $S, T \in \mathfrak{A}$ are self-adjoint, then
\[
\text{dist}(\text{conv}(U(S)), \text{conv}(U(T))) = |\tau(S) - \tau(T)|.
\]

Using the technology of Section 2 we are also able to study arbitrary operators based on their singular value functions. The following object will play the role of the singular value decomposition of matrices for infinite dimensional $C^*$-algebras.

**Definition 5.4.** For a unital $C^*$-algebra $\mathfrak{A}$ and an element $T \in \mathfrak{A}$, the **closed two-sided unitary orbit** of $T$ is
\[
\mathcal{N}(T) = \{ UTV \mid U, V \text{ unitaries in } \mathfrak{A} \}.
\]

Our goal is to classify closed two-sided unitary orbits using singular values. We restrict to $C^*$-algebras with stable rank one as the following well-known lemma directly implies every operator almost has a polar decomposition.

**Lemma 5.5.** Let $\mathfrak{A}$ be a unital $C^*$-algebra and let $M, \epsilon > 0$. There exists a $0 < \delta < \epsilon$ such that if $A, B \in \mathfrak{A}$, $\|A\| \leq M$, and $\|A - B\| < \delta$, then $|||A| - |B|| < \epsilon$.

**Corollary 5.6.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with stable rank one and let $T \in \mathfrak{A}$. Then for all $\epsilon > 0$ there exists a unitary $U \in \mathfrak{A}$ such that $\|T - U|T|| < \epsilon$.

**Proof.** Use Lemma 5.5 along with the fact that invertible elements in unital $C^*$-algebras have polar decompositions.

**Lemma 5.7.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with a faithful tracial state $\tau$. If $(T_n)_{n \geq 1} \subseteq \mathfrak{A}$ converges in norm to $T \in \mathfrak{A}$, then $\mu_T^\tau(s) = \lim_{n \to \infty} \mu_{T_n}^\tau(s)$ for all $s \in [0, 1]$.

**Proof.** Recall $\mu_S^\tau(s) = \lambda_{|S|}^\tau(s)$ for all $S \in \mathfrak{A}$. Since $T = \lim_{n \to \infty} T_n$, we obtain $|T| = \lim_{n \to \infty} |T_n|$ by Lemma 5.5. The result then follows by part (7) of Theorem 2.11.

The following is a generalization of [11, Theorem 2.11] to $C^*$-algebras.

**Proposition 5.8.** Let $\mathfrak{A}$ be a unital $C^*$-algebra with real rank zero, stable rank one, and strong comparison of projections with respect to a faithful tracial state $\tau$. If $S, T \in \mathfrak{A}$, then $S \in \mathcal{N}(T)$ if and only if $\mu_S^\tau(s) = \mu_T^\tau(s)$ for all $s \in [0, 1]$.

**Proof.** If $U, V \in \mathfrak{A}$ are unitaries, then
\[
\mu_{UTV}^\tau(s) = \lambda_{UTV}^\tau(s) = \lambda_{UTV}^\tau(s) = \lambda_{|T|}^\tau(s) = \mu_T^\tau(s)
\]
for all $s \in [0, 1]$ by part (10) of Theorem 2.11. Consequently, if $S \in \mathcal{N}(T)$, then $\mu_S^\tau(s) = \mu_T^\tau(s)$ for all $s \in [0, 1]$ by Lemma 5.7.
For the converse direction, suppose \( \mu_\tau^S(s) = \mu_\tau^T(s) \) for all \( s \in [0, 1) \) and let \( \epsilon > 0 \). By Corollary 5.6, there exists unitaries \( U, V \in \mathcal{A} \) such that
\[
\| T - U \| < \epsilon \quad \text{and} \quad \| S - V \| < \epsilon.
\]
Furthermore, since
\[
\lambda^T_{|T|}(s) = \mu^T(s) = \mu^S(s) = \lambda^S_{|S|}(s)
\]
for all \( s \in [0, 1) \), Theorem 5.1 implies there exists a unitary \( W \in \mathcal{A} \) such that \( \| W^*|T|W - |S| \| < \epsilon \). Hence
\[
\| VW^*U^*TW - S \| \leq 2\epsilon + \| VW^*|T|W - V \| < 3\epsilon.
\]
Since \( \epsilon > 0 \) was arbitrary, the proof is complete.

Our next results provide descriptions of all operators whose eigenvalue (singular value) function is dominated by another operators eigenvalue (singular value) function. In particular, these notions of majorization are related to Cuntz equivalence, but are significantly stronger (i.e. requiring bounded sequences for approximations). The following result is a generalization of [30, Theorems 3.1].

**Proposition 5.9.** Let \( \mathcal{A} \) be a unital \( C^* \)-algebra with real rank zero that has strong comparison of projections with respect to a faithful tracial state \( \tau \). If \( S, T \in \mathcal{A} \) are positive operators, then
\[
S \in \{ A^*TA \mid A \in \mathcal{A}, \| A \| \leq 1 \}
\]
if and only if \( \lambda^S(s) \leq \lambda^T(s) \) for all \( s \in [0, 1) \).

**Proof.** If \( A \in \mathcal{A} \) is such that \( \| A \| \leq 1 \), then
\[
\lambda^A_{A^*TA}(s) \leq \| A \|^2 \lambda^T(s) \leq \lambda^T(s)
\]
for all \( s \in [0, 1) \) by part (9) of Theorem 2.10. Consequently, one direction follows from part (7) of Theorem 2.10.

For the other direction, suppose \( \lambda^S(s) \leq \lambda^T(s) \) for all \( s \in [0, 1) \). Let \( \epsilon > 0 \). By Lemma 4.3, there exists positive operators \( S', T' \in \mathcal{A} \) with finite spectra such that \( \| T - T' \| < \epsilon \), \( \| S - S' \| < \epsilon \), and \( \lambda^S(s) \leq \lambda^T(s) \) for all \( s \in [0, 1) \). Let \( \{ P_k \}_{k=1}^n \), \( \{ Q_k \}_{k=1}^n \), \( \{ \alpha_k \}_{k=1}^n \), and \( \{ \beta_k \}_{k=1}^n \) be as in Lemma 4.2 so that
\[
T' = \sum_{k=1}^n \alpha_k P_k \quad \text{and} \quad S' = \sum_{k=1}^n \beta_k Q_k.
\]
Since \( T', S' \geq 0 \), \( \alpha_k, \beta_k \geq 0 \) for all \( k \). Furthermore, Example 2.4 along with the fact that \( \lambda^S(s) \leq \lambda^T(s) \) for all \( s \in [0, 1) \) implies \( \beta_k \leq \alpha_k \) for all \( k \).

Since \( \mathcal{A} \) has strong comparison of projections, there exists a unitary \( U \in \mathcal{A} \) such that \( U^*P_kU = Q_k \) for all \( k \) so that \( U^*T'U = \sum_{k=1}^n \alpha_k Q_k \). For each \( k \), let
\[
\gamma_k = \begin{cases} \sqrt{\frac{\beta_k}{\alpha_k}} \quad &\text{if } \beta_k \neq 0 \\ 0 \quad &\text{if } \beta_k = 0 \end{cases}
\]
Consequently, if \( A = \sum_{k=1}^n \gamma_k Q_k \in \mathcal{A} \), then \( \| A \| \leq 1 \) and \( A^*U^*T'UA = S' \). Hence
\[
\| A^*U^*T'UA - S \| \leq 2\epsilon + \| A^*U^*T'UA - S' \| = 2\epsilon.
\]
As \( \epsilon > 0 \), the result follows.
Proposition 5.10. Let $\mathfrak{A}$ be a unital $C^*$-algebra with real rank zero, stable rank one, and strong comparison of projections with respect to a faithful tracial state $\tau$. If $S, T \in \mathfrak{A}$, then
\[
S \in \{ATB \mid A, B \in \mathfrak{A}, \|A\|, \|B\| \leq 1\}
\]
if and only if $\mu_{\mathfrak{A}}^* (s) \leq \mu_T^*(s)$ for all $s \in [0, 1)$.

Proof. If $A, B \in \mathfrak{A}$ are such that $\|A\|, \|B\| \leq 1$, then
\[
\mu_{\mathfrak{A}T}^*(s) \leq \|A\| \|B\| \mu_T^*(s) \leq \mu_T^*(s)
\]
for all $s \in [0, 1)$ by part (3) of Theorem 2.11. Consequently, one direction follows from Lemma 5.7.

For the other direction, suppose $\mu_{\mathfrak{A}}^* (s) \leq \mu_T^*(s)$ for all $s \in [0, 1)$. Consequently $\lambda^*_S (s) \leq \lambda^*_T (s)$ for all $s \in [0, 1)$. Thus Proposition 5.9 implies for all $\epsilon > 0$ there exists an $A \in \mathfrak{A}$ with $\|A\| \leq 1$ such that $\|S - AT|A\| < \epsilon$. Furthermore, Corollary 5.6 implies there exists unitaries $U, V \in \mathfrak{U}$ such that $\|S - V|S\| < \epsilon$ and $\|T - U|T\| < \epsilon$. Thus
\[
\|S - VA^*U^*TA\| \leq \|S - VA^*|A\| + \epsilon \leq \|S - V|S\| + 2\epsilon < 3\epsilon.
\]
The result follows.

To complete this section, we desire to analyze the notion of (absolute) submajorization as defined in Definition 2.22. In particular, we desire an analogue of [30] Theorem 2.5(2) for $C^*$-algebras. The following useful lemma shows if one positive operator submajorizes an operator, then conjugating by a specific contractive operator almost yields majorization.

Lemma 5.11. Let $\mathfrak{A}$ be a unital $C^*$-algebra with real rank zero and strong comparison of projections with respect to a faithful tracial state $\tau$. If $S, T \in \mathfrak{A}$ are positive operators such that $S \prec^w_T$, then for all $\epsilon > 0$ there exists positive operators $S', T' \in \mathfrak{A}$ and an $A \in \mathfrak{A}$ with $\|A\| \leq 1$ such that
\[
\|S - S'\| \leq \epsilon, \quad \|T - T'\| \leq \epsilon, \quad \text{and} \quad S' \prec_T A^* T' A.
\]

Proof. Fix $\epsilon > 0$. By Lemma 4.3 there exists positive operators $S', T' \in \mathfrak{A}$ with finite spectra such that
\[
\|S - S'\| \leq \epsilon, \quad \|T - T'\| \leq \epsilon, \quad \text{and} \quad S' \prec_T^w T'.
\]
Let $\{P_k\}_{k=1}^n$, $\{Q_k\}_{k=1}^n$, $\{\alpha_k\}_{k=1}^n$, and $\{\beta_k\}_{k=1}^n$ be as in Lemma 4.2 so that
\[
T' = \sum_{k=1}^n \alpha_k P_k \quad \text{and} \quad S' = \sum_{k=1}^n \beta_k Q_k.
\]
For each $k \in \{0, 1, \ldots, n\}$, let $s_k = \sum_{k=1}^n \tau(P_k)$.

Consider the function $f : [0, 1] \to \mathbb{R}$ defined by
\[
f(t) = \int_0^t \lambda^*_T (s) \, ds - \int_0^t \lambda^*_S (s) \, ds.
\]
Since $f$ is continuous, $f(0) \leq 0$, and $f(1) \geq 0$, there exists a $t_0 \in [0, 1]$ such that $f(t_0) = 0$. Let $t' = \sup\{t \in [0, 1] \mid f(t) = 0\}$ and choose $k' \in \{1, \ldots, n\}$ such that $t' \in [s_{k'-1}, s_{k'})$ (with $k' = n$ if $t' = 1$). Notice this implies
\[
\int_0^{s_{k'-1}} \lambda^*_T (s) \, ds \leq \int_0^1 \lambda^*_S (s) \, ds \leq \int_0^{s_{k'}} \lambda^*_T (s) \, ds.
\]
Choose \( q \in [0, 1] \) such that
\[
\int_{0}^{1} \lambda_{\tau}^{0}(s) \, ds = \int_{0}^{s_{k-1}} \lambda_{\tau}^{0}(s) \, ds + q \int_{s_{k-1}}^{s_{k'}} \lambda_{\tau}(s) \, ds
\]
and let \( A = qP_{k'} + \sum_{k=1}^{k'-1} P_{k} \). Clearly \( \| A \| \leq 1 \) and
\[
A^{*}T'A = q \alpha_{k'} P_{k'} + \sum_{k=1}^{k'-1} \alpha_{k} P_{k}.
\]
We claim that \( S' \prec_{r} A^{*}T'A \). By Example 2.7, we know \( \lambda_{\theta}^{0}(s) = \beta_{k}, \lambda_{\tau}^{0}(s) = \alpha_{k} \) for all \( s \in [s_{k-1}, s_{k}) \), \( \lambda_{A^{*}T'A}(s) = \alpha_{k} \) for all \( s \in [s_{k-1}, s_{k}) \) with \( k < k' \), \( \lambda_{A^{*}T'A}(s) = q \alpha_{k} \) for all \( s \in [s_{k-1}, s_{k'}) \), and \( \lambda_{A^{*}T'A} = 0 \) for all \( s \geq s_{k'} \). Consequently, for all \( t \in [0, s_{k'-1}) \),
\[
\int_{0}^{t} \lambda_{A^{*} T'A}(s) - \lambda_{\theta}^{0}(s) \, ds = \int_{0}^{t} \lambda_{\tau}^{0}(s) - \lambda_{\theta}^{0}(s) \, ds \geq 0.
\]
If \( t \in [s_{k'-1}, s_{k'}) \), then
\[
\int_{0}^{t} \lambda_{A^{*} T'A}(s) - \lambda_{\theta}^{0}(s) \, ds = \int_{0}^{s_{k'-1}} \lambda_{\tau}^{0}(s) - \lambda_{\theta}^{0}(s) \, ds + (t - s_{k'-1})(q \alpha_{k'} - \beta_{k'}).
\]
If \( q \alpha_{k'} \geq \beta_{k'} \), then
\[
\int_{0}^{t} \lambda_{A^{*} T'A}(s) - \lambda_{\theta}^{0}(s) \, ds \geq \int_{0}^{s_{k'-1}} \lambda_{\tau}^{0}(s) - \lambda_{\theta}^{0}(s) \, ds \geq 0.
\]
Otherwise \( q \alpha_{k'} < \beta_{k'} \) and
\[
\int_{0}^{t} \lambda_{A^{*} T'A}(s) - \lambda_{\theta}^{0}(s) \, ds \\
\geq \int_{0}^{s_{k'-1}} \lambda_{\tau}^{0}(s) - \lambda_{\theta}^{0}(s) \, ds + (s_{k'} - s_{k'-1})(q \alpha_{k'} - \beta_{k'}) \\
= \int_{0}^{s_{k'-1}} \lambda_{\tau}^{0}(s) - \lambda_{\theta}^{0}(s) \, ds + q \int_{s_{k'-1}}^{s_{k'}} \lambda_{\tau}^{0}(s) \, ds - \int_{s_{k'-1}}^{s_{k'}} \lambda_{\theta}^{0}(s) \, ds \\
= \int_{s_{k'}}^{1} \lambda_{\theta}^{0}(s) \, ds \geq 0
\]
as \( \lambda_{\theta}^{0}(s) \geq 0 \) for all \( s \) as \( S' \geq 0 \).
Finally, if \( t \geq s_{k'} \), then
\[
\int_{0}^{t} \lambda_{A^{*} T'A}(s) - \lambda_{\theta}^{0}(s) \, ds \\
= \int_{0}^{s_{k'-1}} \lambda_{\tau}^{0}(s) \, ds + q \int_{s_{k'-1}}^{s_{k'}} \lambda_{\tau}^{0}(s) \, ds - \int_{t}^{s_{k'}} \lambda_{\theta}^{0}(s) \, ds \\
= \int_{0}^{1} \lambda_{\theta}^{0}(s) \, ds - \int_{t}^{s_{k'}} \lambda_{\theta}^{0}(s) \, ds \geq 0
\]
with equality when \( t = 1 \) as \( \lambda_{\theta}^{0}(s) \geq 0 \) for all \( s \) as \( S' \geq 0 \). Hence \( S' \prec_{r} A^{*}T'A \).  \( \blacksquare \)
Proposition 5.12. Let \( \mathfrak{A} \) be a unital C*-algebra with real rank zero and strong comparison of projections with respect to a faithful tracial state \( \tau \). If \( S, T \in \mathfrak{A} \) are positive operators, then

\[
S \in \text{conv} \left( \{ A^*TA \mid A \in \mathfrak{A}, \|A\| \leq 1 \} \right)
\]

if and only if \( S \prec^w \tau T \).

**Proof.** If \( \{ A_k \}_{k=1}^n \subseteq \mathfrak{A} \) are such that \( \|A_k\| \leq 1 \) for all \( k \), \( \{ t_k \}_{k=1}^n \subseteq [0, 1] \) are such that \( \sum_{k=1}^n t_k = 1 \), and \( S' = \sum_{k=1}^n t_k A_k^* T A_k \), then \( S' \geq 0 \) and

\[
\int_0^t \lambda_{S'}^\tau(s) \, ds \leq \int_0^t \sum_{k=1}^n t_k \|A_k\|^2 \lambda_T^\tau(s) \, ds \leq \int_0^t \lambda_T^\tau(s) \, ds
\]

by parts (2, 3, 6) of Theorem 2.10. Thus one inclusion follows from Lemma 5.7.

For the other direction, suppose \( S \prec^w \tau T \). Let \( \epsilon > 0 \). By Lemma 5.11 there exists positive operators \( S', T' \in \mathfrak{A} \) and an \( A \in \mathfrak{A} \) with \( \|A\| \leq 1 \) such that

\[
\|S - S'\| \leq \epsilon, \quad \|T - T'\| \leq \epsilon, \quad \text{and} \quad S' \prec_{\tau} A^* T' A.
\]

As

\[
S' \in \text{conv}(U(A^* T' A))
\]

by Theorem 4.1 the result follows. \( \blacksquare \)

Proposition 5.13. Let \( \mathfrak{A} \) be a unital C*-algebra with real rank zero, stable rank one, and strong comparison of projections with respect to a faithful tracial state \( \tau \). If \( S, T \in \mathfrak{A} \), then

\[
S \in \text{conv} \left( \{ ATB \mid A, B \in \mathfrak{A}, \|A\|, \|B\| \leq 1 \} \right)
\]

if and only if \( S \prec^w \tau T \).

**Proof.** If \( \{ A_k \}_{k=1}^n, \{ B_k \}_{k=1}^n \subseteq \mathfrak{A} \) are such that \( \|A_k\|, \|B_k\| \leq 1 \) for all \( k \), \( \{ t_k \}_{k=1}^n \subseteq [0, 1] \) are such that \( \sum_{k=1}^n t_k = 1 \), and \( S' = \sum_{k=1}^n t_k A_k^* T B_k \), then

\[
\int_0^t \mu_{S'}^\tau(s) \, ds \leq \int_0^t \sum_{k=1}^n t_k \|A_k\| \|B_k\| \mu_T^\tau(s) \, ds \leq \int_0^t \mu_T^\tau(s) \, ds
\]

by parts (2, 3, 6) of Theorem 2.10. Thus one inclusion follows from Lemma 5.7.

For the other direction, suppose \( S \prec^w \tau T \). Thus \( |S| \prec^w \tau |T| \) so Proposition 5.12 implies

\[
|S| \in \text{conv} \left( \{ A^* |T| A \mid A \in \mathfrak{A}, \|A\| \leq 1 \} \right).
\]

The result then follows by approximation arguments along with Lemma 5.5. \( \blacksquare \)

### 6. Purely Infinite C*-Algebras

In this section, we will prove the following result describing the closed convex hulls of unitary orbits of self-adjoint operators \( T \) in unital, simple, purely infinite C*-algebras based on the spectrum of \( T \), denoted \( \sigma(T) \).

**Theorem 6.1.** Let \( \mathfrak{A} \) be a unital, simple, purely infinite C*-algebra and let \( T \in \mathfrak{A} \) be self-adjoint. Then

\[
\overline{\text{conv}(U(T))} = \{ S \in \mathfrak{A} \mid S^* = S, \sigma(S) \subseteq \text{conv}(\sigma(T)) \}.
\]
Remark 6.2. Before proceeding, we briefly outline the approach to the proof, beginning with the following simplifications. Note the inclusion
\[ \text{conv}(\mathcal{U}(T)) \subseteq \{ S \in \mathfrak{A} \mid S^* = S, \sigma(S) \subseteq \text{conv}(\sigma(T)) \} \]
follows from the facts that elements of conv(\mathcal{U}(T)) are self-adjoint when T is self-adjoint, and, if \( \alpha I_n \leq T \leq \beta I_n \), then \( \alpha I_n \leq S \leq \beta I_n \) for all \( S \in \text{conv}(\mathcal{U}(T)) \).

Since unital, simple, purely infinite C*-algebras have real rank zero by [64], to verify the reverse inclusion it suffices to consider self-adjoint \( S, T \in \mathfrak{A} \) with finite spectrum and \( \sigma(S) \subseteq \text{conv}(\sigma(T)) \) by the continuous functional calculus. Furthermore, note this problem is invariant under simultaneous multiplying the operators by non-zero real numbers and simultaneous translation of the operators by a real constant. As such, it suffices to prove the result for positive \( T \) with \( \|T\| = 1 \) and \( 0, 1 \in \sigma(T) \).

We will demonstrate it suffices to prove the result when \( T \) is a projection. As in Section 4, this will be done by constructing (possibly non-unital) embeddings of arbitrarily larger matrix algebras into \( \mathfrak{A} \) and using Theorem 2.18. Subsequently, we will verify that the result holds for \( T \) a projection and \( S \in CI_\mathfrak{A} \), again appealing to Theorem 2.18. The result will follow for arbitrary \( S \) with finite spectrum by an application of K-Theory.

We begin with the following well-known result for purely infinite C*-algebras.

Lemma 6.3. Let \( \mathfrak{A} \) be a unital, simple, purely infinite C*-algebra and let \( P, Q \in \mathfrak{A} \) be orthogonal non-zero projection. For any \( n \in \mathbb{N} \) there exists a collection \( \{ P_k \}_{k=1}^n \) of pairwise orthogonal subprojections of \( P \) such that each \( P_k \) is Murray-von Neumann equivalent to \( Q \).

By ‘a non-trivial projection’, we mean a non-zero projection \( P \) with \( P \not\in I_\mathfrak{A} \).

Lemma 6.4. Let \( \mathfrak{A} \) be a unital, simple, purely infinite C*-algebra and let \( P \in \mathfrak{A} \) be a non-trivial projection. If \( \alpha, \beta \in \mathbb{R} \) and \( T = \alpha P + \beta(I_\mathfrak{A} - P) \), then \( \alpha I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T)) \).

Proof. Clearly the result holds if \( \alpha = \beta \) so suppose \( \alpha \neq \beta \). Using Remark 6.2 by scaling and translating, we may assume that \( \alpha = 1 \) and \( \beta = 0 \).

Let \( n \in \mathbb{N} \) be arbitrary. By Lemma 6.3 there exists a collection \( \{ P_k \}_{k=1}^n \) of pairwise orthogonal subprojections of \( P \) such that \( P_k \sim I_\mathfrak{A} - P \) for all \( k \). Using the partial isometries implementing the equivalence of \( \{ I_\mathfrak{A} - P \} \cup \{ P_k \}_{k=1}^n \), a copy of \( \mathcal{M}_{n+1}(\mathbb{C}) \) may be constructed in \( \mathfrak{A} \) such that the unit of \( \mathcal{M}_{n+1}(\mathbb{C}) \) is \( P'_n := I_\mathfrak{A} - P + \sum_{k=1}^n P_k \) and \( T \) may be viewed as the operator
\[ T = \text{diag}(0, 1, \ldots, 1) \oplus (I_\mathfrak{A} - P'_n) \in \mathcal{M}_{n+1}(\mathbb{C}) \oplus (I_\mathfrak{A} - P'_n) \mathfrak{A}(I_\mathfrak{A} - P'_n) \subseteq \mathfrak{A}. \]

Since any self-adjoint matrix majorizes its trace (see Lemma 2.20), we obtain by Theorem 2.18 that
\[ \frac{n}{n+1} I_{n+1} \in \text{conv}(\mathcal{U}(\text{diag}(0, 1, \ldots, 1))) \]
where the unitary orbit is computed in \( \mathcal{M}_{n+1}(\mathbb{C}) \). Thus, by a direct sum argument, we obtain
\[ \frac{n}{n+1} P'_n + (I_\mathfrak{A} - P'_n) \in \text{conv}(\mathcal{U}(T)). \]

By taking the limit as \( n \to \infty \), we obtain \( I_\mathfrak{A} \in \text{conv}(\mathcal{U}(T)) \).
Lemma 6.5. Let $\mathfrak{A}$ be a unital, simple, purely infinite $C^*$-algebra and let $\{P_k\}_{k=1}^n$ be a collection of pairwise orthogonal, non-zero projections. If $T = \sum_{k=1}^n \lambda_k P_k$ for some real numbers $\{\lambda_k\}_{k=1}^n \in \mathbb{R}$, then
\[
\lambda_1 \left( \sum_{k=1}^{n-1} P_k \right) + \lambda_n P_n \in \text{conv}(\mathcal{U}(T)).
\]

Proof. The result follows by using Lemma 6.4 recursively on compressions of $\mathfrak{A}$ (which remain unital, simple, purely infinite $C^*$-algebras).

Lemma 6.6. Let $\mathfrak{A}$ be a unital, simple, purely infinite $C^*$-algebra and let $P \in \mathfrak{A}$ be a non-trivial projection. For each $\gamma \in [0,1] \cap \mathbb{Q}$, there exists pairwise orthogonal, non-zero projections $Q_1, Q_2, Q_3$ such that $Q_1 + Q_2 + Q_3 = I_\mathfrak{A}$ and
\[
0Q_1 + \gamma Q_2 + 1Q_3 \in \text{conv}(\mathcal{U}(P)).
\]

Proof. Note the cases $\gamma = 0, 1$ are trivial. Otherwise, fix $n \in \mathbb{N}$ and choose $k \in \{1, \ldots, n-1\}$ so that $\gamma = \frac{k}{n}$. Let $Q \in \mathfrak{A}$ be any non-trivial projection. By Lemma 6.3 there exists a collection $\{P_j\}_{j=1}^{n-k+1}$ of pairwise orthogonal subprojections of $P$ such that $P_j \sim Q$ for all $j$. Similarly there exists a collection $\{P_j'\}_{j=1}^{n-k+1}$ of pairwise orthogonal subprojections of $I_\mathfrak{A} - P$ such that $P_j' \sim Q$ for all $j$.

Let
\[
Q_1 = (I_\mathfrak{A} - P) - \sum_{j=1}^{n-k} P_j', \quad Q_2 = \sum_{j=1}^k P_j + \sum_{j=1}^{n-k} P_j', \quad Q_3 = P - \sum_{j=1}^k P_j.
\]

Since $P_{k+1} \leq Q_3$ and $P_{n-k+1} \leq Q_1$, it is clear that $Q_1, Q_2, \text{ and } Q_3$ are pairwise orthogonal, non-zero projections such that $Q_1 + Q_2 + Q_3 = I_\mathfrak{A}$. Using the partial isometries implementing the equivalence of $\{P_j\}_{j=1}^k \cup \{P_j'\}_{j=1}^{n-k}$, a copy of $\mathcal{M}_n(\mathbb{C})$ can be constructed in $\mathfrak{A}$ such that the unit of $\mathcal{M}_n(\mathbb{C})$ is $Q_2$ and
\[
P = 0Q_1 \oplus D \oplus 1Q_3 \in Q_1\mathfrak{A}Q_1 \oplus \mathcal{M}_n(\mathbb{C}) \oplus Q_3\mathfrak{A}Q_3 \subseteq \mathfrak{A}
\]
where $D$ is a diagonal matrix with 1 appearing along the diagonal exactly $k$ times and 0 appearing along the diagonal exactly $n-k$ times. Since any self-adjoint matrix majorizes its trace (see Lemma 2.20), we obtain by Theorem 2.18 and a direct sum argument that
\[
0Q_1 + \gamma Q_2 + 1Q_3 \in \text{conv}(\mathcal{U}(P)).
\]

Lemma 6.7. Let $\mathfrak{A}$ be a unital, simple, purely infinite $C^*$-algebra and let $P \in \mathfrak{A}$ be a non-trivial projection. For each $\gamma \in (0,1] \cap \mathbb{Q}$, $\gamma I_\mathfrak{A} \in \text{conv}(\mathcal{U}(P))$.

Proof. By applying approximations, it suffices to prove the result for $\gamma \in (0,1) \cap \mathbb{Q}$. By Lemma 6.6 there exists pairwise orthogonal, non-zero projections $Q_1, Q_2, Q_3$ such that $Q_1 + Q_2 + Q_3 = I_\mathfrak{A}$ and
\[
0Q_1 + \gamma Q_2 + 1Q_3 \in \text{conv}(\mathcal{U}(P)).
\]

Choose two non-zero subprojections $Q_1'$ and $Q_3'$ of $Q_2$ such that $Q_1' + Q_3' = Q_2$. By applying Lemma 6.3 to $0Q_1 + \gamma Q_1' \in (Q_1 + Q_1')\mathfrak{A}(Q_1 + Q_1')$, we obtain that
\[
\gamma(Q_1 + Q_1') \in \text{conv}(\mathcal{U}(0Q_1 + \gamma Q_1'))
\]
(vice versa).

(1) $\gamma(Q_1 + Q_1') \in \text{conv}(\mathcal{U}(0Q_1 + \gamma Q_1'))$.

Similarly
\[
\gamma(Q_3 + Q_3') \in \text{conv}(\mathcal{U}(1Q_3 + \gamma Q_3'))
\]
Hence, by the fact that $0Q_1 + \gamma Q_2 + 1Q_3$ is a direct sum of $0Q_1 + \gamma Q'_1$ and $1Q_3 + \gamma Q'_3$, we obtain that

$$\gamma I_\mathfrak{A} = \gamma(Q_1 + Q'_1) + \gamma(Q_3 + Q'_3) \in \overline{\text{conv}(\mathcal{U}(P))}.$$

Proof of Theorem 6.1. By Remark 6.2 we may assume $\sigma(S)$ and $\sigma(T)$ are finite so that there exists $(\lambda_j)_{j=1}^m, (\alpha_k)_{k=1}^n \subseteq \mathbb{R}$ with $\lambda_k < \lambda_{k+1}$ for all $k$ and $\alpha_k \in \text{conv}(\{\lambda_j\}_{j=1}^m)$ for all $k$, and two collections of pairwise orthogonal non-zero projections $\{P_j\}_{j=1}^m$ and $\{Q_k\}_{k=1}^n$ with $\sum_{j=1}^m P_j = I_\mathfrak{A} = \sum_{k=1}^n Q_k$ such that

$$T = \sum_{j=1}^m \lambda_j P_j \quad \text{and} \quad S = \sum_{k=1}^n \alpha_k Q_k.$$

The result is trivial if $m = 1$ so we assume $m \geq 2$. Furthermore, by translation and scaling, it suffices to prove the result when $\lambda_1 = 0$ and $\lambda_m = 1$. Furthermore, by Lemma 6.5 we may assume that $m = 2$. For simplicity, let $P = P_m$ so $P_1 = I_\mathfrak{A} - P$ and $T = P$.

Since $\mathfrak{A}$ is a unital, simple, purely infinite $C^*$-algebra, there exists a collection $\{P'_k\}_{k=1}^{n-1}$ of non-zero subprojections of $P$ and a collection $\{P''_k\}_{k=1}^{n-1}$ of non-zero subprojections of $I_\mathfrak{A} - P$ such that $P'_k + P''_k \sim Q_k$, $P'_n = P = \sum_{k=1}^{n-1} P'_k$ is non-zero, and $P''_n = \sum_{k=1}^{n-1} P''_k$ is non-zero. For each $k \in \{1, \ldots, n\}$, let $Q'_k = P'_k + P''_k$, and let $Q''_n$ be such that $Q''_n = [Q_n]_0$ so $Q_n \sim Q''_n$ by [12] Theorem 1.4.

Notice

$$\sum_{k=1}^n |Q_k|_0 = |I_\mathfrak{A}|_0 = \sum_{k=1}^n |Q'_k|_0 = |Q'_n|_0 + \sum_{k=1}^{n-1} |Q_k|_0.$$ 

Hence $[Q_n]_0 = [Q'_n]_0$ so $Q_n \sim Q'_n$ by [12] Theorem 1.4.

We note the following adaptation of [32] Theorem 4.2.

Corollary 6.8. Let $\mathfrak{A}$ be a unital, simple, purely infinite $C^*$-algebra. If $S, T \in \mathfrak{A}$ are self-adjoint, then

$$\text{dist}(S, \overline{\text{conv}(\mathcal{U}(T))}) = \sup_{x \in \sigma(S)} \text{dist}(x, \overline{\text{conv}(\sigma(T))}).$$

Proof. First, suppose $T' \in \text{conv}(\mathcal{U}(T))$. Let $\pi : \mathfrak{A} \to B(\mathcal{H})$ be a faithful representation of $\mathfrak{A}$ (whose existence is guaranteed by the GNS construction). By [27] Problem 171, for every self-adjoint operator $A \in B(\mathcal{H})$,

$$\text{conv}(\sigma(A)) = \overline{\{\langle A\eta, \eta \rangle \mid \eta \in \mathcal{H}, \|\eta\| = 1\}}.$$

Let $\eta \in \mathcal{H}$ be such that $\|\eta\| = 1$. Since

$$\|T' - S\| \geq \|\langle \pi(T' - S)\eta, \eta \rangle\| \geq \text{dist}(\langle \pi(S)\eta, \eta \rangle, \text{conv}(\sigma(T))),$$

we obtain that

$$\gamma I_\mathfrak{A} = \gamma(Q_1 + Q'_1) + \gamma(Q_3 + Q'_3) \in \overline{\text{conv}(\mathcal{U}(P))}.$$
we obtain that
\[
\text{dist}(S, \text{conv}(\mathcal{U}(T))) \geq \sup_{x \in \sigma(S)} \text{dist}(x, \text{conv}(\sigma(T))).
\]

For the reverse inclusion, defined a continuous function \( f : \mathbb{R} \to \mathbb{R} \) so that \( f(x) \in \text{conv}(\sigma(T)) \) for all \( x \) and
\[
|x - f(x)| = \text{dist}(x, \text{conv}(\sigma(T))
\]
for all \( x \in \mathbb{R} \). Let \( T' = f(S) \). Therefore, by the continuous functional calculus, \( \sigma(T') = f(\sigma(S)) \subseteq \text{conv}(\sigma(T)) \). Hence \( T' \in \text{conv}(\sigma(T)) \) by Theorem 6.1. Since
\[
\|S - T'\| = \sup_{x \in \sigma(S)} \|x - f(x)\| = \sup_{x \in \sigma(S)} \text{dist}(x, \text{conv}(\sigma(T))),
\]
the reverse inclusion holds.

To conclude this paper, we note the proof of Theorem 6.1 can be improved to normal operators provided \( K_1(\mathfrak{A}) \) is trivial or, more generally by [13], for normal operators \( N \) such that \( \lambda I_{\mathfrak{A}} - N \) is an element of the connected component containing \( I_{\mathfrak{A}} \) in the set of invertible elements of \( \mathfrak{A} \), denoted \( \mathfrak{A}_0^{-1} \), for all \( \lambda \notin \sigma(N) \). This is a generalization of [32, Theorem 4.1] and we only sketch the modifications to the proof.

**Theorem 6.9.** Let \( \mathfrak{A} \) be a unital, simple, purely infinite \( C^* \)-algebra and let \( N_1, N_2 \in \mathfrak{A} \) be normal operators with \( \lambda I_{\mathfrak{A}} - N_k \in \mathfrak{A}_0^{-1} \) for all \( \lambda \notin \sigma(N_k) \) and for all \( k \). Then \( N_2 \in \text{conv}(\mathcal{U}(N_1)) \) if and only if \( \sigma(N_2) \subseteq \text{conv}(\sigma(N_1)) \).

**Proof.** Suppose \( N_2 \in \text{conv}(\mathcal{U}(N_1)) \). Let \( (M_n)_{n \geq 1} \subseteq \text{conv}(\mathcal{U}(N_1)) \) be such that \( N_2 = \lim_{n \to \infty} M_n \) and let \( \pi : \mathfrak{A} \to B(\mathcal{H}) \) be a faithful representation of \( \mathfrak{A} \). By [27, Problem 171], for every normal operator \( A \in B(\mathcal{H}) \),
\[
\sigma(A) = \overline{\{ \langle A\eta, \eta \rangle \mid \eta \in \mathcal{H}, \|\eta\| = 1 \}}.
\]
Since \( M_n \in \text{conv}(\mathcal{U}(N_1)) \), we obtain \( \langle \pi(M_n)\eta, \eta \rangle \in \text{conv}(\sigma(N_1)) \) for all \( \eta \in \mathcal{H} \) with \( \|\eta\| = 1 \). Therefore, since \( \langle \pi(N_2)\eta, \eta \rangle = \lim_{n \to \infty} \langle \pi(M_n)\eta, \eta \rangle \), we obtain \( \sigma(N_2) \subseteq \text{conv}(\sigma(N_1)) \).

For the converse direction, note by [12] that \( N_1 \) and \( N_2 \) can be approximated by normal operators with finite spectra. Thus, by an application of the continuous functional calculus, it suffices to prove that if \( \sigma(N_2) \) and \( \sigma(N_1) \) are finite and \( \sigma(N_2) \subseteq \text{conv}(\sigma(N_1)) \), then \( N_2 \in \text{conv}(\mathcal{U}(N_1)) \). Furthermore, by using similar direct sum arguments as in the proof of Theorem 6.1, it suffices to prove the result in the case that \( N_2 \in \mathcal{C}I_{\mathfrak{A}} \).

Note that Lemma 6.7 holds when \( \alpha \) and \( \beta \) are complex numbers by applying rotations and translations. Hence by applying the same ideas as in Lemma 6.5, we may reduce to the case that \( N \) has exactly three points in its spectrum.

Suppose \( \sigma(N_1) = \{\alpha_1, \alpha_2, \alpha_3\} \) and \( \gamma \in \text{conv}(\sigma(N_1)) \). Then there exists a permutation \( \sigma \) on \( \{1, 2, 3\} \) and \( t, r \in [0, 1] \) such that if \( \gamma' = t\alpha_{\pi(1)} + (1 - t)\alpha_{\pi(2)} \) then \( \gamma = r\gamma' + (1 - r)\alpha_{\pi(3)} \). Consequently, by applying rotations, translations, compressions, and Lemma 6.7 first with the spectral projections corresponding to \( \alpha_{\pi(1)} \) and \( \alpha_{\pi(2)} \), and then again with the result and the spectral projection corresponding to \( \alpha_{\pi(3)} \), the result is obtained.
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