Small-volume effect enables the spine robust, sensitive and efficient information transfer
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Abstract

Why is the spine of a neuron so small that only small numbers of molecules can exist and reactions inevitably become stochastic? Despite such noisy conditions, we previously showed that the spine exhibits robust, sensitive and efficient features of information transfer using probability of Ca$^{2+}$ increase; however, their mechanisms remains unknown. Here we show that the small-volume effect enables robust, sensitive and efficient information transfer in the spine volume, but not in the cell volume. In the spine volume, intrinsic noise in reactions becomes larger than extrinsic noise of input, making robust information transfer against input fluctuation. Stochastic facilitation of Ca$^{2+}$ increase occurs in the spine volume, making higher sensitivity to lower intensity of input. Volume-dependency of information transfer enables efficient information transfer per input in the spine volume. Thus, we propose that the small-volume effect is the functional reasons why the spine has to be so small.

The spine is a platform of a neuron where input timing information from other neurons is integrated, and is extremely small.1,2. For example, in a parallel fiber (PF)-cerebellar Purkinje cell synapse, the volume of spine is approximately 0.1 µm³ where the number of molecules are limited to tens to hundreds (Fig. 1a, see also Fig. 7), and is 10⁴-fold smaller than the cell body (5,000 µm³) (Fig. 1a, see also Fig 7)3–5. Under such conditions, reactions in the spine inevitably become stochastic and inputs are fluctuated due to low numbers of molecules in the small volume6–10. Intuitively, such noisy conditions are disadvantageous for information processing. Why is the spine so small? This is one of the fundamental questions in neuroscience and biological information processing.
Cerebellar Purkinje cells receive two inputs. One is PF inputs from granular neurons that are thought to code sensorimotor signals, and the other is a climbing fiber (CF) input from inferior olivary nucleus that is thought to code error signal\textsuperscript{11–13}. Conjunctive PF and CF inputs but not either PF or CF inputs alone has been shown to induce large Ca\textsuperscript{2+} increases by positive feedback loop via IP\textsubscript{3} (inositol trisphosphate)-induced Ca\textsuperscript{2+} release (IICR)\textsuperscript{14,15}, leading to long-term decreases of synaptic strength that are known as cerebellar long-term depression (LTD)\textsuperscript{16}, a tentative molecular basis of cerebellar motor learning\textsuperscript{17,18}. It has experimentally been shown that large Ca\textsuperscript{2+} increase occur when PF and CF inputs are coincident at a given synapse within a 200 msec time window, and that Ca\textsuperscript{2+} increase against the timing between PF and CF inputs shows a bell-shaped response (Fig. 1c)\textsuperscript{15}. We have previously developed detailed biochemical deterministic model of Ca\textsuperscript{2+} increase in a PF-cerebellar Purkinje cell synapse, and reproduced the PF- and CF-timing dependent Ca\textsuperscript{2+} increase\textsuperscript{19}. In addition, by reducing this model, we have also made the simple deterministic model and extracted essential framework of the network for PF and CF inputs dependent Ca\textsuperscript{2+} increase\textsuperscript{20,21}.

However, in the spine, the number of molecules is limited to tens to hundreds; thus, reactions should behave stochastically rather than deterministically. Indeed, it has experimentally been shown that, the coincident PF and CF inputs stochastically induce Ca\textsuperscript{2+} increases; in some cases, large Ca\textsuperscript{2+} increases are observed, whereas in other cases, they are not (Fig. 1b, c). In addition to the intrinsic noise due to the stochastic fluctuation of Ca\textsuperscript{2+} increase, PF inputs has been shown to fluctuate\textsuperscript{8–10}, which can be regarded as extrinsic noise. We have created a stochastic simulation model based on the deterministic model\textsuperscript{19} that incorporated stochastic reactions due to the small number of molecules of the interval between PF and CF inputs\textsuperscript{22}. We have previously shown that the spine uses probability of Ca\textsuperscript{2+} increase, rather than its amplitude, for information transfer, and that probability of Ca\textsuperscript{2+} increases in the spine shows robustness against input fluctuation, sensitivity to lower input numbers, and efficiency of information transfer\textsuperscript{22}. However, the robustness, sensitivity and efficiency were not defined, and their mechanism remains unknown.

In this study, we made a simple stochastic model based on the simple deterministic model\textsuperscript{20}. Using the simple stochastic model, we defined the robustness, sensitivity and efficiency of information transfer by Ca\textsuperscript{2+} increase, and clarified their mechanisms (see Fig. 7). Furthermore, we found that the small-volume effect enables robust, sensitive and efficient information transfer in the spine volume, but not in the cell volume. We propose that the small-volume effect is one of the functional reasons why the spine has to be so small.

Results

Development of the simple stochastic model
To reduce complexity and computational cost of the detailed stochastic model (Fig. 1d)\textsuperscript{22}, we constructed the simple stochastic model based on the simple deterministic model (Fig. 1e)\textsuperscript{20}. We set the parameters regarding to PF and CF inputs of simple deterministic model to reproduces the PF- and CF-timing dependent \(Ca^{2+}\) response of the detailed stochastic model\textsuperscript{22} (Fig. 1, Supplementary Fig. 1, Supplementary Table 1, 2, Method). Hereafter, we denoted \(10^{-1} \text{µm}^3\) as the spine volume, and \(10^3 \text{µm}^3\) as the cell volume. In the spine volume, coincident PF and CF inputs with \(\Delta t = 100\) msec induced a large \(Ca^{2+}\) increase (Fig. 1f, red), but sometimes failed to induce a large \(Ca^{2+}\) increase (Fig. 1f, blue). We defined \(Ca_{res}\) as the temporal integration of \(Ca^{2+}\) concentration, subtracted by the basal \(Ca^{2+}\) concentration. The distribution of \(Ca_{res}\) showed a bimodal distribution (Fig. 1g). The distribution of \(Ca_{res}\) always showed a bimodal distribution regardless of the timing between PF and CF inputs, and probability of a large \(Ca^{2+}\) increase changed depending the timing between PF and CF inputs (Fig. 1h). We divided the distribution of \(Ca_{res}\) into the probability component (Fig. 1i) and the amplitude component (Fig. 1j) (see Methods). The probability component, but not the amplitude component, showed a bell-shaped time window, indicating that the timing information between PF and CF inputs is coded by the probability of large \(Ca^{2+}\) increase, rather than the amplitude of \(Ca^{2+}\) increase in the spine volume. By contrast, in the cell volume, the coincident PF and CF inputs with \(\Delta t = 100\) msec always induced a large \(Ca^{2+}\) increase without failure (Fig. 1k) and \(Ca_{res}\) showed a unimodal distribution (Fig. 1l) (see Methods). The distribution of \(Ca_{res}\) always showed a unimodal distribution regardless of the timing between PF and CF inputs (Fig. 1m), and only the amplitude of \(Ca_{res}\) (Fig. 1o), but not the probability (Fig. 1n), showed a bell-shaped time window, indicating that the timing information between PF and CF inputs is coded by the amplitude of \(Ca^{2+}\) increase, rather than the probability of large \(Ca^{2+}\) increase in the cell volume. These results are consistent with our previous study using the detailed stochastic model\textsuperscript{22}.

The simple stochastic model also showed the similar properties, such as efficiency, robustness, and sensitivity in the detailed stochastic model (Fig. 2, Supplementary Fig. 2). The mutual information between \(Ca_{res}\) and the PF- and CF-timing increased with the increase in the volume (Fig. 2a). In the spine volume, the probability component of the mutual information was larger than the amplitude component of the mutual information (Fig. 2a, inset), and the amplitude component of the mutual information became larger than the probability component of the mutual information with the increase in the volume. Mutual information per volume became the highest at the spine volume, and decreased with the increase in the volume (Fig. 2b), indicating that the most efficient information coding per volume is achieved at the spine volume. In the spine volume, the mutual information did not decrease and remained constant regardless of the CV (coefficient of variation) of PF input (Fig. 2c, black line), whereas that in the cell volume decreased with the increase in CV of PF input (Fig. 2c, yellow line, Supplementary Fig. 1), indicating that the information transfer by \(Ca_{res}\) robust against
fluctuation of PF input only in the spine volume, but not in the larger volume including the cell volume. The detailed stochastic model showed a higher sensitivity to the lower numbers of PF input in the spine volume rather than the cell volume (Supplementary Fig. 2d)\textsuperscript{22}. We showed that the higher sensitivity to low PF input can be seen in the spine volume, but not in the larger volume including the cell volume (see below). These results in the simple stochastic model are also consistent with those in the detailed stochastic model (Supplementary Fig. 2)\textsuperscript{22}.

These results indicate that the simple stochastic model can retain the essential properties of Ca\textsuperscript{2+} response, such as robust, sensitive and efficient features. Using this simple stochastic model, we next defined the robustness, sensitivity, and efficiency, and clarified their mechanisms in the spine volume.

**The mechanism of the robustness**

In this section, we defined the robustness, and clarified the mechanism of the robustness as follows. The amplitudes of Ca\textsuperscript{2+} increase by conjunctive PF and CF inputs is compatible with those by strong PF input alone (see Supplementary Fig. 3k)\textsuperscript{19}. Consistently, PF input alone has experimentally been shown to induce a large Ca\textsuperscript{2+} increase\textsuperscript{23}. Therefore, we hereafter used PF input alone. First, we showed that robustness is given by unchanging of the distribution of $Ca_{res}$ against the fluctuation of PF input. We obtained the necessary and sufficient condition for the robustness, that the intrinsic noise is much larger than the extrinsic noise. We showed that the range of the fluctuation of PF input satisfying the conditions for the robustness is much larger in the spine volume than in the cell volume, indicating that the distribution of $Ca_{res}$ against the fluctuation of PF input in the spine volume is more robust than the cell volume against the fluctuation of PF input.

Hereafter, for simplicity, we used only PF input alone instead of PF and CF inputs. The $Amp_{PF}$, amplitude of the PF input, was set to be between 150 and 215 unless otherwise noted. Consistently, PF input alone has experimentally been shown to induce a large Ca\textsuperscript{2+} increase\textsuperscript{23}. We performed the stochastic simulation $10^4$ times per each amplitude of PF input, which is defined as $Amp_{PF}$, and obtained $p_c(Ca_{res}|Amp_{PF})$, the probability density distribution of $Ca_{res}$. Using $p_c(Ca_{res}|Amp_{PF})$, we examined the mechanism of the robustness. In the spine volume, the distribution of $Ca_{res}$, $p_c(Ca_{res}|Amp_{PF})$, became bimodal when $Amp_{PF}$ exceeded around 50 (Fig. 3a, Supplementary Fig. 3a, b). By contrast, in the cell volume, the distribution of $Ca_{res}$ always showed unimodal distribution regardless of $Amp_{PF}$, and its average monotonically increased along $Amp_{PF}$ when $Amp_{PF}$ exceeded around 150 (Fig. 3b, Supplementary Fig. 3i, j).

*The robustness is given by unchanging of the distribution of $Ca_{res}$ against the fluctuation of PF input*
We have shown that the distribution of $\mathcal{C}_{\text{res}}$ for each $\Delta t$ was unchanged regardless of CV of PF input in the spine volume, but not in the cell volume (see Supplementary Fig. 1)\textsuperscript{22}, suggesting that unchanging of the distribution of $\mathcal{C}_{\text{res}}$ against the fluctuation of PF input is a key to the robustness of the information transfer. Therefore, we examined whether the distribution of $\mathcal{C}_{\text{res}}$ with PF input alone is also unchanged regardless of CV of PF input in the spine volume, but not in the cell volume.

Experimentally, it has been reported that the distribution of amplitude of PF input in the Purkinje cell can be approximated by a Gaussian distribution\textsuperscript{10}. We set $p_a(Amp_{PF}|\mu_a, \sigma_a)$, the probability density distribution of $Amp_{PF}$, as the Gaussian distribution given by $\mathcal{N}(Amp_{PF}|\mu_a, \sigma_a^2)$, where $\mu_a$ and $\sigma_a$ denote the average of $Amp_{PF}$ and the standard deviation of $Amp_{PF}$, respectively. We used $\sigma_a$, the standard deviation of $Amp_{PF}$, as the magnitude of fluctuation of $Amp_{PF}$ because the $\sigma_a$ is proportional to $CV_a$, CV of $Amp_{PF}$, with the fixed $\mu_a$, given by $CV_a = \sigma_a/\mu_a$. When PF input is given by $p_a(Amp_{PF}|\mu_a, \sigma_a)$, the distribution of $\mathcal{C}_{\text{res}}$ with the fluctuation of $Amp_{PF}$, is given by

$$p_{ac}(\mathcal{C}_{\text{res}}|\mu_a, \sigma_a) = \int_{Amp_{PF}} p_a(a|\mu_a, \sigma_a)p_c(\mathcal{C}_{\text{res}}|a) \, da$$

$$= \int_{Amp_{PF}} \mathcal{N}(a|\mu_a, \sigma_a^2) p_c(\mathcal{C}_{\text{res}}|a) \, da,$$  \hspace{1cm} (1)

where, $p_c(\mathcal{C}_{\text{res}}|a)$ for each $a \in Amp_{PF}$, i.e. $p_c(\mathcal{C}_{\text{res}}|Amp_{PF})$, was obtained by the stochastic simulation. In the spine volume, the distributions of $\mathcal{C}_{\text{res}}$ always exhibited the similar bimodal distributions regardless of $CV_a$ and did not change even if the $CV_a$ became larger (Fig. 3c–e). By contrast, in the cell volume, the distributions of $\mathcal{C}_{\text{res}}$ exhibited unimodal distribution with $CV_a = 0$, and with the increase in $CV_a$, the distributions of $\mathcal{C}_{\text{res}}$ changed and became bimodal (Fig. 3f–h). These properties remained the same regardless of the average of $Amp_{PF}, \mu_a$ (Supplementary Fig. 4). The similar results were obtained when both PF and CF inputs were used (see Supplementary Fig. 1).

Taken together, in the spine volume, the distribution of $\mathcal{C}_{\text{res}}$ remained almost unchanged against the fluctuation of $Amp_{PF}$, whereas, in the cell volume, the distribution of $\mathcal{C}_{\text{res}}$ largely varied against the fluctuation of $Amp_{PF}$. These results indicate that unchanging of the distribution of $\mathcal{C}_{\text{res}}$ against the fluctuation of $Amp_{PF}$ causes the robustness.

We quantitated the change of the distributions of $\mathcal{C}_{\text{res}}$ with the increase in $CV_a$ by the $\chi^2$ distance against the distributions of $\mathcal{C}_{\text{res}}$ with $CV_a = 0$. The $\chi^2$ distance becomes 0 when the distribution of $\mathcal{C}_{\text{res}}$ with a $CV_a$ is the same with that with $CV_a = 0$, and the $\chi^2$ distance becomes 1 when two distributions are completely different. In the spine volume, the $\chi^2$ distance remained almost 0 regardless of $CV_a$, whereas, in the cell volume, the $\chi^2$ distance abruptly increased with the increase in $CV_a$ and became close to 1 (Fig. 3i), indicating that the distribution of $\mathcal{C}_{\text{res}}$ in the spine volume unchanges with
the increase in $CV_a$, whereas, that in the cell volume largely changes even with the small increase in $CV_a$. This is the reason why the robustness can be seen only in the spine volume but not in the cell volume.

The necessary and sufficient condition for the robustness

Next, we clarified the mechanism that the distribution of $Ca_{res}$ in the spine volume unchanges with the increase in $CV_a$, whereas that in the cell volume largely changes even with the small increase in $CV_a$, and obtained the necessary and sufficient conditions for the robustness: unchanging of the distribution of the distribution of $Ca_{res}$ regardless of $CV_a$. We considered $p_{ac}(Ca_{res}|\mu_a, \sigma_a)$, the distribution of $Ca_{res}$ with the fluctuation of $Amp_{PF}$, with the increase in $CV_a$. Note that $CV_a = \sigma_a/\mu_a$. Since $N(Amp_{PF}|\mu_a, \sigma_a^2)$ is symmetric with respect to the point $\mu_a$, i.e. $\forall \alpha \in Amp_{PF}, \mathcal{N}(\alpha|\mu_a, \sigma_a^2) = \mathcal{N}(2\mu_a - a|\mu_a, \sigma_a^2)$, the equation (1) was deformed into

$$p_{ac}(Ca_{res}|\mu_a, \sigma_a) = \int_{\mu_a}^{\infty} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) p_c(Ca_{res}|\alpha) d\alpha + \int_{-\infty}^{\mu_a} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) p_c(Ca_{res}|\alpha) d\alpha$$

$$= \int_{\mu_a}^{\infty} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) p_c(Ca_{res}|\alpha) d\alpha + \int_{\mu_a}^{\infty} \mathcal{N}(2\mu_a - a|\mu_a, \sigma_a^2) p_c(Ca_{res}|2\mu_a - a) d\alpha$$

$$= \int_{\mu_a}^{\infty} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) p_c(Ca_{res}|\alpha) d\alpha + \mathcal{N}(a|\mu_a, \sigma_a^2) p_c(Ca_{res}|2\mu_a - a) d\alpha$$

$$= \int_{\mu_a}^{\infty} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) [p_c(Ca_{res}|\alpha) + p_c(Ca_{res}|2\mu_a - a)] d\alpha. \quad (2)$$

Since the distribution of $Amp_{PF}$ is the Gaussian distribution, $N(Amp_{PF}|\mu_a, \sigma_a^2)$, the probability density that the $Amp_{PF} = a$ occurs decreases as the difference between $a$ and $\mu_a$ becomes larger. In particular, the probability that $Amp_{PF} = a$ is included in the range $\mu_a - 3\sigma_a \leq a \leq \mu_a + 3\sigma_a$ is given by $\int_{\mu_a - 3\sigma_a}^{\mu_a + 3\sigma_a} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) d\alpha = 0.9974\ldots$, i.e, almost 1. Thus, the probability of $a > \mu_a + 3\sigma_a$ or $a < \mu_a - 3\sigma_a$ is quite small and negligible. Therefore, satisfying the equation (2) in the range $\mu_a - 3\sigma_a \leq a \leq \mu_a + 3\sigma_a$ is enough to satisfy the equation (2) in almost all the range of $Amp_{PF}$. This means the r.h.s. (right-hand side) of the equation (2) in the range $a > \mu_a + 3\sigma_a$ can be neglected, and $p_{ac}(Ca_{res}|\mu_a, \sigma_a)$ is given by

$$p_{ac}(Ca_{res}|\mu_a, \sigma_a) = \int_{\mu_a}^{\mu_a + 3\sigma_a} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) [p_c(Ca_{res}|\alpha) + p_c(Ca_{res}|2\mu_a - a)] d\alpha. \quad (3)$$

Here, we considered the two alternative cases. One is the case where the averaged distribution between the distributions of $Ca_{res}$ with the $Amp_{PF} = a$ shifted $|a - \mu_a|$ from $\mu_a$, the average of $Amp_{PF}$, i.e., $1/2[p_c(Ca_{res}|a) + p_c(Ca_{res}|2\mu_a - a)]$, is almost the same as the distribution of $Ca_{res}$ with $Amp_{PF} = \mu_a$, $p_c(Ca_{res}|\mu_a)$ up to $a = \mu_a + 3\sigma_a$, given by

$$p_{ac}(Ca_{res}|\mu_a, \sigma_a) = \int_{\mu_a}^{\mu_a + 3\sigma_a} \mathcal{N}(\alpha|\mu_a, \sigma_a^2) [p_c(Ca_{res}|\alpha) + p_c(Ca_{res}|2\mu_a - a)] d\alpha. \quad (3)$$
∀a < μa + 3σa:

\[ p_c(Ca_{res}|μ_a) \approx \frac{1}{2} [p_c(Ca_{res}|a) + p_c(Ca_{res}|2μ_a - a)]. \]  (4)

The other is the case where the averaged distribution of \( Ca_{res} \) between the distributions of \( Ca_{res} \) with \( Amp_{PF} \) shifted \([a - μ_a] \) from \( μ_a \) is not always the same as the distribution of \( Ca_{res} \) with \( μ_a \) up to \( a = μ_a + 3σ_a \), given by

\[ 3a < μ_a + 3σ_a: \]

\[ p_c(Ca_{res}|μ_a) \neq \frac{1}{2} [p_c(Ca_{res}|a) + p_c(Ca_{res}|2μ_a - a)]. \]  (5)

First, we considered the conditions where the equation (4) is satisfied, and obtained the condition where 

\[ p_{ac}(Ca_{res}|μ_a, σ_a), \]

the distribution of \( Ca_{res} \) with the fluctuation of \( Amp_{PF} \), does not change against \( σ_a \), the magnitude of fluctuation of \( Amp_{PF} \). This condition means that the distribution of \( Ca_{res} \) remained the same against fluctuation of \( Amp_{PF} \). Substituting the equation (4) for the equation (3), we obtained

\[ p_{ac}(Ca_{res}|μ_a, σ_a) \approx 2 \int_{μ_a}^{μ_a + 3σ_a} N(a|μ_a, σ_a^2) p_c(Ca_{res}|μ_a) \, da \]

\[ = 2p_c(Ca_{res}|μ_a) \int_{μ_a}^{μ_a + 3σ_a} N(a|μ_a, σ_a^2) \, da \]

\[ \approx p_c(Ca_{res}|μ_a). \]  (6)

The l.h.s. (left-hand side) of the equation (6) indicates the distribution of \( Ca_{res} \) with the fluctuation of \( Amp_{PF} \). The l.h.s. is almost the same as the r.h.s. that indicates the distribution of \( Ca_{res} \) without the fluctuation of \( Amp_{PF} \). Note that the \( σ_a \) does not directly appear in the equation (4), however, \( σ_a \) determines the upper bound of the range of \( a - μ_a \) satisfying the equation (4). This means that if the equation (6) is satisfied for \( σ_a = σ_a^\ast \), the equation (6) is also satisfied for \( σ_a < σ_a^\ast \). Namely, the upper bound of the range of \( a - μ_a \) satisfying the equation (4) is larger, the equation (6) is satisfied for larger \( σ_a, \) i.e. \( CV_a \). Therefore, the equation (4) is the condition sufficient to allow that the distribution of \( Ca_{res} \) does not change against the fluctuation of \( Amp_{PF} \).

By contrast, under the conditions where the equation (5) is satisfied, there does not exist \( p_{ac}(Ca_{res}|μ_a, σ_a), \) the distribution of \( Ca_{res} \) with the fluctuation of \( Amp_{PF} \), which does not change against the fluctuation of \( Amp_{PF} \) (see Supplementary Note 1).

Taken together, the equation (4) is a necessary and sufficient condition where the distribution of \( Ca_{res} \) remains the same against the fluctuation of \( Amp_{PF} \). If \( a - μ_a \), the effective \( Amp_{PF} \) with the fluctuation of \( Amp_{PF} \), satisfying the equation (4) is larger, the distribution of \( Ca_{res} \) does not change even against the larger fluctuation of \( Amp_{PF} \). Therefore, the upper bound
of the range of \( a - \mu_a \) satisfying the equation (4) determines the maximum of \( \sigma_a \) where the distribution of \( Ca_{res} \) does not change. Next, we examined the upper bounds of the range of \( a - \mu_a \) satisfying the equation (4) in the spine volume and in the cell volume. We also demonstrated that the upper bound of the range of \( a - \mu_a \) satisfying the equation (4) in the spine volume is much larger than that in the cell volume, thus, information transfer by \( Ca_{res} \) in the spine volume is much more robust than that in the cell volume against the fluctuation of \( Amp_{PF} \).

The necessary and sufficient condition for the robustness is satisfied in the range where the intrinsic noise is larger than the extrinsic noise

We next showed that the upper bound of the range of \( Amp_{PF} \) satisfying the equation (4) is determined by the upper bound of the range of \( Amp_{PF} \) where the intrinsic noise is larger than the extrinsic noise. We first gave the intuitive interpretation of this proposition using schematic representation of the distribution of \( Ca_{res} \) with indicated \( Amp_{PF} \) in the spine volume and cell volume (Fig. 3j, Supplementary Fig. 3) and then proved it. The distribution of \( Ca_{res} \) in the spine volume is divided into two distributions by threshold \( \theta \) (Fig. 3j, see Supplementary Fig. 5). Note that because of the unimodal distribution of \( Ca_{res} \) in the cell volume, we set \( \theta = -\infty \) in the cell volume. This means that the equation (4) was divided into the forms given by

\[
p_c(Ca_{res}|Amp_{PF}) = P_+(Amp_{PF})p_c(Ca_{res}|Ca_{res} > \theta, Amp_{PF})
+ P_-(Amp_{PF})p_c(Ca_{res}|Ca_{res} \leq \theta, Amp_{PF}), \tag{7}
\]

where \( P_+ \) and \( P_- \) denote the probabilities of \( Ca_{res} > \theta \) and \( Ca_{res} \leq \theta \) with \( Amp_{PF} = a \), respectively. We separately considered the first term and second term of r.h.s. It should be noted that since \( \theta \) in the cell volume was set at \( -\infty \), \( P_+ \) in the cell volume is always 1 for any \( Amp_{PF} \). Furthermore, we defined \( Amp'_{PF} \equiv Amp_{PF} - \mu_a \), the relative amplitude of PF input, as the difference of \( Amp_{PF} \) from \( \mu_a \), the average of \( Amp_{PF} \). \( \hat{p}_c(Ca_{res}|x) \), the distribution of \( Ca_{res} \) with \( Amp'_{PF} = x \), was defined from \( p_c(Ca_{res}|a) \), the distribution of \( Ca_{res} \) with \( Amp_{PF} = a \), given by

\[
\hat{p}_c(Ca_{res}|x) \equiv p_c(Ca_{res}|\mu_a + x) = p_c(Ca_{res}|a) \tag{9}
\]

Then, the equations (4) and (7) were deformed, respectively, given by
\[
\hat{p}_c(C_{a_{res}}|0) = \frac{1}{2} [\hat{p}_c(C_{a_{res}}|x) + \hat{p}_c(C_{a_{res}}|-x)].
\]

\[(10)\]

\[
\hat{p}_c(C_{a_{res}}|x) = P_+(\mu_a + x)\hat{p}_c(C_{a_{res}}|C_{a_{res}} > \theta, x) + P_-(\mu_a + x)\hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, x).
\]

\[(11)\]

In the spine volume, the distributions of \(C_{a_{res}}\) above the threshold \(\theta\) with \(Amp'_{PF} = x\) (Fig. 3j, blue in the left panel, blue line) and with \(Amp'_{PF} = -x\) (Fig. 3j, the left panel, the red line) had \(\sigma_c(\mu_a \pm x)\), the standard deviation of \(C_{a_{res}}\), which is larger than \(\Delta C\alpha^*\), the gap of the \(C_{a_{res}}\) realizing the peaks of distributions of \(C_{a_{res}}\), and these distributions widely overlapped each other. Then, the averaged distribution of these two distributions of \(C_{a_{res}}\) with \(Amp'_{PF} = \pm x\) became the unimodal and intermediate distribution (Fig. 3j, the left panel, the green dashed line), and became almost the same as the distribution of \(C_{a_{res}}\) above threshold \(\theta\) with \(Amp'_{PF} = 0\) (Fig. 3j, black line in the left panel, the black line). Also, the distributions of \(C_{a_{res}}\) below the threshold \(\theta\) exhibited the similar unimodal distribution. Thus, the averaged distribution of these two distributions below the threshold \(\theta\) (Fig. 3j, the left panel, the green dashed line) became almost the same as the distribution of \(C_{a_{res}}\) above threshold \(\theta\) with \(Amp'_{PF} = 0\) (Fig. 3j, black line in the left panel, the black line). Therefore, in the spine volume, for the both distributions of \(C_{a_{res}}\) above and below the threshold \(\theta\), the averaged distributions of the distributions of \(C_{a_{res}}\) with \(Amp'_{PF} = \pm x\) were the same as that with \(Amp'_{PF} = 0\), indicating that the equation (4) is satisfied. This also means that any symmetrical distribution of \(Amp'_{PF}\) other than the Gaussian distribution can give the same result. By contrast, in the cell volume, the distributions of \(C_{a_{res}}\) with \(Amp'_{PF} = x\) (Fig. 3j, the right panel, the red line) and \(Amp'_{PF} = -x\) (Fig. 3j, the right panel, the blue line) had the standard deviations which are smaller than \(\Delta C\alpha^*\), the gap of the \(C_{a_{res}}\) realizing the peaks of distributions of \(C_{a_{res}}\), and did not overlapped each other. Then, the averaged distribution of these two distributions (Fig. 3j, the right panel, the green dashed line) became bimodal and did not conform to the distribution of \(C_{a_{res}}\) with \(Amp'_{PF} = 0\) (Fig. 3j, the right panel, the black line), indicating that the equation (4) is not satisfied. Therefore, the symmetry of the distribution of \(Amp'_{PF}\) and large \(\sigma_c\), the standard deviations of the distribution of \(C_{a_{res}}\), in comparison to \(\Delta C\alpha^*\), the gap of the \(C_{a_{res}}\) realizing peaks of distributions of \(C_{a_{res}}\), can give the conformation of the averaged distribution of the two distributions of \(C_{a_{res}}\) with \(Amp'_{PF} = \pm x\) to the distribution with \(Amp'_{PF} = 0\). Then, we proved this proposition. For this purpose, we derived the upper bound of the range of \(x\) where the equation (4) is satisfied, and showed that this upper bound in the spine volume is larger than that in the cell volume.

We tried to examine the upper bound of the range of \(x\) where the equation (4) is satisfied, and showed that the upper bound of the range of \(x\) in the spine volume is larger than that in the cell volume. Hereafter, each distribution of \(C_{a_{res}}\) for \(C_{a_{res}} > \theta\) and \(C_{a_{res}} \leq \theta\) is approximated by the Gaussian distribution. We tried to examine that the equation (4) is satisfied when \(\sigma_c\), the standard deviation of \(C_{a_{res}}\), is larger than \(\Delta C\alpha^*\), the gap of \(C\alpha^*\) with \(Amp'_{PF} = x\) and \(Amp'_{PF} = -x\).
Here, we considered the small gap of $Amp_{PF}$, hence, for simplicity, $\sigma_c(\mu_a + x)$ and $\sigma_c(\mu_a - x)$, the standard deviations of $Ca_{res}$ with $Amp_{PF} = \mu_a + x$ and $Amp_{PF} = \mu_a - x$, were regarded as $\sigma_c(\mu_a)$, the standard deviation of $Ca_{res}$ with $Amp_{PF} = \mu_a$, up to the upper bound of the range of $x$ satisfying the equation (4) (Supplementary Fig. 5).

First, we considered $\hat{p}_c(Ca_{res}|Ca_{res} > \theta, x)$, the distribution of $Ca_{res}$, for $Ca_{res} > \theta$ in the spine and cell volumes, we approximated the distribution of $Ca_{res}$ for $Ca_{res} > \theta$ by the Gaussian distribution, given by

$$\hat{p}_c(Ca_{res}|Ca_{res} > \theta, x) \approx \frac{1}{\sqrt{2\pi \sigma_c^2}} \exp \left( -\frac{(Ca_{res} - Ca^*(\mu_a + x))^2}{2\sigma_c^2} \right).$$

(12)

$Ca^*$ indicates the $Ca_{res}$ realizing the peak of distribution of $Ca_{res}$, given by

$$Ca^*(a) = \arg \max_{Ca_{res}} p_c(Ca_{res}|Ca_{res} > \theta, a).$$

(13)

As mentioned above, we assumed $\sigma_c = \sigma_c(\mu_a \pm x) = \sigma_c(\mu_a)$.

Then, for $Ca_{res} > \theta$, we substituted the equations (11) and (12) into the r.h.s. of the equation (10), and obtained

$$\frac{1}{2} [\hat{p}_c(Ca_{res}|x) + \hat{p}_c(Ca_{res}|x)]$$

$$= \frac{1}{2} \left( \frac{p_c(\mu_a + x)}{\sqrt{2\pi \sigma_c^2}} \exp \left( -\frac{(Ca_{res} - Ca^*(\mu_a + x))^2}{2\sigma_c^2} \right) + \frac{p_c(\mu_a - x)}{\sqrt{2\pi \sigma_c^2}} \exp \left( -\frac{(Ca_{res} - Ca^*(\mu_a - x))^2}{2\sigma_c^2} \right) \right).$$

(14)

Here, we considered $Ca^*$. $Ca^*$ for $Ca_{res} > \theta$ linearly increased from around $Amp_{PF} = 50$ in the spine volume (Fig. 4a, black line). In the spine volume, $Ca^*$ for $Ca_{res} > \theta$ linearly increased with the increase in $Amp_{PF}$ for $150 \leq Amp_{PF} \leq 215$, which corresponds to the range of the PF and CF input timing. Thus, regarding $Ca^*$ for $Ca_{res} > \theta$, we could assume

$$Ca^*(\mu_a \pm x) = Ca^*(\mu_a) \pm \Delta Ca^*(x).$$

(15)

Equation (15) indicates that the difference of $Ca^*$ between with $Amp_{PF} = \mu_a + x$ and with $Amp_{PF} = \mu_a$ is the same as that between with $Amp_{PF} = \mu_a$ and with $Amp_{PF} = \mu_a - x$, where $\Delta Ca^*$ indicates the difference of $Ca^*$ between with $Amp_{PF} = \mu_a \pm x$ and with $Amp_{PF} = \mu_a$. By contrast to the spine volume, in the cell volume, $Ca^*$ abruptly arose at $Amp_{PF} = 150$, and gradually increased with the increase in $Amp_{PF}$ (Fig. 4a, yellow line). Therefore, in the cell volume, the equation (15) is not satisfied around $Amp_{PF} = 150$, but almost satisfied for $150 < Amp_{PF} \leq 215$. Then, we substituted the equation (15) into the equation (14), and obtained
where $|\mu - \mu_*| \leq 3\sigma_c$ is almost satisfied. Hence, if $\Delta \mu_* \ll \sigma_c$, then, we could approximate
\[
\frac{1}{2} [P_+ (\mu_a + x) + P_+ (\mu_a - x)] \approx \frac{1}{2} P_+ (\mu_a).
\] (18)

This equation indicates that the average of the probabilities that $\mu$ exceeds the threshold $\theta$ with $\mu_a + x$ and $\mu_a - x$ is the same as the probability that $\mu$ exceeds the threshold $\theta$ with $\mu_a$. In the cell volume, the distribution of $\mu$ was unimodal, and $\theta = -\infty$ was assumed, then, $P_+$ was always 1, and the equation (18) was always satisfied. Therefore, we substituted the equation (18) into the equation (17), and obtained
\[
\frac{1}{2} [P_+ (\mu_a + x) + P_+ (\mu_a - x)] \approx \frac{1}{2} P_+ (\mu_a).
\] (19)

for $\mu > \theta$, i.e. the equation (4) for $\mu > \theta$ is satisfied.

On the other hand, for $\mu \leq \theta$, because $\mu$ for $\mu \leq \theta$ was almost constant, the distribution $\mu$ was mainly characterized only by $P_+$ of the distribution of $\mu$. However, $\mu$ is distributed by $\sigma_c$.
\[ \hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, 0) = \hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, \pm x). \]  

(20)

Then, using the equation (4) for \( C_{a_{res}} \leq \theta \), similar to the case for \( C_{a_{res}} > \theta \), we obtained

\[
\frac{1}{2}[P_-(x) + P_-(x)]\hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, 0)
= \frac{1}{2}[P_-(x)\hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, 0) + P_-(x)\hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, 0)]
= \frac{1}{2}[P_-(x)\hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, x) + P_-(x)\hat{p}_c(C_{a_{res}}|C_{a_{res}} \leq \theta, -x)]
= \hat{p}_c(C_{a_{res}}|x) + \hat{p}_c(C_{a_{res}}| -x)
\]

for \( C_{a_{res}} \leq \theta \), i.e. the equation (4) for \( C_{a_{res}} \leq \theta \) is also satisfied. Therefore, from the equations (19) and (21), we derived the equation (4). Thus, we approximately showed that if \( C_{a^*} \) and \( P_+ \) linearly increase with the increase in \( Amp_{PF} \) and \( \Delta C_{a^*} \ll \sigma_c \), the equation (4) was satisfied. This means that the necessary and sufficient condition for the robustness is satisfied in the range where the intrinsic noise, \( \sigma_c \), is larger than the extrinsic noise, \( \Delta C_{a^*} \).

The range of the fluctuation of PF input satisfying the conditions for the robustness is larger in the spine volume than in the cell volume.

We next examined the range of the fluctuation of PF input satisfying the condition for the robustness. In the spine volume, in the range considered \((150 \leq Amp_{PF} \leq 215)\), \( C_{a^*}(x) \) and \( P_+ \) always linearly increase with the increase in \( Amp_{PF} \). Thus, the range of \( Amp_{PF} \) where the distribution of \( C_{a_{res}} \) remains the same regardless of \( CV_a \) in the spine volume was determined by the range satisfying \( \Delta C_{a^*} \ll \sigma_c \). In the spine volume, \( \Delta C_{a^*}/\sigma_c \ll 1 \) when \( x \) was small, \( \Delta C_{a^*}/\sigma_c \) increased with the increase in \( x \), and exceeded 1 at \( x = 110 \) (Fig. 4c). By contrast, in the cell volume, \( \Delta C_{a^*}/\sigma_c \) exceeded 1 even at \( x = 2 \) (Fig. 4d). We defined \( \delta_{\text{max}} \) as \( x \) that gives \( \Delta C_{a^*}/\sigma_c = 1 \). \( \delta_{\text{max}} \) relatively provides the upper bound of \( x \) where \( \Delta C_{a^*}/\sigma_c \ll 1 \). Thus, we used \( \delta_{\text{max}} \) as the index of the robustness (Fig. 4e). The larger \( \delta_{\text{max}} \) means the more robustness. \( \delta_{\text{max}} \) was the highest at the spine volume and decreased with the increase in volume (Fig. 4e), indicating that the spine volume gives the highest robustness. Since \( \delta_{\text{max}} \) in the spine volume was much larger than that in the cell volume, the upper bound of \( x \) where \( \Delta C_{a^*}/\sigma_c \ll 1 \) in the spine volume is much larger than that in the cell volume. Here, \( x \) denoted the relative amplitude of PF input as the displacement of \( Amp_{PF} \) from average of \( Amp_{PF}, \mu_a \), given by \( Amp_{PF} = Amp_{PF} - \mu_a \), i.e. larger \( x \) corresponds to larger \( CV_a \). Therefore, in the spine volume, in the range \( 150 < Amp_{PF} \leq 215 \), since \( \Delta C_{a^*}/\sigma_c \) was smaller...
than 1 even with larger $x$, information transfer by $Ca_{res}$ is robust with larger $CV_a$. By contrast, in the cell volume, since $\Delta Ca^*/\sigma_c$ was larger than 1 even with small $x$, information transfer by $Ca_{res}$ is not robust even with small $CV_a$.

Next, we confirmed that, when $\Delta Ca^*/\sigma_c$ is small than 1, the distribution of $Ca_{res}$ with $Amp_{PF} = \mu_a$ and the averaged distribution of $Ca_{res}$ for $Amp_{PF} = \mu_a \pm x$ becomes the same. We quantified the similarities between the two distributions of $Ca_{res}$ by the $\chi^2$ distance. In the spine volume (Fig. 4f, red), most of $\Delta Ca^*/\sigma_c$ were smaller than 1, and the $\chi^2$ distance were also small, indicating that $\Delta Ca^*/\sigma_c$ was smaller than 1 and the two distributions of $Ca_{res}$ were the quite similar in the spine volume. By contrast, in the cell volume (Fig. 4f, blue), most of $\Delta Ca^*/\sigma_c$ were larger than 1, and the $\chi^2$ distance were almost 1 indicating that $\Delta Ca^*/\sigma_c$ was larger than 1, and the two distributions of $Ca_{res}$ were quite different. Therefore, when $\Delta Ca^*$, the gap of two distributions of $Ca_{res}$, is smaller than $\sigma_c$, the standard deviation of the distribution of $Ca_{res}$, the distribution of $Ca_{res}$ unchanges and becomes robust against fluctuation of PF input.

In summary, in the spine volume, $\sigma_c$, the standard deviation of the distribution of $Ca_{res}$, is larger than $\Delta Ca^*$, the gap of the $Ca_{res}$ realizing the peaks of distributions of $Ca_{res}$, that reflects the fluctuation of $Amp_{PF}$, indicating that the range of $x$ satisfying $\Delta Ca^* \ll \sigma_c$ is wider. This means that the distribution of $Ca_{res}$ with fluctuation of amplitude of PF input conforms to that without fluctuation of amplitude of PF input. Moreover, $\Delta Ca^* \ll \sigma_c$ indicates that the gap of distribution $Ca_{res}$ caused by extrinsic noise, $\Delta Ca^*$, is much smaller than that caused by intrinsic noise, $\sigma_c$. Hence, the information transfer by $Ca_{res}$ becomes robust against fluctuation of amplitude of PF input. By contrast, in the cell volume, the standard deviation of the distribution of $Ca_{res}$ without fluctuation of amplitude of PF input is small, and the averaged distribution of $Ca_{res}$ with fluctuation of amplitude of PF input does not conform to that without fluctuation of amplitude of PF input. Moreover, $\Delta Ca^* > \sigma_c$ indicates that the gap of distribution of $Ca_{res}$ caused by extrinsic noise, $\Delta Ca^*$, is larger than that caused by intrinsic noise, $\sigma_c$. Hence, the information transfer by $Ca_{res}$ is not robust against fluctuation of amplitude of PF input.

The mechanism of the sensitivity

In the detailed stochastic model, the $Ca^{2+}$ response was sensitive to lower numbers of PF inputs in the spine volume than the cell volume. We tried to examine the sensitivity in the simple stochastic model, and defined the “sensitivity” as follows. For each volume, the PF input was given by the Gaussian distribution with the fixed standard deviation, and the average amplitude of PF input was varied (see Methods). The average amplitude, $\mu_s$, giving the maximum of mutual information, $Amp^*$, was defined as an index of sensitivity for each volume. Smaller $Amp^*$ indicates higher sensitivity to lower amplitude of PF input.
In the spine volume, the mutual information exhibited the bell-shaped response where $Amp^* = 100$ gives the maximum mutual information (Fig. 5a, black line and the white triangle, Fig. 5b, Supplementary Fig. 6a, f). With the increase in volume, $Amp^*$ shifted to around 220 (Fig. 5a, orange line and the black triangle, Fig. 5b, Supplementary Fig. 6e, j). This result indicates that the spine volume shows the higher sensitivity to the lower amplitude of PF input than larger volume including the cell volume.

We considered the mechanism that the spine shows the higher sensitivity to the lower amplitude of PF input. When the standard deviation of PF input distribution is the same, the mutual information depends on $\Delta Ca^*_\text{STD}$, the dynamic range of the output, and $\sigma_c$, the standard deviation of the output (Supplementary Fig. 7). For example, when the dynamic range of the output is the same, the smaller standard deviation of the output gives the higher mutual information. When the standard deviation of the output is the same, the broader dynamic range gives the higher mutual information. For simplicity, the window width of the input distribution of $Amp_{PF}$ was set as the finite range defined as the average ± standard deviation of the input distribution of $Amp_{PF}$, i.e. $\mu_s \pm STD$, and the dynamic range was denoted as the gap of $Ca_{res}$ realizing peaks of distributions of $Ca_{res}$ between upper bound ($Amp_{PF} = \mu_s + STD$) and lower bound ($Amp_{PF} = \mu_s - STD$) of the input distribution of $Amp_{PF}$, i.e. $\Delta Ca^*_\text{STD} = Ca^*(\mu_s + STD) - Ca^*(\mu_s - STD)$.

First we considered $\Delta Ca^*_\text{STD}$, the dynamic range of the output. We defined $\psi(V)$ for each volume as $Amp_{PF}$ where the $Ca^*$ begins to increase (Supplementary Fig. 8a). In the spine volume, $Ca^*$ linearly increased along $Amp_{PF}$ for $Amp_{PF} > \psi(V)$ (Fig. 4a, Supplementary Fig. 8a), hence, $\Delta Ca^*_\text{STD}$ was largely variable and independent of $Amp_{PF}$ (Fig. 5c, Supplementary Fig. 8b, e–h). By contrast, in the cell volume, $\Delta Ca^*_\text{STD}$ was bell-shaped curve with the maximum at $Amp_{PF} = 200$ (Fig. 5d, Supplementary Fig. 8c, u–x).

Next, we considered $\sigma_c$, the standard deviation of $Ca_{res}$ for $Ca_{res} > \theta$. In the spine volume, $\sigma_c$ gradually increased with the increase in $Amp_{PF}$ for $Amp_{PF} > \psi(10^{-1}) \approx 50$ (Fig. 5c, blue line). By contrast, in the cell volume, $\sigma_c$ became largest around $Amp_{PF} = 150$ and gradually decrease with the increase in $Amp_{PF}$ (Fig. 5d, blue line).

In the spine volume, $\Delta Ca^*_\text{STD}$ was almost constant for $Amp_{PF} > 60$ and $\sigma_c$ increased along $Amp_{PF}$, and therefore, the mutual information became maximum around $Amp_{PF} = 60$ (see Supplementary Fig. 8e–h, black dashed line, also see Supplementary Fig. 6a, f). By contrast, in the cell volume, the mutual information became maximum at $Amp_{PF} = 235$, which is greater than $Amp_{PF} = 200$ giving the maximum of $\Delta Ca^*_\text{STD}$ (Fig. 5a, d, see Supplementary Fig. 8u–x, black dashed line, also see Supplementary Fig. 6e, j). This is because despite the higher $\Delta Ca^*_\text{STD}$, $\sigma_c$ was larger and the loss of information became large. Decreasing $\sigma_c$ resulted in increase of mutual information.
Thus, the mutual information becomes the maximum at $Amp_{PF} = 60$ in the spine volume and at $Amp_{PF} = 250$ in the cell volume, indicating the higher sensitivity to lower amplitude of PF input in the spine volume.

**The mechanism of the efficiency**

We defined the efficiency as the mutual information per PF input. The average of PF input was given by $\mu_z \times V$, whose dimension is equal to number of molecule. The efficiency means how much information can be transferred by a unitary PF input. The higher mutual information per PF input indicates the higher efficiency. The mutual information monotonically increased with the increase in volume, and the rate of the increase of the mutual information decreased with the increase in volume (Fig. 6a, black) and therefore, the mutual information per PF input monotonically decreased (Fig. 6b, black line), indicating that the mutual information per PF input, i.e. the efficiency, was larger in the spine volume, and decreased as the volume increased to the cell volume (Fig. 6b, black line).

Next, we examined the mechanism of the volume-dependency of the mutual information. The slope of the mutual information decreased with the increase in volume, and became close to logarithmic increase in the larger volume (Fig. 6a, black). Then, we assumed that the volume-dependent increase of the mutual information is roughly approximated with constants, $a, b, c$ (Methods), as given by

$$I(Ca_{res}; \Delta t) \approx a \log_2(b + c \cdot V).$$

This function fitted well the volume-dependent mutual information (Fig. 6a, red line) and the mutual information per PF input (Fig. 6b, red line), indicating that this function captures the features of the volume-dependency of the mutual information in the spine volume and the larger volume.

We also considered the Gaussian channel, simple linear transmission system. For the input $X$, when the system noise $Z$ obeys the Gaussian distribution, the output $Y = X + Z$ also obeys the Gaussian distribution. In this case, under the constraint $E[X^2] < F$, the mutual information (channel capacity) between the input, $X$, and the output, $Y$, is simply described as

$$I(Y; X) = \frac{1}{2} \log_2 \left( 1 + \frac{F}{\sigma_Z^2} \right),$$

where, $F$ denotes the power constraint of input, and $\sigma_Z$ denotes the standard deviation of the noise intensity. Here, $F$ is regarded as a constant value because the input distribution for calculating $I(Ca_{res}; \Delta t)$ in the equation (22) (Fig. 6, blue line) is assumed to be unchanged. It has been shown that the standard deviation of reactions is proportional to the power of number of the molecules, i.e. volume, so that the fluctuation of number of molecules can be approximated as $\sigma_{Z}^2 \propto V^{24}$. 
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Then, the fluctuation of concentration of molecules can be approximated by $\sigma^2 = \left(\frac{\sigma^2}{V}\right)^2 \propto V^{-1}$. Therefore, the mutual information for the Gaussian channel is given by

$$I(Ca_{res};\Delta t) \approx \frac{1}{2} \log_2(1 + c \cdot V)$$

(Fig. 6a, b, blue lines). Equations (22) and (24) indicates the same volume-dependency of the mutual information. However, in the smaller volume including the spine volume, the mutual information per PF input of the Ca$^{2+}$ response was larger than that of the Gaussian channel and the fitted function (Fig. 6b). This difference in volume-dependency is likely to be caused by the different values of the parameters $a = 0.3924651$ and $c = 0.5128671$, which were larger than $1/2$ and $1$ in the fitted function and equal in the Gaussian channel, respectively. There were other differences in both systems; the noise of the system in this study is not exactly a Gaussian noise, and the input-output relation is nonlinear. Despite such differences, both systems exhibited the similar volume-dependency of the mutual information, suggesting that the more efficient information transfer in the smaller volume is a universal property in the general information transduction systems.

**Discussion**

In this study, we made the simple stochastic model of Ca$^{2+}$ increase in the spine of PF-cerebellar Purkinje cell synapse. We clarified the mechanisms of the robustness, sensitivity, and efficiency, and showed that these properties become prominent in the spine volume (Fig. 7). The robustness appears under the condition where the standard deviation of the distribution of the Ca$^{2+}$ response, intrinsic noise, is larger than the fluctuation of the distribution of the Ca$^{2+}$ response caused by the PF input fluctuation, extrinsic noise.

The higher sensitivity to the lower amplitude of PF input requires the wider dynamic range of Ca$^{2+}$ response and the smaller standard deviation of the distribution of Ca$^{2+}$ response in the range of the lower amplitude of PF input. In the spine volume, because of the stochastic facilitation caused by the stochasticity in reactions, even the weak PF input can induce a large Ca$^{2+}$ increase, resulting in a wider dynamic range of Ca$^{2+}$ response in the range of the lower amplitude of PF input in the spine volume than in the cell volume. Moreover, the standard deviation of the distribution of the Ca$^{2+}$ response in the range of the lower amplitude of PF input was small. In the larger volume than the spine volume, the sensitivity abruptly decreases because stronger PF input was required for compensating the large standard deviation of the distribution of Ca$^{2+}$ response.

The highest efficiency in the spine volume is derived from the nature of the volume-dependency of mutual information; the rate of increase of the mutual information monotonically decreased with the increase in volume. Then, the mutual
information per PF input, efficiency, becomes larger in the smaller volume. This result indicates that the spine utilizes the limit of the smallness to acquire the highest efficiency.

Robustness appears when intrinsic noise is larger than extrinsic noise. Sensitivity appears because of the stochastic facilitation. Efficiency appears because of the nature of volume-dependency of information transfer. These characteristics are derived from the smallness, which we denote “the small-volume effect”. The small-volume effect enables the spine robust, sensitive and efficient information transfer. The small-volume effect may be seen not only in spines, but also in other small intracellular organelles, and general strategy for biological information transfer. The small-volume effect is one of the reasons why the spine has to be so small. The small-volume effect is also equivalent to the small-number effect, suggesting that the robustness, sensitivity, and efficiency can also be seen under the conditions where numbers of molecules are limited even in a larger volume.

It has been known that in most of the excitable neurons, the Ca\(^{2+}\) increase in the spine by the glutamine stimulus depends mainly on NMDAR, another glutamate-gated Ca\(^{2+}\) channel \(^{26-28}\). In the future, we will analyze whether the Ca\(^{2+}\) increase by NMDAR in the spine also shows the robustness, sensitivity and efficiency and ask whether such properties are conserved among the spines regardless of the types of the receptors.

**Methods**

**Simple stochastic model**

The block diagram of the simple stochastic model is the same as that of the simple deterministic model (Fig. 1e) \(^1\). The inputs are PF and CF. After the Fig. 3 unless specified in Fig. 6, we set CF = 0, and used only PF as the input. The output is \(Ca\).

The total cytosolic Ca\(^{2+}\) in the spine of the Purkinje cell, \(Ca\), is derived from the three pathways.

\[
Ca = Ca_{basal} + Ca_{VGCC} + Ca_{IP_{3}}.
\]  

(25)

where \(Ca_{basal}\), \(Ca_{VGCC}\) and \(Ca_{IP_{3}}\) denote the basal cytosolic Ca\(^{2+}\), Ca\(^{2+}\) through voltage-gated Ca\(^{2+}\) channel (VGCC) triggered by CF, and through IP\(_{3}\) receptors of the internal Ca\(^{2+}\) store triggered by PF, respectively. \(Ca_{basal}\) is constantly produced and described by

\[
\phi \xrightarrow{\text{const}} Ca_{basal} \xrightarrow{1/T_{FR}} \phi,
\]  

(26)
where $C_p/\tau_{FB}$ and $1/\tau_{FB}$ denote the production and decay rate constants of $Ca_{basal}$, respectively. Hereafter, $\phi$ denotes a fixed value.

$Ca_{VGCC}$ is triggered by $CF$, and described by

$$CF \xrightarrow{1/\tau_{CF}} Ca_{VGCC} \xrightarrow{1/\tau_{CF}} \phi,$$  

(27)

where $1/\tau_{CF}$ denotes the production and decay rate constants of $Ca_{VGCC}$, respectively. $CF$ is given by $Amp_{CF} \cdot V$ at $t = t_{CF}$.

$Ca_{IP_3}$ is produced as follows. Briefly, $PF$ produces $IP_3$. $Ca$ has a positive feedback ($FB$) through the activation of $IP_3$ receptor ($G_{IP_3R}$). $IP_3$ and $G_{IP_3R}$ synergistically induce $Ca$ release through $IP_3R$ ($Ca_{IP_3}$). $IP_3$ is triggered by $PF$, and described by

$$PF \xrightarrow{1/\tau_{PF}} IP_3 \xrightarrow{1/\tau_{PF}} \phi,$$  

(28)

where $1/\tau_{PF}$ denotes the production and decay rate constants of $IP_3$. $PF$ is given by $Amp_{PF} \cdot V$ at $t = t_{PF}$.

The time-delay variable $FB$ is described by

$$Ca \xrightarrow{1/\tau_{FB}} FB \xrightarrow{1/\tau_{FB}} \phi,$$  

(29)

where $1/\tau_{FB}$ denotes the production and decay rate constants of $FB$. This decay rate constant also determines the degradation rate of $Ca_{IP_3}$.

$IP_3$ receptor coupled with $Ca^{2+}$, $G_{IP_3R}$, is mediated by the positive and negative feedbacks from $FB$, and is given by the nonlinear function, described by

$$G_{IP_3R} = Amp_{G_{IP_3R}} \left( \frac{k \cdot FB}{(k + FB)(K + FB)} \right)^{n_{G_{IP_3R}}},$$  

(30)

where $Amp_{G_{IP_3R}}$, $k$, $K$ and $n_{G_{IP_3R}}$ denote the amplitude of feedback, thresholds of $FB$ for the positive and negative feedbacks, and non-linearity of feedback, respectively.

$Ca$ released from $IP_3R$, $Ca_{IP_3}$, is described by

$$Ca_{IP_3} = IP_3 \cdot \frac{G_{IP_3R}}{V}. \tag{31}$$

These reactions are simulated by the use of Gillespie’s method and $\tau$-leap method\(^{29}\). The $\tau$-leap method by Cao et al. shows good approximation for the first-order reactions like this study\(^{30}\).

We defined the $Ca_{res}$ as the AUC of the time course of $Ca^{2+}$, given by

$$Ca_{res} = \int_T \{[Ca](t) - C_p\} \, dt,$$  

(32)
where $C_b$ denotes the basal concentration of Ca$^{2+}$, which is 41.6 nM. Note that Koumura et al.\textsuperscript{22} defined $Ca_{res}$ as the logarithmic AUC, which is different from that in this study, however, the results of this study qualitatively show the same results.

The values of the parameters in the simple stochastic model are shown in Supplementary Table 1 and 2. The parameters excluding the following are the same as the simple deterministic model\textsuperscript{22}.

**Mutual information between the PF- and CF-timing and Ca$^{2+}$ increase**

We measured the input timing information coded by the Ca$^{2+}$ response by mutual information between the $Ca_{res}$ and PF-CF timing interval \(\Delta t = t_{CF} - t_{PF}\), given by

\[
I(Ca_{res}; \Delta t) = \int_{\Delta t} p_{in}(\tau) \left( \int_{Ca_{res}} p_c(c|\tau) \log_2 \frac{p_c(c|\tau)}{\int_{\Delta t} p_{in}(\tau)p_c(c|\tau) \, dc} \, dc \right) \, d\tau.
\]  

(33)

Here, the $p_{in}(\Delta t)$ follows the uniform distribution. To remove the bias by the bin width of $Ca_{res}$, the mutual information was calculated by the method introduced by Cheong et al.\textsuperscript{31}. The mutual information remains the almost constant for the bin width between $10^{-2}$ and $10^{-3.5} \mu m^3$. Therefore, we fixed the bin width of $Ca_{res}$ as $10^{-2} \text{ [pM} \cdot \text{min]}$ in the analysis and drawing the histogram.

We also measured the information coded by the probability of the large Ca$^{2+}$ increase and by the amplitude of the Ca$^{2+}$ increase, denoted as the mutual information of the probability component and of the amplitude component, respectively. We defined \(\theta\) as the $Ca_{res}$ representing the local minimum value of the marginal distribution $p_c(Ca_{res})$ (Fig. 1) and \(s\) as the logical value whether $Ca_{res} > \theta$ is satisfied or not.

The mutual information coded of the probability component is defined as

\[
I_{prob}(Ca_{res}; \Delta t) = \int_{\Delta t} p_{in}(\tau) \left( \int_{Ca_{res}} p_c(c|\tau) \log_2 \frac{p_c(c|\tau)}{p_{-prob}(c|\tau)} \, dc \right) \, d\tau,
\]

\[
p_{-prob}(Ca_{res}|\Delta t) = \sum_{s \in \{0,1\}} P(s)p_c(Ca_{res}|s, \Delta t),
\]

(34)

where $p_{-prob}(Ca_{res}|\Delta t)$ denotes the distribution of $Ca_{res}$ without the probability component, which was calculated by marginalizing $\Delta t$ out of the probability component $p_c(s|\Delta t)$ in $p_c(Ca_{res}|\Delta t)$.

The mutual information coded by the amplitude component is defined as
\[ I_{\text{amp}}(Ca_{\text{res}}; \Delta t) = \int_{\Delta t} p_{\text{in}}(\tau) \left( \int_{Ca_{\text{res}}} p_c(c|\tau) \log_2 \frac{p_c(c|\tau)}{p_{\text{amp}}(c|\tau)} \, dc \right) \, d\tau, \]

\[ p_{\text{amp}}(Ca_{\text{res}}|\Delta t) = \sum_{s \in \{0,1\}} P(s|\Delta t)p_c(Ca_{\text{res}}|s), \]  \hspace{1cm} (35)

where \( p_{\text{amp}}(Ca_{\text{res}}|\Delta t) \) denotes the distribution of \( Ca_{\text{res}} \) without the amplitude component, which was calculated by marginalizing \( \Delta t \) out of the amplitude component \( p_c(Ca_{\text{res}}|s, \Delta t) \) in \( p_c(Ca_{\text{res}}|\Delta t) \). These informations satisfies

\[ I(Ca_{\text{res}}; \Delta t) = I_{\text{prob}}(Ca_{\text{res}}; \Delta t) + I_{\text{amp}}(Ca_{\text{res}}; \Delta t). \]  \hspace{1cm} (36)

**Mutual information between the amplitude of PF input and \( \text{Ca}^{2+} \) increase**

We also calculated the mutual information between \( Ca_{\text{res}} \) and \( \text{Amplitude} \) assuming the input distribution as the Gaussian distribution with \( \mu_s \), the average, and \( \text{STD} \), the standard deviation, given by

\[ I(Ca_{\text{res}}; \text{Amplitude}) = \int_{\text{Amplitude}} p_s(a|\mu_s, \text{STD}) \left( \int_{Ca_{\text{res}}} p_c(c|a) \log_2 \frac{p_c(c|a)}{p_\text{Amplitude}(c|a) \, dc} \right) \, da, \]  \hspace{1cm} (37)

where

\[ p_s(\text{Amplitude}|\mu_s, \text{STD}) = \frac{1}{\sqrt{2\pi \text{STD}^2}} \exp \left[ -\frac{(\text{Amplitude} - \mu_s)^2}{2\text{STD}^2} \right]. \]  \hspace{1cm} (38)

Note that \( p_s \) and \( p_a \) have \( \text{Amplitude} \) as the variable and are assumed as a Gaussian distribution. However, these distributions mean different feature. \( p_s \) means the input distribution of the mutual information, and \( p_a \) means the distribution of amplitude of PF input under the fluctuation of amplitude of PF input.

**Fitted function of the volume-dependency of mutual information**

The mutual information per PF input against the volume was fitted by the functions, \( a \log_2(b + c \, V) / V \) and \( 1/2 \log_2(1 + c \, V) / V \) (Fig. 6b), by use of the Nonlinear Least Squares method with the Marquadt-Levenberg algorithm.

We obtained fitting line, \( a \log_2(b + c \, V) \), with the best fit \( a = 0.3924651, b = 1.049141, c = 1.330285 \), and the channel capacity of the Gaussian channel, \( 1/2 \log_2(1 + c \, V) \), with the best fit parameter \( c = 0.5128671 \).
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Figure 1 | Information transfer of PF- and CF-timing by probability of Ca\(^{2+}\) increase in the simple stochastic model.

(a-c) Experimental results of Ca\(^{2+}\) increase by PF and CF inputs at the spine in the cerebellar Purkinje cell\(^{15}\). (a) Spines of the cerebellar Purkinje cell. (b) Ca\(^{2+}\) response in the indicated spines in (a). V indicates membrane potential and \(\Delta F/F_0\) indicates the normalized changes of the fluorescence probe of Ca\(^{2+}\). The left, middle, and right panels show the time courses with only the PF input (shaded vertical line), with the CF input (black vertical line) before 60 msec before the PF input, and with the PF input 60 msec before the CF input, respectively. (c) Total integrated Ca\(^{2+}\) with PF and CF inputs with various timing. The gray line indicates the best fits of the raw data points to Gaussian functions. The black line indicates the box-smoothed average over three points. (d) Schematic representation of Ca\(^{2+}\) increase by PF and CF inputs in the detailed stochastic model\(^{22}\). (e) The block diagram of the simple stochastic model in this study (see Methods). After Fig. 3, we set \(CF = 0\), and used only \(PF\) as the input. Ca\(^{2+}\) increase in the spine volume (10\(^{-1}\) \(\mu\)m\(^3\)) (f-j) in the cell volume (10\(^3\) \(\mu\)m\(^3\)) (k-o) in the simple stochastic model. (f, k), Ca\(^{2+}\) increase with \(\Delta t = 100\) msec. \(\Delta t\) indicates the timing interval between PF and CF inputs, which is set the timing of PF input as 0, and \(\Delta t\) with the PF input before CF input is positive and vice versa. In (f), the large Ca\(^{2+}\) increase (red) and small Ca\(^{2+}\) increase (blue) divided by \(\theta\) in (g). (g, l), the probability
density distribution of $Ca_{res}$. $Ca_{res}$ denotes the area under the curve of the time course of $Ca^{2+}$ shown in (f and k). In (g), the threshold $\theta$ is defined as the local minimum of the marginal distribution for $\Delta t$, given by $p_c(Ca_{res}) = \int_{\Delta t} p_c(Ca_{res}|\tau)p_{in}(\tau) \, d\tau$ (see Supplementary Fig. 1). (h, m), the probability density distribution of $Ca_{res}$ in the spine volume (h) and cell volume (m). (i, n), the probability component of the distribution of $Ca_{res}$ that exceeds the threshold $\theta$ in the spine volume ($s = 1$) (see Methods). Since the distribution of $Ca_{res}$ in the cell volume is unimodal distribution, for convenience, we set $\theta = 0.157$ in the cell volume, the same as that in the spine volume. (j, o), the amplitude component of the distribution of $Ca_{res}$ (see Methods).
Figure 2 | The efficient and robust features in the simple stochastic model. (a) The volume-dependency of the mutual information between the PF- and CF-timing and $Ca_{res}$. The black, red, blue lines indicate the mutual information of the total distribution of $Ca_{res}$, of the probability component and of the amplitude component, respectively. (b) The volume-dependency of the mutual information per volume. (c) CV of amplitude of PF input-dependency of the mutual information. The ratio of information was obtained by setting mutual information with CV = 0 for each volume at 1.
The $Amp_{PF}$-dependency of $p_e(Ca_{res} \mid Amp_{PF})$, the distributions of $Ca_{res}$, in the spine volume (a) and in the cell volume (b). (c–h) The distributions of $Ca_{res}$ against the PF input fluctuation with the indicated $CV_a$ with $\mu_a = 180$ in the spine volume (c–e) and in the cell volume (f–h), respectively. $\theta$ indicates the threshold dividing the distribution into the ranges with large $Ca_{res}$ and with small $Ca_{res}$ (see Supplementary Fig. 1). (i) The $CV_a$-dependency of $\chi^2$ distance of distributions between $p_{ac}(Ca_{res} \mid \mu_a, \mu_a \cdot CV_a)$ and $p_{ac}(Ca_{res} \mid \mu_a, 0)$ with $\mu_a = 180$. (j) The input distribution of $Amp_{PF}$ is given by the Gaussian distribution $\mathcal{N}(\mu_a, \sigma_a^2)$. The distribution of $Ca_{res}$ with $Amp_{PF} = \mu_a$ (black), $Amp_{PF} = \mu_a + x$ (blue), and $Amp_{PF} = \mu_a - x$ (red) in the spine volume (left) and the cell volume (right). The averaged distribution of the distributions with $Amp_{PF} = \mu_a + x$ and with $Amp_{PF} = \mu_a - x$ (green).
Figure 4 | The ratio between extrinsic and intrinsic noise, $\Delta C_a^*/\sigma_c$, determines the range of the robustness. (a) The $Amp_{PF}$-dependency of the $C_{a_{res}}$ realizing the peak of distribution of $C_{a_{res}} > \theta$, $C_a^*$. (b) The $Amp_{PF}$-dependency of the probability of $C_{a_{res}} > \theta$, $P_+$. (c, d) $Amp_{PF} = x$, the relative amplitude of PF input, dependency of $\Delta C_a^*/\sigma_c$ with $\mu_\alpha = 180$ in the spine volume (c) and the cell volume (d). The robustness index $\delta_{max}$ is defined as $x$ giving $\Delta C_a^*/\sigma_c = 1$ (e) The volume-dependency of $\delta_{max}$ for $\mu_\alpha = 180$. (f) The relationship between $\Delta C_a^*/\sigma_c$ and the $\chi^2$ distance.
between the averaged distribution of the distributions of $Ca_{res}$ with $Amp_{PF} = \pm x$ and the distribution of $Ca_{res}$ with $Amp_{PF} = 0$. The red points, blue points, and gray dots indicate the value obtained in the spine volume, the cell volume and the intermediate volumes, respectively.
Figure 5 | The mechanism of the sensitivity. (a) \( \mu_s \), the average of input distribution of \( Amp_{PF} \)-dependency of the mutual information. The mutual information is normalized by the value of that with \( \mu_s = 150 \). The brighter color indicates the larger volume. The white and black triangles denote \( Amp^* \), the amplitude of the PF input realizing the maximum of the mutual information, in the spine volume and in the cell volume, respectively. \( Amp^* = 100 \) in the spine volume, and \( Amp^* = 235 \) in the cell volume. The input distribution of \( Amp_{PF} \) is utilized as the Gaussian distribution with the standard deviation, \( STD \), 40. (b) The volume-dependency of the amplitude of the PF input realizing the maximum of the mutual information, \( Amp^* \). (c, d) The \( Amp_{PF} \)-dependencies of \( \Delta Ca_{STD}^* \), the dynamic range of the distribution of \( Ca_{res} \) for \( Ca_{res} > \theta \) (green), and \( \sigma_c \), the standard deviation of the distribution of \( Ca_{res} \) (blue). \( STD = 40 \) was used. The white and black triangles denote \( Amp^* \) in the spine volume and in the cell volume, respectively.
Figure 6 | The mechanism of the efficiency. (a) The volume-dependency of the mutual information between $Amp_{PF}$ and $Ca_{res}$. (b) The volume-dependency of the mutual information per PF input, i.e. the efficiency. The total mutual information, black; the fitted curve of the total mutual information by $a \log_2(b + cV)$ with $a = 0.3924651$, $b = 1.049141$, $c = 1.330285$, red; the channel capacity of the Gaussian channel, $1/2 \log_2(1 + cV)$ with $c = 0.5128671$, blue (see Methods). We assume the input distribution of $Amp_{PF}$ as the Gaussian distribution with $\mu_s = 150$, the average of amplitude of the distribution of the PF input, and $STD = 40$, the standard deviation of the distribution of the PF input.
Figure 7 | Summarizing figure. The small-volume effect enables the spine robust, sensitive and efficient information transfer. Robustness appears when intrinsic noise is larger than extrinsic noise. Sensitivity appears because of the stochastic facilitation. Note that, as index for the sensitivity in this figure, the inverse of $Amp^*$ (Fig. 5b) is used. Efficiency appears because of the nature of volume-dependency of information transfer.
Supplementary Figure 1 | (a–o) The $\Delta t$-dependency of the distribution of $C_{a_{res}}$. The volume and the CV of amplitude of PF input are indicated. In the spine volume, the distribution of $C_{a_{res}}$ is divided into two distributions by threshold $\theta = 0.157$ defined as the local minimum of the marginal distribution of $C_{a_{res}}$ for $\Delta t$ s.t. $p_c(C_{a_{res}}) = \int_{\Delta t} p_{in}(\tau)p_c(C_{a_{res}}|\tau) d\tau$. (p–ad) The cross sections of (a–o) with $\Delta t = 0$. This distribution of $C_{a_{res}}$ in the spine volume remained the same regardless of the $CV_{a}$ value, whereas, that in the cell volume largely varied.
Supplementary Figure 2 | The efficient, robust and sensitive features of Ca\(^{2+}\) increase in the previous study using the detailed stochastic model\(^\text{22}\). (a) The volume-dependency of the mutual information between the PF- and CF-timing, \(\Delta t\), and Ca\(^{2+}\) response, \(C_{\text{res}}\). The total mutual information, black; that of the probability component, red; that of the amplitude component, blue. (b) The volume-dependency of the mutual information per volume. (c) The CV of amplitude of PF input-dependency of the mutual information. (d) The number of PF inputs-dependency of the mutual information. In the detailed stochastic model, we denote that the spine volume is \(10^{-1} \mu m^3\) and the cell volume is \(5 \times 10^3 \mu m^3\).\(^\text{22}\).
Supplementary Figure 3 | The Amp<sub>PF</sub>-dependency of the distribution of Ca<sub>res</sub> in the indicated volumes. (a, c, e, g, i)

The distribution of Ca<sub>res</sub>. (b, d, f, h, j) The cross section of distribution of Ca<sub>res</sub> at the indicated Amp<sub>PF</sub>. θ (≈0.157) indicates the threshold dividing the distribution into the ranges with large Ca<sub>res</sub> and with small Ca<sub>res</sub> (see Supplementary Fig. 1). (k) The Amp<sub>PF</sub> that gives $p_c(Ca_{res}|Amp_{PF})$, the distribution of Ca<sub>res</sub> with PF input alone, closest to $p_c(Ca_{res}|\Delta t)$, the distribution of Ca<sub>res</sub> with PF and CF inputs with various Δt.
Supplementary Figure 4 | The distributions of $Ca_{res}$ against $CV_a$ with the indicated volumes and the average of $Amp_{PF}$, $\mu_a$. 
$\sigma_c(\mu_a + x)$ can be regarded as $\sigma_c(\mu_a)$ up to the upper bound of the range of $x$ satisfying the equation (4). (a) the spine volume. (b) the cell volume. $\sigma_c(\mu_a + x)/\sigma_c(\mu_a)$ were almost within the range between 0.8 and 1.2, assuming that $\sigma_c(\mu_a + x)$ is approximated by $\sigma_c(\mu_a)$. The upper bound of the range of $x$ satisfying the equation (4) in the spine and cell volumes are determined by $\delta_{\text{max}}$ (see Fig. 4c, d).
Supplementary Figure 6 | The mechanism of the sensitivity. (a–e) $\mu_z$, the average of input distribution of $Amp_{PF}$ dependency of the mutual information normalized by the value of that with $Amp_{PF} = 150$. (f–j) The $Amp_{PF}$ dependencies of the dynamic range of the distribution of $Ca_{res}$ for $Ca_{res} > \theta$. The volume is indicated.
Supplementary Figure 7 | The mutual information depends on both $\Delta Ca^*_{STD}$, the dynamic range, and $\sigma_c$, the standard deviation of the distribution of the output. In general, if the input distribution is the same, the wider $\Delta Ca^*_{STD}$, the dynamic range of the output, gives the higher mutual information when $\sigma_c$, the standard deviation of the output, is the same (compare the left and right panels). The smaller $\sigma_c$ gives the higher mutual information when the $\Delta Ca^*_{STD}$ is the same (compare the top and bottom panels).
Supplementary Figure 8 | $\Delta \text{Ca}_{\text{STD}}$, the dynamic range, and $\sigma_c$, the standard deviation of the distribution of the output.

(a) The $Amp_{pf}$-dependency of $\Delta \text{Ca}$, $\text{Ca}_{\text{res}}$ realizing the peak of the distribution of $\text{Ca}_{\text{res}}$ for $\text{Ca}_{\text{res}} > \theta$. We defined $\psi(V)$ for each volume as the $Amp_{pf}$ where the $\Delta \text{Ca}$ begins to increase. In the spine volume, $\psi(10^{-1})$ was around 50, whereas, $\psi(10)$ was around 150 in the cell volume. (b, c) The schematic representation of the relationship between $Amp_{pf}$ and $\Delta \text{Ca}$ in the spine volume (b) and in the cell volume (c). (d) The STD of $Amp_{pf}$-dependency of $Amp_{pf}$ giving the maximum of the mutual information, $Amp^*$. (e–x) The $Amp_{pf}$-dependencies of $\Delta \text{Ca}_{\text{STD}}$, the dynamic range of the distribution of $\text{Ca}_{\text{res}}$ for $\text{Ca}_{\text{res}} > \theta$ (green) and $\sigma_c$, the standard deviation of the distribution of $\text{Ca}_{\text{res}}$ (blue). The volume and STD are indicated.
Supplementary Table 1 | Parameters of the simple stochastic model in this study

| Parameters   | Values          |
|--------------|-----------------|
| $\tau_{PF}$ [msec] | 120             |
| $\tau_{CF}$ [msec] | 10              |
| $\tau_{Fp}$ [msec] | 80              |
| $Amp_{G_{IP3}}$     | 1291.6667       |
| $k$ [1/\(\mu m^3\)] | 626.3027       |
| $K$ [1/\(\mu m^3\)] | 626.3027       |
| $n_{IP_{3}R}$   | 2.7             |
| $C_{b}$ [1/\(\mu m^3\)] | 27.70185  |
| $V$ [\(\mu m^3\)] | $10^{-1}$–$10^{3}$ |

Supplementary Table 2 | Parameters which are different between the cases with various PF- and CF-timing and with single PF input alone. Note that the simple deterministic model showed the same results as that of the detailed deterministic model; however, by the reduction of the model, the PF and CF inputs were non-dimensional values. By the loss of the dimension of the number of molecules, we could not perform the stochastic simulation as it is. Therefore, we re-determined the numbers of PF and CF inputs as follows. For the PF input, the number of PF input becomes smaller than 1 in the spine volume (0.1 \(\mu m^3\)), but the number of PF input needs to be the positive integer. We increased the PF input to 6-fold from the simple deterministic model so that the amount of IP$_3$, the mediator of PF input, is the same as that in the detailed stochastic model, resulting in the amplitude of a PF input in the spine volume as 3 \((Amp_{PF} \times V = 30.11 \times 0.1 = 3.011 \approx 3)\). We reduced the reaction rate constant of the Ca$^{2+}$ release by the binding IP$_3$ and IP$_3$R to one sixth to compensate the $C_{a_{IP_3}}$. For the CF input, the CF input increased to 6-fold so that the number of Ca$^{2+}$ through the CF input in the simple stochastic model becomes the same amount as that in the detailed stochastic model.

| Parameters     | Values                              |
|----------------|-------------------------------------|
| $Amp_{CF}$ [1/\(\mu m^3\)] | 361.328                           |
| $Amp_{PF}$ [1/\(\mu m^3\)] | 30.11×5 times                     |
| $t_{CF}$ [msec] | variable                           |
| $t_{PF}$ [msec] | \{0, 10, 20, 30, 40\}             |
| CV of PF input | variable                           |
| PF and CF input (Figs. 1, 2) | PF input alone (Figs. 3, 4, 5, 6) |
|               | None                               |
|               | variable × 1 time                  |
|               | 0                                  |
Supplementary Note 1 | Proof. The distribution of $Ca_{res}$ changes with the fluctuation of $Amp_{PF}$ when the equation (5) in the main text is satisfied.

There does not exist the distribution of $Ca_{res}$ with the fluctuation of $Amp_{PF}$, $p_{ac}(Ca_{res}|\mu_a, \sigma_a)$, which does not change against the fluctuation of $Amp_{PF}$ under the conditions where the equation (5) in the main text is satisfied.

When the distribution of $Ca_{res}$ with $Amp_{PF} = \mu_a$, $p_c(Ca_{res}|\mu_a)$, is not the same as the averaged distribution of $Ca_{res}$ between $Amp_{PF} = \mu_a + (a - \mu_a) = a$ and $Amp_{PF} = \mu_a - (a - \mu_a) = 2\mu_a - a$, $1/2[p_c(Ca_{res}|\mu_a) + p_c(Ca_{res}|2\mu_a - a)]$, i.e.

$$p_c(Ca_{res}|\mu_a) \neq \frac{1}{2} [p_c(Ca_{res}|\mu_a) + p_c(Ca_{res}|2\mu_a - a)].$$

(1)

By the reductio ad absurdum, we demonstrate that $CV_a^* = \sigma_a^*/\mu_a$ of $Amp_{PF}$ satisfying the following equation for $0 < \sigma_a < \sigma_a^*$ corresponding to $0 < CV_a < CV_a^*$ does not exist.

$$p_c(Ca_{res}|\mu_a) \approx p_{ac}(Ca|\mu_a, \sigma_a) = \int_{\mu_a}^{\infty} \mathcal{N}(a|\mu_a, \sigma_a^2)[p_c(Ca_{res}|a) + p_c(Ca_{res}|2\mu_a - a)] \, da$$

$$\Leftrightarrow \int_{\mu_a}^{\infty} \{\mathcal{N}(a|\mu_a, \sigma_a^2)[p_c(Ca_{res}|a) + p_c(Ca_{res}|2\mu_a - a)] - 2p_c(Ca_{res}|\mu_a)\} \, da = 0$$

$$\int_{\mu_a}^{\infty} \mathcal{N}(a|\mu_a, \sigma_a^2)[p_c(Ca_{res}|a) + p_c(Ca_{res}|2\mu_a - a) - 2p_c(Ca_{res}|\mu_a)] \, da = 0.$$  

(2)

This equation means that the distribution of $Ca_{res}$ does not change against the fluctuation of $Amp_{PF}$. For simplicity, $f(a)$ is defined as

$$f(a) \equiv p_c(Ca_{res}|a) + p_c(Ca_{res}|2\mu_a - a) - 2p_c(Ca_{res}|\mu_a).$$

(3)

The equation (2) becomes

$$\int_{\mu_a}^{\infty} \mathcal{N}(a|\mu_a, \sigma_a^2)f(a) \, da \approx 0$$

$$a \geq \mu_a, f(\mu_a) = 0, f(a) \not\equiv 0, f(a): \text{Continuous.}$$

(4)

Note that from the equation (1), $f(a) \not\equiv 0$. Here, $g(\sigma_a)$ is defined as

$$g(\sigma_a) = \int_{\mu_a}^{\infty} \mathcal{N}(a|\mu_a, \sigma_a^2)f(a) \, da,$$

(5)

and it is assumed that there exists $\sigma_a$ satisfying $g(\sigma_a) \equiv 0$ for $0 \leq \sigma_a \leq \sigma_a^*$. From $f(a) \not\equiv 0$ and $f(a)$ is the continuous function, there exists $a^*$ satisfying $f(a) \leq 0$ and $f(a^*) = 0$ for $0 < a < a^*$ (Supplementary Fig. 9, upper panel). Then, we obtained
\[
\left| \int_{\mu_a}^{a^*} N(a|\mu_a, \sigma_a^2) f(a) \, da \right| = \left| \int_{a^*}^{\infty} N(a|\mu_a, \sigma_a^2) f(a) \, da \right|.
\] (6)

This means that the integral of \(N(a|\mu_a, \sigma_a^2) f(a)\) in the range of \(0 < a < a^*\) is the same as that in the range of \(a > a^*\) from \(g(\sigma_a^*) = 0\). In the followings, for the simple explanation, we assume \(f(a) > 0\) for \(0 < a < a^*\). Note that the same explanation can be provided when \(f(a) < 0\) for \(0 < a < a^*\). If \(g(\sigma_a)\) is always 0 regardless \(\sigma_a\), differential of \(g(\sigma_a)\) must be 0. Then, we differentiates \(g(\sigma_a)\) by \(\sigma_a\), given by

\[
\frac{dg(\sigma_a)}{d\sigma_a} = \frac{d}{d\sigma_a} \int_{\mu_a}^{a} N(a|\mu_a, \sigma_a^2) f(a) \, da = \int_{\mu_a}^{a} \frac{d}{d\sigma_a} N(a|\mu_a, \sigma_a^2) f(a) \, da
\]

\[
= \int_{\mu_a}^{a} \frac{(a - \mu_a)^2 - \sigma_a^2}{\sigma_a^3} N(a|\mu_a, \sigma_a^2) f(a) \, da
\] (7)

\(N(a|\mu_a, \sigma_a^2) f(a)\) for \(a < \mu_a + \sigma_a\) becomes far from 0 with the increase in \(\sigma_a\), and that for \(a > \mu_a + \sigma_a\) becomes close to 0 (Supplementary Fig. 9, middle panel). Then, when \(\sigma_a\) slightly decreases from \(\sigma_a = a^* - \mu_a\), \(\int_{\mu_a}^{a*} N(a|\mu_a, \sigma_a^2) f(a) \, da\) becomes larger and \(\int_{a^*}^{\infty} N(a|\mu_a, \sigma_a^2) f(a) \, da\) becomes smaller. Hence, the l.h.s. of the equation (6) becomes larger and the r.h.s. of the equation (6) becomes smaller, then, \(g(\sigma_a)\) increases. When \(\sigma_a\) decreases more, \(\int_{\mu_a}^{a^*} N(a|\mu_a, \sigma_a^2) f(a) \, da\) keeps positive value, and \(\int_{a^*}^{\infty} N(a|\mu_a, \sigma_a^2) f(a) \, da\) decreases and becomes close to 0, then, the summation of \(\int_{\mu_a}^{a^*} N(a|\mu_a, \sigma_a^2) f(a) \, da\) and \(\int_{a^*}^{\infty} N(a|\mu_a, \sigma_a^2) f(a) \, da\), i.e. \(g(a)\) becomes positive value (Supplementary Fig. 9, lower panel). This means there does not exist \(\sigma_a\) satisfying \(g(\sigma_a) \equiv 0\) for \(0 < \sigma_a < a^* - \mu_a\). This is to be conflict with the assumption that there exists \(\sigma_a\) satisfying \(g(\sigma_a) = 0\) for \(0 \leq \sigma_a \leq \sigma_a^*\). Then, there does not exist \(\sigma_a\) satisfying \(g(\sigma_a) = 0\) for \(0 \leq \sigma_a \leq \sigma_a^*\). Therefore, if the equation (1) is satisfied, the equation (2) becomes not to be satisfied when \(CV_a\) slightly becomes large. Thus, under the conditions where the equation (5) in the main text is satisfied, there does not exist the distribution of \(C_{\alpha \text{res}}\) with the fluctuation of \(Amp_{PF}\), \(p_{ac}(C_{\alpha \text{res}}|\mu_a, \sigma_a)\), which does not change against the fluctuation of \(Amp_{PF}\), indicating that the distribution of \(C_{\alpha \text{res}}\) changes with the increase in \(CV_a\).
Supplementary Figure S9 | The schematic image of $\sigma_\alpha$-dependency of $f(a)$ (upper panel), $N(a|\mu_\alpha, \sigma_\alpha)$ (middle panel) and $N(a|\mu_\alpha, \sigma_\alpha)f(a)$ (lower panel). When $\sigma_\alpha$ decreases from $\sigma_\alpha = \alpha^*$, $N(a|\mu_\alpha, \sigma_\alpha)$ increases for $0 < a < \alpha^*$ and decreases for $a > \alpha^*$. Therefore, the integral of $N(a|\mu_\alpha, \sigma_\alpha)f(a)$ for $0 < a < \alpha^*$ increases and that for $a > \alpha^*$ becomes close to 0.