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1. Introduction

Let $k$ be a number field. In this paper we are interested in the images of the norm maps $N_{K/k}: K^* \to k^*$ for finite field extensions $K/k$. Specifically, given an element $\alpha \in k^*$ and a finite group $G$, does there exist an extension $K/k$ with Galois group $G$ such that $\alpha$ is a norm from $K$? We are able to answer this question positively if one restricts to abelian extensions of $k$. Furthermore, in the abelian setting, we prove the existence of such an extension from which a given finite set of elements of $k^*$ are norms.

**Theorem 1.1.** Let $k$ be a number field, $G$ a finite abelian group and $A \subset k^*$ a finitely generated subgroup. Then there exists an abelian extension $K/k$ with Galois group $G$ such that every element of $A$ is a norm from $K$.

As an application, we obtain the following corollary.

**Corollary 1.2.** Let $k$ be a number field, $G$ a finite abelian group and $S$ a finite set of places of $k$. Then there exists an abelian extension $K/k$ with Galois group $G$ such that every $S$-unit of $k$ is a norm from $K$.

We prove Theorem 1.1 by counting the collection of abelian extensions under consideration; we obtain an asymptotic formula for the number of such extensions of bounded conductor, and show explicitly that the leading constant in this formula
is non-zero. In particular, we prove the existence of infinitely many extensions with the desired properties. The strategy of proving existence via counting is widely used in analytic number theory, for example in the context of the Hardy–Littlewood circle method. Our proof of Theorem 1.1 seems to be the first case where it is implemented for number fields. Our methods even allow us to prove existence of such an extension $K/k$ which satisfies any finite collection of admissible local conditions (Corollary 4.12).

Before we can explain these more general results, we must introduce some notation. Fix a choice of algebraic closure $\bar{k}$ of $k$ and let $G$ be a finite abelian group. By a $G$-extension of $k$, we mean a surjective continuous homomorphism $\varphi: \text{Gal}(\bar{k}/k) \rightarrow G$. This corresponds to choosing an extension $k \subset K \subset \bar{k}$ together with an isomorphism $\text{Gal}(K/k) \cong G$. Keeping track of the isomorphism with $G$ simplifies the set-up and the counting. It has no qualitative effect on the results; forgetting the choice of isomorphism merely scales all the counting results by $|\text{Aut}(G)|$. We write $G$-ext$_k$ for the set of all $G$-extensions of $k$. Given $\varphi \in G$-ext$_k$, we write $K_{\varphi}$ for the corresponding number field, and $\Phi(\varphi)$ for the norm of the conductor of $K_{\varphi}$ (viewed as an ideal of $k$). Moreover, we write $A^*_k$ for the ideles of the number field $K_{\varphi}$. We are interested in the counting functions

$$N(k, G, B) = \#\{\varphi \in G$-ext$_k : \Phi(\varphi) \leq B\},$$

$$N_{\text{loc}}(k, G, A, B) = \#\{\varphi \in G$-ext$_k : \Phi(\varphi) \leq B, A \subset N_{K_{\varphi}/k} A^*_k\},$$

$$N_{\text{glob}}(k, G, A, B) = \#\{\varphi \in G$-ext$_k : \Phi(\varphi) \leq B, A \subset N_{K_{\varphi}/k} K_{\varphi}^*\}.$$  

(1.1)

The first counts all $G$-extensions $\varphi$ of $k$ of bounded conductor, the second counts only those for which every element of $A$ is everywhere locally a norm, the third only those for which every element of $A$ is a global norm.

An asymptotic formula for $N(k, G, B)$ was first obtained by Wood in [49], building on numerous special cases. In this paper we obtain asymptotic formulae for the other counting functions. Our formulae are stated in terms of the invariant $\varpi(k, G, A)$ which we now define.

**Definition 1.3.** Let $k$ be a number field, $G$ a finite abelian group, and $A \subset k^*$ a finitely generated subgroup. For $d \in \mathbb{Z}_{\geq 1}$, let $k_d = k(\mu_d, \sqrt[d]{A})$. We define

$$\varpi(k, G, A) = \sum_{g \in G\setminus\{1\}} \frac{1}{[k_{|g|} : k]},$$

where $|g|$ denotes the order of $g$ in $G$ and $1_G \in G$ is the identity element.

**Theorem 1.4.** Let $k$ be a number field, $G$ a non-trivial finite abelian group, and $A \subset k^*$ a finitely generated subgroup. Then

$$N_{\text{glob}}(k, G, A, B) \sim c_{k, G, A} B (\log B)^{\varpi(k, G, A) - 1}$$

as $B \to \infty$, for some $c_{k, G, A} > 0$. 
This theorem gives an asymptotic formula for the number of $G$-extensions from which every element of $\mathcal{A}$ is a global norm. It is natural to ask how the number of such extensions compares with the total number $N(k, G, B)$ of $G$-extensions of $k$ of conductor bounded by $B$. We observe that $N(k, G, B) = N_{\text{glob}}(k, G, \{1\}, B)$ and note that in this case the formula of Theorem 1.4 agrees with [49, Thm. 3.1].

**Example 1.5.** In the special case where $G = \mathbb{Z}/2\mathbb{Z}$ and $\alpha \in k^* \smallsetminus k^2$, we compute $\sigma(k, \mathbb{Z}/2\mathbb{Z}, \langle \alpha \rangle) = 1/2$ and thus

$$N_{\text{glob}}(k, \mathbb{Z}/2\mathbb{Z}, \langle \alpha \rangle, B) \sim c_{k, \mathbb{Z}/2\mathbb{Z}, \langle \alpha \rangle} B (\log B)^{-1/2}.$$ 

When compared to the asymptotic $N(k, \mathbb{Z}/2\mathbb{Z}, B) \sim c_{k, \mathbb{Z}/2\mathbb{Z}} B$, this shows that for 100% of quadratic extensions of $k$ the number $\alpha$ is not a norm.

The next theorem generalises this observation. It says that, unless we are in a very special case, for 100% of $G$-extensions of $k$ not all elements of $\mathcal{A}$ are norms.

**Theorem 1.6.** Let $k$ be a number field, $G$ a non-trivial finite abelian group of exponent $e$, and $\mathcal{A} \subset k^*$ a finitely generated subgroup. Then the following are equivalent:

1. $\lim_{B \to \infty} \frac{N_{\text{glob}}(k, G, \mathcal{A}, B)}{N(k, G, B)} > 0$;
2. $\mathcal{A} \subset k(\mu_d)^*d$ for all $d \mid e$;
3. $\mathcal{A} \subset k_v^*e$ for all but finitely many places $v$ of $k$.

There is a nice cohomological way to interpret the condition (3) in Theorem 1.6 via certain Tate–Shafarevich groups (see Section 4.6). Together with some class field theory, this will allow us to deduce the following result.

**Corollary 1.7.** Let $\mathcal{A} \subset k^*$ be a finitely generated subgroup and let $e$ be the exponent of $G$. Then the limit

$$\lim_{B \to \infty} \frac{N_{\text{glob}}(k, G, \mathcal{A}, B)}{N(k, G, B)}$$

(i) only depends on the image $\mathcal{A}k^*e$ of $\mathcal{A}$ in $k^*/k^*e$;
(ii) equals one if $\mathcal{A} \subset k^*e$;
(iii) is zero for all but finitely many finite subgroups $\mathcal{A}k^*e \subset k^*/k^*e$;
(iv) is zero for all finitely generated subgroups $\mathcal{A} \subsetneq k^*e$ if and only if the extension $k(\mu_{2^r})/k$ is cyclic, where $2^r$ is the largest power of 2 dividing $e$.

Condition (i v) holds for example if $8 \nmid e$ or $\mu_e \subset k^*$. Our next result shows that if $G$ is cyclic then in order to have

$$0 < \lim_{B \to \infty} \frac{N_{\text{glob}}(k, G, \mathcal{A}, B)}{N(k, G, B)} < 1,$$

for some choice of $\mathcal{A}$, the field $k$ must have more than one prime lying above 2.
Theorem 1.8. Let $k$ be a number field, let $\mathcal{A} \subset k^*$ be a finitely generated subgroup, and let $G$ be a finite cyclic group. Suppose that $k$ has only one prime lying above 2. Then the following are equivalent:

(1) $\lim_{B \to \infty} \frac{N_{\mathrm{glob}}(k, G, \mathcal{A}, B)}{N_{(k, G, B)}^{|G|} N_{(k, G, B)}} > 0$;

(2) every element of $\mathcal{A}$ is a global norm from every $G$-extension of $k$.

A necessary condition for an element of $k$ to be a global norm is that it is a norm everywhere locally. However, this is not a sufficient condition in general due to possible failures of the Hasse norm principle (HNP). Nevertheless, to prove Theorem 1.4, we reduce to the case of everywhere local norms via the following theorem, which shows that, when ordered by conductor, “most” abelian extensions satisfy the Hasse norm principle.

Theorem 1.9. Let $k$ be a number field, $G$ a finite abelian group, and $\mathcal{A} \subset k^*$ a finitely generated subgroup. Then

$$\lim_{B \to \infty} \frac{\#\{\varphi \in G:\text{-ext}(k) : \Phi(\varphi) \leq B, \mathcal{A} \subset N_{K_\varphi/k} A_{K_\varphi}^*, K_\varphi \text{ fails the HNP}\}}{N_{\text{loc}}(k, G, \mathcal{A}, B)} = 0.$$ 

In particular, Theorem 1.9 implies that

$$\lim_{B \to \infty} \frac{N_{\text{glob}}(k, G, \mathcal{A}, B)}{N_{\text{loc}}(k, G, \mathcal{A}, B)} = 1.$$ 

Theorem 1.4 can thus be proved via an asymptotic formula for $N_{\text{loc}}(k, G, \mathcal{A}, B)$, which we obtain in Theorem 4.1. We prove Theorem 1.9 using a purely local criterion for failure of the Hasse norm principle (Proposition 4.2). Taking $\mathcal{A} = \{1\}$ in Theorem 1.9, we obtain the following result.

Corollary 1.10. Let $k$ be a number field and $G$ a finite abelian group. Then $100\%$ of $G$-extensions of $k$, ordered by conductor, satisfy the Hasse norm principle.

Corollary 1.10 stands in stark contrast to the results of [20], where a dichotomy occurs when counting by discriminant: in op. cit. we showed that for certain finite abelian groups $G$ a positive proportion of $G$-extensions can fail the Hasse norm principle, when ordered by discriminant. This contrasting behaviour illustrates the fact, already observed by Wood in [49], that counting by conductor often leads to more natural statements than counting by discriminant. In fact, after seeing the results we obtained in [20] when counting extensions ordered by discriminant, Wood remarked that the dichotomy we had observed should disappear when ordering by conductor, and conjectured the statement of Corollary 1.10.

There are two reasons why it seems quite difficult to prove Theorem 1.1 when counting by discriminant, rather than conductor. Firstly, the condition that every element of $\mathcal{A}$ is a norm everywhere locally may be only rarely satisfied and, in the setting of [20, Thm. 1.4] where a positive proportion of $G$-extensions fail the Hasse norm principle, it becomes challenging to show the existence of a $G$-extension for which every element of $\mathcal{A}$ is a norm everywhere locally and the Hasse norm principle
holds. Secondly, the leading constant obtained when counting by discriminant is very complicated, with potential for further cancellation, so it is difficult to prove its positivity, whereas when counting by conductor we have a simple criterion for positivity of the leading constant (see Theorem 3.1).

The counting techniques employed in this paper are fairly robust and enable us to prove a strengthening of Theorem 1.1 in which we impose local conditions at finitely many places. See Theorem 3.1 and Corollary 4.11 for precise statements.

Our work on the statistical behaviour of the Hasse norm principle brings together two major areas of modern number theory: namely, counting within families of number fields, and the quantitative study of the failure of local-global principles. Notable recent papers on the statistics of number fields include [1, 2, 4, 5, 18, 21, 27, 33, 50]. Some significant contributions to the study of local-global principles in families include [3, 6, 14, 15, 19, 29, 30]. For a summary of recent progress on counting failures of the Hasse principle, see [7]. More specifically, the statistical behaviour of the Hasse norm principle is examined in [8, 31, 35]. In particular, in [35] Rome obtains an asymptotic formula for the number of biquadratic extensions of \( \mathbb{Q} \) (ordered by discriminant) which fail the Hasse norm principle. Obtaining asymptotic formulae for the number of such failures for other classes of field extensions would seem to be an interesting problem.

Below, we give some examples illustrating our results in a variety of settings to demonstrate the wide range of phenomena manifested by norms in extensions of number fields.

**Examples 1.11.**

1. Take \( G = \mathbb{Z}/n\mathbb{Z} \) with \( 8 \nmid n \) and \( \alpha \in k^* \) not an \( n \)th power. Then Corollary 1.7 implies that for \( 100\% \) of all \( \mathbb{Z}/n\mathbb{Z} \)-extensions of \( k \) ordered by conductor, \( \alpha \) is not a norm. In the special case \( n = 2 \) of quadratic extensions, this result can be proved using standard techniques in analytic number theory; all other cases are new.

2. Take \( k = \mathbb{Q}, \alpha = 16 \) and \( G = \mathbb{Z}/8\mathbb{Z} \). As is well known, 16 is an 8th power in \( \mathbb{Q}_p^* \) for all odd primes \( p \) and in \( \mathbb{R}^* \). It therefore follows from Theorems 1.6 and 1.8 that 16 is a norm from every \( \mathbb{Z}/8\mathbb{Z} \)-extension \( K/\mathbb{Q} \), despite not being an 8th power in \( \mathbb{Q} \).

3. Take \( k = \mathbb{Q}(\sqrt{17}), \alpha = 16 \) and \( G = \mathbb{Z}/8\mathbb{Z} \). Then, as above, we see that 16 is locally an 8th power at all places \( v \) such that \( v \nmid 2 \). Hence 16 is a local norm from all \( \mathbb{Z}/8\mathbb{Z} \)-extensions of \( k \) at all places \( v \nmid 2 \). However, let \( p, q \) be the two primes of \( k \) above 2. By [32, Thm. 9.2.8] there exists a \( \mathbb{Z}/8\mathbb{Z} \)-extension \( F/k \) such that \( F_p/k_p \) is unramified of degree 8. Therefore, 16 is not a local norm from \( F_p/k_p \), and consequently not a global norm from \( F/k \). Given the existence of one such an extension, an application of [49, Cor. 1.7] (or Theorem 3.1) yields the existence of a positive proportion of \( \mathbb{Z}/8\mathbb{Z} \)-extensions \( K/k \) which are unramified of degree 8 over \( p \), thus the limit (1.2) is positive but not equal to 1 in this case.

Let us explain in more detail why [32, Thm. 9.2.8] applies here but not in the previous example. Recall that a place \( v \) of a number field \( L \) is said to **split** (or
decompose) in an extension $M/L$ if there exist at least two distinct places of $M$ above $v$. All places of $\mathbb{Q}$ apart from 2 split in the non-cyclic extension $\mathbb{Q}(\mu_8)/\mathbb{Q}$, so that $(\mathbb{Q}, 8, \Omega_\mathbb{Q} \setminus \{2\})$ is a so-called special case and [32, Thm. 9.2.8] does not apply in example (2). However, in example (3), $q$ is non-split in $k(\mu_8)/k$: both $p$ and $q$ are totally ramified in $k(\mu_8)/k$, since 2 is split in $k/\mathbb{Q}$ and totally ramified in $\mathbb{Q}(\mu_8)/\mathbb{Q}$. Therefore, $(k, 8, \Omega_k \setminus \{p\})$ is not a special case and [32, Thm. 9.2.8] can be applied in example (3).

(4) Take $k = \mathbb{Q}, \alpha = 5^2$ and $G = (\mathbb{Z}/2\mathbb{Z})^2$. A simple argument (cf. Lemma 4.4) shows that $5^2$ is a norm everywhere locally from every biquadratic extension of $\mathbb{Q}$. By Theorem 1.9, it is thus a global norm from 100% of biquadratic extensions of $\mathbb{Q}$ ordered by conductor. However, $5^2$ is not a global norm from $K = \mathbb{Q}(\sqrt{13}, \sqrt{17})$ (failure of the Hasse norm principle [9, Exercise 5.3, p. 360]). Therefore, it is not true that $5^2$ is a global norm from every biquadratic extension of $\mathbb{Q}$.

**Remark 1.12.** A simple application of local class field theory (Lemma 4.4) shows that every element of $k^*e$ is everywhere locally a norm from every $G$-extension of $k$, where $e$ denotes the exponent of $G$. Using this, one can show that in our results, the assumption that $\mathcal{A}$ is a finitely generated subgroup of $k^*$ can be replaced by the weaker assumption that the image of $\mathcal{A}$ in $k^*/k^{*e}$ is finite. We have chosen to make the stronger assumption as it simplifies the exposition and some technical aspects of the proofs.

We finish with a simple example which solves the problem analogous to Theorem 1.1 for field extensions of degree $n$ with maximal Galois group.

**Example 1.13.** Let $\alpha \in \mathbb{Q}^*$ and $n \geq 3$. Then the polynomial

$$x^n + cx^{n-1} + tx + (-1)^n\alpha$$

has Galois group $S_n$ over $\mathbb{Q}(t)$ for all but finitely many $c \in \mathbb{Q}$ (see [26, Satz 1]). Therefore, Hilbert’s irreducibility theorem implies that for infinitely many specialisations $t \in \mathbb{Q}$, the Galois group is $S_n$, and $\alpha$ is clearly a norm from such an extension, being the product of the roots of the defining polynomial.

**1.1. Methodology and structure of the paper.** In Section 2 we recall some of the theory of frobenian functions from Serre’s book [42, Sec. 3.3], in order to help analyse the Dirichlet series which arise in this paper.

In Section 3 we prove our main technical result, Theorem 3.1. This is a general theorem for counting abelian extensions with local conditions imposed. To prove this we study the analytic properties of the Dirichlet series corresponding to our counting functions. We achieve this with the help of the harmonic analysis techniques developed in our earlier paper [20]. In our case, however, the analysis is more difficult as the singularities of our Dirichlet series will be branch point singularities, rather than poles, in general; this is reflected in the fact that $\sigma (k, G, \mathcal{A})$ in Theorem 1.4 can
be a *non-integral rational number*. This section is the technical heart of the paper and is dedicated to the proof of Theorem 3.1.

Let us emphasise once more that we prove Theorem 1.1 by first counting the extensions of interest and then showing that the leading constant obtained is positive. Our situation presents an interesting difficulty, however: the leading constant we obtain is not an Euler product but a *sum* of Euler products and, in general, cancellation within these sums may occur for some choices of local conditions. For example, a famous theorem of Wang [47] says that there is no \( \mathbb{Z}/8\mathbb{Z} \)-extension of \( \mathbb{Q} \) which realises the unramified extension of \( \mathbb{Q}_2 \) of degree 8; in this case Wright observed in [51, p.48] that the Euler products appearing in the leading constant cancel out. We have to carefully analyse these sums of Euler products and explicitly show that no cancellation occurs in our case.

In Section 4, we prove the major results stated in the introduction via suitable applications of Theorem 3.1 combined with Galois-cohomological techniques. At the end of Section 4 we also give a generalisation of Theorem 1.1 which allows one to impose local conditions on the abelian extension \( K/k \) at finitely many places.

The appendix (by Yonatan Harpaz and Olivier Wittenberg) contains a purely geometric proof of Theorem 1.1. It uses descent and a version of the fibration method developed in [24] to show that the Brauer–Manin obstruction controls the failure of weak approximation on a certain auxiliary variety. The existence of the required abelian extension is then shown using a version of Hilbert’s irreducibility theorem due to Ekedahl [17] (see also [41, Sec.3.5–3.6]).

### 1.2. Notation and conventions.

We fix a number field \( k \) throughout the paper and use the following notation:

- \( \mathbb{A}^* \) the ideles of \( k \)
- \( \mathbb{A}_L^* \) the ideles of a finite extension \( L \) of \( k \)
- \( \mathcal{O}_k \) the ring of integers of \( k \)
- \( \Omega_k \) the set of all places of \( k \)
- \( \mathcal{O}_S \) the \( S \)-integers of \( k \)
- \( v \) a place of \( k \)
- \( k_v \) the completion of \( k \) at \( v \)
- \( \mathcal{O}_v \) the ring of integers of \( k_v \). For \( v \mid \infty \), by convention \( \mathcal{O}_v := k_v \)
- \( \mathbb{F}_v \) the residue field at a finite place \( v \)
- \( q_v \) the cardinality of the residue field at a finite place \( v \)
- \( \xi_k(s) \) the Dedekind zeta function of \( k \).

For locally compact abelian groups \( A \) and \( B \), we use the following notation:

- \( \text{Hom}(A, B) \) the group of *continuous* homomorphisms from \( A \) to \( B \), equipped with the compact-open topology
- \( A^\wedge \) the Pontryagin dual of \( A \), \( A^\wedge := \text{Hom}(A, S^1) \)
- \( \langle \cdot, \cdot \rangle \) the natural pairing \( A \times A^\wedge \rightarrow S^1 \).

All finite groups are viewed as topological groups with the discrete topology.
For a place $v$ of $k$, a finite abelian group $G$, and $\chi \in \text{Hom}(k_v^*, G)$, we denote by $\Phi_v(\chi_v)$ the reciprocal of the $v$-adic norm of the conductor of $\text{Ker} \chi_v$. For every $\chi \in \text{Hom}(A^*/k^*, G)$, we let $\Phi(\chi)$ be the reciprocal of the idelic norm of the conductor of the kernel of $\chi$; this equals the norm $\Phi(\varphi)$ of the conductor of the sub-$G$-extension $\varphi$ corresponding to $\chi$ via the global Artin map.

Let $K/k$ be an extension of number fields and $\alpha \in k^*$. We say that $\alpha$ is a (global) norm from $K$ if $\alpha \in N_{K/k} K^*$. We say that $\alpha$ is a local norm at $v$ from $K$ if $\alpha \in \prod_{w|v} N_{K_w/k_v} K_w^* \subset k_v^*$; if $K/k$ is Galois this is equivalent to the existence of some place $w | v$ of $K$ such that $\alpha \in N_{K_w/k_v} K_w^*$.

If $F$ is a field which contains $d$ distinct $d$th roots of unity and $A \subset F^*$ is a finitely generated subgroup, then we denote by $F(\sqrt[d]{A})$ the splitting field of the polynomials $x^d - \alpha$, where $\alpha$ runs over a set of generators of $A$.

For a subgroup $A \subset k^*$ and a place $v$ of $k$, we denote by $A_v$ the image of $A$ in $k_v^*$.
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2. Frobenian functions

For the proofs of our main results, we will require some of the theory of frobenian functions, as can be found in Serre’s book [42, Sec. 3.3]. Recall that a class function on a group is a function which is constant on conjugacy classes.

**Definition 2.1.** Let $k$ be a number field and $\rho: \Omega_k \to \mathbb{C}$ a function on the set of places of $k$. Let $S$ be a finite set of places of $k$. We say that $\rho$ is $S$-frobenian if there exist

(a) a finite Galois extension $K/k$, with Galois group $\Gamma$, such that $S$ contains all places which ramify in $K/k$, and

(b) a class function $\varphi: \Gamma \to \mathbb{C}$,
such that for all $v \notin S$ we have

$$\rho(v) = \varphi(\text{Frob}_v),$$

where $\text{Frob}_v \in \Gamma$ denotes a Frobenius element of $v$. We say that $\rho$ is \textit{frobenian} if it is $S$-frobenian for some $S$. A subset of $\Omega_k$ is called \textit{$(S)$-frobenian} if its indicator function is $(S)$-frobenian.

In Definition 2.1, we adopt a common abuse of notation (see [42, Sec. 3.2.1]), and denote by $\text{Frob}_v \in \Gamma$ the choice of some element of the Frobenius conjugacy class at $v$; note that $\varphi(\text{Frob}_v)$ is well defined as $\varphi$ is a class function.

We define the \textit{mean} of $\rho$ to be

$$m(\rho) = \frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \varphi(\gamma) \in \mathbb{C}.$$

**Example 2.2.** Let $f \in k[x]$ be a (not necessarily irreducible) polynomial. Then the set

$$\{v \in \Omega_k : f(x) \text{ has a root in } k_v\}$$

is frobenian. Indeed, take $K$ to be the splitting field of $f$. Then for a place $v$ which is unramified in $K$, the polynomial $f$ has a root in $k_v$ if and only if $\text{Frob}_v$ acts with a fixed point on the roots of $f$ over $\overline{k}$; the set of such elements is a conjugacy invariant subset of the Galois group $\Gamma$.

We require the following result on the zeta function of a frobenian function. Throughout the paper, we write $q_v$ for the size of the residue field at a finite place $v$. Moreover, for any place $v$, let $\zeta_{k,v}(s)$ be the Euler factor of $\zeta_k(s)$ at $v$ if $v$ is non-archimedean, and $\zeta_{k,v}(s) = 1$ otherwise.

**Proposition 2.3.** Let $S$ be a finite set of places of $k$ containing all archimedean places and let $\rho$ be an $S$-frobenian function. Assume that $|\rho(v)| < q_v$ holds for all $v \notin S$. Then the Euler product

$$F(s) = \prod_{v \notin S} \left(1 + \frac{\rho(v)}{q_v^s}\right)$$

has the form

$$F(s) = \zeta_k^{m(\rho)}(s)G(s), \quad \text{Re } s > 1,$$

for a function $G(s)$ that is holomorphic in a region

$$\text{Re } s > 1 - \frac{c}{\log(|\text{Im } s| + 3)},$$

for some $c = c_\rho > 0$, and satisfies in this region the bound

$$|G(s)| \ll_{\rho} (1 + |\text{Im } s|^{1/2}.$$
Moreover,
\[
\lim_{s \to 1} (s-1)^{m(\rho)} F(s) = (\text{Res}_{s=1} \zeta_k(s))^{m(\rho)} \prod_{v \notin S} \frac{1 + \rho(v)q_v^{-1}}{\zeta_{k,v}(1)^{m(\rho)}},
\]
and the limit in (2.5) is non-zero.

Proof. First, note that the Euler factors \(1 + \rho(v)q_v^{-s}\) are holomorphic on \(\mathbb{C}\) and non-zero for \(\text{Re } s \geq 1\), as \(|\rho(v)| < q_v\) by assumption. Next, recall that the irreducible characters of a finite group \(\Gamma\) form a basis for the space of complex class functions of \(\Gamma\) [22, Prop. 2.30]. In particular, if \(\varphi : \Gamma \to \mathbb{C}\) is the class function associated to \(\rho\), then we may write
\[
\varphi = \sum_{\chi} \lambda_{\chi} \chi,
\]
where \(\lambda_{\chi} \in \mathbb{C}\) and the sum runs over the irreducible characters of \(\Gamma\). For \(\text{Re } s > 1\), we find that
\[
F(s) = \prod_{v \notin S} \left(1 + \sum_{\chi} \lambda_{\chi} \chi(\text{Frob}_v) q_v^{-s} \right) = G_1(s) \prod_{\chi} L(\chi, s)^{\lambda_{\chi}},
\]
where \(L(\chi, s)\) denotes the Artin \(L\)-function of \(\chi\) and \(G_1(s)\) is a holomorphic function with absolutely convergent Euler product on \(\text{Re } s > 1/2\), which is non-zero on \(\text{Re } s \geq 1\).

For the trivial character \(\chi = 1\), we have \(L(1, s) = \zeta_k(s)\). Since \(\lambda_1 = m(\rho)\), we get the equality (2.2) with
\[
G(s) = G_1(s) \prod_{\chi \neq 1} L(\chi, s)^{\lambda_{\chi}}.
\]

By the Brauer induction theorem [9, Thm. VIII.7, p. 225], we may decompose each remaining \(L(\chi, s)\) as a product of \(\mathbb{Z}\)-powers of Hecke \(L\)-functions of non-trivial Hecke characters of subfields of \(K\). Hence, we assume from now on that each \(L(\chi, s)\) is an entire Hecke \(L\)-function (for some possibly different number field). By [28, Thm. 5.35], \(L(\chi, s)\) respects a zero-free region of the form (2.3), for some \(c < 1/4\) that may depend on \(\chi\). Since there are only finitely many characters to consider, we can find a constant \(c\) that works for all of them. Decreasing \(c\) further, we obtain a bound
\[
\log |L(\chi, s)| \ll \log \log(|\text{Im } s| + 3),
\]
valid in the region (2.3) (cf. [38, p. 230]). Using this bound and the fact that \(|G_1(s)| \ll 1\) in \(\text{Re } s \geq 3/4\) due to the absolute convergence of its Euler product, it is simple to verify that \(G(s)\) satisfies (2.4).

To verify (2.5), we start with the following fact, which is well known at least in the classical case of Dirichlet \(L\)-functions: for non-trivial \(\chi\), the Euler product of \(L(\chi, s)\) converges for \(s = 1\) and takes the value \(L(\chi, 1)\). To see this, observe that
log $L(\chi, s)$ can be defined for $\text{Re} \, s > 1$ as a Dirichlet series, use the prime number theorem for $L(\chi, s)$ (see [28, Thm. 5.13]) and partial summation to verify that this Dirichlet series converges for $s = 1$, and apply Abel’s theorem.

Since $G_1(s)$ has an absolutely convergent Euler product for $\text{Re} \, s > 1/2$, this shows that the Euler product of $\xi_k(s)^{-m(\rho)} F(s) = G(s)$ does indeed converge at $s = 1$ and takes the value

$$G(1) = \lim_{s \to 1} \xi_k(s)^{-m(\rho)} F(s) = (\text{Res}_{s = 1} \xi_k(s))^{-m(\rho)} \lim_{s \to 1} (s - 1)^{m(\rho)} F(s).$$

Recalling our assumption that $|\rho(v)| < q_v$, it is clear that the right-hand side of (2.5) is non-zero.

**Remark 2.4.** (1) Note that frobenian functions are bounded; thus the condition $|\rho(v)| < q_v$ in Proposition 2.3 is always satisfied for all but finitely many $v$.

(2) The conclusion (2.5) may fail if one includes the places $v \in S$ in the Euler product in Proposition 2.3. To see this, take $k = \mathbb{Q}, \rho(2) = -2$ and $\rho(p) = 0$ for $p \neq 2$; this is frobenian with $K = \mathbb{Q}$ and $S = \{2\}$. Then the Euler factor

$$1 - \frac{2}{2^s}$$

has a zero at $s = 1$, despite the fact that $m(\rho) = 0$.

(3) The conclusion (2.5) can fail to hold for some innocuous looking Dirichlet series. Consider for example $F(s) = \xi(2s - 1)/\xi(s)$. Then

$$\lim_{s \to 1} F(s) = \frac{1}{2},$$

but

$$\prod_p \lim_{s \to 1} \frac{1 - p^{-s}}{1 - p^{-2s+1}} = 1.$$ 

3. Counting with local conditions

All of the main counting results in this paper are obtained from a more general counting result, which we present in this section. To state this result we require some notation.

3.1. Statement of the result. Let $G$ be a finite abelian group, let $F$ be a field and $\bar{F}$ a separable closure of $F$. We define a sub-$G$-extension of $F$ to be a continuous homomorphism $\text{Gal}(\bar{F}/F) \to G$. A sub-$G$-extension corresponds to a pair $(L/F, \psi)$, where $L/F$ is a Galois extension inside $\bar{F}$ and $\psi$ is an injective homomorphism $\text{Gal}(L/F) \to G$. 

For each place \( v \) of the number field \( k \), we fix an algebraic closure \( \overline{k}_v \) and compatible embeddings \( k \hookrightarrow \overline{k} \hookrightarrow \overline{k}_v \) and \( k \hookrightarrow k_v \hookrightarrow \overline{k}_v \).

Hence, a sub-\( G \)-extension \( \varphi \) of \( k \) induces a sub-\( G \)-extension \( \varphi_v \) of \( k_v \) at every place \( v \). For each place \( v \) of \( k \), let \( \Lambda_v \) be a set of sub-\( G \)-extensions of \( k_v \). For \( \Lambda := (\Lambda_v)_{v \in \Omega_k} \) we are interested in the function

\[
N(k, G, \Lambda, B) := \# \{ \varphi \in G\text{-}	ext{ext}(k) : \Phi(\varphi) \leq B, \varphi_v \in \Lambda_v \forall v \}, \tag{3.1}
\]

which counts those \( G \)-extensions of \( k \) of bounded conductor which satisfy the local conditions imposed by \( \Lambda \) at all places \( v \). (Here \( \Phi \) is as in Section 1.2.)

In general, it is difficult to say anything about the counting function given in (3.1), especially when there are infinitely many local conditions imposed. Even in the case when one imposes finitely many conditions, the set being counted may be empty, as explained in Section 1.1. Our main technical result imposes arbitrary conditions at finitely many places, but at the remaining places we only impose those conditions which force every element of \( \mathcal{A} \) to be a local norm.

**Theorem 3.1.** Let \( k \) be a number field, \( G \) a non-trivial finite abelian group, and \( \mathcal{A} \subset k^* \) a finitely generated subgroup. Let \( S \) be a finite set of places of \( k \) and for \( v \in S \) let \( \Lambda_v \) be a non-empty set of sub-\( G \)-extensions of \( k_v \). For \( v \notin S \) we let \( \Lambda_v \) be the set of sub-\( G \)-extensions of \( k_v \) determined by those extensions of local fields \( L/k_v \) for which every element of \( \mathcal{A} \) is a local norm from \( L/k_v \). Let \( \Lambda := (\Lambda_v)_{v \in \Omega_k} \). Then there exist \( c_{k,G,\Lambda} \geq 0 \) and \( \delta = \delta(k, G, \mathcal{A}) > 0 \) such that

\[
N(k, G, \Lambda, B) = c_{k,G,\Lambda} B (\log B)^{\varpi(k,G,\mathcal{A})-1} + O(B (\log B)^{\varpi(k,G,\mathcal{A})-1-\delta}), \quad B \to \infty,
\]

where \( \varpi(k, G, \mathcal{A}) \) is as in Definition 1.3. Moreover, we have \( c_{k,G,\Lambda} > 0 \) if there exists a sub-\( G \)-extension of \( k \) which realises the given local conditions for all places \( v \).

The leading constant \( c_{k,G,\Lambda} \) in this theorem is given by a finite sum of Euler products (see Theorem 3.22 for an explicit expression). Our condition for positivity is only the existence of some sub-\( G \)-extension of \( k \) which realises the given local conditions; we do not require the existence of a genuine \( G \)-extension of \( k \), so we do not need to assume that the set of \( G \)-extensions being counted is non-empty to deduce the positivity of the constant. This means that one need only look for an extension with possibly smaller Galois group to prove positivity of the constant; we use this trick to great effect when proving Theorem 1.1.

We illustrate how one applies Theorem 3.1 in some simple cases. Firstly, one counts the total number of \( G \)-extensions of \( k \) by applying Theorem 3.1 with \( \mathcal{A} = \{1\} \) and no local conditions, i.e. taking \( \Lambda_v \) to be the set of all sub-\( G \)-extensions of \( k_v \) for all places \( v \). These local conditions are realised by the sub-\( G \)-extension given by the trivial extension \( k/k \). For a more interesting example, consider the case \( \mathcal{A} = \{1\} \) and the trivial local conditions \( \Lambda_v = \{1\} \) for \( v \in S \), which are again realised by the
trivial extension \( k/k \). This gives the following corollary. (Note that we do not need to avoid the places above 2.)

**Corollary 3.2.** Let \( S \) be a finite set of places. Then a positive proportion of \( G \)-extensions of \( k \), ordered by conductor, are completely split at all places in \( S \).

The rest of this section is dedicated to the proof of Theorem 3.1. All implied constants in the \( O \) and \( \ll \) notation are allowed to depend on \( k, G, \mathcal{A} \) and \( \Lambda \).

### 3.2. The set of places \( S \)

To prove Theorem 3.1, we are free to increase the size of \( S \) if we wish. Henceforth, we will assume that \( S \) contains all archimedean places of \( k \) and all places of \( k \) lying above the primes \( p \leq |G| \), that \( \mathcal{A} \subset \mathcal{O}_S^\times \), and that \( \mathcal{O}_S \) has trivial class group.

The reader should note that many of the formulae which follow are only valid for finite sets of places \( S \) which satisfy these conditions. For example, in the case where \( k = \mathbb{Q}, G = \mathbb{Z}/8\mathbb{Z}, \mathcal{A} = \{1\}, S = \emptyset \), the expression for the leading constant in Theorem 3.22 does not hold. To compute \( c_{k,G,\Lambda} \) in this instance, we may take \( S = \{\infty, 2, 3, 5\} \) instead.

### 3.3. Dirichlet series

To prove Theorem 3.1 we study the associated Dirichlet series

\[
F_{\Lambda}(s) = \sum_{\varphi \in G\text{-ext}(k)} \frac{f_{\Lambda}(\varphi)}{\Phi(\varphi)^s}, \tag{3.2}
\]

with \( f_{\Lambda} \) the indicator function of those sub-\( G \)-extensions \( \varphi \in \text{Hom}(\text{Gal}(\overline{k}/k), G) \) for which \( \varphi_v \in \Lambda_v \) for all \( v \in \Omega_k \). Hence, \( f_{\Lambda} \) is the product of the local indicator functions \( f_{\Lambda,v} \) of \( \Lambda_v \). As \( |f_{\Lambda}(\varphi)| \leq 1 \), this Dirichlet series defines a holomorphic function on \( \text{Re } s > 1 \). (This follows from [49, Lem. 2.10], but also from the analysis later in this paper.)

#### 3.3.1. Möbius inversion

Recall that a \( G \)-extension of \( k \) is a surjective continuous homomorphism \( \varphi: \text{Gal}(\overline{k}/k) \to G \). The condition that \( \varphi \) be surjective is difficult to deal with, hence we perform a Möbius inversion to remove it. Let \( \mu \) be the Möbius function on isomorphism classes of finite abelian groups. That is,

\[
\mu(G) = 0
\]

if \( G \) has a cyclic subgroup of order \( p^n \) with \( p \) a prime and \( n \geq 2 \),

\[
\mu(G_1 \times G_2) = \mu(G_1)\mu(G_2)
\]

if \( G_1 \) and \( G_2 \) have coprime order, and

\[
\mu((\mathbb{Z}/p\mathbb{Z})^n) = (-1)^n p^{n(n-1)/2}
\]
for a prime $p$ and $n \in \mathbb{Z}_{\geq 0}$. Let $f$ be a function on the subgroups of $G$. For subgroups $H \subset G$, we consider the function

$$g(H) = \sum_{J \subset H} f(J),$$

where the sum runs over all subgroups $J \subset H$. The Möbius inversion formula for finite abelian groups [16] states that

$$f(G) = \sum_{H \subset G} \mu(G/H) g(H). \quad (3.3)$$

**Lemma 3.3.** We have

$$F_{\Lambda}(s) = \sum_{H \subset G} \mu(G/H) \sum_{\varphi \in \text{Hom}(	ext{Gal}(\overline{k}/k),H)} \frac{f_{\Lambda}(\varphi)}{\Phi(\varphi)^s}.$$

**Proof.** Sorting the sub-$H$-extensions $\varphi: \text{Gal}(\overline{k}/k) \to H$ by their images, we get

$$\sum_{J \subset H} \sum_{\varphi \in J-\text{ext}(k)} \frac{f_{\Lambda}(\varphi)}{\Phi(\varphi)^s} = \sum_{J \subset H} \sum_{\varphi \in \text{Hom}(	ext{Gal}(\overline{k}/k),H)} \frac{f_{\Lambda}(\varphi)}{\Phi(\varphi)^s}.$$

Call the right-hand side $g(H)$ and apply Möbius inversion (3.3).

We now consider the contribution to $F_{\Lambda}(s)$ of each subgroup $H$ in turn. The contribution from $H = \{1\}$ is either 0 or 1. From now on we focus on the contributions of the non-trivial subgroups $H$.

**3.3.2. Class field theory.** Via global class field theory, we make the identification

$$\text{Hom}(\text{Gal}(\overline{k}/k), H) = \text{Hom}(\mathbb{A}^*/k^*, H). \quad (3.4)$$

The canonical isomorphism (3.4) is induced by the global Artin map

$$A^*/k^* \to \text{Gal}(k^{ab}/k).$$

Using this isomorphism, we consider $f_{\Lambda}$ now as a function on $\text{Hom}(\mathbb{A}^*/k^*, H)$. For every $\chi \in \text{Hom}(\mathbb{A}^*/k^*, H)$, let $\Phi(\chi)$ be the reciprocal of the idelic norm of the conductor of the kernel of $\chi$, which is precisely the norm of the conductor of the sub-$H$-extension corresponding to $\chi$. Together with Lemma 3.3, this discussion shows the following:

**Lemma 3.4.** We have

$$F_{\Lambda}(s) = \sum_{H \subset G} \mu(G/H) \sum_{\chi \in \text{Hom}(\mathbb{A}^*/k^*, H)} \frac{f_{\Lambda}(\chi)}{\Phi(\chi)^s}.$$

Hence, in our analysis of $F_\Lambda(s)$ we can now focus on the inner sums

$$\sum_{\chi \in \text{Hom}(\Lambda^*/k^*, H)} \frac{f_\Lambda(\chi)}{\Phi(\chi)^s}.$$ 

Our counting problem fits very well within the class-field-theoretic framework. For each place $v \in \Omega_k$, we use local class field theory (specifically, the local Artin map $k_v^* \to \text{Gal}(k_{ab}^*/k_v)$) to make the identification

$$\text{Hom}(\text{Gal}(k_v^*/k_v), H) = \text{Hom}(k_v^*, H).$$

Thus, we consider $\Lambda_v$ as a subset of $\text{Hom}(k_v^*, H)$. By the compatibility of local and global class field theory, we still have $f_\Lambda = \prod_v f_{\Lambda_v}$, with $f_{\Lambda_v}$ the indicator function of $\Lambda_v$.

**Lemma 3.5.** Let $v \notin S$ and let $\chi_v \in \text{Hom}(k_v^*, G)$. Then

$$f_{\Lambda_v}(\chi_v) = 1 \iff \mathcal{A}_v \subseteq \text{Ker } \chi_v.$$  

**Proof.** Let $\varphi_v$ be the sub-$G$-extension of $k_v$ associated to $\chi_v$. By local class field theory we have

$$\text{Ker } \chi_v = N_{K_{\varphi_v}/k_v} K_v^*,$$

where $K_{\varphi_v}$ is the extension field of $k_v$ associated to $\varphi_v$. However, as $v \notin S$, by assumption in Theorem 3.1 we have $f_{\Lambda_v}(\chi_v) = 1$ if and only if every element of $\mathcal{A}$ is a local norm from $K_{\varphi_v}$; the result follows.

**3.4. Harmonic analysis.** To deal with the sums

$$\sum_{\chi \in \text{Hom}(\Lambda^*/k^*, H)} \frac{f_\Lambda(\chi)}{\Phi(\chi)^s}$$

we shall use a version of the Poisson summation formula from harmonic analysis. The theory relevant to us was worked out in detail in [20, Sec. 3] when counting by discriminant. The same theory transfers almost verbatim to show the validity of the Poisson summation formula for counting by conductor.

However, for the purposes of Theorem 3.1, our case is special enough that we merely require a simplified version of the Poisson summation formula that can be proved using only character orthogonality for finite abelian groups. We may therefore forego some of the general theory from [20, Sec. 3] and proceed in a more explicit manner. We first recall the set-up for the harmonic analysis.

**3.4.1. Fourier transforms.** The group $\text{Hom}(\Lambda^*/k^*, H)$ is locally compact. Its Pontryagin dual is naturally identified with $\Lambda^*/k^* \otimes H^\wedge$ (see [20, Sec. 3.1]). We denote the associated pairing by

$$\langle \cdot, \cdot \rangle : \text{Hom}(\Lambda^*/k^*, H) \times (\Lambda^*/k^* \otimes H^\wedge) \to S^1.$$
Similarly, the Pontryagin dual of $\text{Hom}(k_v^*, H)$ is naturally identified with $k_v^* \otimes H$ and, we also denote the relevant Pontryagin pairing by $\langle \cdot , \cdot \rangle$. For each place $v$, we equip the finite group $\text{Hom}(k_v^*, H)$ with the unique Haar measure $d\chi_v$ such that
\[
\text{vol}(\text{Hom}(k_v^*/\mathcal{O}_v^*, H)) = 1.
\]
If $v$ is non-archimedean, this is $|H|^{-1}$ times the counting measure; for archimedean $v$, recalling our convention that $\mathcal{O}_v = k_v$, we obtain the counting measure. The product of these measures yields a well-defined measure $d\chi$ on $\text{Hom}(A^*, H)$. We say that an element of $\text{Hom}(k_v^*, H)$ is unramified if it lies in the subgroup $\text{Hom}(k_v^*/\mathcal{O}_v^*, H)$, i.e. if it is trivial on $\mathcal{O}_v^*$, and that it is tamely ramified if it is ramified and trivial on $1 + \pi_v \mathcal{O}_v$.

The function $f_{A}/\Phi^s$ is a product of local functions $f_{A_v}/\Phi_v^s$ on $\text{Hom}(k_v^*, H)$, where $\Phi_v(\chi_v)$ is the reciprocal of the $v$-adic norm of the conductor of $\text{Ker} \chi_v$. For $v \notin S$, these local functions take only the value 1 on the unramified elements by our choice of $S$ and Lemma 3.5, and thus $f_{A}/\Phi^s$ extends to a well-defined and continuous function on $\text{Hom}(A^*, H)$. We define its Fourier transform to be
\[
\hat{f}_{A,H}(x; s) = \int_{\chi \in \text{Hom}(A^*, H)} \frac{f_A(\chi) \langle \chi, x \rangle}{\Phi(\chi)^s} d\chi,
\]
where $x = (x_v)_v \in A^* \otimes H$. Similarly, for $x_v \in k_v^* \otimes H$ we have the local Fourier transform
\[
\hat{f}_{A_v,H}(x_v; s) = \int_{\chi_v \in \text{Hom}(k_v^*, H)} \frac{f_{A_v}(\chi_v) \langle \chi_v, x_v \rangle}{\Phi_v(\chi_v)^s} d\chi_v.
\]
For $\Re s \gg 1$, the global Fourier transform exists and defines a holomorphic function in this domain, and there is an Euler product decomposition
\[
\hat{f}_{A,H}(x; s) = \prod_v \hat{f}_{A_v,H}(x_v; s). \tag{3.5}
\]

### 3.4.2. The local Fourier transforms.

**Lemma 3.6.** The local Fourier transform $\hat{f}_{A_v,H}(x_v; s)$ is holomorphic on $\mathbb{C}$ and satisfies $\hat{f}_{A_v,H}(x_v; s) \ll_{k,H} 1$ on $\Re s \geq 0$. Moreover, $\hat{f}_{A_v,H}(1; s) > 0$ for $s \in \mathbb{R}$.

**Proof.** We prove the result when $v$ is non-archimedean, the case of archimedean $v$ being analogous. By our choice of measures, we have
\[
\hat{f}_{A_v,H}(x_v; s) = \frac{1}{|H|} \sum_{\chi_v \in \text{Hom}(k_v^*, H)} \frac{f_{A_v}(\chi_v) \langle \chi_v, x_v \rangle}{\Phi_v(\chi_v)^s}. \tag{3.6}
\]
This finite sum clearly defines a holomorphic function on $\mathbb{C}$. If $\Re s \geq 0$ then the sum is $\ll_{k,H} 1$, since every summand is bounded absolutely and the number of
summands is \( \ll k, H \) 1. For the last part, we have
\[
\hat{f}_{\Lambda_v, H}(1; s) = \frac{1}{|H|} \sum_{\chi_v \in \Lambda_v} \frac{1}{\Phi_v(\chi_v)^s}.
\]
For \( v \in S \) the set \( \Lambda_v \) is non-empty by assumption. For \( v \notin S \) the set \( \Lambda_v \) is again non-empty, as it always contains the trivial homomorphism \( k_v^* \to H \) by Lemma 3.5. For \( s \in \mathbb{R} \), we therefore obtain a finite non-empty sum of positive real numbers, which is positive. \( \square \)

Now let \( v \) be non-archimedean. Choosing a uniformiser of \( k_v \) identifies \( k_v^*/\mathcal{O}_v^* \) with \( \mathbb{Z} \) and gives a splitting of the exact sequence
\[
1 \to \mathcal{O}_v^* \to k_v^* \to k_v^*/\mathcal{O}_v^* \to 1.
\] (3.7)
This implies that the sequence
\[
1 \to \text{Hom}(k_v^*/\mathcal{O}_v^*, H) \to \text{Hom}(k_v^*, H) \to \text{Hom}(\mathcal{O}_v^*, H) \to 1
\]
is split exact. Thus,
\[
\hat{f}_{\Lambda_v, H}(x_v; s) = \frac{1}{|H|} \sum_{\psi_v \in \text{Hom}(k_v^*/\mathcal{O}_v^*, H)} \sum_{\chi_v \in \text{Hom}(\mathcal{O}_v^*, H)} \frac{\hat{f}_{\Lambda_v}(\psi_v \chi_v)}{\Phi_v(\chi_v)^s} (\psi_v \chi_v, x_v),
\] (3.8)
since \( \psi_v \) is unramified and hence \( \Phi(\psi_v \chi_v) = \Phi_v(\chi_v) \).

**Lemma 3.7.** Let \( v \notin S \). Then \( f_{\Lambda_v} \) is \( \text{Hom}(k_v^*/\mathcal{O}_v^*, H) \)-invariant and, in particular, \( f_{\Lambda_v}(\psi_v) = 1 \) for all \( \psi_v \in \text{Hom}(k_v^*/\mathcal{O}_v^*, H) \).

**Proof.** Let \( \chi_v \in \text{Hom}(k_v^*, H) \) and let \( \psi_v \in \text{Hom}(k_v^*/\mathcal{O}_v^*, H) \). We use the criterion from Lemma 3.5. We have \( \mathcal{A}_v \subset \mathcal{O}_v^* \subset \text{Ker} \psi_v \). Therefore, \( \mathcal{A}_v \subset \text{Ker} \psi_v \chi_v \) if and only if \( \mathcal{A}_v \subset \text{Ker} \chi_v \), whence
\[
f_{\Lambda_v}(\psi_v \chi_v) = f_{\Lambda_v}(\chi_v),
\]
as required. With \( \chi_v = 1 \), this also shows the second assertion. \( \square \)

In the statement of the following lemma, note that the natural map
\[
\mathcal{O}_v^* \otimes H^\wedge \to k_v^* \otimes H^\wedge
\]
is injective, as the sequence (3.7) is split exact. Therefore, we may naturally view \( \mathcal{O}_v^* \otimes H^\wedge \) as a subgroup of \( k_v^* \otimes H^\wedge \).

**Lemma 3.8.** Let \( v \notin S \). Then
\[
f_{\Lambda_v, H}(x_v; s) = \begin{cases} \sum_{\chi_v \in \text{Hom}(\mathcal{O}_v^*, H)} \frac{\hat{f}_{\Lambda_v}(\chi_v)}{\Phi_v(\chi_v)^s} (\chi_v, x_v) & \text{if } x_v \in \mathcal{O}_v^* \otimes H^\wedge, \\ 0 & \text{otherwise}. \end{cases}
\]
Proof. From (3.8) and Lemma 3.7 we have
\[
\hat{f}_{\Lambda, H}(x_v; s) = \frac{1}{|H|} \sum_{\chi \in \text{Hom}(\mathcal{O}_v^*, H)} \frac{f_{\Lambda_v}(\chi_v)}{\Phi_v(\chi_v)^s} \sum_{\psi_v \in \text{Hom}(k_v^*/\mathcal{O}_v^*, H)} \langle \psi_v, x_v \rangle.
\]
Now character orthogonality gives
\[
\sum_{\psi_v \in \text{Hom}(k_v^*/\mathcal{O}_v^*, H)} \langle \psi_v, x_v \rangle = \begin{cases} |\text{Hom}(k_v^*/\mathcal{O}_v^*, H)| & \text{if } x_v \in \mathcal{O}_v^* \otimes H^\wedge, \\ 0 & \text{otherwise}. \end{cases}
\]
Indeed, the subgroup \(\mathcal{O}_v^* \otimes H^\wedge \subset k_v^* \otimes H^\wedge\) is naturally identified with the Pontryagin dual of \(\text{Hom}(k_v^*/\mathcal{O}_v^*, H)\). The result now follows on noting that \(k_v^*/\mathcal{O}_v^* \cong \mathbb{Z}\) and hence \(|\text{Hom}(k_v^*/\mathcal{O}_v^*, H)| = |H|\).

3.4.3. Poisson summation. We now prove the version of Poisson summation that we will require. In the statement, we view \(\mathcal{O}_S^* \otimes H^\wedge\) as a subgroup of \(k^* \otimes H^\wedge\) as follows: we have the exact sequence
\[
0 \to \mathcal{O}_S^* \to k^* \to P(\mathcal{O}_S) \to 0,
\]
where \(P(\mathcal{O}_S)\) denotes the group of non-zero principal fractional ideals of \(\mathcal{O}_S\). Since \(P(\mathcal{O}_S)\) is a free abelian group, we have \(\text{Tor}(P(\mathcal{O}_S), H^\wedge) = 0\). Therefore applying \((\cdot) \otimes H^\wedge\) to (3.9) we find that the map \(\mathcal{O}_S^* \otimes H^\wedge \to k^* \otimes H^\wedge\) is injective, as required.

**Proposition 3.9.** For \(\text{Re } s > 1\) the Fourier transform \(\hat{f}_{\Lambda, H}(\cdot; s)\) exists and defines a holomorphic function on this domain. Moreover, we have the Poisson formula
\[
\sum_{\chi \in \text{Hom}(\Lambda^*/k^*, H)} \frac{f_{\Lambda}(\chi)}{\Phi(\chi)^s} = \frac{1}{|\mathcal{O}_k^* \otimes H^\wedge|} \sum_{x \in \mathcal{O}_S^* \otimes H^\wedge} \hat{f}_{\Lambda, H}(x; s), \quad \text{Re } s > 1. \tag{3.10}
\]

Note that the group \(\mathcal{O}_S^* \otimes H^\wedge\) is finite by Dirichlet’s \(S\)-unit theorem; in particular, the right-hand sum is finite.

**Proof.** Let \(x \in \mathcal{O}_S^* \otimes H^\wedge\). Let \(x_v\) denote its image in \(k_v^* \otimes H^\wedge\). Recall that we have normalised our Haar measures on \(\text{Hom}(k_v^*, H)\) to be \(|H|^{-1}\) times the counting measure for non-archimedean \(v\), and equal to the counting measure for archimedean \(v\). We let \(S_f\) be the set of non-archimedean places in \(S\). Now Lemma 3.8 and (3.5) give
\[
\hat{f}_{\Lambda, H}(x; s) = \frac{1}{|H|^{||S_f||}} \prod_{v \in S} \sum_{\chi_v \in \text{Hom}(k_v^*, H)} \frac{f_{\Lambda_v}(\chi_v)(\chi_v, x_v)}{\Phi_v(\chi_v)^s} \\
\cdot \prod_{v \not\in S} \sum_{\chi_v \in \text{Hom}(\mathcal{O}_v^*, H)} \frac{f_{\Lambda_v}(\chi_v)(\chi_v, x_v)}{\Phi_v(\chi_v)^s} \\
= \frac{1}{|H|^{||S_f||}} \sum_{\chi \in \text{Hom}(\Lambda_S^*, H)} \frac{f_{\Lambda}(\chi)(\chi, x)}{\Phi(\chi)^s}.
\]
where \( \mathbb{A}_S^* = \prod_{v \in S} k_v^* \times \prod_{v \notin S} \mathcal{O}_v^* \). We now change the order of summation in the right-hand sum of (3.10) to obtain

\[
\sum_{x \in \mathcal{O}_S^* \otimes H^\wedge} \hat{f}_{\Lambda, H}(x; s) = \frac{1}{|H|^{[S_1]}} \sum_{\chi \in \text{Hom}(\mathbb{A}_S^*, H)} \frac{f_{\Lambda}(\chi)}{\Phi(\chi)^s} \sum_{x \in \mathcal{O}_S^* \otimes H^\wedge} \langle \chi, x \rangle.
\]

As \( \mathbb{A}_S^* \) and \( \mathbb{A}_S^*/\mathcal{O}_S^* \) are locally compact groups and their subgroups of \( n \)th powers are closed, an application of [20, Lem.3.2] gives canonical isomorphisms of abelian groups

\[
\text{Hom}(\mathbb{A}_S^*, H) \cong (\mathbb{A}_S^* \otimes H^\wedge)^\wedge \quad \text{and} \quad \text{Hom}(\mathbb{A}_S^*/\mathcal{O}_S^*, H) \cong (\mathbb{A}_S^*/\mathcal{O}_S^* \otimes H^\wedge)^\wedge.
\]

Therefore, we can view an element \( \chi \in \text{Hom}(\mathbb{A}_S^*, H) \) as a character of \( \mathbb{A}_S^* \otimes H^\wedge \).

It is easily seen that \( \chi \) induces the trivial character on \( \mathcal{O}_S^* \otimes H^\wedge \) if and only if \( \chi \in \text{Hom}(\mathbb{A}_S^*/\mathcal{O}_S^*, H) \). Thus, we may apply character orthogonality to find that

\[
\sum_{x \in \mathcal{O}_S^* \otimes H^\wedge} \langle \chi, x \rangle = \begin{cases} 
|\mathcal{O}_S^* \otimes H^\wedge| & \text{if } \chi \in \text{Hom}(\mathbb{A}_S^*/\mathcal{O}_S^*, H), \\
0 & \text{otherwise}.
\end{cases}
\]

We therefore obtain

\[
\sum_{x \in \mathcal{O}_S^* \otimes H^\wedge} \hat{f}_{\Lambda, H}(x; s) = \frac{|\mathcal{O}_S^* \otimes H^\wedge|}{|H|^{[S_1]}} \sum_{\chi \in \text{Hom}(\mathbb{A}_S^*/\mathcal{O}_S^*, H)} \frac{f_{\Lambda}(\chi)}{\Phi(\chi)^s}.
\]

Dirichlet’s \( S \)-unit theorem gives a (non-canonical) isomorphism \( \mathcal{O}_S^* \cong \mathcal{O}_k^* \times \mathbb{Z}^{S_1} \), whereby

\[
\frac{|\mathcal{O}_S^* \otimes H^\wedge|}{|H|^{[S_1]}} = |\mathcal{O}_k^* \otimes H|.
\]

Moreover, as \( \mathcal{O}_S \) has trivial class group, the natural map \( \mathbb{A}_S^*/\mathcal{O}_S^* \to \mathbb{A}/k^* \) is an isomorphism [49, Lem.2.8]. The result now easily follows.

3.5. **Analytic continuation of the Fourier transforms.** We now use the Poisson formula to study the analytic behaviour of the Dirichlet series under consideration. To do so, we shall calculate explicitly the local Fourier transforms for \( v \notin S \). Fix some subgroup \( H \) of \( G \). By a slight abuse of notation, for \( x_v \in k_v^* \otimes H^\wedge \) we write \( x_v \in \mathbb{A}_v \otimes H^\wedge \) to express that \( x_v \) is in the image of the (not necessarily injective) map \( \mathbb{A}_v \otimes H^\wedge \to k_v^* \otimes H^\wedge \).

**Lemma 3.10.** Let \( v \notin S \) and let \( x_v \in \mathcal{O}_v^* \otimes H^\wedge \). Then

\[
\hat{f}_{\Lambda, v}(x_v; s) = \begin{cases} 
1 + (|\text{Hom}(\mathbb{F}_v^*/(\mathbb{A} \mod v), H)| - 1)q_v^{-s} & \text{if } x_v \in \mathbb{A}_v \otimes H^\wedge, \\
1 - q_v^{-s} & \text{if } x_v \notin \mathbb{A}_v \otimes H^\wedge.
\end{cases}
\]
Proof. An element \( \chi_v \in \text{Hom}(\mathcal{O}_v^*, H) \) is unramified if and only if it is trivial. Furthermore, since \( v \not\in S \) and our assumptions on \( S \) in Section 3.2, the ramification is tame and hence for non-trivial characters \( \chi_v \in \text{Hom}(\mathcal{O}_v^*, H) \), we have \( \Phi_v(\chi_v) = q_v \). Therefore, by Lemmas 3.5 and 3.8 we have

\[
\hat{f}_{\Lambda_v,H}(x_v; s) = \sum_{\chi_v \in \text{Hom}(\mathcal{O}_v^*, H)} \frac{f_{\Lambda_v}(\chi_v)(\chi_v, x_v)}{\Phi_v(\chi_v)^s} = 1 + \sum_{\chi_v \in \text{Hom}(\mathcal{O}_v^*, H)} \frac{f_{\Lambda_v}(\chi_v)(\chi_v, x_v)}{q_v^s} = 1 + q_v^{-s} \sum_{\chi_v \in \text{Hom}(\mathcal{O}_v^*, H)} \chi_v \in \mathcal{A}_v \subset \text{Ker} \chi_v
\]

\[
= 1 - q_v^{-s} + q_v^{-s} \sum_{\chi_v \in \text{Hom}(\mathcal{O}_v^*, H)} \chi_v \in \mathcal{A}_v \subset \text{Ker} \chi_v.
\]

We claim that the natural map

\[
\text{Hom}(\mathbb{F}_v^*/(\mathcal{A} \mod v), H) \to \{ \chi_v \in \text{Hom}(\mathcal{O}_v^*, H) : \mathcal{A}_v \subset \text{Ker} \chi_v \}
\]

is an isomorphism. To see this, recall that Hensel’s lemma yields a split short exact sequence

\[
1 \to 1 + p_v \to \mathcal{O}_v^* \to \mathbb{F}_v^* \to 1,
\]

where \( p_v \) denotes the maximal ideal of \( \mathcal{O}_v \). Applying \( \text{Hom}(\cdot, H) \), we obtain

\[
1 \to \text{Hom}(\mathbb{F}_v^*, H) \to \text{Hom}(\mathcal{O}_v^*, H) \to \text{Hom}(1 + p_v, H) \to 1.
\]

The kernel of a continuous homomorphism \( 1 + p_v \to H \) contains \( 1 + p_v^n \) for some \( n \in \mathbb{N} \), and the successive quotients in the filtration

\[
1 + p_v \supset 1 + p_v^2 \supset \cdots \supset 1 + p_v^n
\]

each have order \( |\mathcal{O}_v/p_v| = q_v \) (see [39, Prop.IV.2.6]). Consequently, the quotient \( (1 + p_v)/(1 + p_v^n) \) has order a power of \( q_v \). Now recall that we assumed in Section 3.2 that \( \gcd(q_v, H) = 1 \). Therefore, any continuous homomorphism \( 1 + p_v \to H \) is trivial. It follows that

\[
\text{Hom}(\mathbb{F}_v^*, H) = \text{Hom}(\mathcal{O}_v^*, H).
\]

Moreover, \( \mathcal{A} \mod v \) lies in the kernel of a homomorphism \( \mathbb{F}_v^* \to H \) if and only if \( \mathcal{A}_v \) lies in the kernel of the induced homomorphism \( \mathcal{O}_v^* \to H \); whence (3.12) is an isomorphism as claimed.
Orthogonality of characters now gives

\[
\sum_{\chi_v \in \text{Hom}(\mathcal{O}^*_S, H)} \langle \chi_v, x_v \rangle = \begin{cases} 
|\text{Hom}(\mathbb{F}^*_v/(\mathcal{A} \mod v), H)| & \text{if } x_v \in \mathcal{A}_v \otimes H^\dagger, \\
0 & \text{otherwise}.
\end{cases}
\]

Inputting this into (3.11), the result follows.

To study the analytic behaviour of the global Fourier transforms \( \hat{f}_{\Lambda, H}(x; s) \), we use the theory of frobenian functions from Section 2.

**Lemma 3.11.** Let \( e \) be the exponent of \( H \). Consider a function \( d_{\mathcal{A}, H}: \Omega_k \to \mathbb{C} \) which for all \( v \notin S \) satisfies

\[
d_{\mathcal{A}, H}(v) = \max\{d \in \mathbb{Z} : d \text{ divides } \gcd(e, q_v - 1) \text{ and } \mathcal{A} \mod v \subset \mathbb{F}^*_{v^d}\}.
\]

Then

1. \( d_{\mathcal{A}, H} \) is \( S \)-frobenian, and
2. for \( v \notin S \), we have \( |\text{Hom}(\mathbb{F}^*_v/(\mathcal{A} \mod v), H)| = |H[d_{\mathcal{A}, H}(v)]| \).

**Proof.** (1) For every \( d \mid e \), consider the number field \( k_d = k(\zeta_d, \sqrt[d]{\mathcal{A}}) \). The subset

\[
\Sigma_d = \text{Gal}(k_e/k_d) \setminus \bigcup_{d' \mid \frac{e}{d} \neq 1} \text{Gal}(k_e/k_{dd'}) \subset \text{Gal}(k_e/k)
\]

is a union of conjugacy classes, since each \( \text{Gal}(k_e/k_d) \) is normal in \( \text{Gal}(k_e/k) \). The sets \( \Sigma_d \) for \( d \mid e \) form a partition of \( \text{Gal}(k_e/k) \). Let \( \varphi: \text{Gal}(k_e/k) \to \mathbb{C} \) be the class function that takes the constant value \( d \) on \( \Sigma_d \), for all \( d \mid e \). We claim that \( d_{\mathcal{A}, H}(v) = \varphi(\text{Frob}_v) \) for all \( v \notin S \), so in particular it is \( S \)-frobenian.

Note that \( \text{Frob}_v \in \Sigma_d \) if and only if \( d \) is the largest divisor of \( e \) such that \( v \) splits completely in \( k_d/k \). Equivalently, \( d \) is the largest divisor of \( e \) such that \( d \mid q_v - 1 \) and \( x^d - \alpha \) has a root in \( k_v \) for all \( \alpha \in \mathcal{A} \). By Hensel’s lemma, this is equivalent to \( d = d_{\mathcal{A}, H}(v) \), and thus \( \varphi(\text{Frob}_v) = d_{\mathcal{A}, H}(v) \), as desired.

(2) Let \( m \) be the largest divisor of \( q_v - 1 \) such that \( \mathcal{A} \mod v \subset \mathbb{F}^*_{v^m} \). Then \( \mathcal{A} \mod v = \mathbb{F}^*_{v^m} \), and thus \( \mathbb{F}^*_v/(\mathcal{A} \mod v) \cong \mathbb{Z}/m\mathbb{Z} \). Hence,

\[
|\text{Hom}(\mathbb{F}^*_v/(\mathcal{A} \mod v), H)| = |\text{Hom}(\mathbb{Z}/m\mathbb{Z}, H)| = |\text{Hom}(\mathbb{Z}, H[m])| = |H[m]| = |H[\gcd(m, e)]| = |H[d_{\mathcal{A}, H}(v)]|.
\]

**Lemma 3.12.** Let \( x \in \mathcal{O}^*_S \otimes H^\dagger \). Then the set

\[
\{v \in \Omega_k : x_v \in \mathcal{A}_v \otimes H^\dagger\}
\]
is \( S \)-frobenian. In the special case \( H^\wedge = \mathbb{Z}/e\mathbb{Z} \), on identifying \( k^* \otimes H^\wedge \) with \( k^*/k^*e \), this set equals

\[
\left\{ v \in \Omega_k : \text{the polynomial } \prod_{\alpha \in \mathcal{A}/\mathcal{A}^e} (t^e - x\alpha) \text{ has a root in } k_v \right\}.
\] (3.13)

Note that the group \( \mathcal{A}/\mathcal{A}^e \) is finite. Moreover, our slight abuse of notation is harmless, as whether or not the polynomial appearing in (3.13) has a root is independent of the choice of representative of each element of \( \mathcal{A}/\mathcal{A}^e \).

**Proof.** To prove this we choose a presentation of \( H^\wedge \). We then work coordinate-wise on \( H^\wedge \), using the fact that the intersection of finitely many frobenian sets is frobenian. Thus, we reduce to the case \( H^\wedge = \mathbb{Z}/e\mathbb{Z} \). Here we have \( \mathcal{O}_S^* \otimes H^\wedge = \mathcal{O}_S^*/\mathcal{O}_S^*e \).

For \( x \in \mathcal{O}_S^* \), we have to show that the set

\[
\left\{ v : x_v \in \mathcal{A}_v k_v^*e \right\}
\]

is \( S \)-frobenian. However, we have \( x_v \in \mathcal{A}_v k_v^*e \) if and only if \( x_v\alpha_v \in k_v^*e \) for some \( \alpha_v \in \mathcal{A}_v \) (depending on \( v \)). We find that the set in question is the set of places \( v \) such that the equation

\[
\prod_{\alpha \in \mathcal{A}/\mathcal{A}^e} (t^e - x\alpha) = 0
\]

has a solution in \( k_v \); this set is frobenian (see Example 2.2). As \( x \) is an \( S \)-unit, it is easily seen that this is \( S \)-frobenian for our choice of \( S \) in Section 3.2.

**Corollary 3.13.** Let \( x \in \mathcal{O}_S^* \otimes H^\wedge \). Then the function

\[
v \mapsto \begin{cases} |\text{Hom}(\mathbb{F}_v^*/(\mathcal{A} \mod v), H)| - 1 & \text{if } x_v \in \mathcal{A}_v \otimes H^\wedge, \\ -1 & \text{if } x_v \notin \mathcal{A}_v \otimes H^\wedge, \end{cases}
\]

is \( S \)-frobenian.

**Proof.** The product or sum of two \( S \)-frobenian functions is clearly \( S \)-frobenian (in Definition 2.1 one takes the compositum of the relevant field extensions). Moreover, the complement of a \( S \)-frobenian set is \( S \)-frobenian. The result therefore follows from Lemmas 3.11 and 3.12.

**Definition 3.14.** We denote by \( \varpi(k, H, \mathcal{A}, x) \) the mean of the \( S \)-frobenian function described in Corollary 3.13.

We now compare \( \varpi(k, H, \mathcal{A}, x) \) with \( \varpi(k, H, \mathcal{A}) \), as defined in Definition 1.3.

**Lemma 3.15.** We have \( \varpi(k, H, \mathcal{A}, x) \leq \varpi(k, H, \mathcal{A}) \) for all \( x \in \mathcal{O}_S^* \otimes H^\wedge \). Moreover, \( \varpi(k, H, \mathcal{A}, 1) = \varpi(k, H, \mathcal{A}) \).
Proof. As clearly \( \varpi(k, H, A, x) \leq \varpi(k, H, A, 1) \), the first assertion follows immediately from the second. So let us prove the second assertion. By Corollary 3.13 and Lemma 3.11, we see that \( \varpi(k, H, A, 1) \) is the mean of an \( S \)-frobenian function \( \rho \) with
\[
\rho(v) = |\text{Hom}(F_v^*/(A \mod v), H)| - 1 = |H[d_{A,H}(v)]| - 1
\]
for all \( v \notin S \). With the notation of the proof of Lemma 3.11, the corresponding class function on \( \text{Gal}(k_e/k) \) is given by \( \sigma \mapsto |H[\varphi(\sigma)]| - 1 \). Hence,
\[
\varpi(k, H, A, 1) = \frac{1}{[k_e : k]} \sum_{\sigma \in \text{Gal}(k_e/k)} (|H[\varphi(\sigma)]| - 1)
= \frac{1}{[k_e : k]} \sum_{d | e} (|H[d]| - 1)|\Sigma_d|.
\]
By inclusion-exclusion, we get
\[
|\Sigma_d| = \sum_{c | d} \mu(c) |\text{Gal}(k_e/k_{cd})|,
\]
and thus
\[
\varpi(k, H, A, 1) = \sum_{d | e} (|H[d]| - 1) \sum_{c | d_{k_{cd}}} \frac{\mu(c)}{[k_{cd} : k]}
= \sum_{f | e} \frac{1}{[k_f : k]} \sum_{d | f} (|H[d]| - 1) \mu(f/d)
= -1 + \sum_{f | e} \frac{1}{[k_f : k]} \sum_{d | f} |H[d]| \mu(f/d)
= -1 + \sum_{f | e} \#\{g \in H : |g| = f\} \frac{1}{[k_f : k]} = \varpi(k, H, A).
\]
Recall that \( \zeta_{k,v}(s) \) is the Euler factor of \( \zeta_k(s) \) at a non-archimedean place \( v \). If \( v \) is archimedean, then we let \( \zeta_{k,v}(s) = 1 \).

**Proposition 3.16.** Let \( x \in \mathcal{Q}_S^* \otimes H^\perp \). Then the Fourier transform satisfies
\[
\hat{f}_{A,H}(x; s) = \zeta_k(s)^{\varpi(k,H,A,x)} G(x; s), \quad \text{Re } s > 1,
\]
where \( G(x; s) \) is holomorphic in the region (2.3), for some \( c > 0 \), and satisfies (2.4). Moreover, we have
\[
\lim_{s \to 1} (s - 1)^{\varpi(k,H,A,x)} \hat{f}_{A,H}(x; s) = (\text{Res}_{s=1} \zeta_k(s))^{\varpi(k,H,A,x)} \prod_{v \in \Omega_k} \frac{\hat{f}_{A,v,H}(x_v; 1)}{\zeta_{k,v}(1)^{\varpi(k,H,A,x)}}.
\]
In the case \( x = 1 \), this limit is non-zero.
Proof. We consider the Euler product expansion of \( \hat{f}_{\Lambda, H}(x; s) \) from (3.5), where the Euler factors at \( v \notin S \) were determined in Lemma 3.10. By Corollary 3.13 and our assumptions on \( S \), we may apply Proposition 2.3 to obtain
\[
F(s) := \prod_{v \notin S} \hat{f}_{\Lambda_v, H}(x_v; s) = \zeta_k(s)^{\omega(k, H, A, x)} \mathcal{H}(x; s),
\]
with a function \( \mathcal{H}(x; s) \) that is holomorphic in a region (2.3) and satisfies the bound (2.4). By Lemma 3.6, we may multiply \( \mathcal{H}(x; s) \) by the Euler factors \( \hat{f}_{\Lambda_v, H}(x_v; s) \) for \( v \in S \) while still preserving these properties (possibly for a smaller \( c > 0 \) in (2.3)). Finally, the explicit form of the limit follows from (2.5) which, together with Lemma 3.6, also shows that the limit is non-zero if \( x = 1 \). 

3.6. The asymptotic formula in Theorem 3.1. We now bring all our tools together to prove the first part of Theorem 3.1. Recall from Lemma 3.4 that we performed a Möbius inversion to obtain a sum over the subgroups \( H \) of \( G \). Moreover, in Proposition 3.9 we used Poisson summation to understand the inner sums from Lemma 3.4. In summary,
\[
F_{\Lambda}(s) = \sum_{H \subseteq G} \frac{\mu(G/H)}{|\mathcal{O}_k^* \otimes H^\wedge|} \sum_{x \in \mathcal{O}_k^* \otimes H^\wedge} \hat{f}_{\Lambda, H}(x; s), \quad \Re s > 1, \tag{3.14}
\]
where \( F_{\Lambda} \) is the Dirichlet series from (3.2). Furthermore, we described the analytic properties of the Fourier transforms \( \hat{f}_{\Lambda, H}(x; s) \) in Proposition 3.16.

By Lemma 3.10, we can expand each of the Euler products \( \hat{f}_{\Lambda, H}(x; s) \) as a Dirichlet series
\[
\hat{f}_{\Lambda, H}(x; s) = \sum_{n \in \mathbb{Z}_{\geq 1}} \frac{a_n(H, x)}{n^s}, \tag{3.15}
\]
with coefficients \( a_n(H, x) \in \mathbb{C} \).

Lemma 3.17. Let \( H \subseteq G \) be a subgroup, let \( x \in \mathcal{O}_k^* \otimes H^\wedge \), and let \( a_n(H, x) \) be the Dirichlet coefficient from (3.15). Then
\[
\sum_{n \leq B} a_n(H, x) = c_{H, x} B \log B \frac{\sigma(k, H, A, x)}{\sigma(k, H, A, x) - 1} + O(B \log B) \frac{\sigma(k, H, A, x) - 2}{\sigma(k, H, A, x) - 1},
\]
where
\[
c_{H, x} = \frac{1}{\Gamma(\sigma(k, H, A, x))} \lim_{s \to 1} (s - 1)^{\sigma(k, H, A, x)} \hat{f}_{\Lambda, H}(x; s).
\]

Proof. Let start by recalling that for every \( \delta > 0 \) there is a value of \( c = c(\delta) > 0 \) such that
\[
|\zeta_k(s)/\zeta(s)| \ll \delta \left( |\text{Im } s| + 3 \right)^\delta
\]
for all \( s \) in the region (2.3). Indeed, in the case \( \text{Re}(s) \geq 2 \) a stronger bound follows directly from the fact that the Euler product of \( \zeta_k(s) / \zeta(s) \) converges absolutely. In the compact region defined by

\[ |\text{Im}(s)| \leq 2 \quad \text{and} \quad 1 - c / \log(|\text{Im} s| + 3) \leq \text{Re} s \leq 2 \]

for some small enough \( c \), the function \( \zeta_k(s) / \zeta(s) \) is holomorphic and thus bounded. It remains to consider the case \( |\text{Im} s| \geq 2 \), where we stay away from the poles at \( s = 1 \).

It is well known that \( \zeta(s) \neq 0 \) and \( |1 / \zeta(s)| \ll \log |\text{Im} s| \) for small enough \( c \) (e.g. [46, (3.11.8)]). Sufficient upper bounds for \( |\zeta_k(s)| \) follow from standard convexity bounds (e.g. [28, Theorem 5.30]).

Write \( \mathbf{\varpi} = \mathbf{\varpi}(k, H, \mathcal{A}, x) \). Let \( G(x; s) \) be as in Proposition 3.16, and let the constant \( c \) be small enough to ensure that

\[ \zeta(s) \neq 0, \quad \zeta_k(s) \neq 0, \quad \text{and} \quad |\zeta_k(s) / \zeta(s)|^{\mathbf{\varpi}} \ll (|\text{Im} s| + 3)^{1/4} \]

for all \( s \) in the region (2.3). Then the function \( h(s) := \zeta_k(s)^{\mathbf{\varpi}} / \zeta(s)^{\mathbf{\varpi}} \), defined on \( \text{Re} s > 1 \) via the binomial series applied to the Euler factors, has an analytic continuation to the region (2.3). Hence, the function \( H(x; s) = h(s)G(x; s) \) is holomorphic and satisfies \( H(x; s) \ll (|\text{Im} s| + 3)^{3/4} \) in the region (2.3). Since

\[ \hat{f}_{\Lambda, H}(x; s) = \zeta(s)^{\mathbf{\varpi}} H(x; s), \]

we may apply the Selberg–Delange method in the form of [45, Thm. II.5.2] (with \( N = 0 \)) to obtain the required asymptotic. (For the sequence \( (b_n) \) required in [45, Thm. II.5.2], we take the coefficients \( a_n(H, 1) \). One can observe directly from the definition of the Euler factors \( \hat{f}_{\Lambda, H}(x_v; s) \) that these coefficients satisfy \( a_n(H, 1) \geq |a_n(H, x)| \).

Let us note that the leading term will come from \( H = G \).

**Lemma 3.18.** Let \( H \subset G \) be a proper subgroup. Then \( \mathbf{\varpi}(k, H, \mathcal{A}) < \mathbf{\varpi}(k, G, \mathcal{A}) \).

**Proof.** Follows immediately from Definition 1.3.

We are now finally in the position to prove the required asymptotic formula.

**Proposition 3.19.** Write \( \mathbf{\varpi} = \mathbf{\varpi}(k, G, \mathcal{A}) \). There exists \( \delta = \delta(k, G, \mathcal{A}) > 0 \) such that

\[ N(k, G, \Lambda, B) = c_{k, G, \Lambda} B (\log B)^{\mathbf{\varpi} - 1} + O(B (\log B)^{\mathbf{\varpi} - 1 - \delta}), \]

where

\[ c_{k, G, \Lambda} = \frac{1}{\Gamma(\mathbf{\varpi}) |\mathcal{O}_k^* \otimes G^\Lambda|} \sum_{x \in \mathcal{O}_k^* \otimes G^\Lambda} \lim_{s \to 1} (s - 1)^{\mathbf{\varpi}} \hat{f}_{\Lambda, G}(x; s). \]
Proof. By (3.14) and (3.15), the Dirichlet coefficients \( f_n \) of \( F_\Lambda(s) \) satisfy

\[
f_n = \sum_{H \leq G} \frac{\mu(G/H)}{|\mathcal{O}_k^* \otimes H^\wedge|} \sum_{x \in \mathcal{O}_k^* \otimes H^\wedge} a_n(H, x).
\]

Since \( N(k, G, \Lambda, B) = \sum_{n \leq B} f_n \), the proposition now follows from Lemmas 3.15, 3.17, and 3.18.

This proves the asymptotic formula in Theorem 3.1. Next, we study the leading constant.

3.7. Formula for the leading constant. To calculate the leading constant, we first need to understand exactly which elements of \( \mathcal{O}_S^* \otimes H^\wedge \) give rise to the leading singularity in the Poisson sum (Proposition 3.9).

Lemma 3.20. Let

\[
\mathcal{X}(k, G, \mathcal{A}) = \{ x \in k^* \otimes G^\wedge : x_v \in \mathcal{A}_v \otimes G^\wedge \text{ for all but finitely many } v \}.
\]

Then \( \mathcal{X}(k, G, \mathcal{A}) \) is finite and

\[
\mathcal{X}(k, G, \mathcal{A}) = \{ x \in \mathcal{O}_S^* \otimes G^\wedge : x_v \in \mathcal{A}_v \otimes G^\wedge \text{ for all } v \notin S \}.
\]

Proof. It is enough to prove the result for \( G^\wedge \) a cyclic group of prime power order. Henceforth, let \( G^\wedge = \mathbb{Z}/q\mathbb{Z} \), where \( q = p^r \) is a prime power. We view \( \mathcal{X}(k, G, \mathcal{A}) \) as a subgroup of \( k^*/k^{*q} \).

First, we claim that the image of \( \mathcal{X}(k, G, \mathcal{A}) \) in \( k(\mu_q)^*/k(\mu_q)^{*q} \) is equal to the image of \( \mathcal{A} \). One containment is clear, as \( \mathcal{A} \otimes G^\wedge \subset \mathcal{X}(k, G, \mathcal{A}) \). For the other, let \( K = k(\mu_q)^{\sqrt{q}/\mathcal{A}} \), so \( K = k_q \) in the notation of Definition 1.3. Let \( K_v \) be the completion of \( k \) at a choice of place of \( K \) above \( v \). The image of \( \mathcal{X}(k, G, \mathcal{A}) \) in \( k(\mu_q)^*/k(\mu_q)^{*q} \) is contained in the following set:

\[
\{ x \in k(\mu_q)^*/k(\mu_q)^{*q} : x_v \in K_v^* \text{ for all but finitely many } v \}.
\]

As \( \mu_q \subset K \), an application of the Chebotarev density theorem shows that this set equals \( (k(\mu_q)^* \cap K^{*q})/k(\mu_q)^{*q} \) (this also follows from Lemma 4.9). On the other hand, Kummer theory shows that \( (k(\mu_q)^* \cap K^{*q})/k(\mu_q)^{*q} \) is equal to the image of \( \mathcal{A} \) in \( k(\mu_q)^*/k(\mu_q)^{*q} \), and the claim is proved. In particular, the image \( \mathcal{X}(k, G, \mathcal{A}) \) in \( k(\mu_q)^*/k(\mu_q)^{*q} \) is finite, as \( \mathcal{A} \) is finitely generated.

Next, the map

\[
k^*/k^{*q} \to k(\mu_q)^*/k(\mu_q)^{*q}
\]

is none other than the restriction map

\[
H^1(k, \mu_q) \to H^1(k(\mu_q), \mu_q),
\]
which has kernel $H^1(\text{Gal}(k(\mu_q)/k), \mu_q)$. By [32, Prop. 9.1.6], we have

$$H^1(\text{Gal}(k(\mu_q)/k), \mu_q) = 0$$

unless we are in the special case where $p = 2, r \geq 2$ and $\mathbb{Q}(\mu_{2r}) \cap k$ is real. In this special case,

$$H^1(\text{Gal}(k(\mu_{2r})/k), \mu_{2r}) \cong \mathbb{Z}/2\mathbb{Z}.$$ 

In particular, the kernel of the natural map $k^*/k^{*q} \rightarrow k(\mu_q)^*/k(\mu_q)^{*q}$ is finite, and hence the finiteness of $X(k, G, \mathcal{A})$ follows from the finiteness of its image in $k(\mu_q)^*/k(\mu_q)^{*q}$.

We now show that $X(k, G, \mathcal{A}) \subset \mathcal{O}_S^* \otimes G^\wedge$; the rest follows from the fact that our condition is $S$-frobenian (see Lemma 3.12). Let $x \in k^*$ be such that its image in $k^*/k^{*q}$ is in $X(k, G, \mathcal{A})$. By the argument above, the image of $x$ in $k(\mu_q)^*/k(\mu_q)^{*q}$ is in $(k(\mu_q)^* \cap K^{*q})/k(\mu_q)^{*q}$. In particular, $x = y^q$ for some $y \in K^*$. By our assumptions in Section 3.2 that $\mathcal{A} \subset \mathcal{O}_S^*$ and that $S$ includes all primes dividing $|G|$, the extension $K/k$ is unramified at all $v \notin S$. Therefore, for all $v \notin S$, the valuation $\text{ord}_v(x) = \text{ord}_v(y^q)$ is divisible by $q$. Consequently, the fractional ideal $x\mathcal{O}_S$ is the $q$th power of some fractional ideal $I$ of $\mathcal{O}_S$. By our assumption in Section 3.2 that $\mathcal{O}_S$ has trivial class group, $I = z\mathcal{O}_S$ for some $z \in k^*$. Therefore, $x = uz^q$ for some $u \in \mathcal{O}_S^*$. This completes the proof.

Lemma 3.21. Let $x \in \mathcal{O}_S^* \otimes G^\wedge$. Then $\varpi(k, G, \mathcal{A}, x) = \varpi(k, G, \mathcal{A})$ if and only if $x \in X(k, G, \mathcal{A})$.

Moreover, $\hat{f}_{\Lambda, v, G}(x_v; 1) = \hat{f}_{\Lambda, v, G}(1; 1)$ for $x \in X(k, G, \mathcal{A})$ and $v \notin S$.

Proof. Let $x \in X(k, G, \mathcal{A})$. It follows from the definition, $S$-frobeniality, Corollary 3.13, and Lemma 3.15 that $\varpi(k, G, \mathcal{A}, x) = \varpi(k, G, \mathcal{A})$. The equality of Fourier transforms follows from Lemma 3.10 and Lemma 3.20.

So assume that $x \notin X(k, G, \mathcal{A})$. Let $v \notin S$ be such that $x_v \notin \mathcal{A}_v \otimes G^\wedge$. Then

$$-1 < |\text{Hom}(\mathbb{F}_v^*(\mathcal{A} \mod v), G)| - 1$$

as this group always contains the trivial homomorphism. The result now follows from the fact that the function in Corollary 3.13 is $S$-frobenian.

These lemmas show that the leading singularity comes from finitely many terms which are independent of $S$ and our choice of local conditions for $v \in S$. This makes applications much easier when one is varying $S$ (we require such applications for the proof of Theorem 1.9).

Theorem 3.22. Retain the assumptions of Theorem 3.1 and the additional assumptions on the finite set of places $S$ from Section 3.2. Let $X(k, G, \mathcal{A})$ be as in
Lemma 3.20 and let $S_1$ be the set of non-archimedean places in $S$. Write $\omega = \omega (k, G, A)$. Then

$$c_{k, G, A} = \frac{(Res_{s=1} \xi_k(s))^{\omega}}{\Gamma(\omega)|\mathcal{O}_k^* \otimes G||G||S_1|} \prod_{v \notin S} \left( \sum_{\chi_v \in \text{Hom}(\mathcal{O}_k^*, G)} \frac{1}{\Phi_v(\chi_v)} \right) \xi_{k, v}(1)^{-\omega}$$

$$\times \left( \sum_{\chi \in \text{Hom}(\prod_{v \in S} k_v^*, G)} \frac{1}{\prod_{v \in S} \Phi_v(\chi_v) \xi_{k, v}(1)^{\omega}} \sum_{x \in X(k, G, A) \forall v \in S} \prod_{v \notin S} (\chi_v, x_v) \right),$$

where the product over $v \notin S$ is non-zero.

**Proof.** From Proposition 3.16, Proposition 3.19, and Lemma 3.21, we get the leading constant

$$c_{k, G, A} = \frac{(Res_{s=1} \xi_k(s))^{\omega}}{\Gamma(\omega)|\mathcal{O}_k^* \otimes G|} \sum_{x \in X(k, G, A)} \prod_v \frac{\hat{f}_{\Lambda_v, G}(x_v; 1)}{\xi_{k, v}(1)^{\omega}}.$$

We have $\hat{f}_{\Lambda_v, G}(x_v; 1) = \hat{f}_{\Lambda_v, G}(1; 1)$ for $x \in X(k, G, A)$ and $v \notin S$ by Lemma 3.21, and these factors are non-zero by Lemma 3.6. The explicit expressions for $v \notin S$ follow from Lemma 3.8. For $v \in S$, we simply apply directly the definition of the local Fourier transforms from Section 3.4.1 (see (3.6) for a formula in the non-archimedean case) and change the order of summation. \hfill \square

Note that the expression for $c_{k, G, A}$ is independent of $S$, for any $S$ which satisfies the assumptions of Section 3.2.

**Remark 3.23.** In the special case $A = \{1\}$, our constant agrees with the constant which Wood obtains in [49, Thm. 3.1], up to the factor $(Res_{s=1} \xi_k(s))^{\omega (k, G, A)}$. This factor is missing from Wood’s paper: in the proof of [49, Thm. 3.1], she mistakenly uses the equality

$$\lim_{s \to 1} (s - 1) \xi_K(s) = 1,$$

which holds for $K = \mathbb{Q}$ but does not hold in general (the residue is given by the analytic class number formula). Thus the right-hand side of [49, Thm. 3.1] should contain an additional factor of $(Res_{s=1} \xi_K(s))^{wK, C}$.

**Remark 3.24.** Let $\hat{G} = \text{Hom}(G^\wedge, \mathbb{G}_m)$ denote the Cartier dual of $G^\wedge$. Then

$$\Pi(k, \hat{G}) = \text{Ker}(k^* \otimes G^\wedge \to A^* \otimes G^\wedge).$$

An examination of the proof of Lemma 3.20 gives the bounds

$$||\Pi(k, \hat{G}) \cdot (A \otimes G^\wedge)|| \leq |X(k, G, A)| \leq |2G^\wedge/4G^\wedge||A \otimes G^\wedge|.$$

The following examples show that either bound can be sharp.
For the lower bound, take $k = \mathbb{Q}$, $\mathcal{A} = \{1\}$ and $G^\wedge = \mathbb{Z}/4\mathbb{Z}$. Then $\mathcal{A} \otimes G^\wedge = 1$, $\mathcal{X}(k, G, \{1\}) = \text{III}(k, \hat{G}) = 0$, and $|2G^\wedge/4G^\wedge| = 2$.

For the upper bound, take $k = \mathbb{Q}$, $\mathcal{A} = \{\pm 1\}$ and $G^\wedge = \mathbb{Z}/4\mathbb{Z}$. Then one checks that $\mathcal{X}(\mathbb{Q}, \mathbb{Z}/4\mathbb{Z}, \{\pm 1\}) = \langle \pm 1, \pm 4 \rangle$, despite the fact that $\text{III}(\mathbb{Q}, \mu_4) = 0$.

An example where both bounds coincide is given by taking $\mathcal{A} = \{1\}$ and $G^\wedge = \mathbb{Z}/2\mathbb{Z}$. One easily sees that in this case $\mathcal{X}(k, G, \{1\})$ is trivial.

### 3.8. Positivity of the leading constant

To finish the proof of Theorem 3.1, we need to show that $c_{k,G,\mathcal{A}} > 0$ if there exists some sub-$G$-extension which realises all the given local conditions. It suffices to consider the contributions from $v \in S$ to the explicit expression given in Theorem 3.22, as the factors at $v \notin S$ are clearly non-zero. By character orthogonality we have

$$\sum_{x \in \mathcal{X}(k, G, \mathcal{A})} \prod_{v \in S} (\chi_v, x_v) = \begin{cases} |\mathcal{X}(k, G, \mathcal{A})| & \text{if } \prod_{v \in S} \chi_v \text{ is trivial on } \mathcal{X}(k, G, \mathcal{A}), \\
0 & \text{otherwise}. \end{cases}$$

In particular, this sum is non-negative for all $\chi \in \text{Hom}(\prod_{v \in S} k_v^*, G)$. Hence, it suffices to show the existence of some $\chi$ such that this sum is non-zero. However, we have assumed the existence of a sub-$G$-extension $\varphi$ which realises all the local conditions. Let $\psi : \mathcal{A}^*/k^* \to G$ be the associated homomorphism coming from class field theory. Note that $\prod_{v} \langle \psi_v, x_v \rangle = 1$ for all $x \in k^* \otimes G^\wedge$, hence

$$\prod_{v \in S} \langle \psi_v, x_v \rangle = \prod_{v \notin S} \frac{1}{\langle \psi_v, x_v \rangle}.$$

It therefore suffices to show that

$$\langle \psi_v, x_v \rangle = 1 \quad \text{for all } v \notin S \text{ and all } x \in \mathcal{X}(k, G, \mathcal{A}). \quad (3.16)$$

However, for $x \in \mathcal{X}(k, G, \mathcal{A})$ we have $x_v \in \mathcal{A}_v \otimes G^\wedge$ for all $v \notin S$, by Lemma 3.20. Moreover, by assumption every element of $\mathcal{A}$ is a local norm from $K_{\varphi}$ for all $v \notin S$, thus $\mathcal{A}_v \subset \text{Ker } \psi_v$ for all $v \notin S$ by Lemma 3.5. The claim (3.16) follows, which completes the proof of Theorem 3.1.

### 4. Proof of results

We now apply Theorem 3.1 in various ways to prove the results from the introduction.

#### 4.1. Asymptotic formula for everywhere local norms

We first derive an asymptotic formula for $N_{\text{loc}}(k, G, \mathcal{A}, B)$ (see (1.1)) using Theorem 3.1.

**Theorem 4.1.** We have

$$N_{\text{loc}}(k, G, \mathcal{A}, B) = c_{k,G,\mathcal{A},\text{loc}} B \log B)^{m(k,G,\mathcal{A})-1} + O\left(B \log B)^{m(k,G,\mathcal{A})-1-\delta}\right)$$

as $B \to \infty$, for some $c_{k,G,\mathcal{A},\text{loc}} > 0$ and some $\delta = \delta(k, G, \mathcal{A}) > 0$. 
Proof. For all \( v \in \Omega_k \), let \( \Lambda_v \) be the set of sub-\( G \)-extensions of \( k_v \) corresponding to those extensions \( L/k_v \) for which every element of \( \mathcal{A} \) is a local norm from \( L/k_v \). Thus, in this setting \( \Lambda = (\Lambda_v)_{v \in \Omega_k} \) is determined by \( \mathcal{A} \). We clearly have

\[
N_{\text{loc}}(k, G, \mathcal{A}, B) = N(k, G, \Lambda, B).
\]

It therefore suffices to show that the leading constant in Theorem 3.1 is positive. To do so, we need to exhibit some sub-\( G \)-extension of \( k \) for which every element of \( \mathcal{A} \) is everywhere locally a norm. However, the trivial extension \( k/k \) is such an extension.

4.2. Proof of Theorem 1.9. As cyclic extensions always satisfy the Hasse norm principle, we may assume that \( G \) is non-cyclic. We use the following criterion for failure of the Hasse norm principle in the abelian setting, which was originally pointed out to us by Melanie Matchett Wood. (We use the notation from Section 3.1.)

**Proposition 4.2.** Let \( \varphi \) be a \( G \)-extension of \( k \). Then \( \varphi \) fails the Hasse norm principle if and only if there exists a proper subgroup \( \mathcal{Y} \subset \wedge^2(G) \) that contains the image of the natural map

\[
\prod_v \wedge^2(\text{Im } \varphi_v) \to \wedge^2(G).
\]

**Proof.** Let \( K \) be the number field determined by \( \varphi \). Recall that the failure of the Hasse norm principle is measured by the Tate–Shafarevich group

\[
\prod(k, \mathbb{R}_{K/k}^1 \mathbb{G}_m) := \text{Ker}\left( H^1(k, \mathbb{R}_{K/k}^1 \mathbb{G}_m) \to \prod_v H^1(k_v, \mathbb{R}_{K/k}^1 \mathbb{G}_m) \right),
\]

where \( \mathbb{R}_{K/k}^1 \mathbb{G}_m \) denotes the associated norm 1 torus, see [34, Sec. 6.3]. This group is finite by [34, Prop. 6.9]. As \( K/k \) is Galois, a theorem of Tate [34, Thm. 6.11] (see also [36, Ex. 5.6]) implies that there is an exact sequence

\[
0 \to \text{Hom}(\prod(k, \mathbb{R}_{K/k}^1 \mathbb{G}_m), \mathbb{Q}/\mathbb{Z}) \to H^3(G, \mathbb{Z}) \to \prod_v H^3(\text{Im } \varphi_v, \mathbb{Z}).
\]

However, as \( G \) is abelian, we have a well-known canonical isomorphism

\[
H^3(G, \mathbb{Z}) \cong \text{Hom}(\wedge^2(G), \mathbb{Q}/\mathbb{Z})
\]

(see e.g. [20, Lem. 6.4]). Using this and applying \( \text{Hom}(\cdot, \mathbb{Q}/\mathbb{Z}) \), we therefore obtain the exact sequence

\[
\prod_v \wedge^2(\text{Im } \varphi_v) \to \wedge^2(G) \to \prod(k, \mathbb{R}_{K/k}^1 \mathbb{G}_m) \to 0. \tag{4.1}
\]

Thus, failure of the Hasse norm principle is equivalent to the first map in (4.1) failing to be surjective. □
Therefore, to prove Theorem 1.9, it suffices to show the following.

\textbf{Theorem 4.3.} Let $\mathcal{Y} \subset \wedge^2(G)$ be a proper subgroup. Then

$$\lim_{B \to \infty} \frac{\#\{\varphi \in \text{G-ext}(k) : \Phi(\varphi) \leq B, \mathcal{A} \subset N_{K^{\varphi}/k} A_{K^{\varphi}}, \mathcal{Y} \forall v\}}{N_{\text{loc}}(k, G, \mathcal{A}, B)} = 0.$$ \hspace{1cm} (4.1)

Note that in Theorem 4.3, and henceforth, we abuse notation by writing $\wedge^2(\text{Im} \varphi_v) \subset \mathcal{Y}$ to mean that the image of the natural map $\wedge^2(\text{Im} \varphi_v) \to \wedge^2(G)$ is contained in $\mathcal{Y}$, despite the fact that this map is not injective in general.

We prove Theorem 4.3 via an application of Theorem 3.1. Note, however, that one cannot apply Theorem 3.1 directly, as the local conditions imposed at the infinitely many places will not be compatible with the assumptions of Theorem 3.1. We therefore apply Theorem 3.1 to a suitable finite set of places, which we then allow to increase.

\textbf{4.2.1. Proof of Theorem 4.3.} Let $S_0$ be a finite set of places of $k$ satisfying the conditions of Section 3.2, which we consider as being fixed. Let $T$ be a finite set of places of $k$ which is disjoint from $S_0$. Eventually, we will consider what happens as $T$ increases. Let $S = S_0 \cup T$.

We consider the local conditions $\Lambda_v$ given by

\begin{align*}
\{\varphi_v &\in \text{Hom}(\text{Gal}(\overline{k}/k), G) : \mathcal{A}_v \subset N_{K^{\varphi}/k} (K^{\varphi}_v)^*\}, & v \notin T; \\
\{\varphi_v &\in \text{Hom}(\text{Gal}(\overline{k}/k), G) : \mathcal{A}_v \subset N_{K^{\varphi}/k} (K^{\varphi}_v)^*, \wedge^2(\text{Im} \varphi_v) \subset \mathcal{Y}\}, & v \in T.
\end{align*}

We denote the collection of such conditions by $\Lambda_T$. Note that we clearly have

$$\frac{\#\{\varphi \in \text{G-ext}(k) : \Phi(\varphi) \leq B, \mathcal{A} \subset N_{K^{\varphi}/k} A_{K^{\varphi}}, \wedge^2(\text{Im} \varphi_v) \subset \mathcal{Y} \forall v\}}{N_{\text{loc}}(k, G, \mathcal{A}, B)} \leq \frac{N(k, G, \Lambda_T, B)}{N_{\text{loc}}(k, G, \mathcal{A}, B)}$$

for all $B$. Applying Theorem 3.1 gives

$$\lim_{B \to \infty} \frac{N(k, G, \Lambda_T, B)}{N_{\text{loc}}(k, G, \mathcal{A}, B)} = \frac{c_{k,G,\Lambda_T}}{c_{k,G,\Lambda_{\text{loc}}}},$$

where $c_{k,G,\mathcal{A},\text{loc}} > 0$ by Theorem 4.1. To prove Theorem 4.3 it therefore suffices to show that

$$\lim_{S_0 \cup T \to \Omega_k} \frac{c_{k,G,\Lambda_T}}{c_{k,G,\mathcal{A},\text{loc}}} = 0,$$

where as explained we consider $S_0$ as fixed and $T$ as increasing and disjoint from $S_0$. We do this using the explicit expression for the leading constant given in Theorem 3.22. We let $e$ be the exponent of $G$. We require the following elementary observation.
**Lemma 4.4.** Let $\alpha \in k^*$. If $v$ is such that $\alpha \in k_v^{*e}$, then $\alpha$ is a local norm at $v$ from every sub-$G$-extension of $k$.

**Proof.** Let $K$ be an extension of $k$ with Galois group isomorphic to a subgroup of $G$ and $v$ a place of $k$ such that $\alpha \in k_v^{*e}$. Let $K_v$ be the completion of $k$ at a choice of place of $K$ above $v$. Then local class field theory yields

$$k_v^*/N_{K_v/k_v} K_v^* \cong \text{Gal}(K_v/k_v) \hookrightarrow G.$$

Now $G$ has exponent $e$, whereby the group $k_v^*/N_{K_v/k_v} K_v^*$ has exponent dividing $e$. It follows that an $e$th power in $k_v^*$ is a local norm. \hfill $\square$

We now obtain the following bounds.

**Lemma 4.5.** Let $k_e = k(\mu_e, \sqrt[2]{A})$. Then

$$\frac{c_{k,G,\Lambda_T}}{c_{k,G,\Lambda,loc}} \leq \prod_{v \text{ completely split in } k_e/k} \frac{\sum_{\chi_v \in \text{Hom}(k_v^*, G)} \frac{1}{\Phi_v(\chi_v)}}{\sum_{\chi_v \in \text{Hom}(k_v^*, G)} \frac{1}{\Phi_v(\chi_v)}}.$$

**Proof.** The factors in Theorem 3.22 cancel out in the quotient $c_{k,G,\Lambda_T}/c_{k,G,\Lambda,loc}$, except those at places $v \in S$. By Lemma 3.20, we have

$$\mathcal{X}(k, G, \Lambda) = \{x \in \mathcal{O}_{S_0}^* \otimes G^\wedge : x_v \in \mathcal{A}_v \otimes G^\wedge \text{ for all } v \notin S_0\}$$

(this statement holds for any set of places satisfying the assumptions of Section 3.2). Moreover, for $v \in T$ any element of $\mathcal{A}_v$ is a local norm at $v$ by our choice of $\Lambda_v$; it follows that $\langle \chi_v, x_v \rangle = 1$ for $\chi_v \in \Lambda_v$ as in Theorem 3.22, hence

$$\sum_{x \in \mathcal{X}(k, G, \Lambda)} \prod_{v \in S} \langle \chi_v, x_v \rangle = \sum_{x \in \mathcal{X}(k, G, \Lambda)} \prod_{v \in S_0} \langle \chi_v, x_v \rangle.$$

Therefore, we can split off Euler factors for all $v \in T$ from the term involving $S$, while the remaining sum over $\text{Hom}(\prod_{v \in S_0} k_v^*, G)$ is the same in $c_{k,G,\Lambda_T}$ and $c_{k,G,\Lambda,loc}$. We have obtained the equality

$$\frac{c_{k,G,\Lambda_T}}{c_{k,G,\Lambda,loc}} = \prod_{v \in T} \frac{\sum_{\chi_v \in \Lambda_v} \frac{1}{\Phi_v(\chi_v)}}{\sum_{\chi_v \in \text{Hom}(k_v^*, G)} \frac{1}{\Phi_v(\chi_v)}}.$$

The quotient of each local factor is at most 1, so to obtain an upper bound we may just consider those places $v \in T$ which are completely split in $k_e/k$. For such places every element of $\mathcal{A}_v$ is an $e$th power in $k_v^*$, hence the condition that they are local norms is automatic by Lemma 4.4. The result follows. \hfill $\square$

We will make use of the following fact from [20, Lem. 6.9]. Here, we use the term *bicyclic* for a non-cyclic group that is a direct sum of two cyclic groups.
Lemma 4.6. Let $G$ be a finite abelian non-cyclic group. Then there exists a finite collection of bicyclic subgroups $G_i \subset G$ for $i \in I$ such that the natural map

$$\bigoplus_{i \in I} \wedge^2(G_i) \to \wedge^2(G)$$

is an isomorphism.

As $\Upsilon \subset \wedge^2(G)$ is a proper subgroup, there exists some $i$ such that $\wedge^2(G_i) \not\subset \Upsilon$. Fix this $i$ and write $G_i \cong \mathbb{Z}/n\mathbb{Z} \times \mathbb{Z}/m\mathbb{Z}$, where $n, m \mid e$. Let $v \in T$ be a place of $k$ which is completely split in the extension $k(\mu_e, \sqrt[e]{A})$. There exists a $G_i$-extension of $k_v$: simply adjoin an $n$th root of a uniformiser to the unique unramified extension of $k_v$ of degree $m$. Thus, by local class field theory, there exists $\chi_v \in \text{Hom}(k_v^*, G)$ such that $\text{Im} \chi_v = G_i$. In particular, we have $\wedge^2(\text{Im} \chi_v) \not\subset \Upsilon$. For such places $v$ we find that

$$\#\{\chi_v \in \text{Hom}(k_v^*, G) : \wedge^2(\text{Im} \chi_v) \subset \Upsilon, \chi_v \text{ ramified}\}$$

$$< \#\{\chi_v \in \text{Hom}(k_v^*, G) : \chi_v \text{ ramified}\}.$$

Let $a_v = \#\{\chi_v \in \text{Hom}(k_v^*, G) : \chi_v \text{ ramified}\}$. Recall that tamely ramified $\chi_v$ have conductor $q_v$ and there are $|G|$ unramified $G$-characters. Using Lemma 4.5, it follows that

$$\frac{c_{k,G,A_T}}{c_{k,G,A_{loc}}} \leq \prod_{v \in T} \frac{|G| + (a_v - 1)/q_v + O(1/q_v^2)}{|G| + a_v/q_v + O(1/q_v^2)}$$

$$= \prod_{v \in T} \left(1 - \frac{1}{|G|q_v} + O\left(\frac{1}{q_v^2}\right)\right)$$

However, this diverges to 0 as $S_0 \cup T \to \Omega_k$ since

$$- \sum_{v \text{ completely split in } k_e} \frac{1}{q_v}$$

diverges by the Chebotarev density theorem. This proves (4.2) and completes the proof of Theorem 4.3, hence the proof of Theorem 1.9.

Remark 4.7. Lemma 4.6 is the first part of the statement of [20, Lem. 6.9]. Unfortunately the second part of the statement [20, Lem. 6.9] is false (this claims that if the exponent of $\wedge^2(G)$ divides a prime $p$, then all the $G_i$ may chosen isomorphic to $(\mathbb{Z}/p\mathbb{Z})^2$). A counterexample is given by the group $G = \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$ and the subgroup $G_1 = \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$; here the induced map

$$\mathbb{Z}/2\mathbb{Z} \to \wedge^2(G_1) \to \wedge^2(G) = \mathbb{Z}/2\mathbb{Z}$$

is trivial. This mistake in [20, Lem. 6.9] has various consequences for [20] which will be addressed in a forthcoming corrigendum.
4.3. **Proof of Theorem 1.4.** Follows from Theorems 4.1 and 1.9.

4.4. **Proof of Theorem 1.1.** Follows immediately from Theorem 1.4.

4.5. **Proof of Theorem 1.6.** The implication (3)\(\Rightarrow\)(1) in Theorem 1.6 follows from Lemma 4.4, Theorem 3.1 and Theorem 1.9, as clearly \(\mathcal{A}(k, G, \mathcal{A}) = \mathcal{A}(k, G, \{1\})\) in this case (we are only imposing finitely many local conditions). The implication (1)\(\Rightarrow\)(2) is clear from Definition 1.3 and Theorem 1.4. For the remaining implication (2)\(\Rightarrow\)(3), we note that (2) clearly implies that

\[ \mathcal{A}_v \subset k_v^{*d} \text{ for all } d \mid e \text{ and all } v \nmid \infty \text{ with } q_v \equiv 1 \text{ mod } d. \] (4.3)

Moreover, we have the following elementary observation.

**Lemma 4.8.** Let \(e \in \mathbb{Z}_{\geq 1}\), let \(\alpha \in k^*\), and let \(v\) be a place of \(k\) such that \(e, \alpha \in \mathcal{O}_v^*\). Let \(d = \gcd(e, q_v - 1)\). If \(\alpha \in k_v^{*d}\) then \(\alpha \in k_v^{*e}\).

**Proof.** As \(\alpha \in k_v^{*d}\) and \(\alpha\) is a unit, its image in the residue field lies in \(\mathbb{F}_v^{*d}\). However, as \(d = \gcd(e, q_v - 1)\), we have \(\mathbb{F}_v^{*d} = \mathbb{F}_v^{*e}\). The result therefore follows from Hensel’s lemma.

Hence, the remaining implication (2)\(\Rightarrow\)(3) in Theorem 1.6 follows immediately from (4.3) and Lemma 4.8.

4.6. **Proof of Corollary 1.7.** Let \(\alpha \in \mathcal{A}\) and consider \(\alpha \beta^e\) for some \(\beta \in k^*\). By Lemma 4.4, we see that \(\beta^e\) is a norm everywhere locally from all \(G\)-extensions of \(k\). It follows that \(\alpha \beta^e\) is a norm everywhere locally from a given \(G\)-extension if and only if \(\alpha\) is a norm everywhere locally. Part (i) now follows from Theorem 1.9 and Theorem 4.1. Part (ii) also follows from Lemma 4.4 and Theorem 1.9.

For parts (iii) and (iv), we use the \(\omega\)-version of Tate–Shafarevich groups. Namely, for a finite abelian group scheme \(M\) over \(k\) we let

\[ \Pi_\omega(k, M) = \{ c \in H^1(k, M) : c_v = 0 \in H^1(k_v, M) \text{ for all but finitely many } v \}. \]

By Kummer theory we have \(H^1(L, \mu_e) = L^* / L^{*e}\) for any field \(L\) of characteristic 0. Therefore, part (iii) of Theorem 1.6 is equivalent to

\[ \mathcal{A}k^{*e} \subset \Pi_\omega(k, \mu_e). \]

The key observation is now the following.

**Lemma 4.9.** Let \(k\) be a number field, let \(e \in \mathbb{Z}_{\geq 1}\) and let \(2^r\) be the largest power of 2 dividing \(e\). Then \(\Pi_\omega(k, \mu_e) = 0\), unless the extension \(k(\mu_{2^r}) / k\) is non-cyclic, where we have \(\Pi_\omega(k, \mu_e) \cong \mathbb{Z}/2\mathbb{Z}\).

**Proof.** Follows immediately from [32, Thm. 9.1.11].

The remaining parts of Corollary 1.7 now follow from Lemma 4.9.
Remark 4.10. Even though we have
\[ N_{\text{loc}}(k, G, \mathcal{A}, B) = N_{\text{loc}}(k, G, \mathcal{A}\langle \beta^e \rangle, B) \]
and
\[ N_{\text{glob}}(k, G, \mathcal{A}, B) \sim N_{\text{glob}}(k, G, \mathcal{A}\langle \beta^e \rangle, B), \]
we can still have
\[ N_{\text{glob}}(k, G, \mathcal{A}, B) \neq N_{\text{glob}}(k, G, \mathcal{A}\langle \beta^e \rangle, B). \]
For example, take \( k = \mathbb{Q}, G = \left( \mathbb{Z}/2\mathbb{Z} \right)^2, \mathcal{A} = \{1\}, \) and \( \beta = 5 \) (see Example 1.11 (4)).

4.7. Proof of Theorem 1.8. The implication (2) \( \Rightarrow \) (1) is self-evident. So suppose that
\[ \lim_{B \to \infty} \frac{N_{\text{glob}}(k, G, \mathcal{A}, B)}{N(k, G, B)} > 0. \]
Then by Theorem 1.6 there exists a cofinite set of places \( T \subset \Omega_k \) such that \( \mathcal{A} \subset k_v^{*e} \) for all \( v \in T \). By [32, Thm. 9.1.11],
\[ \text{Ker} \left( k^*/k_v^*e \to \prod_{v \in T} k_v^*/k_v^{*e} \right) = \text{Ker} \left( k^*/k_v^*e \to \prod_{v \in T \cup \{v\}} k_v^*/k_v^{*e} \right), \]
so we may assume that \( T \) contains all \( v \nmid 2 \). Let \( p \) be the unique prime of \( k \) lying above 2. Let \( \chi: \text{Gal}(\overline{k}/k) \to G \) be a \( G \)-extension and let \( \alpha \in \mathcal{A} \). Then at all places \( v \neq p \), the cyclic algebra \( (\chi, \alpha) \) over \( k \) has local invariant zero, because \( \alpha \) is a local norm at \( v \) by Lemma 4.4. Now the Albert–Brauer–Hasse–Noether theorem [32, Thm. 8.1.17] shows that \( (\chi, \alpha) \) has local invariant zero at \( p \), meaning that \( \alpha \) is also a local norm at \( p \). Therefore, all elements of \( \mathcal{A} \) are everywhere local norms from all \( G \)-extensions of \( k \). But \( G \) is cyclic, hence every \( G \)-extension satisfies the Hasse norm principle; (2) now follows.

4.8. Variants of Theorems 1.1 and 1.4. We finish with some variants of our results, which allow one to impose local conditions at finitely many places. Our first result is a variant of Theorem 1.4, and follows immediately from Theorem 3.1 and Theorem 1.9.

Corollary 4.11. Retain the assumptions of Theorem 3.1. Assume further that every element of \( \mathcal{A} \) is a local norm from every extension in \( \Lambda_v \) for all \( v \), and that there exists a sub-\( G \)-extension of \( k \) which realises the given local conditions for all places \( v \). Then
\[ \# \{ \varphi \in G-\text{ext}(k) : \Phi(\varphi) \leq B, \varphi_v \in \Lambda_v \forall v, \mathcal{A} \subset N_{K_{\varphi}/k} K_{\varphi}^{*} \} = c_{k,G,\Lambda} B (\log B)^{\sigma(k,G,\mathcal{A})-1} (1 + o(1)), \]
for some leading constant \( c_{k,G,\Lambda} > 0 \).
From this we immediately obtain the following strengthening of Theorem 1.1.

**Corollary 4.12.** Let \( k \) be a number field, \( S \) a finite set of places of \( k \), \( G \) a finite abelian group, and \( \mathcal{A} \subset k^* \) a finitely generated subgroup. Let \( \psi \) be a sub-\( G \)-extension of \( k \) such that every element of \( \mathcal{A} \) is everywhere locally a norm from \( K_\psi \). There exists a \( G \)-extension \( \varphi \) of \( k \) such that every element of \( \mathcal{A} \) is a global norm from \( K_\varphi \) and such that \( \varphi_v = \psi_v \) for all \( v \in S \).

**Remark 4.13.** Taking \( \psi \) to correspond to the trivial extension \( k/k \), we find the existence of an extension \( K/k \) with Galois group \( G \) such that every element of \( \mathcal{A} \) is a norm from \( K \) and such that \( K \) is completely split at all places of \( S \).

**A. An algebro-geometric point of view on Theorem 1.1**
(by Yonatan Harpaz and Olivier Wittenberg)

We give, in this appendix, an algebro-geometric proof of Theorem 1.1, based on a combination of the descent and fibration methods in the formulation they are given in [24]. The main argument is described in Sections A.1–A.3. In Section A.4 we show that the refinement of Theorem 1.1 formulated in Corollary 4.12 can also be deduced in this manner by proving a certain verticality result on the Brauer groups of the varieties in question. This verticality uses in an essential way the fact that \( G \) is abelian. In Section A.5 we show that when \( G \) is not abelian, the statement of Corollary 4.12 is false, by constructing a counterexample in the form of an explicit 2-group. Nonetheless, as we show in the upcoming work [25], Theorem 1.1 does hold for 2-groups (and more generally for nilpotent groups, even for supersolvable groups).

Let us fix, for the whole of Sections A.1–A.4, a finite abelian group \( G \), a field \( k \) of characteristic 0, a finite collection \( \alpha_1, \ldots, \alpha_m \in k^* \) and an algebraic closure \( \bar{k} \) of \( k \). In Sections A.1–A.3, we assume that \( k \) is a number field.

**A.1. Statements.** Let us choose an embedding \( G \hookrightarrow \text{SL}_n(k) \) for some \( n \geq 1 \). Let \( \text{SL}_n \) and \( \mathbb{G}_m \) implicitly denote the corresponding algebraic groups over \( k \). For any \( \alpha \in k^* \), let \( T^\alpha \subset \prod_{g \in G} \mathbb{G}_m \) denote the subvariety whose \( \bar{k} \)-points are the maps \( t: G \to k^* \) such that \( \prod_{g \in G} t(g) = \alpha \). Thus, \( T^\alpha \) is a (trivial) torsor under the (trivial) torus \( T^1 \).

Let \( Y = \text{SL}_n \times T^\alpha_1 \times \cdots \times T^\alpha_m \). Let \( G \) act on \( \text{SL}_n \) by right multiplication, on \( T^\alpha \) (for any \( \alpha \)) by the right action \( (t \cdot \gamma)(\gamma') = t(\gamma \gamma') \), and on \( Y \) by the resulting diagonal right action. As \( G \) acts freely on \( \text{SL}_n \), it acts freely on \( Y \); hence, letting \( X = Y/G \), the quotient map \( \pi: Y \to X \) is a \( G \)-torsor.

The fibre of \( \pi \) above any rational point of \( X \) is a \( G \)-torsor over \( \text{Spec}(k) \), say \( \text{Spec}(K) \), where \( K \) is an étale \( k \)-algebra endowed with elements \( \beta_1, \ldots, \beta_m \in K^* \) such that \( N_{K/k}(\beta_i) = \alpha_i \) for all \( i \). Namely \( \beta_i \) is the restriction to the fibre in question of the invertible function \( (s, t_1, \ldots, t_m) \mapsto t_i(1) \) on \( Y \), where 1 denotes the identity...
element of $G$. If the algebra $K$ is a field, then $K/k$ is Galois with group $G$, since it is a $G$-torsor. Thus, all we need to do, to show Theorem 1.1, is to prove that there exists $x \in X(k)$ such that $\pi^{-1}(x)$ is irreducible. Letting $X'$ denote a smooth compactification of $X$ (i.e. any smooth and proper variety containing $X$ as a dense open subset), we shall in fact prove the following theorem.

**Theorem A.1.** The set $X'(k)$ is dense in the Brauer–Manin set $X'(\mathbb{A}_k)^{\text{Br}(X')}$.

We note that $X'(\mathbb{A}_k)^{\text{Br}(X')}$ is non-empty since so is $X(k)$; indeed, even $Y(k)$ is non-empty. The desired result now follows from Theorem A.1:

**Corollary A.2.** The set of $x \in X(k)$ such that $\pi^{-1}(x)$ is irreducible is dense in the (non-empty) Brauer–Manin set $X'_0(k)^{\text{Br}(X')}$.

**Proof.** This is essentially an application of a theorem of Ekedahl [17, Thm. 1.3] (also discussed and proved in [41, Sec. 3.5–3.6]). What Ekedahl really shows in [17] is that for any finite étale morphism $\pi: Y \to X$ between geometrically irreducible varieties over $k$ and for any finite set $S$ of places of $k$, there exist a finite set $S'$ of places of $k$, disjoint from $S$, and a collection $(x'_v)_{v \in S'} \in \prod_{v \in S'} X(k_v)$ such that for any $x \in X(k)$ close enough to $(x'_v)_{v \in S'}$ for the product topology on $\prod_{v \in S'} X(k_v)$, the scheme $\pi^{-1}(x)$ is irreducible. Theorem A.1 implies Corollary A.2 in view of this statement and of the remark that the Brauer–Manin set is open in $X'_0(k)$ as $X$ is geometrically unirational (see [48, Rem. 2.4 (i)–(ii)])

As we have seen, Corollary A.2 implies Theorem 1.1. In a less immediate way, it also implies Corollary 4.12. Indeed, noting that any sub-$G$-extension of $k$, in the terminology of Section 3.1, arises as the fibre of the quotient map $\text{SL}_n \to \text{SL}_n/G$ above a rational point of $\text{SL}_n/G$ (see [40, Ch.I, Sec.5.4, Cor.1] and recall that $\text{H}^1(k,\text{SL}_n)$ is a singleton by Hilbert’s Theorem 90), we see that Corollary 4.12 follows from combining Corollary A.2 with Proposition A.3 below.

**Proposition A.3.** Let $B = \text{SL}_n/G$ and $b \in B(k)$. Let $f: X \to B$ be the map induced by the first projection $Y \to \text{SL}_n$. Let $\Omega$ denote the set of places of $k$. Let $(x_v)_{v \in \Omega} \in \prod_{v \in \Omega} X(k_v)$. If $f(x_v) = b$ for all $v \in \Omega$, then $(x_v)_{v \in \Omega} \in X'(\mathbb{A}_k)^{\text{Br}(X')}$. We shall prove Theorem A.1 in Sections A.2–A.3 and Proposition A.3 in Section A.4.

**A.2. Descent.** To prove Theorem A.1, we first perform a descent, in the sense of Colliot-Thélène and Sansuc [12], to reduce ourselves to studying the arithmetic of hopefully simpler auxiliary varieties. If $V$ is a variety over $k$, we denote by $\bar{k}[V]^*$ the group of global invertible functions on $V \otimes_k \bar{k}$.

**Proposition A.4.** We have $\bar{k}[X]^* = \bar{k}^*$.

**Proof.** We first remark that there is a canonical exact sequence of abelian groups

$$0 \to \bar{k}^* \to \bar{k}[Y]^* \to (\mathbb{Z}[G]/\mathbb{Z})^m \to 0$$

(A.1)
whose arrows are equivariant with respect to the actions of $\text{Gal}(\bar{k}/k)$ and of $G$; indeed, Rosenlicht’s lemma (see [11, Lem. 10]) shows that

$$
\bar{k}[Y]^*/\bar{k}^* = \bar{k}[\text{SL}_n]^*/\bar{k}^* \oplus \bar{k}[T^{α_1}]^*/\bar{k}^* \oplus \cdots \oplus \bar{k}[T^{α_m}]^*/\bar{k}^*,
$$

(A.2)

while it is well known that $\bar{k}[\text{SL}_n]^* = \bar{k}^*$ and that $\bar{k}[T^{α}]^*/\bar{k}^*$, for any $α \in k^*$, is the character group of the torus under which $T^{α}$ is a torsor. On the other hand, by the exact sequence

$$
0 \to \mathbb{Z} \to \mathbb{Z}[G] \to \mathbb{Z}[G]/\mathbb{Z} \to 0
$$

(A.3)

and by the vanishing of $H^1(G, \mathbb{Z})$, we have $H^0(G, \mathbb{Z}[G]/\mathbb{Z}) = 0$. We can now deduce from (A.1) that $\bar{k}[X]^* = (\bar{k}[Y]^*)^G = \bar{k}^*$.

Set $\hat{G} = \text{Hom}(G, \bar{k}^*)$. We recall that the type of the $G$-torsor $π: Y \to X$ is, by definition, the isomorphism class of

$$
π \otimes_k \bar{k}: Y \otimes_k \bar{k} \to X \otimes_k \bar{k}
$$

as a $G$-torsor over $X \otimes_k \bar{k}$ and that it can be identified, thanks to Proposition A.4, with a homomorphism $λ: \hat{G} \to \text{Pic}(X \otimes_k \bar{k})$. (See [24, (3.3)], for this (standard) identification.) The homomorphism $λ$ is injective as $G$ is finite and $Y$ is geometrically connected (see [44, p. 40, Exercise 2]).

Let us denote by $ν: \hat{T} \hookrightarrow \text{Pic}(X' \otimes_k \bar{k})$ the inverse image of $λ: \hat{G} \hookrightarrow \text{Pic}(X \otimes_k \bar{k})$ by the restriction map $\text{Pic}(X' \otimes_k \bar{k}) \to \text{Pic}(X \otimes_k \bar{k})$. As in [24, (3.1)], we have a short exact sequence of $\text{Gal}(\bar{k}/k)$-modules

$$
0 \longrightarrow \hat{Q} \longrightarrow \hat{T} \longrightarrow \hat{G} \longrightarrow 0,
$$

(A.4)

where $\hat{Q}$ is a permutation $\text{Gal}(\bar{k}/k)$-module, and, dually, a short exact sequence

$$
1 \longrightarrow G \longrightarrow T \longrightarrow Q \longrightarrow 1
$$

(A.5)

of commutative algebraic groups over $k$, where $Q$ is a quasi-trivial torus and $G$ is viewed as a constant $k$-group. We note that $T$ is a torus since $\text{Pic}(X' \otimes_k \bar{k})_{\text{tors}} = 0$ (see [37, Prop. 1]).

As $X'(k) \neq \emptyset$, there exists a torsor over $X'$, under $T$, of type $ν$ (see [44, Cor. 2.3.9]). Applying [24, Cor. 2.2]1 to such a torsor, we now see that in order to prove Theorem A.1, it suffices to prove that rational points are dense in the Brauer–Manin set for a smooth compactification of any torsor over $X'$, under $T$, of type $ν$.

---

1All of the Brauer groups that appear in Corollaire 2.2 of [24] are unramified Brauer groups, hence this corollary is really a statement about Brauer–Manin sets of smooth compactifications of torsors, even though smooth compactifications do not figure explicitly in it.
A.3. Fibration. By [24, Prop. 3.1], which we can apply since $\mathbb{F}[X]^* = \mathbb{F}^*$ (see Proposition A.4), any torsor over $X'$, under $T$, of type $v$ contains an open subset $W$ admitting a smooth map $p : W \to \mathcal{Q}$ whose fibres over the rational points of $\mathcal{Q}$ are torsors over $X$, under $G$, of type $\lambda$. In order to prove that rational points are dense in the Brauer–Manin set for a smooth compactification of $W$, we shall first prove that the base $\mathcal{Q}$ and the fibres of $p$ over the rational points of $\mathcal{Q}$ satisfy this property, then solve the “fibration problem” to deduce it for $W$.

The variety $\mathcal{Q}$ is rational over $k$ since it is a quasi-trivial torus, so the assertion on the base is trivial. The fibre of $p$ above any rational point of $\mathcal{Q}$ is in fact a twist $Y$ of $Y$ by a $1$-cocycle $\sigma \in Z^1(k, G)$, since two torsors of a given type can only differ by such a twist. As $G$ acts diagonally on $Y \cong SL_n \times T^{a_1} \times \cdots \times T^{a_m}$, we have

\[ Y^\sigma = (SL_n)^\sigma \times (T^{a_1})^\sigma \times \cdots \times (T^{a_m})^\sigma. \]

On the one hand, we have $(SL_n)^\sigma \cong SL_n$ since $H^1(k, SL_n)$ is a singleton (Hilbert’s Theorem 90); hence $(SL_n)^\sigma$ is rational over $k$. On the other hand, for any $\alpha \in k^*$, the variety $(T^\alpha)^\sigma$ is a torsor under the torus $(T^1)^\sigma$. All in all $Y^\sigma$ is birationally equivalent to a torsor under a torus over $k$. We conclude that for any smooth compactification $Z$ of a fibre of $p$ above a rational point of $\mathcal{Q}$, the set $Z(k)$ is indeed dense in $Z(\mathbb{A}_k)^{Br(Z)}$ (see [44, Thm. 6.3.1], [10, Prop. 6.1 (iii)]).

A positive solution to the fibration problem for fibrations into rationally connected varieties over a quasi-trivial torus is obtained in [24, Th. 4.2 (ii)] under the assumption that a rational section exists over $\bar{k}$. (The existence of such a rational section ensures that the hypothesis of loc. cit. is satisfied, as shown in [43, Lem. 1.1 (b)].) Fortunately, this last condition holds in our situation.

**Proposition A.5.** The generic fibre of $p \otimes_k \bar{k} : W \otimes_k \bar{k} \to \mathcal{Q} \otimes_k \bar{k}$ possesses a rational point.

**Proof.** This generic fibre is a twist of $Y \otimes_k \bar{k}(Q)$ by a $1$-cocycle $\sigma \in Z^1(\bar{k}(Q), G)$. Arguing as above, we see that it has a rational point if and only if $(T^{a_i} \otimes_k \bar{k}(Q))^\sigma$ has a rational point for each $i$. Writing $\alpha_i$ as a $|G|$-th power in $\bar{k}^*$ determines a $G$-invariant $\bar{k}$-point of $T^{a_i}$, hence a $G$-equivariant isomorphism

\[ T^{a_i} \otimes_k \bar{k} = T^1 \otimes_k \bar{k}. \]

Thus, $(T^{a_i} \otimes_k \bar{k}(Q))^\sigma$ is isomorphic to $(T^1 \otimes_k \bar{k}(Q))^\sigma$, a variety which certainly has a rational point since it is a torus.

Applying [24, Th. 4.2 (ii)] to a suitable compactification of $p$ therefore completes the proof of Theorem A.1.

A.4. Verticality of the Brauer group. It remains to prove Proposition A.3. Since $X'(\mathbb{A}_k)^{Br(X')}$ is closed in $X'(\mathbb{A}_k)$, we are free to replace $x_v$ for $v$ outside of an arbitrarily large finite set of places of $k$, with another $k_v$-point of the same fibre of $f$. 
In particular, we may assume that $(x_v)_{v \in \Omega}$ is an adelic point of this fibre. We may then view it as an adelic point of $X$. As such, it is orthogonal, for the Brauer–Manin pairing

$$X(\mathbb{A}_k) \times \text{Br}(X) \to \mathbb{Q}/\mathbb{Z},$$

to $f^*\text{Br}(B)$. Proposition A.3 therefore results from the following purely algebraic statement, in which $k$ is allowed to be an arbitrary field of characteristic 0.

**Proposition A.6.** Viewing $\text{Br}(X')$ and $f^*\text{Br}(B)$ as subgroups of $\text{Br}(X)$, one has an inclusion $\text{Br}(X') \subseteq f^*\text{Br}(B)$.

**Proof.** Let $V$ be a smooth compactification of the generic fibre $V^0$ of $f$. As $V^0$ is a torsor under a torus over $k(B)$ split by the extension $k(\text{SL}_n)/k(B)$, as $V^0 \otimes_k \bar{k}$ is a torsor under a torus over $\bar{k}(B)$ split by the extension $\bar{k}(\text{SL}_n)/\bar{k}(B)$ and as the natural map

$$\text{Gal}(\bar{k}(\text{SL}_n)/\bar{k}(B)) \to \text{Gal}(k(\text{SL}_n)/k(B))$$

is an isomorphism, the following well-known lemma implies that the pull-back map

$$\text{Br}(V)/f^*\text{Br}(k(B)) \to \text{Br}(V \otimes_k \bar{k})/f^*\text{Br}(\bar{k}(B))$$

is injective.

**Lemma A.7.** Let $T$ be a torus over a field $K$, with character group $\hat{T}$, split by a finite Galois extension $L/K$. For any smooth and proper variety $V$ over $K$ containing a torsor under $T$ as a dense open subset, there is a canonical embedding

$$\text{Coker}(\text{Br}(K) \to \text{Br}(V)) \hookrightarrow H^2(\text{Gal}(L/K), \hat{T}).$$

**Proof.** Let $\bar{L}$ denote a separable closure of $L$ and $V^0$ the open subset in question. As $\text{Br}(V \otimes_K \bar{L}) = 0$ and $\text{Br}(L) \to \text{Br}(V \otimes_K L)$, the Hochschild–Serre spectral sequence provides an embedding of $\text{Coker}(\text{Br}(K) \to \text{Br}(V))$ into the kernel of the restriction map

$$H^1(K, \text{Pic}(V \otimes_K \bar{L})) \to H^1(L, \text{Pic}(V \otimes_K L)).$$

that is, into $H^1(\text{Gal}(L/K), \text{Pic}(V \otimes_K L))$. On the other hand, the exact sequence

$$0 \to \hat{T} \to \text{Div}(V \setminus V^0) \otimes_K L(V \otimes_K L) \to \text{Pic}(V \otimes_K L) \to 0$$

(see [44, p. 130]) embeds this group into $H^2(\text{Gal}(L/K), \hat{T})$.\qed

As $f$ is smooth and surjective, we have $f^*\text{Br}(k(B)) \cap \text{Br}(X') \subseteq f^*\text{Br}(B)$ as subgroups of $\text{Br}(k(X))$. It follows that the pull-back map

$$\text{Br}(X')/(\text{Br}(X') \cap f^*\text{Br}(B)) \to \text{Br}(X' \otimes_k \bar{k})/(\text{Br}(X' \otimes_k \bar{k}) \cap f^*\text{Br}(B \otimes_k \bar{k}))$$
is injective as well. Thanks to this injectivity, we now see that in order to prove Proposition A.6, we may assume that \( k \) is algebraically closed.

The generic fibre of the natural map \( X \to (T^{a_1} \times \cdots \times T^{a_m})/G \) is a left torsor under \( SL_n \), hence is isomorphic to \( SL_n \) (Hilbert’s Theorem 90). It follows that \( X \) is stably birationally equivalent to \( (T^{a_1} \times \cdots \times T^{a_m})/G \). This variety is isomorphic to \( (T^1 \times \cdots \times T^1)/G \) when \( k \) is algebraically closed, as we have seen in the proof of Proposition A.5. In addition, the unramified Brauer group of \( (T^1 \times \cdots \times T^1)/G \) vanishes when \( k \) is algebraically closed, by Saltman’s formula [13, Thm. 8.7] and by the next lemma. Hence, \( Br(X') = 0 \) in this case.

**Lemma A.8.** Let \( \mathcal{B}_G \) denote the set of subgroups of \( G \) generated by two elements. For any finite abelian group \( G \) and for \( M = \mathbb{Z}[G]/\mathbb{Z} \) or \( M = \mathbb{Q}/\mathbb{Z} \), the product of restriction maps \( H^2(G, M) \to \prod_{H \in \mathcal{B}_G} H^2(H, M) \) is injective.

**Proof.** As \( H^2(G, \mathbb{Q}) \) and \( H^2(G, \mathbb{Z}[G]) \) vanish, this follows from the injectivity of the product of restriction maps

\[
H^3(G, \mathbb{Z}) \to \prod_{H \in \mathcal{B}_G} H^3(H, \mathbb{Z}). \tag{A.6}
\]

It is a general fact, valid for an arbitrary finite group \( G \), that the kernel of (A.6) remains unchanged if one replaces \( \mathcal{B}_G \) with the set of abelian subgroups of \( G \) (see [13, Thm. 7.1]), which implies the desired injectivity when \( G \) is abelian. Alternatively, this injectivity results from Lemma 4.6 and [20, Lem. 6.4].

This completes the proof of Proposition A.6.

**A.5. Nonabelian Galois groups.** The descent-fibration argument described in Section A.2 and Section A.3 is modelled after a similar argument appearing in [24], profiting in addition from the favourable circumstance of \( \tilde{G} \) being abelian. In general, the inductive argument of [24] is constructed to handle also nonabelian groups, as long as they admit a suitable filtration into normal subgroups whose successive quotients are cyclic; such groups are also known as supersolvable. Though the variety \( X \) considered here is more complicated than the one considered in [24], the argument of loc. cit. can be adapted to yield the statement of Theorem 1.1 for any supersolvable \( G \), see [25]. Interestingly enough, though, it turns out that the stronger claim appearing in Corollary 4.12 does not hold for a general nonabelian group \( G \), even when \( G \) is supersolvable (indeed, even when \( G \) is a 2-group). This is due to the fact that the variety \( X \) may contain unramified Brauer classes which are not vertical with respect to the projection \( f : X \to B \), and which can obstruct the weak approximation of local points on \( X \), even when those local points lie over a rational point of \( B \). (Such Brauer classes do not exist in the abelian case; see Proposition A.6.) Let us now illustrate how one can construct a nonabelian example where exactly this happens.
We shall say that a group $H$ is weakly bicyclic if it is an extension of a cyclic group by a cyclic group. We note that if $K/k$ is a Galois extension with Galois group $G$ then the decomposition subgroups $H_v \subseteq G$ are weakly bicyclic at every finite place $v$ which does not divide the order of $G$. Given a group $G$, we shall denote by $\mathcal{B}_G$ the set of weakly bicyclic subgroups of $G$ (a notation compatible with Lemma A.8 when $G$ is abelian).

**Proposition A.9.** Let $G$ be a finite 2-group satisfying the following properties:

(i) $G$ has exponent $\leq 16$.

(ii) The abelianization $G^\text{ab}$ has exponent 2 and is generated by images of elements of $G$ of order 2.

(iii) There exists an element $\varphi \in H^2(G, \mathbb{Z}/2\mathbb{Z})$ whose restriction to every cyclic subgroup of $G$ of order 16 vanishes, whose restriction to at least one cyclic subgroup of $G$ of order 8 does not vanish, and whose image by the natural map $\delta : H^2(G, \mathbb{Z}/2\mathbb{Z}) \to H^2(G, \mathbb{Q}/\mathbb{Z})$ belongs to, and spans, the kernel of the product of restriction maps

$$HH^2(G, \mathbb{Q}/\mathbb{Z}) \to \prod_{H \in \mathcal{B}_G} H^2(H, \mathbb{Q}/\mathbb{Z}).$$

Let $H \subseteq G$ be a cyclic subgroup of order 8 on which $\varphi$ does not vanish. Then:

1. There exist $G$-extensions $K/\mathbb{Q}$ which are unramified at 2 and whose decomposition groups at 2 are conjugate to $H$.

2. For every $G$-extension $K/\mathbb{Q}$ as in (1), the element $256 \in \mathbb{Q}^*$ is a local norm from $K$ at every place of $\mathbb{Q}$, but not a global norm from $K$.

In particular, the statement of Corollary 4.12 does not hold for $G$ with $k = \mathbb{Q}$, $S = \{2\}$ and $A \subseteq k^*$ the subgroup generated by 256.

The proof of Proposition A.9 requires a bit of preparation. In the next lemma, we denote by $\text{Br}_{\text{nr}}(B)$, $\text{Br}_1(B)$, $\text{Br}_{1,\text{nr}}(B)$, $\text{Br}_0(B)$ the subgroups of $\text{Br}(B)$ consisting, respectively, of unramified, algebraic, algebraic unramified, constant classes.

**Lemma A.10.** Let $G \subseteq \text{SL}_n(\mathbb{Q})$ be a finite subgroup. Let $B = \text{SL}_n/G$.

1. If $G$ satisfies condition (ii) of Proposition A.9, then $\text{Br}_{1,\text{nr}}(B) = \text{Br}_0(B)$.

2. If $G$ satisfies condition (iii) of Proposition A.9, then $\text{Br}_{\text{nr}}(B) = \text{Br}_{1,\text{nr}}(B)$.

In particular, for $G$ as in Proposition A.9, we have $\text{Br}_{\text{nr}}(B) = \text{Br}_0(B)$.

**Proof.** Condition (ii) implies that for any field $K$, the group $H^1(K, G^\text{ab})$ is generated by elements in the image of the pointed set $H^1(K, G)$ (and even by elements coming from $H^1(K, \mathbb{Z}/2\mathbb{Z})$ via homomorphisms $\mathbb{Z}/2\mathbb{Z} \to G$). The first claim then follows, by local and global duality, from [23, Prop. 4]. Let us now explain why condition (iii)
implies that $\Br_{nr}(B) = \Br_{1,nr}(B)$. For every subgroup $H \subseteq G$, the Hochschild–Serre spectral sequences for the $H$-coverings $\pi_H: \SL_n \to \SL_n/H$ and $\SL_n,\overline{\Q} \to \SL_n,\overline{\Q}/H$, together with the inclusion of roots of unity $\mu_\infty \subseteq \overline{\Q}^*$, give rise to a commutative diagram

$$
\begin{array}{cccc}
\text{Ker}(\Br(\SL_n/H) \to \Br(\SL_n)) & \xleftarrow{\sim} & H^2(H, \Q^*) & \xrightarrow{\sim} H^2(H, \mu_2) \\
\downarrow & & \downarrow & \\
\text{Ker}(\Br(\SL_n,\overline{\Q}/H) \to \Br(\SL_n,\overline{\Q}))^{\Gamma_{\Q}} & \xleftarrow{\sim} & H^2(H, \overline{\Q}^*)^{\Gamma_{\Q}} & \xrightarrow{\sim} H^2(H, \mu_\infty)^{\Gamma_{\Q}},
\end{array}
$$

where $\Gamma_{\Q} = \text{Gal}(\overline{\Q}/\Q)$ is the absolute Galois group of $\Q$. The horizontal arrows between the first two columns are isomorphisms since $\text{Pic}(\SL_n) = \text{Pic}(\SL_n,\overline{\Q}) = 0$, and the bottom right horizontal map is an isomorphism since $\overline{\Q}^*/\mu_\infty$ is uniquely divisible. In addition, the rightmost vertical map is surjective: indeed, this map fits in the middle of the commutative diagram with exact rows

$$
\begin{array}{cccc}
0 & \xrightarrow{\sim} & \text{Ext}^1(H_1(H), \mu_2) & \xrightarrow{\sim} H^2(H, \mu_2) & \to & \text{Hom}(H_2(H), \mu_2) \\
\downarrow & & \downarrow & & \downarrow \\
0 & \xrightarrow{\sim} & \text{Ext}^1(H_1(H), \mu_\infty)^{\Gamma_{\Q}} & \xrightarrow{\sim} H^2(H, \mu_\infty)^{\Gamma_{\Q}} & \to & \text{Hom}(H_2(H), \mu_\infty)^{\Gamma_{\Q}}
\end{array}
$$

determined by the universal coefficient theorem, where $\text{Ext}^1(H_1(H), \mu_\infty) = 0$ since $\mu_\infty$ is a divisible group.

We now fix a $\beta \in \Br_{nr}(B)$ and aim to show that $\beta$ is algebraic. By adding to $\beta$ a constant class, we may assume that $\beta(\pi_G(1)) = 0$. As $\SL_n$ is rational over $\Q$, we have

$$
\Br_{nr}(\SL_n) = \Br_0(\SL_n),
$$

and so $\pi_G^* \beta = 0$. Considering the diagram (A.7) for $G = H$ and using the surjectivity of its right vertical map, we find $\beta_G \in H^2(G, \mu_2)$ whose eventual image in $\Br(B_{\overline{\Q}})$ is the same as the image of $\beta$. Now by Bogomolov’s formula (see, for example, [13, Thm. 7.1]), the group $\Br_{nr}(\SL_n,\overline{\Q}/H)$ vanishes whenever $H$ is weakly bicyclic, and so by the naturality of (A.7), the image of $\beta_G$ in $H^2(H, \mu_\infty)$ vanishes for every $H \in \mathcal{B}_G$. Since $\mu_\infty \cong \Q/\Z$ as abelian groups via a choice of a compatible system of roots of unity, Condition (iii) implies that the image of $\beta_G$ in $H^2(G, \mu_\infty)$ is either 0 or the image of $\varphi \in H^2(G, \Z/2\Z) = H^2(G, \mu_2)$ under the natural map

$$
H^2(G, \mu_2) \to H^2(G, \mu_\infty).
$$

By possibly amending the choice of $\beta_G$, we may assume that $\beta_G \in \{0, \varphi\}$. We then write $\beta_1 \in \Br(B)$ for the image of $\beta_G$, and set $\beta_2 := \beta - \beta_1$. By construction, $\beta_1$ (and hence also $\beta_2$) vanishes when pulled back to $\SL_n$, and $\beta_2$ also vanishes when pulled back to $B_{\overline{\Q}}$. In particular, $\beta_2 \in \text{Ker}(\Br_1(B) \to \Br_1(\SL_n))$. 
Let now \( H \subseteq G \) be a cyclic subgroup of order 8 on which \( \varphi \) does not vanish. As \( \beta \) is unramified, there exists a prime \( p_0 \) such that \( \beta \) evaluates trivially on \( B(\mathbb{Q}_p) \) for all \( p > p_0 \). Choose \( p > p_0 \) such that there exists a cyclic extension \( L/\mathbb{Q}_p \) of degree 4 that does not extend to a cyclic extension of degree 8 (any \( p \) such that \(-1\) is a square but not a 4th power modulo \( p \) will do). Embed \( \text{Gal}(L/\mathbb{Q}_p) \) into \( H \). The image of the class of \( L/\mathbb{Q}_p \) by the resulting map

\[
H^1(\mathbb{Q}_p, \text{Gal}(L/\mathbb{Q}_p)) \to H^1(\mathbb{Q}_p, G)
\]

is the class of the torsor \( \pi^{-1}_G(b) \) for some point \( b \in B(\mathbb{Q}_p) \) (see [23, Sec. 1.2]), which we fix.

By the choice of \( p \), we have \( \beta(b) = 0 \). We claim that \( \beta_2(b) = 0 \) as well. Indeed, as \( \beta_2 \) is algebraic and \( \beta_2(\pi_G(1)) = 0 \), it follows that \( \beta_2 \) vanishes when pulled back to the universal torsor \( \text{SL}_n/G' \to B \), where \( G' := \text{Ker}(G \to G^{ab}) \) is the derived subgroup of \( G \). On the other hand, since \( G^{ab} \) has exponent 2 and the subgroup \( \text{Gal}(L/\mathbb{Q}_p) \subseteq H \) consists of elements divisible by 2, we have \( \text{Gal}(L/\mathbb{Q}_p) \subseteq G' \). This means that \( b \) lifts to \( \text{SL}_n/G' \) and so \( \beta_2(b) = 0 \). Therefore, \( \beta_1(b) = 0 \).

Let us prove that \( \beta_G = 0 \). By contradiction, assume that \( \beta_G = \varphi \). Then the restriction of \( \beta_G \) to \( H \) is the non-trivial element of \( H^2(H, \mathbb{Z}/2\mathbb{Z}) = \mathbb{Z}/2\mathbb{Z} \), which is the one classifying the central extension \( \tilde{H} \to H \) with \( \tilde{H} \) cyclic of order 16. This element restricts to the non-trivial element of \( H^2(\text{Gal}(L/\mathbb{Q}_p), \mathbb{Z}/2\mathbb{Z}) \) for the cyclic order 4 subgroup \( \text{Gal}(L/\mathbb{Q}_p) \subseteq H \), and further to a non-trivial element of \( H^2(\mathbb{Q}_p, \mathbb{Z}/2\mathbb{Z}) \) by the assumption that \( L \) does not extend to a cyclic degree 8 extension. As \( \beta_1(b) = 0 \), this is absurd. We conclude that \( \beta_G = 0 \) and \( \beta = \beta_2 \), which completes the proof that \( \text{Br}_n(B) = \text{Br}_{1, nr}(B) \). \( \square \)

**Proof of Proposition A.9.** Fix an embedding \( G \hookrightarrow \text{SL}_n(\mathbb{Q}) \) and let \( B = \text{SL}_n/G \).

By Lemma A.10, we have \( \text{Br}_n(B) = \text{Br}_0(G) \), and so the existence of a \( G \)-extension \( K/\mathbb{Q} \) as in (1) follows from [24, Th.B], since \( G \) is nilpotent and in particular supersolvable. Let us choose such an extension \( K/\mathbb{Q} \). As 256 is positive, it is a norm from \( K_\infty \). In addition, 16 is an 8th power (and hence 256 is a 16th power) in \( \mathbb{Q}_p \) for every odd \( p \); indeed, one of 2, \(-2\) or \(-1\) is a square, and in the latter case \( 2i = (1 + i)^2 \) is a square. Since \( G \) has exponent at most 16 and 256 is a unit outside 2, it follows that in \( K/\mathbb{Q} \), the element 256 is a local norm at every odd finite place. Finally, at 2 the extension \( K/\mathbb{Q} \) is unramified with Frobenius element of order 8, and hence 256 = \( 2^8 \) is a norm from \( K_2 \) as well.

It is left to show that 256 is not a global norm from \( K \). Let us first recall some notation used above. For \( \alpha \in k^* \), we consider the variety \( X^\alpha := (\text{SL}_n \times T^\alpha)/G \), equipped with the projection \( X^\alpha \to B \). Given a rational point \( b \in B(k) \), the fibre of \( X^1 \to B \) over \( b \) is naturally isomorphic to the norm 1 torus of \( K/k \), which we denote by \( T^1_b \). The fibre \( X^\alpha_b \) of \( X^\alpha \to B \) over \( b \) is then naturally isomorphic to the norm \( \alpha \) torsor of \( T^1_b \). We also recall that \( \widehat{T}^1 \) denotes the character lattice of \( T^1 \), which carries a natural action of \( G \).
Let $b \in B(\mathbb{Q})$ be such that $[b] \in H^1(\mathbb{Q}, G)$ classifies the extension $K/\mathbb{Q}$ (see [23, Sec. 1.2]). In order to prove that $X^b_{256}(\mathbb{Q}) = \emptyset$, i.e. that 256 is not a norm from $K$, we shall now exhibit a Brauer–Manin obstruction on $X^b_{256}$.

As $G = \pi_1(B, \pi_G(1))$, we may identify $G$-modules with locally constant étale sheaves of abelian groups on $B$. In this way, we view $\hat{T}^1/2\hat{T}^1$ as an étale sheaf on $B$ and $\varphi$ as an element of $H^1(B, \hat{T}^1/2\hat{T}^1)$ via the natural isomorphism

$$H^1(B, \hat{T}^1/2\hat{T}^1) = H^2(G, \mathbb{Z}/2\mathbb{Z}).$$

The map $p: X^b \to X^b_{256}$ induced by the squaring map $T^1 \to T^{256}$ is a torsor under the 2-torsion subgroup scheme of $X^b \to B$, which we identify with the $G$-module

$$T^1[2] = \{x \in T^1(\mathbb{Q}) : x^2 = 1\};$$

this torsor is classified by an element $\psi \in H^1(X^{256}, T^1[2])$. We set $\mathfrak{P} := \psi \cup \varphi \in H^2(X^{256}, \mu_2)$. We will abusively identify $\mathfrak{P}$ with its image in $Br(X^{256})$ and consider it as a Brauer element of order 2.

We have already seen that $X^b_{256}(\mathbb{Q}_v) \neq \emptyset$ for any place $v$ of $\mathbb{Q}$. Let us show that the evaluation

$$\sum_v \text{inv}_v(x^*_v \mathfrak{P}) \in \mathbb{Q}/\mathbb{Z}$$

is well defined and non-zero for any collection $(x_v)_v$ of local points in $X^b_{256}$.

Our assumptions on $\varphi$ imply that we can choose, for every weakly bicyclic subgroup $H \leq G$, a class $\widetilde{\varphi}_H \in H^1(H, \mathbb{Q}/\mathbb{Z})$ whose image, under the boundary map

$$H^1(H, \mathbb{Q}/\mathbb{Z}) \to H^2(H, \mathbb{Z}/2\mathbb{Z}),$$

is the restriction $\varphi_H \in H^2(H, \mathbb{Z}/2\mathbb{Z})$ of $\varphi$.

For any place $v$ of $\mathbb{Q}$, let $K_v$ denote the completion of $K$ at a place of $K$ dividing $v$. The corresponding decomposition group $D_v \leq G$ is weakly bicyclic since $G$ is a 2-group and $K_2/\mathbb{Q}_2$ is unramified. Letting $\mathbb{Q}_v \subseteq K_{\widetilde{\varphi}_{D_v}} \subseteq K_v$ denote the intermediate cyclic extension determined by $\widetilde{\varphi}_{D_v} \in H^1(D_v, \mathbb{Q}/\mathbb{Z})$, a direct computation now reveals that

$$x^*_v \mathfrak{P} = (16, K_{\widetilde{\varphi}_{D_v}}/\mathbb{Q}_v) \in Br(\mathbb{Q}_v).$$

Since $\varphi$ is assumed to vanish on every cyclic subgroup of order 16, the class $\widetilde{\varphi}_{D_v}$ becomes divisible by 2 when restricted to every such subgroup. Since the exponent of $G$ divides 16, it follows that

$$8\widetilde{\varphi}_{D_v} \in H^1(D_v, \mathbb{Q}/\mathbb{Z}) = \text{Hom}(D_v, \mathbb{Q}/\mathbb{Z})$$

vanishes when restricted to any cyclic subgroup of $D_v$, and hence vanishes; in other words, the degree of the extension $K_{\widetilde{\varphi}_{D_v}}/\mathbb{Q}_v$ divides 8. On the other hand, as $D_2$ is cyclic of order 8 and $\varphi$ does not vanish when restricted to $D_2$ we have that

$$\widetilde{\varphi}_{D_2} \in H^1(D_2, \mathbb{Q}/\mathbb{Z}) \cong \mathbb{Z}/8\mathbb{Z}.$$
is not divisible by 2 and so $K_{D_2} = K_2$. We conclude that $\text{inv}_v(x_2^* \mathfrak{P}) = 0$ for all $v \neq 2$ (recall that 16 is an 8th power at such $v$) while $\text{inv}_2(x_2^* \mathfrak{P}) = 1/2 \in \mathbb{Q}/\mathbb{Z}$.

We shall now construct a 2-group $G$ satisfying the conditions of Proposition A.9. Let $N$ be the group generated by 4 generators $x, y, z_+, z_-$ under the following relations:

1. $x^{16} = y^{16} = z_+^8 = z_-^8 = 1$;
2. each of $z_+, z_-$ commutes with each of $x, y, z_+, z_-$;
3. $[x, y] = z_+z_-$.  

In particular, $N$ is a central extension of the bicyclic group $\mathbb{Z}/16\mathbb{Z}\langle x, y \rangle$ by the bicyclic group $\mathbb{Z}/8\mathbb{Z}\langle z_+, z_- \rangle$. Let $\sigma: N \to N$ be the involution given by

$$\sigma(x) = x^{-1}, \quad \sigma(y) = y^{-1}, \quad \sigma(z_+) = z_-, \quad \sigma(z_-) = z_+.$$  

We define $G := N \rtimes \mathbb{Z}/2\mathbb{Z}\langle \sigma \rangle$ to be the associated semi-direct product and view $\sigma$ as an element of $G$.

It is straightforward that $G$ satisfies conditions (i) and (ii) of Proposition A.9. Let us now construct an element $\varphi \in H^2(G, \mathbb{Z}/2\mathbb{Z})$ satisfying condition (iii). The homomorphism $\rho: N \to \mathbb{Z}/8\mathbb{Z}$ which sends $x, y$ to 0, $z_+$ to 1 and $z_-$ to $-1$ intertwines the action of $\sigma$ with the action of $-1: \mathbb{Z}/8\mathbb{Z} \to \mathbb{Z}/8\mathbb{Z}$. Consequently, it induces a homomorphism

$$\rho': G = N \rtimes \mathbb{Z}/2\mathbb{Z} \to \mathbb{Z}/8\mathbb{Z} \rtimes \mathbb{Z}/2\mathbb{Z} =: D_8$$

to the dihedral group of order 16. Consider the short exact sequence

$$1 \to \mathbb{Z}/2\mathbb{Z} \to D_{16} \xrightarrow{q} D_8 \to 1,$$  

where $D_{16} := \mathbb{Z}/16\mathbb{Z} \rtimes \mathbb{Z}/2\mathbb{Z}$ is the dihedral group of order 32 and the map $q$ is induced by the surjective map $\mathbb{Z}/16\mathbb{Z} \to \mathbb{Z}/8\mathbb{Z}$. Let $\varphi_{D_8} \in H^2(D_8, \mathbb{Z}/2\mathbb{Z})$ be the element classifying the central extension (A.8) and let $\varphi := (\rho')^* \varphi_{D_8} \in H^2(G, \mathbb{Z}/2\mathbb{Z})$.

We leave it to the reader to verify that $\varphi$ has the desired properties.

References

[1] S. A. Altuğ, A. Shankar, I. Varma, and K. H. Wilson, The number of $D_4$-fields ordered by conductor. *J. Eur. Math. Soc. (JEMS)* 23 (2021), no. 8, 2733–2785 Zbl 1473.11203 MR 4269426

[2] A. Bartel and H. W. Lenstra, Jr., On class groups of random number fields. *Proc. Lond. Math. Soc. (3)* 121 (2020), no. 4, 927–953 Zbl 1470.11275 MR 4105790

[3] M. Bhargava, A positive proportion of plane cubics fail the Hasse principle. 2014, arXiv:1402.1131
[4] M. Bhargava, A. Shankar, and J. Tsimerman, On the Davenport–Heilbronn theorems and second order terms. *Invent. Math.* **193** (2013), no. 2, 439–499 Zbl **1294.11191** MR **3090184**

[5] M. Bhargava and I. Varma, On the mean number of 2-torsion elements in the class groups, narrow class groups, and ideal groups of cubic orders and fields. *Duke Math. J.* **164** (2015), no. 10, 1911–1933 Zbl **1335.11093** MR **3369305**

[6] M. J. Bright, T. D. Browning, and D. Loughran, Failures of weak approximation in families. *Compos. Math.* **152** (2016), no. 7, 1435–1475 Zbl **1348.14067** MR **3530447**

[7] T. D. Browning, How often does the Hasse principle hold? In *Algebraic geometry (Salt Lake City, 2015)*, pp. 89–102, Proc. Sympos. Pure Math. 97, Amer. Math. Soc., Providence, RI, 2018 Zbl **1451.14074** MR **3821168**

[8] T. D. Browning and R. Newton, The proportion of failures of the Hasse norm principle. *Mathematika* **62** (2016), no. 2, 337–347 Zbl **1341.11037** MR **3465343**

[9] J. W. S. Cassels and A. Fröhlich (eds.), *Algebraic number theory. Conf. Proc. (University of Sussex, Brighton, UK, September 1–17, 1965)*. Second Edn., London Mathematical Society, London, 2010 Zbl **1374.11004**

[10] J.-L. Colliot-Thélène, A. Pál, and A. N. Skorobogatov, Pathologies of the Brauer–Manin obstruction. *Math. Z.* **282** (2016), no. 3-4, 799–817 Zbl **1365.14025** MR **3473644**

[11] J.-L. Colliot-Thélène and J.-J. Sansuc, La R-équivalence sur les tores. *Ann. Sci. École Norm. Sup. (4)* **10** (1977), no. 2, 175–229 Zbl **0356.14007** MR **450280**

[12] J.-L. Colliot-Thélène and J.-J. Sansuc, La descente sur les variétés rationnelles. II. *Duke Math. J.* **54** (1987), no. 2, 375–492 Zbl **0659.14028** MR **899402**

[13] J.-L. Colliot-Thélène and J.-J. Sansuc, The rationality problem for fields of invariants under linear algebraic groups (with special regards to the Brauer group). In *Algebraic groups and homogeneous spaces*, pp. 113–186, Tata Inst. Fund. Res. Stud. Math. 19, Tata Inst. Fund. Res., Mumbai, 2007 Zbl **1147.13002** MR **2348904**

[14] R. de la Bretèche and T. D. Browning, Contre-exemples au principe de Hasse pour certains tores coflasques. *J. Théor. Nombres Bordeaux* **26** (2014), no. 1, 25–44 Zbl **1365.11035** MR **3232765**

[15] R. de la Bretèche and T. D. Browning, Density of Châtelet surfaces failing the Hasse principle. *Proc. Lond. Math. Soc. (3)* **108** (2014), no. 4, 1030–1078 Zbl **1291.14041** MR **3198755**

[16] S. Delsarte, Fonctions de Möbius sur les groupes abéliens finis. *Ann. of Math. (2)* **49** (1948), 600–609 Zbl **0031.34102** MR **25463**

[17] T. Ekedahl, An effective version of Hilbert’s irreducibility theorem. In *Séminaire de Théorie des Nombres, Paris 1988–1989*, pp. 241–249, Progr. Math. 91, Birkhäuser Boston, Boston, MA, 1990 Zbl **0729.12005** MR **1104709**

[18] J. Ellenberg, L. B. Pierce, and M. M. Wood, On ℓ-torsion in class groups of number fields. *Algebra Number Theory* **11** (2017), no. 8, 1739–1778 Zbl **1398.11136** MR **3720931**

[19] A.-S. Elsenhans and J. Jahnel, Cubic surfaces violating the Hasse principle are Zariski dense in the moduli scheme. *Adv. Math.* **280** (2015), 360–378 Zbl **1322.11069** MR **3350224**

[20] C. Frei, D. Loughran, and R. Newton, The Hasse norm principle for Abelian extensions. *Amer. J. Math.* **140** (2018), no. 6, 1639–1685 Zbl **1426.111127** MR **3884640**

[21] C. Frei and M. Widmer, Average bounds for the ℓ-torsion in class groups of cyclic extensions. *Res. Number Theory* **4** (2018), no. 3, Paper No. 34 Zbl **1444.111217** MR **3842247**
[22] W. Fulton and J. Harris, *Representation theory. A first course*. Grad. Texts in Math. 129, Springer, New York, 1991 MR 1153249

[23] D. Harari, Quelques propriétés d’approximation reliées à la cohomologie galoisienne d’un groupe algébrique fini. *Bull. Soc. Math. France* **135** (2007), no. 4, 549–564 Zbl 1207.11048 MR 2439198

[24] Y. Harpaz and O. Wittenberg, Zéro-cycles sur les espaces homogènes et problème de Galois inverse. *J. Amer. Math. Soc.* **33** (2020), no. 3, 775–805 Zbl 1469.11048 MR 4127903

[25] Y. Harpaz and O. Wittenberg, Supersolvable descent for rational points, in preparation

[26] H. Hering, Seltenheit der Gleichungen mit Affekt bei linearem Parameter. *Math. Ann.* **186** (1970), 263–270 Zbl 0186.07504 MR 276203

[27] W. Ho, A. Shankar, and I. Varma, Odd degree number fields with odd class number. *Duke Math. J.* **167** (2018), no. 5, 995–1047 Zbl 1422.11225 MR 3782066

[28] H. Iwaniec and E. Kowalski, *Analytic number theory*. Amer. Math. Soc. Colloq. Publ. 53, Amer. Math. Soc., Providence, RI, 2004 Zbl 1059.11001 MR 2061214

[29] D. Loughran and A. Smeets, Fibrations with few rational points. *Geom. Funct. Anal.* **26** (2016), no. 5, 1449–1482 Zbl 1357.14028 MR 3568035

[30] A. Macedo, The Hasse norm principle for $A_n$-extensions. *J. Number Theory* **211** (2020), 500–512 Zbl 1442.11245 MR 4074565

[31] A. Macedo, Local-global principles for norms. PhD thesis, University of Reading, 2021

[32] J. Neukirch, A. Schmidt, and K. Wingberg, *Cohomology of number fields*. Second edn., Grundlehren Math. Wiss. 323, Springer, Berlin, 2008 Zbl 1136.11001 MR 2392026

[33] N. Rome, The Hasse norm principle for biquadratic extensions. *J. Théor. Nombres Bordeaux* **30** (2018), no. 3, 947–964 Zbl 1441.11245 MR 3938635

[34] J.-J. Sansuc, Groupe de Brauer et arithmétique des groupes algébriques linéaires sur un corps de nombres. *J. Reine Angew. Math.* **327** (1981), 12–80 Zbl 0468.14007 MR 631309

[35] J.-P. Serre, On the fundamental group of a unirational variety. *J. London Math. Soc.* **34** (1959), 481–484 Zbl 0097.36301 MR 109155

[36] J.-P. Serre, Divisibilité de certaines fonctions arithmétiques. *Enseign. Math. (2)* **22** (1976), no. 3-4, 227–260 Zbl 0355.10021 MR 434996

[37] J.-P. Serre, *Local fields*. Grad. Texts in Math. 67, Springer, New York-Berlin, 1979 Zbl 0423.12016 MR 554237

[38] J.-P. Serre, *Cohomologie galoisienne*. Fifth edn., Lecture Notes in Math. 5, Springer, Berlin, 1994 MR 1324577

[39] J.-P. Serre, *Topics in Galois theory*. Second edn., Res. Notes Math. 1, A K Peters, Wellesley, MA, 2008 Zbl 1128.12001 MR 2363329

[40] J.-P. Serre, *Lectures on $N_X(p)$*. Chapman & Hall/CRC Research Notes in Mathematics 11, CRC Press, Boca Raton, FL, 2012 Zbl 1238.11001 MR 2920749
[43] A. N. Skorobogatov, Descent on fibrations over the projective line. *Amer. J. Math.* **118** (1996), no. 5, 905–923 Zbl 0880.14008 MR 1408492

[44] A. N. Skorobogatov, *Torsors and rational points.* Cambridge Tracts in Math. 144, Cambridge Univ. Press, Cambridge, 2001 Zbl 0972.14015 MR 1845760

[45] G. Tenenbaum, *Introduction to analytic and probabilistic number theory.* Third edn., Grad. Stud. Math. 163, Amer. Math. Soc., Providence, RI, 2015 Zbl 1336.11001 MR 3363366

[46] E. C. Titchmarsh, *The theory of the Riemann zeta-function.* Second edn., The Clarendon Press, Oxford University Press, New York, 1986 Zbl 0601.10026 MR 882550

[47] S. Wang, On Grunwald’s theorem. *Ann. of Math. (2)* **51** (1950), 471–484 Zbl 0036.15802 MR 33801

[48] O. Wittenberg, Rational points and zero-cycles on rationally connected varieties over number fields. In *Algebraic geometry (Salt Lake City, 2015)*, pp. 597–635, Proc. Sympos. Pure Math. 97, Amer. Math. Soc., Providence, RI, 2018 Zbl 1451.14073 MR 3821185

[49] M. M. Wood, On the probabilities of local behaviors in abelian field extensions. *Compos. Math.* **146** (2010), no. 1, 102–128 Zbl 1242.11081 MR 2581243

[50] M. M. Wood, Nonabelian Cohen–Lenstra moments. *Duke Math. J.* **168** (2019), no. 3, 377–427 Zbl 1429.11204 MR 3909900

[51] D. J. Wright, Distribution of discriminants of abelian extensions. *Proc. London Math. Soc. (3)* **58** (1989), no. 1, 17–50 Zbl 0628.12006 MR 969545

Received 13 November 2020

C. Frei, Institute of Analysis and Number Theory, TU Graz, Steyrergasse 30/II, 8010 Graz, Austria
E-mail: frei@math.tugraz.at

D. Loughran, Department of Mathematical Sciences, University of Bath, Claverton Down, Bath BA2 7AY, UK
E-mail: dtl32@bath.ac.uk

R. Newton, Department of Mathematics, King’s College London, Strand, London WC2R 2LS, UK
E-mail: rachel.newton@kcl.ac.uk

Y. Harpaz, Institut Galilée, Université Sorbonne Paris Nord, 99 avenue Jean-Baptiste Clément, 93430 Villetaneuse, France
E-mail: harpaz@math.univ-paris13.fr

O. Wittenberg, Institut Galilée, Université Sorbonne Paris Nord, 99 avenue Jean-Baptiste Clément, 93430 Villetaneuse, France
E-mail: olivier.wittenberg@math.u-psud.fr