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Abstract

We have proposed a deep convolutional neural network (CNN) approach for the accurate estimation of the cloud coverage (CC) from images captured by a consumer camera, i.e., snapshot pictures. This CNN can successfully estimate the CC to within the level of the inherent error in the training dataset. A segmentation-based method using a linear support vector machine (SVM) is shown to be unable to distinguish between water surfaces and the sky, while the present CNN can correctly distinguish between them, possibly because the CNN can understand the positioning of components in the images; the sky is over a water surface. The present CNN can also be applied to photo-realistic computer-graphic (CG) images from numerical simulations. Comparisons between the CNN estimates for camera images and for the CG images can provide useful information for data assimilation, and thus contribute to numerical weather forecasting. The CC is a sort of far-field (remote) information. The present CNN has the potential to allow consumer cameras to be used as remote weather sensors.
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1. Introduction

To realize a “smart” society, it is key to utilize Internet of Things (IoT) sensor data for monitoring and forecasting. For example, IoT data can be used to improve numerical weather simulations, although there are several challenges that must first be overcome, e.g., the inhomogeneous quality of the IoT data. Another challenge is that most IoT sensors are located near ground surfaces and do not provide information about higher altitudes. For numerical weather simulations, observational data at high altitudes or vertical profiles are crucial, although the IoT sensors usually cannot provide such data. Remote sensors can be used, such as radars and lidars, but are very costly. In contrast, digital consumer cameras, which are often connected to the Internet, are cheap, ubiquitous, and moreover able to capture images of the sky and clouds, which constitute a potentially useful source of information about high altitudes. If we can extract information about the sky from such camera images, these cameras can be considered as cheap remote sensing devices and the data provided by them can be used for data assimilation for numerical weather prediction.

Currently, a major research topic concerning the extraction of sky information from camera images is how to accurately estimate cloud coverage (CC). There have been many attempts to extract CC from whole-sky images captured by fixed ground-based cameras via segmentation-based (i.e., pixel-based) schemes (Dev et al. 2016; Manger and Page 2015; Chow et al. 2011; Li et al. 2011; Tzoumanikas et al. 2013; Gonzales et al. 2012; Ghonima et al. 2012; Yang et al. 2015), which classify individual pixels into sky, cloud, and non-sky (other than sky or cloud) segments based on the color of the pixel. It is easy to extract sky areas from fixed-frame images since the sky/non-sky boundaries can easily be determined by comparing multiple images. Thus, the main challenge for such schemes is how to distinguish cloud in the sky. The range of colors present in such fixed-frame images is limited, making CC estimation easier.

To the best of our knowledge, however, no attempt has been made to use moving-frame images for CC estimation although many of the consumer cameras are not fixed unlike fixed point cameras for security or for special purposes. This study therefore aims to estimate CC from images captured by IoT consumer cameras. A deep learning approach using a convolutional neural network (CNN) is presented here (Vaillant et al. 1994). CNNs are biologically inspired deep learning models and have been attracting attention in the field of computer vision because of their high accuracy in image recognition tasks, such as the ImageNet Large Scale Visual Recognition Challenge (Krizhevsky et al. 2012; Simonyan and Zisserman 2014; Szegedy et al. 2015). The effectiveness of the present methodology is compared against a conventional segmentation-based scheme. The key finding of this study is that, unlike the segmentation-based scheme, the CNN approach can consider the inter-segmentation relation. The CC is a sort of far-field (remote) information. The present CNN has the potential to allow consumer cameras to be used as remote weather sensors.

2. Methods

2.1 Cloud Coverage (CC)

The meteorological observatories of the Japan Meteorological Agency (JMA) record CC on an integer scale, from 0 to 10, at 1-hour intervals. The CC is judged from the cloud cover rate of the whole sky. In contrast, we here define the CC of the fraction of the sky captured in digital camera images. We are therefore considering the ‘partial’ CC. The area of sky outside of the image or obscured by objects is excluded from our CC estimation.

Although CC can be estimated in terms of the percentage of cloud cover, from 0% to 100%, here we adopt the 0–10 classification scale of the JMA. The 0–10 discrete representation is more practical for human labelers when labeling the teaching images for learning than the continuous representation.

2.2 Support Vector Machine (SVM)

We adopted a two-step approach for the classification of pixels into sky, cloud and non-sky segments: In the first step, the pixel is classified into sky-cloud or non-sky segments. In the second step, the sky-cloud pixel is classified into sky or cloud segments.

To determine the separation threshold between sky-cloud and non-sky segments, we collected 120 camera images that contain only sky and clouds, i.e., without including non-sky objects such as animals, plants, buildings, and topological features. Then we analyzed them in the hue, saturation, and value (brightness) (HSV) space, which is a common cylindrical-coordinate representation of pixels in the RGB color space. We successfully obtained a typical range of values for the sky-cloud segment (see Supplementary Fig. A1).

We distinguish cloud from sky with the aid of a linear support vector machine (SVM). We chose the following channels for the SVM training: red (r), green (g), blue (b), saturation in the cylin-
der coordinate \((s_x, s_y)\), saturation in the cone coordinate \((s_{cone})\), value (brightness) \((v)\), and \(b-r\) difference \((br)\), which is defined as \(br = (b - r)/(b + r)\). Note that \(r\), \(g\), and \(b\) are all normalized to values between 0 and 1. These channels were selected because they had significant variance among sky-cloud images. We collected digital images that contain only sky and only clouds, and used them as input for the SVM. The SVM provided the following criterion \(V_c\):

\[
V_c = -6.28r + 0.454g - 4.11b - 1.81s_{cone} - 4.04s_{cone} + 8.88v + 1.53br + 0.586.
\]

If \(V_c < 0\), then the pixel is judged to be a cloud pixel.

2.3 Convolutional Neural Network (CNN)

Figure 1 summarizes the architecture of the CNN considered here. The CNN outputs the CC estimate, ranging from −0.5 to 10.5 in the continuous representation, for the input image. TensorFlow (Abadi et al. 2016), an open source library provided by Google, is used to realize the present CNN architecture, which consists of 5 convolutional layers \((\text{conv}1, ..., \text{conv}5)\), 5 pooling layers \((\text{pool}1, ..., \text{pool}5)\), a fully connected layer \((f.c)\), and an output layer \((\text{out})\). The convolutional layer extracts features from images with learnable filters convolved across the width and height of the input image. An activation function is used along with each filter to produce an activation map of that filter. Pooling is a form of downsampling. Intuitively, the exact location of a feature is less important than its rough location relative to other features. The pooling layer serves to reduce the spatial size of the representation with mostly discarding the information about absolute positioning. The fully connected layer conducts high-level reasoning based on the output from the convolutional and pooling layers. The term ‘fully’ implies that all the available elements are used for the reasoning. Each layer used in this study is specifically described in the following sections.

The input image has 128 × 128 pixels with 3 color channels (red, green, and blue); i.e., the input information has 128 × 128 × 3 dimensions. The number of dimensions is determined by the operation layers. A convolutional layer maps an \(h \times h \times n\) image onto an \(h \times h \times n'\) image by using a convolutional filter with dimensions \(3 \times 3\). The output image is expressed as

\[
u_{i,k} = \sum_{l=1}^{\text{pool}} \sum_{j=1}^{\text{pool}} z_{i+l, j+k} \cdot \text{Kernel}(i, j, k)
\]

where \(u_{i,k}\) and \(z_{i,k}\) are the \((i, j)\)-th pixel of the \(k\)-th channel in the output image and the input image for the layer, respectively, \(\text{Kernel}(i, j, k)\) is the kernel for the \(k\)-th output channel, \(b_i\) is the bias for the \(k\)-th channel, and \(f(x)\) is an activation function. Saturating functions, such as \(f(x) = (1 + e^{-x})^{-1}\), are much slower than non-saturating functions in terms of training time. We therefore employed the Rectified Linear Unit (ReLU), a non-saturating function, for the activation function:

\[
f(x) = \max(x, 0).
\]

2.4 Training data preparation

The present CNN is a supervised machine learning approach, and therefore requires several labeled images for the training phase. We collected snapshot camera images from the Flickr website (https://www.flickr.com/) using the search word “sky” in the Flickr API, as well as our own digital camera albums. Note that the images presented in this paper were all selected from our own albums and not from other Flickr users, to avoid copyright infringement. The collected images were cropped to squares: The center part of the image was extracted by cropping if a camera image was wider horizontally than vertically, while the square was extracted from the upper part of the image if the vertical size was larger. The cropped images were resized to 128 × 128 pixels.

Figure 2 shows the selected training image samples together with their labels. It should be emphasized that the images are not pure-sky images and contain non-sky parts, such as houses and topographical features. The collected images were labeled by four human labelers. The labelers were not experts at CC labeling but had received a common orientation to try to standardize the labeling. When labeling, the labelers excluded images that were unsuitable for our purpose such as illustrations, unclear images, monochrome images, images with extremely small sky areas, images taken at night, retouched images, and images taken from airplanes. We constructed a dataset \(D = \{(x_1, d_1), (x_2, d_2), ..., (x_N, d_N)\}\), where \(x_i\) denotes a camera image, and \(d_i\) is the CC (i.e., an integer from 0 to 10) of \(x_i\). We prepared 1,776 images with labels. The three-fourths of the prepared images were used for the training and the rest images for cross validations. The number of training images in each CC category was nonuniform and the CC = 0 (no clouds) category contained the largest number of images (see Fig. 5). We made an adjustment to equalize the number of images in each category by adopting the real-time data augmentation, which increases the number of training data through artificial image generations with a set of transformations (e.g., shifting, shearing, and zooming whose parameters are randomly chosen) applied on the input images.

The labels in \(D\) contain inherent errors due to human subjectivity. To evaluate the level of inherent error in the labels, 551 images out of the dataset \(D\) were reevaluated (relabeled) by the same human labelers. Let \(D_{\text{relabeled}} = \{(y_1, e_1^{(1)}, e_1^{(2)}, ...), (y_2, e_2^{(1)}, e_2^{(2)}, ...), ..., (y_{N'}, e_{N'}^{(1)}, e_{N'}^{(2)}, ...)\}\) be the dataset obtained by relabeling, where \(y_i\) is a relabeled image, \(e_i^{(j)} (j \geq 2)\) is the original label of \(y_i\), and \(e_i^{(j)} (j \geq 2)\) is a relabeled label. The size of dataset \(D_{\text{relabeled}}\), denoted as \(N'\), is 576. In this dataset, 25 images have three labels, while 551 images have two labels. The variance of the labels in \(D_{\text{relabeled}}\) was 2.15, which was obtained by

\[
\frac{1}{N'} \sum_{i=1}^{N'} \frac{1}{n_i} \sum_{j=1}^{n_i} (e_i^{(j)} - \frac{1}{n_i} \sum_{k=1}^{n_i} e_i^{(k)})^2
\]
where \( n(i) \) is the number of labels in the \( i \)-th item of \( D_{\text{relabel}} \). This value is an estimate of the inherent (inevitable) error in the labels in \( D \) due to human subjectivity.

3. Results and discussion

Figure 3 shows the learning curve of the CNN. It took 10.4 hours to complete the training phase, with up to 300,000 training cycles, on a single Tesla K40 GPU board. The mean square error (MSE) decreased to just above 3 by the end of the training phase. The minimum MSE is 3.0 at 268,000 training cycles and the MSE often comes close to 3.0, but does not go below. This means that the CNN has become saturated and cannot be improved beyond this level with the training data. It should be noted that the attained error level (nearly 3) is already close to the inherent error level in the teaching labels (i.e., 2.15, as discussed in the previous subsection).

Figure 4 shows the confusion matrices of the SVM prediction and the CNN prediction. Each row of the confusion matrix represents the instances in a predicted class while each column represents the instances in an actual class, and high values in the diagonal elements indicate accurate estimates in the confusion matrix. The confusion matrix of the CNN prediction shows much higher values in the diagonal elements than that of the SVM prediction, showing that the CNN has a higher prediction skill than the SVM. In particular, we see clear differences in clear sky (CC = 0) and overcast (CC = 10) cases: The CNN shows very good skills for the two opposed cases, while the SVM shows poor skills. The square error of the SVM predictions was 10.8, while that of the CNN predictions was 3.0. The error level of the CNN predictions was as small as the inherent (inevitable) errors in the training data due to human (labeler) subjectivity (i.e., 2.15). We made several trial-and-error attempts to improve the algorithm for the SVM system, but we could not obtain a better algorithm. A major source of error in the SVM predictions came from distinguishing between sky and water surfaces (ocean, lakes, and rivers) and is discussed later.

Figure 5 shows the cloud coverage (CC) averaged over 7 years from 2010 to 2016, at the meteorological observatories in seven major Japanese cities; Sapporo, Sendai, Tokyo, Yokohama, Nagoya, Osaka, and Hakata. On average, the sky is fully covered by clouds (i.e., CC = 10) in around 30% of images, and clear (i.e., CC = 0 or 1) in about 10% of images. Interestingly, clear sky
images accounted for 25% of images in the training data (snapshot camera images). The snapshot camera images were not limited to Japanese cities, and therefore we cannot draw any definite conclusions, but the relatively high chance of clear sky in the snapshot images may be due to a tendency for people to take pictures more frequently under clear skies. It should be noted that, after the standardization procedure described above, the adjusted training dataset had a uniform probability for each CC category. When rescaled for the CC probabilities averaged over the seven Japanese cities, the MSE of the SVM and the CNN became 12.6 and 2.49, respectively. That is, the CNN shows a higher prediction accuracy for either situation.

We surveyed the cause of the poor prediction skill of the SVM system. We confirmed that the major source of error is the misclassification of water surfaces as sky due to their similarity in color. Figure 6 shows an example of the SVM failing in the CC estimation; the estimated CC was 5.9, while the labeled CC was 4. The right-hand figure shows that the major fraction of sea was classified as sky (blue) by the SVM. In contrast, the CNN successfully estimated the CC as 4.3. To investigate how the CNN correctly distinguished between sea and sky, we rotated the image by 180 degrees (i.e., turned the image upside-down) as in the lower panel. The SVM estimate was unchanged, but the CNN estimation accuracy became significantly lower (6.1). Here, we show only one example, but this behavior was widely observed in the images with water surfaces. We therefore infer that the CNN recognizes that the sky is in the upper region of an image when water surfaces are also present.

The results confirm that the present CNN can estimate the CC from consumer camera images. To use the CC information for data assimilation for numerical weather forecasting, we have to obtain the CC information from numerical simulations. Kawahara et al. (2015) developed a simple but powerful visualization algorithm that can provide photo-realistic (i.e., computer graphic, CG) images from three-dimensional simulation results. The downward shortwave radiation is utilized to represent the shade on clouds, to make the visualized cloud look realistic. Figure 7 shows an actual snapshot image with CC around 8 and a CG image with CC around 5 from a high-resolution numerical weather simulation. The CC estimates by the CNN were 8.1 and 4.5, respectively. This means that the present CNN can provide accurate CC estimation from CG images as well as from actual camera images. The comparison of the CC estimates for the camera and CG images can provide a measure of the reliability of the simulation. This reliability measure can then be used for data assimilation.

4. Conclusions

We have proposed a deep convolutional neural network (CNN) system, i.e., a so-called deep learning system, for robust estimation of cloud coverage (CC) for skies captured in consumer camera images. The frames of such camera images are not fixed and contain non-sky objects, and their color ranges change from frame to frame, making CC estimation difficult. The present CNN, however, can successfully estimate CC to within an error level comparable to the error inherent in the training dataset. We compared the performance of our proposed method against that of a support vector machine (SVM), which is a widely used machine learning approach for image segmentation. The SVM system does not work well for the present image-processing task since it often

Fig. 5. Cloud coverages at the meteorological observatories in major Japanese cities averaged over 7 years from 2010 to 2016, together with the cloud coverage in the training images.

Fig. 6. Typical snapshot with cloudy sky over the sea. The upper panels are the correctly positioned images (i.e., original images), while the lower panels are the upside-down images. The right images show sky (blue), clouds (white) and non-sky (red) segmented by the present SVM. The label was 4, while the SVM estimate was 5.9 for both images. The CNN estimate was 4.3 for the correctly positioned image and 6.1 for the upside-down image.

Fig. 7. CNN estimates of the CC for (a) an actual snapshot image and (b) a CG image from a numerical weather simulation. The CC estimates by the CNN were (a) 8.1 and (b) 4.5, respectively.
images are classified into sky-cloud and non-sky segments. Cloud images in the HSV space, on which the pixels in camera machine learning techniques.

Edited by: S.-C. Yang

The CNN can be applied to CG images from numerical simulations. Then, comparison of CC estimates from consumer camera images and from CG images can be used for data assimilation. This means that consumer cameras can be used as remote sensors in the sense that the CC is far-field (sky) information. Usually remote weather sensors, such as radars and lidars, are very expensive, but the use of the present CNN could enable cheap remote-sensing observation. A possible area for future work is whether IoT sensor data used with the present CNN could be used in local high-resolution weather simulations.
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Supplement

Supplement 1 shows the color distribution of the pixels in sky-cloud images in the HSV space, on which the pixels in camera images are classified into sky-cloud and non-sky segments.
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