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Abstract: Natural disasters are events that humans cannot control, and Japan has suffered from many such disasters over its long history. Many of these have caused severe damage to human lives and property. These days, numerous Japanese people have gained considerable experience preparing for disasters and are now striving to predict the effects of disasters using social network services (SNSs) to exchange information in real time. Currently, Twitter is the most popular and powerful SNS tool used for disaster response in Japan because it allows users to exchange and disseminate information quickly. However, since almost all of the Japanese-related content is also written in the Japanese language, which restricts most of its benefits to Japanese people, we feel that it is necessary to create a disaster response system that would help people who do not understand Japanese. Accordingly, this paper presents the framework of a question-answering (QA) system that was developed using a Twitter dataset containing more than nine million tweets compiled during the Osaka North Earthquake that occurred on 18 June 2018. We also studied the structure of the questions posed and developed methods for classifying them into particular categories in order to find answers from the dataset using an ontology, word similarity, keyword frequency, and natural language processing. The experimental results presented herein confirm the accuracy of the answer results generated from our proposed system.

Keywords: disaster information; question answering systems; question classification; Twitter analysis; natural language processing; neural disaster; word frequency

1. Introduction

Information is essential, especially in times of disaster. In recent years, numerous people have come to enjoy new ways to exchange information and share situations via texts, images, videos, and sounds using social network services (SNSs). Some of these social media tools, which have become essential to the lives of many people, were developed to support various types of events, especially those related to disasters. Since Japan is frequently struck by natural disasters, the Japanese people have accumulated a vast wealth of survival experience and have learned effective ways to stay abreast of various disaster-related events using social media as real-time tools for exchanging information. For example, just 10 min after the Osaka Northern Earthquake occurred at 07:58 a.m. on 18 June 2018, more than 270,000 tweets that included the Japanese word “地震” (earthquake) were posted [1].

In such situations, SNS information updates can help increase survival possibilities because they often include real-time data collected from on-site users in the disaster areas, news on help being provided by government agencies, or other knowledge that should be widely publicized [2]. In this
regard, with more than 45 million active users, Twitter is the most widely utilized SNS in Japan. The information and knowledge sharing is not stimulated by imposing structures and tools but by rich social interaction and its immersion in practice [3]. When information is exchanged together, information and knowledge are created through the interaction between people [4]. Therefore, the most helpful information at the time of disasters, such as safe places and useful services, can be obtained from people who exchange various information using social networks.

It is well known that numerous tweets are posted when disasters occur [5] because information and communication technology can enhance the speed of knowledge sharing by lowering temporal and spatial barriers between users [6]. However, since almost all such information is initially unconfirmed, it cannot be used immediately. Instead, it must await clarification, which means the content and meaning must be considered appropriately before it can be included in an emergency dataset. Furthermore, even though a variety of disaster mitigation systems have been created and are now in use in Japan, those systems primarily support the Japanese public using the Japanese language, which means that they are inaccessible to foreigners who do not understand Japanese. With that point in mind, we have been working on developing a system to support foreigners residing in Japan, which is expected to be useful for assisting them in obtaining necessary real-time information during disasters.

More specifically, in this paper, we report on the proposed integrated framework for a question-answering (QA) scheme in disaster domains that is based on an information provision system. To accomplish this, we collected a dataset of more than nine million tweets from Twitter on 18 June 2018, when the Osaka North Earthquake occurred [7]. After that, we classified these social media messages using an ontology, word similarity, and keyword frequency, and then we evaluated the natural language processing results to organize those messages into ten categories. The results were then statistically compared with the keyword used to classify each category [8].

In the next phase, we used tokenization and keyword stemming to develop and classify questions using those same social media messages. Then, keywords were extracted from those messages and reformatted into questions that allowed the system to understand what the questioner wanted to determine. Then, those question-related keywords were compared with the most frequently used keywords in the social media content dataset, and group keywords were assigned to categories associated with the question types. Then, answers that have previously been discovered to those questions are presented. All these processes work together to help us develop a system that can answer and respond to question-related problems using social media. Then, we verified the accuracy of the proposed QA process by calculating the confusion matrix of the result.

2. Related Work

Numerous researchers have studied QA systems in the search for ways to solve related problems in different domains, and they have presented a variety of different methods for improving the accuracy of the question-classification process. However, there are several differences in the resulting answers. For example, using applied research, Tripti et al. [9] proposed a hybrid QA system that uses machine learning (ML) to perform question classification through patterns. To accomplish this, they studied the syntactic structure of questions and conducted an experiment involving 500 medical questions. The resulting process was found to be helpful when assigning a suitable question category and identifying appropriate keywords.

In another study, Agarwal et al. [10] introduced an on-the-fly conceptual network model by applying intelligent indexing algorithms to a concept network to improve answer generation. Those researchers also proposed a framework based on a dynamic self-evolving concept network. Meanwhile, Sunny et al. [11] proposed a community QA system and a question recommendation system using the k-nearest neighbors (KNN) and Naïve Bayes algorithms. This system can determine the redundancy of questions with similar meanings on the system, and it ranks the resulting answer using “likes” and “comments” received from users.
Separately, Lin-Qin et al. [12] present an integrated framework for Chinese language intelligent QA in restricted domains. This model is implemented using a convolutional neural network, a bidirectional long short-term memory network, and question pair matching to perform QA processing. In still another study, Kanokorn et al. [13] proposed an information extraction process for both questions and answers that uses the Thai language and a related corpus. This research resulted in a web-based QA system whose answers are factoids extracted from Thai Wikipedia articles.

In addition to research on QA processes, other researchers have proposed methods to analyze social media and create disaster-assistance systems. For example, the Disaster Information Tweeting System (DITS) and the Disaster Information Mapping System (DIMS) are currently among the most popular mobile web-based applications used in Japan. These applications use a Twitter account to link with geolocation data and hashtags to obtain and share disaster information among participating users [14].

Similarly, the DETSApp English language mobile disaster app is an applied research application that can display real-time scenario contents related to disaster events accurately using images posted on Twitter. The image process works with a near-duplicate image detection algorithm and summarization using associated textual information [15]. Additionally, the DIASAster-information ANAlyzer (DISAANA) and the Disaster-information SUMMarizer (D-SUMM) are mutually-supporting Japanese language web-based apps that use Twitter as an information source. Working together, DISAANA provides a list of answers related to location and information, while D-SUMM summarizes the disaster reports [16].

3. Methodology

Numerous disaster-related studies using various ML algorithms have been carried out for purposes such as data classification, prediction, and/or evacuation route planning. However, there have only been a few studies that have systematically analyzed recent developments, particularly in relation to disaster management or disaster knowledge management [17]. With that point in mind, this study explores a method for implementing a QA system in natural disaster domains that works by extracting disaster information from social media messages.

To accomplish this, we collected a dataset and performed a few necessary classification pre-processing procedures, i.e., message tokenization and keyword similarity identification, etc., in order to classify tweet sentences in the same manner as outlined in our previous research [5]. Next, we separated the system framework into three main phases. The first phase involves separating the question sentences via tokenization, classifying the questions by type, and then comparing them with previous questions with the KNN algorithms. The second step involves classifying question-related keywords by a computing ontology and WordNet similarity. After that, the keyword matching process is implemented to analyze the dataset discussed in our previous research. Then, in the third stage, we create an answer by selecting keyword compatibility and ranking the most frequent social media retweets.

3.1. Classification Algorithm

Since our proposed system uses natural sentences as input, the question-classification algorithms used are important. The system itself can be divided into the classification algorithm based on syntactic structures and the classification algorithm based on interrogative words. The syntactic structure classification algorithm, which works by extracting reasonable features from sentences, improves classification accuracy because proper syntactic structures are essential for controlling word combinations in sentences. Hence, the algorithm is used to analyze each word’s role to understand the meaning of the question.

The classification algorithm, which is based on interrogative words, works by analyzing the interrogative word in a sentence. This method is used to solve the problem that occurs when syntax...
analysis rules are very complex, because it is difficult to cover all grammar rules. However, the
classification result can be limited to a relatively small range [18].

3.2. KNN Algorithm

The KNN algorithm, which is an algorithm in the supervised learning group, is a highly beneficial
ML algorithm that is used to group data (classification). This algorithm uses various methods to decide
which classes can replace new conditions or cases by checking certain numbers and determining cases
where they are the same or close to each other by calculating the total number of conditions. It is used
for classification and regression when classifying an unknown dataset, which is primarily based on the
similarity of neighboring results [19]. The KNN algorithm does not need training data to implement
classification. Instead, the algorithm works by identifying the most relevant questions from sample
document groups [20].

3.3. Statistic Similarity

Statistic similarity, which is a method that can be used to calculate the similarity between questions,
works using a low-dimensional vector with only a few words in one sentence. This method compares
questions based on the question word set. More specifically, in a situation where two questions are
given as \( Q_1 = \{\text{word A, word B, and word C}\} \) and \( Q_2 = \{\text{word A, word D, and word E}\} \), we can define
the word set as follows: \( QS = Q_1 \cup Q_2 \).

The \( QS \) word set contains all the distinct words in \( Q_1 \) and \( Q_2 \). Thus, a vector \( v \) that can represent
each question follows \( Q_1 = V_1 = \{1,1,1,0,0\} \) and \( Q_2 = V_2 = \{0,0,1,1,1\} \). If the word does not appear in
this question, the value of the component is set to 0. If the word appears in this question, its value
is equal to its frequency in the question [21]. As a result, we can measure the statistic similarity by
Formula (1) below.

\[
\text{Sim statistic} = \frac{v_1 \times v_2}{||V_1||x||V_2||}
\]  

(1)

3.4. Word Similarity on WordNet

WordNet, which is an English word database that focuses on the relationships between words,
consists of nouns, verbs, adjectives, and adverbs. Related words are linked via synonym sets (synsets).
More specifically, WordNet is an ontology in which more than 100,000 words have been collected that
is used primarily to find similarities (upper and lower position, synonyms, properties, causes, etc.)
between keywords, after which it presents similarity scores with percentages [22–24].

The WordNet similarity equation compares two words by finding the root words of both and then
obtains a similarity score for each word. The comparison result between the two words will be a score
from zero to one. A score of one indicates a 100% relationship, while a score close to one indicates a
firm relationship probability. In contrast, a score of zero or close to zero indicates that the two words
are unrelated despite their similarity. In this research, after separating the question’s sentence into
keywords, we explore the meaning and relationship among words via WordNet similarity.

3.5. Confusion Matrix

A confusion matrix is a tool used to measure the ability and accuracy rate of an ML process or
system. The matrix uses four values: True Positive (TP), which means the program’s actual predictions
and data are true; True Negative (TN), which means the program’s actual predictions and data are false;
False Positive (FP), which means the program makes a correct prediction, but the actual data is false;
and False Negative (FN), in which the program prediction is false, but the actual data is true. [25–27].
We measure the results produced by the system using three criteria:

- Accuracy: The predicted accuracy matches what actually happens. The accuracy formula is \( (TP + TN)/(TP + TN + FP + FN) \).
- Precision: Correct and true predictions are compared with true predictions, but what happens is not true. The precision formula is $\frac{TP}{TP + FP}$.
- Recall: The true prediction accuracy compared to the number of occurrences where both the prediction and occurrence are true. The recall formula is $\frac{TP}{TP + FN}$.

It is necessary to measure the model or result in each step before developing or using it in various fields.

4. Framework Design

4.1. Framework of Our Proposed Integrated QA System

The systematic framework of our proposed integrated QA system for use in a natural disaster is divided into three main steps: the question processing phase, the answer processing phase, and the output processing phase, as shown in Figure 1. The first step takes an input question received from a user and goes through question processing to analyze the sentence. This process separates the question sentences into keywords and classifies the question by type. Next, the results are explored in the answer-processing phase, where matching between the keywords and the dataset takes place. This is the process where the answer is extracted from the database.

![Figure 1. An overview framework of the integrated question answering system in natural disaster.](image)

To facilitate answer creation, the system’s database maintains important data in two parts: parts extracted from the social media dataset during our previous research [8] and basic data such as location, contact, and coordinate information. By comparing the question keywords with the dataset keywords and basic supplemental data, answer sets can be produced.

Next, we rank the answer result and estimate the possibility of a correct answer. The output result is most likely the closest related to the question the user wants to be answered. In the final step that follows, both the question and the answer are recorded in the database so they can be immediately available if the same question is asked in the future.

4.2. Question Processing Phase Framework

The first step of the proposed framework is the question-processing phase, during which the questions are analyzed and classified. Internal procedures such as tokenization, stop word remover, keyword stemming, question classification, and keyword selection are completed in this question analyzing process. Specifically, this process receives question messages from users, separates the structural components of those questions, and removes the unimportant components.

The next process separates the sentence into words to identify the question by type and category. After that—but before sending the keyword result to the next step—the system will begin question...
retrieval processing. This process checks the submitted question for similarities by comparing it with previous questions contained in the database. If a question has already been asked, the system will engage the reuse and retention processes to retrieve the previous answer and reuse it for the current question. However, if it is a new question, the system will forward it to the answer-processing phase, as shown in Figure 2.

Figure 2. The system framework in part of the question-processing phase.

4.3. Framework Part of Answer Retrieval Processing and Answer Output

The second and third steps of the framework are the answer processing and output processing phases. The answer retrieval processing phase involves taking keywords from the previous process and using them to analyze the question by type (what, where, when, why, how, which, and whom) and then specifying the answer categories in which the expected answers should be located.

For example, if the question contains the word “where”, it indicates that the user is asking about a location, so the system will retrieve place location information and calculate the distance between that location and the user in order to create an answer, which it will then forward to the user. However, if the question type is “what” or “how”, the system will go through the matching process between the question keywords and dataset keywords to extract potential answers.

After obtaining the answer result set, the system creates an answer based on keyword compatibility and the social media content ranking that indicates the highest correct probability. The result is sent to the user in the answer output step, and both the question and answer are added to the database for reuse, as shown in Figure 3.

Figure 3. The system framework in part of answer processing and output processing.
5. Experiments

This section will explain how the system works by following the framework steps discussed above. More specifically, we describe how we collect and analyze necessary information from social media, perform data classification, and use the QA system answering process. The Twitter application programming interface (API) is used to access data in the JavaScript Object Notation (JSON) String form [28]. After that, all of the keywords are translated from Japanese into English in order to facilitate understanding while preparing for the next step, as shown in Figure 4.

![Figure 4. Tweets tokenizing and analysis process.](image)

5.1. Data Classification of Social Media Messages

After the data gathering process, we selected ten English words to create ten categories by focusing on contents that must be known in relation to three main topics: before a disaster occurs, during a disaster, and after a disaster. Lists are compiled related to transportation (travel information, and vehicles), animals (human, pets, and other live animals), alerts (information during and after the disaster), warnings (cautions and self-preservation efforts before a disaster), places (buildings and/or other locations), damages (effects and violence caused by disasters), emotions (feeling and ideas), actions (activities during the disaster), energy (energy information), and services (available assistance and information sharing services).

Next, to classify questions sentences by type, they are compared to all ten categories in order to determine similarities. WordNet calculates a keyword similarity score by using an ontology to compare the compatibility of tweet dataset keywords and ten categories. For example, “Cat” has a higher compatibility with the category “animal” than the other categories. Moreover, it also counts how frequently the words of each category are used in the sentence [8], as shown in Figure 5.

![Figure 5. Classification of social media messages process.](image)
5.2. Question Processing

Based on the framework above, the first step is to split the sentences into words via tokenization processing. For example, the question message, “How to prepare for the Osaka’s earthquake?” will become [How] [to] [preparing] [for] [the] [Osaka] [is] [earthquake] [?]. The next step is the word removal process because words from tokenization have conjunctions, prepositions, or words that cannot be filtered, such as “a”, “an”, “the”, “from”, “for”, and “in”.

After that, the next process is stemming the keywords from the result [How] [preparing] [Osaka] [earthquake]. Since English words have added endings such as “-ing”, “-ion”, “-tion”, “-s”, “-es”, “ed”, it is necessary to convert those words to standard form via keyword stemming. The result of [preparing] becomes [prepare]. After this process, we get the question type = [How] and using the keyword selector get = [prepare] [Osaka] [earthquake] for the next step.

Before sending results to the answer processing step, the question processing will check the similarity measurement of the question by calculating the weighted sum of feature distance. We use KNN retrieval to find all of the closest previous questions in the database and then calculate the closeness between each keyword of the previous and new questions. For example, in Question 1, [How] [to] [preparing] [for] [the] [Osaka] [is] [earthquake] [?] and Question 2, [What] [is] [damage] [of] [Osaka] [earthquake] [?]. The statistic similarity is QS = Q1UQ2 = \{how, to, prepare, for, the, Osaka, is, earthquake, ?, what, damage, of\}. The resulting vector of similarity is v1 = \{1,1,1,1,1,1,1,1,0,0,0\} and v2 = \{0,0,0,0,1,1,1,1,1,1,1\}.

Next, we use the sim statistic formula obtained from the formula = v1 · v2 / ||v1|| · ||v2||, from which we then obtain a result equal to 0.5039, which means these two questions differ. If the system finds a match using a previous question, it will return the same answer to the user, as shown in Figure 6.

![Figure 6. Question processing phase.](image-url)

However, if there are many similar questions, such as Question 1, “How to prepare for the earthquake?” and Question 2, “How to prepare for the typhoon?”, the calculation result is 0.857, and the vector is not equal. In this case, it is necessary to use WordNet to compare the different keywords from the vector to identify more similarities.
5.3. Answer Retrieval Processing and Answer Output

After categorizing the question similarities and differences, research work begins on the different results. The next step is to use the question keywords to find the answer. This process begins with classification, during which the question’s keyword is matched with the keywords of the ten predetermined dataset categories from the database of our previous work.

However, if no keyword match is found in the database, WordNet similarity recalculations will be performed to find the keyword’s score. After determining the question category, the score with the highest value in that category will be used to retrieve the dataset information.

In our experiments, we compared data compatibility by finding the answer that contained the most relevant words to the primary question keyword. For example, in the question, “How to prepare for the earthquake?”, The main keyword is “prepare”. Therefore, the system will retrieve the answer that has the most keyword matches or similar meanings.

The system will also pull up ten unique items and arrange them by the number of retweets from the highest to the lowest. In this process, we also eliminate spam and information that cannot be used from the data. Then, we select the first rank as the primary answer and supplement that answer by two other items as spares in case the first item is an incorrect answer.

For example, the result for the question, “How to prepare for the earthquake?” is the tweet “地震生後余震への対策 - 断水に備えて水をのめる - 停電に備えて照明を整える - 家族同じ部屋で休む - 枕元に避難リュックとスニカを - 食器棚の扉にはガムテープで食器が落ちない工夫を - 有給休暇を休む - 駐車場の避難リュックを用意 - 食器棚のコーヒーを入れることでパッケージを長持ちさせる - 食器棚の扉にはガムテープで食器が落ちないように工夫を - 食器棚の中は水、ラジオ、マスク、…” “Preparing for aftershocks after an earthquake - Prepare extra water to avoid running out - Prepare a flashlight for use in case of power failure - Have all family members rest in the same room - Prepare evacuation backpacks and sneakers, and keep them at your bedside - The contents of the evacuation backpack are drinking water, radio, mask, army…” (as shown in Figure 7).

5.4. Retrieval Performance and Evaluation Results

In this section, we describe the experimental results used to evaluate question retrieval accuracy and answer retrieval performance based on precision, recall, and accuracy. When evaluating the accuracy of question retrieval performance, we tested the accuracy of question calculation similarities
using a confusion matrix. To accomplish this, we created 100 questions, 50 of which were listed as previous questions, and another 50 questions that were new, and then verified the results. All 100 questions were used in each experiment. If the system found a previous question, the system will send the previous answer. If the system encounters a new question, it will be saved and sent to the next process where the prediction result and actual question will be compared. The results are as follows (see Table 1).

| Table 1. Question retrieval performance accuracy. |
|-----------------------------------------------|
| **Attribute** | **Accuracy** | **Precision** | **Recall** |
| Confusion Matrix Score | 0.883 | 0.98 | 0.75 |

Based on those results, the accuracy score of calculation similarities in the question retrieval performance is presented. As can be seen from the table, the accuracy can be as high as 88%. Then, we analyzed the accuracy imperfections caused by words that cannot be calculated via WordNet similarities such as place names or transliterated words.

These include questions such as, “How about Kansai in Osaka’s earthquake?” and “How about trains in Osaka’s earthquake?” Those questions should refer to the same answer, but the system cannot determine whether the words “Kansai” are the same or different from “train”. In addition, the questions “What is the damage of the city?” and “What is the damage of Osaka city?” should also refer to the same answer because the database only contains the Osaka earthquake dataset.

When evaluating the answer retrieval performance accuracy, we used the same 100 questions mentioned above and investigated the answers found for all 100 questions. When some questions could not be answered, such as the question, “How to prepare for a typhoon?” no answer could be shown because the dataset only contained Osaka earthquake data. Therefore, we focused solely on the results of matching answers from the Twitter dataset that were directly or somewhat related to the questions, because some Twitter messages contained useful information but not enough to answer those questions (see Table 2).

| Table 2. Answer retrieval performance accuracy. |
|-----------------------------------------------|
| **Attribute** | **Accuracy** | **Precision** | **Recall** |
| Confusion Matrix Score | 0.776 | 0.82 | 0.863 |

With an accuracy score of 77%, this experiment showed that the system was reasonably capable of finding answers that matched the dataset. However, we found that some results did not directly match the answers because of two factors. The first factor was that the questions and answer categories used in the classification process were too small and should be increased according to the data group. The second factor is that the dataset’s contents were insufficient because the results were extracted using the Japanese word “地震” (earthquake), which is not specific to certain question groups.

Therefore, in our future research, we intend to explore more dataset groups in order to gain in-depth information on topics such as rescues, preparations, services (free or charged), and shelters. Furthermore, since the dataset’s contents were insufficient, some questions produced different calculation results but still obtained the same answer.

These included questions such as “What was the magnitude of Osaka’s earthquake?” and “What time did the Osaka’s earthquake happen?” Those questions got the same answer “18日7分で大阪府で最大震度6弱をせる地震がありました。震源地は大阪府北部、M5.9。” This is translated as, “At around 07:58 on the 18th, there was an earthquake in Osaka Prefecture that produced a maximum seismic intensity of 6 or less. The epicenter was M5.9 in northern Osaka.” This result occurred because the content of a large number of the retweeted Twitter messages related to that earthquake included the time, location, and damage information.
6. Discussion

The question-answering system proposed in this study is based on the dataset that we collected from social media in the event of natural disasters. This research aims to develop a system to support foreigners residing in Japan to obtain necessary real-time information during disasters. We have developed a system that continuously develops the previous study in which we investigated the social media messages from Twitter. We extracted sentences based on keywords and classify social media messages. We think that the crucial component of the system is the size of the social media dataset and the preciseness of the sentence classification. Specifically, we used the ontologies to classify texts as keywords to related categories in the classification process.

Moreover, the number of categories is important because it is used to calculate the meaning of the sentence by ontology and word similarity. After all, messages in social networks, such as Twitter, have only 140–280 characters. It is difficult to find the meaning of a sentence when the number of words is insufficient. Therefore, increasing the accuracy of finding the sentence’s meaning depends on the number of categories and further improved ontology databases.

The system proposed in this paper is designed to only be used in the event of a disaster. For building a good system, it is important to consider ease of use and familiarity in the event of disasters. From that perspective, we think that it is desirable to improve our system to be a dual-purpose information system, which is capable of continuous use during normal times and natural disasters [29,30]. Since users utilize the system for collecting information daily, they can collect information without confusion when a disaster occurs.

7. Conclusions and Future Work

Herein, as part of efforts aimed at developing a disaster information provision system, we proposed an integrated framework for integrated QA processing and proposed a method that can be used to classify questions and answers in disaster domains. In the presented experimental results, we showed that the sentence patterns for typical questions are inappropriate for practical development because they generate numerous question types and are prone to typographical errors. Accordingly, as part of efforts to reduce problems and increase user speed, it will be necessary to develop a wizard-type interface for creating questions or shortcut buttons for entering important questions.

Our research also found that the accuracy of the classified questions and answers depends on the number of categories defined and the number of answer datasets. Thus, in future research, it will be useful to increase the number of categories that affect disaster content in order to increase the accuracy of the result. Moreover, the results of comparisons with other keyword datasets or the use of another disaster dataset can be expected to increase the accuracy percentage. All these research results help us develop a system that can answer and respond to question-related problems using social media, which can contributing to building a system to support foreigners residing in Japan to assist them in obtaining necessary real-time information during disasters in the future.
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