Combination of Cryptography Algorithm Knapsack and Run Length Encoding (RLE) Compression in Treatment of Text File
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Abstract. The Knapsack algorithm cryptographic method is asymmetric cryptography in which the encryption key is different from the decryption key. In addition to text file security issues, the issue of the size of a text file is also a consideration. Large text files can be compressed by doing the compression process. Run Length Encoding (RLE) algorithm is an algorithm that reduces the size of a text file, if the text has a lot of repetition of characters. The combination of Knapsack and RLE algorithms can guarantee Text files cannot be seen by unauthorized users and can guarantee text files can be stored in low capacity media files. In this study, the authors made a combination of knapsack and RLE algorithm in text files. In the Knapsack algorithm there will be an increase in the size of the text file, this can be seen in the example of a case where the size of the plaintext (the original message) is 9 bytes, then after the encryption process the text file size becomes 7 bytes. Because of that the use of a combination of encryption and data compression is better because the file becomes smaller than the combination of data compression and encryption. Plaintext that has a lot of repetition of characters will be well compressed.
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1. Introduction
Cryptography is a method for sending secret messages so that only the intended recipient of the message can see, delete, disguise or read the message. The word cryptography comes from the Greek words kryptos which means hidden and grapein which means to write. The original message is called plaintext and the encoded message is called ciphertext. The message that has been encapsulated and sent is called a cryptogram. The process of changing plaintext into ciphertext is called encryption. Turning the ciphertext process into a plaintext is called decryption. Anyone involved in cryptography is called a cryptographer. On the other hand, the study of mathematical techniques for trying to defeat cryptographic methods is called cryptanalysis. Cryptanalysts are people practicing cryptanalysis. In addition to data security that needs to be considered is the speed of sending data [1]. This delivery
speed depends on the size of the information. One solution to this problem is to compress the data before sending and then the recipient will reconstruct it back into the original data (decompression). The process of encoding plaintext into ciphertext is called encryption, also called enciphering. While the process of returning ciphertext to plaintext is called decryption or deciphering. Encryption and decryption can be applied to messages sent or stored messages. The term encryption of data in motion refers to the encryption of data transmitted through communication channels, while the term decryption of data at rest refers to the encryption of data that is in storage [2].

The Knapsack algorithm is a public-key cryptographic algorithm. The security of this algorithm lies in the difficulty of solving the knapsack problem. Knapsack means sack. Sacks have a limited load capacity. Items are placed in the bag only to the maximum capacity limit of the bag[3], [4].

The types of Knapsack Algorithms are as follows:
1. 0/1 Knapsack problem Each item consists of only one unit and may be taken or not at all
2. 0 / n Knapsack problem Each item consists of n for units and may be taken or not at all
3. Bounded Knapsack problem Every item is available n units and the number is limited
4. Unbounded Knapsack problem Every item is provided with more than one unit and the amount is unlimited
5. Fractional Knapsack problem Goods may be taken in the form of fractions or some.

The problems with the Knapsack Algorithm are as follows[5]:
Given the weight of the knapsack is M. It is known that n objects with their respective weights are w1, w2, ..., wn. Determine the value of b such that:

\[ M = b_1w_1 + b_2w_2 + ... + b_nw_n \]

Which in this case, bi is 0 or 1. If b = 1, it means that object i is inserted into the knapsack, otherwise if bi = 0, object i is not entered. In algorithm theory, the knapsack problem belongs to the NP-complete group. Issues that are NP-complete cannot be solved in a polynomial time order.

Data compression is a general term for various algorithms and programs developed to overcome the problem of data compression[6]. The purpose of data compression is to reduce redundancy in stored data or transmitted data, thereby increasing effective data density. Three data compression algorithms are LZW, Arithmetic Coding, and Run-Length Encoding (RLE), where the RLE algorithm is assisted by the Burrows Wheeler Transform (BWT) algorithm to maximize its performance. These algorithms were chosen because they are all in the category of lossless algorithms, and represent each coding technique. The algorithm that has the best performance based on average ratio and compression / decompression processing time is LZW algorithm. Algorithm RLE + BWT is very effective for files that have many of the same character sets, but bad for files with irregular (random) contents. Just like the RLE + BWT algorithm, the LZW algorithm is also bad for files whose contents are random, but effective for plain text files, while the Arithmetic Coding algorithm is effective for all test files whether they are random or not.[7]

2. Research Method
In this study the data used are secondary data. The author obtained data from literature review and articles that the author obtained from supporting libraries, information from the internet, and journals related to text file data, security and cryptography as well as file compression techniques[8].

The system development method used is the Rapid Application Development System (RAD), which is a software development method that was created to reduce the time needed to design and implement information systems to produce a very short development cycle. This RAD model is an adaptation of a linear sequential model where rapid development is achieved using a component-based construction approach[9][10]. So, if the needs are well understood, the RAD process allows developers to create functional systems that are intact in a very short period of time (± 60 to 90 days).
Figure 1. RAD Software Development Diagram[9][10]

3. Result and Discussion
Before the design stage of a system is carried out, it is necessary to analyze the system to be built. Systems analysis is a term that collectively describes the initial phases of system development. Basically, system analysis is a stage that is intended to create a comprehensive understanding of the system so that a description of the needs, work methods, and data flow that will be done by the system is obtained. This will help simplify the system implementation process. This system is expected to help solve problems in data security, so that the data remains unmodified or read by people who do not have access rights. In this system the text file will be encrypted using the Knapsack algorithm. Furthermore, for text data compression, it is performed using the RLE algorithm. It is hoped that this text file will be safe and the file size can be smaller than before. The main problem of this research is how to combine the knapsack and RLE algorithm in a text file. So hopefully this text file is maintained and the file size can be smaller than before.

Reduce the size of the repeating string character. This loop is usually called Run. Usually RLE encodes a run of symbols into two bytes, number and symbol. RLE can compress all types of data regardless of the contents of the information, but the contents of (the data to be compressed affects the compression ratio. RLE cannot achieve high compression ratios compared to other compression methods, but is easy to implement and fast to execute [6]. RLE is supported by most of the bitmap file formats such as TIFF, BMP, PCX.

Example:
S = 111111111111111000000000000000001111
Can be represented as 1 as many as Fifteen, 0 as many as nineteen, and four for 1, namely (15, 1), (19, 0), (4, 1). because the maximum number of repetitions is 19, which can be represented by 5 bits, can be coded as bit streams (01111.1), (10011.0), (00100.1) [1].

Another example of the RLE algorithm:
1. KKKKKKKK
   It is repeating the character "K" 7 times, this can be said as run length because it repeats the character 7 times
2. ABCDEFH
   Is an inaccurate example, because it does not experience repetition on each character. The seven characters above are seven different characters. This character cannot be said to be Run Length.
3. ABABBBBC
   From the example three characters, there is the repeated character "B" 3 times, this character can already be said to be run length

The technique of the run length encoding algorithm is to abbreviate writing of a code, for completion of example 1 is to be able to write "KKKKKKKKK" to (r′, 7′, 'K') for shorter written "r7k" provided that number 7 is obtained because the character symbol "k" has repeated 7 times. The solution for example two, ABCDEFG, cannot repeat the character on this symbol so that the writing can be changed to (‘n’7’, "ABCDEFG") and shorter n7ABCDEFG.
3.1. Key Rise Process
To determine the sequence of secret keys, you must enter parameters as examples of these parameters then enter in the following formula:

\[ w(3) = (\text{distance}) + w(1) + w(2); \]
\[ w(4) = (\text{distance} + 1) + w(1) + w(2) + w(3); \]
\[ w(5) = (\text{distance} + 2) + w(1) + w(2) + w(3) + w(4); \]
\[ w(6) = (\text{distance} + 3) + w(1) + w(2) + w(3) + w(4) + w(5); \]
\[ w(7) = (\text{distance}) + w(1) + w(2) + w(3) + w(4) + w(5) + w(6); \]

where the initial value is \(w(1) = 2\). So we get:

\[ w(3) = 4 + 2 + 3 = 9 \]
\[ w(4) = (4 + 1) + 2 + 3 + 9 = 19 \]
\[ w(5) = (4 + 2) + 2 + 3 + 9 + 19 = 39 \]
\[ w(6) = (4 + 3) + 2 + 3 + 9 + 19 + 39 = 79 \]
\[ w(7) = 4 + 2 + 3 + 9 + 19 + 39 + 79 = 155 \]

then from these calculations it was found that the secret key was 2, 3, 9, 19, 39, 79, 155

Below is a view of the source code of the secret Revive Key process:

To determine the sequence of public keys, determine the Modulus value \(m\) which is a number that is greater than the sum of all elements in the sequence and the value of \(n\) is a value that has no attachment to \(m\). In this system the value of \(m\) is generated randomly: \(m = 352\) \(n = 5\) calculated using the formula:

\[ Kp = w(Cr) \cdot n \mod m \]

Information:

\[ Kp = \text{row of Public Keys} \]
\[ w(Cr) = \text{value of each secret key row} \]
so we get:

\[ (2.5) \mod 352 = 10 \]
\[ (3.5) \mod 352 = 15 \]
\[ (9.5) \mod 352 = 45 \]
\[ (19.5) \mod 352 = 95 \]
\[ (39.5) \mod 352 = 195 \]
\[ (79.5) \mod 352 = 43 \]
\[ (155.5) \mod 352 = 71 \]

Rows of Public Keys are 10, 15, 45, 95, 195, 43, 71

3.2 Compression and Encryption Process
For example the implementation in this case, for example to encrypt the plaintext 'AAAAAA'.

Then you will get: Compression using RLE, plaintext "A" has repeated 7 times, then the compression of plaintext "AAAAAAA" is A7. To encrypt compressed plaintext, A7:

The 'A' character in ASCII has a binary value of 1000001
The '7' character in ASCII has a binary value 0110111

1st plaintext block: 1000001
Public key: 10 15 45 95 195 43 71
Cryptograms: (1x10) + (0x15) + (0x45) + (0x95) + (0x195) + (0x43) + (1x71) = 81
2nd plaintext block: 0110111
Public key: 10 15 45 95 195 43 71
Cryptograms: (0x10) + (1x15) + (1x45) + (0x95) + (1x195) + (1x43) + (1x71) = 369

Then the ciphertext of plaintext A7 is 81, 369
3.3. Encryption and Compression Process
The initial process in this stage is data encryption first then data compression. The public key, secret key and plaintext example are the same as the data above.

Plaintext = AAAAAA
Public Key = 10 15 45 95 195 43 71
Secret Key = 2 3 9 19 39 79 155
Value of m = 352
Value of n = 5
Value of n-1 = 141

Plaintext encryption:
Plaintext block A: 1000001
Public key: 10 15 45 95 195 43 71
Cryptograms: (1x10) + (0x15) + (0x45) + (0x95) + (0x195) + (0x43) + (1x71) = 81
Then the ciphertext is 81, 81, 81, 81, 81, 81, 81

Plaintext compression: 81 repeats seven times, so the compression is 81 7
To restore the initial plaintext, it decompresses the data first and then decrypts the data.

3.4. Decryption and Decompression Process
The repetition of 81 is the object that repeats and 7 is the value of the recurrence, then 81 is obtained seven times. So that the initial plaintext can be obtained is "81 81 81 81 81 81 81". 81 81 81 81 81 81 81 81 is not an initial plaintext, to determine the text data decryption required: 81. 141 mod 352 = 157 = 2 + 155, corresponds to 1000001 is A Then the initial plaintext is obtained "AAAAAAA"

System implementation phase is the stage of making software, the next stage of the testing system design stage. The stage is carried out to translate the design based on the results of test analysis in a language understood by the computer as well as the application of software in the actual situation. Implementation of the results of the analysis and design stages can be seen from the appearance of the system interface as follows:

This form is where users interact with the system in compressing text can be seen in Figure 2 below.

![Figure 2. Display Encryption Testing](image)

This form is where users interact with the system in decrypting text can be seen in Figure 3 below, which returns ciphertext to plaintext.
Figure 3. Display Decryption Testing

In the picture above, the user is required to enter an encrypted file called File Encryption. To continue, the user presses the load key to display the decryption key and the Decryption key to return the text to the original. This form is the core of the purpose of this study, which combines Knapsack and RLE algorithms in text files. Specifically for the Knapsack and RLE combination testing, two different texts were tested, TEXT1.txt containing "AAAAAAAAA" and TEXT2.txt containing "ABABABABA". Testing of TEXT1 and TEXT2 can be seen in Figure 4 below.

Figure 4. Display of Combination Testing for TEXT1

This form is a display to return the results of a Combination of Compression and Encryption in a text file. Decryption and Decompression Testing is also done with the two texts above. tEKS2.txt can be seen in Figure 5 below.
4. Conclusion

After testing, the following conclusions can be drawn:

1. Text Compression using the Run Length Encoding algorithm can be compressed well by the system if there are many sequential letters in the text. As for text that has little or no repetition of letters at all, compression using this algorithm is not done well because the file size increases from the original size.

2. Text encryption using the Knapsack algorithm can secure messages properly.

3. Combination takes precedence Encryption then Text compression is better used because the combination of the two successfully compresses well compared to prioritizing Compression then encrypting it even though the time to execute plaintext is longer.

4. The combination of Knapsack and RLE Algorithms in the Text file is appropriate if in a plaintext (the original message) has a lot of repetition of characters.
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