The Leidenfrost effect as a directed percolation phase transition
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Volatile drops deposited on a hot solid can levitate on a cushion of their own vapor, without contacting the surface. We propose to understand the onset of this so-called Leidenfrost effect through an analogy to non-equilibrium systems exhibiting a directed percolation phase transition. When performing impacts on superheated solids, we observe a regime of spatiotemporal intermittency in which localized wet patches coexist with dry regions on the substrate. We report a critical surface temperature, which marks the upper bound of a large range of temperatures in which levitation and contact coexist. In this range, with decreasing temperature, the equilibrium wet fraction increases continuously from zero to one. Also, the statistical properties of the spatio-temporally intermittent regime are in agreement with that of the directed percolation universality class. This analogy allows us to redefine the Leidenfrost temperature and shed light on the physical mechanisms governing the transition to the Leidenfrost state.

Johann Gottlob Leidenfrost reported, in his 1756 treatise, that volatile liquids deposited on superheated substrates can float on a cushion of their own vapor [11]. Levitation occurs when the substrate is heated above the Leidenfrost temperature $T_L$. In this non-contact situation, the heat transfer is dramatically reduced, with often dramatic consequences in cooling applications [2,4] or diesel engines [3,6], and the drop lifetime is consequently enhanced [7]. The Leidenfrost temperature is classically defined as the temperature which maximizes the lifetime of a drop deposited on a hot substrate [7,8]. Experiments show that $T_L$ depends on the thermal properties of the liquid and the solid [8,10], surface roughness [10,11], wettability [12,13], and liquid impurities [10,14]. The measured values of $T_L$ are typically 100°C larger than the liquid’s boiling point $T_b$, and vary greatly. For example, the Leidenfrost point of distilled water on a polished metal plate has been reported to range from 150°C [7] to 300°C [8].

In their seminal work, Baumeister et al. [15] rationalized the uncertainty in the determination of $T_L$ by noticing that initially floating water drops can survive when the substrate is cooled down to the liquid’s boiling point. This observation shows that the vapor layer can support the liquid even for vanishing superheat as predicted by lubrication models [16]. They also reported that perturbations can terminate levitation for temperatures ranging from 100°C to 200°C, the later value being consistent with a typical value of $T_L$, suggesting that the levitated drops are metastable for a large temperature range whose bounds we denote $T_L^-$ and $T_L^+$ (figure 1a). Further experiments [17,20] confirmed the metastability of the levitated state and showed that the lower threshold of the Leidenfrost temperature $T_L^-$ is controlled by hydrodynamic instabilities of the gas layer, or by surface contamination and/or roughness. On the contrary, measuring $T_L^+$ is still challenging because of the hysteresis introduced by the hydrodynamic stability of the vapor layer and only recently attempts have been made to derive $T_L^+$ from a stability analysis at the nanoscale [21]. The physical mechanisms that set $T_L^+$ thus remain elusive.

In this Letter, we propose an analogy between the transition to the Leidenfrost state and non-equilibrium systems exhibiting a phase transition into an absorbing state in the directed percolation (DP) universality class. Such transitions arise from simple mechanisms, and have thus been used to model a wide range of non-equilibrium phenomena from the spread of epidemics, to catalytic reactions, and the onset of turbulence [22,26]. In figure 1b, we sketch the dynamics of a prototypical realisation of DP, bond percolation and illustrate them with the example of the onset of turbulence in subcritical shear flows.

![FIG. 1. (a) Schematic phase diagram for levitation and contact. Both states can be (locally) observed for substrate temperatures between $T_L^-$ and $T_L^+$ where they coexist. (b) Sketch of the dynamics of directed bond percolation. (c) Ethanol drops with equilibrium radius $R$ and velocity $U$ impact a sapphire substrate with temperature $T$. We record side views and use total internal reflection (TIR) imaging to measure the thickness $h(r,t)$ of the gas film squeezed between the liquid and the solid (sketch not to scale).]
where contact (active) and levitated (inactive) patches coexist on the substrate. This boundary corresponds to the detachment of the liquid/gas interface in agreement with the observed metastability of the levitated state, which reflects its absorbing nature.

We now investigate whether this analogy holds, using drop impact experiments as a method to perturb the metastable levitated state, and thereby directly observe the behavior of contact points using Total Internal Reflection (TIR) imaging. We first evidence a continuous transition towards the Leidenfrost state when varying the substrate temperature $T$ – not a sharp one, as often assumed – and then discuss whether this transition lies in the directed percolation universality class.

Our experiments, sketched in figure 1, consist in impacting ethanol (density $\rho = 789$ kg/m$^3$, and surface tension $\gamma = 22$ mN/m) drops on an optically smooth sapphire substrate. We choose this liquid-solid combination as the excellent thermal conductivity of sapphire approximates isothermal substrate conditions and allows to neglect vapor cooling. The substrate temperature is set to a fixed superheat $\Delta T = T - T_b$, where $T_b = 351$ K is the boiling point of ethanol, ranging from 69 ± 2 K to 104 ± 2 K, using a proportional-integral-derivative controller, and calibrated using a surface probe. Drops with radius $R = 1.1$ mm are released from a calibrated needle, whose height is adjusted to obtain the desired impact velocity $U$. In this paper, we harness impacts to generate quasi-two-dimensional vapor films (with thickness $h \ll R$) and to trigger liquid/solid contact through surface contamination. We will not discuss the influence of liquid inertia and the so-called dynamic Leidenfrost effect, where impacting drops have large impact velocities: we employ low impact velocities $U$ between 0.65 m/s and 0.8 m/s (i.e. $We = 17$) for an imposed superheat $\Delta T = 87$ K. Contact nucleates at $t = 0.01$ ms (red arrow) and spreads until it starts receding ($t = 0.07$ ms).

FIG. 2. (a) TIR snapshots for the impact of a drop with radius $R = 1.1$ mm and impact velocity $U = 0.65$ m/s (i.e. $We = 17$) for an imposed superheat $\Delta T = 87$ K. Contact nucleates at $t = 0.01$ ms (red arrow) and spreads until it starts receding ($t = 0.07$ ms). (b) Spatiotemporal binarized representations of the wet regions for three superheats below $\Delta T = 69$ K, close to $\Delta T = 87$ K, and above $\Delta T = 98$ K. The grayscale intensity of these snapshots yields quantitative thickness measurements which allows us to distinguish wet from dry areas (see Supplemental Material for details of the optical setup and image processing).

In figure 2a, we show TIR snapshots recorded during an impact ($R = 1.1$ mm, $U = 0.65$ m/s) on a substrate heated 87 K above the boiling point of ethanol. Liquid/solid contact nucleates at a single point (red arrow, $t = 0.01$ ms) and the liquid spreads. Yet, at $t = 0.07$ ms, the liquid front recedes, in contrast to observations at ambient temperature where dewetting does not occur. The subsequent spreading and receding dynamics lead to the creation of an extended two-dimensional wetting pattern ($t = 5.00$ ms), called transition boiling.
pattern \cite{13}. This observation highlights the existence of the mechanisms necessary for the proposed analogy: active wet patches evolve by spreading on initially inactive dry regions, and, in the presence of superheat, also recede to the inactive state showing the characteristics of a regime of spatiotemporal intermittency (see Movie S1), similarly as at the transition from the laminar to the turbulent regime in pipe flow \cite{24}. In our situation, the order parameter is the wet fraction, \( \rho(t) \), that we measure by binarising TIR snapshots using a quantitative order parameter is the wet fraction, \( \rho \), order parameter, respectively. (a) Temporal evolution of the wet fraction \( \rho(t) \) during an impact with \( R = 1.1 \) mm, \( U = 0.65 \) m/s (i.e. \( We= 17 \)), and \( \Delta T = 87 \) K. After an initial transient, the wet fraction reaches a plateau value, \( \bar{\rho} \). (b) Mean wet fraction \( \bar{\rho} \) in the steady state as a function of the imposed superheat \( \Delta T \). The vertical and horizontal error bars represent the standard deviation of \( \rho(t) \) and the accuracy of the thermocouple, respectively. (c) Same data plotted as a function of \( \varepsilon = (\Delta T_e - \Delta T)/\Delta T_e \) and on a log-log scale. The lines are fits of the form \( \bar{\rho} \sim \varepsilon^\beta \) where \( \beta \) is the DP exponent in \( (2+1) \) dimensions (dashed red line) and the best fit exponent (solid green line).

FIG. 3. (a) Temporal evolution of the wet fraction \( \rho(t) \) during an impact with \( R = 1.1 \) mm, \( U = 0.65 \) m/s (i.e. \( We= 17 \)), and \( \Delta T = 87 \) K. After an initial transient, the wet fraction reaches a plateau value, \( \bar{\rho} \). (b) Mean wet fraction \( \bar{\rho} \) in the steady state as a function of the imposed superheat \( \Delta T \). The vertical and horizontal error bars represent the standard deviation of \( \rho(t) \) and the accuracy of the thermocouple, respectively. (c) Same data plotted as a function of \( \varepsilon = (\Delta T_e - \Delta T)/\Delta T_e \) and on a log-log scale. The lines are fits of the form \( \bar{\rho} \sim \varepsilon^\beta \) where \( \beta \) is the DP exponent in \( (2+1) \) dimensions (dashed red line) and the best fit exponent (solid green line).

We now quantitatively investigate the variation of the wet fraction when varying the superheat \( \Delta T \) from 69 K to 87 K. We fix the impact velocity \( U = 0.65 \) m/s, and choose a 105 \text{ px} \times 105 \text{ px} observation area centered on the impact location which size is limited by the extent of the wetted region under the drop. In figure 2b, we show the temporal evolution of the wet fraction \( \rho(t) \) during an impact for \( \Delta T = 87 \) K. After an initial transient, during which we observe large oscillations, the wet fraction reaches a plateau, whose value we denote \( \bar{\rho} \), and that lasts for at least 7 ms. We interpret this plateau as a steady state spatiotemporal intermittency regime, although its observation time is limited in our experiments by (i) the drop dynamics that reduce the wetted area and (ii) substrate cooling (see Supplemental Material for a discussion of the steady state approximation and of these two effects). In figure 3a, we plot the steady state order parameter \( \bar{\rho} \) averaged over ten impacts for each \( \Delta T \), as a function of the superheat. The wet fraction continuously decreases to zero with increasing superheating, evidencing a second order phase transition characterised by a power law scaling \( \bar{\rho} \sim \varepsilon^\beta \), where \( \varepsilon = (\Delta T_e - \Delta T)/\Delta T_e \), and \( \Delta T_e \) is the critical point (figure 3b). We first determine \( \Delta T_e \) by linearly fitting the logarithms of \( \bar{\rho} \) and \( \varepsilon \) assuming \( \beta = 0.583 \), which is the value predicted for DP in \( (2+1) \) dimensions \cite{44}. This fit (dashed red line) yields the estimate \( \Delta T_e = 87.7 \pm 1.3 \) K, that we use as an input to obtain the fitted value of \( \beta = 0.65 \pm 0.15 \) from the experimental data (solid green line). The variation of \( \bar{\rho} \) with \( \varepsilon \) is compatible with that expected from DP in \( (2+1) \) dimensions, but the uncertainty in the imposed superheat prevents us from more accurately verifying the value of \( \beta \).

To further assess whether the unpinning transition of the liquid/gas interface falls in the directed percolation universality class, we follow the approach of Takeuchi et al. \cite{45}, and explore the temporal and spatial distributions of the dry (inactive) regions close to criticality. We define an inactive temporal interval \( \tau \) (or similarly, an inactive spatial interval \( \ell \)) for any pixel \((i,j)\) in the observation area as an interval that verifies \( h(i,j,t) < h_c \) and \( h(i,j,t+\tau) < h_c \) while \( h(i,j,t+t') > h_c \) for \( 0 < t' < \tau \). In figure 4a and b, we show the distributions \( N(\tau) \) and \( N(\ell) \) measured in the intermittent steady state for \( \Delta T = 87 \) K where \( N(\tau) \) (respectively, \( N(\ell) \)) is the number of intervals of length \( \tau \) (respectively, \( \ell \)). Both distributions display power-law decays, in good agreement with what is expected from DP in \( (2+1) \) dimensions \cite{24}: namely, \( N(\tau) \sim \tau^{-\mu_||} \) and \( N(\ell) \sim \ell^{-\mu_\perp} \) with \( \mu_\parallel \simeq 1.549 \) and \( \mu_\perp \simeq 1.204 \) \cite{44} (dashed red lines).

Further away from the critical point, power-law scalings are expected only over a finite temporal and spatial range and the distributions have exponential tails (see
figures 3a and b in the Supplemental Material). For directed percolation, the correlation times, $\xi_{||}$, and correlation lengths, $\xi_{\perp}$, associated with the distribution tails scale as $\xi_{||,\perp} \sim \varepsilon^{-\nu_{||,\perp}}$, where the exponents $\nu_{||,\perp}$ and $\mu_{||,\perp}$ are related by $\mu_{||,\perp} = 2 - \beta/\nu_{||,\perp}$ [24]. Merging the power-law and tail scalings, one obtains the generic form of the inactive interval distributions $N(\tau) \sim \tau^{-\mu_{\perp}} / \tau_{\perp} f(\tau\varepsilon^{\nu_{\perp}})$ and $N(\ell) \sim \ell^{-\mu_{\parallel}} f(\ell\varepsilon^{\nu_{\parallel}})$, where $f$ is an unknown function [24]. We test this scaling by plotting $\tau^{\mu_{\perp}} N(\tau)$ and $\ell^{\mu_{\parallel}} N(\ell)$ as a function of $\tau\varepsilon^{\nu_{\perp}}$ and $\ell\varepsilon^{\nu_{\parallel}}$ for superheats ranging from 69 K to 87 K taking the $(2+1)$ dimensions DP exponents values $\nu_{||} \simeq 1.295$ and $\nu_{\perp} \simeq 0.733$ [14] (figures (c) and (d)). The data collapses well for the spatial distributions but the collapse is less satisfying for the time intervals, a consequence of the limited observation time in our experiments that prevents us from observing exponential tails for all but the lowest superheat.

Finally, we complement our steady state study by performing critical-spread experiments, that is experiments in which wetting spreads from a single initial contact point. We ensure that this condition is met by adjusting the impact velocity $U$, for each superheat, to be in the regime in which contamination can randomly puncture the vapor film and by discarding all impacts where multiple initial contact points are present (see Movie S2).

Such experiments allow us to measure the survival probability $P_s(t, \Delta T)$ that a cluster, which started from a single active seed, survives at time $t$. We obtain statistics for the survival probability by realising $81 - 100$ impacts for each imposed value of the superheat $\Delta T$. We immediately notice that the maximum observation time of approximately 18 ms, fixed by the drop rebound time, is too short to probe the power-law decay scaling of the survival probability at criticality. We thus focus on the regime $\varepsilon < 0$, in which contact is short-lived, and show, in figure 5, the survival probability $P_s(t, \Delta T)$ for three superheats larger than $\Delta T_c$. For $\Delta T = 98$ K and 104 K, the survival times are indeed short enough to discard the influence of the finite observation time, and we observe that $P_s(t, \Delta T)$ decays approximately exponentially, a signature of a memoryless process [25]. The observed distribution can be described by a fit of the form $\exp[-(t - t_0)/\tau^{\star}(\Delta T)]$ (black dashed lines) where $t_0$ is a constant related to the formation of the wetting pattern and $\tau^{\star}(\Delta T)$ is the characteristic lifetime. Clearly, $\tau^{\star}(\Delta T)$ rapidly decreases as the superheat increases above the critical point, but our limited data does not allow to probe its functional form and possible divergence for a finite superheat [25, 26, 46, 47]. However, this qualitative picture, which holds for a wide range of impact velocities [35], is key in the context of the dynamic Leidenfrost effect. While contact can occur when $\Delta T > \Delta T_c$ for large impact velocities, only 10 K above the critical superheat, the characteristic lifetime of contact is much shorter than both the bouncing and evaporation time of the drop, indicating that heat transfer is largely reduced.

In this article, we have introduced an analogy between the transition towards the Leidenfrost state and phase transitions in the directed percolation universality class. We reported the existence, in the presence of superheat,
of the elementary mechanisms necessary for this analogy: the spreading and receding of transient wet patches coexisting with dry regions on the substrate in a spatiotemporal intermittency regime. We then evidenced a continuous decrease of the steady state wet fraction with increasing superheat, leading to the unpinning of the liquid/gas interface from the substrate, and obtained statistics in agreement with the power-law scalings of the DP universality class. This analogy allowed us to redefine the upper threshold of the Leidenfrost temperature $T_L^+$ as the critical point of a phase transition where two competing mechanisms (i.e., the spreading and receding of wet regions) are balanced. We stress that this definition of the Leidenfrost temperature does not stem from the hydrodynamic ability of the vapor layer to support the liquid but that it expresses the resilience of Leidenfrost drops to contact when $T > T_L^+$. The insight gained from the identification of the DP behavior is not limited to the Leidenfrost temperature. The absorbing nature of the levitated state indicates that, in the absence of perturbations, a floating drop will not spontaneously undergo a transition to the contact state, while the opposite is always allowed. This asymmetry between contact and levitation is linked to the existence of metastable Leidenfrost drops down to the lower threshold of the Leidenfrost temperature $T_L^-$. Future experiments will hopefully be able to relieve the bouncing and cooling time constraints, allowing to further confirm the steady state approximation of this study, and to measure the survival probability close to the critical point. It would also be interesting to characterise the deterministic microscopic dynamics of the spreading and receding processes to build our understanding of the substrate and liquid properties that affect the balance between spreading and receding, and thus the value of the Leidenfrost temperature.

We acknowledge funding from the ERC Advanced Grant DDD under grant No. 740479.

1. J. G. Leidenfrost, *De aquae communis nonnullis qualitatibus tractatus* (Ovenius, 1756).
2. A. L. Moreira, A. S. Moita, and M. R. Panao, Advances and challenges in explaining fuel spray impingement: How much of single droplet impact research is useful?, Prog. Energy Combust. Sci. 36, 554 (2010).
3. K. S. Hamdan, D.-E. Kim, and S.-K. Moon, Droplets behavior impacting on a hot surface above the Leidenfrost temperature, Annals of Nuclear Energy 80, 338 (2015).
4. J. Breitenbach, I. V. Roisman, and C. Tropea, From drop impact physics to spray cooling models: a critical review, Exp. Fluids 59, 55 (2018).
5. C. K. Law, Recent advances in droplet vaporization and combustion, Prog. Energy Combust. Sci. 8, 171 (1982).
6. P. Cho and C. K. Law, Pressure/temperature ignition limits of fuel droplet vaporizing over a hot plate, Int. J. Heat Mass Transfer 28, 2174 (1985).
7. A.-L. Biancet, C. Clanet, and D. Quéré, Leidenfrost drops, Phys. Fluids 15, 1632 (2003).
8. B. S. Gottfried, C. J. Lee, and K. J. Bell, The Leidenfrost phenomenon: film boiling of liquid droplets on a flat plate, Int. J. Heat Mass Transfer 9, 1167 (1966).
9. K. J. Baumeister and F. F. Simon, Leidenfrost temperature—its correlation for liquid metals, cryogens, hydrocarbons, and water, J. Heat Transfer 95, 166 (1973).
10. J. D. Bernardin and I. Mudawar, The Leidenfrost point: experimental study and assessment of existing models, J. Heat Transfer 121, 894 (1999).
11. H. Kim, B. Truong, J. Buongiorno, and L.-W. Hu, On the effect of surface roughness height, wettability, and nanoporosity on Leidenfrost phenomena, Appl. Phys. Lett. 98, 083121 (2011).
12. I. U. Vakarelski, N. A. Patankar, J. O. Marston, D. Chan, and S. T. Thoroddsen, Stabilization of Leidenfrost vapour layer by textured superhydrophobic surfaces, Nature 489, 274 (2012).
13. P. Bourrinnne, C. Ly, and D. Quéré, *The cold Leidenfrost regime*, Sci. Adv. 5, 0304 (2019).
14. Q. Cui, S. Chandra, and S. McCahan, The effect of dissolving salts in water sprays used for quenching a hot surface: Part I—boiling of single droplets, J. Heat Transfer 125, 326 (2003).
15. K. J. Baumeister, T. D. Hamill, and R. C. Hendricks, Metastable Leidenfrost states, Nasa Technical Note (1966).
16. B. Sobac, A. Rednikov, S. Durblo, and P. Colinet, Leidenfrost effect: Accurate drop shape modeling and refined scaling laws, Phys. Rev. E 90, 053011 (2014).
17. J. M. Kolinski, L. Mahadevan, and S. M. Rubinstein, Drops can bounce from perfectly hydrophilic surfaces, EPL (Europhysics Letters) 108, 24001 (2014).
18. D. Harvey, J. M. Harper, and J. C. Burton, Hysteresis and hydrodynamic collapse in Leidenfrost vapor layers, arXiv preprint arXiv:2010.10480 (2020).
19. M. A. J. van Limbeek, O. Ramírez-Soto, A. Prosperetti, and D. Lohse, How ambient conditions affect the Leidenfrost temperature, Soft Matter 17, 3207 (2021).
20. P. Chantelot and D. Lohse, Drop impact on superheated surfaces: short-time dynamics and transition to contact, arXiv preprint arXiv:2104.05354 (2021).
21. T. Y. Zhao and N. A. Patankar, The thermo-wetting instability driving Leidenfrost film collapse, Proc. Natl. Acad. Sci. 117, 13321 (2020).
22. H. Hinrichsen, A. Jiménez-Dalmaron, Y. Rozov, and E. Domany, Flowing sand: A physical realization of directed percolation, Phys. Rev. Lett. 83, 4999 (1999).
23. K. A. Takeuchi, M. Kuroda, H. Chaté, and M. Sano, Directed percolation, Phys. Rev. Lett. 99, 234503 (2007).
24. M. Henkel, H. Hinrichsen, S. Lübeck, and M. Pleimling, *Non-equilibrium phase transitions*, Vol. 1 (Springer, 2008).
25. D. Barkley, Theoretical perspective on the route to turbulence in a pipe, J. Fluid Mech. 803 (2016).
26. R. R. Kerswell, Nonlinear nonmodal stability theory, Annu. Rev. Fluid Mech. 50, 319 (2018).
27. Y. Pomeau, Front motion, metastability and subcritical bifurcations in hydrodynamics, Physica D 23, 3 (1986).
28. G. Lemoult, L. Shi, K. Avila, S. V. Jalkop, M. Avila, and
B. Hof, Directed percolation phase transition to sustained turbulence in couette flow, Nat. Phys. 12, 254 (2016).

[29] M. Sano and K. Tamai, A universal transition to turbulence in channel flow, Nat. Phys. 12, 249 (2016).

[30] M. Chantry, L. S. Tuckerman, and D. Barkley, Universal continuous transition to turbulence in a planar shear flow, J. Fluid Mech. 824 (2017).

[31] K. Avila, D. Moxey, A. de Lozar, M. Avila, D. Barkley, and B. Hof, The onset of turbulence in pipe flow, Science 333, 192 (2011).

[32] H. Hinrichsen, R. Livi, D. Mukamel, and A. Politi, Wetting under nonequilibrium conditions, Phys. Rev. E 68, 041606 (2003).

[33] F. Ginelli, V. Ahlers, R. Livi, D. Mukamel, A. Pikovsky, A. Politi, and A. Torcini, From multiplicative noise to directed percolation in wetting transitions, Phys. Rev. E 68, 065102 (2003).

[34] J. M. Kolinski, L. Mahadevan, and S. M. Rubinstein, Lift-off instability during the impact of a drop on a solid surface, Phys. Rev. Lett. 112, 134501 (2014).

[35] M. Shirota, M. A. van Limbeek, D. Lohse, and C. Sun, Measuring thin films using quantitative frustrated total internal reflection (ftir), Eur. Phys. J. E 40, 54 (2017).

[36] M. A. Van Limbeek, M. Shirota, P. Sleutel, C. Sun, A. Prosperetti, and D. Lohse, Vapour cooling of poorly conducting hot substrates increases the dynamic Leidenfrost temperature, Int. J. Heat Mass Transfer 97, 101 (2016).

[37] M. A. Van Limbeek, M. H. Schaarsberg, B. Sobac, A. Rednikov, C. Sun, P. Colinet, and D. Lohse, Leidenfrost drops cooling surfaces: theory and interferometric measurement, J. Fluid Mech. 827, 614 (2017).

We expect the gas film squeezed under the drop to be mostly composed of vapor after a time on the order of 0.5 ms [20], although we cannot exclude air remains trapped in this contact situation.

[38] T. Tran, H. J. Staat, A. Prosperetti, C. Sun, and D. Lohse, Drop impact on superheated surfaces, Phys. Rev. Lett. 108, 036101 (2012).

[39] See Supplemental material at [url], which includes Refs. [49, 50].

[40] J. M. Kolinski, S. M. Rubinstein, S. Mandre, M. P. Brenner, D. A. Weitz, and L. Mahadevan, Slating on a film of air: drops impacting on a surface, Phys. Rev. Lett. 108, 074503 (2012).

[41] J. M. Kolinski, R. Kaviani, D. Hade, and S. M. Rubinstein, Surfing the capillary wave: Wetting dynamics beneath an impacting drop, Phys. Rev. Fluids 4, 123605 (2019).

[42] M. Shirota, M. A. van Limbeek, C. Sun, A. Prosperetti, and D. Lohse, Dynamic Leidenfrost effect: relevant time and length scales, Phys. Rev. Lett. 116, 064501 (2016).

[43] P. Grassberger and Y.-C. Zhang, “Self-organized” formulation of standard percolation phenomena, Physica A 224, 169 (1996).

[44] K. A. Takeuchi, M. Kuroda, H. Chaté, and M. Sano, Experimental realization of directed percolation criticality in turbulent liquid crystals, Phys. Rev. E 80, 051116 (2009).

[45] B. Hof, J. Westerweel, T. M. Schneider, and B. Eckhardt, Finite lifetime of turbulence in shear flows, Nature 443, 59 (2006).

[46] N. Goldenfeld, N. Guttenberg, and G. Gioia, Extreme fluctuations and the finite lifetime of the turbulent state, Phys. Rev. E 81, 035304 (2010).

[47] S.-H. Lee, K. Harth, M. Kim, D. Lohse, K. Fezzaa, and J. H. Je, Drop impact on hot plates: contact times, lift-off and the lamella rupture, Soft Matter 16, 7935 (2020).

[48] D. Richard and D. Quéré, Bouncing water drops, EPL (Europhysics Letters) 50, 769 (2000).

[49] S. Bottin and H. Chaté, Statistical analysis of the transition to turbulence in plane couette flow, Eur. Phys. J. B 6, 143 (1998).