On Inverse Eigenvalue Problems of Quadratic Palindromic Systems with Partially Prescribed Eigenstructure
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Abstract. The palindromic inverse eigenvalue problem (PIEP) of constructing matrices \( A \) and \( Q \) of size \( n \times n \) for the quadratic palindromic polynomial

\[
P(\lambda) = \lambda^2 A^\ast + \lambda Q + A
\]

so that \( P(\lambda) \) has \( p \) prescribed eigenpairs is considered. This paper provides two different methods to solve PIEP, and it is shown via construction that PIEP is always solvable for any \( p \) \((1 \leq p \leq (3n + 1)/2)\) prescribed eigenpairs. The eigenstructure of the resulting \( P(\lambda) \) is completely analyzed.

1. Introduction

In this paper, we consider the following quadratic palindromic eigenvalue problem:

\[
P(\lambda)x = (\lambda^2 A^\ast + \lambda Q + A)x = 0,
\]

where \( A \) and \( Q \) are \( n \times n \) (real or complex) matrices and \( Q^\ast = Q \). The scalar \( \lambda \) and nonzero vector \( x \) satisfying (1.1) are called an eigenvalue of \( Q(\lambda) \) and the (right) eigenvector corresponding to \( \lambda \), respectively. Together, \((\lambda, x)\) is called an eigenpair of \( Q(\lambda) \). To be specific, we summarize the names and structures of the palindromic system \( P(\lambda) \) in (1.1) as follows:

\[
\begin{align*}
\top\text{-palindromic} & \quad P(\lambda) = \lambda^2 A^\top + \lambda Q + A, \quad Q^\top = Q, \quad (1.2) \\
\ast\text{-palindromic} & \quad P(\lambda) = \lambda^2 A^\ast + \lambda Q + A, \quad Q^\ast = Q. \quad (1.3)
\end{align*}
\]

The palindromic quadratic eigenvalue problem (PQEP) is to find \( \lambda \) and \( x \) such that (1.1) holds. The PQEPs arise in the analysis and numerical solution of high order systems of ordinary and partial differential equations, and enjoy a variety of.
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applications. For example, the $\top$-palindromic PQEP was first raised in the study of the vibration analysis of high speed trains in Germany \[16,17\], associated with the company SFE GmbH in Berlin. Existing fast train systems, like the Chinese CHR, the Japanese Shinkansen, the French TGV and the German TCE, are being modernized and expanded. Vibration is produced from the interaction between the wheels of a train and the rails underneath. Due to the ever increasing speed (currently up to 300km/hr) of modern trains, the study of its vibration becomes an important task. Research does not only contribute towards the increased comfort of passengers, in terms of lower noise and vibration levels. More importantly, the safety in the operation of the trains will be improved, and the operational and construction costs will be optimized \[17,18,24,25\]. Quadratic real and complex $\top$-palindromic PQEPs also arise in the mathematical modeling and numerical simulation of the behaviour of periodic surface acoustic wave (SAW) filters \[29\]. The computation of the Crawford number \[15\], associated with the perturbation analysis of symmetric generalized eigenvalue problems, produces an $\ast$-palindromic PQEP. For more examples, we refer readers to \[8,25\] and references therein.

The structure of the coefficient matrices of (1.1) results in a structure in the spectrum. Indeed, transposing the palindromic problem (1.1) yields $(\lambda^*)^2x^*P(1/\lambda^*) = 0$, which implies that if $\lambda$ is an eigenvalue and $x$ an associated right eigenvector, then $1/\lambda^*$ is also an eigenvalue with $x^*$ as its left eigenvector. Then it follows that the eigenvalues of the quadratic palindromic system occur in pairs $(\lambda, 1/\lambda^*)$. This property is sometimes called “symplectic spectral symmetry”. Moreover, the algebraic (geometric and partial) multiplicities of eigenvalues in each pair are equal \[25\].

In mathematical modelling, we generally assume that there is a correspondence between the endogenous variables and the exogenous variables, for example, the internal parameters and the external behavior. The direct problem is to analyze and derive the spectral information and the dynamical behavior of a system from a priori known physical parameters such as mass, elasticity, length, and so on. Conversely, the inverse problem is to validate, determine or estimate the parameters of the system according to its observed or expected behavior. The inverse problem is just as important as the direct problem in applications. This paper concerns the inverse problem of PQEP.

PQEP is usually solved via two steps: first, transform the PQEP into a general eigenvalue problem (GEP) via linearization \[24,25\]; second, apply certain numerical methods for GEP. However, GEP may not reflect the symplectic property of spectrum, so their use for numerical computation in such situations may be problematic. Recently, great efforts have been made to the development of structure-preserving numerical method that preserve the symplectic spectrum symmetry, for example, the implicit QR method \[19\], the hybrid method computing the anti-triangular Schur form \[26\], the URV decomposition based
structured method [27, 28], and the structure preserving doubling algorithms [14, 22, 23].

The inverse eigenvalue problem (IEP) is to determine the coefficient matrices with partial or entire eigenvalues and eigenvectors prescribed. Many efforts have been devoted to the IEP of quadratic symmetric systems, for example, [2, 3, 6, 9, 11, 12, 20, 30, 32] and references therein. The IEP of a palindromic system with entire eigenvalues prescribed is considered in [1]. The IEP for a palindromic matrix polynomial eigenvalue problem is considered without ±1 as prescribed eigenvalues [4]. Recently, by using the spectral decomposition, Cai [5] considers the IEP for a quadratic ⋆-(anti)-palindromic system with entire/partial eigenpairs. Zhao [31] considered the model updating problems of the ⋆-palindromic quadratic system. Their results concentrate on the case that the leading coefficient matrix of the palindromic polynomial is nonsingular.

For simplicity, we make the following assumption throughout this paper.

A1 The prescribed eigenvector matrix $X \in \mathbb{C}^{n \times p}$ is of full rank.

In this paper, under Assumption A1, we consider the IEP of palindromic system (1.1) with $p$ prescribed eigenpairs which can be stated as the following problem.

**Problem PIEP.** Given eigen-matrix pairs $(\Lambda, X) \in \mathbb{C}^{p \times p} \times \mathbb{C}^{n \times p}$ ($1 \leq p \leq 2n$), find matrices $Q, A \in \mathbb{C}^{n \times n}$ such that $Q^* = Q$ and the equation

$$A^*X\Lambda^2 + QX\Lambda + AX = 0$$

is satisfied.

The main contributions of this paper are: two different methods are proposed to solve Problem PIEP; with the partial prescribed eigenpairs, it is proved that the problem is always solvable and the general regular solutions of the problem are characterized via construction; the leading coefficient matrix of regular solutions is not necessarily nonsingular; the eigenstructure of the resulting pencils are completely analyzed.

This paper is organized as follows. In Section 2 we first give a general solution of Problem PIEP with any $p$ prescribed eigenpairs. For $p \leq n$, we proposed several sufficient conditions on the existence of regular solutions to the problem. In Section 3 we solve the Problem PIEP by the QR decomposition of $X$. First, the necessary conditions for the solvability of problem is considered. Then it is shown that the Problem PIEP ($1 \leq p \leq (3n + 1)/2$) is always solvable under Assumption A1. Some numerical examples are presented in Section 4 to illustrate the performance of the methods proposed in Sections 2 and 3. Some concluding remarks are drawn in Section 5.
2. Solutions of Problem PIEP for \( p \leq n \)

Since \( p \leq n \), it follows from Assumption A1 and \( X \in \mathbb{C}^{n \times p} \) that \( X \) is of full column rank, i.e., \( \text{rank}(X) = p \). Now, we consider the null space \( \mathcal{N}(\Omega) \) of the matrix

\[
\Omega := \begin{pmatrix} X^* & \Lambda^*X^* \end{pmatrix} \in \mathbb{C}^{p \times 2n}.
\]

Denote the dimension of \( \mathcal{N}(\Omega) \) by \( m \). Since \( X \) has linearly independently columns, \( m = 2n - p \). In [10], a quadratic symmetric polynomial was characterized by the basis of \( \mathcal{N}(\Omega) \).

In this section, we adopt their method to characterize a quadratic palindromic polynomial with \((\Lambda, X)\) as its eigendata. Let the columns of

\[
\begin{pmatrix} U^* \\ V^* \end{pmatrix} \in \mathbb{C}^{2n \times m}
\]

form a basis of the subspace \( \mathcal{N}(\Omega) \), where \( U, V \in \mathbb{C}^{m \times n} \). Then the equation

\[
(X^*, \Lambda^*X^*) \begin{pmatrix} U^* \\ V^* \end{pmatrix} = 0
\]

holds. Define the quadratic palindromic polynomial \( P(\lambda) \) be the one with

\[
P(\lambda) = V^*U, \quad Q = U^*U + V^*V.
\]

We claim that the above definitions are sufficient for constructing a solution to Problem PIEP.

**Theorem 2.1.** Given any matrix pair \((\Lambda, X) \in \mathbb{C}^{p \times p} \times \mathbb{C}^{n \times p} (p \leq n)\), let \((U, V)\) be any solution to (2.2) such that the columns of (2.1) form a basis of \( \mathcal{N}(\Omega) \). Then \((\Lambda, X)\) is an eigenpair of the quadratic palindromic polynomial

\[
P(\lambda) = \lambda^2A + \lambda Q + A,
\]

with coefficients \( A \) and \( Q \) defined by (2.3).

**Proof.** Since \((U, V)\) satisfies (2.2), it follows from (2.3) that

\[
A^*X\Lambda^2 + QX\Lambda + AX = (U^*V)X\Lambda^2 + (U^*U + V^*V)X\Lambda + (V^*U)X
\]

\[
= U^*(VX\Lambda + UX)\Lambda + V^*(VX\Lambda + UX) = 0. \quad \square
\]

By this construction, we have the following factorization for \( P(\lambda) \):

\[
P(\lambda) = \lambda^2A + \lambda Q + A = (\lambda U^* + V^*)(\lambda V + U).
\]
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However, it is not clear whether \( P(\lambda) \) is singular for any \( \lambda \in \mathbb{C} \), i.e., \( \det(P(\lambda)) \equiv 0 \), \( \forall \lambda \in \mathbb{C} \). The condition \( p \leq n \) plays a pivotal role in Problem PIEP. If \( p > n \), then we can see from \( m = 2n - p \) that \( m < n \). Since \( U, V \in \mathbb{C}^{m \times n} \), \( \text{rank}(\lambda V + U) \leq m < n \). It follows from (2.4) that \( \text{rank}(P(\lambda)) < n \) and \( \det(P(\lambda)) \equiv 0 \) for all \( \lambda \in \mathbb{C} \), i.e., \( P(\lambda) \) is always singular. Hence, we always assume that \( p \leq n \). Next, we claim that the assumption that \( X \) has full column rank is sufficient for the regularity of \( P(\lambda) \).

**Theorem 2.2.** Suppose for given matrix pair \((\Lambda, X) \in \mathbb{C}^{p \times p} \times \mathbb{C}^{n \times p} \) \( (p \leq n) \) that \( X \) has full column rank. Then there are two \( n \times n \) matrices \( \tilde{U}, \tilde{V} \) over \( \mathbb{C} \) with \( \tilde{V} \) nonsingular, such that \((\Lambda, X)\) is an eigen-matrix pair of the regular quadratic palindromic polynomial \( P(\lambda) = \lambda A^* + \lambda Q + A \) with coefficients given by

\[
A = \tilde{V}^* \tilde{U}, \quad Q = \tilde{U}^* \tilde{U} + \tilde{V}^* \tilde{V},
\]

where \( \tilde{U}, \tilde{V} \) satisfy

\[
\begin{pmatrix} X^* & \Lambda^* X^* \end{pmatrix} \begin{pmatrix} \tilde{U}^* \\ \tilde{V}^* \end{pmatrix} = 0.
\]

**Proof.** Let \( U, V \in \mathbb{C}^{m \times n} \) be matrices defined by (2.2). Since \( X \) has full column rank, \( m = 2n - p \). Then by Theorem 2.1 we have

\[
A^* X \Lambda^2 + Q X \Lambda + AX = 0,
\]

where \( A = V^* U \), \( Q = U^* U + V^* V \). Similar to the proof of Theorem 2.2 in \cite{10}, we can prove that \( V \) is of full column rank. Otherwise, there exists an unitary matrix \( G \in \mathbb{C}^{m \times m} \) such that

\[
V^* G = \begin{pmatrix} V_1^* \\ 0_{n \times m_2} \end{pmatrix},
\]

where \( V_1^* \in \mathbb{C}^{n \times m_1} \) is of full column rank and \( m_1 < n \), \( m = m_1 + m_2 \). Partition the matrix \( U^* G \) according to (2.7) into

\[
U^* G = \begin{pmatrix} U_1^* \\ U_2^* \end{pmatrix},
\]

where \( U_1^* \in \mathbb{C}^{n \times m_1} \), \( U_2^* \in \mathbb{C}^{n \times m_2} \). We can obtain from (2.2) that \( X^* U_2^* = 0 \), where the columns of \( U_2^* \) are necessarily linearly independent by construction. It follows that

\[
n - p \geq m_2 > m - n,
\]

which is contradict to the fact that \( m = 2n - p \). Therefore, we have rank(\( V \)) = \( n \), \( m_1 = n \) and \( V_1 \in \mathbb{C}^{n \times n} \) is nonsingular.
Now, we consider the structure of the basis of \( N(\Omega) \). By (2.2), we know that the basis of \( N(\Omega) \) has the following form

\[
\begin{pmatrix}
U^* \\
L^*
\end{pmatrix} = \begin{pmatrix}
U_1^* & U_2^* \\
V_1^* & 0_{m-n}
\end{pmatrix},
\]

and hence \( U_1, V_1 \in \mathbb{C}^{n \times n}, U_2 \in \mathbb{C}^{n \times (m-n)} \) satisfy

\[
U_1 X + V_1 X \Lambda = 0, \quad U_2 X = 0.
\]

By (2.6), (2.7) and (2.8), we have

\[
A = V^* U = V_1^* U_1, \quad Q = U^* U + V^* V = U_1^* U_1 + U_2^* U_2 + V_1^* V_1.
\]

It follows that

\[
U_1^* V_1 X \Lambda^2 + (U_1^* U_1 + V_1^* V_1) X \Lambda + V_1^* U_1 X = A^* X \Lambda^2 + Q X \Lambda + AX = 0,
\]

which implies that \((\Lambda, X)\) is an eigen-matrix pair of the quadratic palindromic polynomial

\[
\tilde{P}(\lambda) = \lambda^2 \tilde{A}^* + \lambda \tilde{Q} + \tilde{A}
\]

with \( \tilde{A} = V_1^* U_1 \) and \( \tilde{Q} = U_1^* U_1 + V_1^* V_1 \).

Next, we prove that \( \tilde{P}(\lambda) \) is regular. By the generalized Schur decomposition \[13\], there exist two \( n \times n \) unitary matrices \( P \) and \( Z \) such that

\[
U_1 = PSZ^*, \quad V_1 = PTZ^*,
\]

where \( S = (s_{ij}) \) and \( T = (t_{ij}) \) are upper triangular. Then

\[
\tilde{P}(\lambda) = \lambda^2 \tilde{A}^* + \lambda \tilde{Q} + \tilde{A} = Z(\lambda S^* + T^*)(\lambda T + S)Z^*,
\]

which implies that

\[
\det(\tilde{P}(\lambda)) = \prod_{i=1}^{n} (\lambda s_{ii}^* + t_{ii}^*)(\lambda t_{ii} + s_{ii}).
\]

Since \( V_1 \) is nonsingular, \( t_{ii} \neq 0, \ i = 1, \ldots, n \). It follows from (2.9) that \( \det(\tilde{P}(\lambda)) \) is not identically zero for all \( \lambda \in \mathbb{C} \), i.e., \( \tilde{P}(\lambda) \) is regular.

**Corollary 2.3.** Let \( P(\lambda) \) be the quadratic palindromic polynomial that

\[
P(\lambda) := \lambda^2 A^* + \lambda Q + A \in \mathbb{C}^{n \times n},
\]

where \( A = V^* U, Q = U^* U + V^* V \) and \( U, V \in \mathbb{C}^{n \times n} \). If \( U \) or \( V \) is nonsingular, then \( P(\lambda) \) is regular.
Theorem 2.4. Let \((\Lambda, X) \in \mathbb{C}^{p \times p} \times \mathbb{C}^{n \times p} (p \leq n)\) and \(X\) be of full column rank. For any nonsingular matrix \(V \in \mathbb{C}^{n \times n}\), there exists a regular quadratic palindromic polynomial \(P(\lambda)\) defined by (2.5) with \((\Lambda, X)\) as its eigen-matrix pair.

**Proof.** Let \(V \in \mathbb{C}^{n \times n}\) be any nonsingular matrix. We consider the following equation

\[
UX = -VXA,
\]
where \(U \in \mathbb{C}^{n \times n}\). Since \(X\) is of full column rank, there exists an unitary matrix \(Q \in \mathbb{C}^{n \times n}\) such that

\[
X = Q \begin{pmatrix} R \\ 0 \end{pmatrix},
\]
where \(R \in \mathbb{C}^{p \times p}\) is nonsingular. Partition \(UQ\) according to (2.11) into

\[
UQ = (Y_1, Y_2) \in \mathbb{C}^{n \times n},
\]
where \(Y_1 \in \mathbb{C}^{n \times p}\). Substituting (2.11) into (2.10), we get

\[
\hat{U} = (-VXAR^{-1}, Y_2)Q^* \in \mathbb{C}^{n \times n},
\]
where \(Y_2 \in \mathbb{C}^{n \times (n-p)}\) is arbitrary, which is the general solution of (2.10). By Theorems 2.1 and 2.2 we know that Theorem 2.4 holds. \(\square\)

We have shown in the preceding part that how to define the coefficients so that the corresponding quadratic palindromic polynomial \(P(\lambda)\) is regular and possesses a prescribed set of \(p\) eigenvalues and eigenvectors. Problem PIEP is solved via construction and it follows from Theorem 2.4 that the solution of problem with the given eigen-matrix pair \((\Lambda, X)\) is not unique. Now, we consider the eigenstructure of \(P(\lambda)\).

Theorem 2.5. Let \(P(\lambda) = \lambda^2 A^* + \lambda Q + A\) be the regular quadratic palindromic polynomial with \(A = V^*U, Q = U^*U + V^*V\), where \(U, V \in \mathbb{C}^{n \times n}\) and \(V\) is nonsingular. Assume that \(\text{rank}(U) = r\), then

1. If \(r = n\), then \(P(\lambda)\) has \(n\) nonzero eigenvalue pairs \((\lambda_j, 1/\lambda_j^*)\), \(j = 1, \ldots, n\).
2. If \(r < n\), then \(P(\lambda)\) has \(r\) nonzero eigenvalue pairs \((\lambda_j, 1/\lambda_j^*)\), \(j = 1, \ldots, r\), and the remaining \(2(n - r)\) eigenvalues of \(P(\lambda)\) are \(n - r\) eigenvalues pairs \((0, \infty)\).

**Proof.** By the generalized Schur decomposition \([13]\), there exist two \(n \times n\) unitary matrices \(P\) and \(Z\) such that

\[
U = PSZ^*, \quad V = PTZ^*;
\]
where \( S = (s_{ij}) \in \mathbb{C}^{n \times n} \) and \( T = (t_{ij}) \in \mathbb{C}^{n \times n} \) are upper triangular. Since \( V \) is nonsingular, \( t_{ii} \neq 0, i = 1, \ldots, n \). Then

\[
P(\lambda) = \lambda^2 A^* + \lambda Q + A = Z(\lambda S^* + T^*)(\lambda T + S)Z^*,
\]

which implies that

\[
\text{(2.12) } \det(P(\lambda)) = \prod_{i=1}^{n}(\lambda s_{ii}^* + t_{ii}^*)(\lambda t_{ii} + s_{ii}).
\]

(1) If \( r = n \), then \( U \) is nonsingular, i.e., \( s_{ii} \neq 0, i = 1, \ldots, n \). By (2.12), it is easy to see that \( P(\lambda) \) has eigenvalue pairs \((\lambda_i, 1/\lambda_i^*)\) with \( \lambda_i = -s_{ii}/t_{ii}, i = 1, \ldots, n \).

(2) If \( r < n \), then \( U \) is singular. Without loss of generality, we can assume that \( s_{ii} \neq 0, i = 1, \ldots, r \) and \( s_{ii} = 0, i = r + 1, \ldots, n \). Then (2.12) can be written as

\[
\det(P(\lambda)) = \prod_{i=1}^{r}(\lambda s_{ii}^* + t_{ii}^*)(\lambda t_{ii} + s_{ii}) \prod_{i=r+1}^{n} \lambda t_{ii}^* t_{ii},
\]

which implies that \( P(\lambda) \) has eigenvalue pairs \((\lambda_j, 1/\lambda_j^*)\), \( j = 1, \ldots, r \) with \( \lambda_j = -s_{jj}/t_{jj} \). The remaining \( 2(n - r) \) eigenvalues of \( P(\lambda) \) are \( n - r \) eigenvalue pairs \((0, \infty)\).

3. Solutions of Problem PIEP for \( 1 \leq p < 2n \)

We have seen in the preceding section that there always exists a regular quadratic palindromic polynomial which can have prescribed \( p \) \((p \leq n)\) eigenvalues and \( p \) linearly independent eigenvectors. A natural problem is whether the Problem PIEP can be solved for general \( p \) \((1 \leq p \leq 2n)\). In [9], Chu constructed a symmetric quadratic polynomial \( \lambda^2 M + \lambda C + K \) with prescribed \( p \) eigenpairs \((\lambda, x)\), where \( p \) can be any integer between 1 and \( 2n \). In this section, we give the general solution of Problem PIEP for any \( p \) \((1 \leq p \leq 2n)\) prescribed eigen-matrix pair \((\Lambda, X) \in \mathbb{C}^{p \times p} \times \mathbb{C}^{n \times p} \).

Without loss of generality, we adopt the following notations and make some assumptions throughout this section.

A2 Assume that \( \Lambda \) is nonsingular and all eigenvalues of \( \Lambda \) are distinct.

A3 Assume that \( \Lambda \) has the following form

\[
(3.1) \quad \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p) \in \mathbb{C}^{p \times p},
\]

where \( \lambda_{2k-1} \lambda_{2k}^* = 1 \) for \( k = 1, \ldots, q; \lambda_i \lambda_j^* \neq 1 \) for \( i = 1, \ldots, p, j = 2q + 1, \ldots, p \), and \( \Lambda \) has no exceptional eigenvalue, i.e., \( \lambda \lambda^* \neq 1 \) for any eigenvalue \( \lambda \) of \( \Lambda \).
Consider the algebraic system

\[(3.2)\quad A^*X\Lambda^2 + QX\Lambda + AX = 0_{n\times p},\]

where \(A, Q \in \mathbb{C}^{n \times n}\) with \(Q^* = Q\). First, we analyze the necessary condition for the quadratic palindromic polynomial \(P(\lambda) = \lambda^2 A^* + \lambda Q + A\) that has eigen-matrix pair \((\Lambda, X)\), i.e., \((3.2)\) holds. Define

\[(3.3)\quad S_\Lambda = \{T \in \mathbb{C}^{p \times p} \mid T\Lambda^{-1} + T^*\Lambda = \Lambda^*-T^* + \Lambda^*T\}\]

Note that \(Q^* = Q\), then \((3.2)\) can be rewritten as

\[(3.4)\quad \Lambda^*X^*A + \Lambda^*X^*Q + X^*A^* = 0.\]

Denote

\[(3.5)\quad S := X^*AX \in \mathbb{C}^{p \times p}.\]

It is easy to see that for any matrix pair \((A, Q)\) satisfying \((3.4)\) must satisfy

\[(3.6)\quad \Lambda^*X^*QX = -S^* - \Lambda^*2S.\]

Since \(\Lambda\) is nonsingular, we have

\[Q^* = Q \iff S \in S_\Lambda.\]

We now consider the structure of the parameter matrix \(S := (s_{ij})_{p \times p} \in S_\Lambda\). It follows from \((3.3)\) that

\[(3.7)\quad \lambda_i^*(1 - \lambda_i^*\lambda_j)s_{ij} = \lambda_j(1 - \lambda_i^*\lambda_j)s_{ji}^*, \quad i, j = 1, \ldots, p.\]

For \(i = j\), since \(\Lambda\) has no exceptional eigenvalue, \(\lambda_i\lambda_i^* \neq 1, i = 1, \ldots, p\), which implies that

\[(3.8)\quad s_{ii} = \lambda_i\lambda_i^*-s_{ii}^*, \quad i = 1, \ldots, p.\]

If \(\lambda_i \in \mathbb{R}\), then \(s_{ii} \in \mathbb{R}\) is arbitrary. If \(\lambda \not\in \mathbb{R}\), it follows from \((3.8)\) that \(s_{ii} = \frac{a}{\Im(\lambda_i)}\lambda_i\), where \(a \in \mathbb{R}\) is arbitrary and \(\Im(\lambda_i)\) is the imaginary part of \(\lambda_i\). For \(i \neq j\), if \(\lambda_i^*\lambda_j = 1\), then \((3.7)\) holds for arbitrary \(s_{ij}, s_{ji} \in \mathbb{C}\); if \(\lambda_i^*\lambda_j \neq 1\), then \(s_{ij} = \lambda_i^{-*}\lambda_j s_{ji}^*\). Since the eigenvalues of \(\Lambda\) are distinct, we can see from the discussion above that the freedom (complex degree) of matrix \(S\) is \(p(p + 1)/2 + q\).

**Lemma 3.1.** Let \(\Lambda \in \mathbb{C}^{p \times p}\) be the matrix defined by \((3.1)\) and \(S = (s_{ij}) \in \mathbb{C}^{p \times p}\). If \(S \in S_\Lambda\), then the freedom (complex degree) of parameter matrix \(S\) is \(p(p + 1)/2 + q\) and
The conditions given by Lemma 3.1 can be used to construct the solution \((A,Q)\) of Problem PIEP in terms of matrix \(S \in \mathbb{S}_\Lambda\). For simplicity, we divide our discussion into three cases.

3.1. The case \(p = n\)

For a given matrix \(S \in \mathbb{S}_\Lambda\), we need to see how \(A\) and \(Q\) can be determined from the equations (3.5) and (3.6). Since \(X \in \mathbb{C}^{n \times n}\) is nonsingular and \(Q^* = Q\), (3.5) and (3.6) can be rewritten as

\[
A = X^{-*}SX^{-1}, \quad Q = X^{-*}(SA^{-1} + S^*\Lambda)X^{-1}.
\]

(3.9)

Clearly, \(A\) and \(Q\) are totally determined by \(S\) which has \(n(n+1)/2 + q\) free parameters. Thus, we have the following result.

**Theorem 3.2.** Let \((\Lambda, X) \in \mathbb{C}^{n \times n} \times \mathbb{C}^{n \times n}\). For any nonzero matrix \(S \in \mathbb{S}_\Lambda\), there exists a quadratic palindromic polynomial \(P(\lambda) = \lambda^2A^* + \lambda Q + A\) with coefficients \(A\) and \(Q\) defined by (3.9), which has the matrix pair \((\Lambda, X)\) as part of its eigeninformation.

**Corollary 3.3.** With \((A,Q)\) being defined in Theorem 3.2, the corresponding quadratic palindromic polynomial \(P(\lambda)\) can be factorized as follows:

\[
\lambda^2 A^* + \lambda Q + A = X^{-*}(\lambda S^* - \lambda \Lambda - S\Lambda^{-1})(\lambda I - \Lambda)X^{-1},
\]

which shows that \(P(\lambda)\) shares all the eigenvalues of \(\Lambda\). Moreover, if \(S \in \mathbb{S}_\Lambda\) is nonsingular, then the resulting polynomial \(P(\lambda)\) is regular.

**Proof.** It follows from (3.9) that

\[
\lambda^2 A^* + \lambda Q + A = X^{-*}[\lambda^2 S^* - \lambda(S\Lambda^{-1} + S^*\Lambda) + S]X^{-1}
\]

\[= X^{-*}[S^*(\lambda^2 I - \lambda \Lambda) - S(\lambda \Lambda^{-1} - I)]X^{-1} = X^{-*}(\lambda S^* - \lambda \Lambda - S\Lambda^{-1})(\lambda I - \Lambda)X^{-1}.
\]

It is easy to see from Lemma 3.1 that we can choose \(S \in \mathbb{S}_\Lambda\) to be nonsingular, and then \(A = X^{-*}SX^{-1}\) is nonsingular which implies that \(P(\lambda) = \lambda^2A^* + \lambda Q + A\) is regular. \(\square\)
Remark 3.4. Since $S \in S_{\Lambda}$, the coefficient matrix $Q$ of the resulting polynomial $P(\lambda)$ can be also written as

$$Q = -X^{-\ast}(\Lambda^{-\ast}S^\ast + \Lambda^\ast S)X^{-1}.$$  

Similar to the proof of Corollary 3.3, the solution $P(\lambda)$ can be also factorized as

$$\lambda^2 A^\ast + \lambda Q + A = X^{-\ast}(\Lambda I - \Lambda^{-\ast})(\Lambda T^\ast - \Lambda^{-\ast}T)X^{-1},$$

which shows that $P(\lambda)$ shares all the eigenvalues of $\Lambda^{-\ast}$. This is consistent with the property “symplectic spectral symmetry” of the eigenvalues of quadratic palindromic polynomial.

3.2. The case $p < n$

Let the QR-decomposition of $X$ be given by

$$(3.10)\quad X = P \begin{pmatrix} R \\ 0 \end{pmatrix},$$

where $R \in \mathbb{C}^{p \times p}$ is nonsingular and $P \in \mathbb{C}^{n \times n}$ is an unitary matrix. Then $(3.2)$ is equivalent to

$$(3.11)\quad P^\ast A^\ast P \begin{pmatrix} R \\ 0 \end{pmatrix} \Lambda^2 + P^\ast QP \begin{pmatrix} R \\ 0 \end{pmatrix} \Lambda + P^\ast AP = 0.$$  

Partition $P^\ast AP$ and $P^\ast QP$ according to $(3.10)$ into

$$P^\ast AP = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}, \quad P^\ast QP = \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{pmatrix},$$

where $A_{11}, Q_{11} \in \mathbb{C}^{p \times p}$ and $Q_{11}^* = Q_{11}$. Denote $\Gamma = RAR^{-1}$. Hence, $(3.11)$ can be rewritten as

$$\begin{pmatrix} A_{11}^* & A_{12}^* \\ A_{12}^* & A_{22}^* \end{pmatrix} \begin{pmatrix} RA^2 \\ 0 \end{pmatrix} + \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{pmatrix} \begin{pmatrix} RA \\ 0 \end{pmatrix} + \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} R \\ 0 \end{pmatrix} = 0,$$

which implies that

$$(3.12)\quad A_{11}^\ast \Gamma^2 + Q_{11} \Gamma + A_{11} = 0$$

and

$$(3.13)\quad A_{12}^\ast \Gamma^2 + Q_{21} \Gamma + A_{21} = 0.$$
Since $\Lambda$ is nonsingular, it follows from (3.12) and (3.13) that
\begin{align}
Q_{11} &= -(A^*_1 \Gamma + A_{11} \Gamma^{-1}), \\
Q_{21} &= -(A^*_2 \Gamma + A_{21} \Gamma^{-1}).
\end{align}

Since $Q^* = Q$, we obtain from (3.14) that
\[A^*_1 \Gamma + A_{11} \Gamma^{-1} = \Gamma^* A_{11} + \Gamma^{-*} A^*_1.\]

Substituting $\Gamma = RAR^{-1}$ into above equation, we have
\begin{equation}
(R^* A^*_1 R) \Lambda + (R^* A_{11} R) \Lambda^{-1} = \Lambda^* (R^* A_{11} R) + \Lambda^{-*} (R^* A^*_1 R).
\end{equation}

Denote $T = R^* A_{11} R$. Then, we can obtain from (3.15) that
\[Q^*_{11} = Q_{11} \iff T \in S_\Lambda.\]

Therefore, we have proved the following result.

**Theorem 3.5.** Let the QR-decomposition of $X$ be given by (3.10) and $\Gamma = RAR^{-1}$. Then the general solution to Problem PIEP with $p \leq n$ is given by
\[A = P \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} P^*, \quad Q = P \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{pmatrix} P^*,\]

where
(i) $A_{12} \in \mathbb{C}^{p \times (n-p)}$, $A_{21} \in \mathbb{C}^{(n-p) \times p}$ and $A_{22} \in \mathbb{C}^{(n-p) \times (n-p)}$ are arbitrary,
(ii) $Q_{22} = Q^*_{22} \in \mathbb{C}^{(n-p) \times (n-p)}$ is arbitrary,
(iii) $A_{11} = R^* T R^{-1} \in \mathbb{C}^{p \times p}$ for any nonzero matrix $T \in S_\Lambda$,
(iv) $Q_{11} = -(A^*_1 \Gamma + A_{11} \Gamma^{-1})$,
(v) $Q_{21} = Q^*_{12} = -(A^*_2 \Gamma + A_{21} \Gamma^{-1}).$

**Corollary 3.6.** In the case $p < n$, the corresponding quadratic palindromic polynomial $P(\lambda)$ can be factorized as
\begin{equation}
P(\lambda) = \lambda^2 A^* + \lambda Q + A
\end{equation}
\begin{align}
&= \begin{pmatrix} R^* (\lambda T^* - T \Lambda^{-1}) & R^* (\lambda I - \Lambda^*) (\lambda R^* A^*_{21} - \Lambda^* R^* A_{12}) \\ (\lambda A^*_{12} R - A_{12} \Lambda^{-1} R) & \lambda^2 A_{22} + \lambda Q_{22} + A_{22} \end{pmatrix} \\
&= \begin{pmatrix} R^* (\lambda I - \Lambda^*) & 0 \\ 0 & I \end{pmatrix} \begin{pmatrix} (\lambda T^* - \Lambda^* T) R^{-1} & (\lambda R^* A^*_{21} - \Lambda^* R^* A_{12}) \\ (\lambda A^*_{12} R - A_{12} \Lambda^{-1} R) (\lambda I - \Lambda) R^{-1} & \lambda^2 A^*_{22} + \lambda Q_{22} + A_{22} \end{pmatrix}
\end{align}

which shows that the solution $P(\lambda)$ shares all the eigenvalues of $\Lambda$ and $\Lambda^{-*}$.
Proof. Similar to the proof of Corollary 3.3, we can obtain from (iii) and (iv) of Theorem 3.5 that
\begin{equation}
\lambda^2 A_{11}^* + \lambda Q_{11} + A_{11} = R^{-*}(\lambda T^* - T\Lambda^{-1})(\lambda I - \Lambda)R^{-1},
\end{equation}

\begin{equation}
= R^{-*}(\lambda I - \Lambda^{-*})(\lambda T^* - \Lambda^{-*}T)R^{-1}.
\end{equation}

We can see from Theorem 3.5(v) that
\begin{equation}
\lambda^2 A_{21}^* + \lambda Q_{12} + A_{12} = R^{-*}(\lambda I - \Lambda^{-*})(\lambda R^* A_{21}^* - \Lambda^*R A_{12}),
\end{equation}
and
\begin{equation}
\lambda^2 A_{12}^* + \lambda Q_{21} + A_{21} = (\lambda A_{12}^* R - A_{21} R\Lambda^{-1})(\lambda I - \Lambda)R^{-1}.
\end{equation}

It follows from (3.17), (3.18) and (3.19) that (3.16) holds. \qed

3.3. The case \( p > n \)

Note that the eigenvalue of quadratic palindromic polynomial has the property “symplectic spectral symmetry”, i.e., every eigenvalues occur in pairs \((\lambda, 1/\lambda^*).\) Since \( p > n, \) it is easy to verify that the number of the prescribed eigenvalues which occur in pairs can not be given arbitrarily. By the symplectic property of eigenvalues, we can see that the numbers \( p, n, q \) of (3.1) must satisfy \( p - 2q \leq 2n - p, \) i.e.,
\begin{equation}
p - n \leq q < n.
\end{equation}

First, we can see from (3.5) and (3.6) that
\begin{equation}
S = X^* AX,
\end{equation}
and
\begin{equation}
X^* QX = -\Lambda^{-*} S^* - \Lambda^* S,
\end{equation}
where \( S \in \mathbb{S}_\Lambda. \) It follows from Assumption A1 that \( X \in \mathbb{C}^{n \times p} \) is of full row rank, and then there exists an \( p \times p \) permutation matrix \( P \) such that
\begin{equation}
X = (X_1, X_2)P
\end{equation}
where \( X_1 \in \mathbb{C}^{n \times n} \) is nonsingular and \( X_2 \in \mathbb{C}^{n \times (p - n)}. \) By (3.2) and (3.3), we have \( S \in \mathbb{S}_\Lambda \) if and only if \( P^* SP \in \mathbb{S}_{P^* \Lambda P}, \) and
\begin{equation}
A^* X \Lambda^2 + QX \Lambda + AX = 0
\end{equation}
if and only if
\[ A^*XP(P^*AP)^2 + QXP(P^*AP) + AXP = 0. \]

Since \( P \) is a permutation matrix, it is easy to see that \( P^*AP \) is also diagonal and have the same eigenvalues with \( \Lambda \). Thus, without loss of generality, we can assume that \( P \) is an identity matrix. Then we can see from (3.21) that

\[
(3.23) \quad S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix} = \begin{pmatrix} \Lambda_1^{\dagger}AX_1 & \Lambda_2^{\dagger}AX_2 \\ \Lambda_1^{\dagger}AX_1 & \Lambda_2^{\dagger}AX_2 \end{pmatrix},
\]

where \( S_{ij}, i, j = 1, 2 \), are blocks with appropriate sizes. Partition \( \Lambda \) according to (3.23) into

\[
\Lambda = \begin{pmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{pmatrix},
\]

where \( \Lambda_1 \in \mathbb{C}^{n \times n} \). The relationship (3.23) suggests that we may choose \( S_{11} \in \mathbb{S}_{\Lambda_1} \) such that

\[
(3.24) \quad A = X_1^{-1}S_{11}X_1^{-1}.
\]

Substituting (3.24) into (3.23), we have

\[
(3.25) \quad S = \begin{pmatrix} S_{11} & S_{11}X_1^{-1}X_2 \\ X_1^{-1}S_{11} & X_1^{-1}S_{22}X_1^{-1}X_2 \end{pmatrix}.
\]

In order to obtain the matrix \( Q \) by (3.22), we see from \( Q^* = Q \) that the matrix \( S \) of form (3.25) must satisfy

\[
(3.26) \quad S^*\Lambda + SA^{-1} = \Lambda^*S + A^{-1}\Lambda^*S^*.
\]

Let \( Y := X_1^{-1}X_2 \). Substituting \( S \) into both side of equation (3.26), then the critical condition (3.26) can be expressed as the following equations:

\[
(3.27) \quad S_{11}^{\dagger}A_1 + S_{11}A_1^{-1} = \Lambda_1^{\dagger}S_{11} + \Lambda_1^{-1}S_{11}^{\dagger},
\]

\[
(3.28) \quad S_{11}^{\dagger}YA_2 + S_{11}YA_2^{-1} = (\Lambda_1^{\dagger}S_{11} + \Lambda_1^{-1}S_{11}^{\dagger})Y,
\]

\[
(3.29) \quad Y^*(S_{11}^{\dagger}A_1 + S_{11}A_1^{-1}) = \Lambda_2^{\dagger}Y^*S_{11} + \Lambda_2^{-1}Y^*S_{11}^{\dagger},
\]

\[
(3.30) \quad Y^*(S_{11}^{\dagger}YA_2 + S_{11}YA_2^{-1}) = (\Lambda_2^{\dagger}Y^*S_{11} + \Lambda_2^{-1}Y^*S_{11}^{\dagger})Y.
\]

It is easy to verify that (3.28) holds if and only if (3.29) holds. Post-multiplying (3.27) by \( Y \) and subtracting (3.28), we obtain that

\[
(3.31) \quad S_{11}^{\dagger}YA_2 + S_{11}YA_2^{-1} = S_{11}^{\dagger}A_1Y + S_{11}A_1^{-1}Y.
\]
We can see from (3.29) and (3.31) that
\[ Y^*(S_{11}^*Y\Lambda + S_{11}X_1^{-1}Y) = Y^*(S_{11}^*\Lambda_1 Y + S_{11}\Lambda_1^{-1}Y) \]
\[ = (Y^*S_{11}^*\Lambda_1 Y + Y^*S_{11}\Lambda_1^{-1})Y \]
\[ = (\Lambda_3^*Y^*S_{11} + \Lambda_2^*Y^*S_{11}^*)Y, \]
which is precisely (3.30). Therefore, once (3.27) and (3.28) are solved by some matrix in $S_{\Lambda_1}$, we can construct the matrix $Q$. Since
\[ X^*QX = \begin{pmatrix} X_1^*QX_1 & X_1^*QX_2 \\ X_2^*QX_1 & X_2^*QX_2 \end{pmatrix}, \]
according to (3.24) and (3.22), we may choose
\[ (3.32) \quad Q = -X_1^*(S_{11}^*\Lambda_1 + S_{11}\Lambda_1^{-1})X_1^{-1}. \]
Now, we prove that $(\Lambda, X)$ is an eigenpair of the quadratic palindromic polynomial with coefficients $A$ and $Q$ defined by (3.24) and (3.32), respectively. We can see from (3.24), (3.31) and (3.32) that
\[ A^*X\Lambda^2 + QXA + AX \]
\[ = X_1^{-*}S_{11}^*X_1^{-1}[X_1, X_2] \begin{pmatrix} \Lambda_1^2 & 0 \\ 0 & \Lambda_2^2 \end{pmatrix} - X_1^{-*}(S_{11}^*\Lambda_1 + S_{11}\Lambda_1^{-1})X_1^{-1}[X_1, X_2] \begin{pmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{pmatrix} \]
\[ + X_1^{-*}S_{11}X_1^{-1}[X_1, X_2] \]
\[ = X_1^{-*}[S_{11}^*\Lambda_1^2 + S_{11}Y\Lambda_2^2 + S_{11}Y][\Lambda_1, Y\Lambda_2] + X_1^{-*}S_{11}[I, Y] \]
\[ = X_1^{-*}[S_{11}^*\Lambda_1^2 + S_{11}Y\Lambda_2^2 + S_{11}Y] - X_1^{-*}[S_{11}^*\Lambda_1 Y + S_{11}S_{11}^*\Lambda_1 Y\Lambda_2 + S_{11}\Lambda_1^{-1}Y\Lambda_2] \]
\[ = X_1^{-*}[0, (S_{11}^*Y\Lambda_2 + S_{11}Y\Lambda_2^{-1}) - (S_{11}^*\Lambda_1 Y + S_{11}\Lambda_1^{-1}Y)]\Lambda_2 \]
\[ = 0. \]
The last “=” follows from (3.31).

What we have just proved is that if we can solve equations (3.27) and (3.28) by some matrix in $S_{\Lambda_1}$, then (3.29) and (3.30) are automatically solved. In this case, we can construct a palindromic polynomial with coefficient matrices $A$ and $Q$ defined by (3.24) and (3.32), respectively, which has $(\Lambda, X)$ as its eigeninformation. Clearly, if the $n \times n$ matrix $S_{11}$ satisfies (3.27), then $S_{11} \in S_{\Lambda_1}$. We know from Lemma 3.1 and (3.20) that there are $n(n + 1)/2 + q$ free parameters of $S_{11} \in S_{\Lambda_1}$. Since there are $n(p - n)$ linear equations imposed by (3.28), there remains totally only
\[ (3.33) \quad \frac{n(n + 1)}{2} + q - n(p - n) = \frac{n(3n + 1)}{2} + q - np \]
degrees of freedom in $S_{11}$. Therefore, we have the following result.
Theorem 3.7. Let \((\Lambda, X) \in \mathbb{C}^{p \times p} \times \mathbb{C}^{n \times p}\). For any \(n \leq p \leq (3n + 1)/2\), Problem PIEP is always solvable under the Assumptions A1–A3.

Proof. We can see from (3.33) that if
\[
\frac{n(3n + 1)}{2} + q - np > 0,
\]
i.e.,
\[
(3.34) \quad p < \frac{3n + 1}{2} + \frac{q}{n},
\]
then there exists nonzero matrix \(S_{11} \in \mathbb{C}^{n \times n}\) which can solve the equations (3.27) and (3.28). And in this case, Problem PIEP is solvable. It follows from \(q < n\) and (3.34) that \(p \leq (3n + 1)/2\).

Together with Theorems 3.2, 3.5 and 3.7, we have now established the following result.

Theorem 3.8. Given any integer \(p\) \((1 \leq p \leq (3n+1)/2)\), Problem PIEP is always solvable under the Assumptions A1–A3.

Remark 3.9. We can see from Theorem 3.8 that the maximal allowable number \(p_{\text{max}}\) of prescribed eigenpairs is given by
\[
p_{\text{max}} = \begin{cases} 
3k & \text{if } n = 2k, \\
3k + 2 & \text{if } n = 2k + 1.
\end{cases}
\]

4. Numerical experiments

In this section, we will present some examples to illustrate the methods of Sections 2 and 3 for solving Problem PIEP on two different types of palindromic polynomial as shown in (1.2) and (1.3).

Example 4.1. The following are some examples illustrating the performance of Theorem 2.4 for solving Problem PIEP with \(n = 6, p = 4\). Setting
\[
X_1 = \begin{bmatrix} 
i & 1 & 0 & 0 \\
1 & i & i & 0 \\
1 & 1 & 1 & i \\
1 & 1 & 1 & 1 \\
i & i & 1 & 1 \\
1 & i & 1 & i \end{bmatrix}, \quad \Lambda_1 = \begin{cases} 
\text{diag} \left(2 + i, \frac{1}{2-i}, 3 + 2i, \frac{1}{3+2i}\right) & \text{if } \star = *, \\
\text{diag} \left(2 + i, \frac{1}{2+i}, 3 + 2i, \frac{1}{3+2i}\right) & \text{if } \star = \top.
\end{cases}
\]
Without loss of generality, we can assume that $V$ is an $6 \times 6$ identity matrix. By Theorem 2.4, we choose $Y_2 \in \mathbb{C}^{6 \times 2}$ randomly and get an $*$-palindromic polynomial $P(\lambda) = \lambda^2 A^* + \lambda Q + A$ with

$$A = \begin{bmatrix}
-0.7316 - 0.4139 i & 0.5216 - 0.2798 i & -0.2260 - 0.0666 i & 0.0050 - 0.1822 i & -0.4057 + 0.0613 i & 0.3468 - 0.3340 i \\
-0.2648 + 0.2282 i & -2.0748 - 0.9548 i & -0.0248 + 0.2792 i & -0.8847 - 0.7850 i & 0.9447 - 0.2002 i & 1.0100 - 0.2193 i \\
0.1421 + 0.4839 i & -0.3014 + 0.8429 i & -0.4651 - 0.3304 i & -1.1211 + 0.5188 i & -0.6144 - 0.3280 i & 0.0435 + 1.5590 i \\
0.1695 + 0.6685 i & -0.3795 + 0.8763 i & -0.3621 - 0.2719 i & -1.1212 + 0.4324 i & -0.7985 - 0.3731 i & 0.1990 - 1.4078 i \\
-0.1971 - 0.5352 i & 0.2299 + 1.0236 i & -0.6077 + 0.0480 i & -0.7377 + 0.4882 i & -1.4039 - 0.8073 i & 0.7730 + 1.9589 i \\
0.3519 + 0.3539 i & -0.6099 + 0.7921 i & -0.7630 + 0.0776 i & -0.6439 + 0.5794 i & -0.9628 - 0.2090 i & 0.1618 - 1.8381 i \\
\end{bmatrix},$$

which satisfies

$$||Q - Q^*||_F = 2.6710 e - 15, \quad ||A^* X_1 \Lambda_1^2 + Q X_1 \Lambda_1 + A X_1||_F = 4.3188 e - 14,$$

and also a $T$-palindromic polynomial $P(\lambda) = \lambda^2 A^T + \lambda Q + A$ with

$$A = \begin{bmatrix}
-0.7785 - 0.4599 i & 0.3972 - 0.2658 i & -0.5586 + 0.2565 i & 0.1551 - 0.1375 i & -0.4866 + 0.0718 i & 0.6243 - 0.5808 i \\
-0.3618 + 0.4348 i & -2.1927 - 0.7056 i & -0.1801 + 0.3032 i & -0.5272 - 0.9469 i & 0.7708 - 0.1039 i & 1.2309 - 0.0596 i \\
0.1040 + 0.5136 i & -0.4662 + 0.8271 i & -0.7283 + 0.0524 i & -1.0398 + 0.5050 i & -0.7751 - 0.3777 i & 0.3703 - 1.7135 i \\
0.1399 + 0.6368 i & -0.4457 + 0.9017 i & -0.4653 - 0.1211 i & -1.1845 + 0.5803 i & -0.8341 - 0.3673 i & 0.3565 - 1.6650 i \\
-0.2867 + 0.3809 i & 0.2268 + 1.2234 i & -0.4691 - 0.1529 i & -0.7576 + 0.4628 i & -1.4364 - 0.7264 i & 0.8665 - 1.8104 i \\
0.2197 + 0.3136 i & -0.5390 + 0.7448 i & -0.5942 - 0.0347 i & -1.1041 + 0.5069 i & -0.8056 - 0.3022 i & 0.1587 - 1.6312 i \\
\end{bmatrix},$$

which satisfies

$$||Q - Q^T||_F = 2.6865 e - 15, \quad ||A^T X_1 \Lambda_1^2 + Q X_1 \Lambda_1 + A X_1||_F = 4.4740 e - 14.$$
Clearly, 
\[ ||S\Lambda_2^{-1} + S^*A_2 - \Lambda_2^{-*}S - \Lambda_2^*S||_F = 6.5953e - 15,\]
which implies that \( S \in \mathbb{S}_{\Lambda_2} \). Hence, by (3.9) we obtain that
\[
A = \begin{bmatrix}
2.7538 + 3.5692i & 3.6231 + 0.7154i & 3.6692 - 1.9538i & -1.9538 - 3.6692i \\
1.2538 + 3.0692i & 3.1231 + 2.2154i & 4.1692 - 0.9538i & -0.9538 - 4.1692i \\
-1.0308 + 1.9462i & -0.0231 + 3.0386i & -5.1038 + 3.3808i & 9.8808 - 3.3962i \\
-4.7923 - 2.2615i & -5.3154 - 0.1769i & 2.3855 + 2.2423i & 0.7423 + 6.1115i
\end{bmatrix},
\]
\[
Q = \begin{bmatrix}
-20.9538 + 0.0000i & -15.7538 + 6.0000i & -10.8462 + 15.3231i & 28.3231 + 1.8462i \\
-15.7538 - 6.0000i & -15.3538 + 0.0000i & -12.8462 + 11.7231i & 22.7231 + 9.8462i \\
-10.8462 - 15.3231i & -12.8462 - 11.7231i & 19.0692 & -23.0769 + 24.8154i \\
28.3231 - 1.8462i & 22.7231 - 9.8462i & -23.0769 - 24.8154i & -14.7000 + 0.0000i
\end{bmatrix}
\]
which satisfies
\[ ||Q - Q^*||_F = 8.1524e - 15, \quad ||A^*X_2\Lambda_2^2 + QX_2A_2 + AX_2||_F = 7.4788e - 14. \]

(2) Problem with \( p = 4, \ n = 6 \). Setting
\[ X_1 = \begin{bmatrix}
1 & 1 & 0 & 0 \\
1 & 1 & 1 & i \\
1 & 1 & 1 & 1 \\
i & i & 1 & 1 \\
i & i & 1 & 1 \\
1 & 1 & 1 & 1
\end{bmatrix}, \quad A_1 = \text{diag} \left(2 + i, \frac{1}{2-i}, 3 + 2i, 5 - i\right). \]

By Theorem 3.5 we choose \( A_{12} = 0_{4 \times 2} \), \( A_{21} = 0_{2 \times 4} \) and \( A_{22} \in \mathbb{C}^{2 \times 2} \), \( Q_{22}^* = Q_{22} \in \mathbb{C}^{2 \times 2} \) randomly, and hence by Theorem 3.5 we get an \( * \)-palindromic polynomial \( P(\lambda) = \lambda^2A^* + \lambda Q + A \) with
\[
A = \begin{bmatrix}
0.6416+0.3124i & 0.3591-0.2571i & -0.3242-0.1609i & 0.2104+0.4968i & 0.0667+0.0005i & -0.0665-0.0895i \\
0.2613+0.1072i & -0.4845-0.3252i & 1.3503+0.3880i & -0.6792-0.8000i & -1.0564+0.3438i & 1.1193-0.677i \\
-0.2544+0.2129i & 1.1065-0.1844i & -0.7322+0.1091i & 1.5206+0.6897i & 1.1980-0.5242i & -1.8806+0.3696i \\
0.2475-0.4017i & -0.7388+0.3967i & 1.3070+0.2114i & -0.4934+0.3511i & -0.3709+0.4688i & 0.6331+0.1581i \\
0.0987+0.0462i & -0.8670+0.2033i & 1.0111+0.2363i & -0.4519+0.5584i & -0.3083+0.7723i & 0.9515+0.4968i \\
-0.0663-0.5214i & 0.9636-0.1457i & -1.6944-0.0523i & 0.9761+0.5631i & 1.3298-0.4960i & -0.7525+0.5448i
\end{bmatrix},
\]
\[
Q = \begin{bmatrix}
-1.4336-0.0000i & -0.7639-0.4813i & -0.8220-1.5735i & -0.8606-1.3438i & 0.4993-0.3390i & 2.2370+1.0839i \\
-0.7639+0.4813i & 3.2892-0.0000i & -5.1537-1.1372i & 3.3897-2.2958i & 3.7315+1.8977i & -4.4318+0.4333i \\
-0.8220+1.5735i & 5.1537+1.1372i & 7.3190 & 5.3802+1.8705i & -4.2254+1.7259i & 6.4811-0.0277i \\
-0.8606+1.3438i & 3.3897+2.2958i & 5.3802-1.8705i & 1.0328-0.0000i & 2.4472+1.0791i & -4.1064-4.1146i \\
0.4993+0.3390i & 3.7315+1.8977i & 4.2254-1.7259i & 2.4472+1.0791i & -0.3073+0.0000i & -5.5628-3.7614i \\
2.2370-1.0839i & 4.4318-0.4333i & 6.4811+0.0277i & 4.1064+4.1146i & 5.5628+3.7614i & 5.1542
\end{bmatrix}
\]
which satisfy
\[ ||Q - Q^*||_F = 5.4475e - 15, \quad ||A^*X\Lambda^2 + QX\Lambda + AX||_F = 8.1220e - 14. \]

**Example 4.3.** This example illustrates the performance of Theorem 3.7 for solving Problem PIEP with \( n = 3 \) and \( p = 5 \). We only concentrate on the case of \( \tau \)-palindromic polynomial.
Let 
\[ X = \begin{bmatrix} 1 & 0 & 0 & 1 & -1 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 \end{bmatrix}, \quad \Lambda = \text{diag}\left\{ i, \frac{1}{i}, 1 + i, \frac{1}{1 + i}, 2i \right\}. \]

Clearly, this is the case in which \( n = 3 \) and \( p = p_{\text{max}} = 5 \). We can see from (3.33) that the solution has one degree of freedom. Let \( X = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} \) and \( \Lambda' = \text{diag}\left\{ i, \frac{1}{i}, 1 + i \right\} \), where \( X_1 \in \mathbb{C}^{3 \times 3} \). Obviously, \( X_1 \) is the \( 3 \times 3 \) identity matrix. We find the solution \( S_{11} \) of (3.27) and (3.28) over \( S_{\Lambda'} \) as follows:
\[
S_{11} = \begin{bmatrix} (i + 1)u & \frac{3-5i}{2}u & (1 - i)u \\ (5i - 3)u & \frac{21-ir}{2}u & 0 \\ u & 0 & -ui \end{bmatrix},
\]
where \( u \in \mathbb{C} \) is arbitrary. We can see from (3.24) and (3.32) that the solutions to the problem can be represented as
\[
A(u) = X_1^\top S_{11} X_1^{-1} = S_{11} \quad \text{and} \quad Q(u) = -X_1^\top (S_{11} \Lambda' + S_{11} \Lambda'^{-1})X_1^{-1} = \begin{bmatrix} 0 & \frac{15+9i}{2}u & -u \\ -\frac{15+9i}{2}u & 0 & 0 \\ -u & 0 & \frac{3i-1}{2}u \end{bmatrix},
\]
which satisfy
\[
A(u)^\top X \lambda^2 + Q(u)X \lambda + A(u)X = 0 \quad \text{for any} \ u \in \mathbb{C}.
\]
It is easy to see that \( \det(A(u)) = (-15 + 8i)u \), which implies that \( A(u) \) is nonsingular for any nonzero \( u \in \mathbb{C} \). And in this case the resulting polynomial \( P(\lambda) \) is regular.

**Example 4.4.** In this example, we consider the inverse eigenvalue problem for the PQEP of fast train with the matrices \( A \) and \( Q \) given by

\[
Q(u) = -X_1^\top (S_{11} \Lambda' + S_{11} \Lambda'^{-1})X_1^{-1} = \begin{bmatrix} 0 & \frac{15+9i}{2}u & -u \\ -\frac{15+9i}{2}u & 0 & 0 \\ -u & 0 & \frac{3i-1}{2}u \end{bmatrix},
\]

where \( Q \) and \( A \) both have \( m \) block-rows and columns, \( n = mk \). The finite element method generates real \( k \times k \) matrices \( K_i \) and \( M_i \) to give
\[
H_i = K_i + i \omega D_i - \omega^2 M_i \quad \text{with} \ D_i = c_1 M_i + c_2 K_i
\]
for \( i = 0, 1 \), where \( i \) is the imaginary unit, \( \omega > 0 \) is the frequency of the external excitation force, \( c_1 \) and \( c_2 \) are two positive parameters.

As in [7,22,23], we take \((k,m) = (159,11), (303,19)\).

We choose \( p \) (\( p \ll n \)) finite and nonzero eigenvalue pairs \((\lambda, 1/\lambda^*)\) of \( P(\lambda) = \lambda^2A^* + \lambda Q + A \) and their corresponding eigenvectors. By Theorem 2.4, we assume that \( V \) is an \( n \times n \) identity matrix and choose \( Y_2 \in \mathbb{C}^{n \times (n-p)} \) randomly, and get the regular \(*\)-palindromic polynomial \( \hat{P}(\lambda) = \lambda^2 \hat{A}^* + \lambda \hat{Q} + \hat{A} \). The numerical results are given by Table 4.1, where Res. stands for

\[
\text{Res.} = || \hat{A}^*X\Lambda^2 + \hat{Q}X\Lambda + \hat{A}X||_F.
\]

| \( (k,m) \) | \( p = 8 \)        | \( p = 12 \)       | \( p = 20 \)       | \( p = 40 \)       |
|----------------|----------------|----------------|----------------|----------------|
| (159,11)       | 6.5354e - 14   | 7.9433e - 14   | 9.2483e - 14   | 1.3454e - 13   |
| (303,19)       | 1.3660e - 13   | 1.6870e - 13   | 1.6581e - 13   | 2.3886e - 13   |

\[
\omega = 5000, \ c_1 = 0.3, \ c_2 = 0.7
\]

| \( (k,m) \) | \( p = 8 \)        | \( p = 12 \)       | \( p = 20 \)       | \( p = 40 \)       |
|----------------|----------------|----------------|----------------|----------------|
| (159,11)       | 8.1584e - 16   | 1.1376e - 15   | 1.4937e - 15   | 2.1897e - 15   |
| (303,19)       | 1.2413e - 15   | 1.3089e - 15   | 1.8344e - 15   | 2.3786e - 15   |

Table 4.1: Numerical results of Example 4.4.

We can see from Table 4.1 that the prescribed eigenvalues and eigenvectors are reproduced successfully by the new polynomial \( \hat{P}(\lambda) \). And we also should point out that the coefficient matrices \( \hat{A} \) and \( \hat{Q} \) obtained by our method do not have the sparsity structure (4.1). How to obtain the structural solution to the Problem PIEP of the fast train is our further investigation.

5. Conclusion

In this paper, we consider the inverse eigenvalue problems of the quadratic palindromic systems with \( p \) (\( 1 \leq p \leq 2n \)) prescribed eigenvalues and eigenvectors. We proposed two different methods to solve the inverse problem for different \( p \). We also give some sufficient conditions under which the inverse problem has the regular solution. Generally, the matrices of palindromic system often have special structure [22,23], for example,
symmetry and sparsity and so on. How to get the structural solution to the inverse eigenvalue problems of the palindromic system is the subject of further investigation.
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