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ABSTRACT
Federated Learning (FL) is a collaborative scheme to train a learning model across multiple participants without sharing data. While FL is a clear step forward towards enforcing users’ privacy, different inference attacks have been developed. In this paper, we quantify the utility and privacy trade-off of a FL scheme using private personalized layers. While this scheme has been proposed as local adaptation to improve the accuracy of the model through local personalization, it has also the advantage to minimize the information about the model exchanged with the server. However, the privacy of such a scheme has never been quantified. Our evaluations using motion sensor dataset show that personalized layers speed up the convergence of the model and slightly improve the accuracy for all users compared to a standard FL scheme while better preventing both attribute and membership inferences compared to a FL scheme using local differential privacy.

1 INTRODUCTION
The development of Internet of Things (IoT) and wearables contributed to the progress of a wide range of quantified-self applications related to activity recognition. In this context, motion data extracted from connected devices (e.g., smartwatches) equipped with motion sensors (e.g., accelerometer and gyroscope) are sent to a central server which processes these data through machine learning models. According to the considered application, these learning models can classify which activity is performed by the user. This scheme is known to improve the accuracy of the model in presence of heterogeneous data across users. However, the privacy impact of sharing only a sub part of the model has never been measured. To assess privacy leakage of this scheme, we consider both an attribute and a membership inference attack.

To mitigate the risks, several approaches have been proposed from using private personalized layers, multi-task learning, and knowledge distillation [1, 22] which depict a benefit for all participants in terms of accuracy. While FL improves privacy by reducing the exposition of the personal data, it remains vulnerable to threats. For instance, FL is not robust to model poisoning which aims to destroy the convergence of the central model [3, 4]. Privacy leakages may also occur through membership inference attacks [17] which consist of inferring the presence of an individual data record in the training data, or attribute inference attack where the adversary is able to infer sensitive information about individuals [8].

In this paper, we quantify the utility and privacy of a FL scheme using private personalized layers [1]. In such a scheme, only the lower layers of the model (capturing coarse grain information) are personalized and kept private on each user. This scheme is known to improve the accuracy of the model in presence of heterogeneous data across users. However, the privacy impact of sharing only a sub part of the model has never been measured. To assess privacy leakage of this scheme, we consider both an attribute and a membership inference attack. Evaluations have been conducted using two datasets of motion sensor data collecting in real-life conditions. Results show that FL with personalized layers speeds up the convergence compared to vanilla FL and slightly increases the activity accuracy between 1% and 5%, while decreasing the gender and the overweight inference between 10% and 20% and 15% on average for membership inference. This utility and privacy trade-off is better than a defense scheme using local differential privacy which decreases the inference of the gender and the overweight up to 12% but at the cost of the activity accuracy which reduces up to 10%. These results tend to show that minimizing the information exchanged with the server is an interesting avenue for both personalizing the model.
(i.e., improving accuracy) while limiting potential inferences (i.e., improving privacy).

The outline of the paper is as follows. First, background and related work are described in Section 2. The exhaustive evaluation is then presented in Section 3 before concluding in Section 4.

2 BACKGROUND AND RELATED WORK

In this section, we review background and related work on FL (Section 2.1) and inference attacks and mitigation schemes (Section 2.2).

2.1 Federated Learning

Deep Neural Networks are now the most effective algorithms for a lot of machine learning tasks. A new paradigm has been proposed by training Machine Learning (ML) models on the user devices, named Federated Learning (FL).

In a FL scheme following [12], participants keep their data locally on their device and exchange a model – targeting a specific learning task – with a server. The main objective of this algorithm is to iteratively train a learning model $M$ maintained by the server by aggregating this model trained locally on each participant. At each learning round $i$, each client $k$ trains its local model $m_k$ with its own data using Stochastic Gradient Descent (SGD) during several iterations $j$. In its synchronous version, once all the participants send their model update $m$ to the server, this server then aggregates all these model updates using the following equations before to disseminate back this aggregated model to all devices:

$$M_{i+1} = \sum_{c=1}^{C} \frac{n_c}{n} m_c^{i+1},$$

with $n_c$ the set of indexes of all the data points $n$ on client $c$, $m_c^{i+1}$ the local update of a client $c$, calculated with the following equation:

$$m_c^{i+1} = m_c^i - \eta \nabla l(w_t, x_t, y_t),$$

with $\eta$ a fixed learning rate (i.e., hyperparameter which controls the step size of the optimization) for each client and $\nabla l$ the average gradient on the local data of the client $c$ at the epoch $i$. Those learning rounds continue until the convergence of the central model.

The development of FL highlighted other challenges [10] such as the heterogeneity of data across user devices leading to a degraded accuracy for less represented users. To overcome this limitation, [1] studied an FL scheme using personalization layers. In this scheme, the local model on each participant is composed of lower layers trained following classical FL learning round, and upper and personalization layers trained locally and which stay private on the device and not exchanged with the server (Figure 1).

2.2 Inference Attacks and Defenses

Privacy concerns are another main challenge of FL. Even though the raw data is not shared but kept on each local device, the model updates exchanged between participants and the server can leak sensitive information. Specifically, two types of attack can be considered. Poisoning attacks from malicious users aim at preventing the convergence of the learning model [4], or implanting a backdoor to control its behaviour [2]. Inference attacks, in turn, attempt to infer sensitive information on the users through model updates exchanged during the training process. These attacks can be conducted by participants or by the server. In addition, they can be passive or active. For instance, a malicious server can infer sensitive information based on the local updated parameters $w^i$ sent by each user. To increase the observation, the server can send to users a fudged model in order to amplify the potential inference of sensitive information [14]. There are mainly two types of inference attacks: the attribute and the membership inference attacks. Attribute inference attack consists of inferring a sensitive information of the user [8] while membership inference attack consists of determining if a data record has been used for the training of a specific model [17]. To apply these attacks on a FL scheme, a supervised classification model (i.e., Random Forest) was trained to infer the sensitive information from the model’s parameters shared as input.

To prevent these attacks, several approaches have been considered. Homomorphic Encryption (HE) and Secure Multiparty Computation (SMC) [7] approaches have been adapted to FL but are difficult to apply at scale due to overhead. Local Differential Privacy (LDP) [13], in turn, consists of introducing a random perturbation on SGD during the learning phase on the user device. The method provides statistical guarantees on the inference capability of an adversary to infer information on an individual’s data. A differential-private SGD can be written as:

$$w_{t+1} = w_t - \eta t (\nabla l(w_t, x_t, y_t) + N_t),$$

with $\eta t$ the learning rate, $w$ the parameter that minimizes the objective function $l$ for a data point $(x, y)$ at time $t$, and $N_t$ a noise value that follows a Gaussian distribution.

3 EVALUATION

We exhaustively evaluate the utility and privacy of a FL scheme using private personalized layers in the context of activity recognition (details of the methodology are given Section 3.1). In this section, we show that personalized layers improves the utility (Section 3.2) and privacy (evaluated through attribute inference Section 3.3 and membership inference Section 3.4) compared to both a vanilla FL and a defense scheme using local differential privacy.
3.1 Experimental setting

System model: We consider a FL scheme using Stochastic Gradient Descent (SGD) addressing activity recognition. The learning model is based on 2 convolutional layers, and 3 fully connected layers. Only the 2 lower convolutional layers are exchanged with the server which aggregates and disseminates model updates to devices, the 2 upper fully connected layers stay private on the device and are personalized with the user data. The devices of users are considered as trusted but it is not the case of the server which is considered as an adversary trying to infer personal information of participants from their model updates.

Datasets: Two real-life condition datasets are used for the evaluation. They are both publicly available and heavily used in the literature. These datasets come from the extraction of motion sensor data during gait activities (i.e., based on step patterns) of different subjects.

- **MotionSense** [11] contains motion data captured from an accelerometer (i.e., acceleration and gravity) and gyroscope of an iPhone 6s kept in the front pocket at a frequency rate of 50Hz. Overall, six activities (i.e., walking, jogging, going upstairs, going downstairs, sitting and standing) have been made by 24 users during 15 trials in the same conditions and environment.
- **MobiAct** [19] records the motion data from 58 subjects during more than 2500 trials, all captured with a smartphone also in the front pocket. This dataset includes signals recorded from the accelerometer and gyroscope of a Samsung Galaxy S3 smartphone. Nine different activities of daily living are performed by the users. We only used the trials corresponding to the same activities as MotionSense in order to do the evaluation with the exact same settings.

Both datasets contain an equal number of men and women, and each activity is performed according the same conditions by all subjects. However, the walking activity is more represented than the others. For each user, we also have access to physical information (e.g., the gender, weight, height and age).

Baselines: We considered two baseline approaches to compare FL scheme using private personalized layers (FedPer) [1]:

- **Standard FL (Vanilla)** [12] This is the most common FL scheme using SGD training on the device and average aggregation of all models at each learning round on the central server.
- **Local Differential Privacy (LDP)** [13] We consider an implementation based on an introduction of noise following a Gaussian distribution ($N(0,0.01)$) to the model updates computed through a classical learning phase (i.e., Vanilla).

Evaluation metrics: We evaluated FedPer and the different baselines along both utility and privacy metrics.

- **Utility**: To measure the utility, we considered the accuracy of the predicted activity. More precisely, we produce a confusion matrix based on the output of the classifier and measure the number of correct predictions made by this classifier over all predictions made. The value of the accuracy ranges from 0 to 1, in which 1 corresponds to perfect accuracy.
- **Privacy**: To assess the level of privacy, we rely on the accuracy of both the inference of sensitive attributes and the inference to be a member of the training set. These inference attacks implement the solution proposed by [8] which leverages an invariant permutation representation of nodes at each layer to classify model updates received by the server through a random forest of 1000 trees with a maximum depth of 10. We consider the gender and the Body Mass Index (BMI) of the users as sensitive attributes. The BMI is a value defined by the weight of the user divided by the square of her height. This value allows to categorize a person as underweight, normal weight, overweight or obese. In our case we only focus on a binary classification: overweight (BMI > 25) or not (BMI ≤ 25) for the sake of class balance. For the membership inference, the accuracy refers to the percentage of correct prediction (that a participant has been involved in the training of the model) over all predictions made. In both attacks, an accuracy of 0.5 corresponds to a random guess as our dataset is balanced.

Implementation details: For each experiment, we run 10 times of 5-fold cross validation where each fold is tested based on the training of the other four. We considered 200 learning rounds and an early stopping that stops the learning process if the average test loss of the aggregated model sent locally on the user data does not decrease during 30 learning rounds. During each learning round, the training with SGD is done locally at user’s level during 10 epochs. A constant learning rate is used with $\eta = 0.001$ for all the users. These parameters have been optimized independently for the tasks of activity recognition, gender and BMI inference.

3.2 Utility Evaluation

We measure the accuracy of the activity detection of FedPer and the baselines. Figure 2 reports the Cumulative Distribution Function (CDF) of this accuracy over the population of users for MotionSense and MobiAct dataset. First, results show that the local adaptation of FedPer on the upper layers slightly increases the accuracy compared to the Vanilla approach (from 1% to 7% of increase on average for MotionSense and MobiAct, respectively). Second, results show that LDP baseline degrades significantly the accuracy for both datasets (10% on average of MotionSense and 6% on average for MobiAct). Indeed, by introducing noise, the convergence of the model is greatly degraded leading to a loss of prediction for all users. This result confirms previous results [18, 22].

We also measured the convergence speed of the learning. Figure 3 depicts the accuracy of the activity detection as a function of learning rounds for FedPer and the Vanilla approach. Results show that FedPer drastically speeds up the convergence. For instance, FedPer achieves 90% of accuracy after 12 learning rounds on MotionSense where the Vanilla approach achieves the same accuracy after 100 learning rounds. For MobiAct, FedPer achieves 90% of accuracy after 35 learning rounds where the Vanilla approach only reaches 86% of accuracy after 200 learning rounds. By using its personalized layers at each learning round instead of starting the learning from the aggregate model sent by the server, the accuracy increases faster. For LDP, we can observe that the noise introduced prevents the model from converging.
3.3 Privacy evaluation through attribute inference

We conducted an attribute inference attack to infer the gender and the BMI of users from their model updates sent to the server. In this attack, participants train their local model on 80% of their data. Once all the models are sent to the server, only the models from one class of the targeted attribute are aggregated (in our case, models from women for gender inference, and models from overweight users for BMI inference). Then the server sends back the aggregated model to all the users that fine-tune locally on the remaining 20% of their data (e.g., training from a model aggregating model updates from women) before returning the update to the server. The adversary then trains an RF classifier on these model updates to infer the sensitive attribute. This training exploits 80% of all the updates and the testing is done on the remaining 20%, with cross validation.

Figure 4 evaluates, for both datasets, the accuracy of these both sensitive attribute inferences over the epochs of local learning. Firstly, results show that without any protection (i.e., the Vanilla approach), all sensitive attributes can be inferred with high accuracy for both datasets (e.g., around 90% of accuracy for the gender on MotionSense). FedPer reduces this accuracy between 10% and 20% according to the dataset and the sensitive attribute. Results also show that FedPer better protects users against inference attack compared to LDP regardless of dataset and sensitive attributes (from 5% to 10% of accuracy loss for MotionSense).

Secondly, results show that the inference accuracy tends to increase over the epochs for all approaches. This is explained by the fact that attribute inference attack is closely related to over-fitting [21], the more the model learns on user’s data, the more it adjusts the parameters to data structure and the more it may incorporate sensitive information.

Figure 5 reports the CDF of the inference accuracy over the participants. Results show that while each attribute can be inferred with high accuracy for a large part of the users, this accuracy drops for few percent of users. FedPer and LDP increase the percentage of users with a small inference accuracy.

3.4 Privacy evaluation through membership inference

Lastly, we conduct a membership inference attack to evaluate privacy. In this attack, 50% of the users follow a normal FL learning round with 80% of their data. The models are sent to the server which disseminates back the aggregated model to all the users. All of them fine-tune the aggregated model on their remaining 20% of data. The server then trains a RF to classify membership from model updates for all users (using 80% of all these updates for the
training and 20% for the testing with cross validation as described in section 3.1).

Figure 6 depicts the accuracy of this inference attack for both datasets and for all approaches. Similarly to the attribute inference attack, results show that the membership inference attack is more efficient on the Vanilla approach. FedPer provides the best protection compared to LDP (20% on average for MotionSense dataset). Interesting enough, FedPer depicts an accuracy close to 50% which correspond to a random guess (if the data of a specific user has been used to train the model) for MotionSense dataset.

4 CONCLUSION

We experimentally quantified the utility and privacy trade-off of FL using private personalized layers proposed by [1] in a context of activity recognition. We consider both an attribute and a membership inference attack to measure privacy leakage. Results show that using private personalized layers provides a better utility and privacy trade-off compared to a FL vanilla approach and a defense scheme using local differential privacy. These results tend to show that minimizing the information exchanged with the server is an interesting avenue for both improving accuracy and limiting privacy leakage. To comfort these results, it would be interesting to use other quantitative privacy metrics such as average information leakage and maximum information leakage [6].
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