Maps, Mirrors, and Participants: Design Lenses for Sociomateriality in Engineering Organizations
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ABSTRACT
When you use a computer it also uses you, and in that relationship forms a new entity of melded agencies, a “centaur” inseparably human and nonhuman. Networks of interaction in an organization similarly form “organizational centaurs”, melding humans, technologies, and organizations into an inseparable sociomateriality. By developing a convex optimization toolkit for conceptual engineering we sought to shape these centaurs. How do organizations go from a high-level concept (“let’s make an airplane”) to a “design”, and in that process what blurred lines between humans and computers bring opportunities for research? We present three metaphors that have been useful lenses across our field sites: considering design models as maps shows how centaurs appropriated legitimacy; looking at design models as mirrors illuminates how they sought validation in their perspectives; and treating design models as participants recognizes their opinions and agency as equivalent to other entities in these centaurs.
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•Human-centered computing → Field studies; Collaborative interaction; Ethnographic studies; User interface toolkits; •Theory of computation → Convex optimization; •Computing methodologies → Optimization algorithms;

INTRODUCTION
When you use a computer it also uses you, and in that relationship is formed a new entity of melded agencies, inseparably human and nonhuman. [22] In these relationships, there can be a feeling of powerlessness, of entrapment in the machinations one is part of. [14, 25] As designers of human-computer interactions who form such meldings, how can we describe and take responsibility for these consequences of our work?

One framework for doing so is that of “centaur chess”, a popular name for the “advanced chess” Kasparov formed after losing to Deep Blue. [23] It centers half-human half-computer centaurs, focusing on how their parts support each other through the interface between them. [30] Centaur-centered design values both humans and computers for their differences, a dyadic centaur exists only during moments of human-computer interaction, we can consider organizational centaurs as a constant “organizing” practice of human and nonhuman participants. [13, 15] Organizational centaurs represent the many blurred cognitions in the web of practices which constitute an organization. They also obstruct aspiring designers with a thicket of subjectivities, for there is something in the nature of an organizational centaur, emerging as it does from a network of interactions and relationships and so not truly present in a single edge or node, that design and HCI are not always prepared to describe. Organizational centaurs are, however, well described in the literature of sociomateriality, with its focus on the inextricability of humans, organizations, and technologies. [35]

What we sought to design and in this work describe are the organizational centaurs of conceptual engineering design. How do engineering organizations go from a high level concept (“let’s make an airplane”) to a “design”, and where are the blurred lines between humans and nonhumans in this space that present opportunities for HCI research?

Over the past six years, we have developed a toolkit (“GPkit”) for making engineering design models with an underutilized material: geometric programs, a form of convex optimization. Geometric programs can describe the function, form, and physics of an engineering system with a collection of parameters and algebraic constraints. From the beginning our goal has been to shape organizational centaurs at some of their vital interfaces, and we present here our results and observations from several different field sites. Developing this toolkit re-
The dyadic centaur, with one human (circle) and one nonhuman (square) participant. B A “discursive” motif, where the human half of a centaur spreads their conclusions to other humans. C A “centralized” motif, where a nonhuman participant links other parts of an organization.

Figure 1. The three organizational centaur motifs used in this work.

required a great respect for both the precise mathematical nature of geometric programs [10] and for the knowledges workers at each field site had of their practices [18], for these were two main kinds of cognition we aimed to blur.

Through this process, we arrived at three metaphors useful as lenses through which to see and design for organizational centaurs. Considering design models as maps points out how centaurs apportioned legitimacy, looking at design models as mirrors illuminates how centaurs sought to be validated in their perspectives, and treating design models as participants recognizes their opinions and agency as equivalent to those of other nodes in the centaur. The primary contribution of this work is our observations of the organizational centaurs of our field sites, and how they shaped these lenses.

BACKGROUND
During our process we drew upon diverse literatures. As we used each to understand our work, it also entered and changed that work: our understandings of each field site’s practices shaped those practices through communications and the technologies we carried to them. Each “technology” we made was a form of reflexivity, an attempt both to understand and to shape what we thought we understood.

Design Models
Human participants in engineering organizations use software “design models” to enumerate parameters of their designs and implement interactions amongst these parameters. Design models are often made from materials like parameterized CAD assemblies (to construct a shape from geometric constraints [28, 44]), spreadsheets (to calculate performance [33, 37]), and “mathematical programs” (to take in a desired performance and put out a design that achieves it [29]). These design model materials are all used for dyadic, discursive, and centralized motifs at various frequencies in different organizations.

Design models serve as loci for understanding what will be built, while encoding (and sometimes concealing) decisions on why [39]. This makes them an important arena for intra-organizational design politics, but just how participants’ perspectives clash and coalesce around these models depends also on the motif they are part of [9, 28]. Design models express their agency both by shaping the motif and, within a motif, by determining their outsiders and insiders, spectators and maintainers, and formal and informal power structures [18, 28].

As design models are a clear nonhuman presence in the blurred cognitions of an engineering organization, toolkits for making design models are a powerful tool for shaping and observing organizational centaurs.

GPkit as a Toolkit
Toolkits have been defined by Greenberg as providing a “vocabulary and set of building blocks” which “give people a language to think about these new interfaces, which in turn allows them to concentrate on creative designs.” [17]. Ledo, et al. [27] extended this to define toolkits as “generative platforms designed to create new interactive artifacts, provide easy access to complex algorithms, enable fast prototyping of software and hardware interfaces, or enable creative exploration of design spaces”. We have done several of these with GPkit, giving engineers the ability to rapidly build and improve interactive explorations of convex design spaces. GPkit is thus an “artifact contribution”, where “new knowledge is embedded in and manifested by artifacts and the supporting materials that describe them”, as demonstrated via the case studies and observations above [27].

GPkit as a User Interface System
This work also follows in the footsteps of other user interface systems [34]. GPkit falls under each of the three limitations of usability experiments, being a tool for expert users doing non-standard tasks over a time period of months or years. As with previous papers using this framework [19] we consider GPkit in Olsen’s framework for User Interface Systems [34]: it introduces a new task to a preexisting group of users (engineer-designers) in a preexisting situation (early-stage design), but (unlike in Olsen), GPkit also seeks to change that situation, to alter the ways in which computers are used in early-stage design.

GPkit as User Systems Architecture
GPkit sets up “paths of least resistance” [32, 34] for explaining design codes; this results in models that can be more amenable to iterative improvement than alternatives, allowing users to derive related solutions with reduced development viscosity and build on common infrastructure. Convex programs have
Field Site | Modelers | GPkit Design Models | Typical Motif
----------|----------|---------------------|------------------
Class project with (under)graduate students | 16 | Electric “air taxi” service | Dyadic
Aerospace R&D firm of 100-500 employees | 12 | Costing and sizing for airplane projects | Discursive
University researchers | 10 | Passenger jets, solar planes, other vehicles | Discursive
Industry-government-university initiative | 10 | Hybrid propulsion topologies | Dyadic
Transportation startup of 150-250 employees | 7 | Pre-production system engineering | Centralized
Class project with (under)graduate students | 3 | Gas-powered high-altitude surveillance drone | Centralized

Table 1. Overview of field sites. The “Modelers” column is an approximation of active weekly modelers during the period of study.

been inaccessible to most engineering organizations, but by making them accessible, GPkit helps increase the scale of their design models from dozens of free variables to thousands. GPkit thus lowers the threshold and raises the ceiling for design codes. The “Moving Targets” present in any use-motivated work [32] have been a fuel for the development of GPkit; we have encouraged participants at our field sites to change their goals and expectations during use so they might adopt previously untenable motifs and practices.

Sociomateriality and its influences
That organizations are shaped by their artifacts has been acknowledged academically since Marx, if not earlier, but Latour’s posthumanist analysis of this, focusing on the ever-shifting alliances between human and material agencies, provides a framework for considering the human and nonhuman as inseparable. [26] Structuration theory opposes this, claiming technology changes organizations because individuals use it as an occasion for reshaping their organization, which then reshapes them and so on until it is humans and organizations whose agencies are inseparable. [4]

Sociomateriality attempts to synthesize both perspectives, holding individual, organizational, and material agencies as fundamentally inseparable and occurring only in concert. [5, 20, 35, 36] This presents challenges for many methods of description and analysis.

METHODS
One of the main difficulties sociomateriality can present to a designer is its epistemology, its paradigm of where truths come from. Sociomateriality is interpretivist, and considers reality to be socially constructed. [11] This paradigm is fundamentally different from the positivism common in design and HCI, which consider reality as existing independently, such that subjective perspectives are only limitations of an objective truth. [12] Interpretivism centers context and criticality, de-centers objectivity and generalizability, and strives for a rigorous humility. If the purpose of much HCI and design research has been to say “this is the technology we made”, how do we accept not being the sole, or even the primary, authorities on that? As developers we tend to see ourselves at the center of “our” technology’s use, and would like to take responsibility for all of our field sites’ positive and interesting outcomes while ignoring the negative, unethical, or uninteresting ones. To address the limitations of our perspective, we describe in the rest of this paper what we’ve made in the form of vignettes which are explicit about the roles we played, and try to include positive, negative and ambiguous outcomes.

Additionally, interpretivist researchers often prefer to describe what they see rather than prescribe what should be. Design and HCI, on the other hand, can seem at times more comfortable prescribing solutions than describing observations of prototypical use. But this confidence that technologies can be improved, that designers can learn to grapple with “wicked problems” seems to us both valuable and necessary. [24, 38] As part of our care to incorporate our subjectivities into this work, it seems to us important to say what we think should be done.

In an attempt to “handle the balance between [being] a member of the implementation team and an observer” [41] in our field sites (see Table 1), this text tends towards the confessional. So: we derived, we coded, we documented, we maintained; we demonstrated, we helped, we supported, we explained; in the end, we are left with some kind of technology expressed variously across field sites, and how we chose to understand its actors and actions.

RESULTS
To describe our toolkit’s shaping of organizational centaurs we use three guiding metaphors [31]. Considering design models as maps points out how these centaurs apportioned legitimacy, looking at design models as mirrors illuminates how centaurs sought to be validated in their perspectives, and treating design models as participants recognizes their opinions and agency in the design process.

Design Models as Legitimizing Maps
A common metaphor in design is “exploration”, sometimes in frankly colonialist promises of the “untapped territories” accessible with new technology. Design models serve these explorers as maps permitting navigation in lands of possibility; what or who are represented by them shapes the process of design. Kaplan’s study of a telecommunications design process call such determinings of legitimacy, often through the exclusion of alternative perspectives, “cartography”. [21]

As a toolkit designer, cartography forms an essential and powerful part of how you shape organizations by your work, and you are implicated in this use. For you make materials of which such maps are made and improved, from early sketches of “here be dragons” to later ones so fine and detailed they may seem a substitute for reality itself.

Cartography is fraught: maps always tempt mistaking them for the territory they represent. After all, the legitimacy of a map often rests in its claim to show reality. So too with engineering design models, many of which are called “simulations” and
used to support design decisions by their claims to approximate the “real world”. Because of this rhetoric of realism, simulations are caught in the paradox, of wanting to perfectly capture the detail of the world but needing, to be practical, to be a compressed and portable version of it. Instead of space (as with the map of Borges’ story, that grew so large as to be laid out one to one over the land it represented [7]), the resources simulations expand into are time and computation; it can take as long (and as much electricity) to do a detailed computational fluid dynamics simulation as to make a physical prototype and test it in a wind tunnel. In the face of this trade-off modelers make maps of their maps, known as “surrogate models”, to quickly estimate the approximations of a slow simulation, helping it fit better into the timescales of a design process. Modelers also make “low fidelity” models directly. Despite deviating from it, both surrogation and fidelity still enshrine their ideal of truth as the one-to-one map.

Simulations are the baseline design model, and with them the assumption that the model’s legitimacy derives from its proximity to an objective reality. With GPkit, we sought to encourage design models to focus instead on the subjective reality of a particular organization and project.

In one memorable incident, this deviation from the simulationism led to a GPkit model being seen as an epistemological affront. Some design participants at one of our field sites asked their primary modeler to run an analysis on the effects of changing one part for a worse version. As later relayed to us by that modeler, the resulting speeds proved better than they expected; they asked the modeler why and were taken aback to learn the design model had reconfigured the entire transportation system to accommodate this worse part. With some emotion, they replied “that’s unfair!” After a pause for thought, they added “because it’s unscientific!” They felt marginalized by the nature of this design model; parameters they’d thought of as necessarily inputs were represented as outputs. The emotion of their response came in some part from the unexpectedness of their marginalization; design models they’d interacted with before had constructed a virtual reality for designs where each part was “manufactured” independently, then set in motion, and so this model that did not do so seemed illegitimate. By itself, this might not have been an issue; but in the centralized centaur motif common in this organization, they perceived a threat of the model delegitimizing them and so seized upon their connections in the present discursive motif and tried to exclude the model for being un-scientific. In this case, the design model had more power than the affronted, and so, other than reassurance that they were not being delegitimized, their protests were unaddressed and ultimately forgotten. But how did this design model acquire such legitimacy?

One straightforward way acquire legitimacy is to confirm or further other’s opinions, as with the Dieppe world maps made for French royalty showing vast fictitious islands available for colonizing. [8] A researcher at a different field site once came to us with frustrated certainty that the jet engine component of their design model was “too brittle”: “The plane is being entirely designed around the engine! [...] changing the plane model doesn’t change the optimal engine at all; changing the optimal engine model completely changes the plane. It’s like an engine with a stick attached.” Part of their frustration was that, while they had become certain of this by solving for various points, they lacked confidence in their ability to convince their colleague who developed the engine model. We introduced into GPkit a visualization of the relative importance of each submodel to the optimal solution, and produced for them the exact map of Figure 2. It was a vindication: here,
clearly labeled, they saw confirmation of their design model’s sensitivity to the engine to the exclusion of the rest of the airplane. It turned what had seemed like an insubstantial sensation into something they were confident of presenting to others.

Another time, a firm hired a researcher explicitly to use GPkit for validating (but not critiquing or modifying) previous decisions on a rather novel airplane design; a direct request for a map whose only purpose was legitimation through confirmation. Such a request was conceivable because, as modelers well know, any search for reality in a design model can be prone to confirmation bias, wishful thinking, and typographical errors. What is produced is always partly a fantasy. Early in a gas-powered surveillance drone class project at one of our field sites, a design model found a curious way of flying; accelerating as it increased in altitude, but unexpectedly keeping the same speed even as it spent fuel and became lighter. The culprit turned out to be a single variable, the Reynolds number (a standard engineering characterization of fluid flow), which had been incorrectly specified as a scalar rather than as a vector. The model was thus, in following this specification, finding an optimal single Reynolds number it could maintain across all modes of flight, making the airplane’s speed a function only of its altitude. Years later, the image of this plane striving to achieve a fantastically consistent Reynolds number is still considered extremely comedic by some of the teaching faculty. Of course, as the toolkit designer, the way fantasies are constructed through your work is part of your design, and something that you may feel implicated in. Our first author, in providing support to this class, developed a syntax to make such fantastic oddities easier to avoid. But they had not anticipated assisting a project whose stated surveillance target of disaster-response mapping was probably at best a secondary objective for the “client” funding the class, and felt caught between the fantasies of students, staff, and client and their own professional, pedagogical, and ethical responsibilities.

As maps, design models can be taken over-literally, and act to change participant’s perceptions of truth despite being made from fantasies and temporary perspectives. But design models also provide a site and opportunity for participants to reflect on and develop their perspectives; they are maps, but they are also mirrors.

Design Models as Validating Mirrors
Design models reveal modelers to themselves, with various distortions. This was apparent in the affront above; those affronted looked into the plots and saw the vehicle they were designing travel, stop to have one part replaced, then travel again. Their shock at realizing the train had reconfigured itself around the second part was akin to the dysmorphia of seeing your reflection reconfigure itself in the mirror. [40] As a toolkit designer, seeing design models as mirrors thus requires a consideration of the surfaces they present for reflection.

For instance, the mathematics of geometric programs optimization allowed for the kind of flexibility between inputs/outputs, requirements/objectives, and statics/dynamics that human designers sometimes have, and this was essential to the epistemological affront above. Participants’ attempt to define simulation as a fairer, more scientific comparison came from seeing the swapping of the dozen or so parameters of the part as an appropriately minimal change, since thousands of other parameters concerning the construction of the system were held still, “controlled”. But for optimization algorithms, an engineering system is a network of constraints which interlink to determine the values of those thousands of parameters. When the small number of constraints relating to that part were changed, the model let thousands of construction parameters shift because to do otherwise would require changing the hundreds of other constraints held “controlled”. To those affronted, this was a funhouse distortion, but to the modeler it was a reflection of their perspective on the nature of the vehicle’s design.

Particulars of convex optimization programs are perhaps where our advice is both most technical and least generalizable, though we encourage the reader to recognize qualities like these in technologies you shape. Another property of convex optimization programs is that they have relatively few and obvious assumptions; thousands of parameters are often determined by hundreds of individually-straightforward algebraic constraints and a choice of objective function. This efficiency is implicated in both the affront and the constant-Reynolds comedy above. Despite their size, convex programs respond on the order of seconds, speeding human processes of intuition-building and reflection. The convex geometric programs with which we worked also provide a “dual solution”, giving in addition to optimal parameter values the sensitivity that result to each constraint. Knowledge of such sensitivities are something human modelers tend to build, although they sometimes (as in the “engine with a stick attached”) can seem insubstantial without a method of reflection. As modelers come to know this surface of their models we see cognition blur. The confirming sensitivity map was a frustrated thought from the human side and a contextless knowledge from the nonhuman one; as a thought it exists between them.

For the organizational centaurs of conceptual engineering, design also involves a great deal of group reflection. Discursive centaurs often occur in the practice of “design reviews”, in which design participants present their perspectives and decisions to other participants. At one aerospace R&D field site, an engineer said they used GPkit primarily for “interactive presentations of novel design spaces”. Because convex programs have fewer assumptions, it is easier to validate them; because they’re fast, it’s possible to resolve them live, and because solutions are explainable through their dual, participants in the audience (who often have more opinions on the expected tradeoffs of a design than on its exact parameter values) can more quickly critique a new model.

One property of convex programs which reflected discursive and centralized centaurs much more than dyadic ones: their requirement for ontological specificity through explicitly coded assumptions. Baldwin famously noticed that modular decomposition of a design often corresponds to the organizational structure of its designers, [3] but what occurs when that structure is made more legible to participants? We have seen in several field sites conversations around convex design models begin incorporating explicit discussions of such ontolo-
Design Models as Opinionated Participants

This leads us to consider design models as participants in the design process. Set-based design holds that design processes are a continuous narrowing (through the expertise of workers) of an initially vast design space, ending when only a single design remains. [16] On an organizational level, set-based design sees the role of participants as being to set constraints in the space of possible designs (such as “we certainly won’t be able to/don’t want to” go faster than this”), and so encourages organizations to make it easy for each worker to add constraints, and difficult for others to remove them. In other words, set-based design frames the organization as a mathematical program where each worker is seen as a distinct and self-improving constraint. Each worker is treated as if they were a design model.

Imagine asking “how do you know your design’s parameters?” of a human design participant. They may consider themselves the authority on some parameter: whatever they say such a parameter is, it is. They’ll likely recognize coworkers as authorities on other parameters, but they’re also likely to recognize particular design models as authorities on some parameters: “once we give it beam lengths, the structural analysis software tells us the stiffness.” The epistemological question of “how do you know your parameters” has become a question of locating authority in participants and models. Of course, not all design participants will have consistent answers, and there are ample opportunities for bias in setting constraints and margins. [2] There’s likely to be some contention in who has legitimate authority over particular parameters. There may also be disagreement on whether some parameters exist at all, with some design participants saying they do (“material choice is important!”), some disagreeing (“it’s too early to choose a material!”), and others abstaining or oblivious.

In a set-based design framework, the design model is seen as a dynamic consensus, a coming-together of the actors around it. It can hold the opinions of human participants just as well as those of other design models. This makes it subjective: its role here, instead of mirroring an individual, is to mirror its network, to provide the subjective consensus design space of its particular location. [16]

This social consensus can also serve as an enforcer, and this has been important to some applications of set-based design. It was relayed to the authors in conversation that its major benefit to one military organization had been reducing a pattern in which admirals assigned to a project would drastically change its priorities (“no, the most important thing in modern small craft is speed”), scrapping already-achieved design convergence, and then leave for the next admiral to come in and yank the project in yet another direction. Set-based design models prevent this by acting in a way that doesn’t follow the Navy’s regular chain of command; constraints they hold on parameters such as speed may have been established by lower-ranking officers without requiring them to disobey an admiral. That this is the agency of the model, not of the participants who created its constraints, is vital to its power over admirals; the model is less susceptible to the chain of command. Such patterns of authority occur outside the military as well, of course.

As a toolkit designer, working towards the creation of a new design participant requires a kind of boundary-setting. As soon as a design model becomes part of an organization, it is a stranger. It knows things, and has relationships with other design participants, that you do not. You have to visit it regularly to catch up and hear its thoughts, and your knowledge of its construction only takes you so far in these interviews. The design model will never again be something you can fully know. This is, in fact, something to strive for; the level to which you as an outsider can grasp the model’s meaning from your knowledge of its toolkit is also the level to which it does not represent a nuanced local consensus.

One corollary of seeing design models as participants is to see them as automating replacements for humans (or vice-versa [42]). This is often seen with topology optimization, a family of structural design algorithms which produce fantastically organic forms like that in Figure 3. [6] The weight-savings achieved by combining this software with skilled human designers provokes a fantasy of replacing those human designers; the characteristic shape of this kind of optimization’s geometries has been called “the aesthetic of the computer”, when it is really a blurred cognition, the combined aesthetic of the algorithm and its culture of use (the choice of voxel density, shapes, and loading conditions). That is to say, topology optimization’s wonderful results are produced by centaurs, but these centaurs are often seen only for their nonhuman actors.
While observations of use can present honest muddlement, would allow for an apportioning of relative legitimacy that (for a centralized motif) a system of incrementally updating the internal “building blocks” or templates might aid this, as might particular context it is used in? Organizational development of opinions while becoming a better listener, more attuned to the ers as an equal participant? How can it keep its fluid aesthetic? How might topology optimization better collaborate with other motifs of organizational centaurs as users, and our metaphors as lenses suggesting effective designs.

Topology Optimization as a Map
Imagine a tool that attempted to present the fundamentally foamy (variable-density voxel) reality of topology optimization to an organization. How might a topology optimization serve to affront or confirm participants’ perspectives? Topology optimizations already serve well as fantasies, but their fixation on building authority through realism has prevented them from the collaborative possibilities of their visual surrealism; they seem well suited to a series of provocative “what-ifs”, and an algorithm that intentionally processed multiple scenarios in parallel might be able to achieve some speed improvements. For a discursive centaur, the ability to show multiple options would allow for an apportioning of relative legitimacy that might increase the legitimacy of the model eventually chosen.

Topology Optimization as a Mirror
For a centralized centaur, where participants collaborate on a shared model, the multiple-scenario algorithm mentioned above might mirror their differences in perspective or priorities. For discursive or dyadic motifs we note that topology optimization proceeds through iterated solves converging on a solution; perhaps single iterations could be used as a notion of “pressures” on an existing CAD model, or drawn quickly enough that modelers could work more interactively, blurring the cognition of structural design decisions.

Topology Optimization as a Participant
How might topology optimization better collaborate with others as an equal participant? How can it keep its fluid aesthetic opinions while becoming a better listener, more attuned to the particular context it is used in? Organizational development of internal “building blocks” or templates might aid this, as might (for a centralized motif) a system of incrementally updating the topology-optimized parts as the rest of the geometry changes. The question of how topology optimization might grow from working with experienced structural engineers (as it has from working with experienced structural-analysis researchers) is an important one here, but would require creating prototypes and releasing them in a field site to become strangers.

CONCLUSION
In this work we have described our observations of organizational centaurs in engineering organizations and our attempts to shape them through developing a toolkit for design models. Seeing design models shape legitimacies as maps, reflect particularities of thought as mirrors, and join design processes as opinionated participants shaped our observations, and we’ve attempted to playfully and confessionally present our perspective by weaving metaphors and vignettes into a thick subjectivity. But just describing is only half our goal; we hope also to show the benefits of actively using these metaphors as lenses during a design process. Designing for these more-than-human organizational centaurs can be fraught, but we think these lenses provide a humble clarity; this is necessary as we as designers begin to take responsibility for the implications and melded agencies of our designs.
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