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Abstract

This work presents a fraud and abuse detection framework for streaming services by modeling user streaming behavior. The goal is to discover anomalous and suspicious incidents and scale the investigation efforts by creating models that characterize the user behavior. We study the use of semi-supervised as well as supervised approaches for anomaly detection. In the semi-supervised approach, by leveraging only a set of authenticated anomaly-free data samples, we show the use of one-class classification algorithms as well as autoencoder deep neural networks for anomaly detection. In the supervised anomaly detection task, we present a so-called heuristic-aware data labeling strategy for creating labeled data samples. We carry out binary classification as well as multi-class multi-label classification tasks for not only detecting the anomalous samples but also identifying the underlying anomaly behavior(s) associated with each one. Finally, using a systematic feature importance study we provide insights into the underlying set of features that characterize different streaming fraud categories. To the best of our knowledge, this is the first paper to use machine learning methods for fraud and abuse detection in real-world scale streaming services.

1 Introduction

Today, streaming services serve content to millions of users all over the world. Most of these services allow users to stream or download content across a broad category of devices including mobile phones, laptops, and televisions; however, with some restrictions in place, such as the number of active devices, the number of streams, and the number of downloaded titles. So many users across so many platforms make for a uniquely large attack surface that includes content fraud, account fraud, and abuse of terms of service. Detection of fraud and abuse against streaming services at scale and in real-time is highly challenging.

Data analysis and machine learning techniques are great candidates to help secure large-scale streaming platforms. Even though such techniques can scale security solutions proportional to the service size, they bring their own set of challenges such as requiring labeled data samples, defining effective features, and finding appropriate algorithms. In this work, by relying on the knowledge and experience of streaming security experts, we manually define more than 20 features based on the expected streaming behavior of the users and their interactions with devices. We present a systematic overview of the abusive streaming behaviors together with a set of model-based and data-driven anomaly detection strategies to identify them.

The contributions of this work are as follows: (i) We define a set of anomalous behaviors that are common to subscription-based streaming platforms. (ii) We present a set of data featurization parameters that quantify the behavior of the clients of a streaming platform with the goal of identifying anomalous incidents. (iii) We present a wide range of semi-supervised and supervised (binary as well as multi-class multi-label) anomaly detection models and evaluate their performance for detecting anomalous incidents.

The remainder of this paper is organized as follows: in subsections (1.1) and (1.2), we present a background on anomaly detection efforts and an overview of streaming platforms. In section (2), we provide an overview of the dataset used in this work where (i) we describe the concept of heuristic as a data labeling strategy for the task of anomaly detection, (ii) we present an overview of the features, (iii) we present statistics of the dataset, and finally (iv) we explain our approach in tackling the label imbalance problem for the task of model-based anomaly detection. In section (3), we provide an overview of the evaluation metrics that are used in this work to report the performance of the model-based anomaly detection approaches. In section (4), we describe a wide range of semi-supervised as well as supervised (binary as well as multi-class multi-label classifications) anomaly detec-
tion models. Finally, in section (5), we provide the results of our model-based anomaly detection efforts.

1.1 Background on Anomaly Detection

Anomalies (also known as outliers) are defined as certain patterns (or incidents) in a set of data samples that do not conform to an agreed-upon notion of normal behavior in a given context. Detecting anomalies is used in a broad range of applications such as fraud detection, identity theft, intrusion detection, surveillance applications, robots behaviors, and healthcare. Although anomaly detection has many applications, it faces a lot of challenges in practice. The precise definition of a normal (benign) behavior is often non-trivial and imprecise. This becomes particularly important when anomalies are the result of malicious activities by adversaries who adapt their signatures in order to appear benign and stay undetected. Moreover, in many applications, the notion of normality, as well as the important signatures required to characterize benign incidents, evolves over time requiring a constant evolution of anomaly detection strategies. Another challenging aspect is the fact that the definition of an anomalous incident is context-dependent, and this makes it impractical to use a universal anomaly detection model. Furthermore, in building data-driven anomaly detection models, the scarcity of reliably labeled data samples is a common challenge. Even if labeled data samples are available, since anomalous incidents occur far more rarely than normal events, the class imbalance becomes problematic. Another significant obstacle is data featureization and selecting correct and representative features.

There are two main anomaly detection approaches, namely, (i) rule-based, and (ii) model-based. Rule-based anomaly detection approaches use a set of rules which rely on the knowledge and experience of domain experts. Domain experts specify the characteristics of anomalous incidents in a given context and develop a set of rule-based functions to discover the anomalous incidents [1–3]. As a result of this reliance, the deployment and use of rule-based anomaly detection methods become prohibitively expensive and time-consuming at scale, and cannot be used for real-time analyses. Furthermore, the rule-based anomaly detection approaches require constant supervision by experts in order to keep the underlying set of rules up-to-date for identifying novel threats. Reliance on experts can also make rule-based approaches biased or limited in scope and efficacy. Accordingly, a fair amount of expertise, both in terms of depth and breadth, should be devoted to ensuring that a set of rules are put in place which could reliably detect a broad range of anomalous incidents over time. On the other hand, in model-based anomaly detection approaches, models are built and used to detect anomalous incidents in a fairly automated manner. Although model-based anomaly detection approaches are more scalable and suitable for real-time analysis, they highly rely on the availability of (often labeled) context-specific data. Model-based anomaly detection approaches, in general, are of three kinds, namely, (i) supervised, (ii) semi-supervised, and (iii) unsupervised. Supervised anomaly detection models require a set of labeled samples as anomalous and benign for training. Given a labeled dataset, a supervised anomaly detection model can be built to distinguish between anomalous and benign incidents. In semi-supervised anomaly detection models, only a set of benign examples are required for training. These models learn the distributions of benign samples and leverage that knowledge for identifying anomalous samples at the inference time. Finally, unsupervised anomaly detection models do not require any labeled data samples, but it is not straightforward to reliably evaluate their efficacy.

1.2 Streaming Platforms

Commercial streaming platforms mainly rely on Digital Rights Management (DRM) systems. DRM is a collection of access control technologies that are used for protecting the copyrights of digital media such as movies and music tracks. DRM helps the owners of digital products prevent illegal access, modification, and distribution of their copyrighted work. DRM systems provide continuous content protection against unauthorized actions on digital content and restrict it to streaming and in-time consumption. The backbone of DRM is the use of digital licenses [4], which specify a set of usage rights for the digital content and contain the permissions from the owner to stream the content via an on-demand streaming service [5]. These usage rights entail pieces of information such as frequency or duration of access, expiration date, restriction of transfer to other devices, copy or distribution permissions, resolution of the content, and can be used to enforce certain subscription-based business models. For instance, DRM could enforce that a specific movie title can only be viewed for a certain duration, on a specific device, with a particular resolution, and in a certain geographical location. Microsoft’s PlayReady, Apple’s FairPlay, and Google’s Widevine are examples of commonly used DRM systems. The basics of digital rights management are common among different DRM types and involve four main components. With the content provider and the client being respectively the upstream and downstream components, there are two main parties involved in between, namely, the distributor, and the clearinghouse as the license server. At first, the content provider encodes the digital content into the format type that is supported by the DRM system. Afterward, the digital content becomes protected by getting encrypted and transferred to the appropriate content distributor, e.g., a streaming server, and the li-
Figure 1: Schematic of a streaming service platform: subfigure (a) illustrates device types that can be used by clients for streaming, subfigure (b) designates the set of authentication and authorization systems such as DRMs and license and manifest servers for providing encrypted contents as well as decryption keys and manifests, and subfigure (c) shows the streaming service provider, as a surrogate entity for digital content providers, that interacts with the other two components.

cence that contains the content decryption keys is sub-
mitted to the clearinghouse. Finally, on the client’s side, a request is sent to the streaming server to obtain the pro-
tected encrypted digital content. In order to stream the
digital content, the user requests a license from the clear-
inghouse that verifies the user’s credentials. Once a li-
cense gets assigned to a user, using a Content Decryption
Module (CDM), the protected content gets decrypted and
becomes ready for preview according to the usage rights
enforced by the license [6]. A decryption key gets gen-
erated using the license, which is specific to a certain
movie title, can only be used by a particular account on a
given device, has a limited lifetime, and enforces a limit
on how many concurrent streams are allowed. Accord-
ingly, a key cannot be captured and used to decrypt other
movie titles for other clients and devices. In summary,
DRM systems (i) provide encryption of the content in or-
der to prevent unauthorized access, (ii) provide decryp-
tion key management, and (iii) deliver and manage the
conditional access control of the clients [7]. DRM sys-
tems, and in particular the license servers, also have ac-

cess to the client information such as Internet Protocol
(IP) addresses and geolocation, device identity, subscrip-
tion plan, and types of devices.

Another relevant component that is involved in a
streaming experience is the concept of manifest. Manif-
est is a list of video, audio, subtitle, etc. which comes
in the form of a few Uniform Resource Locators (URLs)
that are used by the clients to get the movie streams.
Manifest is requested by the client and gets delivered
to the player before the license request, and it itemizes
the available streams. Manifest also shares with the de-
vice the information about resolutions and bitrates that
are available and then the device chooses a compatible
stream. Moreover, the possibility of changing or cus-
tomizing the manifest dynamically, at a per-client level,
makes it possible to tailor the streaming experience.

In this work, we devote the main attention to the
communication between the clients of streaming service
providers with the DRM systems, and the main focus is
given to the license-time behaviors and the associated in-
teractions between the clients and the license distributing
servers.

2 Dataset

In this part, we discuss different aspects of the dataset
that is used in this work. First, we provide an overview
of our proposed data labeling approach in the form of
rule-based heuristics and a list of streaming fraud cate-
gories. Next, we discuss the data featurization strategy
along with a list of features that are considered in this
work. Afterward, we present the overall statistics of the
dataset. Finally, we describe our strategy in tackling the
label imbalance problem that is common to anomaly de-
tection tasks.

2.1 Data Labeling

With the constantly growing capacity of data acquisition
systems, an immense amount of data becomes readily
available for the rapidly expanding data-driven model-
ing tasks. Considering the fact that supervised as well as

semi-supervised machine learning models highly rely on
reliably labeled samples, data labeling is deemed a cru-

cial yet challenging task, especially for real-world and
industrial applications.

The main approaches of labeling data samples are: (i)
using a trained subject matter expert (SME) for hand-
labeling the samples [8]; (ii) using structural a priori
domain-specific rule-based assumptions about the labels
corresponding to the data samples [9]; (iii) employing
weakly supervised learning [10] for instance when (a)
a small subset of data is labeled, or (b) coarse-grained
labels exist (inexact supervision), or (c) the given labels
are not always ground truth (inaccurate supervision); (iv)
applying the transfer learning (TL) technique to use the
models that are already trained on a similar task in or-
der to label the unlabeled data samples [11]. Such tech-
niques have been used for data labeling in different ar-

eas of research such as disease diagnosis by medical
images [12–14], speech recognition [15], object detec-
tion [16], text classification [16,17], remote sensing [18]
anomaly detection [19], image classification, and video
labeling [20]. Considering the data labeling approaches (i) to (iv) and acknowledging the fact that fully engaging the domain experts in the task of data labeling is labor-intensive, costly, and time-consuming, it is alternatively desired to automate the data labeling task and minimize the involvements by experts.

For the task of anomaly detection in streaming platforms, as we have neither an already trained model nor any labeled data samples, we use the approach (ii), i.e., structural a priori domain-specific rule-based assumptions, for data labeling. Accordingly, we define a set of rule-based heuristics used for identifying anomalous streaming behaviors of clients and label them as anomalous or benign. The fraud categories that we consider in this work are (i) content fraud, (ii) service fraud, and (iii) account fraud. With the help of security experts, we have designed and developed heuristic functions in order to discover a wide range of suspicious behaviors. We then use such heuristic functions for automatically labeling the data samples. The labels of the data samples could correspond to one or multiple incidents of the three aforementioned fraud categories. We then use the labeled samples to build machine learning models. Even though the heuristic functions can discover some anomalous incidents, they can never replace the machine learning models. With the use of machine learning models we can carry out anomaly detection at scale and in real-time, discover new anomalous patterns with sophistication levels beyond what heuristics can ever discover, do feature importance studies to gain insights into the streaming signature of users, capture the evolution of anomalous behaviors over time, and finally, identify novel unforeseen anomalous incidents in the future.

Function (1) presents a pseudo-code for labeling anomalous accounts using the heuristic functions. Each heuristic function takes as its input the account-level streaming data and returns a binary label (i.e., anomalous or benign) indicating whether or not the user is considered anomalous with respect to that heuristic. We have built several dozen different in-house heuristics, each focusing on a specific anomalous streaming signature. Accordingly, each anomalous user gets tagged by one or more than one of the heuristics. Finally, we map the heuristic-level labels to the three aforementioned fraud categories, i.e., content fraud, service fraud, and account fraud. As mentioned before, such label mapping can result in data samples with labels corresponding to one or multiple fraud categories.

In order to label a set of benign (non-anomalous) accounts a group of vetted users that are highly trusted to be free of any forms of fraud is used. As an example of a heuristic function, in Function (2), we present a simple and intuitive heuristic that is based on the fact that households commonly watch only a couple of movies in a single day. This means that the majority of users are expected to acquire less than a dozen movie licenses per day. This heuristic by itself is not indicative of an anomalous behavior as highly active members and large households could end up acquiring hundreds of playback licenses within a couple of days. However, acquiring an egregiously high number of playback licenses in a single day can be an indication of anomalous activities. The pseudo-code snippet presented in Function (2) expresses such a heuristic that by relying on the number of acquired playback licenses tags accounts as anomalous or benign. In this example, we assume that the account-level statistics are calculated and the heuristic is simply a function that takes the account information and tags an account as anomalous or benign. The threshold is a hyperparameter that is set by the security experts and is commonly based on analyzing the historical data distributions.

| Function 1: finding anomalous accounts using heuristic functions |
|---------------------------------------------------------------|
| 1: function LABELING_ANOMALIES(accounts_data, accounts_ids)  |
| 2: tagged_account_ids_and_heuristics = []                    |
| 3: for (X, y) in (accounts_data, accounts_ids) do            |
| 4: for h in Heuristics do                                    |
| 5: if (h(X).anomalous == True) then                           |
| 6: taggedAccountIDs_.heuristics += [(y, h.name)]             |
| 7: else                                                      |
| 8: continue                                                  |
| 9: end if                                                    |
| 10: end for                                                   |
| 11: end for                                                   |
| 12: return taggedAccountIDs_.heuristics                      |
| 13: end function                                             |

| Function 2: a heuristic for tagging accounts acquiring too many licenses in a day |
|---------------------------------------------------------------|
| 1: function MANY_LICENSES_HEURISTIC(accounts_data, thresh) |
| 2: |> inputs:                                                 |
| 3: | accounts_data                                               |
| 4: | threshold of license counts per account in a day             |
| 5: |> output:                                                 |
| 6: | accounts acquiring more licenses than the threshold value   |
| 7: | tagged_account_ids = set( )                                 |
| 8: | for (X, y) in (accounts_data, accounts_ids) do              |
| 9: | if X.license_ent > thresh then                              |
| 10: | tagged_account_ids.add(y)                                   |
| 11: | end if                                                      |
| 12: | end for                                                     |
| 13: return tagged_account_ids                                |
| 14: end function                                             |

Heuristics can be more complex and rely on streaming signatures that are beyond the account level statistics. For example, more complex heuristics can use some precomputed aggregated mappings that account for very complex streaming patterns. In summary, heuristics are a very powerful and intuitive way for security experts to characterize the occurrence of potential anomalies and could as well serve as a way of labeling data samples.
Another upside to generating heuristics is that they can be highly informative for feature engineering.

Next, for confidentiality reasons we only share three more examples of our in-house heuristics that we have used for tagging anomalous accounts:

(i) **Rapid license acquisition**: a heuristic that is based on the fact that benign users usually watch one content at a time and it takes a while for them to move on to another content resulting in a relatively low rate of license acquisition. Based on this reasoning, we tag all the accounts that acquire licenses very quickly as anomalous.

(ii) **Too many failed attempts at streaming**: a heuristic that relies on the fact that most devices stream without errors while a device, in trial and error mode, in order to find the “right” parameters leaves a long trail of errors behind. Abnormally high levels of errors are an indicator of a fraud attempt.

(iii) **Unusual combinations of device types and DRMs**: a heuristic that is based on the fact that a device type (e.g., a browser) is normally matched with a certain DRM system (e.g., Widevine). Unusual combinations could be a sign of compromised devices that attempt to bypass security enforcements.

For confidentiality reasons we do not share the threshold values used in the example heuristics provided above. It should be noted that the heuristics may not be completely accurate and they might wrongly tag accounts as anomalous (i.e., false-positive incidents), for example in the case of a buggy client or device. However, the heuristics work as a great proxy to embed the knowledge of security experts in tagging anomalous accounts. The presented results in section (5) show that our in-house hand-picked set of heuristics are indeed effective.

### 2.2 Data Featureization

In the dataset that we consider for this work, each sample consists of a cross-sectional set of 23 distinct continuous numerical non-categorical features gathered over a time window of a day which collectively characterize the daily streaming behavior of an account. The features considered in this work and their corresponding descriptions are presented in Table (1). The features mainly belong to two distinct classes. One class accounts for the number of distinct occurrences of a certain parameter/activity/usage in a day. For instance, the `dist_title_cnt` feature characterizes the number of distinct movie titles streamed by an account. The second class of features on the other hand captures the percentage of a certain parameter/activity/usage in a day. For instance, the `drm_type_a_pct` feature characterizes the percentage of type (a) DRMs among different DRM types that have been used by an account for streaming. Due to confidentiality reasons, we have partially obfuscated the features, for instance, `dev_type_a_pct`, `drm_type_a_pct`, and `end_frm_t_a_pct` are intentionally obfuscated and we do not explicitly mention devices, DRM types, and encoding formats.

### 2.3 Data Statistics

In this part, we present the statistics of the features presented in Table (1). Over 30 days, we have gathered 1,030,005 benign and 28,045 anomalous accounts. The anomalous accounts have been identified (labeled) using the heuristic-aware approach presented in section (2.1). Figure (2a) shows the number of anomalous samples as a function of fraud categories with 8,741 (31%), 13,299 (47%), 6,005 (21%) data samples being tagged as content fraud, service fraud, and account fraud, respectively. Figure (2b) shows that out of 28,045 data samples being tagged as anomalous by the heuristic functions, 23,838 (85%), 3,365 (12%), and 842 (3%) are respectively considered as incidents of one, two, and three fraud categories. This means that only a small portion of the anomalous samples (i.e., only 3%) fall under all of the three fraud categories, whereas the majority of the anomalous samples (i.e., only 85%) belong to only one fraud category.

Figure (3) presents the correlation matrix of the 23 data features described in Table (1) for clean and anomalous data samples. As we can see in Figure (3) there are positive correlations between features that correspond to device signatures, e.g., `dist_cdm_cnt` and `dist_dev_id_cnt`, and between features that refer to title acquisition activities, e.g., `dist_title_cnt` and `license_cnt`. We have carefully considered such correlations between the features
and investigated the influence of removing or keeping the highly correlated features on the accuracy of machine learning based anomaly detection efforts presented in the following sections.

### 2.4 Data Imbalance

Figure (2a) indicates a class imbalance as the anomalous tagged accounts are not equally distributed across the three fraud categories. It is well known that class imbalance can compromise the accuracy and robustness of the classification models. Accordingly, in this work, we use the Synthetic Minority Over-sampling Technique (SMOTE) [21, 22] to over-sample the minority classes by creating a set of synthetic samples. Figure (4) shows a high-level schematic of Synthetic Minority Over-sampling Technique (SMOTE) with two classes shown in green and red where the red class has fewer number of samples present, i.e., is the minority class, and gets synthetically upsampled.

Function (3) in the Appendix section presents the pseudo-code for binary class SMOTE over-sampling. For the case of anomaly detection where there are multiple anomaly groups and one or more anomaly groups could be associated with a single account (i.e., multi-class multi-label anomaly detection) we use the Multi-label SMOTE (MLSMOTE) [23, 24] which is similar to the regular SMOTE, whereas the so-called label imbalance ratio (LIR) plays a role in its upsampling procedure. The label imbalance ratio (LIR) for a given label \(i\) among \(L\) different labels is defined as

\[
\text{LIR}_i = \frac{\max \{\text{count of label } j\}}{\text{count of label } i}, \quad \text{with } i, j \in \{1, \ldots, L\},
\]

where the minimum value of LIR is unity and the larger the value of LIR for a given label, the more imbalanced the dataset is with respect to that specific label. In a label-balanced dataset, the LIR would ideally be unity for all the labels. In this work, we carry out MLSMOTE on the multi-class multi-label dataset with a maximum critical threshold value of \(\text{LIR}_{cr} \approx 1\) for the imbalance ratio of the labels. Function (4) in the Appendix section shows the pseudo-code for MLSMOTE. Figures (5a) and (5b) respectively show the number of tagged anomalous accounts and the label imbalance ratio across the three fraud categories before and after carrying out MLSMOTE. As it can be seen in Figure (5b) the two minority fraud categories of content fraud and account fraud have respectively label imbalance ratio values of around 1.5 and 2.2 before upsampling, whereas after carrying out upsampling the label imbalance ratio for all three fraud categories approaches unity.

### 3 Evaluation Metrics

In this work, for evaluating the performance of the anomaly detection models we consider a set of evaluation metrics and report their values. For the binary anomaly detection task, such metrics are accuracy, precision, recall, \(f_{0.5}, f_1,\) and \(f_2\) scores, and area under the curve of the receiver operating characteristic (ROC AUC). With TP, FP, and FN respectively being the true-positive, false-positive, and false-negative rates, the precision and recall are respectively expressed as

\[
\text{precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}, \quad (2a)
\]

and

\[
\text{recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}, \quad (2b)
\]

Once the precision and recall values are found, the \(f_\beta\) scores can be calculated as

\[
f_\beta = \frac{(1 + \beta^2) \text{precision} \times \text{recall}}{\beta^2 \text{precision} + \text{recall}} \quad \text{with } \beta \in \{0.5, 1, 2\}. \quad (3)
\]

For the multi-class multi-label anomaly detection task where each sample can belong to one or more than one of the three fraud categories the definition of precision, recall, and \(f_\beta\) are different. In a multi-class multi-label case assume that the associated labels with the sample \(j\) be represented as a one-hot label vector \(y_j = [l_1, l_2, l_3, \ldots, l_c]\) with \(c\) being the total number of considered classes and \(l_i \in \{0, 1\}\) being the one-hot encoding set for label \(l_i\). As an example if sample 1 only belongs to class 1 and \(c\) (a two-label sample), its corresponding one-hot label vector becomes \(y_1 = [1, 0, 0, \ldots, 1]\). If \(\hat{y}_j\) denotes the predicted label vector for a sample \(j\) with the ground-truth label vector of \(y_j\), the precision and recall can be expressed as

\[
\text{precision} = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i \cap \hat{y}_i|}{|y_i|}, \quad (4a)
\]

and

\[
\text{recall} = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i \cap \hat{y}_i|}{|\hat{y}_i|}, \quad (4b)
\]

with \(N\) being the total number of samples in the dataset. The numerator in the expressions for precision and recall is the number of labels in the predicted label vector (\(\hat{y}\)) that match those of the ground truth label vector (\(y\)). In precision, the ratio computes how many of the correctly predicted true labels are actually in the ground truth labels, whereas in recall the ratio gives the fraction...
of the ground truth labels that are predicted correctly. After evaluating the values of precision and recall, the $f_β$ score can be calculated using Equation (3). In the multi-class multi-label task we consider five other evaluation metrics as well, namely, exact match ratio (EMR) score, Hamming loss, and Hamming score. The EMR simply quantifies the counts of the samples that all of their labels have been predicted correctly. Hamming loss is the ratio of wrong labels to the total number of labels, and Hamming score is a label-based accuracy expressed as

$$\text{Hamming Score} = \frac{1}{N} \sum_{i=1}^{N} \frac{|\hat{y}_i \cap y_i|}{|\hat{y}_i \cup y_i|},$$  \hspace{1cm} (5)$$

where $\hat{y}$ and $y$ are the predicted and ground truth label vectors, respectively.

4 Model-Based Anomaly Detection

In this section, we briefly describe the modeling approaches that are used in this work for anomaly detection. We consider two model-based anomaly detection approaches, namely, (i) semi-supervised, and (ii) supervised as presented in Figure (6). Given a set of $N$ data samples as $X = \{x_1, \ldots, x_N\}$ with $x_i \in \mathbb{R}^D$ and $D$ being the number of features, a model-based anomaly detection can be considered as a mapping function $\Psi(\cdot) : X \rightarrow T$, and provides a distinction between the anomalous samples and the normal data instances.

4.1 Semi-Supervised Anomaly Detection

Semi-supervised anomaly detection approaches have the advantage of only requiring a benign set of data samples at the training stage, and are of interest in scenarios where reliably labeled anomalous samples are difficult to obtain, whereas reliably labeled benign samples exist. The key point about the semi-supervised model is that at the training step the model is supposed to learn the distribution of the benign data samples so that at the inference time it would be able to distinguish between the benign samples (that has been trained on) and the anomalous samples (that has not observed). Then at the inference stage, the anomalous samples would simply be those that fall out of the distribution of the benign samples.

The main approaches for semi-supervised anomaly detection are as follows. (i) One-Class methods such as One-Class Support Vector Machine (OC-SVM) [25] which constructs a smooth boundary around the major probability mass of data; Isolation Forest (IF) [26]...
where a dataset is organized into a binary search tree and anomalies tend to be inserted at a lesser depth in a tree compared to benign samples; Elliptic Envelope (EE) [27] which generates an elliptical space around the central mass of the data in order to contain most of the normally distributed data; Local Outlier Factor (LOF) [28, 29] which measures the local deviation of data; and (ii) deep neural autoencoders. The performance of One-Class methods could become sub-optimal when dealing with complex and high-dimensional datasets. However, supported by the literature, deep neural autoencoders can perform better than One-Class methods on complex and high-dimensional anomaly detection tasks. Deep neural autoencoders could be used either as a standalone feature extractor unit or in a hybrid manner where autoencoder extracts deep features and then feeds them to a separate anomaly detection unit such as an OC-SVM. However, since the hybrid approach extracts the deep features using an autoencoder and then feeds them into a separate anomaly detection unit, it fails to influence the representational learning in the hidden layers.

In this work, as the One-Class anomaly detection approaches, we use the One-Class SVM, Isolation Forest, Elliptic Envelope, and Local Outlier Factor. As the deep neural autoencoder, we use a fully connected autoencoder shown in Figure (7) where the encoding layers are followed by the decoding layers and skip connections connect the encoding and decoding stages. For training, the Mean Squared Error (MSE) of the input features and their reconstructed values (i.e., network’s output) is used as the loss function.

**4.2 Supervised Anomaly Detection**

Supervised anomaly detection approaches require fully labeled data comprised of both benign and anomalous samples for training. In this work, the dataset for the supervised anomaly detection is labeled using the heuristic functions as described in subsection (2.1). Here, as the supervised anomaly detection, we carry out binary as well as multi-class multi-label classifications.

**4.2.1 Binary Classification.**

In the anomaly detection task using binary classification, we only consider two classes of samples namely benign and anomalous and we do not make distinctions between the types of the anomalous samples, i.e., the three fraud categories. For the binary classification task we use multiple supervised classification approaches, namely, (i) Support Vector Classification (SVC) approach [30] which finds the best fit hyperplane that divides and categorizes the data; (ii) K-Nearest Neighbors classification approach [31] which is a non-parametric method that classifies an object by the majority vote of its neighbors; (iii) Decision Tree classification method [32] which builds a classification model in the form of a tree structure and breaks down a dataset into smaller subsets while at the same time develops an associated decision tree incrementally; (iv) Random Forest classification approach [33] which consists of multiple decision trees and uses a bagging strategy and feature randomness when building the individual trees; (v) Gradient Boosting [34] and (vi) Ada-Boost Classifiers [35] which both are boosting algorithms that iteratively transform a set of weak learners into a strong learner; (vii) Nearest Centroid classification approach [36] which during classification assigns to a sample the label of the class of training samples with the mean (centroid) value closest to that sample; (viii) Quadratic Discriminant Analysis (QDA) classification approach [37] which uses quadratic decision surfaces to separate different classes in a dataset; (ix) Gaussian Naive-Bayes classification strategy [38] which is a probabilistic classifier that is based on Bayes theorem and assumes a strong independence between the features; (x) Gaussian Process Classifier [39] which is a non-parametric classification method based on Bayesian inference that assumes some prior distribution about the probability densities of the data and its final classification is determined as the one that provides a good fit for the observed data; (xi) Label Propagation classification method [40] which relies on the proximity of labeled and unlabeled samples in the feature space for label assignments, and (xii) XGBoost [41] which is a scalable decision-tree-based ensemble algorithm that uses a gradient boosting framework. Finally, upon doing stratified k-fold cross-validation, we carry out an efficient grid search to tune the hyper-parameters in each of the aforementioned models for the binary classification task and only report the performance metrics for the optimally tuned hyper-parameters.

**4.2.2 Multi-Class Multi-Label Classification.**

In the anomaly detection task using multi-class multi-label classification, we consider the three fraud cate-
categories as the possible anomalous classes (hence multi-class), and each data sample is assigned one or more than one of the fraud categories as its set of labels (hence multi-label) using the heuristic-aware data labeling strategy presented in subsection (2.1). For the multi-class multi-label classification task we use multiple supervised classification techniques, namely, (i) K-Nearest Neighbors, (ii) Decision Tree, (iii) Extra Trees, (iv) Random Forest, and (v) XGBoost. Similar to the binary classification part, upon doing stratified k-fold cross-validation, we carry out an efficient grid search to tune the hyper-parameters in each of the aforementioned models and report the performance metrics for the optimally tuned hyper-parameters. We also use the multi-class multi-label SMOTE upsampling technique presented in subsection (2.4) to reduce the label imbalance ratio across the fraud categories and report the evaluation metrics for multi-class multi-label fraud detection on the original as well as the upsampled datasets.

5 Results and Discussion

In this part, we present the results of the model-based anomaly detection for semi-supervised and supervised approaches. Table (2) shows the values of the evaluation metrics for the semi-supervised anomaly detection methods, namely, One-Class Support Vector Machine, Isolation Forest, Elliptic Envelop, Local Outlier Factor, and deep auto-encoder. As we see from Table (2), the deep auto-encoder model performs the best among the semi-supervised anomaly detection approaches with an accuracy of around 96% and f1 score of 94%. Figure (8a) shows the distribution of the Mean Squared Error (MSE) values for the anomalous and benign samples at the inference stage. The vertical dashed line is the threshold value for which the samples with smaller MSE values are considered benign and samples with larger MSE values are considered anomalous. We can see from Figure (8a) that the trained deep auto-encoder model can well distinguish between the distribution of anomalous and benign samples. Figure (8b) shows the confusion matrix for the deep auto-encoder model across the two classes of benign and anomalous samples. We can see that the deep auto-encoder model is confident in identifying the benign and anomalous samples with significantly low false-positive and false-negative rates. In Figure (8c), for the deep auto-encoder model, we show the Mean Squared Error (MSE) values averaged across the anomalous and benign samples for each of the 23 features. We clearly see a distinction made by the deep auto-encoder model with respect to the features considering the two anomalous and benign classes.

Table (3) shows the values of the evaluation metrics for a set of supervised binary anomaly detection models, namely, Support Vector Classification, Nearest Centroid, K-Nearest Neighbors, Decision Tree, Random Forest, Label Propagation, Gaussian Process Classifier, Ada-Boos, Gaussian Naïve-Bayes, Quadratic Discriminant Analysis, Gradient Boosting, and XGBoost. The Gradient Boosting approach outperforms the other classification models with accuracy and F-score values of around 86%. Moreover, we observe that in the binary anomaly detection task the Gradient Boosting approach as the best performing classifier achieves a balanced performance with respect to precision and recall.

Table (4) shows the values of the evaluation metrics for a set of supervised multi-class multi-label anomaly detection models, namely, k-Nearest Neighbors, Decision Trees, Extra Trees, Random Forest, and XGBoost. The values of evaluation metrics provided in parentheses correspond to the classifiers that are trained on the original (not upsampled) dataset. The XGBoost approach outperforms the other classification models with accuracy and F-score values of around 72% on the upsampled dataset and around 65% on the original (not upsampled) dataset. Moreover, we see that in the multi-class multi-label anomaly detection task the XGBoost approach as the best performing classifier achieves a balanced performance with respect to precision and recall.

Figures (9a) to (9c) show the normalized feature importance values (NFIV) for the multi-class multi-label anomaly detection task using the XGBoost approach, as the best performing classifier as Table (4), across the three anomaly classes, i.e., content fraud, service fraud, and account fraud. In Figure (9a), for the content fraud category, the three most important features are the count of distinct encoding formats (dist_enc_frm_tcnt), the count of distinct devices (dist_dev_id_cnt), and the count of distinct DRMs (dist drm cnt). This implies that for content fraud the uses of multiple devices, as well as encoding formats, stand out from the other features. For the service fraud category in Figure (9b) we see that the three most important features are the count of content licenses associated with an account (license cnt), the count of distinct devices (dist dev id cnt), and the percentage use of type (a) devices by an account (dev type a pct). This shows that in the service fraud category the counts of content licenses and distinct devices of type (a) stand out from the other features. Finally, for the account fraud category in Figure (9c), we see that the count of distinct devices (dist dev id cnt) dominantly stands out from the other features.

6 Conclusion and Future Work

In this work, we presented a framework for discovering anomalous user behaviors in streaming platforms. We introduced the concept of heuristics that leverages the knowledge of experts to label data for building machine learning models when labeled samples are missing. We
introduced three streaming fraud categories that entail abnormal incidents regarding digital content, streaming service, and user account. We presented a multi-class multi-label synthetic minority over-sampling technique to circumvent the data imbalance problem in multi-class multi-label anomaly detection tasks. We studied the use of a wide range of semi-supervised and supervised machine learning models for the task of anomaly detection. We showed that the use of a deep auto-encoder model trained only on benign samples can achieve relatively high accuracy for binary class anomaly detection. We also found out that Gradient Boosting and XGBoost achieve the highest accuracy and F-score values for detecting anomalous incidents respectively for binary and multi-class multi-label scenarios. We further showed that the accuracy of the XGBoost classifier can further increase upon upsampling the multi-class multi-label set of anomalous samples. Finally, we presented a feature importance study for multi-class multi-label anomaly detection across the three fraud categories and provided insights into the correlation between the features and the streaming fraud categories. As the future directions, we plan to explore the potential of using the one-class models as feature extractors together with multi-class classifiers. We plan to also investigate the temporal representation of streaming activities of the users and explore the
possibility of embedding time dependency into the data features.

Appendix

Function (3) presents the pseudo-code for synthetic minority over-sampling technique (SMOTE) for binary class data samples.

Function 3: SMOTE upsampling for binary classification

1: $\triangleright N$: SMOTE percentage
2: $\triangleright k$: Number of nearest neighbors
3: $\triangleright D := X_i$ with $i = 1, 2, ..., T$: Minority data
4: $\triangleright T$: Number of minority instances
5: function BINARY_SMOTE(N, k, D)
6: upsampled_samples = []
7: for $i = 1, 2, ..., T$ do
8: Find the $k$ nearest (minority class) neighbors of $X_i$
9: $\bar{N} = N/100$
10: while $\bar{N} \neq 0$ do
11: $\bar{X} \leftarrow$ select one of the $k$ nearest neighbors
12: $\alpha \in [0, 1] \leftarrow$ select a random number
13: $\bar{X} = X_i + \alpha(X_s - X_i)$
14: upsampled_samples += $\bar{X}$
15: $N = N - 1$
16: end while
17: end for
18: return upsampled_samples
19: end function

Function (4) presents the pseudo-code for synthetic minority over-sampling technique (SMOTE) for multi-class multi-label data samples.

Function 4: SMOTE upsampling for multi-class multi-label classification

1: $\triangleright k$: Number of nearest neighbors
2: $\triangleright D$: Multi-class multi-label dataset
3: $\triangleright LIR_{cr}$: maximum critical label imbalance ratio
4: function MULTILABEL_SMOTE(k, D, LIR_{cr})
5: $L \leftarrow$ set(D.labels)
6: $LIR_{cr} = 2$
7: upsampled_samples = []
8: for $l \in L$ do
9: $IR_l \leftarrow$ calculate imbalance ratio (IR) of label $l$
10: while $IR_l > LIR_{cr}$ do
11: set_samples $\leftarrow$ get all samples with label $l$
12: for $s \in set_samples$ do
13: set_neighs: k nearest neighbors of $s$ in set_samples
14: ref_neigh: a random neigh from set_neighs
15: synth_sample: HELPER(s, ref_neigh, set_neighs)
16: end for
17: D.append(synth_sample)
18: IR_l $\leftarrow$ calculate imbalance ratio (IR) of label $l$
19: end while
20: end for
21: return D
22: end function
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