A STOCHASTIC DIFFERENTIAL EQUATION BASED ALGORITHM TO SIMULATE LASER SPECKLES FOR DEEP TISSUE BLOOD FLOW IMAGING APPLICATIONS

Murali K
Department of Biosciences and Bioengineering, Indian Institute of Technology Bombay, India
Hari M Varma
Department of Biosciences and Bioengineering, Indian Institute of Technology Bombay, India
harivarma@iitb.ac.in

February 9, 2022

ABSTRACT

We present an intensity speckle simulation algorithm based on stochastic differential equations. Intensity speckles are generated with a negative exponential distribution and an exponential autocorrelation decay. The mean of the distribution is spatially varying dictated by photon diffusion to take into account of diffuse speckles. The algorithm is validated using simulation studies for both surface and deep tissue blood flow with potential applications in diffuse correlation spectroscopy.
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1 Introduction

Laser speckles have been used for quantifying both surface and deep tissue blood flow by appropriate laser illumination on tissue and measuring the scattered intensity [1, 2]. The scattered intensity is statistically quantified using either auto-correlation or speckle contrast, which is then related to blood flow using appropriate models. In addition to conventional laser speckle contrast imaging (LSCI) [3] and diffuse correlation spectroscopy (DCS) [2], several variants of laser speckle imaging system have been reported in the recent times namely multi-exposure speckle imaging (MESI) [4], diffuse speckle contrast analysis [5], speckle contrast optical spectroscopy (SCOS) [6], Multi speckle DCS (M-DCS) [7] and Interferometric DCS (I-DCS) [8]). To this end, a means of simulating speckles for the above applications is necessary.

Several methods that were reported in the past to simulate laser speckles for surface blood flow (as in LSCI) are given in Ref [9] [10] [11] [12]. One of the common approaches is to use fast Fourier transform of the phase matrix [9], which can only generate independent speckle pattern, without any correlation statistics. In Ref [10], Duncan et al., proposes a method based on Copula algorithm for generating speckle sequences for a given auto-correlation model that utilizes the concept of the quantile function and direct Fourier transform. However this method was not utilized for generating spatially varying speckle patterns. The concept of coherent imaging principles is used to generate spatially varying speckle images using predefined correlation coefficient matrices in Ref [11]. A comprehensive review of some of the methods used for generating speckles in general can be found in chapter 3 of Ref [12].

In this paper, we present an algorithm to simulate intensity speckles with a known probability density function (pdf) and auto-correlation by solving a stochastic differential equation (SDE). A SDE, in simpler terms, is an ordinary differential equation with a stochastic term, whose solution is a stochastic process. The SDE have several applications in various fields that include but not limited to, chemistry, finance, epidemiology, mechanics and microelectronics [13][14]. Here for the first time, we apply the concept of SDE to generate laser speckles for blood flow imaging application. Additionally, we also generate spatially varying diffuse speckles by incorporating the solution of photon diffusion equation along with SDE with a potential of application in deep tissue blood flow imaging.
2 Theory

Consider a SDE which consist of an ordinary differential equation along with a stochastic term given as,

\[ dx(t) = a(x(t), t)dt + b(x(t), t)dW(t); x(0) = x_0. \]  

Here \( a \) and \( b \) are called the drift and diffusion terms respectively and \( W(t) \) is the Weiner process (or Brownian motion) such that \( dW(t) \sim \sqrt{dt}N(0, 1) \). It is well known that functions \( a \) and \( b \) satisfies the Fokker-planck equation [13], which is given as,

\[ \frac{\partial p}{\partial t} = -\frac{\partial}{\partial x}(ap) + \frac{\partial^2}{\partial x^2}(b^2/2p). \]  

Here \( p \) is the probability density function (pdf) of random variable \( x(t) \). We assume that the random process is stationary, so that \( a \) and \( b \) implicitly depends on time while \( p \) is independent of time, which resulting in,

\[ \frac{\partial (ap)}{\partial x} = \frac{1}{2} \frac{\partial^2 (b^2 p)}{\partial x^2}, \]  

For \( x(t) \) to represent intensity speckles, it should have a negative exponential pdf, i.e, \( p(x) = \frac{1}{\beta} \exp(-\frac{x}{\beta}) \), where the mean and the standard deviation are equal to \( \mu \). Additionally, the auto-correlation of the intensity speckles obeys exponential decay [15]. The usual procedure to enforce this in the solution of equation (1) is to appropriately choose the parameters ‘a’ and ‘b’ using equation (3). It can be seen that, the terms \( a(x(t)) = -\alpha(x - \mu) \) will ensure a correlation decay of \( \gamma(t) = e^{-\alpha t} \), which results in the equation \( dx(t) = -\alpha(x - \mu)dt + b(x(t))dW(t) \) [16, 17].

This predetermined ‘a’ is now substituted in equation (3) along with the exponential pdf to deduce ‘b’ as follows:

\[ b^2(x(t)) = 2\frac{\alpha}{\beta} \int_0^t a(x(s))ds = 2\frac{\alpha}{\beta} \int_0^t \alpha(x(s)) - \mu \right) dx(s) = 2\alpha \mu x. \]

The resulting SDE (with a change of notation \( I \equiv x \)), is given by

\[ dI(t) = -\alpha(I(t) - \mu)dt + \sqrt{2\alpha \mu I(t)}dW(t), \]

whose solution gives the intensity speckles with aprior pdf and auto-correlation. Note that the above SDE as in equation (4) is known as Cox-Ingersoll-Ross (CIR) model \((dX(t) = -\alpha(X - \mu)dt + \sigma \sqrt{X(t)}dW(t))\) in mathematical finance, where \( X(t) \) represent the interest rate. Clearly for our case, \( I(t) \) to be positive, which is ensured by Feller’s condition, given as \( \frac{2\alpha \mu}{\sigma^2} \geq 1 \). In our case, \( \frac{2\alpha \mu}{\sigma^2} = \frac{2\alpha \mu}{\sigma^2} = 1 \) and hence \( I(t) > 0 \) for all \( t \). The resulting SDE in intensity is solved using Milstein scheme [17][18][19], given by,

\[ I_{n+1} = I_n + \alpha(I_n)\Delta t + b(I_n)\Delta W_n + 0.5b(I_n)b'(I_n)[(\Delta W_n)^2 - \Delta t], \]

with \( I_0 = \mu \) and where \( n \) is the index of time step.

Depending on the application, we can take autocorrelation to be independent on spatial co-ordinates ‘r’ (in an homogeneous sample with uniform illumination in LSCI/MESI) or dependent on ‘r’ as in diffuse speckles (DCS, DSCA, SCOS, M-DCS and I-DCS). Thus for LSCI, we have \( g_2(\tau) = e^{-\alpha \tau}, \) \( \alpha = 1/\tau_c \), where \( \tau_c \) is the characteristic decay time. The normalized intensity auto-correlation obtained by the SDE is denoted as \( \tilde{g}_2 \), defined as \( \tilde{g}_2 \equiv g_2(\tau) - 1 = e^{-2\alpha \tau} \), which can be deduced from the Siegert’s relation [1]. For simplicity, we define \( \alpha = 2 \times \alpha \), hence the auto-correlation \( \tilde{g}_2^L(\tau) = e^{-\alpha t}. \)

For DCS, we use an infinite medium solution of CDE which is of the form \( g_1^D(\tau) = e^{-K_1 \tau}/e^{-K_2 \tau} \); where \( K_1 = \sqrt{3\mu_\alpha \mu'_s + 6\mu'_s \mu'_a D_p \tau} \) and \( K_2 = \sqrt{3\mu_\alpha \mu'_s} \); Here, \( \mu_\alpha, \mu'_s \) are the absorption and reduced scattering coefficients respectively, \( k_0 \) is the wave number and \( D_p \) is the particle diffusion co-efficient. Since, we have assumed a simple auto-correlation decay of the form \( e^{-\alpha t} \) for \( I(t) \), we use a binomial approximation to simplify the normalized field auto-correlation of DCS to get \( \tilde{g}_1^D = \exp(-\alpha D \tau) \), where \( \alpha_D = \frac{6\mu'_s k_0^2 D_p \tau}{2\sqrt{3\mu_\alpha \mu'_s}} \). Hence the resulting normalized intensity auto-correlation from SDE is given as \( \tilde{g}_2^D(\tau) = e^{-\alpha D \tau} \), where \( \alpha_D = 2 \times \alpha_D \).

3 Simulation results and discussion

We have solved equation (4) for intensity speckles \( I(t) \) by implementing Milstein’s scheme given in equation (5) in MATLAB. To validate the method, we have also generated the normalized auto-correlation function \( \tilde{g}_2 \) obtained using \( I(t) \) generated by the above SDE for different \( \alpha \) values. The minimum time denoted as \( t_{\text{min}} \) in equation (4) was fixed as \( 10^{-6} \times 1/\tilde{\alpha} \), so that the entire decorrelation curve can be captured based on error analysis given in Ref [19].
Figure 1: Figure (a) shows the error in $\alpha$ obtained when using different values of $\gamma$ and from the plot the $\gamma$ was fixed as 3, wherein the error is minimal. Figure (b) shows the validity of the Binomial approximation of $g_D$ for different source detector separation $r$. The inset plot shows the error as a function of $r$.

Figure 2: Figure (a) shows the intensity speckles $I(t)$ generated by using SDE. Figure (b) shows the auto-correlation curve $\tilde{g}_D$ obtained for two different $\tilde{\alpha}$ values and are compared with the desired $\tilde{g}_D$ for surface blood flow. The mean and the variance of auto-correlation over 10 trials is shown Figure (b). The histogram of the $I(t)$ is shown in Figure (c).

maximum $t$ denoted as $t_{max}$ was fixed as $\gamma \times 1/\tilde{\alpha}$, wherein by error analysis $E(\tilde{\alpha}) \equiv \text{mean}(\text{actual } \tilde{\alpha} \text{ - fitted } \tilde{\alpha})$ of 50 trials as given in Fig 1(a), we have estimated that $\gamma = 3$ gives optimal result. The $\mu$ value was taken as $2 \times 10^{-3}$ and the initial value $I_0$ was fixed as $\mu$. The `randn` function in MATLAB was used to generate the random numbers between 0 and 1 to obtain $dW(t)$.

The validity of $\tilde{g}^D_1(\tau)$ is dictated by the binomial approximation. The original $g^D_1$ and $\tilde{g}^D_1$ for different $r$ is shown in Fig 1(b). The error, $E \equiv (\text{Fitted } D_B - \text{Actual } D_B)/(\text{Actual } D_B) \times 100$, decreases as $r$ increases as seen from the inset of Fig 1(b). The error was found to be around 21% in terms of flow for $r=1$ cm and around 12% for $r=2$ cm.

For surface blood flow, the auto-correlation is given as $\tilde{g}^L_2(\tau) = \exp(-\tilde{\alpha} \tau)$. The intensity speckles generated are shown in Fig 2(a). The corresponding auto-correlation $\tilde{g}^L_2$ was generated for two $\tilde{\alpha}$ values of 1000 and 10000 is shown in Fig 2(b). The auto-correlation was generated for 10 independent trials and the mean and the variance is plotted in Fig 2(b). It can be seen that the auto-correlation generated by SDE is in reasonable comparison to the desired auto-correlation. The auto-correlation was fitted against the theoretical $g_2$ model and the fitted values are reported in the Fig 2(b). The histogram of the intensity speckles are also plotted in Fig 2(c), which follows the negative exponential pattern.
Figure 3: Figure (a) shows the $\tilde{g}_2^D$ obtained using SDE for two different $r$ values. It can be seen that $\tilde{g}_2^D$ obtained using SDE shifts to left as $r$ increases and is compared with the desired $g_2^D$. Figure (b) shows the log of intensity speckles obtained as an image with a point source at the centre for a multiple scattering model. The intensity profile (i.e., $\log(\phi \cdot r)$) is plotted as function of $r$ is shown in Fig (c) and its slope is shown. Figures (d) and (e) corresponds to auto-correlations $\tilde{g}_2^D$ obtained at $\tau = 4 \mu s$ and $\tau = 40 \mu s$ respectively.

For the deep tissue blood flow, $\tilde{\alpha}_D$ was estimated and the corresponding intensity speckles was generated. The $\mu_a, \mu_s'$ and $D_B$ used were $0.1 \text{cm}^{-1}, 12 \text{cm}^{-1}$ and $1 \times 10^{-8} \text{cm}^2/\text{s}$ respectively. The results of $\tilde{g}_2^D$ for two different SD separations of $r = 1 \text{cm}$ and $r = 3 \text{cm}$ is given in Fig 3(a). It can be seen that they are in reasonable comparison with the desired $g_2$. A 100X100 pixel based image with resolution of 0.03 cm was created. For each pixel with a given spatial co-ordinate $r$, the $\mu$ was fixed using the photon diffusion model $\mu(r) = e^{-\sqrt{3} \mu_a \mu_s' r}$ [2] and the $\tilde{g}_2^D$ was obtained by solving SDE given in equation 5. The log of the intensity speckles ($\log(\phi)$) is shown in Fig 3(b) at $t=4 \mu s$ and the corresponding profile plot of $\log(\phi \cdot r)$ is shown in Fig 3(c), whose slope is determined by optical properties. The expected slope is $\sqrt{3} \mu_a \mu_s' = 1.89$. The $\tilde{g}_2^D$ obtained using SDE at $\tau = 4 \mu s$ and $\tau = 40 \mu s$ is given in Fig 3(d) and Fig 3(e) respectively. It can be seen from Fig 3(d) and 3(e) that the $\tilde{g}_2$ decreases as $\tau$ and $r$ increases.

One of the current limitations of the method is that as $t_{\text{max}}$ increases the auto-correlation curve deviates from the desired value. From the earlier analysis, the $t_{\text{max}}$ should be around $3 \times 1/\tilde{\alpha}$. For higher values of $t_{\text{max}}$, the auto-correlation curve obtained is shown in Fig 4(a). This limitation has to be fixed for a better estimate for $I(t)$ to be obtained at higher values of $t$. In order to increase $t_{\text{max}} = 1000/\tilde{\alpha}$, we had initialized the initial solution $I_0$ as given in equation (5) to be $1000 \times \mu$. This resulted in better estimate of auto-correlation curve as shown in Fig 4(c), but the intensity $I(t)$ has a transient component as seen from Fig 4(b). The corresponding histogram is shown in Fig 4(d). Although the histogram and auto-correlation curves are well-behaved, the intensity speckle has transient nature for the initial values of time $t$, which needs to be further addressed. Additionally, incorporating more complex
Figure 4: Figures (a) shows the $\tilde{g}_2^L$ obtained using SDE obtained when $t_{\text{max}} = 1000 \times 1/\tilde{\alpha}$ and when $I_0 = \mu$. Figure (b) shows the intensity speckles obtained when initial value was fixed as $1000 \times \mu$ and when $t_{\text{max}} = 1000/\tilde{\alpha}$. It can be seen that there is an initial transient and it settles after some time. The corresponding auto-correlation and histogram and shown in Figure (c) and (d) respectively.

autocorrelation, without need of binomial approximation, along with semi-infinite correlation diffusion solution has to be further explored.
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