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Semi-classical Dirac vacuum polarisation in a scalar field

Jonas Lampart and Mathieu Lewin
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We study vacuum polarisation effects of a Dirac field coupled to an external scalar field and derive a semi-classical expansion of the regularised vacuum energy. The leading order of this expansion is given by a classical formula due to Chin, Lee-Wick and Walecka, for which our result provides the first rigorous proof. We then discuss applications to the non-relativistic large-coupling limit of an interacting system, and to the stability of homogeneous systems.

1 Introduction

The three-dimensional, massive Dirac operator in a scalar field $\phi$ is given by

$$D_\phi = -i \sum_{j=1}^{3} \alpha_j \frac{\partial}{\partial x_j} + \beta(1 + \phi),$$

where $\alpha_j, \beta \in \mathbb{C}^{4 \times 4}$ are a representation of the anti-commuting Dirac-matrices with $\alpha_j^2 = 1, \beta^2 = 1$ and we have chosen units such that $\hbar = c = m = 1$. Under appropriate assumptions on $\phi$ it is a self-adjoint operator with domain $H^1(\mathbb{R}^3, \mathbb{C}^4) \subset L^2(\mathbb{R}^3, \mathbb{C}^4)$. It arises, for instance, in nuclear physics, where the interaction between nucleons is solely modelled by various meson fields, including the scalar $\sigma$-meson $\phi$. According to the picture of the Dirac-sea, a particle, such as a nucleon, should be described by a function $\psi$ in the positive spectral subspace for $D_\phi$ in combination with the filled ‘sea’ of negative energy states. The state of this particle is then described by its one-particle density matrix

$$\gamma := \chi_{(-\infty,0]}(D_\phi) + |\psi\rangle\langle\psi|,$$
where $\chi_I$ denotes the characteristic function of $I$. In this picture, the spectral projection $\chi(-\infty,0)(D\phi)$ describes a state with no particles, the vacuum. The total energy is then (formally) given by

$$\text{Tr}(D\phi\gamma) = -\frac{1}{2} \text{Tr} |D\phi| + \langle \psi, D\phi, \psi \rangle.$$ 

The first term is the formal expression for the energy of the vacuum since the spectrum of $D\phi$ is symmetric with respect to zero. Of course, $-(1/2) \text{Tr} |D\phi|$ is not finite and must be regularised.

Similar objects arise if one considers instead of the scalar field $\beta\phi$ an electrostatic field $\phi$. Using various methods of regularisation, these have been studied rigorously by many authors, especially from a variational point of view \[3, 4, 1, 19, 14, 15, 17, 16\]. The charge density of the vacuum was derived in a perturbative regime by Hainzl \[13\].

Of the several possible regularisation procedures we will follow \[8, 27, 30\] and define the regularised vacuum energy by

$$E_{\text{vac}}(\phi) = \text{Tr} \left( -\frac{1}{2} |D\phi| - R(\phi) \right), \quad (1)$$

where $R(\phi)$ is the fourth order Taylor expansion of $-\frac{1}{2} |D\phi|$ at $\phi = 0$. It will be proved in Proposition 2.1 below that $-\frac{1}{2} |D\phi| - R(\phi)$ is trace-class under the sole assumption that $\phi \in H^1(\mathbb{R}^3, \mathbb{R})$. This is a reasonable assumption as it is equivalent to the finiteness of the energy of the $\sigma$-field

$$\frac{1}{2} \int_{\mathbb{R}^3} \left( |\nabla \phi(x)|^2 + M^2 |\phi(x)|^2 \right) dx.$$

If we consider the total energy, the sum of the energies of the $\sigma$-field and the Dirac particles, the stationary points solve a system of coupled equations. We discuss applications of our results, obtained for fixed $\phi$, to this problem in Sections 4.1 and 4.2. The dynamics of such coupled systems were studied by Sabin \[25\] with a scalar field solving a non-linear wave equation, and in \[18, 25\] for an electric field.

The formula (1) is very complicated to evaluate, even numerically, for a given $\phi$. In applications it is therefore important to obtain simple approximations of $E_{\text{vac}}$ in different regimes. For the study of nuclear matter, Walecka \[27, 30\], Lee-Wick \[21, p. 2306\] and Chin \[8, Eq. (3.53)\] calculated the vacuum energy per unit volume for a constant $\phi \in (-1, +\infty)$ and obtained the simple formula

$$V(\phi) = -\frac{1}{4\pi^2} (1 + \phi)^4 \log(1 + \phi) - P(\phi), \quad (2)$$

where

$$P(\phi) = -\frac{1}{4\pi^2} \left( \phi + \frac{7}{2} \phi^2 + \frac{13}{3} \phi^3 + \frac{25}{12} \phi^4 \right).$$
is the fourth-order Taylor polynomial of the first term. In this paper, we give the first rigorous derivation of the effective vacuum energy (2), in a semi-classical regime where the field \( \phi \) varies slowly. Our main result is the following

**Theorem 1.1** (Derivation of the effective vacuum energy). Let \( \phi \in \mathcal{C}^\infty(\mathbb{R}^3, \mathbb{R}) \) be such that

- \( |\phi| < 1 \);  
- \( (1 + |x|^2)^{(1+|\alpha|)/2} \partial^\alpha_x \phi \in L^\infty(\mathbb{R}^3) \) for every multiindex \( \alpha \in \mathbb{N}^3 \).

Then we have

\[
\lim_{\varepsilon \to 0} \varepsilon^3 \mathcal{E}_{\text{vac}}(\phi(\varepsilon \cdot)) = \int_{\mathbb{R}^3} \mathcal{V}(\phi(x)) \, dx,
\]

(3)

where \( \mathcal{V} \) is given by (2).

The convergence (3) holds under weaker assumptions on \( \phi \), but in Section 3 we actually prove a more precise result. Namely, we show the existence of a function \( \mathcal{V}_\varepsilon \) which approximates the true vacuum energy to any order, and which coincides with \( \mathcal{V} \) to first order. That is,

\[
\varepsilon^3 \mathcal{E}_{\text{vac}}(\phi(\varepsilon \cdot)) = \int_{\mathbb{R}^3} \mathcal{V}_\varepsilon(\phi)(x) \, dx + O(\varepsilon^n), \quad \forall n \geq 1
\]

where \( \mathcal{V}_\varepsilon = \mathcal{V} + O(\varepsilon^2) \). The function \( \mathcal{V}_\varepsilon \) is a series in \( \varepsilon \), each term depending on a finite number of derivatives of \( \phi \). We thereby justify as well the higher-order expansions found in later works [2, 5, 6, 23]. Explicit formulas of the type (2) can be obtained for all odd dimensions. We will focus on the most interesting case of three-dimensional space, the corresponding proofs for other dimensions can easily be obtained by adapting our arguments line-by-line.

As we said, the regularisation used in (1) is not the only possible choice. Following [11], one can also consider the Pauli-Villars energy

\[
\mathcal{E}_{\text{PV}}(\phi) := -\frac{1}{2} \text{Tr} \left( \sum_{j=0}^{4} c_j |D_{m_j, \phi}| \right)
\]

which corresponds to introducing new masses \( m_j \) and coefficients \( c_j \) such that \( c_0 = m_0 = 1 \) and

\[
\sum_{j=0}^{4} c_j (m_j)^k = 0, \quad \forall k = 0, ..., 3.
\]

Our method can be generalised to this case, leading to the convergence

\[
\lim_{\varepsilon \to 0} \varepsilon^3 \mathcal{E}_{\text{PV}}(\phi(\varepsilon \cdot)) = -\frac{1}{4\pi^2} \int_{\mathbb{R}^3} \left( \sum_{j=0}^{4} c_j (m_j + \phi)^4 \log(1 + \phi/m_j) \right).
\]
This model still depends on the regularisation masses. In the limit where \( m_j \to \infty \) for all \( j = 1, \ldots, 3 \), one exactly recovers \( \int_{\mathbb{R}^3} V(\phi) \).

The advantage of the Pauli-Villars scheme is that it preserves gauge invariance. Since the \( \sigma \)-model studied in this paper has no such invariance, the simpler regularisation procedure (1) works just as well. Using the Pauli-Villars method will be important for the study of the Dirac vacuum in a slowly varying magnetic field in the forthcoming work [12]. In this case, the effective energy obtained in the limit is the famous Heisenberg-Euler Lagrangian [20, 31, 26].

In physical quantities the parameter \( \varepsilon \) may correspond to \( \hbar/mc \), where \( m \) is the mass of the Dirac particles, in which case the limit \( \varepsilon \to 0 \) would be relevant to both the semi-classical limit \( \hbar \to 0 \) and the non-relativistic limit \( c \to \infty \). For an interacting system, for which bound states exhibiting a certain scaling behaviour may exist, other identifications are possible. As an application, we discuss the simultaneous non-relativistic and large-coupling limit of the Dirac-sigma model in Section 4.1, where \( \varepsilon \) is \( \sqrt{\hbar/mc} \). Finally, in Section 4.2 we present some numerical results about the stability of a homogeneous system of Dirac particles interacting with a scalar field, a question related to nuclear matter.

2 The regularised vacuum energy

From now on we always work with the Dirac operator \( D_\phi \) including a semi-classical parameter \( \varepsilon \)

\[
D_\phi := -i \varepsilon \sum_{j=1}^{3} \alpha_j \frac{\partial}{\partial x_j} + \beta(1 + \phi),
\]

which is of course equivalent to taking a slowly varying field \( \phi_\varepsilon(x) = \phi(\varepsilon x) \), by a unitary dilation. In this section we introduce the regularised vacuum energy and derive its basic properties. We suppose \( \phi \in H^1(\mathbb{R}^3, \mathbb{R}) \), which ensures that \( \beta \phi \) is infinitesimally \( D_0 \)-bounded and thus that this operator is self-adjoint with domain \( \text{Dom}(D_\phi) = H^1(\mathbb{R}^3; \mathbb{C}^4) \). We define the regularised vacuum energy by the formula:

\[
\mathcal{E}_{\text{vac}}(\phi) := \frac{1}{2} \text{Tr} \left( -|D_\phi| + \sum_{j=0}^{4} \frac{1}{j!} \left. \frac{d^j}{ds^j} \right|_{s=0} |D_{s\phi}| \right).
\]

(4)

Note that for small \( s \), zero is not in the spectrum of \( D_{s\phi} \) so we can expect that \( |D_{s\phi}| \) is differentiable. Our proof that (4) is a correct definition relies on the integral formula

\[
|D_\phi| = \frac{1}{\pi} \int_{\mathbb{R}} \frac{D_\phi^2}{D_\phi^2 + \omega^2} d\omega = \frac{1}{2\pi} \int_{\mathbb{R}} 2 - \frac{i\omega}{D_\phi + i\omega} + \frac{i\omega}{D_\phi - i\omega} d\omega,
\]

(5)
holds and implies continuity. Letting Lemma 2.3.

\[ \text{Lemma 2.3.}\]

The integral (in the sense of Bochner) exists in the norm topology of \( \mathcal{L}(H^2, L^2) \), even if zero is in the spectrum of \( D_\phi \), because in that norm the integrand decays like \( \omega^{-2} \) for \( \omega \to \infty \) and stays bounded at \( \omega = 0 \).

**Proposition 2.1.** The regularised vacuum energy defined by equation (4) is a continuous function of \( \phi \in H^1(\mathbb{R}^3, \mathbb{R}) \). It equals

\[
\mathcal{E}_{\text{vac}}(\phi) = -\frac{1}{2\pi} \text{Tr} \left( \int_\mathbb{R} \frac{D_\phi^2}{D_\phi^2 + \omega^2} - \sum_{j=0}^3 \frac{1}{j!} \frac{d^j}{d\omega^j} \right) \left( \int_\mathbb{R} \frac{D_\phi^2}{D_\phi^2 + \omega^2} \, d\omega \right)
\]

and is smooth on the open set \( U := \{ \phi \in H^1(\mathbb{R}^3, \mathbb{R}) : 0 \notin \sigma(D_\phi) \} \).

Before proving Proposition 2.1 let us prove two preparatory lemmas on the resolvent of \( D_\phi \). Throughout, we will denote by \( \mathcal{S}_p(\mathbb{H}) \), \( 1 \leq p \leq \infty \), the \( p \)-th Schatten-ideal in the bounded operators \( \mathcal{L}(\mathbb{H}) \) on the Hilbert space \( \mathbb{H} \). The most important cases are the trace class (\( p = 1 \)) and the compact operators (\( p = \infty \)).

**Lemma 2.2.** For every \( \omega \in \mathbb{R} \) and \( 3 < q \leq \infty \) the map \( \phi \mapsto \beta\phi(D_0 + i\omega)^{-1} \) is continuous from \( H^1(\mathbb{R}^3, \mathbb{R}) \) to \( \mathcal{S}_q(L^2(\mathbb{R}^3, \mathbb{C}^4)) \).

**Proof.** Using the Kato-Seiler-Simon (KSS)-inequality [28, Theorem 4.1]

\[
\|f(x)g(-i\nabla_x)\|_{\mathcal{S}_q(L^2(\mathbb{R}^3))} \leq (2\pi)^{-3/4}\|f\|_{L^r(\mathbb{R}^3)}\|g\|_{L^r(\mathbb{R}^3)},
\]

and the Sobolev embedding \( H^1(\mathbb{R}^3) \hookrightarrow L^6(\mathbb{R}^3) \) we have for \( 3 < q \leq 6 \):

\[
\|\beta\phi(D_0 + i\omega)^{-1}\|_{\mathcal{S}_q} \leq C(1 + \omega^2)^{(3-q)/2}\omega^{-3/4}\|\phi\|_{H^1}\|(p^2 + 1)^{-1/2}\|_{L^r}
\]

with some constant \( C > 0 \). Since \( \mathcal{S}_r \hookrightarrow \mathcal{S}_q \) continuously for \( r > q \) this proves the claim.

**Lemma 2.3.** The set \( U := \{ \phi \in H^1(\mathbb{R}^3, \mathbb{R}) : 0 \notin \sigma(D_\phi) \} \) is an open subset of \( H^1(\mathbb{R}^3, \mathbb{R}) \) and for every \( \omega \in \mathbb{R} \) the map \( \phi \mapsto (D_\phi + i\omega)^{-1} \) from \( U \) to \( \mathcal{L}(L^2(\mathbb{R}^3, \mathbb{C}^4)) \) has infinitely many continuous derivatives.

**Proof.** If \( \phi \in U \) and \( \xi \in H^1(\mathbb{R}^3) \) has sufficiently small norm, then \( \beta\xi D_\phi^{-1} \) has operator norm less than one. Hence \( D_\phi + \beta\xi \) is invertible by a Neumann series and \( U \) is open. Then, the resolvent formula

\[
(D_\phi + \beta\xi \pm i\omega)^{-1} - (D_\phi \pm i\omega)^{-1} = -(D_\phi + \beta\xi \pm i\omega)^{-1}\beta\xi(D_\phi \pm i\omega)^{-1}
\]

holds and implies continuity. Letting \( \xi = s\zeta \) this allows us to calculate the derivative

\[
\langle \text{Diff}((D_\phi \pm i\omega)^{-1}), \zeta \rangle = \lim_{s \to 0} \frac{1}{s} \left( (D_\phi + \beta s\zeta \pm i\omega)^{-1} - (D_\phi \pm i\omega)^{-1} \right)
\]

\[
= -(D_\phi \pm i\omega)^{-1}\beta\zeta(D_\phi \pm i\omega)^{-1},
\]

\( 5 \)
which is obviously also continuous. Using (8) again shows that convergence to the derivative holds also in the operator norm, and the fact that the derivative is a product of differentiable functions gives smoothness.

Proof of Proposition 2.1. Consider $|D_s\phi|$ given by equation (5). By Lemma 2.3 the integrand is a smooth function of $s$ in a neighbourhood of $s = 0$. One easily checks that its derivatives at $s = 0$ are elements of $L^1((\mathbb{R},d\omega),\mathcal{L}(H^2,L^2))$, so we can exchange integration and differentiation w.r.t. $s$, which establishes equality of the formula for $E_{\text{vac}}$ given in the Proposition with (4), in the sense that the expressions inside the trace are equal. In order to show that this expression is an operator of trace-class we first calculate

$$
\left|\frac{d^j}{ds^j}\bigg|_{s=0} (D_s\phi \pm i\omega)^{-1} = (-1)^j j! (D_0 \pm i\omega)^{-1} (\beta \phi (D_0 \pm i\omega)^{-1})^j.\right.
$$

Then, using (5) and the resolvent formula (8), we can write the sum of the integrands as

$$
I(\omega,\phi) := -i\omega(D_0 + i\omega)^{-1} + i\omega\sum_{j=0}^4 \frac{1}{j!} \left. \frac{d^j}{ds^j}\bigg|_{s=0} (D_s\phi + i\omega)^{-1}\right.
$$

$$
= i\omega(D_0 + i\omega)^{-1} (\beta \phi (D_0 + i\omega)^{-1})^5. \tag{9}
$$

Using the estimate (7) with $q = 5$ we find

$$
\|I(\omega,\phi)\|_{\mathcal{S}_1} \leq \|i\omega(D_0 + i\omega)^{-1}\|_{\mathcal{S}_1} \|i\omega\|_{\mathcal{S}_1} \|\beta \phi (D_0 + i\omega)^{-1}\|_{\mathcal{S}_1}^5 \leq C(1 + \omega^2)^{-1}\varepsilon^{-3} \|\phi\|_{H^1}^5. \tag{10}
$$

This shows that $I(\omega,\phi) \in L^1(\mathbb{R},\mathcal{S}_1)$ for all $\phi \in H^1$, so the expression (4) is indeed well-defined.

Continuity in $\phi$ is an immediate consequence of Lemma 2.2 and the Dominated Convergence Theorem. Since $\langle\text{Diff}(\beta \phi (D_0 + i\omega)^{-1}),\xi\rangle = \beta \xi(D_0 + i\omega)^{-1}$ the derivatives of $I(\omega,\phi)$ also satisfy an estimate of the form (10), by the Hölder inequality for traces. Hence smoothness of $E_{\text{vac}}$ also follows from dominated convergence.

3 The semi-classical expansion of the vacuum energy

In this section we derive the formula (2) as the leading term in an expansion of $E_{\text{vac}}$ in powers of $\varepsilon$. The semi-classical expansion is naturally also an expansion in orders of derivatives acting on $\phi$. As such, it reproduces the ‘derivative expansions’ discussed in the physics literature [2, 5, 6, 23]. For this reason we make very strong smoothness assumptions on the field $\phi$ for its derivation. These can be somewhat relaxed if one is only interested in a specific order of the expansion.
We will also need to assume that $|\phi| < 1$. The lower bound $\phi > -1$ is certainly necessary due to the logarithm in formula (2), and the upper bound is needed to obtain the following series expansion:

$$
\int \text{Tr} I(\omega, \phi) \, d\omega = \int \text{Tr} \left( \sum_{j=5}^{\infty} \frac{(-1)^{j+1}}{j} (\beta \phi(D_0 + i\omega)^{-1})^j \right) \, d\omega .
$$

To prove this formula, we use that $\|\beta \phi(D_0 + i\omega)^{-1}\|_{S^\infty} < 1$ and write

$$
\text{Tr} [I(\omega, \phi)] = i\omega \text{Tr} \left[ (1 + \beta \phi(D_0 + i\omega)^{-1})^{-1} (D_0 + i\omega)^{-1} (\beta \phi(D_0 + i\omega)^{-1})^5 \right] = i\omega \text{Tr} \left[ (D_0 + i\omega)^{-1} (\beta \phi(D_0 + i\omega)^{-1})^5 (1 + \beta \phi(D_0 + i\omega)^{-1})^{-1} \right] = i\omega \sum_{j=0}^{\infty} (-1)^j \text{Tr} \left[ (D_0 + i\omega)^{-1} (\beta \phi(D_0 + i\omega)^{-1})^{j+5} \right].
$$

Then we note that

$$
\omega \frac{d}{d\omega} \text{Tr} (\beta \phi(D_0 + i\omega)^{-1})^j = -i\omega j \text{Tr} \left[ (D_0 + i\omega)^{-1} (\beta \phi(D_0 + i\omega)^{-1})^j \right],
$$

and integrate by parts, which is justified by the KSS-inequality (6) and gives (11). Now $\sum_{j=5}^{\infty} \frac{(-1)^{j+1}}{j} x^j = \log(1 + x) - r(x)$, with a polynomial of order four $r(x)$. As $I(-\omega) = I(\omega)^4$ we then find

$$
E_{\text{vac}}(\phi) = -\frac{1}{4\pi} \int \text{Tr} \left[ \log (1 + \beta \phi(D_0 + i\omega)^{-1}) + r(\beta \phi(D_0 + i\omega)^{-1}) \right] + \text{Tr} \left[ \log (1 + (D_0 - i\omega)^{-1} \beta \phi) + r((D_0 - i\omega)^{-1} \beta \phi) \right] \, d\omega .
$$

Under sufficiently strong assumptions on $\phi$ we can represent this quantity as an asymptotic series in $\varepsilon$, using techniques of semi-classical pseudo-differential calculus. We will mainly refer to [10] for results on this topic. This book treats only scalar-valued symbols, as opposed to the $\mathbb{C}^{4\times 4}$ valued symbols we use, so we will indicate in which sense the results there translate to our setting, with only minor modifications of the proofs.

**Theorem 3.1.** Let $\phi \in \mathcal{C}^{\infty}$ be such that for every multiindex $\alpha \in \mathbb{N}^3$ there exists a constant $c_\alpha$, with $c_0 < 1$, satisfying

$$
\left| \frac{\partial^{|\alpha|}}{\partial x^\alpha} \phi(x) \right| \leq c_\alpha (1 + |x|^2)^{-1+|\alpha|/2}.
$$

Then $E_{\text{vac}}(\phi)$ admits an asymptotic expansion at $\varepsilon = 0$ of the form

$$
\varepsilon^3 E_{\text{vac}}(\phi) = \int_{\mathbb{R}^3} \sum_{k=0}^{n} \varepsilon^k V_k(\phi)(x) \, dx + \mathcal{O}(\varepsilon^{n+1}),
$$
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where $V_n(\phi)(x)$ depends on the derivatives of order at most $n$ of $\phi$ at $x$ and

$$V_0(\phi)(x) = -\frac{1}{4\pi^2}(1 + \phi(x))^4 \log(1 + \phi(x)) - P(\phi(x))$$

$$V_1(\phi)(x) = 0.$$  

**Proof.** In order to keep track of the dependence on $\omega$ we will use a pseudo-differential calculus depending on $\omega$ as an auxiliary parameter. That is, we define the symbol class $S^m$ to be those $a \in \mathscr{C}^\infty(\mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R}, \mathbb{C}^{4 \times 4})$ satisfying

$$\left\| \frac{\partial^n}{\partial x^a} \frac{\partial^|}{\partial p^|} a(x, p, \omega) \right\|_{C^{4 \times 4}} \leq C_{\alpha, \beta} \left(1 + |x|^2\right)^{m - |\alpha|/2} \left(1 + |p|^2 + \omega^2\right)^{m - |\beta|/2},$$

for all multiindices $\alpha, \beta \in \mathbb{N}^3$ and appropriate constants $C_{\alpha, \beta}$. An $\varepsilon$-admissible symbol of order $m \in \mathbb{Z}$ is then a function $\varepsilon \mapsto a(\varepsilon)$ in $\mathscr{C}^\infty([0, \varepsilon_0), S^m)$ with $a_N := \frac{\partial^N}{\partial \varepsilon^N}|_{\varepsilon=0} a \in S^{m-N}$, for which the remainder term of the Taylor expansion of order $N$ at $\varepsilon = 0$ is of order $\varepsilon^{N+1}$ in the Fréchet topology of $S^{m-N}$. Let $A = \beta \phi(x)(D_0 + i\omega)^{-1}$. Because $(D_0 + i\omega)^{-1}$ is the quantisation of $(\alpha \cdot p + \beta + i\omega)^{-1}$ there is an $\varepsilon$-admissible symbol $a(\varepsilon)$ of order $-1$ such that $A$ equals the $\varepsilon$-Weyl-quantisation $\text{Op}_\varepsilon^W(a)$, i.e.

$$(Af)(x) = \frac{1}{(2\pi \varepsilon)^3} \int_{\mathbb{R}^6} e^{i e^{-1}(x-y)p} a((x+y)/2, p, \omega, \varepsilon) f(y) \, dy \, dp,$$

for every Schwartz-function $f$ (as follows from inspection of [10, Proposition 7.7]). The leading term is

$$a_0 = \beta \phi(x)(\alpha \cdot p + \beta + i\omega)^{-1} \in S^{-1}.$$  

Because $\|\phi\|_\infty < c_0 < 1$, $A$ has norm less than $c_0$. Since $F(z) = \log(1 + z) - r(z)$ is a holomorphic function on the open unit disk, $F(A)$ can be computed using Cauchy’s formula. Let $\gamma := \{z : |z| = (1 + c_0)/2\}$. Then we have for $z \in \gamma$

$$\|(a_0(x, p) - z)^{-1}\|_{C^{4 \times 4}} \leq \frac{2}{1 - c_0},$$

so $(a_0(x, p) - z)^{-1} \in S^0$, with bounds independent of $z$. This implies that $(A - z)^{-1} = \text{Op}_\varepsilon^W(b(z))$, for an admissible symbol $b(z)$ of order zero, with $b_0(z) = (a_0(x, p) - z)^{-1}$ (cf. [10, (8.11)], note that the correct generalisation of a lower bound on a scalar symbol is an upper bound on the inverse). Thus

$$F(A) = \frac{1}{2\pi i} \text{Op}_\varepsilon^W \left( \int_{\gamma} F(z) b(z) \, dz \right),$$
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so \( F(A) \) itself is the quantisation of an admissible symbol \( f \) of order zero. Its expansion is given by

\[
f_n = \frac{1}{2\pi i} \int_{\gamma} F(z) b_n(z) \, dz,
\]

in particular \( f_0 = F(a_0) \) (the formulas for the higher order terms will differ from those for scalar-valued symbols). We now use this to evaluate the trace and the integral over \( \omega \), order-by-order in \( n \). For \( n = 0 \) we have

\[
f_0 = F(a_0) = a_0^5 \sum_{j=0}^{\infty} \frac{(-1)^j}{j+5} a_0^j \in S^{-5},
\]

since the sum is absolutely convergent. This implies that \( f_0 \) and its derivatives are elements of \( L^1(\mathbb{R}^6, \mathbb{C}^{4 \times 4}) \), so (cf. [10, Theorem 9.4]) \( \text{Op}_W^W(f_0) \in \mathcal{S}_1 \) and

\[
\text{Tr}[\text{Op}_W^W(f_0)] = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^6} \text{Tr}_{\mathbb{C}^4} f_0(x,p) \, dp \, dx.
\]

The leading order in the expansion of \( V \) is thus given by

\[
\mathcal{V}_0(\phi) = -\frac{1}{4\pi(2\pi)^3} \int_{\mathbb{R}^4} \int_{\mathbb{R}^3} \text{Tr}_{\mathbb{C}^4} [F(a_0(x,p))] + F(a_0(x,p)^*)] \, dp \, d\omega
\]

\[
= -\frac{1}{4\pi(2\pi)^3} \int_{\mathbb{R}^4} \text{Tr}_{\mathbb{C}^4} [\log(1 + a_0)(1 + a_0^*) - r(a_0) - r(a_0^*)] \, dp \, d\omega. \quad (13)
\]

Now,

\[
(1 + a_0)(1 + a_0^*) = 1 + a_0 + a_0^* + a_0 a_0^*
\]

\[
= 1 + (2\phi(x) + \phi(x)^2)(p^2 + 1 + \omega^2)^{-1},
\]

so the \( \mathbb{C}^4 \)-trace is trivial and expanding into power series and setting \( \xi = (p, \omega) \in \mathbb{R}^4 \) we obtain:

\[
\mathcal{V}_0(\phi) = -\frac{1}{8\pi^4} \int_{\mathbb{R}^4} \sum_{j=3}^{\infty} \frac{(-1)^{j+1}}{j} (\xi^2 + 1)^{-j} (2\phi(x) + \phi(x)^2)^j - r'(\phi(x),\xi) \, d\xi.
\]

The new remainder term \( r' \) is a polynomial of fourth order in \( \phi(x) \), and it is integrable in \( \xi \), since the first term and the total integrand both are. The \( \xi \)-integral of the first term evaluates to

\[
\int_{\mathbb{R}^4} (\xi^2 + 1)^{-j} \, d\xi = \frac{\pi^2}{(j-1)(j-2)},
\]
and the sum then yields
\[ \sum_{j=3}^{\infty} \frac{(-1)^{j+1}}{j(j-1)(j-2)} (2\phi(x) + \phi^2(x))^j \]
\[ = (1 + 2\phi(x) + \phi^2(x)) \log(1 + 2\phi(x) + \phi^2(x)) - r''(\phi(x)) \]
\[ = 2(1 + \phi(x))^4 \log(1 + \phi(x)) - r''(\phi(x)), \]
with another fourth-order polynomial \( r'' \). With this we obtain
\[ V_0(\phi) = -\frac{1}{4\pi^2}(1 + \phi(x))^4 \log(1 + \phi(x)) + \left( \int_{\mathbb{R}^4} r'(\phi(x), \xi) \, d\xi \right). \]

By construction, \( P \) is a fourth order polynomial and since the first four derivatives of the integrand in equation (13) w.r.t. \( \phi \) vanish, \( P(t) \) is the Taylor polynomial of \( -\frac{1}{4\pi^2}(1 + t)^4 \log(1 + t) \).

We have thus found the claimed leading order term for \( E_{\text{vac}}(\phi) \) and it remains to estimate the error. First, note that \( f - \sum_{n=0}^{4} \varepsilon^n f_n \in S^{-5} \) and that this implies a bound in \( L^1(\mathbb{R}, S_1) \) on the quantisation, because
\[ \text{Op}_\varepsilon^W \left((1 + x^2)^{-5/2}(1 + p^2 + \omega^2)^{-5/2}\right) \in L^1(\mathbb{R}, S_1), \]
and for every \( \sigma \in S^{-5} \)
\[ \left\| \text{Op}_\varepsilon^W \left((1 + x^2)^{-5/2}(1 + p^2 + \omega^2)^{-5/2}\right) \text{Op}_\varepsilon^W (\sigma) \right\|_\infty \leq C, \]
by the Calderon-Vaillancourt Theorem [10, Theorem 7.11]. This proves that the expansion of \( f \) gives an expansion of \( E_{\text{vac}}(\phi) \) of the claimed form, with
\[ \mathcal{V}_n(\phi)(x) := \int_{\mathbb{R}} \int_{\mathbb{R}^3} \text{Tr}_{\mathbb{C}^4}[f_n(x, p, \omega)] \, dpd\omega, \]
for the terms of order at least five. It thus remains to estimate \( f_n \) for \( 1 \leq n \leq 4 \). For brevity, we will only perform the proof for \( f_1 \), as the arguments for higher order terms are essentially the same. The explicit form of \( b_1 \), and thereby \( f_1 \), is obtained from the formula for the Weyl-Moyal product (see [10, Theorem 7.3]), which represents the product of operators on the space of admissible symbols. Denoting this product by \( \circ \) and by \( \{\cdot,\cdot\} \) the Poisson-bracket we have
\[ b_1(z) = -b_0(z)a_1b_0(z) - (b_0(z) \circ (a_0 - z))b_0(z) \]
\[ = -(a_0 - z)^{-1}a_1(a_0 - z)^{-1} - \frac{i}{2}\{ (a_0 - z)^{-1}, a_0 \}(a_0 - z)^{-1}. \]
Now for every $\sigma \in S^m$ we have
\[
[\sigma, (a_0 - z)^{-1}] = -(a_0 - z)^{-1}[\sigma, a_0](a_0 - z)^{-1} \in S^{m-1},
\]
so the first term of $b_1$, for example, can be written as
\[
b_0(z)a_1b_0(z) = a_1b_0(z)^{-2} + [a_0, a_1]b_0(z)^{-3} + [a_0, [a_0, a_1]]b_0(z)^{-4} + S^{-5}.
\]
On the other hand, we have
\[
\frac{1}{2\pi i} \int_{\gamma} F(z)\sigma(a_0 - z)^{-\ell} \, dz = \frac{1}{2\pi i} \int_{\gamma} F(z) \frac{1}{(\ell - 1)!} \left( - \frac{d^{\ell-1}}{dz^{\ell-1}} (a_0 - z)^{-1} \right) \, dz
\]
and since \( \left( \frac{d^{\ell}}{dz^{\ell}} F \right)(a_0) \in S^{-5+\ell} \) for $\ell \leq 5$ this implies that
\[
\frac{1}{2\pi i} \int_{\gamma} F(z)(a_0 - z)^{-1}a_1(a_0 - z)^{-1} \, dz \in S^{-5}.
\]
The same argument, applied to the second term of $b_1$, gives $f_1 \in S^{-5}$, which proves the desired bound.

To complete the proof, we still need to check that $\mathcal{V}_1 = 0$. We have
\[
\text{Tr}_{C^4} \left[ \frac{1}{2\pi i} \int_{\gamma} F(z)(a_0 - z)^{-1}a_1(a_0 - z)^{-1} \, dz \right] = \text{Tr}_{C^4}[a_1 F'(a_0)]
\]
and
\[
a_1(x, p) = (\beta \phi(x) \circ (\alpha p + \beta + i\omega)^{-1})_1 = -\frac{1}{2} \{ \beta \phi, (\alpha p + \beta + i\omega)^{-1} \} = -\frac{1}{2} \nabla_x \nabla_p a_0.
\]
Thus, for every $x$ with $\phi(x) \neq 0$,
\[
\text{Tr}_{C^4}[a_1 F'(a_0)](x, p) = -\frac{1}{2} \nabla_p \text{Tr}_{C^4}[(\nabla \log \phi(x)) F(a_0(x, p))],
\]
the dp-integral of which vanishes. For the second term of $b_1$, the $C^4$-trace equals zero, because $\nabla_x a_0$ commutes with $a_0$ and thus
\[
\text{Tr}_{C^4} \left( (\nabla_x(a_0 - z)^{-1}) (\nabla_p a_0)(a_0 - z)^{-1} \right) = \text{Tr}_{C^4} \left( (a_0 - z)^{-1} (\nabla_x a_0)(a_0 - z)^{-1} (\nabla_p a_0)(a_0 - z)^{-1} \right) = \text{Tr}_{C^4} \left( (\nabla_p(a_0 - z)^{-1})(\nabla_x a_0)(a_0 - z)^{-1} \right).
\]
This concludes the proof of Theorem 3.1 \( \square \)
4 Applications

4.1 An interacting Dirac Klein-Gordon model

In this section we discuss the implications of the results of Section 3 for a simple model of a particle, described by a Dirac equation, interacting with a classical field, described by a Klein-Gordon equation. Such models arise in the mean-field approximation of models in nuclear physics. They are often treated with the additional ‘no sea’ approximation, which amounts to neglecting the contribution of negative energy states. In such models, there are usually additional vector-fields to consider. However, due to gauge-invariance of the Dirac equation, the leading order of the vacuum energy is solely due to the scalar field. With the ‘no sea’ approximation, the static model amounts to finding critical points of the energy

$$E_0 (\psi, \sigma) := \int_{\mathbb{R}^3} \overline{\psi}(x) \left(-ic \alpha \cdot \nabla + \beta(c^2 + g\sigma(x))\right) \psi(x) + \frac{1}{2}c^2 |\nabla \sigma(x)|^2 + \frac{1}{2}M^2 c^4 |\sigma(x)|^2 dx ,$$

under the constraint that $\psi \in L^2(\mathbb{R}^3, \mathbb{C}^4)$ be a normalised function in the positive spectral subspace of $-ic \alpha \cdot \nabla + \beta(c^2 + g\phi(x))$, where we have introduced the physical constants, $c$ (speed of light), $M$ (mass of the field), and $g$ (particle-field coupling constant). If we rescale lengths by $\varepsilon = \sqrt{c}$, choose large couplings of the form $g = g_0 \varepsilon^{-7/2}$ and set $\phi(x) = \varepsilon^{-3/2} g_0 \sigma(\varepsilon x)$ this becomes

$$E_0 (\psi, \phi) = \varepsilon^{-4} \int_{\mathbb{R}^3} \overline{\psi}(x) \left(-i\varepsilon \alpha \cdot \nabla + \beta(1 + \varepsilon^2 \phi(x))\right) \psi(x) + \frac{1}{2}g_0^{-2} \varepsilon^2 (\varepsilon^2 |\nabla \phi(x)|^2 + M^2 |\phi(x)|^2) \ dx .$$

Writing $\psi = (\varphi, \chi)$ with $\varphi, \chi \in H^1(\mathbb{R}^3, \mathbb{C}^2)$, the Euler-Lagrange equations with a Lagrange multiplier $1 - \varepsilon^2 \mu$ are given by

$$\begin{cases}
-\varepsilon \sigma \cdot \nabla \chi &= -\varepsilon^2 \mu \varphi - \varepsilon^2 \phi \varphi \\
-\varepsilon \sigma \cdot \nabla \varphi &= (2 - \varepsilon^2 \mu + \varepsilon^2 \phi \varphi) \chi \\
-\varepsilon^2 \Delta \phi + M^2 \phi &= -g_0^2 (\varphi^2 - \chi^2) .
\end{cases}$$

For $\varepsilon$ small enough, these equations are known [22, Theorem 3] to have a solution $(\varphi_\varepsilon, \chi_\varepsilon, \phi_\varepsilon)$, for which $\varphi_\varepsilon \rightarrow v \psi_{NLS}$ in $H^2(\mathbb{R}^3, \mathbb{C}^2)$, where $v \in S^3 \subset \mathbb{C}^2$ is an arbitrary vector and $\psi_{NLS}$ is the unique positive solution to the non-linear Schrödinger equation

$$-\frac{1}{2} \Delta \psi - (\frac{g_0}{M})^2 |\psi|^2 \psi + \mu \psi = 0 .$$

(14)

By a scaling argument, there exists a unique $\mu$ for which $\|\psi_{NLS}\|_{L^2} = 1$, and the corresponding solution $(\varphi_\varepsilon, \chi_\varepsilon, \phi_\varepsilon)$ is a critical point of $E_0$ satisfying the constraints.
If we apply the same procedure to the energy $\mathcal{E}$ including the contribution of the ‘sea’ of negative energy states, defined as in Section 2, we obtain

$$\mathcal{E}(\psi, \phi) = \mathcal{E}_0(\psi, \phi) + \varepsilon^{-4} \mathcal{E}_{\text{vac}}(\varepsilon^2 \phi).$$

Remember that we have shown in Proposition 2.1 that $\mathcal{E}_{\text{vac}}(\phi)$ is smooth in an $H^1$-neighbourhood of $\phi = 0$, and that its first four derivatives at this point vanish. Hence the contribution of $\mathcal{E}_{\text{vac}}(\varepsilon^2 \phi)$ will be small, of order $\varepsilon^3$, for $\varepsilon \to 0$, despite the pre-factor of $\varepsilon^{-4}$. It is thus easy to show, by the same implicit-function argument used in [22], that this energy also has a critical point $(\psi_\varepsilon, \phi_\varepsilon)$, exhibiting the same limit, as $\varepsilon \to 0$, as without the vacuum contribution. For the term $\mathcal{E}_{\text{vac}}(\varepsilon^2 \phi)$ both an expansion around $\phi = 0$ and the semi-classical expansion of Section 3 are appropriate. The second is justified by the fact that the solution to the NLS equation (14) is smooth and exponentially decreasing (see [29]), so the hypothesis of Theorem 3.1 are fulfilled in this limit.

### 4.2 The stability of homogeneous systems

In this section we discuss the effects of vacuum polarisation on the stability of homogeneous systems. For uniform nuclear matter, stability was already studied in the early works [9, 7, 8] and many later contributions, but with an emphasis on the dominant effect of the vector mesons and neglecting vacuum polarisation.

In this section we present formal derivations and numerics, we will indicate how some of these can be made rigorous. We take the state of the system to be of uniform density and chemical potential $\mu > 0$,

$$\gamma_\mu = \chi(-\infty, \mu](D\phi).$$

The energy of the positive energy states is then formally given by

$$\mathcal{E}_0(\mu, \phi) = \frac{1}{2g^2} \int_{\mathbb{R}^3} \left( M^2 |\phi|^2 + |\nabla \phi|^2 \right) \, dx + \text{Tr}(\chi_{[0, \mu]}(D\phi)),$$

where $M$ is the mass of the field and $g$ the coupling constant. The total energy is the sum $\mathcal{E}_0(\mu, \phi) + \mathcal{E}_{\text{vac}}(\phi)$. For a constant field, the energy per unit volume becomes

$$\mathcal{E}(\mu, \phi) = \frac{M^2}{2g^2} |\phi|^2 + \frac{4}{(2\pi)^3} \int_{p^2 \leq \mu - (1 + \phi)^2} \sqrt{p^2 + (1 + \phi)^2} \, dp + \mathcal{V}(\phi),$$

with $\mathcal{V}(\phi)$ given by equation (2).

We define $\phi_{\text{vac}} \in (-1, 0]$ to be the local minimum of (15) in this interval and $\phi_0 \in (-1, 0]$ to be that of $\mathcal{E} - \mathcal{V}$ (see Figure 1). Note that $\phi_{\text{vac}}$ is only a local minimum, as $\mathcal{V}$ is unbounded from below for positive values of $\phi$. We will now study
the response of the field $\phi_{\text{vac}}$ to a local perturbation $\eta$ of this system by calculating the response function $T$, which is formally given by
\[
\left. \frac{d^2}{d\delta^2} \right|_{\delta=0} E(\mu, \phi_{\text{vac}} + \delta \eta) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^3} |\hat{\eta}(p)|^2 T(p, \mu) \, dp,
\]
and compare this to the corresponding results for $\phi_0$. This expression is only formal since $\phi_{\text{vac}} + \delta \eta / \in H^1$ and $E_{\text{vac}}(\phi_{\text{vac}} + \delta \eta)$ is not defined. In order to give a proper definition, one should consider a system in a finite box and take the thermodynamic limit of the difference $E(\mu, \phi_{\text{vac}} + \delta \eta) - E(\mu, \phi_{\text{vac}})$, with $\eta / \in H^1$. We will not perform this construction here, the function $T$ will give a finite expression on the right hand side for sufficiently regular $\eta$.

The response of the vacuum can be obtained by derivation of the formula (cf. (12))
\[
E_{\text{vac}}(\phi + \delta \eta) = -\frac{1}{2\pi} \int_{\mathbb{R}} \text{Tr} \left( \log (1 + \delta \beta \eta(D_0 + \beta \phi + i \omega)^{-1}) - r(\phi + \delta \eta, \omega) \right) \, d\omega. \quad (16)
\]
Calculations similar to those of [11, Lemma 4.2], the details of which are given in the Appendix, give the result
\[
T_{\text{vac}}(p) = (2\pi)^3 V''(\phi_{\text{vac}}) + 2\pi p^2 \int_0^1 u(1-u) \log \left( \frac{1 + u(1-u)p^2}{(1 + \phi_{\text{vac}})^2 + u(1-u)p^2} \right) \, du
\]
\[
+ 2\pi p^2 \int_0^1 \frac{\phi_{\text{vac}} u(1-u)}{(1 + u(1-u)p^2)^2} \left( 2 - 6u + 2up^2 - 8u^2p^2 + 6u^3p^2 \right.
\]
\[
\left. + \phi_{\text{vac}}(1 + 2up^2 - 7u^2p^2 + 10u^3p^2 - 5u^4p^2) \right) \, du.
\]
The complicated form of this expression is largely due to the greater number of regularising terms as compared to [11]. The response of the positive energy states is given by
\[
-2\pi i T_+(\mu, p)
\]
\[
= \int \int_{c_\mu, \mathbb{R}^3} \text{Tr} C_4 \left[ \beta(\alpha q + \beta(1 + \phi_{\text{vac}}) + z)^{-1} \beta(\alpha(q-p) + \beta(1 + \phi_{\text{vac}}) + z)^{-1} \right] \, dqdz,
\]
where $c_\mu$ is a path in the resolvent set of the matrices $\alpha p + \beta(1 + \phi_{\text{vac}})$ enclosing the interval $(0, \mu]$. The total response function is then given by
\[
T(\mu, p) = \frac{M^2}{2g^2} + \frac{p^2}{2g^2} + T_+(\mu, p) + T_{\text{vac}}(p).
\]
Numerical evaluation of these quantities, introducing the Fermi momentum $k_F := \sqrt{\mu^2 - (1 + \phi_{\text{vac}})^2}$ and choosing the parameters $g = 10$ and $M = \frac{1}{2}$ (this choice is suggested by [24, Table 3]), gives the plots shown in Figure 2.
We observe that the vacuum polarisation has a twofold stabilising effect: First, it stops $\phi$ from reaching the point $-1$ where the gap in the spectrum of $D_\phi$ closes, and second it renders the minimizer $\phi$ more stable to local perturbations compared to $\phi_0$, which can be unstable at high Fermi momentum. It is an interesting open problem to make these observations rigorous.
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Appendix: Calculation of the vacuum response function

We start by taking the derivative of the integrand in (16), writing $\phi = \phi_{\text{vac}}$,

$$ \frac{d^2}{d\delta^2} \left|_{\delta=0} \right. \text{Tr} \left( \log \left( 1 + \delta \beta \eta (D_0 + \beta \phi + i \omega)^{-1} \right) - r(\phi + \delta \eta, \omega) \right) $$

with

$$ r(\phi + \delta \eta, \omega) = \sum_{j=1}^{d+1} \frac{(-1)^{j+1}}{j} \left( \beta (\phi + \delta \eta) (D_0 + i \omega)^{-1} \right)^j. $$
We have
\[
\frac{d^2}{d\delta^2} \bigg|_{\delta=0} \text{Tr} \left( \log \left( 1 + \delta \beta \eta(D_0 + \beta \phi + i\omega)^{-1} \right) \right) = - \text{Tr} \left( \beta \eta(D_0 + \beta \phi + i\omega)^{-1} \right)^2
\]
and
\[
\frac{d^2}{d\delta^2} \bigg|_{\delta=0} \text{Tr} \left( r(\phi + \delta \eta, \omega) \right)
= \text{Tr} \left[ - (\beta \eta(D + i\omega)^{-1})^2 + 2 \beta \eta(D + i\omega)^{-1} (\beta \eta(D + i\omega)^{-1})^2 
- \phi^2 \left( (\beta(D + i\omega)^{-1} \beta \eta(D + i\omega)^{-1})^2 + 2 (\beta(D + i\omega)^{-1}) (\beta \eta(D + i\omega)^{-1})^2 \right) \right],
\]
which is only formal as the terms are not individually trace-class, but can be made rigorous by inserting \( \pm \hat{r}(\delta \eta, \omega) \) which is the remainder for a Dirac operator \( D_0 \) with mass \( 1 + \phi \).

Now let \( f, g \in \mathcal{C}(\mathbb{R}^3, \mathbb{C}^4 \times \mathbb{C}^4) \) be sufficiently regular and decay at infinity. Then the operator \( \eta g(D_0 + i\omega) \eta f(D_0 + i\omega) \) has a continuous integral kernel and
\[
\text{Tr} (\eta g(D_0 + i\omega) \eta f(D_0 + i\omega))
= \frac{1}{(2\pi)^3} \int |\tilde{\eta}(p)|^2 \text{Tr}_{\mathbb{C}^4} \left[ g(\alpha q + \beta + i\omega) f(\alpha(q - p) + \beta + i\omega) \right] dpdk.
\]  
(17)

This gives us (writing \( f(q) = (\alpha q + \beta + i\omega)^{-1} \) and \( g(q) = (\alpha p + \beta(1 + \phi) + i\omega)^{-1} \))
\[
T_{\text{vac}}(p) = \frac{1}{2\pi} \int \text{Tr}_{\mathbb{C}^4} \left[ \beta g(q) \beta g(q - p) - \beta f(q) \beta f(q - p) + 2 \beta \beta f(q) f(q - p) 
- \phi^2 \left( (\beta f(q))^2 (\beta f(q - p))^2 + 2 (\beta f(q))^3 \beta f(q - p) \right) \right] dq d\omega.
\]

Using that \( g(q) = (\alpha q + \beta(1 + \phi) - i\omega)/(q^2 + (1 + \phi)^2 + \omega^2) \) the spinor trace of the first term can be evaluated, yielding
\[
\text{Tr}_{\mathbb{C}^4} [\beta g(q) \beta g(q - p)] = \frac{4(1 + \phi)^2 - 4\omega^2 + 4qp - 4q^2}{(q^2 + (1 + \phi)^2 + \omega^2)(q - p)^2 + (1 + \phi)^2 + \omega^2}.
\]  
(18)

The first term involving \( f \) gives the same result with ‘mass’ one instead of \( 1 + \phi \), and for the remaining ones we have
\[
\text{Tr}_{\mathbb{C}^4} [\beta f(q)^{1+j} \beta f(q - p)^{1+k}] = \frac{\theta_{j,k}(\omega, q, p)}{(q^2 + 1 + \omega^2)^{1+j}((q - p)^2 + 1 + \omega^2)^{1+k}},
\]
with the polynomials
\[
\begin{align*}
\theta_{1,0} &= 4 + 8pq - 12q^2 - 12\omega^2 \\
\theta_{2,0} &= 4 + 12pq - 24q^2 - 4(pq)q^2 + 4q^4 - 24\omega^2 + 4pq\omega^2 + 8q^2\omega^2 + 4\omega^4 \\
\theta_{1,1} &= 4 - 4p^2 + 24pq - 24q^2 + 4p^2q^2 - 8(pq)q^2 + 4q^4 \\
&\quad - 24\omega^2 + 4p^2\omega^2 - 8pq\omega^2 + 8q^2\omega^2 + 4\omega^4.
\end{align*}
\]
Using the substitution

\[
\frac{\theta}{a^j b^k} = \int_0^\infty \frac{d\xi}{\xi^{j+k}} e^{-a\xi-bc} \int_0^\infty \frac{d\zeta}{\zeta} = \int_0^\infty s^1 \int_0^\infty u^j (1-u)^k e^{-s(u+(1-u)b)} du
\]

leads us to the Gaussian integrals

\[
\int_\mathbb{R} \omega^2 e^{-s\omega^2} d\omega, \quad \int_\mathbb{R} q^2 e^{-s(q^2-2q_i(1-u)p_i)} dq_i,
\]

for \( \omega \) and the three components of \( q \). Evaluating these gives the terms

\[
j!k! \pi^2 s^{i+j-1} u^j (1-u)^k \Theta_{j,k}(s, p, u) e^{-s(m+(1-u)p^2)},
\]

with \( m = 1 \), or \( m = 1 + \phi \) for the evaluation of (18), and

\[
\Theta_{0,0} = -\frac{8}{3} + 4m^2 + 4u(1-u)p^2
\]

\[
\Theta_{1,0} = -\frac{24}{3} + 4 - 4p^2 + 16p^2u - 12p^2u^2
\]

\[
\Theta_{2,0} = \frac{1}{3} \left( \frac{24}{3} - 48 + 8p^2 - 24p^2u + 24p^2u^2 \right)
\]

\[
+ 4 - 4p^2 + 24p^2u - 24p^2u^2 + 4p^4u^2 - 8p^4u^3 + 4p^4u^4.
\]

\[
\Theta_{1,1} = \frac{1}{3} \left( \frac{24}{3} + 12p^2 - 36p^2u + 24p^2u^2 - 48 \right)
\]

\[
- 12p^2 + 36p^2u - 4p^4u - 24p^2u^2 + 12p^4u^2 - 12p^4u^3 + 4p^4u^4.
\]

After gathering all of these terms (with the correct pre-factors) we split \( T_{\text{vac}}(p) = T_{\text{vac}}(0) + T_{\text{sing}}(p) + T_{\text{reg}}(p) \), where \( T_{\text{sing}} \) contains all those summands whose integrand vanishes at \( p = 0 \) and diverges at \( s = 0 \). We then have

\[
T_{\text{vac}}(0) = (2\pi)^3 \nu''(\phi),
\]

since \( p = 0 \) corresponds to a perturbation by a constant field. Calculating the ds integrals for the other terms yields

\[
T_{\text{sing}}(p) = 2\pi \int_0^1 \int_0^\infty u(1-u)p^2 e^{-s(1-u)p^2} e^{-s(1+\phi)^2} - e^{-s} du ds
\]

\[
= 2\pi p^2 \int_0^1 u(1-u) \log \left( \frac{1 + u(1-u)p^2}{(1+\phi)^2 + u(1-u)p^2} \right) du,
\]

and

\[
T_{\text{reg}}(p) = 2\pi p^2 \int_0^1 \frac{\phi u(1-u)}{(1 + u(1-u)p^2)^2} \left( 2 - 6u + 2up^2 - 8u^2p^2 + 6u^3p^2 
\]

\[
+ \phi (1 + 2up^2 - 7u^2p^2 + 10u^3p^2 - 5u^4p^2) \right) du.
\]
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