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Abstract

We consider the Beris-Edwards system modeling incompressible liquid crystal flows of nematic type. This couples a Navier-Stokes system for the fluid velocity with a parabolic reaction-convection-diffusion equation for the $Q$-tensors describing the direction of liquid crystal molecules. In this paper, we study the effect that the flow has on the dynamics of the $Q$-tensors, by considering two fundamental aspects: the preservation of eigenvalue-range and the dynamical emergence of defects in the limit of high Ericksen number.

1 Introduction

In this paper we consider the Beris-Ewdards system modelling nematic liquid crystals [9]. It is one of the main PDE systems modeling nematic liquid crystals in the $Q$-tensor framework and one of the best studied mathematically [1, 2, 21, 22, 36, 37, 41]. It couples a Navier-Stokes system for incompressible flow with anisotropic forces and a parabolic reaction-convection-diffusion system for matrix-valued functions, i.e., the $Q$-tensors. The Navier-Stokes system captures the fluid motion and the reaction-convection-diffusion system describes the evolution of the liquid crystal director field (see Section 2 for physical aspects).

In the Landau-de Gennes theory of liquid crystals (see [16, 30, 33]), the local orientation and degree of order for neighboring liquid crystal molecules are represented by a symmetric, traceless matrix that is an element of the $Q$-tensor space:

$$S^{(3)}_0 = \{ Q \in M_{3 \times 3}^{3\times3} | Q^{ij} = Q^{ji}, \forall 1 \leq i, j \leq 3, \text{tr}(Q) = 0 \}. \quad (1.1)$$

The physical interpretation of the space of $Q$-tensors is presented for instance in [30].

The system we are focusing on involves a number of physical constants. For the purpose of our study it is convenient to set most of these constants equal to one, keeping just a couple of specific interest to us. A specific non-dimensionalisation will be provided in Section 2.2. In the rest of the paper, we will focus on the Beris-Ewdards system written in a non-dimensional form as:

$$\partial_t u + (u \cdot \nabla) u + \nabla P = \varepsilon \Delta u - \varepsilon^2 \nabla \cdot (\nabla Q \circ \nabla Q + (\Delta Q)Q - Q\Delta Q)$$

$$- \varepsilon^2 \xi \nabla \cdot \left( \Delta Q(Q + \frac{1}{3}I) + (Q + \frac{1}{3}I)\Delta Q - 2(Q + \frac{1}{3}I)(Q : \Delta Q) \right)$$

$$- 2\varepsilon \xi \kappa \nabla \cdot \left( (Q + \frac{1}{3}I)(a \text{tr}(Q^2) - b \text{tr}(Q^3) + c \text{tr}^2(Q^2)) \right)$$
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\[ +2\varepsilon\xi\kappa \nabla \cdot \left( (Q + \frac{1}{3}\mathbb{I}) (aQ - b[Q^2 - \frac{1}{3}\text{tr}(Q^2)\mathbb{I}] + cQ \text{tr}(Q^2)) \right), \quad (1.2) \]
\[ \nabla \cdot u = 0, \quad (1.3) \]
\[ \partial_t Q + u \cdot \nabla Q - S(\nabla u, Q) = \varepsilon \Delta Q - \left( aQ - b[Q^2 - \frac{1}{3}\text{tr}(Q^2)\mathbb{I}] + cQ \text{tr}(Q^2) \right), \quad (1.4) \]

where

\[ S(\nabla u, Q) = (\xi D + \Omega)(Q + \frac{1}{3}\mathbb{I}) + (Q + \frac{1}{3}\mathbb{I})(\xi D - \Omega) - 2\xi(Q + \frac{1}{3}\mathbb{I}) \text{tr}(Q \nabla u), \quad \text{for some } \xi \in \mathbb{R}. \]

Here, we denote by \( T^2 = [-\pi, \pi]^2 \) the two dimensional torus. Then \( u(x, t) : T^2 \times (0, +\infty) \rightarrow \mathbb{R}^3 \) represents the fluid velocity field and \( Q(x, t) : T^2 \times (0, +\infty) \rightarrow S^{(3)}_0 \) stands for the liquid crystal directors, with \( D = \frac{\nabla u + \nabla^T u}{2}, \Omega = \frac{\nabla u - \nabla^T u}{2} \) being the symmetric and skew-symmetric parts of the rate of strain tensor, respectively. The constant \( \xi \) in \( S(\nabla u, Q) \) is a measure of the ratio between the tumbling and the aligning effects that a shear flow exerts on the liquid crystal director field.

There has been a vast recent literature on the study of well-posedness as well as long-time dynamics of the Beris-Edward system \([12,14]\). We refer interested readers to \([2,12,13,21,22,37]\) for the discussion related to the simplified system with \( \xi = 0 \), and \([11,14,36]\) for the full system with a non-vanishing \( \xi \).

The system \([12,14]\) contains a significant number of terms and generates considerable analytical difficulties, mostly due to the presence of the Navier-Stokes part that describes the effects of the fluid. Often in the physical literature it is assumed that the fluid can be neglected and one works with some suitably simplified fluid-free versions of the system. However, it is not a priori clear what is lost through these simplifications and the main aim of this work is to study two interlinked fundamental issues:

- The preservation of eigenvalue-range,
- The partial decoupling in the limit of high Ericksen number.

We aim to provide an understanding of these qualitative issues. Thus, in this paper we will focus on the simplest possible setting, from a technical point of view, that allows to bypass regularity issues (in particular, for the Navier-Stokes system). Namely, we will work on the two dimensional torus \( T^2 \) and with sufficiently smooth solutions, i.e., the global strong solutions. The existence of global strong solutions in this setting for the full system \([12,14]\) was done in \([11]\), however assuming that the range of \( Q \)-tensors is the set of two dimensional tensors, i.e. \( 2 \times 2 \) matrices. The framework we use here is slightly different such that we work essentially in a three dimensional setting for the target spaces (cf. \([36]\) Remark 1.1]). More precisely, we consider the fluid velocity \( u \) and the \( Q \)-tensor defined on \( T^2 \) but take values in the spaces \( \mathbb{R}^3 \) and \( S^{(3)} \) (see \([1,14]\)), respectively. This setting can be easily obtained from the work in \([11]\) by assuming that we work in three dimensional space with initial data independent of one spatial direction, so essentially a two dimensional datum (in the domain). This property of the initial data of being two dimensional is preserved by the flow and all the arguments in \([11]\) follow, because the only thing that matters for obtaining global strong solutions is the Sobolev embedding theorem that continues to hold as the domain is kept to be essentially two dimensional. Hence, we shall simply assume the existence of global strong solutions defined as follows:

**Definition 1.1.** Consider \((u_0, Q_0) \in H^1(T^2; \mathbb{R}^3) \times H^2(T^2; S^{(3)}_0)\) with \( \nabla \cdot u_0 = 0 \). A pair \((u, Q)\) is called a global strong solution of the Beris-Edward system \([12,14]\) with initial data \((u_0, Q_0)\), if

\[ u \in C([0, \infty); H^1(T^2; \mathbb{R}^3)) \cap L^2_{\text{loc}}(0, \infty; H^2(T^2; \mathbb{R}^3)), \]
\[ Q \in C([0, \infty); H^2(T^2; S^{(3)}_0)) \cap L^2_{\text{loc}}(0, \infty; H^3(T^2; S^{(3)}_0)), \]

and \((u, Q)\) satisfies the system \([12,14]\) a.e. in \( T^2 \times [0, \infty) \).

The first issue of interest to us, i.e., the preservation of eigenvalue-range, concerns the behaviour of eigenvalues of \( Q \)-tensors under the fluid dynamics. The main question is to understand what will happen
as time evolves if the eigenvalues of the initial datum $Q_0(x)$ are in a convex set (with $x \in \mathbb{T}^2$ in the current stage): will they stay in the same set or not? As explained in the next section this is a fundamental issue motivated by the physical interpretation of the $Q$-tensors.

It is already known (see for instance, [22] Theorem 3]) that if one takes $\xi = 0$ in the system (1.2–1.4), then a maximum principle is valid for the $Q$-equation, i.e., the $L^\infty$-norm of the initial datum $Q_0$ will be preserved for the solution $Q(x,t)$ during the evolution. However, as pointed out in [27] the preservation of eigenvalue-range is a much more subtle issue than the preservation of $L^\infty$-norm of $Q_0$.

On the other hand, if the fluid is neglected, i.e., $u = 0$, then the $Q$-equation (1.4) is simply reduced to a gradient flow of the free energy $F(Q)$ (see (2.1) for its definition). It is proved in [27] (in the whole space setting) that this gradient flow will preserve the convex hull of eigenvalues of $Q_0$ for any regular solution $Q(x,t)$. The proof therein is based on an operator splitting idea and a nonlinear Trotter product formula [40]. More precisely, the gradient flow is “splitted” into a heat flow and an ODE system so that the initial eigenvalue constraints are shown to be preserved by both sub-flows. Then the Trotter formula performs the combination. Returning to our full system (1.2–1.4), we note that the structure of the current $Q$-equation is nevertheless much more complicated such that the argument for the heat flow part in [27] can no longer be applied. To overcome the corresponding mathematical difficulty, we shall introduce a singular potential discussed in [5] (see [18][19][23][41] for various applications), and make a thorough exploration of its special properties.

To this end, we will first investigate the special case $\xi = 0$. In the literature this is often referred to as the “co-rotational case”. Taking $\xi = 0$ generates considerably simpler equations and in particular, ensures the validity of a maximum principle for $Q$. In this special case, we will show that in fact one even has the preservation of a suitable convex eigenvalue-range and thus extending the results in [27] to the current case with flow. As mentioned in [27], the preservation of $L^\infty$-norm of $Q$ (i.e., the maximum principle) can be viewed as a “weaker” version of the preservation of physicality (i.e., the preservation of eigenvalues).

**Theorem 1.1.** [Eigenvalue preservation in the co-rotational case $\xi = 0$]. Let $T > 0$, $\xi = 0$, $\kappa > 0$, $a \in \mathbb{R}$, $b > 0$, $c > 0$ and $(u_0,Q_0) \in H^1(\mathbb{T}^2;\mathbb{R}^3) \times H^2(\mathbb{T}^2;S_0^{\xi=0})$ with $\nabla \cdot u_0 = 0$. We assume that the eigenvalues of the initial datum $Q_0$ satisfy

$$\lambda_i(Q_0(x)) \in \left[\frac{b + \sqrt{b^2 - 24ac}}{12c}, \frac{b + \sqrt{b^2 - 24ac}}{6c}\right], \quad \forall x \in \mathbb{T}^2, 1 \leq i \leq 3.$$  

Furthermore, we impose the following restriction on the coefficients:

$$|a| < \frac{b^2}{3c}. \quad (1.6)$$

Let $(u,Q)$ be the global strong solution to the system (1.2–1.4) on $[0,T]$ with initial data $(u_0,Q_0)$. Then for any $t \in [0,T]$ and $x \in \mathbb{T}^2$, the eigenvalues of $Q(x,t)$ stay in the same interval as in (1.5).

We infer from Theorem 1.1 that for our system (1.2–1.4) the fluid velocity field $u$ will not affect the initial eigenvalue constraint on $Q$ as time evolves, provided that $\xi = 0$.

On the other hand, generally one cannot prove any maximum principle of $|Q|$ for the full system (1.2–1.4) unless $\xi = 0$. Next, we will show that for the general case with $\xi \neq 0$, the preservation of eigenvalues indeed does not hold as well. For this purpose, we will argue by contradiction and use a simplified version of the full system (1.2–1.4). This will be obtained as the so-called high Ericksen number limit, which corresponds to the formal limit $\epsilon \to 0$ in our setting. The resulting system we obtain is only weakly coupled, namely, it is a system coupling an Euler equation for the fluid velocity with a reaction-convection equation for the order parameter $Q$. First, we prove

**Theorem 1.2.** [High Ericksen number limit in the co-rotational case]. Let $u_0 \in H^5(\mathbb{T}^2;\mathbb{R}^3)$ with $\nabla \cdot u_0 = 0$ and $Q_0 \in H^4(\mathbb{T}^2;S_0^{\xi=0})$. Consider the “limit system”:

$$\partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v} + \nabla q = 0,$$  

(1.7)
Throughout the paper, we assume the Einstein summation convention over repeated indices. We define $A : B \overset{\text{def}}{=} \text{tr}(A^T B)$ for matrices $A, B \in \mathbb{M}^{3 \times 3}$, and denote by $|Q|$ the Frobenius norm of the matrix $Q \in \mathbb{M}^{3 \times 3}$ such that $|Q| = \sqrt{Q : Q}$. Besides, the $3 \times 3$ identity matrix will be denoted by $\mathcal{I}$. The partial derivative with respect to spatial variable $x_k$ of the $(i,j)$-component of $Q$ is denoted by $\partial_k Q_{ij}$ or $Q_{ij,k}$. Next, we define the matrix valued $L^p$ space $(1 \leq p < \infty)$ by

$$L^p(\mathbb{T}^2; \mathcal{S}^{(3)}_0) \overset{\text{def}}{=} \left\{ Q : \mathbb{T}^2 \rightarrow \mathcal{S}^{(3)}_0, \ |Q| \in L^p(\mathbb{T}^2; \mathbb{R}) \right\},$$

\[\nabla \cdot \mathbf{v} = 0, \quad \partial_t R + \mathbf{v} \cdot \nabla R - \Omega \mathbf{v} R + R \Omega \mathbf{v} = -aR + b\left[R^2 - \frac{1}{3} \text{tr}(R^2)\mathcal{I}\right] - cR \text{tr}(R^2),\]

with $\Omega_\mathbf{v} := \frac{\nabla \mathbf{v} - \nabla^T \mathbf{v}}{2}$. Then for all $\varepsilon \in (0,1)$ and any strong solution $(u^\varepsilon, Q^\varepsilon)$ starting from initial data $(u_0, Q_0)$ of the system (1.2)-(1.4) with $\xi = 0$, if we denote $w^\varepsilon = u^\varepsilon - \mathbf{v}$, $S^\varepsilon = Q^\varepsilon - R$, then for any time $T > 0$ we have:

$$\|w^\varepsilon\|_{L^2_T}^2 + \varepsilon^2 \|\nabla S^\varepsilon\|_{L^2_T}^2 + \varepsilon \|S^\varepsilon\|_{L^2_T}^2 \leq C_T \varepsilon^2, \quad \forall t \in [0, T],$$

$$\int_0^T \left( \varepsilon \|\nabla w^\varepsilon\|_{L^2}^2 + \varepsilon^3 \|\Delta S^\varepsilon\|_{L^2}^2 + \varepsilon^2 \|\nabla S^\varepsilon\|_{L^2_T}^2 \right) dt \leq C_T \varepsilon^2.$$

We note that the assumption $\xi = 0$ in the above theorem can be removed, provided that one has an a priori $L^\infty$-bound of $|Q|$ that is also uniform in $\varepsilon > 0$. On the other hand, if we assume that the property of eigenvalue preservation holds, then we actually have such an a priori $L^\infty$-bound. As a consequence, we can obtain the limit system (1.7)-(1.9) in the non-co-rotational case i.e., $\xi \neq 0$, for which we can show that in general one cannot except the preservation of the initial eigenvalue range. This is the overall basic strategy leading to our next result:

**Theorem 1.3.** [Lack of eigenvalue preservation in the non-co-rotational case].

There exist some $\xi \neq 0, \varepsilon > 0, \kappa > 0, a, b, c \in \mathbb{R}$ satisfying $b > 0$, $c > 0$, $|a| < \frac{b^2}{3c}$, some initial data $u_0 \in H^5(\mathbb{T}^2; \mathbb{R}^3)$ with $\nabla \cdot u_0 = 0$ and $Q_0 \in H^3(\mathbb{T}^2; \mathcal{S}^{(3)}_0)$ that satisfies (1.5), such that for some $(x, t) \in \mathbb{T}^2 \times \mathbb{R}^+$

$$\lambda_i(Q(x, t)) \notin \left\{ -\frac{b + \sqrt{b^2 - 24ac}}{12c}, \frac{b + \sqrt{b^2 - 24ac}}{6c} \right\},$$

where $(u, Q)$ is the global strong solution to the full system (1.2)-(1.4) with initial data $(u_0, Q_0)$ and parameters $\varepsilon$ and $\xi$.

Finally, in Section 6 we return to the system obtained in the limit of high Ericksen number with $\xi = 0$, i.e., (1.4)-(1.6). As argued in the physical motivation in Section 2, this is relevant for understanding certain patterns, specific to liquid crystals, the “defect patterns” (see [16]). We consider certain specific solutions of the Euler equations and provide examples of flows that are non-singular but are still capable of generating various types of such defect patterns. More precisely, we present two distinct way of generating defects: the phase mismatch in absence of the flow and these vorticity-driven defects.

The rest of this paper is organized as follows. In the next section we provide a couple of background details concerning the physical relevance of our study. This is a section that the mathematically-minded readers can safely skip. Then in Section 3 we provide the proof of Theorem 1.1 concerning the preservation of eigenvalue-range in the co-rotational case with $\xi = 0$. In Section 4 we obtain the limit of high Ericksen number and prove the error estimates, i.e., Theorem 1.2. Then in Section 5 we can use the reduced system to argue for the initial system that for $\xi \neq 0$ we cannot always have eigenvalue preservation, thus proving Theorem 1.3. Finally, in Section 6 we return to the reduced system with $\xi = 0$ and study its implications concerning the dynamical appearance of defect patterns. In the Appendix, we recall some rather technical results that are necessary in Sections 3 and 6 but that seem difficult to pinpoint in the literature.

**Notational Conventions**

Throughout the paper, we assume the Einstein summation convention over repeated indices. We define $A : B \overset{\text{def}}{=} \text{tr}(A^T B)$ for matrices $A, B \in \mathbb{M}^{3 \times 3}$, and denote by $|Q|$ the Frobenius norm of the matrix $Q \in \mathbb{M}^{3 \times 3}$ such that $|Q| = \sqrt{Q : Q}$. Besides, the $3 \times 3$ identity matrix will be denoted by $\mathcal{I}$. The partial derivative with respect to spatial variable $x_k$ of the $(i,j)$-component of $Q$ is denoted by $\partial_k Q_{ij}$ or $Q_{ij,k}$. Next, we define the matrix valued $L^p$ space $(1 \leq p < \infty)$ by

$$L^p(\mathbb{T}^2; \mathcal{S}^{(3)}_0) \overset{\text{def}}{=} \left\{ Q : \mathbb{T}^2 \rightarrow \mathcal{S}^{(3)}_0, \ |Q| \in L^p(\mathbb{T}^2; \mathbb{R}) \right\},$$
2 Physical aspects

2.1 Eigenvalue-range constraints

The main characteristic of nematic liquid crystals is the locally preferred orientation of the nematic molecule directors. This can be described by the $Q$-tensors, that are suitably normalized second order moments of the probability distribution function of the molecules. More precisely, if $\mu_x$ is a probability measure on the unit sphere $S^2$, representing the orientation of liquid crystal molecules at a point $x$ in space, then a $Q$-tensor denoted by $Q(x)$ is a symmetric and traceless $3 \times 3$ matrix defined as

$$Q(x) = \int_{S^2} \left( p \otimes p - \frac{1}{3} I \right) d\mu_x(p).$$

It is supposed to be a crude measure of how the probability measure $\mu_x$ deviates from the isotropic measure $\hat{\mu}$ where $d\hat{\mu} = \frac{1}{4\pi} dA$, see [30]. The fact that $\mu_x$ is a probability measure imposes a constraint on the eigenvalues $\{\lambda_i(Q)\}$ of $Q$ such that (see [30])

$$-\frac{1}{3} \leq \lambda_i(Q) \leq \frac{2}{3}, \quad \sum_{i=1}^{3} \lambda_i(Q) = 0.$$

Thus, not any symmetric and traceless $3 \times 3$ matrix is a physical $Q$-tensor but only those whose eigenvalues take values in $\left( -\frac{1}{3}, \frac{2}{3} \right)$.

2.2 Non-dimensionalisation and the Ericksen number

The free energy of liquid crystal molecules is given by

$$F(Q) \overset{\text{def}}{=} \int_{\mathbb{T}^2} \frac{L}{2} \left| \nabla Q \right|^2 + \frac{\hat{a}}{2} \text{tr}(Q^2) - \frac{\hat{b}}{3} \text{tr}(Q^3) + \frac{\hat{c}}{4} \text{tr}^2(Q^2) \, dx,$$

where $L, \hat{a}, \hat{b}, \hat{c} \in \mathbb{R}$ are material dependent and temperature-dependent constants that satisfy $[33,34]$

$$L > 0, \quad \hat{b} \geq 0, \quad \hat{c} > 0.$$

Here, we use the one constant approximation of the Oseen-Frank energy for the sake of simplicity (see [5]).

The Beris-Edwards system we are going to consider is given by

\begin{align*}
\rho(u_t + u \cdot \nabla u) - \nu \Delta u + \nabla P &= \nabla \cdot (\tau + \sigma), \\
\nabla \cdot u &= 0, \\
Q_t + u \cdot \nabla Q - S(\nabla u, Q) &= \Gamma H(Q).
\end{align*}

Here $u(x,t) : \mathbb{T}^2 \times (0, +\infty) \rightarrow \mathbb{R}^3$ represents the fluid velocity field and $Q(x,t) : \mathbb{T}^2 \times (0, +\infty) \rightarrow S_0^{3(3)}$ stands for the $Q$-tensor of liquid crystal molecules. The positive constants $\nu$ and $\Gamma$ denote the fluid viscosity and the macroscopic elastic relaxation time for the molecular orientation field, respectively.

In the $Q$-equation (2.5), the tensor $H = H(Q)$ is defined to be the minus variational derivative of the free energy $F(Q)$ with respect to $Q$ under symmetry and tracelessness constraints:

$$H(Q) \overset{\text{def}}{=} -\frac{\partial F(Q)}{\partial Q} = L\Delta Q - \frac{\partial f_B}{\partial Q}.$$
Besides, we assume the system \((2.10)–(2.12)\) is subject to the initial conditions
\[
\text{the presence of liquid crystal molecules, which include the symmetric part}
\]
\[
\text{and the skew-symmetric part}
\]
\[
\text{It is worth pointing out that the constant } \xi \text{ in } (2.7) \text{ is a measure of the ratio between the tumbling and the}
\]
\[
\text{the term } S(\nabla u, Q) \text{ in } (2.5) \text{ reads as follows}
\]
\[
S(\nabla u, Q) \overset{\text{def}}{=} (\xi D + \Omega)(Q + \frac{1}{3} I) + (Q + \frac{1}{3} I)(\xi D - \Omega) - 2\xi(Q + \frac{1}{3} I) \text{ tr}(Q \nabla u),
\]
where \(D = \frac{\nabla u + \nabla^T u}{2}\) and \(\Omega = \frac{\nabla u - \nabla^T u}{2}\) stand for the stretch and the vorticity tensor, respectively.
Next, the anisotropic forcing terms in the Navier-Stokes system \((2.3)\) are elastic stresses caused by
\[
\text{the full system } (2.10)–(2.13) \text{ involves several dimensional parameters (see } [6, 38] \text{ and the references therein)}.
\]
\[
\text{\bullet } \rho \text{ is the density (assumed to be constant here), expressed in units of } Kg \cdot m^{-3}.
\]
\[
\text{\bullet } L \text{ is an elastic constant, measuring spatial distortions of the order parameter } Q, \text{ expressed in units of } Kg \cdot m \cdot s^{-2},
\]
\[
\text{\bullet } \tilde{a}, \tilde{b} \text{ and } \tilde{c} \text{ are material-dependent parameters (at a fixed temperature), expressed in units of } J \cdot m^{-1} = Kg \cdot s^{-2} \cdot m^{-1},
\]
\[
\text{\bullet } \nu \text{ is the fluid viscosity, expressed in units of } Kg \cdot m^{-1} \cdot s^{-1},
\]
\[
\text{\bullet } \Gamma \text{ is the inverse of a viscosity coefficient, expressed in units of } m \cdot s \cdot Kg^{-1}.
\]
We remark that the parameter \(\xi\) is a non-dimensional constant measuring a characteristic of the molecules.
Following the non-dimensionalisation performed in [29], we denote the characteristic length, velocity and density by \(\tilde{l}, \tilde{u}, \tilde{\rho}\), respectively. Then we define the non-dimensional distance \(\bar{x}\) and time \(\bar{t}\) as:
\[
x = \bar{x}, \quad t = \frac{\bar{t}}{\bar{u}}.
\]
Take the non-dimensional variables \( \bar{\rho}, \bar{u}, \bar{Q} \) and \( \bar{P} \) to be such that:

\[
\rho = \bar{\rho}, \quad u(x, t) = \bar{u}(x, t), \quad Q(x, t) = \bar{Q}(x, t), \quad P(x, t) = \bar{\rho} \bar{u}^2 \bar{P}(x, t).
\]

Inserting the above relations into the system (2.10)–(2.12), we obtain

\[
\begin{align*}
\bar{\rho} (\partial_t \bar{u} + \bar{u} \cdot \nabla_x \bar{u}) + \nabla_x \bar{P} &= \frac{\nu}{\bar{\rho} \bar{u}^2} \Delta_x \bar{u} - \frac{L}{\bar{\rho} \bar{u}^2} \nabla_x \cdot [\nabla_x \bar{Q} \odot \nabla_x \bar{Q} + \bar{Q} \Delta_x \bar{Q}] \\
&\quad - \frac{\xi}{\bar{\rho} \bar{u}^2} \nabla_x \cdot \left( \Delta_x \tilde{Q} \tilde{Q} + \frac{1}{3} \mathbb{I} + \frac{1}{3} \mathbb{I} \Delta_x \tilde{Q} - 2(Q + \frac{1}{3} \mathbb{I}) (\tilde{Q} : \Delta_x \tilde{Q}) \right) \\
&\quad - \frac{2\xi}{\bar{\rho} \bar{u}^2} \nabla_x \cdot \left( \tilde{Q} + \frac{1}{3} \mathbb{I} \left( \frac{\tilde{a}}{\bar{\rho} \bar{u}^2} \operatorname{tr}(\tilde{Q}^2) - \frac{\tilde{b}}{\bar{\rho} \bar{u}^2} \operatorname{tr}(\tilde{Q}^3) + \frac{\tilde{c}}{\bar{\rho} \bar{u}^2} \operatorname{tr}(\tilde{Q}^2) \right) \right) \\
&\quad + 2\xi \nabla_x \cdot \left( \tilde{Q} + \frac{1}{3} \mathbb{I} \left( \frac{\tilde{a}}{\bar{\rho} \bar{u}^2} Q - \frac{\tilde{b}}{\bar{\rho} \bar{u}^2} (Q^2 - \frac{1}{3} \operatorname{tr}(Q^2) \mathbb{I}) + \frac{\tilde{c}}{\bar{\rho} \bar{u}^2} Q \operatorname{tr}(Q^2) \right) \right), \quad \text{(2.14)}
\end{align*}
\]

\[
\nabla_x \cdot \bar{u} = 0, \quad \text{(2.15)}
\]

where \( D = \frac{\nabla_x \bar{u} + \nabla_x^T \bar{u}}{2} \) and \( \Omega = \frac{\nabla_x \bar{u} - \nabla_x^T \bar{u}}{2} \).

On the other hand, we recall that the non-dimensional Ericksen and Reynolds numbers can be defined as follows (see [29]):

\[
\begin{align*}
\mathcal{E} &:= \frac{\nu \bar{\rho} \bar{u}}{L}, \\
\mathcal{R} &:= \frac{\bar{\rho} \bar{u}^2}{\nu}.
\end{align*}
\]

Furthermore, we introduce the following non-dimensional quantities:

\[
\begin{align*}
\tilde{A} &:= \frac{1}{\bar{\rho} \bar{u}^2} \tilde{a}, & \tilde{B} &:= \frac{1}{\bar{\rho} \bar{u}^2} \tilde{b}, & \tilde{C} &:= \frac{1}{\bar{\rho} \bar{u}^2} \tilde{c}, \\
A &:= \frac{\Gamma L}{\bar{u}} \tilde{a}, & B &:= \frac{\Gamma L}{\bar{u}} \tilde{b}, & C &:= \frac{\Gamma L}{\bar{u}} \tilde{c}, \\
\tilde{G} &:= \frac{\Gamma L}{\bar{u}^2}.
\end{align*}
\]

which implies that the system (2.14)–(2.16) becomes, in a non-dimensional form:

\[
\begin{align*}
\bar{\rho} (\partial_t \bar{u} + \bar{u} \cdot \nabla_x \bar{u}) + \nabla_x \bar{P} &= \frac{1}{\mathcal{R}} \Delta_x \bar{u} - \frac{1}{\mathcal{R} \mathcal{E}} \nabla_x \cdot [\nabla_x \bar{Q} \odot \nabla_x \bar{Q} + \bar{Q} \Delta_x \bar{Q}] \\
&\quad - \frac{\xi}{\mathcal{R} \mathcal{E} \mathcal{C}} \nabla_x \cdot \left( \Delta_x \tilde{Q} \tilde{Q} + \frac{1}{3} \mathbb{I} + \frac{1}{3} \mathbb{I} \Delta_x \tilde{Q} - 2(Q + \frac{1}{3} \mathbb{I}) (\tilde{Q} : \Delta_x \tilde{Q}) \right) \\
&\quad - \frac{2\xi}{\mathcal{R} \mathcal{E} \mathcal{C}} \nabla_x \cdot \left( \tilde{Q} + \frac{1}{3} \mathbb{I} \left( \frac{\tilde{a}}{\bar{\rho} \bar{u}^2} \operatorname{tr}(\tilde{Q}^2) - \frac{\tilde{b}}{\bar{\rho} \bar{u}^2} \operatorname{tr}(\tilde{Q}^3) + \frac{\tilde{c}}{\bar{\rho} \bar{u}^2} \operatorname{tr}(\tilde{Q}^2) \right) \right) \\
&\quad + 2\xi \nabla_x \cdot \left( \tilde{Q} + \frac{1}{3} \mathbb{I} \left( \frac{\tilde{a}}{\bar{\rho} \bar{u}^2} Q - \frac{\tilde{b}}{\bar{\rho} \bar{u}^2} (Q^2 - \frac{1}{3} \operatorname{tr}(Q^2) \mathbb{I}) + \frac{\tilde{c}}{\bar{\rho} \bar{u}^2} Q \operatorname{tr}(Q^2) \right) \right), \quad \text{(2.19)}
\end{align*}
\]

\[
\nabla_x \cdot \bar{u} = 0, \quad \text{(2.20)}
\]

\[
\begin{align*}
\partial_t \tilde{Q} + \bar{u} \cdot \nabla_\bar{x} \tilde{Q} &= (\xi \bar{D} + \Omega)(\tilde{Q} + \frac{1}{3} \mathbb{I}) + (\tilde{Q} + \frac{1}{3} \mathbb{I})(\xi \bar{D} - \Omega) - 2\xi (\tilde{Q} + \frac{1}{3} \mathbb{I}) \operatorname{tr}(\tilde{Q} \nabla_x \bar{u}) \\
&\quad + \mathcal{G} \Delta_x \tilde{Q} - A \bar{Q} + B (\tilde{Q}^2 - \frac{1}{3} \operatorname{tr}(\tilde{Q}^2) \mathbb{I}) - C \bar{Q} \operatorname{tr}(\tilde{Q}^2), \quad \text{(2.21)}
\end{align*}
\]
Remark 2.1. Taking into account the definitions (2.17), (2.18) for the Ericksen and Reynolds numbers we see that the physical parameters \( \rho, \nu \) are material-dependent, hence fixed, and we can only vary \( \hat{l} \) or \( \hat{u} \). We observe that \( \hat{l} \) is essentially a unit of the length measurement, which can be changed for instance from \( 10^{-6} \) meters to \( 10^6 \) meters. Hence, formally increasing \( \hat{l} \) amounts to obtaining a system relevant on a much larger scale. Similarly, fixing \( \hat{l} \) and changing \( \hat{u} \) amounts to a change of scale in time. The most important thing to notice is that a change of scale implies a simultaneous change in all the non-dimensional parameters.

In order to study defect patterns, which appear as localized high gradients, it is useful to take a large space scale \( \hat{l} \to \infty \) for fixed time scale \( \hat{t} \) (which also implies that \( \hat{u} \to \infty \) and \( \hat{l} \hat{u} \) is fixed). This corresponds to taking large Ericksen and Reynolds numbers, simultaneously:

\[
\begin{align*}
E &= \varepsilon E, \\
R &= \varepsilon R, \\
\tilde{A} &= \varepsilon \tilde{A}_0, \\
\tilde{B} &= \varepsilon \tilde{B}_0, \\
\tilde{C} &= \varepsilon \tilde{C}_0, \\
A &= A_0, \\
B &= B_0, \\
C &= C_0, \\
G &= \varepsilon G,
\end{align*}
\]

(2.22)

where \( \varepsilon > 0 \) is a parameter that will be sent to 0.

In the remaining part of the paper, we focus on the scaling (2.22) and for notational simplicity, we set

\[
E = R = G = 1, \quad a := A_0, \quad b := B_0, \quad c := C_0, \quad \kappa := \frac{\tilde{A}_0}{A_0} = \frac{\tilde{B}_0}{B_0} = \frac{\tilde{C}_0}{C_0}.
\]

Dropping the bars of unknown variables and the spatial/temporal variables, setting \( \tilde{\rho} = 1 \) without loss of generality, the system we are going to study becomes the one in the introduction, namely \([1.2]–[1.4]\).

3 Eigenvale-range preservation in the co-rotational case

In this section, we aim to prove Theorem 1.1. To this end, we consider the system \([1.2]–[1.4]\) with \( \xi = 0 \). Assume that \((u, Q)\) is a strong solution to this system, existing on some time interval \([0,T]\). Below we will investigate the \(Q\)-equation \([1.4]\) only, regarding the velocity \(u\) (and thus \(\Omega = \nabla u - \nabla^T u\)) in the convection terms as given and sufficiently smooth functions. In Subsection 3.2 we will show that this smoothness assumption can be relaxed in certain sense. Then the proof of Theorem 1.1 will be obtained in the last subsection of this section, by using a nonlinear Trotter product formula whose mechanism is explained in an abstract setting in the Appendix, Section A (see [40] for the autonomous case).

3.1 Eigenvale-range preservation for decomposed systems

To begin with, we denote by \(S(t, \tilde{S})\), or \(S(t, \cdot)\tilde{S} \in S_0^{(3)}\) the flow generated by the ODE part of \([1.4]\), i.e., \(S(t, \tilde{S})\) satisfies the ODE system

\[
\begin{align*}
\frac{d}{dt} S &= -aS + b \left( S^2 - \frac{1}{3} \text{tr}(S^2)I \right) - c \text{tr}(S^2)S, \\
S|_{t=0} &= \tilde{S} \in S_0^{(3)}.
\end{align*}
\]

(3.1)

Consider the convex set (see for instance [10] for a proof of its convexity)

\[
\mathcal{C} := \left\{ Q \in S_0^{(3)} \mid -\frac{b + \sqrt{b^2 - 24ac}}{12c} \leq \lambda_i(Q) \leq \frac{b + \sqrt{b^2 - 24ac}}{6c}, \quad i = 1, 2, 3 \right\}.
\]

(3.2)

It has been shown in [27] that the solution \(S(t, \tilde{S})\) to \((3.1)\) always lies in this set \(\mathcal{C}\) provided that its initial datum \(\tilde{S}\) lies in \((3.2)\) (for details, see Step 2 of the proof of [27 Proposition 2.2]).
On the other hand, for \( R \in H^2(T^2; S^{(3)}_0) \), we denote \( R(t; s, \bar{R}) = V(t, s) \bar{R} \) the unique solution to the linear non-autonomous problem

\[
\begin{align*}
\partial_t R - \varepsilon \Delta R &= -u \cdot \nabla R + \Omega R - R \Omega, \\
R|_{t=s} &= \bar{R},
\end{align*}
\tag{3.3}
\]

where \( u \) is a given divergence-free function in \( L^\infty(0, T; W^{1, \infty}(T^2; \mathbb{R}^3)) \) and \( \Omega = \frac{\nabla u - \nabla^T u}{2} \). Next, we prove that the two parameter evolution system \( V(t, s) \) defined by problem (3.3) also preserves the above closed convex hull of the range for the initial data.

Denote

\[
m = b + \sqrt{b^2 - 24ac}. \tag{3.5}
\]

Remark 3.1. Since \( \psi_\delta(Q) \) is isotropic and satisfies \( \text{tr}(Q) = 0 \), it follows from [3, 17] that

\[
\psi_\delta(Q) = h_\delta(|Q|^2, \det Q), \quad \forall Q \in S^{(3)}_0, \tag{3.6}
\]

where \( h_\delta \) is smooth in \( \text{Dom}(\Psi_\delta) \) (see [3, Section 5]). Then we have

\[
\frac{\partial \psi_\delta(Q)}{\partial Q} = \frac{\partial h_\delta}{\partial |Q|^2} \frac{\partial |Q|^2}{\partial Q} + \frac{\partial h_\delta}{\partial \det Q} \frac{\partial \det Q}{\partial Q} = 2 \frac{\partial h_\delta}{\partial |Q|^2} Q + \frac{\partial h_\delta}{\partial \det Q} Q^*,
\]

where \( Q^* \) is the adjoint matrix of the symmetric matrix \( Q \).
Now consider the linear equation \([3.3]\) on \([0, T]\). Let \(T_\delta^* \in (0, T]\) be defined as follows

\[
T_\delta^* = \sup \left\{ 0 \leq t < T : \ -(1 + \delta)m < \lambda_i(R(t, x)) < 2(1 + \delta)m, \forall x \in \mathbb{T}^2, \ 1 \leq i \leq 3 \right\}.
\]

We claim that

\[
T_\delta^* = T.
\]

This conclusion can be justified by a contradiction argument. Suppose \(T_\delta^* < T\), we see that \(\psi_\delta(R(t)) \in H^2(\mathbb{T}^2)\) for \(t \in [0, T_\delta^*)\). Taking the (matrix) inner product of equation \((3.3)\) with \(\partial \psi_\delta / \partial R\) yields

\[
\partial_t \psi_\delta + \mathbf{u} \cdot \nabla \psi_\delta - (\Omega R - R \Omega) : \frac{\partial \psi_\delta}{\partial R} = \varepsilon \Delta R : \frac{\partial \psi_\delta}{\partial R} \quad \forall (x, t) \in \mathbb{T}^2 \times [0, T_\delta^*).
\]

Since \((\Omega R - R \Omega) : R = (\Omega R - R \Omega) : R^* = 0\), then by \(3.6\) we see that the above equation can be reduced to

\[
\partial_t \psi_\delta + \mathbf{u} \cdot \nabla \psi_\delta = \varepsilon \Delta R : \frac{\partial \psi_\delta}{\partial R}
= \varepsilon \Delta \psi_\delta - \varepsilon \hat{\partial}_R \frac{\partial \psi_\delta}{\partial R} \hat{R}_{ij} \hat{R}_{lm} \hat{R}_{ij}
\leq \varepsilon \Delta \psi_\delta, \quad \forall (x, t) \in \mathbb{T}^2 \times [0, T_\delta^*),
\]

where in the last step we used the convexity of \(\psi_\delta(R)\).

Hence, the maximum principle for \(\psi_\delta\) together with the assumption \([1.5]\) on the initial eigenvalue-range for \(\bar{R}\) gives

\[
\psi_\delta(R(t, x)) \leq \sup \{ \psi_\delta(R(x)) \} < \infty, \quad \forall (x, t) \in \mathbb{T}^2 \times [0, T_\delta^*).
\]

The strict physicality property of \(\psi_\delta\) (in a similar manner as in \([5, \text{Theorem 1}]\)) indicates that there exists \(\varepsilon = \varepsilon(\delta) > 0\)

\[- (1 + \delta)m + \varepsilon(\delta) < \lambda_i(R(x, t)) < 2(1 + \delta)m - \varepsilon(\delta), \quad \forall (x, t) \in \mathbb{T}^2 \times [0, T_\delta^*), \ 1 \leq i \leq 3.
\]

This however leads to a contradiction with the definition of \(T_\delta^*\).

As a consequence, we conclude that \(T_\delta^* = T\) and

\[- (1 + \delta)m < \lambda_i(R(x, t)) < 2(1 + \delta)m, \quad \forall (x, t) \in \mathbb{T}^2 \times [0, T), \ 1 \leq i \leq 3.
\]

Since \(\delta > 0\) is arbitrary, after performing a continuity argument we can obtain that

\[- m \leq \lambda_i(R(x, t)) \leq 2m, \quad \forall (x, t) \in \mathbb{T}^2 \times [0, T), \ 1 \leq i \leq 3.
\]

### 3.2 Eigenvalue-range preservation under weaker regularity

We shall show that the previous eigenvalue-range preservation property may still hold for solutions with weaker regularity (even weaker than what we actually need).

**Proposition 3.1.** Let \(u \in L^\infty(0, T; L^2(\mathbb{T}^2)) \cap L^2(0, T; H^1(\mathbb{T}^2)), \ u_\delta \in L^\infty(0, T; W^{1, \infty}(\mathbb{T}^2) \cap H^2(\mathbb{T}^2)), \)

\(\nabla \cdot u = \nabla \cdot u_\delta = 0\) be such that

\[u_\delta \to u, \quad \text{strongly in } L^\infty(0, T; L^2(\mathbb{T}^2)) \cap L^2(0, T; H^1(\mathbb{T}^2)) \text{ as } \delta \to 0.\]

Assume that \(Q^{(\delta)} \in L^\infty(0, T; H^1(\mathbb{T}^2)) \cap L^2(0, T; H^2(\mathbb{T}^2))\) is the unique solution of the system

\[
\begin{cases}
Q_t^{(\delta)} + \mathbf{u}_\delta \cdot \nabla Q^{(\delta)} - \Omega_\delta Q^{(\delta)} + Q^{(\delta)} \Omega_\delta \\
\quad = \varepsilon \Delta Q^{(\delta)} - aQ^{(\delta)} + b \left[ (Q^{(\delta)})^2 - \frac{1}{3} \text{tr}((Q^{(\delta)})^2)I \right] - cQ^{(\delta)} \text{tr}^2(Q^{(\delta)}),
\end{cases}
\]

\[
Q^{(\delta)}|_{t=0} = Q_0(x),
\]
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and $Q^{(i)}$ satisfies
\[ \Delta_i \leq \lambda_i(Q^{(i)}(x,t)) \leq \bar{\lambda}_i, \quad (x,t) \in \mathbb{T}^2 \times [0,T], \quad i = 1, 2, 3, \quad (3.8) \]
where $\lambda_i(Q^{(i)})$ denote the increasingly ordered eigenvalues of $Q^{(i)}$.

Then $Q^{(i)}(x,t) \to Q(x,t)$ a.e. in $\mathbb{T}^2 \times [0,T]$ as $\delta \to 0$, where $Q$ is the unique solution in $L^\infty(0,T;H^1(\mathbb{T}^2)) \cap L^2(0,T;H^2(\mathbb{T}^2))$ of the system
\[
\begin{align*}
Q_t + u \cdot \nabla Q - \Omega Q + Q\Omega &= \varepsilon \Delta Q - aQ + b \left( Q^2 - \frac{1}{3} \text{tr}(Q^2)I \right) - cQ \text{tr}(Q^2), \\
Q^{(i)}|_{t=0} &= Q_0(x).
\end{align*}
\]
Moreover, we have an eigenvalue constraint on $Q$ (provided that its initial datum $Q_0$ also has the same constraint):
\[ \Delta_i \leq \lambda_i(Q(x,t)) \leq \bar{\lambda}_i, \quad \forall \; t \in [0,T], \quad \forall \; x \in \mathbb{T}^2, \quad i = 1, 2, 3. \quad (3.9) \]

Proof. First, we prove an a priori $L^\infty$-bound for $Q$. Since $c > 0$, there exists a positive number $\eta_0 > 0$ such that for any $Q \in S^{(3)}$,
\[ -a \text{tr}(Q^2) + b \text{tr}(Q^3) - c t \text{tr}^2(Q^2) \leq 0, \quad \text{if } |Q| \geq \eta_0. \]
Then we take $\eta := \max\{|Q_0|_{L^\infty}, \eta_0\}$. Multiplying (3.9) by $Q(|Q|^2 - \eta)$ and integrating over $\mathbb{T}^2$, after integration by parts, we obtain
\[
\begin{aligned}
\frac{1}{2} \int_\mathbb{T}^2 (|Q|^2 - \eta)^2 dx &= -\varepsilon \int_\mathbb{T}^2 \nabla |Q|^2(\frac{|Q|^2 - \eta}{2} + \frac{|Q|^2}{2}) dx + \frac{\varepsilon}{2} \int_\mathbb{T}^2 \nabla (|Q|^2 - \eta)^+ dx \\
&\quad + \int_\mathbb{T}^2 (-a \text{tr}(Q^2) + b \text{tr}(Q^3) - c t \text{tr}^2(Q^2))(|Q|^2 - \eta) dx \\
&\leq 0,
\end{aligned}
\]
which implies
\[ ||Q(\cdot,t)||_{L^\infty(\mathbb{T}^2)} \leq \eta, \quad \forall \; t \in [0,T]. \quad (3.10) \]
In a similar manner, we can obtain the same result for $Q^{(i)}$
\[ ||Q^{(i)}(\cdot,t)||_{L^\infty(\mathbb{T}^2)} \leq \eta, \quad \forall \; t \in [0,T]. \quad (3.11) \]

Denote the difference $R^{(i)} := Q^{(i)} - Q$. Then $R^{(i)}$ satisfies the following equation
\[
\begin{align*}
\partial_t R^{(i)} + u_3 \cdot \nabla R^{(i)} - \Omega_3 R^{(i)} + R^{(i)} \Omega_3 &= \varepsilon \Delta R^{(i)} - aR^{(i)} + (u - u_3) \cdot \nabla Q - (\Omega - \Omega_3)Q + Q(\Omega - \Omega_3) \\
&\quad + b \left( R^{(i)}Q^2 + QR^{(i)} Q^2 + 3Q \text{tr}(R^{(i)}Q^2) + 3Q \text{tr}(R^{(i)}, Q^2) \right) \\
&\quad - c \left( R^{(i)} \text{tr}(Q^2)^2 + Q \text{tr}(R^{(i)}Q^2) + Q R^{(i)} \right), \\
R^{(i)}|_{t=0} &= 0 = R^{(i)}.
\end{align*}
\]
Multiply the above equation by $R^{(i)}$ and integrating over $\mathbb{T}^2$, after integration by parts and taking into account the uniform $L^\infty$-bounds on $Q, Q^{(i)}$ and also $R^{(i)}$, respectively (see (3.10), (3.11)), we get
\[
\begin{aligned}
\frac{d}{dt} \int_{\mathbb{T}^2} |R^{(i)}|^2 dx &\leq C \int_{\mathbb{T}^2} |R^{(i)}|^2 dx + C \int_{\mathbb{T}^2} \left[ (u - u_3) \cdot \nabla Q - (\Omega - \Omega_3)Q + Q(\Omega - \Omega_3) \right] : R^{(i)} dx \\
&\leq C \|R^{(i)}\|_{L^2}^2 + C \left( \|\nabla Q\|_{L^2} \|u - u_3\|_{L^2} + \|Q\|_{L^2} \|\Omega - \Omega_3\|_{L^2} \right) R^{(i)}_{\|L^\infty\|}, \\
&\leq C \|R^{(i)}\|_{L^2}^2 + C \left( \|u - u_3\|_{L^2} + \|\Omega - \Omega_3\|_{L^2} \right),
\end{aligned}
\]
where $C$ a constant depending only on $a, b, c, \eta$ and $\|Q\|_{L^\infty(0,T; H^1)}$. Thus, it holds
\[
\|R(\delta)(t)\|^2_{L^2} \leq Ce^{Ct} \int_0^t e^{-Cr}(\|u(\tau) - u_\delta(\tau)\|_{L^2} + \|\Omega(\tau) - \Omega_\delta(\tau)\|_{L^2}) \, d\tau, \quad \forall t \in [0,T].
\]

From our assumptions, we know that
\[
\int_0^t \|u(\tau) - u_\delta(\tau)\|^2_{L^2} \, d\tau \to 0, \quad \int_0^t \|\Omega(\tau) - \Omega_\delta(\tau)\|^2_{L^2} \, d\tau \to 0, \quad \forall t \in [0,T]
\]
as $\delta \to 0$. Then we can conclude
\[
\lim_{\delta \to 0} \|R(\delta)(t)\|_{L^2} \to 0, \quad \forall t \in [0,T]. \tag{3.12}
\]

Thus, for any time $t \in [0,T]$, we get $Q(\delta)(x,t) \to Q(x,t)$ a.e. in $\mathbb{T}^2$ and thanks to the continuity of eigenvalues as functions of matrices (see, for instance [35]) we obtain the claimed bounds on the eigenvalues of $Q$. The proof is complete. \hfill \Box

### 3.3 Proof of Theorem 1.1

We are in a position to prove Theorem 1.1. Returning to equation (1.4), we assume for now $u \in L^\infty(0,T; W^{1,\infty}) \cap L^\infty(0,T; H^2)$, a regularity assumption that will be eventually removed thanks to the previous subsection. For some time $T > 0$, $n \in \mathbb{N}$ and $k = \{1, 2, \ldots, n\}$, we denote
\[
U_k = \bigg( \mathcal{V} \left( \frac{k-1}{n}, \frac{k-1}{n}; T \right) S \left( \frac{T}{n} \right) \bigg) \circ \cdots \circ \bigg( \mathcal{V} \left( \frac{2T}{n}, \frac{T}{n} \right) S \left( \frac{T}{n} \right) \bigg) \circ \bigg( \mathcal{V} \left( \frac{T}{n}, 0 \right) S \left( \frac{T}{n} \right) \bigg) Q_0(x),
\]
and $U_0 = Q_0$. Furthermore, we define
\[
U(t) = \mathcal{V} \left( \frac{k-1}{n} T + \eta, \frac{k-1}{n} T \right) S(\eta, \cdot) U_{k-1}, \quad \text{for } t = \frac{k-1}{n} T + \eta \text{ with } 0 \leq \eta < \frac{T}{n}, \tag{3.13}
\]
for $k = 1, \ldots, n$.

Recalling the Trotter product formula, in its abstract form as in Proposition A.1 in the Appendix, we choose
\[
V = H^2(\mathbb{T}^2), \quad W = H^1(\mathbb{T}^2), \quad \gamma = \delta = \frac{1}{2},
\]
and
\[
A(t)Q = \varepsilon \Delta Q - u(\cdot, t) \cdot \nabla Q + \Omega(\cdot, t)Q - Q\Omega(\cdot, t), \quad X(Q) = -aQ + b \left( Q^2 - \frac{1}{3} \text{tr}(Q^2) I \right) - c \text{tr}(Q^2) Q.
\]

Below we proceed to verify the assumptions (H1)–(H2) made in Proposition A.1 under the above choices.

First, we can easily see that the solution operator of the ODE system (3.1) fulfills the assumption (H2) on its existence interval $[0,T]$.

Next, for $u \in L^\infty(0,T; W^{1,\infty}(\mathbb{T}^2))$, the existence of the evolution system $V(t,s)$ associated with the linear parabolic problem (3.3) with initial datum $Q_0 \in V$ can be easily verified. Then it remains to verify the assumption (H1).

Let $Q(t) = V(t,0)Q_0(x)$ be solution to (3.3) with initial datum $Q_0$. Multiplying both sides of equation (3.3) with $Q$ and integrating over $\mathbb{T}^2$, we have
\[
\frac{1}{2} \frac{d}{dt} \|Q(t)\|^2_{L^2} = \int_{\mathbb{T}^2} Q_t : Q \, dx = -\varepsilon \int_{\mathbb{T}^2} |\nabla Q|^2 \, dx - \frac{1}{2} \int_{\mathbb{T}^2} u \cdot \nabla |Q|^2 \, dx + \int_{\mathbb{T}^2} (\Omega Q - Q\Omega) : Q \, dx.
\]
which implies

Using the above estimate and the uniform estimate of $u$ sequence. Then we have

\[ C \|Q(t)\|_{L^2} \leq \|Q(s)\|_{L^2}, \quad \forall 0 \leq s < t \leq T. \]  \tag{3.14}

Multiplying both sides of equation $3.3$ with $\Delta^2 Q$ and integrating over $T^2$, we have

\[
\frac{1}{2} \frac{d}{dt} \|\Delta Q(t)\|_{L^2}^2 = -\varepsilon \int_{T^2} |\nabla \Delta Q|^2 \, dx + \int_{T^2} \nabla (u \cdot \nabla Q) : \nabla \Delta Q \, dx - \int_{T^2} \nabla (\Omega Q - Q\Omega) : \nabla \Delta Q \, dx
\]

\[
\leq -\varepsilon \int_{T^2} |\nabla \Delta Q|^2 \, dx + C \int_{T^2} |\nabla u|^2 |\nabla Q|^2 \, dx + C \int_{T^2} |u|^2 |\nabla^2 Q|^2 \, dx + C \int_{T^2} |\nabla^2 u|^2 |Q|^2 \, dx
\]

\[
\leq -\frac{\varepsilon}{2} \|\Delta Q\|_{L^2}^2 + C \|u\|_{V^1,W^{1,\infty}}^2 (\|\nabla^2 Q\|_{L^2}^2 + \|\nabla Q\|_{L^2}^2) + C \|u\|_{H^2}^2 \|Q\|_{L^\infty}^2
\]

where the constant $C$ depends on $\|u\|_{L^\infty(0,T;W^{1,\infty}(T^2))}$ and $\|u\|_{L^\infty(0,T,H^2(T^2))}$. As a result, we can easily deduce from Gronwall’s lemma that

\[ \|Q(t)\|_{H^2} \leq e^{C(t-s)} \|Q(s)\|_{H^2}, \quad \forall 0 \leq s < t \leq T, \]

which implies

\[ \|\nabla(t,s)\|_{L(V)} \leq e^{C(t-s)}, \quad \forall 0 \leq s < t \leq T. \]  \tag{3.15}

We note that the solution $Q(t)$ can be written as

\[ Q(t) = e^{(t-s)\Delta} Q(s) + \int_s^t e^{(t-\tau)\Delta} (-u \cdot \nabla Q + \Omega Q - Q\Omega) \, d\tau, \quad 0 \leq s < t \leq T. \]

We recall a simple and rather standard estimate for the heat equation. To this end, we decompose any function $u \in L^2$ as $u = \sum_{k \in \mathbb{N}} \omega_k u_k$ where $\{\omega_k\}_{k \in \mathbb{N}}$ form a complete orthonormal system in $L^2$ of eigenvectors of the minus Laplacian, with corresponding eigenvalues $\{\lambda_k\}_{k \in \mathbb{N}}$ ordered in a non-decreasing sequence. Then we have $e^{t\Delta} u = \sum_{k \in \mathbb{N}} e^{-\lambda_k t} \omega_k u_k$ and $-\Delta (e^{t\Delta} u) = \sum_{k \in \mathbb{N}} \lambda_k e^{-\lambda_k t} \omega_k u_k$. It easily follows that

\[
\|\nabla(e^{t\Delta} u)\|_{L^2}^2 = (-\Delta (e^{t\Delta} u), e^{t\Delta} u) = \sum_{k \in \mathbb{N}} e^{-\lambda_k t} \lambda_k (u_k)^2 \leq C \sum_{k \in \mathbb{N}} (u_k)^2 = \frac{C}{t} \|u\|^2, \quad \text{for } t > 0.
\]  \tag{3.16}

Using the above estimate and the uniform estimate of $u$, we obtain

\[
\|\Delta Q(t)\|_{L^2} \leq C(t-s)^{-\frac{1}{2}} \|\nabla Q(s)\|_{L^2} + C \int_s^t (t-\tau)^{-\frac{1}{2}} \|\nabla(u(\tau) \cdot \nabla Q(\tau))\|_{L^2} \, d\tau
\]

\[
+ C \int_s^t (t-\tau)^{-\frac{1}{2}} \|\nabla(\Omega(\tau)Q(\tau) - Q(\tau)\Omega(\tau))\|_{L^2} \, d\tau
\]

\[
\leq C(t-s)^{-\frac{1}{2}} \|\nabla Q(s)\|_{L^2} + C \int_s^t (t-\tau)^{-\frac{1}{2}} \|\Delta Q(\tau)\|_{L^2} \, d\tau
\]

\[
+ C \int_s^t (t-\tau)^{-\frac{1}{2}} \|Q(\tau)\|_{H^1} \, d\tau.
\]  \tag{3.17}

We recall estimate $3.14$, which together with the simple fact on $T^2$

\[ \|\Delta u\|_{L^2} + \|u\|_{L^2} \leq C \|u\|_{H^2} \leq \bar{C} (\|\Delta u\|_{L^2} + \|u\|_{L^2}) \]
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and the last estimate implies
\[ \|Q(t)\|_{H^2} \leq C(t - s)^{-\frac{1}{2}} \|Q(s)\|_{H^1} + C \int_s^t (t - \tau)^{-\frac{1}{2}} \|Q(\tau)\|_{H^2} \, d\tau. \tag{3.18} \]

Let
\[ f(t) \triangleq (t - s)^{\frac{1}{2}} \|Q(t)\|_{H^2}. \]

We deduce from the above integral inequality that
\[ f(t) \leq \|Q(s)\|_{H^1} + C(t - s)^{\frac{1}{2}} \int_s^t g(\tau) \, d\tau, \quad 0 \leq s < t \leq T, \tag{3.19} \]
where
\[ g(\tau) := (t - \tau)^{-\frac{1}{2}} (t - s)^{-\frac{1}{2}}. \]

On the other hand we have:
\[
\int_s^t g(\tau) \, d\tau = \int_s^t (t - s)^{-\frac{1}{2}} (t - \tau)^{-\frac{1}{2}} \, d\tau
= \int_s^t (t - s)^{-\frac{1}{2}} (t - \tau)^{-\frac{1}{2}} \, d\tau + \int_s^t (t - \tau)^{-\frac{1}{2}} (t - s)^{-\frac{1}{2}} \, d\tau
\leq \sqrt{\frac{2}{t - s}} \int_s^t (t - s)^{-\frac{1}{2}} \, d\tau + \sqrt{\frac{2}{t - s}} \int_s^t (t - s)^{-\frac{1}{2}} \, d\tau
= 2 \sqrt{\frac{2}{t - s}} \int_0^{t - s} \sigma^{-\frac{1}{2}} \, d\sigma = 4.
\]

As a consequence, by Gronwall’s lemma, we obtain
\[ f(t) \leq C \|Q(s)\|_{H^1} e^{C(t - s)^{\frac{1}{2}}} \int_s^t g(\tau) \, d\tau \leq C \|Q(s)\|_{H^1}, \quad 0 \leq s < t \leq T, \]
which implies that
\[ \|Q(t)\|_{H^2} \leq C \|Q(s)\|_{H^1} (t - s)^{-\frac{1}{2}}, \quad 0 \leq s < t \leq T. \]

Combing the above estimate with (3.14), we infer that
\[ \|\mathcal{V}(t, s)\|_{\mathcal{L}(W, \bar{V})} \leq C(T) (t - s)^{-\frac{1}{2}}, \quad 0 \leq s < t \leq T. \tag{3.20} \]

Next, we have the following estimate
\[
\|Q(t) - Q(s)\|_{L^2}
\leq \int_s^t \|\partial_t Q(\tau)\|_{L^2} \, d\tau
\leq C \int_s^t (\|\Delta Q(\tau)\|_{L^2} + \|(u \cdot \nabla Q)(\tau)\|_{L^2} + \|(\Omega Q - Q\Omega)(\tau)\|_{L^2}) \, d\tau
\leq C \int_s^t (\|Q(\tau)\|_{H^2} + \|u(\tau)\|_{L^\infty} \|\nabla Q(\tau)\|_{L^2} + \|\nabla u(\tau)\|_{L^2} \|Q(\tau)\|_{L^2}) \, d\tau
\leq C \int_s^t \|Q(\tau)\|_{H^2} \, d\tau
\leq C e^{CT} (t - s) \|Q(s)\|_{H^2}, \quad 0 \leq s < t \leq T,
\]
where C may depend on \(\|u\|_{L^\infty(0; T; W^{1, \infty})}\). The last estimate implies
\[ \|\mathcal{V}(t, s) - I\|_{\mathcal{L}(H^2, L^2)} \leq C(T) (t - s), \quad 0 \leq s < t \leq T. \]

On the other hand, from (3.15) we already know
\[ \|\mathcal{V}(t, s) - I\|_{\mathcal{L}(H^2, H^2)} \leq C(T), \quad 0 \leq s < t \leq T. \]
Hence, from the interpolation inequality \( \|f\|_H^1 \leq C\|f\|_{L^2}^{1/2} \|f\|_{H^2}^{1/2} \) for any \( f \in H^2(\mathbb{T}^2) \), we easily conclude that
\[
\|\mathcal{V}(t, s) - I\|_{L(V,W)} \leq C(t-s)^{1/2}, \quad 0 \leq s < t \leq T.
\] (3.21)

In view of the estimates (3.15), (3.20) and (3.21), the evolution system \( \mathcal{V}(t, s) \) satisfies (A.5). Thus, the assumption (H1) is verified.

In summary, we are able to apply Proposition A.1 to conclude that
\[
\|Q(t) - U(t)\|_{H^2} \leq Cn^{-1/2}, \quad \forall t \in [0,T].
\] (3.22)

On the other hand, we observe that \( U_k \) can be viewed as the successive superpositions of solutions of the ODE part (3.1) and the second order parabolic equation part (3.3) with specific initial data. As a consequence, since we have already known that both operators \( S(t, \cdot) \) and \( \mathcal{V}(t, s) \) preserve the closed convex hull of the range of the initial data, then the proof of Theorem 1.1 can be accomplished by passing to the limit \( n \to +\infty \) in (3.13), which is guaranteed by the estimate (3.22) (where thanks to the previous subsection we do use the result on eigenvalue preservation for \( \mathcal{V}(t, s) \) at the level of regularity on \( u \) that is guaranteed by the strong global solutions).

The proof of Theorem 1.1 is complete. \( \square \)

Remark 3.2. Theorem 1.1 is still valid if the two dimensional torus setting is replaced by the whole space.

4 Large Ericksen number limit in the co-rotational case

In this section we prove Theorem 1.2. To this end, we denote by \((v, R)\) the solution of the limit system obtained by formally setting \( \varepsilon = 0 \) in the system (1.2)–(1.4) with \( \xi = 0 \). Hence, it satisfies the following weakly coupled system:
\[
\begin{align*}
\partial_t v + v \cdot \nabla v + \nabla q &= 0, \quad (4.1) \\
\nabla \cdot v &= 0, \quad (4.2) \\
\partial_t R + v \cdot \nabla R &= \Omega v R - R \Omega v - aR + b(R^2 - \frac{1}{3} \text{tr}(R^2)I) - cR \text{tr}(R^2), \quad (4.3) \\
v|_{t=0} &= u_0, \quad R|_{t=0} = Q_0, \quad (4.4)
\end{align*}
\]
where \( \Omega_v := \frac{\nabla v - \nabla^T v}{2} \).

Since it is assumed that \( u_0 \in H^5 \), thanks to the regularity theory for 2D Euler equation we have \( v \in L^\infty(0,T; H^5) \) (see e.g. [28]). Next, by standard results for transport equation on the torus with \( \nabla \cdot v = 0 \), due to the assumption on the initial datum \( Q_0 \in H^4 \) and the aforementioned regularity of \( v \), we are able to deduce \( R \in L^\infty(0,T; H^4) \) (see Proposition B.1 in the Appendix for further details).

For any \( \varepsilon > 0 \), we denote \((u^\varepsilon, Q^\varepsilon)\) the global strong solution to system (1.2)–(1.4) with \( \xi = 0 \), subject to the initial data \( u^\varepsilon|_{t=0} = u_0 \) and \( Q^\varepsilon|_{t=0} = Q_0 \).

Set
\[
w^\varepsilon = u^\varepsilon - v, \quad S^\varepsilon = Q^\varepsilon - R.
\]
Then the difference functions \((w^\varepsilon, S^\varepsilon)\) satisfy the following system (dropping the superscript \( \varepsilon \) for the sake of simplicity):
\[
\begin{align*}
\partial_t w + w \cdot \nabla w - \varepsilon \Delta w + \nabla (P - q) \\
= -(v \cdot \nabla w + w \cdot \nabla v) - \varepsilon^2 \nabla \cdot (S \nabla w) \\
+ \varepsilon^2 \nabla \cdot (S \Delta S - (\Delta S) S) + \varepsilon^2 \nabla \cdot (S \Delta R + R \Delta S - (\Delta R) S) \\
- \varepsilon^2 \nabla \cdot (\nabla S \nabla R + \nabla R \nabla S) + \varepsilon \mathcal{F}_e (v, R),
\end{align*}
\]
\[
\nabla \cdot w = 0,
\]
\[
\begin{align*}
\partial_t S + w \cdot \nabla S - \Omega_w S + \Omega_w S - \varepsilon \Delta S \\
= -(w \cdot \nabla R + v \cdot \nabla S) + \Omega_w R + \Omega_w S - R \Omega_{w v} - S \Omega_v \\
- a S + b [S Q + R S - \frac{1}{3} \text{tr} (S Q + R S) I] \\
- c [\text{tr} (Q^2) + R \text{tr} (Q S + S R)] + \varepsilon \Delta R,
\end{align*}
\]
where \( \Omega_w := \frac{\nabla^T w - \nabla w}{2} \) and
\[
\mathcal{F}_e (v, R) := \Delta v - \varepsilon \nabla \cdot (\nabla R \otimes \nabla R + \Delta RR - R \Delta R).
\]

We multiply the third equation in (4.5) for \( S \) by \(-\varepsilon^2 \Delta S + \varepsilon S\), integrate over \( \mathbb{T}^2 \), take the trace and sum with the first equation in (4.5) multiplied by \( w \) and integrated over \( \mathbb{T}^2 \). After integration by parts and taking into account the cancellations at the energy level, we obtain
\[
\begin{align*}
\frac{d}{dt} \int_{\mathbb{T}^2} \left( \frac{1}{2} |w|^2 + \frac{\varepsilon^2}{2} |\nabla S|^2 + \frac{\varepsilon}{2} |S|^2 \right) \, dx + \varepsilon \int_{\mathbb{T}^2} \left( |\nabla w|^2 + \varepsilon^3 |\Delta S|^2 + \varepsilon^2 |\nabla S|^2 \right) \, dx \\
= \varepsilon^2 \int_{\mathbb{T}^2} \text{tr} \left( [w \cdot \nabla S] \Delta S \right) \, dx \\
+ \varepsilon \int_{\mathbb{T}^2} \text{tr} \left( [\nabla w] \Delta S \right) \, dx \\
+ \varepsilon \int_{\mathbb{T}^2} \text{tr} \left( [w \cdot \nabla S] \Delta S \right) \, dx \\
+ \varepsilon \int_{\mathbb{T}^2} \text{tr} \left( [\nabla w] \Delta S \right) \, dx \\
- \varepsilon \int_{\mathbb{T}^2} \text{tr} \left( [w \cdot \nabla S] \Delta S \right) \, dx \\
- \varepsilon \int_{\mathbb{T}^2} \text{tr} \left( [\nabla w] \Delta S \right) \, dx \\
+ \varepsilon \int_{\mathbb{T}^2} \text{tr} \left( [\Omega_w R - R \Omega_{w v}] S \right) \, dx \\
+ \varepsilon \int_{\mathbb{T}^2} \text{tr} \left( [\Omega_w S - S \Omega_v] S \right) \, dx \\
- \int_{\mathbb{T}^2} (w \cdot \nabla w) \cdot w \, dx - \int_{\mathbb{T}^2} \nabla (P - q) \cdot w \, dx \\
- \int_{\mathbb{T}^2} (v \cdot \nabla w) \cdot w \, dx - \int_{\mathbb{T}^2} (w \cdot \nabla v) \cdot w \, dx - \varepsilon^2 \int_{\mathbb{T}^2} \nabla \cdot (\nabla S \nabla S) \cdot w \, dx \\
- \varepsilon^2 \int_{\mathbb{T}^2} \text{tr} \left( [S \Delta S - \Delta SS] \nabla w \right) \, dx - \varepsilon^2 \int_{\mathbb{T}^2} \text{tr} \left( [S \Delta R - \Delta RS \nabla] \nabla w \right) \, dx.
\end{align*}
\]
Using [2, Lemma 2.1] and the incompressibility condition, one can easily check that

\[ C \text{ as well as } C \]

It follows from (4.8) and the Cauchy–Schwarz inequality that

\[ \text{right-hand side of (4.7)} \]

\[ + \varepsilon \int \mathcal{F}_e (v, R) \cdot w \, dx + \varepsilon \int ( \Delta R ( - \varepsilon^2 \Delta S + \varepsilon S ) ) \, dx, \tag{4.7} \]

Using [2] Lemma 2.1 and the incompressibility condition, one can easily check that

\[ A_1 = A_1', \quad A_2 = A_2', \quad A_3 = A_3', \]

as well as

\[ I_1 = I_2 = I_3 = I_4 = I_5 = I_6 = 0. \]

Then using the Hölder inequality and Young’s inequality, we can estimate the remaining terms on the right-hand side of (4.7) as follows:

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \left( |w|^2 + \varepsilon^2 |\nabla S|^2 + \varepsilon |S|^2 \right) \, dx + \int_{\Omega} \left( \varepsilon |\nabla w|^2 + \varepsilon^3 |\Delta S|^2 + \varepsilon^2 |\nabla S|^2 \right) \, dx
\]

\[
\leq \frac{\varepsilon^3}{8} \| \Delta S \|^2_{L^2} + C \varepsilon \| \nabla R \|^2_{L^2} \| w \|^2_{L^2} + \varepsilon^2 \| \nabla w \|^2_{L^2} + C \varepsilon \| \nabla S \|^2_{L^2} + \| \nabla w \|^2_{L^2} + \| \nabla S \|^2_{L^2}
\]

\[
+ C \varepsilon (\| Q \|^2_{L^2} + \| R \|^2_{L^2} + \| \nabla S \|^2_{L^2} + \| \Delta R \|^2_{L^2})
\]

\[
+ \varepsilon \int \mathcal{F}_e (v, R) \cdot w \, dx + \varepsilon^2 \int ( \Delta R ( - \varepsilon^2 \Delta S + \varepsilon S ) ) \, dx,
\]

where \( C \) is a positive constant independent of \( \varepsilon \).

Denote

\[ \mathcal{Y}(t) = \| w \|^2_{L^2} + \varepsilon^2 \| \nabla S \|^2_{L^2} + \varepsilon |S|^2_{L^2}, \]

\[ \mathcal{H}(t) = 1 + \| \nabla w \|^2_{L^2} + (\varepsilon + \varepsilon^2)(\| \nabla R \|^2_{L^2} + \| \Delta R \|^2_{L^2}) + \| Q \|^2_{L^2} + \| R \|^2_{L^2}. \]

It follows from (4.8) and the Cauchy–Schwarz inequality that

\[
\frac{d}{dt} \mathcal{Y}(t) + \varepsilon \| \nabla w \|^2_{L^2} + \varepsilon^3 |\Delta S|^2_{L^2} + \varepsilon^2 |\nabla S|^2_{L^2}
\]

\[
\leq C \mathcal{H}(t) \mathcal{Y}(t) + C \varepsilon^2 \| \mathcal{F}_e (v, R) \|^2_{L^2} + C \varepsilon^3 |\Delta R|^2_{L^2},
\]

where \( C \) is a constant independent of \( \varepsilon \).

From our assumption, we infer that \( \mathcal{H}(t), \| \mathcal{F}_e (v, R) \|^2_{L^2} \) and \( \| \Delta R \|^2_{L^2} \) are uniformly bounded on \([0, T]\) for \( 0 \leq \varepsilon \leq 1 \). Since \( \mathcal{Y}(0) = 0 \), it follows from Gronwall’s lemma that for \( 0 < \varepsilon < 1 \)

\[
\mathcal{Y}(t) \leq C_T \varepsilon^2, \quad \forall t \in [0, T],
\]

\[
\int_0^T (\varepsilon \| \nabla w \|^2_{L^2} + \varepsilon^3 |\Delta S|^2_{L^2} + \varepsilon^2 |\nabla S|^2_{L^2}) \, dt \leq C_T \varepsilon^2.
\]

The proof of Theorem 1.2 is complete. □
Remark 4.1. The above proof essentially relies on the uniform $L^\infty$-bound of $Q^\varepsilon$, which is the solution of the system (1.2)–(1.4). This property is true provided that $\xi = 0$ (cf. the proof of Proposition 3.1). However, for the general case $\xi \neq 0$, it is not clear whether such uniform estimate still holds.

5 Lack of eigenvalue-range preservation in the non-corotational case

5.1 The high Ericksen number limit in the non-corotational case

As a first step for the proof of Theorem 1.3, we prove an analogue of Theorem 1.2 by assuming that a uniform a priori $L^\infty$-bound for $Q^\varepsilon$ is available (see (5.5)). This assumption will be satisfied if we impose certain bound on the eigenvalues of $Q$ (for instance, (5.9) below) in the subsequent contradiction argument.

Proposition 5.1. [High Ericksen number limit in the non co-rotational case].

Let $u_0 \in H^3(T^2; \mathbb{R}^3)$ with $\nabla \cdot u_0 = 0$ and $Q_0 \in H^4(T^2; S_0^{(3)})$. Consider the “limit system”:

\begin{align}
\partial_t v + v \cdot \nabla v + \nabla q &= 0, \\
\nabla \cdot v &= 0, \\
\partial_t R + v \cdot \nabla R &= (\xi D_v + \Omega_v)(R + \frac{1}{3} I) + (R + \frac{1}{3} I)(\xi D_v - \Omega_v) + 2\xi(R + \frac{1}{3} I) \text{tr}(R \nabla v) - a R + b [R^2 - \frac{1}{3} \text{tr}(R^2)I] - e R \text{tr}(R^2), \\
v|_{t=0} &= u_0, \quad R|_{t=0} = Q_0,
\end{align}

where $\Omega_v := \frac{\nabla v - \nabla^T v}{2}$, $D_v := \frac{\nabla v + \nabla^T v}{2}$. On the other hand, let $(u^\varepsilon, Q^\varepsilon)$ be the strong solution to system (1.2)–(1.4) starting from the initial data $(u_0, Q_0)$ on $[0, T]$. We assume in addition that

$$
\|Q^\varepsilon\|_{L^\infty(0, T; \mathbb{R}^3)} \leq \eta,
$$

for some positive constant $\eta$ independent of $\varepsilon > 0$. Denote

$$
w^\varepsilon = u^\varepsilon - v, \quad S^\varepsilon = Q^\varepsilon - R.
$$

Then for all $\varepsilon \in (0, 1)$ we have

$$
\|w^\varepsilon(t)\|_{L^2}^2 + \varepsilon^2 \|s^\varepsilon(t)\|_{L^2}^2 + \varepsilon \|s^\varepsilon(t)\|_{L^2}^2 \leq C_T \varepsilon^2, \quad \forall t \in [0, T],
$$

$$
\int_0^T (\varepsilon \|\nabla w^\varepsilon(t)\|_{L^2}^2 + \varepsilon^2 \|\Delta s^\varepsilon(t)\|_{L^2}^2 + \varepsilon^2 \|\nabla s^\varepsilon(t)\|_{L^2}^2) \, dt \leq C_T \varepsilon^2.
$$

Proof. The proof is basically an extension of the one for the co-rotational case in Section 4, which however is more involved since $\xi \neq 0$. The reader can safely skip to continue with the proof of Theorem 1.3 in the next subsection.

Like before, since $u_0 \in H^5$, thanks to the regularity theory for 2D Euler equation we have $v \in L^\infty(0, T; H^5)$ (cf. [28]). By standard results for transport equation on the torus with $\nabla \cdot v = 0$, due to the assumption on the initial datum $R_0 = Q_0 \in H^4$ and the aforementioned regularity of $v$, we are able to deduce $R \in L^\infty(0, T; H^4)$ (See Proposition 3.1). We remark that here the fact $\xi \neq 0$ does not introduce any extra difficulty.

For any $\varepsilon > 0$, we denote $(u^\varepsilon, Q^\varepsilon)$ the global strong solution to system (1.2)–(1.4) with $\xi \in \mathbb{R}$, subject to the initial data $u_0 = u^\varepsilon|_{t=0}$ and $Q^\varepsilon|_{t=0} = Q_0$.

Set

$$
w^\varepsilon = u^\varepsilon - v, \quad S^\varepsilon = Q^\varepsilon - R.
$$
We see that \((w^\varepsilon, S^\varepsilon)\) satisfies the following system (dropping the superscript \(\varepsilon\) for the sake of simplicity):

\[
\begin{aligned}
\partial_t w + w \cdot \nabla w - \varepsilon \Delta w + \nabla (P - q) &= -(v \cdot \nabla w + w \cdot \nabla v) - \varepsilon^2 \nabla \cdot (\nabla S \circ \nabla S) + \varepsilon^2 \nabla \cdot (S \Delta S - (\Delta S)S) \\
&\quad + \frac{2}{3} \varepsilon^2 \nabla \cdot \left[(\text{tr}(S \Delta S) + \text{tr}(R \Delta S) + \text{tr}(S \Delta R)) \sigma\right] \\
&\quad + 2 \varepsilon^2 \nabla \cdot \left[S \text{tr}(S \Delta S) + R \text{tr}(R \Delta S) + S \text{tr}(R \Delta S) + R \text{tr}(S \Delta S)\right] \\
&\quad + 2 \varepsilon^2 \nabla \cdot \left[S \text{tr}(S \Delta R) + R \text{tr}(R \Delta S) + S \text{tr}(R \Delta R)\right] \\
&\quad + \varepsilon \nabla \cdot G + \varepsilon F_\varepsilon(v, R),
\end{aligned}
\]

\[(5.6)\]

\[
\begin{aligned}
\nabla \cdot w &= 0, \\
\partial_t S + w \cdot \nabla S - \Omega \omega_S + S \Omega \omega - \varepsilon \Delta S &= -(w \cdot \nabla R + v \cdot \nabla S) + \Omega \omega R + \Omega \omega S - R \Omega \omega - S \Omega v \\
&\quad - aS + b(SQ + RS) - \frac{1}{3} \text{tr}(SQ + RS) \sigma - c[\text{tr}(Q^2) + R \text{tr}(QS + SR)] \\
&\quad + \xi(Dw_S + SDw) + \frac{2}{3} Dw + \xi(Dw_R + RDw) + \xi(Dv_S + SDv) \\
&\quad - \frac{2}{3} \xi[\text{tr}(S \nabla w) + \text{tr}(S \nabla w) + \text{tr}(R \nabla w)] \sigma - 2 \xi[S \text{tr}(S \nabla v) + S \text{tr}(R \nabla v) + R \text{tr}(S \nabla v)] \\
&\quad - 2 \xi[S \text{tr}(S \nabla w) + S \text{tr}(R \nabla w) + R \text{tr}(S \nabla w) + R \text{tr}(R \nabla w)] + \varepsilon \Delta R, \\
\end{aligned}
\]

\[
\begin{aligned}
w|_{t=0} &= 0, \\
S|_{t=0} &= 0.
\end{aligned}
\]

where \(\Omega \omega := \frac{\nabla w - \nabla^T \omega}{2}, \quad Dw := \frac{\nabla w + \nabla^T w}{2}\) and

\[
G(Q) := -2 \kappa \xi(Q + \frac{1}{3} \sigma)[a \text{tr}(Q^2) - b \text{tr}(Q^3) + c \text{tr}(Q^2)] \\
&\quad + 2 \kappa \xi(Q + \frac{1}{3} \sigma)[aQ - b(Q^2 - \frac{1}{3} \text{tr}(Q^2) \sigma)] + cQ \text{tr}(Q^2),
\]

\[
F_\varepsilon(v, R) := \Delta v - \varepsilon \nabla \cdot (\nabla R \circ \nabla R + \Delta RR - R \Delta R) \\
&\quad - \varepsilon \nabla \cdot ((\Delta R)R + R \Delta R + \frac{2}{3} R \Delta R - 2(R + \frac{1}{3} \sigma)(R \cdot \Delta R)).
\]

We multiply the third equation in \[(5.6)\] for \(S\) by \(-\varepsilon^2 \Delta S + \varepsilon S\), integrate over \(\mathbb{T}^2\), take the trace and sum with the first equation in \[(5.6)\] multiplied by \(w\) and integrated over \(\mathbb{T}^2\). After integration by parts and taking into account the cancellations at the energy level, we obtain

\[
\frac{d}{dt} \int_{\mathbb{T}^2} \left(\frac{1}{2} |w|^2 + \frac{\varepsilon^2}{2} |\nabla S|^2 + \frac{\varepsilon^2}{2} |S|^2\right) dx + \int_{\mathbb{T}^2} (\varepsilon |\nabla w|^2 + \varepsilon^3 |\Delta S|^2 + \varepsilon^3 |\nabla S|^2) dx \\
= \varepsilon^2 \int_{\mathbb{T}^2} \text{tr}([w \cdot \nabla S] \Delta S) dx + \varepsilon^2 \int_{\mathbb{T}^2} \text{tr}([S \Omega \omega - \Omega \omega S] \Delta S) dx + \varepsilon^2 \int_{\mathbb{T}^2} \text{tr}([w \cdot \nabla R] \Delta S) dx \\
\underbrace{\text{A}_1} + \varepsilon^2 \int_{\mathbb{T}^2} \text{tr}([v \cdot \nabla S] \Delta S) dx + \varepsilon^2 \int_{\mathbb{T}^2} \text{tr}([S \Omega \omega - \Omega \omega S] \Delta S) dx \\
\underbrace{\text{A}_2} + \varepsilon^2 \int_{\mathbb{T}^2} \text{tr}([R \Omega \omega - \Omega \omega R] \Delta S) dx - \varepsilon^2 \xi \int_{\mathbb{T}^2} \text{tr}([Dw_S + SDw + \frac{2}{3} Dw] \Delta S) dx \\
\underbrace{\text{A}_3} + \varepsilon^2 \int_{\mathbb{T}^2} \text{tr}([Dw_R + RDw] \Delta S) dx - \varepsilon^2 \xi \int_{\mathbb{T}^2} \text{tr}([Dv_S + SDv] \Delta S) dx \\
\underbrace{\text{A}_4} - \varepsilon^2 \xi \int_{\mathbb{T}^2} \text{tr}([Dw_R + RDw] \Delta S) dx - \varepsilon^2 \xi \int_{\mathbb{T}^2} \text{tr}([Dv_S + SDv] \Delta S) dx \\
\underbrace{\text{A}_5}
\]
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\[
+ \frac{2}{3} \varepsilon^2 \int_{T_2} \left[ \text{tr}(S \nabla w) + \text{tr}(S \nabla v) + \text{tr}(R \nabla w) \right] \text{tr}(\Delta S) \, dx \\
+ 2 \varepsilon^2 \int_{T_2} \text{tr} \left( [S \text{tr}(S \nabla v) + S \text{tr}(R \nabla v) + R \text{tr}(S \nabla v)] \Delta S \right) \, dx \\
+ 2 \varepsilon^2 \int_{T_2} \text{tr} \left( [S \text{tr}(S \nabla w) + S \text{tr}(R \nabla w) + R \text{tr}(S \nabla w) + R \text{tr}(R \nabla w)] \Delta S \right) \, dx \\
- \varepsilon \int_{T_2} \text{tr}([w \cdot \nabla S]) \, dx - \varepsilon \int_{T_2} \text{tr}([\Omega_w - \Omega] S) \, dx - \varepsilon \int_{T_2} \text{tr}([w \cdot \nabla R]) \, dx \\
- \varepsilon \int_{T_2} \text{tr}([v \cdot \nabla S]) \, dx + \varepsilon \int_{T_2} \text{tr}([\Omega_w R - R \Omega_w] S) \, dx + \varepsilon \int_{T_2} \text{tr}([\Omega_v S - S \Omega_v] S) \, dx \\
- \frac{(w \cdot \nabla w) \cdot w \, dx - \int_{T_2} \nabla(P - q) \cdot w \, dx - \int_{T_2} (v \cdot \nabla w) \cdot w \, dx - \int_{T_2} (w \cdot \nabla v) \cdot w \, dx}{I_5} \\
- \varepsilon^2 \int_{T_2} \text{tr}([\nabla \cdot (\nabla S \circ \nabla S)] \cdot w \, dx - \varepsilon^2 \int_{T_2} \text{tr}([\Delta S - (\Delta S) S] \nabla w) \, dx \\
- \varepsilon^2 \int_{T_2} \text{tr}([\Delta S R - (\Delta S) \nabla w]) \, dx - \varepsilon^2 \int_{T_2} \text{tr}([\Delta S R - (\Delta S) R] \nabla w) \, dx \\
+ \varepsilon^2 \int_{T_2} \text{tr}([\nabla S \circ \nabla R + \nabla R \circ \nabla S] \nabla w) \, dx + \varepsilon^2 \int_{T_2} \text{tr}([\nabla S + \Delta S \nabla w + \frac{2}{3} \Delta S \nabla w] \, dx \\
+ \varepsilon^2 \int_{T_2} \text{tr}([\Delta S R + R \Delta S] \nabla w) \, dx + \varepsilon^2 \int_{T_2} \text{tr}([\Delta S R + S \Delta S] \nabla w) \, dx \\
- 2 \varepsilon^2 \int_{T_2} \text{tr}([S \text{tr}(S \nabla R) + R \text{tr}(S \nabla R) + S \text{tr}(R \nabla R)] \nabla w) \, dx \\
- 2 \varepsilon^2 \int_{T_2} \text{tr}([S \text{tr}(S \nabla S) + R \text{tr}(S \nabla S) + S \text{tr}(R \nabla S) + R \text{tr}(S \nabla S)] \nabla w) \, dx \\
- \varepsilon a \int_{T_2} \text{tr}(S^2) \, dx + \varepsilon b \int_{T_2} \text{tr}(SQS + RS^2) \, dx - \varepsilon c \int_{T_2} \text{tr}(Q^2) \text{tr}(S^2) \, dx \\
- \varepsilon c \int_{T_2} \text{tr}(RS \text{tr}(QS + SR)) \, dx + \varepsilon \int_{T_2} \text{tr}([D_w S + SD_w + \frac{2}{3} D_w w] S) \, dx \\
+ \varepsilon \int_{T_2} \text{tr}([D_v + SD_v + D_w R + RD_w w] S) \, dx \\
- \frac{2}{3} \varepsilon^2 \int_{T_2} \text{tr}(S \nabla w) + \text{tr}(S \nabla v) + \text{tr}(R \nabla w) \, dx + \varepsilon^2 \int_{T_2} \text{tr}(S \Delta S) \text{tr}(Q^2) \, dx \\
- 2 \varepsilon \int_{T_2} \text{tr}([S \text{tr}(S \nabla w) + S \text{tr}(R \nabla w) + R \text{tr}(S \nabla w) + R \text{tr}(R \nabla w)] S) \, dx \\
- 2 \varepsilon \int_{T_2} \text{tr}([S \text{tr}(S \nabla v) + S \text{tr}(R \nabla v) + R \text{tr}(S \nabla v)] S) \, dx \\
+ \varepsilon^2 a \int_{T_2} |\nabla S|^2 \, dx - \varepsilon^2 b \int_{T_2} \text{tr}([SQ + RS] \Delta S) \, dx + \varepsilon^2 c \int_{T_2} \text{tr}(S \Delta S) \text{tr}(Q^2) \, dx \\
\right]
\]
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where the constant $\varepsilon$ as well as $16 \Delta_s t \| \nabla \xi \|^2_{\mathbb{L}}$ is independent of $\varepsilon$. Let

$$F_\varepsilon(v, R) \cdot w \, dx + \varepsilon \int_{T^2} \text{tr}(\Delta R(-\varepsilon^2 \Delta S + \varepsilon S)) \, dx.$$ 

Again using Lemma 2.1], the incompressibility condition and the fact $v, w \in S_0^{(3)}$, one can verify that

$$A_1 = A_1', \quad A_2 = A_2', \quad A_3 = A_3', \quad A_4 = A_4', \quad A_5 = A_5', \quad A_6 = A_6'.$$

as well as

$$I_1 = I_2 = I_3 = I_4 = I_5 = I_6 = I_7 = 0.$$

Then using the Hölder inequality and Young's inequality, we can estimate the remaining terms on the right-hand side as follows:

$$\frac{d}{dt} \int_{T^2} \left( |w|^2 + \varepsilon^2 |\nabla S|^2 + \varepsilon |S|^2 \right) \, dx + \int_{T^2} \left( \varepsilon \| \nabla w \|^2 + \varepsilon^3 |\Delta S|^2 + \varepsilon^2 |\nabla S|^2 \right) \, dx$$

$$\leq \frac{\varepsilon^3}{16} |\Delta S|^2_{\mathbb{L}^2} + C \| \nabla R \|^2_{\mathbb{L}^\infty} \| w \|^2_{\mathbb{L}^2} + \varepsilon^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| \nabla S \|^2_{\mathbb{L}^2} + C \varepsilon \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

$$+ \frac{\varepsilon^3}{16} |\Delta S|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \varepsilon^2 \| \nabla \xi \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + C \varepsilon \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

$$+ \frac{\varepsilon^3}{16} |\Delta S|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \varepsilon^2 \| \Delta R \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + C \varepsilon \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

$$+ \frac{\varepsilon^3}{16} |\Delta S|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \varepsilon^2 \| \Delta R \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + C \varepsilon \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

$$+ C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \frac{\varepsilon^3}{16} \| \nabla w \|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \frac{\varepsilon^3}{16} \| \nabla \xi \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

$$+ C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \frac{\varepsilon^3}{16} \| \nabla \xi \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \frac{\varepsilon^3}{16} \| \Delta S \|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

$$+ \frac{\varepsilon^3}{16} \| \Delta S \|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \frac{\varepsilon^3}{16} \| \Delta S \|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

$$+ \frac{\varepsilon^3}{16} \| \Delta S \|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2} + \frac{\varepsilon^3}{16} \| \Delta S \|^2_{\mathbb{L}^2} + C \xi^2 \| \nabla v \|^2_{\mathbb{L}^\infty} \| S \|^2_{\mathbb{L}^2}$$

where the constant $C$ is independent of $\varepsilon$ and $\xi$.

Let

$$\mathcal{Y}_1(t) = \| w \|^2_{\mathbb{L}^2} + \varepsilon^2 \| \nabla S \|^2_{\mathbb{L}^2} + \varepsilon \| S \|^2_{\mathbb{L}^2},$$

$$\mathcal{H}_1(t) = 1 + \| \nabla v \|^2_{\mathbb{L}^\infty} + (\varepsilon + \varepsilon^2) \left( \| \nabla R \|^2_{\mathbb{L}^\infty} + \| \Delta R \|^2_{\mathbb{L}^\infty} + \| \Delta S \|^2_{\mathbb{L}^2} \right)$$

$$+ (1 + \varepsilon^2) \left( \| Q \|^2_{\mathbb{L}^\infty} + \| Q \|^2_{\mathbb{L}^\infty} \right).$$

From the definition of $\mathcal{G}(Q)$, it easily follows that $\| \mathcal{G}(Q) \|_{\mathbb{L}^2} \leq C(1 + \| Q \|^2_{\mathbb{L}^\infty})$ with some $C$ independent of $\varepsilon$. Then using the Cauchy–Schwarz inequality, we infer from (5.7) that

$$\frac{d}{dt} \mathcal{Y}_1(t) + \varepsilon \| \nabla w \|^2_{\mathbb{L}^2} + \varepsilon^3 \| \Delta S \|^2_{\mathbb{L}^2} + \varepsilon^2 \| \nabla S \|^2_{\mathbb{L}^2}$$

$$\leq C \mathcal{H}_1(t) \mathcal{Y}_1(t) + C \varepsilon (1 + \| Q \|^2_{\mathbb{L}^\infty})^2 + \varepsilon^2 \| F_\varepsilon(v, R) \|^2_{\mathbb{L}^2} + C \varepsilon^3 \| \Delta R \|^2_{\mathbb{L}^2},$$

where $C$ is a constant that may depend on $\xi$ but is independent of $\varepsilon$.

Since $\mathcal{H}_1(t)$, $\| F_\varepsilon(v, R) \|_{\mathbb{L}^2}$ are a priori bounded (in particular $\| Q \|_{\mathbb{L}^\infty}$ is now assumed to be bounded), from the fact $\mathcal{Y}_1(0) = 0$ and Gronwall’s lemma, we deduce that for $0 < \varepsilon < 1$, it holds

$$\mathcal{Y}_1(t) \leq C \varepsilon^2 e^t, \quad \forall t \in [0, T],$$
\[ \int_0^T (\varepsilon \| \nabla w \|^2_{L^2} + \varepsilon^3 \| \Delta S \|^2_{L^2} + \varepsilon^2 \| \nabla S \|^2_{L^2}) \, dt \leq C_T \varepsilon^2. \]

The proof is complete. \qed

5.2 Proof of Theorem 1.3

We are in a position to prove Theorem 1.3. This can be done by a contradiction argument. To this end, we assume that if

\[ \lambda_i(Q_0(x)) \in \left[ -\frac{b + \sqrt{b^2 - 4ac}}{2c}, \frac{b + \sqrt{b^2 - 4ac}}{2c} \right], \quad \forall x \in \mathbb{T}^2, \quad 1 \leq i \leq 3, \tag{5.8} \]

then for any \( \xi \neq 0, \, \varepsilon > 0, \, a \in \mathbb{R}, \, b > 0, \, c > 0 \) and any \( t > 0 \), we still have the eigenvalue-range preservation:

\[ \lambda_i(Q^t(x, t)) \in \left[ -\frac{b + \sqrt{b^2 - 4ac}}{2c}, \frac{b + \sqrt{b^2 - 4ac}}{2c} \right], \quad \forall x \in \mathbb{T}^2, \quad 1 \leq i \leq 3. \tag{5.9} \]

Since the physicality of a \( Q \)-tensor imposes an upper bound on the size of \( \| Q \|_{L^\infty} \), then thanks to the bound on eigenvalues (5.9), we see that (5.5) is satisfied with certain \( \eta > 0 \). As a consequence, from Proposition 5.1, we infer that the limit system as \( \varepsilon \to 0 \) i.e., (5.1) - (5.4), also has the eigenvalues in the same range (because pointwise convergence of \( Q \)-tensors implies pointwise convergence for their eigenvalues, as eigenvalues are continuous functions of matrices, see for instance [35]).

Next, we recall the \( R \) equation

\[ \partial_t R + v \cdot \nabla R = (\xi D_v + \Omega_v)(R + \frac{1}{3} I) + (R + \frac{1}{3} I)(\xi D_v - \Omega_v) - 2\xi (R + \frac{1}{3} I) \text{tr}(R \nabla v) \]

\[ - aR + b[R^2 - \frac{1}{3} \text{tr}(R^2)I] - cR \text{tr}(R^2), \tag{5.10} \]

where \( v \) is a solution of the Euler equation (5.1). Since \( u_0 \in H^5 \) and \( Q_0 \in H^4 \), we know that \( v \in L^\infty(0, T; H^5(\mathbb{T}^2; \mathbb{R}^3)) \) and \( R \in L^\infty(0, T; H^4(\mathbb{T}^2; S_0^3)) \). Now we define

\[ v^\xi(x, t) := v(x, \frac{t}{\xi}), \quad R^\xi(x, t) := R(x, \frac{t}{\xi}), \]

and then the pair \((v^\xi, R^\xi)\) satisfies the following system

\[ \partial_t v^\xi + \frac{1}{\xi} v^\xi \cdot \nabla v^\xi + \frac{1}{\xi} \nabla q(x, \frac{t}{\xi}) = 0, \]

\[ \nabla \cdot v^\xi = 0, \]

\[ \partial_t R^\xi + \frac{1}{\xi} v^\xi \cdot \nabla R^\xi = (D_v + \frac{1}{\xi} \Omega_v)(R^\xi + \frac{1}{3} I) + (R^\xi + \frac{1}{3} I)(D_v - \frac{1}{\xi} \Omega_v) - 2\xi (R^\xi + \frac{1}{3} I) \text{tr}(R^\xi \nabla v^\xi) \]

\[ - \frac{1}{\xi} \left( aR^\xi + b[\text{tr}(R^\xi)^2I] - cR^\xi \text{tr}(\text{tr}(R^\xi)^2I) \right). \]

Applying the curl operator to the first equation, we see that \( \omega_\xi := \text{curl} v^\xi \) satisfies

\[ \partial_t \omega_\xi + \frac{1}{\xi} v^\xi \cdot \nabla \omega_\xi = \frac{1}{\xi} \omega_\xi \cdot \nabla v^\xi. \]

Since \( v \in L^\infty(0, T; H^5(\mathbb{T}^2; \mathbb{R}^3)) \), we infer that there exists certain constant \( C > 0 \) independent of \( \xi \) such that \( \| \omega_\xi \|_{L^\infty(0, T; H^4(\mathbb{T}^2; \mathbb{R}^3))} \leq C \), provided that \( \xi \geq 1 \). Hence, we deduce that as \( \xi \to \infty \)

\[ v^\xi \to u_0 \text{ in } L^\infty(0, T; H^4(\mathbb{T}^2)), \]

where \( u_0 \) is the initial data for the velocity field.
Moreover, we have $R^2(x,\cdot) \to R_0(x,t)$ as $\xi \to \infty$ uniformly for $t \in [0,T]$ and $x \in \mathbb{T}^2$, where $R_0(x,\cdot)$ solves the ODE system (parametrized by $x$):

$$\partial_t R_0 = D_{u_0} R_0 + R_0 D_{u_0} + \frac{2}{3} D_{u_0} - 2(R_0 + \frac{1}{3} I) \text{tr}(R_0 D_{u_0}),$$

where $D_{u_0} := \nabla u_0 + \nabla^T u_0 \frac{1}{2}$. If we take the initial datum $R_0|_{t=0} = 0$, we will have, as long as the matrix $D_{u_0} \neq 0$ then the solution $R_0(t) \neq 0$, namely, there exists some $t_0 \in [0,T]$ such that $R_0(t_0) \neq 0$.

As a consequence, there exists a sufficiently small $\lambda > 0$ (depending on this nonzero $R_0(t_0)$) such that if we take the coefficients

$$a = \lambda a_0, \quad b = \sqrt{\lambda_0} > 0, \quad c = c_0 > 0$$

that satisfy

$$|\lambda a_0| < \frac{\lambda_0^2}{3c_0},$$

we have

$$\lambda_i(R_0(0)) = 0 \in \left[-\frac{\sqrt{\lambda_0} + \sqrt{\lambda_0^2 - 24\lambda a_0 c_0}}{12c_0}, \frac{\sqrt{\lambda_0} + \sqrt{\lambda_0^2 - 24\lambda a_0 c_0}}{6c_0}\right],$$

but for $t_0 \in [0,T]$, it holds

$$\lambda_i(R_0(t_0)) \notin \left[-\frac{\sqrt{\lambda_0} + \sqrt{\lambda_0^2 - 24\lambda a_0 c_0}}{12c_0}, \frac{\sqrt{\lambda_0} + \sqrt{\lambda_0^2 - 24\lambda a_0 c_0}}{6c_0}\right].$$

This leads to a contradiction, which proves our assertion.

The proof of Theorem 1.3 is complete. \qed

6 Dynamical emergence of defects

In this section, we investigate some qualitative features of solutions to the system (i.e., the “limit system” of (1.2)–(1.4) with $\xi = 0$):

$$\partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v} + \nabla q = 0, \quad (6.1)$$

$$\nabla \cdot \mathbf{v} = 0, \quad (6.2)$$

$$\partial_t R + \mathbf{v} \cdot \nabla R - \Omega \cdot R + R \Omega \mathbf{v} = -aR + b[R^2 - \frac{1}{3} \text{tr}(R^2)I] - cR \text{tr}(R^2), \quad (6.3)$$

Our aim is to understand how it can describe liquid crystal defects that are understood as high gradients. We shall provide some specific examples of flows providing mechanisms responsible for this phenomenon, which can be regarded as the generation of defect patterns.

As has been seen in the previous sections, the equation for $R$ is well-posed in the spaces in which we work, so if one starts with $$(\mathbf{v}_0, R_0) \in H^5(\mathbb{T}^2) \times H^4(\mathbb{T}^2)$$ then $(\mathbf{v}, R)(\cdot, t) \in H^5(\mathbb{T}^2) \times H^4(\mathbb{T}^2)$ for $t > 0$ (see for instance, Proposition 3.1 in the Appendix). However, what can happen is that for certain types of initial data the $L^\infty$-norm of the gradients of $R$ can increase in time on the interval $[0,T]$. Below we present two distinct ways of generating defects:

- **phases mismatch**;
- **vorticity-driven defects**.

6.1 The phases mismatch

We first consider the case when the flow is not present, namely, $\mathbf{v} \equiv 0$. Then the equation (6.3) reduces to the gradient flow of an ODE system:

$$\frac{d}{dt} R = -aR + b[R^2 - \frac{1}{3} \text{tr}(R^2)I] - cR \text{tr}(R^2), \quad (6.4)$$

23
Proof. We consider a Lagrangian perspective. Recall that for the given flow since the torus is a compact manifold, the solution exists for $t$ trajectory map hence the assumption $\omega$ for all non-degenerate critical points approximating sequence $\{v_k\}$ will be $R(x_1, x_2, t) := s(x, t) (e_1 \otimes e_1 - \frac{1}{3} I)$ with $$s(x, t) \to \begin{cases} s_-, & \text{if } x_1 < 0, \\ s_+ & \text{if } x_1 > 0, \end{cases} \quad \text{as } t \to \infty.$$ Therefore, as $t \to \infty$ the gradient of $R$ at the plane $x_1 = 0$ will increase towards infinity as $t \to \infty$.

6.2 Vorticity-driven defects

Given the roughness specific to Euler equation, one can expect that defects are related to discontinuities and high gradients in the flow. However, this is not the only possible mechanism. Indeed, we will show that even for a very well-behaved flow, e.g., a stationary flow we are able to get for generic points that the gradients of the $Q$-tensor will increase in time.

Below we consider two cases that are in some sense extreme: (1) a very general flow, but very specific initial data, and (2) a very general initial datum, but with more restrictions on the flow.

6.2.1 General flow and special initial data

We have the following:

**Proposition 6.1.** Let $v : T^2 \to \mathbb{R}^2$ be a $C^2$ stationary solution of the incompressible Euler system in $2D$. We denote by $\omega$ its vorticity, namely $\omega := \partial_x v_2 - \partial_y v_1$ and assume that there exists a sequence $\{(x_k, y_k)\}_{k \in \mathbb{N}} \subset T^2$ with $(x_k, y_k) \to (\tilde{x}, \tilde{y}) \in T^2$ as $k \to \infty$ and $\omega(x_k, y_k) - \omega(\tilde{x}, \tilde{y}) \neq 0$, for all $k \in \mathbb{N}$. We further assume that $a < b, c > 0$ and let $Q_0(x, y) = s_+ (e_1 \otimes e_1 - \frac{1}{3} I)$, with $s_+ = \frac{b + \sqrt{b^2 - 4ac}}{2c}$ and $e_1 = (1, 0, 0)$.

Then, denoting $v := (v_1, v_2, 0)(x, y)$, and letting $Q_0$ be an initial datum for equation (6.3) with the given flow $v$, we see that there exists a sequence of times $t_k \to \infty$ and points $(\tilde{x}_k, \tilde{y}_k)$ (with $(\tilde{x}_k, \tilde{y}_k)$ in the segment connecting $(x_k, y_k)$ and $(\tilde{x}, \tilde{y})$) such that $$|\nabla R(\tilde{x}_k, \tilde{y}_k, t_k)| \to \infty, \quad \text{as } k \to \infty.$$ 

**Remark 6.1.** For all non-degenerate critical points $(\tilde{x}, \tilde{y})$ of the vorticity $\omega$ one can choose an approximating sequence $\{(\tilde{x}_k, \tilde{y}_k)\}_{k \in \mathbb{N}}$ in a subset $V \subset T^2$ such that $\omega|_V$ is a non-degenerate local extremum, hence the assumption $\omega(\tilde{x}_k, \tilde{y}_k) - \omega(\tilde{x}, \tilde{y}) \neq 0$, for all $k \in \mathbb{N}$ is satisfied.

**Proof.** We consider a Lagrangian perspective. Recall that for the given flow $v$, the corresponding particle-trajectory map $X : T^2 \times \mathbb{R} \to T^2$ is defined as the solution of the following ODE system:

$$\begin{align*}
\frac{dX}{dt}(\alpha, t) &= v(X(\alpha, t)) \mod 2\pi, \\
X(\alpha, 0) &= \alpha \in T^2.
\end{align*}$$

(6.5)

Since the torus is a compact manifold, the solution exists for $t \in (-\infty, +\infty)$.

We can thus now rewrite (6.3) as an ODE along particle paths:

$$\left( \frac{d}{dt} R - \Omega R + R \Omega \right)(X(\alpha, t), t) = - \frac{\partial f_B(R)}{\partial R}(X(\alpha, t), t),$$

(6.6)
where the matrix $\Omega$ is related to the vorticity of the fluid, namely
\[
\Omega := \begin{pmatrix}
0 & \omega & 0 \\
-\omega & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \text{with } \omega := \partial_x u_2 - \partial_y u_1.
\] (6.7)

Furthermore, because the flow is 2D, the vorticity is constant along particle paths (see for instance, [32, Corollary 1.2]):
\[
\omega(X(\alpha, t)) = \omega_0(\alpha).
\] (6.8)

In order to further simplify the equation (6.6), we introduce the operator $B : \mathbb{T}^2 \times \mathbb{R} \to \mathbb{M}^{3 \times 3}$ as the solution of the following system:
\[
\begin{cases}
\frac{d}{dt} B(\alpha, t) = \Omega(X(\alpha, t))B(\alpha, t), \\
B(\alpha, 0) = I.
\end{cases}
\] (6.9)

**Lemma 6.1.** $B$ is a rotation operator, i.e., $B(\alpha, t) \in O(3)$, $\forall \alpha \in \mathbb{T}^2$ and $t \geq 0$.

**Proof.** Note that
\[
\frac{d}{dt} B^T(\alpha, t) = -B^T(\alpha, t)\Omega(X(\alpha, t)).
\]

Let $M(\alpha, t) := B(\alpha, t)B^T(\alpha, t)$. We see that $M(\alpha, t)$ is a solution of the ODE system
\[
\begin{cases}
\frac{d}{dt} M(\alpha, t) = \Omega(X(\alpha, t))M(\alpha, t) - M(\alpha, t)\Omega(X(\alpha, t)), \\
M(\alpha, 0) = I.
\end{cases}
\]
It is obvious that $I$ is also a solution of this linear system, then by uniqueness we have
\[
M(\alpha, t) = I, \quad \forall \alpha \in \mathbb{T}^2, \ t \geq 0,
\]
which yields the conclusion. \(\square\)

Thanks to the rotation operator $B : \mathbb{T}^2 \times \mathbb{R} \to O(3)$, we can further derive

**Lemma 6.2.**
\[
R(X(\alpha, t), t) = B(\alpha, t)Q_0B^T(\alpha, t), \quad \forall \alpha \in \mathbb{T}^2, \ t \geq 0.
\]

**Proof.** Denote
\[
U(\alpha, t) := B^T(\alpha, t)R(X(\alpha, t))B(\alpha, t).
\]
Then the system (6.6) becomes
\[
\frac{d}{dt}U(\alpha, t) = \left(\frac{d}{dt} B^T\right)RB + B^T \left(\frac{d}{dt}R\right)B + B^T R(\Omega R)B
\]
\[
= \left(B^T \left(\frac{d}{dt} R - \Omega R + R\Omega\right)B\right) (X(\alpha, t), t)
\]
\[
= \left(B^T \left(-aR + b(R^2 - \frac{1}{3} \text{tr}(R^2)I) - cR \text{tr}(R^2)\right)B\right) (X(\alpha, t), t)
\]
\[
= \left(-aU + b\left(U^2 - \frac{1}{3} \text{tr}(U^2)I\right) - cU \text{tr}(U^2)\right) (\alpha, t).
\] (6.10)

We know that the equation (6.10) satisfied by $U$ is a gradient flow, hence except for the case when one start with zero initial data, in the long-time we will have evolution to one of the two manifolds of steady states, namely,
\[
\left\{s_+ \left(n \otimes n - \frac{1}{3} I\right), \ n \in S^2\right\} \cup \left\{s_- \left(n \otimes n - \frac{1}{3} I\right), \ n \in S^2\right\}, \quad \text{with } s_\pm = \frac{b \pm \sqrt{b^2 - 24ac}}{4c}.
\]
Moreover, taking the initial data in one of these two manifolds, as we do by the initial assumptions, we have that the solution is stationary in time, hence \( U(\alpha, t) = U(\alpha, 0) \), which in terms of \( R \) becomes:

\[
R(X(\alpha, t), t) = B(\alpha, t)Q_0B^T(\alpha, t).
\]

The proof is complete.

Because the flow is defined for all real times, in terms of \( R \) we infer from the above lemma that

\[
R(\alpha, t) = s_+B(X(\alpha, -t), t) \left( e_1 \otimes e_1 - \frac{1}{3}I \right) B^T(X(\alpha, -t), t)
= s_+ \left( m(\alpha, t) \otimes m(\alpha, t) - \frac{1}{3}I \right),
\]

where

\[
m(\alpha, t) = B(X(\alpha, -t), t)e_1. \quad (6.11)
\]

On the other hand, taking into account the definition (6.9) of \( B(\alpha, t) \), we have

\[
B(\alpha, t) = e^{\Omega(\alpha, t)} = \begin{pmatrix} \cos(\pi t\omega(\alpha)) & \sin(\pi t\omega(\alpha)) & 0 \\ -\sin(\pi t\omega(\alpha)) & \cos(\pi t\omega(\alpha)) & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

where for the last equality we used the formula for the exponential of a matrix (see for instance, [24]). Using the fact that in 2D the vorticity is conserved along the flow map (6.8), we have

\[
B(X(\alpha, -t), t) = B(\alpha, t).
\]

Hence, (6.11) becomes

\[
m(\alpha, t) = (\cos(\pi t\omega(X(\alpha, -t))), -\sin(\pi t\omega(X(\alpha, -t))), 0).
\]

Taking \( \alpha = (x_k, y_k) \) and \( \alpha = (\bar{x}, \bar{y}) \), respectively, we can calculate the angle between the two vectors \( m \) at these points, at times \( t_k \) (to be fixed later) as

\[
m(x_k, t_k, t_k) \cdot m(\bar{x}, \bar{y}, t_k) = \cos \gamma_k, \quad \text{with} \quad \gamma_k := \pi t_k (\omega(x_k, y_k) - \omega(\bar{x}, \bar{y})).
\]

Recalling now the assumption in the hypothesis that \( \omega(x_k, y_k) - \omega(\bar{x}, \bar{y}) \neq 0 \), we can take the times

\[
t_k := \left( 2(\omega(x_k, y_k) - \omega(\bar{x}, \bar{y})) \right)^{-1} \rightarrow \infty.
\]

As a consequence, we have that as \( (x_k, y_k) \rightarrow (\bar{x}, \bar{y}) \) the angle between \( R(x_k, y_k) \) and \( R(\bar{x}, \bar{y}) \) stays non-zero and fixed, as \( t_k \rightarrow \infty \). This leads to the final claim of the proposition.

### 6.2.2 General initial data and special points in the flow

In dimension two, a divergence-free flow can be expressed in terms of a stream function. More precisely, if \( v : \mathbb{T}^2 \rightarrow \mathbb{R}^2 \) is smooth enough with \( \nabla \cdot v = 0 \) and moreover \( \int_{\mathbb{T}^2} v \, dx = 0 \) then there exists a scalar function \( \psi : \mathbb{T}^2 \rightarrow \mathbb{R} \), called the stream function, such that \( v = (\partial_\psi, -\partial_\psi) \). Thus the system providing the particle-trajectory map (6.5) becomes a Hamiltonian flow, and the stagnation points of the flow are given as critical points of the stream function \( \psi \). Locally, the flow around them will be as in Figure 1 (see for instance, [20] Chapter 1).

We will need to assume essentially that around such points the vorticity is not constant, namely we have the kind of assumption of non-degeneracy imposed in Proposition (6.1). We expect that this kind of assumption holds generically, so we will call these “standard stagnation points”. More precisely,
On the other hand, we have

$$Q(6.10)$$

starting from initial data \( \{ \\} \) that there exists a sequence of points \( T \in v \)

Definition 6.1 (Standard stagnation points in incompressible flows). Consider an incompressible flow \( v \in C^2(\mathbb{T}^2;\mathbb{R}^2) \) with zero mean. We call \( (\bar{x},\bar{y}) \in \mathbb{T}^2 \) a standard stagnation point for the flow \( v \), if \( v(\bar{x},\bar{y}) = 0 \) and there exists a sequence of points \( \{(x_k,y_k)\}_{k \in \mathbb{N}} \subset \mathbb{T}^2 \) with \( (x_k,y_k) \to (\bar{x},\bar{y}) \) such that \( |X(x_k,y_k,t) - X(\bar{x},\bar{y},t)| \to 0 \), uniformly for \( t \in \mathbb{R}_+ \) and \( \omega(x_k,y_k) - \omega(\bar{x},\bar{y}) \neq 0 \) for any \( k \in \mathbb{N} \) (where \( X : \mathbb{T}^2 \times \mathbb{R} \to \mathbb{T}^2 \) is the particle-trajectory map generated by the flow \( v \) and \( \omega := \partial_xv_2 - \partial_yv_1 \) is the vorticity of the flow).

Then we have the following:

Proposition 6.2. Let \( v : \mathbb{T}^2 \to \mathbb{R}^2 \) be a \( C^2 \) stationary solution of the incompressible Euler system with zero mean. Let \( (\bar{x},\bar{y}) \) be a standard stagnation point in the sense of Definition 6.1 and \( Q_0 : \mathbb{T}^2 \to S_0^{(3)} \) be a \( C^2 \) function such that \( Q_0(\bar{x},\bar{y}) \) is a biaxial \( Q \)-tensor that belongs to a suitable neighborhood \( U \) of the set \( \{s_+ \left( n \otimes n - \frac{1}{3} I \right), n \in \mathbb{S}^2 \} \) (as defined in Proposition C.1 in the Appendix).

Then there exist a sequence of points \( \{(x_k,y_k)\}_{k \in \mathbb{N}} \) converging to \( (\bar{x},\bar{y}) \) and a sequences of times \( t_k \to \infty \) such that

$$|\nabla R(x_k,y_k,t_k)| \to \infty, \quad \text{as } k \to \infty.$$  \hspace{1cm}(6.12)

Proof. We consider, similarly as in the proof of Proposition 6.1, the particle-trajectory map \( X : \mathbb{T}^2 \times \mathbb{R} \to \mathbb{T}^2 \), generated by the flow \( v \). Then following the reasoning in the proof of Proposition 6.1 we obtain:

$$|R(X(\alpha,t)) - B(\alpha,t)T[Q_0(\alpha)]B(\alpha,t)^T| \to 0, \quad \text{as } t \to \infty,$$

where \( T[Q_0] = s_+ \left( n(Q_0) \otimes n(Q_0) - \frac{1}{3} I \right) \) (with \( n(Q_0) \in \mathbb{S}^2 \)) is the long-time limit of the gradient flow \( 6.10 \) starting from initial data \( Q_0 \) (see Proposition C.1 in the Appendix).

Thanks to the assumption that \( (\bar{x},\bar{y}) \) is a standard stagnation point (see Definition 6.1), we deduce that there exists a sequence of points \( \{(x_k,y_k)\}_{k \in \mathbb{N}} \) converging to \( (\bar{x},\bar{y}) \) such that

$$|X(x_k,y_k,t) - X(\bar{x},\bar{y},t)| \to 0, \quad \text{uniformly for } t \in \mathbb{R}_+,$$

and

$$\omega(x_k,y_k) - \omega(\bar{x},\bar{y}) \neq 0, \quad \forall k \in \mathbb{N}. \hspace{1cm}(6.12)$$

On the other hand, we have

$$B(\alpha,t)T[Q_0(\alpha)]B(\alpha,t)^T = s_+ \left( B(\alpha,t)n(Q_0(\alpha)) \otimes B(\alpha,t)n(Q_0(\alpha)) - \frac{1}{3} I \right)$$.  
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On a simply-connected neighbourhood of $V$ of $(\bar{x}, \bar{y})$ we can define the “angle function” $A : V \to [0, 2\pi]$ depending on the function $Q$ such that $n(Q(x, y)) = (\cos(A(x, y)), \sin(A(x, y)), 0)$ for all $(x, y) \in V$. Taking into account that $n(Q)$ is a continuous function on the neighbourhood $V$ (see Proposition [C.1] in the Appendix), the angle function $A$ (or its lifting in topological jargon) can be chosen to be continuous.

Thus, with this notation we obtain
\[
\left( B(x_k, y_k, t_k)T[Q_0(x_k, y_k)]B(x_k, y_k, t_k)^T \right) = \left( B(\bar{x}, \bar{y}, t_k)T[Q_0(\bar{x}, \bar{y})]B(\bar{x}, \bar{y}, t_k)^T \right) \\
= s_k^2 \left[ (\cdot, t_k)n(Q_0)_{(x_k, y_k)} \cdot B(\cdot, t_k)n(Q_0)_{(\bar{x}, \bar{y})} \right]^2 - \frac{1}{3} \\
= s_k^2 \left( (\cos \gamma_k)^2 - \frac{1}{3} \right),
\]
where
\[
\gamma_k := (A - \pi t_k \omega)(x_k, y_k) - (A - \pi t_k \omega)(\bar{x}, \bar{y}).
\]
Because of (6.12), we can take
\[
t_k := \left( 2[\omega(x_k, y_k) - \omega(\bar{x}, \bar{y})] \right)^{-1} \to \infty.
\]
Then, using the continuity of the angle function $A$ we deduce that $\gamma_k \to \frac{\pi}{2}$ as $k \to \infty$.

The proof is complete.

\section{The nonlinear Trotter product formula}

Suppose $u$ is a solution to the parabolic problem
\[
\begin{align*}
\frac{\partial u}{\partial t} &= A(t)u + X(u), \\
u(0) &= f,
\end{align*}
\tag{A.1}
\]
One can obtain its solutions by successively solving two simpler equations
\[
\frac{\partial u}{\partial t} = A(t)u, \quad \frac{\partial u}{\partial t} = X(u).
\tag{A.2}
\]
Such Trotter product formulas combining the solutions of the two simpler equations are available in the literature in the case when $A(t)$ is a time-independent operator (see for instance, [40]). However, such results do not seem to be immediately available in the literature for time-dependent operators as we need. So we provide here a brief argument showing the specific result we shall use, which follows closely the argument in [40] Proposition 5, pp. 310).

We start by recalling the following definition (cf. [39], pp. 129)

\textbf{Definition A.1.} Let $V$ be a Banach space. The two-parameter family of bounded linear operators $U(t, s)$ for $0 \leq s \leq t \leq T$ on $X$ is called an evolution system if:

(i) $U(s, s) = I$, $U(t, s) = U(t, \tau)U(\tau, s)$ for any $s \leq \tau \leq t$;

(ii) the mapping $(t, s) \to U(t, s)$ is strongly continuous for $0 \leq s \leq t \leq T$.

Then we denote by $U(t, s)$ the evolution system generated by the time-dependent operator $A(t)$ on the Banach space $V$. Besides, we also let $F^t$ be the one-parameter semigroup generated on $V$ by the nonlinear ODE $\frac{\partial u}{\partial t} = X(u)$.

For $T > 0, n \in \mathbb{N}$, $k \in \{1, \ldots, n\}$, we set
\[
v_k = \left( U\left( \frac{kT}{n}, \frac{k-1}{n}T \right)F^{\frac{kT}{n}} \right) \circ \cdots \circ \left( U\left( \frac{2T}{n}, \frac{T}{n} \right)F^{\frac{2T}{n}} \right) \circ \left( U\left( \frac{T}{n}, 0 \right)F^{\frac{T}{n}} \right) f,
\tag{A.3}
\]
and furthermore
\[
v(t) = U\left( \frac{kT}{n} + \eta, \frac{kT}{n} \right)F^{\eta} v_k, \quad \text{for } t = \frac{kT}{n} + \eta, \; 0 \leq \eta < \frac{T}{n}.
\tag{A.4}
\]
Proposition A.1. Let $V$ and $W$ be two Banach spaces such that $V$ is continuously embedded in $W$. We make the following assumptions.

(H1) Suppose that the evolution system $\mathcal{U}(t,s)$ generated by $A(t)$ on $V$ satisfies
\[
\|\mathcal{U}(t,s)\|_{\mathcal{L}(V)} \leq e^{C(t-s)}, \quad \|\mathcal{U}(t,s)\|_{\mathcal{L}(W;V)} \leq C(t-s)^{-\gamma}, \quad \|\mathcal{U}(t,s) - I\|_{\mathcal{L}(V,W)} \leq C(t-s)^{\delta},
\]
for $0 \leq s < t \leq T$, with some $\delta > 0$, $0 < \gamma < 1$. Here, $I$ stands for the identity operator and $\mathcal{L}(V,W)$ denotes the set of bounded linear operators from $V$ into $W$.

(H2) Let $\mathcal{F}$ be the flow generated by the vector field $X$. Assume it satisfies:
\[
\|\mathcal{F}(f)\|_{V} \leq C_2, \quad \text{for } \|f\|_{V} \leq C_1, \\
\|\mathcal{F}(f)\|_{V} \leq e^{Cf}\|f\|_{V}, \quad \text{for } \|f\|_{V} \geq C_1,
\]
for $0 < t \leq T$. Here, $C_1, C_2, C > 0$ are some constants independent of $f \in V$.

We also assume that
\[
X : V \rightarrow V \text{ and } \mathcal{Y} : V \times V \rightarrow \mathcal{L}(W) \cap \mathcal{L}(V) \text{ are bounded},
\]
where
\[
\mathcal{Y}(h,g) \overset{\text{def}}{=} \int_{0}^{1} DX(sh + (1-s)g) \, ds.
\]

For any $f \in V$, we let $u \in C([0,T];V)$ be the solution to problem (A.1), and let $v \in C([0,T];V)$ be defined by (A.3)–(A.4) above. Then we have the following error estimate:
\[
\|v(t) - u(t)\|_{V} \leq C(T,C_1,C_2,\|f\|_{V})n^{-\delta}, \quad 0 \leq t \leq T.
\]

Proof. The proof is adapted from that of [40, Proposition 5.1]. We note that for $\frac{kT}{n} < t < \frac{(k+1)T}{n}$,
\[
\frac{\partial v}{\partial t} = A(t)v + \mathcal{U}\left(\frac{k}{n}T + \eta, \frac{k}{n}T\right)X(F^\eta v_k) \\
= A(t)v + X(v) + R(t), \quad \text{with } \eta = t - \frac{kT}{n} \in \left(0, \frac{kT}{n}\right),
\]
where
\[
R(t) \overset{\text{def}}{=} \mathcal{U}\left(\frac{k}{n}T + \eta, \frac{k}{n}T\right)X(F^\eta v_k) - X(v) \\
= \left[\mathcal{U}\left(\frac{k}{n}T + \eta, \frac{k}{n}T\right) - I\right]X(F^\eta v_k) + \left[X(F^\eta v_k) - X(v)\right].
\]

We infer from the assumptions (H1), (H2) the following estimates
\[
\|X(F^\eta v_k) - X(v)\|_{W} \\
= \left\|X(F^\eta v_k) - X\left[\mathcal{U}\left(\frac{k}{n}T + \eta, \frac{k}{n}T\right)F^\eta v_k\right]\right\|_{W} \\
\leq C \left\|\mathcal{Y}\left(F^\eta v_k, \mathcal{U}\left(\frac{k}{n}T + \eta, \frac{k}{n}T\right)F^\eta v_k\right)\right\|_{\mathcal{L}(W)} \left\|\mathcal{U}\left(\frac{k}{n}T + \eta, \frac{k}{n}T\right) - I\right\|_{\mathcal{L}(V,W)} \|F^\eta v_k\|_{V} \\
\leq CT^\delta n^{-\delta} \|F^\eta v_k\|_{V},
\]
and
\[
\|v_k\|_{V} \leq C(T,C_1,C_2,\|f\|_{V}), \quad \|F^\eta v_k\|_{V} \leq C(T,C_1,C_2,\|f\|_{V}).
\]

Let $w \overset{\text{def}}{=} v - u$. Then the difference $w$ satisfies the equation
\[
\begin{cases}
\frac{\partial w}{\partial t} = A(t)w + X(v) - X(u) + R(t), \\
w(0) = 0.
\end{cases}
\]
Using Duhamel’s principle (see [39]), we know that

\[ w(t) = \int_0^t \mathcal{U}(t, \tau) [X(v(\tau)) - X(u(\tau)) + R(\tau)] \, d\tau. \]

As a consequence, by assumptions [A.5]–[A.6] and the definition of \( R(t) \), we obtain

\[
\|w(t)\|_V \leq \int_0^t \|\mathcal{U}(t, \tau)\|_{\mathcal{L}(V)} \|X(v(\tau)) - X(u(\tau))\|_V \, d\tau + \int_0^t \|\mathcal{U}(t, \tau)\|_{\mathcal{L}(W; V)} \|R(\tau)\|_W \, d\tau \\
\leq \int_0^t e^{C(t-\tau)} \|\mathcal{Y}(v(\tau), u(\tau))w(\tau)\|_V \, d\tau + C \int_0^t (t - \tau)^{-\gamma} \|R(\tau)\|_W \, d\tau \\
\leq \int_0^t e^{C(t-\tau)} \|w(\tau)\|_V \, d\tau + C \int_0^t (t - \tau)^{-\gamma} \|X(F^0 v_k)\|_W \, d\tau \\
+ C \int_0^t (t - \tau)^{-\gamma} \left\| \frac{k}{n} T + \frac{k}{n} \right\|_V \|X(F^0 v_k)\|_W \, d\tau \\
\leq C \int_0^t e^{C(t-\tau)} \|w(\tau)\|_V \, d\tau + C(T, C_1, C_2, \|f\|_V) \int_0^t (t - \tau)^{-\gamma} \, d\tau \\
\leq C \int_0^t e^{C(t-\tau)} \|w(\tau)\|_V \, d\tau + C(T, C_1, C_2, \|f\|_V) t^{1-\gamma}. \tag{A.7}
\]

Hence, the proof is complete by a direct application of Gronwall’s Lemma to the inequality [A.7].

**B Global existence for the limit system**

In order to provide the global existence for the limit system as \( \varepsilon \to 0 \), we first recall some technical result, concerning estimates in higher order space, in particular the commutator estimates, that are nowadays standard (see for instance, [31]).

**Lemma B.1.** For any \( f, g \in H^s(T^2) \) (\( s \geq 2 \), \( s \in \mathbb{N} \)) and any multi-index \( \alpha \) with \( |\alpha| \leq s \), we have

\[
\|\partial_x^\alpha (f g)\|_{L^2} \leq c_s \left( \|f\|_{L^\infty} \|\nabla_x g\|_{L^2} + \|g\|_{L^\infty} \|\nabla_x f\|_{L^2} \right), \tag{B.1}
\]

\[
\|\partial_x^\alpha (f g) - f \partial_x^\alpha g\|_{L^2} \leq c_s \left( \|\nabla_x f\|_{L^\infty} \|\nabla_x^{s-1} g\|_{L^2} + \|\nabla_x^s f\|_{L^2} \|g\|_{L^\infty} \right), \tag{B.2}
\]

for some positive constant \( c_s \) independent of \( f, g \).

We can now provide our global existence result:

**Proposition B.1.** Consider the following system for \( v : T^2 \to \mathbb{R}^3 \) and \( R : T^2 \to S_0^{(3)} \):

\[
\begin{align*}
\partial_t v + v \cdot \nabla v &= -\nabla q, \tag{B.3} \\
\nabla \cdot v &= 0, \tag{B.4} \\
\partial_t R + v \cdot \nabla R &= (\xi D_v + \Omega_v) (R + \frac{1}{3} I) + (R + \frac{1}{3} I) (\xi D_v - \Omega_v) - 2\xi (R + \frac{1}{3} I) \text{ tr}(R \nabla v) \\
&\quad - aR + b \left[ R^2 - \frac{1}{3} \text{ tr}(R^2) I \right] - cR \text{ tr}(R^2), \tag{B.5}
\end{align*}
\]

with \( \Omega_v := \nabla v - \frac{\nabla T v}{2} \) and \( D_v := \nabla v + \frac{\nabla T v}{2} \).

If the initial data satisfy \( (v_0, R_0) \in H^3(T^2; \mathbb{R}^3) \times H^4(T^2; S_0^{(3)}) \) then for any \( T > 0 \), system (B.3)–(B.5) admits a solution

\[
(v, R) \in L^\infty(0, T; H^3(T^2; \mathbb{R}^3) \times H^4(T^2; S_0^{(3)})).
\]
Proof. For the 2D Euler system it is well known that if \( v_0 \in H^2(\mathbb{T}^2; \mathbb{R}^2) \) then there exists a global solution \( v \) in the same space, with values in \( \mathbb{R}^2 \). In our case we take values in \( \mathbb{R}^3 \), so for the third component indeed we have a transport equation with a Lipschitz velocity (provided by the first two components). Hence, by standard results we also have that the solution stays in the same space as the initial datum.

For the \( R \)-part, we just provide a priori estimates, leaving the approximation procedure to the interested reader. Multiplying the equation (B.5) by \( R|R|^{p-2} \) \( (p \geq 2) \) and integrating by parts, we obtain:

\[
\frac{1}{p} \frac{d}{dt} \| R \|_{L^p}^p \leq C \| \nabla v \|_{L^\infty} \| R \|_{L^p}^p + C \| \nabla v \|_{L^p} \| R \|_{L^p}^{p-1}
- \int_{\mathbb{T}^2} \left( 2\xi |R|^p \text{tr}(R\nabla v) + a|R|^p - b\text{tr}(R^3) |R|^{p+2} + c|R|^{p+2} \right) dx. \tag{B.6}
\]

On the other hand, noting that \( \text{tr}(R^2) \) can be expressed in terms of eigenvalues one can check that we have for any \( \delta > 0 \) the estimate: \( |\text{tr}(R^3)| \leq \frac{3}{4} |R|^4 + \frac{9\delta}{4c} |R|^2 \), which implies:

\[
|b\text{tr}(R^3)| \leq \frac{c}{4} |R|^2 + \frac{4\xi^2}{c} |\nabla v|^2.
\]

Furthermore, we have

\[
2|\xi \text{tr}(R\nabla v)| \leq \frac{c}{4} |R|^2 + \frac{4\xi^2}{c} |\nabla v|^2.
\]

Using the above two estimates in (B.6), we get

\[
\frac{1}{p} \frac{d}{dt} \| R \|_{L^p}^p \leq C \| \nabla v \|_{L^\infty} \| R \|_{L^p}^p + C \| \nabla v \|_{L^p} \| R \|_{L^p}^{p-1} + C \| R \|_{L^p}^p
+ C \| \nabla v \|_{L^2}^2 \| R \|_{L^p}^p - \frac{c}{2} \int_{\mathbb{T}^2} |R|^{p+2} dx.
\]

Since \( c > 0 \), we deduce that

\[
\frac{d}{dt} \| R \|_{L^p} \leq C(\| \nabla v \|_{L^2}^2 + 1)\| R \|_{L^p} + C \| \nabla v \|_{L^p}.
\]

Thus, out of the above inequality, using Gronwall’s inequality, the a priori estimate on \( v \) and passing to the limit \( p \to \infty \) we get

\[
R \in L^\infty(0,T; L^\infty(\mathbb{T}^2)). \tag{B.7}
\]

We take now the scalar product in \( H^4 \) of (B.5) with \( R \) and obtain

\[
\frac{1}{2} \frac{d}{dt} \| R \|_{H^4}^2 = - (v \cdot \nabla R, R)_{H^4} = I_1
+ \left( (\xi D \nu + \Omega v)(R + \frac{1}{3} \mathbf{I}) + (R + \frac{1}{3} \mathbf{I}) (\xi D \nu - \Omega v) - \frac{2}{3} \xi \text{tr}(R\nabla v) \mathbf{I}, R \right)_{H^4}
- \left( 2\xi \text{tr}(R\nabla v), R \right)_{H^4} - a\| R \|_{H^4}^2 + \left( bR^2 - cR \text{tr}(R^2), R \right)_{H^4} \tag{B.8}
\]

We estimate each term on the right-hand side separately.

\[
|I_1| \leq C (v \cdot \nabla R, R)_{L^2} + C(\| \Delta^2 (v \cdot \nabla R), \Delta^2 R \|_{L^2})
= C(\| \Delta^2 (v \cdot \nabla R) - v \cdot \nabla \Delta^2 R, \Delta^2 R \|_{L^2})
\leq C\| v \|_{H^6} \| R \|_{H^4}^2,
\]

where we used the estimate (B.2) in the last inequality. Then for the second term we use repeatedly the estimate (B.1) to get

\[
|I_2| \leq C\| v \|_{H^5} \| R \|_{H^4}^2.
\]
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Furthermore, for the third term, we have
\[ |I_3| \leq C \| R^2 \nabla v \|_{H^1} \| R \|_{H^4} \]
\[ \leq C (\| R \|_{L^\infty} \| R \nabla v \|_{H^1} + \| R \nabla v \|_{L^\infty} \| R \|_{H^4}) \| R \|_{H^4} \]
\[ \leq C \| R \|_{L^\infty} \| \nabla v \|_{H^1} \| R \|_{H^4} \| R \|_{H^4} \]
\[ \leq C \| R \|_{L^\infty} \| v \|_{H^5} \| R \|_{H^4} \].

A similar arguments lead to:
\[ |I_4| \leq C (\| R \|_{L^\infty} + \| R \|_{L^\infty}^2) \| R \|_{H^4}. \]

Gathering the above estimates and using them in (B.8), we obtain
\[ \frac{d}{dt} \| R \|_{H^4} \leq C (1 + \| v \|_{H^2} + \| R \|_{L^\infty} \| v \|_{H^1} + \| R \|_{L^\infty} + \| R \|_{L^\infty}^2) \| R \|_{H^4} \].

Taking into account that \( \| v \|_{H^2} \) and \( \| R \|_{L^\infty} \) are controlled a priori in \( L^\infty(0, T) \), then using Gronwall’s lemma, we deduce the desired a priori control of \( R \) in \( L^\infty(0, T; H^4) \).

The proof is complete. \( \square \)

C Local ODE dynamics

Consider the ODE system

\[
\begin{align*}
\frac{d}{dt} Q &= -aQ + b(Q^2 - \frac{1}{3} \text{tr}(Q^2) I) - cQ \text{tr}(Q^2), \\
Q|_{t=0} &= Q_0(x).
\end{align*}
\]

(C.1)

Then we have

Proposition C.1. Let the coefficients of system (C.1) satisfy \( a < 0, b, c > 0 \). Denote by

\[ S_+ := s_+ \left\{ (n \otimes n - \frac{1}{3} I), n \in S^2 \right\}, \quad \text{where} \quad s_+ := \frac{b + \sqrt{b^2 - 24ac}}{4c} \]

the set of stationary points of the equation (C.1).

There exists a neighbourhood \( W \) of \( S_+ \), within the set \( S_0^{(3)} \) of all \( Q \)-tensors, such that for any \( Q_0 \in W \) the ODE system (C.1), starting from the initial datum \( Q_0 \), will evolve in the long time towards \( T[Q_0] := s_+ (n(Q_0) \otimes n(Q_0) - \frac{1}{3} I) \), with the function \( n : W \rightarrow S^2 \) and \( T : W \rightarrow S_+ \) continuous at all biaxial points in \( W \).

Proof. We start by recalling the argument from [27] that the dynamics of the ODE system (C.1) affects only the eigenvalues, but not the eigenvectors. Indeed, let us consider “the system of eigenvalues”:

\[
\begin{align*}
\frac{d\lambda_1}{dt} &= -\lambda_1 [2c(\lambda_1^2 + \lambda_2^2 + \lambda_1\lambda_2) + a] + b\left(\frac{\lambda_2^2}{3} - \frac{2}{3} \lambda_2 - \frac{2}{3} \lambda_1\lambda_2\right), \\
\frac{d\lambda_2}{dt} &= -\lambda_2 [2c(\lambda_2^2 + \lambda_1^2 + \lambda_1\lambda_2) + a] + b\left(\frac{\lambda_1^2}{3} - \frac{2}{3} \lambda_1^2 - \frac{2}{3} \lambda_1\lambda_2\right).
\end{align*}
\]

(C.2)

Using standard arguments it can be shown that the system (C.2) has a global-in-time solution \( (\lambda_1, \lambda_2) \).

For an arbitrary initial datum \( \tilde{Q}_0 \), since \( \tilde{Q}_0 \) is a symmetric matrix, there exists a matrix \( R \in O(3) \), such that \( R\tilde{Q}_0R^T = \text{diag}(\tilde{\lambda}_1^0, \tilde{\lambda}_2^0, -\lambda_1^0 - \lambda_2^0) \), where \( (\lambda_1^0, \lambda_2^0, -\lambda_1^0 - \lambda_2^0) \) are the eigenvalues of \( \tilde{Q}_0 \). It can be shown (see [27] for details) that

\[ Q(t) = R' \text{diag}(\lambda_1(t), \lambda_2(t), -\lambda_1(t) - \lambda_2(t)) R, \]

with \( (\lambda_1(t), \lambda_2(t)) \) being the solution of the ODE system (C.2) subject to the initial data \( (\tilde{\lambda}_1^0, \tilde{\lambda}_2^0) \).
Therefore, for $Q_0$ close to $S_*$, we have (taking into account that the eigenvalues are a continuous function of the matrix, see for instance [35]) that its eigenvalues are close to $-\frac{s_+}{3}, -\frac{s_+}{3}$ and $\frac{2s_+}{3}$, respectively. Thus, there exists a matrix $R \in O(3)$, such that $RQ_0R^T = \text{diag}(\lambda_1^0, \lambda_2^0, -\lambda_1^0 - \lambda_2^0)$, where $(\lambda_1^0, \lambda_2^0) - \frac{1}{3}(s_+, s_+)$ is small.

Denote $\tilde{X} = (-\frac{s_+}{3}, -\frac{s_+}{3})$. A straightforward calculation shows that the Hessian matrix at $\tilde{X}$ is given by

$$
\begin{pmatrix}
-a - 12cs_+^2 & -2bs_+ - 6cs_+^2 \\
-2bs_+ - 6cs_+^2 & -a - 12cs_+^2
\end{pmatrix}.
$$

Its eigenvalues take the following form

$$
\lambda_1 = -a - 2bs_+ - 18cs_+^2, \quad \lambda_2 = -a + 2bs_+ - 6cs_+^2,
$$

which can be checked to be negative under the assumption on $a, b$ and $c$. Thus, the standard ODE theory (see for instance, [20]) implies that for initial data in a neighbourhood of $\tilde{X}$, we have that in the long time the solution will converge exponentially to $\tilde{X}$. Let us denote by $U_{\tilde{X}}$ this neighbourhood.

We denote

$$
U := \{ R\text{diag}(\lambda, \mu, -\lambda - \mu)R^T, \quad R \in O(3), \quad (\lambda, \mu) \in U_{\tilde{X}} \},
$$

which is a neighbourhood of $S_*$. We can see that the solution of the ODE system (C.1) starting from $Q_0 \in U$ will evolve in the long time to $R(Q_0)\text{diag}\left(-\frac{s_+}{3}, -\frac{s_+}{3}, \frac{2s_+}{3}\right)R(Q_0)^T$ where $R(Q_0)$ is the matrix that diagonalizes $Q_0$ (namely, such that $R(Q_0)Q_0R(Q_0)^T$ is diagonal). It can be shown that $R(Q_0)$ is a matrix made of the eigenvectors of $Q_0$. Taking into account that a biaxial matrix has distinct eigenvalues and one can choose a smooth basis of eigenvectors near such a matrix (see for instance, [35]), we deduce that the function $R(Q_0)$ can be chosen in a continuous manner in a neighbourhood of any $Q_0$ biaxial. This proves the final claim of the Proposition.
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