Hybrid Classical-Quantum method for Diabetic Foot Ulcer Classification
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\textbf{Abstract.} Diabetes is a raising problem that affects many people globally. Diabetic patients are at risk of developing foot ulcer that usually leads to limb amputation, causing significant morbidity, and psychological distress. In order to develop a self monitoring mobile application, it is necessary to be able to classify such ulcers into either of the following classes: Infection, Ischaemia, None, or Both. In this work, we compare the performance of a classical transfer-learning-based method, with the performance of a hybrid classical-quantum Classifier on diabetic foot ulcer classification task. As such, we merge the pre-trained Xception network with a multi-class variational classifier. Thus, after modifying and retraining the Xception network, we extract the output of a mid-layer and employ it as deep-features presenters of the given images. Finally, we use those deep-features to train multi-class variational classifier, where each classifier is implemented on an individual variational circuit. The method is then evaluated on the blind test set DFUC2021. The results proves that our proposed hybrid classical-quantum Classifier leads to considerable improvement compared to solely relying on transfer learning concept through training the modified version of Xception network.
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1 Introduction

Diabetes is a raising universal problem that affects 425 million people which is expected to rise to 629 million people by 2045 \cite{21}. One in three diabetic patients are likely to develop Diabetic Foot Ulcers (DFU) which is a serious complication of diabetes, and can lead to limb amputation, or even death if it is with infection and ischaemia \cite{3}. However, as diabetic patients can lose sensation in their foot, it is hard for them to identify the development of such ulcer. In an effort to develop a self monitoring technology, in this work we study the classification of such ulcers into following classes: Infection, Ischaemia, None, Both.

Specifically, in this work, we propose a hybrid Classical-Quantum solution for Classification (CQC) of diabetic foot ulcer images (DFU). The proposed classifier
is constructed of 2 separate algorithms. First, we employ the concept of transfer learning by adopting Xception Network with pre-train image-net weights [17]. Then, we modify and re-train the network to adopt it for DFU classification task. Next, we extract an output of a mid-layer to represent each image. Finally, we employ a multi-class variational classifier [11][10][12], where each classifier is implemented on an individual variational circuit. To train the classifier, we use the output of the previous stage as image representatives.

We have evaluated our method on DFU2021 blind test set, and the result shows promising performance. The result proved that the proposed hybrid method achieves considerably higher performance in comparison with the performance of modified Xception net.

2 Image analysis with Quantum Machine Learning

Quantum machine learning employs the principles of quantum theory to process information through using quantum computers. In recent years, we have witnessed the remarkable breakthroughs in quantum technology, as quantum computing has entered the era of Noisy Intermediate-Scale Quantum [4]. As a result, recently the study of Quantum Machine Learning (QML) techniques have became a subject of interest in the research field [5][6].

Among the applications of QML, quantum image classification has shown promising performance. For example, Llyod et al [7] proposed a method for training the map from classical data to quantum states. Their method demonstrated success in classifying given images into two classes: ant and bee. In [8], different quantum parametrized circuits were employed to design number of classification methods, where the classical data were encoded as separable qubits.

3 Methodology

The proposed solution is made of two stages: 1) Employing the concept of transfer learning, and consequently modify and re-train Xception network for DFU
classification, and 2) Extracting the output of a mid-layer from modified Xception network, and using it as an input to train a multi-class variational classifier. In the following sections, we will explain the steps in more detail.

3.1 Stage.1: Transfer Learning

We use Extreme Inception (Xception) network with imagenet weights, as our base method [17], which is a deep convolutional neural network based architecture. The main characteristic of the Xception network is decoupling the mapping of cross-channels correlations and spatial correlations in the feature maps of convolutional neural networks. In other words, Xception network is a linear stack of depth-wise separable convolution layers with residual connections. The Xception network architect have following characteristics:

– Contains 36 convolutional layers.
– The 36 convolutional layers are structured into 14 modules.
– Except for the first and the last, all the models have linear residual connections around them.

| Layer (type)          | Output Shape          | Param #   |
|-----------------------|-----------------------|-----------|
| input_4 (InputLayer)  | [(None, 150, 150, 3)]  | 0         |
| sequential (Sequential) | (None, 150, 150, 3) | 0         |
| xception (Functional) | (None, 5, 5, 2048)    | 20861480  |
| global_average_pooling2d_1 | (None, 2048) | 0         |
| dense_2 (Dense)       | (None, 128)           | 262272   |
| dense_3 (Dense)       | (None, 2)             | 258      |

Total params: 21,124,010  
Trainable params: 21,069,482  
Non-trainable params: 54,528

Fig. 2. The above image provides the detail of the modified Xception network [17]

Specifically, in stage.1, we modify Xception network by removing the last layer and adding two fully connected layers of size 128 and 2 to adopt the network for multi-label classification.
To address the imbalanced data problem, we increase the penalty weight for Ischaemia class compared to Infection class.
Then, we train the modified Xception network in two steps: first we freeze the original layers and train the final two layers. Then, we train the entire network with a lower training rate. Finally, we extract the output of a mid-layer to represent the descriptive features of each given image.

### 3.2 Stage.2: Multi-class Variational Classifier

We extract the output of "dense-2 layer" (Fig. 2), which is a vector of size 128. Then we use it as a representative feature for training the Multi-class Variational Classifier [11,10,9,12], explained below:

- **Quantum Circuit**
  The first layer consists of rotation gates ($R_X$, $R_Y$, and $R_Z$) for each qubit, which is then followed by CNOT gates. An example of a rotation gate:

  $$R(\varphi, \theta, \omega) = RZ(\omega)RY(\theta)RZ(\varphi) = \begin{bmatrix} e^{-i(\varphi+\theta)/2}\cos(\theta/2) & e^{-i(\varphi-\theta)/2}\sin(\theta/2) \\ e^{-i(\varphi-\theta)/2}\sin(\theta/2) & e^{i(\varphi+\theta)/2}\cos(\theta/2) \end{bmatrix}$$

  , where $\varphi$, $\theta$, and $\omega$ are the angles for rotation gates.

  We used 4 QNodes, each representing a one-vs-all classifier as we have 4 classes in total (None, Both, Infection, and Ischaemia).

- **Loss**
  We employ marginal loss as our loss function; because, our multi-class classifiers is in fact a number of one-vs-all classifier:

  $$L(x, y) = \sum_{i \neq y} \max(0, s_i - s_y + \Delta)$$

  for $s_i = c_i(x, \Theta)$, where $s_i \in [-1, 1]$

Our model consists of 6 layers. Finally, we classify the DFU images using the learned model.

### 4 Results and Discussion

To evaluate the proposed method, we have tested its performance on blind test set of Diabetic Foot Ulcers dataset (DFUC2021)[1]. We have used 5,955 DFU images for training, 5,734 for blind testing [1]. The ground truth labels comprise of four classes: control, infection, ischaemia, and both conditions. The results indicate a considerable improvement when using the proposed hybrid CQC compared to solely relying on transfer learning through using the modified version of Xception. Below table summarises our finding.

\footnote{we have employed an elementary circuit for the proof of concept, in the future work we will study more elaborate measurements that can lead to increasing the power of the classifier}
It is important to note that more complex modification of Xception with more data augmentation would result in the better performance for both Xception and CQC. That would be developed and evaluated in future work. Moreover, we would like to emphasise that we have employed an elementary circuit for the proof of concept, in the future work we will study more elaborate measurements that can lead to increasing the power of the classifier.

To generate below results, Xception was trained for 10 iterations in the first training step, and 40 for the second stage (with smaller learning rate).

### Table 1. AUC of proposed CQC method validation on blind test set of DFU2021.

| Method          | Both-AUC | None-AUC | Infection-AUC | Ischaemia-AUC | Macro-AUC |
|-----------------|----------|----------|---------------|---------------|-----------|
| Modified Xception | 0.6483   | 0.7215   | 0.6438        | 0.7331        | 0.6867    |
| Proposed CQC    | 0.7344   | 0.7282   | 0.6743        | 0.7163        | 0.7133    |

### Table 2. F1-Score of proposed CQC method validation on blind test set of DFU2021.

| Method          | Both-F1   | None-F1   | Infection-F1 | Ischaemia-F1 | Macro-AF1 |
|-----------------|-----------|-----------|--------------|--------------|-----------|
| Modified Xception| 0.3737   | 0.7112   | 0.5503       | 0.5111       | 0.5067    |
| Proposed CQC    | 0.4850   | 0.7153   | 0.5934       | 0.4411       | 0.5587    |

In Table.1, and Table.2: Both- refers to where the image include both Infection and Ischaemia, None- refers to where image include no Infection or Ischaemia, and Infection- and Ischaemia- refers to where the image include only one condition respectfully.

The above results indicate that the proposed CQC method results in considerable improvement in performance compared to Xception in general, and in all the area except for classifying Ischaemia. The reason is that, while retraining the modified Xception, we have introduced the early stopping option based on monitoring the validation loss. However, training the multi-class variational classifier was solely based on classification accuracy. We aim to improve our method in the future work to use the validation loss for early stopping, in order to avoid over fitting.

### 5 Conclusion

Recent breakthrough in the field of quantum computing has led to an increase interest in QML. In this work, we compared the performance of a classical transfer-learning-based method using modified version of Xception network, with the performance of a hybrid classical-quantum Classifier (CQC) on diabetic foot ulcer classification task. As such, we merge the pre-trained Xception network with a multi-class variational classifier. The method is then evaluated on the blind
test set provided by DFU2021 competition. The results proves that our proposed hybrid classical-quantum Classifier leads to considerable improvement compared to solely relying on transfer learning concept through training the modified version of Xception in general, and in all the area except for classifying Ischaemia. We have explained that the reason for that is as following: while retraining the modified Xception, we have introduced the early stopping option based on monitoring the validation loss. However, training the multi-class variational classifier was solely based on classification accuracy. We aim to improve our method in the future work to use the validation loss for early stopping, in order to avoid over fitting. In addition, it is non trivial to note that we have employed an elementary circuit for the proof of concept, in the future work we will study more elaborate measurements that can lead to increasing the power of the classifier.
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