A Proposed Exploratory Study of Object Detectors to Learn the Influence of Datasets on Model Performance
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Abstract. The quality of the images used to train the models in the field of object detection using deep learning models is critical in determining the model’s quality. However, there are very few methods for exploring these images in datasets to see what aspects in these images have a significant impact on the model’s performance. This could be one of the reasons why the models don’t match human perceptions. There is a need for more study that can suggest unique methodologies to address the topic at hand because the existing literature overlooks this line of thought. As a result, this paper provides a methodology based on exploratory sequential design, which may be used to identify several aspects of images in the dataset that influence model performance.

1. Introduction
Deep learning has been used for the task of object detection in the past decade. Many researchers have given more importance to the process of training a model to improve its accuracy. Whereas there is not as much focus on the dataset used to train the model [1]. The major reason being that object detection models are treated as black boxes. Another possible reason for this is that image datasets have less tools for data exploration than tabular datasets. Apart from that, the availability of pretrained models is too appealing, therefore one is tempted to choose a pretrained model over worrying about the impact of a dataset on the model’s performance. It has been a trend to use pretrained architectures, hence developing new models from scratch has been not so appealing choice in the current era, let alone fear about the influence of the dataset used.

Nevertheless, image datasets are no excuse when it comes to data exploration and not understanding the level of influence the dataset poses on our model’s learning capability is a serious flaw that must be kept in mind and avoided for achieving true success. Exploring the dataset to get the best of our models is the key in any machine learning process. The same holds to deep learning models as well and hence more research studies are required in finding the impact and influence of the image datasets on the performance of models [2]. There are multiple things to be considered when dealing with an image dataset compared to a normal textual dataset. First is the level of influence an image dataset has on the model’s performance in terms of the quality of the dataset [1]. Second is the fact that the quality of a dataset when it comes to image dataset is not measurable. If at all we do find that the dataset has an impact on the model, finding out which are the major factors of the dataset that are responsible for this impact is a question that is not clarified yet.
This major problem in any deep learning-based object detection might be a possible reason due to which the object detectors present today are not able to perform at human level perceptions. Hence, this work aims to propose a methodology that uses an exploratory study to find the influence of the dataset on the performance of object detection models.

2. Related Work
Image quality assessment has been done in the past for a variety of applications. Assessment of images in terms of metrics like PSNR (Peak Signal to Noise Ratio) or SSIM (Structural Similarity Index) [3], or using algorithms such as full reference image quality assessment (FR-IQA) algorithms, reduced-reference image quality assessment (RR-IQA) algorithms, and no-reference/blind image quality assessment (NR-IQA) algorithms, for judicial image quality assessment [4], or using a deep learning model itself to assess the quality of an image [2, 5, 6, 7] are few among the limited set of works that try to find the measure to quality of an image. Nonetheless, we need methods which find major aspects related to a dataset in terms of its influence on the performance of the model as identified by Tianxing et al. in [1]. He tries to study four aspects of a dataset namely Dataset Equilibrium, Dataset Size, Quality of Label, and Dataset Contamination. However, more aspects of the images in the dataset must be explored, and new factors must be discovered.

The lack of work in this area may possibly be from the fact that there does not exist a theory that would prove that the quality of the dataset influences the quality of the model. With the insights obtained in the recent [8, 9, 10], this theory seems to have a certainty which largely requires an exploratory study that can prove the influence as well as quantitatively be able to measure the factors that influence which can lead to the future research to invent new data exploration tools when it comes to image datasets.

3. Research Gaps Identified
(i) There is a need for a specific study that potentially learns the impact and influence posed by a dataset on the model built using that dataset.
(ii) Limited attempts have been done to study the influence of factors like dataset size, label quality, dataset equilibrium, noise and contamination on the performance of object detection models, but it is not yet clarified, due to which it is difficult to know which factors predominantly affect the model’s performance.

4. Problem Statement, Research Questions and Objectives
4.1. Problem Statement
The models for object detection using deep learning architectures have been improving its performance over time but it is still too low compared to a human level perception. The quality of models has been assessed mainly with the accuracy, speed and size of the model and lot of research has happened to improve the model performance by increasing the training time and dataset quantity but very less importance has been given to the quality of the dataset used for training as well as the major aspects of a dataset which can influence the model’s performance. There is a need for research that identifies the reasons for the low performance of deep learning models for object detection in relation to the dataset used by the model and its quality.

4.2. Research Questions
RQ1. Does the quality of the dataset used have any impact on the quality of the model trained on it?
RQ2. What are the major aspects of a dataset which can be used to measure the quality of that dataset?
RQ3. How do the factors of a dataset influence the performance of the model trained on it?
RQ4. Can a deep learning model be trained to assess the quality of data when the model itself depends on the data used to train it?
4.3. Objectives of Study
(i) To propose a method for qualitative study that can identify the major factors related to a dataset which influences the object detection model in terms of human level perception.
(ii) To perform an experimental analysis of the effect of major factors related to a dataset on the performance of the object detection model in terms of accuracy and speed.

5. Rationale of the Research
There are several reasons that can prompt and motivate the inception of any research work. This section tries to justify the choices made in the proposed research plan to solve the current problem at hand. Firstly, the modern applications such as smart homes, autonomous vehicle navigation, medical image processing, robotic applications, smart devices and IoT edges, style transfer, face recognition, person re-identification and video surveillance monitoring [11, 12, 13] to name a few, have extensively been relying on the deep learning models for the primary task of detecting an object. Being able to make these models better in terms of accuracy has been the primary concern of the researchers. It is known that these models have been developed on the principles of artificial neural networks that try to replicate the model of the human nervous system. Even though it is true that the computer neuron is much faster than the human neuron [14], the models have not yet been able to match human level perception. The factors that mainly affect the model have not yet been clearly listed and hence this work tries to propose a methodology that can first explore the independent variables in the model and then find the dependency relation among them [1]. This type of research will not only add to the existing body of knowledge in the field, but it will also have a significant impact on the progress of all associated subdomains and applications.

Since the research questions going to be addressed are one of the first of its types that attempts to explore and find the relation between quality of the dataset used with the model, and due to the lack of literature available in its support, the work first tries to find what the independent and dependent variables in the system are on an ontological stance. Once the variables are identified, the experimental analysis on an epistemological stance tries to find how the variables in the system relate to each other [15]. Hence, a mixed method approach is chosen to perform an exploratory study [16] that is going to identify possible directions for the future research works. Finally, on a higher note, this work tries to fill the research gaps identified in this field by proposing a methodology for conducting studies related to the problem statement, which is one of its kind and attempts to answer the unanswered questions in a systematic way and opens new insights for the future researchers.

6. Research Methodology

![Figure 1](image.png)

**Figure 1.** The overall methodology of the exploratory study.
The major steps of the exploratory study are briefly depicted in Figure 1. It mainly tries to explore the variables of the system. This study majorly assumes that the quality of the dataset affects the quality of the model and tries to reason it inductively through the outcome of the qualitative step. This way the study explores new variables and even though it is subjective in nature, it tries to test it on the system in an experimental fashion to discover the truth deductively in the following quantitative step. So, the first objective focuses on building the hypothesis inductively whereas the second objective tries to test the hypothesis deductively. Even though the study involves both qualitative and quantitative approaches, the decision making, and conclusion drawing is highly based on the quantitative results obtained and hence it is more quantitatively driven with some aid of qualitative inputs. Therefore, from the philosophical view, this work addresses the problem in hand in a positivist paradigm by giving maximum focus to discover and examine the variables in a scientific way [17].

6.1. Qualitative Study

In the qualitative step, the raw image data must first be collected and then modified to change the major aspects of an image that can possibly be a candidate for independent variables. Data batches must be created based on the acquired data, which may then be physically analyzed for quality. Now, if a questionnaire can be created using these images to record ranks from a focus group of choice, it gives a human level perception to each of the images. The questionnaire can be used to conduct a survey using Google Forms or any other mode of convenience, with applicants ranking the images on a scale of 1 to 5 according to their perception. The survey’s responses can then be used to examine and discover the primary factors that influence human perception of images. In this work, we have synthetically generated values for a questionnaire to measure the ranks for four major factors of the images, namely resolution, blur, contrast and noise. Note that in case of actual implementation of the questionnaire survey, it will require a preliminary study to optimally choose the focus group for the survey depending upon the factors chosen for testing. We chose obvious parameters like resolution, noise etc., for the sake of explaining how the process works. The metrics that assess image quality, such as PSNR or SSIM, are among the few other factors that may be examined in this way.

6.2. Quantitative Analysis
The major factors identified in the previous step will be tested on a few sample models in deep learning-based object detection to see if they have influenced the performance of these models on a quantitative scale, as assessed by dependent variables like speed and accuracy of detection. We tested two popular models of object detection in this stage using the outcome of our synthetic data analysis done in step two, as input. The objective is to find a relation among the dependent and independent variables by quantitative measures through an ablation study. The major models considered for this study are the tiny YOLOv4 [18] and the Mask-RCNN [19] where tiny YOLOv4 is one of the recent one among one stage object detectors and Mask-RCNN among the two stage object detectors.
The ablation study involves changing the independent variables of the system one by one in order to find how it affects the performance of the model. The outcome of each trial is supposed to be recorded to finally conduct an in-depth analysis. The relation between the variables when found, will not only help to test our hypothesis but will also help the future researchers in choosing the right datasets for their models.

7. Data Collection
Since this work follows an exploratory study, the data collection happens in several stages of the study. From the initial step of collecting raw image data in the beginning up until the collection of the outcomes of the final experiments, the data collection must be done in several stages. The Figure 4 gives a broader conception of the various forms of the data being handled in the proposed study.

In the first stage the images captured must have a variety of characteristics, such as resolution, pixel quality, aspect ratios, noise, and so on, so that these aspects of the data may be investigated and potentially used as an independent variable in the system. The data used as input for this study is collected both from primary as well as secondary sources. The primary source mainly contains images captured from mobile phones. These are particularly used as candidates for images that have low resolution and high noise. The secondary data used in this work are the image datasets popularly available on the internet for training the deep learning models. These images usually come with good quality.

Stage two is the qualitative data collection step where selected images from the previous stage need to be used to prepare a questionnaire that aims to address the quality aspects of the data by considering the human insights. This mainly involves choosing the focus group and collecting and storing their responses. Apart from this, the data collection process continues throughout the stage while conducting, gathering results, storing the answers and analyzing the outcomes by taking several forms.

In stage three, the train and test sets for experimentally analyzing the models for object detection needs to be formed using the data collected from stage one. The batches must be formed to test the factors identified in the qualitative step. Apart from this, the process of collecting data continues and takes the form of observation to collect quantitative data, where the results of the experiments need to be tabulated for further analysis.
8. Data Analysis, Results and Inference
In this section, we will look at how to evaluate the data that was obtained in the three stages and how to make conclusions from this exploratory study’s analysis.

8.1. Analysis of the Image datasets and raw images.
The first step here is to identify some factors that can be tested in next stage. Since the major factors that degrade the quality of any given image are the noise and the blur, we select these two for our analysis. Figure 5 and 6 shows how noise and blur can influence the quality of the image.

| Dataset        | No. of Images | Contrast | Avg Resolution | Blur | Noise |
|----------------|---------------|----------|----------------|------|-------|
| ImageNet       | ≈1164(tiny 200 class) | High     | 482X418        | Low  | Low   |
| Corel 1000     | 1000          | Low      | 300X200        | Medium | Medium |
| MS COCO        | ≈1600 (tiny 80 class) | High     | 600X400        | Low  | Low   |
| Caltech 101    | ≈9146         | Low      | 300X200        | Medium | Medium |
| Caltech 256    | ≈5160 (tiny 256 class) | Medium   | 351X351        | Medium | Medium |
| Custom data    | ≈1570         | Low      | 120X260        | High  | High  |

Figure 4. The various stages of the Data Collection Process.

Figure 5. How noise degrades the performance of the model.

Figure 6. Blur as a mediating variable that reduces the image quality.
Resolution and contrast are two more criteria that can influence the quality of an image, thus they were considered for our study. These factors give a positive influence on the quality of the image. Higher resolutions usually go with high contrasts.

The details about the image datasets collected through primary and secondary sources is tabulated in Table 1. The size of the original data set is too huge in some cases where a class-based sampling was used to reduce the number of images per class. The custom data is the frames from the recorded low-resolution videos with high noise and part of it is labeled for objects present using the labelImg tool.

8.2. Prepare, analyze and evaluate the qualitative questionnaire

The analysis of qualitative data collection basically must consider two aspects. First, the formation of the questionnaire, target audience and the number of questions used, how well the questionnaire generalizes to help find our independent variables; should be analyzed to make sure the questionnaire meets the standards and does not fail to deliver its task. Secondly, it is required to analyze the results obtained through the questionnaire to eliminate any bias due to the subjective qualitative data collection. This can be done by ensuring that the findings follow a pattern of normal distribution.

To form the questionnaire, selection of the images from the available dataset can be done using a non-probability sampling technique on each dataset that requires the knowledge of the researcher. This does not guarantee that every image has an equal chance of being selected, but due to its simplicity and cost effectiveness, this method can be helpful in speeding up the questionnaire formation step.

The synthetically generated data in our work assumed a questionnaire consisting of ten questions on the selected images. The ranks were generated using our perceptions for the images and then compared with the original quality of the data sample to see if there exists any correlation between the choices made from the metrics compared to the one made by a human. The human brain can easily perform classification on an ordinal scale and hence the test metrics are converted to ordinal values of high, medium and low for easy comparisons. If a questionnaire is created in the real world, the results will be more trustworthy than our synthetically generated ranks; however, the generated data is thought to be sufficient for evaluating the process.

| Variable       | No. of Samples | No. of Responses |
|----------------|----------------|------------------|
| blur low       | 9              | 558              |
| blur medium    | 8              | 496              |
| blur high      | 3              | 186              |
| noise low      | 9              | 558              |
| noise medium   | 6              | 372              |
| noise high     | 5              | 310              |
| contrast low   | 10             | 620              |
| contrast medium| 3              | 186              |
| contrast high  | 7              | 434              |
| resolution low | 8              | 496              |
| resolution medium | 5       | 310              |
| resolution high| 7              | 434              |

A sample size of 20 images was chosen across the datasets and the corresponding values of contrast, blur, resolution and noise were noted from the sample image. The number of samples used for the test against each variable is shown in Table 2. Through a random sampling, 10 images were selected for the preparation of the questionnaire. To reduce bias, the procedure was repeated four times resulting in four different questionnaires with different images. The questionnaires were labeled as set A, set B, set C and set D by ensuring that each sample gets selected twice, and the responses for
the same were generated and ranks were recorded. After tabulating the questionnaire results with the independent values of the variables, the variable that has the greatest impact on the questionnaire results needs to be identified, which is done using a statistical test to check for correlation between each independent variable and the questionnaire result.

The total responses obtained through the questionnaire was 124 which leads to a total of 1240 rank values. Next, the frequencies of the ranks generated across the samples from all the questionnaire responses were calculated for the tabulated responses. The total responses for each of the samples was 62 which led to a total of 1240 responses. This matches the expected ranks from the questionnaire and hence verifies that no value is missed from the response. Figure 7 below shows the histogram for frequencies obtained for the rank against each of the variables considered by plotting the ranks from 1-5 along the x axis and their corresponding frequencies along the y axis.

**Table 3.** Formulated hypotheses for the correlation tests conducted.

- **H10:** There is no linear relationship between rank given in the questionnaire for an image and the blur level in that image.
- **H20:** There is no linear relationship between rank given in the questionnaire for an image and the contrast level of that image.
- **H30:** There is no linear relationship between rank given in the questionnaire for an image and the noise present in that image.
- **H40:** There is no linear relationship between rank given in the questionnaire for an image and the resolution of that image.

![Figure 7. The frequency distribution of the values from the image recording.](image-url)
The variables that need to be possibly tested against a deep learning object detection model must be the ones that majorly influence human perception. Hence the correlation of the variable with the human perception (ranks from the questionnaire) needs to be tested as the next step. In order to execute it, the SPSS software was used to perform Karl Pearson’s correlation test of each of the four variables with the ranks obtained. This test was chosen due to the requirement of finding the correlation that answers our research question, as well as the fact that these variables are both non-metric where a KP test is the best possible test usually done. Hypotheses formulated are listed in Table 3. The values for low, medium and high for each of the variables were assigned ordinal values 1, 2, 3 respectively while entering the values in the SPSS.

According to the results of the test, all the null hypotheses were rejected at 0.05 significance level. This implies that these variables have a high influence on human perception. Also, the results show that noise and blur have a positive correlation with the rank while contrast and resolution have negative correlation. This implies that more the resolution of an image less is the value of the rank. As rank 1 is considered the best during the questionnaire, it is obvious that resolution and contrast of an image play a dominant role in the decision of ranking while blur and noise are equally dominant while giving a rank of 5. Hence the dataset with more resolution must improve the object detection model’s performance while the other way must decrease it.

Hence, the qualitative study draws light to the fact that the variables like resolution and contrast must be considered as independent variables while training any deep learning model to make the model match human perception. The results can be tested practically as shown in the next step where quantitative analysis of the model is done based on these chosen factors.

8.3. Experiment and Results

Finally, we need to analyze the model’s performance metrics measured by training and testing them for those variables identified from the previous step. The dataset level exploration decides what factors of the dataset are most relevant whereas the model exploration in this phase does the model’s performance assessment. By taking models for object detection like YOLO-v4 and Mask-RCNN which are generalizable, the models must perform similarly for all the datasets considered for the experiment. The failure of this will prove that the dataset quality has an impact on the model’s performance. Also, the factors considered in each dataset in the experiment can be compared in the ablation study to find out which factor has the most effect on the performance of the models.

| Table 4. Hypotheses formulated for the paired sample t-tests to test whether there is increase in speed and average precision in the two deep learning models. (* -contrast and resolution) |
|---------------------------------------------------------------|
| H50: There is no increase in the speed of MaskRCNN by changing the independent variables*. |
| H60: There is no increase in the Average Precision of MaskRCNN by changing the independent variables*. |
| H70: There is no increase in the speed of YOLOv4 by changing the independent variables*. |
| H80: There is no increase in the Average Precision of YOLOv4 by changing the independent variables*. |

The measures that can be used to evaluate the overall performance of any object detection model in terms of the two major dependent variables, are namely the model’s accuracy in terms of its average precision (AP) and the speed of the model given in frames per second (fps).

The experiments were carried out using Google Colab GPU. Each model was trained with the sample dataset consisting 98 images for an epoch of 10 and was tested for the dependent variables which are the metrics like accuracy and precision. The same model was retrained with the same dataset sample a second time by changing the independent variables of the images in the dataset.
(resolution and contrast) after which the steps were repeated, and the metrics were again noted. The comparison of these dependent metrics before and after the change of the independent variable promises to answer the research questions in an accurate way.

Since it is required to test whether the change in the contrast and resolution of the dataset affected the model or not, a paired sample t-test was done on the values of the dependent variables before and after the change in the independent variables. The hypotheses formulated are shown in Table 4.

The results for the test reject the null hypotheses for the AP in both the models at 0.05 significance level, whereas while considering speed, the null hypothesis is rejected only in case of YOLOv4, but it fails to reject the null hypothesis (H50) in case of MaskRCNN.

8.4. Inference drawn
The inference drawn from the first objective is majorly statistical and hence it requires more knowledge on the subject matter to make the decisions. Even though the inferences drawn through this qualitative method does not give evidence to be said entirely true, it does help us in moving further with the testing phase where the inference drawn can be more significant and can also explain the reasons for how the identified variables affect the model’s performance.

The results from the quantitative analysis showed that resolution and contrast increase the performance of the model in terms of average precision. This shows that deep learning models for object detection must give maximum importance to the resolution and contrast of their train/test set when compared to the validation set. Nevertheless, it could partially answer the RQ1 on an ontological stance because it was found that the quality of the image could not affect the performance of one of the two models in terms of speed.

While answering RQ2, even though only resolution and contrast were chosen and tested due to their nature of negative correlation with ranks (positive correlation with human perception), blur and noise can also be considered to effect the change in the model’s performance by trying to reduce these variables inferring from their nature of positive correlation with the ranks. Limited to this work, this again partially answers the RQ3. The possibility again needs to be further tested using quantitative analysis in order to consider these variables on a stronger ground. Hence this work only lists a few of the factors that could possibly affect the model’s performance but not all. The process, on the other hand, can be used to evaluate any other feature of an image to see how much it influences a model’s performance.

While considering the pace of this study, it is found that such an analysis using qualitative preliminary work involving questionnaires seems to be a lot of time consuming while not to mention the other limitations that a qualitative study can bring in. But using a deep learning model to access the quality of an image, while the model itself is not matching the human level perception does not seem to be a good choice. It is hence advisable to carry out qualitative studies whenever human level perceptions are considered. This answers the RQ4, but the choice is always left open to the researcher.

The resolution and contrast proved to affect the performance of the object detection models chosen for the experiment, positively. Even though the result was obvious from our qualitative study, the experimental quantitative analysis strengthened the results. Similarly, the experiment alone would not be able to prove the correlation between these independent variables like resolution and contrast with the human level perception, for which the qualitative study done prior made loads of ground. This justifies the requirement of an exploratory study done in this work without which the results of both the qualitative study as well as quantitative analysis would individually fail to answer the research questions.

9. Conclusion and Future Scope
Even though tremendous work has been done in the field of object detection using deep learning, this work has proposed a new methodology for exploring image datasets and discovered new research questions that need to be addressed in this field, which had a huge lack of literature. Hence, the need
for an exploratory study was met by this work. New gaps were identified, and the objectives were set which attempted to fill the gaps to their best.

The quality of an image chosen in the dataset sample while training and testing a model has an impact on the performance of the model. This was evidently shown throughout, along with justifying results and inferences. This addition to the body of knowledge can be a driving force to the future models of object detection in making them more realistic and perspective.

The work tested only a few of the factors that can decide the image quality with only two prominent models in object detection. Moreover, the ranks of the questionnaire were synthetically generated. Many other factors like blur and noise can also be experimentally evaluated to check for its influence on the model’s performance, which is left as future work. Also, the work can be repeated with different object detection models to see if the obtained results differ in any aspects due to the limitations of this study.

Other than this, the major factors in the quantitative analysis of the model were chosen based on results obtained from the qualitative study. This can possibly make the work more subjective and dependent on the focus group to which the questionnaire gets shared as well as the errors in the non-probability sampling done to choose the samples for the test. Such an error however would be proved itself in the following quantitative analysis. Based on this assumption, this exploratory study stands good.

Altogether, this work could bring light to those aspects of the deep learning model while dealing with its datasets, which were never touched before and hence the work would possibly give a new direction for research with new research questions to be answered.
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