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Abstract—Multitasking optimization is a recently introduced paradigm, focused on the simultaneous solving of multiple optimization problem instances (tasks). The goal of multitasking environments is to dynamically exploit existing complementarities and synergies among tasks, helping each other through the transfer of genetic material. More concretely, Evolutionary Multitasking (EM) regards to the resolution of multitasking scenarios using concepts inherited from Evolutionary Computation. EM approaches such as the well-known Multifactorial Evolutionary Algorithm (MFEA) are lately gaining a notable research momentum when facing with multiple optimization problems. This work is focused on the application of the recently proposed Multifactorial Cellular Genetic Algorithm (MFCGA) to the well-known Capacitated Vehicle Routing Problem (CVRP). In overall, 11 different multitasking setups have been built using 12 datasets. The contribution of this research is twofold. On the one hand, it is the first application of the MFCGA to the Vehicle Routing Problem family of problems. On the other hand, equally interesting is the second contribution, which is focused on the quantitative analysis of the positive genetic transferability among the problem instances. To do that, we provide an empirical demonstration of the synergies arisen between the different optimization tasks.

I. INTRODUCTION

Transfer Optimization is a recently proposed paradigm, arisen with the idea of exploiting the knowledge learned from the optimization of one problem (or task), towards the facing of another related or unrelated task [1]. This optimization paradigm has gained lot of attention within the community, chiefly because of two related reasons. On the one hand, the growing complexity of the optimization problems existing in the real-world. On the other hand, the needing of harnessing the lessons learned in previous related experiences.

Up to now, three different conceptualizations of the paradigm have been formulated [2]: sequential transfer, multitasking and multiform optimization. The research introduced in this paper is focused on the second of these categories: multitasking. Specifically, multitasking is devoted to the simultaneous solving of distinct problem instances of equal importance by dynamically exploiting existing complementarities and synergies among tasks [3]. Particularly in this category, the correlation between tasks is of paramount importance for positively materialize the transfer of knowledge over the search [4].

More specifically, we address multitasking through the perspective of Evolutionary Multitasking (EM, [5]) research trend, which embraces the main philosophy of Evolutionary Computation for simultaneously face several tasks at the same time. Going one step deeper, a particular EM conceptualization which has demonstrated a remarkable potential in last years is the coined as Multifactorial Optimization (MFO, [4]). This paradigm has been mainly materialized through the Multifactorial Evolutionary Algorithm (MFEA, [4]), which has focused most of the recent related literature [6]–[8].

In another vein, and thanks to the progressive advance of the related technology, transportation networks have become more complex along the years. This fact has led the mobility to be a crucial aspect for the society. On this regard, the necessity of an efficient transportation has become a cornerstone for both business companies and citizens. Within this problematic, route planning has arisen as an activity of paramount importance in Intelligent Transport Systems (ITS), easing the connection between Smart Cities and their inhabitants.

Computationally speaking, routing problems are usually complex to solve. This fact, accompanied by the social interest that their solving entails, has made this kind of problems one of the most studied in Artificial Intelligence and Operations Research fields through last decades. Regarding their conceptualization, routing problems usually share some common characteristics that permit them to be modeled as optimization problems. Arguably, the most well-known examples of this kind of problems are the Traveling Salesman Problem (TSP, [9]) and the Vehicle Routing Problem (VRP, [10]). Our research is focused on the Capacitated VRP (CVRP, [11]). Along the years, the CVRP and its variants has been studied throughout the perspective of different optimization paradigms, being the metaheuristic optimization the most representative one [12].

In spite of the intense research activity conducted by the community around routing problems, they have scarcely addressed through the perspective of Transfer Optimization. Up to now, just two works have been published on this topic. The first one, published by Yuan et al. in 2016 [13], is a conceptual research introducing the first adaptation of the MFEA to permutation-based combinatorial optimization problems. Among the benchmarking problems used for testing the feasibility of the proposed adaptation, the TSP is employed. On the second study, a similar adaptation of the MFEA is proposed by Zhou et al. [14], in this case solely focused on the solving of the CVRP. Main novelty of this work is the split based decoding operator [15] used for translating the solutions of the unified search space to VRP solution space.
Despite being valuable and groundbreaking, these pioneer works are uniquely focused on the adaptation of the MFEA to discrete environments, and benchmarking solve of TSP and VRP. Bearing this background in mind, this present work aims to take a step further over the state of the art by elaborating on two research directions: leftmargin=* and VRP. Bearing this background in mind, this present to discrete environments, and benchmarking solve of TSP works are uniquely focused on the adaptation of the MFEA conclusions and outlining future research lines.

In Section IV. Section V concludes the paper by drawing MFEA and cGAs. In III we introduce the main features of II we present a brief overview of background regarding EM, Transfer Optimization situations. Until 2017, the concept of EM has recently arisen as an efficient paradigm for facing A. Evolutionary Multitasking and Multifactorial Evolutionary Algorithm

EM has recently arisen as an efficient paradigm for facing Transfer Optimization situations. Until 2017, the concept of EM was only materialized through MFO concept [20]. This incipient stream of knowledge has attracted lot of attention in last years, and notably interesting approaches such as hybrid solvers [7], multifactorial engines encompassing modern metaphors [21], adaptations of classical algorithms [22] or multipopulational methods [23] have been introduced. Anyway, MFEA has led this incipient branch of the evolutionary computation field since its first formulation [4].

MFO can be formulated as an environment in which $K$ optimization tasks should be simultaneously optimized. This environment is composed by multiple search spaces, as much as tasks to deal with. Supposing that all problems should be minimized, for the $k$-th task $T_k$ its objective function is conceived as $f_k : \Omega_k \rightarrow \mathbb{R}$, where $\Omega_k$ represents the solution space of $T_k$. Thus, the principal objective of MFO is to find a group of solutions $\{x_1,x_2,\ldots,x_K\}$ such that $x_k = \arg\min_{x \in \Omega_k} f_k(x)$.

The main characteristic of MFO is that in spite of tackling EM isolated search processes, MFO seeks to find $\{x_1,x_2,\ldots,x_K\}$ by exploring a unified and unique search space $\Omega'$. Accordingly, solutions $x' \in \Omega'$ can represent a task-specific solution $x_k$ for any of the $K$ tasks under optimization. Additionally, each individual $x'_p \in \Omega'$ of the $P$-sized population is defined by the following four features:

- **Definition 1 (Factorial Cost)**: the factorial cost $\Psi^p_k$ of an individual $x'_p$ represents the value of the fitness function for a given task $T_k$. Each population member has a factorial cost list.

- **Definition 2 (Factorial Rank)**: the factorial rank $\tau^p_k$ of a population member $x'_p$ in a given task $T_k$ is the index of this member within the population sorted in ascending order of $\Psi^p_k$. Each population member has a factorial rank list.

- **Definition 3 (Scalar Fitness)**: the scalar fitness $\varphi^p$ of $x'_p$ is computed using the best factorial ranks over all the tasks in the following way: $\varphi^p = 1 / (\min_{k \in \{1,\ldots,K\}} \tau^p_k)$.

- **Definition 4 (Skill Factor)**: The skill factor $\tau^p$ is the task in which an individual $x'_p$ performs best, namely, $\tau^p = \arg \min_{k \in \{1,\ldots,K\}} \tau^p_k$.

As mentioned above, MFEA is the most representative MFO method for solving EM environments [4]. This recently proposed algorithm sinks its roots on bio-cultural schemes of multifactorial inheritance. We represent in Algorithm 1 the pseudo-code of the canonical variant of the MFEA. Additionally, we recommend the reading of [4] for deeper details on this solver.

For properly addressing the job of simultaneously optimize different tasks, MFEA has four keystone characteristics: **Unified search space**: the definition of a unified search space $\Omega'$ able to represent feasible solutions for all the $k$ tasks under consideration is one of the main challenges when designing a MFEA. In this work, the permutation encoding is used as the unified representation for $x'_p$. Thus, considering $K$ VRP instances to be faced, and denoting the size of each instance $T_k$ (i.e. the number of clients) as $D_k$, a possible solution $x'_p$ is represented as a permutation of the integer set $\{1,2,\ldots,D_{max}\}$, where $D_{max} = \max_{k \in \{1,\ldots,K\}} D_k$, namely, the maximum problem size among the $K$ tasks. Thus, each time an individual $x'_p$ has to be assessed on a task $T_k$ whose $D_k < D_{max}$, only values lower than $D_k$ are
Algorithm 1: Pseudocode of the MFEA

1. Randomly generate a population of $P$ individuals;
2. Evaluate each generated individual for the $K$ problems;
3. Calculate the skill factor ($\tau^p$) of each individual $x^*_k$;
4. repeat
   5. Apply genetic operators on $P$ to get the offspring subpopulation $P_*$;
   6. Evaluate the generated offspring for the best task $\tau^p$ of their parent(s);
   7. Combine $P$ and $P_*$ in intermediate population $Q$;
   8. Update the scalar fitness $\varphi^p_k$ and skill factor $\tau^p$ for each individual in $Q$;
   9. Build the next population by selecting the best $N$ individuals in $Q$ in terms of scalar fitness;
10. until termination criterion not reached;
11. Return the best individual in $P$ for each task $T_k$;

considered for producing solution $x_k$ of $f_k(\cdot)$. Furthermore, zeros are dynamically introduced in the solution as control integers, in order to meet the capacity constraints of the problem.

Assortative mating: this mating procedure establishes that individuals are prone to interact with other mates belonging to the same cultural background. Thus, as introduced in the pioneer work [4], genetic operators used in MFEA enhance the mating among solutions with the same skill factor $\tau^p$. We highly recommend the analysis of that paper for deeper details on how this mechanism is implemented in MFEA.

Selective evaluation: this feature is crucial to ensure the computational feasibility of the MFEA. Thus, selective evaluation implies that each newly generated solution is assessed only on a unique task. Concretely, each generated individual is measured in task $T_{\tau^p}$, where $\tau^p$ is the skill factor of its parent. The skill factor could also be randomly selected in cases in which the offspring has multiple parents. Furthermore, the factorial cost $\Psi^p_k$ is set to $\infty \forall k \in \{1, \ldots, \tau^p - 1, \tau^p + 1, \ldots, K\}$.

Scalar fitness based selection: this last feature regards the replacement strategy of the MFEA. In this case, this replacement is based on an elitist criterion, meaning that the best $P$ individuals in terms of scalar fitness $\sigma^p$ (considering both current population and the newly produced offspring) survive for the next generation.

B. Cellular Genetic Algorithm

Despite John von Neumann set out on the cellular automata journey in 1966, they become fashionable with Conway’s Game of Life years after [24]. Anyway, the limelight really shone down on them when Stephen Wolfram presented his work [25] in 2002, where cellular automata definitely attracted the scientific attention. Since then, they have inspired many approaches that have solved real-world problems. One of the most successful is the cGA, which are a sub-type of the classical GAs in which the population is structured in a specific topology based on small-sized neighborhoods [17].

In cGA, individuals only interact with their closest neighbors, which contributes to the exploration of the search space [26]. Regarding the exploitation, it is conducted within each neighborhood. Thus, the whole population in cGAs is structured over a grid, on which the aforementioned neighborhood relation is defined. Arguably, the most often used neighborhood structures are the NEWS (or von Neumann) and the C9 (or Moore). We recommend [27] for additional information about cellular grid structures.

Furthermore, two categories of cGA can be distinguished depending on the update policy of the individuals. On the one hand, cGAs characterized by conducting all the replacements in parallel are coined as synchronous. On the other hand, if solutions are update in a sequential way, cGAs are classified as asynchronous. In our research, we have chosen this second scheme due to its ease adaptation to the newly generated genetic material [26].

The literature is full of varied studies focused on cGAs and ITS. In [28], authors tackled the problem of vehicle scheduling in urban public transport systems considering the vehicle type and size, and using the well-known MOCell algorithm. In [29] authors proposed an optimization model for addressing a stop-skipping problem with cGAs. A better understanding on traffic light scheduling has been recently provided by [30]. Regarding the field of VRP, in [26] authors present the first adaptation of the cGA to the CVRP. Authors of [31] proposed a grid-based hybrid cellular genetic algorithm for very large-scale instances of the CVRP. In [32], the authors focused on developing a cellular genetic algorithm for solving the VRP with time windows. The issue of complexity in CVRP using cGAs was tackled in [33].

III. MULTIFACTORIAL CELLULAR GENETIC ALGORITHM

Influenced by the concepts of both MFEA and cGAs, the recently proposed MFCGA [16] acquires and reformulates the four MFEA pillars above introduced (unified representation, assortative mating, selective evaluation, and scalar fitness), using cGAs philosophy as inspiration. The main pseudocode of the MFCGA is represented in Algorithm 2.

Algorithm 2: Pseudocode of the MFCGA

1. Randomly generate an initial population $P$ of $N$ individuals;
2. Build the corresponding Moore Grids $MG_i = \{n_0, n_1, \ldots, n_\tau\}$ for each individual $n_i$;
3. Evaluate each of the individual for all the $K$ optimization tasks;
4. Calculate the skill factor ($\tau$) of each individual;
5. while termination criterion not reached do
6. for each individual $n_i$ in $N$ do
7. randomly select a neighbor $m_j$ from $MG_i$;
8. $n'_i \leftarrow$ crossover($n_i , m_j$);
9. $n''_i \leftarrow$ mutation($n'_i$);
10. Evaluate $n'_i$ and $n''_i$ for only the best task of $n_i$;
11. $n_i \leftarrow$ best($n_i , n'_i , n''_i$);
12. Update scalar fitness ($\varphi$) and skill factor ($\tau$) of the new $n_i$;
13. end
14 end
15 Return the best individual in $P$ for each task $T_k$;

Similarly to as described for the MFEA, we describe now each crucial features of the MFCGA. First, as unified
representation, same encoding and procedure as in the case of the MF EA has been adopted.

The second important feature is the genetic operators mechanism. This mechanism dictates the search procedure of the method, and it is partly inspired by the classical crossover and mutation functions of the cGAs. Thus, at each generation, every individual \( n_i \) obligatorily goes through these two phases. This means that MFCGA does not use any kind of crossover or mutation probabilities. First of the newly generated individuals, \( n'_i \), is the result of crossing \( n_i \) with a neighbor \( n_i \), chosen at random. This neighbor should be part of the Moore Grid neighborhood \( MG_i \) of \( i \), considering a neighborhood radius equal to 1. The second created solution, \( n''_i \), is the result of a simple mutation of the basis individual \( n_i \).

Once \( n'_i \) and \( n''_i \) are generated, and with the intention of assuring that MFCGA is computationally practical, the fitness of these two individuals are assessed following the same selective evaluation used in MF EA. It is interesting to point here that \( n'_i \) and \( n''_i \) are measured on the task \( T_i \), where \( \tau \) is the skill factor of \( n_i \). This mechanism entails a critical difference regarding MF EA, since it implies that individuals in MFCGA are committed to the optimization of the same task though the whole execution of the algorithm. In this respect, the equilibrium of the population is ensured since the first complete evaluation and sorting is conducted using the factorial rank and scalar factor. This way, the same number of solutions are dedicated to each of the optimization tasks.

Finally, as replacement criterion, a local improvement selection mechanism has been implemented. This strategy establishes that the newly created \( n'_i \) or \( n''_i \) can only replace their parent \( n_i \). More concretely, the only individual that survives to the next iteration is the best one among \( n_i, n'_i, \) and \( n''_i \).

IV. EXPERIMENTATION AND RESULTS

This section is devoted to the detail and analysis of the conducted experimentation. Regarding the problem in which this paper is focused, the VRP, it is arguably one of the most studied problems in operations research and artificial intelligence fields. We refer interested readers to remarkable works such as [34] or [35] for deepen the formulation and mathematical aspects of this classical problem. For readers interested on the VRP as a problem, we recommend the reading of surveys such as [36], [37].

It is also interesting to highlight here that our main objective is not to find the optimal solutions of the used VRP instances. Instead, we use the VRP as benchmarking problem for measuring the performance of both MF EA and MFCGA. Additionally, a capital objective for us with this study is to properly analyze the genetic transfer arisen among the chosen datasets, and to conclude which features should meet the instances for previously ensure positive inter-task synergies. As foregrounded in previous published studies [3], [18], this analysis supposes a remarkable contribution to the related literature.

For this purpose, 12 contrasted CVRP datasets have been employed in the present experimentation. All these instances are part of the well-known Augerat Benchmark [38]. We list the instances used in Table IV accompanied with the summary of genetic complementarities present among them. In this sense, it is interesting to point that these datasets have been chosen due to their recognition by the related community, and because of the different levels of genetic similarities in their structure. In this case, we have measured these complementarities using as reference the amount of clients that the datasets share between them. Thus, our objective is to explore how these complementarities impact in the genetic exchange inherent to MF EA and MFCGA schemes.

A. Experimental Setup

For properly assess the performance of the MFCGA, we have compared its results with the ones obtained by the canonical version of the MF EA, which is the current baseline in the related literature. For adequately parameterize both metaheuristics, studies focused on cGAs and MF EA have also been used as inspiration [13], [14], [26]. For the sake of replicability, the parameterizations employed for MFCGA and MF EA are shown in Table I [3]. Moreover, all individuals are randomly generated, and each metaheuristic uses a fixed number of 50k objective function evaluations as termination criterion.

On another level, 11 different test cases have been generated using the 12 datasets above mentioned. Each of these multitascking scenarios involves that MF EA and MFCGA should face the resolutions of all the tasks assigned to that configurations. Summarizing, among the test cases built, 4 of them are composed by four instances, 6 contemplate the solving of six datasets, and the last test case is comprised by all the 12 tests. Table II shows all the considered configurations. The reasons of constructing these 11 tests cases is twofold. First, we try to enhance the heterogeneity and variety of the configurations, using each instance in the same amount of configurations. The second reason regards the effort made to exploit the complementarities represented in Table I.

B. Results and discussion

We summarize in Table IV the comparison of the results reached by MF EA and MFCGA. For obtaining statistically significant findings, each tests case has been run 20 times. For accommodating to the length limitation of the paper, we graphically depict the comparison in the results using two different signs, instead of showing all the average outcomes. Concretely, we represent as ▲ when MFCGA outperforms MF EA in terms of fitness average, and as ▼ otherwise. Furthermore, ◆ denotes that both algorithms reached same results. For understanding the table, using \( TC_{-4_1} \) as example and the instance order shown in Table II we can see how MFCGA and MF EA obtain similar results for \( P-n16-k8 \) dataset, while in the case of \( P-n19-k2, P-n20-k2 \) and \( P-n21-k2 \) MFCGA outperforms MF EA. With this consideration, we can clearly observe how MFCGA shows a better efficiency.
of facing the build 11 multitasking configurations, being outperformed by MFEA is only two cases. It is especially remarkable the performance shown in the last test case \( TC_{12} \), in which MFCGA obtains better results in all but one dataset.

Aiming to enhance the completeness of this study, we depict in Table \( \text{Table I} \) the outcomes obtained by MFCGA and MFEA in all the considered datasets. These results have been obtained after the 20 runs of the \( TC_{12} \). Results represented in that table support the findings drawn in the previous Table \( \text{Table I} \) MFCGA outperforms its counterpart in all datasets in terms of average results, except in the case of \( P-n16-k8 \) in which both solvers reach the optima in all the 20 runs. Regarding the best solution found, MFCGA also emerges victorious. Lastly, and despite not being the goal of this work, it can be observed how the deviation regarding known optimal results and the average outcomes obtained by the MFCGA ranges between 0’0% and 5’8%. This performance clearly allows us to prudently affirm that MFCGA is a promising method for solving CVRP.

### C. Analysis of the genetic transfer

This section is devoted to delving in the genetic transfer cropped up across the considered 12 CVRP datasets. We focus this analysis in the activity arisen through the application of the MFCGA. This metaheuristic is especially interesting for these purposes because of the replacement strategy employed. In MFCGA an individual \( n_i \) is replaced if, and only if, any of the individuals created through the mutation \( (n_{i}^m) \) and crossover \( (n_{i}^c) \) mechanisms outperform \( n_i \) regarding its best performing task. This way, if \( n_{i}^m \) substitutes \( n_i \), we can firmly asset that a positive genetic material transfer has occurred among \( n_i \) and \( n_j \) (we refer to Algorithm 2 in Section III for notation details) and that an exchange of genetic material has been explicitly produced.

This being explained, main objectives with the study depicted in this section are threefold: to discover the synergies inherent to the used tasks, to objectively glimpse the positive inter-task interactions arisen, and to scrutinize the transfer of knowledge emerged. We have chosen the test case \( TC_{12} \) for this analysis because of being the only case in which the whole deemed CVRP instances are simultaneously optimized. In the context of the problem at hand, the positive genetic transfer takes place through the direct replication of an extract of the solution \( m_j \) into \( n_i \).

We summarize in Figure 1 the intensities of positive inter-task interactions between the chosen tasks. In this graphic, the thickness of each orange circle represents the average number of times per run in which a solution with the skill factor of the column has positively transferred some of its genetic material to an individual which performs best in the task of the row. Furthermore, diagonal circles depict the combination of intra-task interactions (gray portion, representing the positive transfer of knowledge between solutions with the same skill factor) and the sum of all arisen inter-task exchanges (orange portion).

After thoroughly examining this figure, two valuable findings can be drawn. The first of these findings is the confirmation of the existence of intra-task synergy between the chosen dataset, materialized in the significant positive environments based on the CVRP.

### TABLE I

**SUMMARY OF GENETIC COMPLEMENTARITIES FOR ALL THE DATASETS EMPLOYED IN THE EXPERIMENTATION. EACH CELL REPRESENTS THE PERCENTAGE OF CLIENTS THAT DATASET OF THE COLUMN HAS IN COMMON WITH THE INSTANCE OF THE ROW.**

| Instance | \( P-n16-k8 \) | \( P-n19-k2 \) | \( P-n20-k8 \) | \( P-n21-k2 \) | \( P-n22-k2 \) | \( P-n23-k8 \) | \( P-n30-k8 \) | \( P-n35-k4 \) | \( P-n55-k7 \) | \( P-n55-k15 \) | \( P-n64-k10 \) | \( P-n64-k15 \) |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( P-n16-k8 \) | 85% | 88% | 86% | 84% | 82% | 82% | 82% | 82% | 82% | 82% | 82% | 82% |
| \( P-n19-k2 \) | 100% | 97% | 95% | 92% | 90% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n20-k8 \) | 100% | 100% | 95% | 93% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n21-k2 \) | 100% | 100% | 100% | 97% | 95% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n22-k2 \) | 100% | 100% | 100% | 100% | 97% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n23-k8 \) | 100% | 100% | 100% | 100% | 97% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n30-k8 \) | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n35-k4 \) | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n55-k7 \) | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n55-k15 \) | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% | 3% |
| \( P-n64-k10 \) | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% |
| \( P-n64-k15 \) | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% | 2% |

### TABLE II

**PARAMETERIZATION OF MFCGA AND MFEA**

| Parameter | MFCGA | MFEA |
|-----------|-------|------|
| Population size | 200 | 200 |
| Crossover Function | Order Crossover | Order Crossover |
| Mutation Function | 2-opt | 2-opt |
| Crossover Prob. | 1.0 | 0.9 |
| Mutation Prob. | 1.0 | 0.1 |
| Type of grid | Moore | Moore |
TABLE III

Summary of the 11 tests cases generated

| Test Case | Comparison | Test Case | Comparison |
|-----------|------------|-----------|------------|
| TC_2-1    | ✰✰✰✰✰     | TC_2-2    | ✰✰✰✰✰     |
| TC_3-2    | ✰✰✰✰✰     | TC_3-3    | ✰✰✰✰✰     |
| TC_4-3    | ✰✰✰✰✰     | TC_5-4    | ✰✰✰✰✰     |
| TC_6-2    | ✰✰✰✰✰     | TC_12     | ✰✰✰✰✰     |
| TC_2-2    | ✰✰✰✰✰     | TC_3-3    | ✰✰✰✰✰     |
| TC_4-3    | ✰✰✰✰✰     | TC_5-4    | ✰✰✰✰✰     |
| TC_6-2    | ✰✰✰✰✰     | TC_12     | ✰✰✰✰✰     |

TABLE IV

Comparison of the results for the 15 tests cases built for the experimentation. ▲ means MFCGA outperforms MFEA, ● depicts both alternatives have performed similar. ▼ means MFEA performs better.

| Test Case | Comparison |
|-----------|------------|
| TC_2-1    | ☐☐☐☐☐     |
| TC_2-2    | ☐☐☐☐☐     |
| TC_3-3    | ☐☐☐☐☐     |
| TC_4-3    | ☐☐☐☐☐     |
| TC_5-4    | ☐☐☐☐☐     |
| TC_6-2    | ☐☐☐☐☐     |

TABLE V

Results obtained by MFCGA and MFEA for the 12 dataset that compose test case TC_12, and graphical results of the Wilcoxon Rank-Sum test.

| Test | MFCGA | MFEA | MFEA Outperforms MFCGA |
|------|-------|------|------------------------|
| TC_2-1 | ✰✰✰✰✰ | ✰✰✰✰✰ | ☐☐☐☐☐ |
| TC_2-2 | ✰✰✰✰✰ | ✰✰✰✰✰ | ☐☐☐☐☐ |
| TC_3-3 | ✰✰✰✰✰ | ✰✰✰✰✰ | ☐☐☐☐☐ |
| TC_4-3 | ✰✰✰✰✰ | ✰✰✰✰✰ | ☐☐☐☐☐ |
| TC_5-4 | ✰✰✰✰✰ | ✰✰✰✰✰ | ☐☐☐☐☐ |
| TC_6-2 | ✰✰✰✰✰ | ✰✰✰✰✰ | ☐☐☐☐☐ |

other hand, we can distinguish the set composed by \{P-n50-k7,P-n50-k8,P-n55-k7,P-n55-k15\}. In this way, we can clearly see how the intra-task activity inside these groups is intense, while the positive genetic sharing is almost nonexistent when a task is mated with an individual specialized in an instance which is outside its family.

The second conclusion that can be extracted is that, despite the intense inter-task activity between tasks of the same family, these relations differ depending on the pair of datasets that are being mated. An insightful reader may correctly ask why the intensities between, for example, pairs \{P-n21-k2—P-n22-k2\} and \{P-n21-k2—P-n23-k8\} are so different. Analyzing the correlation in the landscapes of these tasks, we can confirm that the so-called partial domain overlap exists [2], having a subset of features that are common in the three datasets. In fact, the genetic complementarity between P-n21-k2 and P-n22-k2 is 97\% according to Table I and the one regarding P-n21-k2 and P-n23-k8 is 95\%.

To properly understand these contradictions, a much deeper analysis should be conducted with the structure of the whole genetic transfer arisen between the tasks. This situation is specially representative in tasks pairs such as \{P-n16-k8,P-n19-k2,P-n20-k2,P-n21-k2,P-n22-k2,P-n23-k8\}. On the
considered 12 CVRP datasets. Recently published works such as [18] and [20] suggest the use of the correlation among the best-known solutions as an appropriate approach for understanding the inter-task genetic transfer activity. Embracing this consideration, we have used this approach in our analysis.

Therefore, we summarize the correlation in the optimal solutions of the 12 CVRP datasets in Table VI. Additionally, in order to enhance the visibility of this analysis, we have coloured in orange those cells corresponding to the pairs of tasks that have shown a noteworthy positive inter-task genetic material transfer. In fact, with the intention of being more specific, the more intense the inter-task activity, the more intense the orange used for coloring the cell. We have conducted this in an attempt of turning Table VI those conclusions drawn Figure 1.

Several interesting trends can be seen in Table VI. First of all, it can be seen how the pairs with the higher positive transfer activity present a significant overlap in their optimal solutions. This affirmation is visible in cases such as \{P-n21-k2—P-n22-k2\}, \{P-n50-k7—P-n55-k7\} or \{P-n50-k7—P-n50-k8\}. On the contrary, it can be observed how pairs of tasks with a lower level of synergy in their optimal solution present a dimmer intensity on their positive genetic transfer. \{P-n16-k8—P-n19-k2\}, \{P-n23-k8—P-n19-k2\} or \{P-n19-k2—P-n23-k8\} are examples that support this claim. Performing a complete analysis of the table, it can be seen how this trend is representative in the majority cases. Obviously, there are some examples in which this trend is not strictly adhered to, due to the randomness of the metaheuristics and the random generation of the Moore grids. In any case, the coherence is maintained in all cases, in the sense that pairs with a high degree of intersection are more likely to have an intense positive intra-task knowledge transfer. It should be pointed that we use the definition of intersection provided in [20]. Thus, we can say that two tasks are intersected if the global optima of the two tasks are identical in the unified search space with respect to a subset of variables only, and different with respect to the remaining variables.

This deeper study has led us to the last finding of the research presented on this paper: for VRP problems, the positive material transfer among different tasks is strictly related to the degree of intersection in their best solution. More concretely, we have shown with our study that intersection degrees greater that 11% are enough for ensuring a minimum positive activity. Furthermore, tasks with greater degrees of similarity are prone to present a more intense knowledge transfer. Also, this fact led us to confirm that the sole complementarity in the structure of the VRP dataset is irrelevant for the genetic transfer.

V. CONCLUSIONS AND FUTURE WORK

This paper has been devoted to the adaptation of the Multifactorial Cellular Genetic Algorithm for solving the Capacitated Vehicle Routing Problem. First, we have presented the method, which sinks its roots in the main concepts of the cellular Genetic Algorithms and the well-known Multifactorial Evolutionary Algorithm. For the experimentation, 12 recognized instances of the CVRP, part of the Augerat benchmark, have been employed for generating 11 multitasking environments. For measuring the performance of the MFCGA, we have used the canonical MFEA as control algorithm. Obtained results have confirmed that the MFCGA is a promising solver for solving CVRP multitasking scenarios.

Even more interesting is the inter-task genetic transfer analysis carried out with the 12 datasets, in an effort to uncover the synergies that should be exist between to CVRP instances for maximizing the performance of the multitasking solving schemes. Our principal finding on this respect is that the positive genetic transfer is prone to occur when tasks share a minimum of their genetic structure on their best solution.

As future work, we have planned several lines to continue the preliminary research presented in this paper. First, we intend to continue exploring the CVRP as a problem, using larger instances and larger test cases. These additional tests will also contribute to measure the scalability of the proposed metaheuristic. We have also planned the using of additional mechanisms on the MFCGA, such as heuristic local search methods or alternative survivor strategies. We have established as long term future work the application of the MFCGA to other optimization fields, aiming to discover further intra-task genetic transfer synergies on valuable combinatorial optimization tasks.
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