Application of clusterization algorithms for building materials classification on radioactivity in R
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Abstract. The clusterization method of raw construction materials on their radioactivity with clusterization algorithms within statistical treatment environment and R analysis applied is handled in the paper. The authors make an emphasis on application of modern methods of raw construction materials radioactivity data treatment. Raw construction materials are evaluated on the basis of objective evidence, reflecting indices of specific activities and of inner natural radionuclides specific activity. As a result of net learning on the experimental data the authors acquire a cluster map provided with segmentation on the natural radionuclides effective specific activity. Consequently, both the criteria are established and the hitting of a raw material into the corresponding cluster is estimated. The application of a “decision tree” algorithm makes it possible to state rules according to which raw materials refer to these or those clusters. As opposed to traditional analysis methods, the applied technique of radioactivity estimation is based on quantitative characteristics. On the ground of the acquired results conclusions are made on a possibility and appropriateness of application of the said technique of analysis and classification of raw materials radioactivity data.

1. Introduction
Between numerous qualities of construction materials and stock their radioactivity properties stand apart [1]. This is because of the fact that radioactivity has no visible characteristics therefore, its identification requires special instrumentation to be applied [2].

Construction materials and stock are traditionally distributed into four classes on their natural radionuclides’ effective specific activity [3]. This classification was established as a result of the analysis of frequency distribution of a number of construction materials on their natural radionuclides’ effective specific activity [4].

However, there exist now quite a number of algorithms that allow radioactivity data analysis considering only the data themselves. Kohonen self-organizing maps and decision trees can be referred to such algorithms [5].

Kohonen self-organizing maps are widely used in different sciences for classifying various objects and phenomena.

Thus, in the paper [6] by means of Kohonen self-organizing maps there was revealed an interconnection between suspended particles total amount in the air and fluorides’ concentration when being exposed to some meteorological factors.
The aim of the survey [7] was to classify the monitoring data set with the use of SOM in order to discover specific aspects of ties between particles’ sizes and seasonal prevalence with respect to the air quality in the considered region. SOM application allowed realize a number of complex processes in a local (definite) region more completely.

A possibility of multi-dimensional analysis for an estimation of interconnection of natural radioactivity and radon activity with the use of artificial neuron nets (ANN) and “decision trees” is shown in the paper [8].

Self-organizing maps were used to identify the most damaged (polluted) areas, as well as to estimate a potential correlation between aerosols and meteorological factors [9]. Herein the authors emphasize that SOM is a very useful instrument for characterizing $^{232}$Th spatial distribution and establishing the pollution sources.

In the work [10] by means of SOM there was made an analysis of lead’s concentration and isotopic composition to estimate spatio-temporal regularities within rural microenvironment. Advantages of SOM analysis in comparison with traditional estimation means are shown in the paper. The use of SOM made it possible to reveal differences between samples looking outwardly similar, and consequently, have additional information.

The survey [11] is an attempt to classify the influence of fly-ash on clay strength in the course of time. SOM were applied to estimate a dependence of time influence on clays’ strength to be in the same cluster.

Artificial neuron nets were used in the work [12] to analyze $^{226}$Ra activity. The aim of the survey is to separate the anthropogenic component from the current radiation background, i.e. without considering natural radiation background.

Artificial neuron nets were used to forecast radon quantity conditioned by granulated blast-furnace slag in a cement solution [13]. The survey results showed that ANN are an alternative approach to radon concentration in a cement solution forecasting.

The clusterization method was offered in the work [14] as an instrument for sound deadening while monitoring of concrete reinforcement rusting by means of acoustic emission. It allowed increase the classification accuracy.

All the above said allows make an assumption that Kohonen self-organizing maps are possible to be used to classify construction materials on the level of natural radioactivity [15].

2. Materials and methods
Kohonen maps are a variety of neuron nets where learning without a teacher is used. While the process of such learning the learning set consists of input variables’ values. Within such learning there is no comparison of output neurons with reference values, i.e. the network “learns” to understand the data structure.

Self-organizing maps of signs (SOM) represent not only an effective clusterization method, but also allow show its results as two-dimensional maps where distances between objects correspond distances between vectors inside a multi-dimensional space, and the signs’ values are shown in different colour shades. Thus, a two-dimensional map allows show tree dimensions thanks to different colour shades.

Self-organizing maps are used to solve tasks of simulation, forecasting and searching regularities within large data volumes, etc. The most widely spread application of Kohonen nets s make classification “without a teacher”, i.e. clusterization. On acquiring the new information about classes, a correction of existing rules of objects’ classification is possible.

Decision trees refer to most popular and powerful instruments of Data Mining [5], which allow solve problems of classification and regression. In the ground of decision trees there are principal rules like “if…so…” which can be formulated in a natural language. Therefore, decision trees are the most demonstrable and easily interpreted simulations.

One of the most popular algorithms of decision trees plotting is ID3 algorithm and its C4.5 modification [16]. The C4.5 algorithm starts working with all teaching examples in the tree root node.
To divide a set of examples of the root node one attribute is chosen, and for each value assumed by this attribute there is a branch plotted and a daughter node is created. Thereafter all the examples are distributed to daughter nodes corresponding the attribute values. The algorithm is repeated recursively until in the nodes there remain examples of an only class, and after that the nodes will be proclaimed leaves with attribute values.

Data obtained while raw materials survey on Volgograd region fields [17,18] were used for the analysis made. The total number of samples was 392. All the samples were subjected to gamma-ray spectrometry analysis and as a result there were obtained $^{40}$K, $^{226}$Ra and $^{232}$Th [19] specific activity values. On the ground of the obtained natural radionuclides’ specific activities data there has been made a formula evaluation of the effective specific activity [20]:

$$A_{\text{eff}} = 0.09A_K + A_{\text{Ra}} + A_{\text{Th}}$$

(1)

with $A_K$, $A_{\text{Ra}}$ and $A_{\text{Th}}$ are specific activities correspondingly of $^{40}$K, $^{226}$Ra and $^{232}$Th, Bq/kg.

3. Results and discussion

Neuron nets work only with numeric data, therefore their conversion and coding is important. A numeric code was given to all surveyed materials (see Table 1).

| Raw materials | Clay | Sand stone | Chalk | Lime stone | Sand | Dolomite |
|---------------|------|------------|-------|------------|------|----------|
| Code          | 1    | 2          | 3     | 4          | 5    | 6        |

Data prepared in such a way were imported as a text file into the R [21] statistic processing and analysis program.

Summery function having been used, so a descriptive statistics of the loaded data was obtained. The descriptive statistics results are given in Table 2.

| Row      | $^{40}$K | $^{226}$Ra | $^{232}$Th | $A_{\text{eff}}$ |
|----------|----------|------------|------------|-----------------|
| Min      | 1.00     | 26.87      | 3.71       | 3.01            |
| 1-st Qu. | 1.00     | 59.45      | 11.65      | 7.20            |
| Median   | 3.00     | 116.61     | 17.67      | 16.18           |
| Mean     | 2.92     | 342.32     | 20.08      | 21.05           |
| 3-rd Qu. | 5.00     | 631.03     | 25.00      | 34.04           |
| Max      | 6.00     | 1059.92    | 97.20      | 62.93           |

Thereafter a precompression of spatial signs was undertaken. This provided plotting more stable cluster structures. In the R environment clusterization on the main components is fulfilled in FactoMineR pack.

A usual analysis of the main components and their number choice are fulfilled by PCA() function of the pack. PCA() function work result is presented on Figure 1.
Figure 1. Original features expansion on axis of the two main components.

As it follows from Fig.1 all the used variables have a considerable significance and can be used for further analysis. Let us use somgrid() and somt() functions from the kohonen pack for net learning. Original features set contains all the investigated variables, as far as they all are significant for clusterization (see Figure1).

May the somgrid() function create a hexagonal lattice of 6×9 cells, i.e. 392 raw materials will “self-organize” into 54 neurons of the output layer.

Let us fulfil Kohonen maps visualization with different modifiers of plot() function. “Counts” parameter indicates the number of original objects in every node of the net, and “quality” parameter shows an average distance of the node’s objects to its prototypes. The visualization result is presented in Figure 2.

Figure 2. Kohonen maps constructed with “counts” and “quality” parameters.

Now, by means of a “mapping” type map we obtain a satisfying the desired condition objects’ distribution into nodes. We also will show how shares of participation of separate original variables are distributed. The “codes”-type united map allows demonstrate the distribution of separate original variables’ participation shares correlation on the lattice (see Figure 3).
Figure 3. “Mapping” and “codes”-type maps.

As a “codes”-type map is not always well interpreted let us have “Row” and “$A_{\text{eff}}$” indices distribution on a natural scale (see Figure 4).

Figure 4. “Row” and “$A_{\text{eff}}$” indices distribution on a natural scale.

One can use activation values of each neuron on every predict for nodes grouping. Let us set the number of clusters $k = 5$ and make a hierarchical clusterization. Then plot a “codes”-type map with all variables’ participation shares distribution. Nodes’ clusters and variables are presented in Figure 5.

Figure 5. Nodes’ cluster map and variables.
Kohonen method is considered as an empiric algorithm, whereas qualitative conclusions on a data structure are made on the ground of visual analysis of the presented map. Therefore let us use the HCPC() function and construct a hierarchical clusterization. Herein a method of complete connection (complete linkage clustering) is applied, when the distance between the most remote objects is calculated [22]. Let us make a hierarchical clusterization on main components. Then plot a dendrogram with clusters shown (see Figure 6).

Figure 6. Raw materials cluster dendrogram.

As it follows from the dendrogram all the surveyed materials are divided into five clusters. With the use of rpart pack let us plot a decision tree considering all the rules according to which raw materials are divided into clusters. To form criteria of hitting of raw construction materials on their radioactivity into different clusters it is efficient to use an approach of “decision tree” plotting based on tree plotting algorithm of C4.5 classification developed by John Quinlan [16]. This algorithm is able to work with attributes presented in continuous quantities and implements iteration where tree branches with the least possible influence on the classification results are cut off, thus allowing optimize the final decision tree structure. The decision tree and decision rules’ totality are presented in Figure 7.

Because the rules’ totality is rather bulky there is a rule #1 exemplifying fragment in Figure 8.

Hereby, according to the given conditions for node 1 raw materials with the following primary divisions $^{40}\text{K} < 209.855$, $^{232}\text{Th} < 18.55$, $A_{\text{eff}} < 62.85$ and $^{226}\text{Ra} < 14.97$ Bq/kg hit into cluster 1. One to several rules correspond each cluster, and each definite raw material can be classified on radioactivity when the rules applied.

4. Summary
In the current survey an approach is offered with use of maximum objective initial quantitative data, reflecting the level of natural radioactivity of raw construction materials. Clusterization on the basis of Kohonen self-organizing maps and decision trees allows sort out groups of materials corresponding to different level of their radioactivity without applying additional subjective indices.

Kohonen self-organizing maps give an opportunity to expose and visually demonstrate any hidden interconnections and differences between radiation characteristics of raw construction materials. A taught and described Kohonen map can be used to obtain characteristics of any other raw material which has a similar input data set. The advantage of the method is that it allows work with a large number of variables and visually demonstrate the analysis results in two-dimensional form.
Figure 7. Clusters’ forming rules on the basis of a plotted decision tree.

Figure 8. Rule 1 of raw construction materials division on their radioactivity (fragment).
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