PAIR DEPENDENT LINEAR STATISTICS FOR $C\beta E$
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Abstract. We study the limiting distribution of a pair counting statistics of the form $\sum_{1 \leq i \neq j \leq N} f(L_N(\theta_i - \theta_j))$ for the circular $\beta$-ensemble ($C\beta E$) of random matrices for sufficiently smooth test function $f$ and $L_N = O(N)$. For $\beta = 2$ and $L_N = N$ our results are inspired by a classical result of Montgomery on pair correlation of zeros of Riemann zeta function.
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1. INTRODUCTION

Let $\{\theta_i\}_{i=1}^N$ be distributed on the unit circle according the circular $\beta$-ensemble ($C\beta E$), i.e. have joint probability density

$$(1.1) \quad p_N^\beta(\theta) = \frac{1}{Z_{N,\beta}} \prod_{1 \leq j < k \leq N} |e^{i\theta_j} - e^{i\theta_k}|^\beta, \quad 0 \leq \theta_1, \ldots, \theta_N < 2\pi,$$

where $\beta > 0$ and $Z_{N,\beta}$ is an appropriate normalization constant that can be explicitly written in terms of the Gamma function as follows:

$$(1.2) \quad \frac{Z_{N,\beta}}{(2\pi)^N} = \frac{1}{(2\pi)^N} \int_{\mathbb{T}^N} \prod_{1 \leq j < k \leq N} |e^{i\theta_j} - e^{i\theta_k}|^\beta d\theta = \frac{\Gamma \left(1 + \frac{\beta N}{2}\right)}{\Gamma \left(1 + \frac{\beta}{2}\right)^N}.$$

The ensemble was introduced in Random Matrix Theory by Dyson in [7]-[9]. Three special cases $\beta = 1, 2$ and 4 correspond to the so-called Circular Orthogonal Ensemble (COE),
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Circular Unitary Ensemble (CUE), and Circular Symplectic Ensemble (CSE). For the CUE ($\beta = 2$) (1.1) is the joint distribution of the eigenvalues of an $n \times n$ random unitary matrix $U$ distributed according to the Haar measure. The joint distribution of $U^D U$ gives the COE. If $U^D$ denotes the quaternion dual, then $U^D U$ gives the CSE for even $n$. We refer the reader to [25] for details. For arbitrary $\beta > 0$, a (sparse) random matrix model with eigenvalues distribution following (1.1) was introduced in [19].

Since the probability density (1.1) is invariant under rotations, one is interested in the fluctuation of the empirical spectral density around the Lebesgue measure on the unit circle. For results on the limiting distribution of linear statistics $\sum_{j=1}^n f(\theta_j)$ for “sufficiently nice” test functions $f$ we refer the reader to [14], [5], [16], [29], [32], [18], [4], [35], [36], [34], [20], [11]. A significant part of literature is devoted to statistical properties of spectral linear statistics in the mesoscopic regime $\sum_{j=1}^n f(L_N \theta_j)$, $1 \ll L_N \ll N$ (see e.g. [32], [20], [3], [17], [21], [22] and references therein for this and related problems).

Denote the Fourier coefficients of an $L^2(\mathbb{T})$ function $f$ as

$$
(1.3) \quad \hat{f}(m) = \frac{1}{2\pi} \int_0^{2\pi} f(x) e^{-imx} dx.
$$

It was proven by Johansson in [14] that for arbitrary $\beta > 0$ and sufficiently smooth real-valued $f$

$$
\frac{\sum_{j=1}^N f(\theta_j) - N \hat{f}(0)}{\sqrt{\frac{2}{\pi} \sum_{-\infty}^{\infty} |f(m)|^2 |m|}}
$$

converges in distribution to a standard Gaussian random variable.

If $f$ is not smooth enough and the variance of the linear statistic goes to infinity with $N$, Diaconis and Evans [4] proved the CLT in the case $\beta = 2$ provided the sequence $\{\sum_{n=1}^N |\hat{f}(m)|^2 |m|\}_{n \in \mathbb{N}}$ is slowly varying. For the results about the Gaussian fluctuation of the number of eigenvalues in arcs we refer the reader to [11] and references therein. For the results on the characteristic polynomial of a random unitary matrix, we refer the reader to [18], [2].

This paper is devoted to studying the limiting distribution of pair counting functions

$$
(1.4) \quad S_N(f) = \sum_{1 \leq i \neq j \leq N} f(L_N(\theta_i - \theta_j)),
$$

where $(\theta_i - \theta_j)_c$ is the phase difference on the unit circle, i.e.

$$
(1.5) \quad (\theta - \phi)_c = \begin{cases} 
\theta - \phi & \text{if } -\pi \leq \theta - \phi < \pi, \\
\theta - \phi - 2\pi & \text{if } \pi \leq \theta - \phi < 2\pi, \\
\theta - \phi + 2\pi & \text{if } -2\pi < \theta - \phi < -\pi,
\end{cases}
$$

$f$ is a a smooth function, and $L_N/N$ is bounded from above. The case $\beta = 2$, $L_N = N$ is of the main interest since it is motivated by a classical result of Montgomery on pair correlation of zeros of the Riemann zeta function [20]-[27]. Assuming the Riemann Hypothesis (RH), Montgomery studied the distribution of the “non-trivial” zeros $\{1/2 \pm \gamma_n\}$, $\gamma_n$ real positive. Rescaling zeros

$$
\tilde{\gamma}_n = \frac{\gamma_n}{2\pi} \log(\gamma_n),
$$

Montgomery essentially studied the statistic
\[
F(\alpha) = T^{-1} \sum_{0 < \tilde{\gamma}_j, \tilde{\gamma}_k \leq T} \exp(i\alpha(\tilde{\gamma}_j - \tilde{\gamma}_k)) \frac{4}{4 + (\tilde{\gamma}_j - \tilde{\gamma}_k)^2/\log(T)^{\gamma}},
\]
for real \(\alpha\) and large real \(T\). Assuming RH, Montgomery rigorously proved that for \(0 \leq \alpha \leq 1\) and large \(T\) the statistic behaves as
\[
(1 + o(1))T^{-2\alpha} \log(T)^{2\alpha - 1} + \alpha + o(1),
\]
He also proved heuristic arguments that
\[
F(\alpha) = 1 + o(1),
\]
for \(\alpha \geq 1\), uniformly in bounded intervals, which allowed him to conjecture that rescaled non-trivial zeros of the Riemann zeta function behave locally as the rescaled eigenvalues of the CUE. It should be noted that \(\alpha \mapsto \min(|\alpha|, 1)\) is the Fourier transform of \(\delta(x) - \frac{\sin(\pi x)}{\pi x}\)^2, which suggests that rescaled two-point correlations of zeros of Riemann zeta functions and eigenvalues of a large random unitary matrix coincide in the limit (we refer the reader to [30] for further developments.) Hence comes our interest in studying the limiting distribution of (1.4), especially in the microscopic regime \(L_N = N\). We prove Gaussian fluctuation under certain technical conditions in the mesoscopic and microscopic cases (see Theorems 2.4 and 2.5 below). The fluctuation is not Gaussian in the macroscopic case provided a test function \(f\) is sufficiently smooth (see Theorem 2.1 below).

In the microscopic case, we note that even though the number of terms in
\[
(1.6)
S_N(f) = \sum_{1 \leq i \neq j \leq N} f(N(\theta_i - \theta_j)),
\]
is proportional to \(N^2\), the number of non-zero terms in the sum is of order \(N\) provided a test function \(f\) decays sufficiently fast at infinity. We note that the limiting fluctuation of the sum (1.6) does not change if one replaces the circular difference (1.5) in the argument of \(f(N\cdot)\) by the regular one and studies instead
\[
(1.7)
\sum_{1 \leq i \neq j \leq N} f(N(\theta_i - \theta_j)),
\]
since the number of pairs of the eigenvalues in a \(O(N^{-1})\) neighborhood of \(\theta = 0\) is bounded in probability.

The pairs \((i, j)\) that give non-zero contribution to (1.6) correspond to neighbors (nearest neighbors, next-to-nearest-neighbors, etc.) Ordering the particles \(\{\theta_j\}_{j=1}^N\) we introduce order statistics
\[
0 \leq \theta_{(1)} < \theta_{(2)} < \ldots < \theta_{(N)} < 2\pi,
\]
and rescaled nearest-neighbor spacings
\[
\tau_j = N(\theta_{(j+1)} - \theta_{(j)}), \quad j = 1, \ldots, N - 1.
\]
One can compare (2.5) with the sum
\[
(1.8)
A_N(f) := \sum_{j=1}^{N-1} f(\tau_j).
\]
The empirical distribution function of nearest-neighbor spacings was studied in [31], where it was shown that
\[
\xi_N(s) = (\#\{j : \tau_j \leq s\} - \mathbb{E}\#\{j : \tau_j \leq s\}) N^{-1/2}
\]
converges in finite-dimensional distributions and also, after minor modifications, in functional sense, to a Gaussian random process \( \xi(s) \) as \( N \to \infty \) (see Theorems 1.1 and 1.2 in [31]). As a corollary,

\[
\left( \sum_{j=1}^{N-1} f(\tau_j) - \mathbb{E} \sum_{j=1}^{N-1} f(\tau_j) \right) N^{-1/2} = \int f(s) d\xi_N(s) = - \int f'(s) \xi_N(s) ds
\]

converges in distribution a Gaussian random variable \( - \int f'(s) \xi(s) ds \).

The paper is organized as follows. We formulate our results in the next section. The unscaled case \( (LN = 1) \) is studied in Sections 3 and 4. We discuss joint cumulants for linear statistics in the \( \beta = 2 \) case in Section 5. The mesoscopic case \( LN \to \infty, LN/N \to 0 \) is studied in Section 6. The microscopic case \( LN = N, \beta = 2 \) is studied in Section 7. The auxiliary results are collected in Appendices 1-3.

The notation \( a_N = O(b_N) \) means that the ratio \( a_N/b_N \) is bounded from above in absolute value. The notation \( a_N = o(b_N) \) means that \( a_N/b_N \to 0 \) as \( N \to \infty \). Occasionally, for non-negative quantities, in this case we will also use the notation \( a_N \ll b_N \). Finally, we note that we use similar notations \( \hat{f}(m) \) in (1.3) and \( \hat{f}(t) \) in (2.4) for the Fourier series coefficients in of a function defined on a unit circle and for the Fourier transform of a function defined on the real line, correspondingly. The first notation is used when we study the global regime \( (LN = 1) \) and the second notation is used in the mesoscopic and local regimes.
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2. Main Theorems

We start with the unscaled case \( LN = 1 \).

**Theorem 2.1.** Consider the \( CBE \ (1.1) \) and let

\[
S_N(f) = \sum_{1 \leq i \neq j \leq N} f(\theta_i - \theta_j),
\]

where \( f \) is a real even function on the unit circle such that \( f' \in L^2(\mathbb{T}) \) for \( \beta = 2 \), \( \sum_{k \in \mathbb{Z}} |\hat{f}(k)||k| < \infty \) for \( \beta < 2 \), \( \sum_{k \in \mathbb{Z}} |\hat{f}(k)||k| \log(|k| + 1) < \infty \) for \( \beta = 4 \), and \( \sum_{k \in \mathbb{Z}} |\hat{f}(k)||k|^2 < \infty \) for \( \beta \in (2, 4) \cup (4, \infty) \).

Then we have the following convergence in distribution as \( N \to \infty \):

\[
S_N(f) - \mathbb{E}S_N(f) \xrightarrow{D} \frac{4}{\beta} \sum_{m=1}^{\infty} \hat{f}(m) (\varphi_m - 1),
\]

where \( \varphi_m \) are i.i.d. exponential random variables with \( \mathbb{E}(\varphi_m) = 1 \).

**Remark 2.2.** The mathematical expectation of \( S_N(f) \) satisfies

\[
\mathbb{E}S_N(f) = \hat{f}(0) N^2 - f(0) N + \frac{2}{\beta} \sum_{k=-\infty}^{\infty} \hat{f}(k)|k| + o(1)
\]
for sufficiently smooth test function \( f \). In particular, for \( \beta = 2 \) one has

\[
\mathbb{E} S_N(f) = \hat{f}(0) N^2 - f(0) N + \sum_{k = -\infty}^{\infty} \hat{f}(k) \min(|k|, N). \tag{2.3}
\]

In general, (2.2) holds for \( \beta \leq 2 \) under the optimal condition \( \sum_{k = -\infty}^{\infty} |\hat{f}(k)||k| < \infty \). For \( \beta > 2 \) we can show that \( \sum_{k = -\infty}^{\infty} |\hat{f}(k)||k|^2 < \infty \) implies (2.2).

**Remark 2.3.** It is reasonable to expect that CLT holds for \( S_N(f) \) provided the series \( \sum_{k \in \mathbb{Z}} |\hat{f}(k)|^2 |k|^2 \) diverges and the sequence of its partial sums satisfies some regularity condition since the sum of independent random variables \( \sum_{m = 1}^{N} \hat{f}(m)(\varphi_m - 1) \) converges to a Gaussian distribution after normalization under mild assumptions on the coefficients \( \hat{f}(m) \). This is outside the scope of this paper. The case of a slowly growing variance is considered in [1].

Here we just note that for \( f = (1/2) \ln |2 \sin(\theta/2)| \) and arbitrary \( \beta > 0 \)

\[
\frac{S_N(f) - E(S_N(f))}{\sqrt{N}} \to N \left( 0, \frac{2 - \beta \Psi(2) \left( 1 + \frac{\beta}{2} \right)}{4 \beta} \right),
\]

where \( \Psi(k)(x) = \left( \frac{d}{dx} \right)^k \log(\Gamma(x)) \). This is a simple corollary of the Selberg integral formula (1.2).

Now we consider the mesoscopic regime \( 1 << L_0 << N \). Let \( f \in C_c^\infty(\mathbb{R}) \) be an even, smooth, compactly supported function on the real line. When \( N \) is sufficiently large, the support of \( f(L_0 \theta) \) is contained in the interval \([-\pi, \pi]\]. Extend \( f(L_0 \cdot) \) 2\( \pi \)-periodically to the whole real line. Consider the random variable defined above in (1.4), namely

\[
S_N(f(L_0 \cdot)) = \sum_{1 \leq i \neq j \leq N} f(L_0(\theta_i - \theta_j)c).
\]

Denote by

\[
\hat{f}(t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x)e^{-itx} dx \tag{2.4}
\]

the Fourier transform of \( f \). The following result holds.

**Theorem 2.4.** Let \( f \in C_c^\infty(\mathbb{R}) \) be an even, smooth, compactly supported function on the real line. Assume that \( 1 << L_0 << N \), for \( \beta = 2 \) and that \( L_0 \) grows to infinity slower than any positive power of \( N \) for \( \beta \neq 2 \). Then \( (S_N(f(L_0 \cdot)) - \mathbb{E}S_N(f(L_0 \cdot)))L_0^{-1/2} \) converges in distribution to centered real Gaussian random variable with the variance

\[
\frac{4}{\pi \beta^2} \int_{\mathbb{R}} |\hat{f}(t)|^2 t^2 dt.
\]

Finally, we consider the local case \( L_0 = N \). We establish the following CLT for \( \beta = 2 \).

**Theorem 2.5.** Let \( f \in C_c^\infty(\mathbb{R}) \) be an even, smooth, compactly supported function on the real line. Consider

\[
S_N(f(N \cdot)) = \sum_{1 \leq i \neq j \leq N} f(N(\theta_i - \theta_j)c). \tag{2.5}
\]
Then \( (S_N(f(N\cdot)) - \mathbb{E}S_N(f(N\cdot))) N^{-1/2} \) converges in distribution to centered real Gaussian random variable with the variance

\[
(2.6) \quad \frac{1}{\pi} \int_{\mathbb{R}} |\hat{f}(t)|^2 \min(|t|, 1)^2 dt - \frac{1}{\pi} \int_{|s-t|\leq 1, |s|\geq 1} \hat{f}(t)\hat{f}(s)(1 - |s-t|) ds dt
\]

\[
- \frac{1}{\pi} \int_{0 \leq s, t \leq 1, |s+t| > 1} \hat{f}(s)\hat{f}(t)(s + t - 1) ds dt.
\]

**Remark 2.6.** As we noted in Section 1, the limiting distribution of (2.5) does not change if one replaces the circular difference (1.5) in the argument of \( f(N\cdot) \) by the regular one and studies a pair counting statistic (1.7) instead since the number of pairs of the eigenvalues in a \( O(N^{-1}) \) neighborhood of \( \theta = 0 \) is bounded in probability.

### 3. Proof of Theorem 2.1

For trigonometric polynomials, Theorem 2.1 follows from the Johansson’s CLT for linear statistics [14] and simple computations in (3.1) below. To prove the result for a wider class of test functions one needs variance bounds and standard \( \epsilon/3 \) type arguments (for the convenience of the reader, presented in Appendix 1.) The proof under the optimal condition on \( f \) for \( \beta = 2 \) requires careful variance computations given in Section 4.

**Proof.**

Consider an even real-valued test function \( f \). Then

\[
S_N(f) = \sum_{1 \leq i \neq j \leq N} f(\theta_i - \theta_j) = 2 \sum_{m=1}^{\infty} \hat{f}(m) \left| \sum_{j=1}^{N} \exp(i m \theta_j) \right|^2 + \hat{f}(0) N^2 - N f(0).
\]

In particular, for even trigonometric polynomials \( f_k \) of degree \( k \) we have:

\[
S_N(f_k) = 2 \sum_{m=1}^{k} \hat{f}_k(m) \left| \sum_{j=1}^{N} \exp(i m \theta_j) \right|^2 + \hat{f}_k(0) N^2 - N f_k(0).
\]

We recall that [14] gives convergence of the real and imaginary parts of \( \sum_{j=1}^{N} \exp(i m \theta_j) \) to independent random variables \( \mathcal{N}(0, \frac{N}{2}) \) as \( N \to \infty \). Since the absolute value squared of a standard complex Gaussian random variable is exponentially distributed, the result follows for trigonometric polynomials.

For more general test functions \( f \), we obtain the desired result by approximating \( f \) by the partial sums \( f_k \) of Fourier series and interchanging the limits in (3.1). In fact, for \( \beta = 2 \) we are able to prove the result of Theorem 2.1 under the optimal condition

\[
\sum_{k \in \mathbb{Z}} |\hat{f}(k)|^2 |k|^2 < \infty.
\]

To achieve it, we first carefully compute the variance of \( S_N(f) \) for finite \( N \) and show that “error” terms are negligible in the limit. This is done in Section 4. In particular, we will prove Proposition 4.1, Corollary 4.2, and Proposition 4.3 in the next section. Then a standard \( \epsilon/3 \)-type argument finishes the proof (see the Appendix 1 for the details).

For \( \beta \neq 2 \), we replace the Chebyshev bound with a corresponding Markov bound and apply the asymptotics results of Jiang and Matsumoto [13] on the moments of traces. Again, we refer the reader to the Appendix 1 for the details.
4. Variance Calculation for $\beta = 2$

This section is devoted to the computation and asymptotic analysis of the variance of the pair counting statistic $S_N(f)$ defined in (2.1). The main results of the section are Proposition 4.1 and Proposition 4.3. We assume $\beta = 2$ for the rest of the section.

**Proposition 4.1.** Let $f$ be a real even function on the unit circle such that $f' \in L^2(\mathbb{T})$ and let $\beta = 2$. Then

$$
\text{Var}(S_N(f)) = 4 \left( \sum_{1 \leq s \leq N-1} s^2(\hat{f}(s))^2 + N^2 \sum_{N \leq s} (\hat{f}(s))^2 - N \sum_{N \leq s} (\hat{f}(s))^2 \right)
- 4 \left( \sum_{1 \leq s, t \leq N-1} (N - |s - t|) \hat{f}(s)\hat{f}(t) + \sum_{1 \leq s, t \leq N-1} (s + t - N) \hat{f}(s)\hat{f}(t) \right).
$$

As a corollary, we obtain:

**Corollary 4.2.** Let $s, t \in \mathbb{Z}_{\geq 0}$ and $\{\theta_m\}_{m=1}^N$ be distributed according to CUE($N$). Then

$$
\text{cov} \left( \left| \sum_{m=1}^N e^{i\theta_m} \right|^2, \left| \sum_{m=1}^N e^{it\theta_m} \right|^2 \right) = \begin{cases} 
\begin{align*}
2s^2, & 1 \leq s = t \leq N - 1, \ 2s \leq N, \\
N + s^2 - 2s, & 1 \leq s = t \leq N - 1, \ N + 1 \leq 2s, \\
N(N - 1), & N \leq s = t, \\
|s - t| - N, & 1 \leq |s - t| \leq N - 1, \ N \leq \max(s, t), \\
N - (s + t), & 1 \leq s \neq t \leq N - 1, \ N + 1 \leq s + t, \\
0, & \text{else}.
\end{align*}
\end{cases}
$$

We note that the above formula immediately extends to the case where either $s$ or $t$ is negative, since $|\sum e^{i\theta_m}| = |\sum e^{-i\theta_m}|$. For a graphical representation of the covariance function, see the diagram below.

**Figure 1.** $\text{cov}(s, t)$
We need next proposition to prove Theorem 2.1 under the optimal assumptions on the
test function \( f \).

**Proposition 4.3.** Let \( \beta = 2 \) and \( f \) satisfy the conditions of Theorem 2.1, i.e. \( f \) is an
even real function such that \( f' \in L^2(\mathbb{T}) \). Then

\[
\text{Var}(S_N(f)) = 4 \sum_{1 \leq k \leq N-1} k^2 |\hat{f}(k)|^2 + o(1).
\]

First, we prove Proposition 4.1. The proof follows from quite straightforward, but some-
what tedious computations given below.

**Proof.**
We may assume, without loss of generality, that \( \hat{f}(0) = 0 \). Let \( \rho_{N,k}(\theta) \) be the \( k \)-point
correlation functions for \( \{\theta_j\}_{j=1}^N \) distributed according to \( \text{CUE}(N) \). It is well known
that CUE point correlation functions have determinantal structure (see e.g. \([25]\)). In
particular, if \( Q_N(x, y) \) is the kernel of the orthogonal projection on
\( \text{Span}\{\frac{1}{\sqrt{2\pi}} e^{ikx}, \ 0 \leq k \leq N - 1\} \), namely

\[
Q_N(x, y) = \frac{1}{2\pi} \sum_{k=0}^{N-1} e^{ik(x-y)},
\]

then

\[
\rho_{N,k}(\theta_1, \ldots, \theta_k) = \det \left( Q_N(\theta_i, \theta_j) \right)_{1 \leq i, j \leq k}.
\]

A simple computation using (4.1) and \( \hat{f}(0) = 0 \) gives

\[
\mathbb{E}(S_N(f)) = \mathbb{E} \left( \sum_{0 \leq i \neq j \leq N-1} f(\theta_i - \theta_j) \right)
= \int_{\mathbb{T}^2} f(\theta_1 - \theta_2) \rho_{N,2}(\theta_1, \theta_2) d\theta_1 d\theta_2
= \frac{1}{|k|} \hat{f}(k).
\]

Furthermore, the variance of \( S_N(f) \) is given by

\[
\mathbb{E}((S_N(f))^2) - (\mathbb{E}(S_N(f)))^2 =
\]

\[
2 \int_{\mathbb{T}^2} f^2(\theta_1 - \theta_2) \rho_{N,2}(\theta_1, \theta_2) d\theta_1 d\theta_2
+ 4 \int_{\mathbb{T}^3} f(\theta_1 - \theta_2) f(\theta_2 - \theta_3) \rho_{N,3}(\theta_1, \theta_2, \theta_3) d\theta_1 d\theta_2 d\theta_3
+ \int_{\mathbb{T}^4} f(\theta_1 - \theta_2) f(\theta_3 - \theta_4) \rho_{N,4}(\theta_1, \theta_2, \theta_3, \theta_4) d\theta_1 d\theta_2 d\theta_3 d\theta_4 - (\mathbb{E}(S_N(f)))^2.
\]
which can be rewritten as
\[(4.6) \quad \mathbb{E}((S_N(f))^2) - (\mathbb{E}(S_N(f)))^2 = \]
\[(4.7) \quad 2N^2 \left( \hat{f}^2(0) - \sum_{|k| \leq N-1} |\hat{f}(k)|^2 \right) \]
\[(4.8) \quad + 4 \sum_{0 \leq j, k, l \leq N-1} \hat{f}(j-k)\hat{f}(k-l) - 2 \sum_{0 \leq j, k, l, m \leq N-1} \hat{f}(j-k)\hat{f}(k-l)\chi(j-m=k-l) \]
\[(4.9) \quad - 2N \sum_{|k| \leq N-1} \hat{f}^2(k) + 2 \sum_{|k| \leq N-1} |k|\hat{f}^2(k) + 2 \sum_{|k| \leq N-1} |k|^2|\hat{f}(k)|^2. \]

The transition from (4.2-4.5) to (4.6-4.9) relies on straightforward but somewhat tedious computations given below. The expression (4.3) is equal to
\[(4.10) \quad 2 \left( N^2 \hat{f}^2(0) + \sum_{|k| < N} (|k| - N)\hat{f}^2(k) \right). \]

Using \( \hat{f}(0) = 0 \) the expression (4.4) can be rewritten as
\[(4.11) \quad 4 \int_{T^4} (f * f)(\theta_1 - \theta_3)\rho_{N,1}(\theta_2)\rho_{N,2}(\theta_1, \theta_3)d\theta_1d\theta_2d\theta_3 \]
\[(4.12) \quad 4 \int_{T^4} f(\theta_1 - \theta_2)f(\theta_2 - \theta_3)Q_N(\theta_1, \theta_2)Q_N(\theta_2, \theta_3)Q_N(\theta_3, \theta_1)d\theta_1d\theta_2d\theta_3 \]
\[(4.13) \quad 4 \int_{T^4} f(\theta_1 - \theta_2)f(\theta_2 - \theta_3)Q_N(\theta_1, \theta_3)Q_N(\theta_2, \theta_2)Q_N(\theta_2, \theta_1)d\theta_1d\theta_2d\theta_3. \]

Again using \( \hat{f}(0) = 0 \) we can rewrite (4.11) as
\[(4.14) \quad 4N \sum_{|k| < N} (|k| - N)|\hat{f}(k)|^2. \]

The terms (4.12) and (4.13) are equal to each other and together contribute
\[(4.15) \quad 8 \sum_{0 \leq j, k, l \leq N-1} \hat{f}(j-k)\hat{f}(k-l). \]

We now turn our attention to (4.5). We can rewrite it as
\[(4.16) \quad 2 \int_{T^4} f(\theta_1 - \theta_2)f(\theta_3 - \theta_4)|Q_N(\theta_1, \theta_3)|^2|Q_N(\theta_2, \theta_4)|^2d\theta_1d\theta_2d\theta_3d\theta_4 \]
\[(4.17) \quad - 2 \int_{T^4} f(\theta_1 - \theta_2)f(\theta_3 - \theta_4)Q_N(\theta_1, \theta_2)Q_N(\theta_3, \theta_3)Q_N(\theta_4, \theta_4)Q_N(\theta_4, \theta_1)d\theta_1d\theta_2d\theta_3d\theta_4 \]
\[(4.18) \quad - 2 \int_{T^4} f(\theta_1 - \theta_2)f(\theta_3 - \theta_4)Q_N(\theta_1, \theta_2)Q_N(\theta_4, \theta_2)Q_N(\theta_3, \theta_4)Q_N(\theta_3, \theta_1)d\theta_1d\theta_2d\theta_3d\theta_4 \]
\[(4.19) \quad - 2 \int_{T^4} f(\theta_1 - \theta_2)f(\theta_3 - \theta_4)Q_N(\theta_1, \theta_4)Q_N(\theta_2, \theta_3)Q_N(\theta_3, \theta_1)d\theta_1d\theta_2d\theta_3d\theta_4. \]
The term (4.16) is equal to
\[(4.20) \quad 2 \sum_{|k|<N} (N - |k|)^2 |\hat{f}(k)|^2 = \]
\[(4.21) \quad 2 \sum_{|k|<N} |k|^2 |\hat{f}(k)|^2 + 2N^2 \sum_{|k|<N} |\hat{f}(k)|^2 - 4N \sum_{|k|<N} |k||\hat{f}(k)|^2. \]

Terms (4.17) and (4.18) are equal to each other and together contribute
\[(4.22) \quad -4 \sum_{0 \leq j,k,l \leq N-1} \hat{f}(j-k)\hat{f}(k-l). \]

Finally, the expression (4.19) can be rewritten as
\[(4.23) \quad 2 \sum_{0 \leq j,k,l,m \leq N-1} \hat{f}(j-k)\hat{f}(k-l)\chi_{j=m=k-l}. \]

Combining (4.10), (4.14-4.15), and (4.21-4.23), we arrive at the formula (4.6-4.9) for the variance of $S_N(f)$.

To finish the proof of Proposition 4.1 we have to carefully evaluate each of the terms in (4.7-4.9). The term (4.7) can be rewritten use the Placherel theorem
\[ \hat{f}^2(0) = \sum_{-\infty}^{\infty} \hat{f}(-k)\hat{f}(k) = \sum_{-\infty}^{\infty} |\hat{f}(k)|^2. \]

as
\[(4.24) \quad 2N^2 \left( \sum_{k \in \mathbb{Z}} |\hat{f}(k)|^2 - \sum_{|k| \leq N-1} |\hat{f}(k)|^2 \right) = 4N^2 \sum_{k \geq N} |\hat{f}(k)|^2. \]

Next, we rewrite the terms in (4.8). We start with the first one:
\[(4.25) \quad 4 \sum_{0 \leq j,k,l \leq N-1} \hat{f}(j-k)\hat{f}(k-l) = 4 \sum_{|s|,|t| \leq N-1} \hat{f}(s)\hat{f}(t) \max(0, N - \max(0, s, t) - \min(0, s, t))) \]
\[(4.26) \quad = 4 \sum_{|s|,|t| \leq N-1} \hat{f}(s)\hat{f}(t) \max(0, N - L(s,t)), \]

where
\[ L(s,t) = \begin{cases} \max(|s|,|t|), & \text{if } sgn(s) = sgn(t) \\ |s| + |t|, & \text{otherwise}. \end{cases} \]

Splitting up the sum and recalling that $\hat{f}(s) = \hat{f}(-s)$, we can further rewrite the first term in (4.8) as
\[ 2 \sum_{|s|,|t| \leq N-1} \hat{f}(s)\hat{f}(t)(N - (|s| + |t|)) + 4 \sum_{|s|,|t| \leq N-1 \atop sgn(s)=sgn(t)} \hat{f}(s)\hat{f}(t)(N - \max(|s|,|t|)). \]

We rewrite the second term in (4.8) as
\[ 2 \sum_{0 \leq j,k,l,m \leq N-1} \hat{f}(j-k)\hat{f}(k-l)\chi_{j-m=k-l} = 2 \sum_{|s|,|t| \leq N-1 \atop |s|+|t| \leq N-1} \hat{f}(s)\hat{f}(t)(N - (|s| + |t|)). \]
Thus, (4.8) becomes
\[
4 \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} \hat{f}(s)\hat{f}(t)(N - \max(|s|, |t|)),
\]
which can be rewritten as
\[
(4.27) \quad 2N \sum_{|s|,|t| \leq N-1} \hat{f}(s)\hat{f}(t) - 2 \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} \hat{f}(s)\hat{f}(t)(|s - t| + |s + t|).
\]
Combining (4.27) with the first two terms of (4.9), we have a term of order \(N\),
\[
(4.28) \quad 2N \left( \sum_{|s|,|t| \leq N-1} \hat{f}(s)\hat{f}(t) - \sum_{|k| \leq N-1} \hat{f}^2(k) \right),
\]
and a term of order constant,
\[
(4.29) \quad 2 \left( \sum_{|k| \leq N-1} |k|\hat{f}^2(k) - \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} |s - t|\hat{f}(s)\hat{f}(t) - \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} |s + t|\hat{f}(s)\hat{f}(t) \right).
\]
The expression (4.28) can be rewritten as
\[
(4.30) \quad 2N \sum_{|s|,|t| \leq N-1} \hat{f}(s)\hat{f}(t) - 2N \sum_{|s|,|t| \leq N-1} \hat{f}(s)\hat{f}(t).
\]
Furthermore, (4.29) can be rewritten as follows:
\[
2 \sum_{|s + t| \leq N-1} |s + t|\hat{f}(s)\hat{f}(t) - 2 \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} |s - t|\hat{f}(s)\hat{f}(t) - 2 \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} |s + t|\hat{f}(s)\hat{f}(t).
\]
We break up the sum into two parts, namely
\[
(4.31) \quad 2 \sum_{\substack{|s + t| \leq N-1 \\ sgn(s) \neq sgn(t)}} |s + t|\hat{f}(s)\hat{f}(t) - 2 \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} |s - t|\hat{f}(s)\hat{f}(t)
\]
and
\[
(4.32) \quad 2 \sum_{\substack{|s + t| \leq N-1 \\ sgn(s) = sgn(t)}} |s + t|\hat{f}(s)\hat{f}(t) - 2 \sum_{\substack{|s|,|t| \leq N-1 \\ sgn(s) = sgn(t)}} |s + t|\hat{f}(s)\hat{f}(t).
\]
The expression (4.31) can be rewritten as

\[
2 \sum_{|s-t| \leq N-1, \text{sgn}(s) = \text{sgn}(t)} |s-t|\hat{f}(s)\hat{f}(t) - 2 \sum_{|s|,|t| \leq N-1, \text{sgn}(s) = \text{sgn}(t)} |s-t|\hat{f}(s)\hat{f}(t)
\]

\[
= 4 \left( \sum_{|s-t| \leq N-1, 1 \leq s,t} |s-t|\hat{f}(s)\hat{f}(t) - \sum_{1 \leq s,t \leq N-1} |s-t|\hat{f}(s)\hat{f}(t) \right)
\]

\[
= 4 \left( \sum_{|s-t| \leq N-1, N \leq \max(s,t), 1 \leq s,t} |s-t|\hat{f}(s)\hat{f}(t) \right).
\]

(4.33)

Rewriting (4.32), we have

\[
4 \sum_{1 \leq s,t \leq N-1} (s+t)\hat{f}(s)\hat{f}(t) - 4 \sum_{1 \leq s,t \leq N-1} (s+t)\hat{f}(s)\hat{f}(t)
\]

(4.34)

\[
= -4 \sum_{1 \leq s,t \leq N-1} (s+t)\hat{f}(s)\hat{f}(t).
\]

Combining the last term in (4.9) with (4.25), (4.30), (4.33), and (4.34) gives

\[
\text{Var}(S_N(f)) = 2 \sum_{|s| \leq N-1} |s|^2|\hat{f}(s)|^2
\]

\[
+ 4N^2 \sum_{N \leq s} |\hat{f}(s)|^2 + 2N \sum_{|s|,|t| \leq N-1, N \leq |s+t|} \hat{f}(s)\hat{f}(t) - 2N \sum_{|s|,|t| \leq N-1, N \leq \max(|s|,|t|)} \hat{f}(s)\hat{f}(t)
\]

\[
+ 4 \sum_{|s-t| \leq N-1, N \leq \max(s,t), 1 \leq s,t} |s-t|\hat{f}(s)\hat{f}(t) - 4 \sum_{1 \leq s,t \leq N-1} (s+t)\hat{f}(s)\hat{f}(t),
\]

which can be further rewritten as

\[
\text{Var}(S_N(f)) = 4 \sum_{1 \leq s \leq N-1} |s|^2|\hat{f}(s)|^2
\]

\[
+ 4(N^2-N) \sum_{N \leq s} |\hat{f}(s)|^2 + 4N \sum_{1 \leq s,t \leq N-1, N \leq |s+t|} \hat{f}(s)\hat{f}(t) - 4N \sum_{1 \leq s,t \leq N-1, N \leq \max(s,t)} \hat{f}(s)\hat{f}(t)
\]

\[
+ 4 \sum_{1 \leq |s-t| \leq N-1, N \leq \max(s,t), 1 \leq s,t} |s-t|\hat{f}(s)\hat{f}(t) - 4 \sum_{1 \leq s,t \leq N-1, N \leq |s+t|} (s+t)\hat{f}(s)\hat{f}(t).
\]

Combining like sums gives the desired result. Proposition 4.1 is proven.
Now, we turn our attention to the proof of Proposition 4.3. It will follow from Proposition 4.1 and the following technical lemma that allows us to control the negligible terms.

**Lemma 4.4.** Let \( f' \in L^2(\mathbb{T}) \). Then, as \( N \to \infty \), we have

\[
\begin{align*}
(i) \quad & \sum_{1 \leq s, t \leq N \atop s + t \geq N + 1} s |\hat{f}(s)| \cdot |\hat{f}(t)| \to 0, \\
(ii) \quad & (N + 1) \sum_{s - t \leq N \atop s \geq N + 1 \atop 1 \leq t \leq N} |\hat{f}(s)| \cdot |\hat{f}(t)| \to 0, \\
(iii) \quad & N \sum_{|s - t| \leq N - 1 \atop s, t \geq N} |\hat{f}(s)| \cdot |\hat{f}(t)| \to 0.
\end{align*}
\]

We first quickly prove Proposition 4.3 modulo Lemma 4.4 and then prove Lemma 4.4.

**Proof of Proposition 4.3**

Recall that \( \beta = 2 \) and we require that \( \sum_{1 \leq s, t \leq N} s^2 |\hat{f}(s)|^2 < \infty \), i.e. \( f \in \mathbb{H}^1(\mathbb{T}) \). We examine the last four sums on the r.h.s. of the formula for \( \text{Var}_N(S_N(f)) \) in Proposition 4.1. Our goal is to show that these four sums go to zero as \( N \to \infty \). The analysis of the first two sums is trivial, since

\[
0 \leq \sum_{s \geq N} N[|\hat{f}(s)|^2 \leq \sum_{s \geq N} N^2[|\hat{f}(s)|^2 \leq \sum_{s \geq N} s^2[|\hat{f}(s)|^2,
\]

which goes to zero under our stated assumptions. The remaining two sums require a little bit more work done in Lemma 4.4. We have

\[
\left| \sum_{1 \leq s, t \leq N - 1 \atop N + 1 \leq s + t} ((s + t) - N)\hat{f}(s)\hat{f}(t) \right| \leq 2 \sum_{1 \leq s, t \leq N - 1 \atop N + 1 \leq s + t} (s + t)|\hat{f}(s)|\cdot |\hat{f}(t)| = 4 \sum_{1 \leq s, t \leq N - 1 \atop N + 1 \leq s + t} s|\hat{f}(s)|\cdot |\hat{f}(t)|.
\]

It follows from Lemma 4.4(i) that the r.h.s. goes to zero as \( N \to \infty \). Finally, we observe that

\[
\left| \sum_{1 \leq s, t \leq N - 1 \atop N \leq \max(s, t)} (N - |s - t|)\hat{f}(s)\hat{f}(t) \right| \leq 2N \sum_{1 \leq s, t \leq N - 1 \atop N \leq \max(s, t)} |\hat{f}(s)| \cdot |\hat{f}(t)|
\]

\[
= 4N \sum_{|s - t| \leq N - 1 \atop s \geq N \atop 1 \leq t \leq N - 1} |\hat{f}(s)| \cdot |\hat{f}(t)| + 2N \sum_{|s - t| \leq N - 1 \atop s \geq N \atop s, t \geq N} |\hat{f}(s)| \cdot |\hat{f}(t)|.
\]

The first term goes to zero by Lemma 4.4 (ii) and the second term goes to zero by Lemma 4.4 (iii). This completes the proof of Proposition 4.3 modulo Lemma 4.4.

The rest of the section is devoted to the proof of Lemma 4.4.

**Proof of Lemma 4.4**
Let \( x_s = s|\hat{f}(s)| \) for \( 1 \leq s \leq N \) and \( X_N = \{ x_s \}_{s=1}^N \). By the assumption of Lemma 4.4 the Euclidean norm of the vector \( X_N \) is bounded in \( N \). Note that

\[
(4.35) \quad \sum_{1 \leq s, t \leq N} s|\hat{f}(s)| : |\hat{f}(t)| = \sum_{t=1}^{N} x_t \cdot \left( \frac{1}{t} \sum_{s=N-t+1}^{N} x_s \right) = \sum_{t=1}^{N} x_t \cdot \left( \frac{1}{t} \sum_{s=1}^{t} (U_N X_N)_s \right) = \langle X_N, A_N X_N \rangle,
\]

with \( A_N = B_N U_N \), where \( U_N \) is a unitary permutation matrix given by \( (U_N)_{s,t} = \mathbb{I}_{(t=N-s+1)} \) and \( B_N \) is a lower triangular matrix given by \( (B_N)_{s,t} = (1/s) \mathbb{I}_{(t \leq s)} \). In particular,

\[
B_N = \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
\frac{1}{2} & 1 & 0 & 0 & \cdots & 0 \\
\frac{1}{3} & \frac{1}{2} & 1 & 0 & \cdots & 0 \\
& \vdots & \vdots & \vdots & \ddots & \vdots \\
& & & & & \frac{1}{N} & \frac{1}{N-1} & \cdots & \frac{1}{2} & 1 & 0 & 0 & \cdots & 0
\end{pmatrix}
\]

Our goal is to show that the expression in (4.35) vanishes in the limit of large \( N \). First we show that the operator norm of the matrix \( A_N \) is bounded in \( N \). Indeed, \( B_N(B_N)^T = D \), where \( D_{s,t} = (1/s) \mathbb{I}_{(s=t)} \). This gives us the bound \( \|B_N\|_{op}^2 \leq 2\|B_N\|_{op+1} \), so \( \|A_N\|_{op} = \|B_N\|_{op} \leq 3 \). The fact that \( A_N \) weakly converges to 0 finishes the proof of the Lemma. Indeed,

\[
\langle X_N, A_N X_N \rangle = \langle X_N - \sum_{s=1}^{L} \langle e_s, X_N \rangle e_s, A_N X_N \rangle + \sum_{s=1}^{L} \langle e_s, X_N \rangle e_s, A_N X_N \rangle
\]

\[
= \langle X_N - \sum_{s=1}^{L} \langle e_s, X_N \rangle e_s, A_N X_N \rangle + \sum_{s=1}^{L} \langle e_s, X_N \rangle e_s, A_N X_N \rangle
\]

\[
= \langle X_N - \sum_{s=1}^{L} \langle e_s, X_N \rangle e_s, A_N X_N \rangle + \sum_{s=1}^{L} x_s (A_N X_N)_s
\]

\[
= \langle X_N - \sum_{s=1}^{L} \langle e_s, X_N \rangle e_s, A_N X_N \rangle + \sum_{s=1}^{L} x_s \frac{x_{N-s+1} + \cdots + x_N}{s}.
\]

Let \( \epsilon > 0 \). Then we can choose \( L \) sufficiently large such that,

\[
|\langle X_N, A_N X_N \rangle| \leq \left| \langle X_N - \sum_{s=1}^{L} \langle e_s, X_N \rangle e_s, A_N X_N \rangle \right| + \sum_{s=1}^{L} x_s \frac{x_{N-s+1} + \cdots + x_N}{s}
\]

\[
\leq \epsilon + \sum_{s=1}^{L} x_s \frac{x_{N-s+1} + \cdots + x_N}{s}
\]

\[
\to \epsilon
\]

Since this holds for arbitrary \( \epsilon \), we can conclude that \( \langle X_N, A_N X_N \rangle \to 0 \). This completes the proof of Lemma 4.4(i).

To prove part (ii), let \( B_N \) be defined as in the proof of part (i). Similarly, let \( x_s = s|\hat{f}(s)| \) and \( X_N = \{ x_s \}_{s=1}^{2N} \). Now, \( X_N \) is a 2\( N \)-dimensional vector bounded, uniformly with respect
The second sum in (4.36) to N, in Euclidean norm. Observe that

\[
N \sum_{s=N+1 \leq t \leq N} |\hat{f}(s)| \cdot |\hat{f}(t)| \leq \sum_{t=1}^{N} x_{t} \left( \frac{1}{t} \sum_{s=N+1}^{N+t} x_{s} \right)
\]

\[
= \langle C_{N}X_{N}, M_{N}X_{N} \rangle,
\]

where

\[
C_{N} = \begin{pmatrix} I_{N} & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad M_{N} = \begin{pmatrix} B_{N} & 0 \\ 0 & I_{N} \end{pmatrix}.
\]

Using the same arguments as in the proof of (i), we can see that \(\|M_{N}\|_{\text{op}} \leq 3\). Clearly, \(\|C_{N}\|_{\text{op}} = 1\). The rest of the proof is similar to that of (i). Indeed, for any \(\epsilon > 0\), we can choose \(L\) sufficiently large such that

\[
\langle C_{N}X_{N}, M_{N}X_{N} \rangle \leq \left\| C_{N}X_{N} - \sum_{k=1}^{L} (e_{k}, C_{N}X_{N})e_{k}, M_{N}X_{N} \right\| + \left\| \sum_{k=1}^{L} (e_{k}, C_{N}X_{N})e_{k}, M_{N}X_{N} \right\|
\]

\[
\leq \epsilon + \sum_{k=1}^{L} x_{k}(M_{N}X_{N})_{k}
\]

\[
= \epsilon + \sum_{k=1}^{L} x_{k}x_{N+1} + \cdots + x_{N+k}
\]

\[
\to \epsilon
\]

In the above inequalities, we assume \(N\) is large enough such that we can choose \(L \leq N\). This completes the proof of (ii).

To prove (iii), we start by splitting up the sum into two parts, namely

(4.36) \[
N \sum_{t-N+1 \leq s \leq N+t-1 \atop \ell \geq N} |\hat{f}(s)| \cdot |\hat{f}(t)| - N \sum_{t-N+1 \leq s \leq N-1 \atop \ell \geq N} |\hat{f}(s)| \cdot |\hat{f}(t)|.
\]

The second sum in (4.36) goes to zero by (ii). Let \(x_{s} = s|\hat{f}(s)|\) for \(s \geq 1\). Then \(X = \{x_{s}\}_{s=1}^{\infty} \in \ell^{2}(\mathbb{N})\). We can bound the first sum in (4.36) as follows:

\[
N \sum_{t-N+1 \leq s \leq N+t-1 \atop \ell \geq N} |\hat{f}(s)| \cdot |\hat{f}(t)| \leq \sum_{t=N}^{\infty} x_{t} \left( \frac{1}{t} \sum_{s=t-N+1}^{N+t-1} x_{s} \right)
\]

\[
= \langle L^{\ell^{-1}}X, R_{N}X \rangle,
\]

where \(L, R_{N}\) are bounded linear operators on \(\ell^{2}(\mathbb{N})\). In particular, \(L, R_{N}\) are infinite dimensional matrices such that \(L_{s,t} = 1_{t=s+1}^{\infty}\) and \((R_{N})_{s,t} = \frac{1}{1+N+s-1}I_{s \leq t \leq 2N-2}\).

\[
L = \begin{pmatrix} 0 & 1 & 0 & 0 & \cdots \\ 0 & 0 & 1 & 0 & \cdots \\ \vdots & \vdots & \vdots & \ddots & \ddots \end{pmatrix} \quad R_{N} = \begin{pmatrix} \frac{1}{N} & \frac{1}{N} & \frac{1}{N} & \cdots & \frac{1}{N} \\ \frac{1}{N+1} & \frac{1}{N+1} & \frac{1}{N+1} & \cdots & \frac{1}{N+1} \\ \frac{1}{N+2} & \frac{1}{N+2} & \frac{1}{N+2} & \cdots & \frac{1}{N+2} \\ \vdots & \vdots & \vdots & \ddots & \ddots \end{pmatrix}
\]
Clearly \( \|L\|_{op} = 1 \) and
\[
\|R_N\|_{op} \leq \|R_N\|_2 = \sqrt{(2N - 1) \sum_{k=N}^{\infty} \frac{1}{k^2}} \leq \frac{2N - 1}{N - 1} \leq \sqrt{3}
\]
for \( N \geq 2 \). Now, by the Cauchy-Schwarz inequality,
\[
|\langle L^{N-1}X, R_NX \rangle|^2 \leq \|L^{N-1}X\|_2^2 \cdot \|R_N\|_{op}^2 \cdot \|X\|_2^2
\]
\[
\leq 3 \left( \sum_{k=N}^{\infty} |k|^2 |\hat{f}(k)|^2 \right) \left( \sum_{k=1}^{\infty} |k|^2 |\hat{f}(k)|^2 \right) \to 0.
\]
This completes the proof of Lemma 4.4.

5. Joint Cumulants of Linear Statistics for \( \beta = 2 \)

The goal of this section is to study joint cumulants of CUE linear statistics, i.e. of random variables \( T_N(f_j) := \sum_{i=1}^{N} f_j(\theta_i), \ j \geq 1, \) where \( \{\theta_i : 1 \leq i \leq N\} \) are the eigenvalues of an \( N \times N \) CUE matrix. We refer the reader for definition of joint cumulants to [23]. Recall that for a family of random variables \( \{X_{\alpha \in A}\} \),

\[
(5.1) \quad \kappa_{i_1, \ldots, i_n} := \kappa(X_{i_1}, \ldots, X_{i_n}) = \sum_{\pi} (|\pi| - 1)!(-1)^{|\pi| - 1} \prod_{B \in \pi} \left( \prod_{i \in B} X_i \right),
\]

where the sum is over all partitions \( \pi \) of \( \{i_1, \ldots, i_n\} \), \( B \) runs through the list of all blocks of the partition \( \pi \), and \( |\pi| \) is the number of blocks in the partition. Joint cumulants are symmetric, i.e.

\[
\kappa(X_1, \ldots, X_n) = \kappa(X_{\sigma(1)}, \ldots, X_{\sigma(n)}), \ \sigma \in S_n,
\]

and have the multilinearity property.

\[
\kappa(c_1Y_1 + c_2Y_2, X_2, \ldots, X_n) = c_1 \kappa(Y_1, X_2, \ldots, X_n) + c_2 \kappa(Y_2, X_2, \ldots, X_n).
\]

The joint moments are expressed in terms of joint cumulants as

\[
(5.2) \quad \mathbb{E}(X_1, \ldots, X_n) := \mathbb{E} \prod_{1 \leq i \leq n} X_i = \sum_{\pi} \prod_{B \in \pi} \kappa(X_i : i \in B).
\]

The joint cumulant of two random variables is the covariance. Finally, we note that as the joint moments are expressed in terms of the partial derivatives at the origin of the Laplace transform (exponential moment) \( g(\lambda_1, \ldots, \lambda_n) = \mathbb{E} e^{\lambda_1 X_1 + \cdots + \lambda_n X_N} \), the joint cumulants can be expressed in terms of the partial derivatives at the origin of \( \log(g(\lambda_1, \ldots, \lambda_n)) \).

Denote by \( t_{N,k} \) the trace of the \( k \)-th power of a CUE matrix, i.e.

\[
(5.3) \quad t_{N,k} := \sum_{j=1}^{N} e^{ik\theta_j}, \ \ k = 0, \pm 1, \pm 2, \ldots.
\]

In the next lemma we study joint cumulants of the traces of powers of a CUE matrix

\[
(5.4) \quad \kappa_n^{(N)}(k_1, \ldots, k_n) := \kappa(t_{N,k_1}, \ldots, t_{N,k_n}).
\]

The following result follows from the formula (2.8) of [32] and the fact that \( \kappa_n^{(N)}(k_1, \ldots, k_n) \) is a symmetric function:
Lemma 5.1. Let \( n > 1 \). Then

\[
\kappa_n^{(N)}(k_1, \ldots, k_n) = \sum_{m=1}^{n} \frac{(-1)^{m-1}}{m} \sum_{n_1+\ldots+n_m=n, \ n_1, \ldots, n_m \geq 1} \frac{1}{n_1! \ldots n_m!}
\]

\[
\sum_{\sigma \in S_n} \# \left\{ u : 0 \leq u \leq N - 1, 0 \leq u + \sum_{i=1}^{n_1} k_{\sigma(i)} \leq N - 1, \ldots, 0 \leq u + \sum_{i=1}^{n_1+\ldots+n_m-1} k_{\sigma(i)} \leq N - 1 \right\}
\]

for \( k_1 + \ldots + k_n = 0 \) and equals zero otherwise.

For \( n = 1 \) one has \( \kappa_1^{(N)}(k) = N \) for \( k = 0 \) and \( \kappa_1^{(N)}(k) = 0 \) otherwise.

Denote

\[
I_N(n_1, \ldots, n_m; k_1, \ldots, k_n) := \sum_{\sigma \in S_n} \# \left\{ u : 0 \leq u \leq N - 1, 0 \leq u + \sum_{i=1}^{n_1} k_i \leq N - 1, \ldots, 0 \leq u + \sum_{i=1}^{n_1+\ldots+n_m-1} k_i \leq N - 1 \right\},
\]

where \( n_1 + \ldots + n_m = n \) and \( n_1, \ldots, n_m \geq 1 \). Clearly,

\[
I_N(n_1, \ldots, n_m; k_1, \ldots, k_n) = \max \left( 0, N - \max \left( 0, \sum_{i=1}^{n_1} k_i, \sum_{i=1}^{n_1+n_2} k_i, \ldots, \sum_{i=1}^{n_1+\ldots+n_m-1} k_i \right) \right) - \max \left( 0, \sum_{i=1}^{n_1} (-k_i), \ldots, \sum_{i=1}^{n_1+\ldots+n_m-1} (-k_i) \right).
\]

Thus,

\[
0 \leq I_N(n_1, \ldots, n_m; k_1, \ldots, k_n) \leq N.
\]

Moreover, if \( \sum_i |k_i| \leq N \), then

\[
I_N(n_1, \ldots, n_m; k_1, \ldots, k_n) = N - \max \left( 0, \sum_{i=1}^{n_1} k_i, \sum_{i=1}^{n_1+n_2} k_i, \ldots, \sum_{i=1}^{n_1+\ldots+n_m-1} k_i \right) - \max \left( 0, \sum_{i=1}^{n_1} (-k_i), \ldots, \sum_{i=1}^{n_1+\ldots+n_m-1} (-k_i) \right).
\]

Next result follows from the above Lemma 5.1 (5.6-5.9), and the combinatorial Lemma 2 from [32] (for the convenience of the reader, we formulate the combinatorial Lemma 2 from [32] in Appendix 2 as Lemma 9.1.1)

Lemma 5.2. (i) \( |\kappa_n^{(N)}(k_1, \ldots, k_n)| \leq \text{const}_n N \), where \( \text{const}_n \) is some universal constant that depends only on \( n \).

(ii) Let \( n \geq 1 \), and \( \sum_1^n k_i \neq 0 \). Then \( \kappa_n^{(N)}(k_1, \ldots, k_n) = 0 \).

(iii) Let \( \sum_1^n k_i = 0 \), \( \sum_1^n |k_i| \leq N \), and \( n > 2 \). Then \( \kappa_n^{(N)}(k_1, \ldots, k_n) = 0 \).

(iv) Let \( n = 2 \) and \( k_1 = -k_2 \). Then \( \kappa_2^{(N)}(k_1, k_2) = \kappa_2^{(N)}(k_1, -k_1) = \min(N, |k_1|) \).

Proof. (i) follows from Lemma 5.1 and (5.6-5.9).

(ii) follows from Lemma 5.1.
(iii) and (iv) follow from Lemma 5.1, (5.9) and the combinatorial lemma from [32] (see Lemma 9.1 in Appendix 2).

\[ \square \]

6. Proof of Theorem 2.4

This section is devoted to the proof of Theorem 2.4. We use Lemma 5.2 and the Lindeberg-Feller condition when \( \beta = 2 \) and Jiang-Matsumoto moment estimates [13] for arbitrary \( \beta \).

**Proof of Theorem 2.4.**

When \( N \) is sufficiently large, the support of \( f(L_N \cdot) \) is contained in the interval \([-\pi, \pi]\). In particular, \( f(L_N \cdot) \) has a Fourier Series given by

\[
  f(L_N \theta) = \sum_{k \in \mathbb{Z}} \frac{1}{\sqrt{2\pi L_N}} \hat{f} \left( \frac{k}{L_N} \right) e^{ik\theta}
\]

where \( \theta \in [-\pi, \pi) \) and

\[
  \hat{f}(\xi) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x) e^{-i\xi x} dx
\]

is the Fourier transform of \( f \). Extend \( f(L_N \cdot) \) \( 2\pi \)-periodically to the whole real line. Then

\[
  S_N(f(L_N \cdot)) = \sum_{1 \leq j \neq k \leq N} f(L_N(\theta_j - \theta_k)) = \sum_{k \in \mathbb{Z}} \frac{1}{\sqrt{2\pi L_N}} \hat{f} \left( \frac{k}{L_N} \right) \left( \left| \sum_{m=1}^{N} e^{ik\theta_m} \right|^2 - N \right).
\]

Consider first the case \( \beta = 2 \), so \( \{\theta_j\}_{j=1}^{N} \) are distributed according to CUE(\( N \)). We have

\[
  S_N(f(L_N \cdot)) - \mathbb{E}(S_N(f(L_N \cdot))) = 2 \sum_{k \geq 1} \frac{1}{\sqrt{2\pi L_N}} \hat{f} \left( \frac{k}{L_N} \right) \left( \left| \sum_{m=1}^{N} e^{ik\theta_m} \right|^2 - \min(k, N) \right)
\]

where we used the fact that \( \mathbb{E} \left| \sum_{m=1}^{N} e^{ik\theta_m} \right|^2 = \min(k, N) \) and the Fourier series expansion for \( f(L_N \cdot) \) given above. One can directly study the variance of \( S_N(f(L_N \cdot)) \) by using the result of Proposition 4.1 and inserting the Fourier coefficients for the mesoscopic case into the variance formula. The first (leading) term in the variance formula then becomes

\[
  L_N \left[ \frac{2}{\pi L_N} \sum_{1 \leq k \leq N-1} \left( \frac{k}{L_N} \right)^2 \left( \hat{f} \left( \frac{k}{L_N} \right) \right)^2 \right].
\]

The term in the square brackets is a Riemann sum which converges to \( ||f'||^2/\pi \). Thus, the variance of \( S_N(f(L_N \cdot)) \) is of order \( L_N \). We then normalize (6.1) by \( \sqrt{L_N/(2\pi)} \) and break it up into two pieces:

\[
  \frac{2}{\sqrt{L_N}} \sum_{k=1}^{\sqrt{N}L_N} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) \left( \varphi^{(N)}_k - 1 \right) + \frac{2}{\sqrt{L_N}} \sum_{k=\sqrt{NL_N}+1}^{\infty} \frac{1}{L_N} \hat{f} \left( \frac{k}{L_N} \right) \left( \left| \sum_{m=1}^{N} e^{ik\theta_m} \right|^2 - \min(k, N) \right),
\]

where

\[
  \varphi^{(N)}_k = \frac{2}{\sqrt{L_N}} \sum_{k=1}^{L_N} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right).
\]
where
\[ \phi_k^{(N)} := \frac{1}{k} \left| \sum_{m=1}^{N} e^{i k \theta_m} \right|^2 = \frac{1}{k} |t_{N,k}|^2. \]

We show in Appendix 3 that the variance of the second sum in (6.2) converges to zero by applying Proposition 4.1 and analogous arguments from the proof of Proposition 4.3. Therefore, it is enough to study the asymptotic distribution of the first sum:

\[ (6.3) \]
\[ \Sigma_N = \frac{2}{\sqrt{L_N}} \sum_{k=1}^{\sqrt{NL_N}} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) \left( \phi_k^{(N)} - \mathbb{E} \phi_k^{(N)} \right) = \frac{2}{\sqrt{L_N}} \sum_{k=1}^{\sqrt{NL_N}} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) (\phi_k^{(N)} - 1). \]

Consider the sequence of random variables \( \varphi_1^{(N)}, \varphi_2^{(N)}, \ldots, \varphi_k^{(N)}, \ldots \) \( N \to \infty \). As \( N \to \infty \), this sequence converges, in finite-dimensional distributions, to a sequence of i.i.d. exponential random variables \( \varphi_1, \varphi_2, \ldots, \varphi_k, \ldots \). Moreover, Lemma 5.2, specifically (ii)-(iii), implies that for any fixed \( n \) and sufficiently large \( N \) (depending on \( n \)) all joint moments up to order \( n \) of random variables \( \{ \varphi_k^{(N)} \}_{N=1}^{\infty} \) coincide with the corresponding joint moments of i.i.d. exponential random variables \( \{ \varphi_k \}_{N=1}^{\infty} \). Therefore, it is enough to study the asymptotic distribution of

\[ (6.4) \]
\[ \Sigma_N = \frac{2}{\sqrt{L_N}} \sum_{k=1}^{\sqrt{NL_N}} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) (\varphi_k - 1), \]

where we recall that \( \{ \varphi_k \} \) are i.i.d. exponential random variables.

This can done by routine computation. For example, one can explicitly compute the exponential moment of (6.4) and study its asymptotics in the limit of large \( N \) showing that the exponential moment converges to that of a centered Gaussian random variable with the prescribed variance. Below, for completeness, we show that the sequence of random variables in the above sum satisfy the Lindeberg-Feller condition [6].

Let
\[ c_{N,k} = \frac{2k}{L_N^{[3/2]}} \hat{f} \left( \frac{k}{L_N} \right), \quad X_{N,k} = c_{N,k} (\varphi_k - 1). \]

Then \( \mathbb{E}(X_k) = 0 \), \( \text{Var}(X_k) = c_{N,k}^2 \), and
\[ \Sigma_N = \sum_{k=1}^{\sqrt{NL_N}} X_{N,k}, \]

Denote by \( s_N^2 \) the variance of \( \Sigma_N \), i.e.
\[ s_N^2 = \sum_{k=1}^{\sqrt{NL_N}} c_{N,k}^2. \]

To see that the sequence of random variables \( (X_k) \) satisfy the Lindeberg-Feller condition, we check that, given \( \epsilon > 0 \),
\[ \frac{1}{s_N^2} \sum_{k=1}^{\sqrt{NL_N}} \mathbb{E}(X_k^2 | X_k > \epsilon s_N) \to 0. \]
If \(|c_{N,k}| = 0\) for some \(k\), then \(\mathbb{E}(X^2_k|_{X_k}>\sigma_N) = 0\), so, without loss of generality, we will assume that \(|c_{N,k}| > 0\) for all \(k\) and \(N\). By direct computation, we see that
\[
\mathbb{E}(X^2_k|_{X_k}>\sigma_N) = c^2_{N,k}\mathbb{E}(|\varphi^2_k - 2\varphi_k + 1|1_{|\varphi_k - 1|>\sigma_N/|c_{N,k}|})
= c^2_{N,k}\int_{x>1+(\sigma_N/|c_{N,k}|)} (x^2 - 2x + 1)e^{-\pi x}dx.
\]
Now \(s_N = O(1)\) and, since \(f'\) is continuous and bounded, we have \(1/|c_{N,k}| \geq C\sqrt{L_N}\) for some positive constant \(C\) that is independent of \(k\) and \(N\). It follows that, for large enough \(N\), we can write
\[
\mathbb{E}(X^2_k|_{X_k}>\sigma_N) \leq c^2_{N,k}\int_{x>\gamma_N} (x^2 - 2x + 1)e^{-\pi x}dx
= c^2_{N,k}e^{-\pi \gamma_N}(\gamma_N^2 + 1),
\]
where \(\gamma_N = C\sqrt{L_N|\sigma_N|}\). Clearly \(\gamma_N = O(\sqrt{L_N})\) and \(e^{-\pi \gamma_N}(\gamma_N^2 + 1)\) goes to zero independent of \(k\). This immediately implies
\[
\frac{1}{\sigma_N} \sum_{k=1}^{\sqrt{N}L_N} \mathbb{E}(X^2_k|_{X_k}>\sigma_N) \leq \frac{1}{\sigma_N} \sum_{k=1}^{\sqrt{N}L_N} c^2_{N,k} \cdot o_N(1) = o_N(1),
\]
so the Lindeberg-Feller condition is satisfied and we can conclude that
\[
(6.5)\quad \frac{\sum_{i=1}^{N} s_i}{s_N} \xrightarrow{D} \mathcal{N}(0, 1),
\]
where \(s_N^2\) is a Riemann sum that converges to
\[
2 \int_{\mathbb{R}} [x\hat{f}(x)]^2 dx
\]
as \(N \to \infty\). This completes the proof of Theorem 2.4 when \(\beta = 2\).

The proof in the case \(\beta \neq 2\) relies on the results by Jiang and Matsumoto [13] that, in particular, state that for any finitely many positive integers \(k_1, k_2, \ldots, k_n\), \(k_i < < N\), \(1 \leq i \leq n\), one has
\[
(6.6)\quad \mathbb{E}\prod_{i=1}^{n} \varphi^{(N)}_{k_i} = \left(\mathbb{E}\prod_{i=1}^{n} \varphi_{k_i}\right) \left(1 + O\left(\frac{k_1 + \ldots + k_n}{N}\right)\right).
\]
Namely, we proceed as follows. As in the case \(\beta = 2\) we write
\[
S_N(f(L_N\cdot)) - \mathbb{E}(S_N(f(L_N\cdot))) = 2\sum_{k \geq 1} \frac{1}{\sqrt{2\pi L_N}} \hat{f}\left(\frac{k}{L_N}\right) \left(\left|\sum_{m=1}^{N} e^{ik\theta_m}\right|^2 - \mathbb{E}\left|\sum_{m=1}^{N} e^{ik\theta_m}\right|^2\right) =
\frac{2}{\sqrt{L_N}} \sum_{k=1}^{\infty} \frac{k}{\mu_N} \hat{f}\left(\frac{k}{L_N}\right) (\varphi^{(N)}_k - \mathbb{E}\varphi^{(N)}_k).
\]
We then split the last sum into three subsums, namely
\[
\frac{2}{\sqrt{L_N}} \sum_{k=1}^{L_N} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) (\varphi_k^{(N)} - \mathbb{E}\varphi_k^{(N)}) + \frac{2}{\sqrt{L_N}} \sum_{k=L_N}^{N/10} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) (\varphi_k^{(N)} - \mathbb{E}\varphi_k^{(N)}) + \frac{2}{\sqrt{L_N}} \sum_{k>N/10} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) (\varphi_k^{(N)} - \mathbb{E}\varphi_k^{(N)})
\]

and deal with each subsum separately. The variance of the second sum goes to zero as \( N \to \infty \) since the Fourier transform of \( f \) decays sufficiently fast for \( f \in C_c^\infty(\mathbb{R}) \) and \( \mathbb{E}|\varphi_k^{(N)} - \mathbb{E}\varphi_k^{(N)}|^2 \) is bounded for \( k \leq N/10 \). Here, the bound on the variance of \( \varphi_k^{(N)} \) follows from (6.6).

The variance of the third subsum goes to zero as well. Indeed, we bound \( \mathbb{E}|\varphi_k^{(N)} - \mathbb{E}\varphi_k^{(N)}|^2 \) from above by \( N^4/k^2 \) for \( k > N/10 \) and again use a fast decay of \( \hat{f} \left( \frac{k}{L_N} \right) \) to finish the argument.

Now we turn our attention to the first subsum

\[
\frac{2}{\sqrt{L_N}} \sum_{k=1}^{L_N} \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) (\varphi_k^{(N)} - \mathbb{E}\varphi_k^{(N)}).
\]

It follows from (6.6) that for any positive integer \( l \) the \( l \)-th moment of (6.7) equals to the \( l \)-th moment

\[
\frac{2}{\sqrt{L_N}} \sum_{k=1} \frac{\sqrt{L_N}}{L_N} k \frac{k}{L_N} \hat{f} \left( \frac{k}{L_N} \right) (\varphi_k - 1)
\]

up to a vanishing error term of order \( O\left(L_N^{1/2+2}N^{-1}\right) \). Again, the exponential moment of (6.8) converges to that of a Gaussian random variable. Theorem 2.4 is proven.

7. Proof of Theorem 2.5

The section is devoted to the proof of Theorem 2.5. The proof uses the method of moments and is combinatorial in nature. Recall that

\[
S_N(f) = \sum_{1 \leq j \neq k \leq N} f(N(\theta_j - \theta_k)), \quad \text{where} \quad \sum_{k \in \mathbb{Z}} \frac{1}{\sqrt{2\pi N}} \hat{f}(k/N) \left( \sum_{m=1}^{N} e^{ik\theta_m} \right)^2
\]

where \( \{\theta_1, \ldots, \theta_N\} \) are distributed according to the CUE statistics (\( \beta = 2 \)). To simplify the notations, we will write \( S_N(f) \) for \( S_N(f(N \cdot)) \) for the rest of this section. One has

\[
\mathbb{E}S_N(f) = \sum_{k \in \mathbb{Z}} \frac{1}{\sqrt{2\pi}} \hat{f}(k/N) \min \left( \frac{|k|}{N}, 1 \right) + \hat{f}(0)N^2 - f(0)N
\]

and

\[
S_N(f) - \mathbb{E}S_N(f) = 2 \sum_{k \geq 1} \frac{1}{\sqrt{2\pi N}} \hat{f}(k/N) \left( \sum_{m=1}^{N} e^{ik\theta_m} \right)^2 - \min(k, N)
\]

where \( \varphi_k^{(N)} = \frac{1}{\min(k, N)} \left| \sum_{m=1}^{N} e^{ik\theta_m} \right|^2 \). For \( l \geq 1 \) one has
\( E(S_N(f) - \mathbb{E}S_N(f))^l = (2/\pi)^{l/2}N^{-1} \sum_{k_1 \geq 1} \ldots \sum_{k_l \geq 1} \mathbb{E} \prod_{i=1}^{l} \hat{f}(k_i/N) (t_{N,k_i} t_{N,-k_i} - \mathbb{E}t_{N,k_i} t_{N,-k_i}), \)

where we recall that the traces of powers of a CUE matrix \( t_{N,k} \) are defined in (5.3). The mathematical expectation on the r.h.s. of (7.2) can be written in terms of joint cumulants (5.4) using Lemma 9.2 from Appendix 2. Namely, the lemma states that for centered random variables \( X_1, \ldots, X_{2n} \) with finite moments,

\[
\mathbb{E} \prod_{1 \leq i \leq l} (X_{2i-1}X_{2i} - \mathbb{E}X_{2i-1}X_{2i}) = \sum_{\pi} \prod_{B \in \pi} \kappa(X_i : i \in B),
\]

where the sum on the r.h.s. of (9.1) is over all partitions \( \pi \) of \( \{1, \ldots, 2l\} \) that do not contain singletons and two-element subsets of the form \( \{2i-1, 2i\} \), \( i = 1, \ldots, l \). In our analysis, it will be useful to identify the set \( \{1, \ldots, 2l\} \) with the set \( \{k_1, -k_1, k_2, -k_2, \ldots, k_l, -k_l\} \).

We are going to use Lemma 5.2 to evaluate the asymptotics of (7.2). Let us first consider the cases \( l = 2 \) and \( l = 3 \).

We start with the already established case \( l = 2 \). It follows from (7.2) and (7.3) that

\[
\mathbb{E}(S_N(f) - \mathbb{E}S_N(f))^2 = (2/\pi)N^{-2} \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \hat{f}(k_1/N) \hat{f}(k_2/N) \kappa_4^{(N)}(k_1, -k_1, k_2, -k_2) + (2/\pi)N^{-2} \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \hat{f}(k_1/N) \hat{f}(k_2/N) \kappa_2^{(N)}(k_1, -k_2) \kappa_2^{(N)}(-k_1, k_2) + (2/\pi)N^{-2} \sum_{k_1 \geq 1} \sum_{k_2 \geq 1} \hat{f}(k_1/N) \hat{f}(k_2/N) \kappa_2^{(N)}(k_1, k_2) \kappa_2^{(N)}(-k_1, -k_2).
\]

Applying Lemma 5.2 part (ii), we conclude that the third sum on the r.h.s. of (7.4) vanishes and the only non-zero terms in the second sum correspond to \( k_1 = k_2 \) in which case \( \kappa_2^{(N)}(k_1, -k_2) = \kappa_2^{(N)}(-k_1, k_2) = \min(N, k_1) \). Therefore, up to a factor \( N \), the second sum is just a Riemann sum of the integral

\[
\frac{1}{\pi} \int_{\mathbb{R}} |\hat{f}(t)|^2 \min(|t|, 1)^2 dt.
\]

Now we turn our attention to the first sum. The terms appearing in \( \kappa_4^{(N)}(k_1, -k_1, k_2, -k_2) \) have been studied in detail in Section 4. It follows that the first sum is also proportional to \( N \), and the coefficient in front of \( N \) is recognized as a Riemann sum of

\[
-\frac{1}{\pi} \int_{|s-t| \leq 1, |s| \leq |t| \geq 1} \hat{f}(t) \hat{f}(s)(1 - |s - t|) ds dt - \frac{1}{\pi} \int_{0 \leq s, t \leq 1, s + t > 1} \hat{f}(s) \hat{f}(t)(s + t - 1) ds dt.
\]

Combining these two results together, we obtain the variance asymptotics (2.6) for the normalized random variable \( (S_N(f) - \mathbb{E}S_N(f))N^{-1/2} \).

Consider now \( l = 3 \). Again, (7.2), (7.3), and Lemma 5.2 give us
Lemma 7.2. It follows from Lemma 5.2 (i) that the first sum on the r.h.s. of (7.5) is of order \( N \). It further follows from Lemma 5.2 (i) and (ii) that the second sum is restricted to \( k_1 + k_2 = k_3 \) and is also of order \( N \). Finally, the third sum is restricted to \( k_1 = k_2 = k_3 \) and is again of order \( N \). Thus, the third moment of the normalized random variable \( (S_N(f) - \mathbb{E}S_N(f)) \times N^{-1/2} \) goes to zero in the limit \( N \to \infty \).

Now consider the case \( l > 3 \). Below we restrict our attention to the even case \( l = 2n \). The odd case \( l = 2n + 1 \) can be treated in a similar way. The starting point is again formula (7.2). Applying (7.3) to the mathematical expectation \( \mathbb{E} \prod_{j=1}^{2n} (t_{N,k_j}t_{N,-k_j} - \mathbb{E}t_{N,k_j}t_{N,-k_j}) \) and writing the expectation as the sum of products of joint cumulants, we split the sum into subsums labeled by the partitions \( \pi \) of \( \{1,2,\ldots,4n\} \) with no atoms and no two-point subsets of the form \( \{2i - 1, 2j\} \), \( i = 1, \ldots, 2n \). We will denote a subsum in (7.2) corresponding to a partition \( \pi \) by \( \Sigma_\pi \). We make the following definition.

Definition 7.1. We call a partition of the set \( \{1,2,\ldots,4n\} \) (which can be also identified with the set \( \{k_1,-k_1,k_2,-k_2,\ldots,k_{2n},-k_{2n}\} \)) optimal if \( \pi \) consists only of paired two-point blocks \( \{2i-1,2j\}, \{2i,2j-1\}, \quad 1 \leq i < j \leq 2n \), (so that if \( \{2i-1,2j\} \in \pi \) for some pair \( (i,j) \) then also \( \{2i,2j-1\} \in \pi \) and/or four-point blocks \( \{2i-1,2i,2j-1,2 \times j\}, \quad 1 \leq i < j \leq 2n \). If \( \pi \) is not optimal, it will be called suboptimal.

In other words, the only blocks of an optimal partition \( \pi \) are of the form \( \{k_i,-k_j\}, \{-k_i,k_j\} \) (if one of such two-element sets appears in \( \pi \) then the other must appear as well) or \( \{k_i,-k_i,k_j,-k_j\}, \quad i \neq j \).

If \( \pi \) is optimal, then it induces a partition of the set \( \{1,\ldots,2n\} \) into pairs \( \{i,j\} \). Moreover, the subsum \( \Sigma_\pi \) then factorizes as a product of \( n \) two-dimensional sums. Each sum corresponds to a pair \( \{i,j\} \) and is proportional to \( N \), with the computations being identical to the ones discussed in the \( l = 2 \) case above. In particular, the coefficient in front of \( N \) is given by a Riemann sum of the integral \( \frac{1}{\pi} \int_{|t| \leq 2} |\hat{f}(t)|^2 \min(|t|,1)^2 dt \) in the case of paired two-point blocks \( \{2i-1,2j\}, \{2i,2j-1\}, \quad 1 \leq i < j \leq 2n \), and is equal to a Riemann sum of

\[
- \frac{1}{\pi} \int_{|s-t| \leq 1, |s| \geq 0} \hat{f}(t)\hat{f}(s)(1 - |s-t|) ds dt - \frac{1}{\pi} \int_{0 \leq s \leq t \leq 1, s+t \geq 1} \hat{f}(s)\hat{f}(t)(s+t-1) ds dt
\]

in the case of a four-point block \( \{2i-1,2i,2j-1,2j\}, \quad 1 \leq i < j \leq 2n \).

The main combinatorial ingredient of the proof of Theorem 2.5 is the following lemma that shows that suboptimal partitions give vanishing contributions to the moments of the normalized random variable \( \frac{S_N(f) - \mathbb{E}S_N(f)}{\sqrt{\text{Var}S_N(f)}} \).

Lemma 7.2. Let \( \pi \) be a suboptimal partition of \( \{1,2,\ldots,2l\} = \{k_1,-k_1,\ldots,k_l,-k_l\} \). Then the corresponding subsum \( \Sigma_\pi \) is much smaller than \( N^{l/2} \) in the limit \( N \to \infty \). In
other words,
\[
\Sigma_\pi N^{-1/2} \to 0
\]

for any suboptimal \( \pi \).

The result of Theorem 2.5 then immediately follows from Lemma 7.2 and \( l = 2 \) (variance) computations since they imply that the moments of \( \frac{S_N(f) - ES_N(f)}{\sqrt{\text{Var} S_N(f)}} \) converge in the limit \( N \to \infty \) to the moments of the standard Gaussian distribution. Indeed, combining all optimal subsums \( \Sigma_\pi \), we conclude that the 2\( n \)-th moment of \( \frac{S_N(f) - ES_N(f)}{\sqrt{\text{Var} S_N(f)}} \) converges to \((2n - 1)!\) in the limit \( N \to \infty \).

To prove Lemma 7.2, we recall the results of Lemma 5.2 about joint cumulants of traces of powers of a CUE random matrix. The parts (i) and (ii) of Lemma 5.2 are of particular importance in our analysis.

Let \( \pi \) be a partition of the set \{1, \ldots, 4n\} that has no singletons and no two-point subsets of the form \{2i - 1, 2i\}, \( i = 1, \ldots, 2n \) (as required by Lemma 9.2) and is not optimal. We have to show that \( \Sigma_\pi N^{-n} \to 0 \). We proceed by induction in \( n \).

First, without loss of generality, we can assume that \( \pi \) does not contain paired two-point blocks \{2i - 1, 2i\}, \{2i, 2i - 1\} and four-point blocks \{2i - 1, 2i, 2j - 1, 2j\}. Indeed, if it does contain one of those, the subsum \( \Sigma_\pi \) factorizes into the sum corresponding to variables \( k_i \) and \( k_j \) and the sum corresponding to the remaining variables. The first sum is proportional to \( N \). The second sum corresponds to a partition \( \pi' \) of \( 4n - 4 \) element set, where \( \pi' \) is obtained from \( \pi \) by removing the above-mentioned block(s) corresponding to the \((i,j)\) pair (i.e. removing variables \( k_i, -k_i \) and \( k_j, -k_j \)). Applying the induction assumption to \( \Sigma_{\pi'} \) finishes the argument.

By the same token, we may assume that \( \pi \) does not contain paired three-point blocks corresponding to variables \( \{k_i, k_j, -k_p\}, \{-k_i, -k_j, k_p\}, k_i + k_j = k_p \). If such paired three-point blocks belong to \( \pi \) for some triple \((i, j, p)\), then the subsum \( \Sigma_\pi \) again factorizes, and the sum corresponding to \( \{k_i, k_j, -k_p\}, \{-k_i, -k_j, k_p\}, k_i + k_j = k_p \) is proportional to \( N \) as was shown in the \( l = 3 \) case computations above. Considering the partition \( \pi' \) of \( 4n - 6 \) element set obtained from \( \pi \) by removing the paired three-point blocks \( \{k_i, k_j, -k_p\}, \{-k_i, -k_j, k_p\} \) and applying the induction argument to \( \Sigma_{\pi'} \) finishes the argument.

In addition, we may also assume that \( \pi \) does not contain a pair (two-element block) corresponding to variables \( \{k_i, -k_j\}, i \neq j \). If \( \pi \) contains such a two-element block then \( k_i = k_j \) since otherwise \( \kappa_2^{(N)}(k_i, -k_j) \) vanishes. Without loss of generality, we may assume \( i = 1 \) and \( j = 2 \). Consider the blocks containing variables \(-k_1 \) and \( k_2 \) correspondingly, namely \( \{-k_1, \epsilon_1 k_1, \ldots, \epsilon_{m} k_1\} \) and \( \{k_2, \epsilon_j k_j, \ldots, \epsilon_{m} k_j\} \), where each \( \epsilon = \pm 1 \). Then, instead of the original partition, consider a modified one denoted by \( \pi'' \). The new partition \( \pi'' \) contains the blocks \( \{k_1, -k_2\}, \{-k_1, k_2\}, \{\epsilon_1 k_1, \ldots, \epsilon_{m} k_1, \epsilon_{j} k_{j}, \ldots, \epsilon_{m} k_{j}\} \), and all the remaining blocks of \( \pi \). In other words, we replace these blocks \( \{k_1, -k_2\}, \{-k_1, k_2\}, \{\epsilon_1 k_1, \ldots, \epsilon_{m} k_1, \epsilon_{j} k_{j}, \ldots, \epsilon_{m} k_{j}\} \) by three blocks \( \{k_1, -k_2\}, \{-k_1, k_2\}, \{\epsilon_1 k_1, \ldots, \epsilon_{m} k_1, \epsilon_{j} k_{j}, \ldots, \epsilon_{m} k_{j}\} \). By power counting, the subsum \( \Sigma_{\pi''} \) corresponding to the the modified partition is of higher order in \( N \).

One special case requires a separate treatment here. Indeed, when \( \pi \) contains the blocks \( \{k_1, -k_2\}, \{-k_1, k_2\}, \) and \( \{k_2, -k_j\}, \) the modified partition \( \pi'' \) would contain the two-point block \( \{k_j, -k_j\} \) forbidden by Lemma 9.2. Thus, the induction assumption does not apply. However, in such a case \( \Sigma_\pi \) clearly factorizes. The three-dimensional sum corresponding to variables \( k_1, k_2, k_3 \) has been studied earlier in the \( l = 3 \) case. It has
been shown to be proportional to \( N \). One then applies the induction assumption to the
remaining \((2n - 3)\)-dimensional sum (and a corresponding partition of a \( 4n - 6 \) element
set.)

Finally, we can assume that a partition \( \pi \) does not contain a three-point subset \( \{k_i, k_j, -k_m\} \).
Indeed, suppose \( \pi \) contains, say, \( \{k_1, k_2, -k_3\} \). Consider blocks, containing the variables
\(-k_1, -k_2\) and \( k_3 \), namely \(-k_1, \epsilon_i k_1, \ldots, \epsilon_m k_m\), \(-k_2, \epsilon_j k_j, \ldots, \epsilon_j k_j\), and
\( k_3, \epsilon_g k_g, \ldots, \epsilon_g k_g \), correspondingly, where each \( \epsilon = \pm 1 \). Compare \( \pi \) with a modified
partition \( \pi'' \) that contains blocks \( \{k_1, k_2, -k_3\}, \{-k_1, -k_2, k_3\}, \{\epsilon_i k_1, \ldots, \epsilon_m k_m, \epsilon_j \times
k_j, \ldots, \epsilon_j k_j, \epsilon_g k_g, \ldots, \epsilon_g k_g \} \), and all the remaining blocks of \( \pi \). Again, by power counting,
the subsum \( \Sigma'' \) corresponding to the the modified partition is of higher order in \( N \).

Now, we are ready to finish the proof of the lemma. It remains to consider the case of
a suboptimal partition \( \pi \) of \( \{1, 2, \ldots, 2l\} \) such that all blocks of \( \pi \) consist of at least four
elements. If \( \pi \) contains a subset of cardinality 5 or higher, then the number of blocks of
the partition is not bigger than \( l/2 - 1 \). Each cumulant in (7.3) is \( O(N) \) by Lemma 5.2
(i). Thus, the subsum \( \Sigma'' \) of (7.2) is bounded from above by

\[
CN^{-l} N^{l/2 - 1} \sum_{k_1, \ldots, k_l \geq 1} \prod_{i=1}^l |\hat{f}(k_i/N)| = O(N^{l/2 - 1}),
\]

where \( C \) is a constant independent of \( N \). If all blocks of a partition \( \pi \) have cardinality
4, then the number of blocks is \( l/2 \). However, since \( \pi \) is suboptimal, at least one of the
blocks is not of the form \( \{k_i, -k_i, k_j, -k_j\} \). It follows then from Lemma 5.2 (ii) that the
variables \( k_1, k_2, \ldots, k_l \) are not linearly independent, and the subsum \( \Sigma'' \) is bounded from
above by

\[
CN^{-l} N^{l/2} \sum_{k_1, \ldots, k_l \geq 1} \prod_{i=1}^l |\hat{f}(k_i/N)|,
\]

where the sum in the above formula is over linearly dependent variables and is \( O(N^{l-1}) \).
This immediately implies that

\[
\Sigma'' = O(N^{l/2 - 1}).
\]

The lemma is proven. This finishes the proof of Theorem 2.5. Below, Appendices 1,2, and
3 contain some standard auxiliary results.

8. Appendix 1

Here we finish the proof of Theorem 2.1. Let \( \varphi_m \) be i.i.d \( \exp(1) \) random variables and define:

\[
T_k = \frac{4}{\beta} \sum_{m=1}^k \hat{f}(m)m(\varphi_m - 1) \quad \text{and} \quad T_\infty = \frac{4}{\beta} \sum_{m=1}^\infty \hat{f}(m)m(\varphi_m - 1).
\]

We wish to show that \( S_N(f) \) (see (1.4)) converges in distribution to \( T_\infty \) by verifying
convergence in the Lévy metric. In other words, we check that the following pair of
inequalities hold for arbitrary \( \delta > 0 \) and sufficiently large \( N \):

\[
\Pr (S_N(f) - ES_N(f) \leq x) \leq \Pr (T_\infty - ET_\infty \leq x + \delta) + \delta
\]

\[
\Pr (T_\infty - ET_\infty \leq x - \delta) - \delta \leq \Pr (S_N(f) - ES_N(f) \leq x).
\]
Let us first consider the case $\beta = 2$. To verify (8.2) we apply a trivial probability bound and Chebyshev’s inequality to get

$$\Pr(S_N(f) - \mathbb{E}S_N(f) \leq x) \leq \Pr\left(S_N(f_k) - \mathbb{E}S_N(f_k) \leq x + \frac{\delta}{3}\right)$$

$$+ \Pr\left(|S_N(f - f_k) - \mathbb{E}S_N(f - f_k)| > \frac{\delta}{3}\right)$$

$$\leq \Pr\left(S_N(f_k) - \mathbb{E}S_N(f_k) \leq x + \frac{\delta}{3}\right) + \frac{9\text{Var}(S_N(f - f_k))}{\delta^2}.$$  

(8.4)

It follows immediately from Proposition 4.3 that, for sufficiently large $k$ and $N$ we can bound the variance of the tail, $S_N(f - f_k)$, by an arbitrarily small quantity:

$$\text{Var}(S_N(f - f_k)) = \sum_{m=k+1}^{\infty} |\hat{f}(m)|^2|m|^2 + o(1) = o(1).$$

Now choose $K_0$ (uniformly in $N$) and $N_0$ (uniformly in $k$) large enough so that if $k \geq K_0$ and $N \geq N_0$ the following inequality is satisfied:

$$\frac{9\text{Var}(S_N(f - f_k))}{\delta^2} = \frac{9}{\delta^2}o(1) + \frac{9}{\delta^2}o(1) \leq \frac{\delta}{3}. $$

(8.5)

Since $\mathcal{T}_k \overset{D}{\rightarrow} \mathcal{T}_\infty$, they must converge in the Lévy metric. We can thus choose $K_1$ such that, for all $k \geq K_1$,

$$\Pr\left(\mathcal{T}_\infty - \mathbb{E}\mathcal{T}_\infty \leq x - \frac{\delta}{3}\right) - \frac{\delta}{3} \leq \Pr(\mathcal{T}_k - \mathbb{E}\mathcal{T}_k \leq x) \leq \Pr\left(\mathcal{T}_\infty - \mathbb{E}\mathcal{T}_\infty \leq x + \frac{\delta}{3}\right) + \frac{\delta}{3}. $$

(8.6)

Similarly, by [14], there is an $N_1$ such that if $N \geq N_1$ the following holds:

$$\Pr\left(\mathcal{T}_k - \mathbb{E}\mathcal{T}_k \leq x - \frac{\delta}{3}\right) - \frac{\delta}{3} \leq \Pr(S_N(f_k) - \mathbb{E}S_N(f_k) \leq x) \leq \Pr\left(\mathcal{T}_k - \mathbb{E}\mathcal{T}_k \leq x + \frac{\delta}{3}\right) + \frac{\delta}{3}. $$

(8.7)

We observe that $N_1$ may depend on $k$ so we simply choose the $N_1$ associated to $(\max(K_0, K_1))$. Thus we let $k \geq K = \max(K_0, K_1)$ and $N \geq N_2 = \max(N_0, N_1(\max(K_0, K_1)))$. Combining the rightmost inequalities in (8.6) and (8.7) and replacing $x$ with $x + \frac{\delta}{3}$, we obtain the following bound for the first term of (8.4):

$$\Pr\left(S_N(f_k) - \mathbb{E}S_N(f_k) \leq x + \frac{\delta}{3}\right) \leq \Pr\left(\mathcal{T}_k - \mathbb{E}\mathcal{T}_k \leq x + \frac{2\delta}{3}\right) + \frac{\delta}{3} \leq \Pr(\mathcal{T}_\infty - \mathbb{E}\mathcal{T}_\infty \leq x + \delta) + \frac{2\delta}{3}. $$

Finally, using (8.5) to bound the variance in (8.4), we obtain the final $\delta/3$ term needed to ensure the desired inequality:

$$\Pr\left(S_N(f_k) - \mathbb{E}S_N(f_k) \leq x + \frac{\delta}{3}\right) \leq \Pr(\mathcal{T}_\infty - \mathbb{E}\mathcal{T}_\infty \leq x + \delta) + \delta.$$
Using the same \( K \) and \( N_2 \) we can now verify (8.3). Indeed, assuming \( k \geq K \) and \( N \geq N_2 \) by (8.6) and (8.7), we have:

\[
\Pr(T_\infty - E T_\infty \leq x - \delta) - \delta \\
\leq \Pr\left(T_k - E T_k \leq x - \frac{2\delta}{3}\right) - \frac{2\delta}{3} \\
\leq \Pr\left(S_N(f_k) - E S_N(f_k) \leq x - \frac{\delta}{3}\right) - \frac{\delta}{3} \\
\leq \Pr(S_N(f) - E S_N(f) \leq x) + \Pr\left(|S_N(f - f_k) - E S_N(f - f_k)| \geq \frac{\delta}{3}\right) - \frac{\delta}{3} \\
\leq \Pr(S_N(f) - E S_N(f) \leq x),
\]

where the last inequality follows from the bound given in (8.5). This concludes the proof for the case \( \beta = 2 \).

If \( \beta \neq 2 \), then we replace the Chebyshev bound in (8.4) with the corresponding Markov bound and apply the results of Jiang and Matsumoto [13]. To see this, we will first rewrite the tail as

\[
S_N(f - f_k) - E S_N(f - f_k) = \sum_{m=k+1}^{\infty} \hat{\phi}(m) \left(|t_{N,m}(\hat{\theta})|^2 - E|t_{N,m}(\hat{\theta})|^2\right),
\]

where

\[
t_{N,m}(\hat{\theta}) = \sum_{j=1}^{N} e^{im\theta_j}.
\]

For \( 0 < \beta < 2 \), the proof of Lemma 4.3 in [13] gives the bound \( E|t_{N,m}(\hat{\theta})|^2 \leq (2/\beta)m \) for all \( m \geq 1 \) and \( N \geq 2 \). It follows that

\[
\Pr\left(|S_N(f - f_k) - E S_N(f - f_k)| \geq \frac{\delta}{3}\right) \leq \frac{3E|S_N(f - f_k) - E S_N(f - f_k)|}{\delta} \\
\leq \frac{3}{\delta} C\left(\sum_{m=k+1}^{\infty} |\hat{\phi}(m)||m|\right),
\]

where \( C \) is a constant independent of \( N \). Applying the condition in Theorem 2.1 for \( 0 < \beta < 2 \), the r.h.s. side of the above inequality vanishes asymptotically, independent of \( N \).

For \( \beta = 4 \) we break up (8.8) into three pieces:

\[
S_N(f - f_k) - E S_N(f - f_k) = \sum_{m=k+1}^{N} (*) + \sum_{m=N+1}^{2N} (*) + \sum_{m=2N+1}^{\infty} (*).
\]

Proposition 2 in [13] states that there exist constants \( C, K \), independent of \( N \), such that \( \mathbb{E}|p_m(\hat{\theta})|^2 \leq Cm \) in the first sum, \( \mathbb{E}|p_m(\hat{\theta})|^2 \leq Km\log(m+1) \) in the second sum, and \( \mathbb{E}|p_m(\hat{\theta})|^2 \leq 2KN \) in the third sum. This gives the following bound for any \( \alpha > 0 \):

\[
|S_N(f - f_k) - E S_N(f - f_k)| \\
\leq C'\left(\sum_{m=k+1}^{N} m \cdot |\hat{\phi}(m)| + \sum_{m=N+1}^{2N} m \log(m+1)|\hat{\phi}(m)| + \sum_{m=2N+1}^{\infty} m \cdot |\hat{\phi}(m)|\right),
\]

where \( C' \) is a constant independent of \( k \) and \( N \). Applying the condition in Theorem 2.1 for \( \beta = 4 \), the first sum goes to zero in \( k \) independent of \( N \) and the last two sums go to zero in \( N \) independent of \( k \).
When $2 < \beta \neq 4$, we break the tail as follows:

$$S_N(f - f_k) - \mathbb{E}S_N(f - f_k) \leq \sum_{m=k+1}^{N/2} \hat{f}(m) \left( |t_{N,m}(\theta)|^2 - \mathbb{E}|t_{N,m}(\theta)|^2 \right) + \sum_{m=N/2+1}^{\infty} \hat{f}(m) \left( |t_{N,m}(\theta)|^2 - \mathbb{E}|t_{N,m}(\theta)|^2 \right)$$

In the first sum, $\mathbb{E}|t_{N,m}(\theta_n)|^2 \leq Cm$ where $C = 2/\beta$ for $0 < \beta < 2$ and $C = e^{1-2/\beta}$ for $\beta > 2$. For the second sum, we use the trivial bound $\mathbb{E}|t_{N,m}(\theta)|^2 \leq N^2$ to get

$$\mathbb{E}|S_N(f - f_k) - \mathbb{E}S_N(f - f_k)| \leq \left( 2C \sum_{m=k+1}^{N/2} |\hat{f}(m)||m| + 8 \sum_{m=N/2+1}^{\infty} |\hat{f}(m)||m|^2 \right).$$

Once again, the first sum goes to zero in $k$ independent of $N$ and the second sum goes to zero in $N$ independent of $k$. \qed

9. APPENDIX 2

Denote

$$G(k_1, \ldots, k_n) := \sum_{\sigma \in S_n} \sum_{m=1}^{n} \frac{(-1)^{m-1}}{m} \sum_{(n_1, \ldots, n_m) : n_1 + \ldots + n_m = n, n_1, \ldots, n_m \geq 1} \frac{1}{n_1! \cdots n_m!} \max \left( 0, \sum_{i} k_{\sigma(i)}, \sum_{i} k_{\sigma(i)}, \ldots, \sum_{i} k_{\sigma(i)} \right).$$

The following statement was proven in [32]:

**Lemma 9.1.** Let $\sum_{i} k_i = 0$. Then $G(k_1, \ldots, k_n)$ equals zero for $n > 2$ and $G(k, -k) = |k|$ for $n = 2$.

The following standard lemma plays an important role in the CLT proof in the microscopic case (Theorem 2.5, Section 7).

**Lemma 9.2.** Let $X_1, \ldots, X_{2n}$ be centered random variables with finite mathematical expectations. Then

$$(9.1) \quad \mathbb{E} \prod_{1 \leq i \leq n} (X_{2i-1}X_{2i} - \mathbb{E}X_{2i-1}X_{2i}) = \sum_{\pi} \prod_{B \in \pi} \kappa(X_i : i \in B),$$

where the sum on the r.h.s. of (9.1) is over all partitions $\pi$ of $\{1, \ldots, 2n\}$ that do not contain atoms and two-element subsets of the form $\{2i - 1, 2i\}$, $i = 1, \ldots, n$.

**Proof.** It follows from (5.2) that the r.h.s. of (9.1) is equal to a linear combination of $\prod_{B \in \pi} \kappa(X_i : i \in B)$, where $\pi$ runs over the list of partitions of $\{1, 2, \ldots, 2n\}$. Since $X_i$’s are centered, partitions $\pi$ with one-element subsets (atoms) give zero contribution. If $\pi$ does not contain a subset of the form $\{2i - 1, 2i\}$, $i = 1, \ldots, n$, then the coefficient in front of the product $\prod_{B \in \pi} \kappa(X_i : i \in B)$ in the linear combination is 1 since it comes from $\mathbb{E} \prod_{1 \leq i \leq n} X_{2i-1}X_{2i}$. Finally, suppose that $\pi$ contains $s$ two-elements subsets of the prescribed form, namely $\{2i_1 - 1, 2i_1\}, \ldots, \{2i_s - 1, 2i_s\}$, $1 \leq s \leq n$. Then the coefficient in front of $\prod_{B \in \pi} \kappa(X_i : i \in B)$ is equal to

$$(9.2) \quad \sum_{k=0}^{s} (-1)^k \frac{s!}{k!(s-k)!} = 0.$$
For convenience of the reader, we finish this section with the proposition which is related to Lemma 1 and (2.8) from [32].

Proposition 9.3.

\[
\kappa(T_N(f_1), \ldots, T_N(f_n)) = \sum_{m=1}^{n} \sum_{\text{ordered collections of subsets } R = \{R_1, \ldots, R_m\}} \frac{(-1)^{m-1}}{m} \sum_{k_1 + \ldots + k_N = 0} \hat{f}_{j_1}^1(k_1) \ldots \hat{f}_{j_1}^l(k_{l_1}) \hat{f}_{j_2}^l(k_{l_1}+1) \ldots \hat{f}_{j_2}^p(k_{l_1}+l_2+\ldots+l_{m-1}+1) \hat{f}_{j_m}^l(k_N)
\]

(9.3) \quad \times \#\{u : 0 \leq u \leq N - 1, 0 \leq u + \sum_{i=1}^{l_1} k_i \leq N - 1, \ldots, 0 \leq u + \sum_{i=1}^{l_1+\ldots+l_{m-1}} k_i \leq N - 1\},

where the sum is over all ordered collections of subsets \( R = \{R_1, \ldots, R_m\} \) such that \( \bigcup_{1 \leq i \leq m} R_i = \{1, 2, \ldots, N\} \), and \( R_1 = \{j_1^1, \ldots, j_{l_1}^1\} \), \( R_2 = \{j_1^2, \ldots, j_{l_2}^2\} \), \ldots, \( R_m = \{j_1^m, \ldots, j_{l_m}^m\} \).

Proof. We start by computing the joint moment of linear CUE statistics.

\[
E_{\{1,2,\ldots,n\}} = \mathbb{E} \left( \sum_{i_1=1}^{N} f_1(\theta_{i_1}) \cdot \ldots \cdot \sum_{i_n=1}^{N} f_n(\theta_{i_n}) \right)
\]

Let \( \mathcal{M} \) be a partition of \( \{1, 2, \ldots, n\} \) into subsets determined by coinciding indices in \( i_1, \ldots, i_n \). The above mixed moment can be rewritten as:

\[
E_{\{1,2,\ldots,n\}} = \sum_{\text{partitions } \mathcal{M} = \{M_1, \ldots, M_r\}} \mathbb{E} \left( \sum_{l_1 \neq \ldots \neq l_r} f_{M_1}(\theta_{i_1}) \cdot \ldots \cdot f_{M_r}(\theta_{i_r}) \right)
\]

(9.4) Here \( f_M(\theta) = \prod_{j \in M} f_j(\theta) \). To compute the expectations, we use the determinantal structure of the CUE point-correlation functions. Indeed,

\[
\mathbb{E}_{\text{CUE}(N)} \sum_{l_1 \neq \ldots \neq l_r} f_{M_1}(\theta_{i_1}) \cdot \ldots \cdot f_{M_r}(\theta_{i_r}) = \int_{[0,2\pi]^r} f_{M_1}(x_1) \cdot \ldots \cdot f_{M_r}(x_r) \rho_r(x_1, \ldots, x_r) \, dx_1 \ldots dx_r,
\]

where

\[
\rho_r(x_1, \ldots, x_r) = \det(Q_N(x_i, x_j)_{i,j=1,\ldots,r}), \quad Q_N(x, y) = \frac{1}{2\pi} \sum_{j=0}^{N-1} e^{ij(x-y)}.
\]

Writing

\[
\rho_r(\theta_1, \ldots, \theta_r) = \sum_{\sigma \in S_r} (-1)^{\sigma} \prod_{i=1}^{r} Q_N(\theta_i, \theta_{\sigma(i)})
\]

(9.5) \quad = \sum_{\text{partitions } \mathcal{K}} \left( \prod_{\alpha=1}^{q} (-1)^{p_\alpha-1} \sum_{\text{cyclic perms } j=1}^{p_\alpha} \prod_{K_\alpha} Q_N(\theta_{i_j(\alpha)}, \theta_{\sigma(i_j(\alpha))}) \right)

In the second equality we wrote the permutation \( \sigma \in S_r \) as a product of cycles. This partitions \( \{1, 2, \ldots, r\} = \bigcup_{\alpha=1}^{q} K_\alpha = \bigcup_{\alpha=1}^{q} \{i_{\alpha}^{(1)}, \ldots, i_{\alpha}^{(p_\alpha)}\} \) into supports of those cycles. The
expression resulting from computing the expectations in (9.4) using (9.5-9.6) can be simplified by defining a new partition. Let $P = \bigcup_{i=1}^q P_i$ where $P_i = \bigcup_{j \in K_i} M_j$. Now observe that $P_i = \bigcup_{j \in K_i} M_j$ induces a partition of each $P_i$. Thus, exchanging summation:

$$E_{\{1,2,\ldots,n\}} = \sum_{\text{partitions } P_i \text{ of } \{1,2,\ldots,n\}} \prod_{i=1}^q \sum_{\text{partitions } P_i \text{ of } \{P_{i,1},\ldots,P_{i,l_i}\}} \int_{\mathcal{T}_{l_i}} f_{P_{i,1}}(\theta_1) \cdots f_{P_{i,l_i}}(\theta_{l_i})$$

(9.7) \times (-1)^{l_i-1} \sum_{\text{cyclic perms } \sigma \in S_{l_i}} \prod_{j=1}^{l_i} Q_N(\theta_j, \theta_{\sigma(j)})$$

Recall that joint cumulants and joint moments are related by the following formula:

$$E_{\{1,2,\ldots,N\}} = \sum_{\text{partitions } \mathcal{M}=\{M_1,\ldots,M_r\} \cup \mathcal{M}_i=\{1,\ldots,N\}} \kappa_{M_1} \cdots \kappa_{M_r} =$$

Comparing it with (9.7) we can express the joint cumulants with indices $\{i_1,\ldots,i_l\}$ as:

$$\kappa_{\{i_1,\ldots,i_l\}} = \sum_{m=1}^l \frac{(-1)^{m-1}}{m} \sum_{\text{partitions } \mathcal{R}=\{R_1,\ldots,R_m\} \cup \mathcal{R}_i=\{i_1,\ldots,i_l\}} \int_{\mathcal{T}_m} f_{R_1}(\theta_1) \cdots f_{R_m}(\theta_m) \sum_{\text{cyclic permutations } \sigma \in S_m} \prod_{j=1}^{m} Q_N(\theta_j, \theta_{\sigma(j)}) d\theta_1 \cdots d\theta_m$$

We may replace the range of the inside sum by averaging over all permutations to obtain:

$$\kappa_{\{i_1,\ldots,i_l\}} = \sum_{m=1}^l \frac{(-1)^{m-1}}{m} \sum_{\text{partitions } \mathcal{R}=\{R_1,\ldots,R_m\} \cup \mathcal{R}_i=\{i_1,\ldots,i_l\}} \int_{\mathcal{T}_m} f_{R_1}(\theta_1) \cdots f_{R_m}(\theta_m) \sum_{\sigma \in S_m} \prod_{j=1}^{m} Q_N(\theta_{\sigma(j)}, \theta_{\sigma(j+1)}) d\theta_1 \cdots d\theta_m$$

Next we observe that the change of variables $\theta_{\sigma(j)} \to \theta_j$ effectively amounts to permuting the elements of the $R_i$’s and hence:

$$\kappa_{\{i_1,\ldots,i_l\}} = \sum_{m=1}^l \sum_{\text{ordered collections of subsets } \mathcal{R}=\{R_1,\ldots,R_m\}} \int_{\mathcal{T}_m} f_{R_1}(\theta_1) \cdots f_{R_m}(\theta_m) \frac{(-1)^{m-1}}{m} \prod_{j=1}^{m} Q_N(\theta_j, \theta_{j+1}) d\theta_1 \cdots d\theta_m$$

Finally, we integrate to obtain the following expression in terms of Fourier coefficients:
The Fourier coefficients \( \hat{f}_{R_i}(-s_{i-1} + s_i) \) can be expanded as convolutions of the form:

\[
\hat{f}_{R_i}(-s_{m-1} + s_m) = \sum_{(k_1, \ldots, k_l|_{R_i}|)} \hat{f}_{1,1}(k_1) \cdots \hat{f}_{1,|R_i|}(k_{|R_i|}) \]

Note \( \sum_1^l k_i = 0 \) for the every term in the product of these convolutions. Counting over all possible possible \( 0 \leq s_j = \sum_{i=1}^{j-1} k_i \leq n - 1 \) from (9.8) we arrive at the final explicit expression for the cumulants:

\[
\kappa_{\{i_1, \ldots, i_l\}} = \sum_{m=1}^l \sum_{\text{ordered collections of subsets } R = \{R_1, \ldots, R_m\}} \frac{(-1)^{m-1}}{m} \sum_{k_1 + \ldots + k_l = 0} \hat{f}_{1,1}(k_1) \cdots \hat{f}_{1,|R_1|}(k_{|R_1|}) 
\]

(9.9) \( \#\{u : 0 \leq u \leq N - 1, 0 \leq u + \sum_{i=1}^{l_1} k_i \leq N - 1, \ldots 0 \leq u + \sum_{i=1}^{l_1+\ldots+l_{m-1}} k_i \leq N - 1\} \)

\[\square\]

10. Appendix 3

This appendix provides the modifications to Proposition 4.1 and Lemma 4.4 that are necessary to adapt the proof of Proposition 4.3 to the mesoscopic case \( 1 \ll L_N \ll N \).

**Lemma 10.1.** (Extension of Proposition 4.1) If \( \beta = 2 \) and \( f \in C_c^\infty(\mathbb{R}) \) is an even, smooth, compactly supported function on the real
line, then, for sufficiently large $N$,

$$(\frac{\pi}{2}) \text{Var}\left(\frac{S_N(f(L_N \cdot))}{\sqrt{L_N}}\right) =$$

$$\frac{1}{L_N} \sum_{1 \leq s \leq N-1} \left(\frac{s}{L_N}\right)^2 \left(\hat{f}\left(\frac{s}{L_N}\right)\right)^2 + N^2 \sum_{N \leq s} \left(\hat{f}\left(\frac{s}{L_N}\right)\right)^2$$

$$- N \sum_{N \leq s} \left(\hat{f}\left(\frac{s}{L_N}\right)\right)^2 - \left(\frac{1}{L_N}\right)^2 \sum_{1 \leq s,t} \left(\frac{N - |s-t|}{L_N}\right) \hat{f}\left(\frac{s}{L_N}\right) \hat{f}\left(\frac{t}{L_N}\right)$$

$$- \left(\frac{1}{L_N}\right)^2 \sum_{1 \leq s,t \leq N-1} \left(\frac{(s+t) - N}{L_N}\right) \hat{f}\left(\frac{s}{L_N}\right) \hat{f}\left(\frac{t}{L_N}\right).$$

**Proof.**

If $f \in C^\infty_c(\mathbb{R})$, then we may assume $N$ large enough so that the support of $f(L_N \cdot)$ is contained on $[-\pi, \pi]$. We can immediately express $f(L_N \cdot)$ as a Fourier Series with coefficients determined by the Fourier transform of $f$. Lemma 10.1 is then an immediate corollary to Proposition 4.1. \hfill \Box

**Lemma 10.2. (Extension of Lemma 4.4)**

Let $f \in C^\infty_c(\mathbb{R})$. Then

(i) $$\left(\frac{1}{L_N}\right)^2 \sum_{1 \leq s,t \leq N} \left(\frac{s}{L_N}\right) \left|\hat{f}\left(\frac{s}{L_N}\right)\right| \cdot \left|\hat{f}\left(\frac{t}{L_N}\right)\right| \to 0;$$

(ii) $$\frac{N+1}{L_N^3} \sum_{s+t \leq N+1} \left|\hat{f}\left(\frac{s}{L_N}\right)\right| \cdot \left|\hat{f}\left(\frac{t}{L_N}\right)\right| \to 0;$$

(iii) $$\frac{N}{L_N} \sum_{s+t \leq N-1} \left|\hat{f}\left(\frac{s}{L_N}\right)\right| \cdot \left|\hat{f}\left(\frac{t}{L_N}\right)\right| \to 0.$$

**Proof.** To see (i), we replace the Fourier coefficients in the the proof of Lemma 4.4(i) with the corresponding coefficients for the scaled case to get

$$(\frac{1}{L_N})^2 \sum_{1 \leq s,t \leq N} \left(\frac{s}{L_N}\right) \left|\hat{f}\left(\frac{s}{L_N}\right)\right| \cdot \left|\hat{f}\left(\frac{t}{L_N}\right)\right| \leq 3 \left[\frac{1}{L_N} \sum_{s=kL_N+1}^\infty \left(\frac{s}{L_N}\right)^2 \left|\hat{f}\left(\frac{s}{L_N}\right)\right|^2\right]^{1/2} \left[\frac{1}{L_N} \sum_{s=1}^\infty \left(\frac{s}{L_N}\right)^2 \left|\hat{f}\left(\frac{s}{L_N}\right)\right|^2\right]^{1/2}$$

$$+ \frac{1}{L_N} \sum_{s=1}^{kL_N} \left|\hat{f}\left(\frac{s}{L_N}\right)\right| \cdot \frac{|x_{N-s+1} + \cdots + x_N|}{L_N}.$$
where \( k \in \mathbb{N} \). The first term in (10.1) contains, in brackets, two Riemann Sums and consequently converges to

\[
3 \left( \int_{k}^{\infty} [x \hat{f}(x)]^2 dx \right)^{1/2} \left( \int_{0}^{\infty} [x \hat{f}(x)]^2 dx \right)^{1/2} = o_k(1).
\]

Since \( f \in C_c^\infty(\mathbb{R}) \), we can write \(|\hat{f}(x)| \leq C'/x^2\) for some positive constant \( C' \) depending only on \( f \), i.e., independent of \( k \) and \( N \). It follows that

\[
\frac{1}{L_N} \sum_{s=1}^{kL_N} \left| \frac{kL_N}{L_N} \right| \cdot \left| \frac{x_{N-s+1} + \cdots + x_N}{L_N} \right| \leq C' \frac{kL_N}{N} \sum_{s=1}^{kL_N} \left| \frac{s}{L_N} \right| \cdot \left( \frac{1}{N-s+1} + \cdots + \frac{1}{N} \right)
\]

\[
\leq \left( C' \frac{kL_N}{N-kL_N} \right) \left( \frac{1}{L_N} \sum_{s=1}^{kL_N} \left| \frac{s}{L_N} \right| \right).
\]

For any fixed \( k \), the term on the left is \( O\left( \frac{1}{N^2} \right) \) while the term on the right is a Riemann Sum converging to

\[
\int_{0}^{k} |\hat{f}(x)| \ dx \leq ||\hat{f}||_1 < \infty
\]
as \( N \to \infty \). It follows immediately that, for any \( \epsilon > 0 \), we can choose \( k \) and \( N \) large enough so that both terms in (10.1) are at most \( \epsilon/2 \). This gives the desired result.

**Remark 10.3.** In the above proof, we did not fully utilize the smoothness constraint on \( f \). In fact, it would have been sufficient to have \( f \in C^2_c(\mathbb{R}) \).

To see (ii), we observe that, in the same way as in the proof of (i), the proof of Lemma 4.4(ii) immediately implies

\[
\frac{N + 1}{L_N^3} \sum_{s-t \leq N \atop 1 \leq t \leq N} \left| \hat{f} \left( \frac{s}{L_N} \right) \right| \cdot \left| \hat{f} \left( \frac{t}{L_N} \right) \right|
\]

\[
(10.2) \leq 3 \left( \frac{1}{L_N} \sum_{s=kL_N+1}^{\infty} \left( \frac{s}{L_N} \right)^2 \left( \hat{f} \left( \frac{s}{L_N} \right) \right)^2 \right)^{1/2} \left( \frac{1}{L_N} \sum_{s=1}^{\infty} \left( \frac{s}{L_N} \right)^2 \left( \hat{f} \left( \frac{s}{L_N} \right) \right)^2 \right)^{1/2}
\]

\[
+ \frac{1}{L_N} \left| \sum_{s=1}^{kL_N} \hat{f} \left( \frac{s}{L_N} \right) \frac{x_{N+1} + \cdots + x_{N+s}}{L_N} \right|
\]

The first term in (10.2) is the same as the first term in (10.1). Similarly, we observe that the second term is bounded above by

\[
\left( C' \frac{L_N}{N} \right) \left( \frac{1}{L_N} \sum_{s=1}^{kL_N} \hat{f} \left( \frac{s}{L_N} \right) \right) = O \left( \frac{L_N}{N} \right) \to 0.
\]

This completes the proof of (ii).

To see (iii), we once again follow the same argument as in the proof of Lemma 4.4(iii). In particular, we split up the sum into two parts:

\[
\left[ \frac{N}{L_N} \sum_{t-N+1 \leq s \leq N-t-1 \atop L \geq N} \left| \hat{f} \left( \frac{s}{L_N} \right) \right| \cdot \left| \hat{f} \left( \frac{t}{L_N} \right) \right| \right] - \left[ \frac{N}{L_N} \sum_{t-N+1 \leq s \leq N-t-1 \atop L \geq N} \left| \hat{f} \left( \frac{s}{L_N} \right) \right| \cdot \left| \hat{f} \left( \frac{t}{L_N} \right) \right| \right].
\]
The first sum goes to zero by (ii), while the proof of Lemma 4.4(iii) implies that the second sum is bounded above by

$$3 \left( \frac{1}{L_N} \sum_{s=N}^{\infty} \left( \frac{s}{L_N} \hat{f} \left( \frac{s}{L_N} \right) \right)^2 \right) \left( \frac{1}{L_N} \sum_{s=1}^{\infty} \left( \frac{s}{L_N} \hat{f} \left( \frac{s}{L_N} \right) \right)^2 \right).$$

The term on the r.h.s. is a Riemann sum that converges to

$$\int_0^{\infty} (x \hat{f}(x))^2 dx < \infty$$

as $N \to \infty$, while the term on the l.h.s. is, at most, on the order of

$$\int_k^{\infty} (x \hat{f}(x))^2 dx$$

for any $k \in \mathbb{N}$, i.e. goes to zero as $N \to \infty$. This completes the proof of Lemma 10.2.
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