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We investigate the thermodynamics of the one-dimensional t-J model using transfer matrix renormalization group (TMRG) algorithms and present results for quantities like particle number, specific heat, spin susceptibility and compressibility. Based on these results we confirm a phase diagram consisting of a Tomonaga-Luttinger liquid (TLL) phase for small $J/t$ and a phase separated state for $J/t$ large. Close to phase separation we find a spin-gap (Luther-Emery) phase at low densities consistent with predictions by other studies. At the supersymmetric point we compare our results with exact results from the Bethe ansatz and find excellent agreement. In particular we focus on the calculation of correlation lengths and static correlation functions and study the crossover from the non-universal high $T$ lattice into the quantum critical regime. At the supersymmetric point we compare in detail with predictions by conformal field theory (CFT) and TLL theory and show the importance of logarithmic corrections.
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I. INTRODUCTION

The t-J model is one of the most fundamental systems of strongly correlated electrons. The two-dimensional version has attracted much attention because it is believed that it describes the basic interactions in the copper-oxygen planes of high-$T_c$ superconductors. For the one-dimensional (1D) t-J model much progress has been achieved using various analytical and numerical techniques. At the supersymmetric point $J/t = 2$ the model is solvable by the Bethe ansatz and ground state properties as well as the excitation spectra have been obtained exactly. Because the two critical excitations of spin and charge type are separated, the properties can be described by two independent $c = 1$ Virasoro algebras. By a combination of finite-size results from the Bethe ansatz and conformal field theory (CFT) it is therefore also possible to calculate the critical exponents of algebraically decaying correlation functions.

This explicitly shows that the t-J model at the supersymmetric point behaves as a Tomonaga-Luttinger liquid (TLL) for all electron densities. Thermodynamic quantities at this special point have been obtained by thermodynamic Bethe ansatz as well as by a combination of a Trotter-Suzuki mapping leading to a quantum transfer matrix (QTM) and the Bethe ansatz. Exact results are also available in the limit $J/t \rightarrow 0$ where the t-J model is equivalent to the Hubbard model with $U/t \rightarrow \infty$, showing again TLL behavior. It is therefore believed that the t-J model shows TLL properties for all $0 \leq J/t \leq 2$, what is supported by various numerical calculations. In these numerical works there is also general agreement that the t-J model phase separates for $J/t = 2.8$ to 3.5 depending on the electron density.

Already Ogata et al. conjectured a third phase with a spin gap in the low-density region for $J/t > 2$. However, by calculating the spin susceptibility for an electron density $n = 1/3$ on small chains no evidence for a spin gap was found. Also the variational quantum Monte Carlo (QMC) calculations of Hellberg and Mele could not confirm the appearance of a spin gap. By using the same method but other trial wave functions a phase with Luther-Emery (LE) properties was found by Chen and Lee and Kobayashi et al. at low densities and $2 < J/t < 3.1$. However, the obtained result strongly depends on the trial wave functions used in the calculations. Completely different phase boundaries with the spin-gap phase extending into the high density region have been obtained by Nakamura et al. using a renormalization group treatment of the Tomonaga-Luttinger model under the assumption that the spin gap is caused by an attractive backward scattering process. They argue that the spin gap was underestimated in the numerical calculations, because it is the result of a marginal operator leading to an exponentially small gap.

In this paper we want to examine thermodynamics of the one-dimensional t-J model in the whole $J/t$-parameter region. In particular, we are interested in the temperature dependence of correlation lengths. We use a grandcanonical description of the model, where the Hamiltonian is given by

\begin{equation}
H = -t \sum_{i,\sigma} P(c_{i,\sigma}^\dagger c_{i+1,\sigma} + c_{i+1,\sigma}^\dagger c_{i,\sigma}) + J \sum_i \left( S_i S_{i+1} - \frac{n_i n_{i+1}}{4} \right) - h \sum_i S_i^z - \mu \sum_i n_i \tag{1}
\end{equation}

with a magnetic field $h$, a chemical potential $\mu$ and $P$ being the projection operator onto the Hilbert-subspace without double occupancy. To study thermodynamic properties also away from the supersymmetric point the TMRG provides a powerful numerical tool. This method is particularly suited, because the thermodynamic limit is performed exactly and it has been applied successfully to various one-dimensional systems before. Compared with QMC methods it has further the advan-
tage of never suffering under the fermion sign problem restricting QMC often to relatively high temperatures.

In Sec. II we give a brief introduction into the calculation of thermodynamic quantities by the TMRG algorithm and point to a novel algorithm with several advantages. Our results for the supersymmetric point are shown in Sec. III where we also compare the numerics with the Bethe ansatz results by Jüttner et al. In particular we calculate for this special point the temperature dependence of various correlation lengths and static correlation functions and discuss the low-temperature behavior in comparison to CFT predictions by Kawakami and Yang in detail. Because the t-J model is realized by the Hubbard model in the limit $U \gg t$ the case $J = 2t^2/|U| < t$ is physically very relevant. Results for $J/t = 0.35$, a value often used in literature, are given in Sec. IV. As already mentioned the t-J model phase separates for $J/t$ large. The meaning of this in the grand-canonical ensemble is explained in Sec. V. Without using any assumption about the ground state or the low energy effective theory, the existence of a LE phase is proven in Sec. V by calculating directly spin susceptibilities as well as spin-spin and density-density correlation lengths. In Sec. VI we study the t-J model with an additional Ising-like anisotropy. The final section is devoted to our conclusions and in appendix A we compare numerical and exact results for the density-density correlation function of free spinless fermions.

II. TMRG

After a decomposition of the Hamiltonian $H$ into even ($H_e$) and odd parts ($H_o$) the partition function is expressed by means of the Trotter formula

$$Z = \text{Tr} e^{-\beta H} = \lim_{M \to \infty} \text{Tr} \left\{ e^{-\epsilon H_e} e^{-\epsilon H_o} \right\}^M$$  \hspace{1cm} (2)

with $\epsilon = \beta/M$ and $\beta$ being the inverse temperature leading to a classical model on a lattice with checkerboard structure. The column-to-column transfer matrix (QTM), $T_M$, is a non-symmetric matrix describing the evolution along the spatial direction. The thermodynamic limit with fixed Trotter number $M$ is performed exactly, because the free energy of the infinite chain is given solely by the largest eigenvalue $\Lambda_0$ of this QTM

$$f_{\infty, M} = -\frac{T}{2} \ln \Lambda_0 \ ,$$ \hspace{1cm} (3)

where $\Lambda_0$ is unique and a real, positive number for all temperatures. Since a vanishing gap between leading and next-leading eigenvalue indicates a phase transition, such a degeneracy is not possible for a 1D quantum system at finite temperature. The calculations are simplified by the conservation laws for spin and particle number or equivalently for the number of particles with spin up ($N_\uparrow$) and spin down ($N_\downarrow$) leading to a block structure of $T_M$. Expectation values of local operators can be expressed in terms of the left and right eigenvectors belonging to the largest eigenvalue and calculated directly. This is used for the inner energy $u$ and the magnetization $m$. The behavior of a two-point correlation function is given by

$$\langle A_0 A_r \rangle = \sum_{\alpha} M_{\alpha} e^{-\beta \epsilon_{\alpha}} e^{i k_{\alpha} \cdot r}$$ \hspace{1cm} (4)

with $M_{\alpha}$ being matrixelements. The correlation lengths $\xi_{\alpha}$ can be calculated from the QTM by

$$\xi_{\alpha}^{-1} = \frac{1}{2} \ln \frac{|\Lambda_0|}{|\Lambda_\alpha|}$$ \hspace{1cm} (5)

and the wavevectors $k_{\alpha}$ by

$$k_{\alpha} = \frac{1}{2} \arg \left( \frac{\Lambda_\alpha}{\Lambda_0} \right) + n\pi \ (n = 0 \ or \ n = 1),$$ \hspace{1cm} (6)

where $\Lambda_\alpha$ are eigenvalues in the block of the QTM with non-vanishing matrixelements $M_{\alpha}$. This condition is controlled by a direct evaluation of

$$M_{\alpha} = \frac{\langle \Psi_0^L | T_M (A_0) | \Psi_0^R \rangle \langle \Psi_0^R | T_M (A_r) | \Psi_0^L \rangle}{\Lambda_0 \Lambda_\alpha},$$ \hspace{1cm} (7)

where $\langle \Psi_0^L |$, $| \Psi_0^R \rangle$ are the left and right eigenvectors belonging to the largest eigenvalue $\Lambda_0$ and $\langle \Psi_0^L | \Lambda_\alpha | \Psi_0^R \rangle$ the left and right eigenvectors belonging to $\Lambda_\alpha$. The value for the wavevector $k_{\alpha}$ is not unique, because in the checkerboard decomposition of the partition function a local transfer matrix covers 2 sites. To overcome this ambiguity we have also applied a different Trotter-Suzuki mapping leading to a classical lattice with alternating rows. Because the transfer matrix in this formalism can be formulated for a single column, the wavevector in Eq. (6) is determined unambiguously. Details of this modified TMRG algorithm will be published elsewhere.

We have convinced ourselves that the accuracy of both algorithms is of the same order and use both of them in the following. During all calculations we use the infinite DMRG, the Trotter number $M$ being equivalent to a decrease of the temperature $T$. The number of states kept in the DMRG varies between 64 and 240 and the fixed parameter $\epsilon$ between 0.025 and 0.05.

III. THE SUPERSYMMETRIC POINT

To check the numerics we have calculated several thermodynamic quantities for the supersymmetric point $J/t = 2$ and compared with the exact results by Bethe ansatz. We have chosen three chemical potentials corresponding in the low-temperature limit to a high, medium and low electron density (see Fig. I). Obviously the particle density $n$ at a given chemical potential depends on temperature. Counting the degrees of freedom per lattice site immediately implies $n = 2/3$ for any finite $\mu$ in the limit $T \to \infty$, whereas the density at finite temperature is given by $n = n(\mu, T)$. For the same chemical
that the low-temperature asymptotics is given by

\[ f = \epsilon_0 - \pi \left( \frac{c_s}{v_s} + \frac{c_c}{v_c} \right) T^2 \]  

(8)

where \( v_s, c \) are the velocities of the spinon and holon excitations, respectively. Here the central charges \( c_{s,c} \)

are equal to 1. According to Eq. (8) we have fitted the numerical data and tried to determine the errors of the fit parameters by a variation of the fit region from \( T/t \in [0.01 : 0.02] \) to \( T/t \in [0.01 : 0.05] \). The estimates for the ground-state energies \( \epsilon_0 \) coincide with the exact results with deviations that are slightly larger than the errors calculated by the fit procedure (see table I). The remaining deviation is due to systematic errors. The parameter \( 1/v_s + 1/v_c \) is difficult to obtain from such a fit, because the extent of the low-temperature region in which Eq. (8) is valid is very small (see Bethe ansatz results in Fig. 3) making it necessary to restrict the fit to the temperature region defined above. In such a small interval, however, a change of the parameter \( 1/v_s + 1/v_c \) by a factor of 2 corresponds to deviations in the fitted free energy of the order \( 10^{-3} \) only, so that the TMRG data are not accurate enough to determine this parameter. However, it is possible to calculate the velocities from TMRG by using the results for the susceptibilities and correlation lengths to be discussed later on. We do not want to pursue this further, because the estimation of \( v_s \) and \( v_c \) is not our main goal.

To calculate the specific heat \( c_n \), we first have to calculate the entropy \( S \). This can be done by using the relation \( S = (u - f)/T \), where the inner energy \( u \) is directly calculated in the TMRG algorithm as a local expectation value or alternatively, by the numerical derivative \( S = -\partial f/\partial T \). At first sight it seems better to calculate the entropy without using numerical derivatives, however, a local expectation value directly involves the eigenvectors of the QTM which are generally less accurate than the corresponding eigenvalues. By comparing both results with the exact ones we have convinced ourselves that the numerical derivative leads to more accurate results. Because in the calculations only the chemical potential \( \mu \) but not the particle density \( n \) can be fixed, we calculate the specific heat by using the thermodynamic relation

\[ c_n = T \left( \frac{\partial S}{\partial T} \right)_n = T \left[ \left( \frac{\partial S}{\partial \mu} \right)_\mu - \left( \frac{\partial n}{\partial T} \right)_\mu \left( \frac{\partial n}{\partial \mu} \right)_T^{-1} \right] \]  

(9)

The second term is again evaluated using numerical derivatives. This procedure enhances the numerical errors, but we are able to reproduce the exact results within errors of the order \( 10^{-3} \) down to temperatures of \( T/t \approx 0.2 \) as shown in Fig. 3. The CFT result for the free energy, Eq. (8), leads to a linear temperature dependence of the specific heat at low temperatures with a coefficient given by \( \pi (1/v_c + 1/v_s)/3 \). The Bethe ansatz results clearly show this linear behavior at very low temperatures but within the TMRG this temperature region is not accessible because of the errors caused by the numerical derivatives used in Eq. (8).

To calculate the spin susceptibility \( \chi_s \), a small magnetic field \( h = 10^{-2} \) is applied. From the resulting magnetization \( m \) the susceptibility at vanishing magnetic
the temperature value is given explicitly by

\[ \frac{1}{\chi_c} = \frac{\pi v_c}{\nu_a + \nu_c} \]

for \( T \to 0 \) in the two limiting cases \( n \to 0 \) and \( n \to 1 \), because \( \nu_c \to 0 \) in both cases. The spin susceptibility \( \chi_s \) shows different behavior with divergence for \( T \to 0 \) only in the limiting case \( n \to 0 \) as only here \( \nu_s \to 0 \).

To summarize our numerical findings for \( c, \chi_s \) and \( \chi_c \) in a qualitative manner we may use a picture of the ground state as a “liquid” consisting of bound singlet pairs of electrons. Above this ground state there are two different elementary excitations. First, a momentum transfer onto any individual pair is possible by keeping the bound pair intact (holon excitation). Second, a breaking of any bound pair into its components (electrons) with the two spin-1/2 objects coupling either to \( s = 0 \) or 1 (spinon excitation). Once the “free” electrons are produced by spinon excitations, they may acquire momentum and energy individually which we refer to as incoherent single particle motion. Basically, any structure observed in the \( T \)-dependence of \( c, \chi_s \) and \( \chi_c \) can be attributed to the saturation of a particular type of excitation. In \( \chi_s (\chi_c) \) we see a finite temperature maximum at a temperature of the order of \( T_s (v_s) \). Note that the characteristic holon temperature is always lower than or equal to the spinon temperature. This is rather natural as the saturation of spinons is marked by the practical absence of pairs such that saturation of holon excitations must have occurred at lower or equal temperature. In principle, these structures are also visible in the specific heat. In most cases,
however, only the spin-maximum is clearly noticeable. For generic densities the small holon-maximum disappears in the low temperature regime of $c(T)$ with rather steep slope due to the spinon-excitations. At lower densities the holon and spinon structures are located at similar temperatures. In all cases, the higher temperature region is dominated by a broad maximum due to incoherent single particle motion. The corresponding energies are of the order of spinon excitations at particle densities close to 1 in which case the structures merge.

A. Correlation lengths

For the correlation lengths of the supersymmetric t-J model no exact results are available. To obtain nevertheless a measure for the accuracy of the numerical data we have calculated the leading correlation length for a system of free spinless fermions (see appendix A). The comparison with the exact result shows that TMRG yields reliable results down to temperatures $T/t \sim 0.1$. Because the free fermion model is harder to tackle within the DMRG scheme due to the rapidly decaying spectrum of the reduced density matrix, we believe that for the t-J model a similar or even better accuracy is obtained.

We concentrate now on the calculation of correlation lengths for the supersymmetric t-J model to study the crossover from the high $T$ lattice into the quantum critical regime determined by $T \ll t$. In the high $T$ lattice region we expect non-universal properties dependent on the microscopic Hamiltonian $H$, whereas the quantum critical regime should show universal TLL properties. Respecting the selection rules, the density-density (d-d CL’s) and longitudinal spin-spin correlation lengths (s-s CL’s) are in the block of the QTM with unchanged quantum numbers $(\Delta N_{\uparrow} = \Delta N_{\downarrow} = 0)$. To distinguish between them, the matrixelement $M_{\alpha}$ in Eq. (7) has to be calculated explicitly. With zero magnetic field and isotropic spin interactions, it turns out that $M_{\alpha}$ is either non-zero for the density or for the $s^2$ operator so that all d-d and s-s CL’s are different from each other. This is a consequence of the $SU(2)$ spin symmetry. If a magnetic field is applied this symmetry is broken and less stringent selection rules apply such that all eigenvalues discussed above contribute to the s-s as well as to the d-d correlation function. On the other hand the singlet pair operator $P_{\alpha} = c_{i,+1}c_{i+1,-1}$ changes the quantum numbers by $\Delta N_{\uparrow} = \Delta N_{\downarrow} \pm 1$ and the corresponding wavevectors for $J/t = 2.0$, $\mu = -1.4$ and zero magnetic field are shown in Fig. B. At high temperatures the largest s-s CL is given by a real negative eigenvalue leading to $\pi$-oscillations. However, at a well defined crossover temperature $T_c \approx 0.8$ a real, positive eigenvalue becomes largest, which is associated with $k = 0$. Regarding only the largest spin CL this means that there is a non-analyticity at $T_c$. We want to point out that any thermodynamic quantity derived from the free energy is an analytic function at finite $T$. Phase transitions and corresponding singularities only occur at $T = 0$. However, quantities describing the asymptotics of correlation functions (i.e. CL) may show non-analyticities even at finite temperature. Such crossovers between CL’s are characteristic for the non-universal high $T$ lattice regime, whereas no crossovers are expected in the universal quantum critical regime described by CFT. The second largest spin CL is given at low temperatures by a pair of complex conjugated eigenvalues. Complex eigenvalues always appear in pairs, because the QTM is non-symmetric but real and lead to incommensurate oscillations, i.e. $k \neq 0, \pi$. An incommensurate wavevector $k$ is depending on temperature as seen in the inset of Fig. B. The leading d-d CL shows no oscillations at high temperatures but is crossed at lower temperatures by a real, negative eigenvalue leading to $\pi$-oscillations before again the non-oscillating part dominates. Below $T_c \approx 0.5$ the largest d-d CL is given by a complex eigenvalue pair. The wavevector for this incommensurate part is again shown in the inset of Fig. B. It is illuminating to regard first the d-d correlation for a system of free spinless fermions. For such a system the CL’s can be easily calculated (see appendix A) and it turns out that a non-oscillating part and a part with $k = \pi$ arise, both with a CL given by $\xi^{-1} = 2\text{arcsinh}(\pi T)$. Therefore the CL’s at high temperature behave as $\xi^{-1} \sim \ln(T)$ consistent with the numerical results. In the low temperature limit it follows that $\xi^{-1} \sim 1/(2\pi T)$ what is expected from CFT when the velocity $v$ and the scaling dimension $x$ are equal to 1.
indicating that $M \rightarrow 0$ when $T \rightarrow 0$. This is reasonable, because at zero temperature the CL’s diverge and the matrixelements have to approach zero so that the series in Eq. (1) is not diverging but sums up to an algebraic function. The numerical results also show that the matrixelements $M_{\alpha \tau}$ 0 if $T \rightarrow 0$.

To understand the behavior of the CL’s at low temperatures in detail it is useful to regard the results from the Bethe ansatz and the finite-size scaling technique in CFT at zero temperature. In general, a two-point correlation function of the scaling fields $\phi_{\Delta \pm}(r, \tau)$ with conformal weights $\Delta^\pm$ is given by

$$
\langle \phi_{\Delta \pm}(r, \tau)\phi_{\Delta \pm}(0, 0) \rangle = \frac{e^{i(2\pi - 2k_F, -2k_F)D_x}e^{i(2\pi - 2k_F)D_y}}{(r - iv_c \tau)^{2\Delta^+}(r + iv_c \tau)^{2\Delta^-}}
$$

(12a)

where the conformal weights are determined by quantum numbers of the elementary excitations. Considering here only the case of vanishing magnetic field and using the notation of Ref. 4, the conformal weights reduce to a simple form

$$
\Delta^\pm_c (I, D) = \frac{1}{2} \left( \frac{I_c}{2\xi_c(Q)} \pm \xi_c(Q) \left( D_c + \frac{D_s}{2} \right) \right)^2 + N^\pm_c
$$

(12b)

$$
\Delta^\pm_s (I, D) = \frac{1}{4} \left( I_s - \frac{I_c}{2} + \frac{D_s}{2} \right)^2 + N^\pm_s.
$$

(12c)

$\xi_c(Q)$ is the dressed charge which can be calculated explicitly by solving an integral equation and $(I_c, I_s, D_c, D_s, N_c, N_s)$ are quantum numbers of the excitation. To be specific, $I_c$ counts the total number of holes, $I_s$ the number of holes with respect to the up spins, $D_c$ ($D_s$) the number of holons (spinons) being transferred from one Fermi point to the other and $N_c$ ($N_s$) the number of charge (spin) particle-hole excitations. The Fermi momentum $k_{F\uparrow(\downarrow)}$ for up (down) spin electrons is given by

$$
k_{F\uparrow(\downarrow)} = \frac{\pi}{2} (n \pm 2m)
$$

(12d)

where $m$ is the magnetization. If no magnetic field is applied then $k_{F\uparrow} = k_{F\downarrow} = k_F$. As shown in Fig. 3 the density in the zero temperature limit for $\mu = -1.4$ is approximately $n_{T\rightarrow 0} \approx 0.524$ and therefore $k_F \approx 0.823$.

In the inset of Fig. 3 the circles denote $k = \pm 2k_F$ at zero temperature indicating that the leading d-d and s-s CL’s with incommensurate oscillations correspond to the $2k_F$-oscillating part. From Eq. (12a) we derive

$$
\langle n(r)n(0) \rangle = \text{const.} + A_0 r^{-2} + A_2 r^{-\alpha_c} \cos(2k_F r) + A_4 r^{-\beta_c} \cos(4k_F r)
$$

(13a)

for the equal-time d-d correlation, where $A_i$ are matrix-elements. The non-oscillating part is due to the lowest particle-hole excitation $(0, 0, 0, 0, 1, 0)$, the $2k_F$ part due to a $(0, 0, \pm 1, 0, 0)$ excitation, while the $4k_F$ part arises from the excitation $(0, 0, \pm 1, 0, 0)$. Thus, the critical exponents can be calculated from Eq. (12a) leading to

$$
\alpha_c = 1 + \frac{\xi_c^2(Q)}{2}, \quad \beta_c = 2 \xi_c^2(Q).
$$

(13b)

The equal-time s-s correlation has the same form as Eq. (13a), but the constant as well as the $4k_F$ part are absent and the matrix-elements are different. The critical exponent of the $2k_F$ part is the same but the corresponding excitation is now $(0, 0, 0, \pm 1, 0, 0)$. As shown in Ref. 2 the dressed charge $\xi_c(Q)$ varies between $\sqrt{2}$ for $n = 0$ and 1 at half-filling. Thus, $\alpha_c$ is always the smallest critical exponent and therefore the $2k_F$ parts of the correlation functions dominate at zero temperature.

The results for the correlation functions shown here are absolutely consistent with TLL theory when the identification

$$
K_\rho = \frac{\xi_c^2(Q)}{2}
$$

(14)

is used. For the Tomonaga-Luttinger model it is also possible to calculate multiplicative logarithmic corrections to the algebraic terms of Eq. (13a) which are not directly accessible within Bethe ansatz and CFT. It turns out that the $2k_F$ parts of the d-d and the s-s correlation have different logarithmic corrections given by $\ln^{-3/2} r (\ln^{1/2} r)$ for the d-d (s-s) correlation.

The long-distance asymptotics of correlation functions at small finite temperature can still be obtained from conformal invariance by the usual mapping of the complex plane onto a strip of width 1/T with periodic boundary conditions. Eq. (12a) is then replaced by

$$
e^{i(2\pi - 2k_F, -2k_F)D_x}e^{i(2\pi - 2k_F)D_y} \left( \frac{\pi T}{v_c \sinh(\pi T(x - iv_c \tau)/v_c)} \right)^{2\Delta^+} \left( \frac{\pi T}{v_s \sinh(\pi T(x + iv_c \tau)/v_c)} \right)^{2\Delta^-} x
$$

(15)

Thus, all CL’s diverge in the low temperature limit as

$$
\xi = \frac{1}{2\pi T \left( \frac{D_c}{2\xi_c} + \frac{D_s}{2\xi_s} \right)} = \frac{\gamma}{T}
$$

(16)

where the coefficient $\gamma = v_s/2\pi$ ($\gamma = v_c/2\pi$) for the non-
oscillating part of the s-s (d-d) CL,

$$\gamma = \frac{2\nu_c}{\pi \left(2\nu_s + \xi_2^s(Q)\right)} \quad (17a)$$

for both $2k_F$ parts whereas

$$\gamma = \frac{\nu_c}{2\pi \xi_2^c(Q)} \quad (17b)$$

for the $4k_F$ part of the d-d CL. Contrary to zero temperature the answer to the question which part dominates depends not only on the scaling dimensions $x_s, x_c$ but also on the velocities $v_{s,c}$. In Fig. 6 the values for these $\gamma$’s are denoted by symbols at $T = 0$ showing good agreement for the non-oscillating parts between the numerics and the CFT results. The $4k_F$-oscillating d-d CL is so small that it is difficult to obtain numerically. From Eq. (17a) the $2k_F$ s-s and d-d CL’s are expected to be equal in the low-temperature limit. However, the numerical result shows that they are well separated even at the lowest accessible temperatures. This is a consequence of the different logarithmic corrections stated above. Quantitatively we can regard a multiplicative logarithmic term $\ln^\alpha r$ as an effective, distance dependent correction of the scaling dimension:

$$x' = x - \frac{1}{2} \ln \ln r \quad (18)$$

The relevant length scale is given by the correlation length at the considered temperature, $r \approx \xi(T)$. Using this correction together with Eq. (18) leads to splitting of the $2k_F$ s-s and d-d CL at finite temperature and to an excellent agreement with the numerical results (see triangle downs in Fig. 6).

Next, we regard the singlet pair CL’s shown in Fig. 7. The CL leading over the entire temperature range is non-oscillating, whereas the next-leading shows incommensurate oscillations. Again the zero temperature result from

Eq. (12d) identifies this contribution as the $2k_F$ part. The form of the algebraically decaying singlet pair correlation $P_s(r,0)$ at zero temperature is given by CFT

$$P_s(r,0) = C_0 r^{-\delta_p} + C_2 r^{-\epsilon_p} \cos(2k_F r). \quad (19a)$$

The non-oscillating term is due to the excitation $(2,1, \pm 1/2, \mp 1,0,0)$ leading to an exponent

$$\delta_p = 1 + \frac{2}{\xi_2^c(Q)} \quad (19b)$$

and the $2k_F$ part due to the excitation $(2,1, \pm 1/2, 0,0,0)$ leading to

$$\epsilon_p = \frac{2}{\xi_2^c(Q)} + \frac{\xi_2^s(Q)}{2}. \quad (19c)$$

Thus, the coefficient $\gamma$ in Eq. (10) is now

$$\gamma = \frac{\nu_c}{\pi \left(\frac{2}{\xi_2^c(Q)} + \frac{\nu_s}{\nu_c}\right)} \quad (20a)$$

for the non-oscillating part, whereas

$$\gamma = \frac{\nu_c}{\pi \left(\frac{2}{\xi_2^c(Q)} + \frac{\xi_2^s(Q)}{2}\right)} \quad (20b)$$

for the $2k_F$ part. The value for the non-oscillating part is again in good agreement with the numerical results whereas the numerical accessible temperature range is not sufficient to compare the $2k_F$ part with CFT (see symbols in Fig. 7).

To illustrate the dependence of the leading s-s and singlet-pair pair CL on electron density, there are plots for three different chemical potentials in Fig. 7. The s-s

![FIG. 6: Leading singlet pair correlation lengths for $J/t = 2.0$ and $\mu = -1.4$. The square at $T = 0$ denotes the CFT result for the non-oscillating part, the circle that for the $2k_F$ part. The inset shows the corresponding wavevectors.](image)

![FIG. 7: The three upper curves show the spin correlation lengths, the other three the singlet pair-pair correlation lengths.](image)
nearly independent of the particle density. The s-s CL shows a non-analyticity at a temperature $T_c$, where the $k = \pi$ part is crossed by the non-oscillating part. With increasing particle density this non-analyticity is shifted to lower temperatures and disappears for chemical potentials $\mu > -0.47$. Therfore no singularity is visible in the Heisenberg limit of the t-J model. $T_c$ as a function of the chemical potential shows an algebraic behavior. A very similar phenomena is described in Ref. 17 where the s-s CL of the 1/2-XXZ chain in a magnetic field is investigated. In this case the magnetic field plays the same role as the chemical potential here. However, the singularity there is associated with a crossover from commensurate oscillations at $T > T_c$ to incommensurate oscillations at $T < T_c$. Recently, temperature dependent CL’s have also been studied analytically in a generalized Hubbard model related to the supersymmetric t-J model.\[\]

B. Static correlation functions

Within the TMRG imaginary time correlation functions are easy to calculate. The fatal point is that the analytical continuation of the imaginary time results to real times is an ill-posed problem. We therefore want to restrict ourselves to the calculation of static correlation functions defined by

$$G(r, z = 0) = \int_0^\beta d\tau G(r, \tau)$$

where $G(r, \tau)$ is the correlation function for distance $r$ and imaginary time $\tau$. Note, that the static correlation function is calculated to higher accuracy than the equal-time correlation. Nevertheless the spatial CL’s are identical in both cases except for the trivial correlations caused by particle-hole excitations which have vanishing matrixelements in the static case (see Eq. 13). The static correlation function can be expressed through the largest eigenvalue and corresponding eigenvectors of the QTM:

$$G(r, z = 0) = \frac{\epsilon}{M A^r_{-1}} \langle \tilde{\Psi}_0^R | \tilde{T}_M T_M^{-1} \tilde{T}_M^r | \tilde{\Psi}_0^R \rangle$$

for distances $r \geq 1$ with the definition

$$\tilde{T}_M = \sum_{k=0}^M T_M(A_{\epsilon-k})$$

where $T_M(A_{\epsilon-k})$ denotes the usual transfer matrix $T_M$ where the considered operator $A$ is added at imaginary time position $\tau = \epsilon \cdot k$ and

$$G(r = 0, z = 0) = \frac{\epsilon}{A_0} \langle \tilde{\Psi}_0^R | \tilde{T}_M | \tilde{\Psi}_0^R \rangle$$

with

$$\tilde{T}_M = \sum_{k=0}^M T_M(A_0, A_{\epsilon-k})$$

These equations are valid within the alternative mapping to the classical model with alternating rows where a local transfer matrix covers only one site (see Sec. 3). Note, that these formulas become more complicated if the usual decomposition of the Hamiltonian into even and odd parts is applied, because in this case even and odd distances as well as distance $r = 1$ have to be treated separately. To check the accuracy of the TMRG algorithm we have calculated the static density-density correlation function for free spinless fermions (see appendix A) showing that the TMRG results are reliable even at short distances $r$. In Fig. 8 (Fig. 9) the

FIG. 8: Static longitudinal s-s correlation function at $T = 2.0$ showing $\pi$-oscillations. The dotted line denotes an envelope corresponding to the exponential decay. The solid line is a guide to the eye.

static longitudinal s-s correlation function for $J/t = 2.0$, $\mu = -1.4$ and $T = 2.0$ ($T = 0.1$) is shown. From Fig. 8 we expect $\pi$-oscillations of the correlation function for $T = 2.0$ and $2k_F$-oscillations for $T = 0.1$ because the non-oscillating part does not show up in a static correlation function as explained before. By us-

FIG. 9: Static longitudinal s-s correlation function at $T = 0.1$ showing incommensurate oscillations. The dotted line denotes an envelope corresponding to the exponential decay. The solid line is a guide to the eye.

ing $\langle S_0^z S_r^z \rangle = A \exp(-r/\xi \cos(kr + \delta)$ as a fit function
we have estimated the CL’s as well as the wavevectors for both temperatures directly from the correlation functions (see legends in Fig. 8 and Fig. 11). In both cases the results coincide within errors of the order $10^{-4}$ with that obtained by using directly the eigenvalues of the QTM. The perfect coincidence of the CL’s estimated directly from the eigenvalues and that from a fit of the correlation function is not astonishing. In both cases the same QTM is used in the numerics where several eigenvalues are calculated directly using diagonalization routines in the first case whereas only the largest eigenvalue and the corresponding eigenvectors are needed to calculate the correlation function by some time-consuming matrix-vector multiplications in the second case. However, it provides a good consistency check of the numerics.

IV. THE PHYSICALLY RELEVANT REGION

As mentioned in the introduction the t-J model is a simplification of the Hubbard model obtained in the limit $U \gg t$. Thus, one is especially interested in the case where the spin exchange coupling $J = 2t^2/|U|$ is smaller than the hopping $t$. The TMRG is applicable for any value of $J/t$ with almost the same accuracy and our algorithm remains stable even in the limiting cases $J/t \ll 1$ or $J/t \gg 1$. Problems as reported by Ammon et al. never occurred in our algorithm. To be specific, we never observed that the algorithm breaks down after performing only a few or more RG-steps although we have retained up to 240 states to calculate the correlation lengths accurately. In the following calculations we set $J/t = 0.35$, a value often used in the literature.

When regarding the specific heat shown in Fig. 10 a two-peak structure is again obvious in the high and medium density case and there seems to be a linear regime consistent with TLL theory, although we have noticed in the supersymmetric case that numerical errors grow up for low temperatures. The structure of the spin and charge susceptibilities (see Fig. 11) looks also rather similar to the supersymmetric case. The arguments given

![FIG. 10: Specific heat for $J/t = 0.35$ and three different chemical potentials corresponding in the low temperature limit to a high ($\mu = 1.2$), medium ($\mu = -0.7$) and low ($\mu = -1.4$) electron density. Note again the two-peak structure due to spin-charge separation. The inset shows the temperature dependence of the densities $n(\mu, T)$ for the same chemical potentials.](image)

![FIG. 11: Susceptibilities and compressibilities for the three different chemical potentials and $J/t = 0.35$.](image)

for the high and low temperature regime of the susceptibilities are also applicable here. It is easy to understand that the absolute values of the spin susceptibility are now larger, because the weaker antiferromagnetic coupling $J$ suppresses less efficiently a ferromagnetic alignment of spins. In principle, the qualitative discussion of $c$, $\chi_s$ and $\chi_c$ is very similar to that of the integrable case. There are, however, two modifications. First, in the charge susceptibility for low densities we observe two maxima. We do not have any simple explanation of this fact. Note that a similar observation has been made for the Hubbard chain. Second, due to the different energy scales of spinon and incoherent single particle motion at any density there are two maxima in $c(T)$ even at densities close to 1.

We also calculated again several s-s and d-d CL’s as shown in Fig. 11. The CL’s are now often difficult to distinguish and the crossing of CL’s is “smoother” and shifted to higher temperatures when compared with the supersymmetric case. This clearly shows that the spin-exchange interaction is responsible for the various crossovers of CL’s and in Appendix C we show that all such crossovers vanish for free spinless fermions. It is also striking that incommensurate oscillations are now present even at high temperatures. The leading s-s CL shows oscillations which are identified by Eq. (12d) as $2k_F$ whereas one of the d-d CL shows $4k_F$ oscillations. The other d-d CL from Fig. (12) is non-oscillating and leading in the low-temperature limit. These kind of oscillations are expected from TLL theory (see Eq. (13a)) and we also note that the CL’s seem to diverge again as $\xi \sim 1/T$ for low temperatures. This provides additional
FIG. 12: S-s and d-d CL’s for $J/t = 0.35$ and $\mu = -0.7$. The inset shows the corresponding wavevectors. The circles (diamonds) denote the CFT result for $\pm 2k_F$ ($\pm 4k_F$).

evidence that the t-J model at $J/t = 0.35$ belongs to the same universality class (TLL) as the supersymmetric model.

V. PHASE SEPARATION

At $J/t$ large, the attractive Heisenberg interaction in Eq. (1) dominates the kinetic energy term. In a canonical ensemble the model therefore phase separates into a high density and a low density region in order to optimize the Heisenberg energy. In our grand-canonical description of the model, however, there remains a competition between the chemical potential term and the Heisenberg exchange energy. If we ignore the kinetic energy completely - what is exact if total phase separation occurs - a simple picture evolves. Because the ground state energy of a $s = 1/2$-Heisenberg chain per particle is given by $-J \ln 2$, we expect in the limit $T \to 0$ an empty state if $\mu < -J \ln 2$ and a state with $n = 1$ if $\mu > -J \ln 2$. Therefore phase separation can only be present at one special point characterized by $\mu \approx -J \ln 2$. In the Figures 13(a), 13(b) 13(c) the density at a constant temperature is shown as a function of the chemical potential for three different parameters $J/t$. Fig. 13(a) shows that at $J/t = 3.1$ the compressibility $\partial n/\partial \mu$ in the limit $T \to 0$ is not diverging, indicating that the phase separated region is not yet reached. At $J/t = 3.3$ (Fig. 13(b)) the density jumps from $n = 0$ to $n \approx 0.8$ at $\mu \approx -J \ln 2$ in the limit $T \to 0$ as expected for the phase separated region. The phase separation is here between the empty and an electron rich state. At $J/t = 3.5$ we find full phase separation, indicated by the jump of the density from 0 to 1 for $T \to 0$ (see Fig. 13(c)). Our calculations confirm that the fully phase-separated state is destroyed by introducing holes into the Heisenberg chain island as stated by Ogata et al.

FIG. 13: The figures show the density as a function of the chemical potential for fixed temperatures $T$ in units of $t$. Note that the lines connect a finite number of data points.

VI. LUTHER-EMERY PHASE

As already mentioned in the introduction a phase with a spin gap is expected at least for low densities and values of $J/t$ close to phase separation. Because we expect the spin gap to be caused by a marginal operator leading to an exponentially small gap, the TMRG is not suited to determine the phase boundaries. However, in regions where the spin gap is larger than the lowest accessible temperature the TMRG can show the existence of such a phase without using any additional assumptions. A spin gap is directly visible in the spin susceptibility going to zero for $T \to 0$. Therefore, we have calculated the spin susceptibility for two different values of $J/t$ close to phase separation and have chosen chemical potentials so that the density is given by $n \approx 0.2$ for low temperatures (see Fig. 14). In both cases a very small spin gap appears. The quadratic dispersion of a gapped 1D system leads to $\chi \sim \exp(-\Delta/T)/\sqrt{T}$ for the low-temperature asymptotics. Using this function for a fit of the numerical data,
we find $\Delta = 0.05 \pm 0.01$ in both cases.

Another proof of LE-properties of the t-J model is given by the calculation of s-s and d-d CL’s. In Fig. 13 these CL’s are shown as usual as temperature times CL versus temperature. A spin gap is connected with finite s-s CL’s $\xi_s$ and we therefore expect that $T \cdot \xi_s \to 0$ for $T \to 0$. On the other hand the d-d CL’s $\xi_n$ are not affected and should still diverge as $\xi_n \sim 1/T$ for low temperatures. This picture seems to be consistent with the numerical results. However, we are not able to present numerical data for lower temperatures, which could support this scenario further.

VII. T-J MODEL WITH ISING ANISOTROPY

In this section we want to consider the t-J model with modification of Hamiltonian (1) by replacing

$$S_iS_{i+1} \to S_i^xS_{i+1}^x + S_i^yS_{i+1}^y + \Delta S_i^zS_{i+1}^z - \frac{\Delta}{4}n_in_{i+1}$$

where $\Delta > 1$. We expect that such an anisotropy enhances superconducting correlations relative to d-d correlations as has been explicitly shown in an exactly solvable anisotropic t-J model by Bariev et al. However, their version includes some unphysical parity breaking terms (keeping PT-symmetry) making it interesting to investigate if the same is true for the model defined here.

For the Heisenberg chain it is known that an Ising-like anisotropy promotes long range spin order and causes a spin gap. The situation is more complicated in the t-J model: The charge sector is unaffected and the charge excitations remain critical (i.e. d-d correlations decay algebraically in the ground state). The expected long range spin order could be hidden when the density $n \neq 1$, because the spin operators act on the physical lattice whereas the spins are coupled to the “electron lattice”. The long range order would then be visible only in a string order parameter $\langle S_i^zS_j^z \rangle$ where all empty sites between 0 and $r$ are omitted. This has been emphasized also by Pruschke and Shibata who have studied the limit $J/t \to 0$. In any case there has to be a spin gap also in the t-J model if $\Delta > 1$. However, in the Heisenberg chain the gap is given by $\Delta E \propto \exp(-J/(\Delta - 1))$ leading to an exponential small gap and this gap is further reduced in the t-J model for densities $n < 1$ making it often undetectable in the thermodynamical data. In Fig. 16 a spin gap $\Delta_s = 0.054 \pm 0.01$ is visible in the susceptibility data for $\mu = -1.5$ corresponding to $n \approx 0.98$ in the low-temperature limit. This is in agreement with the gap $\Delta_{HB} = 0.043$ for the Heisenberg chain with the same anisotropy. For $\mu = -1.8$ ($n_{T \to 0} \approx 0.54$) and $\mu = -2.0$ ($n_{T \to 0} \approx 0.27$) the spin gap is so small.
that it is not visible in the accessible temperature range. The specific heat (Fig. 17) looks qualitatively similar to the isotropic case. Again two peaks (shoulders) are visible corresponding to spinon and holon excitations. In the non-universal high T lattice into the quantum critical regime ($T \ll t$). The non-universal regime is characterized by various crossovers between CL’s with different wavevectors whereas the CL’s are non-crossing and diverging as $1/T$ in the universal TLL regime. A good coincidence between predictions for the low-temperature asymptotics of CL’s by CFT and the numerical results was shown, but it was important to take also the logarithmic corrections into account. For $J/t = 0.35$, a value often considered physically relevant, we observed properties that were rather similar to the supersymmetric case. In particular, the t-J model at this parameter point belongs also to the TLL universality class. In our grand-canonical description phase separation has the meaning of phase coexistence at one chemical potential $\mu$. This is due to the remaining competition between the Heisenberg and the chemical potential term. If $J/t$ is large enough so that total phase separation occurs this competition leads to an empty state for $T = 0$ if $\mu < -J \ln 2$ and to a state with $n = 1$ if $\mu > -J \ln 2$. Our data also show that the fully phase separated state is destroyed by introducing holes into the Heisenberg island. By calculating directly the spin susceptibility for small densities and values of $J/t$ near phase separation, we have proven the existence of a spin-gap phase without making additional assumptions. This was also supported by the calculation of s-s and d-d CL’s, indicating that all spin CL’s are finite at zero temperature, whereas the d-d CL’s are unaffected and diverging still as $1/T$. Finally we have studied the t-J model with an additional Ising-like anisotropy and have shown that singlet pair correlations are enhanced so that a tendency towards superconductivity is expected in higher dimensions.

**FIG. 17:** Specific heats for the same chemical potentials and same parameters as in Fig. 16.

**FIG. 18:** Leading d-d and longitudinal s-s CL’s for $\mu = -1.8$ and $\Delta = 1.5$. Additionally, the leading singlet pair CL is plotted. The shown CL’s have commensurate oscillations.

**FIG. 12** shows several crossovers in the CL’s are visible. In the low-temperature regime the leading d-d and longitudinal s-s CL’s diverge as $\xi \sim 1/T$ showing that the charge excitations remain critical and that the long-range spin order is hidden. As expected the singlet pair CL dominates at low temperatures over the d-d CL supporting that an Ising-like anisotropy could be a mechanism leading to superconductivity in higher dimensions.

**VIII. CONCLUSIONS**

We have described briefly two variants of the TMRG algorithm, where the novel one allows to determine wavevectors unambiguously solely from the eigenvalues of the QTM and makes the calculation of static correlation functions much easier. At the supersymmetric point of the one-dimensional t-J model an excellent agreement between the numerical results and Bethe ansatz was found. Additionally, the numerical results for correlation lengths and static correlation functions have been successfully tested for free spinless fermions. This shows that the TMRG is well suited even for fermionic systems and yields accurate results over a wide temperature range what was sometimes questioned before. In particular, we have concentrated on the calculation of correlation lengths at the supersymmetric point to study the crossover from the non-universal high T lattice into the quantum critical regime ($T \ll t$). The non-universal regime is characterized by various crossovers between CL’s with different wavevectors whereas the CL’s are non-crossing and diverging as $1/T$ in the universal TLL regime. A good coincidence between predictions for the low-temperature asymptotics of CL’s by CFT and the numerical results was shown, but it was important to take also the logarithmic corrections into account. For $J/t = 0.35$, a value often considered physically relevant, we observed properties that were rather similar to the supersymmetric case. In particular, the t-J model at this parameter point belongs also to the TLL universality class. In our grand-canonical description phase separation has the meaning of phase coexistence at one chemical potential $\mu$. This is due to the remaining competition between the Heisenberg and the chemical potential term. If $J/t$ is large enough so that total phase separation occurs this competition leads to an empty state for $T = 0$ if $\mu < -J \ln 2$ and to a state with $n = 1$ if $\mu > -J \ln 2$. Our data also show that the fully phase separated state is destroyed by introducing holes into the Heisenberg island. By calculating directly the spin susceptibility for small densities and values of $J/t$ near phase separation, we have proven the existence of a spin-gap phase without making additional assumptions. This was also supported by the calculation of s-s and d-d CL’s, indicating that all spin CL’s are finite at zero temperature, whereas the d-d CL’s are unaffected and diverging still as $1/T$. Finally we have studied the t-J model with an additional Ising-like anisotropy and have shown that singlet pair correlations are enhanced so that a tendency towards superconductivity is expected in higher dimensions. Further on, we have settled that the expected long range spin order is hidden away from half-filling, because the spins are coupled to the “electron lattice” whereas the operators act on the physical lattice.
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Appendix A: Free Spinless Fermions

Here we calculate the density-density correlation function for a system of free spinless fermions on a lattice. The Hamiltonian is given by

\[ H = -t \sum_q \cos(q) c_q^\dagger c_q \]  \hspace{1cm} (A1)

and the density operator by

\[ \rho_q(t) = \frac{1}{V} \sum_k c_{k+q/2}(t)c_{k-q/2}(t). \]  \hspace{1cm} (A2)

By applying Wick’s theorem the d-d correlation function separates into two-point functions

\[ \langle c_k^\dagger(t)c_{-k}^\dagger(0)c_0(0)c_0(0)\rangle = \frac{1}{V^2} \left( \sum_k n(\epsilon_k) \right)^2 \]  \hspace{1cm} (A3)

\[ + \frac{1}{V^2} \sum_{k,q} e^{iqr} \langle c_{k+q/2}(t)c_{k-q/2}(0)c_{k+q/2}(0)c_{k-q/2}(0)\rangle \]

where \( \epsilon_k = -t \cos(k) \) and \( n(\epsilon_k) \) is the Fermi function. By using the Matsubara formalism, inserting the known results for the electrons Green’s function and then going back to real time, this is easily transformed into

\[ \langle c_k^\dagger(t)c_{-k}^\dagger(0)c_0(0)c_0(0)\rangle = n^2 \]  \hspace{1cm} (A4)

\[ + \frac{1}{V^2} \sum_{q,k} e^{iqr} \frac{e^{i(\epsilon_k-q/2-\epsilon_{k+q/2})t}}{(e^{\beta \epsilon_k+\pi/2} + 1)(e^{-\beta \epsilon_k+\pi/2} + 1)}. \]

Regarding only the connected part and transforming to Matsubara frequencies we get in the free fermion case

\[ G(r,z=0) = \frac{1}{(2\pi)^2} \int dq \int dk \frac{n(\epsilon_{k+q/2}) - n(\epsilon_{k-q/2})}{\epsilon_{k+q/2} - \epsilon_{k-q/2}} \cos(qr) \]  \hspace{1cm} (A5)

for the static density-density correlation function as defined in Eq. (24). In Fig. 19 we show results for two characteristic temperatures obtained by TMRG using Eqs. (A3) and (A4) in comparison to the exact results from a numerical evaluation of Eq. (A3). The absolute error is largest for short distances and decreases exponentially with distance. However, even at \( T/t = 0.1 \) the error always remains smaller than \( 10^{-2} \) showing that TMRG yields useful results not only for the asymptotic behavior of static correlation functions but also at short distances.

Returning to Eq. (A3) and setting \( t = 0 \) we find

\[ \langle c_k^\dagger c_{-k}^\dagger c_0 c_0 \rangle = \frac{1}{2\pi} \int_{-\pi}^\pi dq \frac{e^{iqr}}{e^{-\beta \cos(q)} + 1} + 1 \]

\[ \times \frac{1}{2\pi} \int_{-\pi}^\pi dk \frac{e^{-ikr}}{e^{\beta \cos(k)} + 1}. \]  \hspace{1cm} (A6)

Now we can in principle evaluate these integrals by closing the integration path in the upper (lower) half plane and using Cauchy’s formula. The poles are at the points

\[ q, k = \pm \frac{\pi}{2} \pm \text{i arcsinh} \left( (2n + 1) \frac{\pi}{\beta} \right) \]  \hspace{1cm} (A7)

and thus, the dominant contribution is

\[ \langle c_k^\dagger c_{-k}^\dagger c_0 c_0 \rangle \sim M e^{-r/\xi(1 - \cos(\pi r))} \]  \hspace{1cm} (A8a)

where the matrixelement is given by

\[ M = \frac{2}{\pi^2 + \beta^2} \]  \hspace{1cm} (A8b)

and the CL by

\[ \xi = \frac{1}{2} \text{arcsinh}(\pi/\beta). \]  \hspace{1cm} (A8c)

In Fig. 20 the leading CL received by Eq. (A8c) is shown together with TMRG results calculated by Eq. (23). A good agreement is obtained with errors of the numerical data remaining smaller than \( 10^{-3} \) for temperatures down to \( T/t \sim 0.1 \).
FIG. 20: Results for the correlation length calculated by Eq. (A8d) (line) compared to TMRG results (circles) with 120 states retained. The inset shows the errors of the TMRG results.
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