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Abstract

Erdős determined the maximum size of a nonhamiltonian graph of order $n$ and minimum degree at least $k$ in 1962. Recently, Ning and Peng generalized Erdős’ work and gave the maximum number of $s$-cliques $h_s(n, c, k)$ of graphs with prescribed order $n$, circumference $c$ and minimum degree at least $k$. But for some quadruple $n, c, k, s$ the maximum number of $s$-cliques is not attained by a graph of minimum degree $k$. For example, $h_2(15, 14, 3) = 77$ is attained by a unique graph of minimum degree 7, not 3. In this paper we obtain more precise information by determining the maximum number of $s$-cliques of a graph with prescribed order, circumference and minimum degree. Consequently we solve the corresponding problem for longest paths.
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1 Introduction

We consider finite simple graphs, and use standard terminology and notations. The order of a graph is its number of vertices, and the size is its number of edges. For graphs we will use equality up to isomorphism, so $G_1 = G_2$ means that $G_1$ and $G_2$ are isomorphic. $\overline{G}$ denotes the complement of a graph $G$. For two graphs $G$ and $H$, $G \vee H$ denotes the
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join of $G$ and $H$, which is obtained from the disjoint union $G + H$ by adding edges joining every vertex of $G$ to every vertex of $H$. $K_n$ denotes the complete graph of order $n$.

Denote by $V(G)$ and $E(G)$ the vertex set and edge set of a graph $G$. Let $e(G)$ denote the size of $G$. For a vertex $v$ in a graph, we denote by $d(v)$ and $N(v)$ the degree of $v$ and the neighborhood of $v$ in $G$, respectively. For $H \subseteq V(G)$, we denote by $N_H(v)$ the set $H \cap N(v)$ and denote $d_H(v) = |N_H(v)|$. We denote by $\delta(G)$ the minimum degree of a graph $G$. For two vertices $u$ and $v$, we use the symbol $u \leftrightarrow v$ to mean that $u$ and $v$ are adjacent and use $u \not\leftrightarrow v$ to mean that $u$ and $v$ are non-adjacent.

In 1961 Ore [14] determined the maximum size of a nonhamiltonian graph with a given order and also determined the extremal graphs.

**Theorem 1.** (Ore [14]) The maximum size of a nonhamiltonian graph of order $n$ is $(\binom{n-1}{2}) + 1$ and this size is attained by a graph $G$ if and only if $G = K_1 \lor (K_{n-2} + K_1)$ or $G = K_2 \lor K_3$.

Bondy [1] gave a new proof of Theorem 1. It is natural to ask the same question by putting constraints on the graphs. In 1962 Erdős [5] determined the maximum size of a nonhamiltonian graph of order $n$ and minimum degree at least $k$.

**Theorem 2.** (Erdős [5]) Let $n$, $k$ be integers with $1 \leq k \leq \lfloor \frac{n-1}{2} \rfloor$, and set $h(n, k) = \binom{n-k}{2} + k^2$. If $G$ is a nonhamiltonian graph of order $n$ with $\delta(G) \geq k$, then

$$e(G) \leq \max\{h(n, k), h(n, \left\lfloor \frac{n-1}{2} \right\rfloor)\}.$$  

Füredi, Kostochka and Luo [8] proved a stability version of this theorem in 2018. The circumference $c(G)$ of a graph $G$ is the length of a longest cycle in $G$. Determining the circumference of a graph is a classical problem in graph theory. It is well known that even determining if a graph is hamiltonian is NP-hard. One cornerstone in this direction is the following celebrated Erdős-Gallai theorem.

**Theorem 3.** (Erdős and Gallai [6]) Let $G$ be a graph with order $n$ and circumference $c$. Then $e(G) \leq c(n - 1)/2$.

This is sharp if $n - 1$ is divisible by $c - 1$. This can be seen by considering the graph $(\frac{n-1}{c-1}K_{c-1}) \lor K_1$. Theorem 3 also implies that if an $n$-vertex graph $G$ contains no path of length $p$, then $e(G) \leq (p - 1)n/2$. Füredi, Kostochka and Verstraëte [9] proved a stability version of Theorem 3.
Notation 1. An \(s\)-clique is a clique of cardinality \(s\). Fix \(n - 1 \geq c \geq 2k \geq 4\). Let 
\[ F(n, c, k) = K_k \lor (K_{c+1-2k} + K_{n-c-1+k}). \]
For \(t = \lfloor c/2 \rfloor\), let \(G(n, c, k)\) denote the graph obtained from \(K_t \lor (K_{c+1-2t} + K_{n-c-1+t})\) by deleting \(t - k\) edges that are incident to one common vertex in \(K_{n-c-1+t}\). Denote by \(f_s(n, c, k)\) the number of \(s\)-cliques in \(F(n, c, k)\) and by \(g_s(n, c, k)\) the number of \(s\)-cliques in \(G(n, c, k)\); more precisely,
\[
\begin{align*}
  f_s(n, c, k) &= \binom{c + 1 - k}{s} + (n - c - 1 + k)\binom{k}{s-1}, \\
  g_s(n, c, k) &= \binom{c + 1 - t}{s} + (n - c - 2 + t)\binom{t}{s-1} + \binom{k}{s-1}.
\end{align*}
\]

We write \(f(n, c, k)\) for \(f_2(n, c, k)\) which equals the size of \(F(n, c, k)\), and we write \(g(n, c, k)\) for \(g_2(n, c, k)\) which equals the size of \(G(n, c, k)\).

By imposing minimum degree as a new parameter, Woodall [16] asked the following refinement of Theorem 3 in 1976.

**Conjecture 4.** (Woodall [16]) Let \(c \leq n - 1\). The maximum size of a 2-connected graph with order \(n\), circumference \(c\) and minimum degree at least \(k\) is
\[
\max\{f(n, c, k), f(n, c, \lfloor c/2 \rfloor)\}.
\]

Woodall’s conjecture 4 has been proved (see [7],[11],[13],[16]). For further developments on this topic, see [12]. Improving Theorem 3, Kopylov [10] proved the following result in 1977.

**Theorem 5.** (Kopylov [10]) The maximum size of a 2-connected graph of order \(n\) and circumference \(c\) with \(c \leq n - 1\) is
\[
\max\{f(n, c, 2), f(n, c, \lfloor c/2 \rfloor)\}.
\]

Hence when \(f(n, c, \lfloor c/2 \rfloor) > f(n, c, 2)\), the graph which attains this bound has minimum degree \(\lfloor c/2 \rfloor\).

**Notation 2.** For \(s \geq 2\), let \(N_s(G)\) denote the number of \(s\)-cliques in \(G\); e.g., \(N_2(G) = e(G)\).

Generalizing Theorem 5 (but using Kopylov’s proof idea), Luo [11] proved the following result.
Theorem 6. (Luo [11]) Let \( n - 1 \geq c \geq 4 \) and let \( s \geq 2 \). If \( G \) is a 2-connected \( n \)-vertex graph with \( c(G) = c \), then
\[
N_s(G) \leq \max\{f_s(n, c, 2), f_s(n, c, \lfloor c/2 \rfloor)\}.
\]

Ning and Peng present an extension of Theorem 6 by adding a restraint on the minimum degree.

Theorem 7. (Ning and Peng [13]) Let \( c \leq n - 1 \) and \( s \geq 2 \). If \( G \) is a 2-connected graph of order \( n \) with \( c(G) = c \) and minimum degree \( \delta(G) \geq k \geq 2 \), then
\[
N_s(G) \leq \max\{f_s(n, c, k), f_s(n, c, \lfloor c/2 \rfloor)\}.
\]

Let \( h_s(n, c, k) \) denote the maximum number of \( s \)-cliques in graphs with prescribed order \( n \), circumference \( c \) and minimum degree at least \( k \). One can easily find that Theorem 2 and Theorem 6 are special cases of theorem 7. But for some cases, the bound can not be attained by a graph of minimum degree \( k \). For example, \( h_2(15, 14, 3) = 77 \) is attained by a unique graph of minimum degree 7, not 3.

In this paper we obtain more precise information by determining the maximum number of \( s \)-cliques of a graph with given order, circumference and minimum degree. Consequently we solve the corresponding problem for longest paths. One of our main results is the following:

Theorem 8. Let \( \varphi_s(n, c, k) \) denote the maximum number of \( s \)-cliques in a 2-connected nonhamiltonian graph of order \( n \) with circumference \( c \) and minimum degree \( k \). Then
\[
\varphi_s(n, c, k) = \max\{f_s(n, c, k), g_s(n, c, k)\}.
\]

In Section 2 we give a proof of Theorem 8, and in Section 3 we give the corresponding result for longest paths and some corollaries.

2 Proof of Theorem 8

We will need the following lemmas.
Lemma 9. (Chvátal [3]) Let $G$ be a graph with degree sequence $d_1 \leq d_2 \leq \cdots \leq d_n$ where $n \geq 3$. If there is no integer $i$ with $1 \leq i < n/2$ such that $d_i \leq i$ and $d_{n-i} < n-i$, then $G$ is hamiltonian.

Lemma 9 can also be found in [2, p.488].

Lemma 10. (Dirac [4]) Every 2-connected $n$-vertex graph $G$ has a cycle of length at least $\min\{n, 2\delta(G)\}$.

Let $S, T$ be disjoint subsets of $V(G)$, denote by $(S, T)$-path a path in $G$ from $S$ to $T$ has only endpoints in $S \cup T$. If $S = \{x\}$ and $T = \{y\}$, let $P(x, y)$ denote an $(S, T)$-path and $|P(x, y)|$ denote the order of $P(x, y)$. Let $P$ be a path. If $u, v \in V(P)$, the closed interval $P[u, v]$ is defined to be the subpath of $P$ with endpoints $u$ and $v$.

Lemma 11. Let $G$ be a $k$-connected graph, and let $S, T$ be disjoint subsets of $V(G)$ with cardinality at least $k$. Then $G$ has $k$ pairwise disjoint $(S, T)$-paths.

Lemma 11 can be found in [15, p.174]. To prove our main result, we need the following lemma which is stated in [10] without proof. This important lemma has been used in several papers. For completeness, we give a proof.

Lemma 12. (Kopylov [10]) Let $P$ be an $(x, y)$-path of length $m$ in a 2-connected graph $G$. Then

$$c(G) \geq \min\{m + 1, d_P(x) + d_P(y)\}.$$  

Proof. Let $P = x_0x_1, \cdots x_m$ with $x_0 = x$ and $x_m = y$. Let $I = \{i|x_i \leftrightarrow x\}$ and $J = \{j|x_j \leftrightarrow y\}$. We distinguish three cases.

Case 1. There exists a vertex a vertex $x_i$, where $1 \leq i \leq m - 1$ such that $x_0$ is connected to $x_i$ and $x_m$ to $x_{i-1}$, then $xx_i \cup P[x_i, y] \cup yx_{i-1} \cup P[x_{i-1}, x]$ is a cycle of length at least $m + 1$.

Case 2. Max$(I) > \min(J)$ and for any $i \in I, i-1 \notin J$. Chose $i \in I$ and $j \in J$ such that $i > j$ and $i - j$ is minimum. Denote by $k$ the order of the cycle $C = xx_i \cup P[x_i, y] \cup yx_{j} \cup P[x_{j}, x]$. We claim that $k \geq d_P(x) + d_P(y)$. First note that $N_P(x) \cup N_P(y) \cup \{x, y\} \subseteq V(C)$. Thus $k \geq d_P(y) + 1$. If $s \in I$ and $s \neq i$, then $x_{s-1} \in V(C)$ and $s - 1 \notin J$. It follows that $k \geq (d_P(y) + 1) + (d_P(x) - 1) = d_P(x) + d_P(y)$.

Case 3. Max$(I) \leq \min(J)$. Let $i = \max(I)$ and $j = \min(J)$. Denote $S = \{x, x_1, \cdots, x_i\}$ and $T = \{x_j, x_{j+1}, \cdots, y\}$. Since $G$ is 2-connected, by Lemma 11, there exist two vertex
disjoint \((S, T)\)-paths \(Q_1\) and \(Q_2\). Let \(V(Q_1) \cap S = \{x_a\}, V(Q_1) \cap T = \{x_b\}, V(Q_2) \cap S = \{x_c\}\) and \(V(Q_2) \cap T = \{x_d\}\). Define \(a', b', c', d'\) as follows, \(a'\) be the smallest integer such that \(a' \in I\) and \(a' > a\), \(b'\) be the largest integer such that \(b' \in J\) and \(b' < b\), \(c'\) be the smallest integer such that \(c' \in I\) and \(c' > c\) and \(d'\) be the largest integer such that \(d' \in J\) and \(d' < d\). Denote \(W = P[x_i, x_j]\).

If one of \(Q_1\) and \(Q_2\), say \(Q_1\), is vertex-disjoint from \(W\), the cycle
\[
xx_a \cup P[x_a, x_b] \cup x_by \cup P[y, x_b] \cup Q_1 \cup P[x_a, x]
\]
contains \(N_P(x) \cup N_P(y) \cup \{x, y\}\). Hence \(c(G) \geq d_P(x) + d_P(y)\).

Now suppose both \(Q_1\) and \(Q_2\) intersect \(W\). Let \(x_q, x_r \in [V(Q_1) \cup V(Q_2)] \cap V(W)\) be such that the subscript \(q\) is the smallest and \(r\) is the largest. Without lost of generality, suppose \(x_q \in V(Q_1)\).

If \(x_r \in Q_1\), we have the cycle
\[
xx_c \cup P[x_c, x_q] \cup Q_1[x_q, x_r] \cup P[x_r, x_d] \cup x_dy \cup P[y, x_d] \cup Q_2 \cup P[x_c, x].
\]
This cycle contains \(N_P(x) \cup N_P(y) \cup \{x, y\}\). Hence \(c(G) \geq d_P(x) + d_P(y)\).

If \(x_r \in Q_2\), we have the cycle
\[
xx_c \cup P[x_c, x_q] \cup Q_1[x_q, x_b] \cup P[x_b, y] \cup yx_r \cup P[x_r, x_r] \cup Q_2[x_r, x_c] \cup P[x_c, x].
\]
This cycle contains \(N_P(x) \cup N_P(y) \cup \{x, y\}\). Hence \(c(G) \geq d_P(x) + d_P(y)\). All the possible cases have been considered, and hence the proof is complete.

The following definition of \(t\)-\textit{disintegration} of a graph is due to Kopylov [10].

**Definition 1.** \((t\)-disintegration of a graph, Kopylov [10]). Let \(G\) be a graph and \(t\) be a natural number. Delete all vertices of degree at most \(t\) from \(G\); for the resulting graph \(G'\), we again delete all vertices of degree at most \(t\) from \(G'\). Iterating this process until we finally obtain a graph, denoted by \(D(G; t)\), such that either \(D(G; t)\) is a null graph or \(\delta(D(G; t)) \geq t + 1\). The graph \(D(G; t)\) is called the \((t + 1)\)-\textit{core of} \(G\).

**Definition 2.** Let \(W\) be a set of vertices in a graph \(G\). \(G\) is called \textit{edge-maximal} with respect to the circumference and \(W\) if for any \(e \in E(G)\) such that \(e\) has no endpoint in \(W\), \(c(G + e) > c(G)\).

Now we are ready to prove Theorem 8. We will use ideas from [10] (proof of Theorem 3), [11] (proof of Theorem 1.4) and [13] (proof of Theorem 3.4). We also need to treat new situations, since more precise conditions are given in our problem.
Proof of Theorem 8. It is easy to verify that the graphs $F_s(n, c, k)$ and $G_s(n, c, k)$ stated in Notation 1 are graphs of order $n$, circumference $c$ and minimum degree $k$. The number of $K_{\phi}$ in $F_s(n, c, k)$ or $G_s(n, c, k)$ is $\phi_s(n, c, k)$. Thus it remains to show that $\phi_s(n, c, k)$ is an upper bound.

Let $Q$ be a graph of order $n$, circumference $c$ and minimum degree $k$. Choose a vertex $w$ of $Q$ with minimum degree. Suppose $Q$ is edge-maximal with respect to the circumference $c$ and $\{w\}$. Thus each pair of non-adjacent vertices in $Q$ that does not contain $w$ is connected by a path of length at least $c$. Let $t = \lfloor c/2 \rfloor$ and $D(Q; t)$ denote the $(t + 1)$-core of $Q$, i.e., the resulting graph of applying $t$-disintegration to $Q$. For convenience, let $D = D(Q; t)$, we distinguish two cases.

Case 1. $D$ is a null graph. In the $t$-disintegration process, denote $Q_0 = Q$ and $Q_{i+1} = Q_i - x_i$, $0 \leq i \leq n - 1$ where $x_i$ is a vertex of degree at most $t$ in $Q_i$. Since $\delta(Q) \leq \lfloor \frac{c}{2} \rfloor = t$ by Lemma 10, We can always let $x_0 = w$. By the definition of $t$-disintegration, we have $d_{Q_i}(x_i) \leq t$, $1 \leq i \leq n - t - 1$. Thus $N_s(Q) \leq \left( \begin{array}{c} k \\ s-1 \end{array} \right) + (n-t-1)\left( \begin{array}{c} t \\ s-1 \end{array} \right) + \left( \begin{array}{c} t \\ s \end{array} \right) \leq g_s(n, c, k)$.

Case 2. $D$ is not a null graph. Let $d = |D|$, we claim that $D$ is a complete graph and $\delta(Q) = k \leq c - d + 1$.

If there exist two vertices that are not adjacent in $D$, then in $Q$, there is a path of length at least $c$ with these vertices as its endpoints. Among all nonadjacent pairs of vertices in $D$, choose $x, y \in V(D)$ such that $|P(x, y)| = \max\{|P(u, v)| : u, v \in V(D), u \leftrightarrow v\}$. Note that $w$ is not in $V(D)$ and therefore $x, y \notin w$. Let $P_1 = P(x, y)$. We next show $N_D(x) \subseteq V(P_1)$ and $N_D(y) \subseteq V(P_1)$. If $x$ has a neighbor $z \in V(D)$ and $z \notin V(P_1)$, then either $yz \notin E(Q)$ and $zx \cup P_1 \cup yz$ is a cycle of length at least $c + 1$, or $yz \notin E(Q)$ and so $P_1 \cup xz$ is a longer path. This contradicts the maximality of $P_1$. Similar for $y$, we have $N_D(y) \subseteq V(P_1)$. Hence, by Lemma 12, $Q$ has a cycle of length at least $\min\{c+1, d_{P_1}(x) + d_{P_1}(y)\} \geq \min\{c+1, 2(t+1)\} = c + 1$, a contradiction. Thus $D$ is a complete graph.

Suppose $k \geq c - d + 2$, then $d \geq c - k + 2$. By the definition of $t$-disintegration, the minimum degree of $D$ is at least $t + 1$, so we have $d \geq t + 2$. If $u \in V(Q \setminus V(D)$, then $u$ is not adjacent to at least one vertex in $D$. Choose $x \in V(Q \setminus V(D)$ and $y \in V(D)$ such that $|P(x, y)| = \max\{|P(u, v)| : u \in V(Q \setminus V(D), v \in V(D), u \leftrightarrow v\}$. Denote $P_2 = P(x, y)$. Now we will show that $P_2$ has length at least $c$. Note that $w \in V(Q \setminus V(D)$.
We distinguish two cases. If $V(Q) \backslash V(D) = \{w\}$, we have $x = w$ and $|D| = n - 1$. We obtain a hamiltonian-path between $x$ and $y$ since $D$ is complete. Otherwise there exists an $(u,v)$-path with length at least $c$. By the maximality of $P_2$, we have the size of $P_2$ is at least $c$. We claim that $N_Q(x) \subseteq V(P_2)$ and $N_D(y) \subseteq V(P_2)$. If $x$ has a neighbor $z \in V(D)$ and $z \notin V(P_2)$. Since $D$ is a complete graph, $zx \cup P_2 \cup yz$ is a cycle of length at least $c + 1$, a contradiction. If $x$ has a neighbor $z \in V(Q) \backslash V(D)$ and $z \notin V(P_2)$, then either $yz \in E(Q)$ and $zx \cup P_2 \cup yz$ is a cycle of length at least $c + 1$, or $yz \notin E(Q)$ and so $P_2 \cup xz$ is a longer path. This contradicts the maximality of $P_2$. Similar for $y$, we have $N_D(y) \subseteq V(P_2)$. Hence, by Lemma 12, there is a cycle with length at least $\min\{c + 1, d_{P_2}(x) + d_{P_2}(y)\} \geq \min\{c + 1, k + d - 1\} \geq \min\{c + 1, k + c - k + 1\} = c + 1$, where the second inequality follows from $d \geq c - k + 2$, a contradiction. Thus $k \leq c - d + 1$.

Apply $(c - d + 1)$-disintegration to $Q$, and let $D' = D(Q; c - d + 1)$ be the resulting graph. Recall that $d \geq t + 2$. We have $k \leq c - d + 1 \leq c - t - 1 \leq t$. Then $w \notin V(D')$ and $D \subseteq D'$. There are two cases.

(a) If $D' = D$, then $|D'| = |D| = d$. By the definition of $(c - d + 1)$-disintegration, we have

$$N_s(Q) \leq \binom{k}{s-1} + (n-d-1)\binom{c-d+1}{s-1} + \binom{d'}{s} = \binom{k}{s-1} + \lambda_s(n,c,c-d+1) \leq \max\{f_s(n,c,k), g_s(n,c,k)\},$$

where $\lambda_s(n,c,x) = (n - c - 2 + x)\binom{x}{s-1} + \binom{c + 1 - x}{s}$. The third inequality follows from the condition $k \leq c - d + 1 \leq t$ and that the function $\lambda_s(n,c,x)$ is convex for $x \in [k,t]$.

(b) Otherwise $D \neq D'$. If $u \in V(D') \backslash V(D)$, then $u$ is not adjacent to at least one vertex in $D$. Among all these nonadjacent pairs of vertices, choose $x \in V(D') \backslash V(D)$ and $y \in V(D)$ such that $|P(x,y)| = \max\{|P(u,v)| : u \in V(D') \backslash V(D), v \in V(D), u \leftrightarrow v\}$. Denote $P_3 = P(x,y)$ for convenience. As before, we have $N_{D'}(x) \subseteq V(P_3)$ and $N_D(y) \subseteq V(P_3)$. By Lemma 12, there is a cycle with length at least $\min\{c + 1, d_{P_3}(x) + d_{P_3}(y)\} \geq \min\{c + 1, (c - d + 2) + (d - 1)\} = c + 1$, where the second inequality follows from the condition $D'$ is the $(c - d + 2)$-core of $Q$ and $|D| = d$, a contradiction.

This completes the proof. \qed
3 The size version and further results

Obviously, Theorem 2, Theorem 6 and Theorem 7 can be deduced from Theorem 8. By Theorem 8, we also have the following result.

Corollary 13. Let \( \varphi(n,c,k) \) denote the maximum size of a 2-connected nonhamiltonian graph of order \( n \) with circumference \( c \) and minimum degree \( k \). Then

\[
\varphi(n,c,k) = \max\{f(n,c,k), g(n,c,k)\}.
\]

The following corollary follows from corollary 13 and Lemma 9.

Corollary 14. Let \( \phi(n,k) \) denote the maximum size of a nonhamiltonian 2-connected graph of order \( n \) and minimum degree \( k \). Then

\[
\phi(n,k) = \begin{cases} 
\binom{n-k}{2} + k^2 & \text{if } n \text{ is odd and } n \geq 6k - 5 \text{ or } n \text{ is even and } n \geq 6k - 8, \\
\frac{3n^2 - 8n + 5}{8} + k & \text{if } n \text{ is odd and } 2k + 1 \leq n \leq 6k - 7, \\
\frac{3n^2 - 10n + 16}{8} + k & \text{if } n \text{ is even and } 2k + 2 \leq n \leq 6k - 10.
\end{cases}
\]

If \( n = 6k - 5 \) or \( n = 6k - 8 \), then \( \phi(n,k) \) is attained by a graph \( G \) if and only if \( G = K_k \lor (K_{n-2k} + K_k) \) or \( G = G(n,n-1,k) \). If \( n \) is odd and \( n \geq 6k - 3 \) or \( n \) is even and \( n \geq 6k - 6 \), then \( \phi(n,k) \) is attained by a graph \( G \) if and only if \( G = K_k \lor (K_{n-2k} + K_k) \).

If \( n \) is odd and \( 2k + 1 \leq n \leq 6k - 7 \) or \( n \) is even and \( 2k + 2 \leq n \leq 6k - 10 \), then \( \phi(n,k) \) is attained by a graph \( G \) if and only if \( G = G(n,n-1,k) \).

Proof. Let \( \varphi(n,c,k) \) be defined as in corollary 13. It is easy to verify that

\[
\max\{\varphi(n,c,k) : 2k \leq c \leq n - 1\} = \phi(n,k).
\]

Now we determine the extremal graphs. Since the proof when \( n \) is even is similar to the proof when \( n \) is odd, we give only the proof of the latter.

Let \( Q \) be a nonhamiltonian graph of order \( n \) and minimum degree \( k \). The degree sequence of \( Q \) is \( d_1 \leq d_2 \leq \cdots \leq d_n \) where \( n \geq 3 \). By Lemma 9, there exists \( i \) with \( i \leq (n - 1)/2 \) such that \( d_i \leq i \) and \( d_{n-i} \leq n - i - 1 \). Assume that each vertex degree attains the value of the upper bound. We have degree sequence

\[
k, i, \ldots, i, n-i-1, \ldots, n-i-1, n-2, \ldots, n-2, n-1, \ldots, n-1.
\]
This degree sequence is graphical and the sum of all vertex degree is \( n^2 - (2i+1)n + 3i^2 - i + 2k \).

If \( n \geq 6k - 5 \), suppose that \( Q \) has size \( \binom{n-k}{2} + k^2 \). We have

\[
e(Q) = \binom{n-k}{2} + k^2 \leq [n^2 - (2i+1)n + 3i^2 - i + 2k]/2, \tag{1}
\]

where the inequality is equivalent to \((i-k)(2n-3i-3k+1) \leq 0\). Since \( i \geq d_i \geq \delta(Q) = k \), we obtain \( i = k \) or \( n \leq (3i + 3k - 1)/2 \).

If \( i = k \), equality holds in (1) and hence the degree sequence of \( Q \) is

\[
\underbrace{k, \ldots, k}_{k}, \underbrace{n-k-1, \ldots, n-k-1}_{n-2k}, \underbrace{n-1, \ldots, n-1}_k,
\]

implying that \( Q = K_k \sqcup (K_{n-2k} + K_k) \).

Now suppose \( i \neq k \). Then we have \( n \leq (3i+3k-1)/2 \). If \( i \leq (n-3)/2 \), then \( n \leq 6k-11 \), contradicting our assumption \( n \geq 6k - 5 \). Thus \( i = (n-1)/2 \). We have \( n \leq 6k - 5 \). Since \( n \geq 6k - 5 \), we have \( n = 6k - 5 \). Hence the degree sequence of \( Q \) is

\[
\underbrace{k, \ldots, k}_{k}, \underbrace{n-1/2, \ldots, n-1/2}_{n-1}, \underbrace{n-2, \ldots, n-2}_{n-2-k}, \underbrace{n-1, \ldots, n-1}_k,
\]

implying that \( Q = G(n, n-1, k) \).

Otherwise \( 2k + 1 \leq n \leq 6k - 7 \). Suppose that \( Q \) has size \( \frac{3n^2 - 8n + 5}{8} + k \). We have

\[
e(Q) = \frac{3n^2 - 8n + 5}{8} + k \leq [n^2 - (2i+1)n + 3i^2 - i + 2k]/2, \tag{2}
\]

where the inequality is equivalent to \( 0 \leq (6i-n-5)(2i-n+1) \). It follows that \( i \leq (n+5)/6 \) or \( i \geq (n-1)/2 \). Since \( (n-1)/2 \geq i \geq d_i \geq \delta(Q) = k \) and \( n \leq 6k - 7 \), we obtain \( i = (n-1)/2 \). Hence the degree sequence of \( Q \) is

\[
\underbrace{k, \ldots, k}_{k}, \underbrace{n-1/2, \ldots, n-1/2}_{n-1}, \underbrace{n-2, \ldots, n-2}_{n-2-k}, \underbrace{n-1, \ldots, n-1}_k.
\]

Let \( u_i (i = 1, \ldots, k) \), \( v_j (j = 1, \ldots, (n-1)/2 - k) \), \( w_s (s = 1, \ldots, (n-1)/2) \) and \( x \) be the vertices of \( Q \) where each \( u_i \) has degree \( n - 1 \), each \( v_j \) has degree \( n - 2 \), each \( w_s \) has degree \( (n-1)/2 \) and \( x \) has degree \( k \). Then each \( u_i \) is adjacent to every other vertex. The vertex \( x \) has exactly the \( u_i' \)s as its neighbors. Let \( H = Q - \{x, u_1, \ldots, u_k\} \). Clearly each
$v_j$ is a dominating vertex of $H$. Now every $w_s$ has exactly the $v'_j$s as its neighbors and $w_1, \ldots, w_{(n-1)/2}$ form an independent set. This shows that that $Q = G(n, n - 1, k)$. This completes the proof. □

A **detour** of a graph $G$ is a longest path in $G$. The **detour order** of $G$ is the number of vertices in a detour of $G$. The following trick is well-known (e.g. [4, p.166] or [15, p.292]).

**Lemma 15.** Let $G$ be a graph and denote $H = G \vee K_1$. Then the detour order of $G$ is $p$ if and only if the circumference of $H$ is $p + 1$.

The following corollary follows from corollary 13 and Lemma 15 immediately. A graph is called **traceable** if it has a Hamilton path; otherwise it is **nontraceable**.

**Corollary 16.** Let $\psi(n, p, k)$ denote the maximum size of a nontraceable graph of order $n$, detour order $p$ and minimum degree $k$. Then

$$\psi(n, p, k) = \max\{f(n, p - 1, k), g(n, p - 1, k)\}.$$ 

For positive integers $n$, $p$ and $k$, let $t = \lceil(p + 1)/2\rceil$. $G'(n, p, k)$ denotes the graph obtained from $K_{t-1} \vee (K_{p+2-2t} + K_{n-p+t-1})$ by deleting $t - 1 - k$ edges that are incident to one common vertex in $K_{n-p+t-1}$. Let $F'(n, p, k) = K_k \vee (K_{p-2k} + K_{n-p+k})$. Both $F'(n, p, k)$ and $G'(n, p, k)$ have order $n$, minimum degree $k$ and detour order $p$. Since $F'(n, p, k)$ and $G'(n, p, k)$ have sizes $f(n, p - 1, k)$ and $g(n, p - 1, k)$ respectively, the bound in corollary 16 is best possible.

**Notation 3.** Fix $n - 1 \geq c \geq 2k \geq 4$, $t = \lceil c/2 \rceil$. For $K_t \vee (K_{c+1-2t} + K_{n-c-1+t})$, let $W$ be the vertex set with $q$ vertices in $K_{n-c-1+t}$. For every vertex in $W$, delete $t - k$ edges that are incident to it. Let $G(n, c, k, q)$ denote the resulting graph. Denote by $g_s(n, c, k, q)$ the number of $s$-cliques in $G(n, c, k, q)$; more precisely,

$$g_s(n, c, k, q) = q \binom{k}{s-1} + (n - q - c - 1 + t) \binom{t}{s-1} + \binom{c + 1 - t}{s}.$$ 

Note that in the proof of Theorem 8, if we replace the vertex $w$ with vertices set $W$ that has $q$ minimum degree vertices, where $q \leq k$, we will have the following result.

**Corollary 17.** Let $G$ be a 2-connected nonhamiltonian graph of order $n$ with circumference $c$ and at least $q$ vertices with minimum degree $k$, $q \leq k$. Then

$$N_s(G) \leq \max\{f_s(n, c, k), g_s(n, c, k, q)\}.$$
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