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Abstract. This paper establishes sufficient conditions for the orbital stability of one-parameter spatially periodic traveling-wave solutions for one-dimensional dispersive equations. Our method of proof combines known techniques with some new ideas. As a consequence of our result, we give several applications for well known dispersive equations. Extension of the theory to regularized equations is also established.

1. Introduction

This paper sheds new contributions on the orbital stability theory of one-parameter periodic traveling-wave solutions for nonlinear dispersive models which can be written in the forms

\[ u_t - Mu_x + \partial_x(f(u)) = 0 \]  
(1.1)

and

\[ u_t + Mu_t + \partial_x(u + f(u)) = 0, \]  
(1.2)

where \( f : \mathbb{R} \to \mathbb{R} \) is a (at least) \( C^1 \)-function, in general representing the nonlinearity, and \( M \) is a differential or pseudo-differential operator.

Equations as in (1.1) and (1.2) appear in many physical situations. For instance, it describes long-crested, long-wavelength disturbances of small amplitude propagating primarily in one direction in a dispersive media (see [14]). In particular, when \( M = -\partial^2_x \) and \( f \) is a function having the form \( f(u) = u^{p+1} \), where \( p \geq 1 \) is an integer number, equation (1.1) is the well known generalized Korteweg-de Vries (KdV) equation

\[ u_t + u_{xxx} + \partial_x(u^{p+1}) = 0, \]  
(1.3)

whereas (1.2) reduces to the general regularized long-wave equation or generalized Benjamin-Bona-Mahony (BBM) equation

\[ u_t - u_{xxx} + u_x + \partial_x(u^{p+1}) = 0. \]  
(1.4)

We point out that we will be primarily interested in equations having the form (1.1), because the theory can be easily extended to (1.2) (see Section 4). Traveling-wave solutions (or, for short, traveling waves) for (1.1) are those solutions having the form

\[ u(x,t) = \phi(x - ct), \]  
(1.5)

where \( \phi : \mathbb{R} \to \mathbb{R} \) is a suitable function representing the profile of the wave and \( c \) is a real constant representing the wave speed. The traveling waves of main interest are classified into two classes: solitary and periodic traveling waves. Solitary waves are those for which
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φ, together with all its derivatives go to zero at infinity, whereas periodic traveling waves are those for which φ is a periodic function of its argument with a fixed period $L > 0$. The study of existence and stability (linear and nonlinear) of traveling waves has gained a lot of attention is recent decades. The interested reader will find a vast number of works in the current literature, which we refrain from list them here. Instead, we will focus in the works closed to ours.

To obtain traveling waves, we usually replace the ansatz (1.5) into (1.1) and try to determine φ and c which provide the desired solutions. Thus, by replacing this waveform in (1.1), we see that φ must be a solution of the differential or pseudo-differential equation

$$(\mathcal{M} + c)\phi - f(\phi) + A = 0,$$  \hspace{1cm} (1.6)

where A appears as an integration constant. Thus, when we are interested in the study of traveling waves, solving equation (1.6), which turns out to be a two-parameter equation, is the first step. There are several manner of finding traveling waves and the most popular ones, to cite a fews, are the quadrature method, by using the implicit function theorem or the Lyapunov-Schmidt method, applications of the critical point theory, and concentration-compactness techniques.

Let us now describe the framework in order to present our main result. Operator $\mathcal{M}$ shall be formally defined through its Fourier transform by

$$\widehat{\mathcal{M}u}(m) = \alpha(m)\widehat{u}(m), \hspace{1cm} m \in \mathbb{Z}. \hspace{1cm} (1.7)$$

Here and in what follows $\widehat{u}$ denotes the Fourier transform of the periodic function $u$. The symbol $\alpha$ is assumed to be a measurable, locally bounded, even, and real function satisfying the following:

(i) there are real constants $s_1, s_2 > 0$ with $s_1 \leq s_2$, and $A_1, A_2 > 0$ such that

$$A_1|m|^{s_1} \leq \alpha(m) \leq A_2(1 + |m|)^{s_2}, \hspace{1cm} (1.8)$$

for all $m$ sufficiently large;

(ii) there is a real constant $\gamma$ such that $\inf_{m \in \mathbb{Z}} \alpha(m) \geq \gamma$.

In many applications the parameters $c$ and $A$ appearing in (1.6) are not independent themselves and it turn out to depend on a third parameter, which we shall denote by $k$. This is the case, for instance, when $\mathcal{M}$ is a differential operator and $f$ is a power-law function: in several situations the solutions of (1.6) depend on the well-known Jacobian elliptic functions and, as a consequence, the parameters $c$ and $A$ depend on the elliptic modulus $k \in (0, 1)$. Having this in mind, our first assumption is the following one.

(H0) There are an interval $J \subset \mathbb{R}$, $C^1$-functions $k \in J \mapsto c = c(k)$ and $k \in J \mapsto A = A(k)$, and a nontrivial smooth curve of $L$-periodic solutions for (1.6), say, $k \in J \mapsto \phi_k := \phi_{c(k), A(k)} \in H^s_{\text{per}}([0, L])$ with $c = c(k) > -\gamma$.

Here and in what follows $H^s_{\text{per}}([0, L])$ will denote the periodic Sobolev space of order $s$ (see definition below). The condition $c > -\gamma$ is necessary in order to make the operator $\mathcal{M} + c$ positive.

After the linearization of (1.1) around a periodic solution $\phi = \phi_k$, we are faced an unbounded, closed, self-adjoint operator $\mathcal{L}_k : D(\mathcal{L}_k) \subset L^2_{\text{per}}([0, L]) \rightarrow L^2_{\text{per}}([0, L])$, defined on a dense subspace, by

$$\mathcal{L}_k u := (\mathcal{M} + c)u - f'(\phi_k)u. \hspace{1cm} (1.9)$$

Our assumptions concerning $\mathcal{L}_k$ are the following.

(H1) The linearized operator $\mathcal{L}_k := \mathcal{L}_{c(k), A(k)}$ has a unique negative eigenvalue, which is simple.
Zero is a simple eigenvalue of \( L_k \) with associated eigenfunction \( \phi_k' \).

In order to introduce the remaining assumptions, let us recall that, at least formally, (1.1) conserves the quantities

\[
E(u) = \frac{1}{2} \int_0^L (u_Mu - 2F(u))dx, \quad \text{with} \quad F(u) = \int_0^u f(s) ds, \quad (1.10)
\]

\[
Q(u) = \frac{1}{2} \int_0^L u^2 dx, \quad (1.11)
\]

and

\[
V(u) = \int_0^L u dx. \quad (1.12)
\]

Note that (1.6) is nothing but the Euler-Lagrange equation associated with the functional

\[
F_k := E + cQ + AV, \quad (1.13)
\]

that is, solutions of (1.6) are critical points of \( F_k \). Thus, as is well understood, the nature of these points are crucial to determine their stability. In addition, \( L_k \) is nothing but the second order Fréchet derivative of \( F_k \) at \( \phi_k \), that is, \( L_k = F''_k(\phi_k) \). Thus, it is expected that the spectrum of \( L_k \) plays a crucial role in the stability analysis. We will show that (H1)-(H2) is sufficient to our purposes.

Next, for a fixed \( k \in J \), we introduce the functional

\[
M_k(u) := \frac{\partial c}{\partial k} Q(u) + \frac{\partial A}{\partial k} V(u),
\]

where \( \frac{\partial c}{\partial k} \) and \( \frac{\partial A}{\partial k} \) denote, respectively, the derivatives of the functions \( c(k) \) and \( A(k) \) at \( k \).

We assume the following.

(H3) The quantity \( \Phi \) defined by \( \Phi := \langle L_k \left( \frac{\partial \phi_k}{\partial k} \right), \frac{\partial \phi_k}{\partial k} \rangle \) is negative.

(H4) It holds \( M_k(\phi_k) \neq -\frac{\partial c}{\partial k} Q(\phi_k) \).

Once property (H0) has been proved, our main goal is to show that (H1)-(H4) combine to establish the orbital stability of the traveling wave \( \phi_k \), for each \( k \in J \) fixed. In order to make clear the definition of orbital stability, let us observe that (1.11) implies that the operator \( L_k \) is well-defined on \( H^{s_2/2}_{\text{per}}([0,L]) \) and the natural Sobolev space to consider the flow of (1.1) is the energy space \( H^{s_2/2}_{\text{per}}([0,L]) \).

**Definition 1.1.** Let \( \phi_k \) be an \( L \)-periodic solution of (1.6). We say that \( \phi_k \) is orbitally stable (by the flow of (1.1)) in \( H^{s_2/2}_{\text{per}}([0,L]) \) if, for any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that if \( u_0 \in H^{s_2/2}_{\text{per}}([0,L]) \) satisfies

\[
\| u_0 - \phi \|_{H^{s_2/2}_{\text{per}}} < \delta,
\]

then the solution \( u(t) \) of (1.1), with initial data \( u_0 \), exists globally and satisfies

\[
\sup_{t \in \mathbb{R}} \inf_{r \in \mathbb{R}} \| u(t) - \phi_k(\cdot + r) \|_{H^{s_2/2}_{\text{per}}} < \varepsilon.
\]

Otherwise, we say that \( \phi_k \) is \( H^{s_2/2}_{\text{per}} \)-unstable.

**Remark 1.2.** Note that, by definition, if the Cauchy problem associated with (1.1) is not globally well-posed in \( H^{s_2/2}_{\text{per}}([0,L]) \), at least for initial data in a small neighborhood of \( \phi_k \), then any traveling wave \( \phi_k \) is \( H^{s_2/2}_{\text{per}} \)-unstable. Since the issue of well-posedness is out of the scope of this manuscript, in what follows we will assume that (1.1) always admit global
solutions for initial data in $H_{\text{per}}^{s_2/2}([0, L])$, that is, for any $u_0 \in H_{\text{per}}^{s_2/2}([0, L]),$ (1.11) has a unique solution $u$ satisfying $u(0) = u_0$ and $u \in C([-T, T]; H_{\text{per}}^{s_2/2}([0, L]))$, for any $T > 0$.

Our main theorem concerning orbital stability reads as follows.

**Theorem 1.3** (Orbital stability). Under assumptions (H0)-(H4), for each $k \in J$, the periodic traveling wave $\phi_k$ is orbitally stable in $H_{\text{per}}^{s_2/2}([0, L])$.

The strategy to prove Theorem 1.3 follows the classical arguments in [16] and [24]. Roughly speaking, if one restricts the augmented energy functional to a suitable manifold (see (2.2)) then the critical point in question is a minimum, which in turn implies the orbital stability.

Before proceeding, a few words of explanation concerning assumptions (H3)-(H4) are in order. Assume for the moment that $A = 0$ and (1.6) has a family of solutions $c \mapsto \phi_c$, for $c$ in an open interval. In this case, as is well-known in the current literature (see, for instance, [16] and [24]), the Vakhitov-Kolokolov type condition

$$\frac{d}{dc} \int \phi_c^2 \, dx > 0,$$

(1.14)

together with assumptions (H1)-(H2) (with $L_k$ replaced by $L_c = M + c - f'(\phi_c)$) is sufficient to imply the stability of $\phi_c$. Taking the derivative with respect to $c$ in (1.6) we deduce that $L_c(\partial_c \phi_c) = -\phi_c$. Therefore,

$$\frac{1}{2} \frac{d}{dc} \int \phi_c^2 \, dx = \int \phi_c \partial_c \phi_c \, dx = - \int L_c(\partial_c \phi_c) \partial_c \phi_c \, dx = - \langle L_c(\partial_c \phi_c), \partial_c \phi_c \rangle,$$

and (1.14) is equivalent to

$$\langle L_c(\partial_c \phi_c), \partial_c \phi_c \rangle < 0.$$  

(1.15)

Thus, condition $\Phi < 0$ can be viewed as a generalization of (1.15) in the context of the present manuscript. Also, in the situation described in this paragraph, for which $c = k$, we have that (H4) is fulfilled provide $\phi_c \neq 0$. Thus, (H4) appears as an extra assumption in our context. It should be noted that (H4) is indeed used to prevent $M_k(\phi_k)$ from being a critical value of a parabola defined in the proof of Theorem 1.3. We believe, however, that this assumption is not restrictive as is shown in our applications.

Next, let us try to relate our work with the ones in the current literature (see also our applications below). The stability of spatially periodic traveling waves for dispersive equations was initiated by T.B. Benjamin (see [12] and [13]), when studying the stability of cnoidal waves of the KdV equation. It should pointed out, however, that the orbital stability of such waves was completed a couple of decade later (see [11]). Specially after [11], much effort has been expended on the stability theory of periodic traveling waves, and the issue has been attracted the attention of a much broader community of mathematicians and physicists.

Most of the works in the literature do not assume that $c$ and $A$ depend on a third parameter and, instead, solutions of (1.6) are parametrized by $c$ and $A$ themselves (or even more parameters). Specially in the case $M = -\partial_x^2$, the main results in this direction are provided by M. Johnson [27] and collaborators (see also [18], [28], and references therein). Equation (1.6) are then written as

$$- \phi'' + c\phi - f(\phi) + A = 0.$$  

(1.16)
Recall that SN(· For k ∈ (H1)-(H4) implies the orbital stability of the periodic traveling wave. Represent the Jacobi elliptic functions of snoidal second type, respectively (see e.g., [20]).

Also, we introduce the manifold Σk of periodic solutions which can be parametrized by the parameters (c,A,B)

Given any real number ε > 0, Uε(φk) shall denote the ε-neighborhood of φk with respect to ρ, that is,

\[ U_\varepsilon(\phi_k) = \{ u \in H^{s_2/2}([0,L]); \rho(u, \phi_k) < \varepsilon \} \]

Also, we introduce the manifold Σk as

\[ \Sigma_k := \{ u \in H^{s_2/2}([0,L]); M_k(u) = M_k(\phi_k) \} \]

Now, we state two classical lemmas. The proofs in our case are very close to the original ones.
Lemma 2.1. There exist \( \varepsilon > 0 \) and a \( C^1 \) map \( \omega : U_\varepsilon(\phi_k) \to \mathbb{R} \), such that for all \( u \in U_\varepsilon(\phi_k) \),
\[
(u(\cdot + \omega(u)), \phi'_k)_{L^2_{\text{per}}} = 0.
\]

Proof. The proof is based on an application of Implicit Function Theorem. See [16 Lemma 4.1] or [6 Lemma 7.7] for details. \( \square \)

Lemma 2.2. Let
\[
\mathcal{A} = \left\{ \psi \in H^{k/2}_{\text{per}}([0, L]); \langle \psi, M'_k(\phi_k) \rangle_{L^2_{\text{per}}} = \langle \psi, \phi'_k \rangle_{L^2_{\text{per}}} = 0 \right\}.
\]

Under assumptions (H0)-(H3) there exists \( C > 0 \) such that
\[
\langle \mathcal{L}_k \psi, \psi \rangle \geq C \| \psi \|_{H^{k/2}_{\text{per}}}^2, \quad \psi \in \mathcal{A}.
\]

Proof. The proof is quite standard by now, so we omit the details. We refer the interested reader to [24 Theorem 3.3] or [6 Lemma 7.8]. It should be noted that the assumption \( d''(c) > 0 \) in such references must be replaced by \( \Phi < 0 \) in our case. \( \square \)

In the next lemma we prove that \( \phi_k \) is a local minimum of the functional \( F_k \) restrict to the manifold \( \Sigma_k \). It worth mentioning that its proof relies on the classical ideas with some changes in the spirit of [27 Lemma 4.6].

Lemma 2.3. Under the above assumptions, there exist \( \varepsilon > 0 \) and a constant \( C = C(\varepsilon) \) such that
\[
F_k(u) - F_k(\phi_k) \geq C \rho(u, \phi_k)^2, \quad (2.3)
\]
for all \( u \in U_\varepsilon(\phi_k) \) satisfying \( M_k(u) = M_k(\phi_k) \).

Proof. Since \( F_k \) is invariant by translations, we have \( F_k(u) = F_k(u(\cdot + r)) \), for all \( r \in \mathbb{R} \).

Thus, it suffices to prove that
\[
F_k(u(\cdot + \omega(u))) - F_k(\phi_k) \geq C \rho(u, \phi_k)^2,
\]
where \( \omega \) is given in Lemma 2.1.

By fixing \( u \in U_\varepsilon(\phi_k) \cap \Sigma_k \) (with \( \varepsilon \) as in Lemma 2.1) and making use of Lemma 2.1, it follows that there exists \( C_1 \in \mathbb{R} \) such that
\[
v := u(\cdot + \omega(u)) - \phi_k = C_1 M'_k(\phi_k) + y,
\]
where \( y \in \mathcal{T}_k := \{ M'_k(\phi_k) \}^\perp \cap \{ \phi'_k \}^\perp \). Since \( u \) belongs to \( U_\varepsilon(\phi_k) \), up to a translation in \( \phi_k \), we may assume that \( v = u(\cdot + \omega(u)) - \phi_k \) satisfies \( \| v \|_{H^{k/2}_{\text{per}}} < \varepsilon \).

Let us prove that \( C_1 = O(\| v \|^2) \). In fact, using the invariance by translation of \( M_k \), a Taylor expansion gives
\[
M_k(u) = M_k(u(\cdot + \omega(u))) = M_k(\phi_k) + \langle M'_k(\phi_k), v \rangle + O(\| v \|^2). \quad (2.4)
\]

On the other hand, since \( y \in \mathcal{T}_k \), we have \( \langle M'_k(\phi_k), y \rangle = 0 \) and
\[
\langle M'_k(\phi_k), v \rangle = \langle M'_k(\phi_k), C_1 M'_k(\phi_k) + y \rangle = C_1 \langle M'_k(\phi_k), M'_k(\phi_k) \rangle = C_1 N, \quad (2.5)
\]
where \( N \) is a constant depending only on \( k \). Therefore, since \( M_k(u) = M_k(\phi_k) \), it follows from (2.4) and (2.5) that
\[
C_1 = O(\| v \|^2). \quad (2.6)
\]

A Taylor expansion at \( u(\cdot + \omega(u)) = \phi_k + v \) now yields
\[
F_k(u) = F_k(u(\cdot + \omega(u))) = F_k(\phi_k) + \langle F'_k(\phi_k), v \rangle + \frac{1}{2} \langle F''_k(\phi_k)v, v \rangle + o(\| v \|^2).
\]
Since $F'_k(\phi_k) = 0$ and $F''_k(\phi_k) = \mathcal{L}_k$, we have

$$F_k(u) - F_k(\phi_k) = \frac{1}{2} \langle \mathcal{L}_k v, v \rangle + o(\|v\|^2). \tag{2.7}$$

Note that the equality $v = C_1 M'_k(\phi_k) + y$ provides

$$\langle \mathcal{L}_k v, v \rangle = C_1^2 \langle \mathcal{L}_k M'_k(\phi_k), M'_k(\phi_k) \rangle + 2C_1 \langle \mathcal{L}_k M'_k(\phi_k), y \rangle + \langle \mathcal{L}_k y, y \rangle. \tag{2.8}$$

In view of (2.6), we obtain positive constants $C_2, C_3$, and $C_4$, depending only on $k$, such that

$$|C_1^2 \langle \mathcal{L}_k M'_k(\phi_k), M'_k(\phi_k) \rangle| \leq C_2 \|v\|^4$$

and

$$|2C_1 \langle \mathcal{L}_k M'_k(\phi_k), y \rangle| \leq 2|C_1| \| \mathcal{L}_k M'_k(\phi_k) \| \|y\|$$

$$\leq 2|C_1| \| \mathcal{L}_k M'_k(\phi_k) \| \left( \|y + C_1 M'_k(\phi_k)\| + \|C_1 M'_k(\phi_k)\| \right)$$

$$\leq C_3 \|v\|^3 + C_4 \|v\|^4.$$

This last two inequalities together with (2.8) imply

$$\langle \mathcal{L}_k v, v \rangle = \langle \mathcal{L}_k y, y \rangle + o(\|v\|^2). \tag{2.9}$$

Therefore, combining (2.7) with (2.9), we obtain

$$F_k(u) - F_k(\phi_k) = \frac{1}{2} \langle \mathcal{L}_k y, y \rangle + o(\|v\|^2).$$

By using that $y \in T_k$, we have $y \in A$. Thus, Lemma 2.2 gives

$$\langle \mathcal{L}_k y, y \rangle \geq C \|y\|^2_{H^{s_2/2}_{per}},$$

and, consequently,

$$F_k(u) - F_k(\phi_k) \geq C \|y\|^2_{H^{s_2/2}_{per}} + o(\|v\|^2). \tag{2.10}$$

By using the definition of $v$ and (2.6) it is easily seen that

$$\|y\|^2_{H^{s_2/2}_{per}} \leq \|v\|^2_{H^{s_2/2}_{per}} + o(\|v\|^2_{H^{s_2/2}_{per}}), \tag{2.11}$$

provided $v$ is small enough (if necessary we can take a smaller $\varepsilon > 0$).

Finally, (2.10) and (2.11) combine to establish that

$$F_k(u) - F_k(\phi_k) \geq C \|v\|^2_{H^{s_2/2}_{per}} + o(\|v\|^2_{H^{s_2/2}_{per}}),$$

which, for $\varepsilon > 0$ sufficient small, gives

$$F_k(u) - F_k(\phi_k) \geq C(\varepsilon) \|v\|^2_{H^{s_2/2}_{per}} \geq C(\varepsilon) \rho(u, \phi_k)^2$$

and completes the proof of the lemma. \hfill \Box

Finally, we are in a position to prove Theorem 1.3

Proof of Theorem 1.3. The proof follows classical arguments as the ones in [16] and [24]. Assume by contradiction that $\phi_k$ is $H^{s_2/2}_{per}$ unstable. Then, we can choose $\varepsilon > 0$ and initial data $w_n := u_n(0) \in U_{\varepsilon_k}(\phi_k)$, $n \in \mathbb{N}$, such that

$$\rho(w_n, \phi_k) \to 0 \quad \text{and} \quad \sup_{t \geq 0} \rho(u_n(t), \phi_k) \geq \varepsilon,$$
where \( u_n(t) \) is the solution of (1.1) with initial data \( w_n \). Here, by taking a smaller \( \varepsilon \) if necessary, we can assume that \( \varepsilon > 0 \) is the one obtained in Lemma 2.3. By the continuity of the solution in \( t \), we can take the first time \( t_n > 0 \) such that

\[
\rho(u_n(t_n), \phi_k) = \frac{\varepsilon}{2}.
\]  

(2.12)

The strategy now is to obtain a contradiction with (2.12), for \( n \) sufficiently large. Let \( f_n \) be the function defined as

\[
f_n(\alpha) = M_k(\alpha u_n(t_n)) = \alpha^2 \frac{\partial c}{\partial k} \frac{1}{2} \int_0^L |u_n(t_n)|^2 \, dx + \alpha \frac{\partial A}{\partial k} \int_0^L u_n(t_n) \, dx.
\]

Since \( Q \) and \( V \) are conserved quantities, we then see that

\[
f_n(\alpha) = \alpha^2 \frac{\partial c}{\partial k} \frac{1}{2} \int_0^L |w_n|^2 \, dx + \alpha \frac{\partial A}{\partial k} \int_0^L w_n \, dx
\]

\[
= \alpha^2 Q_k(w_n) + \alpha V_k(w_n),
\]

where we have denoted

\[
Q_k(u) := \frac{\partial c}{\partial k} Q(u) \quad \text{and} \quad V_k(u) := \frac{\partial A}{\partial k} V(u).
\]

On the other hand, since \( \rho(w_n, \phi_k) \to 0 \), as \( n \to \infty \), \( Q \) and \( V \) are invariant by translations and continuous, we have

\[
Q_k(w_n) \longrightarrow Q_k(\phi_k) =: a, \quad V_k(w_n) \longrightarrow V_k(\phi_k) =: b.
\]  

(2.14)

Hence, for any \( \alpha \in \mathbb{R} \), we obtain from (2.13),

\[
f_n(\alpha) \to f(\alpha),
\]

(2.15)

where

\[
f(\alpha) = \alpha^2 Q_k(\phi_k) + \alpha V_k(\phi_k) = \alpha^2 a + ab.
\]

Before proceeding, we shall show that under assumption (H4) there exist real sequences \( (\alpha_n) \) such that \( M_k(\alpha_n u_n(t_n)) = M_k(\phi_k) \).

**Lemma 2.4.** Assume that (H4) holds. We have the following.

(i) If \( \frac{\partial c}{\partial k} \neq 0 \) then there exist two sequences \( (\alpha_n) \) and \( (\tilde{\alpha}_n) \), and real numbers \( \theta_0 < \theta_1 \) such that, for all \( n \) sufficiently large,

\[
M_k(\alpha_n u_n(t_n)) = M_k(\tilde{\alpha}_n u_n(t_n)) = M_k(\phi_k)
\]

(2.16)

and

\[
\tilde{\alpha}_n \leq \theta_0 < \theta_1 \leq \alpha_n.
\]

(2.17)

In addition, up to a subsequence, either \( (\alpha_n) \) or \( (\tilde{\alpha}_n) \) converges to 1.

(ii) If \( \frac{\partial c}{\partial k} = 0 \) then there exists a sequence \( (\alpha_n) \) such that, for all \( n \in \mathbb{N} \),

\[
M_k(\alpha_n u_n(t_n)) = M_k(\phi_k).
\]

In addition, \( (\alpha_n) \) converges to 1.
Proof. (i) Without loss of generality, we shall assume that \( \frac{\partial u}{\partial x} > 0 \). The case, \( \frac{\partial u}{\partial x} < 0 \) can be treated exactly in the same manner with obvious modifications. First of all note that \( a = Q_k(\phi_k) > 0 \). Thus the parabola \( f \) has a minimum at \( x_0 = -b/2a \) with minimum value \( f(x_0) = -b^2/4a \). In addition, note that

\[
\begin{align*}
  f(0) &= f\left(-\frac{b}{a}\right) = 0, \quad f(1) = f\left(-\frac{b+a}{a}\right) = a + b,
\end{align*}
\]

and \( a + b = M_k(\phi_k) \) is not the minimum value of \( f \), otherwise we would have \( a + b = -a \), contradicting assumption (H4).

Now, fix any real number \( \beta \) satisfying \( f(x_0) < \beta < a + b \) and let \( K \subset \mathbb{R} \) be a compact set containing the interval \([x_0 - 1, x_0 + 1]\). Since \( f_n \to f \) in \( \mathbb{R} \), we see that \( f_n \to f \) uniformly in \( K \). Thus, there is \( N \in \mathbb{N} \) such that for any \( \alpha \in K \),

\[
  n \geq N \quad \Rightarrow \quad |f_n(\alpha) - f(\alpha)| < \frac{a + b - \beta}{2}.
\]

Moreover, the continuity of \( f \) at \( x_0 \) implies the existence of \( \delta \in (0, 1) \) such that

\[
  |\alpha - x_0| < \delta \quad \Rightarrow \quad |f(\alpha) - f(x_0)| < \frac{a + b - \beta}{2}.
\]

Consequently, if \( |\alpha - x_0| < \delta \) and \( n \geq N \), we deduce

\[
\begin{align*}
  f_n(\alpha) &\leq |f_n(\alpha) - f(\alpha)| + |f(\alpha) - f(x_0)| + f(x_0) \\
  &< a + b + f(x_0) - \beta \\
  &< a + b.
\end{align*}
\]

This means that \( a + b \) is not the minimum value of the parabola \( f_n \). Hence, for \( n \geq N \), there are real numbers \( \tilde{\alpha}_n \) and \( \alpha_n \) satisfying

\[
  \tilde{\alpha}_n \leq x_0 - \delta < x_0 + \delta \leq \alpha_n,
\]

such that \( f_n(\tilde{\alpha}_n) = f_n(\alpha_n) = a + b \). By taking \( \theta_0 = x_0 - \delta \) and \( \theta_1 = x_0 + \delta \) we obtain (2.16) and (2.17).

It remains to show that either \( (\alpha_n) \) or \( (\tilde{\alpha}_n) \) admit a subsequence converging to 1. Since \( Q \) and \( V \) are conserved quantities, using (2.16), we have

\[
\begin{align*}
  \varrho := |\alpha_n^2 Q_k(w_n) + \alpha_n V_k(w_n) - (Q_k(w_n) + V_k(w_n))| \\
  &= |\alpha_n^2 Q_k(u_n(t_n)) + \alpha_n V_k(u_n(t_n)) - (Q_k(u_n) + V_k(u_n))| \\
  &= |Q_k(\alpha_n u_n(t_n)) + V_k(\alpha_n u_n(t_n)) - (Q_k(w_n) + V_k(w_n))| \\
  &= |M_k(\alpha_n u_n(t_n)) - M_k(w_n)| \\
  &= |M_k(\phi_k) - M_k(w_n)|.
\end{align*}
\]

From (2.14), it follows that \( \varrho \to 0 \), as \( n \to \infty \). Since

\[
\begin{align*}
  0 &\leq |\alpha_n^2 Q_k(w_n) + \alpha_n V_k(w_n) - (a + b)| \\
  &\leq |\alpha_n^2 Q_k(w_n) + \alpha_n V_k(w_n) - (Q_k(w_n) + V_k(w_n))| \\
  &\quad + |(Q_k(w_n) + V_k(w_n)) - (a + b)| \\
  &\leq \varrho + |Q_k(w_n) - a| + |V_k(w_n) - b|,
\end{align*}
\]

by using (2.14), we see that

\[
  z_n := \alpha_n^2 Q_k(w_n) + \alpha_n V_k(w_n) \to a + b, \quad \text{as} \ n \to \infty.
\]
Next we claim that \((\alpha_n)\) is a bounded sequence. On the contrary, suppose \((\alpha_n)\) is unbounded. Because \(Q_k(w_n) > 0\) and \(Q_k(w_n)\) and \(V_k(w_n)\) are bounded we obtain, up to a subsequence,

\[ z_n = \alpha_n (\alpha_n Q_k(w_n) + V_k(w_n)) \longrightarrow +\infty, \quad \text{as } n \to \infty, \]

which contradicts (2.20).

It is clear that by defining \(\tilde{z}_n := \tilde{\alpha}_n^2 Q_k(w_n) + \tilde{\alpha}_n V_k(w_n)\), the same analysis can be performed to conclude that the sequence \((\tilde{\alpha}_n)\) is also bounded.

Therefore, there are subsequences of \((\alpha_n)\) and \((\tilde{\alpha}_n)\), which we still denote by \((\alpha_n)\) and \((\tilde{\alpha}_n)\) such that

\[ \alpha_n \longrightarrow \alpha_0, \quad \text{and} \quad \tilde{\alpha}_n \longrightarrow \tilde{\alpha}_0, \quad \text{as } n \to \infty. \]

Taking the limit in \(z_n\) and \(\tilde{z}_n\), it follows from (2.14) that \(\alpha_0^2 a + \alpha_0 b = a + b\) and \(\tilde{\alpha}_0^2 a + \tilde{\alpha}_0 b = a + b\). This implies that

\[ \alpha_0 = 1 \quad \text{or} \quad \alpha_0 = -\frac{b + a}{a} \]

and

\[ \tilde{\alpha}_0 = 1 \quad \text{or} \quad \tilde{\alpha}_0 = -\frac{b + a}{a}. \]

The inequalities (2.17) imply that both sequences cannot converge to the same number. Thus we have either \(\alpha_0 = 1\) or \(\tilde{\alpha}_0 = 1\).

(ii) In this case, we have \(a = 0\) and, in view of assumption (H4), \(b \neq 0\). Thus \(f_n\) and \(f\) are linear functions passing through the origin. It is then clear that there is a sequence \((\alpha_n)\) such that \(M_k(\alpha_n u_n(t_n)) = f(\alpha_n) = b = M_k(\phi_k)\). As before, we conclude that \(z_n := \alpha_n V_k(w_n) \longrightarrow b\), as \(n \to \infty\). Thus,

\[ |\alpha_n - 1||V_k(w_n)| \leq |z_n - b| + |V_k(w_n) - b|. \]  \hspace{1cm} (2.21)

Since the right-hand side of (2.21) goes to zero and \(V_k(w_n) \longrightarrow b \neq 0\), we obtain that \(\alpha_n \longrightarrow 1\). The proof of the lemma is thus completed.

Next, we turn to the proof of Theorem 1.3 and assume, without loss of generality, that the sequence \((\alpha_n)\) converges to 1. First we prove the following two claims.

Claim 1: \(\rho(u_n(t_n), \alpha_n u_n(t_n)) \longrightarrow 0\), as \(n \to \infty\).

In fact, by definition,

\[ \rho(u_n(t_n), \alpha_n u_n(t_n)) = \inf_{r \in \mathbb{R}} ||u_n(\cdot, t_n) - \alpha_n u_n(\cdot + r, t_n)||_{H^{s_2/2}_{per}} \]

\[ \leq ||u_n(t_n) - \alpha_n u_n(t_n)||_{H^{s_2/2}_{per}} = ||1 - \alpha_n|| ||u_n(t_n)||_{H^{s_2/2}_{per}}. \]  \hspace{1cm} (2.22)

On the other hand, since \(\rho(u_n(t_n), \phi_k) = \frac{\varepsilon}{2}\), there exists \(r \in \mathbb{R}\) such that

\[ ||u_n(t_n)||_{H^{s_2/2}_{per}} \leq ||u_n(t_n) - \phi_k(\cdot + r)||_{H^{s_2/2}_{per}} + ||\phi_k(\cdot + r)||_{H^{s_2/2}_{per}} < \varepsilon + ||\phi_k(\cdot + r)||_{H^{s_2/2}_{per}}, \]

which is to say that the sequence \((||u_n(t_n)||_{H^{s_2/2}_{per}})\) is uniformly bounded. Taking the limit in (2.22), as \(n \to \infty\), and taking into account that \(\alpha_n \longrightarrow 1\), we obtain the claim.

Claim 2: \(\rho(\alpha_n u_n(t_n), \phi_k) \longrightarrow 0\), as \(n \to \infty\).

In fact, from Claim 1 and (2.12), we see that

\[ \rho(\alpha_n u_n(t_n), \phi_k) \leq \rho(\alpha_n u_n(t_n), u_n(t_n)) + \rho(u_n(t_n), \phi_k) < \frac{\varepsilon}{3} + \frac{\varepsilon}{2} = \frac{5\varepsilon}{6} < \varepsilon, \]
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The spectrum of \( L_k \) is formed by a sequence of eigenvalues, say, \( \{\lambda_m\}_{m=0}^{\infty} \) satisfying \( \lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \ldots \), and \( \lambda_m \to \infty \), as \( m \to \infty \), where equality means multiplicity of an eigenvalue (see e.g., \([5] \) and \([23] \)). From 
\[ \text{(1.6) it easily follows that zero is an eigenvalue with associated eigenfunction} \]
\[ \phi_k. \]

Thus, the task in general is to show that \( \lambda_0 < \lambda_1 = 0 < \lambda_2. \) Below we recall three different ways of determining this relation.

(i) Lamé’s type potential. In many situations when \( \mathcal{M} \) is a second order differential operator and the periodic traveling wave under study depends on the Jacobian elliptic functions, \( L_k \) turns out to be a Hill’s operator with a Lamé type potential. In particular, studying the spectrum of \( L_k \) is equivalent to studying the eigenvalue problem
\[ \begin{cases} 
\lambda''(x) + \left[h - n(n + 1) \cdot k^2 \text{SN}^2(x, k)\right] \lambda(x) = 0, \\
\lambda(0) = \Lambda(2K(k)), \quad \lambda'(0) = \Lambda'(2K(k)), 
\end{cases} \quad (3.1) \]

where \( h \) is a real parameter and \( n \) is a non-negative integer. Depending on \( n \), the first eigenvalues of \( (3.1) \) are well known (see e.g., \([26] \)). Many applications using this approach have appeared in the literature (see e.g., \([7], [8], [11], [17], [21], [25], [29], [37], [38] \) to cite but a few).

(ii) Neves’ approach. Assume that \( \mathcal{M} \) is a second order differential operator. Let us first recall from Floquet’s theorem (see e.g., \([35] \) page 4) that if \( y \) is any solution of \( L_ky = 0 \), linearly independent of \( \phi_k \), then there exists a constant \( \theta \) satisfying
\[ y(x + L) = y(x) + \theta \phi_k(x). \quad (3.2) \]

In particular, if \( y \) satisfies the initial condition \( y'(0) = 0 \) then by taking the derivative with respect to \( x \) in both sides of \( (3.2) \) and evaluating the result at \( x = 0 \), we see that
\[ \theta = \frac{y'(L)}{\phi_k'(0)}. \quad (3.3) \]
Under these conditions Theorem 3.1 in [39] (see also [36]) states that \( \lambda_1 \) is simple if and only if \( \theta \neq 0 \). In addition, \( \lambda_1 = 0 \) if and only if \( \theta < 0 \).

(iii) Angulo and Natali’s approach. When \( f(x) = x^p \), for some integer \( p \geq 1 \), a different approach to check \((H1)-(H2)\) was established in [5]. Such an approach is based on the total positivity theory (see e.g., [30]) and can be viewed as an extension to the periodic case of the results in [1] and [2]. To give the precise statement, we recall that a sequence \( \{\alpha_n\}_{n \in \mathbb{Z}} \) of real numbers is said to be in the class \( PF(2) \) discrete if

\[\begin{align*}
(1) & \quad \alpha_n > 0, \text{ for all } n \in \mathbb{Z}; \\
(2) & \quad \alpha_{n_1} - m_1 \alpha_{n_2} - m_2 \alpha_{n_1 - m_1} > 0, \text{ for } n_1 < n_2 \text{ and } m_1 < m_2.
\end{align*}\]

Assume that our assumptions on the operator \( M \) hold. Suppose in addition that \( \phi_k \) is positive, even and such that \( \hat{\phi}_k > 0 \) and \( \phi_k \) belongs to the class \( PF(2) \) discrete, then \( L_k \) satisfies \((H1)-(H2)\) (see [5, Theorem 4.1]).

Next we will give some applications of Theorem (1.3).

3.1. The KdV equation. This subsection is devoted to the study of the KdV equation

\[ u_t + u_{xxx} + \partial_x \left( \frac{u^2}{2} \right) = 0, \tag{3.4} \]

which appears as an approximated equation for the propagation of unidirectional, one-dimensional, small-amplitude long waves in a nonlinear dispersive media and it was firstly derived by Korteweg and de Vries in [33].

Since \( M = -\partial_x^2 \). It is clear that our assumption on \( M \) are fulfilled with \( s_1 = s_2 = 2 \) and \( \gamma = 0 \). Hence, our energy space is the Sobolev space of order 1. As an application of the quadrature method, it is well known that (3.4) has a periodic traveling-wave solutions \( u(x,t) = \phi(x-ct) \) with

\[ \phi(y) = \phi_k(y) = 12k^2b^2\text{CN}^2(by,k), \quad k \in (0,1). \tag{3.5} \]

This means that \( \phi_k \) is a solution of

\[ -\phi_k + c\phi_k - \frac{1}{2}\phi_k^2 + A = 0, \tag{3.6} \]

where

\[ c = 4b^2(2k^2 - 1) \quad \text{and} \quad A = 24b^4k^2(1 - k^2). \]

Here \( b \in \mathbb{R} \) is an arbitrary parameter. In order to obtain periodic solutions with a fixed period \( L > 0 \), for any \( k \in (0,1) \), we shall take

\[ b := \frac{2K(k)}{L}. \]

Since \( \text{CN}^2 \) has fundamental period \( 2K(k) \), with this choice of \( b \), the functions in (3.5) turn out to be \( L \)-periodic. Also, to have our assumption \( c > -\gamma = 0 \) in \((H0)\), we need to restrict the elliptic modulus to the interval \( J := (k^*,1) \), where \( k^* = \sqrt{2}/2 \). This constructions then give the family of \( L \)-periodic solutions

\[ k \in J = (k^*,1) \mapsto \phi_k \in H^2_{per}([0,L]). \]

The assumption \((H0)\) is thus fulfilled.

Let us check \((H1)\) and \((H2)\). Here we have \( L_k = -\partial_x^2 + c - \phi_k \). It is not difficult to see that studying the spectral problem

\[ \begin{align*}
\mathcal{L}_k f &= \lambda f, \\
 f(0) &= f(L), \quad f'(0) = f'(L),
\end{align*} \tag{3.7} \]

is equivalent to study the problem
\[
\begin{align*}
\Lambda''(x) + \left[ h - 12 \cdot k^2 \SN^2(x,k) \right] \Lambda(x) &= 0, \\
\Lambda(0) &= \Lambda(2K(k)), \quad \Lambda'(0) = \Lambda'(2K(k)),
\end{align*}
\]
(3.8)
where \( h = (12k^2b^2 + \lambda - c)/b^2 \). It is well known that the first three eigenvalues of (3.8) are simple and given by (see [11] and [26])
\[
h_0 = 2 + 5k^2 - 2\sqrt{1-k^2+4k^4}, \quad h_1 = 4 + 4k^2, \quad h_2 = 2 + 5k^2 + 2\sqrt{1-k^2+4k^4}.
\]
Note that \( h_1 \) is an eigenvalue of (3.8) if and only if \( \lambda_1 = 0 \) is an eigenvalue of (3.7). Since \( h_0 < h_1 < h_2 \), the relation between \( h \) and \( \lambda \) then implies that \( \lambda_1 = 0 \) is a simple eigenvalue of \( \mathcal{L}_k \), which in turn also implies that \( \mathcal{L}_k \) has a unique negative eigenvalue. Assumptions (H1)-(H2) are thus checked.

To check (H3) we differentiate (3.6) to see that
\[
\Phi := \left\langle \mathcal{L}_k \left( \frac{\partial \phi_k}{\partial k}, \frac{\partial \phi_k}{\partial k} \right), \phi_k \right\rangle = -\frac{1}{2} \frac{d}{dk} \frac{d}{dk} \left( \int_0^L \phi_k^2 \, dx \right) - \frac{\partial A}{\partial k} \frac{d}{dk} \left( \int_0^L \phi_k \, dx \right).
\]
Using formulae 312.02 and 312.04 in [20], we obtain
\[
\int_0^L \phi_k(x) \, dx = \frac{48K(k)}{L} \left( E(k) - (1-k^2)K(k) \right)
\]
and
\[
\int_0^L \phi_k^2(x) \, dx = \frac{48^2K^3(k)}{3L^3} \left( (2 - 5k^2 + 3k^2)K(k) + (4k^2 - 2)E(k) \right).
\]
Thus, using the expressions for \( c \) and \( A \) we see that \( \Phi < 0 \) is equivalent to
\[
\frac{16 \cdot 48^2}{3L^3} \frac{d}{dk} \left( (2k^2 - 1)K(k) \right) \frac{d}{dk} \left( (2 - 5k^2 + 3k^2)K(k)^4 + (4k^2 - 2)E(k)K(k)^3 \right) + \frac{18432}{L^5} \frac{d}{dk} \left( k^2(1-k^2)K(k)^4 \right) \frac{d}{dk} \left( E(k)K(k) - (1-k^2)K(k)^2 \right) > 0.
\]
The positivity of this quantity can be checked numerically (easy) or analytically (hard) using Taylor expansions of the elliptic functions (see [21] for similar calculations). This shows (H3).

Finally, one can easily verify (H4) by noting that \( c \) and \( A \) have positive derivatives and \( \phi_k \) is non-negative.

Thus an application of Theorem 3.1 gives the following result.

**Theorem 3.1.** For each \( k \in J = (k^*, 1) \), the periodic traveling wave \( \phi_k \) given in (3.5) is orbitally stable in \( H^1_{\text{per}}([0,L]) \).

The result in Theorem 3.1 is not new; the orbital stability of the cnoidal waves has already appeared in [11] and [22] (see also [17], [27], [39]). In [11] the authors first show that it is possible to choose the constant \( A \) in (3.6) such that the corresponding family of cnoidal waves (which were written in a different way from that in (3.5)) has mean zero over its fundamental period. Then, by a translation they show that it is possible to obtain a family with a fixed mean. The orbital stability with respect to small perturbations in \( H^1_{\text{per}}([0,L]) \) was then obtained as an adaptation of the ideas in [24]. In [22], the authors take the advantage of the integrability of the KdV equation (and the results in [17]) to show the orbital stability of the cnoidal waves with respect to subharmonic perturbations which respect the mean value of the solution. Here, for a fixed \( n \in \mathbb{N} \), subharmonic perturbations means perturbations in the space \( H^2_{\text{per}}([0,nL]) \).
3.2. The modified KdV equation. This subsection is devoted to study the modified Korteweg-de Vries (mKdV) equation
\[ u_t + u_{xxx} + \partial_x (2u^3) = 0. \] (3.9)
The constant 2 in \( f(u) = 2u^3 \) appears only for convenience. The periodic traveling waves are also those solutions of the form \( u(x, t) = \phi(x - ct) \), where \( \phi \) must be a solution of the ODE
\[ \phi'' - c\phi + 2\phi^3 - A = 0. \] (3.10)
As in (1.17), multiplying (3.10) by \( \phi' \) and integrating once we obtain
\[ (\phi')^2 = -\phi^4 + c\phi^2 + 2A\phi + B =: P(\phi), \] (3.11)
where \( B \) another integration constant. It is then seen that the solutions of (3.10) depend on the roots of the polynomial \( P \). We will study two particular family of solutions of (3.10).

3.2.1. Dnoidal type solutions. By assuming that \( A = 0 \) and \( P \) has four real roots (note that \( P \) is an even polynomial in this case), (3.10) admits a family of solutions given by
\[ \phi(y) = \phi_k(y) = a\text{DN}(ay, k), \quad k \in (0, 1), \] (3.12)
where \( a > 0 \) is an arbitrary constant and
\[ c = a^2(2 - k^2). \] (3.13)
In order to obtain periodic solutions with a fixed period \( L > 0 \), for any \( k \in (0, 1) \), we now take
\[ a := \frac{2K(k)}{L}. \]
By recalling that DN has fundamental period \( 2K(k) \) we then see that the functions in (3.12) have fundamental period \( L \). Since \( c > 0 \) for any \( k \in (0, 1) \), the assumption (H0) holds with \( J = (0, 1) \).

Let us check (H1) and (H2). The linearized operator reads as \( \mathcal{L}_k = -\partial_x^2 + c - 6\phi_k^2 \) and the spectral problem
\[ \begin{cases} \mathcal{L}_k f = \lambda f, \\ f(0) = f(L), \quad f'(0) = f'(L), \end{cases} \] (3.14)
is equivalent to
\[ \begin{cases} \Lambda''(x) + [h - 6 \cdot k^2 \text{SN}^2(x, k)] \Lambda(x) = 0, \\ \Lambda(0) = \Lambda(2K(k)), \quad \Lambda'(0) = \Lambda'(2K(k)), \end{cases} \] (3.15)
where \( h = (6a^2 + \lambda - c)/a^2 \). It is well known that the first three eigenvalues of (3.15) are simple and given by (see [8] and [20])
\[ h_0 = 2(1 + k^2 - \sqrt{1 - k^2 + k^4}), \quad h_1 = 4 + k^2, \quad h_2 = 2(1 + k^2 + \sqrt{1 - k^2 + k^4}). \]
It is easy to see that \( h_1 \) correspond to the eigenvalue \( \lambda_1 = 0 \) of (3.14). Since \( h_0 < h_1 < h_2 \), the relation between \( h \) and \( \lambda \) then implies that \( \lambda_1 = 0 \) is a simple eigenvalue and \( \mathcal{L}_k \) has a unique negative eigenvalue. Assumptions (H1)-(H2) are hence checked.

Next, since \( A = 0 \) we see from (3.11) that
\[ \Phi := \left\langle \mathcal{L}_k \left( \frac{\partial \phi_k}{\partial k} \right) , \frac{\partial \phi_k}{\partial k} \right\rangle = -\frac{1}{2} \frac{\partial c}{\partial k} \frac{d}{dk} \left( \int_0^L \phi_k^2 \, dx \right) \]
Using formulas 314.02 and 312.04 in [20], we obtain

\[ \int_0^L \phi_k^2(x)dx = \frac{8K(k)E(k)}{L}. \]

Since \( k \mapsto K(k)E(k) \) is a strictly increasing function and \( \frac{\partial c}{\partial k} > 0 \) we obtain \( \Phi < 0 \) and assumption (H3) is fulfilled. It is clear that (H4) holds. As a consequence of Theorem L.31 we obtain the following theorem.

**Theorem 3.2.** For each \( k \in J = (0, 1) \), the periodic traveling wave \( \phi_k \) given in (3.12) is orbitally stable in \( H^1_{per}([0, L]) \).

To the best of our knowledge, Theorem 3.2 has first appeared in [8] where the author exploited his results established for the cubic Schrödinger equation. The approach to obtain the results was based on the classical ideas contained in [12], [15], and [45]. From the point of view of Hamiltonian systems, the same result was established in [20].

3.2.2. Dnoidal-Snoidal type solutions. We now assume that zero is a root of the polynomial \( P \) in (3.11). This immediately implies that the integration constant \( B \) must be zero. By assuming that \( \alpha_1 < 0 < \alpha_3 < \alpha_4 \) are the roots of \( P \), applying the quadrature method and using formula 257.00 in [20], we obtain the following \( L \)-periodic smooth curve of solutions for (3.10),

\[ \phi_k(\xi) = \frac{\alpha_4(k)(\alpha_3(k) - \alpha_1(k))DN^2\left(\frac{2K(k)}{L} \xi, k\right)}{(\alpha_3(k) - \alpha_1(k)) + (\alpha_4(k) - \alpha_3(k))SN^2\left(\frac{2K(k)}{L} \xi, k\right)}, \]

where the constants \( \alpha_i(k) \) are given by (after some algebra)

\[ \alpha_1(k) = \frac{-2K(k)}{L} \left( \sqrt{2\sqrt{k^4 - k^2 + 1} + 1 - 2k^2} + \frac{1}{\sqrt{3}} \sqrt{2\sqrt{k^4 - k^2 + 1} - 1 + 2k^2} \right), \]

\[ \alpha_3(k) = \frac{2K(k)}{L} \left( \sqrt{2\sqrt{k^4 - k^2 + 1} + 1 - 2k^2} - \frac{1}{\sqrt{3}} \sqrt{2\sqrt{k^4 - k^2 + 1} - 1 + 2k^2} \right), \]

\[ \alpha_4(k) = \frac{4K(k)}{\sqrt{3}L} \sqrt{2\sqrt{k^4 - k^2 + 1} - 1 + 2k^2}. \]

In addition \( c \) and \( A \) can also be expressed in terms of \( k \) as

\[ c(k) = \frac{16K^2(k)}{L^2} \sqrt{k^4 - k^2 + 1} \]

and

\[ A(k) = \frac{-32K^3(k)}{3\sqrt{3}L^3} \left( \sqrt{k^4 - k^2 + 1} - 2k^2 + 1 \right) \sqrt{2\sqrt{k^4 - k^2 + 1} + 2k^2 - 1}. \]

After a few algebraic manipulations involving elliptic functions \( \phi_k \) can be written as

\[ \phi_k(\xi) = \frac{4K(k)}{\sqrt{2g(k)L}} \left( \frac{DN\left(\frac{2K(k)}{L} \xi, k\right)}{1 + \beta^2SN\left(\frac{2K(k)}{L} \xi, k\right)} \right), \] (3.16)

where \( \beta^2 = \sqrt{k^4 - k^2 + 1 + k^2 - 1} \) and \( g(k) = \sqrt{k^4 - k^2 + 1 - k^2 + \frac{1}{2}}. \) Consequently, we obtain (H0) with \( J = (0, 1) \).
Remark 3.3. Formally, by making $k \to 1$ in (3.16), the periodic function $\phi_k$ loses its periodicity and degenerates to

$$\phi_0(\xi) = \frac{-\alpha_1 \alpha_4}{-\alpha_4 + \left(\frac{\alpha_4 - \alpha_1}{2}\right) \cosh(2\xi)}$$

which is a solitary wave for the mKdV equation. Orbital stability in the energy space of this solution was studied in [3].

In order to check (H1)-(H2) we will take the advantage of the results in [39], [40], and [36] as briefly described at the beginning of this section. Let $(n, z)$ be the inertial index of the linearized operator $L_k = -\partial_x^2 + c(k) - 6\phi_k^2$, that is, $n$ denotes the dimension of the negative subspace of $L_k$ and $z$ denotes the dimension of $\text{ker}(L_k)$. Under our constructions, $L_k$ is isonertial, that is, $(n, z)$ does not depend on $k$ and on $L$ (see Theorem 3.1 in [40] or Theorem 3.1 [36]). Thus, it suffices to fix $k \in (0, 1)$ and $L > 0$. For the sake of simplicity, we fix $k_0 := 0.5$ and $L_0 = 30$. Since $\phi_k'$ has two zeros in the interval $[0, L_0)$ and

$$L_k(\phi_k') = -\phi_k'' + c \phi_k' - 6 \phi_k^2 \phi_k' = (-\phi_k'' + c(k) \phi_k - 2 \phi_k^3)' = 0.$$

we obtain that zero is the second or the third eigenvalue of $L_{k_0}$. Theorem 3.2 in [36] establishes that zero is the second eigenvalue (which in turn is simple) provided that

$$\theta := \frac{y'(L_0)}{\frac{1}{\phi_{k_0}''(0)}} < 0,$$

(3.17)

where $y$ is the unique solution of the IVP

$$\begin{cases}
-y'' + \left[c(k_0) - 6 \phi_{k_0}^2\right] y = 0, \\
y(0) = -\frac{1}{\phi_{k_0}''(0)}, \\
y'(0) = 0.
\end{cases}$$

(3.18)

The sign of $\theta$ can be obtained once we have the value $y'(L_0)$. We can solve (numerically) (3.18) and, in particular, we deduce that

$$\theta \cong -1.382078401 \times 10^5.$$ 

Next table illustrates some values of $\theta$ if we fix $k_0$ and choose different values of $L$.

| Values of $\theta$ with $k_0 = 0.5$, | L = 20 | L = 50 | L = 200 | L = 1000 | L = 1000000 |
|-------------------------------------|-------|-------|---------|-----------|-------------|
| $\theta \cong -1.82000$            | $\theta \cong -1.77 \times 10^6$ | $\theta \cong -1.82 \times 10^7$ | $\theta \cong -5.68 \times 10^{12}$ | $\theta \cong -5.68 \times 10^{27}$ |

This checks (H1)-(H2).

We now check (H3). By deriving equation (3.10), with respect to $k$, we get

$$L_k \left( \frac{\partial \phi_k}{\partial k} \right) = -\frac{\partial c}{\partial k} \phi_k - \frac{\partial A}{\partial k}.$$
Thus, we can write $\Phi$ as
\[
\Phi = -\left\langle \frac{\partial c}{\partial k} \phi_k + \frac{\partial A}{\partial k} \frac{\partial \phi_k}{\partial k} \right\rangle = -\left\langle M'_k(\phi_k), \frac{\partial \phi_k}{\partial k} \right\rangle
\]
\[
= -\int_0^L \frac{\partial c}{\partial k} \phi_k \frac{\partial \phi_k}{\partial k} + \frac{\partial A}{\partial k} \frac{\partial \phi_k}{\partial k} \, dx
\]
\[
= -\int_0^L \frac{1}{2} \frac{\partial c}{\partial k} \frac{\partial^2 \phi_k}{\partial k^2} + \frac{\partial A}{\partial k} \frac{\partial \phi_k}{\partial k} \, dx.
\]
In other words,
\[
\Phi = -\int_0^L \frac{1}{2} \frac{\partial c}{\partial k} \left( \frac{\partial \phi_k}{\partial k} \right)^2 dx - \frac{\partial A}{\partial k} \frac{\partial \phi_k}{\partial k} \, dx
\]
\[
= -\frac{\partial c}{\partial k} \frac{\partial}{\partial k} \frac{1}{2} \int_0^L \phi_k^2 dx - \frac{\partial A}{\partial k} \frac{\partial \phi_k}{\partial k} \, dx.
\]

Since $\phi_k$ is given in (3.16), we can compute $Q(\phi_k)$ and $V(\phi_k)$ to obtain $\Phi$. Indeed,
\[
V(\phi_k) = \int_0^L \phi_k(x) \, dx = \int_0^L \frac{4K(k)}{\sqrt{2g(k)L}} \left( \frac{\text{DN}^2 \left( \frac{2K(k)}{L} x, k \right)}{1 + \beta^2 \text{SN}^2 \left( \frac{2K(k)}{L} x, k \right)} \right) \, dx
\]
\[
= \frac{4K(k)}{\sqrt{2g(k)L}} \int_0^L \frac{\text{DN}^2 \left( \frac{2K(k)}{L} y, k \right)}{1 + \beta^2 \text{SN}^2 \left( \frac{2K(k)}{L} y, k \right)} \, dy.
\]

By making the change of variable $y = \frac{2K(k)}{L} x$, we obtain
\[
V(\phi_k) = \frac{4K(k)}{\sqrt{2g(k)L}} \frac{L}{2K(k)} \int_0^{2K(k)} \frac{\text{DN}^2(y, k)}{1 + \beta^2 \text{SN}^2(y, k)} \, dy,
\]

that is,
\[
V(\phi_k) = \frac{4}{\sqrt{2g(k)}} \int_0^{K(k)} \frac{\text{DN}^2(y, k)}{1 + \beta^2 \text{SN}^2(y, k)} \, dy =: \frac{4}{\sqrt{2g(k)}} I_1.
\]

With similar arguments, we see that
\[
Q(\phi_k) = \frac{4K(k)}{g^2(k)L} \int_0^{K(k)} \frac{\text{DN}^4(y, k)}{(1 + \beta^2 \text{SN}^2(y, k))^2} \, dy =: \frac{4K(k)}{g^2(k)L} I_2.
\]

Now, let $\alpha^2$ be such that $-\alpha^2 = \beta^2$ it follows that $0 < -\alpha^2 < k^2$ and formula 410.04 in [20] implies that
\[
I_1 = \frac{(k^2 - \alpha^2)G(w, k)}{\sqrt{\alpha^2(1 - \alpha^2)(\alpha^2 - k^2)}}
\]

where, for $k' = \sqrt{1 - k^2}$,
\[
G(w, k) = K(k)E(w, k') - K(k)F(w, k') + E(k)F(w, k') = \frac{\pi}{2} \Lambda_0(w, k)
\]
and
\[ w = \sin^{-1} \sqrt{\frac{\alpha^2}{\alpha^2 - k^2}} = \sin^{-1} \frac{\beta}{\sqrt{k^2 + \beta^2}}. \]

The functions \( F \) and \( E \) are the incomplete elliptic integral of the first and second kind and the function \( \Lambda_0(w, k) \) is known as Heuman’s Lambda function (see e.g., [20] for additional details). By using the expression \( \beta^2 = \sqrt{k^4 - k^2 + 1 + k^2 - 1} \), we can rewrite
\[ I_1 = \frac{\sqrt{\sqrt{k^4 - k^2 + 1 + 2k^2 - 1}G(w, k)}}{\sqrt{2k^4 - 2k^2 + 1 + (2k^2 - 1)\sqrt{k^4 - k^2 + 1}}}, \]
and
\[ w = \sin^{-1} \sqrt{\frac{\sqrt{k^4 - k^2 + 1 + k^2 - 1}}{\sqrt{k^4 - k^2 + 1 + 2k^2 - 1}}}. \]

On the other hand, the relation \( DN^2 = 1 - k^2SN^2 \) yields
\[ I_2 = \int_0^{\pi/2} \left(1 - k^2SN^2(y)\right) dy. \]

Thus, by formula 410.8 in [20], we have
\[ I_2 = \frac{1}{\alpha^4} \left(k^4K(k) + 2k^2(\alpha^2 - k^2)\Pi(\alpha^2, k) + (\alpha^2 - k^2)^2V_2\right), \]
where
\[ \Pi(\alpha^2, k) = \frac{k^2K(k)}{k^2 - \alpha^2} - \frac{\alpha^2G(\alpha^2, k)}{\sqrt{2\alpha^2(1 - \alpha^2)(\alpha^2 - k^2)}} \]
and
\[ V_2 = \eta_0 \left(\alpha^2E(k) + \frac{2k^4\alpha^2 - 2k^4 + \alpha^4(k')^2}{k^2 - \alpha^2}K(k) - \frac{\alpha^2(2\alpha^2k^2 + 2\alpha^2 - \alpha^4 - 3k^2)G(\alpha^2, k)}{\sqrt{2\alpha^2(1 - \alpha^2)(\alpha^2 - k^2)}}\right), \]
with \( \eta_0 = 1/(2(\alpha^2 - 1)(k^2 - \alpha^2)) \) and \( w \) as before.

In view of the above relations,
\[ \Phi = -\frac{\partial e}{\partial k} \frac{\partial}{\partial k} \left(\frac{4K(k)}{g^2(k)L}I_2\right) - \frac{\partial A}{\partial k} \frac{\partial}{\partial k} \left(\frac{4}{\sqrt{2g(k)}}I_1\right). \]

Besides,
\[ \frac{\partial e}{\partial k} = \frac{1}{L^2} \frac{\partial}{\partial k} \left(16K^2(k)\sqrt{k^4 - k^2 + 1}\right) =: \frac{1}{L^2}m_1(k) \]
and
\[ \frac{\partial A}{\partial k} = \frac{1}{L^3} \frac{\partial}{\partial k} \left(-\frac{32K^3(k)\left(\sqrt{k^4 - k^2 + 1 - 2k^2 + 1}\right)}{3\sqrt{3}}\sqrt{2k^4 - k^2 + 1 + 2k^2 - 1}\right) =: \frac{1}{L^3}m_2(k). \]

Thus,
\[ \Phi = -\frac{1}{L^2}m_1(k) \frac{\partial}{\partial k} \left(\frac{4K(k)}{g^2(k)L}I_2\right) - \frac{1}{L^3}m_2(k) \frac{\partial}{\partial k} \left(\frac{4}{\sqrt{2g(k)}}I_1\right) \]
and finally,
\[ \Phi = -\frac{1}{L^3}m_3(k), \]
where
\[ m_3(k) = m_1(k) \frac{\partial}{\partial k} \left( \frac{4K(k)}{g^2(k)} I_2 \right) + m_2(k) \frac{\partial}{\partial k} \left( \frac{4}{\sqrt{2}g(k)} I_1 \right). \]

Since \( m_3(k) \) depends only on \( k \), we can check, at least numerically, that \( m_3(k) > 0 \), for all \( k \in (0, 1) \) (see Figure 1 below). Therefore, we conclude that \( \Phi < 0 \).

\[ \Phi \]

**Figure 1.** Graph of \( \Phi \) as function of \( k \), with \( k \in (0, 0.2), k \in (0, 0.5) \) and \( k \in (0, 1) \), respectively.

Next, by following similar ideas as above we can verify that \( M_k(\phi_k) > 0 \) for all \( k \in (0, 1) \). Since it demands tedious calculation involving elliptic functions, we refrain from write them here and instead only plot the graph of \( k \mapsto M_k(\phi_k) \) (see Figure 2). In addition since \( k \mapsto c(k) \) is an increasing function, we see that (H4) holds.

\[ M_k(\phi_k) \]

**Figure 2.** Graph of \( M_k(\phi_k) \) as function of \( k \), with \( k \in (0, 0.2), k \in (0, 0.5) \) and \( k \in (0, 1) \), respectively.
Combining these informations with Theorem 1.3 we obtain

**Theorem 3.4.** For each \( k \in J = (0, 1) \), the periodic traveling wave \( \phi_k \) given in (3.16) is orbitally stable in \( H^1_{\text{per}}([0, L]) \).

### 3.3. The Gardner equation

Our purpose in this section is to prove orbital stability of periodic waves for the Gardner equation

\[
v_t + v_{xxx} + avv_x + bv^2v_x = 0, \tag{3.19}
\]

where \( a \) and \( b \) are real parameters and \( b \neq 0 \). From the mathematical point of view, Gardner equations is seem as a mixed equation because it contains both KdV and mKdV nonlinearities. On the other hand, Gardner and mKdV equations appear as models for the flow of waves in plasma and solid environments. It also appears as a model in quantum fields (see e.g., [32], [43] and [44]).

Our strategy consists in transferring the problem of orbital stability of periodic waves for (3.19) to that for the mKdV equation. Indeed, Gardner equation is close related with the Focusing or Defocusing mKdV equation (F-mKdV or D-mKdV for simplicity)

\[
u_t + u_{xxx} + \gamma 6u^2u_x = 0, \tag{3.20}
\]

where \( \gamma = \text{sgn}(b) \). More precisely, there is a diffeomorphism \( \mathcal{T} \) (between suitable spaces) that relates solutions of (3.19) to solutions of (3.20) given by

\[
(\mathcal{T}v)(x,t) := \left[ \frac{b}{6\gamma} \left[ v \left( x - \frac{a^2}{4b} t, t \right) + \frac{a}{2b} \right] \right]. \tag{3.21}
\]

Using these transformations, Alejo [3] studied the orbital stability of soliton-like solutions for (3.19). The author dealt with the case \( a = 6\sigma \) and \( b = 6 \) and proved the orbital stability of the solitary traveling waves

\[
\phi(\sigma,c_0)(x - c_0 t) = \frac{c_0}{2\sigma + \sqrt{4\sigma^2 - c_0\cosh(\sqrt{c_0}(x - c_0 t))}}, \tag{3.22}
\]

where \( c_\sigma = 6\sigma^2 + c_0 \). Here, the constant \( c_0 \) satisfies \( c_0 \in (0, \infty) \) if \( b > 0 \), and \( c_0 \in (0,4\sigma^2) \) if \( b < 0 \). For the stability of N-solitons we refer the reader to [4].

Before proceeding, let us highlight a crucial difference between periodic and solitary wave solutions of (3.19). Assume that \( v \) is a solution of (3.19) with \( a \neq 0 \). Then, \( \mathcal{T}v \) is a solution of F-mKdV or D-mKdV having the form \( \alpha + \beta v \), where \( \alpha \) and \( \beta \) are real constants with \( \alpha \neq 0 \). In particular, if \( v \in C(\mathbb{R},H^1(\mathbb{R})) \) then \( \mathcal{T}v \) does not belong to \( C(\mathbb{R},H^1(\mathbb{R})) \). On the other hand, if \( v \in C(\mathbb{R},H^1_{\text{per}}([0,L])) \) then \( \mathcal{T}v \) also belongs to \( C(\mathbb{R},H^1_{\text{per}}([0,L])) \).

Therefore, periodic traveling waves solutions of (3.19) relate in a better way with the periodic traveling waves solution of (3.20) in the sense that once obtained spatially periodic solutions of (3.19) we also obtain spatially periodic solutions of (3.20) (and vice-versa). This is the content of the next lemma.

**Lemma 3.5.** Let \( \mathcal{T} \) be defined as in (3.21). Then, \( \mathcal{T} : C(\mathbb{R},H^1_{\text{per}}([0,L])) \to C(\mathbb{R},H^1_{\text{per}}([0,L])) \) is a diffeomorphism, whose inverse is given by

\[
(\mathcal{T}^{-1}u)(x,t) := \sqrt{\frac{6\gamma}{b}} u \left( x + \frac{a^2}{4b} t, t \right) - \frac{a}{2b}. \tag{3.23}
\]

In addition, there is a constant \( C > 0 \) such that, for any \( u,v \in C(\mathbb{R},H^1_{\text{per}}([0,L])) \),

\[
\rho(u,v) = C\rho(\mathcal{T}u,\mathcal{T}v),
\]

where \( \rho \) is defined as in (2.1) with \( s_2 = 2 \).
Proof. The first part is immediate (see also [34]). Also, if \( u, v \in C(\mathbb{R}, H^1_{\text{per}}([0, L])) \) then
\[
\rho(Tu, Tv) = \inf_{r \in \mathbb{R}} \left\| \sqrt{\frac{b}{6\gamma}} \left[ u \left( x - \frac{a^2}{4b} t, t \right) + \frac{a}{2b} - v \left( x - \frac{a^2}{4b} t + r, t \right) - \frac{a}{2b} \right] \right\|_{H^1_{\text{per}}}
\]
\[
= \sqrt{\frac{b}{6\gamma}} \inf_{r \in \mathbb{R}} \left\| u \left( x - \frac{a^2}{4b} t, t \right) - v \left( x - \frac{a^2}{4b} t + r, t \right) \right\|_{H^1_{\text{per}}}
\]
\[
= C\rho(u, v),
\]
where \( C = \sqrt{\frac{b}{6\gamma}} \). This completes the proof. \( \square \)

Note that from Lemma 3.5, up to a constant, the diffeomorphism \( T \) is distance-preserving when measured in the pseudo-metric \( \rho \).

Although we are able to obtain the orbital stability of periodic traveling waves in cases \( b > 0 \) and \( b < 0 \), in what follows, we restrict ourselves to the case \( b > 0 \) for simplicity. We recall that periodic traveling waves of (3.19), say, \( v(x, t) = \psi(\tilde{c}, \tilde{A})(x - \tilde{c}t) \) are obtained as solutions of
\[
\psi'' - \tilde{c}\psi + \frac{a}{2} \psi^2 + \frac{b}{3} \psi^3 - \tilde{A} = 0 \quad (3.24)
\]
and periodic traveling waves of (3.20), say, \( u(x, t) = \phi(c, A)(x - ct) \) are obtained as solutions of
\[
\phi'' - c\phi + 2\phi^3 - A = 0. \quad (3.25)
\]

Since \( T \) takes solutions of (3.19) to solutions of (3.20), \( T \) also takes solutions of (3.24) to solutions of (3.25) in the following way: if \( \psi(\tilde{c}, \tilde{A}) \) is a solution of (3.24), then
\[
\phi(c, A)(x) := T\psi(\tilde{c}, \tilde{A})(x) = \sqrt{\frac{b}{6\gamma}} \left[ \psi(\tilde{c}, \tilde{A})(x) + \frac{a}{2b} \right]
\]
is a solution of (3.25) with
\[
\begin{cases}
  c = \tilde{c} + \frac{a^2}{4b} \\
  A = \sqrt{\frac{b}{6}} \left( -\tilde{c} \frac{a}{2b} - \frac{a^3}{12b^2} + \tilde{A} \right).
\end{cases} \quad (3.26)
\]
Conversely, if \( \phi(c, A) \) is a solution of (3.25), then
\[
\psi(\tilde{c}, \tilde{A})(x) := T^{-1}\phi(c, A)(x) = \sqrt{\frac{6}{b}} \phi(c, A)(x) - \frac{a}{2b}
\]
is a solution of (3.24) with
\[
\begin{cases}
  \tilde{c} = c - \frac{a^2}{4b} \\
  \tilde{A} = \sqrt{\frac{6}{b}} A + \frac{a}{2b} - \frac{a^3}{24b^2}.
\end{cases} \quad (3.27)
\]
Note that (3.26) and (3.27) bring and explicit relation among the constants \( c, \tilde{c}, A \) and \( \tilde{A} \). This is useful because the wave speed is also known explicitly.
Having in mind the orbital stability results presented for the mKdV equation in Subsection 3.2 we present two new results of orbital stability for the Gardner equation.

**Theorem 3.6.** Let \( \psi_k \) be defined by
\[
\psi_k(\xi) = \frac{2\sqrt{6}K(k)}{\sqrt{6}L} DN\left( \frac{2K(k)}{L} \xi, k \right) - \frac{a}{2b},
\] (3.28)

Then, \( \psi_k(\xi) \) is a solution of (3.24) with
\[
\begin{align*}
\bar{c} &= c_1(k) = \frac{4K^2(k)}{L^2} \left( 2 - k^2 \right) - \frac{a^2}{4b}, \\
\bar{A} &= A_1(k) = \frac{2aK^2(k)}{bL^2} \left( 2 - k^2 \right) - \frac{a^3}{24b^2}.
\end{align*}
\]

In addition, \( v(x,t) = \psi_k(x - c_1(k)t) \) is a periodic traveling solution of (3.19), which is orbitally stable in \( H^1_{\text{per}}([0,L]) \).

**Proof.** The first statement follows from the fact that
\[
\phi_k(\xi) = T(\psi_{(c_1(k),A_1(k))}(\xi)) = \frac{2K(k)}{L} DN\left( \frac{2K(k)}{L} \xi, k \right)
\] (3.29)
is a solution of (3.25) with (see (3.12) and (3.13))
\[
\begin{align*}
c(k) &= \frac{4K^2(k)}{L^2} \left( 2 - k^2 \right), \\
A(k) &= 0.
\end{align*}
\]

Now, let \( v(t) \) be a solution of (3.19) with initial data \( v_0 \). From Lemma 3.5 it follows that
\[
\rho(v(t),\psi_k) = C \rho(Tv(t), T\psi_k), \quad \text{for all } t \in \mathbb{R},
\] (3.30)
and \( Tv(t) \) is a solution of the mKdV equation with initial data \( T v_0 \). Theorem 3.2 implies that the dnoidal solution (3.29) is orbitally stable by the mKdV flow in \( H^1_{\text{per}}([0,L]) \). Thus, given \( \varepsilon_1 > 0 \) there exists \( \delta_1 > 0 \) such that if \( \rho(Tu_0,\phi_k) < \delta_1 \) then
\[
\sup_{t \in \mathbb{R}} \rho(Tv(t),\psi_k) < \varepsilon_1.
\] (3.31)

Next, let \( \varepsilon > 0 \) be given and choose \( \varepsilon_1 > 0 \) such that \( \varepsilon_1 < \varepsilon/C \). In addition, by choosing \( \delta > 0 \) such that \( \delta < C\delta_1 \) we see that if \( \rho(v_0,\psi_k) < \delta \) then
\[
\rho(Tv_0,\phi_k) = \frac{1}{C} \rho(v_0,\psi_k) < \frac{1}{C} \delta < \delta_1.
\]

Hence, from (3.30) and (3.31), we obtain
\[
\sup_{t \in \mathbb{R}} \rho(v(t),\psi_k) = C \sup_{t \in \mathbb{R}} \rho(Tv(t),\phi_k) < \varepsilon,
\]
which proves the orbital stability of \( \psi_k \). The proof of the theorem is thus completed. \( \square \)

**Theorem 3.7.** Let \( \varphi_k \) be defined as
\[
\varphi_k(\xi) = \frac{4\sqrt{3}K(k)}{g(k)\sqrt{6}L} \left( \frac{DN^2\left( \frac{2K(k)}{L} \xi, k \right)}{1 + \beta^2SN^2\left( \frac{2K(k)}{L} \xi, k \right)} \right) - \frac{a}{2b}.
\] (3.32)
Then, \( \varphi_k(\xi) \) is a solution of (3.24) with
\[
\begin{align*}
\ddot{c} &= c_2(k) = \frac{16K^2(k)}{L^2} \sqrt{k^4 - k^2 + 1} - \frac{a^2}{4b}, \\
\ddot{A} &= A_2(k) = \frac{8aK^2(k)}{bL^2} \sqrt{k^4 - k^2 + 1} - \frac{32\sqrt{2}K^3(k)}{3\sqrt{b}L^3} \left( \sqrt{k^4 - k^2 + 1} - 2k^2 + 1 \right)^{-1} - \frac{a^3}{24b^2}.
\end{align*}
\]
In addition, \( v(x,t) = \varphi_k(x - c(k)t) \) is a solution of (3.19) orbitally stable in \( H^1_{\text{per}}([0,L]) \).

Proof. The first statement now follows from the fact that \( \varphi_k(\xi) \) is a solution of (3.25) with
\[
\begin{align*}
\phi_k(\xi) &= T(\varphi_k(\xi)) = \frac{4K(k)}{\sqrt{2g(k)L}} \left( \frac{DN\left( \frac{2K(k)}{L}\xi,k \right)}{1 + \beta^2SN\left( \frac{2K(k)}{L}\xi,k \right)} \right)^3
\end{align*}
\]
is a solution of (3.26) with
\[
\begin{align*}
c(k) &= \frac{16K^2(k)}{L^2} \sqrt{k^4 - k^2 + 1}, \\
A(k) &= -\frac{32K^3(k)}{3\sqrt{3}L^3} \left( \sqrt{k^4 - k^2 + 1} - 2k^2 + 1 \right) \sqrt{2\sqrt{k^4 - k^2 + 1} + 2k^2 - 1}.
\end{align*}
\]
In fact, the periodic travelling wave \( \phi_k \) in (3.33) is exactly the solution of the mKdV which we proved to be orbitally stable in \( H^1_{\text{per}}([0,L]) \) (see Theorem 3.4). Therefore, the rest of the proof follows exactly the same arguments as in the previous theorem. \( \square \)

3.4. The ILW equation. Next we consider the Intermediate Long Wave (ILW) equation
\[
\begin{align*}
&u_t - \mathcal{M}_\delta u + \partial_x (u^2) = 0, \quad (3.34)
\end{align*}
\]
where \( u = u(x,t) \) is \( L \)-periodic in the spatial variable and the linear operator \( \mathcal{M}_\delta \) is defined via Fourier transform by
\[
\mathcal{M}_\delta u(m) = \left( \frac{2\pi m}{L} \coth \left( \frac{2\pi m \delta}{L} \right) - \frac{1}{\delta} \right) \hat{u}(m), \quad \delta > 0.
\]
Equation (3.34) is derived as a model equation for long, weakly nonlinear internal gravity waves in a stratified fluid of finite depth. The parameter \( \delta > 0 \) is close related with the depth of the fluid (see e.g., (31)).

The operator \( \mathcal{M} = \mathcal{M}_\delta \) satisfies our assumptions with \( \gamma = 0 \) and \( s_1 = s_2 = 1 \). The authors in [9] shown that (3.34) has traveling wave solution of the form \( u(x,t) = \phi_k(x - c(k)t) \), with \( k \in J := (0,k_1) \subset (0,1) \),
\[
c(k) := \frac{1}{\delta} - \frac{8\pi K(k)}{L^2K(k')} - \frac{4K(k)}{L} \left[ Z(\alpha,k') + \frac{CN(\alpha,k')DN(\alpha,k')}{SN(\alpha,k')} \right] > 0, \quad \alpha = \frac{4\delta K(k)}{L},
\]
and
\[
\phi_k(x) = -\frac{4K(k)}{L} Z(\delta y,k) - \frac{4\delta \pi}{L^2} K(k') + \frac{4K(k)DN^2(y,k)CN(\delta y,k')SN(\delta y,k')DN(\delta y,k')}{1 - DN^2(y,k)SN^2(\delta y,k)}.
\]
Here, \( y = \frac{2K(k)x}{L} \), \( k' = \sqrt{1 - k^2} \) and \( Z(x, k) \) stands for the Jacobian Zeta function defined by
\[
Z(x, k) = \int_0^x \left( \text{DN}(s, k) - \frac{E(k)}{K(k)} \right) ds.
\]
This shows that \((\text{H0})\) holds. Also, by using the total positivity theorem as described in the beginning of this section, it was shown that the linearized operator \( L_k = M + c - 2\phi_k \) satisfies \((\text{H1})-(\text{H2})\). Assumptions \((\text{H3})\) and \((\text{H4})\) were also checked in [9] taking the advantage of the explicit form of the solutions \( \phi_k \). Consequently, one deduces the orbital stability of the periodic wave \( \phi_k \). For details we refer the reader to [9, Section 6].

3.5. The Schamel equation. This subsection is devoted to the so called Schamel equation
\[
u_t + \partial_x(u_{xx} + |u|^{3/2}) = 0, \tag{3.35}
\]
which governs the behaviour of weakly nonlinear ion-acoustic solitons that are modified by the presence of trapped electrons. Such equations was first derived by Schamel in [41], [42]. The existence of periodic solutions can be obtained by using the quadrature method. In particular, in [19] the authors established that
\[
\phi_k(\xi) = \frac{6400K(k)^4}{9L^4} \left[ 1 - 2k^2 + \sqrt{1 - k^2 + k^4 + 3k^2\text{CN}^2 \left( \frac{2K(k)\xi}{L}; k \right)} \right]^{2},
\]
(3.36)
is an \( L \)-periodic traveling wave solution of (3.35), where for each \( k \in (0, 1) =: J, \)
\[
c = \frac{64K(k)^2}{L^2} \sqrt{1 - k^2 + k^4}, \tag{3.37}
\]
and
\[
A = \frac{204800K(k)^6}{27L^4} \left[ -2k^6 + 3k^4 + 3k^2 - 2 - 2(1 - k^2 + k^4)^{\frac{3}{2}} \right]. \tag{3.38}
\]
This shows that \((\text{H0})\) holds with \( J = (0, 1) \). Properties \((\text{H1})-(\text{H2})\) can be established by studying the periodic eigenvalue problem
\[
\begin{align*}
- y'' + \left( c(k) - \frac{3}{\phi_k^2} \right) y &= \lambda y, \\
y(0) = y(L), \quad y'(0) = y'(L),
\end{align*}
\]
(3.39)
or using the same technique as in Subsection 3.2.2 (see [19] and [21] for details). On the other hand, \((\text{H3})-(\text{H4})\) can be checked by using the explicit form of the quantities involved. Consequently, Theorem 1.3 may also be applied to obtain the orbital stability of the periodic traveling waves (3.36). We refer the reader to [19] for the details.

4. Extension to regularized equations

In this section, we extend the theory developed in Section 2 to regularized equations of the form
\[
u_t + Mu_t + \partial_x(u + f(u)) = 0, \tag{4.1}
\]
where \( M \) and \( f \) satisfy the assumptions posed in the introduction. Equations of this form arise as models of wave propagation in a variety of physical contexts.
Traveling waves solutions for (4.1) are also special solutions having the form \( u(x,t) = \phi(x-ct) \). By replacing this form of wave in (4.1), \( \phi \) must solve
\[
cM\phi + (c-1)\phi - f(\phi) + A = 0, \tag{4.2}
\]
where again \( A \) is an integration constant.

It is well-known that (4.1) has three conserved quantities, namely,
\[
E(u) = \frac{1}{2} \int_0^L (uM - 2F(u))dx, \quad \text{with} \quad F(u) = \int_0^u f(s)ds, \tag{4.3}
\]
\[
Q(u) = \frac{1}{2} \int_0^L (u^2 + uM)dx, \tag{4.4}
\]
and
\[
V(u) = \int_0^L u \, dx. \tag{4.5}
\]

Solutions of (4.2) are now critical points of the functional
\[
E + (c-1)Q + AV.
\]

With this in hand, our assumptions read as follows.

(P0) There are an interval \( J \subset \mathbb{R} \), \( C^1 \)-functions \( k \in J \mapsto c = c(k) \) and \( k \in J \mapsto A = A(k) \), and a nontrivial smooth curve of \( L \)-periodic solutions for (4.2), \( k \in J \mapsto \phi_k := \phi_{c(k),A(k)} \in H^{s_2}_{\text{per}}([0,L]) \) with \( c = c(k) > 1 \).

(P1) The linearized operator \( L_k := cM + (c-1) - f'(\phi_k) \), defined on a dense subspace of \( L^2_{\text{per}}([0,L]) \), has a unique negative eigenvalue, which is simple.

(P2) Zero is a simple eigenvalue of \( L_k \) with associated eigenfunction \( \phi'_k \).

(P3) The quantity \( \Phi \) defined by \( \Phi := \left\langle L_k \left( \frac{\partial \phi_k}{\partial k} \right), \frac{\partial \phi_k}{\partial k} \right\rangle \) is negative.

(P4) It holds \( M_k(\phi_k) \neq -\frac{\partial c}{\partial k} Q(\phi_k) \), where \( M_k(u) := \frac{\partial c}{\partial k} Q(u) + \frac{\partial A}{\partial k} V(u) \).

The theory developed in Section 2 extends mutatis mutandis to the present situation and we can prove the following.

**Theorem 4.1** (Orbital stability). Under assumptions (P0)-(P4), for each \( k \in J \), the periodic traveling wave \( \phi_k \) is orbitally stable by the flow of (4.1) in \( H^{s_2/2}_{\text{per}}([0,L]) \), that is, for any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that if \( u_0 \in H^{s_2/2}_{\text{per}}([0,L]) \) satisfies
\[
\|u_0 - \phi\|_{H^{s_2/2}_{\text{per}}} < \delta,
\]
then the solution \( u(t) \) of (4.1), with initial data \( u_0 \), satisfies
\[
\sup_{t \in \mathbb{R}} \inf_{r \in \mathbb{R}} \|u(t) - \phi_k(\cdot + r)\|_{H^{s_2/2}_{\text{per}}} < \varepsilon.
\]

**Remark 4.2.** Note that in the proof of Lemma 2.4, the sign of the coefficients in
\[
f(\alpha) = a\alpha^2 + b\alpha
\]
is not relevant. So, the sign of the quantity \( Q_k(\phi_k) \) does not change the arguments in the proof of Lemma 2.4. As a result, the proof of Theorem 4.1 is similar to that of Theorem 1.3.
4.1. The modified BBM equation. This section is devoted to study the orbital stability of periodic waves for the modified BBM equation

\[ u_t - u_{xxt} + (u + u^3)_x = 0. \]  

(4.6)

At least from the mathematical point of view, (4.6) can be viewed as a regularized version of the mKdV equation (see also [14]). In such a case, the traveling wave \( \phi \) must be a solution of the equation

\[-c\phi'' + (c - 1)\phi - \phi^3 + A = 0.\]  

(4.7)

If it is assumed that \( A = 0 \) then (4.7) has a dnoidal-type solution of the form

\[ \phi_c(\xi) = \eta \text{DN} \left( \frac{\eta x}{\sqrt{2c}} \right), \]  

(4.8)

where \( \eta \) is a real constant. The stability of the solution (4.8) in the energy space \( H^1_{per}([0, L]) \) was studied in [10]. In particular, the authors have shown the orbital stability of \( \phi_c \). The method used to obtain the spectral properties was based on the total positivity theory; whereas the techniques to prove the stability itself was based on the classical method.

Our goal here is to study a solution of (4.7) when \( A \neq 0 \). Indeed, by applying the quadrature method and using formula 257.00 in [20] we obtain a solution in terms of the elliptic functions given by

\[ \phi_k(x) = \frac{4\sqrt{cK(k)}\text{DN}^2 \left( \frac{2K(k)}{L} x, k \right)}{g(k)L \left( 1 + \beta^2\text{SN}^2 \left( \frac{2K(k)}{L} x, k \right) \right)}, \]  

(4.9)

where \( \beta^2 = \sqrt{k^4 - k^2 + 1} + k^2 - 1 \) and \( g(k) = \sqrt{k^4 - k^2 + 1 - k^2 + \frac{1}{2}} \). Here, both \( c \) and \( A \) are also considered as functions of \( k \). More precisely,

\[ c(k) = \frac{L^2}{L^2 - 16K^2(k)\sqrt{k^4 - k^2 + 1}} \]

and

\[ A(k) = \frac{16c\sqrt{c}K^3(k)(r^4(k) - 9)}{3\sqrt{6L^3}r(k)}, \]

where \( r(k) = \sqrt{2\sqrt{k^4 - k^2 + 1} + 2k^2 - 1} \). Note that since the function \( k \in (0, 1) \mapsto 16K^2(k)\sqrt{k^4 - k^2 + 1} \) is strictly increasing, \( c(k) \) has a unique singular point, generally close to 1, which we shall call \( k_L \). Figure 3 illustrates the behaviour of the functions \( c(k) \) and \( A(k) \) with \( k \in (0, k_L) \).

Notice the function \( c(k) \) is increasing on \((0, k_L)\) and \( c(k) > 1 \). Thus, we must have

\[ \frac{L^2}{L^2 - 4\pi^2} > 1. \]

This inequality implies the period \( L \) of the profile \( \phi_k \) in (4.9) must satisfy \( L > 2\pi \). As a consequence, the condition (P0) is fulfilled, with \( J := (0, k_L) \).

In what follows we check conditions (P1)-(P2). We will use a similar analysis as in Subsection 3.2. Since, \( c(k) > 1 \) it suffices to check such conditions for

\[ \tilde{\mathcal{L}}_k = -\partial^2_x + \frac{(c(k) - 1)}{c(k)} - \frac{3}{c(k)} \phi_k^2. \]

Thus, because \( c \) and \( \phi_k \) depends smoothly on \( k \), \( \tilde{\mathcal{L}}_k \) is isonertial, that is, the inertial index \((n, z)\) does not depend on \( k \). Therefore, as before it suffices to fix \( k \in (0, k_L) \) and \( L > 0 \).
Let us fix $k_0 := 0.5$ and $L_0 = 50$. Since $\phi'_{k_0}$ has two zeros in the interval $[0, L_0)$ and $\tilde{L}_k(\phi'_{k}) = 0$, we obtain that zero is the second or the third eigenvalue of $L_{k_0}$. In order to show that zero is indeed the second one, it suffices to prove that

$$\theta := \frac{y'(L_0)}{y''_{k_0}(0)} < 0,$$

where $y$ is the unique solution of

$$\begin{cases}
-y'' + \frac{1}{c(k_0)} \left[ (c(k_0) - 1) - 3\phi^2_{k_0} \right] y = 0, \\
y(0) = -\frac{1}{\phi''_{k_0}(0)}, \\
y'(0) = 0.
\end{cases}$$

(4.11)

The constant $\theta$ can be determined by solving numerically (4.11). In particular, we deduce that

$$\theta \cong -8.516957300 \times 10^5.$$  

Thus, (P1)-(P2) are checked. Table 1 illustrates some values of $\theta$ if we fix $k_0 = 0.4$ and choose different values of $L$. Note that $\theta$ is always negative and increases, in absolute value, with $L$.

**Table 1.** Values of $\theta$ with $k_0 = 0.4$.

| $L$   | $\theta$         |
|-------|------------------|
| 10    | $-166.08$        |
| 20    | $-7976.14$       |
| 200   | $-8.85 \times 10^8$ |
| 1000  | $-2.76 \times 10^{12}$ |
| 10000 | $-2.73 \times 10^{22}$ |

We now proceed to check (P3). By deriving equation (4.7), with respect to $k$, we obtain

$$L_k \left( \frac{\partial \phi_k}{\partial k} \right) = -\frac{\partial c}{\partial k} (\phi''_k + \phi_k) - \frac{\partial A}{\partial k}.$$
Therefore, with a similar analysis as in Subsection 3.2, we can write $\Phi$ as

$$\Phi = -\frac{\partial c}{\partial k} \frac{\partial}{\partial k} \left( \frac{1}{2} \int_0^L \left( (\phi_k')^2 + \phi_k^2 \right) dx \right) - \frac{\partial A}{\partial k} \frac{\partial}{\partial k} \int_0^L \phi_k dx$$

$$= -\frac{\partial c}{\partial k} \frac{\partial}{\partial k} Q(\phi_k) - \frac{\partial A}{\partial k} \frac{\partial}{\partial k} V(\phi_k).$$

We now can compute numerically the values of $Q(\phi_k)$ and $V(\phi_k)$ and obtain $\Phi < 0$. An illustration of the behaviour of $\Phi$ as function of $k$ is given in Figure 4.
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**Figure 4.** Left: Graph of $\Phi$ as function of $k$, with $k \in (0, k_L)$. Right: Graph of $\Phi$ as function of $k$, with $k \in (0, 0.2)$. In both cases, $L = 30$.

The expressions of $\phi_k$, $Q$ and $V$ also allow us to check, numerically, that $\Psi := M_k(\phi_k) + \frac{\partial c}{\partial k} Q(\phi_k) \neq 0$ and condition (P4) holds. See Figure 5.

![Figure 5](image2)

**Figure 5.** Left: Graph of $\Psi$ for $k \in (0, k_L)$. Right: Graph of $\Psi$ for $k \in (0, 0.2)$. In both cases, $L = 30$.

Table 2 below also gives the values of $\Phi$ and $\Psi$ for different values of $k$. As an application of Theorem 4.1 we then have proved the following.
Theorem 4.3. For each $k \in J = (0, k_L)$, the periodic traveling wave $\phi_k$ given in (4.9) is orbitally stable in $H^1_{\text{per}}([0, L])$.

Table 2. $\Phi$ and $\Psi$ for some values of $k$.

| $k$ | $\Phi$ | $\Psi$ |
|-----|--------|--------|
| 0.1 | $3.675157856 \times 10^{-8}$ | $0.00009093638233$ |
| 0.2 | 0.00002575957430 | 0.000787754841 |
| 0.3 | 0.00003422439640 | 0.003061968119 |
| 0.4 | 0.002398363306 | 0.009008424446 |
| 0.5 | 0.0001228499118 | 0.02397754841 |
| 0.6 | 0.005375083538 | 0.06355524106 |
| 0.7 | 0.02241081146 | 0.1814545325 |
| 0.8 | 0.1029912842 | 0.6356553017 |
| 0.9 | 0.7898496312 | 4.353282492 |

4.2. The regularized Schamel equation. Here we consider the so called regularized Schamel equation

$$u_t - u_{txt} + \partial_x (u + |u|^{3/2}) = 0,$$

which can be viewed as a regularized version of (3.35) in much the same way that the BBM equation can be viewed as a regularized version of the KdV equation.

Periodic traveling waves solutions for (4.12) may be obtained in view of the quadrature method. Indeed, in [21] it was shown that for $L > 4\pi$ there exists $k_L \in (0, 1)$ such that for $k \in (0, k_L)$ the function

$$\phi_k(x) = \left[ \frac{5}{12} \left( \frac{L^2 - 64(2k^2 - 1)K^2(k)}{m(k)} - 1 \right) + \frac{80k^2K^2(k)}{m(k)} \right] \cdot \frac{\sqrt{2K(k)}}{L} x, $$

where $m(k) = L^2 - 64K^2(k)\sqrt{k^4 - k^2 + 1}$, is a traveling wave for (4.12) with

$$c = \frac{L^2}{L^2 - 64K^2(k)\sqrt{k^4 - k^2 + 1}},$$

and

$$A = \frac{-204800K^6(k)}{27m^3(k)} \left[ \left( \frac{\sqrt{k^4 - k^2 + 1} - (2k^2 - 1)}{2\sqrt{k^4 - k^2 + 1} + (2k^2 - 1)} \right) \right].$$

The hypothesis (P0) is then fulfilled with $J := (0, k_L)$. Properties (P1)-(P2) can be obtained by studying the periodic eigenvalue problem associated with the operator $L_k = -c\phi_x^2 + (c - 1) - \frac{3}{2} \phi_k^{1/2}$, which in turn is equivalent to study the eigenvalue problem associated with a Lamé type equation, namely,

$$\begin{cases} 
\Lambda''(x) + \left[ h - 5 \cdot 6 \cdot k^2 \text{SN}^2 (x, k) \right] \Lambda(x) = 0, \\
\Lambda(0) = \Lambda(2K(k)), \quad \Lambda'(0) = \Lambda'(2K(k)).
\end{cases}$$

Once we known the eigenvalues of (4.16) explicitly, (P1)-(P2) are promptly obtained (see [21] and [26]).

In view of the expression of the solution $\phi_k$, properties (P3)-(P4) are a little bit hard to be obtained. However, after some algebraic computations one can check that they still hold here. In conclusion, Theorem 4.1 can be applied to obtain the orbital stability of $\phi_k$ by the flow of (4.12). We refer the reader to [21] for the details.
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