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Abstract. Stochastic Primal-Dual Hybrid Gradient (SPDHG) was proposed by Chambolle et al. (2018) and is a practical tool to solve nonsmooth large-scale optimization problems. In this paper we prove its almost sure convergence for convex but not necessarily strongly convex functionals. The proof makes use of a classical supermartingale result, and also rewrites the algorithm as a sequence of random continuous operators in the primal-dual space. We compare our analysis with a similar argument by Alacaoglu et al., and give sufficient conditions for an unproven claim in their proof.
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1. Introduction. Optimization problems have numerous applications among many fields such as imaging, data science or machine learning, to name a few. Optimization problems in data science are often formulated as

\[ \hat{x} \in \arg \min_{x \in X} \sum_{i=1}^{n} f_i(A_i x) + g(x) \]

where \( f_i : Y_i \to \mathbb{R} \cup \{\infty\} \) and \( g : X \to \mathbb{R} \cup \{\infty\} \) are convex functionals, and \( A_i : X \to Y_i \) are linear operators between finite-dimensional Hilbert spaces.

Examples of problems in this form are total variation regularized image reconstruction [13, 20] such as image denoising [8] or PET reconstruction [6]; regularized empirical risk minimization [21, 22] such as support vector machine (SVM) [3] or least absolute shrinkage and selection operator (LASSO) [5]; and optimization with large number of constraints [12, 16], among others.

Primal-dual methods offer an important advantage over gradient descent when solving this kind of problems. While some classical approaches such as gradient descent are not applicable when the functionals \( f_i \) or \( g \) are not smooth [8], primal-dual methods are able to find solutions to (1.1) without assuming differentiability. For convex, proper and lower-semicontinuous functionals \( f_i, g \), a primal-dual formulation for (1.1) reads

\[ \hat{x}, \hat{y} \in \arg \min_{x \in X} \max_{y \in Y} \sum_{i=1}^{n} \langle A_i x, y_i \rangle - f_i^*(y_i) + g(x) \]

where \( f^* \) is the convex conjugate of \( f \) [2], and \( Y = \Pi_{i=1}^{n} Y_i \). We refer to any solution \( \hat{w} = (\hat{x}, \hat{y}) \) of (1.2) as a saddle point.

A well-known example of primal-dual methods that solve (1.2) is the Primal-Dual Hybrid Gradient (PDHG) [7, 11, 18], as presented by Chambolle & Pock (2011). It naturally breaks down the complexity of (1.1) into separate optimization problems by doing separate updates for the primal and dual variables \( x, y \), as shown in (2.1). In general, PDHG is proven to converge to a solution of (1.2), however its iterations become very costly for large-scale problems, e.g. when \( n \gg 1 \) [6].
More recently, Chambolle et al. proposed the Stochastic Primal-Dual Hybrid Gradient (SPDHG) \cite{6} which reduces the per-iteration computational cost of PDHG by randomly sampling the dual variable: at each step, instead of the full dual variable $y$, only a random subset of its coordinates $y_i$ gets updated. This offers significantly better performance than the deterministic PDHG for large-scale problems \cite{6}. Examples of similar random primal-dual algorithms are found in \cite{10,13,14,15,22}.

We are interested in the convergence of SPDHG. In \cite{6}, it is shown that, for arbitrary convex functionals $f_i$ and $g$, PDHG converges in the sense of Bregman distances, which in general does not imply almost sure convergence in the norm. In this paper we prove the almost sure convergence of SPDHG for convex but not necessarily strongly convex functionals. The main result is stated in Section 3. A sketch of the proof is laid out in Section 4, and the complete proof is detailed in Section 5.

Additionally, in Section 6 we compare our analysis to similar arguments in the literature. In particular, we look into a claim proposed by Alacaouglu et al. \cite{1} and offer sufficient conditions for the validity of their results.

\section{The Algorithm}

In order to solve (1.2), the deterministic PDHG method with dual extrapolation reads

\begin{align}
  x^{k+1} &= \text{prox}_{\tau g}(x^k - \tau A^T \tilde{z}^k) \\
  y^{k+1} &= \text{prox}_{\sigma f^*}(y^k + \sigma Ax^{k+1})
\end{align}

where $\tilde{y}^k = 2y^k - y^{k-1}$ is an extrapolation on the previous iterates, and the proximity operator of a convex functional $f$ is given by

$$\text{prox}_{\sigma f}(v) := \arg \min_{y \in Y} \frac{\|v - y\|^2}{2\sigma} + f(y).$$

SPDHG, in contrast, reduces the cost of iterations by only partially updating the dual variable $y = (y_i)_{i=1}^n$: at every iteration $k$, choose $j \in \{1, \ldots, n\}$ at random with probability $p_i = \mathbb{P}(j = i) > 0$, so that only the variable $y_j^{k+1}$ is updated, while the rest remain unchanged, i.e. $y_i^{k+1} = y_i^k$ for $i \neq j$. SPDHG can be thus summarized in Algorithm 2.1.

\begin{algorithm}
  \caption{SPDHG}
  \begin{algorithmic}
    \State Choose $\tau, \sigma > 0$ and $x^0 \in X$. Set $y^0 = 0 \in Y$ and $z^0 = 0 \in X$. 
    \For{$k \geq 0$}
      \State Select $j^k \in \{1, \ldots, n\}$ at random
      \State $x^{k+1} = \text{prox}_{\tau g}(x^k - \tau \bar{z}^k)$
      \State $y_i^{k+1} = \begin{cases} \text{prox}_{\sigma_i f_i^*}(y_i^k + \sigma_i A_i x^{k+1}) & \text{if } i = j^k \\ y_i^k & \text{else} \end{cases}$
      \State $\delta^k = A_{j^k}^T (y_{j^k}^{k+1} - y_{j^k}^k)$
      \State $z^{k+1} = z^k + \delta^k$
      \State $\bar{z}^{k+1} = z^{k+1} + p_{j^k}^{-1} \delta^k$
    \EndFor
  \end{algorithmic}
\end{algorithm}
Remark 2.1. In order to compute $\delta^k$ for the dual extrapolation $\hat{z}^{k+1}$, it is necessary to recall $y^k_i$ from memory. Only the two latest versions of each $y_i$ need to be stored. The variables $\delta^k, z^k$ and $\hat{z}^k$ each require the same memory as $x^k$.

3. Main Result. We establish the almost sure convergence of SPDHG for any convex functionals, under the same step size conditions as in [6]:

Assumption 3.1. We assume the following to hold:
1. The functionals $g, f_i$ are convex, proper and lower-semicontinuous.
2. The step sizes $\tau, \sigma_i > 0$ satisfy

\begin{equation}
\tau \sigma_i \|A_i\|^2 < p_i \quad \text{for every } i.
\end{equation}

3. The set of solutions to (1.2) is nonempty.

Theorem 3.2 (Convergence of SPDHG). Let $(w^k)_{k \in \mathbb{N}} = (x^k, y^k)_{k \in \mathbb{N}}$ be a random sequence in $\mathbb{R}^d$ generated by Algorithm 2.1. Under Assumption 3.1, the sequence $(w^k)_{k \in \mathbb{N}}$ converges almost surely to a solution of (1.2).

4. Sketch of the Proof. The following results lay out the proof of Theorem 3.2. The complete proof is detailed in Section 5. We use the notation $\|x\|_T^2 = \langle T x, x \rangle$, as well as the block diagonal operators $Q, S : Y \rightarrow Y$ given by $Q = \text{diag}(p_1^{-1}, \ldots, p_n^{-1})$ and $S = \text{diag}(\sigma_1, \ldots, \sigma_n)$. The conditional expectation at time $k + 1$ is denoted, for any functional $\phi$, by

$$
E^{k+1}(\phi(w^{k+1})) = E(\phi(w^{k+1})|w^k).
$$

The proof of Theorem 3.2 uses the following important inequality from SPDHG, which is a consequence of ([6], Lemma 4.4). This inequality is best summarized in ([1], Lemma 4.1), which we have further simplified by using the fact that Bregman distances of convex functionals are nonnegative ([6], Section 4).

Lemma 4.1 ([1], Lemma 4.1). Let $(w^k)_{k \in \mathbb{N}}$ be a random sequence in $\mathbb{R}^d$ generated by Algorithm 2.1 under Assumption 3.1. Then for every saddle point $\hat{w}$,

\begin{equation}
V^k(w^k - \hat{w}) \geq E^{k+1}(V^{k+1}(w^{k+1} - \hat{w})) + V(x^{k+1} - x^k, y^k - y^{k-1})
\end{equation}

where the functionals $V$ and $V^k$ are given by

$$
V(x, y) = \|x\|_{T^{-1}}^2 + 2\langle QAx, y \rangle + \|y\|_{Q^{-1}S^{-1}}^2
$$

\begin{align*}
V^k(x, y) &= \|x\|_{T^{-1}}^2 - 2\langle QAx, y^k - y^{k-1} \rangle + \|y^k - y^{k-1}\|_{Q^{-1}S^{-1}}^2 + \|y\|_{Q^{-1}S^{-1}}^2.
\end{align*}

The following result is the central argument of our proof. It makes use of inequality (4.1) and a classical result from Robbins & Siegmund (Lemma 5.2) to establish an important convergence result. Its proof is detailed in Section 5.

Proposition 4.2. Let $(w^k)_{k \in \mathbb{N}}$ be a random sequence in $\mathbb{R}^d$ generated by Algorithm 2.1 under Assumption (3.1) and let $\hat{w}$ be a saddle point. Then:

i) The sequence $(w^k)_{k \in \mathbb{N}}$ is a.s. bounded.
ii) The sequence $(V^k(w^k - \hat{w}))_{k \in \mathbb{N}}$ converges a.s.
iii) The sequence $\{\|w^k - \hat{w}\|\}_{k \in \mathbb{N}}$ converges a.s.
iv) If every cluster point of $(w^k)_{k \in \mathbb{N}}$ is a.s. a saddle point, the sequence $(w^k)_{k \in \mathbb{N}}$ converges a.s. to a saddle point.

Finally, we need to prove that every cluster point of $(w^k)_{k \in \mathbb{N}}$ is almost surely a solution to (1.2), as in Proposition 4.3. To show this, we have rewritten Algorithm 2.1 as a sequence of random operators. The details are explained in Lemma 5.5 in Section 5.
Proposition 4.3. Let \((w^k)_{k \in \mathbb{N}}\) be a random sequence in \(\mathbb{R}^d\) generated by Algorithm 2.1 under Assumption 3.1. Then every cluster point of \((w^k)_{k \in \mathbb{N}}\) is almost surely a saddle point.

Proof of Theorem 3.2. By Proposition 4.3, every cluster point of \((w^k)_{k \in \mathbb{N}}\) is almost surely a saddle point and, by Proposition 4.2 iv), the sequence \((w^k)_{k \in \mathbb{N}}\) converges almost surely to a saddle point.

5. Proof of Convergence. This section contains detailed proofs for our two main arguments, Propositions 4.2 and 4.3. The proof of Proposition 4.2 follows a similar strategy to that of Combettes & Pesquet in ([9], Proposition 2.3), and we have divided it into three sections.

5.1. Proof of Proposition 4.2 i). To show this first part, we require the following lemma from [6]:

Lemma 5.1 ([6], Lemma 4.2). Let \(p_i^{-1} \tau \sigma_i \|A_i\|^2 \leq \gamma^2 < 1\) for every \(i\) and let \(y^k\) be defined as in Algorithm 2.1. Then for every \(x \in X\),

\[
E^k(V(x, y^k - y^{k-1})) \geq (1 - \gamma)E^k(\|x\|_\tau^2 + \|y^k - y^{k-1}\|_{QS^{-1}}^2).
\]

Proof of Proposition 4.2 i). By ([1], Lemma 4.1), for any saddle point \(\hat{w}\) we have

\[
\Delta^k \geq E^{k+1}(\Delta^{k+1}) + V(x^{k+1} - x^k, y^k - y^{k-1})
\]

where \(\Delta^k = V^k(w^k - \hat{w})\). By Lemma 5.1,

\[
E^k(V(x^{k+1} - x^k, y^k - y^{k-1})) \geq (1 - \gamma)E^k\left\{\|x^{k+1} - x^k\|_\tau^2 + \|y^k - y^{k-1}\|_{QS^{-1}}^2\right\}.
\]

Hence, taking the full expectation in (5.1) yields

\[
E(\Delta^k) \geq E(\Delta^{k+1}) + (1 - \gamma)E(\|x^{k+1} - x^k\|_\tau^2 + \|y^k - y^{k-1}\|_{QS^{-1}}^2).
\]

Taking the sum from \(k = 0\) to \(k = N - 1\) gives

\[
\Delta^0 \geq E(\Delta^N) + (1 - \gamma)E\left\{\sum_{k=0}^{N-1} \|x^{k+1} - x^k\|_\tau^2 + \|y^k - y^{k-1}\|_{QS^{-1}}^2\right\}
\]

where \(y^{-1} = y^0\). This implies \(\Delta^0 \geq E(\Delta^N)\) and, by Lemma 5.1 we have

\[
E(\Delta^N) \geq E\left\{(1 - \gamma)(\|x^N - \bar{x}\|_\tau^2 + \|y^N - y^{N-1}\|_{QS^{-1}}^2) + \|y^N - \bar{y}\|_{QS^{-1}}^2\right\}.
\]

It follows that

\[
\Delta^0 \geq (1 - \gamma)\|x^N - \bar{x}\|_\tau^2 + \|y^N - \bar{y}\|_{QS^{-1}}^2 \quad \text{a.s.}
\]

from where it is clear that the sequence \((w^N)_{N \in \mathbb{N}}\) is bounded almost surely.

5.2. Proof of Proposition 4.2 ii)-iii). As in ([9], Proposition 2.3), we use the following classical result from Robbins & Siegmund.

Lemma 5.2 ([19], Theorem 1). Let \(\mathcal{F}_k\) be a sequence of sub-\(\sigma\)-algebras such that \(\mathcal{F}_{k} \subseteq \mathcal{F}_{k+1}\) for every \(k\), and let \(\alpha_k, \eta_k\) be nonnegative \(\mathcal{F}_k\)-measurable random variables such that \(\sum_{k=1}^\infty \eta_k < \infty\) almost surely and

\[
E(\alpha_{k+1} | \mathcal{F}_k) \leq \alpha_k + \eta_k \quad \text{a.s.}
\]

for every \(k\). Then \(\alpha_k\) converges almost surely to a random variable in \([0, \infty)\).
Proof of Proposition 4.2 ii)-iii). From (5.3) we have $\mathbb{E}(\Delta^N) \geq 0$. Thus taking the limit as $N \to \infty$ in (5.2) yields
\begin{equation}
\mathbb{E}\left\{ \sum_{k=0}^{\infty} \|x^{k+1} - x^k\|_{r-1}^2 + \|y^k - y^{k-1}\|_{QS-1}^2 \right\} < \infty
\end{equation}
which implies
\begin{equation}
\sum_{k=0}^{\infty} \|x^{k+1} - x^k\|_{r-1}^2 + \|y^k - y^{k-1}\|_{QS-1}^2 < \infty \quad \text{a.s.}
\end{equation}
and, in particular,
\begin{equation}
\|y^k - y^{k-1}\|_{QS-1} \to 0 \quad \text{a.s.}
\end{equation}
Since $(w^k)_{k \in \mathbb{N}}$ is bounded a.s., so is $(x^k)_{k \in \mathbb{N}}$ and, since the operators $Q$, $A$ and $S$ are also bounded, there exists $M > 0$ such that, for every $k$,
\begin{align*}
|\langle QA(x^k - \hat{x}), y^k - y^{k-1} \rangle| &\leq \||QA||\|x^k - \hat{x}\|\|y^k - y^{k-1}\| \leq M\|y^k - y^{k-1}\|_{QS-1}
\end{align*}
a.s. and therefore, by (5.6),
\begin{equation}
\langle QA(x^k - \hat{x}), y^k - y^{k-1} \rangle \to 0 \quad \text{a.s.}
\end{equation}
The fact that $(w^k)_{k \in \mathbb{N}}$ is a.s. bounded, together with (5.6) and (5.7) imply the sequence $(\Delta^k)_{k \in \mathbb{N}}$ is also a.s. bounded. Thus there exists $\hat{M} \geq 0$ such that $\Delta^k + \hat{M} \geq 0$ for every $k$. Let $\alpha_k = \Delta^k + \hat{M}$ and $\eta_k = 2|\langle QA(x^{k+1} - x^k), y^k - y^{k-1} \rangle|$. From (5.1) we deduce
\begin{equation}
\alpha_k + \eta_k \geq \mathbb{E}^{k+1}(\alpha_{k+1}) \quad \text{a.s. for every } k,
\end{equation}
where all the terms are nonnegative and, for some $\hat{M} > 0$,
\begin{align*}
\eta_k = 2|\langle QA(x^{k+1} - x^k), y^k - y^{k-1} \rangle| &\leq 2||QA||\|x^{k+1} - x^k\|\|y^k - y^{k-1}\| \\
&\leq 2\hat{M}\|x^{k+1} - x^k\|_{r-1}\|y^k - y^{k-1}\|_{QS-1} \\
&\leq \hat{M}\|x^{k+1} - x^k\|_{r-1}^2 + \|y^k - y^{k-1}\|_{QS-1}^2
\end{align*}
which implies, by (5.5), $\sum_{k=1}^{\infty} \eta_k < \infty$ a.s.. Thus (5.8) satisfies all the assumptions of Lemma 5.2 and it yields
\begin{equation}
\Delta^k \to \alpha \quad \text{a.s.}
\end{equation}
for some $\alpha \in [-\hat{M}, \infty)$. Furthermore, from (5.6) and (5.7) we know some of the terms in $\Delta^k$ converge to 0 almost surely, namely
\begin{equation}
-2\langle QA(x^k - \hat{x}), y^k - y^{k-1} \rangle + \|y^k - y^{k-1}\|_{QS-1}^2 \to 0 \quad \text{a.s.}
\end{equation}
hence
\begin{equation}
\|x^k - \hat{x}\|_{r-1}^2 + \|y^k - g\|_{QS-1}^2 \to \alpha \quad \text{a.s.}
\end{equation}
Finally, the norm $\|w^k\|_R := \|x^k\|_{r-1} + \|y^k\|_{QS-1}^2$ is equivalent to the norm in $\mathbb{R}^d$. Since the sequence $(\|w^k - \hat{w}\|_R)_{k \in \mathbb{N}}$ converges almost surely, so does $(\|w^k - \hat{w}\|)_{k \in \mathbb{N}}$. \qed
5.3. Proof of Proposition 4.2 iv). The two following lemmas are consequence of ([9], Proposition 2.3) and their proofs are included in the appendix for completeness. We use the standard notation \((\Omega, \mathcal{F}, P)\) for the probability space corresponding to the random iterations \(w^k\).

**Lemma 5.3** ([9], Proposition 2.3 (iii)). Let \(F\) be a closed subset of \(\mathbb{R}^d\) and let \((w^k)_{k \in \mathbb{N}}\) be a sequence of random variables such that the sequence \(\left(\|w^k - w\|\right)_{k \in \mathbb{N}}\) converges almost surely for every \(w \in \Phi\). Then there exists \(\Omega \in \mathcal{F}\) such that \(P(\Omega) = 1\) and the sequence \(\left(\|w^k(\omega) - w\|\right)_{k \in \mathbb{N}}\) converges for all \(\omega \in \Omega\) and \(w \in F\).

**Lemma 5.4** ([9], Proposition 2.3 (iv)). Let \(G(w^k)\) be the set of cluster points of a random sequence \((w^k)_{k \in \mathbb{N}}\) in \(\mathbb{R}^d\). Assume there exists \(\Omega \in \mathcal{F}\) such that \(P(\Omega) = 1\) and for every \(\omega \in \Omega\), \(G(w^k(\omega))\) is nonempty and the sequence \(\left(\|w^k(\omega) - w\|\right)_{k \in \mathbb{N}}\) converges for all \(w \in G(w^k(\omega))\). Then \((w^k)_{k \in \mathbb{N}}\) converges almost surely to an element of \(G(w^k)\).

**Proof of Proposition 4.2 iv).** Let \(F\) be the set of solutions to the saddle point problem (1.2). By Proposition 4.2 (iii) and Lemma 5.3, there exists \(\Omega \in \mathcal{F}\) such that the sequence \(\left(\|w^k(\omega) - w\|\right)_{k \in \mathbb{N}}\) converges for every \(w \in F\) and \(\omega \in \Omega\). This implies, since \(F\) is nonempty, that \((w^k(\omega))_{k \in \mathbb{N}}\) is bounded and thus \(G(w^k(\omega))\) is nonempty for all \(\omega \in \Omega\). By assumption, there exists \(\Omega \in \mathcal{F}\) such that \(G(w^k(\omega)) \subset F\) for every \(\omega \in \Omega\). Let \(\omega \in \Omega \cap \Omega\), then \(\left(\|w^k(\omega) - w\|\right)_{k \in \mathbb{N}}\) converges for every \(w \in G(w^k(\omega)) \neq \emptyset\). By Lemma 5.4, we get the result.

**5.4. Proof of Proposition 4.3.** In order to prove Proposition 4.3 we require the following lemma.

**Lemma 5.5.** Denote \(w = (w_i)_{i=0}^n = (x, y_1, ..., y_n)\) and for every \(j \in \{1, ..., n\}\) let the operator \(T_j : \mathbb{R}^d \to \mathbb{R}^d\) be defined by

\[
(T_j w)_0 = \text{prox}_{g}(x - \tau A^T y - (1 + \frac{1}{p_j})\tau A^T_f ((T_j w)_j - y_j))
\]

\[
(T_j w)_i = \begin{cases} 
  \text{prox}_{\sigma_i f_i}(y_i + \sigma_i A_i x) & \text{if } i = j \\
  y_i & \text{else}
\end{cases}
\]

for \(1 \leq i \leq n\).

Then the iterations \(w^k\) generated by Algorithm 2.1 satisfy

\[
T_j^k(x^{k+1}, y^k) = (x^{k+2}, y^{k+1}).
\]

Furthermore, \(\tilde{w}\) is a solution to the saddle point problem (1.2) if and only if it is a fixed point of \(T_j\) for each \(j \in \{1, ..., n\}\).

**Proof.** By definition of the iterates in Algorithm 2.1, \((T_j^k(x^{k+1}, y^k))_i = y_i^{k+1}\) for every \(i\) and we have

\[
z_i^{k+1} = z_i^k + (1 + \frac{1}{p_j})\delta_i^k
\]

\[
= A^T_b y_i^k + (1 + \frac{1}{p_j})\sigma_i A^T_f (y_i^{k+1} - y_j^k)
\]

\[
= A^T_b y_i^k + (1 + \frac{1}{p_j})\sigma_i A^T_f ((T_j^k(x^{k+1}, y^k))_j - y_j^k).
\]

Thus \((T_j^k(x^{k+1}, y^k))_0 = \text{prox}_{g}(x^{k+1} - \tau z^{k+1}) = x^{k+2}\), which proves (5.9). Now let \(w\) be a fixed point of \(T_j\) for every \(j\). Then, for any \(j\),

\[
y_j = w_j = (T_j w)_j = \text{prox}_{\sigma_j f_j}(y_j + \sigma_j A_j x),
\]
from where it follows that, for every $j$,
\[
x = w_0 = (T_j w)_0 = \text{prox}_{\tau g}(x - \tau A^* y - (1 + \frac{1}{p_j})\tau A^*_j ((T_j w)_j - y_j)) \\
= \text{prox}_{\tau g}(x - \tau A^* y).
\]
These conditions on $x$ and $y$ define a saddle point ([4], 6.4.2). The converse result is direct.

**Proof of Proposition 4.3.** Let $j^k$ be the sampling generated by the algorithm and denote $z^k = (x^{k+1}, y^k)$. By Lemma 5.5 we have $z^{k+1} = T_j z^k$ and, by (5.4),
\[
(5.10) \quad \mathbb{E} (\|z^k - z^{k-1}\|^2) = \mathbb{E} (\|x^{k+1} - x^k\|^2 + \|y^k - y^{k-1}\|^2) \to 0.
\]
Furthermore, by the properties of the conditional expectation,
\[
\mathbb{E}(\|z^{k+1} - z^k\|^2) = \mathbb{E}(\mathbb{E}(\|z^{k+1} - z^k\|^2) | j^k) = \mathbb{E}\left(\sum_{j=1}^{n} \mathbb{P}(j^k = j)\|T_j z^k - z^k\|^2\right) \\
= \sum_{j=1}^{n} \mathbb{P}(j^k = j)\mathbb{E}(\|T_j z^k - z^k\|^2).
\]
By assumption $p_j = \mathbb{P}(j^k = j) > 0$, thus by (5.10) we have $\mathbb{E}(\|T_j z^k - z^k\|^2) \to 0$ for every $j$ and therefore
\[
(5.11) \quad T_j z^k - z^k \to 0 \quad \text{a.s. for every } j \in \{1, \ldots, n\}.
\]
Assume now a convergent subsequence $w^{f_k} \to w^*$. From (5.10), $y^k - y^{k-1} \to 0$ a.s. and so $z^k$ also converges to $w^*$. By (5.11) and the continuity of $T_j$, for every $j$ there holds
\[
w^* = \lim_{k \to \infty} z^{f_k} = \lim_{k \to \infty} T_j z^{f_k} = T_j (\lim_{k \to \infty} z^{f_k}) = T_j w^* \quad \text{a.s.}
\]
Hence $w^*$ is almost surely a fixed point of $T_j$ for each $j$ and, by Lemma 5.5, $w^*$ is a saddle point.

6. **Relation to Other Work.**

6.1. **Chambolle et al. (2018).** In the original paper for SPDHG [6], it is shown that, under Assumption 3.1, the Bregman distance to any solution $\hat{x}, \hat{y}$ of (1.2) converges to zero, i.e. the iterates $x^k, y^k$ of Algorithm 2.1 satisfy
\[
(6.1) \quad D_{g^{-A^T g}}(x^k, \hat{x}) + D_{f^*}(y^k, \hat{y}) \to 0 \quad \text{a.s.,}
\]
where the Bregman distance $D^g_{h_i}(u, v)$ is defined by
\[
D^g_{h_i}(u, v) = h(u) - h(v) - \langle q, u - v \rangle
\]
for any functional $h$ and any point $q \in \partial h(v)$ in the subdifferential of $h$. In [6], it is shown that (6.1) implies $(x^k, y^k) \to (\hat{x}, \hat{y})$ a.s. if $f_i$ or $g$ are strongly convex.

Another difference with [6] is that we limit ourselves to serial sampling in Algorithm 2.1. In this context, condition (3.1) is equivalent to the step-size condition of the original SPDHG result ([6], Theorem 4.3).
6.2. Combettes & Pesquet (2014). In [9], Combettes & Pesquet look into the convergence of random sequences \((w^k)_{k \in \mathbb{N}}\) of the form

\[
\label{eq6.2}
w_{i+1}^k = \begin{cases} 
(Tw_i^k) & \text{if } i \in S^k \\
w_i^k & \text{else}
\end{cases}
\]

where \(S^k \subset \{1, ..., n\}\) is chosen at random. They use the Robbins-Siegmund lemma (Lemma 5.2) to prove that, for any nonexpansive operator \(T\), the sequence \((w^k)_{k \in \mathbb{N}}\) converges to a fixed point of \(T\). Later, Pesquet & Repetti [17] used this to prove convergence for a wide class of random algorithms of the form \((6.2)\), where \(T = (I + B)^{-1}\) is the resolvent operator of a maximally monotone operator \(B\).

For the case of SPDHG, which involves a sequence of operators \(T^k\), we take inspiration from ([9], Proposition 3.2), which states sufficient conditions on the sequence \((w^k)_{k \in \mathbb{N}}\) that guarantee its convergence to a fixed point \(w \in \bigcap_{k \in \mathbb{N}} \text{Fix} T^k\).

6.3. Alacaoglu et al. (2019). Recently Alacaoglu et al. proposed a proof for the almost sure convergence of SPDHG ([11], Theorem 4.4) using a strategy similar to ours. However, their argument is based on the following claim: Under the step size condition \((3.1)\), the iterates of Algorithm 2.1 satisfy

\[
\label{eq6.3}
V(x^{k+1} - x^k, y^k - y^{k-1}) \geq (1 - \gamma) \left( \|x^{k+1} - x^k\|_{\tau^{-1}}^2 + \|y^k - y^{k-1}\|_{\gamma S^{-1}}^2 \right)
\]

where \(\gamma\) is such that \(p_i^{-1} \tau \sigma_i \|A_i\|^2 \leq \gamma^2 < 1\), and \(V\) is defined in Lemma 4.1. No proof is offered in [1] for this claim, although it is used in their proof of the almost sure convergence of SPDHG. Here, we show via an example how inequality \((6.3)\) does not hold for arbitrary \(x, y\) under assumption \((3.1)\), and we propose sufficient conditions under which it does.

**Lemma 6.1.** The following two assertions hold:

1. Let step size condition \((3.1)\) be satisfied, then \(V\) may be negative, i.e. there exist \(x, y\) such that \(V(x, y) < 0\).
2. Assume \(\sum_{i=1}^n p_i^{-1} \tau \sigma_i \|A_i\|^2 < 1\). Then for all \(x, y\),

\[
V(x, y) \geq (1 - \gamma)(\|x\|_{\tau^{-1}}^2 + \|y\|_{\gamma S^{-1}}^2).
\]

**Proof.** Let \(\gamma_i^2 = p_i^{-1} \tau \sigma_i \|A_i\|^2\). By assumption, \(\gamma_i^2 < 1\). Rewrite \(V(x, y)\) as

\[
V(x, y) = \|x\|_{\tau^{-1}}^2 + 2(\langle QAx, y \rangle + \|y\|_{\gamma S^{-1}}^2) = \|\tilde{x}\|^2 + 2(\langle C\tilde{x}, \tilde{y} \rangle + \|\tilde{y}\|^2
\]

for \(\tilde{x} = \tau^{-1/2}x\), \(\tilde{y} = Q^{1/2}S^{-1/2}y\) and \(C = Q^{1/2}S^{1/2}A_i^{1/2}\). Assume \(X = Y_i\) for every \(i\) and let each \(A_i = I\) be the identity. Then \(C_i = p_i^{-1/2} \sigma_i^{1/2} \tau^{1/2}I\) and

\[
\langle C\tilde{x}, \tilde{y} \rangle = \sum_{i=1}^n \langle C_i\tilde{x}, \tilde{y}_i \rangle = \sum_{i=1}^n \langle p_i^{-1/2} \sigma_i^{1/2} \tau^{1/2} \tilde{x}, \tilde{y}_i \rangle = \sum_{i=1}^n \gamma_i \langle \tilde{x}, \tilde{y}_i \rangle
\]

Choose \(y_i = -p_i^{1/2} \sigma_i^{1/2} \tau^{-1/2} \tilde{x}\) for every \(i\). Then \(\tilde{y}_i = -\tilde{x}\) for every \(i\) and \(\|\tilde{y}\|^2 = \sum_{i=1}^n \|\tilde{y}_i\|^2 = n\|\tilde{x}\|^2\), thus

\[
2V(x, y) = \|\tilde{x}\|^2 + 2\langle C\tilde{x}, \tilde{y} \rangle + \|\tilde{y}\|^2 = \|\tilde{x}\|^2 + 2 \sum_{i=1}^n \gamma_i \langle \tilde{x}, \tilde{y}_i \rangle + \|\tilde{y}\|^2
\]

\[
= \|\tilde{x}\|^2 - 2 \sum_{i=1}^n \gamma_i \|\tilde{x}\|^2 + n\|\tilde{x}\|^2 = \|\tilde{x}\|^2(1 + n - 2 \sum_{i=1}^n \gamma_i).
\]
By assumption $\gamma_i < 1$, however the last term is negative if $\sum_{i=1}^{n} \gamma_i \geq \frac{1}{\Delta}$. E.g. for $n > 1$, taking $\tau = \sigma_i = 0.9^{1/2}$ yields $\gamma_i = 0.9 < 1$ which satisfies assumption (3.1), however $\sum_{i=1}^{n} \gamma_i = 0.9n > \frac{1}{\Delta}$. This proves the first part of the lemma.

Now assume $\sum_{i=1}^{n} \gamma_i^2 < 1$. For arbitrary $A_i$, choosing $\|x\| \leq 1$ yields

$$||C\tilde{x}||^2 = \sum_{i=1}^{n} ||C_i\tilde{x}||^2 = \sum_{i=1}^{n} \frac{1}{p_i} \tau_i \gamma_i ||A_i\tilde{x}||^2 \leq \sum_{i=1}^{n} \gamma_i^2$$

from where it follows that $||C||^2 \leq \sum_{i=1}^{n} \gamma_i^2 < 1$ and thus, for any $x, y$,

$$V(x, y) = \|\tilde{x}\|^2 + 2(C\tilde{x}, \tilde{y}) + \|\tilde{y}\|^2 \geq \|\tilde{x}\|^2 - 2\|C\|\|\tilde{x}\|\|\tilde{y}\| + \|\tilde{y}\|^2$$

$$\geq \|\tilde{x}\|^2 - \|C\|\|\tilde{x}\|^2 + \|\tilde{y}\|^2$$

$$= (1 - \|C\|)(\|\tilde{x}\|^2 + \|\tilde{y}\|^2) = (1 - \|C\|)(\|x\|^2 - 1 + \|y\|^2)_{Q,S-1}.$$  

\[\square\]

**Appendix A. Postponed Proofs.**

**Proof of Lemma 5.3.** Let $Z$ be a countable set such that $\tilde{Z} = \Phi$. By assumption, for every $z \in \Phi$ there exists a set $\Omega_z \in \mathcal{F}$ such that $P(\Omega_z) = 1$ and

$$\|w^k(\omega) - z\| \to \tau_z(\omega) \quad \forall \omega \in \Omega_z$$

for some random variable $\tau_z : \Omega \to [0, \infty)$. Let $\Omega = \bigcap_{z \in Z} \Omega_z$ and let $\Omega^c$ be its complement. Then, since $Z$ is countable,

$$P(\Omega) = 1 - P(\Omega^c) = 1 - P\left(\bigcup_{z \in Z} \Omega^c_z\right) \geq 1 - \sum_{z \in Z} P(\Omega^c_z) = 1.$$

Now let $z \in \Phi$ be fixed. By density there exists a sequence $(z^n)_{n \in \mathbb{N}}$ in $Z$ such that $z^n \to z$. As just seen, for every $n \in \mathbb{N}$ there exists $\tau_n : \Omega \to [0, \infty)$ such that $\|w^k(\omega) - z^n\| \to \tau_n(\omega)$ for every $\omega \in \Omega_z^n$. Let $\omega \in \Omega$, then for every $k, n \in \mathbb{N}$,

$$-\|z^n - z\| \leq \|w^k(\omega) - z\| - \|w^k(\omega) - z^n\| \leq \|z^n - z\|.$$

Hence for every $n \in \mathbb{N}$ we have

$$-\|z^n - z\| \leq \liminf_{k \to \infty} \|w^k(\omega) - z\| - \tau_n(\omega)$$

$$\leq \limsup_{k \to \infty} \|w^k(\omega) - z\| - \tau_n(\omega) \leq \|z^n - z\|.$$ 

Taking the limit as $n \to \infty$ yields

$$\liminf_{k \to \infty} \|w^k(\omega) - z\| = \limsup_{k \to \infty} \|w^k(\omega) - z\| = \lim_{n \to \infty} \tau_n(\omega).$$

We conclude that $(\|w^k(\omega) - z\|)_{k \in \mathbb{N}}$ is a convergent sequence for every $\omega \in \Omega$. \[\square\]

**Proof of Lemma 5.4.** Let $\omega \in \Omega$. From the assumptions it follows that the sequence $(w^k(\omega))_{k \in \mathbb{N}}$ is bounded, so it suffices to show that it has at most one cluster point ([2], Lemma 2.46).
Let \( z_1, z_2 \) be two cluster points of the sequence \((u^k(\omega))_{k \in \mathbb{N}}\). By assumption the sequences \( (\|w^k(\omega) - z_1\|)_{k \in \mathbb{N}} \) and \( (\|w^k(\omega) - z_2\|)_{k \in \mathbb{N}} \) converge, and thus the fact that
\[
2 \langle w^k(\omega), z_1 - z_2 \rangle = \|w^k(\omega) - z_2\|^2 - \|w^k(\omega) - z_1\|^2 + \|z_1\|^2 - \|z_2\|^2
\]
implies the sequence \((w^k(\omega), z_1 - z_2)_{k \in \mathbb{N}}\) also converges to some \( \rho \). However, by definition of \( z_1 \) there exists a subsequence \((w^{k_\ell}(\omega))_{\ell \in \mathbb{N}}\) which converges to \( z_1 \), thus \( \langle z_1, z_1 - z_2 \rangle = \rho \). By the same argument, \( \langle z_2, z_1 - z_2 \rangle = \rho \) and we have
\[
0 = \langle z_1 - z_2, z_1 - z_2 \rangle = \|z_1 - z_2\|^2,
\]
i.e. \( z_1 = z_2 \).
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