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ABSTRACT. We establish classical and categorical Howe dualities between the Lie superalgebras \( p(m) \) and \( p(n) \), for \( m, n \geq 1 \). We also describe a presentation via generators and relations as well as a Kostant Z-form for the universal enveloping superalgebra \( U(p(m)) \).

1. INTRODUCTION

1.1. Overview. Let \( k \) be an algebraically closed field of characteristic zero and let \( p(n) \) denote the type \( P \) Lie superalgebra defined over \( k \). In the Kac classification of the simple Lie superalgebras it is one of the so-called strange families which have no direct analogue among ordinary Lie algebras. While there have been considerable advances in the understanding of the representation theory of \( p(n) \) (e.g., see [2, 3, 4, 6, 7, 9, 11, 10] and references therein), many aspects of its representation theory remain mysterious.

When two Lie (super)algebras have mutually centralizing actions on a symmetric (super)algebra, then they are a Howe dual pair and their mutually centralizing action on the superalgebra is a Howe duality. A Howe duality provides a bridge between the representation theories of the two Lie (super)algebras as well as applications to invariant theory and other fields. See [15] and [8] for an overview of classical and super Howe dualities, respectively. This paper establishes a Howe duality between the Lie superalgebras \( p(m) \) and \( p(n) \) for all \( m, n \geq 1 \).

1.2. Main Results. Let \( U(p(m)) \) and \( U(p(n)) \) denote the enveloping superalgebras of \( p(m) \) and \( p(n) \), respectively. Let \( V_n \) denote the natural supermodule for \( p(n) \) and let \( Y_m \) denote a purely even superspace of dimension \( m \) with a trivial \( p(n) \)-action. Then \( Y_m \otimes V_n \) is a \( p(n) \)-supermodule via the coproduct of \( U(p(n)) \) and there is an induced action of \( p(n) \) on the symmetric superalgebra \( S(Y_m \otimes V_n) \). By Lemma 7.4.1 the action of \( p(n) \) on \( S(Y_m \otimes V_n) \) can be realized by polynomial differential operators. Moreover, by Lemma 7.4.2 there is a less obvious action of \( p(m) \) on \( S(Y_m \otimes V_n) \) which is also given by polynomial differential operators. The following theorem summarizes Theorems 7.5.1, 7.7.1, and 7.8.1 which collectively establish a Howe duality for \( p(m) \) and \( p(n) \).

**Theorem A.** Let \( WC(Y_m \otimes V_n) \) denote the Weyl-Clifford superalgebra of polynomial differential operators on \( S(Y_m \otimes V_n) \). Then there are superalgebra homomorphisms

\[
\begin{array}{ccc}
U(p(m)) & \\ & \Rightarrow & \\ WCY_m \otimes V_n & \Leftarrow & U(p(n))
\end{array}
\]

with mutually centralizing images.

Note that here and below “mutually centralizing” is used to mean that each map surjects onto the centralizer (in the graded sense) of the other map’s image.
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The above theorem has a second incarnation for an idempotent version of the enveloping algebra. Given a superspace \( S \) let \( \text{End}_{\mathbb{C}}^{\text{fin}}(S) \) be the subsuperalgebra of all linear maps with finite-dimensional image. Let \( \hat{U}(p(n)) \) be the idempotent form of \( U(p(n)) \) as defined in Definition 3.8.1. We then have the following finitary version of Howe duality.

**Theorem B.** For every \( m, n \geq 1 \) there are superalgebra homomorphisms

\[
\hat{U}(p(m)) \xrightarrow{\text{End}_{\mathbb{C}}^{\text{fin}}(S(Y_m \otimes V_n))} \hat{U}(p(n))
\]

which have mutually centralizing images.

There is a third, categorical, version of this Howe duality. Namely, let \( \hat{U}(p(m)) \) be the supercategory given in Definition 3.8.1. Recall that a representation of a supercategory \( \mathcal{C} \) is an even \( k \)-linear functor from \( \mathcal{C} \) to the category of superspaces, \( s\text{Vec} \). The supercategory \( \hat{U}(p(m)) \otimes \hat{U}(p(n)) \) and the notion of a functor having the double centralizer property (the categorical analogue of two superalgebras having mutually centralizing images) are explained in Section 6.5.

**Theorem C.** There is a representation

\[
F : \hat{U}(p(m)) \otimes \hat{U}(p(n)) \to s\text{Vec}
\]

defined by \( S(Y_m \otimes V_n) \) which has the double centralizer property.

It is worth noting that the verification of most Howe dualities in the literature depends upon the semisimplicity of one or both actions. In this case neither action is semisimple. Instead the proof relies on the following theorem. Let \( p(n)\text{-mod}_{S,m} \) denote the full subcategory of all \( p(n) \)-supermodules which are obtained by \( m \)-fold tensor products of symmetric powers of the natural module for \( p(n) \).

**Theorem D.** For every \( m, n \geq 1 \), there is an essentially surjective, full functor

\[
\hat{U}(p(m)) \to p(n)\text{-mod}_{S,m}.
\]

The key to proving this result (which appears as Theorems 6.1.2 and 6.3.1) is an explicit diagrammatic description of \( p(n)\text{-mod}_{S,m} \) established in [12]. See [17, 18] for other instances where a Howe duality is established using diagrammatic methods.

There is a certain asymmetry to Theorems A, B and C: while the action of \( p(n) \) on \( S(Y_m \otimes V_n) \) is easy to define via the natural representation of \( p(n) \), the definition of the action of \( p(m) \) is rather more subtle. We give explicit formulas for this action in Section 6.2.

Of course there is an obvious analogue where the roles of \( p(m) \) and \( p(n) \) are reversed. The superalgebra \( S(V_m \otimes Y_n) \) has a natural action by \( p(m) \) along with a less obvious action by \( p(n) \) (see Section 6.3). In Theorems 6.4.1 and 7.8.1 we define intertwining maps which relate the two constructions. Not only do the intertwiners balance the asymmetry, they are also key to the double centralizer portions of Theorems A, B, and C.

Another crucial ingredient is the presentation of \( U(p(m)) \) by generators and relations given in Definition 3.1.1. That the superalgebra defined in this way is indeed isomorphic to \( U(p(m)) \) is established in Theorem 3.7.2. We also obtain a Kostant \( \mathbb{Z} \)-form for \( U(p(m)) \). We believe this presentation and \( \mathbb{Z} \)-form are of independent interest.

1.3. **Further Questions.** Since the actions of \( U(p(m)) \) and \( U(p(n)) \) on \( S(Y_m \otimes V_n) \) commute we can view \( S(Y_m \otimes V_n) \) as a \( U(p(m)) \otimes U(p(n)) \)-supermodule. Unlike many other examples of Howe duality, it is not semisimple and it would be interesting to describe its indecomposable summands. In a different direction, Ahmed, Grantcharov, and Guay defined a quantized enveloping superalgebra of type \( P \) using
the FRT formalism [1]. As those authors point out, it is an open question to provide a Drinfeld-Jimbo-
type presentation of this quantized enveloping superalgebra which, presumably, could be chosen to be a quantization of Definition 3.1.1. It would also be interesting to provide a quantized version of the diagrammatics of [12] and of the Howe duality presented here. Finally, the Kostant \(\mathbb{Z}\)-form for \(U(\mathfrak{p}(m))\) given in Theorem 3.7.2 allows for base change to positive characteristic. This opens the door to a variety of interesting questions about modular representation theory in type \(P\).

1.4. **Acknowledgements.** We thank Inna Entova-Aizenbud for her suggestion to also include the Lie superalgebra \(\mathfrak{p}(m)\) and, indeed, it proved convenient for several constructions. Early investigation in this project began while the authors were participating in MSRI’s Spring 2018 program titled “Group representation theory and its applications”. We thank MSRI for its hospitality. Initial calculations and final revisions by the second author were done while he enjoyed the inspiring environment of the Pacheco Canyon.

1.5. **ArXiv Version.** In order to keep the paper from becoming overly long we chose to relegate several of the more lengthy and routine calculations to the arXiv version of the paper. The reader interested in seeing these additional details can download the \LaTeX{} source file from the arXiv. Near the beginning of the file is a toggle which allows one to compile the paper with these calculations included.

2. **The Lie Superalgebra of Type P**

2.1. **Preliminaries.** Throughout \(k\) will be an algebraically closed field of characteristic zero. The general setting of this paper is that of mathematical objects which are \(\mathbb{Z}_2 = \mathbb{Z}/2\mathbb{Z}\)-graded (or “super”). To establish nomenclature, we say an element has *parity* \(r\) if it is homogenous and of degree \(r \in \mathbb{Z}_2\).

We view \(A\) as an associative superalgebra concentrated in parity \(0\). For short, we sometimes call an element *even* (resp. *odd*) if it has parity \(0\) (resp. \(1\)). Given a \(\mathbb{Z}_2\)-graded \(k\)-vector space, \(W = W_0 \oplus W_1\), and a homogeneous element \(w \in W\), we write \([w] \in \mathbb{Z}_2\) for the parity of \(w\).

We assume the reader is familiar with the language of superspaces, associative superalgebras, Lie superalgebras, supermodules, etc. Unless otherwise stated, all vector spaces will have a \(\mathbb{Z}_2\)-grading. We should emphasize that we allow for all morphisms, not just parity preserving ones. The morphism spaces have a \(\mathbb{Z}_2\)-grading given by declaring \(f : V \to W\) to have parity \(r \in \mathbb{Z}_2\) if \(f(V_s) \subseteq W_{s+r}\) for \(s \in \mathbb{Z}_2\). In particular, all categories will be assumed to be \(k\)-linear supercategories; that is, categories enriched over the supercategory of \(k\)-superspaces, \(\mathcal{S} \mathcal{V} \mathcal{C}\). See [5] for details on supercategories and related topics.

For brevity we frequently drop the prefix “super”.

2.2. **Definition of \(\mathfrak{p}(n)\).** Let \(I = I_{n|n}\) denote the ordered set \(I = \{1, \ldots, n, -1, \ldots, -n\}\). Fix a parity function \(|\cdot| : I \to \mathbb{Z}_2\) by declaring \(|i| = 0\) if \(i > 0\), and \(|i| = 1\) if \(i < 0\).

Let \(V_n = V_0 \oplus V_1\) be a \(k\)-superspace with fixed homogeneous basis \(\{v_i \mid i \in I\}\) with parity given by \(|v_i| = |i|\). Let \(\mathfrak{gl}(V_n)\) denote the \(k\)-vector space of all \(k\)-linear endomorphisms of \(V_n\), which is equipped with a \(\mathbb{Z}_2\)-grading given in the above discussion. Then \(\mathfrak{gl}(V_n)\) is the general linear Lie superalgebra with Lie bracket given by the supercommutator:

\[
[f, g] = f \circ g - (-1)^{|f||g|}g \circ f,
\]

for all homogeneous \(f, g \in \mathfrak{gl}(V_n)\). With respect to our fixed homogenous basis of \(V_n\) we may identify \(\mathfrak{gl}(V_n)\) with

\[
\mathfrak{gl}(n|n) = \left\{ \begin{bmatrix} A & B \\ C & D \end{bmatrix} \right| A, B, C, \text{ and } D \text{ are } n \times n \text{ matrices with entries from } k \right\}.
\]

Regarding the \(\mathbb{Z}_2\)-grading, \(\mathfrak{gl}(n|n)_{0}\) (resp., \(\mathfrak{gl}(n|n)_{1}\)) is the subspace of all such matrices with \(B\) and \(C\) (resp., \(A\) and \(D\)) equal to zero.
The superspace $V_n$ may be equipped with an odd, non-degenerate, supersymmetric bilinear form given on the basis by

$$(v_i, v_j) = \delta_{i,j}.$$  

By definition, Lie superalgebra $\mathfrak{p}(V_n)$ is the Lie subsuperalgebra of linear maps whose homogeneous elements preserve this bilinear form:

$$\mathfrak{p}(V_n)_r = \left\{ f \in \mathfrak{gl}(V_n)_r \mid (f(x), y) + (1)^{|x|}(-1)^{|f|}(x, f(y)) = 0 \text{ for all homogeneous } x, y \in V_n \right\},$$

for $r \in \mathbb{Z}_2$.

With respect to the fixed basis for $V_n$ the condition in (2.1) identifies $\mathfrak{p}(V_n)$ with the subalgebra $\mathfrak{p}(n) \subset \mathfrak{gl}(n(n))$ given by

$$\mathfrak{p}(n) = \left\{ \begin{bmatrix} A & B \\ C & -A^T \end{bmatrix} \right\},$$

where $A, B,$ and $C$ are $n \times n$ matrices, $B$ is symmetric, $C$ is skew-symmetric, and $A^T$ is the usual transpose of $A$.

### 2.3. Integral Grading.

Note that $\mathfrak{g} = \mathfrak{p}(n)$ admits a $\mathbb{Z}$-grading

$$\mathfrak{g} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1,$$

where $\mathfrak{g}_1$ is the subspace of all matrices of the form (2.2) with $A = C = 0$, the subspace $\mathfrak{g}_0$ consists of all matrices with $B = C = 0$, and $\mathfrak{g}_{-1}$ is the subspace of all matrices with $A = B = 0$. Therefore, $\mathfrak{g}_0 = \mathfrak{g}_0$ is the even subspace of $\mathfrak{g}$, and $\mathfrak{g}_1 = \mathfrak{g}_{-1} \oplus \mathfrak{g}_1$ is the odd subspace. Then $\mathfrak{g}_0$ is a Lie algebra which is isomorphic to $\mathfrak{gl}(n)$ and the decomposition in (2.3) is as $\mathfrak{g}_0$-modules under the adjoint action of $\mathfrak{g}_0$ on $\mathfrak{g}$. Furthermore, $\mathfrak{g}_1 \cong S^2(V_0)$ and $\mathfrak{g}_{-1} \cong \Lambda^2(V_0)^*$, where $V_0$ denotes the natural $n$-dimensional module for $\mathfrak{g}(n)$.

### 2.4. Root Combinatorics.

Let $\mathfrak{h}$ denote the Cartan subalgebra of $\mathfrak{p}(n)$ consisting of diagonal matrices in (2.2). Let $\mathfrak{b}$ denote the Borel subalgebra of $\mathfrak{p}(n)$ consisting of the matrices in (2.2) where $C = 0$ and $A$ is upper-triangular. Then $\mathfrak{h}_0 = \mathfrak{h}$ and $\mathfrak{b}_0$ define Cartan and Borel subalgebras for $\mathfrak{g}_0 = \mathfrak{g}(n)$.

For $1 \leq i \leq n$ let $\varepsilon_i \in \mathfrak{h}^*$ denote the linear functional which picks off the $(i, i)$-diagonal entry. By definition the weight lattice for $\mathfrak{p}(n)$ is

$$X(T) = X(T_n) = \bigoplus_{i=1}^{n} \mathbb{Z} \varepsilon_i.$$  

Define a symmetric, non-degenerate bilinear form on $X(T)$ by $(\varepsilon_i, \varepsilon_j) = \delta_{i,j}$ for all $1 \leq i, j \leq n$. We set $X(T_n)_{\geq 0} = \bigoplus_{i=1}^{n} \mathbb{Z}_{\geq 0} \varepsilon_i$.

With respect to the adjoint action of $\mathfrak{h}$ on $\mathfrak{g}$ there is a decomposition into root spaces which we now describe. The even roots are the elements of $\Phi_0 = \Phi_0^0 = \{ \alpha_{i,j} = \varepsilon_i - \varepsilon_j \mid 1 \leq i \neq j \leq n \}$, the positive even roots are $\Phi_0^+ = \{ \alpha_{i,j} = \varepsilon_i - \varepsilon_j \mid 1 \leq i < j \leq n \}$, and the negative even roots are $\Phi_0^- = -\Phi_0^+$. Set $\Phi_{-1} = \{ \beta_{i,j} = \varepsilon_i + \varepsilon_j \mid 1 \leq i \leq j \leq n \}$, and $\Phi_1 = \{ \gamma_{i,j} = -\varepsilon_i - \varepsilon_j \mid 1 \leq i < j \leq n \}$. The odd roots are $\Phi_1 = \Phi_{-1} \sqcup \Phi_1$ and the set of all roots is $\Phi = \Phi_0 \sqcup \Phi_1$. Finally, for short write $\alpha_i = \alpha_{i,i+1}, \beta_i = \beta_{i,i+1}$, and $\gamma_i = \gamma_{i,i+1}$ for $1 \leq i \leq n - 1$.

For $i, j \in \mathbb{N}_n$, we write $E_{i,j} \in \mathfrak{gl}(n(n))$ for the matrix unit with a one in the $(i, j)$-position and zero elsewhere. Using these define the following root vectors of $\mathfrak{p}(n)$:

| Root Vector | Root | Allowed Indices |
|-------------|------|-----------------|
| $a_{i,j} := E_{i,j} - E_{-j,-i}$ | $\alpha_{i,j} = \varepsilon_i - \varepsilon_j$ | $1 \leq i \neq j \leq n$ |
| $b_{i,j} := 2^{-a_{i,j}}(E_{i,-j} + E_{-j,i})$ | $\beta_{i,j} = \varepsilon_i + \varepsilon_j$ | $1 \leq i \leq j \leq n$ |
| $e_{i,j} := E_{-i,j} - E_{-j,i}$ | $\gamma_{i,j} = -(\varepsilon_i + \varepsilon_j)$ | $1 \leq i < j \leq n$ |
For $1 \leq i \leq n$ write $\alpha_i, E_i = E_{i, i} - E_{-i, -i}$ and note these form a basis of Cartan subalgebra $\mathfrak{h}$. These along with the vectors in the table provide a basis of vectors for $\mathfrak{p}(n)$ with the vectors $a_{i,j}$ forming a basis for $\mathfrak{g}_0$, the vectors $b_{i,j}$ forming a basis for $\mathfrak{g}_1$, and the vectors $c_{i,j}$ forming a basis for $\mathfrak{g}_{-1}$.

For the second and third rows of the table it is convenient to allow for $i > j$. Consequently, for $i > j$ we adopt the convention that

\[ b_{i,j} = b_{j,i}, \quad \beta_{i,j} = \beta_{j,i}, \quad c_{i,j} = -c_{j,i}, \quad \text{and} \quad \gamma_{i,j} = \gamma_{j,i}. \]

For $i = j$ set $c_{i,i} = 0$ and $\gamma_{i,i} = 0$.

2.5. **Commutator Formulas.** The following commutators can be calculated directly from the definitions. We record them here for later use.

**Lemma 2.5.1.** The distinguished basis vectors for $\mathfrak{p}(n)$ satisfy the following commutator relations:

\[
\begin{align*}
[a_{i,j}, a_{p,q}] &= \delta_{p,j}a_{i,q} - \delta_{q,i}a_{p,j}; \\
[b_{i,j}, b_{p,q}] &= 0; \\
[c_{i,j}, c_{p,q}] &= 0; \\
[b_{i,j}, c_{p,q}] &= \begin{cases} 
-\delta_{j,q}a_{i,p} + \delta_{j,p}a_{i,q} - \delta_{i,q}a_{j,p} + \delta_{i,p}a_{j,q}, & i < j; \\
-\delta_{i,q}a_{i,p} + \delta_{i,p}a_{i,q}, & i = j;
\end{cases} \\
[c_{p,q}, a_{i,j}] &= \delta_{i,p}c_{j,q} - \delta_{j,q}c_{i,p}; \\
[a_{i,j}, b_{p,q}] &= \begin{cases} 
\delta_{j,p}2^{\delta_{i, q}}b_{i,q} + \delta_{j,q}2^{\delta_{i, p}}b_{i,p}, & \text{if } p \neq q; \\
\delta_{i,p}2^{\delta_{i, q}}b_{i,p}, & \text{if } p = q.
\end{cases}
\end{align*}
\]

3. **Presentation of the Enveloping Superalgebra $U(\mathfrak{p}(n))$**

3.1. **The Superalgebra $R$.** We next introduce an associative superalgebra $R = R_n$ by generators and relations using the root combinatorics established in Section 2.4. The main goal of this section will be to prove that $R \cong U(\mathfrak{p}(n))$ and thereby obtain a presentation for the enveloping superalgebra of $\mathfrak{p}(n)$.

In what follows, whenever $x, y$ are homogeneous elements of an associative superalgebra, we define

\[ [x, y] = xy - (-1)^{|x||y|}yx. \]

The bracket is skew supersymmetric and satisfies the graded analogue of the Jacobi identity:

\[ [x, y] = -(-1)^{|x||y|}[y, x] \quad \text{and} \quad [x, [y, z]] = [[x, y], z] + (-1)^{|x||y|}[y, [x, z]], \]

where these identities hold for all homogeneous $x, y, z$.

**Definition 3.1.1.** Let $R = R_n$ be the associative $k$-superalgebra with even generators $E_1, \ldots, E_{n-1}, F_1, \ldots, F_{n-1}$, and $H_1, \ldots, H_n$, and odd generators $B_{1,1}, B_{1,2}, \ldots, B_{n-1, n}$ and $C_1, \ldots, C_{n-1}$.

The relations are as follows. Unless otherwise indicated, the relations hold for all allowable values of the subscripts.

\begin{align*}
(R1) \quad & [H_i, H_j] = 0; \quad (3.1) \\
(R2) \quad & [H_i, E_j] = (\varepsilon_i, \alpha_j)E_j; \quad (3.2) \\
& [H_i, F_j] = -(\varepsilon_i, \alpha_j)F_j; \quad (3.3) \\
(R3) \quad & [E_i, F_j] = \delta_{i,j}(H_i - H_{i+1}); \quad (3.4)
\end{align*}
(R4)
\[
[E_i, E_j] = 0 \text{ if } j \neq i \pm 1,
\]
\[
[E_i, [E_i, E_j]] = 0 \text{ if } j = i \pm 1;
\] (3.5)

(R5)
\[
[F_i, F_j] = 0 \text{ if } j \neq i \pm 1,
\]
\[
[F_i, [F_i, F_j]] = 0 \text{ if } j = i \pm 1;
\] (3.6)

(R6)
\[
[B_i, B_j] = 0,
\]
\[
[C_i, C_j] = 0;
\] (3.7)

(R7)
\[
[H_i, B_j] = (\epsilon_i, \beta_j) B_j,
\]
\[
[H_i, C_j] = (\epsilon_i, \gamma_j) C_j;
\] (3.8)

(R8)
\[
[B_i, C_j] = \begin{cases} 
-H_i + H_{i+1}, & j = i; \\
[F_{i-1}, F_i], & j = i - 1; \\
[E_i, E_{i+1}], & j = i + 1; \\
0, & \text{else}; 
\end{cases}
\] (3.9)

(R9)
\[
[B_i, F_j] = 0 \text{ if } j \neq i, i + 1,
\]
\[
[B_i, E_j] = 0 \text{ if } j \neq i, i - 1,
\]
\[
[B_i, F_i] = [B_{i+1}, E_{i+1}],
\]
\[
[B_i, F_{i+1}] = [B_{i+1}, E_i];
\] (3.10)

(R10)
\[
[F_j, C_i] = 0 \text{ if } j \neq i - 1,
\]
\[
[E_j, C_i] = 0 \text{ if } j \neq i + 1,
\]
\[
[F_i, C_{i+1}] = [E_{i+1}, C_i];
\] (3.11)

(R11)
\[
[[B_i, F_i], F_j] = \begin{cases} 
2B_{i+1}, & j = i + 1; \\
0, & \text{else}; 
\end{cases}
\]
\[
[[B_1, F_1], E_1] = 2B_1,
\]
\[
[[B_1, E_1], E_j] = 0;
\] (3.12)

(R12)
\[
[[C_{i+1}, F_i], F_j] = \begin{cases} 
C_i, & j = i + 1; \\
0, & j \neq i - 1, i + 1; 
\end{cases}
\]

(R13)
\[
2B_{1,1} = [E_1, B_1];
\] (3.13)


(R14)

\[[H_i, B_{1,1}] = (\epsilon_i, \beta_{1,1})B_{1,1}, \]

\[B_{1,1}^2 = 0. \]

Remark 3.1.2. This is not a minimal list of generators and relations. For example, when \( n > 1 \) \( R \) could alternatively be defined with generators \( E_i, H_j, F_i, B_i, \) and \( C_i \) (where \( 1 \leq i \leq n - 1 \) and \( 1 \leq j \leq n \)) satisfying Relation (R1) – Relation (R12) with the generator \( B_{1,1} \) defined by (3.23). In this case Relation (R14) is easily seen to be a consequence of the others. However, when \( n = 1 \) \( R_1 \) is generated by the element \( H_1 \) and \( B_{1,1} \) subject to the relations Relation (R14). Omitting \( B_{1,1} \) in this case would define a proper subsuperalgebra of \( R_1 \).

It is straightforward to verify using the commutator formulas in Lemma 2.5.1 that there is a super-algebra homomorphism

\[ \rho : R \rightarrow U(p(n)) \]

given on the generators by

\[ \rho(E_i) = a_{i,i+1}, \quad \rho(F_i) = a_{i+1,i}, \quad \rho(H_i) = a_{i,i}, \quad \rho(B_{1,1}) = b_{1,1}, \quad \rho(B_i) = b_{i,i+1}, \quad \rho(C_i) = c_{i,i+1}. \]

The goal of the remainder of this section is to prove \( \rho \) is an isomorphism.

3.2. Additional Relations. The following relations can be derived from the defining relations of \( R \).

Lemma 3.2.1. The following relations hold in \( R \):

\[ [[B_i, F_i], E_j] = \begin{cases} 2B_i, & j = i; \\ 0, & \text{else}; \end{cases} \]

\[ [[B_i, E_i], E_j] = \begin{cases} 2B_{i-1}, & j = i - 1; \\ 0, & \text{else}; \end{cases} \]

\[ [[B_i, E_i], F_j] = \begin{cases} 2B_i, & j = i; \\ 0, & \text{else}. \end{cases} \]

Proof. For (3.27), we first prove \( [[B_i, F_i], E_j] = 2B_i \) for all \( i \). Since the statement holds when \( i = 1 \) by (3.21), we may assume \( i > 1 \). In which case,

\[ [[B_i, F_i], E_i] = [[B_i, E_i], F_i] = [B_{i-1}, F_{i-1}, F_i] = 2B_i, \]

where the first equality is by the Jacobi identity along with Relations (R3) and (R7), the second equality is by (3.15), and the third is by (3.20).

We next verify \( [[B_i, F_i], E_j] = 0 \) for all \( j \neq i \). The Jacobi identity and Relation (R3) yields

\[ [[B_i, F_i], E_j] = [[B_i, E_j], F_i]. \]

By (3.13) this is zero unless \( j = i \) or \( j = i - 1 \). Thus, only the case when \( j = i - 1 \) remains. In which case,

\[ [[B_i, F_i], E_{i-1}] = [[B_i, E_{i-1}], F_i] = [B_{i-1}, F_i, F_i] = 0, \]

where the first equality is as before, the second is by Relation (R9), and the third is by (3.20).
To prove (3.28), first note that the case $i = 1$ is (3.22). Now assume $i > 1$. In this case, we use the third part of Relation (R9) to obtain the equality

$$[[B_i, E_i], E_j] = [[B_{i-1}, F_{i-1}], E_j].$$

This along with (3.27) implies (3.28).

To prove (3.29), first note that the case of $j = i$ follows from (3.29) once one applies the Jacobi identity, Relation (R3), and Relation (R7). The case of $j \neq i, i + 1$ follows by an application of the Jacobi identity and (3.13). Thus the only case remaining is $j = i + 1$:

$$[[E_i, B_i], F_{i+1}] = [E_i, [B_i, F_{i+1}]]$$
$$= [E_i, [B_{i+1}, E_i]]$$
$$= \frac{1}{2} [E_i, [[[B_i, F_i], F_{i+1}], E_i]]$$
$$= \frac{1}{2} [[[E_i, [B_i, E_i]], F_{i+1}], F_{i+1}]$$
$$= 0.$$

This calculation follows from an application of the Jacobi identity, (3.16), (3.20), repeated uses of the Jacobi identity, and (3.28). \[\square\]

3.3. $R$ as a $\mathfrak{gl}(n)$-Module. Note that the results of this subsection are trivial in the case when $n = 1$ so we only consider $n > 1$ in what follows.

3.3.1. $U(\mathfrak{gl}(n))$ as a subalgebra of $R$. Observe that the purely even superalgebra generated by the elements $E_1, \ldots, E_{n-1}, F_1, \ldots, F_{n-1}$, and $H_1, \ldots, H_n$ subject to the first five sets of relations in Definition 3.1.1 is a well-known presentation for the enveloping algebra $U(\mathfrak{gl}(n))$ (e.g., see [13]). Consequently, if $R^0$ denotes the subsuperalgebra of $R$ generated by these elements, then there is a surjective superalgebra map

$$\psi : U(\mathfrak{gl}(n)) \to R^0.$$ 

Let $\rho_0$ denote the restriction of $\rho : R \to U(\mathfrak{p}(n))$ to $R^0$. It is clear that $\rho_0$ has image contained in $U(\mathfrak{gl}_0)$. After identifying $\mathfrak{gl}(n)$ with $\mathfrak{gl}_0$ via isomorphism $A \mapsto \begin{bmatrix} A & 0 \\ 0 & -A^T \end{bmatrix}$, the composite

$$U(\mathfrak{gl}(n)) \xrightarrow{\psi} R^0 \xrightarrow{\rho_0} U(\mathfrak{gl}(n))$$

is the identity map and it follows that $\psi$ and $\rho_0$ are superalgebra isomorphisms. We henceforth identify $U(\mathfrak{gl}(n))$ with both $R^0$ and as a subalgebra of $U(\mathfrak{p}(n))$ via these maps.

3.3.2. $\mathfrak{gl}(n)$-module structure on $R$. We can make $R$ and $U(\mathfrak{p}(n))$ into $\mathfrak{gl}(n)$-modules as follows. For $x \in \mathfrak{gl}(n)$, $a \in R$, and $y \in U(\mathfrak{p}(n))$, we define:

$$x.a = [\psi(x), a] \quad \text{and} \quad x.y = [\rho(\psi(x)), y].$$

With these definitions, the map $\rho : R \to U(\mathfrak{p}(n))$ is a $\mathfrak{gl}(n)$-module homomorphism. Since $\mathfrak{gl}(n)$ is identified as a subspace of both $R$ and $U(\mathfrak{p}(n))$ via the maps $\psi$ and $\rho \circ \psi$, we omit the maps when writing these actions.
3.3.3. Some \( \mathfrak{gl}(n) \)-submodules of \( R \). For \( \lambda \in X(T_n) \) write \( M_0(\lambda) \) for the Verma module for \( U(\mathfrak{gl}(n)) \) with highest weight \( \lambda \) (with respect to the Cartan subalgebra \( \mathfrak{h}_0 \) and Borel subalgebra \( \mathfrak{b}_0 \) chosen in Section 2.4), and write \( L_0(\lambda) \) for its simple quotient. In particular the natural module \( V_0 \) for \( U(\mathfrak{gl}(n)) \) satisfies \( V_0 = L_0(\varepsilon_1) \).

**Lemma 3.3.1.** Let \( R^{-1} \) denote the \( \mathfrak{gl}(n) \)-submodule of \( R \) generated by \( C_{n-1} \). Then

\[ R^{-1} \cong L_0(\gamma_{n-1}) \cong \Lambda^2(V_0)^* \]

as \( \mathfrak{gl}(n) \)-modules. Moreover, \( C_i \in R^{-1} \) for all \( 1 \leq i \leq n-1 \) and the restriction of \( \rho \) to \( R^{-1} \) induces a \( \mathfrak{gl}(n) \)-module isomorphism \( \rho_{-1} : R^{-1} \to g_{-1} \).

**Proof.** First, note that \( R^{-1} \) is a nonzero subspace of \( R_1 \) since \( \rho(C_{n-1}) = c_{n-1,n} \neq 0 \). Second, by Relation (R7) \( C_{n-1} \) has weight \( \gamma_{n-1} \) and by Relation (R10) \( C_{n-1} \) is annihilated by \( E_1, \ldots, E_{n-1} \). Since \( C_{n-1} \) is a highest weight vector of highest weight \( \gamma_{n-1} \), there is a \( \mathfrak{gl}(n) \)-module homomorphism \( M_0(\gamma_{n-1}) \to R \) with image equal to \( R^{-1} \).

We claim that

\[ F_i^{(\gamma_{n-1}, \alpha_i)+1}C_{n-1} = 0 \]

for \( i = 1, \ldots, n-1 \). More explicitly, this means the following relations hold in \( R \):

\[
0 = \begin{cases} [F_i, C_{n-1}], & i \neq n-2; \\ [F_{n-2}, [F_{n-2}, C_{n-1}]], & i = n-2; 
\end{cases}
\]

The first case follows from Relation (R10) while the second case follows from Relation (R12).

By [16, Theorem 21.4] the previous claim implies the kernel of the map \( M_0(\gamma_{n-1}) \to R^{-1} \) contains the unique maximal submodule of \( M_0(\gamma_{n-1}) \). Therefore there is an induced surjective \( \mathfrak{gl}(n) \)-module homomorphism \( L_0(\gamma_{n-1}) \to R^{-1} \). Simplicity of \( L_0(\gamma_{n-1}) \) implies this map is an isomorphism.

The fact each \( C_i \) is an element of \( R^{-1} \) can be deduced from the fact that \( C_{n-1} \in R^{-1} \) along with Relation (R12), which demonstrates that \( C_{i-1} \in R^{-1} \) whenever \( C_i \in R^{-1} \). Because \( \rho(C_{n-1}) = c_{n-1,n} \in g_{-1} \subseteq U(p(n)) \) and \( \rho \) is a \( \mathfrak{gl}(n) \)-module homomorphism, the image of the restriction of \( \rho \) to \( R^{-1} \) is contained in the \( \mathfrak{gl}(n) \)-module \( g_{-1} \). Because \( g_{-1} \) is also simple, we conclude that the restriction, \( \rho_{-1} : R^{-1} \to g_{-1} \), is an isomorphism of \( \mathfrak{gl}(n) \)-modules. \( \square \)

**Lemma 3.3.2.** Let \( R^1 \) denote the \( \mathfrak{gl}(n) \)-submodule of \( R \) generated by \( B_{1,1} \). Then

\[ R^1 \cong L_0(\beta_{1,1}) \cong S^2(V_0) \]

as \( \mathfrak{gl}(n) \)-modules. Furthermore, \( B_i \in R^1 \) for all \( 1 \leq i \leq n-1 \), and the restriction of \( \rho \) to \( R^1 \) induces a \( \mathfrak{gl}(n) \)-module isomorphism \( \rho_1 : R^1 \to g_1 \).

**Proof.** Relation (R14) shows that \( B_{1,1} \) has weight \( \beta_{1,1} \). Combining (3.28) with Relation (R13) yields

\[ E_i.B_{1,1} = [E_i, [E_1, B_{1,1}]]/2 = 0 \]

for all \( 1 \leq i \leq n-1 \), so \( B_{1,1} \) is a highest weight vector. Therefore there is a surjective \( \mathfrak{gl}(n) \)-module homomorphism \( M_0(\beta_{1,1}) \to R^1 \).

We next claim

\[ F_i^{-(\beta_{1,1}, \alpha_i)+1}B_{1,1} = 0 \]

for \( i = 1, \ldots, n-1 \). That is,

\[
0 = \begin{cases} [F_i, B_{1,1}], & i = 2, \ldots, n-1; \\ [F_1, [F_1, [F_1, B_{1,1}]]], & i = 1. 
\end{cases}
\]
The first case follows by replacing $B_{1,1}$ with $[E_1, B_1]/2$ using (3.23) and then applying (3.29). To verify the second case, first note that (3.29) implies

$$[F_1, [E_1, B_1]] = 2B_1.$$  \hfill (3.30)

Applying (3.23), (3.30), and (3.20) yields the following:

$$[F_1, [F_1, [F_1, B_{1,1}]]] = \frac{[F_1, [F_1, [F_1, [E_1, B_1]]]]}{2} = [F_1, [F_1, B_1]] = 0.$$

By [16, Theorem 21.4] the previous claim implies the kernel of the surjective module homomorphism $M_0(\beta_{1,1}) \to R^1$ contains the unique maximal submodule of $M_0(\beta_{1,1})$ and so induces a surjective $\mathfrak{gl}(n)$-module homomorphism $L_0(\beta_{1,1}) \to R_1$, which is an isomorphism by the simplicity of $L_0(\beta_{1,1})$.

Next we demonstrate $B_i \in R^1$ for all $i = 1, \ldots, n - 1$. From (3.30), we have $F_1.B_{1,1} = B_1 \in R^1$. This along with the first part of Relation (R11) shows $B_i$ is an element of $R^1$ for all $i$. Finally, because $R^1$ and $\mathfrak{g}_1$ are both simple $\mathfrak{gl}(n)$-modules and $\rho(B_{1,1}) = b_{1,1} \in \mathfrak{g}_1$, it follows that $\rho$ restricts to a non-zero homomorphism $\rho_1 : R^1 \to \mathfrak{g}_1$ and this must be an isomorphism. \hfill $\square$

### 3.4. Root Vectors in $R$.

#### 3.4.1. Definition of root vectors in $R$.

Recall the algebra isomorphism $\rho_0 : R^0 \to U(\mathfrak{g}_0)$. For all $1 \leq i, j \leq n$ there exists a unique element $A_{i,j} \in R^0$ satisfying $\rho_0(A_{i,j}) = a_{i,j} \in \mathfrak{g}_0$. In particular, we have $E_i = A_{i,i+1}$, $H_i = A_{i,i}$, $F_i = A_{i+1,i}$, and $\{A_{i,j} \mid 1 \leq i, j \leq n\}$ is a basis for $\mathfrak{gl}(n) \subset R^0$.

For the root $\alpha = \alpha_{i,j} = \epsilon_i - \epsilon_j \in \Phi_0$, set $X_\alpha = A_{i,j}$. Then

$$[H_r, X_\alpha] = (\epsilon_r, \alpha)X_\alpha,$$

for $1 \leq r \leq n$. This follows from an application of the isomorphism $\rho_0$.

Similarly, using the $\mathfrak{gl}(n)$-module isomorphism $\rho_1 : R^1 \to \mathfrak{g}_1$ we define $B_{i,j} \in R^1$ for $1 \leq i \leq j \leq n$ by $\rho_1(B_{i,j}) = b_{i,j}$. In particular, $B_i = B_{i,i+1}$ for all $1 \leq i \leq n - 1$. The vectors $B_{i,j}$ form a basis of weight vectors for $R^1$, where $B_{i,j}$ has weight $\beta_{i,j} = \epsilon_i + \epsilon_j \in \Phi_1$. For the root $\beta = \beta_{i,j}$ set $X_\beta = B_{i,j}$. These vectors satisfy the property that

$$[H_r, X_\beta] = (\epsilon_r, \beta)X_\beta,$$

for $1 \leq r \leq n$. For $i < j$ it is convenient to write $B_{j,i} = B_{i,j}$.

Similarly, using the $\mathfrak{gl}(n)$-module isomorphism $\rho_{-1} : R^{-1} \to \mathfrak{g}_{-1}$ we define $C_{i,j} \in R^{-1}$ for $1 \leq i < j \leq n$ by $\rho_{-1}(C_{i,j}) = c_{i,j}$. In particular, $C_i = C_{i,i+1}$ for all $1 \leq i \leq n - 1$. For any $\gamma = -\epsilon_i - \epsilon_j \in \Phi_{-1}$ set $X_\gamma = C_{i,j}$. These vectors satisfy the property that

$$[H_r, X_\gamma] = (\epsilon_r, \gamma)X_\gamma,$$

for $1 \leq r \leq n$. If $i < j$, it is convenient to write $C_{j,i} = -C_{i,j}$ and to set $C_{i,i} = 0$.

**Lemma 3.4.1.** The superalgebra homomorphism

$$\rho : R_n \to U(\mathfrak{p}(n))$$

is surjective.

**Proof.** This follows immediately from the preceding discussion since $\rho$ maps onto a set of basis vectors for $\mathfrak{p}(n)$ and these are known to generate $U(\mathfrak{p}(n))$. \hfill $\square$
3.4.2. Commutators I. In the remainder of this subsection we demonstrate that any commutator of root vectors in $R$ is either a scalar multiple of another root vector, or a linear combination of elements of the form $H_i$. These calculations will be the key to establishing a PBW-like basis theorem for $R$, and deducing that $\rho : R \to U(p(n))$ is an isomorphism.

Let $1 \leq i, j, p, q \leq n$ with $i \neq j$ and $p \neq q$. Given $\alpha = \varepsilon_i - \varepsilon_j$ and $\alpha' = \varepsilon_p - \varepsilon_q$ in $\Phi_0$, set

$$c_{\alpha, \alpha'} = \begin{cases} 1, & j = p, i \neq q; \\ -1, & j \neq p, i = q. \end{cases}$$

For $\alpha = \varepsilon_i - \varepsilon_j \in \Phi_0$, set

$$H_\alpha = H_i - H_j.$$

Using this notation relations Relations (R1) to (R5) in Definition 3.1.1 imply the following commutator formula for the even root vectors of $R$. See [13, Equation (5.9)] for details.

**Lemma 3.4.2.** Given $\alpha, \alpha' \in \Phi_0$,

$$[X_\alpha, X_{\alpha'}] = \begin{cases} H_\alpha, & \text{if } \alpha + \alpha' = 0; \\ c_{\alpha, \alpha'} X_{\alpha + \alpha'}, & \text{if } \alpha + \alpha' \in \Phi_0; \\ 0, & \text{otherwise}. \end{cases}$$

3.4.3. Commutators II. Let $1 \leq i, j \leq n$ with $i \neq j$, and let $1 \leq p < q \leq m$. Given $\alpha = \varepsilon_i - \varepsilon_j \in \Phi_0$ and $\gamma = -\varepsilon_p - \varepsilon_q \in \Phi_{-1}$, set

$$c_{\alpha, \gamma} = \begin{cases} 1, & i = p \text{ and } j > q; \\ 1, & i = q \text{ and } j < p; \\ -1, & i = p \text{ and } j < q; \\ -1, & i = q \text{ and } j > p. \end{cases}$$

**Lemma 3.4.3.** Given $\alpha \in \Phi_0$ and $\gamma \in \Phi_{-1}$,

$$[X_\alpha, X_\gamma] = \begin{cases} c_{\alpha, \gamma} X_{\alpha + \gamma}, & \text{if } \alpha + \gamma \in \Phi; \\ 0, & \text{else}. \end{cases}$$

**Proof.** Because $X_\alpha = A_{i,j}$ is identified with an element of $gl(n) \subset R_0$ and $X_\gamma = C_{p,q} \in R^{-1}$, the commutator $[X_\alpha, X_\gamma]$ is the action of an element of $gl(n)$ on the module $R^{-1}$. In particular, this implies the commutator $[X_\alpha, X_\gamma]$ lies in $R^{-1}$. Since $\rho$ is an algebra homomorphism, we use Lemma 2.5.1 to calculate

$$\rho ([X_\alpha, X_\gamma]) = [\rho(X_\alpha), \rho(X_\gamma)] = [a_{i,j}, c_{p,q}] = -\delta_{i,p}c_{j,q} + \delta_{i,q}c_{j,p} = -\delta_{i,p}\rho(C_{j,q}) + \delta_{i,q}\rho(C_{j,p}).$$

Because $\rho$ restricts to a linear isomorphism between $R^{-1}$ and $\mathfrak{g}_{-1}$, it follows that $[X_\alpha, X_\gamma]$ is zero unless $i = p$ or $q$. That is, if and only if $\alpha + \gamma \in \Phi$. In this case the last expression above is precisely

$$c_{\alpha, \gamma} X_{\alpha + \gamma}. \quad \Box$$

3.4.4. Commutators III. Suppose that $\alpha = \varepsilon_i - \varepsilon_j \in \Phi_0$, and $\beta = \varepsilon_p + \varepsilon_q \in \Phi_1$. Set

$$c_{\alpha, \beta} = 2^{\delta_{i,p} + \delta_{j,q}}.$$

The following can be proven by the same argument which was used to establish Lemma 3.4.3.

**Lemma 3.4.4.** Given $\alpha \in \Phi_0$ and $\beta \in \Phi_{-1}$,

$$[X_\alpha, X_\beta] = \begin{cases} c_{\alpha, \beta} X_{\alpha + \beta}, & \text{if } \beta + \alpha \in \Phi; \\ 0, & \text{else}. \end{cases}$$
3.4.5. Commutators IV.

Lemma 3.4.5. For all $\gamma_1, \gamma_2 \in \Phi_{-1}$ we have

$$[X_{\gamma_1}, X_{\gamma_2}] = 0.$$ 

In particular, $X_2^2 = 0$ for all $\gamma \in \Phi_{-1}$.

Proof. Recall, $R^{-1}$ is the $\mathfrak{g}l(n)$-submodule of $R$ generated by $C_{n-1}$. There is a $\mathfrak{g}l(n)$-module homomorphism

$$\sigma_{-1} : R^{-1} \otimes R^{-1} \rightarrow R$$

given by $C \otimes C' \mapsto [C, C'] = CC' + C'C$. We claim this map is identically zero. This will imply the first claim of the lemma since $X_{\gamma_1} \otimes X_{\gamma_2} \in R^{-1}$. In particular, it follows that $2X_2^2 = \sigma(X_{\gamma_1} \otimes X_{\gamma_2}) = 0$.

Because the map $\sigma_{-1}$ is symmetric in the non-super sense, it suffices to demonstrate $\sigma_{-1}$ vanishes on the summand $S^2(R^{-1})$, the non-super symmetric square of the $\mathfrak{g}l(n)$-module $R^{-1}$. From Lemma 3.3.1, there is a $\mathfrak{g}l(n)$-module isomorphism $R^{-1} \cong \Lambda^2(V_0)^*$. We have the following $\mathfrak{g}l(n)$-module isomorphisms:

$$S^2(R^{-1}) \cong S^2(\Lambda^2(V_0))^* \cong L_0(2\epsilon_1 + 2\epsilon_2)^* \oplus L_0(\epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4)^* \cong L_0(2\gamma_{n-1}) \oplus L_0(\gamma_{n-3} + \gamma_{n-1}),$$

where the second isomorphism follows from [14, Corollary 5.7.6]. Note, the second summand only appears if $n \geq 4$.

By weight considerations one sees that the summand of $S^2(R^{-1})$ isomorphic to $L_0(2\gamma_{n-1})$ is generated by the highest weight vector $C_{n-1} \otimes C_{n-1}$. By Relation (R6), it follows that $\sigma_{-1}(C_{n-1} \otimes C_{n-1}) = 0$. Consequently, $\sigma_{-1}$ is identically zero on this summand.

Similarly, weight considerations show that all highest weight vectors of the second summand lie in the subspace spanned by the three vectors:

$$C_{n-3} \otimes C_{n-1} + C_{n-1} \otimes C_{n-3}, \quad C_{n-2,n} \otimes C_{n-3,n-1} + C_{n-3,n-1} \otimes C_{n-2,n}, \quad C_{n-2} \otimes C_{n-3,n} + C_{n-3,n} \otimes C_{n-2}.$$ (3.31) (3.32) (3.33)

The homomorphism $\sigma_{-1}$ is zero on the first vector by Relation (R6). Once we demonstrate that $\sigma_{-1}$ vanishes on the vectors in (3.32) and (3.33), it follows that $\sigma_{-1}$ is identically zero on the summand of $S^2(R^{-1})$ isomorphic to $L(\gamma_{n-1} + \gamma_{n-3})$ and hence $\sigma_{-1}$ is identically zero on $R^{-1} \otimes R^{-1}$, as claimed.

We begin by establishing some relations for the action of the $F_i$ on the vectors $C_j$. First,

$$\rho([F_{n-2}, C_{n-1}]) = [a_{n-1,n-2}, c_{n-1,n}] = -c_{n-2,n} = \rho(-C_{n-2,n}),$$

where the second equality follows from Lemma 2.5.1. Because $[F_{n-2}, C_{n-1}] = F_{n-2}C_{n-1}$ is an element of $R^{-1}$, and the restriction of $\rho$ to $R^{-1}$ is a linear isomorphism, this implies that $F_{n-2}C_{n-1} = -C_{n-2,n}$. Similar techniques demonstrate that $F_{n-3}C_{n-2} = -C_{n-3,n-1}$. In addition, Relation (R10) implies that $F_{n-2}C_{n-2} = F_{n-3}C_{n-1} = 0$, while Relation (R12) says that $F_{n-2}F_{n-3}C_{n-2} = C_{n-3}$. Using the coproduct to act on tensor products of $\mathfrak{g}l(n)$-modules and simplifying using the above relations demonstrates that

$$F_{n-2}F_{n-3}(C_{n-2} \otimes C_{n-1}) = C_{n-3} \otimes C_{n-1} + C_{n-3,n-1} \otimes C_{n-2,n}.$$ (3.34)

Rewriting this equation and applying $\sigma_{-1}$ gives:

$$\sigma_{-1}(C_{n-3,n-1} \otimes C_{n-2,n}) = \sigma_{-1}(F_{n-2}F_{n-3}(C_{n-2} \otimes C_{n-1})) = \sigma_{-1}(C_{n-3} \otimes C_{n-1})$$

$$= F_{n-2}F_{n-3}\sigma_{-1}(C_{n-2} \otimes C_{n-1}) - \sigma_{-1}(C_{n-3} \otimes C_{n-1})$$

$$= 0,$$

where the second equality follows from applying Relation (R6) to both terms. Because $\sigma_{-1}$ is symmetric, we conclude $\sigma_{-1}$ vanishes on the vector in (3.32).
Showing that $\sigma_{-1}$ vanishes on the vector in (3.33) can be done using similar techniques. In particular, one demonstrates that:

$$C_{n-2} \otimes C_{n-3,n} = F_{n-3} F_{n-2} \cdot (C_{n-2} \otimes C_{n-1}) - C_{n-3,n-1} \otimes C_{n-2,n},$$

hence

$$\sigma_{-1} (C_{n-2} \otimes C_{n-3,n}) = F_{n-3} F_{n-2} \sigma_{-1} (C_{n-2} \otimes C_{n-1}) - \sigma_{-1} (C_{n-3,n-1} \otimes C_{n-2,n}).$$

The first term on the right-hand side of the above equation is zero by Relation (R6), while the second term is zero by our work in the previous paragraph. Hence, $\sigma_{-1} (C_{n-2} \otimes C_{n-3,n}) = 0$, and symmetry of $\sigma_{-1}$ implies that $\sigma_{-1}$ vanishes on the vector in (3.33).

3.4.6. Commutators V.

**Lemma 3.4.6.** For all $\beta_1, \beta_2 \in \Phi_1$ we have

$$[X_{\beta_1}, X_{\beta_2}] = 0.$$

In particular, $X_{\beta}^2 = 0$ for all $\beta \in \Phi_1$.

**Proof.** The proof is analogous to that of Lemma 3.4.5, but uses the $gl(n)$-module homomorphism

$$\sigma_1 : R^1 \otimes R^1 \to R,$$

given by $B \otimes B' \mapsto [B, B'] = BB' + B'B$. As in the proof of Lemma 3.4.5, the claims of the lemma are immediate once $\sigma_1$ is proven to be identically zero. This can be done by noticing that $\sigma_1$ is symmetric (in the non-super sense), so it suffices to verify that $\sigma_1$ vanishes on the summand $S^2(R^1) \subset R^1 \otimes R^1$. Because $R^1$ is isomorphic to the $gl(n)$-module $S^2(V_0)$, there are isomorphisms of $gl(n)$-modules

$$S^2(R_1) \cong S^2(S^2(V_0)) \cong L_0(4\varepsilon_1) \oplus L_0(2\varepsilon_1 + 2\varepsilon_2),$$

where the second isomorphism follows from [14, Corollary 5.7.4]. Equipped with this decomposition, the rest of the proof can be done by modifying the proof of Lemma 3.4.5 to this setting. Use the toggle in the arXiv version to see the details.

3.4.7. Commutators VI.

**Lemma 3.4.7.** Given $\beta \in \Phi_{-1}$ and $\gamma \in \Phi_1$, we have

$$[X_{\beta}, X_{\gamma}] \in R^0.$$  

**Proof.** As in Lemmas 3.3.1 and 3.3.2, let $R^{-1} \cong \Lambda^2(V_0)^*$ and $R^1 \cong S^2(V_0)$ denote the $gl(n)$-submodules of $R$ generated by $C_{n-1}$ and $B_{1,1}$, respectively. There is a map of $gl(n)$-modules given by

$$\sigma_2 : R^1 \otimes R^{-1} \to R$$

given by $\sigma_2(B \otimes C) = [B, C] = BC + CB$. We claim the image of $\sigma_2$ lies in $R_0$, from which the lemma follows.

By the Littlewood-Richardson rule

$$R^1 \otimes R^{-1} \cong L_0(\varepsilon_1 - \varepsilon_n) \oplus L_0(2\varepsilon_1 - \varepsilon_{n-1} - \varepsilon_n),$$

where the second summand is omitted if $n = 2$. Since $\sigma_2$ is a $gl(n)$-module homomorphism it suffices to consider $\sigma_2$ on each summand.

We first consider the case when $n > 2$. Since $B_{1,1} \otimes C_{n-1} \in R^1 \otimes R^{-1}$ is a highest weight vector for $gl(n)$ of weight $2\varepsilon_1 - \varepsilon_{n-1} - \varepsilon_n$, it generates the summand isomorphic to $L_0(2\varepsilon_1 - \varepsilon_{n-1} - \varepsilon_n)$. We have:

$$2\sigma_2(B_{1,1} \otimes C_{n-1}) = [[E_1, B_{1}], C_{n-1}] = -[[E_1, C_{n-1}], B_{1}] + [E_1, [B_{1}, C_{n-1}]] = [E_1, [B_{1}, C_{n-1}]].$$
where the first equality is from Relation (R13), the second is the Jacobi identity, and the third follows from (3.18). If \( n > 3 \), the last expression is zero by Relation (R8). If \( n = 3 \), then we have:

\[
[E_1, [B_1, C_2]] = [E_1, [E_1, E_2]] = 0,
\]

where the first equality follows from Relation (R8), and the second from Relation (R4). In either case, we see that \( \sigma_2(B_{1,1} \otimes C_{n-1}) \) is zero and, hence, \( \sigma_2 \) vanishes on the summand isomorphic to \( L_0(2\varepsilon_1 - \varepsilon_{n-1} - \varepsilon_n) \). This implies that the image of \( \sigma_2 \) is equal the restriction of \( \sigma_2 \) to the simple summand isomorphic to \( L_0(\varepsilon_1 - \varepsilon_n) \). In particular, the image of \( \sigma_2 \) is either simple or zero.

Relation (R8) shows \( \sigma_2(B_1 \otimes C_1) = H_2 - H_1 \in R^0 \). This is non-zero, because \( \rho(H_2 - H_1) = a_{2,2} - a_{1,1} \) is a non-zero element of \( U(p(n)) \). Hence, the image of \( \sigma_2 \) is a simple \( \mathfrak{gl}(n) \)-module which intersects nontrivially with the module \( R^0 \). Therefore the image of \( \sigma_2 \) is completely contained in \( R^0 \), as desired.

When \( n = 1 \) the result holds trivially. When \( n = 2 \), \( R^1 \otimes R^{-1} \cong L_0(\varepsilon_1 - \varepsilon_n) \) and the arguments from the previous paragraph can be readily adapted. We leave the details to the reader. \( \square \)

Given \( 1 \leq i < j \leq n \) and \( 1 \leq p < q \leq n \) and \( \beta = \varepsilon_i + \varepsilon_j, \gamma = -\varepsilon_p - \varepsilon_q \in \Phi_1 \) define

\[
c_{\beta, \gamma} = \begin{cases} 
-1, & i = q \text{ or } j = q; \\
1, & i = p \text{ or } j = p.
\end{cases}
\]

**Lemma 3.4.8.** Let \( \beta = \varepsilon_i + \varepsilon_j \in \Phi_1 \) and \( \gamma = -\varepsilon_p - \varepsilon_q \in \Phi_{-1} \). Then

\[
[X_\beta, X_\gamma] = \begin{cases} 
-H_{\varepsilon_i - \varepsilon_j}, & \beta + \gamma = 0; \\
c_{\beta, \gamma}X_{\beta + \gamma}, & \text{if } \beta + \gamma \in \Phi; \\
0, & \text{otherwise.}
\end{cases}
\]

**Proof.** By Lemma 3.4.7, \( [X_\beta, X_\gamma] \) lies in \( R_0 \). By the discussion in Section 3.3.1 the map \( \rho_0 : R^0 \to U(\mathfrak{g}_0) \) is an algebra isomorphism. Thus it suffices to compute

\[
\rho_0([X_\beta, X_\gamma]) = [\rho(X_\beta), \rho(X_\gamma)] = [b_{i,j}, c_{p,q}].
\]

The claim then follows from the commutator formulas in Lemma 2.5.1. \( \square \)

### 3.5. Divided Powers in \( R \)

For \( X \in R \) and \( k \in \mathbb{Z}_{\geq 0} \), we define the \( k \)-th divided power of \( X \) to be

\[
X^{(k)} = \frac{X^k}{k!} \in R.
\]

For all \( a, b \geq 0 \) and \( X \in R \) we have

\[
X^{(a)}X^{(b)} = \binom{a + b}{a}X^{(a+b)}.
\]

(3.36)

Given \( \alpha = \varepsilon_i - \varepsilon_j \in \Phi_0 \), recall that

\[
H_\alpha = H_i - H_j.
\]

For \( i = 1, \ldots, n \) and \( k \geq 0 \) define

\[
\binom{H_i}{k} = \frac{H_i(H_i - 1) \cdots (H_i - k + 1)}{k!} \in R.
\]

By definition,

\[
\binom{H_i}{0} = 1.
\]

Given \( \delta \in \Phi_{\pm 1} \) or \( \alpha \in \Phi_0 \), since \( X_\delta \) and \( X_\alpha \) are root vectors a straightforward computation shows

\[
\binom{H_i}{s}X_\delta = X_\delta \binom{H_i}{s} + \binom{\varepsilon_i, \delta}{s},
\]

(3.37)
\[(H_i \frac{r}{s}) X^{(r)}_\alpha = X^{(r)}_\alpha \left( \frac{H_i}{s} \right) + \left( \varepsilon_i, r\alpha \right) \frac{s}{H_i} \]  
(3.38)

There is no relation for the divided power \(X^{(r)}_\delta\) for \(r > 1\) because \(X^{(r)}_\delta = 0\) by Lemma 3.4.5 and Lemma 3.4.6.

3.6. Commutator Formulas for Divided Powers. We now record the commutator formulas for the divided powers of the root vectors in \(R\).

First we consider divided powers of root vectors for two roots in \(\Phi\).

**Lemma 3.6.1.** Let \(\alpha, \alpha' \in \Phi_0\) and \(r, s > 0\).
\[
X^{(r)}_\alpha X^{(s)}_{\alpha'} = \begin{cases} X^{(r)}_\alpha X^{(s)}_{\alpha'} + \sum_{j=1}^{\min(r,s)} \varepsilon_{\alpha,\alpha'}^{(s-j)} X^{(s-j)}_{\alpha'} X^{(r-j)}_{\alpha}, & \text{if } \alpha + \alpha' = 0; \\ X^{(r)}_\alpha X^{(s)}_{\alpha'} + \sum_{j=1}^{\min(r,s)} c_{\alpha,\alpha'}^{(s-j)} X^{(s-j)}_{\alpha'} X^{(r-j)}_{\alpha}, & \text{if } \alpha + \alpha' \in \Phi; \\ X^{(s)}_{\alpha'} X^{(r)}_\alpha, & \text{otherwise.} \end{cases}
\]

**Proof.** As (3.6.1) involves purely even root vectors, it follows from the classical case (see [13, (5.11a)-(5.11c)]). \(\square\)

Next, consider a divided power of an even root vector with an odd root vector. A straightforward induction on \(r\) proves the following formulas.

**Lemma 3.6.2.** Let \(\alpha \in \Phi_0, \beta \in \Phi_{-1}, \gamma \in \Phi_1, \) and let \(r > 0\). Then,
\[
X^{(r)}_\beta X^{(s)}_\alpha = \begin{cases} X^{(r)}_\alpha X^{(s)}_\beta + X^{(r-1)}_{\beta+\alpha}, & \text{if } \beta + \alpha \in \Phi; \\ 0, & \text{otherwise;} \end{cases}
\]
\[
X^{(r)}_\alpha X^{(s)}_\gamma = \begin{cases} X^{(r)}_{\gamma} X^{(s)}_\alpha + c_{\alpha,\gamma} X^{(s-1)}_{\alpha+\gamma}, & \text{if } \alpha + \gamma \in \Phi; \\ 0, & \text{otherwise.} \end{cases}
\]

Finally, we record the cases of two odd root vectors.

**Lemma 3.6.3.** Let \(\beta, \beta' \in \Phi_{-1} \) and \(\gamma, \gamma' \in \Phi_1\). Then
\[
X^{(r)}_\beta X^{(s)}_{\beta'} = -X^{(r)}_{\beta'} X^{(s)}_\beta,
\]
\[
X^{(r)}_{\gamma} X^{(s)}_{\gamma'} = -X^{(r)}_{\gamma'} X^{(s)}_\gamma.
\]

**Lemma 3.6.4.** Let \(\beta = -\varepsilon_i - \varepsilon_j \in \Phi_{-1}\) and \(\gamma = \varepsilon_p + \varepsilon_q \in \Phi_1\). Then
\[
X^{(r)}_\beta X^{(s)}_{\gamma} = \begin{cases} -X^{(r)}_{\gamma} X^{(s)}_\beta + H_{\varepsilon_i, -\varepsilon_j}, & \beta + \gamma = 0; \\ -X^{(r)}_{\gamma} X^{(s)}_\beta + c_{\beta,\gamma} X^{(r-1)}_{\beta+\gamma}, & \text{if } \beta + \gamma \in \Phi; \\ -X^{(r)}_{\gamma} X^{(s)}_\beta, & \text{otherwise.} \end{cases}
\]

3.7. Kostant Monomials. A Kostant monomial of \(R\) is an element which is an arbitrary product of finitely many elements from among:
\[
X^{(r)}_\alpha, \ \left( \frac{H_i}{s} \right),
\]
where \(\delta \in \Phi_{\pm 1}\) and \(d \in \{0, 1\}; \alpha \in \Phi_0 \) and \(r \in \mathbb{Z}_{\geq 0}; \) and \(1 \leq i \leq n \) and \(s \in \mathbb{Z}_{\geq 0}\). Let \(R_\mathbb{Z}\) denote the \(\mathbb{Z}\)-span of the Kostant monomials in \(R\). Since the set of Kostant monomials is closed under multiplication, \(R_\mathbb{Z}\) is a \(\mathbb{Z}\)-subalgebra of \(R\).
Fix total orders on $\Phi_{-1}$, $\Phi_0^-$, $\Phi_0^+$, and $\Phi_1$. We define an ordered Kostant monomial of $R$ to be an element of the form

$$\prod_{\beta \in \Phi_{-1}} X_{\beta}^{d_{\beta}} \prod_{\alpha \in \Phi_0^-} X_{\alpha}^{(r_{\alpha})} \prod_{i=1}^{n} \left( H_{i} \right) \prod_{\alpha' \in \Phi_0^+} X_{\alpha'}^{(r_{\alpha'})} \prod_{\gamma \in \Phi_1} X_{\gamma}^{d_{\gamma}},$$

where $d_{\beta}, d_{\gamma} \in \{0,1\}$, $r_{\alpha}, r_{\alpha'} \in \mathbb{Z}_{\geq 0}$, $s_i \in \mathbb{Z}_{\geq 0}$, and all products are taken in the order of their respective index sets.

**Proposition 3.7.1.** Every Kostant monomial in $R$ can be written as a $\mathbb{Z}$-linear combination of ordered Kostant monomials. In particular, the ordered Kostant monomials provide a $\mathbb{Z}$-spanning set for $R_{\mathbb{Z}}$ and a $k$-spanning set for $R$.

**Proof.** Using the commutator formulas from Section 3.6 one can rewrite any Kostant monomial as a $\mathbb{Z}$-linear combination of Kostant monomials of the form

$$\prod_{\beta \in \Phi_{-1}} X_{\beta}^{d_{\beta}} A \prod_{\gamma \in \Phi_1} X_{\gamma}^{d_{\gamma}}, \quad (3.39)$$

where the products are taken in the order which was fixed on the index sets $\Phi_{\pm 1}$, $d_{\beta}, d_{\gamma} \in \{0,1\}$ for all $\beta, \gamma$, and where $A$ is a Kostant monomial which is a product of elements from among

$$X_{\alpha}^{(r)} \text{ and } \left( H_{i} \right),$$

where $\alpha \in \Phi_0$, $r \in \mathbb{Z}_{\geq 0}$, $1 \leq i \leq n$, and $s \in \mathbb{Z}_{\geq 0}$. Because $A$ is a Kostant monomial in the sense of [13] for $U(\mathfrak{gl}(n))$, it can be written as an integral linear combination of ordered Kostant monomials of the form

$$\prod_{\alpha \in \Phi_0^-} X_{\alpha}^{(r_{\alpha})} \prod_{j=1}^{n} \left( H_{j} \right) \prod_{\alpha' \in \Phi_0^+} X_{\alpha'}^{(r_{\alpha'})},$$

where $r_{\alpha}, r_{\alpha'} \in \mathbb{Z}_{\geq 0}$ and $s_j \in \mathbb{Z}_{\geq 0}$. Substituting this into (3.39) shows an arbitrary Kostant monomial can be rewritten as claimed. In particular, $R_{\mathbb{Z}}$ is spanned by the ordered Kostant monomials.

Since the generators used to define $R$ are Kostant monomials and any product of Kostant monomials is a Kostant monomial, it follows that the $k$-span of the Kostant monomials equals $R$. From the previous paragraph this implies the $k$-span of the ordered Kostant monomials equals $R$. □

**Theorem 3.7.2.** The set of ordered Kostant monomials is a $\mathbb{Z}$-basis for $R_{\mathbb{Z}}$, a $k$-basis for $R$, and the map

$$\rho : R \rightarrow U(\mathfrak{p}(n))$$

is an isomorphism of $k$-superalgebras.

**Proof.** Recall that $\rho : R \rightarrow U(\mathfrak{p}(n))$ defines a surjective algebra homomorphism. By the PBW theorem for $U(\mathfrak{p}(n))$, applying $\rho$ to the ordered Kostant monomials yields a linearly independent set in $U(\mathfrak{p}(n))$ which implies the ordered Kostant monomials are $\mathbb{Z}$- and $k$-linearly independent in $R_{\mathbb{Z}}$ and $R$, respectively. Therefore the ordered Kostant monomials form a basis. Since $\rho$ takes a basis to a basis and preserves parity it is a superalgebra isomorphism. □

Going forward will identify $R$ and $U(\mathfrak{p}(n))$ via $\rho$. In particular, we view Definition 3.1.1 as a presentation of $U(\mathfrak{p}(n))$ and $R_{\mathbb{Z}}$ as a Kostant $\mathbb{Z}$-form for $U(\mathfrak{p}(n))$. 


3.8. The Category $\hat{U}(p(n))$. We next introduce a categorical version of Lusztig’s idempotent form for $U(p(n))$.

When writing compositions of morphisms it is convenient to write them as products (e.g., $fg = f \circ g$). To lighten notation we use the same name for morphisms between different objects and leave the objects implicit. When the objects need to be specified, we do this by precomposing with the identity morphism. As an example of these conventions using the notation established below, the morphisms in $\hat{U}$ denoted the composition of $E_i : \lambda \to \lambda + \alpha_i$ with $C_j : \lambda + \alpha_i \to \lambda + \alpha_i + \gamma_j$. Moreover, if $f$ is a family of morphisms of the same name which can be composed and $k \geq 1$, then $f^{(k)}$ denotes the “divided power” morphism $\frac{f^k}{k!}$. Commutators are similarly interpreted; for example, $[B_1, C_j]1_\lambda = B_1C_j1_\lambda + C_jB_11_\lambda : \lambda \to \lambda + \beta_i + \gamma_j$.

The following definition uses the notation established in Section 2.4.

**Definition 3.8.1.** Let $\hat{U}(p(n))$ be the $k$-linear supercategory with set of objects $X(T_n)$. For every $\lambda \in X(T_n)$ and $1 \leq i \leq n - 1$ the generating morphisms are:

- $E_i : \lambda \to \lambda + \alpha_i,$
- $F_i : \lambda \to \lambda - \alpha_i,$
- $B_{1,1} : \lambda \to \lambda + \beta_{1,1},$
- $B_i : \lambda \to \lambda + \beta_i,$
- $C_i : \lambda \to \lambda + \gamma_i,$

where the $\mathbb{Z}_2$-grading on morphisms is given by declaring $E_1, \ldots, E_{n-1}, F_1, \ldots, F_{n-1}$ to be even and $B_{1,1}, B_1, \ldots, B_{n-1}, C_1, \ldots, C_{n-1}$ to be odd. We write $1_\lambda : \lambda \to \lambda$ for the identity morphism on $\lambda$.

The morphisms in $\hat{U}(p(n))$ are subject to the following relations for all objects $\lambda = \sum_{i=1}^{n} \lambda_i \varepsilon_i \in X(T_n)$ and all $1 \leq i, j \leq n - 1$:

1. **(U1)**

   $[E_i, F_j]1_\lambda = \delta_{i,j}(\alpha_i, \lambda)1_\lambda; \quad (3.40)$

2. **(U2)**

   $[E_i, E_j]1_\lambda = 0$ if $j \neq i \pm 1,$
   $[E_i, E_i]1_\lambda = 0$ if $j = i \pm 1; \quad (3.41)$

3. **(U3)**

   $[F_i, F_j]1_\lambda = 0$ if $j \neq i \pm 1,$
   $[F_i, F_i]1_\lambda = 0$ if $j = i \pm 1; \quad (3.42)$

4. **(U4)**

   $[B_i, B_j]1_\lambda = 0,$
   $[C_i, C_j]1_\lambda = 0; \quad (3.43)$

5. **(U5)**

   $[B_i, C_j]1_\lambda = \begin{cases} 
   - (\alpha_i, \lambda)1_\lambda; & j = i; \\
   [F_{i-1}, F_i]1_\lambda, & j = i - 1; \\
   [E_i, E_{i+1}]1_\lambda, & j = i + 1; \\
   0, & \text{else}; 
   \end{cases} \quad (3.44)$

6. **(U6)**

   $[B_i, F_j]1_\lambda = 0$ if $j \neq i, i + 1,$
   $[B_i, E_j]1_\lambda = 0$ if $j \neq i, i - 1; \quad (3.45)$
\[ [B_i, F_i] \lambda = [B_{i+1}, E_{i+1}] \lambda, \]
\[ [B_i, F_{i+1}] \lambda = [B_{i+1}, E_i] \lambda; \]
\[ (U7) \]
\[ [F_j, C_i] \lambda = 0 \text{ if } j \neq i - 1, \]
\[ [E_j, C_i] \lambda = 0 \text{ if } j \neq i + 1, \]
\[ [F_i, C_{i+1}] \lambda = [E_{i+1}, C_i] \lambda; \]
\[ (U8) \]
\[ [[B_i, F_i], F_j] \lambda = \begin{cases} 2B_{i+1} \lambda, & j = i + 1; \\ 0, & \text{else}; \end{cases} \]
\[ [[B_1, F_1], E_1] \lambda = 2B_1 \lambda, \]
\[ [[B_1, E_1], E_2] \lambda = 0, \]
\[ (U9) \]
\[ [[C_{i+1}, F_i], F_j] \lambda = \begin{cases} C_i \lambda, & j = i + 1; \\ 0, & j \neq i - 1, i + 1; \end{cases} \]
\[ (U10) \]
\[ 2B_{1,1} \lambda = [E_1, B_1] \lambda; \]
\[ (U11) \]
\[ B_{1,1}^2 \lambda = 0. \]

A representation of \( \tilde{U}(\mathfrak{p}(n)) \) is a superfunctor \( W : \tilde{U}(\mathfrak{p}(n)) \to s\mathcal{V}e\mathcal{C} \), where \( s\mathcal{V}e\mathcal{C} \) is the supercategory of \( k \)-superspaces. To such a functor we may associate a superspace \( W = \bigoplus_{\lambda \in X(T_n)} W_\lambda \), where \( W_\lambda := W(\lambda) \).

Let
\[ \tilde{U}(\mathfrak{p}(n)) = \bigoplus_{\lambda, \mu \in X(T_n)} \text{Hom}_{\tilde{U}(\mathfrak{p}(n))}(\lambda, \mu). \]

Then \( \tilde{U}(\mathfrak{p}(n)) \) is a locally unital \( k \)-superalgebra with product given by composition of morphisms when their composition is defined and zero otherwise. There is also a distinguished family of orthogonal idempotents \( \{1_\lambda \mid \lambda \in X(T_n)\} \). There is an equivalence between representations of the supercategory \( \tilde{U}(\mathfrak{p}(n)) \) and locally unital modules for the superalgebra \( \tilde{U}(\mathfrak{p}(n)) \) which takes the functor \( W \) to the superspace \( W \). In particular, the idempotent \( 1_\lambda \) acts by \( 1_\lambda W = W_\lambda = W(\lambda) \). In turn, thanks to the presentation of \( U(\mathfrak{p}(n)) \) given in Theorem 3.7.2, modules for \( \tilde{U}(\mathfrak{p}(n)) \) are equivalent to weight modules for \( U(\mathfrak{p}(n)) \) whose weights lie in \( X(T_n) \). Going forward we will freely go between these notions.

4. Another Lie Superalgebra of Type \( P \)

4.1. The Lie Superalgebra \( \tilde{\mathfrak{p}}(n) \). We now introduce another Lie superalgebra of type \( P \). While it is isomorphic to \( \mathfrak{p}(n) \), it will be useful in what follows.

Let \( W_n = k^{n|n} \) be the superspace with homogeneous basis \( \{w_i \mid i \in I_n\} \) and parity given by \( |w_i| = |i| \). Equip \( W_n \) with a non-degenerate, odd, skew-supersymmetric bilinear form \( \langle w_i, w_j \rangle = (-1)^{|i||j|} \delta_{i,-j} \).

Let \( \tilde{\mathfrak{p}}(W_n) \) denote the corresponding Lie superalgebra of linear maps which leave this bilinear form invariant. That is, \( \tilde{\mathfrak{p}}(W_n) \) is defined as in (2.1) using the bilinear form \( \langle \cdot, \cdot \rangle \). It can be regarded as a subalgebra of \( \mathfrak{gl}(n|n) \) using the chosen basis of \( W_n \) and is given by
\[ \tilde{\mathfrak{p}}(n) = \left\{ \begin{bmatrix} A & C \\ B & -A^T \end{bmatrix} \right\} \subset \mathfrak{gl}(n|n), \]
where $A$, $B$, and $C$ are $n \times n$ matrices with entries in $\kappa$, $A^T$ is the transpose of $A$, the matrix $B$ is symmetric, and $C$ is skew-symmetric.

4.2. Root Combinatorics for $\tilde{p}(n)$. Fix the Cartan subalgebra $\mathfrak{h}$ to be the diagonal matrices in $\tilde{p}(n)$. Since this is also the Cartan subalgebra of $p(n)$, we abuse notation by giving it the same name and reusing the notation for the weight lattice $X(T_n)$ defined in Section 2.4. The roots and root vectors for $p(n)$ are:

| Root Vector | Root | Allowed Indices |
|-------------|------|-----------------|
| $a_{i,j} := E_{i,j} - E_{j,i}$ | $\alpha_{i,j} = \varepsilon_i - \varepsilon_j$ | $1 \leq i \neq j \leq n$ |
| $b_{i,j} := 2^{-h_{i,j}} (E_{i,j} + E_{j,i})$ | $\beta_{i,j} = -(\varepsilon_i + \varepsilon_j)$ | $1 \leq i \leq j \leq n$ |
| $c_{i,j} := E_{i,j} - E_{j,i}$ | $\gamma_{i,j} = \varepsilon_i + \varepsilon_j$ | $1 \leq i < j \leq n$ |

Here the elements $\tilde{a}_{i,j}$ have even parity while $\tilde{b}_{i,j}$ and $\tilde{c}_{i,j}$ have odd parity. For $1 \leq i \leq n$, write $\tilde{a}_{i,i} = E_{i,i} - E_{i,-i}$. For $i < j$, define $\tilde{b}_{j,i} = \tilde{b}_{i,j}$ and $\tilde{c}_{j,i} = -\tilde{c}_{i,j}$.

4.3. The Chevalley Isomorphism. The Chevalley automorphism $\tau : \mathfrak{gl}(n|n) \to \mathfrak{gl}(n|n)$ is given on the basis of matrix units by

$$\tau(E_{i,j}) = (-1)^{|i||j|+|i|+1}E_{j,i}. $$

It is easily checked that the restriction of $\tau$ to $p(n) \subset \mathfrak{gl}(n|n)$ induces an isomorphism $p(n) \to \tilde{p}(n)$ which we call the **Chevalley isomorphism**. In terms of the distinguished bases for $p(n)$ and $\tilde{p}(n)$ the isomorphism is given by

$$\tau(a_{i,j}) = -\tilde{a}_{j,i}, \quad \tau(b_{i,j}) = \tilde{b}_{i,j}, \quad \tau(c_{i,j}) = \tilde{c}_{i,j}. \quad (4.2)$$

Twisting the action on modules by the inverse of the Chevalley isomorphism induces an isomorphism of monoidal supercategories $T = T_n : p(n)\text{-mod} \to \tilde{p}(n)\text{-mod}$. Explicitly, if $M$ is a $p(n)$-module, then $T(M)$ is the same underlying superspace viewed as a $\tilde{p}(n)$-module via the action $X.m = \tau^{-1}(X)m$ for all $X \in p(n)$ and $m \in M$. In particular, one has $T_n(V_n) \cong W_n^*$ and, more generally, $T_n(S^d(V_n)) \cong S^d(W_n)^*$ for all $d \geq 0$.

There is an anti-isomorphism of Lie superalgebras

$$-\tau : p(n) \to \tilde{p}(n)$$

which induces an anti-isomorphism of associative superalgebras

$$s : \mathcal{U}(p(n)) \to \mathcal{U}(\tilde{p}(n)).$$

Recall that being an anti-isomorphism of associative superalgebras means that $s$ is a linear isomorphism which satisfies $s(XY) = (-1)^{|X||Y|}s(Y)s(X)$ for all homogeneous $X, Y \in \mathcal{U}(p(n))$.

4.4. A Presentation for $U(\tilde{p}(n))$. Using the Chevalley isomorphism one can transport the presentation for $U(p(n))$ given earlier to obtain a presentation for $U(\tilde{p}(n))$. As we do not need it, we choose to omit it. It can be found in the *ArXiv* version of the paper as explained in Section 1.5. See Definition 4.5.1 for the categorical version.
4.5. The Category $\dot{U}(\tilde{p}(n))$. As in Section 3.8 a supercategory can be associated to $U(\tilde{p}(n))$. We refer to Section 3.8 for notational conventions.

**Definition 4.5.1.** Let $\dot{U}(\tilde{p}(n))$ denote the $\mathbb{k}$-linear supercategory with objects $X(T_n)$. For every $\lambda \in X(T_n)$ and $1 \leq i \leq n - 1$, the generating morphisms are:

- $\tilde{E}_i : \lambda \to \lambda + \tilde{\alpha}_i$
- $\tilde{F}_i : \lambda \to \lambda - \tilde{\alpha}_i$
- $\tilde{B}_{i,1} : \lambda \to \lambda + \tilde{\beta}_{i,1}$
- $\tilde{B}_i : \lambda \to \lambda + \tilde{\beta}_i$
- $\tilde{C}_i : \lambda \to \lambda + \tilde{\gamma}_i$

where the $\mathbb{Z}_2$-grading on the morphisms is such that $\tilde{E}_1, ..., \tilde{E}_{n-1}$ and $\tilde{F}_1, ..., \tilde{F}_{n-1}$ are declared to be even, and the generators $\tilde{B}_{1,1}, \tilde{B}_1, ..., \tilde{B}_{n-1}, \tilde{C}_1, ..., \tilde{C}_{n-1}$ are declared to be odd. The generating morphisms satisfy the following relations for all valid indices $i$ and $j$, and all $\lambda \in X(T_n)$.

$$[\tilde{E}_i, \tilde{F}_j]_1\lambda = \delta_{i,j}(\tilde{\alpha}_i, \lambda)_1\lambda;$$  \hspace{1cm} (4.3)

$$[\tilde{E}_i, [\tilde{E}_i, \tilde{F}_j]]_1\lambda = 0 \text{ if } j \neq i \pm 1;$$  \hspace{1cm} (4.4)

$$[\tilde{F}_i, \tilde{F}_j]_1\lambda = 0 \text{ if } j = i \pm 1;$$  \hspace{1cm} (4.5)

$$[\tilde{B}_i, \tilde{B}_j]_1\lambda = 0,$$  \hspace{1cm} (4.8)

$$[\tilde{C}_i, \tilde{C}_j]_1\lambda = 0;$$  \hspace{1cm} (4.9)

$$[\tilde{B}_i, \tilde{C}_j]_1\lambda = \begin{cases} (\alpha_i, \lambda)_1\lambda, & j = i; \\
(\tilde{E}_{i-1}, \tilde{E}_i)_1\lambda, & j = i - 1; \\
(\tilde{F}_i, \tilde{F}_{i+1})_1\lambda, & j = i + 1; \\
0, & \text{else;}
\end{cases}$$  \hspace{1cm} (4.12)

$$[\tilde{B}_i, \tilde{E}_j]_1\lambda = 0 \text{ if } j \neq i, i + 1,$$  \hspace{1cm} (4.10)

$$[\tilde{B}_i, \tilde{F}_j]_1\lambda = 0 \text{ if } j \neq i, i - 1,$$  \hspace{1cm} (4.11)

$$[\tilde{B}_i, \tilde{E}_i]_1\lambda = [\tilde{B}_{i+1}, \tilde{F}_{i+1}]_1\lambda;$$  \hspace{1cm} (4.12)

$$[\tilde{B}_i, \tilde{E}_{i+1}]_1\lambda = [\tilde{B}_{i+1}, \tilde{F}_i]_1\lambda;$$  \hspace{1cm} (4.13)
there is an associated locally unital superalgebra \( \mathcal{U} \). Morphisms preserve the powers. The morphisms in \( \mathcal{V} \) tensor product of supersymmetric powers of \( \mathcal{U} \) between representations of \( \mathcal{U} \). It is given on objects by \( T \), composable homogeneous morphisms \( \mathcal{X} \). We remark that \( \Psi \) is contravariant in the graded sense: \( \Psi(\mathcal{X} \circ \mathcal{Y}) = (-1)^{|\mathcal{X}||\mathcal{Y}|} \Psi(\mathcal{Y}) \circ \Psi(\mathcal{X}) \) for all composable homogeneous morphisms \( \mathcal{X} \) and \( \mathcal{Y} \).

5. Representations of \( \mathfrak{p}(n) \) and Webs

5.1. Module Categories. Define \( \mathfrak{p}(n)\text{-mod}_{S,S} \) to be the monoidal supercategory of \( \mathfrak{p}(n)\text{-modules} \) generated by the modules \( S^d(V_n) \) and \( S^d(V_n)^* \), for \( d \geq 0 \), where \( S^0(V_n) = k \) is the trivial module by definition. That is, the objects of \( \mathfrak{p}(n)\text{-mod}_{S,S} \) are the \( \mathfrak{p}(n)\text{-modules} \) obtained by taking a finite tensor product of supersymmetric powers of \( V_n \) and their duals (which are isomorphic to exterior powers). The morphisms in \( \mathfrak{p}(n)\text{-mod}_{S,S} \) are all \( \mathfrak{p}(n)\text{-module} \) homomorphisms (i.e., we do not assume morphisms preserve the \( \mathbb{Z}_2 \)-grading). That is, if \( M, N \) are \( \mathfrak{p}(n)\text{-modules} \), then a homogeneous linear map \( f : M \rightarrow N \) is a module homomorphism if \( f(x.m) = (-1)^{|f||x|}x.f(m) \) for all homogeneous
x ∈ p(n) and m ∈ M. A general module homomorphism is the sum of such maps. Let p(n)-mod\(S\) and p(n)-mod\(S^\ast\) denote the full monoidal subcategories of p(n)-mod\(S, S^\ast\) generated by the modules of the form \(S^d(V_n)\) and \(S^d(V_n)^\ast\), for \(d ≥ 0\), respectively. Finally, for \(m ≥ 0\) write p(n)-mod\(S, S^\ast, m\) for the full subcategory of p(n)-mod\(S, S^\ast\) whose objects are tensor products of exactly \(m\) modules of the form \(S^d(V_n)\) and \(S^d(V_n)^\ast\) for \(d ≥ 0\). Since the trivial module is allowed this is the full subcategory of all modules which are isomorphic to a tensor product of \(m\) or less symmetric powers of \(V_n\) and their duals. Define p(n)-mod\(S, m\) and p(n)-mod\(S^\ast, m\) similarly.

There are obvious analogues of the above categories for \(\tilde{p}(n)\). The only difference is that we write \(W_n\) for its natural module.

5.2. **Webs for p(n).** In [12] the authors introduced a monoidal category, p-Web\(\uparrow\downarrow\), of oriented webs of type \(P\). It is diagrammatically defined as a strict monoidal supercategory by generators and relations. The generating objects in p-Web\(\uparrow\downarrow\) are the symbols \(\uparrow a\) and \(\downarrow a\), where \(a ∈ \mathbb{Z}_{≥ 0}\). Horizontal concatenation is the monoidal (tensor) product, a general object in p-Web\(\uparrow\downarrow\) is a word in these symbols, and \(\uparrow_0 = \downarrow_0\) is the tensor identity. The morphisms in p-Web\(\uparrow\downarrow\) are given by generators and relations with the \(\mathbb{Z}_2\)-grading on the morphism spaces induced by the declared parity of the generating morphisms. See [12] for details.

The following result is a restatement of [12, Theorems 6.5.1, 6.8.2].

**Theorem 5.2.1.** For every \(n ≥ 1\) there is a full, essentially surjective, monoidal functor

\[ G_{\uparrow\downarrow} : \text{p-Web}_{\uparrow\downarrow} \to \text{p}(n)-\text{mod}S, S^\ast, \]

given on generating objects by \(G_{\uparrow\downarrow}(\uparrow a) = S^a(V_n)\) and \(G_{\uparrow\downarrow}(\downarrow a) = S^a(V_n)^\ast\) for every \(a ≥ 0\).

Let p-Web\(\uparrow\) and p-Web\(\downarrow\) denote the full subcategories of p-Web\(\uparrow\downarrow\) whose objects are words in the symbols \(\{\uparrow a\} a ≥ 0\) and \(\{\downarrow a\} a ≥ 0\), respectively.

For \(m ≥ 0\), let p-Web\(\uparrow, m\) denote the full subcategory of p-Web\(\uparrow\) whose objects are words of length \(m\) in the symbols \(\{\uparrow a\} a ≥ 0\). Define p-Web\(\downarrow, m\) as a full subcategory of p-Web\(\downarrow\) similarly. An arbitrary object in p-Web\(\uparrow, m\) can be written in the form \(\uparrow a = \uparrow a_1 \cdots \uparrow a_m\), where \(a = (a_1, \ldots, a_m) ∈ \mathbb{Z}_{≥ 0}^m\). The set \(X(T_m)_{≥ 0}\) also indexes the objects of p-Web\(\downarrow, m\) via the map

\[ \lambda = \sum_{i=1}^{m} \lambda_i \varepsilon_i \mapsto \uparrow \lambda = \uparrow \lambda_1 \cdots \uparrow \lambda_m. \]

Similarly, \(X(T_m)_{≥ 0}\) can be used to index the objects of p-Web\(\downarrow, m\).

Restricting the functor \(G_{\uparrow\downarrow}\) yields full, essentially surjective functors

\[ G_{\uparrow, m} : \text{p-Web}_{\uparrow, m} \to \text{p}(n)-\text{mod}S, S^\ast, m, \]
\[ G_{\downarrow, m} : \text{p-Web}_{\downarrow, m} \to \text{p}(m)-\text{mod}S^\ast, S^\ast, m, \]

for every \(m ≥ 1\).

Recall from Section 4.3 the equivalence of monoidal categories \(\mathcal{T} : \text{p}(n)-\text{mod} → \tilde{p}(n)-\text{mod}\) which satisfies \(\mathcal{T}(S^d(V_n)) = S^d(W_n)^\ast\) and \(\mathcal{T}(S^d(V_n)^\ast) = S^d(W_n)\) for all \(d ≥ 0\). By restriction \(\mathcal{T}\) induces an equivalence

\[ \mathcal{T} : \text{p}(n)-\text{mod}S^\ast, S^\ast, m → \tilde{p}(n)-\text{mod}S, S^\ast, m. \]

Moreover, the composition

\[ \mathcal{T} ∘ G_{\downarrow, m} : \text{p-Web}_{\downarrow, m} → \tilde{p}(n)-\text{mod}S, S^\ast, m \]

is full and essentially surjective.

As noted in [12, Section 4.4], there is a contravariant “reflection” isomorphism

\[ \text{refl} : \text{p-Web}_{\uparrow} \cong \text{p-Web}_{\downarrow} \]

given on generating objects by $\uparrow_a \to \downarrow_a$ and, up to a sign, on morphisms by reflecting diagrams across a horizontal axis. The functor refl also restricts to a contravariant isomorphism

$$\text{refl} : \text{p-Web}^{\uparrow, m} \cong \text{p-Web}^{\downarrow, m}.$$  

### 6. Categorical and Finitary Howe Dualities

#### 6.1. The Functor $\hat{\text{U}}(\hat{\text{p}}(m)) \to \text{p}(n)-\text{mod}_{S,m}$

Let $\hat{\text{U}}(\hat{\text{p}}(m))_{\geq 0}$ denote the quotient category obtained from $\hat{\text{U}}(\hat{\text{p}}(m))$ by setting the identity morphism $1_\lambda$ to zero whenever $\lambda \notin X(T_m)_{\geq 0}$. As we next explain, this category is related to $\text{p-Web}^{\uparrow, m}$.

In [12, Section 3.6, Corollary 3.6.4] certain morphisms in $\text{p-Web}^{\uparrow, m}$ are introduced and shown to generate it as a $k$-linear category; that is, using $k$-linear combinations and compositions but not the monoidal structure. For $1 \leq i \leq m - 1$, and $\lambda \in X(T_m)_{\geq 0}$, these generating morphisms are:

$$\begin{align*}
\ell_{\uparrow, i+1, \lambda}^{(1)} : & \uparrow_\lambda \to \uparrow_{\lambda + \alpha_i}, \\
\delta_{\uparrow, i+1, \lambda}^{(1)} : & \uparrow_\lambda \to \uparrow_{\lambda - \alpha_i}, \\
\delta_{\downarrow, 1, \lambda}^{(1)} : & \uparrow_\lambda \to \uparrow_{\lambda - \beta_1, i}, \\
\delta_{\downarrow, i+1, \lambda}^{(1)} : & \uparrow_\lambda \to \uparrow_{\lambda + \beta_i}, \\
c_{\uparrow, i+1, \lambda}^{(1)} : & \uparrow_\lambda \to \uparrow_{\lambda + \gamma_i}.
\end{align*}$$

**Lemma 6.1.1.** For every $m \geq 1$ there is an essentially surjective, full functor

$$H_m : \hat{\text{U}}(\hat{\text{p}}(m))_{\geq 0} \to \text{p-Web}^{\uparrow, m}$$

given on objects by

$$\lambda \mapsto \uparrow_\lambda = \uparrow_{\lambda_1} \cdots \uparrow_{\lambda_m}$$

for all $\lambda = \sum_{i=1}^m \lambda_i \varepsilon_i \in X(T_m)_{\geq 0}$. On generating morphisms the functor is given by

$$\begin{align*}
\hat{\text{E}}_i 1_\lambda & \mapsto \ell_{\uparrow, i+1, \lambda}^{(1)}, \\
\hat{\text{F}}_i 1_\lambda & \mapsto \delta_{\uparrow, i+1, \lambda}^{(1)}, \\
\hat{\text{B}}_1 1_\lambda & \mapsto \delta_{\downarrow, 1, \lambda}^{(1)}, \\
\hat{\text{B}}_i 1_\lambda & \mapsto \delta_{\downarrow, i+1, \lambda}^{(1)}, \\
\hat{\text{C}}_i 1_\lambda & \mapsto c_{\uparrow, i+1, \lambda}^{(1)}.
\end{align*}$$

**Proof.** The fact that $H_m$ is well-defined follows by comparing the relations among the generators for $\hat{\text{U}}(\hat{\text{p}}(m))$ given in Definition 4.5.1 with the relations among the morphisms in $\text{p-Web}^{\uparrow, m}$ calculated in [12, Lemma 3.7.1]. The fullness of $H_m$ follows from the fact the generating morphisms of $\text{p-Web}^{\uparrow, m}$ are in the image of $H_m$. The fact the functor is essentially surjective is clear. $\square$

Let $\text{pr} : \hat{\text{U}}(\hat{\text{p}}(m)) \to \hat{\text{U}}(\hat{\text{p}}(m))_{\geq 0}$ be the canonical quotient functor. The next theorem follows immediately from the previous results.

**Theorem 6.1.2.** For every $m, n \geq 1$, the composition

$$G_{\uparrow, m} \circ H_m \circ \text{pr} : \hat{\text{U}}(\hat{\text{p}}(m)) \to \text{p}(n)-\text{mod}_{S,m}$$

is an essentially surjective, full functor.

**Remark 6.1.3.** To obtain Theorem D in the introduction from this result one simply needs to precompose this functor with the Chevalley functor $T : \hat{\text{U}}(\hat{\text{p}}(m)) \to \hat{\text{U}}(\hat{\text{p}}(m))$ given at the end of Section 4.5.
Remark 6.1.4. In [18], analogues of the functor from Theorem 6.1.2 are constructed in the quantum type BCD setting. The authors of that paper refer to these as Howe functors.

Let $\hat{U}(p(n))$ and $\hat{U}(\tilde{p}(m))$ be the locally unital superalgebras defined by the supercategories $\hat{U}(p(n))$ and $\hat{U}(\tilde{p}(m))$, respectively (see Section 3.8). Let
\[
A = A_{m,n} = S(V_n)^{\otimes m}.
\]
There is an action of $p(n)$ on $A$ coming from the natural action on $V_n$. In particular, $A$ is a weight module for $U(p(n))$ with weights lying in the weight lattice $X(T_n)$ for $p(n)$ so is a module for $\hat{U}(p(n))$. On the other hand, for any $\lambda = \sum_{i=1}^{m} \lambda_i \varepsilon_i \in X(T_m)$ set $A^\lambda = G_{*,m} \circ H_m \circ \text{pr}(\lambda)$. Then,
\[
A^\lambda = \begin{cases} S^\lambda(V_n) = S_{\lambda_1}(V_n) \otimes \cdots \otimes S_{\lambda_m}(V_n), & \lambda = \sum_{i=1}^{n} \lambda_i \varepsilon_i \in X(T_m)_{\geq 0}; \\ 0, & \text{else.} \end{cases}
\]
We may identify $A$ with the direct sum
\[
A = \bigoplus_{\lambda \in X(T_m)_{\geq 0}} S^\lambda(V_n) \otimes \cdots \otimes S^\lambda_m(V_n) = \bigoplus_{\lambda \in X(T_m)} A^\lambda. \tag{6.1}
\]
From this it follows that $A$ is also a module for $\hat{U}(\tilde{p}(m))$ by the discussion at the end of Section 3.8, where $A^\lambda$ is the $\lambda$-weight space. Explicitly, for each $\lambda, \mu \in X(T_m)$, the action of any element $x \in 1_\mu \hat{U}(\tilde{p}(m)) 1_\lambda = \text{Hom}_{\hat{U}(\tilde{p}(m))}(\lambda, \mu)$ on $A$ is given by the composite
\[
A \rightarrow A^\lambda \xrightarrow{(G_{*,m} \circ H_m \circ \text{pr}(x))} A^\mu \rightarrow A,
\]
where the first arrow is the projection of $A$ onto $A^\lambda$ and the last arrow is the inclusion of $A^\mu$ into $A$.

Recall from the introduction that for a superspace $V$ we write $\text{End}_{\mathbb{K}}^{\text{fin}}(V)$ for the superalgebra of linear maps $f : V \rightarrow V$ whose image is finite-dimensional.

Theorem 6.1.5. For every $m,n \geq 1$ there are commuting actions of $\hat{U}(\tilde{p}(m))$ and $\hat{U}(p(n))$ on $A_{m,n} = S(V_n)^{\otimes m}$, where $\hat{U}(p(n))$ has the natural action.

Furthermore, these actions induce superalgebra homomorphisms
\[
\begin{array}{ccc}
\hat{U}(\tilde{p}(m)) & \xrightarrow{\tilde{\varrho}} & \hat{U}(p(n)) \\
\text{End}_{\mathbb{K}}^{\text{fin}}(A_{m,n}) & \xleftarrow{\varrho} & \text{End}_{\mathbb{K}}^{\text{fin}}(A_{m,n})
\end{array}
\]
and the image of $\tilde{\varrho}$ is the full centralizer of the image of $\varrho$.

Proof. First we investigate the $\hat{U}(p(n))$ action on $A = A_{m,n}$. The action of $\hat{U}(p(n))$ on $A$ induces a superalgebra map $\varrho : \hat{U}(p(n)) \rightarrow \text{End}_{\mathbb{K}}(A)$, where for each $\nu \in X(T_n)$, the linear map $\varrho(1_{\nu})$ is the projection of $A$ onto the $\nu$-weight space $A_{\nu}$. Since $\hat{U}(p(n)) = \bigoplus_{\nu \in X(T_n)} \hat{U}(p(n)) 1_{\nu}$, the action of an element of $\hat{U}(p(n))$ is zero on all but finitely many weight spaces of $A$. Since each $p(n)$-weight space of $A$ is finite-dimensional the image of $\varrho$ lies in $\text{End}_{\mathbb{K}}^{\text{fin}}(A)$.

Next, the action of $\hat{U}(\tilde{p}(m))$ on $A$ induces a superalgebra homomorphism $\tilde{\varrho} : \hat{U}(\tilde{p}(m)) \rightarrow \text{End}_{\mathbb{K}}(A)$. Because the weight spaces $A^\lambda$ are finite-dimensional, similar arguments to those used in the previous paragraph imply that the image of $\tilde{\varrho}$ is also contained in $\text{End}_{\mathbb{K}}^{\text{fin}}(A)$.

We now show that the image of $\tilde{\varrho}$ is precisely the centralizer of the image of $\varrho$. First, from the discussion before the statement of the theorem every $x \in \hat{U}(\tilde{p}(m))$ acts on $A$ via a $p(n)$-module homomorphism. That is, the image of $\tilde{\varrho}$ lies in the centralizer of the image of $\varrho$. 

Next, assume that \( f \in \text{End}_{\mathbb{F}^n}^\text{lin}(\mathcal{A}) \) centralizes the image of \( \varrho \) and so the map \( f \) is a \( p(n) \)-module endomorphism of \( \mathcal{A} = \bigoplus_{\lambda \in X(T_m)} S^\lambda(V_n) \). Furthermore, the assumption that the image of \( f \) is finite-dimensional implies one can choose finitely many weights \( \mu_1, \ldots, \mu_l \) so that the image of \( f \) is contained in \( \bigoplus_{i=1}^l S^{\mu_i}(V_n) \) and finitely many weights \( \lambda_1, \ldots, \lambda_k \in X(T_m) \geq 0 \) so that if \( f(S^\lambda(V_n)) \neq 0 \) then \( \lambda = \lambda_i \) for some \( 1 \leq i \leq k \). That is, \( f \) restricts to an element of
\[
\text{Hom}_{p(n)} \left( \bigoplus_{i=1}^k S^{\lambda_i}(V_n), \bigoplus_{j=1}^l S^{\mu_j}(V_n) \right) = \bigoplus_{i=1}^k \bigoplus_{j=1}^l \text{Hom}_{p(n)}(S^{\lambda_i}(V_n), S^{\mu_j}(V_n)) \subset \bigoplus_{\lambda, \mu \in X(T_m) \geq 0} \text{Hom}_{p(n)}(S^\lambda(V_n), S^\mu(V_n)).
\]

By extending linearly, the full functor \( G_{\mathbb{F},m} \circ H_m \circ \text{pr} \) induces a surjective map:
\[
\tilde{U}(\mathfrak{p}(m)) = \bigoplus_{\lambda, \mu \in X(T_m)} \text{Hom}_{\tilde{U}(\mathfrak{p}(m))}(\lambda, \mu) \rightarrow \bigoplus_{\lambda, \mu \in X(T_m) \geq 0} \text{Hom}_{p(n)}(S^\lambda(V_n), S^\mu(V_n)).
\]

It follows that \( f \) is in the image of this map. Furthermore, when the codomain of this map is viewed as a subspace \( \text{End}_{\mathbb{F}^n}(\mathcal{A}) \) the map above is precisely the superalgebra homomorphism \( \tilde{\varrho} \), hence \( f \) is in the image of \( \tilde{\varrho} \). The claim follows.

6.2. The \( \tilde{U}(\mathfrak{p}(m)) \) Action on \( \mathcal{A} \). While the action of \( \tilde{U}(\mathfrak{p}(n)) \) on \( \mathcal{A} \) is the natural one, the action of \( \tilde{U}(\mathfrak{p}(m)) \) is less obvious. We next give explicit formulas for this action.

Recall our fixed homogeneous basis \( \{v_i \mid i \in I_{n|n}\} \) for \( V_n \). Then \( S(V_n) \) has a basis given by all ordered monomials of the form
\[
\left\{ \prod_{\ell=1}^n v_i^{d_{\ell}, \varepsilon_{\ell}} \mid v_i \in \mathbb{Z}_{\geq 0} \text{ and } \varepsilon_{\ell} \in \{0, 1\} \right\}.
\]

This basis along with the identification (6.1) shows \( \mathcal{A} \) has a homogeneous basis given by the set
\[
\left\{ \bigotimes_{k=1}^m \prod_{\ell=1}^n v_i^{d_{k,\ell}, \varepsilon_{k,\ell}} v_i^{-\varepsilon_{k,\ell}} \mid d_{k,\ell} \in \mathbb{Z}_{\geq 0} \text{ and } \varepsilon_{k,\ell} \in \{0, 1\} \right\}.
\]

Let \( \preceq \) denote the lexicographic order on \( I_{m,n} := \{1, \ldots, m\} \times \{1, \ldots, n\} \). For \( \varepsilon = (\varepsilon_{k,\ell})_{(k,\ell) \in I_{m,n}} \) with \( \varepsilon_{k,\ell} \in \mathbb{Z}_2 \), and \((i,t) \in I_{m,n}\), let
\[
y_{i}(\varepsilon, t) = \sum_{(k,\ell) \prec (i,t)} \varepsilon_{k,\ell}.
\]

For any \( Y \in \{E_i, F_i, B_{1,1}, B_i, C_i\} \) and any \( \lambda \in X(T_m) \), the generator \( \tilde{Y}1_\lambda \) of \( \tilde{U}(\mathfrak{p}(m)) \) determines a linear endomorphism of the space \( \mathcal{A} = \bigoplus_{\lambda \in X(T_m)} S^\lambda(V_n) \). Because each \( \tilde{Y}1_\lambda \) acts as zero on \( S^\mu(V_n) \) whenever \( \mu \neq \lambda \), the infinite sum \( \tilde{Y} = \sum_{\lambda \in X(T_m)} \tilde{Y}1_\lambda \) determines a well-defined linear endomorphism of \( \mathcal{A} \). We describe the action of this operator in the following proposition. By precomposing \( \tilde{Y} \) with the distinguished idempotents of \( \tilde{U}(\mathfrak{p}(m)) \) one can recover the action of the corresponding generator of \( \tilde{U}(\mathfrak{p}(m)) \).

**Proposition 6.2.1.** For \( Y \in \{E_i, F_i, B_{1,1}, B_i, C_i\} \) the linear endomorphism \( \tilde{Y} \) of \( \mathcal{A} \) is given by:
\[
\tilde{E}_i \left( \bigotimes_{k=1}^m \prod_{\ell=1}^n v_i^{d_{k,\ell}, \varepsilon_{k,\ell}} v_i^{-\varepsilon_{k,\ell}} \right) = \sum_{t=1}^m d_{t+1,\ell} \bigotimes_{k=1}^m \prod_{\ell=1}^n v_i^{d_{k,\ell} + \delta_{i,t} \left( \delta_{k,i+1} \varepsilon_{k,\ell} \right)} v_i^{-\varepsilon_{k,\ell}}.
\]
For each $\lambda = \sum_{i=1}^{m} \lambda_i \varepsilon_i \in X(T_m)$ the weight idempotent $1_\lambda$ acts on $A$ by projecting onto the summand $S^\lambda(V_n)$.

Proof. For $1 \leq j \leq m$, set $\lambda_j = \sum_{\ell} d_{j,\ell} + \varepsilon_{j,\ell}$ and set $\lambda = \sum_{j=1}^{m} \lambda_j \varepsilon_j$. Then,

$$\bigotimes_{k=1}^{n} \prod_{\ell=1}^{n} v_{\ell}^{d_{k,\ell}, \varepsilon_{k,\ell}} \in S^\lambda(V_n)$$

and $\tilde{Y}_1 \mu$ acts on this vector as zero unless $\mu = \lambda$. Hence, to describe the action of $\tilde{Y}$ on this vector it suffices to describe the action of $\tilde{Y}_1 \lambda$. We do this for $\tilde{E}_i$ and $\tilde{B}_i$, and leave the others to the reader.

Translating through the definitions, for every $\lambda \in X(T_m) \geq 0$ and $1 \leq i \leq n - 1$, the element $E_i 1_\lambda$ (resp. $B_i 1_\lambda$) of $\tilde{U}(p(m))$ will act on a vector in $S^\lambda(V_n)$ as the morphism $G_{\gamma,\mu}(e_{[i,i+1]}^{(1)})(\lambda) : S^\lambda(V_n) \to S^\lambda(V_n) + \alpha_i(V_n)$ (resp. $G_{\gamma,\mu}(b_{[i,i+1],\lambda}) : S^\lambda(V_n) \to S^\lambda(V_n) + \gamma_i(V_n)$).

We now explicitly describe these morphisms. Following [12, Section 5.2] there is a product $\nabla : S(V_n) \otimes S(V_n) \to S(V_n)$ and coproduct $\Delta : S(V_n) \to S(V_n) \otimes S(V_n)$ making $S(V_n)$ into a bialgebra in the graded sense. These maps are given on generators by

$$\nabla(v_i \otimes v_j) = v_i v_j, \quad \Delta(v_i) = v_i \otimes 1 + 1 \otimes v_i,$$

for all $i, j \in I_{n|n}$. Composing the coproduct with the linear projection $S(V_n) \to V_n$ applied to the first tensor factor, we obtain the split map:

$$\text{spl} : S(V_n) \to V_n \otimes S(V_n),$$

$$\prod_{\ell=1}^{n} v_{\ell}^{d_{i,\ell}, \varepsilon_{i,\ell}} \mapsto \sum_{t=1}^{n} d_{i,\ell} v_i \otimes \prod_{\ell=1}^{n} v_{\ell}^{d_{i,\ell} - \delta_{i,\ell}, \varepsilon_{i,\ell}} + \sum_{t=1}^{n} (-1)^{\gamma_i} \varepsilon_{i,\ell} \otimes \prod_{\ell=1}^{n} v_{\ell}^{d_{i,\ell} + \delta_{i,\ell}, \varepsilon_{i,\ell}}.$$
where \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \) and \( \chi(\varepsilon, t) = \sum_{k=1}^{t-1} \varepsilon_k \). This sign appears when simplifying the terms of 
\[
\Delta \left( \prod_{\ell=1}^{n} v_{\ell}^{d_{\ell} \varepsilon_{\ell}} \right)
\]
which have the form:
\[
\left( \prod_{\ell=1}^{t-1} (1 \otimes v_{\ell})^{d_{\ell} \cdot (1 \otimes v_{-\ell})^{\varepsilon_{\ell}}} \right) \cdot (1 \otimes v_{t}^{d_{t}}) \cdot (v_{-t} \otimes 1) \cdot \left( \prod_{\ell=t+1}^{n} (1 \otimes v_{\ell})^{d_{\ell} \cdot (1 \otimes v_{-\ell})^{\varepsilon_{\ell}}} \right).
\]
Note that such terms will only occur when \( \varepsilon_t = 1 \), which is why we include the factor of \( \varepsilon_t v_{-t} \) in our formula for spl.

By precomposing the product \( \nabla \) with the inclusion of \( V_n \) into \( S(V_n) \) in the second tensor factor, we obtain the merge map:
\[
\text{mer} : S(V_n) \otimes V_n \to S(V_n),
\]
\[
\left( \prod_{\ell=1}^{n} v_{\ell}^{d_{\ell} \varepsilon_{\ell}} \right) \otimes v_t \mapsto \prod_{\ell=1}^{n} v_{\ell}^{d_{\ell} + \delta_{\ell,t} \cdot \varepsilon_{\ell}},
\]
\[
\prod_{\ell=1}^{n} v_{\ell}^{d_{\ell} \varepsilon_{\ell}} \otimes v_{-t} \mapsto (-1)^{\psi(\varepsilon, t)} \prod_{\ell=1}^{n} v_{\ell}^{d_{\ell} \varepsilon_{\ell} + \delta_{\ell,t}},
\]
for all \( 1 \leq t \leq n \), where \( \psi(\varepsilon, t) = \sum_{k=t+1}^{n} \varepsilon_k \). In the last line, the sign occurs due to the supercommutativity of \( S(V_n) \). Also, note that the product in the last line will be zero if \( \varepsilon_t = 1 \), since \( v_{-t}^2 = 0 \).

Using the definition of the functor \( G \) from [12, Section 6.1], we see that \( \widetilde{E}_t \) acts on \( S(V_n)^{\otimes m} \) as the map
\[
(1_{S(V_n)})^{\otimes (i-1)} \otimes \xi \otimes (1_{S(V_n)})^{\otimes (m-i-1)},
\]
where \( \xi \) is the composition:
\[
S(V_n) \otimes S(V_n) \xrightarrow{1_{S(V_n)} \otimes \text{spl}} S(V_n) \otimes V_n \otimes S(V_n) \xrightarrow{\text{mer} \otimes 1_{S(V_n)}} S(V_n) \otimes S(V_n).
\]
It can be checked directly that this results in the formula for the action of \( \widetilde{E}_t \) on the tensor product of monomials in Proposition 6.2.1 where the sign \( (-1)^{y_{i+1}(\varepsilon, t) - y_i(\varepsilon, t)} \) in the proposition is the product of the signs occurring in \( \text{mer} \) and \( \text{spl} \).

To verify the action of \( \widetilde{B}_t \), first note that composing \( \text{spl} \) with the graded flip map \( V_n \otimes S(V_n) \to S(V_n) \otimes V_n \) given by \( x \otimes y \to \left( -1 \right)^{|x||y|} y \otimes x \) yields a second split map:
\[
\text{spl}' : S(V_n) \to S(V_n) \otimes V_n,
\]
\[
\prod_{\ell=1}^{n} v_{\ell}^{d_{\ell} \varepsilon_{\ell}} \mapsto \sum_{t=1}^{n} \left( \prod_{\ell=1}^{t-1} v_{\ell}^{d_{\ell} - \delta_{\ell,t} \cdot \varepsilon_{\ell}} \right) \otimes d_{t} v_{t} + \sum_{t=1}^{n} (-1)^{\chi'(\varepsilon, t)} \left( \prod_{\ell=1}^{t} v_{\ell}^{d_{\ell} - \varepsilon_{\ell} - \delta_{\ell,t}} \right) \otimes \varepsilon_{\ell} v_{-\ell},
\]
where now \( \chi'(\varepsilon, t) = \sum_{k=t+1}^{n} \varepsilon_k \). This is also a \( \mathfrak{p}(n) \)-module homomorphism.

Recall that \( \mathfrak{p}(n) \) preserves an odd bilinear form \( \beta : V_n \otimes V_n \to \mathbb{k} \) given by:
\[
\beta(v_i \otimes v_j) = \delta_{i,j}.
\]
Hence, we obtain a \( U(\mathfrak{p}(n)) \)-module homomorphism \( \xi' : S(V_n) \otimes S(V_n) \to S(V_n) \otimes S(V_n) \) which is the composition:
\[
S(V_n) \otimes S(V_n) \xrightarrow{\text{spl}' \otimes \text{spl}} S(V_n) \otimes V_n \otimes V_n \otimes S(V_n) \xrightarrow{1_{S(V_n)} \otimes \beta \otimes 1_{S(V_n)}} S(V_n) \otimes S(V_n).
\]
Explicitly computing \( \xi' \) on one of our distinguished basis vectors and omitting the terms where \( 1_{S(V_n)} \otimes \beta \otimes 1_{S(V_n)} \) will evaluate to zero shows that \( \prod_{\ell=1}^{n} v_{\ell}^{d_{1,\ell} \varepsilon_{1,\ell}} \otimes \prod_{\ell=1}^{n} v_{\ell}^{d_{2,\ell} \varepsilon_{2,\ell}} \) is sent to
can be applied here to yield the following result.

Theorem 6.3.1.

The Functor $\hat{U}(\mathfrak{p}(n)) \to \tilde{\mathfrak{p}}(m)$-$\text{mod}_{S,n}$. Recall the contravariant isomorphisms $\Psi : \hat{U}(\mathfrak{p}(n)) \to \hat{U}(\tilde{\mathfrak{p}}(n))$, refl : $\mathfrak{p}$-$\text{Web}_{t,n} \to \mathfrak{p}$-$\text{Web}_{\mathfrak{p},t,n}$, and the covariant isomorphism $T_m : \mathfrak{p}(m)$-$\text{mod}_{S,n} \to \tilde{\mathfrak{p}}(m)$-$\text{mod}_{S,n}$ from Sections 4.3, 4.5, and 5.2, respectively. Consider the following composition of functors:

\[
\hat{U}(\mathfrak{p}(n)) \xrightarrow{\text{pr} \circ \Psi} \hat{U}(\tilde{\mathfrak{p}}(n))_{\geq 0} \xrightarrow{H_n} \mathfrak{p}$-$\text{Web}_{t,n} \xrightarrow{\text{refl}} \mathfrak{p}$-$\text{Web}_{\mathfrak{p},t,n} \xrightarrow{T_m \circ G_{\mathfrak{p},t,n}} \tilde{\mathfrak{p}}(m)$-$\text{mod}_{S,n}. \quad (6.2)
\]

Since $\Psi$ and refl are both contravariant superfunctors and the others are covariant, the entire composite is covariant. In addition, since each functor is full and essentially surjective, so is the composite. That is, we have the following result.

\section*{6.3. The Functor $\hat{U}(\mathfrak{p}(n)) \to \mathfrak{p}(m)$-$\text{mod}_{S,n}$}

\textbf{Theorem 6.3.1.} For every $m, n \geq 1$, the composition

\[
T_m \circ G_{\mathfrak{p},t,n} \circ \text{refl} \circ H_n \circ \Psi \circ \text{pr} : \hat{U}(\mathfrak{p}(n)) \to \tilde{\mathfrak{p}}(m)$-$\text{mod}_{S,n}
\]

is an essentially surjective, full functor.

Set $\mathcal{A}' = \mathcal{A}'_{m,n} = S(W_m)_{\geq 0}^\otimes S(W_m) = \bigoplus_{\nu \in X(T_m)_{\geq 0}} S^\nu(W_m) = \bigoplus_{\nu \in X(T_m)_{\geq 0}} S^\nu_1(W_m) \otimes \cdots \otimes S^\nu_n(W_m)$.

This is naturally a $U(\tilde{\mathfrak{p}}(m))$-module with weights lying in $X(T_m)$ and, hence, is a $\hat{U}(\tilde{\mathfrak{p}}(m))$-module.

For each $\nu = \sum_{i=1}^n \nu_i \varepsilon_i \in X(T_m)_{\geq 0}$ the composite functor in the previous theorem is given on objects by

\[
\nu \mapsto S^\nu(W_m) = S^\nu_1(W_m) \otimes \cdots \otimes S^\nu_n(W_m).
\]

Just as in Theorem 6.1.2, the representation of $\hat{U}(\mathfrak{p}(n))$ given by the functor in (6.2) makes $\mathcal{A}'$ into a $\hat{U}(\mathfrak{p}(n))$-module and the action is by $U(\tilde{\mathfrak{p}}(m))$-module homomorphisms. The argument for Theorem 6.1.5 can be applied here to yield the following result.
Theorem 6.3.2. For every $m, n \geq 1$, there are commuting actions of $\check{U}(\widehat{p}(m))$ and $\check{U}(\widehat{p}(n))$ on 
\[ A' = S(W_m)^\otimes n \]
where $\check{U}(\widehat{p}(m))$ has the natural action.

Furthermore, these actions induce superalgebra homomorphisms
\[ \check{U}(\widehat{p}(m)) \to \text{End}_{\mathbb{k}}(A'_{m,n}) \to \check{U}(\widehat{p}(n)) \]
and the image of $\varrho'$ is the full centralizer of the image of $\varrho'$.

There is of course an analogue of Proposition 6.2.1 which describes the action of $\check{U}(\widehat{p}(n))$ on $A'_{m,n}$. We leave it to the interested reader to work out these formulas for themselves.

6.4. Intertwining Actions. Comparing Theorems 6.1.2 and 6.1.5 with Theorems 6.3.1 and 6.3.2 it is natural to ask how the the representations of $\check{U}(\widehat{p}(m))$ and $\check{U}(\widehat{p}(n))$ are related or, equivalently, how the commuting actions of $\check{U}(\widehat{p}(m))$ and $\check{U}(\widehat{p}(n))$ on the superspaces $A_{m,n} = S(V_n)^\otimes m$ and $A'_{m,n} = S(W_m)^\otimes n$ are related. Answering this question will also resolve the asymmetry in the roles of $\check{p}(m)$ and $\check{p}(n)$.

For all $n \geq 1$, let $\text{str}_n : \mathfrak{gl}(n|n) \to \mathbb{k}$ be the supertrace representation given by
\[ \text{str}_n \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) = \text{tr}(A) - \text{tr}(D), \]
where $\text{tr} : \mathfrak{gl}(n) \to \mathbb{k}$ is the ordinary trace function. This restricts to define a one-dimensional representation of both $\check{p}(n)$ and $\check{p}(n)$ for all $n \geq 1$. In both cases, the corresponding module is one-dimensional and spanned by a weight vector of weight $2\delta_n$, where $\delta_n := \varepsilon_1 + \cdots + \varepsilon_n$. Given an integer $a$, let $k_{\alpha\delta_n} = k_{\alpha\delta_n}^{\mathbb{k}}$ denote the one-dimensional, purely even representation of $\check{p}(n)$ of weight $a\delta_n$ obtained by scaling the supertrace by $a/2$. For any $n, m \geq 1$, view $k_{\alpha\delta_n}$ as a $U(\widehat{p}(n)) \otimes U(\widehat{p}(m))$-module with trivial $U(\widehat{p}(m))$ action. Similarly, let $k_{\alpha\delta_n} = k_{\alpha\delta_n}^{\mathbb{k}}$ denote the one-dimensional, purely even representation of $\check{p}(n)$ of weight $a\delta_m$ with a trivial $U(\widehat{p}(n))$ action for any $n \geq 1$. In particular, $A \otimes k_{\alpha\delta_n}$ and $A' \otimes k_{\alpha\delta_m}$ are still both $U(\widehat{p}(n))$- and $U(\widehat{p}(m))$-modules and the actions still mutually commute.

Define a linear map
\[ \phi_{m,n} : S(W_m)^\otimes n \to S(V_n)^\otimes m \]
on the basis given in Section 6.2 via the rule
\[ \bigotimes_{k=1}^{n} \prod_{\ell=1}^{m} w_{k}^{d_{k\ell}} w_{-k}^{e_{k\ell}} \mapsto (-1)^{\kappa(\varepsilon)} \chi(\varepsilon) \prod_{k=1}^{n} v_{k}^{d_{k\ell}} v_{-k}^{1-e_{k\ell}}, \]
where $d_{k\ell} \in \mathbb{Z}_{\geq 0}$, $\varepsilon = (\varepsilon_{k,\ell})_{(k,\ell)\in I_{m,n}}$ with $\varepsilon_{k,\ell} \in \{0, 1\}$, and where
\[ \kappa(\varepsilon) = \sum_{1 \leq k < k' \leq m} \frac{1}{1 \leq \ell' < \ell \leq n} (1 - \varepsilon_{k\ell})(1 - \varepsilon_{k'\ell'}), \quad \chi(\varepsilon) = \sum_{1 \leq k \leq m} (m\ell + m + mn + k + 1)\varepsilon_{k\ell}. \]

Comparing the parity of the input and output vectors shows the map $\phi_{m,n}$ has parity $\overline{mm}$. Let $\eta_{m,n} : k_{\alpha\delta_n} \to k_{\alpha\delta_n}$ be the even linear map defined by $\eta_{m,n}(v_{\alpha\delta_m}) = v_{\alpha\delta_n}$.

The following result gives the precise connection between $A'_{m,n}$ and $A_{m,n}$. 
Theorem 6.4.1. For all \(m, n \geq 1\), the map

\[
\phi_{m,n} \otimes \eta_{m,n} : \mathcal{A}_{m,n} \otimes \mathcal{K}_{n,m} \rightarrow \mathcal{A}_{m,n} \otimes \mathcal{K}_{n,m}
\]

is an isomorphism of \(\hat{U}(\mathfrak{p}(n)) \otimes \hat{U}(\mathfrak{p}(m))\)-modules and has parity \(mm\).

Proof. The map \(\phi_{m,n} \otimes \eta_{m,n}\) is an isomorphism of superspaces since, up to a sign, it is a bijection between bases for each module. Next we claim \(\phi_{m,n} \otimes \eta_{m,n}\) commutes with the action of \(\hat{U}(\mathfrak{p}(n)) \otimes \hat{U}(\mathfrak{p}(m))\). It suffices to check that it commutes with the generators in Sections 3.8 and 4.5.

First we consider the action of the weight idempotents of \(\mathcal{A}'\) is \(S^\lambda(W_m) \otimes v_n\delta_m\). Using the basis for \(W_m\) fixed in Section 4.1, \(S^\lambda(W_m) \otimes v_n\delta_m\) has basis

\[
\left\{ \left( \bigotimes_{\ell=1}^m \prod_{k=1}^n \left( \begin{array}{c} d_{k,\ell} \\ w_k^{z_{k,\ell}} \\ \bar{w}_{-k}^{z_{k,\ell}} \end{array} \right) \right) \otimes v_n\delta_m \mid \sum_{k=1}^m d_{k,\ell} + \sum_{k=1}^m \varepsilon_{k,\ell} = \lambda_\ell \text{ for } \ell = 1, \ldots, n \right\}.
\]

(6.3)

Up to a scalar the map \(\phi_{m,n} \otimes \eta_{m,n}\) evaluates on such a vector by

\[
\left( \bigotimes_{\ell=1}^m \prod_{k=1}^n \left( \begin{array}{c} d_{k,\ell} \\ w_k^{z_{k,\ell}} \\ \bar{w}_{-k}^{z_{k,\ell}} \end{array} \right) \right) \otimes v_n\delta_m \mapsto \left( \bigotimes_{\ell=1}^m \prod_{k=1}^n \left( \begin{array}{c} d_{k,\ell} \\ v_{1-z_{k,\ell}} \end{array} \right) \right) \otimes v_m\delta_n.
\]

However, under the natural action by \(\mathfrak{p}(n)\) the weight of the latter vector is \(\mu = \sum_{\ell=1}^m \mu_\ell \varepsilon_\ell + m\delta_m\), where

\[
\mu_\ell = \sum_{k=1}^m d_{k,\ell} - \sum_{k=1}^m (1 - \varepsilon_{k,\ell}) = \lambda_\ell - m.
\]

That is, \(\mu = \lambda_m - m\delta_m + m\delta_n = \lambda\), as desired. An identical analysis shows \(\phi_{m,n} \otimes \eta_{m,n}\) preserves the action of the weight idempotents for \(\hat{U}(\mathfrak{p}(m))\).

As in the proof of Proposition 6.2.1, for \(Y \in \{E_i, F_i, B_{1,1}, B_i, C_i\}\) we have the operators \(Y = \sum_{\lambda \in X(T_n)} Y_{1\lambda}\) and \(\bar{Y} = \sum_{\lambda \in X(T_n)} \bar{Y}_{1\lambda}\). It suffices to verify that \(\phi_{m,n} \otimes \eta_{m,n}\) commutes with the maps \(Y\) and \(\bar{Y}\) for all allowable values of \(Y\). This can be done on a case-by-case basis. The whole on this is straightforward but does require some care to assure signs are preserved. We include details for the actions of \(E_i\) and \(B_i\) below as exemplars of the checks which need to be done. Full details are included in the arXiv version of this paper as explained in Section 1.5. Also, since these remaining generators act trivially on \(k_m\delta_n\) and \(k_n\delta_m\), they and the map \(\eta_{m,n}\) will be omitted in what follows.

Action of \(E_i\): We have that \(\phi_{m,n} \left( E_i \cdot \bigotimes_{\ell=1}^m \prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{\ell,i} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right)\) is equal to

\[
\phi_{m,n} \left( \bigotimes_{\ell=1}^n \prod_{k=1}^m \left( \begin{array}{c} d_{i+1,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i+1,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right) \right) - \phi_{m,n} \left( \bigotimes_{\ell=1}^n \prod_{k=1}^m \left( \begin{array}{c} d_{i,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right) \right)
\]

\[
= (-1)^{\varepsilon(\ell)} + \varepsilon(\ell) \sum_{\ell=i+1}^n \bigotimes_{k=1}^m \left( \begin{array}{c} d_{i+1,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i+1,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right) - (-1)^{\varepsilon(\ell)} + \varepsilon(\ell) \sum_{\ell=i+1}^n \bigotimes_{k=1}^m \left( \begin{array}{c} d_{i,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right)
\]

\[
= (-1)^{\varepsilon(\ell)} + \varepsilon(\ell) \sum_{\ell=i+1}^n \bigotimes_{k=1}^m \left( \begin{array}{c} d_{i+1,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i+1,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right) - (-1)^{\varepsilon(\ell)} + \varepsilon(\ell) \sum_{\ell=i+1}^n \bigotimes_{k=1}^m \left( \begin{array}{c} d_{i,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right)
\]

\[
+ \sum_{\ell=i+1}^n \varepsilon(\ell) \bigotimes_{k=1}^m \left( \begin{array}{c} d_{i+1,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i+1,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right)
\]

\[
+ \sum_{\ell=i+1}^n \varepsilon(\ell) \bigotimes_{k=1}^m \left( \begin{array}{c} d_{i,\ell} \\prod_{k=1}^n \left( \begin{array}{c} v_k + \varepsilon_{i,\ell} \delta_{i,k} - \delta_{i+1,k} \\ v_{-k} \end{array} \right) \right).
\]
Thus it remains to show that provides the result, so the action of \( \beta \) gives \( \varepsilon_{k t} \) such that
\[
\sum_{t=1}^{\ell} \varepsilon_{t+1,t} \varepsilon_{i,t} + \sum_{\ell>t} (1 - \varepsilon_{i+1,t}) \varepsilon_{i,t} = 1.
\]

We also have that \( \tilde{E}_i \cdot \phi_{m,n} \left( \bigotimes_{k=1}^{m} v_k^{d_{k,t}} v_{-k}^{\varepsilon_{k t}} \right) \) is equal to
\[
(\varepsilon_{i+1,t})(\varepsilon_{i,t})(1 - \varepsilon_{i+1,t}) + \sum_{\ell>t} (1 - \varepsilon_{i+1,t}) \varepsilon_{i,t} = 1.
\]

So equality holds provided
\[
(\varepsilon_{i+1,t})(\varepsilon_{i,t}) = \beta(\varepsilon,t) = \sum_{\ell<t} (1 - \varepsilon_{i+1,t}) + \sum_{\ell>t} (1 - \varepsilon_{i,t}).
\]

This last term has the same parity as \( \beta(\varepsilon,t) \), so it follows that \( \kappa(\varepsilon(t)) \) has the same parity as \( \kappa(\varepsilon) + \beta(\varepsilon,t) \). Thus it remains to show that \( \chi(\varepsilon(t)) + 1 \) has the same parity as \( \chi(\varepsilon) \). Noting that
\[
\chi(\varepsilon(t)) - \chi(\varepsilon) = \varepsilon_{i,t} - \varepsilon_{i+1,t} = 1
\]
provides the result, so the action of \( \tilde{E}_i \) commutes with the map \( \varphi_{m,n} \).

**Action of \( \tilde{B}_i \):** We have that \( \phi_{m,n} \left( \tilde{B}_i \cdot \bigotimes_{k=1}^{m} v_k^{d_{k,t}} v_{-k}^{\varepsilon_{k t}} \right) \) is equal to
\[
\phi_{m,n} \left( \sum_{t=1}^{d_{i+1,t}} (1 - \varepsilon_{i,t})(\varepsilon_{i+1,t})(\varepsilon_{i,t}) \bigotimes_{k=1}^{m} v_k^{d_{k,t} - \delta_{i,t} \delta_{k,i+1} + \varepsilon_{k t} + \delta_{i,t} \delta_{k,i}} v_{-k}^{\varepsilon_{k t} + \delta_{i,t} \delta_{k,i}} \right) + \phi_{m,n} \left( \sum_{t=1}^{d_{i,t}} (1 - \varepsilon_{i+1,t})(\varepsilon_{i+1,t})(\varepsilon_{i,t}) \bigotimes_{k=1}^{m} v_k^{d_{k,t} - \delta_{i,t} \delta_{k,i+1} + \varepsilon_{k t} + \delta_{i,t} \delta_{k,i+1}} v_{-k}^{\varepsilon_{k t} - \delta_{i,t} \delta_{k,i}} \right)
\]

\[
= \sum_{i=1}^{n} (-1)^{\kappa(\varepsilon(t)) + \chi(\varepsilon(t)) + \chi(\varepsilon(t)) + \delta_{i+1,t}} d_{i+1,t}(1 - \varepsilon_{i,t})(\varepsilon_{i+1,t})(\varepsilon_{i,t}) \bigotimes_{k=1}^{m} v_k^{d_{k,t} - \delta_{i,t} \delta_{k,i+1} + \varepsilon_{k t} + \delta_{i,t} \delta_{k,i}} v_{-k}^{\varepsilon_{k t} - \delta_{i,t} \delta_{k,i}} + \sum_{i=1}^{n} (-1)^{\kappa(\varepsilon(t)) + \chi(\varepsilon(t)) + \chi(\varepsilon(t)) + \delta_{i+1,t}} d_{i,t}(1 - \varepsilon_{i,t})(\varepsilon_{i+1,t})(\varepsilon_{i,t}) \bigotimes_{k=1}^{m} v_k^{d_{k,t} - \delta_{i,t} \delta_{k,i+1} + \varepsilon_{k t} - \delta_{i,t} \delta_{k,i+1}} v_{-k}^{\varepsilon_{k t} - \delta_{i,t} \delta_{k,i+1}}.
\]
where
\[
\varepsilon_{(j,t)}^{(k,t)} = \begin{cases} 
\varepsilon_{j,t} + 1 & \text{if } k = j, \ell = t; \\
\varepsilon_{k\ell} & \text{otherwise.}
\end{cases}
\]
and
\[
\tau(\varepsilon, j, t) = \sum_{1 \leq k \leq m \atop 1 \leq s < j} \varepsilon_{k,r} + \sum_{1 \leq s < j} \varepsilon_{s,t}.
\]

We also have that \((-1)^{mn} \tilde{B}_t \cdot \phi_{m,n} \left( \bigotimes_{k=1}^{n} \prod_{\ell=1}^{m} v_{k\ell}^{d_{k\ell} - \varepsilon_{k\ell}} \right) \) is equal to
\[
\tilde{B}_t \cdot (-1)^{\kappa(\varepsilon) + \chi(\varepsilon) + mn} \bigotimes_{k=1}^{m} \prod_{\ell=1}^{n} v_{k\ell}^{d_{k\ell} - \varepsilon_{k\ell}}
\]
\[
= \sum_{t=1}^{n} (-1)^{\kappa(\varepsilon) + \chi(\varepsilon) + \beta(\varepsilon) + \gamma_1(\varepsilon,t) + mn} d_{i+1,t} (1 - \varepsilon_{i+1,t}) \bigotimes_{k=1}^{m} \prod_{\ell=1}^{n} v_{k\ell}^{d_{k\ell} - \delta_{k\ell} - \delta_{i+1\ell}} (1 - \varepsilon_{k\ell} v_{k\ell}^{1 - \varepsilon_{k\ell}})^{1-\delta_{k\ell} - \delta_{i+1\ell}},
\]
where
\[
\beta(\varepsilon) = \sum_{1 \leq k \leq n \atop 1 \leq \ell \leq m} (1 - \varepsilon_{k\ell}), \quad \gamma_1(\varepsilon, t) = \sum_{1 \leq r < t} (1 - \varepsilon_{i+1,r}), \quad \gamma_2(\varepsilon, t) = \sum_{t < r \leq n} (1 - \varepsilon_{i,r}).
\]

So equality holds provided
\[
(-1)^{\kappa(\varepsilon^{(i+1,t)}) + \chi(\varepsilon^{(i+1,t)}) + \tau(\varepsilon^{(i+1,t)})} = (-1)^{\kappa(\varepsilon) + \chi(\varepsilon) + \beta(\varepsilon) + \gamma_1(\varepsilon, t) + mn}
\]
for all \( t \) such that \( \varepsilon_{i+1,t} = 0 \), and
\[
(-1)^{\kappa(\varepsilon^{(i+1,t)}) + \chi(\varepsilon^{(i+1,t)}) + \tau(\varepsilon^{(i+1,t)})} = (-1)^{\kappa(\varepsilon) + \chi(\varepsilon) + \beta(\varepsilon) + \gamma_2(\varepsilon, t) + mn + 1}
\]
for all \( t \) such that \( \varepsilon_{i,t} = 0 \). First, note that in this setting we have
\[
\kappa(\varepsilon) - \kappa(\varepsilon^{(i+1,t)}) = \sum_{1 \leq k < i+1 \atop 1 \leq t \leq m} (1 - \varepsilon_{k\ell}) + \sum_{1 \leq k < i+1 \atop 1 \leq t \leq n} (1 - \varepsilon_{k\ell}).
\]
and
\[
\chi(\varepsilon) - \chi(\varepsilon^{(i+1,t)}) = -mt - mn - i - 2.
\]
Then
\[
\beta(\varepsilon) + \gamma_1(\varepsilon, t) + \kappa(\varepsilon) - \kappa(\varepsilon^{(i+1,t)}) \equiv \beta(\varepsilon) - \sum_{1 \leq k < i+1 \atop 1 \leq \ell \leq m} (1 - \varepsilon_{k\ell}) + \gamma_1(\varepsilon, t) + \sum_{i+1 \leq k \leq m \atop 1 \leq \ell \leq t} (1 - \varepsilon_{k\ell}) \mod 2
\]
\[
\equiv \sum_{1 \leq k \leq m \atop 1 \leq \ell \leq t} (1 - \varepsilon_{k\ell}) + \sum_{1 \leq k < i+1} (1 - \varepsilon_{k\ell}) \mod 2.
\]
Therefore we have
\[
\beta(\varepsilon) + \gamma_1(\varepsilon, t) + \kappa(\varepsilon) - \kappa(\varepsilon^{(i+1,t)}) + \tau(\varepsilon, i + 1, t) \equiv \sum_{1 \leq k \leq m \atop 1 \leq \ell \leq t} 1 + \sum_{1 \leq k < i+1} 1 \mod 2
\]
\[
\equiv m(t-1) + i \mod 2
\]
\[
\equiv \chi(\varepsilon) - \chi(\varepsilon^{(i+1,t)}) + mn \mod 2.
\]
so (6.4) holds. Next note
\[ \kappa(\varepsilon) - \kappa(\varepsilon^{(i,t)}) = \sum_{1 \leq k \leq m} (1 - \varepsilon_{kt}) + \sum_{1 \leq k < i} (1 - \varepsilon_{kt}) \]
and
\[ \chi(\varepsilon) - \chi(\varepsilon^{(i,t)}) = -mt - m - mn - i - 1. \]

Then
\[ \beta(\varepsilon) + \gamma_2(\varepsilon, t) + \kappa(\varepsilon) - \kappa(\varepsilon^{(i,t)}) \equiv \beta(\varepsilon) - \sum_{1 \leq k < i} (1 - \varepsilon_{kt}) - \gamma_2(\varepsilon, t) + \sum_{1 \leq k < m} (1 - \varepsilon_{kt}) \mod 2 \]
\[ \equiv \sum_{1 \leq k \leq m} (1 - \varepsilon_{kt}) + \sum_{1 \leq k < i} (1 - \varepsilon_{kt}) \mod 2. \]

Therefore we have
\[ \beta(\varepsilon) + \gamma_2(\varepsilon, t) + \kappa(\varepsilon) - \kappa(\varepsilon^{(i,t)}) + \tau(\varepsilon, i + 1, t) + 1 \equiv \sum_{1 \leq k \leq m} 1 + \sum_{1 \leq k < i} 1 \mod 2 \]
\[ \equiv m(t - 1) + t + i + 1 \mod 2 \]
\[ \equiv \chi(\varepsilon) - \chi(\varepsilon^{(i,t)}) + mn \mod 2, \]
so (6.5) holds, and therefore the action of $B_i$ commutes with the map $\varphi_{m,n}$. \hfill \square

6.5. Categorical Howe Duality. In this section we assume all categories, functors, natural transformations, etc. are enriched over $\mathcal{V}ec$. Given supercategories $\mathcal{C}$ and $\mathcal{D}$, let $\text{Fun}(\mathcal{C}, \mathcal{D})$ denote the category whose objects are even superfunctors $\mathcal{C} \to \mathcal{D}$ and whose morphisms are supernatural transformations. See [5] for details on these notions in the graded setting. As a special case, if $\mathcal{C}$ is a supercategory and $\mathcal{V}ec$ is the category of superspaces, then $\mathcal{C}\text{-Rep} := \text{Fun}(\mathcal{C}, \mathcal{V}ec)$ is the category of representations of $\mathcal{C}$.

**Example 6.5.1.** Consider the following example. Let $A$ be an associative, unital superalgebra, and let $\mathcal{C}_A$ be the supercategory with a single object $\bullet$, and $\text{Hom}_{\mathcal{C}_A}(\bullet, \bullet) = A$, with composition given by multiplication in $A$. Then, a representation of $\mathcal{C}_A$ is a functor $F : \mathcal{C}_A \to \mathcal{V}ec$. This is the data of a superspace $V = F(\bullet)$, along with a superalgebra homomorphism $A \to \text{End}_R(V)$. Hence, a representation of $\mathcal{C}_A$ is the same data as an $A$-module.

To continue the example, given two representations $F$ and $G$ of $\mathcal{C}_A$, let $\eta : F \Rightarrow G$ be a homogeneous supernatural transformation. Then, $\eta_* : F(\bullet) \to G(\bullet)$ is a homogeneous linear map which satisfies the additional assumption that for all homogeneous morphisms $a : \bullet \to \bullet$ the following equality holds:
\[ G(a) \circ \eta_* = (-1)^{|a||\eta|} \eta_0 \circ F(a). \]
Hence, a homogeneous supernatural transformation is precisely the data of a homogeneous intertwiner $F(\bullet) \to G(\bullet)$ of $A$-supermodules. It is not hard to see that the category of representations of $\mathcal{C}_A$ is equivalent to the category of $A$-supermodules.

As explained in [5, Section 1.1], given supercategories $\mathcal{C}_1$ and $\mathcal{C}_2$ we can form the supercategory $\mathcal{C}_1 \boxtimes \mathcal{C}_2$. The objects of this category are given by
\[ \{ (x_1, x_2) \mid x_i \text{ is an object of } \mathcal{C}_i \} \]
and the morphisms are given by
\[ \text{Hom}_{\mathcal{C}_1 \boxtimes \mathcal{C}_2}((x_1, x_2), (y_1, y_2)) = \text{Hom}_{\mathcal{C}_1}(x_1, y_1) \otimes \text{Hom}_{\mathcal{C}_2}(x_2, y_2). \]
Composition is given on homogeneous morphisms by

\[(f_1 \otimes f_2) \circ (g_1 \otimes g_2) = (-1)^{|f_2||g_1|}(f_1 \circ g_1) \otimes (f_2 \circ g_2).\]  

(6.6)

For any supercategories \(C_1\) and \(C_2\), there is a functor

\[\iota' : C_1 \rightarrow \mathcal{F}un(C_2, C_1 \boxtimes C_2)\]

given as follows. First, for an object \(x_1\) in \(C_1\) associate a functor \(\iota'(x_1) = \iota'_{x_1} : C_2 \rightarrow C_1 \boxtimes C_2\) given by

\[\iota'_{x_1}(x_2) = (x_1, x_2)\]

for all objects \(x_2\) in \(C_2\) and by \(\iota'_{x_1}(g) = 1_{x_1} \otimes g\) for all morphisms \(g \in \text{Hom}_{C_2}(x_2, y_2)\).

Next we define the functor \(\iota'\) on morphisms. Given any morphism \(f : x_1 \rightarrow y_1\) in \(C_1\) construct a supernatural transformation \(\iota'(f) : \iota'_{x_1} \Rightarrow \iota'_{y_1}\) by setting, for any object \(x_2 \in C_2\), the morphism \(\iota'(f)_{x_2} = f \otimes 1_{x_2} : \iota'_{x_1}(x_2) \rightarrow \iota'_{y_1}(x_2)\). Making the obvious changes yields an analogous functor

\[\iota'' : C_2 \rightarrow \mathcal{F}un(C_1, C_1 \boxtimes C_2).\]

**Example 6.5.2.** Let \(A_1\) and \(A_2\) be associative unital \(k\)-superalgebras. For \(i = 1, 2\) let \(C_i\) be the supercategory with one object, \(\bullet_i\), with \(\text{End}_{C_i}(\bullet_i) = A_i\), and with composition given by superalgebra multiplication. Then, \(C_1 \boxtimes C_2\) is a supercategory with a single object \((\bullet_1, \bullet_2)\) whose endomorphism superalgebra is \(A_1 \otimes A_2\). When applied to morphisms, the functor \(\iota'_{\bullet_1} : C_2 \rightarrow C_1 \boxtimes C_2\) induces the superalgebra homomorphism \(A_2 \rightarrow A_1 \otimes A_2\) given by \(b \mapsto 1_{A_1} \otimes b\). Similarly, \(\iota'_{\bullet_2} : C_1 \rightarrow C_1 \boxtimes C_2\) gives rise to the superalgebra homomorphism \(A_1 \rightarrow A_1 \otimes A_2\) given by \(a \mapsto a \otimes 1_{A_2}\).

Next, assume that we have a representation \(F : C_1 \boxtimes C_2 \rightarrow s\mathcal{V}ec\). There are then functors \(F_1 : \mathcal{F}un(C_2, C_1 \boxtimes C_2) \rightarrow C_2\text{-Rep}\) and \(F_2 : \mathcal{F}un(C_1, C_1 \boxtimes C_2) \rightarrow C_1\text{-Rep}\) given in both cases by \(H \mapsto F \circ H\). In turn, there are functors

\[F_1 : C_1 \rightarrow C_2\text{-Rep},\]

\[F_2 : C_2 \rightarrow C_1\text{-Rep},\]

which are given by \(F_1 = F_1 \circ \iota'\) and \(F_2 = F_2 \circ \iota''\). We say the representation \(F\) left centralizes if the functor \(F_1\) is full, it right centralizes if the functor \(F_2\) is full, and it has the double centralizer property if both \(F_1\) and \(F_2\) are full.

**Example 6.5.3.** Let \(A_1\) and \(C_1\) be as in Example 6.5.2 and recall from the discussion in Example 6.5.1 that a representation \(F : C_1 \boxtimes C_2 \rightarrow s\mathcal{V}ec\) is the same data as an \(A_1 \otimes A_2\)-module structure on the superspace \(V = F(\bullet_1, \bullet_2)\).

As discussed above, the functor \(F_1\) can be used to obtain a representation \(F_1(\bullet_1) : C_2 \rightarrow s\mathcal{V}ec\). Translating into module-theoretic terms, this gives an \(A_2\)-module structure on \(V\) where \(b \in A_2\) acts on \(V\) as the linear map \(F(1_{A_1} \otimes b)\). By definition, \(F\) left centralizes if every supernatural transformation \(F_1(\bullet_1) \Rightarrow F_1(\bullet_1)\) can be written as \(F_1(a)\) for some \(a \in A_1\). This is equivalent to the statement that every \(A_2\)-module endomorphism of \(V\) can be expressed as \(F(a \otimes 1_{A_2})\) for some \(a \in A_1\). That is, the image of \(A_1\) in \(\text{End}_k(V)\) is the centralizer of the image of \(A_2\).

Similarly, the fullness of \(F_2 : C_2 \rightarrow C_1\text{-Rep}\) is equivalent to the statement that the image of \(A_2\) in \(\text{End}_k(V)\) is the centralizer of the image of \(A_1\). Hence, if \(F\) satisfies the double centralizer property, then the images of \(A_1\) and \(A_2\) in \(\text{End}_k(V)\) are mutually centralizing.

**Lemma 6.5.4.** For all \(m, n \geq 1\) there exist representations \(F, F' : \hat{U}(\mathfrak{p}(m)) \boxtimes \hat{U}(\mathfrak{p}(n)) \rightarrow s\mathcal{V}ec\) given on \(\lambda \in X(T_m)\) and \(\mu \in X(T_n)\) by

\[F(\lambda, \mu) = S^{\lambda}(V_n)_{\lambda},\]

\[F'(\lambda, \mu) = S^{\mu}(W_m)_{\lambda}.\]

The representation \(F\) is left centralizing and the representation \(F'\) is right centralizing.
defines a representation of $\lambda$ and a definition chase.

Likewise, the assertion that $\hat{U}$ is a representation of $S$ and $\tilde{F}$ are naturally isomorphic via a homogeneous supernatural transformation of parity $\lambda$. This is essentially a reformulation of Theorem 6.5.5.

To obtain the result from this general construction, set $\hat{U} = \hat{U}(\mathfrak{p}(m))$ and $\tilde{F} = \hat{F}(\mathfrak{p}(n))$, and set $C_1 = \hat{U}(\mathfrak{p}(m))$ and $C_2 = \hat{U}(\mathfrak{p}(n))$. The functor $F$ in the statement of the lemma is obtained by applying the construction above to the locally unital module $A$, while the functor $F'$ is obtained by applying the construction to the module $A'$.

The assertion that $F$ is left centralizing is a consequence of Theorem 6.1.2 and a definition chase. Likewise, the assertion that $F'$ is right centralizing follows from Theorem 6.3.1.

An examination of the defining relations for $\hat{U}(\mathfrak{p}(n))$ shows it admits a self-equivalence

$$S : \hat{U}(\mathfrak{p}(n)) \rightarrow \hat{U}(\mathfrak{p}(n)).$$

Namely, on objects: if $\lambda \in X(T_n)$, then $S(\lambda) = \lambda + \delta_n$. On morphisms: if $X1_\lambda$ is any of the generating morphisms, then $S(X1_\lambda) = X1_{\lambda + \delta_n}$. There is a similar self-equivalence $\tilde{S} : \hat{U}(\mathfrak{p}(m)) \rightarrow \hat{U}(\mathfrak{p}(m))$.

We can twist a representation $G : \hat{U}(\mathfrak{p}(m)) \boxtimes \hat{U}(\mathfrak{p}(n)) \rightarrow s\mathcal{V}\mathcal{C}$ by precomposing with $S$ and/or $\tilde{S}$ (or their inverses) some number of times. Namely, given any integers $a, b$ the functor $G \circ S^a \boxtimes S^b$ is again a representation of $\hat{U}(\mathfrak{p}(m)) \boxtimes \hat{U}(\mathfrak{p}(n))$.

**Theorem 6.5.5.** For all $m, n \geq 1$ the representations

$$F \circ \left(1_{\hat{U}(\mathfrak{p}(m))} \boxtimes S^{-m}\right) : \hat{U}(\mathfrak{p}(m)) \boxtimes \hat{U}(\mathfrak{p}(n)) \rightarrow s\mathcal{V}\mathcal{C}$$

$$F' \circ \left(\tilde{S}^{-n} \boxtimes 1_{\hat{U}(\mathfrak{p}(n))}\right) : \hat{U}(\mathfrak{p}(m)) \boxtimes \hat{U}(\mathfrak{p}(n)) \rightarrow s\mathcal{V}\mathcal{C}$$

are naturally isomorphic via a homogeneous supernatural transformation of parity $\overline{nm}$.

**Proof.** This is essentially a reformulation of Theorem 6.4.1. First, observe that since $A \boxtimes k_m \delta_n$ is a module for $\hat{U}(\mathfrak{p}(m))$ and $\hat{U}(\mathfrak{p}(n))$ and the two actions commute, the construction in the proof of Lemma 6.5.4 defines a representation of $\hat{U}(\mathfrak{p}(m)) \boxtimes \hat{U}(\mathfrak{p}(n))$ and this is precisely $F \circ \left(1_{\hat{U}(\mathfrak{p}(m))} \boxtimes S^{-m}\right)$.

Likewise, $A'_{m,n} \boxtimes k_{n \delta_m}$ defines $F' \circ \left(\tilde{S}^{-n} \boxtimes 1_{\hat{U}(\mathfrak{p}(n))}\right)$.
Since $\phi_{m,n} \otimes \eta_{m,n}$ is a module isomorphism for both $\hat{U}(\bar{p}(m))$ and $\hat{U}(p(n))$, it preserves weight spaces for both superalgebras. In particular, for each $\lambda_1 \in X(T_m)$ and $\lambda_2 \in X(T_n)$ the map restricts to define a superspace map
\[ \xi(\lambda_1, \lambda_2) : 1_{\lambda_1} 1_{\lambda_2} \left( A'_{m,n} \otimes \bar{k}_{m\delta_m} \right) \to 1_{\lambda_1} 1_{\lambda_2} \left( A \otimes k_{m\delta_n} \right). \]
That is, there is a family of superspace maps
\[ \xi(\lambda_1, \lambda_2) : F'((\lambda_1 - n\delta_m, \lambda_2) - m\delta_n) \]
for all pairs $(\lambda_1, \lambda_2) \in X(T_m) \times X(T_n)$. Since $\phi_{m,n} \otimes \eta_{m,n}$ is homogeneous of parity $\bar{m}a_n$, then so is each $\xi(\lambda_1, \lambda_2)$.

The fact that $\xi = (\xi(\lambda_1, \lambda_2))$ is indeed a supernatural transformation can be verified using the fact that $\phi_{m,n} \otimes \eta_{m,n}$ is a module homomorphism for both $\hat{U}(\bar{p}(m))$ and $\hat{U}(p(n))$. Finally, because $\phi_{m,n} \otimes \eta_{m,n}$ is a superspace isomorphism, the restrictions $\xi(\lambda_1, \lambda_2)$ are also superspace isomorphisms. Taken all together, this shows $\xi$ is a supernatural isomorphism of parity $\bar{m}a_n$, as desired. \qed

The following result could be viewed as a categorical analogue of Howe duality.

**Theorem 6.5.6.** The representations $F, F' : U(\bar{p}(m)) \boxtimes U(p(n)) \to sVec$ both have the double centralizer property.

**Proof.** Since $S$ and $\bar{S}$ are self-equivalences, a representation $G : U(\bar{p}(m)) \boxtimes U(p(n)) \to sVec$ is left centralizing, right centralizing, or has the double centralizer property if and only if $G \circ \left( \bar{S}^a \boxtimes S^b \right)$ has the same property. This observation along with the previous theorem means that the fact $F'$ is right centralizing means $F$ is left centralizing and hence $F$ has the double centralizer property. Likewise for $F'$. \qed

**Remark 6.5.7.** Theorem C in the introduction follows from this result and a suitable precomposition with the Chevalley isomorphism $\Psi : U(p(m)) \to U(\bar{p}(m))$.

### 6.6. Finitary Howe Duality

The intertwiner given in Section 6.4 also allows Theorems 6.1.5 and 6.3.2 to be unified into the following finitary version of Howe duality.

**Theorem 6.6.1.** For every $m, n \geq 1$, the images of the maps $\tilde{\varrho}$ and $\varrho$ in $\text{End}^\text{fin}_k(A_{m,n})$ given in Theorem 6.1.5 are mutually centralizing.

Likewise, for every $m, n \geq 1$, the images of the maps $\tilde{\varrho}'$ and $\varrho'$ in $\text{End}^\text{fin}_k(A'_{m,n})$ given in Theorem 6.3.2 are mutually centralizing.

**Proof.** Since $A_{m,n} \otimes k_{m\delta_n}$ is module for $\hat{U}(p(n))$ and $\hat{U}(\bar{p}(m))$ there are superalgebra maps $\tau : \hat{U}(p(n)) \to \text{End}^\text{fin}_k(A_{m,n} \otimes k_{m\delta_n})$ and $\bar{\tau} : \hat{U}(\bar{p}(m)) \to \text{End}^\text{fin}_k(A_{m,n} \otimes k_{m\delta_n})$ (the fact that the image lies in $\text{End}^\text{fin}_k(A_{m,n} \otimes k_{m\delta_n})$ is the same as in the proof of Theorem 6.1.5).

First, consider the parity preserving isomorphism of endomorphism superalgebras $\alpha_1 : \text{End}^\text{fin}_k(A_{m,n}) \to \text{End}^\text{fin}_k(A_{m,n} \otimes k_{m\delta_n})$ given by $f \mapsto f \otimes 1$. Since the action of $U(\bar{p}(m))$ on $k_{m\delta_n}$ is trivial, it is immediate that $\alpha_1$ is an isomorphism between the image of $\tilde{\varrho}$ and the image of $\bar{\tau}$, and between the centralizer of the image of $\tilde{\varrho}$ and the centralizer of the image of $\bar{\tau}$. Next, observe that $\alpha_1(\varrho(X)) = \tau(X)$ for the generators of $U(p(n))$ listed in Definition 3.8.1 (because they act trivially on $k_{m\delta_n}$) and $\alpha_1(\bar{\varrho}(1\lambda)) = \bar{\tau}(1\lambda + m\delta_n)$ for all $\lambda \in X(T_n)$.

There is also a parity preserving isomorphism of endomorphism superalgebras $\alpha_2 : \text{End}^\text{fin}_k(A'_{m,n}) \to \text{End}^\text{fin}_k(A'_{m,n} \otimes k_{m\delta_n})$.
given by \( f \mapsto f \otimes 1 \). The arguments of the previous paragraph apply equally well here and yield parallel results.

Third, there is a parity preserving isomorphism of superalgebras

\[
v : \text{End}_{\mathbb{K}}^{\text{fin}}(\mathcal{A}_{m,n} \otimes k_{m\delta_n}) \rightarrow \text{End}_{\mathbb{K}}^{\text{fin}}(\mathcal{A}'_{m,n} \otimes k_{m\delta_n})
\]
given by conjugation by \( \phi_{m,n} \otimes \eta_{m,n} \). Since \( \phi_{m,n} \otimes \eta_{m,n} \) is a module isomorphism for both \( \bar{U}(\mathfrak{p}(m)) \) and \( \bar{U}(\mathfrak{p}(n)) \) it is immediate that it defines an isomorphism between images and centralizers of images for the representations of \( \bar{U}(\mathfrak{p}(m)) \) and, likewise, \( \bar{U}(\mathfrak{p}(n)) \).

Combining the previous three paragraphs yields a parity preserving superalgebra isomorphism

\[
\alpha^{-1}_2 \circ v \circ \alpha_1 : \text{End}_{\mathbb{K}}^{\text{fin}}(\mathcal{A}_{m,n}) \rightarrow \text{End}_{\mathbb{K}}^{\text{fin}}(\mathcal{A}'_{m,n})
\]
which is an isomorphism between the images of \( \varrho \) and \( \varrho' \), between the images of \( \overline{\varrho} \) and \( \overline{\varrho'} \), and between the centralizers of the images of these pairs of maps. This in conjunction with Theorems 6.1.5 and 6.3.2 proves the claim.

An identical argument applies to the images of the maps \( \overline{\varrho} \) and \( \overline{\varrho'} \) in \( \text{End}_{\mathbb{K}}^{\text{fin}}(\mathcal{A}'_{m,n}) \) given in Theorem 6.3.2.

**Remark 6.6.2.** Theorem B from the introduction follows immediately from this result and the canonical isomorphism

\[
S(Y_m \otimes V_n) \cong S(V_n)^{\otimes m}.
\]
This is clearly a parity preserving isomorphism of \( \bar{U}(\mathfrak{p}(n)) \)-modules. The maps in Theorem B are defined by conjugating the maps \( \varrho \) and \( \varrho' \) in Theorem 6.1.5 by this isomorphism along with an appropriate composition with the Chevalley isomorphism \( \tau : \bar{U}(\mathfrak{p}(m)) \rightarrow \bar{U}(\mathfrak{p}(m)) \).

### 7. Classical Howe Duality

#### 7.1. Invariant Polynomials

Let \( V_n \) be the natural module for \( \mathfrak{p}(n) \) and let \( Y_m \) be an \( m \)-dimensional purely even superspace with trivial \( \mathfrak{p}(n) \) action and fixed basis \( \{ y_i \mid 1 \leq i \leq m \} \). Then

\[
U = U_{m,n} := Y_m \otimes V_n
\]
is a \( \mathfrak{p}(n) \)-module. Recalling the fixed homogeneous basis \( \{ v_j \mid j \in I_{n|n} \} \) for \( V_n \), the dual \( V^* \) has a distinguished homogeneous basis \( \{ v^*_j \mid j \in I_{n|n} \} \) determined by \( v^*_j(v_k) = \delta_{j,k} \) with the parity of \( v^*_j \) equal to the parity of \( v_j \). The superspace \( U \) has homogeneous basis \( \{ z_{i,j} := y_i \otimes v_j \mid 1 \leq i \leq m, j \in I_{n|n} \} \) and \( U^* \) has homogeneous basis \( \{ z^*_{i,j} \mid 1 \leq i \leq m, j \in I_{n|n} \} \) determined by \( z^*_{i,j}(z_{k,l}) = \delta_{i,k}\delta_{j,l} \). The parities of both \( z_{i,j} \) and \( z^*_{i,j} \) equal the parity of \( v_j \).

Consider the induced action of \( \mathfrak{p}(n) \) on \( S(U \oplus U^*) \) and consider the subspace of \( \mathfrak{p}(n) \)-invariants,

\[
S(U \oplus U^*)^{\mathfrak{p}(n)} = \{ s \in S(U \oplus U^*) \mid x.s = 0 \text{ for all } x \in \mathfrak{p}(n) \}.
\]

As a \( \mathfrak{p}(n) \)-module one has

\[
S(U \oplus U^*) \cong S(U) \otimes S(U^*) \cong \bigoplus_{a,b \in \mathbb{Z}_{\geq 0}^m} S^a(V_n) \otimes S^b(V^*_n) \cong \bigoplus_{a,b \in \mathbb{Z}_{\geq 0}^m} S^a(V_n) \otimes S^b(V^*_n)^*.
\]

On generators the composite of these isomorphisms is given by

\[
z_{i,j} \mapsto (1^{\otimes i-1} \otimes v_j \otimes 1^{m-i}) \otimes (1^{\otimes m})
\]
and \( z^*_{i,j} \mapsto (1^{\otimes m}) \otimes (1^{\otimes i-1} \otimes v^*_j \otimes 1^{m-i}) \).

These isomorphisms induce superspace isomorphisms

\[
S(U \oplus U^*)^{\mathfrak{p}(n)} \cong \text{Hom}_{\mathfrak{p}(n)}(k, S(U \oplus U^*)) \cong \bigoplus_{a,b \in \mathbb{Z}_{\geq 0}^m} \text{Hom}_{\mathfrak{p}(n)}(k, S^a(V_n) \otimes S^b(V^*_n)^*).
\]

### 7. Classical Howe Duality
Theorem 7.1.1. The set
\[
\left\{ \prod_{1 \leq i < j \leq m} \left( \sum_{r \in I_{n_i}} (-1)^{|r|} z_{i r} \right) r_{i,j} \prod_{1 \leq i \leq j \leq m} \left( \sum_{r \in I_{n_j}} z_{i r} z_{j,-r}^* \right) s_{i,j} \prod_{1 \leq i \leq j \leq m} \left( \sum_{r \in I_{n_i}} z_{i r}^* z_{j,-r} \right) t_{i,j} \right\},
\]
where \( s_{i,j} \in \mathbb{Z}_{\geq 0} \) and \( r_{i,j}, t_{i,j} \in \{0, 1\} \), spans \( S(U \oplus U^*)^{p(n)} \).

Proof. By Theorem 5.2.1, for every \( a, b \in \mathbb{Z}_{\geq 0} \) the map
\[
G_{\uparrow \downarrow} : \text{Hom}_{p \text{-Web}_{\uparrow \downarrow}}(\emptyset, \uparrow \downarrow \downarrow) \to \text{Hom}_{p(n)}(k, S^a(V_n) \otimes S^b(V_n)^*)
\]
is surjective. In [12, Lemma 6.9.1] it is shown that \( \text{Hom}_{p \text{-Web}_{\uparrow \downarrow}}(\emptyset, \uparrow \downarrow \downarrow) \) is spanned by diagrams of the form
\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (a1) at (0,0) {a_1};
\node (am) at (3,0) {a_m};
\node (bm) at (6,0) {b_m};
\node (z) at (3,-1) {z};
\node (s1) at (0,-2) {s};
\node (s2) at (3,-2) {s};
\node (s3) at (6,-2) {s};
\node (v1) at (0,-3) {v_1};
\node (v2) at (3,-3) {v_2};
\node (v3) at (6,-3) {v_3};
\node (w1) at (0,-4) {w_1};
\node (w2) at (3,-4) {w_2};
\node (w3) at (6,-4) {w_3};
\draw[->] (a1) to (v1);
\draw[->] (a1) to (w1);
\draw[->] (am) to (v2);
\draw[->] (am) to (w2);
\draw[->] (bm) to (v3);
\draw[->] (bm) to (w3);
\end{tikzpicture}
\end{array}
\end{align*}
\]
(7.4)
where all strands except those at the very top of the the diagram are labeled with a 1 and \( \sigma, \tau \) consist only of upward and downward crossings, respectively.

We now use [12, Theorem 6.5.1] to compute the image of \( G_{\uparrow \downarrow} \) on elements of the form (7.4). First, the image of thin-strand crossings that comprise \( \sigma, \tau \) are given by the super flip map (i.e., \( x \otimes y \mapsto (-1)^{|x||y|} y \otimes x \)), and the image of the merge maps at the top of the diagram are given by multiplication in \( S(V_n) \) and \( S(V_n^*) \). It remains to compute \( G_{\uparrow \downarrow} \) on the cups at the bottom of the diagram.

As explained in [12], \( G_{\uparrow \downarrow} \) yields the following homomorphisms:
\[
\begin{align*}
G_{\uparrow \downarrow} \left( \uparrow \uparrow \right) : k &\to V_n \otimes V_n; \quad 1 \mapsto \sum_{r \in I_{n\underline{n}}} (-1)^{|r|} v_r \otimes v_{-r}; \\
G_{\uparrow \downarrow} \left( \bigcup \right) : k &\to V_n \otimes V_n^*; \quad 1 \mapsto \sum_{r \in I_{n\underline{n}}} v_r \otimes v_r^*; \\
G_{\uparrow \downarrow} \left( \bigcap \right) : k &\to V_n^* \otimes V_n^*; \quad 1 \mapsto \sum_{r \in I_{n\underline{n}}} v_{-r}^* \otimes v_{r}^*.
\end{align*}
\]
Combining these calculations with image of the crossing and merge morphisms, the fact \( G_{\uparrow \downarrow} \) is a monoidal functor, and the isomorphism (7.2) shows that applying \( G_{\uparrow \downarrow} \) to the diagrams of the form (7.4) exactly gives the elements in the set (7.3). This proves the claim. \qed

7.2. The Weyl-Clifford Superalgebra. Let \( U = U_0 \oplus U_1 \) be a finite-dimensional superspace. Given a homogeneous element \( u \in U \) let
\[
\mu_u : S(U) \to S(U)
\]
be the linear map given by left multiplication by \( u \). The parity of the map \( \mu_u \) equals the parity of \( u \). Let \( U^* = U_0^* \oplus U_1^* \) and let \( (-,-) : U^* \otimes U \to k \) denote the canonical pairing \( f \otimes u \mapsto f(u) \). Given a homogeneous element \( f \in U^* \), let
\[
D_f : S(U) \to S(U)
\]
denote the derivative with respect to $f$. Namely, if $x_1, \ldots, x_p \in U_0$ and $y_1, \ldots, y_q \in U_1$, then $D_f$ is the linear map defined by

$$D_f(x_1 \cdots x_p y_1 \cdots y_q) = \begin{cases} \sum_{i=1}^{p} (f, x_i)x_1 \cdots \widehat{x_i} \cdots x_p y_1 \cdots y_q, & \text{if } f \text{ is even;} \\ \sum_{i=1}^{q} (-1)^{i-1}(f, y_i)x_1 \cdots x_p y_1 \cdots \widehat{y_i} \cdots y_q, & \text{if } f \text{ is odd.} \end{cases}$$

Here $\widehat{x}$ denotes the deletion of the element $x$. The parity of $D_f$ equals the parity of $f$.

By definition the unital associative subsuperalgebra of $\text{End}_k(S(U))$ generated by

$$\{\mu_u \mid u \in U_0, u \in U_1\} \cup \{D_f \mid f \in U_0^*, f \in U_1^*\}$$

is the Weyl-Clifford superalgebra $WC(U)$. We call elements of $WC(U)$ polynomial differential operators on the superspace $U$. See [8, Section 5.2] for details.

### 7.3. The Weyl-Clifford Superalgebra for $Y_m \otimes V_n$.

Now let $U = Y_m \otimes V_n$ as in (7.1). As before, $U$ has distinguished homogeneous basis $z_{i,j} = y_i \otimes v_j$. For short, we write $z_{i,j}$ for $\mu_{z_{i,j}}$ and $\partial_{i,j}$ for $D_{\partial_{i,j}}$.

By [8, Lemma 5.1] or a direct calculation, the following supercommutators hold:

$$[z_{i,j}, z_{k,l}] = 0 = [\partial_{i,j}, \partial_{k,l}]$$

(7.5)

and

$$[\partial_{i,j}, z_{k,l}] = (z_{i,j}^*, z_{k,l}) = \delta_{i,k}\delta_{j,l}.$$  

(7.6)

There is a filtration by total degree on $WC(U)$ where the elements $z_{i,j}$ and $\partial_{i,j}$ have filtration degree one. Write $WC(U)_k$ for the $k$th filtered piece of $WC(U)$. The commutator formulas imply that the associated graded superalgebra $gr WC(U)$ is isomorphic to $S(U \oplus U^*)$. As a consequence we obtain the following lemma.

**Lemma 7.3.1.** The set

$$\left\{ \prod_{1 \leq s \leq m} z_{s, i, j}^{r_{i, j}} \prod_{1 \leq j \leq m} \partial_{i, j}^{s_{i, j}} \right\},$$

where $r_{i,j}, s_{i,j} \in \mathbb{Z}_{\geq 0}$ if $|z_{i,j}| = 0$ and $r_{i,j}, s_{i,j} \in \{0, 1\}$ if $|z_{i,j}| = 1$, is a basis for $WC(U)$.

Note that because of (7.5) the factors in the two products in the basis above Lemma 7.3.1 can be taken in any order (up to a sign). For definiteness we order the products by ordering the pairs $(i, j)$ lexicographically.

We fix an explicit, parity-preserving, superspace isomorphism,

$$\zeta : WC(U) \rightarrow S(U \oplus U^*)$$

given by

$$\zeta \left( \prod_{1 \leq s \leq m} z_{s, i, j}^{r_{i, j}} \prod_{1 \leq j \leq m} \partial_{i, j}^{s_{i, j}} \right) = \prod_{1 \leq s \leq m} z_{s, i, j}^{r_{i, j}} \prod_{1 \leq j \leq m} (z_{s, i, j})^{s_{i, j}},$$

called the symbol map.

The natural action of $\mathfrak{gl}(n|n)$ on $V_n$ induces an action on $S(U)$ and, in turn, on $\text{End}_k(S(U))$ by $(x.T)(p) = x.(T(p)) - (-1)^{|x||T|}T(x,p)$ for all homogeneous $x \in \mathfrak{gl}(n|n)$, $T \in \text{End}_k(S(U))$, $p \in S(U)$. Note the action of $\mathfrak{gl}(n|n)$ is by superderivations. That is, for homogeneous $x \in \mathfrak{gl}(n|n)$ and homogeneous $T_1, T_2 \in \text{End}_k(S(U))$,

$$x.(T_1 T_2) = (x.T_1) T_2 + (-1)^{|x||T_1|}T_1 (x.T_2).$$
Combining this observation with a check of the action of \( \mathfrak{gl}(n|n) \) on the generators of \( \mathcal{W}(U) \subset \text{End}_k(S(U)) \) verifies that \( \mathcal{W}(U) \) is preserved by the action of \( \mathfrak{gl}(n|n) \). Because \( p(n) \) is a Lie superalgebra of \( \mathfrak{gl}(n|n) \) there is an action of \( p(n) \) on \( \mathcal{W}(U) \) as well. Write \( \mathcal{W}(U)^{p(n)} \) for the invariants under this action.

**Lemma 7.3.2.** For any \( m \geq 1 \) the following statements hold for \( \mathcal{W}(U) = \mathcal{W}(Y_m \otimes V_n) \):

1. For any fixed \( 1 \leq i \leq m \), the subspace of \( \mathcal{W}(U) \) spanned by \( \{ z_{i,j} \mid j \in I_{n|n} \} \) is isomorphic as a \( \mathfrak{gl}(n|n) \)-module to \( V_n \) via \( v_j \mapsto z_{i,j} \).
2. For any fixed \( 1 \leq i \leq m \), the subspace of \( \mathcal{W}(U) \) spanned by \( \{ \partial_{i,j} \mid j \in I_{n|n} \} \) is isomorphic as a \( \mathfrak{gl}(n|n) \)-module to \( V_n^* \) via \( v_j^* \mapsto \partial_{i,j} \).
3. For all \( k \geq 0 \), the symbol map \( \varsigma : \mathcal{W}(U)_k \rightarrow \bigoplus_{d=0}^k S^d(U \oplus U^*) \) defines an isomorphism as \( \mathfrak{gl}(n|n) \)-modules and, hence, as \( p(n) \)-modules.
4. The subsuperspace \( \mathcal{W}(U)^{p(n)} \) is a subsuperalgebra of \( \mathcal{W}(U) \).
5. The symbol map defines a superspace isomorphism

\[
\mathcal{W}(U)^{p(n)} \cong S(U \oplus U^*)^{p(n)}.
\]

**Proof.** Direct calculations verify the first two statements. This along with (7.5) demonstrate that the subspace of \( \mathcal{W}(U)_k \) spanned by the basis elements from Lemma 7.3.1 of filtration degree \( d \) for any fixed \( d \leq k \) is a \( \mathfrak{gl}(n|n) \)-module. Moreover, the symbol map defines an isomorphism as \( \mathfrak{gl}(n|n) \)-modules between this subspace and \( S^d(U \oplus U^*) \). From this the claims in the third and fifth statements of the lemma follow. The fourth follows from the fact that \( p(n) \) acts by superderivations. \( \square \)

### 7.4. Polynomial Differential Operators, I.

For \( i, j \in I_{n|n} \), let

\[
E_{i,j} = \sum_{p=1}^m z_{p,i} \partial_{p,j} \in \mathcal{W}(U).
\]

For \( 1 \leq i, j \leq n \), let

\[
A_{i,j} = E_{i,j} - E_{-j,-i}
\]

For \( 1 \leq i < j \leq n \), let

\[
B_{i,j} = E_{i,-j} + E_{j,-i}.
\]

For \( 1 \leq i \leq n \), let

\[
B_{i,i} = E_{i,-i}.
\]

For \( 1 \leq i < j \leq n \), let

\[
C_{i,j} = E_{-i,j} - E_{-j,i}.
\]

**Lemma 7.4.1.** The map \( p(n) \rightarrow \mathcal{W}(U) \) given by

\[
a_{i,j} \mapsto A_{i,j} \quad b_{i,j} \mapsto B_{i,j} \quad c_{i,j} \mapsto C_{i,j}
\]

defines an embedding of Lie superalgebras. Moreover, the action of \( p(n) \) on \( S(U) \) via this map coincides with the one induced by the natural action of \( p(n) \) on \( V_n \) and the adjoint action of \( p(n) \) on \( \mathcal{W}(U) \) via this map coincides with the action induced by the natural action of \( p(n) \) on \( V_n \).

**Proof.** As explained in [8, Lemma 5.13], the element \( E_{i,j} \in \mathcal{W}(U) \) acts on \( S(U) \) as the matrix unit \( E_{i,j} \in \mathfrak{gl}(n|n) \) (where the action is the one induced by the natural action of \( \mathfrak{gl}(n|n) \) on \( V_n \)). Moreover, the map \( E_{i,j} \mapsto E_{i,j} \) defines an embedding of Lie superalgebras \( \mathfrak{gl}(n|n) \rightarrow \mathcal{W}(U) \). Restricting this embedding to \( p(n) \) yields the claimed embedding and from this it follows the actions on \( \mathcal{W}(U) \) coincide. \( \square \)
Define the following elements of \( \mathcal{W} \mathcal{C}(U) \). For \( 1 \leq i, j \leq m \),
\[
\tilde{A}_{i,j} = \sum_{r \in I_{n|n}} z_{i,r} \partial_{j,r} - n \delta_{i,j} = \sum_{r=1}^{n} z_{i,r} \partial_{j,r} + \sum_{r=1}^{n} z_{i,-r} \partial_{j,-r} - n \delta_{i,j} \tag{7.7}
\]
For \( 1 \leq i \neq j \leq m \),
\[
\tilde{B}_{i,j} = \sum_{r \in I_{n|n}} \partial_{i,r} \partial_{j,-r} = \sum_{r=1}^{n} \partial_{i,r} \partial_{j,-r} + \sum_{r=1}^{n} \partial_{i,-r} \partial_{j,r}, \tag{7.8}
\]
\[
\tilde{B}_{i,i} = \sum_{r=1}^{n} \partial_{i,r} \partial_{i,-r}. \tag{7.9}
\]
For \( 1 \leq i < j \leq m \),
\[
\tilde{C}_{i,j} = \sum_{r \in I_{n|n}} (-1)^{|r|} z_{i,r} z_{j,-r} = \sum_{r=1}^{n} z_{i,r} z_{j,-r} - \sum_{r=1}^{n} z_{i,-r} z_{j,r}, \tag{7.10}
\]
\[
\tilde{C}_{j,i} = -\tilde{C}_{i,j}. \tag{7.11}
\]

**Lemma 7.4.2.** The elements \( \tilde{A}_{i,j}, \tilde{B}_{i,j}, \tilde{B}_{i,i}, \) and \( \tilde{C}_{i,j} \) defined above are elements of \( \mathcal{W} \mathcal{C}(U)\mathfrak{p}(n) \). Moreover, the subspace they span is a Lie subsuperalgebra of \( \mathcal{W} \mathcal{C}(U) \) isomorphic to \( \tilde{\mathfrak{p}}(m) \).

In particular, there is a superalgebra homomorphism
\[
\tilde{\theta} : U(\tilde{\mathfrak{p}}(m)) \to \mathcal{W} \mathcal{C}(U)\mathfrak{p}(n), \tag{7.12}
\]
given by \( \tilde{a}_{i,j} \mapsto \tilde{A}_{i,j}, \tilde{b}_{i,j} \mapsto \tilde{B}_{i,j}, \) and \( \tilde{c}_{i,j} \mapsto \tilde{C}_{i,j} \).

**Proof.** By applying Lemma 7.4.1, the claim that \( \tilde{A}_{i,j}, \tilde{B}_{i,j}, \) and \( \tilde{C}_{i,j} \) are \( \mathfrak{p}(n) \)-invariant can be verified by checking these elements commute with \( \tilde{A}_{i,j}, \tilde{B}_{i,j}, \) and \( \tilde{C}_{i,j} \) in \( \mathcal{W} \mathcal{C}(U) \). To do so, we first note by [8, Lemma 5.13] that the elements \( \tilde{A}_{i,j} \) are \( \mathfrak{g}(n|n) \)-invariant (hence \( \mathfrak{p}(n) \)-invariant). Second, a direct calculation using (7.5) and (7.6) verifies
\[
[\tilde{B}_{i,j}, E_{a,b}] = \partial_{i,-a} \partial_{j,b} + \partial_{j,-a} \partial_{i,b},
\]
\[
[\tilde{B}_{i,j}, E_{a,b}] = (-1)^{|a|} z_{j,a} z_{i,-b} - (-1)^{|a|} z_{i,a} z_{j,-b}.
\]
Using these along with Lemma 7.4.1 it is straightforward to check that \( \tilde{B}_{i,j} \) and \( \tilde{C}_{i,j} \) also are \( \mathfrak{p}(n) \)-invariant.

It is clear \( \tilde{A}_{i,j}, \tilde{B}_{i,j}, \) and \( \tilde{C}_{i,j} \) are linearly independent. The Chevalley isomorphism given in (4.2) along with Lemma 2.5.1 provides a basis and commutator formulas for \( \tilde{\mathfrak{p}}(m) \). Direct calculations using (7.5) and (7.6) verifies that these formulas are also satisfied by \( \tilde{A}_{i,j}, \tilde{B}_{i,j}, \) and \( \tilde{C}_{i,j} \). Thus the subspace they span is isomorphic to \( \tilde{\mathfrak{p}}(m) \) and the claimed map \( \tilde{\theta} \) exists. \( \square \)

Using the map \( \tilde{\theta} \), \( S(U) \) can be viewed as a \( \tilde{\mathfrak{p}}(m) \)-module where the action commutes with the natural action of \( \mathfrak{p}(n) \) on \( S(U) \). That is, \( S(U) \) is a \( U(\tilde{\mathfrak{p}}(m)) \otimes U(\mathfrak{p}(n)) \)-module.

### 7.5. Classical Howe Duality, I.

**Theorem 7.5.1.** The map \( \tilde{\theta} \) is surjective.

**Proof.** Since the elements \( \tilde{a}_{i,j}, \tilde{b}_{i,j}, \) and \( \tilde{c}_{i,j} \) form a basis of \( \tilde{\mathfrak{p}}(m) \), by the PBW theorem for \( U(\tilde{\mathfrak{p}}(m)) \) the image of \( \tilde{\theta} \) is spanned by elements of the form
\[
\prod_{1 \leq i < j \leq m} \tilde{C}_{i,j}^{i,j} \prod_{1 \leq i,j \leq m} \tilde{A}_{i,j}^{i,j} \prod_{1 \leq i,j \leq m} \tilde{B}_{i,j}^{i,j}, \tag{7.13}
\]
where the products are taken in some fixed order, and where \( r_{i,j}, t_{i,j} \in \{0,1\} \) and \( s_{i,j} \in \mathbb{Z}_{\geq 0} \). Applying the symbol map to (7.13) yields following element of \( S(U \oplus U^*)^p(n) \):

\[
\prod_{1 \leq i < j \leq m} \left( \sum_{r \in I_{m,n}} (-1)^{|r|} z_{i,r} z_{j,-r} \right)^{r_{i,j}} \prod_{1 \leq i \leq m} \left( \sum_{r \in I_{m,n}} z_{i,r} z_{j,r}^* \right)^{s_{i,j}} \prod_{1 \leq i \leq j \leq m} \left( \sum_{r \in I_{m,n}} z_{i,r}^* z_{j,-r}^* \right)^{t_{i,j}} + (***)
\]

where (***) consists of terms in \( S(U \oplus U^*)^p(n) \) of strictly smaller total degree determined by the commutator formulas (7.5) and (7.6).

Comparing this to the spanning set for \( S(U \oplus U^*)^p(n) \) given in Theorem 7.1.1 shows that the image of the PBW basis under \( \zeta \circ \tilde{\theta} \) is related to the spanning set by a unitriangular matrix. Consequently they span the same subspace of \( WC(U) \) and \( \tilde{\theta} \) is surjective.

\[\Box\]

7.6. Polynomial Differential Operators, II. There is an asymmetry in the roles of \( \tilde{p}(m) \) and \( p(n) \) in Theorem 7.5.1 which we now rectify.

Given \( m, n \geq 1 \), let \( W_m \) be the natural \( \tilde{p}(m) \)-module and let \( Y_n \) with purely even basis \( \{ y_\ell \mid 1 \leq \ell \leq n \} \) and with trivial \( \tilde{p}(m) \)-action. Set \( U' = U'_m,n = W_m \oplus Y_n \). Then \( U' \) has homogeneous basis

\[\{ z_{k,\ell} : = w_k \otimes y_\ell \mid k \in I_{m,n} \text{ and } 1 \leq \ell \leq n \},\]

where \( z_{k,\ell} \) has the same parity as \( w_k \). The action of \( \tilde{p}(m) \) on \( U' \) induces an action on \( S(U') \). As a matter of notation, we write \( z_{k,\ell}' \) and \( \partial_{k,\ell}' \) for the generators of \( WC(U') \).

For \( i, j \in I_{m,n} \), let

\[ E'_{i,j} = \sum_{p=1}^n z_{i,p}' \partial_{p,j}' \in WC(U'). \]

For \( 1 \leq i, j \leq m \), let

\[ \tilde{A}'_{i,j} = E'_{i,j} - E'_{j,-i} \]

For \( 1 \leq i < j \leq m \), let

\[ \tilde{B}'_{i,j} = E'_{-i,j} + E'_{j,i} \]

For \( 1 \leq i \leq m \), let

\[ \tilde{B}'_{i,i} = E'_{-i,i} \]

For \( 1 \leq i < j \leq m \), let

\[ \tilde{C}'_{i,j} = E'_{i,-j} - E'_{j,-i} \]

The next result is proven just as Lemma 7.4.1.

**Lemma 7.6.1.** The map \( \tilde{p}(m) \to WC(U') \) given by

\[ \tilde{a}_{i,j} \mapsto \tilde{A}'_{i,j} \quad \tilde{b}_{i,j} \mapsto \tilde{B}'_{i,j} \quad \tilde{c}_{i,j} \mapsto \tilde{C}'_{i,j} \]

defines an embedding of Lie superalgebras. Moreover, the action of \( \tilde{p}(m) \) on \( U' \) is the one induced by the natural action of \( \tilde{p}(m) \) on \( W_m \) and the adjoint action of \( \tilde{p}(m) \) on \( WC(U') \) via this map coincides with the action induced by the natural action of \( \tilde{p}(m) \) on \( W_m \).

Define the following elements of \( WC(U') \). For \( 1 \leq i, j \leq n \),

\[ A'_{i,j} = \sum_{r \in I_{m,n}} z_{r,i}' \partial_{r,j}' - m \delta_{i,j} 1_{U'} = \sum_{r=1}^m z_{r,i}' \partial_{r,j}' + \sum_{r=1}^m z_{-r,i}' \partial_{-r,j}' - m \delta_{i,j} 1_{U'} \]  

(7.14)

For \( 1 \leq i \neq j \leq n \),

\[ B'_{i,j} = \sum_{r \in I_{m,n}} z_{r,i}' z_{-r,j}' = \sum_{r=1}^m z_{r,i}' z_{-r,j}' + \sum_{r=1}^m z_{-r,i}' z_{r,j}' \]  

(7.15)
\[ B'_{i,i} = \sum_{r=1}^{m} z'_{r,i} z'_{-r,i}. \]  
(7.16)

For \( 1 \leq i < j \leq n \),

\[ C'_{i,j} = \sum_{r \in I_{m|m}} (-1)^{|r|} \partial'_{r,i} \partial'_{r,j} = \sum_{r=1}^{m} \partial'_{r,i} \partial'_{r,j} - \sum_{r=1}^{m} \partial'_{r,i} \partial'_{-r,j}, \]  
(7.17)

\[ C'_{j,i} = -\bar{C}'_{i,j}. \]  
(7.18)

We have the following analogue of Lemma 7.4.2.

**Lemma 7.6.2.** The elements \( A'_{i,j}, B'_{i,j}, B'_{i,i}, \) and \( C'_{i,j} \) defined above are elements of \( WC(U')\bar{p}(m) \). Moreover, the subspace they span is a Lie subsuperalgebra of \( WC(U') \) isomorphic to \( \mathfrak{p}(n) \).

In particular, there is a superalgebra homomorphism

\[ \theta' : U(\mathfrak{p}(n)) \to WC(U')\bar{p}(m) \]  
(7.19)

given by \( a_{i,j} \mapsto A'_{i,j}, b_{i,j} \mapsto B'_{i,j} \), and \( c_{i,j} \mapsto C'_{i,j} \).

**Proof.** By applying Lemma 7.6.1, the claim that \( A'_{i,j}, B'_{i,j}, \) and \( C'_{i,j} \) are \( \bar{p}(m) \)-invariant can be verified by checking these elements commute with \( \bar{A}'_{i,j}, \bar{B}'_{i,j}, \) and \( \bar{C}'_{i,j} \) in \( WC(U') \). First, by [8, Lemma 5.13] the elements \( A'_{i,j} \) are \( \mathfrak{gl}(m|m) \)-invariant and, hence, \( \bar{p}(m) \) invariant. Second, a direct calculation using (7.5) and (7.6) verifies

\[ [B'_{i,j}, E_{a,b}] = (-1)^{|a||b|+1} z'_{a,i} z'_{-b,j} + (-1)^{|a|+|b|+1} z'_{a,j} z'_{-b,i}, \]

\[ [C'_{i,j}, E_{a,b}] = (-1)^{|a|} \partial'_{a,i} \partial'_{b,j} - (-1)^{|a|} \partial'_{a,j} \partial'_{b,i}. \]

Using these along with Lemma 7.4.1 it is straightforward to check these elements also are \( \bar{p}(m) \)-invariant.

It is clear \( A'_{i,j}, B'_{i,j}, \) and \( C'_{i,j} \) are linearly independent. Direct calculations using (7.5) and (7.6) verifies that these elements satisfy the commutator formulas given in Lemma 2.5.1. Thus the subspace they span is isomorphic to \( \mathfrak{p}(n) \) and the claimed map \( \theta' \) exists.

Using the map \( \theta' \), \( S(U') \) can be viewed as a \( \mathfrak{p}(n) \)-module where the action commutes with the natural action of \( \bar{p}(m) \) on \( S(U') \). That is, \( S(U') \) is a \( U(\bar{p}(m)) \otimes U(\mathfrak{p}(n)) \)-module.

**7.7. Classical Howe Duality, II.**

**Theorem 7.7.1.** The map \( \theta' \) is surjective.

**Proof.** The isomorphism of supercategories \( T : \mathfrak{p}(m) \)-mod \( \to \bar{p}(m) \)-mod given in Section 4.3 defines a superspace isomorphism

\[ T : \text{Hom}_{\mathfrak{p}(m)}(k, S^a(V_m) \otimes S^b(V_m)) \cong \text{Hom}_{\bar{p}(m)}(k, S^a(W_m)^* \otimes S^b(W_m)) \]

for all \( a, b \in \mathbb{Z}_{\geq 0} \). Taken together with (7.2) (and its \( \bar{p}(m) \) analogue) this gives a superspace isomorphism:

\[ S(U \oplus U^*)\bar{p}(m) \cong \bigoplus_{a,b \in \mathbb{Z}_{\geq 0}} \text{Hom}_{\mathfrak{p}(m)}(k, S^a(V_m) \otimes S^b(V_m)^*) \]

\[ \cong \bigoplus_{a,b \in \mathbb{Z}_{\geq 0}} \text{Hom}_{\bar{p}(m)}(k, S^a(W_m)^* \otimes S^b(W_m)) \cong S(U'^* \oplus U'^*)\bar{p}(m). \]
Applying this isomorphism to the elements given in Theorem 7.1.1 shows the set
\[
\left\{ \prod_{1 \leq i < j \leq n} (-1)^{r_{t,j}} z_{r,t,i}^e z_{r,t,j}^e \right\}_{r_{i,j}} \prod_{1 \leq i \leq n} \left( \sum_{r \in I_{m[\epsilon]}} z_{r,i}^e z_{r,j}^e \right) \prod_{1 \leq i \leq j \leq n} \left( \sum_{r \in I_{m[\epsilon]}} z_{r,i}^e z_{r,j}^e \right) \}
\]
spans \( S(U'^* \oplus U')\). 

We can now proceed as in the proof of Theorem 7.1.1. That is, if we write \( \zeta' : WC(U') \rightarrow S(U'^* \oplus U')\) for the corresponding symbol map, then the image of an appropriately ordered PBW basis for \( U(p(m))\) under \( \zeta' \circ \theta' \) is related to this spanning set by a unitriangular matrix and, hence, \( \theta' \) is surjective.

\[\square\]

7.8. Intertwining Actions. There is also an analogue of Theorem 6.4.1 which relates the \( U(\tilde{p}(m)) \otimes U(p(n))\)-module structures of \( S(U) \) and \( S(U') \).

Given \( m, n \geq 1 \) recall that \( I_{m,n} = \{1, \ldots, m\} \times \{1, \ldots, n\} \) is ordered with the lexicographic ordering, \( \preceq \). Given \( \varepsilon = (\varepsilon_{k,\ell})_{(k,\ell) \in I_{m,n}} \) with \( \varepsilon_{k,\ell} \in \mathbb{Z}_2 \), let

\[
\xi(\varepsilon) = \sum_{(a,b) \in I_{m,n}} \left( mn \varepsilon_{a,b} + \sum_{(k,\ell) \preceq (a,b)} \varepsilon_{a,b} \right) = \sum_{(a,b) \in I_{m,n}} (n(a-1) + b + mn - 1) \varepsilon_{a,b}.
\]

Define a linear map
\[\Phi_{m,n} : S(U') \rightarrow S(U)\] (7.20)
by
\[
\prod_{(k,\ell) \in I_{m,n}} (z')_{k,\ell} d_{k,\ell} (z')_{k,\ell} \rightarrow (-1)^{\xi(\varepsilon)} \prod_{(k,\ell) \in I_{m,n}} z_{k,\ell}^e z_{k,\ell}^{1-\varepsilon_{k,\ell}},
\]
for all \( d_{k,\ell} \in \mathbb{Z}_{\geq 0} \) and \( \varepsilon_{k,\ell} \in \{0,1\} \), where \( \varepsilon = (\varepsilon_{k,\ell})_{(k,\ell) \in I_{m,n}} \). Comparing the parity of the input and output vectors shows the map \( \Phi_{m,n} \) has parity \( mn \).

Theorem 7.8.1. For all \( m, n \geq 1 \), the map
\[\Phi_{m,n} : S(U') \rightarrow S(U)\]
is an isomorphism of \( U(\tilde{p}(m)) \otimes U(p(n))\)-modules.

Proof. The map \( \Phi_{m,n} \) is an isomorphism of superspaces since, up to a sign, it is a bijection on bases.

For any \((a, b) \in I_{m,n}\) it is straightforward to verify
\[
\Phi_{m,n} \left( \prod_{(k, \ell) \in I_{m,n}} (z'_{k, \ell} d_{k, \ell} (z')_{k, \ell})^e \right) = (-1)^{\xi(\varepsilon')} \prod_{(k, \ell) \in I_{m,n}} (z_{k, \ell}^e (z'_{k, \ell})^{1-\varepsilon_{k, \ell}}).
\]

Observe that the sign which appears after calculating the left-hand side is given by
\[
(-1)^{\sum_{(k, \ell) \prec (a, b)} \varepsilon_{k, \ell} + \xi(\varepsilon')},
\]
where \( \varepsilon' \) is defined by
\[
\varepsilon'_{k, \ell} = \begin{cases} 
\varepsilon_{a, b} + 1, & (k, \ell) = (a, b); \\
\varepsilon_{k, \ell}, & (k, \ell) \neq (a, b).
\end{cases}
\]

But
\[
\sum_{(k, \ell) \prec (a, b)} \varepsilon_{k, \ell} + \xi(\varepsilon') = \sum_{(k, \ell) \prec (a, b)} \varepsilon_{k, \ell} + \xi(\varepsilon) + (n(a-1) + b + mn - 1),
\]
where \( \varepsilon = (\varepsilon_{k, \ell})_{(k, \ell) \in I_{m,n}} \). On the other hand the sign which appears after calculating the right-hand side is
\[
(-1)^{\sum_{(k, \ell) \prec (a, b)} (1-\varepsilon_{k, \ell}) + \xi(\varepsilon)}.
\]
But
\[
\sum_{(k,l) \sim (a,b)} (1 - \varepsilon_{k,l}) + \xi(\varepsilon) = (n(a - 1) + b - 1) - \sum_{(k,l) \sim (a,b)} \varepsilon_{k,l} + \xi(\varepsilon).
\]
Comparing the parities of these shows the difference in signs on each side is \((-1)^{mn}\). Hence, \(\Phi_{m,n}\) intertwines the action of the odd elements \(z'_{a,b}\) and \(\partial_{a,-b}\). An identical calculation shows \(\Phi_{m,n}\) intertwines the action of the odd elements \(\partial'_{a,b}\) and \(z_{a,-b}\) and the even elements \(\partial'_{a,b}\) and \(\partial_{a,b}\), and \(z'_{a,b}\) and \(z_{a,b}\).

With these formulas in hand it is straightforward to verify \(\Phi_{m,n}\) intertwines the actions of \(A'_{i,j}\) and \(\widetilde{A}_{i,j}\), \(B'_{i,j}\) and \(\widetilde{B}_{i,j}\), and \(C'_{i,j}\) and \(\widetilde{C}_{i,j}\), and that \(\Phi_{m,n}\) intertwines the actions of \(A'_{i,j}\) and \(A_{i,j}\), \(B'_{i,j}\) and \(B_{i,j}\), and \(C'_{i,j}\) and \(C_{i,j}\). Therefore \(\Phi_{m,n}\) is a \(U(\mathfrak{p}(m)) \otimes U(\mathfrak{p}(n))\)-module isomorphism. \(\square\)

By the previous theorem there is an isomorphism of superalgebras
\[
\text{End}_k(S(U)) \to \text{End}_k(S(U')) \tag{7.21}
\]
given by \(f \mapsto \Phi_{m,n} \circ f \circ \Phi_{m,n}^{-1}\). From the proof of the theorem we know \(\Phi_{m,n}\) intertwines polynomial differential operators and, hence, the map in (7.21) restricts to define a superalgebra isomorphism
\[
WC(U) \to WC(U')
\]
which is \(U(\mathfrak{p}(m)) \otimes U(\mathfrak{p}(n))\)-linear. The following theorem follows immediately from this observation along with Theorems 7.5.1, 7.7.1, and 7.8.1.

**Theorem 7.8.2.** The superalgebras \(U(\mathfrak{p}(m))\) and \(U(\mathfrak{p}(n))\) define mutually centralizing subsuperalgebras of \(WC(U) = WC(Y_m \otimes Y_n)\) and \(WC(U') = WC(Y_m \otimes Y_n)\).

**Remark 7.8.3.** Theorem A from the introduction is recovered from the previous result by suitably incorporating an application of the Chevalley isomorphism.

**Remark 7.8.4.** Note that one could choose to tensor \(\Phi_{m,n}\) by an appropriate scaling of the supertrace representation as we did in Section 6.4 to eliminate the scalar multiplies of the identity which appear in \(A_{i,j}\) and \(A'_{i,j}\) in (7.7) and (7.14). Doing so has no effect on the Lie superalgebras these elements generate nor the classical Howe duality theorems.
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