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Abstract: This paper provides a review of different contributions dedicated thus far to entropy generation analysis (EGA) in turbulent combustion systems. We account for various parametric studies that include wall boundedness, flow operating conditions, combustion regimes, fuels/alternative fuels and application geometries. Special attention is paid to experimental and numerical modeling works along with selected applications. First, the difficulties of performing comprehensive experiments that may support the understanding of entropy generation phenomena are outlined. Together with practical applications, the lumped approach to calculate the total entropy generation rate is presented. Apart from direct numerical simulation, numerical modeling approaches are described within the continuum formulation in the framework of non-equilibrium thermodynamics. Considering the entropy transport equations in both Reynolds-averaged Navier–Stokes and large eddy simulation modeling, different modeling degrees of the entropy production terms are presented and discussed. Finally, exemplary investigations and validation cases going from generic or/and canonical configurations to practical configurations, such as internal combustion engines, gas turbines and power plants, are reported. Thereby, the areas for future research in the development of EGA for enabling efficient combustion systems are highlighted. Since EGA is known as a promising tool for optimization of combustion systems, this aspect is highlighted in this work.
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1. Introduction

In many engineering applications, especially in a variety of technology sectors and energy conversion systems, there is an increasing need for more energy-efficient thermofluid components and devices driven by both environmental sustainability and efficient operating condition demands. In this respect, it is now recognized that an analysis of local entropy generation consisting of minimizing the irreversibilities in the transport processes and physico-chemical events can be used as an effective means to optimize the performance of current and future thermofluid-based applications and to support novel developments.

The objectives of an entropy generation analysis are generally threefold. First, this requires the formulation of appropriate models that describe the evolving transport processes, including the entropy transport equation, considering the finite size of actual systems and the finite speeds of ongoing real processes. Second, this not only allows the identification of the causes of inefficiency of processes but also permits the evaluation of the significance (location and magnitude) of irreversibilities generated by each specific transport process.
Third, this aids to delimit the evolution of the processes and, at the same time, gives access to the control and possible minimization of irreversibilities.

The second and third aspects are essentially addressed in this review due to the strong pressure of the search for more efficient operating conditions, which is continuously increasing. In this respect, the second law of thermodynamics and the entropy production analysis in particular have been widely used to assess the sources of irreversibility in components and systems. Figure 1 shows the relevance of the field in different technical, industrial and environmental areas and, at the same time, gives inference on the future scope of this field in various disciplines and specifically in the field of combustion.

All this is demonstrated by the number of published papers devoted to entropy generation and exergy in different disciplines since 1967 (Figure 1a) and specifically by the increased evolution of published papers dedicated to the field in combustion systems since 1985 (Figure 1b) thermal devices in which viscous and thermal effects for convective heat transfer [1], as well as combined mass and heat transfer phenomena [1], play a significant role.

Thereby, the majority of the reported studies were restricted to a global analysis. The assessment of local sources of irreversibilities, i.e., local entropy production, was often based on empirical correlations for pressure drop and heat transfer performance. In previous reviews, fundamentals of second-law-based analysis [1–5] and related applications have been reported. These comprised system-level analysis, commonly called exergy analysis, to calculate the net rate of energy degradation.

From an engineering perspective, this concept of entropy generation minimization can be therefore useful as a design tool in order to avoid the imminent loss of available mechanical power in thermo-fluid systems [6,7]. A detailed description of the theoretical background of such an entropy generation analysis has been provided in [5,8].

Regarding the entropy generation analysis based on computational fluid dynamics (CFD), commonly, the local form of the second law is applied to consider the thermodynamic irreversibilities. This allows evaluation of the total entropy generation of a system and also to explore how irreversibilities are allocated within the system [5]. According to the minimal entropy generation approach and CFD, irreversibility sources have been investigated for a wide range of thermo-fluid processes, including laminar and turbulent flow regimes in wall-bounded flows [9–14], supercritical flows [15–17], reacting flows [18–22] and impinging flows featuring complex heat transfer processes [23–25]. The theory and applications of entropy generation concept based on CFD have been reported for different types of engineering systems in [4,5,26].

Concerning the entropy generation analysis in turbulent heat and fluid flows, only a few direct numerical simulation (DNS) investigations are found in the literature. Okong’o and Bellan [16] used DNS to analyze the entropy production in supercritical transitional mixing layers. They stated that entropy generation is promising for the description of the behavior of small-scale turbulent motions.

Farran and Chakraborty [20] (see also [27]) conducted DNS of a freely propagating premixed flame. They evaluated the turbulent second law efficiency and compared with that of laminar flames. Ries et al. [15,23] provided two comprehensive DNS databases of entropy production rates of a supercritical injection process and an inclined impinging jet configuration, and these appear useful for model development and validation in the context of large eddy simulation (LES) and Reynolds-averaged Navier–Stokes (RANS) framework, respectively.

Contrary to DNS, investigations on entropy generation analysis within the RANS approach have been reported in many numerical studies. It is essential to mention that most of these studies are either experiments supported by RANS-based simulations or numerical mainly using RANS-based models. Mohseni and Bazargan [17] analyzed the impact of the wall heat flux variation in a heated vertical tube at supercritical conditions. They found that the efficiency of the system rises near the pseudo-boiling point operating conditions.
Shuja et al. [24] used the minimum entropy generation concept to analyze the local entropy production in an impinging jet while evaluating the prediction capability of different turbulence models. Kock and Herwig [13,28] developed wall-functions for modeling the entropy generation rates near the wall and applied the resulting model to assess the heat transfer efficiency of turbulent shear flows. Several other RANS investigations are found in the literature that present various studies aiming at performance or design optimization of thermodynamic systems using CFD-based local entropy production techniques, e.g., [20,29,30].

Within the LES context, entropy generation analysis is scarcely addressed in the literature, largely due to the complexity in modeling the unclosed subgrid irreversibility contributions. In addition to Ries et al. [31], who focused on non-reacting flows, a review on reacting flows up to 2014 was provided by Safari et al. [32], while Agrebi et al. [33] reviewed the recent LES-based investigations on the analysis of entropy generation applied to combustion systems up to 2020.

This paper will not explore the effect of the chemical kinetics and thermal diffusion models on the differential entropy inequality (DEI)—the local form of the second law of thermodynamics. This analysis was done elsewhere. Some reduced chemical kinetics mechanisms are used, which produce violations of the differential entropy inequality as reported by Ream et al. [34].

The present paper focuses on reviewing different contributions devoted thus far to entropy generation analysis in turbulent combustion systems. Special attention is paid to experimental and numerical modeling works along with selected applications of practical interest. On the one hand, the difficulties of performing comprehensive experiments that support the understanding of entropy generation phenomena will be outlined.

On the other hand, the modeling of the exergy balance together with the entropy production for reacting flows under turbulent operating conditions will be presented. First, the governing equations will be introduced as they are needed to describe such processes in turbulent flows. Apart from DNS, the description in both the RANS and LES contexts with focus on the transport equation of entropy will be outlined followed by the formulation, which includes the turbulence/chemistry interactions. Thereafter, the required RANS and LES models and associated closures for the filtered entropy equations will be provided along with different modeling degrees of the entropy production terms.

Some applications will be shown and discussed within each modeling approach. The survey will specially account for various parametric studies reported in the literature, including wall boundedness conditions, flow operating conditions, combustion regimes
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**Figure 1.** The number of published papers on exergy and entropy generation (a) as a function of discipline from 1967 to 2022 (b) in combustion systems from 1985 to 2021 (data extracted from [35]).
and fuels along with alternative fuels and configuration geometries. Since the EGA is known as a promising tool for optimization of combustion systems, this aspect will be highlighted throughout the paper. The last section will be devoted to concluding remarks and future research aspects.

2. Experimental Investigations and 1D Calculations of Exergy and Energy

Turbulent combustion systems have been investigated using modern experimental techniques since the 1990s (see in [36]). However, it turns out that existing experimental data do not provide entropy production rate in such systems. This section reviews the main contributions dealing with the entropy generation analysis in which a 1D modeling approach of the exergy balance is used as usually done in complex configurations of industrial interest.

Some of them rely on experimental data gained from very few available experimental investigations. Most of the experimental studies [37–46] dealing with the evaluation of combustion systems irreversibilities are found for internal combustion engines (IC engines), gas turbines, burners and power plants. Therefore, the modeling of exergy and energy balance is first introduced, followed by selected applications in the area of IC engines, gas turbines and power plants.

2.1. Modeling of Exergy and Energy Balance

Recently, the application of the entropy generation analysis has been extended to practical energy conversion systems, especially where complex phenomena together with combustion or chemical reactions usually take place. The analysis of the entropy generation in combustion systems, such as gas turbine combustion chambers, has been one of the most interesting issues in the recent years, since there are numerous irreversible processes in the gas turbine combustors that result in the loss of exergy.

The earlier works stem from Teng et al. [47], who derived the entropy transport equation to determine the rate of local entropy generation in multicomponent laminar reacting flows. Nishida [2] focused specially on laminar diffusion flames. See also Datta and Som [48] who considered energy and exergy balance in a gas turbine combustor. In a combustion system, the exergy balance for a control volume can be given as [49,50]:

\[
\sum \dot{E}_x = \dot{E}_{x_{\text{in}}} + \dot{E}_{x_{\text{work}}} + \dot{E}_{x_{\text{dest}}} + \dot{E}_{x_{\text{heat}}} + \dot{E}_{x_{\text{exhaust}}}
\]  

(1)

where \( \dot{E}_{x_{\text{in}}} \), \( \dot{E}_{x_{\text{work}}} \), \( \dot{E}_{x_{\text{dest}}} \), \( \dot{E}_{x_{\text{heat}}} \) and \( \dot{E}_{x_{\text{exhaust}}} \) are the input exergy, the output exergy, the destroyed exergy during combustion, the exergy of heat losses and the exergy of the exhaust gases, respectively. The exergy input is the exergy of the air and fuel at the inlets expressed as [49,50]:

\[
\dot{E}_{x_{\text{in}}} = \dot{E}_{x_{\text{air}}} + \dot{E}_{x_{\text{fuel}}}
\]

(2)

\[
\dot{E}_{x_{\text{air}}} = \dot{m}_{\text{air}} \left[ C_{p,\text{air}} (T_{\text{air}} - T_0) - T_0 \ln \left( \frac{T_{\text{air}}}{T_0} \right) + R T_0 \ln \left( \frac{P_0}{P_{\text{air}}} \right) \right]
\]

(3)

\[
\dot{E}_{x_{\text{fuel}}} = \dot{m}_{\text{fuel}} \left[ 1.0401 + 0.1728 \frac{H}{C} + 0.0432 \frac{O}{C} + 0.2169 \frac{S}{C} \left( 1 - 2.0628 \frac{H}{C} \right) \right] \text{LHV}
\]

(4)

In Equation (3), \( R \) is the gas constant and \( \dot{m}_{\text{air}}, T_{\text{air}}, C_{p,\text{air}} \) and \( P_{\text{air}} \) express the mass flow, temperature, specific heat capacity and pressure of the air at the inlets. For the fuel exergy given by Equation (4), \( \dot{m}_{\text{fuel}} \) and \( \text{LHV} \) are the mass flow inlet and lower heat value of the fuel, however \( H, C, O \) and \( S \) stand for the mass fractions of hydrogen, carbon, oxygen and sulfur contents of fuel, respectively.

The exergy of useful work called also the exergy output, where \( \dot{E}_{x_{\text{work}}} \) is exergy associated with work done by the system in main chamber. For IC engines, this can be defined as [49,50]:

\[
\dot{E}_{x_{\text{work}}} = \Omega \times Tr
\]

(5)
where $\Omega$ and $Tr$ are the angular speed and the engine torque, respectively. Another way to define the work exergy in IC engines is relying on the crank angle $\Theta$, cylinder pressure $P_{cylinder}$, and volume $V$, as follows [49,50]:

$$\frac{d\dot{Ex}_{work}}{d\Theta} = \left(P_{cylinder} - P_0\right) \frac{dV}{d\Theta} \tag{6}$$

The exergy associated with heat transfer losses across boundaries of the investigated system, $\dot{Ex}_{heat}$ is exergy associated with heat transfer across boundary, $Q_{loss}$, which is calculated as [49,50]:

$$\dot{Ex}_{heat} = \left(1 - \frac{T_0}{T}\right) Q_{loss} \tag{7}$$

The exergy related to the exhaust gases released after the combustion at mass flow $\dot{m}_{exhaust}$ through the exhaust manifold involves two different components—namely, the physical exhaust exergy $\dot{Ex}_{exhaust,ph}$ and the chemical exhaust exergy $\dot{Ex}_{exhaust,ch}$ [49,50]:

$$\dot{Ex}_{exhaust} = \dot{Ex}_{exhaust,ph} + \dot{Ex}_{exhaust,ch} \tag{8}$$

The physical exhaust exergy $\dot{Ex}_{exhaust,ph}$ known also as the thermo-mechanical exergy, is expressed as a function of the exhaust gases pressure, $P_{exhaust}$, and temperature, $T_{exhaust}$, which is much higher than that of atmospheric temperature ($T_0$) [51] is given by [49,50]:

$$\dot{Ex}_{exhaust,ph} = \dot{m}_{exhaust} C_{p,exhaust} \left[ T_0 \ln \left(\frac{T_0}{T_{exhaust}}\right) - R_{exhaust} \ln \left(\frac{P_0}{P_{exhaust}}\right) \right] \tag{9}$$

where $Q_{exhaust}$ is the heat energy taken by exhaust gases and defined as a function of the mass flow rate, specific heat and temperature of the exhaust gases as:

$$Q_{exhaust} = \dot{m}_{exhaust} C_{p,exhaust} (T_{exhaust} - T_0). \tag{10}$$

The last term of the exhaust exergy, which is the chemical exhaust exergy, $\dot{Ex}_{exhaust,ch}$, is expressed as [49,50,52–54]:

$$\dot{Ex}_{exhaust,ch} = \dot{m}_{exhaust} R T_0 \sum Y_a \frac{Y_a}{Y_a0} \tag{11}$$

where $Y_a$ is the molar fraction of the $i$th species in the exhaust gas and $Y_{a0}$ is the molar fraction of the same $i$th species in the reference environment.

The remaining term from the exergy balance, which is the destroyed exergy during combustion, $\dot{Ex}_{dest}$ is estimated through entropy generation by:

$$\dot{Ex}_{dest} = T_0 S_{gen} \tag{12}$$

However, experimentally, it is difficult to calculate $S_{gen}$ since it requires the gradients of velocity, temperature and species concentrations, which is complicated despite the advanced measure techniques. Thus, the exergy destroyed during combustion is obtained through subtracting $\dot{Ex}_{work}, \dot{Ex}_{heat}$ and $\dot{Ex}_{exhaust}$ from the exergy input, $\dot{Ex}_{in}$.

Finally, the exergy efficiency of the investigated system can be obtained from the ratio of exergy output (exergy of work) and the input exergy (alternatively from the ratio of total exergy losses and the input exergy) as follows:

$$\eta_{ex} = \frac{\dot{Ex}_{work}}{\dot{Ex}_{in}} = 1 - \frac{\dot{Ex}_{loss, total}}{\dot{Ex}_{in}} = 1 - \frac{\dot{Ex}_{dest} + \dot{Ex}_{heat} + \dot{Ex}_{exhaust}}{\dot{Ex}_{in}}. \tag{13}$$

On reciprocating internal combustion (IC), in addition to the two major types—namely, spark-ignition (SI) or compression-ignition (CI) engines—hybrid engines are gaining in importance in addition to fully electric concepts. The performance of such engines is
affected by various operating parameters at different load and speed conditions. Some studies have suggested improving engine performance by varying designed operating parameters, such as speed, combustion chamber geometry, fuel injection pressure, fuel injection timing and others. Another method of improving performance can be through the identification and minimization of engine energy losses. To understand the behavior and the complete performance of IC engines, it is necessary to perform the thermodynamic analysis of the real engine operation.

In the following, some contributions are presented, and recent reviews are mentioned. In all cases, the 1D simulations are applied, from which the major reasons of entropy production appeared to be the heat conduction, the viscous dissipation, the mass diffusion and the chemical reaction.

2.2. Applications in Internal Combustion (IC) Engines

Dealing with IC engines, reviews have been produced in [5,55,56]. Rakopoulos et al. [55] reported on the identification and quantification of second-law efficiencies and the irreversibilities of various processes and subsystems in IC engines. A detailed reference concerning the most commonly used types of internal combustion engines, i.e., spark ignition, compression ignition (direct or indirect injection), turbocharged or naturally aspirated, during steady-state and transient operation.

All of the subsystems (compressor, aftercooler, inlet manifold, cylinder, exhaust manifold and turbine) were also accounted for. Veena Chaudhary et al. [56] provided a comprehensive review that considered studies from 1957 to 2015. They presented the main objectives of the application of exergy analysis to internal combustion engines (1) to weigh the various processes and devices calculating the ability of each one of these to produce work, (2) to identify the processes that lead to exergy destruction, (3) to quantify the various losses and destruction, (4) to analyze the effect of various design and thermodynamic parameters on exergy destruction and losses, (5) to propose measures for minimization of destruction and losses, to increase the overall efficiency, and (6) to analyze the effect of various thermodynamic parameters and engine design parameters on exergy destruction.

In this respect, Ghazikhani et al. [38] conducted an experimental study on an indirect injection diesel engine to investigate the impact of Exhaust Gas Recirculation (EGR) temperature on irreversibility and brake specific fuel consumption. Under variable operating engine speeds, they found that about 60% to 70% of the input exergy is destroyed by irreversibilities. The increase of EGR temperature reduces the amount of destroyed exergy.

The effect of injection pressure in a four stroke four-cylinder direct injection diesel CI engine was investigated by Özkan et al. [42]. Their results showed that the exergetic efficiency is inversely proportional to the injection pressure since the power required for injection pump to pressurize the fuel is greater than the increased engine power associated with the injection pressure increase. However, it remains possible to increase exergetic efficiency of a CI engine by adjusting the injection pressure.

Focusing on the effect of fuels on the exergy efficiency of IC engines, several studies [37,40,41,43,44,46] (see also in [5]) have been performed using alternative fuels and biofuels.

Canakci et al. [37] performed energy and exergy analysis of a four cylinder, turbocharged diesel engine fueled with various biodiesels, which are the soy bean oil methyl ester (SME) and yellow grease methyl ester (YGME). They reported that biodiesels provide similar fuel exergy input, exergetic efficiency, exergy destruction and losses to diesel.

Further investigations on second law analysis of biofuels in IC engines were conducted by Sekmen et al. [39] where the petroleum diesel fuel and biodiesel soya bean oil methyl fuels were tested in four-cylinder, direct injection diesel engines. The obtained results supported those found in [37], where it is stated that the exergetic efficiency values were similar for both fuels.

Other investigations on biodiesel were performed by Kul et al. [43] in a single cylinder, water-cooled diesel engine fueled by biodiesel, diesel and 5% bioethanol blends at different
engine speeds between 1000 and 3000 rev/min. It was found, as depicted Figure 2, that pure diesel fuel (diesel proportion in fuel blend id 100%) had a slightly higher exergetic efficiency than other fuel blends, and all the results were quite close to each other. The maximum exergy efficiency for all fuel blends were obtained for 1400 rev/min.

![Figure 2. Variation of the exergy efficiency with the engine speed for different fuel blends prepared with a mixture of biodiesel and diesel in different proportions (modified from Kul et al. [43] experiment).](image)

Recently, other biodiesel fuels extracted from different oil-basis materials were evaluated by Jannatkhah et al. [44] in a direct injection and four-cylinder diesel engine in terms of exergy efficiency. The biodiesel fuels investigated were extracted from sunflower oil, corn oil, canola oil and restaurant waste oil. As shown in Figure 3, a decrease of exergy losses was detected with the use of biodiesel, and the Canola biodiesel blends provided the highest exergy efficiency.

![Figure 3. Exergy distribution of different tested fuels. (a) Pure diesel. (b) Sunflower biodiesel blends. (c) Corn biodiesel blends. (d) Canola biodiesel blends. (e) Restaurant waste biodiesel blends (modified from [44]).](image)
2.3. Applications in Gas Turbine and Power Plants

Investigations dealing with experimental investigations based on second law in gas turbines and power plants are rarely reported [57–62]. Regarding gas turbines, Ibrahim et al. [57] conducted energy and exergy analysis of gas turbine power plants, including the compressor, combustion chamber and turbine.

All the calculations relied on experimental data gained from measurements taken at the power plant—namely, the ambient temperature, air mass flow rate, compressor outlet pressure, compressor pressure ratio, compressor inlet pressure, compressor outlet temperature, gas turbine outlet and inlet temperatures—while estimating the exergy efficiency through the inlet and outlet exergy for each component, they found that the largest amount of irreversibilities occurs in the combustion chamber (about 61.8% of exergy efficiency less than the compressor with 92% and the turbine with 82%).

They proposed measures for reducing energy and exergy losses through the system and for improving the overall system efficiency. Researcher attention has been increasingly given to the combustion chamber in terms of exergy analysis. In this respect, Ismail et al. [62] tested a double-layer micro porous media burner for premixed butane-air combustion with different mixture fractions ranging from lean to rich fuel mixtures (equivalence ratios from $\Phi = 0.6$ to $\Phi = 1.2$) and quantified the entropy generation. The maximum thermal and exergy efficiencies were achieved for $\Phi = 1.2$ and the lowest for $\Phi = 0.8$. Moreover, the lowest values of entropy production, the energy loss and the exergy destroyed were detected for $\Phi = 1$.

Even though the experiments were not reported, Temraz et al. [63] calculated the overall thermal efficiency and the exergetic efficiency of each component in a complex application, the solar-assisted combined cycle power plants (CCPPs) for different solar field capacities. They relied on the experimental data taken from the plant. Further contributions in this respect can be found in [64,65].

Previously, Aljundi [66] performed an exergy and energy analysis in thermal power plant in which each and every component was analyzed separately, and an energy and exergy loss in each component was quantified. The identification was done for the component with the largest energy loss and exergy destruction. The largest energy loss was found to be the condenser where 134 MW is lost to the environment and only 13 MW is lost in the boiler system.

On the other hand, the maximum exergy destruction was found to be in the boiler, which also featured the maximum percentage ratio of exergy destruction of about 77% of the total exergy destruction in the plant. Furthermore, the major source of irreversibility in the boiler was the chemical reaction in combustion chamber. In order to reduce the exergy destruction in the combustion chamber, preheating of combustion air was done and air fuel ratio reduced. Such an outcome was also monitored by Vuckovic [67].

Dang et al. [68] analyzed the energy and exergy of thermal power plant at design and off design load, in particular at two different loads, i.e., 100% and 70% loads. The energy and exergy at inlet and outlet point of each component was calculated and specified with the help of data taken from the plant. A review by Umesh et al. [69] provides detailed report on various studies on thermal power plants up to 2018 while throwing light on the scope for further research.

A recent review was reported by Muhammad et al. [70]. Further energy and exergy analysis of stationary, aircraft gas turbines are reported in [71–79] and summarized in Table A1 (see Appendix A) where the most recent and relevant works related to the entropy generation analysis in various applications and accounting for the associated approaches (numerical modeling and/or experimental) are presented.

2.4. Intermediate Conclusions

In both applications, it appeared clearly that only investigations limited to exergy balance aiming at identifying the exergy efficiency are generally performed without paying attention to 2D or/and 3D distribution map of each exergy contribution term throughout
the turbulent reacting flow system under study. For practical systems, the 1D calculations led generally to non convincing outcome, simply since the sources of irreversibility in reacting flows are in general directly driven by the viscous flow and the temperature dissipation rate as well as the level of heat released by the chemical reactions.

Even though such quantities can be directly linked to pressure loss, heat transfer at walls, fuel calorific value and turbulent mixing and therefore carefully studied and optimized usually during the design of real combustion, they cannot be well captured by 1D simulations. Furthermore, since, inside the combustion chamber, many processes may be involved in exergy destruction, it is difficult with experiments to determine which are the main processes responsible for entropy production.

In fact, the gradients of velocity, temperature and species concentration, which are needed to calculate both viscous and thermal dissipation as well as chemical reaction and mass diffusion contributions in the entropy generation are still challenging even with advanced measurement techniques. Dealing with complex 3D combustion systems, it is thus indispensable to properly monitor the sources of irreversibility by means of numerical models well assessed for design.

3. Entropy Generation Analysis Using DNS

Numerous numerical studies have been performed on entropy generation in non-reactive flows involving flow and heat transfer [1,15,24,31,80–84], combined heat and mass transfer [85,86], mixed convection and radiation [87,88] and fuel cells [89,90]. Subsequently, the entropy analysis was extended to reactive flows in combustion systems, where the viscous dissipation, heat transfer and mass diffusion entropy source terms are simultaneously at play with an additional contribution due to chemical reaction. Therefore, DNS-based analyses are scarcely found in the literature.

This section outlines all the classical governing equations needed to describe a reacting flow (balance equations of mass, momentum, energy and species) together with models of entropy production in DNS context. Some applications will complete this overview.

3.1. Governing Equations and DNS

The entropy generation analysis of turbulent combustion processes based on direct numerical simulations (DNS) has been recently enabled with the growth of the high-performance computing. However, this analysis is rarely found in the literature [20,27] and first requires the solution of the transport equations that govern the reacting fluid flow—namely, the mass, momentum, energy and species equations:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0 \tag{14}
\]

\[
\frac{\partial (\rho \vec{u})}{\partial t} + \nabla \cdot (\rho \vec{u} \vec{u}) = \nabla \vec{\sigma} + \rho \vec{F} \tag{15}
\]

\[
\frac{\partial (\rho e)}{\partial t} + \nabla \cdot (\rho \vec{u} (\rho e + P)) = \nabla \cdot \left( \lambda_{\text{eff}} T - \sum_{a=1}^{N_s} h_a \vec{J}_a + \left( \vec{\tau} \cdot \vec{u} \right) \right) + S_h \tag{16}
\]

\[
\frac{\partial (\rho Y_a)}{\partial t} + \nabla \cdot (\rho Y_a \vec{u}) = -\nabla \cdot \vec{J}_a + r_a M_a, \quad a = 1, \ldots, N_s - 1. \tag{17}
\]

In Equation (14), \( \rho \) is the fluid density and \( \vec{u} \) is the velocity vector. In Equation (15), the quantity \( \vec{\sigma} \) and \( \vec{F} \) stand for the stress tensor and the externally applied body forces, respectively. Body forces can be applied to individual species if desired by multiplying by the respective mass fraction and summing over all the species. The stress tensor is given by:

\[
\vec{\sigma} = \vec{\tau} - \rho \vec{I}, \quad \vec{\tau} = \mu \left( \nabla \vec{u} + \nabla \vec{u}^T \right) + \mu_b \left( \nabla \cdot \vec{u} \right) \vec{I}. \tag{18}
\]
This includes contributions from both the thermodynamic pressure $p$ and viscous stress, $\mathbf{\tau}$. The notation I stands for the identity tensor. Here, $\mu$ and $\mu_b$ are the dynamic and bulk viscosities, respectively. The Stokes hypothesis is used to approximate the bulk viscosity as $\mu_b = -2/3\mu$. The quantity $e$ in Equation (16) is the total mass specific energy, $h_a$ represents the mass specific enthalpy of species $a$, $\lambda_{eff}$ is the effective thermal conductivity, $\mathbf{\tau}_{eff}$ is the effective viscous stress tensor, and $T$ is the absolute temperature. $J_a$ is the diffusive mass flux vector for species $a$, and $S_h$ is a source term presented by:

$$S_h = -\sum_{a=1}^{N_s} h_{f,a}^0 r_a$$

where $h_{f,a}^0$ and $r_a$ are the mole specific enthalpy of formation and the molar net rate of production of species $a$, respectively. The rate production of each species in the mixture is obtained as follows:

$$\sum_{a=1}^{N_s} v''_{a,r} \dot{M}_a \rightarrow \sum_{a=1}^{N_s} v''_{a,r} \dot{M}_a, \quad r = 1, \ldots, N_r$$

$$r_{a,r} = (v''_{a,r} - v'_{a,r}) k_r \prod_{\alpha=1}^{N_s} c_\alpha^{v'_{a,r}}, \quad a = 1, \ldots, N_s; \quad r = 1, \ldots, N_r$$

$$r_a = \sum_{r=1}^{N_r} r_{a,r} = \sum_{r=1}^{N_r} \left[(v''_{a,r} - v'_{a,r}) k_r \prod_{\alpha=1}^{N_s} c_\alpha^{v'_{a,r}}\right], \quad a = 1, \ldots, N_s$$

$$K_r = A_r T^{\beta_r} \exp\left(-\frac{E_{a,r}}{RT}\right), \quad r = 1, \ldots, N_r$$

Note that $v'$ and $v''$ are the stoichiometric coefficients on the reactants and products side of the equation; $N_r$ is the total number reactions and $N_s$ the number of species, respectively. $M_a$ and $c_a$ stand for the molecular mass and molar concentration of species $a$. The rate constant of a chemical reaction, $K_r$ is following the Arrhenius law where $A_r$ is the pre-exponential factor, $E_{a,r}$ is the activation energy, $R$ the universal gas constant, and $\beta$ is a dimensionless number of order 1.

Thus, for each species to be included in the model, an extra species equation is added, up to a total of $N_s - 1$ species equations. Thereby, the density, $\rho$ and velocity vector, $\mathbf{u}$ are both properties of the bulk flow while the mass fraction, $Y_a$, diffusive mass flux vector, $J_a$ and net rate of production, $r_a$ are all properties of individual species.

Note that the heat and mass transfer processes are modeled by ignoring the Soret and Dufour effects since it is proven from several previous DNS-based computational analysis [91–106], that this will not cause much loss of generality. In the case of most hydrocarbon-air and hydrogen-air flames, these effects did not have a significant role [107] except for the extremely lean hydrogen-air flames. Following the Safari et al. [32] investigation, which also did not consider the Soret and Dufour effects, the transport equation of the specific entropy is given in a component form by:

$$\frac{\partial \rho s}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho \dot{u}_i s \right) = \frac{\partial}{\partial x_i} \left( \rho D_m \frac{s}{\partial x_i} \right) + \frac{\partial}{\partial x_i} \left( \frac{\lambda}{T} \left( 1 - \frac{1}{L_e} \right) \left( \frac{\partial T}{\partial x_i} \right) \right)$$

$$+ 1 \frac{\partial}{\partial T} \frac{\partial T}{\partial x_i} + \frac{\lambda}{T} \frac{\partial T}{\partial x_i} + \sum_{a=1}^{N_s} \rho D_a \frac{\partial X_a}{\partial x_i} \frac{\partial Y_a}{\partial x_i}$$

$$- \frac{1}{T} \sum_{a=1}^{N_s} \frac{\mu_a \omega_a}{\Pi_{ch}}$$

where $h_{f,a}^0$ and $r_a$ are the mole specific enthalpy of formation and the molar net rate of production of species $a$, respectively. The rate production of each species in the mixture is obtained as follows:

$$\sum_{a=1}^{N_s} v''_{a,r} \dot{M}_a \rightarrow \sum_{a=1}^{N_s} v''_{a,r} \dot{M}_a, \quad r = 1, \ldots, N_r$$

$$r_{a,r} = (v''_{a,r} - v'_{a,r}) k_r \prod_{\alpha=1}^{N_s} c_\alpha^{v'_{a,r}}, \quad a = 1, \ldots, N_s; \quad r = 1, \ldots, N_r$$

$$r_a = \sum_{r=1}^{N_r} r_{a,r} = \sum_{r=1}^{N_r} \left[(v''_{a,r} - v'_{a,r}) k_r \prod_{\alpha=1}^{N_s} c_\alpha^{v'_{a,r}}\right], \quad a = 1, \ldots, N_s$$

$$K_r = A_r T^{\beta_r} \exp\left(-\frac{E_{a,r}}{RT}\right), \quad r = 1, \ldots, N_r$$

Note that $v'$ and $v''$ are the stoichiometric coefficients on the reactants and products side of the equation; $N_r$ is the total number reactions and $N_s$ the number of species, respectively. $M_a$ and $c_a$ stand for the molecular mass and molar concentration of species $a$. The rate constant of a chemical reaction, $K_r$ is following the Arrhenius law where $A_r$ is the pre-exponential factor, $E_{a,r}$ is the activation energy, $R$ the universal gas constant, and $\beta$ is a dimensionless number of order 1.

Thus, for each species to be included in the model, an extra species equation is added, up to a total of $N_s - 1$ species equations. Thereby, the density, $\rho$ and velocity vector, $\mathbf{u}$ are both properties of the bulk flow while the mass fraction, $Y_a$, diffusive mass flux vector, $J_a$ and net rate of production, $r_a$ are all properties of individual species.

Note that the heat and mass transfer processes are modeled by ignoring the Soret and Dufour effects since it is proven from several previous DNS-based computational analysis [91–106], that this will not cause much loss of generality. In the case of most hydrocarbon-air and hydrogen-air flames, these effects did not have a significant role [107] except for the extremely lean hydrogen-air flames. Following the Safari et al. [32] investigation, which also did not consider the Soret and Dufour effects, the transport equation of the specific entropy is given in a component form by:

$$\frac{\partial \rho s}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho \dot{u}_i s \right) = \frac{\partial}{\partial x_i} \left( \rho D_m \frac{s}{\partial x_i} \right) + \frac{\partial}{\partial x_i} \left( \frac{\lambda}{T} \left( 1 - \frac{1}{L_e} \right) \left( \frac{\partial T}{\partial x_i} \right) \right)$$

$$+ 1 \frac{\partial}{\partial T} \frac{\partial T}{\partial x_i} + \frac{\lambda}{T} \frac{\partial T}{\partial x_i} + \sum_{a=1}^{N_s} \rho D_a \frac{\partial X_a}{\partial x_i} \frac{\partial Y_a}{\partial x_i}$$

$$- \frac{1}{T} \sum_{a=1}^{N_s} \frac{\mu_a \omega_a}{\Pi_{ch}}$$

The first two terms on the left hand side of Equation (24) stand for the accumulation and convection processes, respectively. On the right hand side (RHS), the first term expresses the molecular diffusion contributions to the entropy evolution. The second term
(on the RHS) is the redistribution of entropy due to the non-unity Lewis number, and its volume integral vanishes according to the divergence theorem; therefore, it is not involved in the entropy generation. The last terms on the RHS of Equation (24) represent the sources of entropy generation in combustion systems.

This is generally related to four different mechanisms: viscous dissipation ($\Pi_v$), heat transfer ($\Pi_q$), mass diffusion of species ($\Pi_d$) and chemical reaction ($\Pi_{ch}$), respectively. These terms appear in an unclosed form and need modeling. Note that $\lambda$, $c_p$, $R$, $\mu$, $D_m$ and $D_\alpha$ are the thermal conductivity, specific heat capacity, gas constant of species, specific chemical potential of species, mixture and species diffusion coefficient, respectively.

Within the DNS framework, these different entropy source terms were obtained through solving the transport equation of the specific entropy (Equation (24)). The solution of all of these aforementioned equations with DNS was performed in configurations without considering the presence of the walls [20,27]. Only recently, the effect of the wall was accounted for in [108] where the authors investigated the entropy production in the head-on interaction of turbulent premixed flames with an isothermal and chemically inert wall within turbulent boundary layers.

3.2. Survey of Applications Related to DNS

The DNS-based analysis can be classified in terms of the prescribed objectives. The first objective consists of providing insight into the evolution of the quantities of interest—namely, the contribution of each process to the total entropy production. Among these investigations are the ones conducted by Farran et al. [20,27] who adopted a simple chemistry for freely propagating statistically planar turbulent premixed flames. Different values of heat release parameter $\tau_q$, global Lewis number $Le$ for the corrugated flamelets and thin reaction zones combustion regimes have been tested.

It was reported that the combustion regime does not significantly affect the entropy generation due to chemical reaction, thermal conduction and mass diffusion. However, for the viscous dissipation source term, the effect of combustion regime is stronger for the thin reaction zones regime compared to the corrugated flamelets one. It was found that the decrease in the global Lewis number increases the entropy generation due to heat transfer, chemical reaction and mass diffusion, unlike the heat release parameter, which only affects the heat transfer source term.

In this DNS framework, further parameter studies have been reported. These aimed at analyzing the effect of the wall boundary conditions on the different entropy generation source terms. This was achieved by Salimath et al. [109] who investigated the wall effect on the entropy production in a 1D laminar flame propagating towards and quenching at a either solid or permeable wall. Recently, Ghai et al. [108] examined the entropy production behavior in a head-on interaction of turbulent premixed methane-air flame with a chemically inert wall.

The second law analysis was performed based on three-dimensional DNS data on channel configuration in cases of isothermal and adiabatic thermal boundary conditions for the wall using a stoichiometric methane-air mixture under atmospheric conditions and a periodic boundaries conditions. As in Farran et al.’s [20,27] investigation, the combustion chemistry is represented by a single-step Arrhenius type chemical reaction. The authors revealed from this analysis that the different entropy generation source terms except the viscous term have comparable magnitudes within the flame and away from the walls, which is consistent with previous findings for turbulent premixed flames without walls [20].

However, the entropy generation due to chemical reaction decreases during flame-wall interaction (FWI) for the isothermal case due to the flame quenching as well as in the adiabatic boundary conditions due to the consumption of reactants. Moreover, in the isothermal case, the entropy generation due to thermal diffusion during the FWI is relatively higher compared to the adiabatic case in which the mean values of entropy generation due to thermal diffusion and molecular mixing have small values near the wall. Through
their analysis, Ghai et al. [108] revealed the importance of the wall boundary conditions in the irreversibilities reduction and the thermodynamic performance optimization in combustion systems.

Since the entropy generation is dependent on the reaction rate and the gradients of species mass fractions and of temperature, the results that are captured here by a single-step chemistry would not be quantitatively accurate. In addition, DNS cannot be used for design and optimization tasks in turbulent combustion systems at high Reynolds numbers due to the required high computational costs even in the foreseeable future, it is advisable to rather employ DNS as a numerical experiment running at low or moderate Reynolds numbers. The gained insights can be exploited to support subgrid scale (SGS) modeling in LES for high Reynolds number flows or specific modeling in RANS.

The resulting models shall then be validated using available experimental data (possibly at high Reynolds number). The second objective of the DNS-based investigations was therefore to support the derivation of suitable RANS or/and LES models for the different entropy production contributions of the processes involved. This aspect addressed by Chakraborty [27] provided the Reynolds-averaged entropy generation models in turbulent flames. This strategy was also applied by Ries et al. [31] in LES framework but in turbulent non reacting flow, first. Some results obtained by Chakraborty [27] will be outlined in the next subsection focused on investigations using RANS models.

4. Numerical-Modeling-Based 3D Investigations: RANS-Based Modeling Approaches

This section provides all the classical governing equations needed to describe a reacting flow (balance equations of mass, momentum, energy and species) together with models of entropy production in the RANS context, respectively. Then, a survey of applications is delivered and discussed.

4.1. Governing Averaged Equations and Models

Entropy generation analysis based on the solution of the Reynolds-averaged Navier-Stokes Equations (RANS) have been conducted in many numerical studies for non-reacting flows [10,12–14,17,24,28,29,110]. However, because of the low predictivity in the case of complex reacting flows, limited references on entropy production evaluation based on RANS can be found [111–113].

Three Reynolds-averaging-based approaches were presented to model the entropy generation source terms (including in Equation (24)—namely, the Reynolds-averaging-based approach, the assumed PDF-based technique and the DNS data-based method). Differences between these approaches come out from the turbulence and combustion closure models that strongly influence the entropy generation evaluation.

4.1.1. Reynolds Averaging-Based Approach

This approach uses the time-averaged of full reacting flow equations (Equations (14)–(17)), by applying the classical decomposition of the flow variable $\phi$ into a mean value, $\bar{\phi}$ and a fluctuating value, $\phi'$. However, the Favre-averaging method is mostly preferred for turbulent reacting flows since there are large fluctuations in density, species concentrations, flow velocity and temperature:

$$\phi = \bar{\phi} + \phi''; \quad \bar{\phi} = \frac{\rho \phi}{\bar{\rho}}$$

(25)

where $\phi'' = \phi' - \frac{\rho \phi}{\bar{\rho}}$ represents the Favre fluctuation of the quantity $\phi$. After averaging, the next step in modeling the flow irreversibilities is to Favre-average the instantaneous entropy Equation (Equation (24)), which leads to:

$$\frac{\partial \bar{s}}{\partial t} + \frac{\partial}{\partial x_i} \left[ \bar{\rho} \bar{u}_i \bar{s} + \rho u''_i s'' - \sum_{a=1}^{N_s} \rho D_a \frac{\partial Y'_a}{\partial x_i} \bar{s}_a - \sum_{a=1}^{N_s} \rho D_a \frac{\partial Y''_a}{\partial x_i} s''_a + \frac{\dot{Q}}{T} \right] = \Pi_{gen}$$

(26)
The entropy generation analysis is then performed by applying the Reynolds averaging procedure to the instantaneous entropy generation rate:

$$\Pi_{gen} = \Pi_v + \Pi_q + \Pi_d + \Pi_{ch}$$  \hspace{1cm} (27)

The averaging of each instantaneous entropy generation source term generates two components, mean and turbulent as following:

$$\Pi_v = \frac{\tau_{ij} \frac{\partial u_i}{\partial x_j}}{\Pi_t} + \frac{\epsilon_k}{\Pi_t}; \quad \epsilon_k = \frac{\tau_{ij} (\partial u_i'' / \partial x_j)}{\rho}$$  \hspace{1cm} (28)

$$\Pi_q = \frac{\lambda}{\Pi_t} \frac{\partial T}{\partial x_i} + \frac{\rho c_p \epsilon_\theta}{\Pi_t}; \quad \epsilon_\theta = \frac{\lambda}{\rho c_p} \frac{(\partial T'' / \partial x_i) (\partial T'' / \partial x_j)}{\rho}$$  \hspace{1cm} (29)

$$\Pi_d = \sum_{a=1}^{N_a} \frac{\rho D_a}{\Pi_t} \frac{\partial Y_a}{\partial x_i} \frac{\partial \tilde{Y}_a}{\partial x_j} + \sum_{a=1}^{N_a} \frac{R_a \epsilon_{\phi a}}{\Pi_t}; \quad \epsilon_{\phi a} = D_a (\partial \tilde{Y}_a / \partial x_i) (\partial \tilde{Y}_a / \partial x_j)$$  \hspace{1cm} (30)

In Equations (28)–(30), \(\epsilon_k\) expresses the dissipation rate of the turbulent kinetic energy, \(k = 1/2 \rho u_i'' / \rho\); \(\epsilon_\theta\) represents the dissipation rate of fluctuating temperature variance, \(k_\theta = 1/2 \rho T'' / \rho\), and \(\epsilon_{\phi a}\) is the dissipation rate of the fluctuating \(a\)th component mass fraction variance, \(k_{\phi a} = 1/2 \rho Y'' / \rho\).

These formulations of the viscous, thermal and diffusion entropy generation source terms are insufficient because they require information about the mixture turbulent thermal conductivity, \(\lambda_t\) and the turbulent mass diffusion coefficient, \(D_{a,t}\) of \(a\)th species. \(\lambda_t\) and \(D_{a,t}\) can be derived from the turbulent Prandtl number, \(Pr_t\) and the turbulent Schmidt number, \(Sc_t\). Thus, the determination of the turbulent thermal and diffusion entropy generation sources terms is achieved by either assuming constant \(Pr_t\) and \(Sc_t\) or non constant ones computed with some algebraic relations [111]:

$$\Pi_q' = \frac{\tilde{\rho} c_p \epsilon_\theta}{\Pi_t} \frac{T''}{T}$$  \hspace{1cm} (31)

$$\Pi_d' = \sum_{k=1}^{N_k} \frac{R_k \epsilon_{\phi k}}{\Pi_t}$$  \hspace{1cm} (32)

If transport equations of \(k_\theta\) and \(k_{\phi a}\) are accounted for in the RANS modeling (one-equation model concept), the previous approximations (Equations (31) and (32)), will be useless since the dissipation rate of fluctuating temperature and mass fraction of \(a\)th species variances \(\epsilon_\theta\), \(\epsilon_{\phi a}\) respectively, will be available. For the remaining entropy generation source term that represents the contribution of the chemical reaction, only the mean entropy generation source term is available. It is computed by applying the average of the full reaction rate \(\omega\) of the reacting flow as follow [111]:

$$\Pi_{ch} \approx \frac{\tilde{\omega}}{T} \sum_{a=1}^{N_a} (v_a' - v_a'')(\bar{\mu}_{M,a} - \bar{h}_{M,a} - \tilde{T} s_{M,a} (\tilde{T}, \tilde{\rho}, \tilde{X}_a))$$  \hspace{1cm} (33)

where \(\bar{\mu}_{M,a}\), \(\bar{h}_{M,a}\) and \(s_{M,a}\) are the mean chemical potential, specific enthalpy and specific entropy of the \(a\)th species, respectively.
4.1.2. Assumed Probability Density-Based Approach

In contrast with the previous approach, the turbulence–chemistry interaction will be explicitly accounted for. Within the RANS modeling framework, this is achieved by coupling the RANS model equations with the probability density function technique (PDF). The objective is here to provide the probability distribution of a certain property of the reacting flow at a given location in the flow system. In the case of non-premixed reacting flow system the probability distribution is given by the mean and variance of the mixture fraction at each point of the reacting flow. Any needed mean thermo-chemical properties are then computed according to:

\[ \bar{\phi} = \int_{0}^{1} \phi(Z) \tilde{f}(Z) dZ \]  

(34)

where \(\phi(Z)\) is a generic instantaneous thermo-chemical flow variable derived from the mixture fraction solution using the Burke-Schumann approximation \[114\] and \(\tilde{f}(Z)\) is the PDF of the mixture fraction. The PDF methods are either assumed (presumed) or transported. Stanciu et al. \[111\] considered a presumed PDF (a Gaussian distribution) for diffusion flame and computed the entropy generation source terms as:

\[ \Pi_q = \frac{\bar{\rho}}{2 \tilde{\chi}} \int_{0}^{1} \rho c_p \left( \frac{dT}{dZ} \right)^2 \frac{f(Z)}{T^2(Z)} dZ \]  

(35)

\[ \Pi_d = \frac{\bar{\rho}}{2 \tilde{\chi}} \int_{0}^{1} \left[ \sum_{\alpha=1}^{N_s} \frac{R_{\alpha}}{Y_{\alpha}} \left( \frac{dY_{\alpha}}{dZ} \right) \right]^2 f(Z) dZ \]  

(36)

\[ \Pi_{ch} = \frac{\bar{\rho}}{2 \tilde{\chi}} \int_{0}^{1} \left[ \frac{1}{T(Z)} \sum_{\alpha=1}^{N_s} \mu_{\alpha}(Z) \frac{d^2Y_{\alpha}}{dZ^2} \right] f(Z) dZ \]  

(37)

Equations (35)–(37) are derived under consideration of the unity Lewis number, where \(D_{\alpha}(\alpha = 1, \ldots, N_s)\) are mixture diffusion coefficients, \(D = D_{\alpha}\). The quantity \(\tilde{\chi}\) represents the Favre-averaged scalar dissipation rate given as:

\[ \tilde{\chi} = 2 \frac{\rho D}{\rho D} \frac{dZ}{dx_i} \frac{dZ}{dx_i} = 2D \frac{\partial Z}{dx_i} \frac{\partial Z}{dx_i} \]  

(38)

Finally, the viscous entropy generation source term was calculated in the same way as the previous approach (Equation (28)).

4.1.3. DNS Data-Based Approach

In this approach, the Reynolds-averaged entropy generation source terms are obtained from an a priori analysis of DNS data. New models to predict the different entropy production source terms are derived from direct numerical simulation (DNS) database within a range of different operating parameters. Chakraborty \[27\] attempted to model these source terms for a freely propagating statistically planar turbulent premixed flame in both corrugated flamelets (CF) and thin reaction zones (TRZ) regimes within the RANS context. They utilized data from DNS performed for different values of heat release parameter \(\tau_q\), global Lewis number \(Le\) and turbulent Reynolds number \(Re_t\). Note that for sake of simplicity, a single-step Arrhenius type chemistry was used. Starting with the viscous dissipation contribution, the entropy generation term is modeled as:

\[ \Pi_v = \frac{\tau_q}{T} \left( \frac{d\bar{u}_i}{dx_i} \right) + C_{\Pi_v} c_p (\gamma - 1) Ma^2 \frac{\rho \bar{e}_k}{S_L^2} \]  

(39)
where $\tau^R_{ij}$ is the resolved viscous stress tensor, $\gamma$ is the ratio of specific heats ($\gamma = c_p/c_v$), $S_f$ is the unstrained laminar burning velocity and $Ma^2$ is the local Mach number ($Ma^2 = S_f/\sqrt{\gamma R T_0 (1 + \gamma T_0)}$). Accurate prediction of the viscous entropy generation source term in RANS context compared to DNS was found when setting the model parameter, $C_{\Pi_l}$, equal to 1.

The Reynolds-averaged heat transfer entropy generation source term was modeled as:

$$\Pi_q = \frac{\lambda \nabla T \cdot \nabla T}{T^2} + C_{\Pi_l} \rho \bar{\varepsilon} Y_c ; \quad C_{\Pi_q} = 4.4 \left[ \frac{\tau_q}{(1 - \tau_q)} \right]^{3.63}$$  \hspace{1cm} (40)

where $\varepsilon_c = \rho \bar{D} \nabla Y_c \cdot \nabla Y_c / \rho - \bar{D} \nabla \tilde{Y}_c \cdot \nabla \tilde{Y}_c$ and the used model parameter $C_{\Pi_q}$ expressed in Equation (40) leads to a satisfactory quantitative prediction of $\Pi_q$.

The derived model of Reynolds-averaged mass diffusion entropy source term from DNS data [27] is expressed as:

$$\Pi_d = (1 - q^3) \sum_{a=1}^{N_c} \frac{\rho \bar{D} a \nabla \tilde{X}_a \cdot \nabla \tilde{Y}_a}{\tilde{X}_a} + C_{\Pi_l} \rho \bar{\varepsilon} \sum_{a=1}^{N_c} \tilde{\varepsilon}_a ; \quad \varphi = \frac{\tilde{\varepsilon}_Y}{(\tilde{\varepsilon}_c + \bar{D} \nabla \tilde{Y}_c \cdot \nabla \tilde{Y}_c)}.$$  \hspace{1cm} (41)

where the quantity $\varphi$ expresses a measure of unresolvedness while $C_{\Pi_l}$ represents a model parameter. For $C_{\Pi_l} = 1$, this model accurately predict the mass diffusion entropy source term.

Lastly, the chemical reaction entropy generation source term model within the RANS context is given as:

$$\Pi_{ch} = f_1(\varphi) \left[- \sum_{a=1}^{N_c} \mu^R_a \tilde{\omega}_a / T \right] + f_2(\varphi) C_{\Pi_{la}} \rho \bar{\omega}$$  \hspace{1cm} (42)

In Equation (42), $\mu^R_a$ is the resolved chemical potential defined as a function of Favre mean quantities (i.e., $\mu^R_a = f(\tilde{h}_a, \tilde{Y}_1, \ldots, \tilde{Y}_{N_s})$). $\tilde{\omega}$ is the mean reaction progress (defined here as $\tilde{\omega} = \rho_0 S_T^2 / \alpha_T$, where $\rho_0$ and $\alpha_T$ are the density and thermal diffusivity of the unburned gas, respectively). Better results were obtained by choosing the model parameters $C_{\Pi_{la}}$ and $f_1, f_2$ as follows:

$$f_1(\varphi) = \left(1 - \varphi^3\right); \quad f_2(\varphi) = \varphi^{1/4}; \quad C_{\Pi_{la}} = 0.4 \text{Le}^{0.64}$$  \hspace{1cm} (43)

4.2. Survey of Applications Using the RANS Approach

As detailed in Section 4, three different approaches for entropy generation analysis in the RANS context can be found in the literature. The Reynolds-averaging-based approach and the assumed probability-density-based approach were both intensively investigated by Stanciu et al. [111]. They applied these approaches on a Delft piloted diffusion flame burner [115] that was designed to yield a stable axial-symmetric turbulent non-premixed flame of methane burning in a co-flowing air stream.

Table 1 presents the integrated values of entropy generation source terms over the combustion chamber volume and the related closing error once the RNG k-epsilon model is used. The heat transfer and the chemical reaction are found as the main responsible of entropy generation with a contribution of 38% and 57%, respectively. Compared to the statement reported in the literature [32,33], the chemical source term is over-predicted due to the consideration of the eddy break-up model [111,116], which is known for its overestimation of the the mean reaction rate.
Table 1. Integral values of entropy generation rates and entropy flux for turbulent flame obtained by using RNG k-ε model (Reynolds-averaging-based approach) [111].

| Term         | Value (W/K) |
|--------------|-------------|
| $\Pi^M_v$    | $8.1 \times 10^{-6}$ |
| $\Pi^L_v$    | 0.0011      |
| $\Pi^M_{q}$  | 0.456       |
| $\Pi^L_{q}$  | 28.499      |
| $\Pi^M_d$    | 0.0283      |
| $\Pi^L_d$    | 2.896       |
| $\Pi^M_{ch}$ | 41.967      |
| $\Pi^L_{ch}$ | 73.847      |
| $\Pi_{gen}$  | 69.397      |
| Error (%)    | 6.4         |

Modeling the entropy generation based on the assumed PDF coupled with RANS turbulence models was also investigated by Stanciu et al. [111] as well as by Nadim [115]. The latter applied the entropy analysis on Sandia H2-A flame, which is a diffusion flame consisting of a jet with 100% of H2 in composition. For the RANS simulations, the following assumptions were considered: (1) The axial variation in mixture fraction, Z, is assumed to be the same for the whole radial cross section of the flame. (2) Independent scalar dissipation rate, $\chi$, of the other variables is considered. (3) The mean entropy generation is computed in 2D. (4) A single step reaction mechanism of H2 combustion is used. (5) Although H2 flame is under study, the differential diffusion is not accounted for by assuming the Lewis number to be unity.

The author revealed that the heat transfer and chemical reaction featured the major contributions on the entropy production. It was also reported that the viscous dissipation source term is neglected and the percentages of contribution in entropy generation are 38.5%, 37.4% and 24.1% for the heat transfer, chemical reaction and mass diffusion, respectively. The same approach was also adopted by Tehrani et al. [113] to determine the relation between the soot formation and the entropy production in a turbulent Kerosene/Air jet diffusion flames using the $\beta$-PDF distribution, the laminar flamelet model for combustion and the Moss–Brookes–Hall (MBH) [117] model for soot formation.

All simulations were performed in a combustion chamber made of borosilicate glass tube under adiabatic conditions but with consideration of the heat radiation. From this analysis it is reported that the maximum generated entropy is reached when the soot formation is completed and that the entropy generation as well as the temperature are inversely related to the soot formation. It was found, that the entropy production is more related to the temperature than to the soot formation rate. Through their investigation, Tehrani et al. [113] showed that the entropy production can predict the main region of soot formation with a tolerable deviation.

Despite the simplicity and the introduced assumed form of the pdf, it remains difficult to judge the accuracy of the obtained results with this approach. In addition to the dissipative character of RANS, many assumptions were considered during the simulations, among them the unity Lewis number for H2 flame and the simple chemistry mechanism in [115], which can significantly affect the results.

To face the encountered modeling challenges while quantifying the different entropy production source terms within the RANS context, Chakraborty [27] exploited their DNS data to derive models for the Reynolds-averaged entropy generation in turbulent flames. This strategy was also applied by Ries et al. [31] to suggest LES models first in turbulent non reacting flows. Focused on the effort by Chakraborty [27], the entropy generation source terms were modeled using Equations (26)–(29) derived from DNS data for different operating conditions (varied Re, Le and $\tau_q$).

The obtained models were validated against DNS results, and the suitable model constants, $C_1v$, $C_1q$, $C_1d$ and $C_1bah$ were consistently determined. The proposed models effectively reproduce the entropy generation achieved by DNS even though the DNS data (which are generated using a simple reaction mechanism) cannot quantitatively describe the entropy generation in an accurate way as previously detailed in Section 3.1.

In addition to the efforts made to investigate generic or canonical systems, numerical investigations on entropy generation in the RANS framework were also performed in practical systems, such as IC engines [118–122]. Most of the reported numerical studies related to IC engines extend to 3D the methodology referenced above in the experimental
investigations [37,39,41,43,44,46] mentioned in the previous section dealing with simple exergy or energy balance.

Jafammadar [118] applied exergy analysis in pre- and main chambers of a Lister 8.1 indirect injection diesel engine (IDI) for two loads (50% and full-load) operating conditions. Numerical simulations were performed using CFD code using RNG k–ε turbulence model and the Reynolds-averaged data obtained from flow simulation were used to calculate the different exergy terms, including fuel, heat loss, irreversibility, work, exhaust loss, chemical and thermo-mechanical exergy contributions in both the pre- and main chambers of the engine.

The author reported that the main combustion chamber features 77.4% and 55.7% of total irreversibility at part and full load operations, respectively. Through this work, they found that multidimensional modeling can be useful in complex chamber configurations: based on the second law of thermodynamics, this can enables greater insight into the effect of the flow fields on the combustion process. In their next paper, Jafammadar [119] applied second law analysis on a Deutz dual fuel (diesel+hydrogen) engine at different gas fuel–air ratios. He found that by increasing the gas fuel–air equivalence ratio from 0.3 to 0.8, the exergy efficiency decreases from 43.7% to 34.5%.

Recently, Fathi et al. [121] and Mondo et al. [122] also applied the exergy balance within the RANS framework on an IC engine. The first investigation [121] revealed that the variation of the spray angle in a Reactivity Controlled Combustion Ignition (RCCI) dual fuel engine, fueled by n-heptane, affects the exergy efficiency, which found its maximum value for spray angle between 5° and 20°. The second work [122] performed the investigation on direct-injection (DI), single-cylinder and four-stroke diesel engines to test different fuel reaction mechanisms, which are numerically generated and assess their predictability in comparison with available experimental data. The exergy efficiency was found to be different when using different reaction mechanisms and was observed to follow the behaviors of the pressure variations.

Considerations of thermal radiation received particular attention due to direct relevance of radiation in a variety of engineering and technical systems operating at high temperatures. Industrial furnaces, heat exchangers, heat storage, solar collectors, transport in packed and circulating bed combustors, and reactors, manufacturing and materials processing, oil reservoirs and thermal insulation applications can be mentioned among others. However, only few contributions have been devoted to include numerically unsteady multidimensional thermal problems, including thermal radiation, into Entropy Generation Analysis [123–125].

To sum up, the application of the entropy generation analysis in the RANS context does not seem promising, since RANS model is dissipative by nature and cannot provide accurate information concerning the unsteady behavior of different processes involved in combustion at the subgrid level, where the major system irreversibilities occur. In additions, the attempts found in the literature [27,111,115] to ameliorate second law analysis in the RANS context are not enough as they implied several simplification assumptions, which significantly affect the results.

Finally, numerical investigations based on second law analysis in the RANS context, summarized also in Table A1 (see Appendix A), are mostly restricted to simple exergy balance in order to compute the exergy efficiency, sometimes without calculating the different exergy losses, their distributions throughout the system and their relative contributions in the total exergy loss.

5. Numerical-Modeling-Based 3D Investigations: LES-Based Modeling Approaches

This section first provides all the governing filtered equations in the frame of the classical LES needed to describe a reacting flow (balance equations of mass, momentum, energy and species) together with subgrid scale models of entropy production in the LES context. A survey of applications is thereafter presented and discussed.
Since direct numerical simulation (DNS) is still expensive in terms of computational cost despite the evolution of the high-computing performance and the RANS-based modeling is not accurate enough for turbulent reacting flows, large eddy simulation (LES) seems to be suitable to accurately perform the entropy generation analysis as testified by [15,23,31] who reported appreciable comparisons with DNS data. The entropy production is predominantly a subgrid-scale process since it is related to the dissipation of energy, and therefore accurate closure approaches were required. In turbulent reacting flows, the turbulence-chemistry interaction, which occurs at the sub-grid scale must additionally be considered to correctly represent the thermo-chemical quantities, which in turn allows to reduce uncertainty in the evaluation of the entropy production terms of the various processes.

Nevertheless, considering the detailed chemistry within the LES framework through a chemistry tabulation reduction technique makes it possible to rather use LES instead of DNS even for complex reacting flow systems. In the literature, the Flamelet-Generated Manifold (FGM) was adopted as one of the most promising reduction strategies, since it enables to describe the detailed chemistry with only a few control parameters, generally the mixture fraction and a reaction progress variable for adiabatic flow systems.

5.1. Governing Filtered Equations and Subgrid Scale Models

First, this subsection provides all the classical governing equations needed to describe an adiabatic reacting flow and entropy generation according to FGM-based combustion model within the LES framework. The filtered balance equations to be solved are:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho \bar{u}_i}{\partial x_i} = 0 \tag{44}
\]

\[
\frac{\partial \rho \bar{u}_i}{\partial t} + \frac{\partial \rho \bar{u}_i \bar{u}_j}{\partial x_j} = - \frac{\partial \rho}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \beta \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \right) \right] \frac{\partial}{\partial x_j} \left( \rho \bar{u}_j \bar{u}_j \right) \tag{45}
\]

\[
\frac{\partial \rho Z}{\partial t} + \frac{\partial \rho \bar{u}_i Z}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \frac{\beta}{Sc} \left( \frac{\mu_{sgs}}{Sc_{sgs}} \right) \frac{\partial Z}{\partial x_j} \right] \tag{46}
\]

\[
\frac{\partial \rho \bar{Y}_c}{\partial t} + \frac{\partial \rho \bar{u}_i \bar{Y}_c}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\beta}{Sc} + \frac{\mu_{sgs}}{Sc_{sgs}} \right) \frac{\partial \bar{Y}_c}{\partial x_j} \right] + \dot{\omega}_{Yc} \tag{47}
\]

\[
\frac{\partial s}{\partial t} + \frac{\partial (\rho \bar{u}_i s)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \rho \bar{D}_m \frac{\partial s}{\partial x_i} \right) - \frac{\partial}{\partial x_i} \left( \rho \bar{T} \bar{u}_i \right) + \frac{1}{T} \frac{d \tau_{ij}}{d x_j} + \frac{\lambda}{T^2} \frac{\bar{P}}{\bar{D}_x} \frac{\partial T}{\partial x_i} + \frac{\lambda}{c_p} \sum_{a=1}^{N} R_a \frac{\partial \bar{Y}_a}{\partial x_i} \bar{Y}_a \frac{\partial x_i}{\partial x_j} - \frac{1}{T} \sum_{a=1}^{N} \frac{\mu_{sgs}}{\Pi_{s}} \frac{\partial \bar{Y}_a}{\partial x_i} \bar{Y}_a \Pi_{s} \tag{48}
\]

In Equations (44)–(48), the notations \( \bar{\cdot}, \hat{\cdot} \) and \( \langle \cdot \rangle_{sgs} \) stand for the filtered, Favre-filtered and sub-grid scale quantities, respectively. The filtered transport equations for the control variables (Equations (46) and (47)) are solved together with the classical filtered transport equations for mass density (Equation (44)) and momentum (Equation (45)). Note that the quantity \( \delta_{ij} \) is the Kronecker delta and \( \tau_{ij} \) the sub-grid scale stress tensor.

The latter may be closed by means of a chosen eddy-viscosity turbulence model. The reaction source term, \( \dot{\omega}_{Yc} \), in Equation (47) remains normally unclosed in the LES context. Recently, an approach that relies on a transport equation of the Filtered Density Function (FDF) as adopted in [126,127], is known to provide the chemical source term in a closed form.
The entropy generation evaluation is thereby conducted either by solving the whole entropy transport Equation (Equation (48)) together with the set of Equations (44)–(47) or only by modeling the four entropy generation source terms, including in Equation (48). Consequently, the total entropy generation, $S_{\text{gen}}$, which is the sum of these source terms can be obtained and the irreversibility ratio of each process involved in entropy production can be evaluated as:

$$
\Psi_v = \frac{\Pi_v}{S_{\text{gen}}}; \quad \Psi_q = \frac{\Pi_q}{S_{\text{gen}}}; \quad \Psi_d = \frac{\Pi_d}{S_{\text{gen}}}; \quad \Psi_{\text{ch}} = \frac{\Pi_{\text{ch}}}{S_{\text{gen}}}
$$

(49)

In the literature, three approaches for the entropy generation source terms evaluation have been suggested [31–33,128,129]. They are summarized in the next subsections.

5.1.1. Thermodynamics-Based Approach

The first studies performed on entropy generation analysis using LES were reported by Safari et al. [32,128,129]. They proposed and used an approach that relies on a transport equation of the Filtered Density Function (FDF) of entropy in addition to the classical filtered governing equations. To formulate models for the non-closed terms, the authors applied the methodology based on the Transported Filtered Density Function (T-FDF), which provides the chemical reaction term and its entropy generation contribution in closed forms (see (\(\Pi_{\text{ch}}\)) in Equation (48)).

In particular, the FDF transport equation is modeled by a set of Stochastic Differential Equations (SDEs) corresponding to position, scalars and entropy [32]. Using these SDEs together with the classical Gibbs relation [130], and following the indications detailed in [131–133], the models of the non-closed terms of entropy generation in Equation (48) emerge as:

$$
\Pi_v \approx \overline{\rho} \frac{1}{T} \epsilon_t; \Pi_q \approx \overline{\rho} \left[ \sum_{\alpha=1}^{Ns} \tau \left( Y_{\alpha}, \frac{g_{\alpha}}{T} \right) - \tau \left( h_r, \frac{1}{T} \right) \right]; \Pi_d \approx \overline{\rho} \left[ \sum_{\alpha=1}^{Ns} R_x \tau ( Y_{\alpha}, \ln X_{\alpha} ) \right]
$$

(50)

where, in the entropy production term due to viscous dissipation $\Pi_v$ (Equation (50)), $\epsilon_t$ stands for the total rate of turbulent dissipation. It includes both sub-grid scale (by means of SGS kinetic energy, $k_{\text{sgs}}$, and the sub-grid mixing time scale, $\tau_t$) and resolved contributions. It is given by [32,128,129]:

$$
\epsilon_t = \frac{k_{\text{sgs}}}{C_\Omega \tau_t} + \frac{1}{\rho} \sum_{ij} \frac{\partial \tau_{ij}}{\partial x_j} \frac{\partial \tilde{u}_i}{\partial x_j}
$$

(51)

In Equation (50), $g_{\alpha}$ and $X_{\alpha}$ are the specific Gibbs free energy and the mole fraction of the species $\alpha$, respectively.

5.1.2. Turbulence-Based Approach

According to the investigation in the non-reacting flow by Ries et al. [31], the entropy generation analysis is performed without the solution of the transport equation of entropy. The entropy production source terms were rather computed in a post-processing phase of LES. Thereby, the effects of sgs entropy generation are modeled by simple algebraic equations based on resolved turbulent quantities. As indicated above, the proposed approach is computationally inexpensive and can be used as a simple post-processing tool. In addition, this approach can be easily applied with existing eddy-viscosity-based models. Following the classical decomposition in resolved and SGS contributions for each term as:

$$
\Pi_j = \Pi_{j}^{\text{res}} + \Pi_{j}^{\text{sgs}} \quad \text{with} \quad j = \{ v, q, d, ch \}
$$

(52)
The unclosed entropy production terms can then be approximated as:

\[
\Pi_d = \frac{\bar{\rho} \bar{d} \bar{u}_i}{\bar{T}} \frac{\partial \bar{u}_i}{\partial x_j} \frac{\partial \bar{u}_j}{\partial x_i} + \frac{\bar{\rho} \bar{c}_p}{\bar{T}} \varepsilon_{\text{ch}} \frac{\partial 
abla}{\partial x_i} \frac{\partial T}{\partial x_j} \]

\[
\Pi_d = \frac{\bar{T} \frac{\partial \bar{u}_i}{\partial x_j} \frac{\partial \bar{u}_j}{\partial x_i}}{\Pi_{\text{d}}^{\text{gs}}} + \frac{\bar{T} \frac{\partial \bar{T}}{\partial x_i} \frac{\partial \bar{T}}{\partial x_j}}{\Pi_{\text{T}}^{\text{gs}}} + \frac{\bar{\rho} \bar{c}_p}{\bar{T}} \varepsilon_{\text{ch}} \frac{\partial \bar{u}_i}{\partial x_j} \frac{\partial \bar{u}_j}{\partial x_i} \frac{\partial \bar{T}}{\partial x_k} \frac{\partial \bar{T}}{\partial x_k} \]

In Equation (53), \(\varepsilon_{\text{ch}}\) and \(\varepsilon_{\theta,\text{ch}}\) stand for the dissipation rate of the SGS turbulent kinetic energy and temperature variance. Following [31,134,135], the dissipation rate of the SGS kinetic energy is given as:

\[
\varepsilon_{k,\text{ch}} = \frac{1}{\Delta^4 C_s^2} v_{\text{SGS}}^3
\]

where \(C_s = 0.17\) is the Smagorinsky constant. In particular, \(\varepsilon_{\theta,\text{ch}}\) is obtained from scaling the Obukhov–Corrsin inertial-convective subrange [31,136] as:

\[
\varepsilon_{\theta,\text{ch}} = \frac{4}{3C_{\text{OC}} \pi^{4/3} C_s^{4/3}} \bar{T} \frac{\partial \bar{T}}{\partial x_i} \frac{\partial \bar{T}}{\partial x_i}
\]

where \(C_{\text{OC}} = 1.34\) is the coefficient of the 3D temperature spectrum [135]. Note that Equation (54) includes a similar term for the species mass fraction variance (the last term). Adopting the T-FDF method to account for the turbulence–chemistry interaction in coupling with the FGM-based tabulated detailed chemistry, the chemical reaction contribution to entropy production, \(\Pi_{\text{ch}}\), is expressed in the same way as in the first approach (last term on the RHS of Equation (48)).

Thus, the chemical source term and the associated chemical reaction contribution to the entropy generation appear in an exact form. By the way, the solution of the T-FDF equations of the controlling variables provides the filtered mean and sub-grid variance of \(\Pi_{\text{ch}}\) through the first and second moments.

5.1.3. Look-Up-Table-Based Approach

This strategy introduced by Agrebi et al. [33] focuses on an efficient use of the tabulation chemistry technique. Thereby, the different entropy generation source terms are calculated in the post-process step while preparing the FGM manifold. These quantities are then stored in the look-up table, as are thermo-chemical properties needed for the combustion simulation. Since all the thermo-chemical quantities are solely function of the controlling variables, one applies the partial differentiation rule to calculate the derivatives appearing in different entropy production source terms.

In the case of an adiabatic combustion system, a 2D-FGM manifold is spanned by means of the two controlling variables—namely, the mixture fraction \(Z\) and the progress variable \(Y_c\)—and thus the entropy production source terms are expressed as follows:

\[
\Pi_d = \frac{\lambda}{c_p} \sum_{k=1}^{N} \frac{R_k}{\bar{Y}_k} \frac{\partial \bar{Y}_k}{\partial x_i} \frac{\partial \bar{Y}_k}{\partial x_j} \frac{\partial \bar{Y}_k}{\partial x_i} + \frac{\lambda}{c_p} \sum_{k=1}^{N} \frac{R_k}{\bar{Y}_k} \frac{\partial \bar{Y}_k}{\partial x_i} \frac{\partial \bar{Y}_k}{\partial x_j} \frac{\partial \bar{Y}_k}{\partial x_i} \frac{\partial \bar{Y}_k}{\partial x_j}
\]

\[
\Pi_d = \frac{\Lambda}{c_p} \sum_{k=1}^{N} \frac{R_k}{\bar{Y}_k} \frac{\partial \bar{Y}_k}{\partial x_i} \frac{\partial \bar{Y}_k}{\partial x_j} \frac{\partial \bar{Y}_k}{\partial x_i} + \frac{\Lambda}{c_p} \sum_{k=1}^{N} \frac{R_k}{\bar{Y}_k} \frac{\partial \bar{Y}_k}{\partial x_i} \frac{\partial \bar{Y}_k}{\partial x_j} \frac{\partial \bar{Y}_k}{\partial x_i} \frac{\partial \bar{Y}_k}{\partial x_j}
\]
\[ \Pi_{ch} = -\frac{1}{T} \sum_{k=1}^{N} \mu_k \dot{\omega}_k \]  

(59)

Note that the entropy production from viscous dissipation for this approach is calculated in the same way as in the first and second approaches (see Equations (50) and (53)).

5.2. Survey of Applications Relying on LES

Investigations on Entropy generation analysis based on the classical LES framework that accounts for the subgrid-scale entropy production rates are scarcely available in the literature, Safari et al. [32] were the first to report on an EGA contribution dealing with LES. They relied on a transport equation of the Filtered Density Function (FDF) of entropy together with the classical filtered governing equations that facilitate LES modeling of entropy transport and production in turbulent reacting flows. In particular, the FDF transport equation was modeled by a set of Stochastic Differential Equations (SDEs) corresponding to the position, scalars and entropy [32].

They applied this methodology to estimate entropy production in a turbulent mixing layer and a turbulent non-premixed piloted methane jet flame (so-called Sandia flame D [137]). Safari et al. [32] reported that heat transfer and chemical reaction are the most dominant modes of entropy production in this flame D. Notwithstanding this performance, the main drawback of this approach is its expensive computational cost. This method was denoted later by Agrebi et al. [33] as the thermodynamics-based approach.

To address the issue experienced by the approach by Safari et al. [32], two novel techniques were proposed by Agrebi et al. [33] who based their work on the analysis in [32] while following the Ries et al. [31] methodology demonstrated in turbulent non reacting flow to quantify the entropy generation sources. The new approaches were referred to as turbulence-based and Look-up table approaches (see Section 5.1). Agrebi et al. [33] evaluated the three different approaches (thermodynamics-based approach, turbulence-based method and look-up table ansatz) in the Sandia flame D and E while applying the hybrid filtered Eulerian stochastic field (ESF) method coupled with the flamelet generated manifold (FGM) in the LES framework.

The Sandia flames D and E are diffusion methane flames (25% CH4 and 75% air) with the same jet composition but different inlet velocities leading to higher Re in flame E than in flame D, see in Agrebi et al. [33]. The numerical simulations were performed using structured mesh refined near the piloted CH4/Air jet flames configuration’s walls and in the main jet where strong gradients of velocity, temperature, mass species, etc. are present.

The first step was to compare and validate the achievements with respect to the entropy generation source terms using the outcome from Safari et al. [32] for Sandia flame D. Figure 4 shows that the three approaches deliver similar results and comparable to those from Safari et al. [32]. In particular, the new approaches reduce the computational cost for the entropy analysis especially the look-up-table-based approach to the order of 20-times less than the thermodynamics-based method.

The second step was to analyze the features of the entropy production in Sandia flames in terms of quantitative prediction values. Thus, the application of the look-Up table based approach was recently extended by Agrebi et al. [138] to flame F. It was found that the entropy generation increases with the Reynolds number (From flame D to F). Similar to Safari et al.’s [32] work, the heat transfer and the chemical emerge as the main responsible of the entropy generation for all flames as depicted in Figure 5, which displays the irreversibility ratios for each involved process for Sandia flames D, E and F. Since the entropy generation increases with Reynolds number (From flame D to F), it is found that the exergy efficiency decreases as shown in Figure 6.
Figure 4. Radial profile of the volumetric entropy from heat transfer (top) and mass diffusion (bottom): Comparison of three approaches (thermodynamics-based, turbulence-based and look-up-table-based approach) at the 1D axial position for flame D (left) and flame E (right) (modified from [33,138]).

Figure 5. Irreversibility ratio of heat transfer, chemical reaction, mass diffusion and viscous dissipation processes as a function of the Re-number for Sandia flames D, E and F obtained by using the look-up-table-based method (modified from [33,138]).
Agrebi et al. [138], while investigating flame E and F, included the exhaust gas exergy and figure out the following three conclusions: (1) the chemical exergy content of exhaust gases decreases going towards the combustion chamber outlet, (2) the temperature decrease reduces the chemical exergy of the exhaust gases, and (3) the chemical exergy of the exhaust gases exhibit the same behavior as the combustion emissions since its evolution follows the mass fractions of exhaust gases species.

To further extend the applicability of the entropy generation analysis technique to other combustion modes, Dressler et al. [139] recently investigated the entropy generation in stratified premixed flames relying on a chemistry tabulation strategy in coupling with the T-FDF equation solved by means of the Eulerian stochastic field method. The approach was first validated for laminar stratified flame and then adopted to compute the Darmstadt stratified burner under two operating conditions featuring the same level of stratification but different levels of shear.

The heat transfer has the major contribution in entropy generation exceeding the chemical reaction, which represents the second main responsible for the exergy destruction. The authors also revealed the effect of shear level variation on the entropy production: higher shear leads to higher entropy generation through heat, mixing and viscous dissipation and decreases the contribution of chemical reaction to the total entropy produced, and this effect is largely noticeable for the heat transfer source term.

The reported works [32,33,138,139] (see also Table A1 in Appendix A) focused on the entropy generation analysis in combustion systems within the LES framework constitute a large step towards building efficient, accurate and inexpensive tools for second law analysis. Their evaluation shall be further performed in other combustion configurations and extended to complex or/and practical applications, such as multiphase reactive flows and IC engines.

Moreover, effects, such as non-adiabaticity, differential diffusion, phase change, particle turbulent dispersion, collision, coalescence and breakup, are not yet included. Such tasks are required to finally provide an entropy-based optimization tool that deals suitably with a wide range of combustion modes in combustion systems and includes the main involved phenomena in entropy generation process.
5.3. Near-Wall Challenges in EGA Using LES

In many energy systems, such as internal combustion engines, gas turbines, heat exchangers and converter monolith channels in after-treatment devices, wall-bounded processes take place and involve complex interactions that may include conjugate heat transfer. It is well-known that LES is itself challenging near the wall. This is mainly due to the thin momentum, thermal or/and concentration boundary layers at the wall surface that have to be fully resolved in classical LES and requires fine spatial resolution, in particular for turbulent flows with high Reynolds and Prandtl/Schmidt numbers.

To overcome this issue, it is common practice in LES to use a near-wall modeling approach to reduce the required computational effort of the simulation. In general, such near-wall modeling strategies can be categorized into three approaches—namely, those based on wall functions (WFLES), two-layer RANS–LES (zonal LES) and hybrid RANS–LES methods [140]. Recent reviews can be found in [141].

In [142], the authors performed first entropy generation analysis using the various models that include conjugate heat transfer. To the author’s present knowledge, published reports on EGA using LES in near-wall that consider species concentration together with chemical reactions are not yet available. This aspect requires special attention and more appropriate research activities, in which the wall properties and structure (solid, porous, rough, etc.) should be considered as they are of interest in many applications other than IC engines, gas turbines and power plants, such as fire safety.

6. EGA as an Optimization Tool

Exploiting the ability to quantify the degree of irreversibility by means of the entropy generation, which can be considered as a function that depends on the path followed by the thermodynamic process and on geometrical parameters of the system design, made it possible to use the Entropy Generation Analysis along with the Entropy Generation Minimization (EGM) [8,143]; see also [31] for optimization purposes.

Bejan [8] was the first to provide a review of the development and adoption of the Entropy generation minimization (finite time thermodynamics, or thermodynamic optimization) in several sectors of relevant practical importance, such as cryogenics, heat transfer, education, storage systems, solar power plants, nuclear and fossil power plants, as well as refrigerators. Ordonez et al. [143] reported, in their recent review on the thermodynamic methods of analysis, the concepts of the exergy and entropy generation in order to assess system performance by means of metrics that quantify the degrees of irreversibility.

In this respect, other processes may require Entropy Generation Maximization for their optimization [144], such as a coupled biosphere–atmosphere system or multiphase system with spray atomization process and its subsequent evaporation in combustion chambers.

As usual in optimization tasks, both methods enable the formulation of constrained optimization problems in which the objective function is the entropy generation, the degrees of freedom include typically operational and geometrical parameters, and the constraints are associated with the finite resources (heat transfer areas, system volume, etc.) [143].

The method encompasses both modeling and optimization and can be implemented in following three steps: First, a model for the system is constructed using the laws of thermodynamics as a framework. Fluxes and interactions are incorporated into the model from related disciplines, typically heat transfer and fluid mechanics. These introduce geometrical features of the system and related degrees of freedom.

Secondly, the entropy generation (or its rate) is computed generally in one of following methods. In the direct or lumped method, the second law is utilized directly to compute the total entropy generation rate in the system where it equals the net outflow of entropy from the system. In the second method, the local entropy generation rates (per unit volume) due to different phenomena (viscous friction, heat transfer, mass diffusion, coupling term between the mass and heat transfer and chemical reaction) present in the system are calculated. This tends to be used in connection with CFD approaches.
Third, the entropy generation is minimized by solving a constrained optimization problem. This can, on occasion, be accomplished analytically but often requires numerical approaches. In principle, any suitable function minimization approach can be used [143].

Arjmandi and Amani [145] simulated the turbulent combustion of a mixed bluff-body-swirl stabilized flame in a gas turbine combustion chamber. RANS-based governing equations were used (continuity, momentum, species transport and ideal gas law) together with the RNG k-ε model in conjunction with the eddy-dissipation model for the averaged reaction rate. Two methods, i.e., the direct and indirect methods, for calculating the entropy generation were applied.

The effects of different parameters, including the equivalence ratio, fuel-inlet flow rate, bluff-size ratio, swirl number and air-inlet velocity, on the entropy generation could be monitored. This allowed to perform the design process of the combustion chamber by proposing the optimum value of each parameter based on the EGM method, i.e., by minimizing the total entropy generation under the two maximum allowable temperature and size constraints.

Even though the methods, which involve different approximations, differ by about 6% in average, the entropy generation rate due to chemical reaction amounts the largest portion of the total entropy generation. The entropy generations due to chemical reaction and heat transfer are opposing factors whose trade-off results in the optimum design condition of this chamber. Other contributions can be mentioned.

Nevertheless, an overview of contributions dealing with optimization of systems involving mass transfer, chemical reactions and other transport phenomena can be found in [5], while further examples of entropy generation minimization and thermodynamic optimizations are provided in a recent mini-review [143].

In framework of LES, Ries et al. [31] were the first to apply the entropy generation analysis to characterize and optimize a turbulent impinging jet on a heated solid surface. Chemical reactions were not considered at this stage. Thereby, model equations that allow calculation of entropy generation rates in the post-processing phase of LES to ensure economical computation costs have been suggested and used.

The impacts of plate inclinations and Reynolds numbers on the turbulent heat and fluid flow properties were investigated numerically, and the implication on the thermodynamic performance of such flow arrangements was deduced. An inclination angle of 90 degree allowed the most efficient use of energy. By increasing the Reynolds number, the heat transfer intensifies and the second law efficiency of the system increases. Such efforts using LES shall be extended to optimize combustion systems by means of EGA.

7. Conclusions

This paper focused on providing an overview of different contributions dedicated to entropy generation analysis in turbulent combustion systems. We covered the effects of various parametric studies, including wall boundedness conditions, flow operating conditions, combustion regimes, fuels along with alternative fuels and application geometries.

First, the difficulties of performing comprehensive experiments that may support the understanding of entropy generation phenomena were outlined. Then, different approaches and models to evaluate the entropy generation source terms in the context of DNS, RANS and LES were reviewed. In particular, three main methodologies or modeling degrees for the treatment of EGA using RANS and LES were outlined. Secondly, the description paths were classified in terms of experimental investigations and numerical simulations in which various applications were presented and discussed. The latter include generic or canonical configurations, IC engines, gas turbines and power plants.

In terms of the criteria selected for this review, the following inferences can be drawn. First, in terms of the models and approaches for entropy generation analysis:
• Entropy generation modeling using DNS is still computationally expensive and difficult for detailed reaction mechanisms and complex reacting flow configurations.

• In the RANS context, the dissipative nature of the turbulence models as well as the inability to accurately predict the turbulence–chemistry interactions despite of the use of PDF methods, make the approaches used for entropy generation prediction not very accurate, and they can only be applied as a tool to quickly gain a general impression about the second law analysis of the investigated system.

• Investigations within the LES context emerge as promising since new approaches are introduced that are not computationally expensive while being accurate, particularly in representing turbulence–chemistry interactions.

• Different approaches suggested to quantify the entropy generations source terms in the different turbulence framework are still dealing with single phase turbulent flows. Entropy generated in turbulent multiphase flows or sprays, including phase change as well as other processes, such as breakup, collision, coalescence and turbulent dispersion, still need to be considered.

• Soret and Dufour effects are rarely included in entropy generation modeling approaches since, in most of hydrocarbon-air and hydrogen-air flames, these effects have an insignificant role.

Secondly, in terms of application complexity in both experimental and numerical modeling aspects:

• Most experimental investigations are performed in IC engines; however, the tendency is increasing in gas turbines and power plants. All these investigations are focused on simply calculating the exergy efficiency through an exergy balance of the system and observing the effects of certain operating parameters on the gained exergy.

• Experiments found in the literature demonstrated the limitations of experiment-based investigations, since the different entropy generation source terms during combustion and the contribution of each term cannot yet be retrieved by the existing measurement techniques.

• Numerical applications of entropy generation analysis using DNS are rarely found in the literature. Despite the fact that the existing simulations are performed using a single step reaction mechanism, which surely affected the accuracy of the quantitative prediction of the entropy generation analysis, the provided findings remain qualitatively valid, such as the great influence of the wall boundary conditions on entropy generation.

• RANS-based simulations as performed in the literature to quantify the entropy generation source terms allow the report of the major contributions of heat transfer and chemical reactions and to outline the effects of certain operating conditions on the exergy efficiency in IC engines. The presented applications were limited to simply use the exergy balance for computing the exergy efficiency without giving access to the different entropy source terms especially during combustion. Nevertheless, they made it possible to gain some insights into the relationship between the soot formation and entropy production. Such RANS-based investigations were performed under several assumptions for the sake of simplicity, which can affect the accuracy of the results.

• Different approaches for entropy generation analysis as suggested in the LES context were tested only in Sandia and stratified flames. In both cases, the heat transfer is primarily responsible for entropy generation followed by the chemical reaction.

• The assessment of the new developed approaches shall be further performed in other combustion configurations and extended to complex or practical applications, such as multiphase reactive flows and IC engines. Moreover, effects, including non-adiabaticity, differential diffusion, phase change, particle turbulent dispersion, collision, coalescence and breakup, shall be integrated in order to result in an efficient, accurate and inexpensive tool for second law analysis.
The listed remaining tasks are required to finally provide an entropy-based optimization tool that deals with a suitably wide range of combustion modes in combustion systems and includes the main involved phenomena in the entropy generation process.
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### Nomenclature

| List of symbols | List of greek letter |
|-----------------|----------------------|
| $Ex$ Exergy | $\Omega$ Angular speed |
| $T$ Temperature | $\Phi$ Equivalence ratio |
| $Cp$ Specific heat capacity | $\rho$ Density |
| $LHV$ Lower heat value | $\lambda$ Thermal conductivity |
| $Tr$ Engine torque | $\tau$ Viscous stress |
| $P$ Pressure | $\mu$ Dynamic viscosity |
| $V$ Volume | $\nu$ Stoichiometric coefficients |
| $Q$ Heat flux rate | $\beta$ Dimensionless number (=1) |
| $m$ Mass flow | $\alpha$ Specie |
| $R$ Gas constant | $\Pi$ Entropy source term |
| $Y$ Mass fraction | $\omega$ Reaction source term |
| $u$ Velocity | $\phi$ flow variable |
| $t$ time | $\varepsilon$ Dissipation rate |
| $F$ Body forces | $\psi$ Mass fraction variance |
| $e$ Energy | $\theta$ Temperature variance |
| $h$ Specific enthalpy | $\chi$ Scalar dissipation |
| $j$ Diffusive mass flux | $\gamma$ Ratio of specific heats |
| $Ns$ Number of species | $\phi$ Quantity of unresolvedness |
| $M$ Molecular mass | $\Psi$ Irreversibility ratio |
| $r$ Molar net rate production | $v$ Kinematic viscosity |
| $I$ Identity tensor | $\delta$ Kronecker delta |
| $S$ Source term | $\Delta$ Grid filter width |
| $c$ Molar concentration | $\Theta$ Crank angle |

| List of subscripts | List of superscripts |
|-------------------|----------------------|
| $Ea$ Activation energy | $\text{in}$ Input |
| $A$ Arrhenius pre-exponential | $\text{dest}$ Destruction |
| $s$ entropy | $\text{Ambiant}$ Ambient |
| $D$ Diffusion coefficient | $\text{ch}$ Chemical |
| $Le$ Lewis number | $\text{ph}$ Physical |
| $X$ Mole fraction | $\text{gen}$ Generation |
| $x$ spatial coordinate | $r$ Reaction |
| $k$ Turbulent kinetic energy | $m$ Mixture |
| $Z$ Mixture fraction | $i, j$ Coordinate directions |
| $Ma$ Mach number | $\eta$ Heat |
| $S_t$ Laminar burning velocity | $v$ Viscous |
| $f$ Probability density function | $d$ Diffusion |
| $Sc$ Schmidt number | $L$ Local |
| $g$ free Gibbs energy | $c$ Progress variable |
| $Pr$ Prandtl number | $t$ Turbulent |

**Nomenclature**

- **Exergy**
- **Temperature**
- **Specific heat capacity**
- **Lower heat value**
- **Engine torque**
- **Pressure**
- **Volume**
- **Heat flux rate**
- **Mass flow**
- **Gas constant**
- **Mass fraction**
- **Velocity**
- **Time**
- **Body forces**
- **Energy**
- **Specific enthalpy**
- **Diffusive mass flux**
- **Number of species**
- **Molecular mass**
- **Molar net rate production**
- **Identity tensor**
- **Source term**
- **Molar concentration**
- **Rate constant of chemical reaction**
- **Activation energy**
- **Arrhenius pre-exponential**
- **Entropy**
- **Diffusion coefficient**
- **Lewis number**
- **Mole fraction**
- **Spatial coordinate**
- **Turbulent kinetic energy**
- **Mixture fraction**
- **Mach number**
- **Laminar burning velocity**
- **Probability density function**
- **Schmidt number**
- **Free Gibbs energy**
- **Prandtl number**

**List of subscripts**

- **in** Input
- **dest** Destruction
- **Ambiant** Ambient
- **ch** Chemical
- **ph** Physical
- **gen** Generation
- **r** Reaction
- **m** Mixture
- **i, j** Coordinate directions
- **Heat**
- **Viscous**
- **d** Diffusion
- **L** Local
- **c** Progress variable
- **t** Turbulent

**List of superscripts**

- **Resolved**
- **Sub-grid scale**
- **Resolved**
- **Input**
- **Ambiant**
- **Chemical**
- **Physical**
- **Generation**
- **Reaction**
- **Mixture**
- **Coordinate directions**
- **Heat**
- **Viscous**
- **Diffusion**
- **Local**
- **Progress variable**
- **Turbulent**
- **Sub-grid scale**
Appendix A

Table A1. A summary of previous works on entropy generation in various applications using different numerical (modeling) and experimental approaches.

| Application                    | Components with Reacting Flow | 1D | RANS | LES | DNS | Entropy Source Terms Calculation Method | Exp. |
|--------------------------------|--------------------------------|----|------|-----|-----|----------------------------------------|------|
| Power plant                   | Combustion Chamber            | [57,61,63,65,67,68] | -   | -   | -   | -                                      | [57,58,68] |
| Stationary gas turbine        | Combustion Chamber            | [71-73] | -   | -   | -   | -                                      |       |
| Aircraft gas turbine          | Combustion Chamber            | [74-79] | -   | -   | -   | -                                      |       |
| IC engine                     | non premixed                  | -   | [21,22,111,113,115] | [32,33,138] | - | PDF/tabulated/turbulence/DNS data/thermodynamic | -     |
| Jet flame                     | premixed                      | [109] | -   | -   | -   | -                                      |       |
|                               | Dilution H2                   | -   | [21] | -   | -   | tabulated/turbulence/DNS data/thermodynamic | -     |

References

1. Bejan, A. Fundamentals of exergy analysis, entropy generation minimization, and the generation of flow architecture. *Int. J. Energy Res.* 2002, 26, 545–565. [CrossRef]
2. Nishida, K.; Takagi, T.; Kinoshita, S. Analysis of entropy generation and exergy loss during combustion. *Proc. Comb. Inst.* 2002, 29, 869–874. [CrossRef]
3. Keenan, J. Availability and irreversibility in thermodynamics. *Brit. J. Appl. Phys.* 1951, 2, 183–192. [CrossRef]
4. Som, S.K.; Datta, A. Thermodynamic irreversibilities and exergy balance in combustion processes. *Prog. Energy Combust.* 2008, 34, 351–376. [CrossRef]
5. Sciacovelli, A.; Verda, V.; Sciubba, E. Entropy generation analysis as a design tool—A review. *Renew. Sustain. Energy Rev.* 2015, 43, 1167–1181. [CrossRef]
6. Bejan, A. Second law analysis in heat transfer. *Energy* 1980, 5, 720–732. [CrossRef]
7. Bejan, A. Method of entropy generation minimization, or modeling and optimization based on combined heat transfer and thermodynamics. *Rev. Gen. Therm.* 1996, 35, 637–646. [CrossRef]
8. Bejan, A. *Entropy Generation Minimization: The Method of Thermodynamic Optimization of Finite-Size Systems and Finite-Time Processes*, 1st ed.; CRC Press: Boca Raton, FL, USA, 1995.
9. Sahin, A.Z.; Ben-Mansour, R. Entropy generation in laminar fluid flow through circular pipe. *Entropy* 2003, 5, 404–416. [CrossRef]
10. Wang, W.; Zhang, Y.; Liu, J.; Li, B.; Sunden, S. Entropy generation analysis of fully developed turbulent heat transfer flow in inward helically corrugated tubes. *Numer. Heat Transf. A-Applic.* 2018, 37, 788–805. [CrossRef]
11. Esfahani, J.A.; Shahabi, P.B. Effect of non-uniform heating on entropy generation for laminar developing pipe flow of a high prandtl number fluid. *Energy Convers. Manag.* 2010, 52, 2087–2097. [CrossRef]
12. Saqr, K.M.; Shehata, A.I.; Taha, A.A.; El-Azm, M.A. Cfd modelling of entropy generation in turbulent pipe flow: Effects of temperature difference and swirl intensity. *Appl. Therm. Eng.* 2016, 100, 999–1006. [CrossRef]
13. Kock, F.; Herwig, H. Local entropy production in turbulent shear flows: A high-Reynolds number model with wall functions. *Int. J. Heat Mass Transf.* 2004, 47, 2205–2215. [CrossRef]
14. Ji, Y.; Zhang, H.C.; Yang, X.; Shi, L. Entropy generation analysis and performance evaluation of turbulent forced convective heat transfer to nanofluids. *Entropy* 2017, 19, 108. [CrossRef]
15. Ries, F.; Janicka, J.; Sadiki, A. Thermal transport and entropy production mechanisms in a turbulent round jet at supercritical thermodynamic conditions. *Entropy* 2017, 19, 404. [CrossRef]
16. Okong’o, N.A.; Bellan, J. Direct numerical simulations of transitional supercritical binary mixing layers: Heptane and nitrogen. *Int. J. Fluid Mech.* 2002, 464, 1–34. [CrossRef]
17. Mohens, M.; Bazargan, M. Entropy generation in turbulent mixed convection heat transfer to highly variable property pipe flow of supercritical fluids. *Energy Convers. Manag.* 2014, 87, 552–558.
18. Datta, A. Effects of gravity on structure and entropy generation of confined laminar diffusion flames. *Int. J. Therm. Sci.* 2005, 44, 429–440. [CrossRef]
19. Yapici, H.; Kayataş, N.; Albayrak, B.; Baştkür, G. Numerical calculation of local entropy generation in a methane-air burner. *Energy Convers. Manag.* 2005, 46, 1885–1919. [CrossRef]
20. Farran, R.; Chakraborty, N. A direct numerical simulation-based analysis of entropy generation in turbulent premixed flames. *Entropy* 2013, 15, 1540–1566. [CrossRef]
21. Emadi, A.; Emami, M.D. Analysis of entropy generation in a hydrogen-enriched turbulent non-premixed flame. *Int. J. Hydrogen Energy* 2013, 38, 5961–5973. [CrossRef]
22. Khaledid, S.; Ahmed, O.; Fouzi, T. Entropy generation in turbulent syngas counter-flow diffusion flames. *Int. J. Hydrogen Energy* 2017, 42, 29532–29544.
23. Ries, F.; Li, Y.; Klingenberg, D.; Nishad, K.; Janicka, J.; Sadiki, A. Near-wall thermal processes in an inclined impinging jet: Analysis of heat transport and entropy generation mechanisms. *Energies* **2018**, *11*, 1354. [CrossRef]
24. Shuja, S.Z.; Yibas, B.S.; Budair, M.O. Local entropy generation in an impinging jet: Minimum entropy concept evaluating various turbulence models. *Comput. Method. Appl. M* **2001**, *190*, 3623–3644. [CrossRef]
25. Drost, M.K.; White, M.D. Numerical predictions of local entropy generation in an impinging jet. *J. Heat Transf.* **1991**, *113*, 823–829. [CrossRef]
26. Oztöp, H.F.; Al-Salem, K. A review on entropy generation in natural and mixed convection heat transfer for energy systems. *Renew. Sustain. Energy Rev.* **2011**, *16*, 911–920. [CrossRef]
27. Chakraborty, N. Modeling of Entropy Generation in Turbulent Premixed Flames for Reynolds Averaged Navier–Stokes Simulations: A Direct Numerical Simulation Analysis. *ASME J. Energy Resour. Technol.* **2015**, *137*, 32201. [CrossRef]
28. Herwig, H.; Kock, F. Local entropy production in turbulent shear flows: A tool for evaluating heat transfer performance. *J. Therm. Sci.* **2006**, *15*, 2205–2215. [CrossRef]
29. Schmandt, B.; Herwig, H. Diffusor and nozzle design optimization by entropy generation minimization. *Entropy* **2011**, *13*, 1380–1402. [CrossRef]
30. Ghisu, T.; Cambuli, F.; Puddu, P.; Mandas, N.; Seshadri, P.; Parks, G.T. Numerical evaluation of entropy generation in isolated airfoils and wells turbines. *Meccanica* **2018**, *56*, 3437–3456. [CrossRef]
31. Ries, F.; Li, Y.; Nishad, K.; Janicka, J.; Sadiki, A. Entropy generation analysis and thermodynamic optimization of jet impingement cooling using large eddy simulation. *Energies* **2019**, *12*, 129. [CrossRef]
32. Safari, M.; Hadi, F.; Reza, M.; Sheikhi, H. Progress in the prediction of entropy generation in turbulent flows using large eddy simulation. *Energies* **2014**, *16*, 5195–5177. [CrossRef]
33. Agrebi, S.; Dreßler, L.; Nicolai, H.; Ries, F.; Nishad, K.; Sadiki, A. Analysis of Local Exergy Losses in Combustion Systems Using a Hybrid Filtered Eulerian Stochastic Field Coupled with Detailed Chemistry Tabulation: Cases of Flames D and E. *Energies* **2021**, *14*, 6315. [CrossRef]
34. Ream, A.E.; Slattery, J.C.; Cizmas, P.G.A. The second law of thermodynamics and the numerical simulation of transport phenomena with chemical reactions. In Proceedings of the 10th International Conference on Computational Fluid Dynamics (ICCFD10), Barcelona, Spain, 9–13 July 2018.
35. Web of Science. Available online: https://www.webofscience.com/wos/woscc/basic-search (accessed on 5 August 2022).
36. el Hessaini, M.K. Review of the New Combustion Technologies in Modern Gas Turbines. In *Progress in Gas Turbine Performance*; Benini, E., Ed.; IntechOpen: London, UK, 2013.
37. Canakci, M.; Hosoz, M. Energy and exergy analyses of a diesel engine fuelled with various biodiesels. *Energy Sources Part B Econ. Plan. Policy* **2006**, *1*, 379–394. [CrossRef]
38. Ghazikhani, M.; Feyz, M.E.; Joharchi, A. Experimental investigation of the exhaust gas recirculation effects on irreversibility and brake specific fuel consumption of indirect injection diesel engines. *Appl. Therm. Eng.* **2010**, *30*, 1711–1718. [CrossRef]
39. Sekmen, P.; Yilbaş, Z. Application of energy and exergy analyses to a CI engine using biodiesel fuel. *Math. Comput. Appl.* **2011**, *16*, 797–808. [CrossRef]
40. Mohammadkhani, F.; Khailiary, S.; Mirzaee, I. Energetic and exergetic analysis of internal combustion engine cogeneration system. *J. Energy Eng. Manag.* **2012**, *2*, 24–31.
41. Panigrahi, N.; KumarMohanty, M.; RanjanMishra, S.; Mohanty, R.C. Performance, emission, energy, and exergy analysis of a C.I. engine using Mahua Biodiesel Blends with Diesel. *Int. Sch. Res. Not.* **2012**, *2012*, 749–762. [CrossRef]
42. Özk, A. A comparative study on energy and exergy analyses of a CI engine performed with different multiple injection strategies at part load: Effect of injection pressure. *Entropy* **2015**, *17*, 244–263. [CrossRef]
43. Meisami, F.; Ajam, H. Energy, exergy and economic analysis of a Diesel engine fueled with castor oil biodiesel. *Int. J. Energy Res.* **2015**, *16*, 691–702. [CrossRef]
44. Sayin Kul, B.; Kahraman, A. Energy and Exergy Analyses of a Diesel Engine Fuelled with Biodiesel-Diesel Blends Containing 5% Bioethanol. *Entropy* **2016**, *18*, 387. [CrossRef]
45. Kamboj, S.K.; Karimi, M.N. Exergy analysis of internal combustion engine based cooling cycle. *Int. Therm. Environ. Eng.* **2018**, *16*, 113–118. [CrossRef]
46. Jannatkhah, J.; Najafi, B.; Ghaedi, H. Energy-exergy analysis of compression ignition engine running with biodiesel fuel extracted from four different oil-based materials. *Int. J. Green Energy* **2019**, *16*, 749–762. [CrossRef]
47. Teng, H.; Kinoshita, C.M.; Masutani, S.M.; Zhou, J. Entropy generation in multicomponent reacting flows. *J. Energy Resour.-ASME* **1998**, *120*, 226–232. [CrossRef]
48. Datta, A.; Som, S.K. Energy and exergy balance in a gas turbine combustor. *Proc. Inst. Mech. Eng.* **1999**, *213*, 23–32. [CrossRef]
49. Sanli, B.G.; Özcanli, M.; Serin, H. Assessment of thermodynamic performance of an IC engine using microalgae biodiesel at various ambient temperatures. *Fuel* **2020**, *277*, 118108. [CrossRef]
50. Sahoo, B.B.; Dabi, M.; Saha, U.K. A Compendium of Methods for Determining the Exergy Balance Terms Applied to Reciprocating Internal Combustion Engines. *J. Energy Resour. Technol.* **2021**, *143*, 120801. [CrossRef]
51. Dimitrova, Z.; Marechal, F. Energy Integration on Multi-periods for Vehicle Thermal Powertrains. *Can. J. Chem. Eng.* **2017**, *95*, 235–264. [CrossRef]
Entropy 2022, 24, 1099

30 of 33

52. Khaliq, A.; Trivedi, S.K. Second Law Assessment of a Wet Ethanol Fuelled HCCI Engine Combined with Organic Rankine Cycle. ASME J. Energy Resour. Technol. 2012, 134, 22201. [CrossRef]

53. Salek, F.; Babaie, M.; Ghodsi, A.; Hosseini, S.V.; Zare, A. Energy and Exergy Analysis of a Novel Turbo-compounding System for Supercharging and Mild Hybridization of a Gasoline Engine. J. Therm. Anal. Calorim. 2020, 145, 817–828. [CrossRef]

54. Ntziachristos, L.; Samaras, Z.; Zervas, E.; Dohlhe, P. Effects of a Catalysed and an Additized Partied Filter on the Emissions of a Diesel Passenger Car Operating on Low Sulphur Fuels. Atmos. Environ. 2005, 39, 4925–4936. [CrossRef]

55. Rakopoulos, C.D.; Giakoumis, E.G. Second-law analyses applied to internal combustion engines operation. Prog. Energy Combust. Sci. 2006, 32, 2–47. [CrossRef]

56. Chaudhary, V.; Gakkhar, R.P. Application of Exergy Analysis to Internal Combustion Engine: A Review. J. Aeronaut. Automot. Eng. (JAAE) 2015, 2, 101–106

57. Ibrahim, T.K.; Basrawi, F.; Awad, O.I.; Abdullah, A.N.; Najafi, G.; Mamat, R.; Hagos, F.Y. Thermal performance of gas turbine power plant based on exergy analysis. Appl. Therm. Eng. 2017, 115, 977–985. [CrossRef]

58. Haouam, A.; Derbal, C.; Mzad, H. Thermal performance of a gas turbine based on exergy analysis. In Proceedings of the 12th International Conference on Computational Heat, Mass and Momentum Transfer (ICCHMT), Rome, Italy, 3–6 September 2019.

59. Omar, J.K.; Thamir, K.I.; Firas, B.I.; Ahmed, T.A.; Saiful, H.B.A.H. Modeling and analysis of optimal performance of a coal-fired power plant based on exergy evaluation. Energy Rep. 2022, 8, 2179–2199.

60. Haseli, Y.; Hornbostel, K. Demonstration of an inverse relationship between thermal efficiency and specific entropy generation for combustion systems. J. Energy Resour. Technol. 2018, 141, 14501. [CrossRef]

61. Alberto, F.; Samiran, S.; Rosaria, V. Exergetic analysis of a natural gas combined-cycle power plant with a molten carbonate fuel cell for carbon capture. Sustainability 2022, 14, 533. [CrossRef]

62. Ismail, N.C.; Abdullah, M.Z.; Mustafa, K.F.; Mazlan, N.M.; Gunnasegaran, P.; Irawan, A.P. Double-Layer Micro Porous Media Burner from Lean to Rich Fuel Mixture: Analysis of Entropy Generation and Exergy Efficiency. Energy 2021, 23, 1663. [CrossRef]

63. Temraz, A.; Rashad, A.; Elweteedy, A.; Aloibad, F.; Epple, B. Energy and Exergy Analyses of an Existing Solar-Assisted Combined Cycle Power Plant. Appl. Sci. 2020, 10, 4980. [CrossRef]

64. Aloibad, F.; Ströhle, J. Thermochemical Conversion Processes for Solid Fuels and Renewable Energies. Appl. Sci. 2021, 11, 1907. [CrossRef]

65. Temraz, A.; Alobaid, F.; Link, J.; Elweteedy, A.; Epple, B. Development and Validation of a Dynamic Simulation Model for an Integrated Solar Combined Cycle Power Plant. Energies 2021, 14, 3304. [CrossRef]

66. Aljundi, I.H. Energy and exergy analysis of a steam power plant in Jordan. Appl. Therm. Eng. 2009, 29, 324–328. [CrossRef]

67. Vuckovic, G.D.; Stojiljkovic, M.M.; Vukic, M.V.; Stefanovic, G.M.; Dedec, E.M. Advanced Exergy Analysis Furthermore, Exergoeconomic Performance Evaluation Of Thermal Processes In An Existing Industrial Plant. Energy Convers. Manag. 2014, 85, 655–662. [CrossRef]

68. Fang, R.; Mangal, S.K.; Suman, G. Energy and Exergy Analysis of Thermal Power Plant at Design and Off Design Load. Int. Adv. Res. J. Sci. Eng. Technol. 2016, 3, 29.

69. Kumar, U.; Pal, M.K.; Bahirat, S. A review of exergy and energy analysis of coal based combined thermal power plant. Int. J. Adv. Manag. Technol. Eng. Sci. 2018, 8, 1525–1534.

70. Hamayun, M.H.; Hussain, M.; Shafiq, I.; Ahmed, A.; Park, Y.K. Investigation of the thermodynamic performance of an existing steam power plant via energy and exergy analyses to restrain the environmental repercussions: A simulation study. Environ. Eng. Res. 2021, 27. [CrossRef]

71. Peng, P.; Kirtipal, B.; Andres, J.G.; Junior, N. Waste heat recovery in CO2 compression. Int. J. Greenh. Gas Control. 2014, 30, 86–96.

72. Guillermo, V.O.; Carlos, A.P.; Jhan, P.R. Thermoeconomic modelling and parametric study of a simple ORC for the recovery of waste heat in a 2 MW gas engine under different working fluids. Appl. Sci. 2019, 9, 4526. [CrossRef]

73. Samira, M.M.; Rahim, K.S.; Mohammad, N. Comparison of different optimized heat driven power-cycle configurations of a gas engine. Appl. Therm. Eng. 2020, 179, 115768.

74. Ramazan, A.; Onder, T.; Onder, A.; Hakan, A.; Kateryna, S. Environmental impact assessment of a turboprop engine with the aid of exergy. Energy 2013, 58, 646–671.

75. Onder, T.; Hakan, A. Exergetic and exergo-economic analyses of an aero-derivative gas turbine engine. Energy 2014, 74, 638–650.

76. Yasin, S.; Emin, A.; Arif, H.; Hikmet, K.T. Advanced exergy analysis of an aircraft gas turbine engine: Splitting exergy destructions into parts. Energy 2015, 90, 1219–1228.

77. Fernandes, A.; Woudstra, T.; Aravind, P.V. System simulation and exergy analysis on the use of biomass-derived liquid-hydrogen for SOFC/GT powered aircraft. Int. J. Hydrogen Energy 2015, 40, 4683–4697. [CrossRef]

78. Ramazan, A.; Onder, T.; Hakan, A. Dynamic exergo-environmental analysis of a turboprop aircraft engine at various torques. Energy 2019, 186, 115894.

79. Ramazan, A.; Onder, T. Economy and exergy of aircraft turboprop engine at dynamic loads. Energy 2020, 213.

80. Mahmud, S.; Fraser, R.A. The second law analysis in fundamental convective heat transfer problems. Int. J. Therm. Sci. 2003, 42, 177–186. [CrossRef]

81. Mukherjee, P.; Biswas, G.; Nag, P.K. Second-law analysis of heat transfer in swirling flow through a cylindrical duct. J. Heat Transf. 1987, 109, 308–313. [CrossRef]
82. Sahin, A.Z. Second law analysis of laminar viscous flow through a duct subjected to constant wall temperature. *J. Heat Transf.* 1998, 120, 76–83. [CrossRef]
83. Sahin, A.Z. A second law comparison for optimum shape of duct subjected to constant wall temperature and laminar flow. *J. Heat Transf.* 1998, 33, 425–430.
84. Zimmermann, S.; Tiwari, M.K.; Meijer, I.; Paredes, S.; Michel, B.; Poulakikos, D. Hot water cooled electronics: Exergy analysis and waste heat reuse feasibility. *Int. J. Heat Mass Transf.* 2012, 55, 6391–6399. [CrossRef]
85. Poulakikos, D.; Johnson, J.M. Second law analysis of combined heat and mass transfer phenomena in external flow. *Energy* 1989, 14, 67–73. [CrossRef]
86. San, J.Y.; Worek, W.M.; Lavan, Z. Entropy generation in combined heat and mass transfer. *Int. J. Heat Mass Transf.* 1987, 30, 1359–1369. [CrossRef]
87. Ben Nejma, F.; Mazgar, A.; Abdallah, N.; Charrada, K. Entropy generation through combined non-grey gas radiation and forced convection between two parallel plates. *Energy* 2008, 33, 1169–1178. [CrossRef]
88. Mahmud, S.; Fraser, R.A. Mixed convection-radiation interaction in a vertical porous channel: Entropy generation. *Energy* 2003, 28, 1557–1577. [CrossRef]
89. Hotz, N.; Lee, M.T.; Grigoropoulos, C.P.; Senn, S.M.; Poulakikos, D. Exergetic analysis of fuel cell micropowerplants fed by methanol. *Int. J. Heat Mass Transf.* 2006, 49, 2397–2411. [CrossRef]
90. Hotz, N.; Senn, S.M.; Poulakikos, D. Exergy analysis of a solid oxide fuel cell micropowerplant. *J. Power Sources* 2006, 158, 333–347. [CrossRef]
91. Haworth, D.C.; Poinset, T.J. Numerical simulations of Lewis number effects in turbulent premixed flames. *J. Fluid. Mech.* 1992, 244, 405–436. [CrossRef]
92. Rutland, C.J.; Trouvé, A. Direct simulations of premixed turbulent flames with non-unity Lewis numbers. *Combust. Flame* 1993, 94, 41–57. [CrossRef]
93. Chakraborty, N.; Cant, R.S. Influence of Lewis Number on curvature effects in turbulent premixed flame propagation in the thin reaction zones regime. *Phys. Fluids* 2005, 17, 105105. [CrossRef]
94. Chakraborty, N.; Cant, R.S. Influence of Lewis number on strain rate effects in turbulent premixed flame propagation in the thin reaction zones regime. *Int. J. Heat Mass Transf.* 2006, 49, 2158–2172. [CrossRef]
95. Yuan, J.; Ju, Y.; Law, C.K. Coupled hydrodynamic and diffusional-thermal instabilities in flame propagation at small Lewis numbers. *Phys. Fluids* 2005, 17, 74106. [CrossRef]
96. Chakraborty, N.; Klein, M. Influence of Lewis number on the surface density function transport in the thin reaction zones regime for turbulent premixed flames. *Phys. Fluids* 2007, 20, 65102. [CrossRef]
97. Chakraborty, N.; Klein, M.; Swaminathan, N. Effects of Lewis number on reactive scalar gradient alignment with local strain rate in turbulent premixed flames. *Proc. Combust. Inst.* 2009, 32, 1409–1416. [CrossRef]
98. Chakraborty, N.; Katragadda, M.; Cant, R.S. Effects of Lewis number on turbulent kinetic energy transport in turbulent premixed combustion. *Phys. Fluids* 2011, 23, 75109. [CrossRef]
99. Veynante, D.; Trouvé, A.; Bray, K.N.C.; Mantel, T. Gradient and counter-gradient turbulent scalar transport in turbulent premixed flames. *J. Fluid Mech.* 1997, 332, 263–293. [CrossRef]
100. Grout, R.; Veynante, D.; Bougahanem, H.; Trouvé, A. Direct Numerical Simulation analysis of flame surface density concept for Large Eddy Simulation of turbulent premixed combustion. *Proc. Combust. Inst.* 1998, 27, 917–925. [CrossRef]
101. Charlette, F.; Meneveau, C.; Veynante, D. A power-law flame wrinkling model for LES of premixed turbulent combustion. Part I: Nondynamic formulation and initial tests. *Combust. Flame* 2002, 131, 159–180. [CrossRef]
102. Swaminathan, N.; Bray, K.N.C. Effect of dilatation on scalar dissipation in turbulent premixed flames. *Combust. Flame* 2005, 143, 549–565. [CrossRef]
103. Swaminathan, N.; Grout, R. Interaction of turbulence and scalar fields in premixed flames. *Phys. Fluids* 2006, 18, 45102. [CrossRef]
104. Grout, R. An age extended progress variable for conditioned reaction rates. *Phys. Fluids* 2007, 19, 105107. [CrossRef]
105. Han, I.; Huh, K.H. Roles of displacement speed on evolution of flame surface density for different turbulent intensities and Lewis numbers for turbulent premixed combustion. *Combust. Flame* 2008, 152, 194–205. [CrossRef]
106. Han, I.; Huh, K.H. Effects of Karlovitz number on the evolution of the flame surface density in turbulent premixed flames. *Proc. Combust. Inst.* 2009, 32, 1419–1425. [CrossRef]
107. Im, H.G.; Chen, J.H. Preferential diffusion effects on the burning rate of interacting turbulent premixed Hydrogen-Air flames. *Combust. Flame* 2002, 131, 246–258. [CrossRef]
108. Ghai, S.K.; Ahmed, U.; Chakraborty, N.; Klein, M. Entropy Generation during Head-On Interaction of Premixed Flames with Inert Walls within Turbulent Boundary Layers. *Entropy* 2022, 24, 463. [CrossRef] [PubMed]
109. Salimath, P.S.; Ertesvåg, I.S. Local entropy generation and entropy fluxes of a transient flame during head-on quenching towards solid and hydrogen-permeable porous walls. *Int. J. Hydrogen Energy* 2021, 46, 26616–26630. [CrossRef]
110. Sierra-Pallares, J.; del Valle, J.G.; García-Carrascal, P.; Ruiz, F.C. Numerical study of supercritical and transcritical injection using different turbulent Prandtl numbers: A second law analysis. *J. Supercrit. Fluid* 2016, 115, 86–98. [CrossRef]
111. Stanciu, D.; Isvoranu, D.; Marinescu, M. Second Law Analysis of Diffusion Flames. *Int. J. Appl. Thermodyn.* 2001, 4, 1–18.
112. Som, S.K.; Agrawal, G.K.; Chakraborty, S. Thermodynamics of flame impingement heat transfer. *J. Appl. Phys.* 2007, 102, 43506. [CrossRef]
113. Tehrani, F.B.; Abedinejad, M.S.; Mohammadi, M. Analysis of relationship between entropy generation and soot formation in turbulent Kerosene/Air jet diffusion flames. *Energy Fuels* 2019, 33, 9184–9195. [CrossRef]

114. Burke, S.P.; Schumann, T.E.W. Diffusion flames. *Ind. Eng. Chem.* 1928, 20, 998–1004. [CrossRef]

115. Nadim, P. Irreversibility of Combustion, Heat and Mass Transfer, Master of Science in Energy and Environment. Master’s Thesis, Norwegian University of Science and Technology, Trondheim, Norway, June 2011.

116. Magnusen, B.F.; Hjertager, B.H. On the Mathematical Model of Turbulent Combustion, with Special Emphasis on Soot Formation and Combustion. In Proceedings of the 16th Symposium On Combustion (The Combustion Institute), Cambridge, MA, USA, 15–20 August 1976.

117. Hall, R.; Smooke, M.; Colket, M. *Physical and Chemical Aspects of Combustion: A Tribute to Irvine Glassman*; Dryer, F.L., Sawyer, R.F., Eds.; Gordon and Breach: Philadelphia, PA, USA, 1997; p. 189.

118. Jafarmadar, S. Three-dimensional modeling and exergy analysis in Combustion Chambers of an indirect injection diesel engine. *Fuel* 2013, 107, 439–447. [CrossRef]

119. Jafarmadar, S. Exergy analysis of hydrogen/diesel combustion in a dual fuel engine using three-dimensional model. *Int. J. Hydrogen Energy* 2014, 39, 9505–9514. [CrossRef]

120. Abbasi, A.; Emamverdi, O. Influence of nozzle hole diameter on the first and second law balance in direct injection diesel engine. *Journal Power Technol.* 2014, 94, 20–33.

121. Hamdi, F.; Agrebi, S.; Idrissi, M.S.; Mondo, K.; Labiadh, Z.; Sadiki, A.; Chrigui, M. Impact of Spray Cone Angle on the Performances of Methane/Diesel RCCI Engine Combustion under Low Load Operating Conditions. *Entropy* 2022, 24, 650. [CrossRef] [PubMed]

122. Mondo, K.; Agrebi, S.; Hamdi, F.; Lakhal, F.; Sadiki, A.; Chrigui, M. Impact of Multi-Component Surrogates on the Performances, Pollutants, and Exergy of IC Engines. *Entropy* 2022, 24, 671. [CrossRef]

123. Slimi, K.; Saati, A.A. Entropy generation rate due to radiative transfer within a vertical channel filled with a semi-transparent porous medium. *Arab. J. Sci. Eng.* 2012, 37, 803–820. [CrossRef]

124. Caldas, M.; Semiao, V. Entropy generation through radiative transfer in participating media: Analysis and numerical computation. *J. Quant. Spectrosc. Radiat. Transf.* 2005, 96, 423–437. [CrossRef]

125. Mahmoud, S.; Fraser, R.A. Analysis of mixed convection—Radiation interaction in a vertical channel: Entropy generation. *Exergy Int.* J. 2002, 2, 330–339. [CrossRef]

126. Pope, S. PDF methods for turbulent reactive flows. *Prog. Energy Combust. Sci.* 1985, 11, 119–192. [CrossRef]

127. Pope, S.B. A monte carlo method for the PDF equations of turbulent reactive flow. *Combust. Sci. Technol.* 1981, 25, 159–174. [CrossRef]

128. Safari, M.; Sheikhii, M.R.H.; Janbozorgi, M.; Metghalchi, H.; Sheikhii, R.H. Entropy transport equation in large eddy simulation for local entropy generation analysis of turbulent flows. *Int. J. Energy Resour. Technol.* 2014, 3, 22002. [CrossRef]

129. Safari, M.; Sheikhii, M.R.H. Large eddy simulation for prediction of entropy generation in a non-premixed turbulent jet flame. *J. Energy Resour. Technol.* 2014, 136, 22002. [CrossRef]

130. Sheikhii, M.R.H.; Safari, M.; Metghalchi, H. Large Eddy simulation for local entropy generation analysis of turbulent flows. *J. Energy Resour. Technol.* 2012, 134, 41603. [CrossRef]

131. Sheikhii, M.R.H.; Givi, P.; Pope, S.B. Frequency-velocity-scalar filtered mass density function for large eddy simulation of turbulent flows. *Phys. Fluids* 2009, 21, 75102. [CrossRef]

132. Sheikhii, M.R.H.; Givi, P.; Pope, S.B. Velocity-scalar filtered mass density function for large eddy simulation of turbulent reacting flows. *Phys. Fluids* 2007, 19, 95106. [CrossRef]

133. Sheikhii, M.R.H.; Drozda, T.G.; Givi, P.; Pope, S.B. Velocity-scalar filtered density function for large eddy simulation of turbulent flows. *Phys. Fluids* 2003, 15, 2321. [CrossRef]

134. Lilly, D. The representation of small-scale turbulence in numerical simulation experiments. *IBM Form* 1967, 281, 95–210.

135. Schmidt, H.; Schumann, U. Coherent structure of the convective boundary layer derived from large-eddy simulations. *J. Fluid Mech.* 1989, 200, 511–562. [CrossRef]

136. Corrsin, S. On the spectrum of isotropic temperature fluctuations in an isotropic turbulence. *J. Appl. Phys.* 1951, 22, 469–473. [CrossRef]

137. TNF Workshop. Available online: [http://www.ca.sandia.gov/TNF](http://www.ca.sandia.gov/TNF) (accessed on 28 June 2021).

138. Agrebi, S.; Dreßler, L.; Nishad, K. The Exergy Losses Analysis in Adiabatic Combustion Systems including the Exhaust Gas Exergy. *Entropy* 2022, 24, 564. [CrossRef]

139. Dressler, L.; Nicolai, H.; Agrebi, S.; Ries, F.; Sadiki, A. Computation of Entropy Production in Stratified Flames Based on Chemistry Tabulation and an Eulerian Transported Probability Density Function Approach. *Entropy* 2022, 24, 615. [CrossRef]

140. Piomelli, U. Wall-layer models for large-eddy simulations. *Prog. Aerosp. Sci.* 2008, 44, 437–446. [CrossRef]

141. Li, Y.; Ries, F.; Leudesdorf, W.; Nishad, K.; Pati, A.; Hasse, C.; Janicka, J.; Jakirlic, S.; Sadiki, A. Non-equilibrium wall functions for large eddy simulations of complex turbulent flows and heat transfer. *Int. J. Heat Fluid Flow* 2021, 88. [CrossRef]

142. Li, Y.; Ries, F.; Nishad, K.; Sadiki, A. Predictions of Conjugate Heat Transfer in Turbulent Channel Flow Using Advanced Wall-Modeled Large Eddy Simulation Techniques. *Entropy* 2021, 23, 725. [CrossRef]

143. Ordóñez, J.C.; Cavalcanti, E.J.C.; Carvalho, M. Energy, exergy, entropy generation minimization, and exergoenvironmental analyses of energy systems—a mini-review. *Front. Sustain.* 2022, 3, 902071. [CrossRef]
144. Kleidon, A.; Malhi, Y.; Cox, P.M. Maximum entropy production in environmental and ecological systems. *Phil. Trans. R. Soc. B* 2010, 365, 1297–1302. [CrossRef] [PubMed]

145. Arjmandi, H.R.; Amani, E. A numerical investigation of the entropy generation in and thermodynamic optimization of a combustion chamber. *Energy* 2015, 81, 706–718. [CrossRef]