Graph Pooling via Coarsened Graph Infomax

Yunsheng Pang¹, Yunxiang Zhao², Dongsheng Li²∗
¹The University of Melbourne
²National Lab for Parallel and Distributed Processing, College of Computer, National University of Defense Technology
{yunshengp.yunxiangz}@student.unimelb.edu.au, lds1201@163.com

ABSTRACT
Graph pooling that summaries the information in a large graph into a compact form is essential in hierarchical graph representation learning. Existing graph pooling methods either suffer from high computational complexity or cannot capture the global dependencies between graphs before and after pooling. To address the problems of existing graph pooling methods, we propose Coarsened Graph Pooling (CGIPool) that maximizes the mutual information between the input and the coarsened graph of each pooling layer to preserve graph-level dependencies. To achieve mutual information neural maximization, we apply contrastive learning and propose a self-attention-based algorithm for learning positive and negative samples. Extensive experimental results on seven datasets illustrate the superiority of CGIPool comparing to the state-of-the-art methods.
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1 INTRODUCTION
Graph Neural Networks (GNNs) [1–3] have shown outstanding performance in numerous graph related tasks, such as node classification [1], graph classification [4] and link prediction [5]. Recently, learning representations of entire graphs [4, 6] has attracted a lot of attention in the fields of bioinformatics [7], recommendation systems [8, 9], social network study [10], etc [11]. In graph level representation learning, graph pooling [6] that maps large graphs to smaller ones is essential for capturing a meaningful structure of the graph and reducing the computation cost simultaneously.

1Dongsheng Li is the corresponding author.

Earlier graph pooling methods use summation or neural networks to pool all the representations of nodes [4, 12, 13]. However, these methods cannot well capture graph structure information such as subgraph and hierarchy. In recent years, hierarchical pooling methods have been proposed to address the limitations of global pooling. In hierarchical pooling, graph coarsening pooling methods consider graph pooling as a node clustering problem, which merges similar nodes to a cluster and regards the cluster centers as the nodes in the coarsened graph [6, 14, 15]. These methods perform node clustering by learning a soft cluster assignment matrix [6], which cannot leverage the sparsity in the graph topology. Moreover, the high computational complexity of these methods prevents them from being applied to large graphs. Node selection pooling methods have lower complexity compared with graph coarsening [16–19]. These methods select a subset of nodes according to the importance of nodes in the graph. However, they neglect the global dependencies between graphs before and after pooling and consider nodes’ local topology [17] only when learning nodes’ importance scores. Therefore, they cannot filter out nodes that are informative locally but not essential for graph-level representation learning.

To tackle the problems of node selection pooling, we propose CGIPool that maximizes the mutual information [20–22] between the input and the coarsened graph of each pooling layer. Specifically, we first propose positive and negative coarsening modules with the self-attention mechanism to learn real and fake coarsened graphs. The real coarsened graph, which maximally reflects the input graph, is used as the positive sample. The fake coarsened graph, which contains unimportant nodes of the input graph, is used as the negative sample. Then, we train a discriminator [23, 24] to increase the score on the positive example and decrease the score on the negative example so as to achieve mutual information neural maximization. Compared with other node selection pooling models, CGIPool that considers the global dependencies between graphs before and after pooling can preserve nodes that are informative globally rather than those informative locally. We summarize the main contributions of this paper as follows:

• We propose CGIPool, which is the first node selection pooling model that captures global dependencies between the input and the coarsened graph of each pooling layer.
• We propose self-attention-based positive and negative coarsening modules to learn real and fake coarsened graphs as positive and negative samples, thus be able to achieve mutual information neural maximization via contrastive learning.
• Experimental results demonstrate that CGIPool outperforms state-of-the-art methods on six out of seven benchmark datasets. We have made the implementation of CGIPool public available³.

³The source code is public available at: https://github.com/PangYunsheng8/CGIPool
2 RELATED WORK

We review existing works on graph pooling, followed by those on mutual information neural estimation and maximization.

Graph Pooling: Graph pooling can be divided into global pooling and hierarchical pooling [18]. Global pooling models summarize a graph into a node directly [4, 12, 13]. Hierarchical pooling that captures the local substructures of graphs can be divided into graph-coarsening-based, node-selection-based methods, and a few others. (i) Graph-coarsening pooling aims to map nodes into different clusters [6, 14, 15]. (ii) Node-selection pooling adopts learnable scoring functions to drop nodes with lower scores [16–19]. Apart from (i) and (ii), [25] scores edges and merges nodes with high-scoring edges between them, and [26] proposes a memory layer to jointly learn node representations and coarsen the input graph.

Mutual information neural estimation: Mutual information (MI) measures the mutual dependencies between two random variables [20]. Deep infomax [21] simultaneously estimates and maximizes the mutual information between the pixels and overall images to learn image representations. DGI [22] maximizes the mutual information between the input graph and each of its nodes to learn informative node representations. VPool [19] leverages MI to select nodes that maximally represent their neighborhoods, which is the only graph pooling model based on mutual information maximization. Our CGIPool considers both the information from nodes’ local neighborhoods and the global dependencies between the input and the coarsened graph, which is different from VPool that considers nodes’ local neighborhoods only.

3 METHOD

We present the overall structure of the proposed CGIPool in Figure 1, where an input graph is first fed into the proposed positive and negative coarsening modules to learn the real and fake coarsened graphs. Then, the two coarsened graphs along with the input graph are encoded as the positive and negative samples. To maximize the mutual information between the input and the coarsened graph of each pooling layer can be maximized by minimizing the mutual information loss $\mathcal{L}_{MI}$:

$$\mathcal{L}_{MI} = - \frac{1}{N \cdot \text{Lp}} \sum_{i=1}^{N \cdot \text{Lp}} \sum_{j=1}^{N} \log \sigma(T_i(e_{ij}^f, e_{ij}^{l+1})) + \log(1 - \sigma(T_i(e_{ij}^f, e_{ij}^{l+1})))$$

where $\text{Lp}$ is the number of pooling layers, $N$ is the size of the training set. The yellow square in Figure 1 shows the structure of mutual information neural estimation and maximization (MINEM). In Figure 1, the overall model for graph classification repeats the graph convolution and pooling operations three times. The overall graph level representation is the sum of coarsened graphs from different pooling layers, which will be fed into an MLP layer with a softmax classifier. The overall loss is:

$$\mathcal{L} = \mathcal{L}_{CLS} + \alpha \mathcal{L}_{MI}$$

where $\alpha$ is a hyperparameter that balances the two terms. $\mathcal{L}_{CLS}$ is the graph classification loss:

$$\mathcal{L}_{CLS} = - \sum_{i=1}^{N} \sum_{j=1}^{C} y_{ij} \log \hat{y}_{ij}$$

where $y_{ij}$ is the ground-truth label and $\hat{y}_{ij}$ is the predicted probability that the graph belongs to class $i$, $C$ is the number of classes.

3.2 Positive and Negative Coarsening Module

We detail the positive and negative coarsening modules to learn real and fake coarsened graphs based on self-attention mechanism. Specifically, the positive coarsening module selects a subset of nodes in $G^l$ to form a real coarsened graph $G^{l+1}_r$ which maximally represent $G^l$, while the negative coarsening module generates a fake coarsened graph $G^{l+1}_f$ which contains unimportant nodes in $G^l$.

Then $G^{l+1}_r$ and $G^{l+1}_f$ are fed into an encoder network to obtain their representations $e^{l+1}_r$ and $e^{l+1}_f$. We also present the fusion operation that obtains the coarsened graph $G^{l+1}$ from $G^{l+1}_r$ and $G^{l+1}_f$, which is the output of $l$-th pooling layer.

In the positive and negative coarsening modules, we first adopt two parallel graph neural networks to calculate a 1D attention score between the joint distribution $P_{OZ}$ of $P_O$ and $P_Z$, and the product of marginal distribution $P_O \otimes P_Z$ [20]:

$$I(O, Z) = D_{KL}(P_{OZ} \| P_O \otimes P_Z) \geq \sup_{T \in \mathcal{T}} [E_{e_i^l, e_j^{l+1} \sim P_{OZ}}[T(e_i^l, e_j^{l+1})]]$$

where $I(O, Z)$ is the mutual information between $O$ and $Z$, and its lower bound is learned via contrastive learning [27]. Function $T \in \mathcal{T}$ maps a pair of input graph and coarsened graph to a real value, reflecting the dependency of the two graphs. $e_i^l$ and $e_j^{l+1}$ are the coarsened graphs that sampled from $P_{OZ}$ and $P_O \otimes P_Z$, respectively. In practice, we replace the KL divergence by a GAN-like divergence to achieve mutual information maximization [28]:

$$\mathcal{L}_{GAN}(O, Z) \geq \sup_{T \in \mathcal{T}} [E_{P_{OZ}}[\log \sigma(T_0(e_i^l, e_j^{l+1}))]]$$

$$+ E_{P_O, P_Z}[\log(1 - \sigma(T_0(e_i^l, e_j^{l+1})))])$$

where $\sigma$ is the sigmoid function. We parameterize $T$ in Equation 1 with a discriminator network $T_0$. Then the mutual information between the input and the coarsened graph of each pooling layer can be maximized by minimizing the mutual information loss $\mathcal{L}_{MI}$:

$$\mathcal{L}_{MI} = - \frac{1}{N \cdot \text{Lp}} \sum_{i=1}^{N \cdot \text{Lp}} \sum_{j=1}^{N} \log \sigma(T_0(e_{ij}^f, e_{ij}^{l+1})) + \log(1 - \sigma(T_0(e_{ij}^f, e_{ij}^{l+1})))$$

where $\text{Lp}$ is the number of pooling layers, $N$ is the size of the training set. The yellow square in Figure 1 shows the structure of mutual information neural estimation and maximization (MINEM). In Figure 1, the overall model for graph classification repeats the graph convolution and pooling operations three times. The overall graph level representation is the sum of coarsened graphs from different pooling layers, which will be fed into an MLP layer with a softmax classifier. The overall loss is:

$$\mathcal{L} = \mathcal{L}_{CLS} + \alpha \mathcal{L}_{MI}$$

where $\alpha$ is a hyperparameter that balances the two terms. $\mathcal{L}_{CLS}$ is the graph classification loss:

$$\mathcal{L}_{CLS} = - \sum_{i=1}^{N} \sum_{j=1}^{C} y_{ij} \log \hat{y}_{ij}$$

where $y_{ij}$ is the ground-truth label and $\hat{y}_{ij}$ is the predicted probability that the graph belongs to class $i$, $C$ is the number of classes.
vector for each node in the input graph $G^l$:
\[
y_r^{l+1} = \sigma(GN_{r}^l(H^l, A^l)) \\
y_f^{l+1} = \sigma(GN_{f}^l(H^l, A^l))
\]
where $\sigma$ is the sigmoid function, $H^l$ and $A^l$ are the node feature matrix and adjacency matrix of $G^l$, $y_r^{l+1} \in \mathbb{R}^{N \times 1}$ and $y_f^{l+1} \in \mathbb{R}^{N \times 1}$ are score vectors learned by GNN$_r$ and GNN$_f$. We then rank all nodes according to the score vectors $y_r^{l+1}$ and $y_f^{l+1}$ and select the $k$-largest values:
\[
idx_r^{l+1} = \text{top-k}(y_r^{l+1}) \\
idx_f^{l+1} = \text{top-k}(y_f^{l+1})
\]
where $k$ is the number of selected nodes, $idx_r^{l+1}$ contains the indices of nodes selected for the real coarsened graph $G_{r}^{l+1}$, and $idx_f^{l+1}$ contains the indices of nodes selected for the fake coarsened graph $G_{f}^{l+1}$. Based on $idx_r^{l+1}$ and $idx_f^{l+1}$, the adjacency matrices $A_r^{l+1}$ of $G_{r}^{l+1}$ and $A_f^{l+1}$ of $G_{f}^{l+1}$ are:
\[
A_r^{l+1} = A^l(idx_r^{l+1}, idx_r^{l+1}) \\
A_f^{l+1} = A^l(idx_f^{l+1}, idx_f^{l+1})
\]
and the feature matrices $H_r^{l+1}$ of $G_{r}^{l+1}$ and $H_f^{l+1}$ of $G_{f}^{l+1}$ are:
\[
H_r^{l+1} = H^l(idx_r^{l+1}, :) \circ y_r^{l+1}(idx_r^{l+1}, :) \\
H_f^{l+1} = H^l(idx_f^{l+1}, :) \circ y_f^{l+1}(idx_f^{l+1}, :)
\]
where $\circ$ is the broadcasted elementwise product. Then the representations of the input and two coarsened graphs are learned via weight-shared $\text{encoder}$ network:
\[
e^{l} = \text{encoder}(H^l) \\
e^{l+1}_r = \text{encoder}(H_r^{l+1}) \\
e^{l+1}_f = \text{encoder}(H_f^{l+1})
\]
We have presented the procedure to obtain $e^{l+1}_r$ and $e^{l+1}_f$ above. To force $GN_{r}^{l+1}$ and $GN_{f}^{l+1}$ learn meaningful $y_r^{l+1}$ and $y_f^{l+1}$, where the real coarsened graph $G_{r}^{l+1}$ can represent $G^l$ and the fake coarsened graph $G_{f}^{l+1}$ contains unimportant nodes in $G^l$, we propose a fusion operation:
\[
y_d^{l+1} = \sigma(y_r^{l+1} - y_f^{l+1})
\]
where $\sigma$ is the sigmoid function that normalizes the score values. Based on the self-attention mechanism, important nodes tend to have larger values in $y_r^{l+1}$ and smaller values in $y_f^{l+1}$. We then select top-$k$ nodes $idx_d^{l+1} = \text{top-k}(y_d^{l+1}, k)$ to form the coarsened graph $G_{d}^{l+1}$, and the node feature matrix $H_{d}^{l+1}$ of $G_{d}^{l+1}$ are given by:
\[
H_{d}^{l+1} = H^l(idx_d^{l+1}, :) \circ y_d^{l+1}(idx_d^{l+1}, :)
\]
Therefore, the real coarsened graph $G_{r}^{l+1}$ formed by the nodes with the $k$-largest values in $y_r^{l+1}$ can represent the input graph $G^l$, and the fake coarsened graph $G_{f}^{l+1}$ formed by the nodes with the $k$-largest values in $y_f^{l+1}$ contains unimportant nodes in $G^l$.

## 4 EXPERIMENTS

We compare CGIPool with state-of-the-art models on graph datasets for graph classification tasks. CGIPool is implemented on PyTorch and PyTorch Geometric on an NVIDIA P100 GPU.

### 4.1 Datasets and Experimental Setup

**Datasets:** We conduct extensive experiments to evaluate our proposed CGIPool on seven datasets [29], including three small molecules datasets: NCI1, NCI109 [30] and Mutagenticity [31], three social network datasets: IMDB-B, IMDB-M and COLLAB [32], and a protein graph dataset: PROTEINS [7]. Table 1 summarizes the statistics of these datasets. Since no node feature is provided in social network datasets, we use one-hot vectors to encode the degrees of nodes as features, which is the same as [19].

**Baselines:** We validate the effectiveness of the proposed method by comparing it with state-of-the-art graph pooling models, including two global pooling methods: Set2Set [13] and DGCNN [4]; DiffPool [6] which is the first differentiable graph pooling method; and four node-selection-based graph pooling methods: TopKPool [16], SAGPool [17], ASAP [18], and VIPool [19].

**Experimental setup:** We randomly split each dataset into three parts: 80% for training, 10% for validation, and 10% for testing [17]. We repeat this random splitting 20 times and take the averaged performance with standard derivation as the final results. We set the dimension of node embedding as 128, the learning rate as 0.001, the weight decays as 0.0001, and the pooling ratio $r$ as 0.8 for all datasets. We adopt Adam as the optimizer and stop the training...
when the validation loss does not decrease for 100 consecutive
epochs. The discriminator consists of a two-layer MLP followed by
a sigmoid function. The hyper-parameter α in Eq(4) is set to 1 for
the PROTEINS dataset, and 0.001 for all rest datasets. All baselines
and CGIPool are equipped with the same three-layer GCN model
as shown in Figure 1, and pooling modules are the only differences.

4.2 Results
Table 1 summarizes the accuracy of CGIPool and baselines on graph
classification. CGIPool achieves state-of-the-art performance on all
datasets except the IMDB-B dataset, where the accuracy of CGIPool
is only 0.97% lower than that of the best baseline. Moreover, the
datasets cover different domains such as social networks, bioinfor-
matics, and molecules, which reveals that CGIPool yields great per-
f ormance in different domains. Specifically, CGIPool outperforms
state-of-the-art models by up to 1.21%, 1.43%, and 0.45% on social
networks, bioinformatics, and molecules, respectively.

4.3 Ablation and Robustness study
We examine the impact of the negative coarsening module and the
mutual information maximization in CGIPool. We also examine the
robustness of CGIPool with different pooling ratios.

4.3.1 Negative coarsening module. The negative coarsening mod-
ule in CGIPool aims to learn the fake coarsened graphs. To illustrate
its impact, we implement CGIPool-RS, which is a variant of CGIPool
that replacing the negative coarsening module by Randomly Select
the same number of nodes from the input graph. The selected nodes
form a random fake coarsened graph and will be fed into the dis-

Table 1: The statistics of datasets and graph classification accuracies of different graph pooling algorithms.

| Dataset  | Small Molecules | Social Networks | Bioinformatics |
|----------|-----------------|-----------------|----------------|
|          | NCI1            | NCI109          | IMDB-B         |
| Avg # Graphs (Classes) | 4110 (2) | 4127 (2) | 4337 (2) | 1000(2) | 1500(3) | 5000(3) | 1113(2) |
| Avg # Nodes | 29.87  | 29.68  | 30.32 | 19.77  | 13.00  | 74.49  | 39.06  |
| Avg # Edges | 32.30  | 32.13  | 30.77 | 96.53  | 65.94  | 2457.78 | 72.82  |
| VIPool   | 78.62±1.04 | 77.94±1.37 | 80.65±0.79 | 72.40±0.87 | 51.45±0.65 | 80.30±0.69 | 74.10±2.31 |
| CGIPool  | 78.62±1.04 | 77.94±1.37 | 80.65±0.79 | 72.40±0.87 | 51.45±0.65 | 80.30±0.69 | 74.10±2.31 |

Table 2: Results of CGIPool and its two variants.

| Dataset     | NCI1 | NCI109 | Mutagenicity | COLLAB |
|-------------|------|--------|--------------|--------|
| CGIPool     | 78.62±1.04 | 77.94±1.37 | 80.65±0.79 | 80.30±0.69 |
| CGIPool-RS  | 77.21±1.35 | 76.33±1.58 | 80.12±0.88 | 79.14±0.82 |
| CGIPool w/o MI | 76.92±1.30 | 75.65±1.44 | 79.23±0.91 | 78.3±0.75 |

4.3.2 Mutual Information Estimation and Maximization. To demon-
strate the impact of maximizing the mutual information between
the input and the coarsened graph of each pooling layer, we re-
move the mutual information maximization in CGIPool, and denote
this variant as “CGIPool w/o MI”. In Table 2, CGIPool outperforms
CGIPool w/o MI consistently, which proves the importance of max-
imizing the mutual information between the graph before and after
each pooling layer.

4.3.3 Performance with different pooling ratio. To prove the ro-

Figure 2: The performance of four pooling models on NCI1
and IMDB-M with different pooling ratios.

5 CONCLUSION
In this paper, we propose CGIPool that maximizes the mutual infor-
mation between the input and the coarsened graph of each pooling
layer. To achieve contrastive learning for mutual information neural
maximization, we propose self-attention-based positive and nega-
tive coarsening modules to learn real and fake coarsened graphs as
positive and negative samples. Extensive experiments show that the
proposed CGIPool outperforms state-of-the-art methods on six out
of seven graph classification datasets.
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