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We consider a dynamic assortment selection problem where a seller has a fixed inventory of \( N \) substitutable products and faces an unknown demand that arrives sequentially over \( T \) periods. In each period, the seller needs to decide on the assortment of products (satisfying certain constraints) to offer to the customers. The customer’s response follows an unknown multinomial logit model (MNL) with parameter \( \nu \). If customer selects product \( i \in [N] \), the seller receives revenue \( r_i \). The goal of the seller is to maximize the total expected revenue from the \( T \) customers given the fixed initial inventory of \( N \) products. We present MNLwK-UCB, a UCB-based algorithm and characterize its regret under different regimes of inventory size. We show that when the inventory size grows quasi-linearly in time, MNLwK-UCB achieves a \( \tilde{O}(N + \sqrt{NT}) \) regret bound. We also show that for a smaller inventory (with growth \( \sim T^\alpha, \alpha < 1 \)), MNLwK-UCB achieves a \( \tilde{O}(N(1 + T^{\frac{\alpha}{2}}) + \sqrt{NT}) \). In particular, over a long time horizon \( T \), the rate \( \tilde{O}(\sqrt{NT}) \) is always achieved regardless of the constraints and the size of the inventory.
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1. Introduction

Modeling customer choice has been a central challenge in revenue management. One of the important attributes to capture is the substitution effect, where the presence or absence of one product affects the probability of sale of another product. Choice models attempt to do so by specifying the probabilities of sale of a given product within an offered subset. In practice, this paradigm comes with two challenges. The first challenge is the uncertainty aspect of the customer behavior. The choice function is unknown and the seller needs to simultaneously learn the choice model while maximizing their revenue. This gives rise to many sequential decision making strategies that attempt to solve the underlying exploration-exploitation trade-off. The second challenge arises from finite initial inventory. The seller has to factor-in the specifics of the choice model in their inventory management. This leads to knapsack-like considerations that attempt to solve the underlying capacity-demand trade-off. While both challenges have been successfully addressed separately for many known choice models, their joint interaction presents new challenges that
are not fully understood. It is precisely this joint interaction that we study in this paper. The Multinomial Logit Model (MNL) is the most widely used choice model for assortment selection problems, for both its simplicity and tractability. It is built around the assumption that each product has an intrinsic utility that is proportional to the probability of being chosen within an offered assortment. Even for such a fundamental model, the question of how a finite inventory should be managed when the utilities are unknown is still not satisfactorily answered.

We study a dynamic assortment optimization problem under bandit feedback, where a seller with a fixed initial inventory of \( N \) substitutable products faces a sequence of i.i.d. customer arrivals (with an unknown distribution) over a time horizon of \( T \) periods, and needs to decide in each period on an assortment of products to offer to the customer to maximize the total expected revenue. Such a problem arises in many applications including online retail, advertisement, and recommendation systems. "The seller initially has no (or only limited) information about the preferences of the customers and needs to learn them through repeated interaction with i.i.d. customers. Specifically, in each period, the seller offers an assortment to the customer; the customer makes a choice from the assortment according to the unknown preferences of the MNL model, and the seller only observes the eventual choice from the given assortment and needs to update the estimate and future actions under this bandit feedback. This problem exemplifies the classical trade-off between exploitation and exploration; the seller needs to simultaneously gain information about the customer’s preferences and offer revenue-maximizing assortments. The presence of a finite inventory significantly changes how the seller is supposed to behave in the face of uncertainty. Intuitively, the informativeness of an assortment must incorporate the availability of the offered products. For example, it is not clear how a rare but valuable item competes against an abundant but less valuable item, especially when utility is unknown and has to be learned.

More formally, we consider the MNL-bandit problem with knapsack constraints, where a seller sells \( N \) products over a time horizon of \( T \) periods. Each product \( i \in [N] \) is associated with a revenue \( r_i \) and has an initial inventory level of \( q_i T \) units, which cannot be replenished once it has been exhausted. In each period \( t \), a customer arrives and then offers an assortment \( S_t \subseteq [N] \) selected from a constrained subset \( S \) of assortments. The customer purchases \( c_t \in S_t \cup \{0\} \) according to a multinomial logit (MNL) choice model with unknown
parameters. Here, 0 denotes the no-purchase option. The MNL choice model, first introduced in Luce (1959), Plackett (1975) and Mcfadden (1977), can be described as follows: given the assortment $S$, the probability that product $i$ is purchased is given by:

$$
\pi(i, S) = \begin{cases} 
\frac{v_i}{v_0 + \sum_{j \in S} v_j} & \text{if } i \in S \cup \{0\} \\
0 & \text{otherwise},
\end{cases}
$$

where $\{v_i\}_{i \in [N] \cup \{0\}}$ are model parameters unknown to the seller. The sale of product $i$ decreases by one unit the available amount of product $i$. When set $S$ is offered, the purchase probability of product $i \in S$ is equal to $\pi(i, S)$, while the expected revenue $R(S)$ of assortment $S$ can be written as follows:

$$
R(S) = \sum_{i \in S} r_i \pi(i, S).
$$

We would like to mention that even in the case where the model parameters are known to the seller, we are not aware of any computationally efficient algorithm to compute the optimal dynamic policy that respects the hard inventory constraints. Note that this contrasts with the static MNL assortment problem without inventory constraints, where optimal solutions are well characterized (see for instance Talluri and van Ryzin (2004), Rusmevichientong et al. (2010), Désir et al. (2014) and Davis et al. (2013a)). Following previous works on bandits with knapsack constraints (for example, Agrawal and Devanur (2019) and Badanidiyuru et al. (2018)), we thus consider a stronger benchmark, where the hard inventory constraints are relaxed. This benchmark is based on an exponential-size LP (described more precisely in Section 2.1).

1.1. Our contributions

We present MNLwK-UCB, a UCB-based algorithm for the MNL-bandit problem with knapsack constraints. Our main result is a characterization of the regret of MNLwK-UCB, as we show that

$$
\text{Regret}_T \lesssim N r_{\text{max}} + (r_{\text{inv}} + \|v\|_2 r_{\text{opt}} + \|v \cdot r\|_2) \sqrt{T},
$$

(1)

(where $\lesssim$ hides numerical constants and polylogarithmic factors in $N$ and $T$). Here, $r_{\text{opt}}$ is the optimal revenue in the fluid relaxation, and $r_{\text{inv}}$ captures the cost of having a finite inventory. Both quantities will be stated in detail in the next section. The bound stated in Inequality (1) allows us to compute the regret depending on the size of the inventory, which is represented by the growth of $q$ in $T$. 


We show that under the large-inventory setting (i.e., all initial capacities \( q_i T \) grow quasi-linearly with the time horizon \( T \)), our regret bound becomes \( \tilde{O}\left(N + \sqrt{NT}\right) \), which recovers the known infinite inventory bound. We also show that for the smaller inventory settings, this regret rate is maintained. In particular, in the sub-linear growth setting (i.e., when capacities satisfy \( q_i = \Theta(T^\alpha), \alpha < 0 \)), the regret bound is in \( \tilde{O}\left(N \left(1 + T^{-\frac{2\alpha}{1+\alpha}}\right) + \sqrt{NT}\right) \).

Note that these bounds do not depend on the complexity of the constraints set \( \mathcal{S} \). In particular, when \( \mathcal{S} \) represents cardinality constraints of cardinality at most \( K \), we achieve a \( K \)-free regret bound.

To the best of our knowledge, these bounds are the best known bounds in all the capacity settings we consider. We summarize these results in Table 1, where we also compare with the existing work for the particular case where the constrained set \( \mathcal{S} \) consists of cardinality constraints.

| Inventory size         | Definition                                         | Regret                                  | Prior best bound                                                                 |
|------------------------|----------------------------------------------------|-----------------------------------------|----------------------------------------------------------------------------------|
| Quasi-linear growth    | \( q_{\text{min}}^i = O(1) \)                      | \( \tilde{O}\left(N + \sqrt{NT}\right) \) | \( \tilde{O}(NK^{2/3} + \sqrt{NT}) \) (Miao et al. (2021))                      |
| Sub-linear growth      | \( q_{\text{min}}^i = \Theta(T^\alpha), \alpha \in (0, 1] \) | \( \tilde{O}\left(N + NT^{-\frac{2\alpha}{1+\alpha}} + \sqrt{NT}\right) \) | \( \tilde{O}(K^{2/3}N^{1/3}T^{2/3}) \) for \( \alpha = 2/3 \) (Cheung and Simchi-Levi (2017)) |

Table 1  Summary of contributions

Note that our work is closely related to the Bandits with Knapsacks problem (see for instance Agrawal and Devanur (2019), Badanidiyuru et al. (2018), Xia et al. (2016) and Xia et al. (2015)), for which algorithms achieving optimal regrets in the linear-growing inventory regime have been recently proposed. However, these results are not directly applicable to our setting, as it would involve considering each possible assortment as an individual arm in the multi-arm bandits framework. This would yield an exponential action space, and would therefore not lead to a tractable policy. On the contrary, by using the specific structure of MNLwK-UCB, combined with the specific properties of the MNL model, we are able to formulate an exponential LP similar to the one used in Agrawal and Devanur (2019), for which we can design an efficient algorithm.

The idea behind MNLwK-UCB consists of mimicking the behavior of the optimal fluid policy that knows the true utilities \( v \). While this idea is simple, the main challenge is to satisfy simultaneously *computational tractability* and *low regret*. Intuitively, maintaining computational tractability requires dealing with the exponential size of the action space (that is growing even more with inventory constraints), which might require compressing...
the information on which the decision is based. More often than not, this compression leads to a sub-optimal learning of the optimal fluid policy, which itself leads to sub-optimal regret. On the other hand, maintaining low regret requires an efficient learning of the optimal fluid policy, which in turn cannot be done without maintaining enough information about this policy, which might mean confronting the large size of the action space. With this in mind, overcoming the main challenge requires compressing the information on the optimal fluid policy the right way.

We overcome this trade-off by solving the fluid policy of an alternative accessible choice function that uniformly approaches $\pi$. The alternative choice function $\pi^{\text{UCB}}$ represents a high probability upper confidence bound on the true $\pi$, and is constructed in an online fashion based on collected data. Playing the optimal fluid policy of an alternative choice function has the benefits of isolating the computational challenges of the problem from its learning challenges, and defers the former to the abundant offline assortment optimization literature, allowing us to focus on the latter.

Our main contribution lies in the approach we take in our regret analysis. We view the interaction between the seller and the customer as a repeated game, where the new goal of the seller is not to maximize revenue, but to play the optimal fluid policy as fast as possible, and the moves of the customer are constrained by the unknown MNL parameters. This new goal implicitly protects the seller against inventory mis-management, as the target fluid policy correctly handles the capacity constraints. From this modified point of view, measuring the regret of a policy is conducted by measuring the consumption rate of each product, and a good policy should match the (unknown) optimal consumption rates as fast as possible. By these standards, we show that the performance of any policy can be characterized by three (possible) sources of revenue loss. The first one being the cost of playing a randomized strategy on the seller’s side (i.e., the seller plays not necessarily an assortment but a sample from a distribution of assortments), the second one being the cost of randomness in the customer’s choice (i.e., the seller does not observe $\pi$, but only a few realizations of $\pi$), and the third one being the cumulated mis-specification of the optimal consumption rates through the game (i.e., the seller plays with a -constantly improving-belief on what the optimal consumption rates are, instead of what they truly are).

Decomposing the performance into these three independent losses provides a modular approach to tackle the utility-revenue-capacity trade-off in uncertain environments. The
first loss depends entirely on the steadiness of the seller’s decisions, and it suggests that the revenue decreases with the variability of the seller’s decisions across the time horizon. In other words, the more consistent a seller is in their choices, the better the policy (all else being equal). Even though the second loss seems to depend on the choice model only (in particular, it seems algorithm-agnostic), it suggests that offering the same assortments repeatedly has a regularization effect that is beneficial to the seller. The third loss captures the learning aspect of the problem. It puts an equal weight on time steps. In particular, it discards strategies that spend an unbalanced inventory at first, or strategies that conserve a fraction of their inventory only to attempt to deplete them at the late stages of the sale. It also suggests that what matters is not so the seller’s knowledge of the choice function (exponential in size), as much as their knowledge of the optimal consumption rates (linear in size). In our information-compression analogy stated earlier this section, this third loss suggests that the optimal consumption rates are ”the right compressor” for the inventory problem.

MNLwK-UCB is constructed so that all three losses are as low as possible. While the first and second losses are insured by the convergence of the distribution that is played, it is to no surprise the third loss that is hard to minimize, as it encapsulates the heart of the problem’s trade-off. In particular, one parameter that is hard to bypass is the complexity of the constrained assortment subset \( S \). By leveraging structural properties that are specific to the MNL model, we successfully yield a regret bound that does not depend on the choice of \( S \) for linear-growing inventories, matching existing bounds for the infinite inventory setting.

1.2. Related work

Dynamic assortment optimization. The dynamic assortment optimization problem was first considered by Caro and Gallien (2007), under the assumption of independent demand across the products present in each assortment. More recent works incorporate a MNL model into the problem (see for instance Rusmevichientong et al. (2010), Sauré and Zeevi (2013), Wang et al. (2018a), Wang et al. (2018b), Agrawal et al. (2017) and Agrawal et al. (2019)). In particular, Wang et al. (2018b) achieves the optimal \( \tilde{O}(\sqrt{T}) \) regret bound in the unconstrained setting. When there is an extra cardinality constraint on the valid assortments, Agrawal et al. (2019) and Agrawal et al. (2017) propose respectively
UCB and Thompson-sampling based policies which achieve near-optimal \( \tilde{O}(\sqrt{NT}) \) regrets matching the information theoretic lower bounds. However, this prior stream of work does not address inventory constraints. Moreover, we would like to note that MNLwK-UCB estimates the unknown utilities \( \mathbf{v} \) based on the sampling-based estimation presented in Agrawal et al. (2019) for the MNL-bandit problem.

Our problem is formulated and studied in Cheung and Simchi-Levi (2017), where the authors introduce the MNL-bandit problem under inventory constraints and cardinality constraints \( K \) (meaning the size of the selected assortment should not exceed \( K \)). Additionally, the authors assume that the seller has knowledge of a radius \( R > 0 \) satisfying \( R^{-1} \leq v_{\min} \leq v_{\max} \leq R \), as well as a large inventory assumption \( q_{\min}^{-1} \lesssim T^{2/3} \) and propose two algorithms: a computationally efficient online policy, which incurs a regret \( \tilde{O}\left((RK)^{2/3}T^{2/3}\sqrt{N}\right) \), and a UCB-based algorithm, which achieve a near optimal \( \tilde{O}\left(R^3K^{5/2}N\sqrt{T}\right) \) regret in the large-inventory regime. However, this last policy is not computationally efficient as it requires solving an exponential-size LP at each step. In our work, we study a more general constrained problem (where we consider subsets within a set \( S \)). We do not make any lower bound assumptions on \( \mathbf{v} \), and our approach works without any assumptions on the initial inventory). Our main methodological novelty consists in considering a different exponential-size LP, based on optimistic confidence bounds instead of exploration bonuses, and show that it can be efficiently solved, while still achieving a better regret guarantee as in Cheung and Simchi-Levi (2017).

Finally, we would like to mention Miao et al. (2021), a work conducted at the same time. One of the models they tackle is exactly the cardinality-constrained assortment selection question under the MNL model, which corresponds to the special case where \( S \) represents assortments of bounded cardinality. Both of our approaches involve UCB estimators as a proxy, and an epoch-based offering method. While Miao et al. (2021) adopt a primal dual optimization approach, we resolve a LP fluid relaxation before each epoch. It is worthy to note that both approaches are efficient (polynomial in \( N \) and linear/quasi-linear in \( T \)). Moreover, Miao et al. (2021) adopt a fixed assortment update budget (i.e., updating assortments once after every \( L \) periods) where \( L \) depends on the upper bound on \( \mathbf{v} \), as well as the cardinality constraint bound \( K \). Consequently, their approach achieves a regret bound of \( \tilde{O}(\sqrt{NT} + NK^{5/2}) \) in the regime where the inventory grows quasi-linearly, compared to our \( \tilde{O}(\sqrt{NT} + N) \) bound. Our work uses a variable-length epoch approach
(until a no-purchase occurs) that does not depend on any prior knowledge on \( v \), or the constrained set \( S \). Consequently, MNLwK-UCB can be easily adapted to the case where no assumptions on \( v \) are made. Moreover, MNLwK-UCB applies to a large class of constrained sets, and the resulting regret bound we obtain does not depend on the choice of \( S \). Finally, our work applies without any assumption on the size of the inventory.

**Online resource allocation and Online Assortments.** Our problem is also closely related to the setting of online assortment and online resource allocation. Specifically, the online assortment with inventory constraints problem has been extensively studied when the seller can observe in each period the arriving customer’s ‘type’ (which specifies the choice model governing the purchase decisions). When the customers belong to different segments with known arrival rates, this problem is the well-known choice-based network revenue management problem, for which approximation algorithms have been proposed (see for instance Gallego et al. (2015), Kunnumkal and Topaloglu (2010), Meissner and Strauss (2012) and Fata et al. (2019)). A few recent works focus on a setting with uncertainty on the future customers’ types (see for instance Golrezai et al. (2014), Cheung et al. (2018), Chen et al. (2016) and Bernstein et al. (2015)). In particular, the inventory balancing policy of Golrezai et al. (2014) achieves a tight \( 1 - 1/e \) approximation guarantee for the adversarial arrival model and a 3/4-approximation guarantee for the i.i.d. arrival model in the large-inventory regime, where \( T/\min q_i = k \) for some positive integer \( k \). However, in our setting, we do not observe the customer’s ‘type’, but need to learn it over the \( T \) periods. Therefore, the problem we consider combines aspects of the MNL-Bandit with online assortments.

We would like to comment on our regret bound in the light of known results in the online resource allocation framework, which considers the problem of matching an online sequence of requests to some budgeted agents. A key parameter in these works is the ratio \( \gamma \) between the value of a single request and the agents’ budgets. This ratio is usually called the *bid to budget ratio* in reference to the Adwords problem (Mehta et al. (2007)). When \( \gamma \) is assumed to be small, a \( (1 - \epsilon) \) competitive ratio can be achieved in the stochastic arrival setting (Devanur and Hayes (2009), Devanur et al. (2019), Agrawal et al. (2014)). In particular, Devanur et al. (2019) recently obtained a \( 1 - \epsilon \) approximation algorithm when \( \gamma = O(\log(n/\epsilon)/\epsilon^2) \) and showed that this upper bound on \( \gamma \) is almost optimal. In our setting, by interpreting \( \|v\|^2 r_{opt} + ||v-p||^2 \sqrt{N} \) as metric for the bids and \( r_{inv} \) as a metric for the
budget, we can see the large-inventory assumption for which we achieve a $\tilde{O}(\sqrt{NT})$ regret as an analogue of the small-bid assumption in the resource allocation framework. It is not known whether the dependency of our regret bound in $v, q$ and $r$ is tight.

**Budgeted bandits.** Another closely related stream of literature is the budgeted bandits problem. This is an extension of the MAB problem where pulling an arm also generates a cost and the agent is subject to a budget constraint (see for instance Tran-Thanh et al. (2012), Antos et al. (2008) and Bubeck et al. (2008)). In the case of random costs, this problem is referred to as the Bandits with Knapsacks problem (first introduced in Badanidiyuru et al. (2018)). This problem originated from the study of dynamic pricing with limited supply (see for instance Besbes and Zeevi (2009)), which can be cast as as special case of BwK. Agrawal and Devanur (2019) recently showed that a natural extension of the UCB family of algorithms achieves a near-optimal regret for a variant of BwK with more general resource constraints. Our work can be interpreted in this framework by considering each assortment as an independent arm. However, as mentioned above, a direct application of the techniques from Badanidiyuru et al. (2018) and Agrawal and Devanur (2019) in our setting would lead to a computational complexity and a regret bound both linear in the number of assortments, which is exponentially large.

**Combinatorial bandits and combinatorial semi-bandits with knapsacks.** Our problem is also closely related to the combinatorial bandits literature (see for instance Kveton et al. (2015), Chen et al. (2013) and Qin et al. (2014)), where in each period, the agent needs to decide on a subset of arms to pull (called a superarm), and obtains a rewards which is a function of the individual arms’ rewards. Closest to our work is the combinatorial bandits with knapsacks problem, which is a generalization of combinatorial bandits that incorporates resource constraints in a similar way to the BwK problem. This problem has been studied in Sankararaman and Slivkins (2018) and mentioned as an application of the more general results of Immorlica et al. (2019) and Sankararaman and Slivkins (2020). Our problem can be translated to this framework, by interpreting each assortment as a superarm. However, in our setting, the individual arms’ rewards depend on all the arms present in the subset offered, whereas the rewards are assumed independent in the combinatorial bandits framework. Furthermore, the revenue generated by an assortment is not even monotonic, as introducing new products in the assortment may reduce the probability
of purchasing the most profitable items and may thus impair the expected revenue. Hence, we cannot directly use the existing combinatorial bandits algorithms to obtain a low regret policy.

2. Dynamic assortment policy
2.1. Preliminaries

The assortment model. An instance of the constrained Multinomial logit Bandits with Knapsacks (MNL-BwK) is defined by the parameters \((T, N, S, v, q, r)\) where \(T\) is the length of the time horizon, \(N\) is the number of products, \(S \subset [N]\) is the constrained set of possible assortments, \(v\) is the choice model’s parameter vector, \(Tq \geq 0\) is the capacity vector, \(r\) is the price vector. Dividing all the parameters with \(v_0\) does not change the probabilities, and we can assume without loss of generality that \(v_0 = 1\), this way without ambiguity we denote \(v = (v_1, \ldots, v_N) \in \mathbb{R}_+^N\).

For simplicity of exposition, we restrict our attention to the case where the most likely outcome is the no-purchase option. This is equivalent to the following assumption on \(v\):

**Assumption 1.** \(\|\{v_i\}_{i \in [N]}\|_\infty = v_{\max} \leq v_0 = 1\).

The above assumption is fairly general and implies that the probability of no-purchase is at least as high as the probability of purchasing any other product. This is particularly true in the setting of online retail where conversion rates (ratios of sales to impressions) are small. This assumption can be relaxed using Agrawal et al. (2019). We would like to note that unlike Cheung and Simchi-Levi (2017), we do not require any knowledge of a lower bound on the utilities \(\{v_i\}_{i \in [N]}\).

Since each product can be purchased at most \(T\) times, without any loss of generality we can bound the capacity \(Tq\) by \(T\), or equivalently \(q \in [0, 1]^N\). This way, \(q_i = 0\) means that product \(i\) is not available, while \(q_i = 1\) means that product \(i\) has non-binding capacity. At each time \(t \in [T]\), the seller offers assortment \(S_t \in S \subset [N]\), and the customer makes a decision \(c_t \in S_t \cup \{0\}\) distributed according to \(\pi(i, S_t)\). In the case where \(c_t \neq 0\), the customer pays \(r_{c_t}\). In the case where \(c_t = 0\), the customer does not receive any payment. \(S\) represents the constrained set of possible assortments.

The only formal assumption we make on \(S\) is that the time-independent offline LP relaxation (introduced in the following paragraph) can be solved efficiently. This assumption is minimal to our problem since it is computationally as hard as the LP relaxation version.
This assumption encapsulates several naturally arising constraints over the assortments that the seller can offer. These include cardinality constraints (where there is an upper bound on the number of products that can be offered in the assortment), partition matroid constraints (where the products are partitioned into segments and the seller can select at most a specified number of products from each segment) and joint display and assortment constraints (where the seller needs to decide both the assortment as well as the display segment of each product in the assortment and there is an upper bound on the number of products in each display segment). In general, it encapsulates all $S$ satisfying

$$S = \{ S \subset \{1, \ldots, N\} | Ax(S) \leq b, 0 \leq x \leq 1 \}$$

where $x_i(S) = 1$ is and only if $i \in S$. $A$ is a Totally Unimodular matrix, and $b$ is an integral vector. This way of constraining assortments offers a rich class of planning problems including the examples discussed above. Davis et al. (2013b) provides a detailed discussion on these problems.

**Benchmark.** We are interested in non-anticipative policies where the set offered at time $t$ only depends on the history up to time $t$: $\{S_s, c_s\}_{s=1,\ldots,t-1}$. We compare ourselves to a clairvoyant policy which has access to the true parameter $v$ (but not the choice realizations of the customers). Consider the following time-independent linear program:

$$\text{LP} (\pi) \quad r_{\text{opt}} (\pi, r, q) = \max \sum_{S \in S} y(S) \cdot R(S|\pi)$$

$$\text{s.t.} \sum_{S \in S} y(S) \cdot \pi(i, S) \leq q_i, \forall i = 1, \ldots, N$$

$$y \geq 0, \sum_{S \in S} y_S \leq 1.$$ 

Following the discussion in the previous paragraph on the feasible assortments $S$, we formally make the following assumption on $S$:

**Assumption 2.** For any given $\tilde{\pi}$, the program $\text{LP}(\tilde{\pi})$ can be solved in polynomial time in $N$.

$\text{LP}(\pi)$ is a linear program with exponentially many variables, and a linear number (in $N$) of constraints. Consequently, whether Assumption 2 holds depends on $S$ only. $\text{LP}(\pi)$ is also time-independent. Lemma 1 provides an upper bound on the expected revenue of any feasible dynamic assortment policy, formalized below.
Lemma 1. For any non-anticipative policy $\mathcal{P}$, $\mathbb{E}_\mathcal{P} \sum_{t=1}^T r_{ct} \leq Tr_{\text{opt}}$.

We give the proof of Lemma 1 in Appendix B. Let $y^{\text{OPT}}$ be an optimal solution of LP($\mathbf{v}$). Motivated by Lemma 1, we consider as a benchmark the algorithm which plays in each period $t$ a set $S_t$ drawn according to $y^{\text{OPT}}$. For such an algorithm, $q_i^{\text{OPT}} = \sum_{S \in S} y^{\text{OPT}}(S) \pi(i, S) \leq q_i$ represents the optimal consumption rate of product $i$, and the corresponding unitary revenue is $r_{\text{opt}}$, satisfying $r_{\text{opt}} = \sum_{i \in [N]} r_i q_i^{\text{OPT}}$. Note that the solution returned by this algorithm is feasible only in expectation, whereas the feasible policies in our setting are subject to hard inventory constraints. We would like to point out that this type of linear program has been often considered in the revenue management literature and is commonly referred to as the (choice-based) deterministic linear program Gallego et al. (2004). This strong benchmark was for instance used by Golrezaei et al. (2014) in the setting of dynamic assortment optimization, and by Agrawal and Devanur (2019) and Badanidiyuru et al. (2018) in the more general context of bandits with knapsacks.

Finally, we introduce the inventory’s cost $r_{\text{inv}}$:

$$r_{\text{inv}} = \sum_{i \in [N]} r_i \frac{\sum_{S \in S} y^{\text{OPT}}(S) \pi(i, S)}{\sqrt{q_i}} = \sum_{i \in [N]} r_i q_i^{\text{OPT}} \frac{1}{\sqrt{q_i}}.$$ (2)

A more detailed discussion on the intuition behind $r_{\text{inv}}$ will be developed in the next section.

Objective. The objective of the seller is to minimize its cumulative expected regret, which is expressed as:

$$\text{Regret}(T) = Tr_{\text{opt}} - \mathbb{E} \left[ \sum_{t=1}^T R(S_t) \right].$$

2.2. Our algorithm: MNLwK-UCB

We first give an outline of our dynamic assortment policy, which we name MNLwK-UCB. We divide the time horizon into epochs, where each epoch $\ell$ is composed of $E_\ell$ consecutive time steps. At the beginning of each epoch $\ell$, we decide on the assortment $S_\ell$ to offer to arriving customers repeatedly until we observe a no-purchase. This stopping rule is based on Agrawal et al. (2019) and allows to obtain unbiased estimators of the unknown MNL parameters. In particular, the average number of times each product has been purchased in an epoch is an unbiased estimator of the MNL parameter corresponding to the product. Based on these estimators, we construct at the beginning of each epoch $\ell$ confidence bounds.
on the utilities, from which we derive upper confidence bounds on the choice probability $\pi$ for each product $i$ and assortment $S \in \mathcal{S}$. We then compute a distribution $\{y_{S,\ell}\}_{S \subseteq [N]}$ and sample the assortment $S_\ell$ for epoch $\ell$ based on the distribution. Note that the sampling of $S_\ell$ is done only once, at the beginning of each epoch $\ell$. Naively computing the distribution $\{y_{S,\ell}\}_{S \subseteq [N]}$ and sampling from it may have exponential complexity. However, due to the structure of the LP we solve, this can be done efficiently.

We denote by $q^i_t \in [0,1]$ the remaining inventory fraction for each product $i$ at time $t$. After observing the purchase decision $c_t$ of the customer, we decrease the inventory of $c_t$ (corresponding to $T q^i_t$) by one unit. The algorithm stops as soon as any of the products $i$ is out of stock (i.e. $q^i_t = 0$). This condition ensures that the algorithm is always feasible. Even though it seems somewhat restrictive to stop as soon as one product depletes (as the seller might be tempted to use the remaining time steps to sell other available products) we show that the associated cost is negligible. In fact, with high probability, no product is depleted before the end of the time horizon.

Note that the procedure described above is not yet a valid algorithm as it involves possibly two computational bottlenecks. The first one being solving an LP with exponentially many variables. The second one being computing and sampling from a distribution with possibly exponentially sized support. Both of these issues are simultaneously tackled. We present a computationally efficient algorithm which returns an optimal distribution without having to explicitly use the lower and upper bounds for each set $S$. Furthermore, the distribution returned by MNLwK-UCB has a linear size support and therefore, we can sample efficiently from it.

We are now ready to describe the details of the algorithm.

**Confidence bounds for $v$.** We now present the details on the construction of the utility estimator, and its high probability confidence bounds. We would like to mention that we do not follow the classical approach to design maximum likelihood estimators (which has been considered for instance by Cheung and Simchi-Levi (2017) in their dynamic assortment policy under inventory constraints). The main limitation of the MLE approach is that it requires the knowledge of a lower bound on the values of the true utilities, which may not be available in practical applications. In order to avoid this restrictive assumption, we choose to design our confidence intervals based on the sampling method presented in Agrawal et al. (2019). We describe it here for the convenience of the reader.
We define $n_{i,\ell}$ the number of customers who purchased $i$ in epoch $\ell$, for all $i \in S_\ell$:

$$n_{i,\ell} = \sum_{t \in E_\ell} \mathbb{1}(c_t = i),$$

and we define $N_i(\ell)$, the number of times product $i$ has been purchased up to the end of epoch $\ell$:

$$N_i(\ell) = \sum_{\tau \leq \ell} n_{i,\tau} = \sum_{\tau \in T_i(\ell)} n_{i,\tau},$$

where $T_i(\ell) = \{\tau \leq \ell \mid i \in S_\ell\}$ and $T_i(\ell) = |T_i(\ell)|$ denote respectively the set of epochs and the number of epochs which have offered product $i$ so far. We then compute $\tilde{v}_{i,\ell}$ the average number of times each product $i$ is purchased per epoch:

$$\tilde{v}_{i,\ell} = \frac{N_i(\ell)}{T_i(\ell)} = \frac{1}{T_i(\ell)} \cdot \sum_{\tau \in T_i(\ell)} n_{i,\tau},$$

At the end of epoch $\ell$, we set:

$$v_{i,\ell}^{\text{UCB}} = \min \left\{ \tilde{v}_{i,\ell} + \sqrt{\frac{48 \log (\sqrt{N} \ell + 1)}{T_i(\ell)} + \frac{48 \log (\sqrt{N} \ell + 1)}{T_i(\ell)}}, 1 \right\},$$

$$v_{i,\ell}^{\text{LCB}} = \max \left\{ \tilde{v}_{i,\ell} - \sqrt{\frac{48 \log (\sqrt{N} \ell + 1)}{T_i(\ell)} + \frac{48 \log (\sqrt{N} \ell + 1)}{T_i(\ell)}}, 0 \right\}.$$

We will show that with high probability, $v_i \in [v_{i,\ell}^{\text{LCB}}, v_{i,\ell}^{\text{UCB}}]$.

**Optimistic assortments.** The previous confidence bounds induces the following natural upper confidence bound for the choice function $\pi$:

$$\pi_{\ell-1}^{\text{UCB}}(i, S) := \frac{v_{i,\ell}^{\text{UCB}}}{1 + \sum_{j \in S} v_{j,\ell}^{\text{LCB}}} \mathbb{1}(i \in S).$$

In epoch $\ell$, MNLwK-UCB computes the distribution over sets which maximizes revenue for the estimates of the purchase probabilities. More precisely, the distribution $\{y_\ell(S)\}_{S \in S}$ played in epoch $\ell$ has a linear support that is known to the seller and is a solution of the following program:

$$\text{LP}(\pi_{\ell-1}^{\text{UCB}}) : \max \sum_{S \in S} y_S \sum_{i \in [N]} r_i \cdot \pi_{\ell-1}^{\text{UCB}}(i, S)$$

$$\text{s.t} \sum_{S \in S} y_S \cdot \pi_{\ell-1}^{\text{UCB}}(i, S) \leq (1 - \omega_{i,\ell-1}) q_i \ \forall i = 1, \ldots, N$$

$$y \geq 0, \sum_{S \in S} y_S \leq 1,$$
where $\omega > 0$ is a shrinkage factor. Adding the shrinkage factor $\omega$ ensures that stock-out does not happen with high probability, while accounting for the different errors possibly induced in this approximation in order to respect the hard inventory constraints (from discrete to fluid over both assortment model and the randomization over offered assortments, and the error resulting from mis-specifying $v$). $\omega$’s expression is derived naturally from the regret analysis:

$$\forall i \in [N], \quad \ell \geq 0, \quad \omega_i = \frac{A_0}{q_i T} + \frac{A_1}{\sqrt{q_i T}},$$

(4)

where $A_0$, and $A_1 = \tilde{O}(1)$ are numerical constants times polylogarithmic factors in $T$. The exact expressions of $A_0$ and $A_1$ are explicit in the regret analysis section. For clarity of exposition, we assume $\text{LP}(\pi^\text{UCB}_{\ell-1})$ to be feasible, which is equivalent to making the following additional assumption on the minimal size of the inventory:

**Assumption 3.** $\max_i \omega_i < 1$.

Assumption 3 is essentially equivalent to $q_{\min}^{-1} \lesssim T$, which is the same as saying that the inventory has at least a polylogarithmic growth in $T$. It easily relaxed by noticing the following: Assume there is a product $i$ which grows sub-logarithmically. Disregarding such a product will have minimal impact on the final regret. Stronger assumptions on $q_{\min}$ are made in both Miao et al. (2021) ($q_{\min}^{-1} \lesssim 1$) and Cheung and Simchi-Levi (2017) ($q_{\min}^{-1} \lesssim T^{1/3}$).

The set $S_\ell$ played throughout epoch $\ell$ is then drawn according to the distribution $\{y_\ell(S)\}$. It is worth to recall that the procedure by which we derive $y_\ell$ gives a distribution with linear support in $N$ that is known to the seller. As a consequence, all samplings are done tractably and efficiently.

Note that by interpreting each assortment $S$ as an independent arm in the multi-arm bandits framework, the program $\text{LP}(\pi^\text{UCB}_\ell)$ plays the same role as the LP used by the UCB-based algorithm presented in Agrawal and Devanur (2019) for the Bandits with Knapsacks (BwK) problem. The major difference is that in our setting, problem $\text{LP}(\pi^\text{UCB}_\ell)$ involves an exponential number of variables and therefore it cannot be directly solved. However, we still show that $\text{LP}(\pi^\text{UCB}_\ell)$ can be solved efficiently (linearly in $T$, and polynomial in $N$). The details of MNLwK-UCB are described in Algorithm 1.

We are now ready to present our regret bound.
Theorem 1. Under assumptions 1, 2 and 3, Algorithm 1 achieves a regret bound of

\[
\text{Regret}_T \leq B_0 N r_{\text{max}} + B_1 (r_{\text{inv}} + \|v\|_2 r_{\text{opt}} + \|v \cdot r\|_2) \sqrt{T},
\]

where \(B_0, B_1 = \tilde{O}(1)\) are numerical constants multiplied by polylog factors in \(N, T\).

Assumption 1 makes the no-purchase option as the most likely outcome given any assortment. It can be relaxed by adapting ideas from Agrawal et al. (2019) by adding an initial exploratory phase that ensures that all products are selected enough times, and one should expect a more general bound that scales with \(\max(\sqrt{v}, v)\). Its purpose is solely to maintain the focus on how the inventory is managed and alleviate any non-central technicalities.

Assumption 2 is the tractability of the corresponding LP relaxation and seems to be minimal and necessary, since for a given constrained set \(\mathcal{S}\), one should expect the corresponding online MNL-BwK problem to be (computationally) at least as hard as its time independent LP relaxation. Moreover, Assumption 2 is satisfied for most usual cases (cardinality constraints, matroid constraints, ...). Assumption 3 is about the minimal size of the total inventory, and is also made for simplicity of exposition, as it can be relaxed easily by disregarding the products with sub-logarithmic growth.

We now parse the bound in Theorem 1. First, the regret bound scales linearly in the revenue vector \(r\). Second, the growth of the \(\sqrt{T}\) coefficient is \((r_{\text{inv}} + \|v\|_2 r_{\text{opt}} + \|v \cdot r\|_2)\). This term balances between the availability of the products and their utilities, and can therefore be seen as analog to the bid-to-budget trade-off mentioned in Mehta et al. (2007), where \(r_{\text{inv}}\) measures the budget, and \(\|v\|_2 r_{\text{opt}} + \|v \cdot r\|_2\) measures the bids. Finally, we show that this bound stays in \(\tilde{O}(\sqrt{NT})\) regardless of the size of the inventory, and the complexity of the constraints set \(\mathcal{S}\). In particular, when \(\mathcal{S}\) represents cardinality constraints of size \(K\), our regret bound does not depend on \(K\) in the large inventory setting. A more detailed discussion on the role of the inventory in the regret bound is detailed in the next section.

2.3. On the cost of finite inventory:

We delve more on the role of the finite inventory in the regret bound. First, Assumption 3 establishes the upper bound \(q_{\min}^{-1} \lesssim T\). We would like to emphasize that, as opposed to similar works, this assumption is not a "large inventory" assumption, and is only made for clarity of exposition.
Algorithm 1: MNLwK-UCB.

Initialization: \( \epsilon = \frac{1}{T}, v_{i,0}^{UCB} = v_{max}, v_{i,0}^{LCB} = 0, \) for all \( i = 1, \ldots, N, \) \( c_0 = 0 \)

\( \ell = 1 \); keeps track of the total number of epochs.

\( q^0 = q \); keeps track of the remaining inventory.

for \( t = 1, \ldots, T \) do

if \( c_{t-1} = 0 \) then

Sample \( S_\ell \) according to the distribution \( y_\ell \), where \( y_\ell \) is an optimal solution to \( \text{LP}(\pi_{\ell-1}^{UCB}) \);

end

Offer assortment \( S_\ell \) and observe the purchase decision \( c_t \) of the customer;

if \( c_t = 0 \) \( (\text{i.e., the decision was a no purchase}) \) then

Compute \( n_{i,\ell} = \sum_{t \in E_\ell} 1(c_t = i) \), number of consumers who preferred \( i \) in epoch \( \ell \), for all \( i \in S_\ell \);

Update \( T_i(\ell) = \{ \tau \leq \ell | i \in S_\tau \}, T_i(\ell) = |T_i(\ell)| \), set and number of epochs until \( \ell \) that offered product \( i \);

Update \( N_i(\ell) = N_i(\ell) + n_i(\ell) \), the number of times product \( i \) has been purchased until epoch \( \ell \);

Update \( \tilde{v}_{i,\ell} = \frac{N_i(\ell)}{T_i(\ell)} \), sample mean of the estimates;

\( \ell = \ell + 1 \);

else

Add time \( t \) to epoch \( \mathcal{E}_\ell \) and set \( q_{c_{t-1}}^{\ell+1} = q_{c_{t-1}}^\ell - 1 \) and \( q_i^{\ell+1} = q_i^\ell \) for all \( i \in [N] \setminus c_t \);

if \( q_{c_{t-1}}^{\ell+1} = 0 \) then

Stop the algorithm.

end

end

end

We will study the impact of this assumption for different rates \( \Theta(T^\alpha), \alpha \in [0,1] \). Following Theorem \( 1 \), this impact will be controlled by the term \( r_{\text{inv}} \). We recall its expression stated
in (2):
\[ r_{\text{inv}} = \sum_{i \in [N]} r_i \frac{q_{i}^{\text{OPT}}}{\sqrt{q_i}}. \]

\( r_{\text{inv}} \) represents the effective cost of having a finite inventory. To parse \( r_{\text{inv}} \), recall that for each product \( i \), \( q_i \) represents the available capacity, and \( q_{i}^{\text{OPT}} \) represents the optimal consumption rate. \( \frac{q_{i}^{\text{OPT}}}{q_i} \) represents the optimal saturation rate of product \( i \). For the particular case of no inventory constraints, \( q = 1 \), and we have
\[
 r_{\text{inv}} = \sum_{i \in [N]} r_i q_{i}^{\text{OPT}} = r_{\text{opt}} \leq r_{\text{max}},
\]
plugging-in this inequality in Theorem 1 recovers a regret bound of \( \tilde{O}(N + \sqrt{NT}) \). This discussion can be extended to the case where the inventory grows quasi-linearly in \( T \), and we would still have:
\[
 r_{\text{inv}} \leq \frac{r_{\text{max}}}{q_{\text{min}}},
\]
which would still yield a regret bound in \( \tilde{O} \left( N + \sqrt{NT} \right) \). This assumption of quasi-linear growth is reasonable and represents, for instance, a stationary state with fixed replenishing rates. It can be found in Miao et al. (2021), from which the authors derive a \( \tilde{O}(\sqrt{NT} + NK^{5/2}) \) regret bound. Assuming a quasi-linear growth of the inventory is equivalent to assuming that \( q_{\text{min}}^{-1} \) is bounded independently from \( T \), up to polylog factors in \( T \) and \( N \) (i.e., \( q_{\text{min}}^{-1} = \tilde{O}(1) \)).

The power of our approach is that it extends beyond the large inventory assumption. The main limitation in current works is a regret bound that scales in \( q_{\text{min}}^{-1} \) (See Cheung and Simchi-Levi (2017), Miao et al. (2021), where the authors base their regret bound on the size of \( q_{\text{min}} \)). Following Inequality (5), we see that the impact of \( r_{\text{inv}} \) nuances the idea that the smallest inventory should be the main driver for its cost. We argue that it is not only the smallest inventory that affects the regret, but the overall saturation of the capacity constraints in the optimal fluid regime. One gain from this improvement is that \( r_{\text{inv}} \) is well-behaved in the limiting cases, i.e., the cost of the inventory does not go to infinity as a product becomes rarer (as opposed to existing bounds in \( q_{\text{min}}^{-1} \)). Moreover, due to the knapsack structure of LP(\( \pi \)), in many cases \( r_{\text{inv}} \) has a simple structure, and can be bounded by above as:
\[
 r_{\text{inv}} = \sum_{i \in [N]} r_i \frac{q_{i}^{\text{OPT}}}{\sqrt{q_i}} \leq \sum_{i \in [N]} r_i \sqrt{q_{i}^{\text{OPT}}} \leq Nr_{\text{max}}\sqrt{q_{\text{max}}}. \]
Hence, when $q$ grows sub-linearly in $T$ (i.e., $q_{\text{min}}^{-1} = \Theta(T^\alpha)$ where $\alpha < 1$), we have from Inequality 3 $r_{\text{inv}} \leq N r_{\text{max}} T^{-\frac{\alpha}{2}}$, which when plugged in the regret bound in Theorem 1 yields a regret bound of $\tilde{O} \left( N \left( 1 + T^{\frac{1-\alpha}{2}} \right) + \sqrt{NT} \right)$. As a comparison with existing work in the literature, Miao et al. (2021) make the linear growth assumption $q_{\text{min}}^{-1} = O(1)$ for a $\tilde{O}(\sqrt{NT} + NK^{5/2})$ bound, and do not provide a regret bound under the regime $\Theta(T^\alpha)$. Cheung and Simchi-Levi (2017) assume that $q_{\text{min}}^{-1} \ll T^{1/3}$, from which they design a tractable algorithm for a regret bound of $\tilde{O}(K^{2/3}N^{1/3}T^{2/3})$. They also design an (intractable) algorithm which assumes that $q_{\text{min}}^{-1} \ll \sqrt{T}$, and yields a regret bound of $\tilde{O} \left( K^{5/2} N \sqrt{T} \right)$.

2.4. Time complexity of Algorithm 1

We briefly discuss the time complexity of Algorithm 1. In particular, we show that it is linear in $T$ and polynomial in $N$. Before the beginning of epoch $\ell \geq 1$, the seller solves the program LP($\pi_{\text{UCB}}^{\ell-1}$):

$$\text{LP}(\pi_{\text{UCB}}^{\ell-1}): \quad \max \sum_{S \in \mathcal{S}} y_S \sum_{i \in [N]} r_{i, \pi_{\text{UCB}}^{\ell-1}}(i, S)$$

$$\text{s.t.} \quad \sum_{S \in \mathcal{S}} y_S \pi_{\text{UCB}}^{\ell-1}(i, S) \leq (1 - \omega_{i,\ell-1})q_i \quad \forall i = 1, \ldots, N$$

$$y \geq 0, \quad \sum_{S \in \mathcal{S}} y_S \leq 1.$$

For any exact solver $A$ of LP($\pi_{\text{UCB}}^{\ell-1}$), we denote $C_A^{\ell}$ the time complexity for sampling $S_\ell \sim y_\ell$ solution to LP($\pi_{\text{UCB}}^{\ell-1}$). and $C_A := \max_{\ell \geq 1} C_A^{\ell}$. Within each epoch $\ell$, Algorithm 1 updates its variables in constant time, hence:

$$C_{\text{ALG}} \leq \sum_{\ell \geq 1} C_A^{\ell} \leq \max_{\ell \geq 1} C_A^{\ell} \sum_{\ell \geq 1} 1 \leq TC_A.$$

Since the size of the program P($\pi_{\text{UCB}}^{\ell-1}$) is only a function of $N$ and $\mathcal{S}$, so is $C_A$. In particular, $C_A$ is not a function of time $T$, and Equation (7) guarantees that Algorithm 1 is at most linear in $T$. By Assumption 2 $C_A$ is polynomial in $N$ (and $N$ only), therefore Algorithm 1 can be solved efficiently.

For most practical cases on $\mathcal{S}$ discussed in the previous section, LP($\tilde{\pi}$) has an exact separation oracle. Consequently, producing efficiently an optimal solution with known linear support in $N$ for LP($\tilde{\pi}$) has already been studied (See Liu and Van Ryzin (2008)). The
ellipsoid method guarantees a polynomial time in $N$ for all the problem instances, while in practice, column generation (Desaulniers et al. (2006)) proves to be empirically more efficient.

Finally, it is worthy to note that $C^A$ does not necessarily increase with $K = \max_{S \in S} |S|$. Even though it is linear in $N$ in subsets of small supports (i.e., assortments of 1 element), it can also be linear in larger subsets of assortments: in the special case of no constraints $S = [N]$, El machtoub et al. (2022) achieve a linear algorithm in $N$. This justifies the more general Assumption 2 that essentially decorrelates the computational efficiency of the LP relaxation from the learning aspect of the online problem.

### 3. Regret analysis

We devote the rest of the paper to expose the main ideas behind the proof of Theorem 1, leaving the details in the Appendix.

Deriving the regret bound requires three major steps. First, we establish the structural properties of the estimators $\tilde{v}_t$, most of which derive from Agrawal et al. (2019). From there we will construct high confidence bounds for the consumption rate $\pi$. Second, we show that with high probability, none of the products is depleted before the end of the time horizon. This will be done by analyzing the consumption of a fictional algorithm that does not stop when a product is depleted, and is allowed to exceed the inventory capacity. The consumption of product $i$ at the end of time $T$ for such an algorithm will be denoted $I_{i,T}$, and we will prove that with high probability that for each product $i$, $I_{i,T} \leq T q_i$. The main consequence is that Algorithm 1 has a stopping time of exactly $T$ (with high probability). This is formalized in Proposition 1. Third, we show that conditionally on this high probability event, the sequence of assortments successively offered by MNLwK-UCB generates a high enough revenue.

At the heart of these three steps lies a refined analysis of $I_{i,T}$. In particular, we decompose the exact inventory consumption $I_{i,T}$ into a main term derived from Algorithm 1 and three independent noise terms. The first noise term is the cost of the seller offering a randomized assortment, the second noise term is the cost of the customer making a randomized purchase, and the third term is the mis-specification cost in the offered assortments. The first two noise terms are results of both players (the seller and the customer) randomizing their decisions in a discrete repeated game, and can be analyzed without leveraging many
structural properties of Algorithm 1. The third noise term captures the lack of knowledge of \( v \) and the learning aspect of the problem. This term will consequently be the main driver of the regret. Naturally, Algorithm 1 is tuned so that this term is minimal.

Before delving into the details of each step, we would like to remind the reader of some essential properties of the epoch lengths \( \{ |E_\ell| \}_{ \ell \geq 1} \) and the estimators \( \{ \tilde{v}_{i, \ell} \}_{i \in [N], \ell \geq 1} \). These statements are already established in Agrawal et al. (2019).

**Lemma 2 (Agrawal et al. (2019)).** The following properties hold:

(i) Conditionally on \( S_\ell \), the length of the \( \ell \)th epoch \( |E_\ell| \) is a geometric random variable with parameter \( \frac{1}{1 + \sum_{i \in S_\ell} v_i} \).

(ii) Conditionally on both \( S_\ell \) and \( |E_\ell| \), \( n_i(\ell) \) is a Binomial random variable with parameter \( (|E_\ell|, \pi(i, S_\ell | v)) \).

(iii) For every item \( i \) and epoch \( \ell \), the estimator \( \tilde{v}_{i, \ell} \) is unbiased.

### 3.1. High probability confidence bounds for \( v \) and \( \pi \)

We remind the reader of the expressions of \( \{ v^\text{UCB}_{i, \ell} \}, \{ v^\text{LCB}_{i, \ell} \} \) for both \( v \) and \( \tilde{v}_\ell \), which construction follows the distributional properties established in Lemma 2:

\[
\begin{align*}
v^\text{UCB}_{i, \ell} &= \min \left\{ \tilde{v}_{i, \ell} + \left( \sqrt{\tilde{v}_{i, \ell} \frac{48 \log (\sqrt{NT^2 + 1})}{T_i(\ell)}} + \frac{48 \log (\sqrt{NT^2 + 1})}{T_i(\ell)} \right), 1 \right\}, \\
v^\text{LCB}_{i, \ell} &= \max \left\{ \tilde{v}_{i, \ell} - \left( \sqrt{\tilde{v}_{i, \ell} \frac{48 \log (\sqrt{NT^2 + 1})}{T_i(\ell)}} + \frac{48 \log (\sqrt{NT^2 + 1})}{T_i(\ell)} \right), 0 \right\}.
\end{align*}
\]

The high probability bounding \( v \in [v^\text{LCB}, v^\text{UCB}] \) is formally stated in the following lemma:

**Lemma 3 (Confidence bounds for \( v \)).** The following properties hold:

(i) For every item \( i \) and epoch \( \ell \), \( v_i \in [v^\text{LCB}_{i, \ell}, v^\text{UCB}_{i, \ell}] \) with probability at least \( 1 - \frac{6}{NT^2} \).

(ii) There exist some universal constants \( C_1 \) and \( C_2 \) such that for all \( i \in [N], \ell \in [L] \),

\[
v^\text{UCB}_{i, \ell} - v^\text{LCB}_{i, \ell} \leq C_1 \sqrt{\frac{v_i \log (\sqrt{NT^2 + 1})}{T_i(\ell)}} + C_2 \left( \frac{\log (\sqrt{NT^2 + 1})}{T_i(\ell)} \right),
\]

with probability at least \( 1 - \frac{7}{NT^2} \).

While property (i) shows that \( v^\text{UCB}_{i, \ell} \) and \( v^\text{LCB}_{i, \ell} \) are indeed confidence bounds for the true parameters \( v_i \), property (ii) shows that we can bound the width of this confidence interval with the true parameters. To restate property (ii) simply, we have

\[
v^\text{UCB}_{i, \ell} - v^\text{LCB}_{i, \ell} \lesssim \frac{1}{\sqrt{T_i(\ell)}}.
\]
with high probability (where \( \lesssim \) hides numerical constants, dependencies in \( v \), and log dependencies in \( T, N \)). Our regret analysis relies on the stronger property given in Lemma 4, which implies that the properties (i) and (ii) are simultaneously satisfied by all the estimators, for a smaller price in probability. Unlike in Agrawal et al. (2019), this stronger property is required to analyse the total product consumption and show that the hard inventory constraints are respected with high probability. The proof of Lemma 4 is stated in Appendix A.3.

**Lemma 4.** For each \( i \in [N] \) and \( \ell \in [L] \), we introduce the following events:

\[
A^\text{CB1} = \left\{ v_i \in [v_i^{\text{LCB}}, v_i^{\text{UCB}}] \right\}, A^\text{CB1} = \bigcap_{i \in [N]} \bigcap_{\ell \geq 1} A^\text{CB1}_{i, \ell - 1},
\]

\[
A^\text{CB2} = \left\{ \left| v_{i, \ell}^{\text{UCB}} - v_i \right| + \left| v_i - v_{i, \ell}^{\text{LCB}} \right| \leq C_1 \sqrt{\frac{v_i \log(\sqrt{NT^2 + 1})}{T_\ell(\ell)}} + C_2 \left( \log(\sqrt{NT^2 + 1}) T_\ell(\ell) \right) \right\}, A^\text{CB2} = \bigcap_{i \in [N]} \bigcap_{\ell \geq 1} A^\text{CB2}_{i, \ell - 1}.
\]

We have \( \mathbb{P}_\pi(A^\text{CB1} \cap A^\text{CB2}) \geq 1 - \frac{13}{T} \).

Following Lemma 4, it is easy to see that conditionally on \( A^\text{CB1} \), \( \pi^{\text{UCB}} \geq \pi \):

\[
\pi^{\text{UCB}}(i, S) = \frac{v_{i, \ell}^{\text{UCB}}}{1 + \sum_{j \in S} v_{i, \ell}^{\text{LCB}} 1_{i \in S}} 1_{i \in S} \geq \frac{v_i}{1 + \sum_{j \in S} v_j} 1_{i \in S} = \pi(i, S),
\]

where we simultaneously use \( v_{i, \ell}^{\text{UCB}} - v_i \geq 0 \) and \( v_i - v_{i, \ell}^{\text{LCB}} \geq 0 \). We introduce the pointwise estimation error for each product \( i \in [N] \) and \( \ell \geq 0 \):

\[
\epsilon_{i, \ell} := \left( \left| v_{i, \ell}^{\text{UCB}} - v_i \right| + \left| v_i - v_{i, \ell}^{\text{LCB}} \right| \right) 1_{i \in S_\ell}.
\]  

(8)

\( \epsilon \) is the width of the confidence interval on item \( i \) if offered in epoch \( \ell \), and represents how well utilities are estimated. Because of the intricate nature of the MNL choice function \( \pi \), we will see that the effective estimation error

\[
w_{i, \ell} := \pi(i, S_\ell) \sum_{j \in S_\ell} \epsilon_{j, \ell} + \epsilon_{i, \ell}
\]  

(9)

is just as relevant. In particular, we will show that with high probability, the noise terms are essentially a function of the four cumulative errors

\[
\| \epsilon_i \|_1 = \sum_{\ell \geq 1} \epsilon_{i, \ell}, \quad \| \epsilon_i \|_2 := \sqrt{\sum_{\ell \geq 1} \epsilon_{i, \ell}^2}, \quad \| w_i \|_1 := \sum_{\ell \geq 1} w_{i, \ell}, \quad \| w_i \|_2 := \sqrt{\sum_{\ell \geq 1} w_{i, \ell}^2},
\]

where \( \| \cdot \|_1, \| \cdot \|_2 \) are respectively the 1-norm and the 2-norm.
3.2. Bounding the inventory consumption

Let $\tau$ be the (random) stopping time of Algorithm 1. Because the algorithm stops as soon as a product is depleted, we must have $\tau \leq T$ (and as a consequence, MNLwK-UCB is feasible). In this section, we analyse the inventory consumption of a fictive algorithm that does not follow this stopping rule. Up until $\tau$, the two algorithms behave exactly the same. However, nothing prohibits the fictive algorithm from exceeding the inventory constraints. The main goal of this section is to prove that this does not happen with high probability. To be precise, we fix a product $i \in [N]$ and we focus on the study of $I_{i,T}$, the exact consumption of product $i$ at the end of the time horizon $T$ for this fictive algorithm. The main result of this section is that $I_{i,T}$ never exceeds the available inventory:

**Proposition 1.** The inequalities $I_{i,T} \leq q_iT$ hold simultaneously for all products $i \in [N]$ with probability at least $1 - \frac{15}{T}$. Or equivalently, Algorithm 1 stops exactly at $T$ with probability at least $1 - \frac{15}{T}$, i.e., $\tau = T$.

The proof of Proposition 1 will be done through successive decompositions that translate the different aspects of the interaction between the seller and the consumer. First, notice that $I_{i,T}$ can be decomposed by looking into each (random) epoch $E_\ell$ separately:

$$I_{i,T} = \sum_{\ell \geq 1} \mathbb{1}_{c_\ell = i} = \sum_{\ell \geq 1} \sum_{t \in E_\ell} \mathbb{1}_{c_t = i} = \sum_{\ell \geq 1} n_i(\ell),$$

where $n_i(\ell) = \sum_{t \in (\ell)} \mathbb{1}_{c_t = i}$ is the total consumption of product $i$ in epoch $E_\ell$. For each epoch $\ell \geq 1$, and conditionally on the played assortment $S_\ell$ and the size of the epoch $|E_\ell|$, each $\mathbb{1}_{c_t = i}$ is an independent Bernoulli random variable of parameter $\pi(i, S_\ell)$, so that

$$\forall \ell \geq 1, \quad n_i(\ell) \mid S_\ell, |E_\ell| \sim \text{Bin}(|E_\ell|, \pi(i, S_\ell)).$$

This is due to the inherently random choice function $\pi$, and can be seen as an effect of the customer’s random behavior.

The seller acts as if $(\pi^{UCB}_\ell)_{\ell \geq 1}$ are the true choice functions $\pi$, and consequently suffers a mis-specification error $\pi(i, \cdot) - \pi^{UCB}_\ell(i, \cdot)$:

$$I_{i,T} = \sum_{\ell \geq 1} |E_\ell| \pi^{UCB}_{\ell-1}(i, S_\ell) + \sum_{\ell \geq 1} (n_i(\ell) - |E_\ell| \pi(i, S_\ell)) + \sum_{\ell \geq 1} |E_\ell| (\pi(i, S_\ell) - \pi^{UCB}_{\ell-1}(i, S_\ell)).$$
Next, we integrate how the offered assortment $S_\ell$ is chosen. In our case, the seller randomizes over $\mathbb{P}(S_\ell = S) = y_\ell(S)$, so that

$$\sum_{\ell \geq 1} |E_\ell| \pi_{\ell-1}^{\text{UCB}}(i, S_\ell) = \sum_{\ell \geq 1} |E_\ell| \sum_{S \in S} y_\ell(S) \pi_{\ell-1}^{\text{UCB}}(i, S) + \sum_{\ell \geq 1} |E_\ell| \left( \pi_{\ell-1}^{\text{UCB}}(i, S_\ell) - \sum_{S \in S} y_\ell(S) \pi_{\ell-1}^{\text{UCB}}(i, S) \right).$$

This gives us the following inventory consumption decomposition:

$$I_{i,T} = \sum_{\ell \geq 1} |E_\ell| \sum_{S \in S} y_\ell(S) \pi_{\ell-1}^{\text{UCB}}(i, S) + \delta_{\text{random}} + \delta_{\text{mnl}} + \delta_{\text{shift}}. \quad (10)$$

where $\sum_{S \in S} y_\ell(S) \pi_{\ell-1}^{\text{UCB}}(i, S)$ is the consumption the seller was hoping to achieve (and is bounded by $(1 - \omega_i)q_i$), and where

$$\delta_{\text{random}} := \sum_{\ell \geq 1} |E_\ell| \left( \pi_{\ell-1}^{\text{UCB}}(i, S_\ell) - \sum_{S \in S} y_\ell(S) \pi_{\ell-1}^{\text{UCB}}(i, S) \right),$$

$$\delta_{\text{mnl}} := \sum_{\ell \geq 1} (n_i(\ell) - |E_\ell| \pi(i, S_\ell)), \quad \delta_{\text{shift}} := \sum_{\ell \geq 1} |E_\ell| \left( \pi(i, S_\ell) - \pi_{\ell-1}^{\text{UCB}}(i, S_\ell) \right).$$

Equation (10) states that up to three noise terms $\delta_{\text{random}}$, $\delta_{\text{mnl}}$, and $\delta_{\text{shift}}$, the inventory consumption of product $i$ at the end of time $T$ is the same as the first term $\sum_{\ell \geq 1} |E_\ell| \sum_{S \in S} y_\ell(S) \pi_{\ell-1}^{\text{UCB}}(i, S)$, a quantity over which the seller has full control through $\text{LP}(\pi_{\ell}^{\text{UCB}})$. The first noise term $\delta_{\text{random}}$ measures the cost of randomizing over the set of assortments, or in other words, the cost of viewing the consumption in the fluid model. The second noise term $\delta_{\text{mnl}}$ measures the cost of randomization incurred by the customer. This depends uniquely on the inherently random customer behavior, which is in our particular case, a MNL-choice behavior. Both of these terms can be seen as a consequence of randomizing strategies between the two players (the seller and the customer) in a repeated game. It is easy to see that over time, the effect of this randomizing becomes negligible, since on the one hand the seller will have many opportunities to randomize (intuitively, there is a $\sim T$ number of epochs), and on the other hand, the customer’s behavior remains the same through the selling horizon $T$. This is true for any sequence of decisions $\{y_\ell\}_{\ell \geq 1}$, and any choice model $\pi$, as we can derive a $\tilde{O}(\sqrt{T})$ bound without using the optimality of $y_\ell$ or the MNL structure of $\pi$. 
The third noise term $\delta_{i,T}^{\text{shift}}$ measures the cumulative cost of mis-specifying the true model $\pi(i, \cdot)$ for $\pi_{\ell}^{\text{UCB}}(i, \cdot)$. This is where the quality of the seller’s optimism $\{\pi_{\ell}^{\text{UCB}}\}_{\ell \geq 1}$ and the stopping rule of each epoch $\ell$ simultaneously intervene.

The next step of the proof will consist of bounding each noise term separately. The first two noise terms $\delta_{i,T}^{\text{random}}$ and $\delta_{i,T}^{\text{mnl}}$ can be viewed as centered bounded increments, which yields a high probability $\tilde{O}(\sqrt{T})$ bound by Azuma-Hoeffding. The implication of this bound is that, regardless of the seller’s decisions and the customer’s behavior, one can always view this problem in the fluid regime without incurring a high regret in $T$. However, this bounding is loose in the other parameters. In particular, it does not use the scalability of $v$ in $\pi$, or that the seller makes increasingly accurate estimates of the true distribution $\pi$.

The major shortcoming of the previous concentration bounds is that they use a global bounding of $\epsilon_i$. One way to overcome this shortcoming is to account for each local error, and instead of using a global bounding, uses an epoch-dependent bounding. This technique is common and can be found in Agrawal and Devanur (2019), Kleinberg et al. (2008) and Babaioff et al. (2015). We state the result formally in the following Lemma:

**Lemma 5 (Bounding $\delta_{i,T}^{\text{random}}$).** There exists a universal constant $C_0$ such that the following inequality

$$|\delta_{i,T}^{\text{random}}| \leq 3\sqrt{C_0 \log T} \sqrt{\sum_{\ell \geq 1} |E_{\ell}| \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) + 3C_0 \log T}.$$

holds with probability at least $1 - \frac{1}{T}$. Such an event is denoted $A_{\text{random}}$. The same analysis can be applied to $|\delta_{i,T}^{\text{mnl}}|$, where we obtain with probability at least $1 - \frac{1}{T}$,

$$|\delta_{i,T}^{\text{mnl}}| \leq 3\sqrt{C_0 \log T} \sqrt{\sum_{\ell \geq 1} |E_{\ell}| \pi(i, S_{\ell}) + 3C_0 \log T}. \quad (11)$$

Inequality (11) can be seen as a quadratic inequality in $\sqrt{\sum_{\ell \geq 1} |E_{\ell}| \pi(i, S_{\ell})}$, over which the seller has less control. A better more suitable bounding, derived from Inequality (11), is formally stated in the following Lemma:

**Lemma 6 (Bounding $\delta_{i,T}^{\text{mnl}}$).** The inequality $\delta_{i,T}^{\text{mnl}} \leq 3\sqrt{C_0 \log T} \sqrt{T_{i,T}} + 3C_0 \log T$ holds with probability at least $1 - \frac{1}{T}$. Such an event is denoted $A_{\text{mnl}}$. 
We now deal with $\delta_{i,T}^{\text{shift}}$. By choice of MNLwK-UCB, we have conditionally on $A_{\text{CB}1}, \pi \leq \pi_{\text{UCB}}$, so that $\delta_{i,T}^{\text{shift}} \leq 0$. Intuitively, choosing with respect to an optimistic choice function $\pi_{\text{UCB}}$ makes the consumption safer, regardless of the choice of the confidence bound. However, the price the seller pays for this optimism is deferred to the accumulated revenue, which study is conducted in the next section.

We introduce the following high probability event:

$$A := A^{\text{random}} \cap A^{\text{mnl}} \cap A_{\text{CB}1} \cap A_{\text{CB}2}.$$  

By union bound:

$$P(A) \geq 1 - \frac{1}{1 + 1 + 13}{\sqrt{T}} = 1 - \frac{15}{T}.$$  

Applying in the following order Lemmas 5, 6, and $\delta_{i,T}^{\text{shift}} \leq 0$ gives conditionally on $A$:

$$\delta_{i,T}^{\text{random}} + \delta_{i,T}^{\text{mnl}} + \delta_{i,T}^{\text{shift}} \leq A_{q,0} + A_{q,2} \sqrt{\sum_{\ell \geq 1} |E_{\ell}| \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) + A_{q,1} \sqrt{I_{i,T}}}, \quad (12)$$

where $A_{q,0} = 6C_0 \log T$, $A_{q,1} = A_{q,2} = 3\sqrt{C_0 \log T}$ are numerical constants times polylog factors in $T$. From Equation (10) and (12), we have:

$$I_{i,T} - A_{q,1} \sqrt{I_{i,T}} - \sum_{\ell \geq 1} |E_{\ell}| \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) - A_{q,2} \sqrt{\sum_{\ell \geq 1} |E_{\ell}| \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) - A_{q,0} \leq 0. \quad (13)$$

We show that Inequality (13) is sufficient to conclude that the inventory is never depleted before $T$ with high probability:

**Lemma 7.** Inequality (13) implies $I_{i,T} \leq q_i T$.

The proof of Lemma 7 is technical and is deferred to Appendix B. It requires solving successively two quadratic systems. A first one to derive an upper bound on $\sqrt{I_{i,T}}$, and a second one to derive an sufficient condition on $\sum_{\ell \geq 1} |E_{\ell}| \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S)$ for which we have $I_{i,T}$. We then show that this sufficient condition is satisfied under the inequality $\sum_{\ell \geq 1} |E_{\ell}| \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) \leq (1 - \omega_i)q_i$, which stems from the constraints of the program LP$(\pi_{\ell-1}^{\text{UB}})$, provided the expression of $\omega_i$.

Lemma 7 proves that with high probability, no products are depleted before the end of the time horizon, or equivalently, the stopping time of Algorithm 1 is $T$. This completes the proof of Proposition 1.

**Bounding the accumulated mis-specification:**

For completeness of the study, we bound the magnitude of $\delta_{i,T}^{\text{shift}}$. Bounding $\delta_{i,T}^{\text{shift}}$ from below requires using the locally Lipschitz property satisfied by MNL choice models, which we formally state in the following lemma:
Lemma 8. Conditionally on $A^{CB_1}$, we have for each $i \in S \subset [N]$, and $\ell \geq 0$,
\[ |\pi(i, S) - \pi^\text{UCB}_\ell(i, S)| \leq \frac{(v^\text{UCB}_{i,\ell} - v_i) + \pi(i, S) \sum_{j \in S} v_j - v^\text{LCB}_{j,\ell} + V(S)}{1 + V(S)}. \]

Lemma 8 implies the following bounding:

**Corollary 1.** Conditionally on $A^{CB_1}$,
\[ |\delta_{\text{shift}}^{i,T}| \leq \sum_{\ell \geq 1} |\mathcal{E}_\ell| (\pi(i, S_\ell) - \pi^\text{UCB}_{\ell-1}(i, S_\ell)) \leq \sum_{\ell \geq 1} \frac{|\mathcal{E}_\ell|}{1 + V(S_\ell)} w_{i,\ell-1}. \]

where $w$ is defined in (9).

Following Corollary 1, it remains to bound the weighted error
\[ \sum_{\ell \geq 1} \frac{|\mathcal{E}_\ell|}{1 + V(S_\ell)} w_{i,\ell-1}. \]

The previous sums can be seen a summation over \{w_{i,\ell-1}\}_{\ell \geq 1}, re-weighted with the (random) weights \{\frac{|\mathcal{E}_\ell|}{1 + V(S_\ell)}\}_{\ell \geq 1}. Lemma 2 states that each weight has mean 1, therefore one can hope that for a large number of epochs, the effect of this re-weighting is neutral, i.e., one can hope for an approximation of the type:
\[ \sum_{\ell \geq 1} \frac{|\mathcal{E}_\ell|}{1 + V(S_\ell)} w_{i,\ell-1} \approx \sum_{\ell \geq 1} w_{i,\ell-1}, \]

where the approximation loss of each term is small, and where $T_i$ is the number of times product $i$ has been offered at the end of time $T$. Classic concentration inequalities do not apply here, mainly because the weights \{\frac{|\mathcal{E}_\ell|}{1 + V(S_\ell)}\}_{\ell \geq 1} are unbounded. Most concentration inequalities where the variables are unbounded require a uniform upper bound on the first moments. In our case, these inequalities would still not be enough for a satisfying regret bound, as the means of $|\mathcal{E}_\ell|$ are bounded by $V(S_\ell) + 1$, which can be as high as $K = \max_{S \in S} |S| \leq N$, and this would yield a regret bound with sub-optimal dependency in $N$. Without any additional use of the algorithm’s structure, this issue cannot be overcome since even in the simplest case where \{\mathcal{E}_\ell\}_{\ell \geq 1} are assumed to be independent, the sharpest known bound on the sum yields a bound that scales in $K^2$. If one wants to obtain a sharper bound, it is necessary to factor in the geometric structure of $|\mathcal{E}_\ell|$, as well as the variations within the sum. This is expressed in the following high probability (intermediate) bounding:
Lemma 9. The inequality \( \sum_{\ell \geq 1} \frac{\| \epsilon_{\ell} \|_{W_{i,\ell-1}}}{1 + \sqrt{\varepsilon(S)}} \| w_{i,\ell-1} \|_2 + \| w_{i,\ell} \|_1 \leq 2 \log T \| w_{i,\ell-1} \|_2 + \| w_{i,\ell} \|_1 \) holds with probability at least \( 1 - \frac{\delta}{T} \). We denote such an event \( A_{\text{geom}} \).

We use arguments from the proof of Freedman’s inequality (See Theorem 2.1 in Fan et al. (2015)) combined with optimal sampling. The complete proof is stated in Appendix B. It remains to bound the errors \( \| w_{i,\ell-1} \|_1 \) and \( \| w_{i,\ell} \|_2 \). This is where the accuracy of our confidence bounds intervenes, which is captured in the event \( A_{\text{CB2}} \) introduced in Lemma 4.

Lemma 10. For \( \ell \geq 0 \) and \( i \in [N] \), and let \( N_i \) be the total number of times product \( i \) is offered up to time \( T \). We have conditionally on \( A_{\text{CB2}} \),

\[
\| \epsilon_{i,\ell} \|_1 \leq 2 \tilde{C}_i v_i \sqrt{\log(\sqrt{NT^2} + 1)} \frac{N_i}{T} + (\tilde{C}_2 v_i + \tilde{C}_3) \log^2(\sqrt{NT^2} + 1),
\]

\[
\| \epsilon_{i,\ell} \|_2 \leq \sqrt{\tilde{C}_i^2 + 4 C_2^2} \log(\sqrt{NT^2} + 1),
\]

\[
\| w_{i,\ell-1} \|_1 \leq 2 \tilde{C}_i v_i \| v \|_2 \sqrt{\log(\sqrt{NT^2} + 1)} \frac{T + \log^2(\sqrt{NT^2} + 1) \left( 2 \tilde{C}_2 v_i \| v \|_1 + 2 \tilde{C}_3 N \right)}{T},
\]

\[
\| w_{i,\ell} \|_2 \leq 2 \sqrt{2} (C_1 + C_2 \sqrt{2}) \log(NT^2 + 1) \sqrt{K N}.
\]

Combining Corollary 1, Lemma 9, and Lemma 10 yields the following high probability bounding on the shift error:

\[
\| \delta_{i,T}^{\text{shift}} \| \lesssim v_i \| v \|_2 \sqrt{T} + N.
\]

3.3. Decomposing the expected reward

The third and last part of the regret analysis is to prove that conditionally on the non-depletion of the inventory (which we proved happens with high probability in the previous section), the generated reward is sufficiently high. We provide a sketch of how this is conducted, and defer the details to Appendix B. By using the same decomposition stated in Equation (10), we can view the previous generated reward as being exactly:

\[
\sum_{\ell \geq 1} r_{c_{\ell}} = \sum_{i \in [N]} r_i \sum_{\ell \geq 1} | \mathcal{E}_{\ell} | \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) + \sum_{i \in [N]} r_i (\delta_{i,T}^{\text{random}} + \delta_{i,T}^{\text{ml}} + \delta_{i,T}^{\text{shift}}).
\]

The two noise terms \( \delta_{i,T}^{\text{random}} \) and \( \delta_{i,T}^{\text{ml}} \) are centered. Therefore by taking the law of total expectation into the previous equation, we obtain

\[
E \left[ \sum_{\ell \geq 1} r_{c_{\ell}} \right] = E \left[ \sum_{\ell \geq 1} \sum_{i \in [N]} | \mathcal{E}_{\ell} | \sum_{i \in [N]} r_i \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) \bigg| A \right] \mathbb{P}(A) + \sum_{i \in [N]} E \left[ r_i \delta_{i,T}^{\text{shift}} \bigg| A \right] \mathbb{P}(A) \quad (a)
\]

\[
+ E \left[ \sum_{\ell \geq 1} \sum_{i \in [N]} r_i \sum_{S \in S} y_{\ell}(S) \pi_{\ell-1}^{\text{UCB}}(i, S) \bigg| A \right] \mathbb{P}(A) + \sum_{i \in [N]} E \left[ r_i \delta_{i,T}^{\text{shift}} \bigg| A \right] \mathbb{P}(A). \quad (b)
\]
(a) is negligible as $\mathcal{A}^c$ is a rare event ($\mathbb{P}(\mathcal{A}^c) \leq \frac{15}{T}$), and
\[
 r_i \delta_i^{\text{shift}, T} \geq -N r_{\text{max}} T, \quad \sum_{\ell \geq 1} |E_\ell| \sum_{i \in [N]} r_i \sum_{S \in \mathcal{S}} y_\ell(S) \pi^{\text{UCB}}_{\ell-1}(i, S) \geq 0,
\]
so that
\[
 (a) \geq -\frac{15}{T} N r_{\text{max}} T = -15 N r_{\text{max}} \gtrsim -N r_{\text{max}}. \tag{14}
\]
The first term in (b) is the main contributor to the generated revenue is close to $T r_{\text{opt}}$. Consequently, it is the main contributor to the general revenue:

**Lemma 11.** Conditionally on $\mathcal{A}$, we have for each epoch $\ell \geq 1$:
\[
 \sum_{i \in [N]} r_i \sum_{S \in \mathcal{S}} y_\ell(S) \pi^{\text{UCB}}_{\ell-1}(i, S) \geq r_{\text{opt}} - r_{\text{disc}},
\]
where $r_{\text{disc}} = \sum_{i \in [N]} r_i \omega_i \sum_{S \in \mathcal{S}} y^{\text{OPT}}(S) \pi(i, S) = \sum_{i \in [N]} \omega_i r_i q_i^{\text{OPT}}$.

Lemma 11 implies that conditionally on $\mathcal{A}$, each time-step generates the optimal revenue of the fluid relaxation $r_{\text{opt}}$, up to a loss not exceeding $r_{\text{disc}}$. The intuition behind $r_{\text{disc}}$ is as follows. For each product $i$, $r_i q_i^{\text{OPT}}$ represents the expected revenue from the sales of product $i$ in the optimal fluid LP regime. Since LP($\pi_{\ell-1}^{\text{UCB}}$) sacrifices $\omega_i$ of the inventory of product $i$, $\omega_i r_i q_i^{\text{OPT}}$ represents the sacrificed revenue of product $i$, and $r_{\text{disc}}$ represents the total sacrificed revenue over all products. This sacrificed revenue is accumulated over time, and we prove that conditionally on $\mathcal{A}$, the total sacrificed revenue satisfies
\[
 \sum_{\ell \geq 1} |E_\ell| r_{\text{disc}} = T \sum_{i \in [N]} \omega_i r_i q_i^{\text{OPT}} \leq A_q \left( \sum_{i \in [N]} \frac{q_i^{\text{OPT}}}{\sqrt{q_i}} \right) \sqrt{T} = A_q r_{\text{inv}} \sqrt{T},
\]
where we choose $A_q = A_0 + A_1$. As a consequence of the equality above, $r_{\text{inv}}$ will represent the first main driver of the $\sqrt{T}$ term in the regret. To deal with the second term of (b), we once again apply the boundings derived in Lemma 10, and we prove that conditionally on $\mathcal{A}$,
\[
 \sum_{i \in [N]} r_i \delta_i^{\text{shift}, T} \gtrsim - (\|v\|_2 r_{\text{opt}} + \|v \cdot r\|_2) \sqrt{T} - r_{\text{max}} N.
\]
The previous term represents the loss in revenue due to the seller mis-specifying the model, and is expected to grow in $\sqrt{N T} + N$, in a similar fashion to its analog in the infinite inventory setting. In particular, this term will also be a main driver of the regret bound. Therefore
\[
 (b) \gtrsim T r_{\text{opt}} - (r_{\text{inv}} + \|v\|_2 r_{\text{opt}} + \|v \cdot r\|_2) \sqrt{T} - r_{\text{max}} N. \tag{15}
\]
By recalling that $\text{Regret}_T = T r_{\text{opt}} - \mathbb{E} \left[ \sum_{t \geq 1} r_t \right]$, combining inequalities (14) and (15) yields:

$$\text{Regret}_T \lesssim N r_{\text{max}} + (r_{\text{inv}} + \|v\|_2 r_{\text{opt}} + \|v \cdot r\|_2) \sqrt{T}.$$ 

This provides the proof of Theorem 1.
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Appendix

A. Concentration inequalities

A.1. Bernoulli Chernoff bounds

We introduce the following well-known concentration theorems:

**Theorem 2 (Azuma-Hoeffding).** Consider random variables $X_1, \ldots, X_n$, defined with respect to a filtration $\mathcal{F}_n$ and a stopping time $\tau \leq n$ a.s., and that $(X_k)$ is uniformly bounded by $X^\ast$. Then following inequality holds:

$$
\mathbb{P} \left( \sum_{k=\tau}^{n} X_k - \mathbb{E}(X_k|X_{k-1}, \ldots, X_1) > X^\ast \sqrt{2n \log T} \right) \leq \frac{1}{T}.
$$

Note that Theorem 2 is usually mentioned with a deterministic $\tau$. However, notice that for each realization of $\tau$, one can derive a sharper bound and relax it using $0 \leq \tau \leq n$. Since the probability does not depend on such a realization, a law of total probability gives the result.

**Theorem 3.** Consider a sequence of random variables $X_1, \ldots, X_n \in [0, 1]$. Set $\mu = \sum_{k=1}^{n} \mathbb{E}(X_k|X_1, \ldots, X_{k-1})$ and $\tilde{X} = \sum_{k=1}^{n} X_i$. There exists a universal constant $\lambda_0 > 0$ for which for all $\lambda > 0$, the following inequality holds:

$$
\mathbb{P} \left( |\tilde{X} - \mu| > 3 \sqrt{\lambda \mu n + 3 \lambda} \right) \leq \exp(-\lambda/\lambda_0).
$$

The proof of Theorem 3 lies for instance in Babaioff et al. (2015), and essentially combines optional sampling arguments with sharp Azuma-Hoeffding bounds.

**Proof of Lemma 5**

Proof. For each $t \geq 1$, let $\ell_t$ denote the unique (random) epoch index with $t \in \ell_t$. We have:

$$
\delta_{t, T}^{\text{random}} = \sum_{k=1}^{n} \left( \pi_{t_k-1}(i, S_{t_k}) - \sum_{S \in S} y_{t_k}(S) \pi_{t_k-1}(i, S) \right),
$$

where for each $t \geq 1$, $\pi_{t_k-1}(i, S_{t_k}) \in [0, 1]$ and $\mathbb{E} \left[ \pi_{t_k-1}(i, S_{t_k}) | y_{t_k} \right] = \sum_{S \in S} y_{t_k}(S) \pi_{t_k-1}(i, S)$. Applying Theorem 3 on the sequence $\{\pi_{t_k-1}(i, S_{t_k})\}_{t \geq 1}$ implies that

$$
\mathbb{P} \left( |\delta_{t, T}^{\text{random}}| > 3 \sqrt{C_0 \log T \sum_{t \geq 1} \sum_{S \in S} y_{t_k}(S) \pi_{t_k-1}(i, S)} + 3C_0 \log T \right) \leq \frac{1}{T},
$$

which completes the proof of Lemma 5.

**Proof of Lemma 6**

Proof. By the same argument used in the proof of Lemma 5, the following inequality

$$
\mathbb{P} \left( |\delta_{t, T}^{\text{mail}}| > 3 \sqrt{C_0 \log T \sum_{t \geq 1} \pi(i, S_{t_k}|v)} + 3C_0 \log T \right) \leq \frac{1}{T},
$$

holds with probability at least $1 - \frac{1}{T}$. Conditionally on this event,

$$
\left( \sum_{t \geq 1} \pi(i, S_{t_k}) - I_{t, T} \right) \geq -3 \sqrt{C_0 \log T \left( \sum_{t \geq 1} \pi(i, S_{t_k}|v) \right)} - 3C_0 \log T,
$$

where for each $t \geq 1$, $\pi_{t_k-1}(i, S_{t_k}) \in [0, 1]$ and $\mathbb{E} \left[ \pi_{t_k-1}(i, S_{t_k}) | y_{t_k} \right] = \sum_{S \in S} y_{t_k}(S) \pi_{t_k-1}(i, S)$.
which is the same as \( \sqrt{\sum_{t \geq 1} \pi(i, S_t)} \) is the solution to the following (quadratic) system:
\[
X \geq 0, \quad X^2 + AX - B \geq 0,
\]
where \( A = 3\sqrt{C_0 \log T} \) and \( B = \mathcal{I}_{i,T} - 3C_0 \log T \). If \( X \) is a solution, \( X \) must satisfy:
\[
X \geq \frac{1}{2} (\sqrt{A^2 + 4B} - A),
\]
which implies
\[
X^2 \geq \frac{1}{4} \left( A^2 + 4B + A^2 - 2A\sqrt{A^2 + 4B} \right) = B + \frac{A^2 - A\sqrt{A^2 + 4B}}{2},
\]
or equivalently,
\[
B - X^2 \leq \frac{A\sqrt{A^2 + 4B} - A^2}{2} \leq A\sqrt{B},
\]
Hence by using \( \delta_{i,T}^{\text{MNL}} = B - X^2 \) and \( A\sqrt{B} = \sqrt{\mathcal{I}_{i,T} - 3C_0 \log T} \leq 3\sqrt{C_0 \log T} \sqrt{\mathcal{I}_{i,T}} \), we obtain:
\[
\delta_{i,T}^{\text{MNL}} \leq 3\sqrt{C_0 \log T} \sqrt{\mathcal{I}_{i,T} + 3C_0 \log T},
\]
which completes the proof of Lemma \[ \Box \]

A.2. Geometric Chernoff bounds

Proof of Lemma \[ \Box \]

Proof. We fix \( i \in [N] \) and set \( \tilde{X}_i := \frac{|E_i|_{1 + V(S_i)} - 1}{1 + V(S_i)} \). We have:
\[
\sum_{t \geq 1} \frac{|E_t|}{1 + V(S_t)} w_{i,t} = \sum_{t \geq 1} w_{i,t} \tilde{X}_i + 1
\]
\[
= \sum_{t \geq 1} w_{i,t} \tilde{X}_i + \sum_{t \geq 1} w_{i,t}.
\]
For each fixed \( \ell \geq 1 \), we denote \( S_{\ell}^i \) the information space available at the realization of the assortment \( S_i \). In which case \( \{\tilde{X}_i \}_{t \geq 1} \) is \( \{S_{\ell}^i\}_{t \geq 1} \)-adapted and \( \{w_{i,t-1}^i\}_{t \geq 1} \) is \( \{S_{\ell}^i\}_{t \geq 1} \)-predictable. is a filtration that is adapted and we have for each \( s \leq \min_{t \geq 1} w_{i,t-1}^i \):
\[
\mathbb{E} \left[ \exp \left( sw_{i,t-1}^i \tilde{X}_i \right) \bigg| S_{\ell}^i \right] = \exp \left( -sw_{i,t-1}^i \right) \mathbb{E} \left[ \exp \left( \frac{sw_{i,t-1}^i}{V(S_t)} 1 + |E_t| \right) \bigg| S_{\ell}^i \right]
\]
\[
= e^{-sw_{i,t-1}^i} \times \frac{1}{1 + V(S_t)} e^{\frac{sw_{i,t-1}^i}{1 + V(S_t)}} - 1 + \frac{1}{1 + V(S_t)}
\]
\[
\leq \frac{e^{-sw_{i,t-1}^i} \times 1}{1 + V(S_t)} e^{\frac{sw_{i,t-1}^i}{1 + V(S_t)}} - \exp(-sw_{i,t-1}^i)
\]
\[
= 1 - sw_{i,t-1}^i \exp \left( -sw_{i,t-1}^i - \log(1 - sw_{i,t-1}^i) \right)
\]
\[
= \exp \left( \sum_{n \geq 2} s^n (w_{i,t-1}^i)^n \right)
\]
\[
= \exp \left( s^2 (w_{i,t-1}^i)^2 \right)
\]
\[
\leq \exp \left( 2s^2 (w_{i,t-1}^i)^2 \right).
\]
where the first steps stem from the $w_{t-1}^i$ being $S_t^c$-measurable, the second step stems from the MGF of the geometric distribution applied to $|\mathcal{E}_t|$ conditionally on $S_t^c$, the third step stems from $e^x \geq x + 1$ for $x \in \mathbb{R}$, the fourth step stems from the simplification of $V(S_t) + 1$, and the later steps stem from Taylor expansions of log and geometric series with $s \leq 1$. Next, we have for $x > 0, s_1, \ldots, s_T \leq \frac{1}{\min_{t \geq 1} w_t^i}$. Since $w_{t-1}^i \leq 1$, we have $\sum_{t} (w_{t-1}^i)^2 \leq T$. Therefore

$$
\begin{align*}
\sum_{t \geq 1} w_{t-1}^i \tilde{X}_t \geq x \sqrt{\sum_{t \geq 1} (w_{t-1}^i)^2} \leq T \exp \left( -2s_t^2 T \right)
\end{align*}
$$

We choose for each $t \geq 1, s_t = \frac{1}{\sqrt{e \pi}} \leq \frac{1}{\min_{t \geq 1} w_t^i}$. We have $-s_t \sqrt{T} + 2s_t^2 T = -x + 2$. Therefore we have for $x > 0,

$$
\begin{align*}
P \left( \sum_{t \geq 1} w_{t-1}^i \tilde{X}_t \geq x \sqrt{\sum_{t \geq 1} (w_{t-1}^i)^2} \right) \leq T \exp \left( -(x - 2) \right) = \exp \left( \log T - (x - 2) \right).
\end{align*}
$$

For a better control of the right hand side, it is convenient to set $x = 2 \log T$, so that

$$
\begin{align*}
P \left( \sum_{t \geq 1} w_{t-1}^i \tilde{X}_t \geq 2 \log T \sqrt{\sum_{t \geq 1} (w_{t-1}^i)^2} \right) \leq \frac{e^{-2}}{T} \leq \frac{8}{T^2},
\end{align*}
$$

which proves that first inequality of Lemma 10 holds with probability at least $1 - \frac{4}{T^2}$. Deriving the second inequality follows the exact same steps, except that $(1 + V_t) \sum_{t \geq 1} e_{t-1}^2 \leq (K)^2 T \leq N^2 T$. By union bound, the two inequalities hold simultaneously with probability at least $1 - \frac{16}{T^2}$, which completes the proof of Lemma 10.

\section*{A.3. Properties of the estimates $v_t^{CB}, v_t^{CB}$}

For completeness of the proof, we start by stating these essential concentration results, which were first proven in Agrawal et al. (2019) (Corollary D.1):

\begin{lemma}[From Agrawal et al. (2019)]
Consider $n$ i.i.d geometric random variables $X_1, \ldots, X_n$ with distribution $\mathbb{P}(X_i = m) = (1 - p)^{m-1} p$, $\forall m = \{0, 1, \ldots\}$. Let $\mu = \mathbb{E}(X_i) = \frac{1-p}{p}$ and $\hat{X} = \sum_{i = 1}^{n} X_i$. For $\mu \leq 1$, we have:

\begin{enumerate}
\item $\mathbb{P} \left( |\hat{X} - \mu| > \sqrt{n} \frac{48 \log \left( \sqrt{n} \mu^2 + 1 \right)}{n} + 48 \log \left( \sqrt{n} \mu^2 + 1 \right) \right) \leq \frac{6}{n^{2/3}}$
\item $\mathbb{P} \left( |\hat{X} - \mu| > \sqrt{n} \frac{24 \log \left( \sqrt{n} \mu^2 + 1 \right)}{n} + 48 \log \left( \sqrt{n} \mu^2 + 1 \right) \right) \leq \frac{4}{n^{2/3}}$
\end{enumerate}
\end{lemma}
3. \( \Pr \left( \tilde{X} \geq \frac{3\mu}{2} + \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} \right) \leq \frac{3}{N^2T^2} \)

From Lemma [12] we can derive the following concentration results on our estimators:

**Corollary 2.** For each \( i \), epoch \( \ell \), we have the following:

1. \( \Pr \left( |\tilde{v}_{i,\ell} - v_i| > \sqrt{\tilde{v}_{i,\ell}} \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} + \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} \right) \leq \frac{6}{N^2T^2} \)

2. \( \Pr \left( |\tilde{v}_{i,\ell} - v_i| > \frac{24 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} + \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} \right) \leq \frac{4}{N^2T^2} \)

3. \( \Pr \left( \tilde{v}_{i,\ell} > \frac{3\mu}{2} + \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} \right) \leq \frac{3}{N^2T^2} \)

**Proof.** The result follows from Lemma [2] and Lemma [12]. To address the randomness of \( T_i(\ell) \), we use the law of total probability conditionally on \( T_i(\ell) \) apply the lemmas for each possible value of the sequence length in \( \ell \) (since \( T_i(\ell) \leq \ell \)).

**Proof of Lemma 1** We are now ready to prove Lemma 4.

**Proof.** The proof globally follows the proof of Lemma 4.1 in Agrawal et al. (2019). By Assumption 1, we already know that \( v_i \in [0, 1] \) for all \( i \). From Corollary 2, we obtain that for each \( i \):

\[
|v_i - \tilde{v}_{i,\ell}| \leq \left( \tilde{v}_{i,\ell} \sqrt{\frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)}} + \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} \right) \text{ w.p. } \geq 1 - \frac{6}{N^2T^2}.
\]

Hence, for each \( i \in [N], \ell \in [L], v_i \in [\tilde{v}_{i,\ell}^{\text{LCB}}, \tilde{v}_{i,\ell}^{\text{UCB}}] \) with probability at least \( 1 - \frac{6}{N^2T^2} \).

Moreover,

\[
\max \{ |v_i^{\text{UCB}} - v_i|, |v_i^{\text{LCB}} - v_i| \} \leq \max \{ |v_i^{\text{UCB}} - \tilde{v}_{i,\ell}|, |v_i^{\text{LCB}} - \tilde{v}_{i,\ell}| \} + |	ilde{v}_{i,\ell} - v_i| = \sqrt{\tilde{v}_{i,\ell}} \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} + \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} + |\tilde{v}_{i,\ell} - v_i|.
\]

We can bound each term adequately. For the first two terms of (16), we use the third inequality in Corollary 2 and combine it with the inequality \( \sqrt{a} + \sqrt{b} \geq \sqrt{a + b} \):

\[
\Pr \left( \sqrt{48\tilde{v}_{i,\ell}} \frac{\log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} + \frac{48 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} > \sqrt{72v_i \log\left(\sqrt{NT^2+1}\right)} + \frac{96 \log\left(\sqrt{NT^2+1}\right)}{T_i(\ell)} \right) \leq \frac{3}{N^2T^2}.
\]

The last term of (16) can be bounded by using the second inequality in 2. Thus, by doing a union bound over the \( NL \leq NT \) terms \( \{A_i,\ell\}_{i \in [N], \ell \in [L]} \), and by choosing \( C_1 = \sqrt{72} + \sqrt{24} \) and \( C_2 = 144 \), we get:

\[
\Pr(A^{\text{CB1}} \cap A^{\text{CB2}}) \geq 1 - \frac{3 + 4 + 6}{NT} \geq 1 - \frac{13}{NT}.
\]

which completes the proof of Lemma 4. \( \square \)
B. Proof of structural lemmas

Proof of Lemma 1

Proof. Consider any non-anticipative algorithm $A$, and $\{S_t, c_t\}_{t=1..T}$ be the assortments offered by $A$ and the customer's purchasing decisions. Note that these might be randomized and $S_t$ might depend on $S_{t-1}, c_{t-1}, \ldots, S_1, c_1$. We also have:

$$\sum_{S \in S} y_S = \frac{1}{T} \sum_{t=1}^{T} \mathbb{P}(S_t = S), \text{ for each } S \in S.$$

Moreover, since the inventory constraints are respected by $A$, the following inequalities hold for each product $i \in [N]$:

$$\sum_{t=1}^{T} \mathbb{1}_{c_t = i} \leq q_i T.$$

Thus, they hold in expectation:

$$q_i T \geq \mathbb{E}_A \left( \sum_{t=1}^{T} \mathbb{1}_{c_t = i} \right) = \sum_{t=1}^{T} \mathbb{E}_A \left( \mathbb{1}_{c_t = i} | S_t \right) = \sum_{t=1}^{T} \mathbb{E}_A (\pi(i, S_t)) = \sum_{t=1}^{T} \sum_{S \in S} y_S \pi(i, S) = T \sum_{S \in S} y_S \pi(i, S).$$

Hence $y$ is feasible in LP($\pi$). Thus, Its associated objective is less than $r_{opt}$:

$$r_{opt} \geq \sum_{S} y_S R(S).$$

However, $T \sum_{S \in S} y_S R(S)$ is exactly the revenue generated by $A$, since:

$$\mathbb{E}_A \left( \sum_{t=1}^{T} r_{c_t} \right) = \sum_{t=1}^{T} \mathbb{E}_A \left( \mathbb{E}_A (r_{c_t} | S_t) \right) = \sum_{t=1}^{T} \mathbb{E}_A (R(S_t)) = T \sum_{S \in S} \left( \frac{1}{T} \sum_{t=1}^{T} \mathbb{P}(S_t = S) \right) R(S).$$

This concludes the proof. \hfill $\square$

Proof of Lemma 8

Proof. For an item $i$, an assortment $S \subset [N]$ with $i \in S$. For convenience, we drop the dependence in $\ell$, and we set:

$$\epsilon^+ = v_{i_{UCB}} - v \quad \text{ and } \quad \epsilon^- = v - v_{i_{LCB}}.$$

We have:

$$\pi_{i_{UCB}}(i, S) - \pi(i, S) = v_i \frac{v_{i_{UCB}}}{1 + \sum_{j \in S} v_{j_{LCB}}} - v_i \frac{v_i}{1 + V(S)} = v_i \frac{1}{1 + V(S) - \epsilon^-(S)} - \frac{1}{1 + V(S)} = v_i \frac{1}{(1 + V(S))(1 + V(S) - \epsilon^-)} + \frac{\epsilon^+}{1 + V(S) - \epsilon^-} = \frac{\pi(i, S) \epsilon^-(S)}{1 + V(S) - \epsilon^-} + \frac{\epsilon^+}{1 + V(S) - \epsilon^-} = \frac{\pi(i, S) \epsilon^-(S) + \epsilon^+}{1 + V(S) - \epsilon^-}.$$
Conditionally on $A^{CB},$ we have $0 \leq \epsilon^- , \epsilon^+,$ therefore:
\[
\frac{\pi(i, S) \epsilon^- (S) + \epsilon^+}{1 + V(S) - \epsilon^- (S)} \leq \frac{\pi(i, S) \epsilon^- (S) + \epsilon^+}{1 + V(S)} = \frac{(v_i^{UCB} - v_i) + \pi(i, S) \sum_{j \in S} (v_j - v_j^{UCB})}{1 + V(S)},
\]
which concludes the proof of Lemma\[.

**Lemma 13 (Improved upper bound).** Conditionally on $A^{CB},$ for each $i \in [N]$ and $\ell \geq 0$ with $i \in S_\ell,$ we have
\[
\epsilon_{i, \ell} \leq \tilde{C}_1 v_i \sqrt{\frac{\log (\sqrt{NT^2} + 1)}{N_i(\ell)}} + \tilde{C}_2 v_i \left( \frac{\log (\sqrt{NT^2} + 1)}{N_i(\ell)} \right) + \tilde{C}_3 \left( \frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)} \right)
\]
where $\tilde{C}_1, \tilde{C}_2$ and $\tilde{C}_3$ are universal constants. In particular, we set $\tilde{C}_1 = 8C_1, \tilde{C}_2 = 8C^2_1$ and $\tilde{C}_3 = C_2.$

**Proof.** Conditionally on $A^{CB},$ we have
\[
\epsilon_{i, \ell} \leq C_1 v_i \sqrt{\frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)}} + C_2 \left( \frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)} \right)
\]
\[
= C_1 v_i \sqrt{\frac{\log (\sqrt{NT^2} + 1)}{N_i(\ell)}} + \frac{\epsilon_{i, \ell} v_i}{N_i(\ell)} + C_2 \left( \frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)} \right)
\]
\[
\leq C_1 v_i \sqrt{\frac{\log (\sqrt{NT^2} + 1)}{N_i(\ell)}} + C_1 v_i \log (\sqrt{NT^2} + 1) \frac{\epsilon_{i, \ell} v_i}{N_i(\ell)} + C_2 \left( \frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)} \right)
\]
where the first step stems from Lemma\[ the second stems from $N_i(\ell) = \tilde{v}_{i, \ell} T_i(\ell),$ the third step stems from $\tilde{v}_{i, \ell} \leq v_i^{UCB} \leq v_i + \epsilon_{i, \ell},$ and the last step stems from $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for $a, b \geq 0.$ The last inequality implies that $\sqrt{\epsilon_{i, \ell}}$ is a solution to the following quadratic system:
\[
X^2 - AX - B \leq 0, \quad X \geq 0,
\]
where
\[
A = C_1 v_i \sqrt{\frac{\log (\sqrt{NT^2} + 1)}{N_i(\ell)}} \quad \text{and} \quad B = C_1 v_i \log (\sqrt{NT^2} + 1) \frac{\epsilon_{i, \ell} v_i}{N_i(\ell)} + C_2 \frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)}.
\]
The quadratic system \[ implies $0 \leq X \leq \sqrt{A^2 + 4B} = A - 2\sqrt{B} = 2(A - \sqrt{B}).$ Therefore
\[
\epsilon_{i, \ell} \leq (2(A + \sqrt{B}))^2
\]
\[
\leq 8(A^2 + B)
\]
\[
= 8C^2_1 v_i \log (\sqrt{NT^2} + 1) \frac{\epsilon_{i, \ell} v_i}{N_i(\ell)} + 8C_1 v_i \log (\sqrt{NT^2} + 1) \frac{\epsilon_{i, \ell} v_i}{N_i(\ell)} + C_2 \frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)}
\]
\[
= \tilde{C}_1 v_i \sqrt{\frac{\log (\sqrt{NT^2} + 1)}{N_i(\ell)}} + \tilde{C}_2 v_i \left( \frac{\log (\sqrt{NT^2} + 1)}{N_i(\ell)} \right) + \tilde{C}_3 \left( \frac{\log (\sqrt{NT^2} + 1)}{T_i(\ell)} \right),
\]
where the inequality stems from $(a + b)^2 \leq 2(a^2 + b^2)$ for $a, b \geq 0$ and where we set $\tilde{C}_1 = 8C_1, \tilde{C}_2 = 8C^2_1$ and $\tilde{C}_3 = C_2.$ This completes the proof of Lemma\[.\]

**Proof of Lemma 7.**
Proof By setting 

\[ \Delta = \sum_{t \geq 1} |E_t| \sum_{s \in S} y_t(s) \pi_{t-1}^{\text{UCB}}(i, S) + A_{q,2} \sqrt{\sum_{t \geq 1} |E_t| \sum_{s \in S} y_t(s) \pi_{t-1}^{\text{UCB}}(i, S) + A_{q,0}}, \]

from Inequality (1), we have \( \sqrt{I_{i,T}} \) the solution to the system

\[ X \geq 0, \quad X^2 - A_{q,1}X - \Delta \leq 0. \]

This system implies that

\[ X \leq \frac{1}{2} \left( \sqrt{A_{q,1}^2 + 4\Delta} + A_{q,1} \right), \]

which in turn implies, by using \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \) for \( a, b \geq 0 \):

\[ X^2 \leq \frac{1}{4} \left( \sqrt{A_{q,1}^2 + 4\Delta} + A_{q,1} \right)^2 \]

\[ = \Delta + \frac{A_{q,1}^2 + A_{q,1} \sqrt{A_{q,1}^2 + 4\Delta}}{2} \]

\[ \leq \Delta + \frac{2A_{q,1}^2 + A_{q,1} \sqrt{A_{q,1}^2 + 4\Delta}}{2} \]

\[ X^2 \leq \Delta + A_{q,1} \sqrt{\Delta + A_{q,1}^2}. \]

Hence:

\[ I_{i,T} \leq \Delta + A_{q,1} \sqrt{\Delta + A_{q,1}^2}. \]

\[ = \sum_{t \geq 1} |E_t| \sum_{s \in S} y_t(s) \pi_{t-1}^{\text{UCB}}(i, S) + A_{q,2} \sqrt{\sum_{t \geq 1} |E_t| \sum_{s \in S} y_t(s) \pi_{t-1}^{\text{UCB}}(i, S) + A_{q,0}} \]

\[ \quad + A_{q,1} \sqrt{\sum_{t \geq 1} |E_t| \sum_{s \in S} y_t(s) \pi_{t-1}^{\text{UCB}}(i, S) + A_{q,2}} \]

\[ \quad + A_{q,0} + A_{q,1} \sqrt{A_{q,0}^2 + A_{q,1}^2} \]

\[ \leq q_i T - \omega_i T + (A_{q,1} + A_{q,2}) \sqrt{q_i T} + (A_{q,1} + A_{q,2}) \sqrt{q_i T} + (A_{q,0} + A_{q,1} \sqrt{A_{q,0}^2 + A_{q,1}^2}) \]

\[ \leq q_i T - q_i T \left( \omega_i - \frac{A_1}{\sqrt{q_i T}} - \frac{A_0}{q_i T} \right) \]

\[ I_{i,T} \leq q_i T, \]

where we set

\[ A_1 = 2(A_{q,1} + A_{q,2}), \]

\[ A_0 = A_{q,0} + A_{q,1} \sqrt{A_{q,0}^2 + A_{q,1}^2}. \]
The first inequality stems from the previous system, the second inequality stems from $\sqrt{a+b} \leq \sqrt{a} + \sqrt{b}$, the third inequality stems from the feasibility of $y_\ell$ in LP($\chi_{T,\ell}\beta$), the fourth inequality stems from $q_\ell T \geq 1$, and the last inequality stems from the expression of $\omega_\ell$. This completes the proof of Lemma 7. □

**Proof of Lemma 11**

Bounding $\|\mathbf{e}_i\|_2$. We recall Lemma 3 which states that conditionally on $A^{CB}$, for all $i \in [N], \ell \geq 0$,

$$\epsilon_{i,\ell} \leq C_1 \sqrt{\frac{v_i \log(\sqrt{NT^2+1})}{T_i(\ell)}} + C_2 \left( \frac{\log(\sqrt{NT^2+1})}{T_i(\ell)} \right),$$

which implies that

$$\epsilon_{i,\ell}^2 \leq \frac{2C_1^2 v_i \log(\sqrt{NT^2+1})}{T_i(\ell)} + 2C_2^2 \left( \frac{\log(\sqrt{NT^2+1})}{T_i(\ell)} \right)^2,$$

where we used $(a+b)^2 \leq 2(a^2 + b^2)$ for $a, b \geq 0$. Summing the previous inequality over $\ell \geq 0$ and using $v_i \leq 1$ implies

$$\sum_{\ell \geq 0} \epsilon_{i,\ell}^2 \leq 2C_1^2 \log(\sqrt{NT^2+1}) \sum_{\ell \geq 0} \frac{v_i}{T_i(\ell)} + 2C_2^2 \log(\sqrt{NT^2+1}) \sum_{\ell \geq 0} \frac{1}{T_i(\ell)} \leq 4(C_1^2 + C_2^2) \log(\sqrt{NT^2+1}),$$

hence $\|\mathbf{e}_i\|_2 \leq \sqrt{\sum_{\ell \geq 0} \epsilon_{i,\ell}^2} \leq 2\sqrt{C_1^2 + C_2^2} \log(\sqrt{NT^2+1})$.

Bounding $\|\mathbf{w}_i\|_2$. To derive a bound on the 2−norm of $\mathbf{w}_i$, we first need to bound $w_{i,\ell}^2$. To do so, we derive an intermediate bound on $w_{i,\ell}$. On the one hand, we have by applying Cauchy Shwartz inequality:

$$\sum_{j \in S_i} \epsilon_{j,\ell} \leq C_1 \log(\sqrt{NT^2+1}) \sum_{j \in S_i} \sqrt{\frac{v_j}{T_j(\ell)}} + C_2 \log(\sqrt{NT^2+1}) \sum_{j \in S_i} \frac{1}{T_j(\ell)} \leq C_1 \log(\sqrt{NT^2+1}) \sqrt{\sum_{j \in S_i} v_j} \sqrt{\sum_{j \in S_i} \frac{1}{T_j(\ell)}} + C_2 \log(\sqrt{NT^2+1}) \sum_{j \in S_i} \frac{1}{T_j(\ell)}.$$

On the other hand, notice that

$$\pi(i, S_i) \sum_{j \in S_i} v_j \leq \pi(i, S_i) \sqrt{1 + \sum_{j \in S_i} v_j} = \pi(i, S_i) \sqrt{\frac{v_i}{\pi(i, S_i)}} \leq v_i.$$

Therefore, by multiplying $\pi(i, S_i)$ in both sides in the previous inequality we obtain

$$\pi(i, S_i) \sum_{j \in S_i} \epsilon_{j,\ell} \leq C_1 \log(\sqrt{NT^2+1}) v_i \sqrt{\sum_{j \in S_i} \frac{1}{T_j(\ell)}} + C_2 \log(\sqrt{NT^2+1}) \sum_{j \in S_i} \frac{\pi(i, S_i)}{T_j(\ell)}.$$

which yields the following intermediate bound on $w_{i,\ell} = \epsilon_{i,\ell} + \pi(i, S_i) \sum_{j \in S_i} \epsilon_{j,\ell}$ for each with $i \in S_i$:

$$w_{i,\ell} \leq C_1 \log(\sqrt{NT^2+1}) \left( \sqrt{\frac{v_i}{T_i(\ell)}} + v_i \sqrt{\sum_{j \in S_i} \frac{1}{T_j(\ell)}} \right) + 4C_2^2 \log(\sqrt{NT^2+1}) \left( \frac{1}{T_i(\ell)} + \sum_{j \in S_i} \frac{1}{T_j(\ell)} \right).$$

By applying $(a+b)^2 \leq 2(a^2 + b^2)$ twice on Equation 19, we obtain for every $\ell \geq 0$ and $i \in S_f$:

$$w_{i,\ell}^2 \leq 4C_1^2 \log(\sqrt{NT^2+1}) \left( \frac{v_i}{T_i(\ell)} + v_i^2 \sqrt{\sum_{j \in S_i} \frac{1}{T_j(\ell)}} \right) + 4C_2^2 \log(\sqrt{NT^2+1}) \left( \frac{1}{T_i(\ell)} + \sum_{j \in S_i} \frac{1}{T_j(\ell)} \right)^2.$$
By summing over \( \ell \geq 0 \) we obtain,

\[
\sum_{\ell \geq 0} \frac{1}{T_i(\ell)} \leq \sum_{t=1}^{T_i} \frac{1}{t} \leq 2 \log T_i \leq 2 \log T \leq \log \left( \sqrt{NT^2 + 1} \right),
\]

\[
\sum_{\ell \geq 0} \sum_{j \in S_i} \frac{1}{T_j(\ell)} = \sum_{j \in [N]} \sum_{\ell \geq 0} \frac{1}{T_j(\ell)} \leq 2N \log T \leq N \log \left( \sqrt{NT^2 + 1} \right),
\]

\[
\sum_{\ell \geq 0} \frac{1}{T_i^2(\ell)} \leq \sum_{\ell \geq 0} \frac{1}{\ell^2} = \frac{\pi^2}{6} \leq 10/6 \leq 2,
\]

\[
\sum_{\ell \geq 0} \left( \sum_{j \in S_i} \frac{1}{T_j(\ell)} \right)^2 \leq \sum_{\ell \geq 0} \left( \sum_{j \in S_i} 1 \right) \left( \sum_{j \in S_i} \frac{1}{T_j(\ell)} \right) \leq (K) \sum_{\ell \geq 0} \sum_{j \in S_i} \frac{1}{T_j^2(\ell)} \leq 2NK.
\]

Therefore, by recalling that \( v \leq 1 \), we obtain

\[
\| w_i \|^2 = \sum_{\ell \geq 0} w_{i,\ell}^2 \leq 4 \log^2 \left( \sqrt{NT^2 + 1} \right) \left( C_1^2 (N + 1) + 2C_2^2 (1 + NK) \right),
\]

which implies by applying \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \) for \( a, b \geq 0 \):

\[
\| w_i \|_2 \leq 2 \log \left( \sqrt{NT^2 + 1} \right) \sqrt{(C_1^2 (N + 1) + 2C_2^2 (1 + NK))}
\]

\[
\leq 2 \log \left( \sqrt{NT^2 + 1} \right) \left( \sqrt{C_1^2 (N + 1)} + \sqrt{2C_2^2 (1 + NK)} \right)
\]

\[
\leq 2\sqrt{2}(C_1 + C_2 \sqrt{2}) \log (T^4 + 1) \sqrt{NK},
\]

which concludes the proof of bounding \( \| w_i \|_2 \). In order to bound the \( \| \epsilon_i \|_1 \) and \( \| w_i \|_1 \), we will need to improve the bound on \( \epsilon_{i,\ell} \) given in Lemma 4. In particular, we need a better scaling in \( v_i \). This is formalized in Lemma 13.

**Bounding \( \| \epsilon_i \|_1 \).** From Lemma 13, we have

\[
\sum_{\ell \geq 0} \epsilon_{i,\ell} \leq \tilde{C}_1 v_i \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} \sum_{\ell \geq 0} \frac{1}{\sqrt{N_i(\ell)}}
\]

\[
+ \tilde{C}_2 v_i \log \left( \sqrt{NT^2 + 1} \right) \sum_{\ell \geq 0} \frac{1}{N_i(\ell)}
\]

\[
+ \tilde{C}_3 \log \left( \sqrt{NT^2 + 1} \right) \sum_{\ell \geq 0} \frac{1}{T_i(\ell)},
\]

We bound each of the three terms separately. First, we have

\[(a): \sum_{\ell \geq 0} \frac{1}{\sqrt{N_i(\ell)}} \leq \sum_{t=1}^{N_i(L)} \frac{1}{\sqrt{t}} \leq 2 \sqrt{N_i(L)} \leq 2 \sqrt{T},\]
Second,

\[(b) : \sum_{\ell \geq 0} \frac{1_{i \in S_{\ell}}}{N_{i}(\ell)} \leq \sum_{t=1}^{N_{i}(L) \ell} \frac{1}{t} \leq 2 \log N_{i}(L) \leq 2 \log T.\]

Similarly, \[(c) : \sum_{\ell \geq 0} \frac{1_{i \in S_{\ell}}}{T_{i}(\ell)} \leq \sum_{t=1}^{T_{i}(L) \ell} \frac{1}{t} \leq 2 \log T_{i}(L) \leq 2 \log T.\]

Therefore,

\[\|\epsilon_{i}\|_{1} = \sum_{\ell \geq 0} \epsilon_{i,\ell} \leq 2 \tilde{C}_{1} v_{i} \sqrt{\log \left( \sqrt{N T^{2}} + 1 \right)} T + \tilde{C}_{2} v_{i} \log \left( \sqrt{N T^{2}} + 1 \right) \log T + \tilde{C}_{3} \log \left( \sqrt{N T^{2}} + 1 \right) \log T \]

\[\leq 2 \tilde{C}_{1} v_{i} \sqrt{\log \left( \sqrt{N T^{2}} + 1 \right)} T + (\tilde{C}_{2} v_{i} + \tilde{C}_{3}) \log^{2} \left( \sqrt{N T^{2}} + 1 \right),\]

which provides the bound for \(\|\epsilon_{i}\|_{1}\).

**Bounding \(\|\sqrt{\epsilon_{i}}\|_{1}\).**

Similarly to how we bounded \(\|\epsilon_{i}\|_{1}\), we have:

\[\sum_{\ell \geq 0} \sqrt{\epsilon_{i,\ell}} \leq \sqrt{\tilde{C}_{1} v_{i} \sqrt{\log \left( \sqrt{N T^{2}} + 1 \right)}} \sqrt{\sum_{\ell \geq 0} \frac{1_{i \in S_{\ell}}}{N_{i}(\ell)}} + \sqrt{\tilde{C}_{2} v_{i} \log \left( \sqrt{N T^{2}} + 1 \right)} \sqrt{\sum_{\ell \geq 0} \frac{1_{i \in S_{\ell}}}{N_{i}(\ell)}} + \sqrt{\tilde{C}_{3} \log \left( \sqrt{N T^{2}} + 1 \right)} \sqrt{\sum_{\ell \geq 0} \frac{1_{i \in S_{\ell}}}{T_{i}(\ell)}} \leq \sqrt{2 \tilde{C}_{1} \log \left( \sqrt{N T^{2}} + 1 \right) \sqrt{v_{i} T} + \left( 2 \tilde{C}_{2} + 2 \tilde{C}_{3} \right) \sqrt{\log \left( \sqrt{N T^{2}} + 1 \right) \log T}}\]

where we used \(\sqrt{a + b + c} \leq \sqrt{a} + \sqrt{b} + \sqrt{c}\) along with the inequalities used to derive the upper bound on \(\|\epsilon_{i}\|_{1}\).

It remains to bound \(\|w_{i}\|_{1}\). This term eventually represents the highest rate in the regret. Consequently, bounding it requires extra care.

**Bounding \(\|w_{i}\|_{1}\).** We have by definition of \(w_{i}\):

\[\|w_{i}\|_{1} = \sum_{\ell \geq 0} \epsilon_{i,\ell} + \sum_{\ell \geq 0} \pi(i, S_{\ell}) \sum_{j \in S_{\ell}} \epsilon_{j,\ell}\]

We’ve already established an upper bound on the first sum:

\[\sum_{\ell \geq 0} \epsilon_{i,\ell} = \|\epsilon_{i}\|_{1} \leq 2 \tilde{C}_{1} v_{i} \sqrt{\log \left( \sqrt{N T^{2}} + 1 \right) T} + (\tilde{C}_{2} v_{i} + \tilde{C}_{3}) \log^{2} \left( \sqrt{N T^{2}} + 1 \right).\]
We focus on the second sum $\sum_{\ell \geq 0} \pi(i, S_\ell) \sum_{j \in S_\ell} \epsilon_{j,\ell}$. From Lemma 13, we have

\[\sum_{\ell \geq 0} \pi(i, S_\ell) \sum_{j \in S_\ell} \epsilon_{j,\ell} \leq \tilde{C}_1 v_i \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} \sum_{\ell \geq 0} \sum_{j \in S_\ell} \pi(j, S_\ell) \sqrt{\frac{1_{i \in S_\ell}}{N_j(\ell)}} \tag{a}\]

\[+ \tilde{C}_2 v_i \log \left( \sqrt{NT^2 + 1} \right) \sum_{\ell \geq 0} \sum_{j \in S_\ell} \pi(j, S_\ell) \left( \frac{1_{i \in S_\ell}}{N_j(\ell)} \right) \tag{b}\]

\[+ \tilde{C}_3 \log \left( \sqrt{NT^2 + 1} \right) \sum_{\ell \geq 0} \sum_{j \in S_\ell} \frac{1_{i \in S_\ell}}{T_j(\ell)}, \tag{c}\]

where we used $v_i \pi(j, S) = v_j \pi(i, S)$ for $i, j \in S$. We once again bound each of the three sums separately. First, we have

\[(a) : \sum_{\ell \geq 0} \sum_{j \in S_\ell} \pi(j, S_\ell) \sqrt{\frac{1_{i \in S_\ell}}{N_j(\ell)}} = \sum_{j \in [N]} v_j \sum_{\ell \geq 0} \pi(0, S_\ell) \sqrt{\frac{1_{i \in S_\ell}}{N_j(\ell)}} \leq \sum_{j \in [N]} 2v_j \sqrt{N_j(L)} \leq 2 \sqrt{\sum_{j \in [N]} v_j^2 \sqrt{N_j(L)}} \leq 2 \|v\|_2 \sqrt{T}.

where the first step stems from $\pi(j, S_\ell) = v_j \pi(0, S_\ell) \leq \frac{v_i}{1+v_j} \leq v_j$, where the second step stems from $\sum_{x=1}^X \frac{1}{\sqrt{x}} \leq 2 \sqrt{X}$, where the third step stems from Cauchy Shwartz, and where the last step stems from $N_0(L) + \sum_{j \in [N]} N_j(L) \leq T$ (we offer at most one product per time step). In a similar fashion, we have

\[(b) : \sum_{\ell \geq 0} \sum_{j \in S_\ell} \pi(j, S_\ell) \left( \frac{1_{i \in S_\ell}}{N_j(\ell)} \right) = \sum_{j \in [N]} v_j \sum_{\ell \geq 0} \pi(0, S_\ell) \frac{1_{i \in S_\ell}}{N_j(\ell)} \leq \sum_{j \in [N]} v_j (\log(N_j(L)) + 1) \leq \|v\|_1 \log(T + 1) \leq 2 \|v\|_1 \log T.

The third sum is upper bounded as follows

\[(c) : \sum_{\ell \geq 0} \sum_{j \in S_\ell} \frac{1_{i \in S_\ell}}{T_j(\ell)} = \sum_{j \in [N]} \sum_{\ell \geq 0} \frac{1_{i,j \in S_\ell}}{T_j(\ell)} \leq \sum_{j \in [N]} 2 \log T_j(L) \leq 2N \log T.

Combining all previous three inequalities yields the following upper bound on $\|w_i\|_1$:

\[\|w_i\|_1 \leq 2\tilde{C}_1 \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} v_i \|v\|_2 \sqrt{T} + \log^2 \left( \sqrt{NT^2 + 1} \right) \left( 2\tilde{C}_2 v_i \|v\|_1 + 2\tilde{C}_3 N \right),\]

which completes the proof of Lemma 10. \qed
Proof of Lemma \[\text{(1)}\]

**Proof.** We construct an alternative distribution \(\tilde{y}_\ell\), defined as a solution to the following system:

\[\forall i \in [N], \quad \sum_{S \in \mathcal{S}} \tilde{y}_\ell(S) \pi_{i,T}^{\text{OPT}}(i, S) = (1 - \omega_i) \sum_{S \in \mathcal{S}} y^{\text{OPT}}(S) \pi(i, S).\]  

(20)

The existence of \(\tilde{y}\) is due to the \(\pi_{i,T}^{\text{UCB}} \geq \pi\), the small size of the support of \(y^{\text{OPT}}\), and \(1 - \omega_i < 1\). Notice that from the system \[\text{(20)}\] and the feasibility of \(y^{\text{OPT}}\) in LP(\(\pi\)), the new distribution \(\tilde{y}\) is feasible in LP(\(\pi_{i,T}^{\text{UCB}}\)).

This way, conditionally on \(\mathcal{A}\), and for a fixed \(\ell \geq 1\):

\[\sum_{i \in [N]} r_i \sum_{S \in \mathcal{S}} \tilde{y}_\ell(S) \pi_{i,T}^{\text{UCB}}(i, S) \geq \sum_{i \in [N]} r_i \sum_{S \in \mathcal{S}} \tilde{y}_\ell(S) \pi_{i,T}^{\text{UCB}}(i, S) = \sum_{i \in [N]} (1 - \omega_i) r_i \sum_{S \in \mathcal{S}} y^{\text{OPT}}(S) \pi(i, S) = r_{\text{opt}} - r_{\text{disc}}.\]

The first step stems from the feasibility of \(\tilde{y}_\ell\) in LP(\(\pi_{i,T}^{\text{UCB}}\)) combined with the optimality of \(y_\ell\), and the second step stems from the definition of \(\tilde{y}_\ell\). This completes the proof of Lemma \[\text{(1)}\].

\[\square\]

**B.1. Details of calculations.**

**Total magnitude of the noise.** We first apply Lemma \[\text{(5)}\] and Corollary \[\text{(1)}\]. Conditionally on \(\mathcal{A}\), we have

\[|\hat{\epsilon}_{i,T}^{\text{random}}| + |\hat{\epsilon}_{i,T}^{\text{ext}}| + |\hat{\epsilon}_{i,T}^{\text{shift}}| \leq 9 \sqrt{C_0 \nu_i} \sqrt{T \log T} + 9C_0 \log T + 3 \sqrt{C_0 \log T \left( \sum_{\ell \geq 1} |\xi_{\ell}^{(i)}| \rho_{\ell,\ell-1} \right)} + \sum_{\ell \geq 1} \frac{|\xi_{\ell}^{(i)}|}{1 + V(S_{\ell})} |w_{i,\ell-1}| \]

\[\leq 9 \sqrt{C_0 \nu_i T \log T} + 9C_0 \log T \]

\[+ 3 \sqrt{C_0 \log T (K) (2 \log(NT) \| \epsilon_{i,2} \| + \| \epsilon_{i,1} \|)} + 2 \log T \| w_{i,2} \| + \| w_{i,1} \| \]

\[\leq 9 \sqrt{C_0 \nu_i T \log T} + 9C_0 \log T + 3 \sqrt{C_0 \log T (K) \left( \sqrt{2 \log(NT) \| \epsilon_{i,2} \|} + \sqrt{\| \epsilon_{i,1} \|} \right)} \]

\[+ 2 \log T \| w_{i,2} \| + \| w_{i,1} \|.\]  

(a)  

(b)  

(c)

We separated the different terms into three lines ((a), (b) and (c)), and the next steps will consist upper bounding each line separately. To simplify notations, we will introduce near-constants that will encompass numerical constants and log factors in \(N\) and \(T\). We set:

\[A_{0,1} := 9C_0 \log T, \quad A_{1,1} := 9 \sqrt{C_0 \log T}.\]

This way

\[(a) = 9 \sqrt{C_0 \nu_i T \log T} + 9C_0 \log T = A_{0,1} + A_{1,1} \sqrt{v_i T}.\]

Bounding (b) and (c) requires Lemma \[\text{(10)}\]. First, by using \(\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}\) for \(a, b \geq 0\), we have:

\[\sqrt{\| \epsilon_{i,2} \|} \leq \sqrt{2C_1^2 + 4C_2^2 \log \left( \sqrt{NT^2} + 1 \right)}\]
\[ = \sqrt{2C_i^2 + 4C_2^2 \log \left( \sqrt{NT^2 + 1} \right)}, \]
\[ \sqrt{\|\epsilon_i\|_1} \leq \sqrt{2\check{C}_i v_i \log \left( \sqrt{NT^2 + 1} \right)} + (\check{C}_2 v_i + \check{C}_3) \log^2 \left( \sqrt{NT^2 + 1} \right) \]
\[ \leq \sqrt{2\check{C}_i v_i \log \left( \sqrt{NT^2 + 1} \right)} N_i + \sqrt{(\check{C}_2 v_i + \check{C}_3) \log^2 \left( \sqrt{NT^2 + 1} \right)} \]
\[ \leq \sqrt{2\check{C}_i v_i^4 \log \left( \sqrt{NT^2 + 1} \right)} + \sqrt{(\check{C}_2 + \check{C}_3) \log^2 \left( \sqrt{NT^2 + 1} \right)} . \]

where the last inequality stems from \( v \leq 1 \) and \( N_i \leq T \). Therefore, by choosing

\[ A_{0,2} = 3\sqrt{C_0 \log T \left( \log(NT) \right)} \sqrt{2C_i^2 + 4C_2^2 \log \left( \sqrt{NT^2 + 1} \right)}, \]
\[ A_{0,3} = 3\sqrt{C_0 \log T \left( 2 \log(NT) \right)} \sqrt{\check{C}_2 + \check{C}_3 \log \left( \sqrt{NT^2 + 1} \right)}, \]
\[ A_{1/2} = 3\sqrt{C_0 \log T \left( 2 \log(NT) \right)} \sqrt{\check{C}_i} \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} . \]

we obtain

\[ (b) = 3\sqrt{C_0 \log T \left( K \right)} \left( \sqrt{2 \log(NT)} \|\epsilon_i\|_2 + \sqrt{\|\epsilon_i\|_1} \right) \]
\[ \leq A_{0,2} + A_{0,3} \sqrt{K} + A_{1/2} \sqrt{v_i} \sqrt{K} \sqrt{T} \]
\[ \leq A_{0,2} + A_{0,3} \sqrt{N} + A_{1/2} \sqrt{v_i} \sqrt{K} \sqrt{T} . \]

We now bound \((c) = 2\log T \|w_i\|_2 + \|w_i\|_1\). By choosing:

\[ A_{0,4} := \left( 2\check{C}_2 + 2\check{C}_3 \right) \log^2 \left( \sqrt{NT^2 + 1} \right), \]
\[ A_{0,5} := 4\sqrt{2}(C_1 + C_2 \sqrt{2}) \log T \log \left( NT^2 + 1 \right), \]
\[ A_{1,2} := 2\check{C}_i \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} . \]

we obtain from Lemma \[\Box\] that conditionally on \( \mathcal{A} \):

\[ (c) = 2\log T \|w_i\|_2 + \|w_i\|_1 \leq (A_{0,4} + A_{0,5}) N + A_{1,2} v_i \|v\|_2 \sqrt{T} . \]

Combining all previous inequalities implies that conditionally on \( \mathcal{A} \),

\[ |d_{i,T}^{\text{random}}| + |d_{i,T}^{\text{mol}}| + |d_{i,T}^{\text{shift}}| \leq (a) + (b) + (c) \]
\[ \leq (A_{0,1} + A_{0,2}) + (A_{0,3} + A_{0,4} + A_{0,5}) N + A_{1/2} \sqrt{v_i} \sqrt{K} \sqrt{T} + (A_{1,1} + A_{1,2}) v_i \|v\|_2 \sqrt{T} . \]
Therefore, by setting $A_0^i = A_{0,1} + A_{0,2} + A_{0,3} + A_{0,4} + A_{0,5}$ and $A_1^i := A_{1,1} + A_{1,2} + A_{1,3}$, we obtain conditionally on $A$,

$$|\delta^{\text{random}}_{i,T}| + |\delta^{\text{ml}}_{i,T}| + |\delta^{\text{shift}}_{i,T}| \leq A_0^i N + A_1^{i/2} \sqrt{v_i} \sqrt{K} \sqrt{T} + A_1^i v_i \|v\|_2 \sqrt{T},$$

which bounds the total magnitude of the noise.

**Lower bounding $\sum_{i \in [N]} r_i \delta^{\text{shift}}_{i,T}$:**

We start by applying the tower rule and $\mathbb{E}[|\mathcal{E}_t| |S_t|] = V(S_t) + 1$,

$$\mathbb{E} \left[ \sum_{i \in [N]} r_i \delta^{\text{shift}}_{i,T} \right] = \mathbb{E} \left[ \sum_{i \in [N]} \sum_{\ell \geq 1} r_i (V(S_t) + 1)(\pi(i, S_t) - \pi^{\text{UCB}}(i, S_t)) \right]$$

$$= \mathbb{E} \left[ \sum_{S \in S} \sum_{\ell \geq 1} \sum_{i \in [N]} r_i y_t(S)(V(S) + 1)(\pi(i, S) - \pi^{\text{UCB}}(i, S)) \right],$$

Conditionally on $A \subset A^{\text{CB1}}$, we have:

$$\sum_{S \in S} \sum_{\ell \geq 1} \sum_{i \in [N]} r_i y_t(S)(V(S) + 1)|\pi(i, S) - \pi^{\text{UCB}}(i, S)| \leq \sum_{S \in S} \sum_{\ell \geq 1} \sum_{i \in [N]} r_i y_t(S) \left( \epsilon_{i,\ell-1} + \pi(i, S) \sum_{j \in S} \epsilon_{j,\ell-1} \right)$$

$$= \sum_{\ell \geq 1} \sum_{i \in [N]} y_t(S) \left( \sum_{i \in [N]} r_i \epsilon_{i,\ell-1} + r(S) \epsilon_{\ell-1}(S) \right)$$

$$= \sum_{\ell \geq 1} \sum_{i \in [N]} r_i \epsilon_{i,\ell-1} + \sum_{\ell \geq 1} \sum_{S \in S} y_t(S) r(S) \epsilon_{\ell-1}(S)$$

$$\leq \sum_{\ell \geq 1} \sum_{i \in [N]} r_i \epsilon_{i,\ell-1} + r_{\text{opt}} \sum_{\ell \geq 1} \sum_{i \in [N]} \epsilon_{i,\ell-1},$$

where the first inequality stems from Lemma 8 and the second inequality stems from $\epsilon_{\ell-1}(S) \leq \sum_{\ell \geq 1} \epsilon_{i,\ell-1}$ and $\sum_{S \in S} y_t(S) r(S) \leq r_{\text{opt}}$. By using Lemma 10, we have conditionally on $A \subset A^{\text{CB2}}$, by Cauchy-Schwartz inequality:

$$\sum_{\ell \geq 1} \sum_{i \in [N]} r_i \epsilon_{i,\ell-1} \leq 2\tilde{C}_1 \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} \|v \cdot r\|_2 \sqrt{T} + (\tilde{C}_2 + \tilde{C}_3) \|r\|_1,$$

$$\sum_{\ell \geq 1} \sum_{i \in [N]} \epsilon_{i,\ell-1} \leq 2\tilde{C}_1 \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} \|v\|_2 \sqrt{T} + (\tilde{C}_2 + \tilde{C}_3) N.$$
which provides the desired lower bound.

**Deriving the exact regret bound:**

We have:

\[
\mathbb{E} \left[ \sum_{\ell \geq 1} \left| \mathcal{E}_\ell \right| \sum_{i \in [N]} r_i \sum_{S \in S} y_\ell(S) \pi_{\ell-1}^{\text{UCB}}(i, S) \right] \mathbb{P}(A) \geq \sum_{\ell \geq 1} \left| \mathcal{E}_\ell \right| (r_{\text{opt}} - r_{\text{disc}}) \left( 1 - \frac{15}{T} \right)
\]

\[
= Tr_{\text{opt}} - Tr_{\text{disc}} - 15(r_{\text{opt}} - r_{\text{disc}})
\]

\[
\geq Tr_{\text{opt}} - r_{\text{inv}} \sqrt{T} - 15r_{\text{opt}}.
\]

\[
\mathbb{E} \left[ \sum_{i \in [N]} r_i \delta_{\ell_i, T}^{\text{shift}} \right] \mathbb{P}(A) \geq -2 \tilde{C}_1 \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} \left( \|v\|_{2r_{\text{opt}}} + \|v \cdot r\|_2 \right) \sqrt{T}
\]

\[
- (\tilde{C}_2 + \tilde{C}_3) (N r_{\text{opt}} + \|r\|_1)
\]

\[
\mathbb{E} \left[ \sum_{i \in [N]} r_i \delta_{\ell_i, T}^{\text{shift}} \right] \mathbb{P}(A^c) \geq 0
\]

\[
\mathbb{E} \left[ \sum_{i \in [N]} r_i \delta_{\ell_i, T}^{\text{shift}} \right] \mathbb{P}(A^c) \geq -NTr_{\text{max}}.
\]

Therefore,

\[
\text{Regret}_T = Tr_{\text{opt}} - \mathbb{E} \left[ \sum_{t \geq 1} r_{c_t} \right]
\]

\[
\leq Tr_{\text{opt}} - \left( Tr_{\text{opt}} - A_q r_{\text{inv}} \sqrt{T} - 15r_{\text{opt}} \right)
\]

\[
+ 2\tilde{C}_1 \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} \left( \|v\|_{2r_{\text{opt}}} + \|v \cdot r\|_2 \right) \sqrt{T}
\]

\[
+ (\tilde{C}_2 + \tilde{C}_3) (N r_{\text{opt}} + \|r\|_1)
\]

\[
+ NTr_{\text{max}}
\]

\[
= A_q r_{\text{inv}} \sqrt{T} + 15r_{\text{opt}}
\]

\[
+ 2\tilde{C}_1 \sqrt{\log \left( \sqrt{NT^2 + 1} \right)} \left( \|v\|_{2r_{\text{opt}}} + \|v \cdot r\|_2 \right) \sqrt{T}
\]

\[
+ (\tilde{C}_2 + \tilde{C}_3) (N r_{\text{opt}} + \|r\|_1) + 15N r_{\text{max}}
\]

\[
= B_0 \left( r_{\text{max}} + r_{\text{opt}} + \frac{\|r\|_1}{N} \right) N + B_1 \left( r_{\text{inv}} + \|v\|_{2r_{\text{opt}}} + \|v \cdot r\|_2 \right) \sqrt{T}
\]

\[
\lesssim r_{\text{max}} N + (r_{\text{inv}} + \|v\|_{2r_{\text{opt}}} + \|v \cdot r\|_2) \sqrt{T}.
\]
where we set $B_0 = \max \left( 15, \tilde{C}_2 + \tilde{C}_3 \right)$ and $B_1 = \max \left( 1, 2\tilde{C}_1 \sqrt{\log \left( \sqrt{NT^2 + 1}, A_q \right)} \right)$. This completes the proof of of Theorem \textsuperscript{11}. 