Application Analysis on PSO Algorithm in the Discrete Optimization Problems
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Abstract: Particle Swarm Optimization (PSO) is kind of algorithm that can be used to solve optimization problems. In practice, many optimization problems are discrete but PSO algorithm was initially designed to meet the requirements of continuous problems. A lot of researches had made efforts to handle this case and varieties of discrete PSO algorithms were proposed. However, these algorithms just focus on the specific problem, and the performance of it significantly degrades when extending the algorithm to other problems. For now, there is no reasonable unified principle or method for analyzing the application of PSO algorithm in discrete optimization problem, which limits the development of discrete PSO algorithm. To address the challenge, we first give an investigation of PSO algorithm from the perspective of spatial search, then, try to give a novel analysis of the key feature changes when PSO algorithm is applied to discrete optimization, and propose a classification method to summary existing discrete PSO algorithms.

1. Introduction
Particle Swarm Optimization (PSO) algorithm was inspired by flocking behavior of birds and first proposed by Kennedy and Eberhart[1] in 1995, which is an optimization algorithm to search for the optimal solution in the space containing all feasible solutions. Its core idea is that the particles in the population use the best solutions found by the individual and the population as the guidance information to further search and find a better solution. When the guidance information can no longer guide the particles to find a better solution, the algorithm search comes to an end. The algorithm is mainly characterized by simple calculation, fast converging rate and ideal performance as compared to other algorithms. Therefore, it has been widely used in various fields for more than 20 years, and become one of the research hotspots in the field of intelligent computing.

On the one hand, PSO algorithm has been extensively analyzed by scholars to improve its performance since its birth. These works mainly focus on parameter value range analysis [4] [9] [46] [47], convergence or exploration analysis[3] [7] -[11] and trajectory analysis[6], which ultimately all about the analysis of the parameters. On the other hand, PSO algorithm was initially designed to solve the continuous optimization problems, but many problems are discrete in practical. Thus, how to apply PSO algorithm to discrete optimization has attracted extensive attention of researchers, and it is vital to have a profound analysis for the differences between the use of PSO algorithm in continuous optimization problems and in discrete optimization problems. Unfortunately, although varieties of
discrete PSO algorithms have been proposed, they were the solutions to particular problems and did not analyze characteristics of the application of PSO in discrete optimization. In addition, it is difficult to find the difference between discrete and continuous application of PSO algorithm based on the analysis of parameters. Therefore, no unified analysis and summary principles or methods have been proposed for these discrete PSO algorithms at present, which will significantly affect the application of PSO algorithm in discrete field.

To encounter these challenges mentioned above, in this paper, we first give an overview of the general PSO algorithm (in this paper, the general PSO refers to the PSO algorithm proposed by Kennedy and Eberhart for optimal search in continuous fields), and then analyze them from the perspective of spatial search. It is concluded that the construction of the next-step exploration space of particles in the algorithm is the key part of the design of the general PSO algorithm. The other parts, such as the analysis and adjustment of parameters, indirectly affect the performance of the algorithm by the adjustment of the particles’ next-step exploration space. At the same time, this paper analyzes some default premises when the general PSO algorithm is executed and the changes of these default premises when the algorithm is applied to the discrete optimization problem, and finds out that the key factors affecting the discrete optimization performance of PSO algorithm is the distance measurement among solutions in space and the change of fitness value in space under the corresponding distance measurement. Based on the previous analysis, we use the distance measurement relationship between solutions in the solution space as the analysis principle to analyze and classify the discrete PSO algorithms.

The main contributions of this paper are as follows:

- It is pointed out that the next-step exploration space is the most key part of the design of the particle swarm optimization algorithm.
- The core changes of the PSO algorithm, the change of distance measurement method and the corresponding change of the solution space structure, applied to the discrete optimization problems, is presented.
- Existing discrete PSO algorithms is classified and summarized from the perspective of distance measurement.

In this paper, the next-step exploration space and the next-step search space imply the same concept. The rest of this paper is as follows: the second chapter summarizes the general PSO algorithm; chapter 3 analyzes the two premises and backgrounds of general PSO algorithm that will change in discrete optimization problems are analyzed; chapter 4 classifies and summarizes the discrete PSO algorithm based on the distance measurement relationship; finally, the conclusion and expectation are given in chapter 5.

2. PSO Overview

The PSO algorithm usually maintains a population containing a certain number of individuals. The individuals in the population mainly depend on two variables to search in the search space: position \( \left( x_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \right) \) and velocity \( \left( v_i = (v_{i1}, v_{i2}, \ldots, v) \right) \), where the position represents the feasible solution, while the velocity denotes the next-step search direction of the corresponding particle, in which \( n \) refers to the number of particles in the population, and \( i \) indicates that the particle is the \( i^{th} \) particle in the population. In the search process, the algorithm updates the position through velocity in order to find a better position in the search space, that is, a better solution. At the same time, each particle will maintain two aspects of guidance information to update the velocity: the optimal solutions currently found by each particle and the whole population, namely \( pbest \) and \( gbest \). The core idea of the PSO algorithm is to update the position (feasible solution) and velocity (search direction) by using the guidance information of \( gbest \) and \( pbest \). In 1998, Shi[2] added inertia weight to the algorithm to form the standard version of PSO algorithm. The updating of position and velocity is shown in Equations (1) and (2):

\[
x_i^{t+1} = x_i^t + v_i^t
\]

\[
v_i^{t+1} = \omega v_i^t + c_1 r_{i1}(pbest_i^t - x_i^t) + c_2 r_{i2}(gbest_i^t - x_i^t)
\]
Where, \( x^t_i \) represents the position of the \( i \)th particle after the \( t \) rounds of iteration. \( v^t_i \) means the velocity of the \( i \)th particle after the \( t \) rounds of iteration. \( \omega, c_1 \) and \( c_2 \) are constants, representing inertia weight, individual learning factor and group learning factor. \( r_{1i} \) and \( r_{2i} \) denote random numbers within \([0,1]\). In the iterative process, the position is updated by velocity, and the velocity update includes three parts: the first is the current velocity of the particle; the second is the guidance of the optimal position found by the particle individual; and the third is the guidance of the optimal position found by the population. Generally speaking, the three parts represent the inertia part (i.e., the memory of past search), the exploration part and the convergence part respectively. The three parts work together to realize the search of space, and the three, \( \omega, c_1 \) and \( c_2 \), are the adjustment of the action weight of the three parts.

The PSO algorithm is a process of the particles searching in the space composed of all feasible solutions. The next position a particle possibly reach is actually a tiny fraction of space, which shown in Figure 1. We called it the next-step exploration space of particles in this paper. The detailed analysis is given as follows.

At each iteration, the particles follow the vectors represented by two red solid lines (\( c_1(g_{best}^t_i - x^t_i) \) and \( c_2(p_{best}^t_i - x^t_i) \)) according to the guidance of \( p_{best} \) and \( g_{best} \) and the guidance of the current velocity. First, the random numbers \( r_{1i} \) and \( r_{2i} \) in \([0,1]\) form a possible search area \( c_1r_{1i}(g_{best}^t_i - x^t_i) + c_2r_{2i}(p_{best}^t_i - x^t_i) \) surrounded by a red rectangle in the lower half of Figure 1 (when \( c_1 \) and \( c_2 \) are less than 1, it is the case shown in the figure). Further, under the action of the inertia part \( \omega v^t_i \), the red area deviates from the blue rectangular surrounding area in the upper part of Figure 1 to form the next-step exploration space of the particle. The particle’s next position may fall anywhere in the next-step exploration space. The current position of the particle is \( x^t_i \). \( p_{best} \) and \( g_{best} \) determine the basic shape and size of the exploration space. The parameters \( c_1 \) and \( c_2 \) control the scaling and shape change of the exploration space. The parameter \( \omega \) affects the offset of the exploration area to the current velocity direction.

![Figure 1. Process of Particle Movement in PSO Algorithm and Schematic Diagram of Next-step Exploration Space](image)

At the same time, three different particles will be formed according to different particle positions:

- The \( g_{best} \) position of the particle is found in the current population. At this time, the two red real vectors \( c_1(g_{best}^t_i - x^t_i) \) and \( c_2(p_{best}^t_i - x^t_i) \) in Figure 1 are equal to \( \vec{0} \), and the particle’s next-step exploration space is reduced to a point, as shown in Figure 2.a. The particle only reaches the next position according to the inertia. When the algorithm fails to find a better
position than the current position within a period of time, the particle velocity will gradually change to 0, and the particle will be at a standstill near the position, and the algorithm will converge rapidly.

Figure 2. Next-step Exploration Space of Particles at the \( p_{best} \) and \( g_{best} \) Positions
- The particle is at the \( p_{best} \) position. In this case, the particle next-step exploration space \( c_2(p_{best} - x_i) = 0 \) will become a line segment as shown in Figure 2.b, and the particle will quickly approach \( g_{best} \).
- The particle is neither at the \( p_{best} \) position nor in the \( g_{best} \) position. The next-step exploration space of the particle is shown in Figure 1. The particle searches the area composed of individual optimization and global optimization.

Three parameters are used to adjust the shape, size and position of the particle’s next-step exploration space, where \( c_1 \) and \( c_2 \) control the size of the particle’s next-step exploration space. When \( c_1 = 0 \) and \( c_2 = 0 \), the algorithm does not use the guidance information of individual optimization and global optimization. The algorithm will conduct random search according to the speed of random initialization, and the performance is poor. With the increase of \( c_1 \) and \( c_2 \), the search ability of the algorithm increases gradually. But when the two are too large and the next-step search space of particles is too large, it will also make the algorithm gradually lose the use of individual-optimized and global-optimized guidance information, and the effect of the algorithm will decrease. The algorithm can achieve better results through using reasonable parameters to control the size of particle next-step exploration space. On the other hand, \( \omega \) controls the offset of the next-step exploration area of the particle to the current velocity direction, and balances the global exploration and local exploration of the algorithm. When \( \omega = 0 \), the particle’s next-step exploration space is not offset. In this case, the particles only explore in the vicinity of \( p_{best} \) and \( g_{best} \), which with good local exploration ability but lack of global exploration ability. With the gradual increase of \( \omega \), the next-step exploration space of the particle shifts beyond the region where the current optimal solution is located, and the exploration of other regions is increased. The global exploration ability of the algorithm is enhanced and the local exploration ability is reduced. When \( \omega \) is too large, the deviation will be too large and the use of the guidance information given by \( p_{best} \) and \( g_{best} \) will gradually be undermined which will degrade the performance of the algorithm.
Figure 3. Influence of Maximum Speed $V_{\text{max}}$ on PSO Algorithm

In fact, the parameter value of a single extreme will lead to extreme conditions in the next-step exploration space of particles, thus resulting in a serious decline in the performance of the algorithm. Three parameters ($c_1$, $c_2$ and $\omega$) are required to make the algorithm achieve better results. The maximum particle velocity $V_{\text{max}}$ works together to produce the appropriate particle next-step exploration space (as shown in Figure 3, it is a way for the maximum velocity to further adjust the particle next-step exploration space, limiting the original space to the shadow part in Figure 3.) Many researchers have studied the parameter value range and convergence of the general PSO algorithm, among which the works of Poli[46][47] is representative, in which the reasonable value region of the three control parameters, $\omega$, $c_1$ and $c_2$, was derived under the stagnation assumption and represent as Equation (3):

$$c_1 + c_2 < \frac{24(1-\omega^2)}{7-5\omega};$$

(3)

All of these works focus on the parameter analysis, actually, the directly affect factors of the performance of PSO algorithm is the particle next-step search space. Parameters $\omega$, $c_1$, $c_2$ and $V_{\text{max}}$ indirectly affect the algorithm by adjusting the next-step exploration space. The methods that can change the size, shape and position of the next-step exploration space of particles in the algorithm don’t have to be or are not limited to the three parameters, and other methods can be used to modify the next-step exploration space, as shown in Figure 4, which is an adjustment method.
Therefore, when designing and using the PSO algorithm to solve the optimization problems, we can design a PSO algorithm that better meets the needs of the problems from the perspective of how to better design and control the next-step exploration space of particles.

The basic flow of the PSO algorithm is shown in Figure 5:

![Figure 5. Basic Flow of PSO Algorithm](image)

At the beginning of the algorithm, the population is initialized, including the particle position, velocity, \( p_{best} \), \( g_{best} \) and the calculation of the corresponding fitness value of the particles. Then the iterative solution process of the algorithm initiated. In this process, \( p_{best} \) and \( g_{best} \) are firstly updated according to the particle fitness, and then the next position and speed of the particles are also updated based on the \( p_{best} \) and \( g_{best} \). In this process, mutation operation can be added to increase the randomness of the algorithm, reduce the probability of premature convergence of the algorithm. Finally, the algorithm stops when the termination condition is reached, where the termination condition can be a certain number of iterations or the optimal value condition.

To sum up, the PSO algorithm is a population-based search algorithm. Its core idea is to update the particle position and velocity by using the Guidance information get from \( p_{best} \) and \( g_{best} \), and the
The essence of the algorithm is how to effectively explore the search space by controlling the size, shape, and position of the particle’s next-step search space. Too large space will make $p_{best}$ and $g_{best}$ lose their guiding function, and too small space will also cause insufficient use of guiding information. Similarly, the shape and position of space will affect the search effect of the algorithm. When using the PSO algorithm to solve the optimization-related problem, we can get better ideas of algorithm design from the perspective of how to design and control particles’ next-step search space.

3. Analysis on Solving the Discrete Optimization Problems by PSO

The general PSO algorithm is designed to solve the continuous optimization problems. It is quite necessary to analyze the differences between the use of PSO in continuous problems and in discrete problems when apply it to discrete case, but there is no related work. To address this challenge, we mainly analyzes the background knowledge, which we called them default premise, of the PSO algorithm which are easy to ignore by researchers and the changes and impacts when PSO algorithm is applied to the field of discrete optimization are also take into consideration.

3.1. Premised Background Knowledge of PSO Continuous Optimization

The PSO algorithm was originally designed to solve the continuous optimization problems, so some default premises are related to these problems. When the algorithm is applied to solving the discrete optimization problems, these default premises will change instead of in the default form. The default premises that have a key impact on the PSO algorithm mainly include the following two premises:

**Default premise 1** General PSO algorithm measures the distance between solutions in solution space (the space of the particles) based on Euclidean distance.

The problem considered by the general PSO algorithm is the search problem of continuous space. In this case, the solution space is continuous space, and the distance between solutions is measured by Euclidean distance by default. In discrete optimization, the solutions in the solution space are represented by integer variables. If there is no continuity constraint between each solution (that is, every point in the solution space), the distance between solutions can be expressed in many ways, and different distance measurement methods will correspond to different structures of the solution space.

| Solutions in the solution space | Euclidean distance | Hamming distance |
|---------------------------------|--------------------|------------------|
| (1,2,3,4) - (1,2,3,10)          | 6                  | 1                |
| (1,2,3,4) - (2,1,4,3)           | 2                  | 4                |

As shown in Table 1, for the distance relationship between the same two pairs of solutions, when different distance metrics are used, the distance relationship is completely different, and different distance metric relationships will produce different solution space structures. Different spatial structures have different effects when using PSO algorithm.

**Default premise 2**: During the continuous optimization, the fitness values of the points in the solution space changes regularly.

The regular changes mean that the fitness value of points in space changes with a small and reasonable range in the adjacent region. As shown in Figure 6, both figures are composed of 1600 data points in two-dimensional space, and the height coordinate value is the fitness value of the midpoint in the space. The left figure is generated by the equation $f = \cos(x) * \cos(y) + \frac{1}{\sqrt{x^2+y^2+0.1}}$ according to the spacing of 0.5 between -10 and 10, and the values of each point in the right figure are randomly generated data between 0 and 10. When we talk about the fitness value of the space point change regularly, it means that the fitness values of the points in a small area are change mildly. As shown in the left figure, although there are many extreme points in the figure, the value of the whole space point changes regularly. In this case, even if the fitness value of the solution space point changes greatly and there are many extreme points, the best solution is around the suboptimal solution and there will be no best solution around the worse solution. In this case, the PSO algorithm can find the optimal solution (at least the local optimal solution) through iteration. Because the core idea of the PSO algorithm is to
randomly explore around the best solution ($p_{best}$ and $g_{best}$) through the guidance of finding the best solution at present, in order to find a better solution, and the premise is that the fitness value at the midpoint of the space changes regularly, and that only can the algorithm be found when the best solution is around the suboptimal solution. When the fitness values of points in the space change irregularly, the extreme irregularity is shown in the right figure where the fitness values of all points are randomly generated values, the guidance information of the PSO algorithm when searching in this space is completely useless and the search of the algorithm is pure random search.

![Figure 6. Schematic Diagram of Regular Changes and Irregular Changes](image)

In the general PSO algorithm, since the solution space changes continuously, the fitness value in the space also changes continuously. In this case, the fitness value of the solution in the adjacent region changes continuously, so it can be considered as being regular. In discrete optimization, the space is discrete, and the fitness values of the points in the space are determined by the specific problems involved. At the same time, the distance measurement relationship between the points in the space is uncertain, so the change of the fitness value in the space is also uncertain.

To sum up, for the above two default premises, default premise 2 is the guarantee that the algorithm can search effectively, while default premise 1 will affect default premise 2. These two points are no longer the default in discrete optimization problems, which will be analyzed in the next section.

### 3.2. Changes in Discrete Optimization by PSO

As mentioned above, some default premises for the application of the general PSO algorithm are analyzed. When these default premises are applied to discrete cases, they are no longer the default cases, which will change and affect the performance of the algorithm. It mainly includes two aspects. First, the discrete domain distance measurement is no longer limited to the Euclidean distance, which can be Hamming distance, probability based or other methods. Second, solution spaces with different structures can be built by using different distance measurement methods, while different structures of solution space have different rules of fitness value change, and the rules of fitness value change will determine the performance of algorithm search. The distance measurement more in line with the problem itself can make the change of fitness value in space more regular. In fact, no optimization algorithm can achieve good results in all problems, and only the algorithm that meets the needs of specific problems can achieve good results in this matter. David H. Wolpert and William G. MacReady[5] [33] put forward the “no-free-lunch theory”, which proved that the average performance of all algorithms in all optimization problems is the same in the search or optimization problem with finite space. When the algorithm have a superior performance on this problem, it will definitely get the inferior results in face of some other optimization or search problems. The problem of discrete optimization problem is a search optimization-related problem in finite space. When the PSO algorithm is applied to discrete optimization problems, it is necessary to reconsider the distance measurement relationship between solutions in search space, and design a discrete PSO algorithm by adopting the distance measurement method that makes the change of fitness value in solution space
more regular, contributing to more effective search.

Discrete PSO algorithm has been widely studied and a variety of discrete forms have been proposed. Some of them are still based on the original Euclidean distance, while others use other measurement methods, but they are designed from the perspective of the problems to be solved without considering the factor of distance measurement. There are few summary studies on the existing discrete PSO algorithms. At the same time, the existing studies are only the lists of many algorithms [45] and do not use a certain standard for classification. In the next chapter, we will classify and summarize the discrete PSO algorithms from the perspective of the distance measurement between solutions in the search space used by the algorithm, and also make a brief analysis.

4. Literature Review Related to Discrete PSO

The features of PSO algorithm and its changes in the discrete optimization field were introduced in the previous section. It was then deemed through the analysis that the key to the effect of PSO algorithm was the next-step search space of particles, which was inseparable from the measurement of distance relation between spatial points. In the previous analysis, we got that the distance relation between solutions in the solution space of this algorithm was a key influencing factor. When a continuous optimization problem is solved using the PSO algorithm, Euclidean distance is generally used by default. However, there are diversified distance measurement methods with varied effects when the application of PSO algorithm is extended to the discrete optimization field. In this chapter, the discrete PSO algorithms in the existing literatures were simply summarized and classified according to the distance measurement methods used.

4.1. Euclidean Distance

The simplest and most direct method of measuring the relation between solutions in a solution space is Euclidean distance, in Euclidean distance-based PSO algorithms, there is only one additional process, the particle rounding, in the iteration process in comparison with the ordinary PSO algorithm. During the whole calculation process, discrete variables or integer variables are regarded as continuous variables for the operation, and the generated non-integral variables are finally rounded by some methods, including round-off [14] [15] [25], ranking and modular reduction [16] [17] [29] [32] decimal removal and modular reduction [18], penalty function [20] [22] and rounding through space transformation technology [26], among which round-off means transforming a non-integral variable value into the nearest integer variable after the particle migration each time. As for the ranking and modular reduction, the particle variables are ranked according to the dimensionality, and the ranking value is used to replace the original non-integral value, which is then controlled within a required range by means of modular reduction. When it comes to the decimal removal and modular reduction, the original non-integral value is multiplied by \(10^k\), the decimals are abandoned, and the value range is controlled in way of modular reduction, thus completing the rounding process, as shown in Equations (4)-(6):

\[
y_{i}^{t+1} = \text{rounding}((x_{i}^{t} + v_{i}^{t+1}) \times 10^k), \quad (4)
\]

\[
p_{i}^{t+1} = y_{i}^{t+1} \mod M, \quad (5)
\]

\[
x_{i}^{t+1} = \begin{cases} p_{i}^{t+1}, & p_{i}^{t+1} > 0 \\ M, & \text{otherwise} \end{cases} \quad (6)
\]

As for the penalty function method, the non-integral variable generated after the particle migration is transformed into an integer variable value. For instance, S. Kitayama et al. [21] realized rounding by using the penalty function as seen in Equation (7):

\[
\Phi(x) = \sum_{i=1}^{n} \frac{1}{2} \sin^{2}(x_{m+1}^{-0.25(d_{i+1} + 3d_{i}))} + 1 \quad (7)
\]

The space transformation technology is used to transform the variables in a continuous space into the variables in a discrete space by some means, which meet the needs of discrete problem, as mentioned in the literature [26]. In that study, the variables \(X = (x_1, x_2, ..., x_n)\) in a continuous space were transformed into the variables \(\pi = (\pi_1, \pi_2, ..., \pi_n)\) in a discrete space by means of Great Value
priority (GVP), and the transformation rules are expressed as seen in Equations (8) and (9).

\[ k = 1 + \sum_{j=1}^{n} \mathbbm{1}(f(x_j > x_i)) \text{, } \text{else} \quad 0 \]

(8)

\[ \pi_k = i \]

(9)

Besides the rounding methods mentioned in the above literatures, there are also many other methods, and the specific rounding methods have been given by different researchers to the problems involved. All the rounding methods are diversified with different application effects, but the particle migration is always based on the search of Euclidean distance. This particle migration mode can be easily implemented, not needing to change the original ordinary PSO algorithm too much, but instead, only the rounding operation is needed after the particle migration each time. However, this method also has very apparent defects. For the most discrete problems, due to the complexity of problems, the fitness value of solution space established based on Euclidean distance usually changes irregularly, and the effect achieved by the PSO algorithm is also poor under this circumstance.

4.2. Hamming Distance

Hamming distance refers to the number of different characters at the corresponding positions of two character strings or vectors with the same length. As Hamming distance is a discrete distance measurement method, the discrete PSO algorithm based on Hamming distance is naturally of discreteness, without any need of rounding. A typical PSO algorithm that realizes the search in a space based on Hamming distance is the binary PSO algorithm (BPSO). In this algorithm, the value of each particle dimension is expressed by 0 or 1, and the distance between solutions in the solution space is measured using Hamming distance. BPSO algorithm is a discrete version of PSO algorithm proposed by the founders of PSO algorithm, Kennedy and Eberhart, in 1997[19], and its basic calculation process is as shown in Equations (10) and (11):

\[ V_{t+1}^{i,d} = \omega V_{t}^{i,d} + c_1 * r_1 * (P_{best}^{t,i,d} - V_{t}^{i,d}) + c_2 * r_2 * (G_{best}^{t,i,d} - V_{t}^{i,d}), \]

(10)

\[ X_{t+1}^{i,d} = \begin{cases} 1, & \text{if } r_3 \leq \text{sigmoid}(V_{t+1}^{i,d}) \\ 0, & \text{otherwise} \end{cases} \]

(11)

Where \( V_{t}^{i,d} \) and \( X_{t}^{i,d} \) represent the values of \( d \)-dimensional variables in the position and velocity of the \( i \) (th) particle in the \( t \) (th) iteration, respectively. It can be seen from the equations that the velocity in the BPSO algorithm is the threshold for each dimension of particle velocity variable to be transformed into 0 or 1 according to \( p_{best} \) and \( g_{best} \), the value of each particle dimension is either the same as the values of \( p_{best} \) and \( g_{best} \) or not, so the distance between solutions is measured through Hamming distance. As a discrete PSO algorithm, the BPSO algorithm has been widely applied and explored a lot by researchers, including: study on the change threshold between 0 and 1 [23]; modification of next search space for particles by adding new guidance information[36] [37]; control of particle change rate by combining the probability[38]. The BPSO algorithm is capable of achieving a good effect when handling the binary coding problem, which is its main advantage. However, as the binary coding is required by this algorithm, the scope of its application is greatly restricted. In addition, the ternary PSO algorithm [39] proposed by Moradi and Fotuhi-Firuzabad is also a PSO algorithm based on Hamming distance. This algorithm can also be regarded as a variant of BPSO algorithm, in which each particle dimension has three states in the coding process, and the particle migration is implemented through the transformation of each dimension among the three states, so as to realize the search.

The discrete PSO algorithm based on Hamming distance has been scarcely studied, and there are no other related methods except BPSO at present. But actually, Hamming distance accords with the features of many discrete problems, such as deployment problem, task allocation problem and knapsack problem. Hence, the related discrete PSO algorithm can be designed according to Hamming distance in the future.

4.3. Ways combined with the probability or fuzzy theory

The combination with the probability or fuzzy theory is also an important strategy of applying the PSO
algorithm to the discrete optimization field. The task allocation problem, travelling salesman problem, etc. were solved by combining the PSO algorithm and the fuzzy theory [40] -[42] or mixing PSO algorithm with probability [13] [30] [31]. Relative to the mobile search mode in a space, this mode is no longer the search based on the movement in a space based on Euclidean distance or Hamming distance. The core idea of discrete PSO algorithm combining the probability or fuzzy theory is still to use individual optimum and population optimum as the guidance information, but its essence no longer lies in constructing an appropriate the next-step search space of particle. As for the discrete PSO algorithm based on the probability or fuzzy theory, the next search step of particles will be guided by a variable related to the probability or fuzziness, which is also adjusted by \( p_{best} \) and \( g_{best} \). In this way, the probability or membership grade substitutes the next search space of articles, turning the original search process based on movement in the space into a selective search process. Movement, which is a continuous process, will generate a non-integral variable, but selection, which is a discrete process, will not, so as to realize the application of PSO algorithm to the discrete optimization field. This method is featured by stable effect, favorable universality, and high applicability to the most discrete optimization problems, with satisfying performance. Nevertheless, it mainly has two defects: It fails to achieve a particularly good effect, which is stable though, and this coincides with the “No Free Lunch theory” proposed by David H. Wolpert and William G. Macready. The algorithm can harvest identical average effect among all problems. Second, relative to the ordinary PSO algorithm, the probability or membership variable will substantially aggravate the complexity of calculation, especially the space complexity, thus imposing additional burden to the search process.

4.4. Other Distance Measurements Designed for Specific Problems

Besides the aforementioned distance measurement methods, there are also many other distance measurements designed by researchers for specific problems. As these measurement methods meet the needs of specific problems, they are capable of obtaining favorable performances, but the scope of their application is still very restricted due to their problem-specific nature. For instance, Clerc [24] and Wang et al.[28] put forward that basic exchange sequence was used as the distance between solutions to solve the travelling salesman problem (TSP). D. Y. Sha and C. Hsu [27] also used the exchange sequence as the foundation for particle migration to solve the job shop scheduling (JSP) problem. Both the abovementioned problems are actually a ranking process of multiple elements, while the basic exchange sequence is just the value exchange between two positions in a ranking. Different from Euclidean distance, Hamming distance and probability-based method, this distance measurement method will not generate any unreasonable solution (the same element is ranked repeatedly), which relatively conforms to the distance relation between the solutions in the ranking problem, so it has achieved a good effect when handling the two problems. Actually, this method is also able to perform very well in the PSO algorithm-based optimization of ranking problem, but meanwhile, its scope of application is also restricted to such problem.

4.5. Ways combined with the other algorithms

The ways combined with the other algorithms means combining the core idea (using the currently searched good solution as the guidance information to guide the next search process of particles) with the other algorithms, like local search [34] [35] and genetic algorithm (GA) [43] [44], which mainly follow the core idea of PSO algorithm. When the other algorithms are combined to solve the particle migration and search, this can save the discretization step, which is required if the PSO algorithm is directly used. Although the algorithm design, which should be implemented by combining the other algorithms, is usually complicated under this combination mode, it is adaptable to solve many discrete optimization problems while giving full play to the core idea of PSO algorithm. Moreover, this method has gradually become a hotspot research method regarding the discrete optimization problem based on the PSO algorithm.
4.6. Summary of the Chapter
In this chapter, the related algorithms were analyzed, summarized and classified from the perspective of distance measurement methods adopted by the discrete PSO algorithm in a solution space, including the distance measurement method based on Euclidean distance, that based on Hamming distance, that combining the probability or fuzzy theory, distance measurement method designed for specific problems and that combining the other algorithms. Each method has their respective characteristics and scope of application. Hence, the features of different problems should be considered when studying the discrete optimization problem and designing a new discrete PSO algorithm to solve the discrete optimization problem. Besides, the algorithm design should be carried out using a proper pertinent distance measurement method. There is no perfect discrete PSO algorithm that can solve all discrete optimization problems, but instead, it should be designed according to specific problems.

5. Conclusion and Expectation
In this study, the ordinary PSO algorithms were analyzed from the perspective of next particle search space. It is deemed that the factor directly influencing the algorithm effect is the next-step search space of particles, while the algorithm parameters just indirectly affect the algorithm performance by adjusting the search space. Therefore, the PSO algorithm should be analyzed by taking the next-step search space as the cut-in point but not directly from the perspective of algorithm parameters. Furthermore, two default premises of ordinary PSO algorithm, the default measurement in the solution space based on Euclidean distance and fitness value of each solution in the solution space is change regularly are presented. Both the two aspects may change in the discrete optimization problems, so they are no longer the default preconditions, and will affect the performance of PSO algorithms when solving discrete optimization problems. Moreover, it is obtained that the key to the PSO algorithm lies in the selection of distance measurement when applied to the discrete optimization, because under a deterministic problem to be solved by the algorithm, the distance measurement method chosen by the algorithm is the main factor influencing the change laws of fitness value of each solution in the solution space, and whether the algorithm search is effective depends on whether the change is regular. Finally, the existing discrete PSO algorithms are classified and summarized according to the distance measurement method.

The following two directions are suggested for the future research:
* The influence the next-step search space of particle on the ordinary PSO algorithm can be explored and analyzed, but not from the perspective of three classical parameters, because the parametric influence on the algorithm is indirect and replaceable and the next-step search space of particle is the vital and direct influencing factor.
* The discrete PSO algorithm may be designed to solve the discrete optimization problem from the perspective of distance relation between solutions in the search space.
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