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With the development of the automobile industry, artificial intelligence, big data, 5G, and other technologies, the Internet of Vehicles (IoV) industry has entered a stage of rapid development. In this paper, a pollutant diffusion model based on an artificial neural network is designed in the context of a vehicle network. The application of artificial neural networks in haze prediction is studied. This paper first analyzes the causes and influencing factors of haze and selects the most representative and relatively large meteorological factors from temperature, wind, relative humidity, and several pollutant factors. Through training and simulation, a haze prediction model in the Beijing, Tianjin, and Hebei regions of China is established. Finally, according to the collected meteorological data, the pollutant diffusion model is established. The model is deduced by a standard mathematical formula, which makes the prediction results more accurate and rigorous, and the main conclusions and feasible scientific suggestions are obtained. The simulation results show that the method is effective. By strengthening the service system of the IoV, meteorological services can be more intelligent, and the information acquisition and service ability of the vehicle network can be effectively improved.

1. Introduction

Currently, the safety protection function and measures of the vehicle network industry are not perfect, and the related technologies are also in the process of continuous exploration [1, 2]. There is still tremendous room for further improvement for the deepening service of comprehensive scenarios such as humans, vehicles, roads, facilities, and networks. As an important factor affecting car driving, the weather has a profound impact on the car driving experience and driving safety. Extreme weather, such as rainstorms, waterlogging, snow, road icing, fog, haze, sandstorms, and dazzling sunshine, has different degrees of impact on car driving. This requires accurate weather forecasting capabilities and diversified weather data, as well as customized and diversified intelligent weather solutions to create more value for the IoV services [3, 4]. Due to many uncertainties of climate, it brings great obstacles to the research. In other words, negative radiation means that the energy radiated outwards is greater than the radiation energy received, which makes the climate cool [5, 6].

In contrast, positive radiation makes the Earth’s surface warm [7, 8]. Global warming is an indisputable fact. The main influencing factors are the increase in atmospheric concentrations of greenhouse gases and aerosols, which change the balance of the Earth’s radiation budget and eventually lead to climate change, such as the formation of greenhouse effects and haze. The haze data obtained by the monitoring station are point data, and the regional data depend on the data difference technology. Because of the advantages of a wide monitoring range and short cycle, remote sensing technology has become an important tool for large-scale haze monitoring [9, 10]. At present, the research and application of remote sensing technology in haze mainly include aerosol optical thickness, astigmatism coefficient, vertical distribution, haze image removal technology, and so on. Remote sensing monitoring of haze mainly uses remote sensing data to obtain aerosol optical...
thickness and other data, analyzes the relationship between aerosol optical thickness and haze concentration, and uses the aerosol optical thickness inversion algorithm [11, 12]. The governance of air pollution is a problem between regions that cannot be dealt with the perspective of a single region, and the joint governance between regions can improve the atmospheric environment of a city. Quality has the effect of improvement. One of the characteristics of current air pollution control is separate regional environmental pollution control. However, it is difficult to achieve the ideal effect if we rely on local air pollution control measures and ignore the transmission characteristics of air pollutants between regions [13, 14]. Therefore, a more effective measure to control air pollution is to adopt the method of regional joint governance, to recognize the multiregional joint mechanism, to reveal the main reasons for the formation of air pollution between regions, and then to develop a feasible and effective air pollution control scheme [15, 16]. Weather scene service in the Internet of Vehicles plays an essential role in the "ecological Internet of Vehicles." It can provide users with weather forecasts, road temperature and humidity, road water and ice data, visibility reminders, and other information, greatly improving the optimization of the car driving experience and ensuring driving safety.

This paper is committed to applying artificial neural networks in the analysis of haze data in the environment of the IoV to make the prediction data more accurate. High-precision and refined meteorological services can realize the early warning of meteorological disaster risks and the IoV and help users take corresponding measures to minimize the possible damage caused by sudden meteorological disasters such as haze. At the same time, it can effectively improve the user experience through targeted and accurate meteorological scene services, which can create more value for IoV services. Artificial neural networks include BP, RBF, SOM, Hopfield, and deep learning [17, 18]. Through the establishment of an artificial neural network model, the haze forecast level can be continuously improved. In this paper, the use of neural networks and deep learning and other cutting-edge technologies, in-depth excavation of the IoV service scenarios, through the creation of professional weather solutions for the IoV, continues to help the development of the IoV.

The contributions of this study include the following:

(i) This paper introduces haze forecasting and considers weather route navigation, the adjustment of temperature, humidity, and air quality in the automatic IoV, the prediction of road temperature and humidity, the prediction and a reminder of visibility, the correlation analysis of temperature, and automatic driving assisted by meteorological information and designs a framework based on the IoV and meteorological factors.

(ii) Artificial neural networks are explored and analyzed, focusing on the principle of artificial neural networks, as well as their learning process, advantages, and disadvantages.

(iii) The pollutant diffusion model is established, and further it is optimized to derive the pollutant concentration at any point in space.

(iv) Based on the relevant meteorological information and pollutant concentration data of monitoring stations in the Beijing-Tianjin-Hebei region, the haze prediction model designed in this paper is tested, and the established model is improved through actual meteorological data training.

The remainder of this paper is organized as follows. Section 2 discusses related works, and the pollutant diffusion model is outlined in Section 3. The analysis and prediction of the PM2.5 concentration are presented in Section 4. Section 5 shows the experimental test results, and Section 6 concludes the paper with a summary and proposes directions for future research.

2. Related Work

With the in-depth application of cloud computing, the Internet of Things, mobile Internet, artificial intelligence, and other new technologies, relying on the progress of meteorological science and technology, intelligent weather with self-perception, judgment, analysis, selection, action, innovation, and adaptive ability can provide more accurate, more reliable, and more intelligent weather forecasts [19, 20]. The IoV "entering" the car can effectively help the driver adjust to the weather, make the best travel decisions, and provide a more accurate warning for drivers on the road [21, 22]. At present, Internet of Vehicles technology is widely used in bad weather environments. Countries worldwide have taken measures to improve driving safety under bad weather conditions. An early warning system of bad weather is realized through the Internet of Things (IoT) technology. The early warning system of bad weather is usually realized through the dynamic message sign (DMS) of roadside terminal and vehicle terminal [23]. It is the infrastructure to display the information sent by the management center in real-time, usually located in front of the often bad weather area. Vehicle terminals always exist to help drivers adjust their driving behavior before entering bad weather areas. The absorption of solar radiation by the Earth’s atmosphere at different altitudes is different, resulting in a distinct vertical distribution of the Earth’s atmosphere at the vertical altitude. Infrared spectra are an important spectral range for various qualitative and quantitative research and applications. By measuring the infrared absorption spectrum of gases, we can realize the detection and accurate measurement of gases in the atmosphere [24, 25]. The study of the absorption of H2O, CO2, and O3 can better understand the impact of these gases on climate change, atmospheric circulation, and the balance of atmospheric radiation budgets. Due to the different chemical structures of atmospheric absorption gas molecules, their absorption spectra also have their unique properties, and the absorption intensity and line shape are also different under different temperature and pressure environments. Therefore, understanding the basic theory of gas absorption spectra and the calculation method...
of transmittance helps develop related research [26, 27]. Since the 1990s, an increasing number of scholars have begun to apply neural networks to detect pollutants and have made major breakthroughs. It is more suitable for modern environmental detection than traditional methods. The characteristics of artificial neural networks determine the feasibility of their combination with haze prediction [28, 29].

At present, statistical forecasts and numerical forecasts are commonly used in the field of air quality prediction. Among them, the United States, Japan, the Netherlands, Canada, and other developed countries are mainly committed to developing numerical forecasts [30, 31]. By analyzing the relationship between haze and aerosols, Zhang et al. pointed out that the main cause of haze is serious aerosol pollution [32]. The mass concentrations of sulfate, organic carbon, nitrate, and carbon in aerosols are much higher than those in Europe, which are closely related to the high emissions of anthropogenic pollution caused by rapid economic development [33–35]. Currently, the neural network method has become a powerful tool for air pollution prediction. Relevant studies show that the prediction model established by artificial neural networks has good objectivity, and it can well capture the inherent law between meteorological elements and air pollution [36, 37]. Its biggest feature is that it does not need to design any mathematical model but completes the whole network through the interaction between neurons network information processing to obtain a good prediction effect. Chen et al. established the air quality index (API) prediction model of Shanghai based on an artificial neural network (ANN). The model is a multilayer perceptual (MLP) network, with meteorological forecast data as the main input to forecast the air quality index (API) of Shanghai on the second day [38]. Currently, the combination of artificial neural networks and haze prediction is still in the exploratory stage.

3. System Framework of Internet of Vehicles and Artificial Neural Network

The IoV uses sensors, video capture devices, intelligent terminals loaded on the vehicle to collect the road, traffic, and other information around the vehicle [39, 40]. Through the transmission network, the collected information is extracted and effectively used on the information network platform. According to the different functional requirements of the users of the IoV, we can effectively supervise the operation status of the IoV and provide users with diversified intelligent services to realize the interconnection between vehicles and roads, vehicles and vehicles, vehicles and owners, and vehicles and social public information platforms. At present, most of the services provided by the IoV are still focused on the intelligent monitoring of vehicles, and the integration of vehicles, people, roads, weather, and public value-added services has not been realized [41, 42]. The IoV system is mainly composed of a terminal layer, network layer, platform layer, and application layer. The system framework is shown in Figure 1.

1. **Terminal Layer.** Mainly using RFID (radio frequency identification) technology, OBD (on board diagnostic) vehicle intelligent terminals, smartphones, tablet computers, vehicle sensors, and other information, collection devices collect vehicle information such as fuel consumption, mileage, location, road conditions, traffic, and other vehicle surrounding information, as well as driver’s driving behavior and other information and transmit them to the information processing layer through the transmission layer [43].

2. **Network Layer.** This layer mainly uses wired communication networks, wireless communication networks, the Internet, and other transmission means to realize the transmission of effective information collected by the front end of the Internet of Vehicles.

3. **Platform Layer.** This layer is mainly composed of a server, cloud computing platform, middleware, database, system software, application program, and other software and hardware systems [44, 45]. It completes the storage, control, coding, decoding, encryption, management, statistics, query, and other processing of the Internet of Vehicles information and calls each function module of the information supply layer after processing.

4. **Application Layer.** For the IoV users, through the application system running on the navigator, mobile phone, and intelligent mobile terminal, the Internet of Vehicles intelligent applications for the Internet of Vehicles users are provided [46]. The application system of the application layer interacts with a remote server and cloud computing platform through wireless and wired transmission network. Generally, it has the functions of GPS positioning, track playback, vehicle status monitoring, vehicle condition analysis, road rescue, mileage statistics, fuel consumption detection, remote diagnosis, vehicle alarm, and remote diagnosis vehicle alarm. Electronic maps and other functions can share information with telecom operators, third-party payment platforms, and urban public resources and provide users with various value-added services.

In addition, smart weather also has great potential in automatic driving. Part of the automatic driving technology adopts the scheme of improving the accuracy of environmental sensors, multisensor combinations, and optimization algorithms and still cannot perceive road changes in the next few hours. The introduction of smart weather can not only effectively solve this problem but also save many costs and escort the development of unmanned driving [32, 47]. In addition to its application in the IoV, smart weather has been applied in tourism, insurance, logistics, agriculture, and other fields. Artificial neural networks, AI fusion numerical models, deep learning, and other modern information technologies have effectively solved the problem of insufficient capacity of traditional meteorological services, greatly
improved the efficiency of meteorological services, and promoted the intelligent and high-quality development of various industries. Figure 2 shows the composition structure diagram of the application of artificial neural networks in smart weather and the IoV.

4. Diffusion Model of Air Pollutants

In some wavelength ranges, the absorption coefficient is very large, called the absorption band [28]. The absorption band is composed of many absorption lines. Outside the absorption band, the absorption coefficient is very small or equal to 0 (no absorption). The absorption of gas molecules in the infrared region is mainly caused by the vibrational and rotational energy level transitions between the atoms of the molecules called vibrational and rotational spectroscopy. The spectrum with only rotational energy level transition, called a rotational spectrum, often occurs in the far-infrared and microwave region with a longer wavelength. In contrast, the spectrum with only electronic energy level transition often occurs in the ultraviolet or visible region [15, 48].

Taking a single pollution source as an example, from free diffusion to limited diffusion, the spatial and ground concentration diffusion models of elevated point sources are discussed, and the final pollutant diffusion model is gradually refined from simple to complex.

4.1. Free Diffusion Model of Single Pollution Source. To make the diffusion of pollutants more visual and accurate, this paper uses a Gaussian diffusion model to visualize pollutants’ diffusion. Generally, before establishing a model, certain conditions are needed. In the process of diffusion, assuming that there are no obstacles in the diffusion space of the point source and regardless of the hindrance of diffusion, the diffusion of pollutants is a two-dimensional normal distribution in the Y-axis and Z-axis [16, 49]. The random variables in the coordinate direction are independent, and the distribution density is the product of a one-dimensional normal distribution density function. Based on the assumption of a normal distribution, the distribution function of the concentration at any point downwind from a point source can be obtained by taking $\mu = 0$:

$$C(x, y, z) = A(x) \exp \left( -\frac{y^2}{\sigma_y^2} - \frac{z^2}{\sigma_z^2} \right),$$  \hspace{1cm} (1)

where $A(x)$ is an unknown parameter function and $\sigma_y$ and $\sigma_z$ are the standard deviation of the horizontal and vertical directions, i.e., the diffusion parameters in the $y$ and $x$ directions, and the unit is m.

According to the hypothesis of continuity and conservation, the intensity $q$ of the source flow at the cross section of the $x$-axis of the pollution source is 0.

$$q = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \nu C dydz,$$  \hspace{1cm} (2)

in which $\nu$ is the average wind speed.

Combined with formulas (1) and (2) and according to the assumption that the wind speed is stable and considering

$$\int_{-\infty}^{\infty} \exp \left( -\frac{t^2}{2} \right) dt = \sqrt{2\pi},$$  \hspace{1cm} (3)

the unknown parameter function can be solved.
Under the Gaussian diffusion model of a continuous point source at a high altitude, the pollutant concentration at a certain point is calculated as

\[ C(x, y, z) = \frac{q}{2\pi u\sigma_y\sigma_z} \exp\left\{ \frac{1}{2} \left( \frac{y^2}{\sigma_y^2} + \frac{z - H}{\sigma_z^2} \right) \right\}. \]

(4)

where \( u \) is the wind speed (m/s), \( q \) is the pollutant emission (mg/s), \( \sigma_y \) is the standard deviation of plume concentration in horizontal direction, \( \sigma_z \) is standard deviation of plume concentration in vertical direction, \( \sigma_y \) and \( \sigma_z \) are the horizontal and vertical diffusion coefficient; \( \sigma_y = 0.146669x^{0.883723} \), \( \sigma_z = 0.400167x^{0.632023} \).

According to this diffusion model, the source intensity and wind speed directly affect pollutants’ concentration at any point in space [50, 51].

4.2. Diffusion Model of Elevated Point Source

4.2.1. Diffusion Model of Elevated Point Source. If all the pollutants are reflected after reaching the ground, the “mirror method” is used to solve the real pollution concentration of a specific point. Taking the projection point of the chimney on the ground as the source point \( o \) and the coordinates of the effective source point as \((0, 0, H)\), an elevated point source diffusion model is established. The pollution concentration of reference point \( o \) is the superposition of the concentration of the real source at \((0, 0, H)\) and the diffusion concentration of the image source at \((0, 0, -H)\). \( z \) is the height of the point from the ground [52].

The concentration contribution of the solid source is \( C_z \) is

\[ C_z = \frac{q}{2\pi u\sigma_y\sigma_z} \exp\left\{ \frac{1}{2} \left( \frac{y^2}{\sigma_y^2} + \frac{(z - H)^2}{\sigma_z^2} \right) \right\}. \]

(6)

Image source contribution is

\[ C_x = \frac{q}{2\pi u\sigma_y\sigma_z} \exp\left\{ \frac{1}{2} \left( \frac{y^2}{\sigma_y^2} + \frac{(z + H)^2}{\sigma_z^2} \right) \right\}. \]

(7)

Add formulas (6) and (7) to get

\[ C(x, y, z, H) = \frac{q}{2\pi u\sigma_y\sigma_z} \left\{ \exp\left( \frac{1 - y^2}{2\sigma_y^2} \right) \exp\left[ \frac{-(z - H)^2}{\sigma_z^2} \right] + \exp\left[ \frac{-(z + H)^2}{\sigma_z^2} \right] \right\}. \]

(8)

If the pollutants are completely absorbed after reaching the ground, the actual diffusion situation should be between the two situations. That is, the concentration value should be between formulas (6) and (8).

4.2.2. Ground Pollutant Concentration. Compared with the spatial concentration discussed in Section 4.2.1, the concentration of ground pollutants is more closely related to people’s lives. The concentration of ground pollutants is equal to the concentration of pollutants in direct contact with human beings. Therefore, based on Section 4.2.1, the concentration of pollutants near the ground can be ignored because of its small distance from the ground. In formula (8),
let \( z = 0 \), that is, the ground concentration formula is as follows:

\[
C(x, y, 0, H) = \frac{q}{\pi \sigma_y \sigma_z} \left\{ \exp \left[ -\frac{1}{2} \frac{y^2}{\sigma_y^2} \right] \right\}. \tag{9}
\]

The concentration distribution along the \( x \)-axis is obtained as follows:

\[
C(x, 0, 0, H) = \frac{q}{\pi \sigma_y \sigma_z} \exp \left( -\frac{H^2}{2\sigma_z^2} \right). \tag{10}
\]

The concentration in the \( y \)-direction is normally distributed with the \( x \)-axis as the symmetry axis; in the direction along the wind direction, the pollutant concentration first shows an upward trend, and this upward trend continues until a maximum point, then stops increasing, and then continues to decrease to infinity close to 0. In addition, it can also be found that the pollutant concentration is close to 0 when the distance from the emission source is very close. This theory indicates that the pollutant concentration detection device should not be placed too close to the pollution source; otherwise, the detection is invalid [53].

The maximum concentration on the ground and the distance from the source can be derived from formula (9), where \( C \) is an arbitrary constant.

\[
C_{\text{max}} = \frac{2q}{\pi \sigma_y \sigma_z} = \frac{\sigma_y}{\sigma_z} = c. \tag{11}
\]

\((\sigma_y/\sigma_z)\) formula (10) shows the larger \( c \) is, the higher the maximum concentration is; \( \sigma_y \) and \( \sigma_z \) are unknown functions of \( x \), and their value cannot be controlled or expressed concisely. Under the condition that the source intensity remains unchanged, the higher the distance from the pollution source to the ground, the greater the average wind speed and the smaller the maximum concentration on the ground. Generally, when the wind is strong, the concentration of PM2.5 is lower but the wind is a natural force [54, 55]. To reduce the concentration of PM2.5, the height of the pollution source from the ground can be increased as much as possible, such as increasing the length of the exhaust pipe to dilute the concentration of ground pollutants.

4.3. Diffusion Model of Nonpoint Source. We can treat it as a nonpoint source; that is, according to the spatial distribution characteristics of the point source, it can be divided into square areas with different side lengths of more than 0.5 km for convenient calculation [56]. In this way, the nonpoint source problem can be transformed into the point source problem, and then through the Gaussian diffusion model of the point source, the pollutant concentration at a certain point, that is, formula (10), with the assumption of \( 2y_0 = 4.3\sigma_y, \sigma_y, \) can be obtained and brought into the formula (10). In this case, \( H \) is the average height of the nonpoint source from the ground. Through this formula, we can also conclude that the concentration of pollutants in the space is inversely proportional to the size of \( H \) and the size of wind.

In the above assumption, the distribution of pollutants is regarded as on the centroid. In addition, there is another case in which the pollutants are uniformly distributed in the \( Y \)-direction and diffuse along the arc with a length of \((\pi (x_0 + x)/8)\). Then, the concentration of pollutants at any point of the nonpoint source is calculated by the following formula:

\[
C = \frac{q}{\pi \sigma_y \sigma_z (x_0 + x) / 8} \exp \left( -\frac{H}{2\sigma_z^2} \right). \tag{12}
\]

4.4. Factors That Affect the Model. Although this process hinders the diffusion of pollutants in most cases, there are also some problems through these processes in which a reaction produces new pollutants. Here, we assume that the pollutant self-decays with time and the self-settling velocity of particles remains unchanged; then, we can roughly calculate according to the following formula:

\[
C(x, y, z, H) = \frac{q}{2\pi \sigma_y \sigma_z} \exp \left( -\frac{y}{2\sigma_y^2} \right) \left\{ \exp \left[ -\frac{(z - H + (u_x x/u))^2}{2\sigma_y^2} \right] + \exp \left[ -\frac{(z + H - (u_x x/u))^2}{2\sigma_y^2} \right] \right\} \exp \left( -\frac{0.693x}{Tu} \right). \tag{13}
\]

where \( u_x \) is the average velocity of particle deposition and \( T \) is the average half decay period of pollutants.

5. Analysis and Prediction of PM2.5 Concentration in Beijing, Tianjin, and Hebei

5.1. Impact of Climate Change

5.1.1. Effect of Air Temperature on PM2.5. The variation range of temperature in the Beijing-Tianjin-Hebei region in a year is generally between \(-5^\circ C\) and \(40^\circ C\). The research object is the meteorological data of the Beijing-Tianjin-Hebei region in 2017. First, the data are processed in two ways: \( ①\) the points were removed where the concentration of PM2.5 changes obviously due to the wind force change; \( ②\) the points where the concentration of PM2.5 increases or decreases sharply were removed to eliminate the influence of human factors such as artificial rainfall. Figure 3 shows that the trends of the shadow curves of temperature and PM2.5 concentration are roughly the same.

5.1.2. Effect of Relative Humidity on PM2.5. One of the biggest influencing factors of relative humidity is rainfall, so it is not difficult to find that there is a negative correlation between relative humidity and PM2.5 through data analysis.
and image fitting. In fact, this is a good explanation. Relative humidity represents the percentage of water vapor pressure in the air and saturated water vapor pressure at the same temperature. The higher the relative humidity is, the more water molecules there are in the air, which is more conducive to the adsorption of pollutant particles, thus reducing the concentration of PM2.5. Figure 4 shows the relative humidity/PM2.5 concentration versus time.

5.1.3. Influence of Wind on PM2.5. Beijing, Tianjin, and Hebei have warm temperate continental monsoon climates, and the wind speeds on several consecutive days in a certain season are similar. Therefore, when analyzing the influence of wind speed, taking the average PM2.5 concentration over time helps improve the accuracy. Figure 5 shows the variation in the mean wind speed/PM2.5 concentration with time.

Through data analysis, it is not difficult to find that with increasing wind speed, the PM2.5 concentration shows a downward trend. However, there are also fluctuations in the figure that are inconsistent with this trend because the air transported is mixed with pollutants, but generally speaking, the wind force is still negatively correlated with the PM2.5 concentration.

5.2. Impact of Changes in Air Pollutants. PM2.5 refers to fine particles that can be suspended in the air for a long time when their diameter is less than or equal to 2.5 mm in aerodynamics. The chemical composition of PM2.5 mainly includes organic carbon and elemental carbon [42, 43]. The natural source includes sand pollen, which may be mixed with trace amounts of volcanic eruption volcanic ash emitted from the gas. In contrast, the proportion of anthropogenic pollution has increased in recent years [44]. Therefore, this paper focuses on the relationship between these three main air pollutants and PM2.5 concentration changes. Figures 6–8 show the variation in SO2 (CO, NO2)/PM2.5 concentration with time.

Through the data fitting image, it is not difficult to find that the changes of SO2, CO, NO2, and PM2.5 concentration are generally positively correlated. The higher the pollutant concentration is, the higher the PM2.5 concentration is and the worse the air quality is.

5.3. PM2.5 Concentration Prediction

5.3.1. Beijing PM2.5 Prediction. Figures 9–11 show the MSE of the prediction model error in Beijing, the composite coefficient of the BP neural network in Beijing, and a comparison of the real and predicted PM2.5 concentrations in Beijing.

The minimum output error is 0.014831, and the number of iterations is 32.

5.3.2. Tianjin PM2.5 Prediction. Figures 12–14 show the MSE of the prediction model error in Tianjin, the composite coefficient of the BP neural network in Tianjin, and a comparison of the real and predicted PM2.5 concentrations in Tianjin.

The minimum output error of the BP neural network is 0.046547, and the number of iterations is 3.
5.3.3. Shijiazhuang PM2.5 Prediction. Figures 15–17 show the MSE of the prediction model error in Shijiazhuang, the composite coefficient of the BP neural network in Shijiazhuang, and a comparison of the real and predicted PM2.5 concentrations in Shijiazhuang.

The minimum output error of the BP neural network is 0.017496, and the number of iterations is 16.

5.3.4. Experimental Results and Analysis. We use the pollutant emissions from factories in Beijing in 2016 as the data source. According to formula (9), we use several ground concentrations on the x-axis (average wind direction) in the elevated point source diffusion model, where the average intensity is not directly given in the data, so we use the product of emission concentration and velocity to replace the average intensity (the result is divided by 3600 to guarantee, and the unit is g/s). The unknown parameters in the formula can be known from the data. The emission concentration and emission rate in the table are average values. The average daily emission concentration comes from the total annual emission concentration divided by 365 days. C (mg/m³) is the concentration value calculated at a distance x, the concentration calculated at a distance x from point o, and the average wind direction as the positive direction of the x-axis.

First, the average daily emission intensity of each pollutant and the pollutant concentration of each test location were calculated according to the average daily emission concentration of each pollutant. Table 1 is the calculation of pollutant concentration.

According to the horizontal comparison of the test results, it can be preliminarily judged that the peak value of the ground concentration is between 50 m and 500 m, and from 500 m to 1000 m, the effect of the increase in the propagation distance on the decrease in the pollutant concentration is very weak. It can be inferred that the concentration continues to drop to infinity close to 0 after the distance is greater than 1000 m.

By establishing the pollutant diffusion model, the simulation of the model can further visualize the diffusion of pollutants. The advantage is that the concentration formula is simplified to the greatest extent by using the mathematically optimal programming method to achieve the greatest degree of simplicity and observation efficiency. However, due to the simplification, many factors with little influence add up after being deleted, thus increasing the error. The biggest problem is that some meteorological factors, such as air pressure, relative humidity, and air temperature, are not considered to influence pollutant diffusion and the random nonuniformity of the pollutant distribution in space. These two points make the
Figure 8: Variation of NO$_2$/PM$_{2.5}$ concentration with time.

Figure 9: MSE of prediction model error in Beijing.

Figure 10: Continued.
Figure 10: Composite coefficient of BP neural network in Beijing.

Figure 11: Comparison of PM2.5 concentration in Beijing.

Figure 12: MSE of prediction model error in Tianjin.
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Figure 13: Composite coefficient of BP neural network in Tianjin.

Figure 14: Comparison of PM2.5 concentration in Tianjin.
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Figure 15: MSE of prediction model error in Shijiazhuang.
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Figure 16: Composite coefficient of BP neural network in Shijiazhuang.
environment more readable. The final model produces some errors, and the control and distribution of pollutants are unreasonable.

6. Conclusion and Future Work

The Internet of Vehicles industry has entered a stage of rapid development. At present, the security functions and measures of the whole industry still need to be improved, and there is still a large space to improve the in-depth services for people, vehicles, roads, facilities, networks, and other comprehensive scenarios. Thus, the impact of weather on traffic safety and operational efficiency can be seen. In the development process of the Internet of Vehicles, meteorological services are an indispensable part. As a planet suspended in the universe, the main way for the Earth to exchange energy with the outside world is through radiation. By receiving the sun’s radiation and emitting infrared radiation simultaneously, the Earth finally achieves a dynamic equilibrium state. In this paper, through the haze prediction model established by a neural network and the pollutant diffusion model, we can preliminarily determine the PM2.5 concentration of the day according to the daily meteorological factors and pollutant concentration and obtain the concentration distribution of different regions in the space under the premise of free diffusion and a single pollution source.
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