Criticality and scaling corrections for two-dimensional Heisenberg models in plaquette patterns with strong and weak couplings
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We use the stochastic series expansion quantum Monte Carlo method to study the Heisenberg models on the square lattice with strong and weak couplings in the form of three different plaquette arrangements known as checkerboard models C2 × 2, C2 × 4 and C4 × 4. The a × b here stands for the shape of plaquette consisting with spins connected by strong couplings. Through detailed analysis of finite-size scaling study, the critical point of C2 × 2 model is improved as gc = 0.548524(3) compared with previous studies with g to be the ratio of weak and strong couplings in the models. For C2 × 4 and C4 × 4 we give gc = 0.456978(2) and 0.314451(3). We also study the critical exponents ν, η, and the universal property of Binder ratio to give further evidence that all quantum phase transitions in these three models are in the three-dimensional O(3) universality class. Furthermore, our fitting results show the importance of effective corrections in the scaling study of these models.

I. INTRODUCTION
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average values of the observables.

A. Obeservables

In order to study the criticality of the certain spin model we choose to measure several important physical quantities in our work. The first one is Binder ratio defined as

$$R_2 = \frac{\langle (m_x^2)^4 \rangle}{\langle (m_x^2)^2 \rangle^2},$$

where

$$m_x^2 = \frac{1}{N} \sum_{i}^N S_i^x (-1)^{x_i+y_i}$$

with $N = L \times L$ to be the total number of spins on the square lattice and $(x_i, y_i)$ the coordinate of corresponding spin $S_i$. The Binder ratio is dimensionless and universal regardless of the detailed structures and couplings of models. However it does depend on the boundary conditions and effective aspect ratios from previous experience. Here we use periodic boundary conditions on these three models and effective aspect ratio of time-space is related to the critical spin-wave velocity.

Another quantity is the uniform susceptibility

$$\chi_u = \chi(0,0) = \frac{\beta}{N} \left\langle \left( \sum_{i=1}^N S_i^x \right)^2 \right\rangle$$

whose scaling form at $g_c$ is $\chi_u \sim L^{-d}$, giving $\chi_u \sim L^{-1}$ and $\chi_u L$ to be dimensionless in our case.

The last physical observable calculated in our work is the spin stiffness $\rho_s$. Stiffness $\rho$ is covered in the calculation

$$\delta f = \frac{1}{2} \rho(\nabla \theta)^2 = \frac{1}{2} \rho(\Phi/L)^2$$

in the continuum field theory with $f$ to be the density of free energy, $\Phi$ the boundary twist and $\theta$ the order parameter field. In Heisenberg model $\rho_s$ is the spin stiffness determined by twist $\Phi$ directly to the Hamiltonian, which in SSE procedure can be obtained through the calculation

$$\rho_s^a = \frac{3}{2\beta N} \langle (N_a^+ - N_a^-)^2 \rangle,$$

where $N_a^+$ ($N_a^-$) represent the total number of $S_i^+ S_j^-$ ($S_i^- S_j^+$) operators in the sampling along a (x or y) direction of the square lattice. When the system is isotropic on the lattice $\rho_s^a$ is the same as $\rho_s^b$, while for the anisotropic they are different. So in C2 x 2 and C4 x 4 model we only calculate $\rho_s = (\rho_s^a + \rho_s^b)/2$ and for C2 x 4 model both $\rho_s^a$ and $\rho_s^b$ are recorded separately. However they all have the same scaling form at critical point as $\rho_s \sim L^{2-d-z}$ with $\rho_s \sim L^{-1}$ in our models, which means that $\rho_s L$ is a size-independent dimensionless quantity.

B. Finite-size scaling

After all the mean observable values mentioned above are obtained from the simulations, we need to deal with all these data using the finite-size scaling study method to estimate the critical properties in the thermodynamical limit. From the renormalization group theory we know that a physical quantity $Q$ near its critical point obeys

$$Q(g, L) = L^{\kappa/\nu} f(\delta L^{1/\nu}, \lambda_1 L^{-\omega_1}, \lambda_2 L^{-\omega_2}, \ldots),$$

with $\kappa$ to be the critical exponent of $Q$, $\nu$ the correlation length exponent, and $\delta = g - g_c$. The set $\{\lambda_i\}$ refers to all irrelevant fields with their correction exponents $\{\omega_i\}$, which is arranged as $\omega_{i+1} > \omega_i$. Usually at most one irrelevant field is supposed to be considered in the FSS analysis, but there are still some special cases where more than one field is necessary. Here we start with one correction exponent to the first order of the dimensionless quantities ($\kappa = 0$) so that Eq. (7) can be written as

$$Q(g, L) = f_Q^{(0)}(\delta L^{1/\nu}) + L^{-\omega_1} f_Q^{(1)}(\delta L^{1/\nu}),$$

in which $L^{-\omega_1}$ is regarded as a deviation value of theoretical scaling function $f_Q$ near critical point. Ignoring irrelevant items, dimensionless quantity $Q(g, L)$ does not depend on size of the system at critical point $g_c$ because $g = 0$ then. Thus, $Q(g, L)$ for different sizes cross at critical point in this simplified situation. But here we need to take irrelevant item into consideration and $Q(g, L)$ of different sizes would cross at $g_c(L)$, which is near to the real $g_c$ with a correction to the order $L^{-\omega_1}$.

For two different simulated sizes $L$ and $L'$, using Eq. (8) we have

$$f_Q^{(0)}(g^* L^{1/\nu}) + L^{-\omega_1} f_Q^{(1)}(g^* L^{1/\nu}) = f_Q^{(0)}(g L^{1/\nu}) + L^{-\omega_1} f_Q^{(1)}(g L^{1/\nu})$$

at cross point $g_c(L)$ with $g^* = g_c(L') - g_c$. Expanding $f_Q^{(0)}$ and $f_Q^{(1)}$ to the first order of $L^{-\omega_1}$ with $L' = bL$ we can get

$$g^* = \frac{f_Q^{(1)}(0)}{f_Q^{(0)}(0)} b^{-\omega_1}(b^{\omega_1} - 1) L^{-\omega_1 - 1/\nu},$$

which is more easily understood as

$$g_c(L) = g_c(\infty) + \frac{f_Q^{(1)}(0)}{f_Q^{(0)}(0)} b^{-\omega_1}(b^{\omega_1} - 1) L^{-\omega_1 - 1/\nu}.$$
Besides, with the definition of

$$\frac{1}{\nu(L)} = \frac{1}{\ln(b)} \left( \ln \frac{S(L)}{S(L)} \right)$$  \hspace{1cm} (13)$$

where

$$S(L) = \frac{dQ(g,L)}{dg} \bigg|_{g=g_c(L)}$$  \hspace{1cm} (14)$$

we can also get the scaling of critical exponent $\nu$ combining Eq. (13) and Eq. (15) as

$$\frac{1}{\nu(L)} = \frac{1}{\nu} + aL^{-\omega}$$  \hspace{1cm} (15)$$

with a free parameter $a$. For simplicity the scaling forms of the coordinates of crossing points $(g_c(L), Q_c(L))$ are written as

$$g_c(L) = g_c(\infty) + bL^{-\omega - 1/\nu}$$  \hspace{1cm} (16)$$

$$Q_c(L) = Q_c(\infty) + cL^{-\omega}$$  \hspace{1cm} (17)$$

with $b$ and $c$ to be fitted as free parameters. From Eq. (16) and Eq. (15), we know that using crossing points from $g$ dependence of dimensionless quantity for two sizes $(L, bL)$, the extrapolation value when $L \to \infty$ can give quantum critical point $g_c$ and critical exponent $\nu$ at the thermodynamical limit. In our work, we use $b = 2$ in obtaining all crossing points for different models.

III. SIMULATION RESULTS AND DATA ANALYSIS

We performed the SSE QMC simulations on $C2 \times 2$, $C2 \times 4$ and $C4 \times 4$ models and obtained the average values of all observables $R_2$, $\chi_u$ and $\rho_s$ (or $\rho_y$ and $\rho_{xy}$ especially for $C2 \times 4$). One example of the simulation results for $C2 \times 4$ is illustrated in Fig. 2 to show the crossings of different sizes for four dimensionless quantities $R_2$, $\chi_uL$, $\rho_{xy}L$ and $\rho_{y}L$. Similar figures can also be obtained from SSE data for $C2 \times 2$ and $C4 \times 4$ models. The obvious shift of crossings from different sizes implies that it is necessary to take the correction into account in the scaling analysis.

A. Critical points and corrections

After all crossing points are extracted from the raw data we use the finite-size scaling method to estimate the critical points of our models. Fitting all points in Fig. 3 with function in Eq. (10) separately for each quantity we give all $g_c$ results in Table I. In all the fits we use $1/\nu = 1.406$ from the O(3) universality class with one correction exponent $\omega$ to the first order. For $C2 \times 2$ model $g_c$ from each quantity is the same considering one error bar and agrees with the former result $g_c = 0.54854(1)$. It is also true for the other two models with $\chi^2/d.o.f$ close to one, implying the credibility of the fits. These results give a further evidence to show that plaquette models with different checkerboard patterns all belong to the O(3) universality class. From Table I we also find that with only one correction term included the correction exponents $\omega$ are not the same for different quantities in the
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same model, while they are the same for same quantity in different models within at most two error bars if we take the average of $\rho^2_s$ and $\rho^2_p$ in C2 × 4 model. The difference shows that $\omega$ calculated here is more likely to be an “effective correction” including higher orders. However, fitting including 2$\omega$ or higher order is very difficult and challenging with too many free parameters. Here we did not find any nonmonotonic behaviour in the size dependence of all crossings in plaquette models as shown in Fig. 3, so that one correction term can also give convincing criticality analysis, which is also confirmed by $\chi^2$/d.o.f of each fit.

In order to obtain a better estimation of the critical points, we continue to deal with the crossing points by joint fits as all size dependencies of $g_c(L)$ for different quantities should converge to the same value in one system. Therefore we fix $g_c(\infty)$ to be the same in each curve and fit all data together with other parameters independent and 1/$\nu = 1.406$. The fitting results are shown in all curves in Fig. 3 with $g_c = 0.548524(3)$ in C2 × 2, 0.456978(2) in C2 × 4 and 0.314451(3) in C4 × 4. Our result of C2 × 2 model fully consists with the value in Ref. 32 with higher precision. By Comparing these critical point values we find $g_c$ gets smaller from C2 × 2 to C4 × 4 model, indicating that our model more easily turn into a disordered state with less strong couplings as expected. Therefore we deduce it is a universal rule of QPTs at checkerboard patterns with even strong Heisenberg interactions units. The effective correction exponents $\omega$ in each model using different quantities in the joint fitting results still share the same rule as the separate ones. Thus, we can estimate the effective $\omega$ by taking the average values of all three results as same quantity in all models gives same $\omega$. Taking the weighted average values of the results of $\omega$ from three models we have the effective correction exponent $\omega = 1.058(7)$ for $R_2$, for $\chi_u L$ $\omega = 0.834(7)$. For $\rho_s L$ we first get the average $\omega$ from the correlated results of $\rho^2_s$ and $\rho^2_p$ in C2 × 4 model and take the larger error of them as the error, which gives $\omega = 0.65(1)$ in the end. Then taking the weighted average of all three values gives $\omega = 0.66(1)$ for $\rho_s L$. Comparing with the standard correction exponent $\omega \approx 0.78(33)$ in the O(3) universality class, we can see that the system sizes included in our fits are still not large enough to rule out the affection of higher order corrections even with $L$ up to 160. However, the fit including higher order corrections would bring in much more uncertainty. Therefore the value of effective $\omega$ becomes very important in the FSS study to obtain the critical point and critical exponents.

### B. Universal quantities at critical points

As discussed above, in order to study the critical point we use fixed value 1/$\nu = 1.406$ as the QPTs in plaquette models are believed to be the O(3) universality class. The goodness of all fitting results also proves the theo-

| $g_c$ | $\omega$ | $\chi^2$/d.o.f |
|------|----------|---------------|
| $R_2$ | 0.548532(6) | 1.14(2) | 0.89 |
| $\chi_u L$ | 0.548522(8) | 0.83(4) | 0.88 |
| $\rho_s L$ | 0.548521(5) | 0.68(2) | 1.09 |
| $R_2$ | 0.456985(6) | 1.08(2) | 0.63 |
| $\chi_u L$ | 0.456972(8) | 0.86(3) | 0.67 |
| $\rho^2_s L$ | 0.456975(5) | 0.70(2) | 0.92 |
| $\rho^2_p L$ | 0.456983(6) | 0.60(3) | 0.95 |
| $R_2$ | 0.31446(1) | 1.08(5) | 1.11 |
| $\chi_u L$ | 0.314441(9) | 0.87(5) | 0.80 |
| $\rho_s L$ | 0.314449(6) | 0.67(3) | 0.92 |
Compared with the best estimate of $1/\nu$ in Eq. (13) for all models. All data are fitted with Eq. (15) and give $1/\nu = 1.406(6)$ in $C2 \times 2$, $1/\nu = 1.401(6)$ in $C2 \times 4$ and $1/\nu = 1.404(5)$ in $C4 \times 4$. The correction exponent $\omega$ in Eq. (16) is 1.8(1), 1.6(1) and 1.7(1) for $C2 \times 2$, $C2 \times 4$ and $C4 \times 4$ correspondingly. The $\chi^2/d.o.f$ of all fittings are close to one. The inset figure zooms in with the same data and fitted curves for only larger system sizes to show details of the convergence more clearly.

To begin with, the correlation length exponent is calculated using the scaling of $1/\nu(L)$, which is defined as Eq. (13), in Eq. (15). The simulation and scaling results are shown in Fig. 4 for all three models. Fitting values of $1/\nu$ are the same for all models considering error. The weighted average of all three $1/\nu$ is 1.404(4). Compared with the best estimate of $1/\nu = 1.4061(7)$ (reciprocal value of $\nu = 0.7112(5)$ in Ref. [33]) in O(3) it is proved again that the QPTs here are in the same universality class as the CDM, SDM and 3D classical Heisenberg. But the accuracy of the estimation using scaling of $1/\nu(L)$ in our work is much less compared to the previous results. Usually $\nu$ can be got from the data collapse together with critical point and corrections. Here we use the combination of two sizes together at once in order to lease the influence of the corrections. It does help as the fitting results of $\omega$ are very large in our study, which means that $1/\nu$ converges very fast with the increase of $L$. But the value of $1/\nu(L)$ obtained from simulation has much larger errors compared with other quantities studied before, which brings in larger error to the final extrapolation value. Much more computational effort is needed in order to obtain better estimation of $\nu$. We just stop here in this paper as it is not a key point of our work, but we want to point it out for other studies using this procedure.

Another critical exponent considered here is the anomalous dimension $\eta$. Once the critical point $g_c$ is obtained, we can study the scaling of order parameter at

\[
\langle m_s^2 \rangle \propto L^{-(1+\eta)}(1+aL^{-\omega}).
\]

Similar to $1/\nu(L)$ we can also define $\eta(L)$ from the scaling of two sizes $L$ and $2L$ as

\[
\eta(L) = \frac{\ln[\langle m_s^2(L) \rangle/\langle m_s^2(2L) \rangle]}{\ln(2)} - 1. \tag{19}
\]

In this way, the size dependence of $\eta(L)$ is

\[
\eta(L) = \eta + dL^{-\omega}. \tag{20}
\]

with correction to the first order. This time our fits use the best known estimation of $\eta = 0.0375(5)$ and leave the other parameters in Eq. (20) free. The fitting results shown in Fig. 5 again imply that it is correct to set $\eta = 0.0375(5)$ here as all QPTs are in the O(3) universality class. Furthermore, all corrections are the same in three models considering error and the weighted averaged $\omega = 0.78(1)$ is the same as the first correction exponent $\omega_1 = 0.782(13)$ in the O(3) model[33]. This shows that $\eta$ could be a good quantity in testing the correction exponent in the FSS study once a good estimation of $g_c$ is obtained. And this scaling results also give us more confidence on the accuracy of $g_c$ here for all three plaquette models.

At last we test the Binder ratio $R_2$ at the critical point, which is known as a universal quantity regardless of the details of the model. But it is not always the same in one universality class as it still changes in different boundary conditions or aspect ratios. With crossing points extracted from two different sizes ($L, 2L$) of the $g$ dependence for $R_2$ near critical point, we can obtain
IV. SUMMARY AND DISCUSSIONS

In this paper we carried out the FSS study on data with high-precision using the SSE QMC method. The criticality of three $S = 1/2$ Heisenberg models on the square lattice with strong and weak couplings in plaquette patterns $C2 \times 2, C2 \times 4$ and $C4 \times 4$ is studied using the Binder ratio, uniform susceptibility and spin stiffness. By the joint fits combining the scalings of crossing points from all three quantities we have obtained the most accurate estimates of critical points $g_c$ for three plaquette models up to now. Our scaling analysis implies the importance of corrections in FSS, and with only one correction term value of $\omega$ is more likely to be an effective one. The effective $\omega$ does not change in different models as long as it describes the scaling behavior of the same physical observable. The calculation of $1/\nu$, $\eta$ and $R_2$ at the critical point shows that QPTs in all three models are in the O(3) universality class as predicted. The scaling of $\eta$ using order parameter at critical point also gives $\omega \approx 0.78$ as same as $\omega_1$ determined in 3D classical Heisenberg model, which further support the estimate of the critical points.

The fitting results of $\omega$ using different quantities in these three models help us to understand the influence of corrections in the scalings. With system sizes up to $L = 160$ the correction exponent $\omega$ is still an effective one differs in different variables. However, fitting including higher order of correction terms would be quite challenging and difficult. Here we find that for models with detailed difference structure in our case the effective $\omega$ does not change for same quantity. This might be helpful in the further FSS studies on other similar models. We also obtain the value of the universal quantity $R_2$ at the critical point. The Binder ratios in systems with different aspect ratios would be different even if they are in the same universality class. The $R_2$ converges to the same value here in our three models and we suggest that any $CL_x \times L_y$ models might have the same $R_{2c}$ with $L_xL_y$ even and same $\beta/L$.
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TABLE II. Estimate results of the critical binder ratio $R_{2c}$ for $C2 \times 2$, $C2 \times 4$ and $C4 \times 4$ model. The fitted curves are shown in Fig. 6.

| Model      | $R_{2c}$     | $\omega$   | $\chi^2/d.o.f.$ |
|------------|--------------|------------|-----------------|
| $C2 \times 2$ | 2.2549(5)    | 1.163(9)   | 1.00            |
| $C2 \times 4$ | 2.2549(7)    | 1.17(1)    | 1.29            |
| $C4 \times 4$ | 2.2542(9)    | 1.02(2)    | 0.84            |
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