Restoring Observed Classical Behavior of the Carbon Nanotube Field Emission Enhancement Factor from the Electronic Structure
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Abstract

Experimental Fowler-Nordheim plots taken from orthodoxly behaving carbon nanotube (CNT) field electron emitters are known to be linear. This shows that, for such emitters, there exists a characteristic field enhancement factor (FEF) that is constant for a range of applied voltages and applied macroscopic fields $F_M$. A constant FEF of this kind can be evaluated for classical CNT emitter models by finite-element and other methods, but (apparently contrary to experiment) several past quantum-mechanical (QM) CNT calculations find FEF-values that vary with $F_M$. A common feature of most such calculations is that they focus only on deriving the CNT real-charge distributions. Here we report on calculations that use first-principles electronic structure calculations to derive real-charge distributions, and then use these to generate the related induced-charge distributions and related fields and FEFs. We have analysed three carbon nanostructures involving CNT-like nanoprotusions of various lengths, and have also simulated geometrically equivalent classical emitter models, using finite-element methods. We find that when the first-principles local induced FEFs (LIFEFs) are used, the resulting values are effectively independent of macroscopic field, and behave in the same qualitative manner as the classical FEF-values. Further, there is fair to good quantitative agreement between a characteristic FEF determined classically and the equivalent characteristic LIFEF generated via first-principles approaches. This is a significant step forwards in linking classical and QM theories of CNT electrostatics. It also shows clearly that, for ideal CNTs, the known experimental constancy of the FEF value for a range of macroscopic fields can also be found in appropriately developed QM theory.

Keywords: Field Electron Emission, Field Enhancement Factor, First-Principles Calculations, Graphene-CNT Hybrid
In discussions of field electron emission (FE) from a post-like carbon nanotube (CNT), field enhancement factors (FEFs) are important characterization parameters. A characteristic FEF $\gamma_C$ is defined as $\gamma_C \equiv F_C/F_M$, where $F_M$ is an applied macroscopic field, and $F_C$ is a particular local field, at a point C “at the emitter surface”. The field $F_C$ specifies an electron tunneling barrier assumed to be characteristic of FE from the CNT. Note that in this work “local” refers to a value at some particular point in three-dimensional space. Charges, charge-densities and electrostatic potentials have their conventional electrostatic meanings and signs (total charge near the field electron emitter apex is negative), but the symbol $F$ denotes a quantity (usually positive in FE) that is the negative of a conventional electrostatic field. We think this hybrid convention causes least confusion in the context of existing FE literature.

Careful experiments on emission from single CNTs (e.g.,1–3) yield straight Fowler-Nordheim plots. The plots concerned all pass the orthodoxy test;4 hence, orthodox FN-plot analysis yields experimental estimates of $\gamma_C$ that are well-defined constants for the CNT under analysis. This is not necessarily expected for a CNT that has a small apex radius (less than about 10-20 nm) or for very long CNTs, so it is of interest that the measured Bonard CNT1 had radius 7.5 nm and length 1.4 $\mu$m. At a basic level of investigation, the observed apparent constancy of $\gamma_C$ (at least over a significant range of measured voltage and current) suggests the following. That, in theoretical modelling of CNTs, it ought to be possible to pick a definition of “local field” and a location “C” such that $F_C \propto F_M$. In order to ensure that no patch fields exist, classical-conductor models almost always make the additional simplifying assumption that the work-function is uniform across the conductor surface. In this case, classical electrostatics guarantees that $F_C \propto F_M$ at all points on the surface and at all points in space above it. Hence, in classical-conductor CNT models such as the “hemisphere-on-a-cylindrical-post (HCP)” model as used in parallel-plane geometry, it is usual to take point C at the post apex.

It is appealing to model a CNT as a post-like classical conductor, since this approach
is very useful for the development of potential field emission based technologies.\textsuperscript{5–10} Fully reliable values of the local apex field $F_a$ and related FEF $\gamma_a$ can now be calculated by finite-element methods (e.g.,\textsuperscript{11}), and good approximate values by various other methods (e.g.,\textsuperscript{12–14}). However, few if any well-defined experiments exist with the same geometry as the usual classical models, so it is not currently possible to make reliable precise comparisons between equivalent experimental and theoretical FEF values. More generally, there is no obvious a-priori reason to expect that a classical HCP or similar model should be a good model for a CNT emitter, since one might reasonably expect atomic-level or sub-atomic level considerations to be significant. Thus, the issue arises of how the apex field in a classical-conductor model relates to local fields in more realistic CNT models, such as those provided by the density functional theory (DFT) analysis of charged carbon nanostructures. This issue is the focus of this work.

Previous workers using atomistic models have identified the characteristic field $F_C$ in different ways. Thus, Mayer,\textsuperscript{15} using an essentially classical atomic-level methodology, identified $F_C$ as the effective field acting on the topmost carbon atom, in order to polarize it and give it a dipole moment. (In effect, Mayer’s $F_C$ is the field acting at the nucleus of this topmost atom, due to all the other atoms.) As pointed out in,\textsuperscript{16} this field is expected to be significantly less than the field outside the CNT. Earlier, Buldum and Lu\textsuperscript{17} had used a quantum-mechanical (QM) self-consistent-field pseudo-potential methodology, and took $F_C$ as the field at the point where the electron emerged from the tunneling barrier. This approach leads to a FEF that varies with the macroscopic field $F_M$. The Sun Yat-Sen University group used a hybrid classical/QM method (see\textsuperscript{18} for details), and took $F_C$ to be the averaged field over a range of about 0.35 nm, above the emitter apex. This approach also leads to a FEF that varies with $F_M$. In a later (fully QM) version of this approach,\textsuperscript{16} they took $F_C$ as defined at a fixed point above the emitter apex, but again found $F_M$-dependence in the FEF, and also numerical values that were significantly less than those predicted by an equivalent classical model. Amongst other factors, they suggested that these things might be
due to field penetration and patch-field effects arising from the detailed electronic structure of the CNT.

The QM approaches just discussed all used calculated (but in fact approximate) real-charge distributions. However, it has been argued by one of us\textsuperscript{19} that – in order to make good comparisons with classical models – it is necessary to use induced-charge-density distributions $\rho_i(F_M, R)$, where $R$ is an appropriate position vector. These are obtained by taking the difference between the real-charge-density distribution $\rho_r(F_M, R)$ in the presence of the macroscopic field, and the real-charge-density distribution $\rho_r(0, R)$ for zero macroscopic field, i.e., we set

$$\rho_i(F_M, R) \equiv \rho_r(F_M, R) - \rho_r(0, R). \quad (1)$$

In past work on planar metal surfaces, this induced charge distribution has been modeled by placing point charges and dipoles at the positions of the nuclei of surface atoms (e.g.,\textsuperscript{20}). With the field present, the polarized dipoles cause the emitter’s electrical surface (“the apparent zero-plane for classical electrostatic potential”) to be positioned outside the plane of the surface-atom nuclei by the repulsion distance $d_{rep}$ (which is typically about an atomic radius, as defined by half the nearest-neighbor distance in the crystal lattice). This “electrical surface” is at the electrical centroid of the (planar-surface) induced-charge distribution.\textsuperscript{19}

For consistency in relation to electron potential energies, the surface of a classical-conductor model has to be made coincident with the emitter’s electrical surface.
Figure 1: Seamless 3D graphene/nanotube hybrids using a capped (6,6) SWCNT. The protrusions have radius approximately 0.4 nm and heights of (a) 0.64 nm, (b) 1.12 nm, and (c) 2.38 nm. The background color maps show the magnitudes of the local induced charge-densities when a macroscopic field $F_M = 10 \text{ V/}\mu\text{m}$ is applied. The images were generated by using Visual Molecular Dynamics (VMD). The magnitudes of the average induced charge, $\langle q_i \rangle$, obtained by integrating $\rho_i(F_M, R)$ for the apex ring as a function of the position of each ring relative to the apex plane at $Z_0$. (e) Position $Z_c$ of the centroid of the induced charge, as a function of field $F_M$. The horizontal lines correspond to $Z_0$ for each structure.

Lepetit\textsuperscript{22} has recently carried out DFT calculations relating to field electron and ion emission on pyramidal metal surfaces. He also concludes that the correct place to define a characteristic local field $F_C$ is at the centroid of the induced-charge distribution (he calls this the “induced-charge barycenter”). For the apex atoms of his double-pyramid, he finds repulsion distances similar to that derived using simple classical methods as just described (but different on the positive and negative sides).

This work reports an approach, based on first-principles calculations, in which we apply to a carbon nanostructure generally similar thinking about the use of the induced charge distribution. For this purpose we use a seamless three-dimensional (3D) graphene-CNT
hybrid structure, as illustrated in Fig. 1. This is intended as a model for a type of practical nanostructure, the so-called vertically aligned CNT on graphene (VAGCNT) introduced by Talapatra et al.\textsuperscript{23} Those structures can be seen as potential as carbon platform structures in electronics.\textsuperscript{24} We use “Z” to denote distance measured along the VAGCNT vertical axis, and measure $R$ and $Z$-component from the point where the VAGCNT vertical axis intersects the VAGCNT base-plane.

![Graphs showing the magnitudes of local induced electrostatic field (LIEF) and local induced field enhancement factor (LIFEF) for different $F_M$-values.](image)

Figure 2: Magnitudes of local induced electrostatic field (LIEF) [(a),(c),(e)] and local induced field enhancement factor (LIFEF) [(b),(d),(f)] for $F_M$-values shown, for the three structures shown in Fig.1 (a) to (c). The positions of the maximum LIEF magnitudes (vertical dashed lines) and the values of the LIFEF (horizontal dashed lines) are indicated.

In practical applications, this nanostructure sits on a metal base-plate. Thus, in principle – in order to create a model of this nanostructure in practical operation – it would be necessary to include in the model the electrical effects of an image of the nanostructure in the base-plate. Alternatively, a more general approach of interest for FE experiment would require a protrusion subjected to two electrodes with different electrostatic potentials.
This could be modeled self-consistently via, for example, a non-equilibrium Green’s function (NEGF) formalism combined with DFT calculations. However, our real interest is in what would happen at the tip of a long CNT, for which image potentials would have negligible effect. Thus, we consider it a better first approximation not to include an image of the VAGCNT nanostructure in our calculations. What we shall be able to show is that if one considers the induced-charge-density distribution, rather than the real-charge-density distribution, then one can retrieve the classical electrostatic behavior of having a characteristic FEF that is independent of the applied macroscopic field.

Using the SIESTA DFT code, we deal with the VAGCNT structures as follows. First, we fully optimize the chosen geometry. In this process, atoms are allowed to relax until atomic forces decrease below 0.5 eV/nm. Systems of different lengths are defined within rectangular boxes with sizes $3.44 \times 2.98 \times 3.00$ nm³, $3.43 \times 2.97 \times 5.00$ nm³, and $3.43 \times 2.97 \times 6.00$ nm³, respectively. The calculations assume a uniform applied “macroscopic” electrostatic field (EF) oriented along the VAGCNT axis, with magnitude varying between 3 and 10 V/µm. The carbon atoms [of the unit cells] are described in terms of norm-conserving pseudopotentials and double-ζ basis sets, including polarization functions, with energy cutoff of 300 Ry, sampling the Γ point of the Brillouin-zone. To solve the Kohn-Sham equations, we adopt the PBE exchange-correlation potential, which has performed well for carbon structures in applied fields.

Figure 1 (a)-(c) shows the optimized 3D VAGCNTs. These behave as carbon nanoprotuberances (CNPs) formed by capped (6,6) single-walled CNTs (SWCNTs), with different heights relative to the 2D graphene sheet. The DFT calculations yield “real atomic-level” values of local charge density $\rho_r(F_M, R)$ and local electrostatic potential $\Phi_r(F_M, R)$. From these, the norm $F_r(F_M, R)$ of the local “real” electrostatic field can be derived. All these things depend on the macroscopic field $F_M$. One can also use these calculated quantities to determine the related induced quantities. Thus, the local induced charge-density $\rho_i(F_M, R)$ is given by eq. (1). Color maps in the plane that bisects the nanostructure can be used to display $\rho_i(F_M, R)$,
as in Fig. 1. Our results confirm that, in line with classical expectation, the induced charges are concentrated at the CNP tips, and the overall trend is induced-charge decay from the CNP cap to its body, as observed in Fig. 1(d).

Figure 3: Local FEFs calculated classically, and local induced FEFs calculated by DFT, as functions (respectively) of $\Delta Z = Z - Z_a$ and $\Delta Z = Z - Z_0$ (see text for definitions), for (a) the smallest VAGCNT and (b) a floating (5,5) SWCNT. The insets also show half the classical protrusion, the mesh used, and a color map of the distribution of classical local FEF values; red (blue) pattern indicates higher (lower) FEF-values.

For the apex carbon-atom ring (parallel to the graphene plane), and the next four rings down the CNP, we estimate the average induced charge per atom $\langle q_i \rangle$ for each ring. As ex-
pected, the charge magnitudes increase as the CNP height increases. The charge magnitudes decrease as we go down the CNP, except that (for all three CNPs) there is an induced-charge-magnitude increase from the third to the fourth ring. The fourth ring marks the start of the CNP cylindrical body, and the effect seems to relate to the change from roughly hemispherical to roughly cylindrical shape. We can define an electrical centroid for the total induced charge on the apex ring and next four rings, taken together. As shown in Fig. 1(e), this centroid is just inside the CNT cap (just inside the apex ring), and its distance from the plane of the apex ring is effectively independent of macroscopic field, over the range of fields considered. Also, considering the variation of the induced electric potential, $\Phi_i$, with distance $Z$ along the CNP axis for the VAGCNTs proposed here, our results show that, for all structures, there is electric field penetration (see Fig. S1 in the Supporting Information).

By analogy with eq.(1), we can define (the negative $F_i(F_M, R)$ of) a local induced electrostatic field (LIEF) by

$$F_i(F_M, R) \equiv F_r(F_M, R) - F_r(0, R).$$

(2)

For the structures shown in Fig.1, for distances measured outwards from the plane (at $Z = Z_0$) of the apex carbon-atom ring, Fig.2 shows how the LIEF varies with distance $Z$ along the CNP axis. Also shown is the variation (along the axis) of the related local induced FEF (LIFEF), $\gamma_i \equiv F_i(F_M, R)/F_M$. These DFT-derived profiles of the LIEF and LIFEF exhibit interesting and important features. The three VAGCNT models have different CNP lengths, but in each case the LIEF magnitude has a maximum value at about $(Z - Z_0) = 0.28$ nm. Further, for a given model, this maximum value does not depend on $F_M$. For $(Z - Z_0) > 0.28$ nm, the LIEF magnitude decreases monotonically with $Z$ and the LIFEF tends asymptotically to unity, as expected classically. Further, for a given model, the nature of the dependence of the LIFEF on $Z$ is the same for all $F_M$-values, as expected in classical models. Thus, for a given CNP model, the different LIEF curves in the left-hand panels
collapse into a single LIFEF curve in the right-hand panel. As far as we know, this is
the first explicit demonstration that this collapse behavior can be found in first-principles
electronic structure calculations on carbon nanostructures, when induced-charge (rather than
real-charge) distributions are investigated.

In a CNT classical-conductor model, such as the HCP model, the local field has a max-
imum in the conductor surface, at the model apex. The characteristic local field and FEF
are normally defined at this point. This supports the idea that, with a DFT model of a
“cylindrical” CNP, we might usefully define characteristic LIEF and LIFEF values by taking
them at the position of “on-axis maximum field-magnitude”. That is, we can usefully define
a characteristic LIFEF by
\[ \gamma_{i,C} = \frac{\max \{ F_i \}}{F_M}. \] (3)

As shown in Fig. 2, \( \gamma_{i,C} \) increases from 1.92 to 2.89 as the CNP length increases from
0.64 nm to 2.38 nm, thus exhibiting the trend expected classically. As a check, we have
investigated the effects of simulation-box size. For the shortest structure, an increase of 40%
in the graphene base-area causes an increase of \( \sim 5\% \) in \( \gamma_{i,C} \). This shows that the systems
considered here can be seen as arrays of VAGCNTs in which depolarization effects operate
(see Fig. S2 in the Supporting Information).

Next, we used the shortest VAGCNT to compare DFT-calculated LIFEF-values with
values calculated for a near-equivalent classical model. A continuous profile was drawn in
a plane bisecting the VAGCNT vertically, by interpolating the atomic positions, as shown
in the inset of Fig. 3(a). This profile was revolved by \( 2\pi \) around the symmetry axis, to
generate a three dimensional body. In order to model the effect in such a fashion that the
electrostatic potential immediately outside the surface of the base-plate is uniform, we have
also considered the DFT-based electrostatic potential of a floating (5,5) SWCNT, as shown
in the inset of Fig. 3(b). We notice that the corresponding classical counterpart is an HCP
model with post height equal to half the length of the floating nanotube, solved in a fully
3D domain. For the classical models, Laplace’s equation was then solved numerically, using
finite element methods, using a simulation box of size consistent with the VAGCNT and (5,5) SWCNT nanostructures used in the DFT calculations. Values of the resulting classical FEF $\gamma_{cl}$ are shown as a function of the variable $\Delta Z = Z - Z_a$, where $Z_a$ is the $Z$-coordinate of the apex of the classical profile. Also shown, but as a function of $\Delta Z = Z - Z_0$, are values of the DFT-calculated LiF $\gamma_{i,C}$.

As far the electrostatics of carbon nanostructures is concerned, the present results exhibit fair to good agreement between the DFT and classical calculation methodologies, when quantities related to the DFT-calculated induced-charge distributions are used. Strictly, in the classical modelling, the classical tip profile should be drawn slightly outside the nuclei of the apex carbon atoms, in order to be consistent with the idea that the electrical surface is repelled outwards by the polarization of the surface atoms, as discussed earlier. This would have the effect of moving the classical curves in Fig. 3 slightly to the left, but would not significantly affect the “fair agreement” found. Since there are still some unresolved technical difficulties in deciding precisely how the electrical surface should be identified for a CNP, we have provisionally used the approximation of defining the classical tip profile by the positions of the surface atom nuclei. Even with this approximation, the results appear to suggest that the HCP model is a satisfactory model for the classical electrostatics of a CNT or CNP, and thus provide justification for using this classical model when discussing the technological development and applications of carbon-based field emitters.

Our results also support orthodox field emission experimental results obtained in Ref., in a perspective within fully ab-initio calculations for carbon nanostructures. As far as we know, there is no hitherto a proof of a quantum mechanically defined FEF corroborates that experimental orthodox field emission results. Thus, the results presented here are a relevant step towards a reliable QM theory of CNT current-voltage characteristics. There remain unexplored detailed issues, including those ones concerning the relationships between (a) “induced fields” and “real fields”, and (b) the shapes of “induced-potential tunnelling barriers” and “real-potential tunneling barriers” (presumably the latter one will determine
actual electron transmission probabilities). Nevertheless, we think it important that, for carbon nanoprotrusions, by using induced-charge distributions, we have made a link between characteristic field enhancement factors calculated classically and those calculated via first-principles calculations. As far as we know, this is the first time that the experimentally observed constancy of characteristic FEF for an orthodoxly behaving CNT, for a significant range of applied macroscopic fields, has been clearly seen in a related quantum-mechanical calculation.
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