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Abstract. Cyclic codes over finite field have been studied for decades due to their wide applications in communication and storage systems. However their weight distributions are known only in a few cases. In this paper, we investigate a class of $p$–ary cyclic codes whose duals have three zeros, where $p$ is an odd prime. The weight distributions of the class of cyclic codes for all distinct cases are determined explicitly. The results indicate that these codes contain five-weight codes, seven-weight codes and eleven-weight codes. Some of these codes are optimal. Moreover, the covering structures of the class of codes are considered and being used to construct secret sharing schemes.

1. Introduction

In this paper, we denote $F_p$ to be the finite field with characteristic and elements $p$, where $p$ is an odd prime. An $[n, k, d : p]$ linear code $C$ over the finite field $F_p$ is a $k$–dimensional subspace of $F_p^n$ with minimum Hamming distance $d$. Furthermore, the linear code $C$ is called a cyclic code if any $(c_0, c_1, ..., c_{n-1}) \in C$ implies $(c_{n-1}, c_0, c_1, ..., c_{n-2}) \in C$. Any cyclic code of length $n$ over $F_p$ can be regarded as an ideal of the ring $F_p[x]/(x^n - 1)$ and can be generated by a polynomial $g(x)$. If $g(x)|x^n - 1$ is monic and has the least degree, then we call $g(x)$ the generator polynomial of $C$. A cyclic code with parity-check polynomial $h(x)$ is called irreducible if $h(x)$ is irreducible over $F_p$, and is called reducible if $h(x)$ is reducible over $F_p$. Moreover, if $h(x)$ has $t$ irreducible factors over $F_p$, we say that the duals of such a cyclic code to have $t$ zeros, or such a cyclic code to have $t$ nonzeros. The duals of any cyclic code $C$ is defined by

$$C^\perp = \{ x \in F_p^n | x \cdot y = 0, \forall y \in C \},$$

where $x \cdot y$ is the Euclidean inner product of $x$ and $y$ in $F_p^n$. The duals $C^\perp$ is a cyclic code with generator polynomial $h(x)^*$, where $h(x)^*$ is the the reciprocal polynomial of $h(x)$.
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The number of codewords with Hamming weight \( i \) in \( C \) denoted by \( A_i \). The sequence \( \{A_0, A_1, \ldots, A_n\} \) is said to be the weight distribution of the code \( C \). The weight enumerator of code \( C \) is defined as follows:

\[
1 + A_1z + A_2z^2 + \ldots + A_nz^n.
\]

Moreover, a code \( C \) is called a \( t \)-weight code if the number of nonzero \( A_i \) is equal to \( t \).

Obviously, the weight distribution of cyclic code \( C \) is a worthwhile topic, due to it not only gives the minimum distance of \( C \) (i.e., the error correcting capability), but also allows the computation of the error probability of error detection and correction. However, how to determine the weight distribution of cyclic code is in general an extremely hard problem, and there are only a few cases are known. Even so, many scholars have been attracted to study the weight distribution of cyclic code in recent years. For example, the weight distributions of some irreducible cyclic codes are determined explicitly (see [3],[4],[11],[21],[25]). For reducible cyclic codes, the reader is referred to [5],[6],[8]-[10],[12]-[14],[17]-[20],[26]-[30],[33]-[36] in which most of them have two nonzeros (see [5],[6],[8]-[10],[12]-[14],[17]-[20],[26]-[30],[33]-[36]), only a few of them have three nonzeros or more nonzeros (see [9],[12],[14],[17],[20],[26],[28],[30],[33],[34]).

Let \( m, k \) be two integers with \( 1 \leq k \leq m-1 \) and \( s = m/d \), where \( d = \text{gcd}(k, m) \) is the greatest common divisor of \( k \) and \( m \). We denote \( h_1(x) \) and \( h_2(x) \) to be the minimal polynomials of \( \alpha^{-1} \) and \( \alpha^{-1}(p^k+1) \) respectively, where \( \alpha \) is the primitive element of \( F_{p^m} \). It is known that the cyclic code \( C_1 \) with parity-check polynomial \( h_1(x)h_2(x) \) was first defined by Carlet et al. in [1] and then they determined the weight distribution of such cyclic code \( C_1 \) for odd \( s \) in [32]. Moreover, Li et al. gave the weight distributions of the code \( C_1 \) for odd \( s \) and the code \( C = \{(f_{a,b,c}(\gamma_0)), (f_{a,b,c}(\gamma_1)), \ldots, (f_{a,b,c}(\gamma_p^{m-1}))|a,b,c \in F_{p^m}\} \) for odd \( s \) in theorem 1 and 2 of [15] respectively, where \( f_{a,b,c}(x) = \text{Tr}(aII(x) + bx + c) \) is a function from \( F_{q^m} \) to \( F_q \) with a perfect nonlinear function \( II(x) \) over \( F_{q^m} \). In 2015, Schmidt investigated the code \( C_1 \) with \( d = \text{gcd}(k, m) = 1 \) in [24]. Recently, Yang et al. explicitly established the weight distribution of the cyclic code \( C_1 \) for even \( s \) and the weight distribution of the cyclic code with parity-check polynomial \((x - 1)h_2(x)\) in [29]. However, the weight distribution of the cyclic code with parity-check polynomial \((x - 1)h_1(x)h_2(x)\) for either odd or even \( s \) is not known before. In fact, Yang et al. proposed to study the question for future work in [29].

From now on, let \( C \) denote the cyclic code with parity-check polynomial \((x - 1)h_1(x)h_2(x)\). In this paper, we give the weight distributions of \( C \) for both odd \( s \) and even \( s \). The remainder of this paper is organized as follows. In Section 2, some basic concepts and results are introduced. Section 3 determined the weight distributions of the cyclic code \( C \) not only for odd \( s \) but also for even \( s \). In Section 4, the covering structures of the cyclic code \( C \) are considered and being used to construct secret sharing schemes. Section 5 summarizes this paper.

2. Preliminaries

In this section, we present some basic notations and some important results which will be needed in the sequel.

It is known that quadratic forms over finite fields have been studied by Lidl and Niederreiter in reference [16], and have wide applications in coding theory (see [10],[12],[17]-[20],[29],[33]-[35]).
**Definition 2.1.** Let \( q = p^m \), then \( F_q \) can be identified as a \( m \)-dimensional vector space over \( F_p \). Let \( x = \sum_{i=1}^{m} x_i a_i \) for any \( x \in F_q \), where \( \{a_1, a_2, ..., a_m\} \) is a basis of \( F_q \) over \( F_p \) and \( a_i \in F_p \). A function \( Q(x) \) from \( F_q \) to \( F_p \) is called a quadratic form over \( F_p \) if it has the following representation:

\[
Q(x) = Q(\sum_{i=1}^{m} x_i a_i) = \sum_{1 \leq i,j \leq m} a_{i,j} x_i x_j,
\]

where \( a_{i,j} \in F_p \). The rank of the quadratic form \( Q(x) \) is defined as the codimension of the \( F_p \)-vector space

\[
V = \{ z \in F_q : Q(x+z) = Q(x) - Q(z) = 0 \text{ for all } x \in F_q \}.
\]

The rank of \( Q(x) \) is \( r \), if \( |V| = p^{m-r} \).

Any quadratic form over \( F_p \) is equivalent to a diagonal quadratic form. So, by making a nonsingular linear substitution, we can obtain that

\[
Q(x) = \sum_{i=1}^{r} b_i y_i^2,
\]

where \( r \) is the rank of \( Q(x) \) and \( b_i \in F_p^* \).

The following results about quadratic form are important and will be frequently used in the sequel, which have been given by Lidl and Niederreiter in [16].

**Lemma 2.2.** Let \( f \) be a nondegenerated quadratic form over \( F_p \), in \( l \) variables. Define a function \( v(\cdot) \) over \( F_p \) by \( v(0) = p - 1 \) and \( v(p) = -1 \) for \( p \in F_p^* \). Then for \( b \in F_p \) the number of solutions of the equation \( f(x_1, ..., x_l) = b \) is

\[
\begin{cases}
  p^{l-1} + v(b)p^{\frac{l-2}{2}} \eta((-1)^{\frac{l}{2}} \det(f)), & \text{if } l \text{ is even,} \\
  p^{l-1} + p^{\frac{l-1}{2}} \eta(b(-1)^{\frac{l-1}{2}} \det(f)), & \text{if } l \text{ is odd,}
\end{cases}
\]

where \( \eta \) is the quadratic character of \( F_p \) and \( \det(f) \) is the determinant of the coefficient matrix of \( f \).

The following lemma could be obtained by the reference [29].

**Lemma 2.3.** Let \( m, k \) be two integers with \( 1 \leq k \leq m-1 \) and \( d = \gcd(m, k) \). For any non-zero integer \( e \), the \( 2 \)-adic order of \( e \) is the highest exponent \( v \) such that \( 2^v \) divides \( e \), and is denoted by \( v_2(e) \). Let \( Q(x) = Tr(bp^{m+1}) \) be a quadratic form and \( b_1 \) be the nonzero element of the diagonal matrix of \( Q(x) \), where \( Tr \) is the absolute trace from \( F_p^m \) to \( F_p \). Then one of the following conclusions holds

1. If \( v_2(m) \leq v_2(k) \), then \( \text{rank}(Q(x)) = m \) and

\[
\eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i) = \begin{cases} 
1, & \frac{1}{2}(p^m - 1) \text{ times}, \\
-1, & \frac{1}{2}(p^m - 1) \text{ times},
\end{cases}
\]

where \( \left[ \frac{m}{2} \right] \) denotes the largest integer that is less than or equal to \( \frac{m}{2} \).

2. If \( v_2(m) = v_2(k) + 1 \), then

a) \( \text{rank}(Q(x)) = m \) and

\[
\eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i) = -1, \quad \frac{p^d(p^m - 1)}{p^d + 1} \text{ times.}
\]
b) rank\((Q(x)) = m - 2d\) and

\[ \eta((-1)^\frac{2}{m} \prod_{i=1}^{m-2d} b_i) = 1, \quad \frac{p^m - 1}{p^d + 1} \text{ times.} \]

(3) If \(v_2(m) > v_2(k) + 1\), then

a) rank\((Q(x)) = m\) and

\[ \eta((-1)^\frac{2}{m} \prod_{i=1}^{m} b_i) = 1, \quad \frac{p^d(p^m - 1)}{p^d + 1} \text{ times.} \]

b) rank\((Q(x)) = m - 2d\) and

\[ \eta((-1)^\frac{2}{m} \prod_{i=1}^{m-2d} b_i) = -1, \quad \frac{p^m - 1}{p^d + 1} \text{ times.} \]

**Proof.** Combining Lemmas 3 and 4 of [29], we could obtain the lemma directly. □

**Lemma 2.4.** Let \((a, b, t) \in F_{p^n} \times F_{p^n}^* \times F_{p}^*\) and \(s = m/\gcd(m, k)\) be odd. Then the number of solutions of \(\text{Tr}(ax + bx^{p^k+1}) + t = 0\) for any \(t \in F_{p}^*\), denoted by \(N^t_{(a,b)}\), can be given as follows:

1) if the rank of the quadratic form \(Q(x) = \text{Tr}(bx^{p^k+1})\) is odd \(m\), then

a) when \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t = 0\), we have \(N^t_{(a,b)} = p^m - 1\) and occurs \((p - 1)(p^m - 1)p^{m-1}\) times.

b) when \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t \neq 0\), we have \(N^t_{(a,b)} = \) odd.

\[ N^t_{(a,b)} = \begin{cases} p^m - 1 - \frac{p^m - 1}{2}, & \frac{1}{2}(p^m - 1)((p - 1)p^{m-1} + \frac{p^m - 1}{2})(p - 1) \text{ times,} \\
& \frac{1}{2}(p^m - 1)((p - 1)p^{m-1} - \frac{p^m - 1}{2})(p - 1) \text{ times.} \end{cases} \]

2) if the rank of the quadratic form \(Q(x) = \text{Tr}(bx^{p^k+1})\) is even \(m\), then

a) when \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t = 0\), we have

\[ N^t_{(a,b)} = \begin{cases} p^m - 1 + (p - 1)p^{m-2}, & \frac{1}{2}(p^m - 1)(p^{m-1} - \frac{p^m - 1}{2})(p - 1) \text{ times,} \\
& \frac{1}{2}(p^m - 1)(p^{m-1} + \frac{p^m - 1}{2})(p - 1) \text{ times.} \end{cases} \]

b) when \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t \neq 0\), we have

\[ N^t_{(a,b)} = \begin{cases} p^m - 1 - \frac{p^m - 1}{2}, & \frac{1}{2}(p^m - 1)((p - 1)p^{m-1} + \frac{p^m - 1}{2})(p - 1) \text{ times,} \\
& \frac{1}{2}(p^m - 1)((p - 1)p^{m-1} - \frac{p^m - 1}{2})(p - 1) \text{ times.} \end{cases} \]

**Proof.** (1) If rank\((Q(x)) = m\), then by making a nonsingular linear substitution to \(\text{Tr}(ax + bx^{(1+p^k)}) + t = 0\), we have that

\[ \sum_{i=1}^{m} a_i x_i + \sum_{i=1}^{m} b_i x_i^2 = -t, \]
where \(a_i, x_i \in F_p\) and \(b_i \in F_p^*\). Furthermore, taking \(x_i = y_i \cdot \frac{a_i}{2b_i}\) for any \(1 \leq i \leq m\), then (1) becomes
\[
\sum_{i=1}^{m} b_i x_i^2 = \sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t.
\]
From Lemma 2.2, we know that the number of solutions of the equation (1) is
\[
N_t^{(a, b)} = p^{m-1} + p^{\frac{m-1}{2}} \eta(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t)\eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i),
\]
where \(\eta\) is the quadratic character of \(F_p^*\).

a) Clearly, \(N_t^{(a, b)} = p^{m-1}\) if and only if \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t = 0\). Since \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i}\) can be regarded as a quadratic form in \(m\) variables \(a_i, 1 \leq i \leq m\), then the number of solutions of \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t = 0\) is \(N_t = p^{m-1} + p^{\frac{m-1}{2}} \eta(t)\eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i)\) for any \(t \in F_p^*\).

Therefore,
\[
\sum_{t \in F_p^*} N_t = \sum_{t \in F_p^*} \left(p^{m-1} + p^{\frac{m-1}{2}} \eta(t)\eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i)\right) = (p-1)p^{m-1}.
\]

Let \(N(a, b, t)\) be the number of \((a, b, t) \in F_p^m \times F_p^m \times F_p^*\) such that the number of solutions of \(\text{Tr}(ax + bx^{p^k+1}) + t = 0\) is \(N_t^{(a, b)}\). Combining the discussion above, we have \(N_t^{(a, b)} = p^{m-1}\) and \(N(a, b, t) = (p-1)(p^{m-1})\) if \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t = 0\).

b) According to \(\eta\left(\frac{1}{4^m \prod_{i=1}^{m} b_i}\right) = \eta\left(\prod_{i=1}^{m} b_i\right)\) and Lemma 2.3, we have
\[
\eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i) = \begin{cases} 1, & \text{occurring } \frac{1}{2}(p^{m-1}) \text{ times}, \\ -1, & \text{occurring } \frac{1}{2}(p^{m-1}) \text{ times}. \end{cases}
\]

Therefore, we have
\[
N_t^{(a, b)} = \begin{cases} p^{m-1} + \eta(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t)p^{\frac{m-1}{2}}, & \text{occurring } \frac{1}{2}(p^{m-1}) \text{ times}, \\ p^{m-1} - \eta(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t)p^{\frac{m-1}{2}}, & \text{occurring } \frac{1}{2}(p^{m-1}) \text{ times}. \end{cases}
\]

First, let \(T \in F_p^*\) be a square (denoted as SQ), then, for any \(T \in F_p^*\), the number of solutions of \(\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t = T\) is
\[
N(T, t) = p^{m-1} + p^{\frac{m-1}{2}} \eta(T + t)\eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i).
\]
Therefore, when \( \eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i) = 1 \),

\[
\sum_{T \in \text{SQ}} \sum_{t \in F_p^*} N_{(T,t)} = \sum_{T \in \text{SQ}} \sum_{t \in F_p^*} \left( p^{m-1} + p^{\frac{m-1}{2}} \eta(T+t) \eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i) \right) \\
= \sum_{T \in \text{SQ}} \left( (p-1)p^{m-1} + p^{\frac{m-1}{2}} \sum_{t \in F_p^*} \eta(T+t) \right) \\
= \frac{p-1}{2} \left( (p-1)p^{m-1} - p^{\frac{m-1}{2}} \right),
\]

and, when \( \eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i) = -1 \),

\[
\sum_{T \in \text{SQ}} \sum_{t \in F_p^*} N_{(T,t)} = \sum_{T \in \text{SQ}} \sum_{t \in F_p^*} \left( p^{m-1} - p^{\frac{m-1}{2}} \eta(T+t) \eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i) \right) \\
= \sum_{T \in \text{SQ}} \left( (p-1)p^{m-1} - p^{\frac{m-1}{2}} \sum_{t \in F_p^*} \eta(T+t) \right) \\
= \frac{p-1}{2} \left( (p-1)p^{m-1} + p^{\frac{m-1}{2}} \right).
\]

Second, if \( T \in F_p^* \) is a nonsquare (denoted as NSQ), then with the similar method, we have \( \sum_{T \in \text{NSQ}} \sum_{t \in F_p^*} N_{(T,t)} \) given as follows:

when \( \eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i) = 1 \),

\[
\sum_{T \in \text{NSQ}} \sum_{t \in F_p^*} N_{(T,t)} = \frac{p-1}{2} \left( (p-1)p^{m-1} + p^{\frac{m-1}{2}} \right);
\]

when \( \eta((-1)^{\frac{m-1}{2}} \prod_{i=1}^{m} b_i) = -1 \),

\[
\sum_{T \in \text{NSQ}} \sum_{t \in F_p^*} N_{(T,t)} = \frac{p-1}{2} \left( (p-1)p^{m-1} - p^{\frac{m-1}{2}} \right).
\]

Therefore, combining the discussion above and Lemma 2.3, we obtain that \( N_{(a,b)}^{t} = p^{m-1} - p^{\frac{m-1}{2}} \) and \( N(a,b,t) = \frac{1}{2}(p^m-1)((p-1)p^{m-1} + p^{\frac{m-1}{2}})(p-1) \), or \( N_{(a,b)}^{t} = p^{m-1} + p^{\frac{m-1}{2}} \) and \( N(a,b,t) = \frac{1}{2}(p^m-1)((p-1)p^{m-1} - p^{\frac{m-1}{2}})(p-1) \).

(2) By simply modifying the proof above, if \( m \) is even, we get that

\[
N_{(a,b)}^{t} = p^{m-1} + p^{\frac{m-2}{2}} \eta(\sum_{i=1}^{m} \frac{a_i^2}{b_i} - t) \eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i),
\]

\[
N_{(t)} = p^{m-1} - p^{\frac{m-2}{2}} \eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i) \text{ and } N_{(T,t)} = p^{m-1} + p^{\frac{m-2}{2}} \nu(T+t) \eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i)
\]

for any \( t \in F_p^* \), where \( \nu(0) = p - 1 \) and \( \nu(\rho) = -1 \) for \( \rho \in F_p^* \). Furthermore, we
have

$$\sum_{t \in F_p^*} N(x, t) = \sum_{t \in F_p^*} \left( p^{m-1} + \frac{m-2}{2} \eta \prod_{i=1}^{m} b_i \right) \left( N_{t(a,b)} \right)$$

$$= (p-1)p^{m-1} + \frac{m-2}{2} \eta \prod_{i=1}^{m} b_i \sum_{t \in F_p^*} \eta$$

$$= (p-1)p^{m-1} + \frac{m-2}{2} \eta \prod_{i=1}^{m} b_i \sum_{t \in F_p^*} \eta$$

Therefore, we can obtain that

a) when \( \sum_{i=1}^{m} a_i - t = 0 \), we have \( N_{t(a,b)} = p^{m-1} + (p-1)\frac{m-2}{2} \) and \( N(a, b, t) = \frac{1}{2} (p^m - 1)(p^{m-1} - \frac{m-2}{2})(p-1) \) if \( \eta(\prod_{i=1}^{m} b_i) = 1 \) or \( N_{t(a,b)} = p^{m-1} - (p-1)\frac{m-2}{2} \) and \( N(a, b, t) = \frac{1}{2} (p^m - 1)(p^{m-1} + \frac{m-2}{2})(p-1) \) if \( \eta(\prod_{i=1}^{m} b_i) = -1 \).

b) when \( \sum_{i=1}^{m} a_i - t \neq 0 \), we have \( N_{t(a,b)} = p^{m-1} - \frac{m-2}{2} \) and \( N(a, b, t) = \frac{1}{2} (p^m - 1)(p^{m-1} + \frac{m-2}{2})(p-1) \) if \( \eta(\prod_{i=1}^{m} b_i) = 1 \) or \( N_{t(a,b)} = p^{m-1} + \frac{m-2}{2} \) and \( N(a, b, t) = \frac{1}{2} (p^m - 1)(p^{m-1} - \frac{m-2}{2})(p-1) \) if \( \eta(\prod_{i=1}^{m} b_i) = -1 \).

**Lemma 2.5.** Let \((a, b, t) \in F_{p^m} \times F_{p^m} \times F_{p^m}^* \), \( d = \gcd(m, k) \) and \( s = m/\gcd(m, k) \) be even. Then the number of solutions of \( T(x + b x^{p^k}) + t = 0 \) for any \( t \in F_p^* \), denoted by \( N_{t(a,b)} \), can be given as follows:

1. If \( v_2(m) = v_2(k) + 1 \), then
   a) when \( \text{rank}(Q(x)) = m \), we have
      \[
      N_{t(a,b)} = \begin{cases} 
      p^{m-1} - (p-1)\frac{m-2}{2}, & (p-1)(p^{m-1} + \frac{m-2}{2})\frac{p^d(p^m-1)}{p^d+1} \\
      times, \\
      p^{m-1} + \frac{m}{2}, & (p-1)(p^{m-1} - \frac{m-2}{2})\frac{p^d(p^m-1)}{p^d+1} \\
      times. 
      \end{cases}
      \]
   b) when \( \text{rank}(Q(x)) = m - 2d \), we have
      \[
      N_{t(a,b)} = \begin{cases} 
      p^{m-1}, & (p-1)(p^m - \frac{m-2d}{2})\frac{p^d(p^m-1)}{p^d+1} \\
      p^{m-1} + \frac{m}{2}, & (p-1)(p^{m-2d-1} - \frac{m-2d-2}{2})\frac{p^{m-1}}{p^d+1} \\
      p^{m-1} - \frac{m}{2}, & (p-1)(p^{m-2d-1} + \frac{m-2d-2}{2})\frac{p^{m-1}}{p^d+1} \\
      times. 
      \end{cases}
      \]

2. If \( v_2(m) > v_2(k) + 1 \), then
   a) when \( \text{rank}(Q(x)) = m \), we have
      \[
      N_{t(a,b)} = \begin{cases} 
      p^{m-1} - (p-1)\frac{m-2}{2}, & (p-1)(p^{m-1} - \frac{m-2}{2})\frac{p^d(p^m-1)}{p^d+1} \\
      p^{m-1} + \frac{m}{2}, & (p-1)(p^{m-1} - \frac{m}{2})\frac{p^d(p^m-1)}{p^d+1} \\
      p^{m-1} - \frac{m}{2}, & (p-1)(p^{m-1} - \frac{m}{2})\frac{p^d(p^m-1)}{p^d+1} \\
      times. 
      \end{cases}
      \]
b) when rank$(Q(x)) = m - 2d$, we have

$$N_{(a,b)}^t = \begin{cases} 
  p^{m-1}, & (p-1)(p^m - p^{m-2d}) \frac{p^m - 1}{p^d + 1} \text{ times,} \\
  p^{m-1} - (p-1)p^{\frac{m+2d-2}{2}}, & (p-1)(p^{m-2d-1} + \frac{p^{m-2d-2}}{p^d + 1}) \frac{p^m - 1}{p^d + 1} \text{ times,} \\
  p^{m-1} + p^{\frac{m+2d-2}{2}}, & (p-1)((p-1)p^{m-2d-1} - p^{\frac{m-2d-2}{2}}) \frac{p^m - 1}{p^d + 1} \text{ times.}
\end{cases}$$

Proof. In here, we just discuss the second case $\nu_2(m) > \nu_2(k) + 1$. The first case $\nu_2(m) = \nu_2(k) + 1$ can be investigated similarly.

a) When rank$(Q(x)) = m$, from Lemma 2.3, we have $\eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i) = 1$ and it occurs $\frac{p^d(p^m - 1)}{p^d + 1}$ times. Furthermore, by using the similar way with Lemma 2.4, we can obtain the results in a).

b) When rank$(Q(x)) = m - 2d$, from Lemma 2.3, we have $\eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i) = -1$ and it occurs $\frac{p^m - 1}{p^d + 1}$ times. In this case, the equation (1) can be reduced as

$$\sum_{i=1}^{m} a_i x_i + \sum_{i=1}^{m-2d} b_i x_i^2 = -t,$$

where $b_i \neq 0$ for any $1 \leq i \leq m - 2d$. Furthermore, if there is some $a_i \neq 0$ for $m - 2d < i \leq m$, we can suppose that $a_m \neq 0$. It is obvious that $x_m$ is uniquely determined by $x_1, x_2, \ldots, x_{m-1} \in F_p$. Hence, in this subcase, $N_{(a,b)}^t = p^{m-1}$ and it occurs $(p-1)(p^m - p^{m-2d}) \frac{p^m - 1}{p^d + 1}$ times. Moreover, if $a_i = 0$ for all $m - 2d < i \leq m$, taking $x_i = y_i - \frac{a_i}{2b_i}$ for any $1 \leq i \leq m - 2d$, then (2) becomes

$$\sum_{i=1}^{m-2d} b_i y_i^2 = \sum_{i=1}^{m-2d} \frac{a_i^2}{4b_i} - t.$$

So, by Lemma 2.2, we have

$$N_{(a,b)}^t = p^{2d}(p^{m-2d-1} + v(\sum_{i=1}^{m-2d} \frac{a_i^2}{4b_i} - t)p^{\frac{m-2d-2}{2}} \eta((-1)^{\frac{m}{2}} \prod_{i=1}^{m} b_i))$$

$$= p^{m-1} - v(\sum_{i=1}^{m-2d} \frac{a_i^2}{4b_i} - t)p^{\frac{m+2d-2}{2}}.$$

Let $N_t$ and $N_{(T,t)}$ be defined as Lemma 2.4. When $\sum_{i=1}^{m-2d} \frac{a_i^2}{4b_i} - t = 0$, we have

$$\sum_{T \in F_p^*} N_t = (p-1)(p^{m-2d-1} + p^{\frac{m-2d-2}{2}}).$$

Therefore, in this subcase, we have $N_{(a,b)}^t = p^{m-1} - (p-1)p^{\frac{m+2d-2}{2}}$ and it occurs $(p-1)(p^{m-2d-1} + p^{\frac{m-2d-2}{2}}) \frac{p^m - 1}{p^d + 1}$ times. When $\sum_{i=1}^{m-2d} \frac{a_i^2}{4b_i} - t = T \in F_p^*$, we have

$$\sum_{T \in F_p^*} \sum_{t \in F_p^*} N_{(T,t)} = \sum_{T \in F_p^*} \sum_{t \in F_p^*} (p^{m-2d-1} - v(T+t)p^{\frac{m-2d-2}{2}}) = (p-1)((p-1)p^{m-2d-1} - p^{\frac{m-2d-2}{2}}).$$
Therefore, in this subcase, we have $N_{(a,b)}^t = p^{m-1} + p^{m+2d-2}$ and it occurs $(p-1)(p-1)p^{m-2d-1} - p^{m-2d-1} - p^{m-2d-1}$ times.

\[ \Box \]

Lemma 2.6. Let $\omega$ be the $p$-th primitive root of unity. Then

\[
\sum_{y \in F_p^*} \sum_{x \in F_p^m} \omega^{y(\text{Tr}(ax)+t)} = 0,
\]

for any $a \in F_p^*$ and $t \in F_p^*$.

Proof. The result is obvious. \[ \Box \]

3. The weight distribution of cyclic code $C$

In this section, we study the weight distributions of the cyclic code $C$ as defined in Section 1, not only for odd $s$ but also for even $s$. According to the definitions of $h_1(x)$ and $h_2(x)$, it is clear that $\deg(h_1(x)) = m$ and

\[
\deg(h_2(x)) = \begin{cases} \frac{m}{2}, & \text{if } s \text{ is even and } k = \frac{m}{2}, \\
\frac{m}{2}, & \text{otherwise} \end{cases}
\]

From (3), we know that the dimension of $C$ is $\frac{3m}{2} + 1$ if $k = \frac{m}{2}$, otherwise, the dimension of $C$ is $2m + 1$. Moreover, by using the well-known Delsarte’s Theorem [2], we have that

\[
C = \{ (\text{Tr}(a\alpha^i + ba^{(p^k+1)i} + c))_{i=0}^{p^m-2} : a, b, c \in F_{p^m} \},
\]

where $\text{Tr}$ denotes the absolute trace from $F_{p^m}$ to $F_p$. Therefore, for any codeword $c(a,b,c) \in C$, the Hamming weight of the codeword can be given by

\[
W(c(a,b,c)) = \left| \{ i : (\text{Tr}(a\alpha^i + ba^{(p^k+1)i} + c))_{i=0}^{p^m-2} \neq 0 \} \right|
\]

\[
= p^m - 1 - \left| \{ i : (\text{Tr}(a\alpha^i + ba^{(p^k+1)i} + c))_{i=0}^{p^m-2} = 0 \} \right|
\]

\[
= p^m - 1 - \frac{1}{p} \sum_{i=0}^{p^m-2} \sum_{y \in F_p} \omega^{y\text{Tr}(a\alpha^i + ba^{(p^k+1)i} + c)}
\]

\[
= p^m - 1 - \frac{1}{p} \sum_{x \in F_p^m} \sum_{y \in F_p} \omega^{y\text{Tr}(ax + bx^{p^k+1} + c)},
\]

where $\omega$ is a $p$-th primitive root of unity.

Furthermore, the equation above can be reduced as

\[
W(c(a,b,c)) = \begin{cases} (p-1) \cdot p^{m-1} - \frac{1}{p} \sum_{y \in F_p^*} \sum_{x \in F_p^m} \omega^{y\text{Tr}(ax + bx^{p^k+1})}, & \text{if } \text{Tr}(c) = 0, \\
(p-1) \cdot p^{m-1} - 1 - \frac{1}{p} \sum_{y \in F_p^*} \sum_{x \in F_p^m} \omega^{y\text{Tr}(ax + bx^{p^k+1}) + y\text{Tr}(c)}, & \text{if } \text{Tr}(c) \neq 0. \end{cases}
\]

Let $d = \gcd(m,k)$ and $s = m/d$ be odd. Note that $s$ is odd if and only if $v_2(m) \leq v_2(k)$. So, by Lemma 2.3, we know that the rank of the quadratic form $Q(x)$ is $m$. Next we give the parameters and the weight distribution of the cyclic code $C$ for odd $s$ in the following theorem.
Theorem 3.1. Let \( s \) be odd. Then one of the following results holds.

1. If \( m \) is odd, the cyclic code \( C \) has parameters \([p^m - 1, 2m + 1, (p - 1)p^{m-1} - p^{\frac{m-1}{2}} - 1 : p]\), and its weight distribution is given by Table I.

2. If \( m \) is even, the cyclic code \( C \) has parameters \([p^m - 1, 2m + 1, (p - 1)(p^{m-1} - p^{\frac{m-2}{2}}) - 1 : p]\), and its weight distribution is given by Table II.

### Table I

| Hamming Weight \( i \) | Frequency \( A_i \) |
|------------------------|---------------------|
| \((p - 1)p^m\)         | \((p^m - 1)(p^{n-1} + 1)\) |
| \((p - 1)p^{m-1} - 1\) | \((p^m - 1)(p^{m-1} + 1)(p - 1)\) |
| \((p - 1)p^{m-1} - p^{\frac{m-1}{2}} - 1\) | \(\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} - p^{\frac{m-2}{2}})(p - 1)\) |
| \((p - 1)p^{m-1} + p^{\frac{m-1}{2}} - 1\) | \(\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} + p^{\frac{m-2}{2}})(p - 1)\) |
| \(p^m - 1\)           | \(p - 1\)           |

### Table II

| Hamming Weight \( i \) | Frequency \( A_i \) |
|------------------------|---------------------|
| \((p - 1)p^m\)         | \(p^m - 1\)         |
| \((p - 1)p^{m-1} - 1\) | \((p^m - 1)(p - 1)\) |
| \((p - 1)(p^{m-1} - p^{\frac{m-2}{2}})\) | \(\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} + (p - 1)p^{\frac{m-2}{2}})\) |
| \((p - 1)(p^{m-1} - p^{\frac{m-2}{2}}) - 1\) | \(\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} - p^{\frac{m-2}{2}})(p - 1)\) |
| \((p - 1)p^{m-1} - p^{\frac{m-2}{2}} - 1\) | \(\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} - p^{\frac{m-2}{2}})(p - 1)\) |
| \((p - 1)p^{m-1} + p^{\frac{m-1}{2}} - 1\) | \(\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} + p^{\frac{m-2}{2}})(p - 1)\) |
| \((p - 1)p^{m-1} + p^{\frac{m-2}{2}} - 1\) | \(\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} + p^{\frac{m-2}{2}})(p - 1)\) |
| \(p^m - 1\)           | \(p - 1\)           |

Proof. The dimension of the cyclic code \( C \) follows from the discussion above. Now, we only need to determine the weight distribution of \( C \) for odd \( s \). For any codeword \( c(a, b, c) \in C \), the weight of the codeword \( c(a, b, c) \) is given by (4).

First, we assume that \( m \) is odd. Next, we will consider the following two cases.

**Case A.** when \( \text{Tr}(c) = 0 \): By (4), we have

\[
W(c(a, b, c)) = (p - 1) \cdot p^{m-1} - \frac{1}{F} \sum_{y \in F_p^*} \sum_{x \in F_{p^m}} \omega^{(y \cdot \text{Tr}(ax + bx^{p^{k+1}}))}.
\]
In this case, it can be easily seen that all the codewords $c(a, b, c)$ formed a cyclic code $C'$ with parity-check polynomial $h_1(x)h_2(x)$ for odd $s$. Therefore, from Theorem 1 of [31], we have

$$W(c(a, b, c)) = \begin{cases} 0, & \text{1 time,} \\ (p - 1)p^{m-1}, & \text{1 time,} \\ (p - 1)p^{m-1} + p^{m-1}, & \frac{1}{2}(p^m - 1)(p^{m-1} - p^{\frac{m-1}{2}})(p - 1), \frac{1}{2}(p^m - 1)(p^{m-1} + p^{\frac{m-1}{2}})(p - 1) \text{ times,} \\ (p - 1)p^{m-1} - p^{m-1}, & \frac{1}{2}(p^m - 1)(p^{m-1} + p^{\frac{m-1}{2}})(p - 1) \text{ times.} \end{cases}$$

**Case B.** when $\text{Tr}(c) = t \in F_p^*$. According to $\sum_{y \in F_p^*} (\omega^t)^y = -1$ and (4), we have

$$W(c(a, b, c)) = (p - 1)p^{m-1} - 1 - \frac{1}{p} \sum_{y \in F_p^*} \sum_{x \in F_{p^m}} \omega^t(\text{Tr}(ax + bx^{k+1} + t)) \quad (5)$$

$$= (p - 1)p^{m-1} - 1 - \frac{1}{p}(pN^t_{(a, b)} - p^m),$$

where $N^t_{(a, b)}$ is the number of solutions of $\text{Tr}(ax + bx^{k+1} + t) = 0$ over $F_{p^m}$.

1) If $b = 0$ and $a = 0$, then $W(c(a, b, c)) = (p - 1)p^{m-1} - 1 - \frac{1}{p} \left( \sum_{x \in F_{p^m}} (-1) \right) = p^m - 1$ occurs only once for every $t$, as $\sum_{y \in F_p^*} (\omega^t)^y = -1$.

2) If $b = 0$ and $a \neq 0$, then, from Lemma 2.6, we have $W(c(a, b, c)) = (p - 1)p^{m-1} - 1 - \frac{1}{p} \left( \sum_{y \in F_p^*} \sum_{x \in F_{p^m}} \omega^t(\text{Tr}(ax) + t) \right) = (p - 1)p^{m-1} - 1$ and it occurs $p^m - 1$ times for every $t$.

3) Next, we consider the subcase with $b \neq 0$. In this subcase, if $\sum_{i=1}^{m} \frac{a_i^2}{4b_i} - t = 0$, combing Lemma 2.4 and (5), we can get

$$W(c(a, b, c)) = (p - 1)p^{m-1} - 1 - \frac{1}{p}(p \cdot p^{m-1} - p^m)$$

and it occurs $(p - 1)(p^m - 1)p^{m-1}$ times. Otherwise, again combing Lemma 2.4 and (5), we obtain that

$$W(c(a, b, c)) = (p - 1)p^{m-1} - 1 - \frac{1}{p}(p(p^{m-1} - p^{\frac{m-1}{2}}) - p^m)$$

and it occurs $\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} + p^{\frac{m-1}{2}})(p - 1)$ times, and

$$W(c(a, b, c)) = (p - 1)p^{m-1} - 1 - \frac{1}{p}(p(p^{m-1} + p^{\frac{m-1}{2}}) - p^m)$$

and it occurs $\frac{1}{2}(p^m - 1)((p - 1)p^{m-1} - p^{\frac{m-1}{2}})(p - 1)$ times.
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Therefore, the weight distribution of $C$ can be obtained by the above discussion and given by Table I.

Second, we assume that $m$ is even. Similarly, when Tr$(c) = 0$, we have

$$ W(c(a, b, c)) = \begin{cases} 
0, & 1 \text{ time}, \\
(p - 1)p^{m-1}, & (p^m - 1) \text{ times}, \\
(p - 1)(p^{m-1} - p^{m-2}), & \frac{1}{2}(p^m - 1)(p^{m-1} + (p - 1)p^{m-2}) \text{ times}, \\
(p - 1)p^{m-1} - p^{m-2}, & \frac{1}{2}(p^m - 1)(p^{m-1} + p^{m-2})(p - 1) \text{ times}, \\
(p - 1)p^{m-1} + p^{m-2}, & \frac{1}{2}(p^m - 1)(p^{m-1} + (p - 1)p^{m-2}) \text{ times}, \\
(p - 1)(p^{m-1} + p^{m-2}), & \frac{1}{4}(p^m - 1)(p^{m-1} + (p - 1)p^{m-2}) \text{ times}, \\
\end{cases} $$

which is the weight distribution of code $C'$ with even $m$.

Next, we give the discussion on the case with Tr$(c) \neq 0$. According to 1) and 2) of the Case B above, in this case, we have $W(c(a, b, c)) = p^m - 1$ which occurs $p - 1$ times if $b = 0$ and $a = 0$ or $W(c(a, b, c)) = (p - 1)p^{m-1} - 1$ which occurs $(p - 1)(p^m - 1)$ times if $b = 0$ and $a \neq 0$. So, we only need consider the subcase with $b \neq 0$. From the 2) of Lemma 2.3 and (5), we have

$$ W_{c(a, b, c)} = \begin{cases} 
(p - 1)(p^{m-1} - p^{m-2}) - 1, & \frac{1}{2}(p^m - 1)(p^{m-1} - p^{m-2})(p - 1) \text{ times}, \\
(p - 1)(p^{m-1} + p^{m-2}) - 1, & \frac{1}{2}(p^m - 1)(p^{m-1} + p^{m-2})(p - 1) \text{ times}, \\
(p - 1)p^{m-1} - p^{m-2} - 1, & \frac{1}{2}(p^m - 1)((p - 1)p^{m-1} - p^{m-2})(p - 1) \text{ times}, \\
(p - 1)p^{m-1} + p^{m-2} - 1, & \frac{1}{4}(p^m - 1)((p - 1)p^{m-1} + p^{m-2})(p - 1) \text{ times}. \\
\end{cases} $$

This completes the proof. 

Now, we will give some examples for the code $C$ with odd $s$, whose weight distribution is not known before.

**Example 1.** Let $(p, m, k) = (3, 5, 1)$. Then, by using Magma, the code $C$ is a [242, 11, 152 : 3] cyclic code and has the following weight enumerator:

$$ 1 + 152z^{37026} + 153z^{21780} + 161z^{39688} + 162z^{19844} + 170z^{41382} + 171z^{17424} + 242z^2, $$

which agrees with the result of Table I. This is a known optimal cyclic code according to the Database.

**Example 2.** Let $(p, m, k) = (5, 3, 1)$. Then, by using Magma, the code $C$ is a [124, 7, 94 : 5] cyclic code and has the following weight enumerator:

$$ 1 + 94z^{3560} + 95z^{240} + 99z^{12896} + 100z^{3224} + 104z^{26040} + 105z^{4960} + 124z^4, $$
Example 3. Let \((p, m, k) = (3, 6, 2)\). Then, by using Magma, the code \(C\) is a [728, 13, 467 : 3] cyclic code and has the following weight enumerator:

\[
1 + 467z^{70352} + 468z^{65004} + 476z^{147256} + 477z^{183456} + 485z^{1456} + 486z^{728} + 494z^{360360} + 495z^{170352} + 503z^{183456} + 504z^{81900} + 728z^2,
\]

which agrees with the result of Table II.

Let \(d = \gcd(m, k)\) and \(s = m/d\) be even. Notice that \(s\) is even if and only if \(v_2(m) \geq v_2(k) + 1\). So, by Lemma 2.3, we know that the rank of the quadratic form \(Q(x)\) is \(m\) or \(m - 2d\). In the following, we determine the weight distribution of the cyclic code \(C\) as defined in Section 1 for even \(s\).

Theorem 3.2. Let \(s\) be even and \(m \neq 2k\). Then one of the following conclusions holds.

1. If \(v_2(m) = v_2(k) + 1\), then the cyclic code \(C\) has parameters \([p^m - 1, 2m + 1, (p - 1)(p^{m-1} - p^{m+2d-2}) - 1 : p]\), and its weight distribution is given by Table III.
2. If \(v_2(m) > v_2(k) + 1\), then the cyclic code \(C\) has parameters \([p^m - 1, 2m + 1, (p - 1)p^{m-1} - p^{m+2d-2} - 1 : p]\), and its weight distribution is given by Table IV.

### Table III

| Hamming Weight \(i\) | Frequency \(A_i\) |
|----------------------|------------------|
| \((p - 1)p^{m-1}\)   | \((p^m - 1)(1 + p^{m-d} - p^{m-2d})\) |
| \((p - 1)p^{m-1} - 1\) | \((p - 1)(p^m - 1)(1 + p^{m-d} - p^{m-2d})\) |
| \((p - 1)(p^{m-1} - p^{m+2d-2})\) | \((p^{m-2d-1} - (p - 1)p^{m-2d-2}) - \frac{p^m - 1}{p^d + 1}\) |
| \((p - 1)(p^{m-1} - p^{m+2d-2}) - 1\) | \((p - 1)(p^{m-2d-1} - p^{m-2d-2}) - \frac{p^m - 1}{p^d + 1}\) |
| \((p - 1)p^{m-1} - p^{m+2d-2}\) | \((p - 1)(p^{m-1} + p^{m+2d-2}) - \frac{p^d(p^m - 1)}{p^d + 1}\) |
| \((p - 1)p^{m-1} - p^{m+2d-2} - 1\) | \((p - 1)((p - 1)p^{m-1} - p^{m+2d-2}) - \frac{p^d(p^m - 1)}{p^d + 1}\) |
| \((p - 1)p^{m-1} + p^{m+2d-2}\) | \((p - 1)(p^{m-2d-1} - p^{m-2d-2}) - \frac{p^m - 1}{p^d + 1}\) |
| \((p - 1)p^{m-1} + p^{m+2d-2} - 1\) | \((p - 1)((p - 1)p^{m-2d-1} + p^{m-2d-2}) - \frac{p^m - 1}{p^d + 1}\) |
| \((p - 1)(p^{m-1} + p^{m+2d-2})\) | \((p^{m-1} - (p - 1)p^{m+2d-2}) - \frac{p^d(p^m - 1)}{p^d + 1}\) |
| \((p - 1)(p^{m-1} + p^{m+2d-2} - 1\) | \((p - 1)(p^{m-1} + p^{m+2d-2}) - \frac{p^d(p^m - 1)}{p^d + 1}\) |
| \(p^m - 1\) | \(p - 1\) |
In here, we just consider the case \( \text{Tr}(c) \neq 0 \). By using the same way with Theorem 3.1, we can obtain the other weights and their distributions according to Lemma 2.5.

**Case A.** when \( \text{Tr}(c) = 0 \): In this case, we can find that all codewords \( c(a, b, c) \) formed a cyclic code \( C' \) with parity-check polynomial \( h_1(x)h_2(x) \) for even \( s \). Therefore, from Theorem 1 of [29], we have

\[
W(c(a, b, c)) = \begin{cases} 
0, & 1 \text{ time}, \\
(p - 1)p^{m-1}, & (p^n - 1)(1 + p^{m-d} - p^{m-2d}) \text{ times}, \\
(p - 1)(p^{m-1} - p^{m-2d}), & (p^n - 1)(1 + p^{m-d} - p^{m-2d}) \text{ times}, \\
(p - 1)p^{m-1} - p^{\frac{m+2d-2}{2}}, & (p - 1)(p^{m-d-1} + p^{\frac{m-2d-2}{2}}) \text{ times}, \\
(p - 1)p^{m-1} + p^{\frac{m+2d-2}{2}}, & (p - 1)(p^{m-d-1} + p^{\frac{m-2d-2}{2}}) \text{ times}, \\
(p - 1)(p^{m-1} + p^{\frac{m+2d-2}{2}}), & (p - 1)(p^{m-d-1} + p^{\frac{m-2d-2}{2}}) \text{ times}. 
\end{cases}
\]

**Case B.** when \( \text{Tr}(c) = t \in F_p^* \): By using the same way with Theorem 3.1, we can obtain the other weights and their distributions according to Lemma 2.5.

### TABLE IV

Weight distribution of the cyclic code \( C \) for even \( m \) in Theorem 3.2

| Hamming Weight \( i \) | Frequency \( A_i \) |
|------------------------|---------------------|
| \( (p - 1)p^{m-1} \)   | \( (p^n - 1)(1 + p^{m-d} - p^{m-2d}) \) |
| \( (p - 1)p^{m-1} - 1 \) | \( (p - 1)(p^n - 1)(1 + p^{m-d} - p^{m-2d}) \) |
| \( (p - 1)(p^{m-1} - p^{\frac{m+2d}{2}}) \) | \( (p^{m-1} + (p - 1)p^{\frac{m-2d}{2}}) \frac{p^d(p^m - 1)}{p^d + 1} \) |
| \( (p - 1)(p^{m-1} - p^{\frac{m-2d}{2}}) - 1 \) | \( (p - 1)(p^{m-1} - p^{\frac{m-2d}{2}}) \frac{p^d(p^m - 1)}{p^d + 1} \) |
| \( (p - 1)p^{m-1} - p^{\frac{m+2d-2}{2}} - 1 \) | \( (p - 1)(p^{m-1} - p^{\frac{m+2d}{2}}) \frac{p^d(p^m - 1)}{p^d + 1} \) |
| \( (p - 1)p^{m-1} + p^{\frac{m-2d}{2}} \) | \( (p - 1)(p^{m-1} - p^{\frac{m-2d}{2}}) \frac{p^d(p^m - 1)}{p^d + 1} \) |
| \( (p - 1)p^{m-1} + p^{\frac{m+2d-2}{2}} - 1 \) | \( (p - 1)(p^{m-1} - p^{\frac{m+2d}{2}}) \frac{p^d(p^m - 1)}{p^d + 1} \) |
| \( (p - 1)(p^{m-1} + p^{\frac{m+2d-2}{2}}) \) | \( (p - 1)(p^{m-1} + p^{\frac{m+2d}{2}}) \frac{p^d(p^m - 1)}{p^d + 1} \) |
| \( p^m - 1 \) | \( p - 1 \) |

Proof. In here, we just consider the case \( \nu_2(m) > \nu_2(k) + 1 \). Clearly, the dimension of the cyclic code \( C \) is \( 2m + 1 \) as \( m \neq 2k \). So, we only need to determine the weight distribution of \( C \) for even \( s \) as the following two cases.

**Case A.** when \( \text{Tr}(c) = 0 \): In this case, we can find that all codewords \( c(a, b, c) \) formed a cyclic code \( C' \) with parity-check polynomial \( h_1(x)h_2(x) \) for even \( s \). Therefore, from Theorem 1 of [29], we have
Corollary 1. Let $s$ be even and $m = 2k$. Then the cyclic code $C$ has parameters 
$[p^m - 1, \frac{3m}{2} + 1, (p - 1)(p^{m-1} - p^{\frac{m-2}{2}} - 1 : p)]$, and its weight distribution is given by Table V.

TABLE V

| Hamming Weight $i$ | Frequency $A_i$ |
|--------------------|-----------------|
| 0                  | 1               |
| $(p - 1)p^{m-1}$   | $(p^m - 1)$     |
| $(p - 1)p^{m-1} - 1$ | $(p - 1)(p^m - 1)$ |
| $(p - 1)p^{m-1} - p^{\frac{m-2}{2}}$ | $(p - 1)(p^{m-1} + p^{\frac{m-2}{2}})(p^{d - 1})$ |
| $(p - 1)(p^{m-1} - p^{\frac{m-2}{2}} - 1)$ | $(p - 1)(p^{m-1} - p^{\frac{m-2}{2}})(p^{d - 1})$ |
| $(p - 1)(p^{m-1} + p^{\frac{m-2}{2}})$ | $(p - 1)(p^{m-1} + p^{\frac{m-2}{2}})(p^{d - 1})$ |
| $p^m - 1$          | $p - 1$         |

Proof. Obviously, it is easy to verify that $c(a, b, t) = c(a, b + \delta, t) \in C$ for any 
$\delta \in \{x \in F_{p^m} | x^{p^{\frac{m}{2}}} + x = 0\}$, where $a, b \in F_p$, and $t = c \in F_p$. Note that the size of 
$\{x \in F_{p^m} | x^{p^{\frac{m}{2}}} + x = 0\}$ is $p^{\frac{m}{2}}$. So, the cyclic code $C$ is degenerate for $b$. Moreover, 
in this case, it is clear that $v_2(m) = v_2(k) + 1$. So, we need substituting $d = m/2$ to Table III 
and dividing the number of $b$ in $N(a, b, t)$ by $p^{\frac{m}{2}}$. Then, in this case, we can get the weight 
distribution of $C$ in Table V. \hfill $\square$

Corollary 2. Let $s$ be even and $m = 2$. Then the cyclic code $C$ has parameters 
$[p^2 - 1, 4, (p - 1)p - 2 : p]$ and its weight distribution is given by Table VI.

TABLE VI

| Hamming Weight $i$ | Frequency $A_i$ |
|--------------------|-----------------|
| 0                  | 1               |
| $(p - 1)p$         | $(p^2 - 1)$     |
| $p(p - 1) - 1$     | $2(p - 1)(p^2 - 1)$ |
| $(p - 1)p - 2$     | $(p - 1)^2(p^2 - p - 1)$ |
| $p^2 - 2$          | $(p - 1)(p^2 - 1)$ |
| $p^2 - 1$          | $2(p - 1)$      |

Proof. Substituting $m = 2$ and $d = 1$ to Table V, we can obtain Table VI 
immediately. \hfill $\square$

We give some examples for the cyclic code $C$ with even $s$, whose weight 
distributions are not known before.

Example 4. Let $(p, m, k) = (3, 6, 1)$, which satisfies the case $v_2(m) = v_2(k) + 1$. 
Then, by using Magma, the code $C$ is a $[728, 13, 431 : 3]$ cyclic code and has the following weight enumerator:

$$1 + 431z^{8736} + 432z^{6000} + 476z^{520884} + 477z^{275184} + 485z^{237328} + 486z^{118664} + 503z^{275184} + 504z^{122950} + 512z^{20748} + 513z^{8736} + 728z^2,$$
which agrees with the result of Table III.

**Example 5.** Let \((p, m, k) = (5, 4, 1)\), which satisfies the case \(\nu_2(m) > \nu_2(k) + 1\). Then, by using Magma, the code \(C\) is a \([624, 9, 474 : 5]\) cyclic code and has the following weight enumerator:

\[
1 + 474z^{2904} + 475z^{2496} + 479z^{249600} + 480z^{75400} + 499z^{252096} + 500z^{63024} \\
+ 504z^{1050400} + 505z^{249600} + 599z^{2496} + 600z^{104} + 624z^4,
\]

which agrees with the result of Table IV.

**Example 6.** Let \((p, m, k) = (5, 4, 2)\), which satisfies the case \(k = m/2\). Then, by using Magma, the code \(C\) is a \([624, 7, 494 : 5]\) cyclic code and has the following weight enumerator:

\[
1 + 494z^{47520} + 495z^{12480} + 499z^{2496} + 500z^{624} + 519z^{12480} + 520z^{2520} + 624z^4,
\]

which agrees with the result of Table V.

**Example 7.** Let \((p, m, k) = (7, 2, 1)\), which satisfies the case \(m = 2\) and \(d = 1\). Then, by using Magma, the code \(C\) is a \([48, 4, 40 : 7]\) cyclic code and has the following weight enumerator:

\[
1 + 40z^{1476} + 41z^{576} + 42z^{48} + 47z^{288} + 48z^{12},
\]

which agrees with the result of Table VI. This is an optimal cyclic code according to the Database. However, the known optimal linear code with parameters \([48, 4, 40 : 7]\) is not cyclic according to the Database.

### 4. Covering structures of code \(C\) and their applications

For any \(c' = (c_0, c_1, \ldots, c_{n-1}) \in F_p^n\), the support of \(c'\) is defined by the set \(\{i|c_i \neq 0, 0 \leq i \leq n - 1\}\). For any two vectors \(c', c'' \in F_p^n\), it is called \(c'\) covers \(c''\) if the support of \(c'\) contains the support of \(c''\). Furthermore, a nonzero codeword is said to be a minimal codeword if it covers only its multiples in a linear code. The set of all the minimal codewords in a linear code is called the covering structure of the code, which is closely related to the construction of secret sharing schemes (see [1], [7], [15], [31], [32]).

In this section, we first determine all the minimal codewords of the cyclic code \(C\) (i.e., the covering structures of \(C\)), and then consider the access structures of the secret sharing schemes based on the duals of \(C\).

In order to determine the covering structures of the cyclic code \(C\) for either odd or even \(s\), the following lemma is needed and has been given in [15].

**Lemma 4.1.** Let \(C\) be an \([n, k, d : p]\) code. Then, the weight \(w\) of every minimal codeword must satisfy \(w \leq n-k+1\), and every codeword with weight \(w' \leq \frac{pd - p + 1}{p - 1}\) must be a minimal codeword.

According to the weight distributions of \(C\) for both odd \(s\) and even \(s\) as determined in Section 3, the following two results about the minimal codewords of \(C\) can be obtained.

**Theorem 4.2.** Let \(C\) be defined as in Section 1. If \(s\) is odd, then the covering structure of the cyclic code \(C\) is given as follows:

(a) when \(m = 3\) and \(p = 3\), the codewords of weights 21 and 26 are not minimal, while the other nonzero codewords are minimal;
(b) when \( m = 3 \) and \( p \geq 5 \), all the nonzero codewords with weight \( p^m - 1 \) are not minimal, while the other nonzero codewords are minimal;

(c) when \( m \geq 5 \), all the nonzero codewords with weight \( p^m - 1 \) are not minimal, while the other nonzero codewords are minimal.

**Proof.** Obviously, all the nonzero codewords with weight \( p^m - 1 \) are not minimal, as the length of \( C \) is \( p^m - 1 \). Next, we will give all the minimal codewords of the cyclic code \( C \) as the following two cases.

**Case A.** when \( m \) is odd: By Table I, we know that the minimum Hamming distance \( d \) of \( C \) is \( (p - 1)p^{m-1} - p^{m-1} - 1 \). By calculation, we have

\[
\frac{pd - p + 1}{p - 1} = \frac{p^{m+1} - p^m - p^{m+1} - 2p + 1}{p - 1}.
\]

If \( m = 3 \) and \( p = 3 \), from Theorem 3.1, we know that \( C \) is an \([26,7,14:3]\) code. In this subcase, we have \( n - k + 1 = 26 - 7 + 1 = 20 \) and

\[
\frac{pd - p + 1}{p - 1} = \frac{3 \cdot 14 - 3 + 1}{3 - 1} = 20.
\]

It follows from Lemma 4.1 that conclusion (a) holds. If \( m \geq 5 \) or \( p \geq 5 \), it is easy to verify that

\[
(p - 1)p^{m-1} + p^{m-1} \leq \frac{p^{m+1} - p^m - p^{m+1} - 2p + 1}{p - 1}.
\]

Note that the maximum weight is \( (p - 1)p^{m-1} + p^{m-1} \) except \( p^m - 1 \). Therefore, it follows from Lemma 4.1 that conclusions (b) and (c) hold.

**Case B.** when \( m \) is even: It is easy to deduce that \( m \geq 6 \), as \( s \) is odd. By Table II, we know that the minimum Hamming distance \( d \) of \( C \) is \( (p - 1)(p^{m-1} - p^{m-2}) - 1 \). By calculation, we have

\[
\frac{pd - p + 1}{p - 1} = \frac{p^{m+1} - p^m - p^{m+1} + p^m + 2p + 1}{p - 1}.
\]

Furthermore, for any \( m \geq 6 \), we can verify that

\[
(p - 1)(p^{m-1} + p^{m-2}) \leq \frac{p^{m+1} - p^m - p^{m+1} + p^m - 2p + 1}{p - 1}.
\]

Note that the maximum weight is \( (p - 1)(p^{m-1} + p^{m-2}) \) except \( p^m - 1 \). Therefore, it follows from Lemma 4.1 that conclusion (c) holds. This completes the proof.

**Theorem 4.3.** Let \( C \) be defined as in Section 1. If \( s \) is even, then the covering structure of code \( C \) is given as follows:

(a) when \( m = 2 \) and \( p = 3 \), the nonzero codewords of weights 4 and 5 are minimal, while the other nonzero codewords are not minimal;

(b) when \( m = 2 \) and \( p > 3 \), the codewords with weight \( p^2 - 1 \) and \( p^2 - 2 \) are not minimal, while the other nonzero codewords are minimal.

(c) when \( m = 2k \), all the nonzero codewords with weight \( p^m - 1 \) are not minimal, while the other nonzero codewords are minimal.

(d) when \( m = 4 \) and \( v_2(m) = v_2(k) + 1 \) or \( m \geq 6 \), all the nonzero codewords with weight \( p^m - 1 \) are not minimal, while the other nonzero codewords are minimal.

**Proof.** By using the same way with Theorem 4.2, it is easy to verify that conclusions (a), (b), (c) and (d) are all true. \( \square \)
One way to construct secret sharing schemes by using linear codes have been proposed by Massey in [22][23]. The detailed description about the construction is omitted here and can be found in [22][23]. Moreover, the relationship between the minimal access sets of the secret sharing schemes based on $C$ and the minimal codewords of the duals $C^\perp$ have been given by Massey [22] as follows.

**Lemma 4.4.** Let $C$ be an $[n,k,d : p]$ code. Then, the set $\{i_1, i_2, ..., i_m\} \subseteq \{1, 2, ..., n-1\}$ with $i_1 < i_2 < \cdots < i_m$ is a minimal access set in the secret sharing scheme based on $C$ if and only if there is a minimal codeword $c' = \{c_0, c_1, ..., c_{n-1}\} \in C^\perp$ such that the support set of $c'$ is $\{0, i_1, i_2, ..., i_m\}$ and $c_0 = 1$.

Combining Lemma 4.4, Theorem 4.2 and Theorem 4.3, we can obtain the following two theorems immediately.

**Theorem 4.5.** Let $p$ be an odd prime, $m, k$ be two integers with $1 \leq k \leq m-1$ and $s = \frac{m}{\gcd(k,m)}$ be odd. Then the access structure of the secret sharing scheme based on $C^\perp$ is given as follows:
(a) if $m = 3$ and $p = 3$, the set of minimal access sets is equal to the set of access supports of the nonzero codewords in $C$ with first coordinate 1 and not with weights 21 and 26;
(b) if $m = 3$ and $p \geq 5$, the set of minimal access sets is equal to the set of access supports of the nonzero codewords in $C$ with first coordinate 1 and not with weight $p^m - 1$;
(c) if $m \geq 5$, the set of minimal access sets is equal to the set of access supports of the nonzero codewords in $C$ with first coordinate 1 and not with weight $p^m - 1$.

**Theorem 4.6.** Let $p$ be an odd prime, $m, k$ be two integers with $1 \leq k \leq m-1$ and $s = \frac{m}{\gcd(k,m)}$ be even. Then the access structure of the secret sharing scheme based on $C^\perp$ is given as follows:
(a) if $m = 2$ and $p = 3$, the set of minimal access sets is equal to the set of access supports of the nonzero codewords in $C$ with first coordinate 1 and with weights 4 and 5;
(b) if $m = 2$ and $p > 3$, the set of minimal access sets is equal to the set of access supports of the nonzero codewords in $C$ with first coordinate 1 and not with weights $p^2 - 1$ and $p^2 - 2$;
(c) if $m = 2k$, the set of minimal access sets is equal to the set of access supports of the nonzero codewords in $C$ with first coordinate 1 and not with weight $p^m - 1$;
(d) if $m = 4$ and $v_2(m) = v_2(k) + 1$ or $m \geq 6$, the set of minimal access sets is equal to the set of access supports of the nonzero codewords in $C$ with first coordinate 1 and not with weight $p^m - 1$.

5. Conclusions

In this paper, we completely determined the weight distributions of a class of pary cyclic codes whose duals have three zeros for both odd $s$ and even $s$, where $p$ is an odd prime. The results show that these codes contain five-weight codes, seven-weight codes and eleven-weight codes. Some of these codes are optimal and new according to the Database. Moreover, the covering structures of the class of codes are considered and being used to construct secret sharing schemes.
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