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We consider a vortex line in the B phase of superfluid $^3$He under uniformly precessing magnetization. The magnetization exerts torque on the vortex, causing its order parameter to oscillate. These oscillations generate spin waves, which is analogous to an oscillating charge generating electromagnetic radiation. The spin waves carry energy, causing dissipation in the system. Solving the equations of spin dynamics, we calculate the energy dissipation caused by spin wave radiation for arbitrary tipping angles of the magnetization and directions of the magnetic field, and for both vortex types of $^3$He-B. For the double-core vortex we also consider the anisotropy of the radiation and the dependence of the dissipation on twisting of the half cores. The radiated energy is compared with experiments in the mid-temperature range $T \sim 0.5T_c$. The dependence of the calculated dissipation on several parameters is in good agreement with the experiments. Combined with numerically calculated vortex structure, the radiation theory produces the order of magnitude of the experimental dissipation. The agreement with the experiments indicates that spin wave radiation is the dominant dissipation mechanism for vortices in superfluid $^3$He-B in the mid-temperature range.

I. INTRODUCTION

Superfluid $^3$He is a useful paradigm of an unconventional superfluid or superconductor as it has a spin-triplet, p-wave-pairing order parameter which is precisely known. The B phase of superfluid $^3$He has two well known vortex structures [1]. The A-phase-core vortex has A-phase-like order parameter in the vortex core [2], while the double-core vortex has broken axisymmetry so that the vortex core is split into two half cores [3]. Major part of the information about the superfluid phases and vortices in superfluid $^3$He has been obtained by nuclear magnetic resonance (NMR). The methods used are linear NMR with small tipping of the magnetization, as well as measurements using large tipping angles. The information about the order parameter is obtained by measuring either the frequency shift of resonance absorption or the amount of absorption, i.e., relaxation.

The purpose of our research is to understand the relaxation seen in NMR experiments on vortices of $^3$He-B. In particular, we consider experiments reported by Kondo et al. [4, 5], which are made at intermediate temperatures around $0.5T_c$, and at large tipping angles. A well known relaxation mechanism was first discussed by Leggett and Takagi [6]. It arises because the dipole-dipole interaction is enhanced by superfluid coherence but affects only the superfluid component, so that the normal and superfluid components of magnetization are driven out of mutual equilibrium. The conversion between the two components then leads to dissipation. This mechanism seems to be most effective at temperatures close to the transition temperature $T_c$. We find [7] that the Leggett-Takagi relaxation is too weak to explain the relaxation observed by Kondo et al. Another well known relaxation mechanism arises from diffusion of the normal component of the magnetization. It seems, however, that its contribution has to be small in the experiments by Kondo et al, since the observed magnetic field dependence [5] is opposite to the one expected for spin diffusion.

A third mechanism to cause relaxation was discussed in Ref. [4]. It was suggested that the precessing magnetization drags the half cores of the double-core vortex to rotate around themselves. A phenomenological model for the rotation was constructed, and its parameters were fitted to the observed dissipation. More recently, the parameters of the rotational model were calculated based on numerical solution of the vortex structure [8]. It was found that, while the rotation of the half cores was confirmed, the friction coefficient for the rotation is so large that the dissipation is negligible. Thus it remained open what causes the major part of the dissipation in the experiments by Kondo et al. [4].

In this paper we investigate a fourth relaxation mechanism. The precession of the magnetization makes the order parameter near the vortex to oscillate. These oscillations generate waves in the spin angular momentum, that is, spin waves. The spin waves radiated by the vortex carry energy and thus lead to relaxation of magnetization.

Generally, spin waves are collective excitations in systems possessing magnetic order. First predicted by Felix Bloch almost ninety years ago, they have recently become a subject of intense research in the fields of spintronics and magnonics because of their possible uses, e.g., in data transport and processing [9]. In superfluid $^3$He, the spin waves were first detected by Osheroff et al. [10], who saw standing spin wave modes in $^3$He-B. The first observations of vortices were based on the frequency shifts of such standing spin wave modes [1, 11]. The radiation of spin waves as a relaxation mechanism was discussed by Ohmi et al. [12] in connection with experiments in Ref. [13]. The relaxation seen in the Josephson junction arrays of $^3$He has been interpreted in terms of spin wave radiation [14]. The relaxation of magnetization by
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direct and parametric generation of spin waves has been reported by Zavjalov et al. [15]. Spin wave radiation from vortices has been pointed out by Volovik [16].

We study spin wave radiation from a single vortex under precessing magnetization. We consider arbitrary tipping of magnetization, where we need to discuss separately tipping angles smaller and larger than the Leggett angle \( \theta_L = \arccos(-1/4) \approx 104^\circ \). Besides a straight vortex, we also consider a vortex that is twisted by the precessing magnetization. By integrating the energy flux tensor around the vortex we calculate the total radiated energy. We find that radiation of spin waves is the dominant relaxation mechanism for vortices at low temperatures. The relaxation seen in the experiments by Kondo et al. [4] can be well explained in terms of spin wave radiation.

The paper is organized as follows. In Sec. II we discuss the order parameter structure of static B-phase vortices far from the vortex core. In Sec. III we derive the equation of motion for the order parameter. The solution of this equation is discussed in Sec. IV. In Sec. V we calculate the energy carried by the spin waves. The effect of twisting of the vortex core on energy transport is studied in Sec. VI. Finally, we compare the theory with experiments in Sec. VII.

II. STATIC VORTEX

The order parameter of an isolated B-phase vortex far from the vortex axis can be written as [3, 17]

\[
A = e^{i\phi} \Delta_0 R(\theta_0 \hat{n}) R(\theta) .
\]  

(1)

Here \( \Delta_0 \) is the bulk gap and \( R(\theta_0 \hat{n}) \) is a finite rotation by an angle \( \theta_0 \) about an axis \( \hat{n} \). These, determined by the bulk, are assumed spatially constants. In the static case \( \theta_0 \) is fixed at the Leggett angle, \( \theta_0 = \theta_L \). The vortex appears through the phase \( \phi \), which equals the azimuthal angle around the vortex axis, and through an additional rotation \( R(\theta) \) by an angle \( \theta = |\theta| \) about an axis \( \hat{\theta} = \theta/\theta \). The rotation \( \theta \) is determined by minimizing the free energy [18–20]

\[
F = \int_V dV \left( f_D + f_G \right) 
\]  

(2)

in the region \( V \) excluding the vortex core with appropriate boundary conditions. Here \( f_D \) originates from the dipole-dipole interaction between the \(^3\)He nuclei,

\[
f_D = \lambda_D \left( R_{ii} R_{jj} + R_{ij} R_{ji} \right) \approx -\frac{\lambda_D}{2} + \frac{15}{2} \lambda_D (\hat{n} \cdot \theta)^2 ,
\]  

(3)

while \( f_G \) is the gradient energy,

\[
f_G = \frac{\partial R_{\alpha i}}{\partial r_i} \frac{\partial R_{\alpha j}}{\partial r_j} + \frac{\partial R_{\alpha i}}{\partial r_i} \frac{\partial R_{\alpha j}}{\partial r_j} 
\approx 2\lambda_{G2} \left[ (1 + c) \partial_i \theta_k \partial_j \theta_k - c \partial_i \theta_k \theta_k \partial_j \right] .
\]  

(4)

In the above we have denoted \( R = R(\theta_0 \hat{n}) R(\theta) \) and \( c = \lambda_{G1}/2\lambda_{G2} \). The coefficients \( \lambda_D, \lambda_{G1}, \) and \( \lambda_{G2} \) depend on temperature and pressure. We assume \( \theta \) to be small so that the energies are well approximated by expressions that are quadratic in \( \theta \). The gradient energy dominates the dipole energy when the distance from the vortex core is much less than the dipole length \( \xi_D = \sqrt{\lambda_{G2}/\lambda_D} \). If we neglect the dipole energy, the solution describing an isolated vortex is \( \theta = \theta_c \), where [7, 8]

\[
\theta_c(r, \varphi) = \frac{C_1}{r} \left( \frac{\sin \varphi}{1 + c} \hat{r} + \cos \varphi \hat{\varphi} \right) 
- \frac{C_2}{r} \left( \frac{\cos \varphi}{1 + c} \hat{r} - \sin \varphi \hat{\varphi} \right) .
\]  

(5)

Here \( \hat{r}, \hat{\varphi}, \) and \( \hat{z} \) are the basis vectors of cylindrical coordinate system with \( \hat{z} \) oriented along the vortex axis. This is a good approximation at distances \( 10\xi(T) \ll r < \xi_D \) from the axis, where \( \xi(T) \) is the temperature dependent coherence length. Near the core \( \theta \) becomes large and the second order expansion of the gradient energy breaks down. The inclusion of the dipole energy causes \( \theta \) to vanish more rapidly than \( r^{-1} \) at distances greater than \( \xi_D \).

The coefficients \( C_1 \) and \( C_2 \) depend on the type of the vortex. They can be extracted from the numerical solution of the vortex core structure [3, 8, 17]. Because of axial symmetry, \( C_1 = C_2 \) for the A-phase-core vortex and thus \( \theta_c = C_1 \phi/r \). This special case of Eq. (5) was found by Hasegawa [21]. For the double-core vortex \( C_1/C_2 \gg 1 \).

Since \( \theta_c \propto r^{-1} \) to leading order, \( r \theta_c \) is independent of \( r \). Thus we can visualize \( \theta_c \) by plotting \( r \theta_c(r, \varphi) \equiv \varphi_c(\varphi) \) on a circle in the \( xy \)-plane. This is shown in Fig. 1. We have used the values \( C_1 = C_2 = 1.33 R_0 \) for the A-phase-core vortex and \( C_1 = 3.00 R_0, C_2 = 0.08 R_0 \) for the double-core vortex. Here \( R_0 = (1 + F_1/3) \lambda_0, F_1 \) is a Fermi liquid parameter, \( \lambda_0 = \hbar v_F/2\pi k_BT_c \) is the coherence length, \( v_F \) is the Fermi velocity, and \( T_c \) is the critical temperature. The values of \( C_1 \) and \( C_2 \) correspond to temperature \( T = 0.6 T_c \) and pressure \( p = 29.3 \) bar [8]. We have also set \( c = 1 \) since this is the weak-coupling value assuming vanishing Fermi-liquid parameters \( F_1 \) and \( F_3 \).

The structure of the A-phase-core vortex is shown in Fig. 1(a). The structure of the double-core vortex is shown in Fig. 1(b). The half cores are located on the \( y \)-axis.

III. SPIN DYNAMICS

We now place the vortex in a static external magnetic field \( B \) and study spin dynamics. This is governed by the Leggett theory [22]. Within the Leggett theory, the motion of the order parameter in spin space is purely rotational, \( A(t) = R(t)A_0 \). Here \( R \) is a time-dependent rotation matrix and \( A_0 \) is the initial order parameter. Since the order parameter of the vortex is of the correct form, see Eq. (1), we can include the time-dependence of
A in variables \( \theta_0, \hat{n} \) and \( \theta \). This means that the dynamic order parameter is of the same form as the static one,

\[
A = e^{i\varepsilon \Delta_0 R(\theta_0 \hat{n}) R(\theta)}. \tag{6}
\]

We study a holonomically constrained problem (see, e.g., [23]) where \( \theta_0(t) \) and \( \hat{n}(t) \) are given functions of time. They are determined by the bulk, i.e., they solve the equations of spin dynamics in the absence of the vortex. We take the bulk solution to be the Brinkman-Smith (BS) mode [24, 25], where the magnetization precesses uniformly about \( \mathbf{B} \). Details of the Brinkman-Smith mode are discussed later. The system we want to study is the vortex, described by the field \( \theta_0(r,t) \). The Brinkman-Smith mode then acts as an external drive for the system. In order to maintain the Brinkman-Smith mode in the presence of the vortex, energy is needed from an outside source. Experimentally this is done using a time-dependent magnetic field. In our calculations the energy source is present implicitly through the constraints.

We shall use the following geometry and notation. The \( z \)-axis of the coordinate system coincides with the vortex axis. The \( x \)-axis is chosen so that the magnetic field \( \mathbf{B} \) lies in the \( xy \)-plane. In addition to the cartesian coordinate system \( (x,y,z) \), we shall use the standard cylindrical coordinate system \( (r,\varphi,z) \), where \( r \) is the distance from the \( z \)-axis and \( \varphi \) is the azimuthal angle, measured anticlockwise from the \( x \)-axis. The tilting angle of \( \mathbf{B} \) from the vortex axis is denoted by \( \eta \), so that \( \mathbf{B} = \cos \eta \hat{z} + \sin \eta \hat{x} \).

The orientation of the vortex core in the \( xy \)-plane is described by an angle \( \zeta \). More specifically, the anisotropy vector \( \hat{b} \) of the double-core vortex, pointing from one of the half cores to the other, is given by \( \hat{b} = \cos \zeta \hat{y} - \sin \zeta \hat{x} \). Since the A-phase-core vortex is cylindrically symmetric, there is no need to define its orientation. Finally, \( \beta \) is the tipping angle of the magnetisation \( \mathbf{M} \), measured from the direction of the magnetic field, so that \( \cos \beta = \mathbf{M} \cdot \mathbf{B} \).

Figure 2 shows the definitions of the various quantities in graphical form.

As mentioned above, in Brinkman-Smith mode the magnetization precesses uniformly about \( \mathbf{B} \),

\[
\mathbf{M}_{BS} = M_{BS} R(\eta \hat{y}) R(\omega_{BS} t \hat{z}) R(\beta \hat{y}) \cdot \hat{z}. \tag{7}
\]

The precession rate is given by

\[
\omega_{BS} = \frac{\omega_L}{2} \left( 1 + \sqrt{1 - \frac{16\Omega^2}{15\omega_L^2}(1 + 4 \cos \theta_0)} \right). \tag{8}
\]

Here \( \omega_L = -\gamma_0 B \) is the Larmor frequency, \( \Omega \) is the longitudinal NMR frequency, \( \Omega^2 = 15\mu_0 \gamma_0^2 \lambda_B / \chi \), \( \mu_0 \) is the vacuum permeability, \( \gamma_0 \) is the gyromagnetic ratio of \( ^3\text{He} \), and \( \chi \) is the magnetic susceptibility of the B phase. The rotation angle \( \theta_0 \) is independent of time. If the magnetization of the sample is tipped by an angle \( \beta \leq \theta_L \), then \( \theta_0 = \theta_L \) and \( \omega_{BS} = \omega_L \). If \( \beta > \theta_L \), then \( \theta_0 \) satisfies

\[
\cos \beta = \frac{\omega_{BS} (\cos \theta_0 - 1)/\omega_L + 1}{\sqrt{\omega_{BS}^2 \sin^2 \theta_0/\omega_L^2 + [\omega_{BS} (\cos \theta_0 - 1)/\omega_L + 1]^2}}. \tag{9}
\]

This means that \( \theta_0 > \theta_L \), and so the precession rate is increased, \( \omega_{BS} > \omega_L \). The unit vector \( \hat{n} \) precesses uniformly about \( \mathbf{B} \) with the same rate as the magnetization. It can be written as

\[
\hat{n}(t) = R(\eta \hat{y}) R(\omega_{BS} t \hat{z}) \cdot \hat{n}_0. \tag{10}
\]
where
\[ \hat{n}_0 = \begin{cases} \frac{2}{\sqrt{3}} \sqrt{1 - \cos \beta} \hat{y} + \frac{1}{\sqrt{3}} \sqrt{1 + 4 \cos \beta} \hat{z}, & \beta \leq \theta_L, \\ \hat{y}, & \beta > \theta_L. \end{cases} \]

There are different ways to proceed, but a convenient one in our case is the Lagrangian formulation [26, 27]. As in mechanics, there is an angular velocity \( \omega \) related to the rotating motion of the order parameter, defined by
\[ \hat{R}_{\alpha i} = \epsilon_{\alpha \beta \gamma} \omega_{\beta R} \hat{R}_{\gamma i}. \]

Here a dot over a letter denotes differentiation with respect to time, \( \epsilon_{\alpha \beta \gamma} \) is the Levi-Civita symbol, and \( \hat{R} = R(\theta \hat{n}) R(\theta) \). In terms of \( \omega \), the Lagrangian density of the system can be written as
\[ \mathcal{L} = \frac{1}{2} \gamma_0 (\omega - \omega_L) \cdot \hat{\chi} \cdot (\omega - \omega_L) - f_D - f_G, \]
where \( \hat{\chi} \) is the magnetic susceptibility tensor and \( \omega_L = -\gamma_0 B = \omega_L \hat{B} \) is the Larmor frequency vector. In addition to the angular velocity, one can also define the generalised momentum canonically conjugate to the rotation. This is the spin density \( S = M/\gamma_0 \). The vectors \( \omega \) and \( S \) are related by
\[ S = \frac{\partial \mathcal{L}}{\partial \dot{\omega}} = \frac{\hat{\chi}}{\mu_0 \gamma_0} \cdot (\omega - \omega_L). \]

It follows from Eqs. (10) and (12) that
\[ \omega \approx \omega_{BS} + R(\theta \hat{n}) \cdot \left( \hat{\theta} + \frac{1}{2} \hat{\theta} \times \hat{\theta} - \omega_{BS} \right), \]
where \( \omega_{BS} = \omega_B \hat{B} \). Here we have kept again only the two lowest order terms in \( \hat{\theta} \). Since \( \theta_0 \) is not necessarily equal to \( \theta_L \), the second order expansion of the dipole energy is modified from Eq. (3) to
\[ f_D/\lambda_D \approx 4 \cos \theta_0 (1 + 2 \cos \theta_0) - 4 \sin \theta_0 (1 + 4 \cos \theta_0) (\hat{n} \cdot \theta) - (1 + \cos \theta_0) (1 + 4 \cos \theta_0) (\theta \cdot \theta) + 3(1 - \cos \theta_0) (4 \cos \theta_0 + 3)(\hat{n} \cdot \theta)^2. \]

The expansion of the gradient energy is still given by Eq. (4). Substituting these into the Lagrangian density and using the fact that the susceptibility in the B phase is diagonal, \( \chi_{\mu \nu} = \chi \delta_{\mu \nu} \), we derive the linearized equation of motion for \( \theta \) using the formula familiar from classical field theory [23],
\[ \frac{\partial}{\partial t} \frac{\partial \mathcal{L}}{\partial \dot{\theta}_i} + \partial_j \frac{\partial \mathcal{L}}{\partial \dot{\theta}_j} - \frac{\partial \mathcal{L}}{\partial \theta_i} = 0. \]

As a result we get
\[ \ddot{\theta} - \omega_{BS} w \times \dot{\theta} + \Omega^2 L \cdot \theta - v^2 [(1 + c) \nabla^2 \theta - c \nabla (\nabla \cdot \theta)] = 0. \]

Here \( v \) is a characteristic spin wave velocity, defined by
\[ v^2 = 4\mu_0 \gamma_0^2 \lambda_{G2}/\chi, \]
and
\[ \mathbf{w} = \mathbf{B} - \frac{\omega_{BS} - \omega L}{\omega_{BS}} \mathbf{R}(\theta \hat{n}) \cdot \mathbf{B}. \]

In the rest of the paper we shall work with dimensionless quantities, unless stated otherwise. We take the unit of length to be \( v/\Omega = 2\xi_D/\sqrt{\tau} \) and the unit of time to be \( \Omega^{-1} \). We measure the angular frequencies \( \omega_L \) and \( \omega_{BS} \) in units of \( \Omega \) and the coefficients \( C_1 \) and \( C_2 \) in units of \( R_0 \). Finally, we measure \( \theta \) in (dimensionless) units of \( R_0 \Omega/v \). In these units Eq. (18) can be written as
\[ \ddot{\theta} - \omega_{BS} w \times \dot{\theta} + L \cdot \cdot \theta - (1 + c) \nabla^2 \theta + c \nabla (\nabla \cdot \theta) = 0. \]

IV. SPIN WAVES

In this section we solve the equation of motion (21) in two different approximations. We shall see that in both cases the solution contains a part representing waves propagating away from the vortex. Since \( \theta \) and \( S \) are coupled via Eqs. (14) and (15), this means that the vortex radiates spin waves. Physically this stems from two factors. First, due to the dipole interaction, the rotating \( \hat{n} \) exerts torque on \( \theta \) at each point in space, causing it to oscillate with time. Second, because of the gradient energy, \( \theta \) at each point is strongly coupled to its neighbouring points. This means that any disturbances in \( \theta \) are propagated in space.

To obtain a solution which properly describes a vortex, we split \( \theta \) into two parts,
\[ \theta(r, t) = \theta_1(r) + \theta_2(r, t). \]

Here \( \theta_1(r) \) is a static solution with correct behaviour near the core and \( \theta_2(r, t) \) is a time-dependent deviation from the static solution. To ensure that the solution has the correct form near the core, we demand that \( \theta_2 \) vanishes when \( r \to 0 \). From Eq. (21) we then obtain
\[ \ddot{\theta}_2 - \omega_{BS} w \times \dot{\theta} + L \cdot \theta_2 - (1 + c) \nabla^2 \theta_2 + c \nabla (\nabla \cdot \theta_2) = \rho(r, t), \]
where
\[ \rho(r, t) = -L \cdot \theta_1 + (1 + c) \nabla^2 \theta_1 - c \nabla (\nabla \cdot \theta_1). \]

Since the gradient energy dominates the dipole energy near the vortex core, we take \( \theta_1 \) to minimize the gradient

free energy. Taking into account the orientation of the vortex we have
\[ \theta_1 (r, \varphi) = R(\zeta \hat{\xi}) \cdot \theta_v (r, \varphi - \zeta), \] (25)
where \( \theta_v (r, \varphi) \) is given by Eq. (5). The source term simplifies to \( \rho (r, t) = -L(t) \cdot \theta_v (r, \varphi) \). In Sec. VI we study the effect of twisting of the vortex core. There we still use Eq. (25), but with \( \zeta = \zeta (z) \). This means that we have to keep the full expression (24).

Written componentwise, Eq. (23) is a system of three coupled second-order inhomogeneous linear partial differential equations. Solving this is not trivial because of the time-dependent coefficients \( L(t) \) and \( w(t) \) and the non-laplacian gradient term \( \propto \nabla \nabla \). While the time dependence of \( L \) and \( \xi \) can be removed by transformation to a frame rotating in the spin space, the non-laplacian operator is complicated there because it is anisotropic in separate spin or orbit space rotations. In the following we study two alternative approximations. In case A we set \( c = 0 \). This removes the non-laplacian term and allows solution in the rotating frame. In case B we consider the limit of high magnetic field, \( \omega_L \gg 1 \). In this limit we may neglect the time-dependence of the coefficients \( L(t) \) and \( w(t) \) on the left-hand side of Eq. (23).

When solving the equation of motion, we shall work partly in two dimensional Fourier space. We use the convention
\[ f(k) = \int d^2r \exp(-i k \cdot r) f(r), \]
\[ f(r) = \frac{1}{(2\pi)^2} \int d^2k \exp(i k \cdot r) f(k), \]
with \( r = x \hat{x} + y \hat{y} = r \cos \varphi \hat{x} + r \sin \varphi \hat{y} \) and \( k = k_x \hat{x} + k_y \hat{y} = k \cos \varphi_k \hat{x} + k \sin \varphi_k \hat{y} \). The equation of motion in the Fourier space is then obtained by making a substitution \( \nabla \to ik \). Using the definition above, the Fourier transform of \( \theta_v \), Eq. (5), is given by
\[ \theta_v (k, \varphi_k) = -\frac{2\pi i}{k} \left[ \frac{C_1 - C_2}{2} \sin(2\varphi_k) \hat{k} \right. \]
\[ \left. - \frac{2\pi i}{k} \left[ \frac{C_1 + C_2}{2} \cos(2\varphi_k) \right] \hat{\varphi}_k. \] (28)

Here \( \hat{k} = \cos \varphi_k \hat{x} + \sin \varphi_k \hat{y} \) and \( \hat{\varphi}_k = -\sin \varphi_k \hat{x} + \cos \varphi_k \hat{y} \) are the basis vectors of polar coordinate system in Fourier space.

### A. Isotropic approximation

We start by considering Eq. (23) in the limit \( c = 0 \). Since the vector \( \hat{n} \) rotates about \( B \) at constant rate, it is convenient to use a basis where \( \hat{n} \) is constant. Mimicking the form of \( \hat{n} \) in Eq. (10) we define
\[ \theta_2 (r, t) = R(\eta \hat{y})R(\omega_{BS} t \hat{z}) \cdot \alpha (r, t). \] (29)

The equation of motion for \( \alpha \) is then
\[ \ddot{\alpha} + \omega_{BS} \hat{z} \times \dot{\alpha} - w_0 \times (\dot{\alpha} + \omega_{BS} \hat{z} \times \alpha) + L_0 \cdot \alpha - \nabla^2 \alpha = -R(-\omega_{BS} t \hat{z})R(-\eta \hat{y}) \cdot L \cdot \theta_1, \] (30)
where we have defined
\[ L_0 \cdot \alpha = \frac{2}{15} \sin \theta_0 (1 + 4 \cos \theta_0) \hat{n}_0 \times \alpha \]
\[ - \frac{2}{15} (1 + \cos \theta_0) (1 + 4 \cos \theta_0) \alpha \]
\[ + \frac{2}{5} (1 - \cos \theta_0) (4 \cos \theta_0 + 3) \hat{n}_0 (\hat{n}_0 \cdot \alpha) \]
and
\[ w_0 = \frac{4}{15} \omega_{BS} (1 + 4 \cos \theta_0) \rho R^T \hat{n}_0 \cdot \hat{z}. \] (32)

Note that the coefficients on the left-hand side of (30) are independent of time. This happens only when \( c = 0 \). The source term on the right-hand side of (30) can be written as
\[ -R(-\omega_{BS} t \hat{z}) R(-\eta \hat{y}) \cdot L \cdot \theta_1 = R \{ \rho_0 (r) + e^{-i\omega_{BS} t} \rho_1 (r) \}, \]
where
\[ \rho_0 (r) = -L_0 \cdot M_0 \cdot R(-\eta \hat{y}) \cdot \theta_1 (r), \]
\[ \rho_1 (r) = -L_0 \cdot M_- \cdot R(-\eta \hat{y}) \cdot \theta_1 (r), \]
and
\[ M_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad M_- = \begin{pmatrix} 1 & i & 0 \\ -i & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \] (36)

We now make a complex ansatz
\[ \alpha (r, \varphi) = \alpha_0 (r, \varphi) + e^{-i\omega_{BS} t} \alpha_1 (r, \varphi), \] (37)
the real part of which is the physical solution, and obtain the equations
\[ K_0 (\nabla) \cdot \alpha_0 (r) = \rho_0 (r), \]
\[ K_1 (\nabla) \cdot \alpha_1 (r) = \rho_1 (r), \]
where
\[ K_0 (\nabla) = -\nabla^2 + L_0 - \omega_{BS} [\hat{w}] \cdot [\hat{z}], \]
\[ K_1 (\nabla) = K_1 (\nabla) - \omega_{BS} l - i\omega_{BS} [\omega_{BS} \hat{z} - \hat{w}] \cdot [\hat{z}]. \] (40)
Here \([\hat{w}] \cdot [\hat{z}] \equiv [\hat{w}] \times [\hat{v}] \) and \( l \) is the identity operator. Since these equations are linear, it is convenient to solve them first in the Fourier space and then transform back to the coordinate space. In Fourier space the two PDEs are transformed into algebraic equations which are easily solved for \( \alpha_0 (k) \) and \( \alpha_1 (k) \),
\[ \alpha_0 (k) = K_0^{-1} (ik) \cdot \rho_0 (k) = \theta_{0x} (k) \sin \eta \frac{D_0}{k^2 - k_0^2}, \] (42)
\[ \alpha_1 (k) = K_1^{-1} (ik) \cdot \rho_1 (k) \]
\[ = [\theta_{1y} (k) - i\theta_{1x} (k) \cos \eta] \frac{3}{2 \sum_{j=1}^3 \frac{D_j}{k^2 - k_j^2}}. \] (43)
Here $\mathbf{D}_m$ and $k_m^2$, $m = 0, 1, 2, 3$, are obtained using partial fraction decomposition with respect to $k^2$. It can be seen that $k_0^2$ is always negative, $k_1^2$ and $k_2^2$ are always positive, and $k_1^2$ is negative at $\beta \lesssim 140^\circ$, changing to positive at larger values of the tipping angle. The explicit expressions of $\mathbf{D}_m$ and $k_m^2$ are too cumbersome to be written down here.

Next we take the inverse transform of $\alpha_i(k)$,

$$\alpha_i(r) = \frac{1}{(2\pi)^2} \int_0^{2\pi} d\varphi_k \int_0^\infty dk k e^{ikr} \cos(\varphi - \varphi_k) \alpha_i(k)$$

$$= \frac{1}{(2\pi)^2} \int_0^{2\pi} d\varphi_k \int_0^\infty dk k \left\{ J_0(kr) + 2 \sum_{n=1}^\infty i^n J_n(kr) \cos[n(\varphi - \varphi_k)] \right\} \alpha_i(k).$$

(44)

Here we have used the Jacobi-Anger expansion [28] to expand the exponential. Using $\alpha_i(k)$ from Eqs. (42) and (43), and $\theta_1$ from Eq. (25), we have

$$\alpha_0(r) = \vartheta_1(\varphi) \sin \eta D_0 \int_0^\infty dk J_1(kr) / (k^2 - k_1^2).$$

(45)

$$\alpha_1(r) = [\vartheta_1(\varphi) - i\vartheta_1(\varphi) \cos \eta] \sum_{j=1}^3 D_j \int_0^\infty dk J_1(kr) / (k^2 - k_j^2),$$

(46)

where $\vartheta_1(\varphi) \equiv \vartheta \theta_1(r, \varphi)$.

The next step is to evaluate the integral $\int_0^\infty dk J_1(kr) / (k^2 - k_1^2)$. If $k_1^2 < 0$, the integrand is finite on the positive $k$-axis and can be evaluated analytically [28]. If $k_1^2 > 0$, there is a simple pole at $k = k_1$. In this case we use the standard trick and shift the pole slightly away from the real axis by adding a small imaginary part to the denominator, $k_n \rightarrow k_n \pm i \varepsilon$, $\varepsilon > 0$. The choice of sign determines the asymptotic behaviour of the solution. We choose the positive sign since this makes the solution an outward travelling wave. The negative sign would lead to a wave travelling towards the vortex. After evaluating the integral we take the limit $\varepsilon \rightarrow 0$. As a result we get

$$\alpha_0(r) = \vartheta_1(\varphi) \sin \eta \frac{D_0}{k_0} \left[ \frac{i\pi}{2} H_1^{(1)}(k_0 r) - \frac{1}{k_0 r} \right],$$

(47)

$$\alpha_1(r) = [\vartheta_1(\varphi) - i\vartheta_1(\varphi) \cos \eta] \times \sum_{j=1}^3 \frac{D_j}{k_j} \left[ \frac{i\pi}{2} H_1^{(1)}(k_j r) - \frac{1}{k_j r} \right].$$

(48)

Here $H_1^{(1)}(x)$ is a Hankel function of the first kind. Note that both $\alpha_0(r)$ and $\alpha_1(r)$ are zero at the origin. This means that the behaviour of $\theta(r)$ near the core is determined by $\theta_1(r)$, as was claimed earlier. Using the asymptotic expansion of $H_1^{(1)}(x)$ [28], the leading order approximation of $\alpha$, valid far from the core ($r \gg 1$), is given by

$$\alpha(r, t) \approx [\vartheta_{1y}(\varphi) - i\vartheta_{1x}(\varphi) \cos \eta] \times \sqrt{\frac{\pi}{2r}} \sum_{j=1}^3 \frac{D_j}{k_j^{3/2}} e^{i(k_j r - \omega_{BS} t - \pi/4)}.$$  

(49)

This shows that far from the origin the solution indeed consists of waves propagating away from the vortex, as we claimed above.

### B. High-field approximation

We shall now consider Eq. (23) in the limit of high magnetic field, $\omega_L \gg 1$. We are again interested in a solution that is periodic in time. We therefore expand $\theta_2$ in Fourier series as

$$\theta_2(r, t) = \sum_{n=-\infty}^{\infty} \beta_n(r) e^{in\omega_{BS} t}.$$  

(50)

Since $\theta_2(r, t)$ is real, the coefficients must satisfy the relation $\beta_n(r) = \overline{\beta_{-n}(r)}$. Using the expression of $\dot{\alpha}$ from Eq. (10), the coefficients $L(t)$ and $w(t)$ in (23) can be written as

$$L(t) = \sum_{n=-2}^{\infty} \tilde{L}_n e^{in\omega_{BS} t},$$

(51)

$$w(t) = \tilde{B} + \omega_{BS}^2 \sum_{n=1}^{\infty} \tilde{w}_n e^{in\omega_{BS} t},$$

(52)

where $\tilde{L}_n = \tilde{L}_n$ and $\tilde{w}_n = \tilde{w}_n$. Plugging these into (23) yields an infinite system of coupled partial differential equations,

$$K_n(\nabla) \cdot \beta_n(r) + \sum_{m=-\infty}^{\infty} K_{n,m} \cdot \beta_m(r) = \overline{\rho}_n(r),$$

(53)

where

$$K_n(\nabla) = -(1 + c) \nabla^2 + c \nabla \nabla - \omega_{BS}^2 \left( n^2 I + i[n \tilde{B}] \right),$$

(54)

$$K_{n,m} = -i n [\tilde{w}_{n-m}] \cdot \tilde{L}_{n-m},$$

(55)

$$\overline{\rho}_n(r) = -\overline{\tilde{L}_n \cdot \theta_1(r)}.$$  

(56)

In the high-field limit we may approximate $\omega_{BS} \approx \omega_L$ for all $\beta$. Furthermore, the constant term in $K_n(\nabla)$, proportional to $\omega_{BS}^2$, dominates all the terms $K_{n,m}$, except when $n = 0$. We therefore assume that the coupling terms between different $\beta_n$s may be neglected when $n \neq 0$, and are left with

$$K_0(\nabla) \cdot \beta_0(r) + \sum_{m=-\infty}^{\infty} K_{0,m} \cdot \beta_m(r) = \overline{\rho}_0(r),$$

(57)

$$K_0(\nabla) \cdot \beta_n(r) = \overline{\rho}_n(r), \quad n \neq 0.$$  

(58)
The time-independent part \( \beta_0 \) will not carry energy, and so we will ignore it. Because of the symmetry \( \beta_n(r) = \beta_0^*(r) \), we will only consider \( n < 0 \). The equations are again easy to solve in the Fourier space, giving us the solutions of the form

\[
\beta_n(k) = \tilde{K}_n^{-1}(ik) \cdot \tilde{\rho}_n(k) = \frac{1}{\rho} \sum_{j=1}^{3} \frac{E_{n,j}(\varphi_k)}{k^2 - k_{n,j}^2}(\varphi_k),
\]

(59)

Note that the poles \( k_{n,j} \) now depend on the angle \( \varphi_k \) and so the phase velocities of the waves depend on the direction of propagation.

When taking the inverse Fourier transform we use a different technique than in the case of the isotropic approximation. This is due to the fact the \( k_{n,j} \) depend on the angle \( \varphi_k \), which makes the exact integration over \( \varphi_k \) difficult. We shall here only calculate the asymptotic solution, valid for \( r \gg 1 \), since this is sufficient to calculate the energy carried by the spin waves.

The inverse Fourier transform of \( \beta_n(k) \) is given by

\[
\beta_n(r) = \frac{1}{(2\pi)^3} \int_0^{2\pi} d\varphi_k \int_0^\infty dk e^{ikr\cos(\varphi_0 - \varphi_k)} \beta_n(k, \varphi_k).
\]

(60)

Here we made a change of variables \( \varphi_k \rightarrow \varphi_k + \varphi \) and used the 2\( \pi \)-periodicity of the integrand to shift the limits of integration back to the interval \( [0, 2\pi] \). The integral over \( k \) can be calculated by extending it to the complex plane. First, the poles of \( \beta_n \) on the real axis are shifted slightly away from the axis, \( k_{n,j} \rightarrow k_{n,j} + i\varepsilon, \varepsilon > 0 \). We choose the positive sign, since it produces waves propagating away from the origin when \( n < 0 \).

If \( \cos \varphi_k > 0 \), we integrate over the contour \( C_+ = [0, R] \cup C_R \cup [iR, 0] \), where \( C_R^+ = \{ Re^{it} | t \in [0, \pi/2] \} \) is an arc of a circle of radius \( R > 0 \) in the first quadrant. If \( \cos \varphi_k < 0 \), we use the contour \( C_- = [0, R] \cup C_R^\ast \cup [-iR, 0] \), where \( C_R^\ast = \{ Re^{it} | t \in [0, -\pi/2] \} \) is an arc of a circle of radius \( R > 0 \) in the fourth quadrant. In the limit \( R \rightarrow \infty \) the integral over \( C_R^\ast \) vanishes due to Jordan’s lemma [29]. Furthermore, in the limit \( R \rightarrow \infty \) and \( r \rightarrow \infty \), the integral over \( [\pm iR, 0] \) tends to zero sufficiently fast as a function of \( r \) so that we may neglect it. Thus \( \int_{C_R^\ast} dk \approx \int_0^\infty dk \).

On the other hand, the integral over \( C_\pm \) can be calculated using the residue theorem [29]. In the limit \( \varepsilon \rightarrow 0 \) and \( r \rightarrow \infty \) the dominant contribution comes from the poles on the real axis. Thus we obtain

\[
\beta_n(r) \approx \frac{i}{4\pi} \sum_j \int_{-\pi}^{\pi} d\varphi_k e^{ik_{n,j}(\varphi_k)r\cos \varphi_k} \frac{E_{n,j}(\varphi_k)}{k_{n,j}(\varphi_k)},
\]

(61)

when \( n < 0 \). Here \( \varphi_k = \varphi_k + \varphi \), and the sum is calculated over those values of \( j \) for which \( k_{n,j}^2 > 0 \).

The integral over \( \varphi_k \) can be calculated using the stationary phase approximation [30] which states that when \( r \gg 1 \), the dominant contribution to the integral comes from the points where the derivative of the phase \( \Psi_{n,j}(\varphi_k) = k_{n,j}(\varphi_k + \varphi) \cos \varphi_k \) vanishes. In our case there is only one such stationary point for each \( n \) and \( j \) in the interval \([\pi/2, \pi/2]\). We denote it by \( \Phi_{n,j}(\varphi) \), so that \( \Psi_{n,j}'(\Phi_{n,j}(\varphi)) = 0 \). Note that the stationary point varies with \( \varphi \). As a final result we get

\[
\beta_n(r) \approx \frac{i}{\sqrt{8\pi^2}} \sum_j \exp \left\{ i \left[ \frac{1}{2} \left( \Psi_{n,j}'(\varphi) + \frac{\pi}{4} \operatorname{sgn} \left( \Psi_{n,j}'' \right) \right) \right] \right\} E_{n,j},
\]

(62)

when \( n < 0 \). Here \( \Psi_{n,j} = \Psi_{n,j}(\Phi_{n,j}), k_{n,j} = k_{n,j}(\varphi + \Phi_{n,j}), E_{n,j} = E_{n,j}(\varphi + \Phi_{n,j}), \) and \( \Psi_{n,j}'(\Phi_{n,j}) \) is the second derivative of the phase evaluated at the stationary point.

### V. ENERGY FLUX

In the preceding section we solved the equation of motion for \( \theta \) in two different approximations. In both cases we saw that the asymptotic solution is given by a sum of cylindrical waves propagating away from the vortex axis. In this section we calculate the amount of energy carried by these waves. We take the unit of energy to be \( \chi \Omega v R_0^3/\mu_0 \gamma_0^2 \) in our calculations. The units of any related quantities can then be easily determined from the units of energy, length, and time. For example, the unit of power per vortex length is \( (\chi \Omega v R_0^3/\mu_0 \gamma_0^2) \times (1/\Omega)^{-1} \times (v/\Omega)^{-1} = \chi \Omega^3 R_0^3/\mu_0 \gamma_0^2 \).

The amount of energy stored in the system inside a volume \( V \) is given by

\[
E = \int_V dV \mathcal{H},
\]

(63)

where

\[
\mathcal{H} = \hat{\theta} \cdot \frac{\partial \mathcal{L}}{\partial \theta} - \mathcal{L} = \frac{\chi}{2\mu_0 \gamma_0^2} \left( (\hat{\theta})^2 - \omega^2_{BS} |\mathbf{m}|^2 \right) + f_D + f_G
\]

(64)

is the Hamiltonian density. The rate of change of energy is then given by

\[
\frac{dE}{dt} = \int_V dV \frac{\partial \mathcal{H}}{\partial t} = - \int_A \nabla \cdot \mathbf{A} + \int_V dV p,
\]

(65)

where \( A \) is the surface of \( V \),

\[
\Sigma_i = -(1 + c) \hat{\theta}_k \partial_i \hat{\theta}_k + c \hat{\theta}_k \partial_k \theta_i,
\]

(66)

and

\[
p = \frac{2}{5} \left( 1 - \cos \theta_0 \right) (4 \cos \theta_0 + 3) \cdot (\hat{n} \cdot \theta) (\hat{n} \cdot \theta)
\]

\[
- \frac{2}{15} \sin \theta_0 (1 + 4 \cos \theta_0) \hat{\theta} \cdot (\hat{n} \times \theta)
\]

\[
- \frac{4}{15} \Omega R_0 \sin \theta_0 (1 + 4 \cos \theta_0) \frac{d}{dt} (\hat{n} \cdot \theta).
\]

(67)
We see that two contributions affect the amount of energy inside \( V \). The volume integral of \( p \) describes the energy pumped into the system by the Brinkman-Smith mode which drives the system. The surface integral of \( \Sigma \) gives the energy flow through the surface of \( V \). Equation (65) expresses the conservation of energy. It is analogous to Poynting’s theorem in electromagnetism [31], with \( \Sigma \) playing the part of the Poynting vector, i.e., the energy flux density vector.

When solving the equation of motion, we assumed \( \theta \) to be periodic in time. This means that we study the system in dynamic equilibrium. We therefore expect that the time-averaged power, \( \langle dE/dt \rangle_t \), vanishes. This is indeed so. In dynamic equilibrium the energy absorbed into the system inside the volume \( V \) is equal to the energy flux through the surface of \( V \).

Because the vortex is uniform in the \( z \)-direction, we choose the volume \( V \) to be a cylinder of radius \( r \) with its axis on the vortex axis. Let us denote the amount of energy absorbed into the system inside the cylinder per unit time and vortex length, averaged over time, by \( P_a(r) \). Similarly, let us denote the time-averaged energy flux per vortex length out of the cylinder by \( P_f(r) \). Based on the above discussion, these are both equal. We call this common value \( P(r) \), so that

\[
P(r) = P_a(r) = P_f(r) = \int_0^{2\pi} d\varphi \sigma_r(r, \varphi),
\]

where we have defined \( \sigma_r(r, \varphi) = r \Sigma_r(r, \varphi) \). There is no net flow of energy through the upper and lower surfaces of the cylinder because of the uniformity of the vortex along its axis.

In the following we discuss the behaviour of \( \sigma_r(r, \varphi) \) and \( P(r) \) as a function of different parameters. In the numerical calculations we use the coefficients \( C_1 = C_2 = 1.33 \) for the A-phase-core vortex and \( C_1 = 3.00, C_2 = 0.08 \) for the double-core vortex. These are the values obtained from numerical calculations at \( T = 0.6T_c \), \( p = 29.3 \) bar, as we mentioned in Sec. II. In the high-field approximation we set \( c = 1 \). Finally, if not stated otherwise, we use parameters \( \beta = \theta_L, \eta = 0, \zeta = 0 \) and \( \omega_L = 2 \).

Let us start by considering the dependence of \( \sigma_r(r, \varphi) \) and \( P(r) \) on \( r \). Figure 3 shows \( P(r) \) as a function of \( r \) in the case of the double-core vortex for some values of \( \omega_L \) and \( \beta \) in the isotropic approximation, where we were able to solve the equation of motion for all \( r \). The exact form of \( P(r) \) depends on the parameters used, but the general trend is clear. \( P(r) \) starts from zero at the origin and increases monotonically within the range of a few dipole lengths \( \xi_D = \sqrt{15}/2 \). Then, within the next few dipole lengths, there are transient oscillations. Finally, when \( r \) is large, \( P(r) \) oscillates about some average value. These asymptotic oscillations stem from interference between different wave modes in Eq. (49). Their amplitude depends on \( \omega_L \) and \( \beta \), and is at its largest somewhere near \( \beta = 90^\circ, \omega_L = 1 \). There are no asymptotic oscillations when \( \beta = \theta_L \) since there is only one wave mode present.

The oscillation amplitude approaches zero at large \( \omega_L \). This is in accordance with the high-field approximation, which predicts that \( P(r) \) is independent of \( r \). The behaviour of the A-phase-core vortex is qualitatively similar.

From the form of \( P(r) \) we see that most of the energy is absorbed into the system from the region of radius...
\( \sim \xi_d \) around the vortex core. This is smaller than the usual inter-vortex distance in the experiments, which is \( \sim 10 \xi_d \). Combining this to the fact that the asymptotic oscillations of \( P(r) \) are, at least in most cases, relatively small, we can focus our interest on the average value of \( P(r) \) at large \( r \). We denote this average value by

\[
P \equiv \lim_{r \to \infty} \langle P(r) \rangle_r.
\]

(69)

Similarly, we denote the average value of \( \sigma_r(r, \varphi) \) by

\[
\sigma_r(\varphi) \equiv \lim_{r \to \infty} \langle \sigma_r(r, \varphi) \rangle_r.
\]

(70)

These are related by

\[
P = \int_0^{2\pi} d\varphi \sigma_r(\varphi).
\]

(71)

The explicit form of \( P \) is, in general, inconveniently complicated. One exception is the case \( \beta = \theta_L, \eta = 0 \). In this case we have

\[
P = \frac{\pi^2}{8} \omega_L \frac{2\omega_L^2 - 1 + \sqrt{1 + 4\omega_L^2}}{1 + 4\omega_L^2} \left( C_1^2 + C_2^2 \right)
\]

(72)

in the isotropic approximation and

\[
P = \frac{\pi^2}{8} \omega_L^{-1} \left[ \frac{3c^2 + 6c + 4}{4(1 + c)^2} \left( C_1^2 + C_2^2 \right) + \frac{2c(2 + c)}{4(1 + c)^2} C_1 C_2 \right]
\]

(73)

in the high-field approximation. Note that the high-field limit of Eq. (72) coincides with Eq. (73) when \( c = 0 \), as it should. Figure 4 shows the radiation pattern, i.e., the angular dependence of \( \sigma_r(\varphi) \). The A-phase-core vortex radiates symmetrically in both approximations. The pattern of the double-core vortex, on the other hand, is highly anisotropic. Most of the energy flow is in the direction perpendicular to \( \hat{b} \), with only a small fraction of the flow in the direction of \( \hat{b} \). We also see that the shape of the pattern is different in the two approximations. This stems from the different values of \( c \) used in the approximations.

Figure 5 shows the behaviour of \( P \) as a function of \( \omega_L \) for different tipping angles \( \beta \) in the case of the double-core vortex. In the high-field approximation \( P \propto \omega_L^{-1} \). In the isotropic approximation \( P \) behaves similarly for large \( \omega_L \), but the low-field behaviour is different. The power vanishes at \( \omega_L = 0 \) and has a maximum near \( \omega_L = 1 \). In both approximations \( P \) is an increasing function of \( \beta \) up to \( \theta_L \), beyond which it starts to decrease. The behaviour of the A-phase-core vortex is qualitatively similar.

Another interesting case to study is the dependence of \( P \) on the direction of the magnetic field. Figure 6 shows \( P \) as a function of \( \cos^2 \eta \) at three different values of \( \zeta \). As noted before, the A-phase-core vortex is symmetric and thus \( P \) is independent of \( \zeta \). The result for the double-core vortex, on the other hand, is highly dependent on \( \zeta \). The susceptibility anisotropy of the double-core vortex favours the orientation \( \zeta = \pi/2 \) in tilted field [3]. Note that in all cases \( P(\eta) = a_0 + a_2 \cos^2 \eta \) with some constants \( a_0 \) and \( a_2 \).

![Diagram](image)

**FIG. 4.** Radiation pattern of vortices, i.e., the angular dependence of \( \sigma_r(\varphi) \). Distance from the origin at a given angle represents the amount of energy flowing in that direction. The dashed black line represents the A-phase-core vortex, while the solid green line represents the double-core vortex. (a) Isotropic approximation. (b) High-field approximation. The values of \( C_1, C_2, c, \beta, \zeta, \eta, \) and \( \omega_L \) are given in Sec. V.

**VI. TWISTED VORTEX**

As mentioned in Sec. I, it is possible that the precessing magnetization of the Brinkman-Smith mode can rotate the half cores of the double-core vortex around each other, causing the vortex to twist. In this section we study how the radiation of spin waves is affected by uniform twisting of the core. This can be modelled by as-
FIG. 5. Radiated power per vortex length as a function of \( \omega L \) for the double-core vortex at six different values of the tipping angle \( \beta \). (a) Isotropic approximation. (b) High-field approximation. The values of \( C_1, C_2, c, \zeta, \) and \( \eta \) are given in Sec. V.

FIG. 6. Radiated power per vortex length as a function of \( \cos^2 \eta \) at three different values of \( \zeta \). The result for the A-phase-core vortex is independent of \( \zeta \) due to symmetry of the vortex. (a) Isotropic approximation. (b) High-field approximation. The values of \( C_1, C_2, c, \beta, \) and \( \omega L \) are given in Sec. V.

assuming that \( \zeta \) depends on \( z \) as \( \zeta(z) = \kappa z \), where \( \kappa \) is a dimensionless constant describing the amount of twisting. As a result, \( \theta_1 \) will also depend on \( z \) and there will be a new term in the equation of motion from the derivatives of \( \theta_1 \) with respect to \( z \), see Eqs. (24) and (25). For simplicity, we shall discuss here only the case \( \beta = \theta_L, \eta = 0 \).

In the isotropic approximation, when there is no twisting, there is only one wave mode present, with wavenumber \( k_0 \). When twisting increases, the solution is of the form \( \alpha(r, t) = e^{-i\omega_L st} [\beta_1(r, \varphi) + e^{-2i\kappa z} \beta_2(r, \varphi)] \).

Here \( \beta_1 \) describes a wave with the original wave number \( k_0 \), while \( \beta_2 \) describes a wave with a wavenumber \( k = \sqrt{k_0^2 - 4\kappa^2} \). Thus, when the twisting increases, there is a critical value \( \kappa_c = k_0/2 \) beyond which \( k \) becomes imaginary. Since \( \beta_1 \) is not affected by twisting, it is the only part of the solution that carries energy away from
the vortex when $\kappa > \kappa_c$. The power per vortex length is given by

$$P/P_0 = \begin{cases} 1 - \frac{1}{2} \frac{(C_1 - C_2)^2}{\omega_L^2}, & 0 \leq \kappa \leq \kappa_c \\ \frac{1}{2} \frac{(C_1 + C_2)^2}{\omega_L^2}, & \kappa > \kappa_c \end{cases},$$  \hspace{1cm} (74)

where

$$P_0 = \frac{\pi^2}{8} \frac{2\omega_L^2 - 1 + \sqrt{1 + 4\omega_L^2}}{1 + 4\omega_L^2} (C_1^2 + C_2^2)$$  \hspace{1cm} (75)

is the value of $P$ for an untwisted vortex and

$$\kappa_c = \sqrt{\frac{2\omega_L^2 - 1 + \sqrt{1 + 4\omega_L^2}}{8}}.$$  \hspace{1cm} (76)

First of all we see that $P$ is independent of $\kappa$ in the case of the A-phase-core vortex ($C_1 = C_2$) so only the double-core vortex is affected by twisting. This is again due to the cylindrical symmetry of the A-phase-core vortex. We also see that the result coincides with our earlier result (72) when $\kappa = 0$. When $\kappa \leq \kappa_c$, power decreases quadratically with $\kappa$. When $\kappa > \kappa_c$, $P$ is constant. Figure 7(a) shows the ratio $P/P_0$ as a function of $\kappa/\kappa_c$ at $\omega_L = 2$. Figure 7(b) shows $\kappa_c$ as a function of $\omega_L$.

In the high-field approximation there are more wave modes present when $\kappa \neq 0$. This makes things more complicated. It is, however, easy to calculate what is the maximal effect of twisting. Two of the modes are independent of $\kappa$. The remaining ones all have a critical value $\kappa_c(i)$, so that the $i$:th mode disappears when $\kappa > \kappa_c(i)$. When $\kappa > \kappa_c \equiv \max\{\kappa_c(i)\}$, the power attains its minimum value

$$P_{\text{min}} = \frac{\pi^2}{16} \omega_L^{-1} (C_1 + C_2)^2.$$  \hspace{1cm} (77)

This is in accordance with the high-field limit of Eq. (74).

Both approximations therefore show the same qualitative behaviour. Twisting of the vortex core reduces the radiated power up to some saturation point $\kappa_c$. Further twisting has no effect on the power.

**VII. COMPARISON WITH EXPERIMENTS**

In this section we compare the results above with experimental results from Refs. [4] and [5]. We include only the dissipation by spin wave radiation in the quantitative comparisons, although we know that the Leggett-Takagi relaxation also contributes [7]. For simplicity, we use the isotropic approximation. For the double-core vortex we use $C_2/C_1 = 0$, as vortex-structure calculations indicate that $C_2$ is small, and $\zeta = \pi/2$, which is favored by susceptibility anisotropy. This leaves $C_1$ as the only free parameter. To compare theory with experiments, we first determine $C_1$ that gives the best fit to the measured values. After that, we compare the fitted value of $C_1$ with the one obtained from numerical solution of the vortex structure. Unless otherwise mentioned, the experiments were done using $p = 29.3$ bar, $B = 14.2$ mT, $\eta = 0$, and $\beta = \theta_L$.

Figure 8 shows the absorption per vortex length as a function of $\cos^2 \eta$. The experimental data is taken from Fig. 2 of Ref. [4]. There are three different data sets shown in the figure, one for the A-phase-core vortex at $T = 0.60 T_c$ and two for the double-core vortex at temperatures 0.48$T_c$ and 0.60$T_c$. Each of these would seem to obey the rule $P(\eta) = a_0 + a_2 \cos^2 \eta$, as noted in [4]. This is also predicted by theory. Theoretical curves shown in the figure use parameter $C_1$ fitted to the experimental data. For the A-phase-core vortex we obtain $C_1 = 1.66$. For the double-core vortex we obtain $C_1 = 5.81$ at $T = 0.48 T_c$ and $C_1 = 4.20$ at $T = 0.60 T_c$. Note that since we have assumed $C_2 = 0$ for the double-core vortex, theory predicts that the constant $a_0$ vanishes, which seems to be contrary to the experimental data. Similar problem appears with the Leggett-Takagi relaxation, which also has quadratic dependence on $C_1$ and $C_2$ [7].

Figure 1 in Ref. [5] shows that the measured absorption decreases when the magnetic field is increased from 14.2 mT to 28.4 mT. We study the ratio $\varrho = P(28.4 \text{mT})/P(14.2 \text{mT})$ near $T_\gamma$, which is the phase transition temperature between the core structures. The measured values are $\varrho = 0.68$ for both vortex types. Theory predicts $\varrho = 0.54$. As a comparison, the absorption by the Leggett-Takagi relaxation is field-independent, while the absorption by spin diffusion increases quadratically with the field.

Figure 9 shows the absorption as a function of temperature for the double-core vortex. The experimental data is taken from Fig. 1 of Ref. [4]. Since the temperature range is quite narrow, 0.48$T_c < T < 0.60 T_c$, we assume that we can approximate $C_1$ by a linear function $C_1(T) = AT/T_c + B$. The coefficients $A$ and $B$ can be calculated using the values $C_1(0.48 T_c) = 5.81$ and $C_1(0.60 T_c) = 4.20$ we obtained above. The theoretical curve shown in the figure uses this linear approximation for $C_1$. The clear temperature dependence is in contrast to the Leggett-Takagi relaxation, where the absorption is essentially temperature-independent [7].
Next we consider the effect of twisting the double-core vortex. According to Ref. [4], the measured ratio \( \eta_{\text{twist}} \) between the absorptions in the twisted and untwisted states of the double-core vortex is \( \eta_{\text{twist}} = 0.83 \) at \( T = 0.5T_c \) and \( \eta_{\text{twist}} = 0.87 \) at \( T = 0.6T_c \). These are in keeping with theory, which predicts that \( 1/2 \leq \eta_{\text{twist}} \leq 1 \). The measured values of \( \eta_{\text{twist}} \) correspond to \( \kappa/\kappa_c = 0.58 \) and \( \kappa/\kappa_c = 0.51 \), or \( \kappa = 0.68 \) and \( \kappa = 0.66 \), respectively.

Based on the numerical solution of the double-core vortex structure, the value \( C_1 = 3.7 \) was obtained in Ref. [8] at \( T = 0.5T_c \). This is by a factor of 2/3 smaller than the value obtained from the fitting procedure above. Since the absorption is quadratic in \( C_1 \), approximately one half of the measured absorption is explained by this value of \( C_1 \). Better agreement is obtained in the temperature dependence. Based on the vortex structure calculation, \( C_1(0.6T_c)/C_1(0.5T_c) = 0.81 \). This is close to the value 0.75 obtained above (Fig. 9).

To summarize, we have compared the theoretical model of dissipation by spin wave radiation with experiments reported in Refs. [4] and [5]. Without any adjustable parameters, it explains the order of magnitude of the absorption. What is more, it accounts well for the dependencies of the absorption on the direction and the magnitude of the magnetic field, on temperature, and on twisting. With the Leggett-Takagi relaxation, only the dependence on the field direction can be understood. Thus it seems that major part of the absorption is explained by radiation of spin waves. Including both the spin wave radiation and the Leggett-Takagi relaxation in the analysis would lead to better agreement with experiments, especially in the magnitude of the absorption. Possible reasons for the remaining problems may be the inadequacy of the weak-coupling theory to calculate the absorption at large tipping angles is more sensitive to the vortex-core structure than the frequency shift at small tipping [1, 11]. The latter is determined by susceptibility anisotropy, which is only partially dependent on the core structure.

![Graph showing absorption as a function of temperature](image1)
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VIII. CONCLUSIONS

We have studied spin dynamics of superfluid $^3$He-B in the presence of an isolated vortex. The vortex perturbs the uniformly precessing magnetization and gives rise to spin waves. These waves carry energy, causing dissipation in the system. We calculated the amount of dissipation and its dependence on several parameters. Good agreement with experiments indicates that spin wave radiation is the dominant dissipation mechanism for vortices in the intermediate-temperature range.
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