Abstract—Promoting exploratory movements through contingent feedback can positively influence motor development in infancy. Our ongoing work gears toward the development of a robot-assisted contingency learning environment through the use of small aerial robots. This paper examines whether aerial robots and their associated motion controllers can be used to achieve efficient and highly-responsive robot flight for our purpose. Infant kicking kinematic data were extracted from videos and used in simulation and physical experiments with an aerial robot. The efficacy of two standard of practice controllers was assessed: a linear PID and a nonlinear geometric controller. The ability of the robot to match infant kicking trajectories was evaluated qualitatively and quantitatively via the mean squared error (to assess overall deviation from the input infant leg trajectory signals), and dynamic time warping algorithm (to quantify the signal synchrony). Results demonstrate that it is in principle possible to track infant kicking trajectories with small aerials robots, and identify areas of further development required to improve the tracking quality.

I. INTRODUCTION

The ability of humans to perform movements early in life sets the basis for developing more complex motor patterns later; an example is alternating kicking [1], which is suggested to be a precursor of walking [2], [3]. On the other hand, motor delays early on may have a significant impact on lifelong mobility [4], [5]. Applying early interventions can change the course of motor development [6], [7], especially if these involve stimulation of active motor exploration [8], [9]. The mobile contingency paradigm is an example of the latter [10]. Studies that utilize this paradigm show that infants are able to learn new motor actions by adjusting their limb movements to gain a reward from a mobile toy in the environment; the motion correspondence between the mobile toy and the infant result to alterations in rate, amplitude and coordination of infants’ kicking [11]–[15]. Recently, a robotic overhead mobile system was introduced to promote kicking actions [16].

Robots have been increasingly gaining presence in early intervention paradigms. The goal is to encourage motor exploration in infants through imitation and reward-based interactions [17]–[19]. A relevant paradigm to this paper involves the use of a humanoid robot to encourage single-leg kicking actions in infants while sitting [20]. Often in these paradigms, robots need to recognize and match infant motion patterns.

Previous studies with adults have addressed this topic. Controllers have been developed to maintain balance of humanoid robots while tracking a given reference of human motion. [21], [22]. Similarly, human leg motion data have been mapped to humanoids [23]–[25], and leg task models have been used to achieve learning from observation in humanoid robots for dancing and stepping [26]. In our work, we are gearing toward the deployment of small aerial robots to provide contingent rewards and promote limb movements in infants. Currently, limited information exists on the use of aerial robots and associated motion controllers to achieve efficient and highly-responsive robot flight that can match infant limb movements.

Aerial robots allow motion in different directions, amplitudes, and velocities, which can be very useful for our paradigm that requires more complex actions from the mobile. In general, aerial robots can interact with humans and react to gestures in a personalized manner [27], [28]. In our case, we need the aerial robot to be able to match its flight characteristics to infant motion produced during spontaneous kicking. Previously, acquisition and processing of body signals (from adults) using body - machine interfaces have been used for the generation of control inputs for aerial robots [29]. Similarly, our main objective is to assess the feasibility of using an aerial robot for the mobile paradigm by determining whether the robot is able to generate infant kicking motion through the use of specific controllers. This is the first step leading to the development of our robot-assisted learning environment.

II. METHODS

A. Acquisition of Infant Kicking Trajectories

A dataset of infant leg movements was compiled from open source videos from YouTube and publicly available videos from previous studies [13], [15] using the search terms “infant kicking” and “infant kicking supine.” Videos from 10 infants less than six months of age were considered. A total of 13 video segments (shown in bold font in Table I) were selected based on the following inclusion criteria: (i) infant was placed in the supine position; (ii) infant’s full body was visible and their trunk/pelvis was motionless; (iii) camera was stationary and placed on the side of the infant; (iv) some known real - world object could be identified in the video to use as a calibration measure (in cases where no such object could be identified, and the infant gazed at the camera, their cornea was used for calibration [30]); (v) segment length was...
greater than eight seconds in an effort to obtain most kicking cycles possible (ranging from less than one to more than eight seconds [31]). Video segments were used to digitize a point on the ankle joint and obtain its two-dimensional position at every frame.

TABLE I: Subjects and Video segments

| Subject ID | Age [months] | Segments [number] | Duration [sec] |
|------------|--------------|-------------------|---------------|
| S1         | 3            | 1                 | 25.33         |
| S2         | 2            | 5                 | 9.98, 6.87, 2.47, 10.24, 9.74 |
| S3         | 6            | 3                 | 2.77, 4.67, 9.31 |
| S4         | 3.5 - 4.5    | 1                 | 11.87         |
| S5         | < 6          | 2                 | 6.26, 8.60    |
| S6         | 2            | 1                 | 30.73         |
| S7         | < 6          | 2                 | 5.17, 8.17    |
| S8         | 3            | 1                 | 163.33        |
| S9         | 3            | 2                 | 46.98, 9.54   |
| S10        | < 6          | 1                 | 20.92         |

B. Aerial Robot Dynamic Modeling and Control

The Crazyflie 2.0 quadrotor aerial robot (Fig. 1) was used. The selection of the specific robot was based on its small form factor and low weight (the robot weighs 27 g including an I-cell 240 mAh battery and measures 92 mm W. x 92 mm H. x 29 mm D. motor-to-motor and including motor mount feet), which render it safe for use in an environment with infants.

The robot was tasked to operate in the $x - z$ plane, but robot dynamics and control were not explicitly constrained to be planar so as to facilitate future work that will focus on complete 3D flight. With reference to Fig. 1, the force and moment produced by each rotor $i = 1, \ldots, 4$ are given by $||F_i|| = F_i = k_f \omega_i^2$ and $||M_i|| = M_i = k_m \omega_i^2$, respectively (bold font symbols denote vectors). Thrust ($k_f$) and moment ($k_m$) coefficients are typically estimated experimentally; in our case we used those reported by the robot manufacturer (we used stock components only). Force and moment equilibrium enable computation of the total thrust and moment vectors as

$$
\begin{align*}
\mathbf{F} &= F_1 + F_2 + F_3 + F_4 - mg \mathbf{z}_s , \\
\mathbf{M} &= M_1 + M_2 + M_3 + M_4 \\
&\quad+ l \mathbf{s}_b \times F_1 + l \mathbf{\dot{s}}_b \times F_2 - l \mathbf{s}_b \times F_3 - l \mathbf{\dot{s}}_b \times F_4 ,
\end{align*}
$$

where $m$ and $l$ are the mass and arm length of the robot, and $g$ denotes the gravity constant. Indices $s$ and $b$ indicate quantities expressed in the inertial $\{s\}$ and body $\{b\}$ frames, respectively; hatted symbols correspond to unit vectors.

We can then derive the dynamic equations of motion for the aerial robot as follows.\(^2\) Translational dynamics is given by

$$
\mathbf{m} \ddot{\mathbf{p}}_b = \begin{bmatrix} 0 \\ 0 \end{bmatrix} + R_{sb} \begin{bmatrix} 0 \\ F_1 + F_2 + F_3 + F_4 \end{bmatrix} , \tag{1}
$$

with $R_{sb}$ the rotation matrix expressing the orientation of frame $\{b\}$ in terms of frame $\{s\}$. The rotational dynamics is given by

$$
\mathbf{I}_b \begin{bmatrix} \dot{\omega}_x \\ \dot{\omega}_y \end{bmatrix} = \begin{bmatrix} \frac{l(F_2 - F_4)}{2} \\ \frac{l(F_3 - F_1)}{2} \end{bmatrix} + \begin{bmatrix} \omega_x \\ \omega_y \end{bmatrix} \times \mathbf{I}_b \begin{bmatrix} \omega_x \\ \omega_y \end{bmatrix} , \tag{2}
$$

where $\mathbf{I}_b$ is the $3 \times 3$ inertia matrix and $\omega_b = [\omega_x, \omega_y, \omega_z]^T$ is the robot angular velocity expressed in the body frame.

The control input to the robot contains the thrust and moments about the three axes. Letting $\gamma = \frac{k_f}{k_m} = \frac{M_i}{F_i}$ yields $M_i = \gamma F_i$; the control input can be compactly written as

$$
\mathbf{u} = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 0 & l & -l & 0 \\ -l & 0 & l & 0 \\
\gamma & -\gamma & \gamma & -\gamma \end{bmatrix} \begin{bmatrix} F_1 \\ F_2 \\ F_3 \\ F_4 \end{bmatrix} . \tag{3}
$$

While dynamics (1)–(2) with control input (3) are necessary to describe the robot’s motion, they are not sufficient to link to specific tasks for the robot, such as for example waypoint navigation or trajectory tracking (as in this work). In such cases it is needed to add a higher-level controller that tracks the evolution of robot state (or a subset of it, for instance positions in space) over time and determines lower-level control inputs (3) to minimize state tracking errors. To this end, we considered position control of the aerial robot. Desired position commands matched the extracted 2D tracked position of infant kicking trajectories, and were sent to the robot at rates matching the input video frame rates (Table I). While other types of controllers are applicable (e.g., velocity control or commanding accelerations directly), we elected here to use position control so as to match the type of input data and measured data available to us (in both cases positions).\(^3\) We have considered two types of controllers, a proportional-integral-derivative (PID) controller tested in physical experiments, as well as a nonlinear controller [33], [34] tested in both simulation and physical experiments. Specific details for the simulation and physical experiments are provided next.

\(^2\) Derivations are based on the Newton-Euler dynamics formulation. Additional details can be found in works such as [32].

\(^3\) While in simulation we have access to simulated robot velocity, in physical experiments we only had access to measured robot position. To ensure the gap between simulation and physical experiments remains as small as possible, we used simulated robot position alone in simulation.
C. Simulation and Physical Experiments Setup

Simulations were run using the Robot Operating System (ROS). Main files to input desired trajectories, collect and log the robot’s output position, and to analyze collected position data were written in Python. For execution of robot commands we used an open-source package [35] integrated with ROS. The package provides an implementation of the nonlinear controller employed herein [33], [34]. For state propagation in simulation, computed lower-level control inputs were passed on dynamics (1)–(2) and output thrust and moments were used to determine the next state of the simulated robot based on rigid body motion fundamentals. The updated state was then fed back to higher-level controller, and the loop continues.

The physical experiments follow closely the simulation setup. The nonlinear controller is exactly the same as in simulation. For the linear PID controller we used a cascaded control structure. Only the position is directly controlled by the algorithm, whereas the robot’s attitude is determined implicitly by the position controller and then fed into an attitude controller to determine desired angular rates. Computed linear accelerations and angular rates are then passed via the robot’s equations of motion to link to desired motor thrusts. The robot’s firmware (provided by the manufacturer) maps commanded thrusts into rotor angular velocities. A 32-bit, 168 MHz ARM microcontroller is responsible for onboard flight control computation. Desired commands (e.g., waypoints) are transmitted from a PC workstation to the robot wirelessly via a 2.4 GHz USB radio. As in simulation, the same open-source software [35] was used to communicate high-level commands to the robot, while the robot’s firmware ensures the computed rotor angular velocities are achieved. All software was run in ROS, which facilitates code re-use between simulation and physical experiments. Robot real-time position and orientation measurements were provided by an 8-camera motion capture system (Optitrack Prime X22).

III. RESULTS AND DISCUSSION

Overall, simulation results demonstrate that the quadrotor can track infant leg motion trajectories across all cases. Tracking infant trajectories in physical experiments with the robot is also attainable, yielding in the meantime interesting insights regarding the various types of motion that can be tracked by the current standard of practice quadrotor controllers (linear PID and nonlinear geometric).

Figure 3 highlights leg position trajectories and outputs from simulation and physical experiments in the most illustrative case studies. From a qualitative analysis standpoint, we observe that in simulation the robot can track well the leg trajectory when the latter is aperiodic. Tracking periodic...
Fig. 3: Examples of leg position data (In) obtained from different subjects and position data obtained from the simulation (left) and physical experiments (right) with the quadrotor (top to bottom, subjects: S1, S3, S4, S5, S7, S8).

signals (panels in rows 4 and 6 in Fig. 3) is found to be less efficient as it is possible to have phase lag and amplitude errors. We also observe that tracking of very fast increasing in amplitude signals (panels in rows 2 and 3 in Fig. 3) is possible but with some delay. Qualitative analysis of simulation results indicates that tracking infant kicking motion with an aerial robot is in principle feasible. In physical experiments, the same observations made in simulation also hold. However, we notice much more pronounced phase lag (in periodic parts of the signals) and delays (in fast increasing in amplitude signals). We also notice that some times rapid movements with opposite velocity (i.e. chattering portions of the signal) are filtered out by the controller which makes the robot track the average of the signal (best observed at panels in row 3 in Fig. 3). Further, the nonlinear controller has a better performance overall than the linear PID controller, especially as the input signal becomes more variable.

These qualitative findings are also supported via quantitative analysis. First, we computed the mean-squared error (MSE) between ground-truth data and the quadrotor output positions for each case (and both in simulation and physical experiments). The MSE can provide a quantitative score that describes the level of error using an one-to-one correspondence between the elements of the two time series being compared. With reference to Table II, in simulation the MSE attains lower values compared to physical experiments, consistent with the qualitative analysis. As discussed above, physical limitations and system delays when using the physical quadrotor contribute to higher MSE. Minimum MSE values appear without any specific pattern in different tracks for both controllers that were tested (PID, and nonlinear). The maximum MSE was observed in S5-T2 where the infant’s motion rapidly forms a quick sustained cyclic pattern but the robot is unable to reach the same magnitude at the same rate as the infant’s sustained kicking pattern. For S4-T1 there are no significant variations in motion along the x axis as the infant maintains an approximately 90 deg knee flexion, which in turn results in a stable MSE for both controllers. Overall, all MSE values computed are less than 0.01 m².

In addition, since the MSE cannot quantify the synchrony between the different time series (which can be readily observed in the signals), we propose to use the Dynamic Time Warping algorithm (DTW) to temporally align the input and output data time series. Each of the line segments encodes an element correspondence (one-to-one or more) between the two discrete signals. DTW can provide optimal alignment between time series by computing a minimum distance path between two time series and creating a distance matrix. At each iteration the algorithm computes the minimum distance

\[ d(i, j) = |A_i - B_j| + \min(D[i-1, j-1], D[i-1, j], D[i, j-1]) \]

where (i, j) are the indices corresponding to elements of each time series, \( A_i \) and \( B_i \) are the values at those indices and \( D[*, *] \) are elements of the distance matrix. A zero distance value for the DTW minimum path implies absolute matching between the time series [36]; Fig. 6 and Fig. 7 demonstrate illustrative examples of DTW minimum paths for cases of high and low temporal alignment matching, respectively. A good alignment path does not deviate far from the diagonal.
With reference to Table III, we observe simulation values \( d_x \in [0.23, 4.15] \) in the x axis and \( d_z \in [0.14, 5.73] \) in z axis. Both minimum values (in x and z axis) are observed for S3-T3. In this case the infant retains a leg extension for the majority of the tracked duration and hence the motion is smooth. Both maximum values for the simulation are observed for S5-T2.

Simulation values were significantly lower than those in the physical experiments. Regarding the physical experiments, in most of the cases the nonlinear controller minimized the DTW distance in both axes. The minimum values in x axis were found in S2-T4 for the PID controller and S2-T1 for the nonlinear controller. The minimum DTW distance values in z axis were found in S2-T4 for PID and S9-T2 for the nonlinear controller. In the case of S2, the infant appears to retain a knee extension for most of the tracked session, whereas in the case of S9 the infant appears to retain a constant knee flexion throughout the tracked session hence the curve is smooth. The maximum distance values were found in S8-T1, for both axes and both controllers. It is hypothesized that this large value is associated to the larger time duration of the tracked session, which direct effects the calculation of DTW distance values (which is additive). However, graphically, the corresponding minimum path color map the does not deviate far from diagonal. While the obtained results are overall consistent with the qualitative analysis, additional data would be required to run a proper statistical analysis to further associated observed patterns to DTW outputs.

**IV. Conclusion**

In this work we investigated the feasibility of small-scale quadrotor aerial robots to track the evolution of the position of infants’ legs motion while kicking and in a supine posture. Infant kicking trajectories were obtained by annotating videos available online. Quadrotor flight was performed in both simulation (to confirm preliminary feasibility testing) as well as via physical experiments. We tested the efficacy of two standard of practice controllers; a linear PID and a nonlinear geometric controller. The ability of the robot to track infant kicking trajectories was evaluated both qualitatively and quantitatively. The MSE was used to assess overall deviation from the input (infant leg trajectory) signals, while the dynamic time warping algorithm was used to quantify the synchrony. Overall we demonstrated that it is possible to track infant kicking trajectories with small-scale quadrotors, and gathered insights.
regarding areas that require further investigation. Importantly, phase lag between input and output experimental signals was at cases much higher than in simulation, and DTW helps offer a way to indicate when phase lag may increase beyond a desired threshold; this could be used as the means to switch the controller employed by the robot to improve tracking.

In future work we seek to integrate multi-modal sensing (e.g., employ inertial measurement units (IMU) alongside motion capture) to track a larger subset of the robot’s state (position, orientation, linear/angular velocities and accelerations). Moreover, we plan to extend the dataset of videos displaying infant kicking motion in supine position and evaluate how principle of machine learning could be used to generate synthetic output trajectories for the aerial robot.
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