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Adequate air ventilation systems and maintaining environmental air quality are essential things that need to be considered to create an excellent industrial environment in a company. Operating or maintaining ecological air quality is a challenge for companies to optimize the existing work environment. Especially at the economic and business level in the company are facing the main problems. In this case, monitoring and predicting future air quality are needed to maintain air quality conditions. PM10 concentration, humidity, and temperature were used to predict annual and seasonal indoor air quality using a recurrent neural network (RNN) and long short-term memory (LSTM). In this paper, we propose the IAQP method for air quality management systems that combines indoor air quality forecasting based on real-time data. To measure indoor air quality, we predict the outcome from the IIoT sensor and LoRa sensor. The result of prediction is that the multilevel RNN model outperformed the LSTM, as the model demonstrated excellent results and feasibility.

1. Introduction

Atmospheric dynamic and meteorological conditions play an influential role in determining air quality conditions from one season to another. The World Health Organization explained that 30% of newly constructed and industrial companies cause serious indoor air quality (IAQ) problems [1]. Production losses and medical costs should be considered, as they are among the highest expenses that can degrade a company’s performance [2]. In industrial companies, pollution is a high-impact problem that can create unhealthy working environments. A company’s IAQ should be maintained efficiently to provide employees with healthy and comfortable working environments [3]. In the industrial sector, IAQ is generally assessed by measuring particulate matter 10 (PM10) particles, temperatures, and humidity [4].

In the cleanroom of a semiconductor factory, air quality is among the primary concerns. Entry and exit into the cleanroom can change particle amounts, humidity, and temperature. In industrialized countries such as South Korea, 80%-90% of the population spends their time inside buildings and companies [5]. The consequences of persistent air pollution, such as nose, eye, and throat irritation, which manifests shortly after exposure to pollutants, are harmful to human health. Therefore, such environments can generate harmful indoor pollutants. The primary pollutants inside a cleanroom are PM10, which should be considered to maintain the environment quality. Other pollutants that should be considered include carbon monoxide (CO), sulfur dioxide (SO2), carbon dioxide (CO2), formaldehyde (HCHO), nitrogen dioxide (NO2), ozone (O3), total suspended particles, and total volatile organic compounds (TVOC) [6]. Several studies have established the importance of good air quality and strong correlations between exposures to PM [7, 8]. Hung et al. proposed a monitoring system with low-cost materials called uSense and showed real-time concentrations of pollutants around a city [9]. Specifically, uSense can distribute a considerable amount of data and is profitable. Moreover, the system was implemented through an onsite experiment [10]. The measurements of PM2.5 exert
significant effects on investigation results. Typical PM2.5 sources are industrial exhaust, coal-burning exhaust, and machine exhaust released outdoors. Thus, several researchers focused on the design architecture of sensors for measuring PM2.5 concentrations [11]. Elbayoumi et al. proposed an IAQ system for detecting sources that can influence air quality conditions [12]. In [13, 14], the IAQ monitoring models were introduced and the results showed the conditions of indoor and outdoor air quality containing PM10 and PM2.5. Several optional tests for testing a cleanroom are available, such as the airborne particle count for ultrafine or microparticles; airflow test; air pressure difference tests; installed filter system leakage test; airflow direction tests and visualization; temperature, humidity, and electrostatics tests; particle deposition tests; recovery tests; and containment leak tests [15, 16]. However, most of the manuscripts only focused on monitoring IAQ systems without considering the depth and breadth applications for predicting environmental conditions. Therefore, the demand for IAQ prediction (IAQP) increased, thereby leading to the prediction of air pollutants in living and working spaces. The primary purpose is to predict a situation before it worsens and causes problems.

In this study, the proposed framework elucidated the real-time monitoring of multiple sensors and communication modes and their ability to meet various IAQ prediction requirements in the IoT environment. Using multiple sensors for monitoring was more effective than using single or few sensors. In addition, different communication interfaces were illustrated for cleanroom and changing room-monitoring scenarios. However, researchers developed PM1.0, PM2.5, and PM10 modelling to predict IAQ. Based on difficulties, the prediction model with acceptable accuracy was expanded [14, 17]. Certain parameters, such as air exchange rates, outdoor air pollutants, and meteorological parameters, are considered to realize IAQP [18]. This manuscript is aimed at providing prediction results using deep learning methods, such as a multilevel recurrent neural network (multilevel RNN) and long short-term memory (LSTM). The time series model uses the historical data of the corresponding parameters relating the seasonal and environment aspect.

IAQ is the air quality within and around buildings and structures. The main factors that are responsible for IAQ are particles, microbes, pets and pests, humidity, ventilation, and temperature. Among those factors, we have discussed monitoring of temperature, humidity, and particles which are considered the strong factors of IAQ. In [19], the authors observed a positive correlation between the daily variations in relative humidity (RH) and PM10 concentrations. A higher value was observed during the night time and early morning, with lower values occurring during the afternoons. This rapid drop in PM10 tends to coincide with when RH reaches a value of around 75%. Similarly, in the case of temperature, there is a negative correlation with the PM10. When the temperature reaches to maximum during the daytime, the PM10 concentrations tend to be at their lowest. Conversely, while temperature reaches to minimum overnight, the PM10 levels are at their highest [19]. Since the air quality is affected by those factors, it is very important to monitor and predict them for ensuring the better quality of air in the room. This model uses continuous measurements repeatedly until the data are sufficient for prediction. In terms of predicting seasonal situations, first, this study focuses on predicting the PM10 status inside the cleanroom of a semiconductor factory. Second, the results are compared with the observed PM10, humidity, and temperature data. This work has been designed and developed integrated sensors and communication modes for measuring the indoor and outdoor air quality. Finally, the study conclusions are presented. This paper is arranged as follows: the methodology is described in Section 2, and the experimental setup for indoor and outdoor conditions is comprehensively addressed in Section 3. The paper result and discussion for the performance evaluation of the suggested technique is demonstrated in Section 4. Finally, this paper is concluded in Section 5.

2. Methodology

To provide people with comfortable indoor environments and improve IAQ, a new IAQP scheme is developed for air quality management. Several communication techniques were used in the proposed IAQDs because of different locations of the cleanroom from the gateway. A time series prediction model is used to provide comprehensive results in terms of daily working time, thereby managing the IAQ inside a semiconductor cleanroom. This study conducts three sets of experiments, specifically, two classes of indoor and one class of outdoor experiments. Industrial Internet of things (IIoT) devices are used to monitor the air quality inside the cleanroom, and a LoRa IoT device is used to monitor the outdoor air quality.

2.1. Communication Interface. In this section, different communication techniques are discussed. The advantages of RS485 are low hardware cost, shortest time delay, and low packet drop rate. But, for the long-distance communication, the overall performance is relatively bad due to high-cost wired connection. However, LoRa is a physical-layer system, which is a long-distance wireless transmission [20] system focusing on the distribution of the spectrum connection. In addition, it has advantages in terms of low energy consumption; LoRa is application-based technology and does not need a direct physically wired connection. Table 1 shows the differences among various communication interfaces based on their performance parameters.

In the field of integrated wireless communications, LoRa’s spread spectrum architecture can shift the balance between the transmission power consumption and transmission distance and completely change conditions [21]. Table 2 shows the overall and provisional analyses of the proposed IAQDs with various communication interfaces and systems in the recent literature.

2.2. Cleanroom Environment Classification. Cleanrooms are closed spaces or areas built specifically to control and collect a limited amount of airborne particles (air contaminants)
and regulate temperature, humidity, air pressure, airflow patterns and air pressure, air movement, vibrations, noise environment, and form and number of microorganisms. Airborne particle contamination is conducted, regulated, and used inside a cleanroom to reduce the introduction, generation, and retention of particles in the room. Generally, the cleanroom technology is divided into three parts, namely, design, testing, and operation [26]. The semiconductor manufacturing industry, which manufactures processors for computers, automobiles, and other machines, is a huge consumer of cleanrooms. Semiconductors are manufactured in cleanrooms with extremely high cleanliness levels to mitigate contamination issues. Contaminants from molecules can be caused by outgassing, oil vapor, alcohols, paints, glues, epoxies, aromatics, and so on [22].

However, there are two types of cleanrooms: turbulent-ventilated cleanrooms and unidirectional-ventilated cleanrooms. Turbulent- and unidirectional-ventilated cleanrooms are also known as “nonunidirectional flow” and “laminar flow” cleanrooms, respectively. In the unidirectional-ventilated model, air sweeps through the room and exits through the floor, thereby cleaning the room of air pollution. In the turbulent-ventilated model, significant considerations include the number and location of air supply diffusers [22], which is shown in Figure 1. Generally, in an air-conditioned room, it is located where the air supply enters the room as an air-dispersing system to ensure satisfactory air mixing in the room and reduce the draft caused by high air velocity.

As shown in Figure 2, in some conventional ventilated cleanrooms, diffusers are not employed owing to the discharging of supplied air directly into the cleanroom. To obtain unidirectional flow and satisfactory conditions for controlling air contamination, this approach was chosen under a filter [22]. As illustrated in Figure 1, improved conditions can be obtained using the “dump” technique below the air supply area. However, the adequate number and size of the diffusers should be determined to promote improved air mixing. If conditions in critical areas must be improved, then ensuring satisfactory air mixing in the cleanroom through diffusers and using unidirectional cabinets or workstations in the critical areas would be safe. If the “dump” method is selected, then ideally, the filters should be uniformly distributed throughout the space. Moreover, the filters can be classified to maintain the environment to be kept clean. However, the dirtiest part determines the quality of the cleanroom, which can indicate a low PM classification [26].

### 2.3. Particle Classification

A widespread distribution of airborne PM can be observed in the atmosphere. The concentration, particle size, and chemical characteristics of PM can vary considerably over time and space [23]. Therefore, the origin of particles within a certain range should also be considered. Although produced nanoparticles are not associated with ambient PM, they should be included as inhalable particles [24]. As shown in Figure 3, the aerodynamic
diameter, which is defined as the diameter of a spherical particle with a density of 1 g/cm$^3$ and the same rate of settling as the particle to be characterized, is a feasible expression of particle size [25].

Airborne PM classifications are described under three room conditions, namely, as-built, at-rest, and operational conditions. As-built conditions imply a completed installation and the absence of manufacturing equipment, materials, and workers. At-rest conditions indicate the absence of staff, and the operational status means that a factory is operating under the prescribed manner and specified work, with numerous staff present. For every particle size $D$ considered, the maximum permissible particle concentration is $C_n$ [22].

$$C_n = 10^N \times \left(\frac{0.1}{D}\right)^{2.08}.$$  \hspace{1cm} (1)

Moreover, $N$ is the ISO classification number, which should not exceed the value of 9, and is the maximum allowable concentration of airborne particles equal to or greater than the particle size considered which is described in Table 3. In addition, it is rounded to the nearest integer. Intermediate ISO classification numbers can be defined using 0.1, which is the smallest allowed increment of $N$, and $D$ in $\mu m$ is the particle size considered. A constant with a dimension of $\mu m$ is 0.1 [22]. Cleanroom classification and preservation must be established to ensure that dirty air from unclean adjacent areas does not enter the cleanroom. Air should flow from the cleanroom to adjacent less clean areas, which means that the manufacturing area should have a higher pressure. If the cleanroom has a higher pressure than the adjacent areas, air can flow to the adjacent areas from the cleanroom.

2.4. Sensor Selection. A general term used to describe consolidated solid particles and liquid droplets in the air is PM, which consists of atmospheric chemical reactions (e.g., from motor vehicles, power plants, and industrial installations burning fuel). Aerosols, smoke, ashes, and pollen are also typically included in PM. As shown in Figure 4, environmental PM can be graded based on an aerodynamic diameter, such as 10 $\mu m$ or less (PM10), 2.5 $\mu m$ or less (PM2.5), or 0.1 $\mu m$ or less (PM0.1). Airborne PM contamination can have serious effects on human health. Exposure to small PM is linked to hospital visits and serious health problems, including premature death [23].

2.5. IAQP Based on LSTM. LSTM is an RNN architecture, in which memory controllers are introduced to determine when to remember, forget, and output [27]. This enables the extension of the training method to learn long-term dependencies. LSTM units are construction units for RNN layers and designed to solve the disappearing gradient problem that occurs when training a traditional RNN. A standard LSTM unit comprises the input gate, forget gate, output gate, and cell unit. The vanilla LSTM unit shown in Figure 5(a) is a cell that acts as a memory and remembers values and includes an input gate, forget gate, and output gate. The gates regulate the flow of input and output information from the cell. LSTM operations can be explained as follows. (1) After the activation of the input gate, new input information accumulates in the memory cell. The first step is to determine the data from the cell state to be forgotten, which is called the “forget gate.” (2) When the forget gate is triggered, the previous status is forgotten by the cell. The second step is to determine the new data to be stored in the cell, which is achieved by the “input gate,” which specifies the values to be changed and the tanh that produces new values for the candidate. (3) The latest cell output propagates the ultimate state when the output gate is triggered. The most essential component is the cell unit $C_t$, which has a
linear self-loop regulated by the forget gate unit \( f_t \), which sets the forward contribution of \( C_t \) to a value between 0 and 1 [28].

LSTM can solve the gradient loss problem caused by the gradual decrease in the gradient's backward propagation process [28]. Each small unit has three sigmoid functions, namely, the forget gate, input gate, and output gate, given by the LSTM. The three gates perform gating functions to control the entry and exit of data. To achieve various functions and solve various problems, each unit adds a different nonlinear function to different positions in a variant RNN, such as an LSTM. In a conventional RNN, the chain structure unit contains only one nonlinear function for nonlinear data conversion, such as the tanh function [29]. Therefore, throughout this framework, LSTM neural networks are used in the predictive data to solve the first layer of the air pollution concentration problem.

2.6. IAQP Based on Multilevel RNN. A neural network with a feedback system whose output is connected not only to the input and weight of the current network but also to the input of the former network is called an RNN. RNN research was influential in recent years, and an RNN was proposed as an effective technique for implementing nonlinear adaptive filtering owing to its promising ability to model nonlinear dynamic systems [30]. The RNN architecture is shown in Figure 5(b), in which each node in the network consists of input from the previous node, followed by feedback. Each node generates the current hidden state and output using the current input as well as the previous hidden state. An RNN is generally used for sequential data types:

\[
\begin{align*}
    f_t &= \sigma(W_f h_{t-1} + x_t + b_f), \\
    i_t &= \sigma(W_i h_{t-1} + x_t + b_i), \\
    o_t &= \sigma(W_o h_{t-1} + x_t + b_o), \\
    \tilde{c}_t &= \tanh(W_c h_{t-1} + x_t + b_c), \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tilde{c}_t, \\
    h_t &= o_t \odot \tanh(c_t). 
\end{align*}
\]

LSTM is suitable for managing problems closely related to a time series, as it can train long-term dependability knowledge and solve the problem of gradient disappearance caused by the gradual reduction of the backpropagation process. LSTM is an updated version of the RNN and inherits features from most of the RNN versions [29]. Therefore, throughout this framework, LSTM neural networks are used in the predictive data to solve the first layer of the air pollution concentration problem.

### Table 3: Class differentiation of ISO.

| ISO classification number (N) | ≥0.1 μm | ≥0.2 μm | ≥0.3 μm | ≥0.5 μm | ≥1 μm | ≥5 μm |
|-------------------------------|---------|---------|---------|---------|-------|-------|
| ISO class 1                  | 10      | 2       |         |         |       |       |
| ISO class 2                  | 100     | 24      | 10      | 4       |       |       |
| ISO class 3                  | 1000    | 237     | 102     | 35      | 8     |       |
| ISO class 4                  | 10000   | 2370    | 1020    | 352     | 83    |       |
| ISO class 5                  | 100000  | 23700   | 10200   | 3520    | 832   | 29    |
| ISO class 6                  | 352000  | 83200   | 2930    | 2930    |       |       |
| ISO class 7                  | 3520000 | 832000  | 293000  | 293000  |       |       |
| ISO class 8                  | 3520000 | 832000  | 293000  | 293000  |       |       |
| ISO class 9                  | 3520000 | 832000  | 293000  | 293000  |       |       |
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**Figure 4**: Classification of particulate matter (PM) and sources of particles.
are represented by $W$ and $V$, $b$ represents the bias condition in the hidden state, and $F$ represents the activation function used at each node in the entire network [31]. Figure 6 describes a multilevel RNN with multihidden layers; this scheme could be stacked on top of each other. Due to the integration of numerous simple layers, this results in a flexible mechanism. Data may be important at multiple levels of the stack, in particular.

In the multilevel RNN case, this study uses several layers of RNN to preprocess and predict the amount of data. The multilevel RNN is more complex and consumes more time compared with the traditional RNN. This study tried to enhance the performance of its algorithm by the arrangement of the algorithm. For integrating the features from such blocks with the input to succeeding layers, we evaluate three fusion options: forward, sum, and concatenation. Traditional feedforward topologies are referred to as forward:

$$X_{t+1}^L = F(X_t^L, W),$$

(i.e., the block simply becomes a new layer; sum denotes the original residual network approach.

$$X_{t+1}^L = X_t^L + F(X_t^L, W),$$

so that the multilevel RNN module operates as a residual block, while, in concatenation, features from multiple layers (the same spatial sizes) are concatenated:

$$X_{t+1}^L = [X_t^L ; F(X_t^L, W)],$$

where $t$ refers to concatenation. (6)

The number of layers is denoted by the letter $L$. As a result, the resulting feature map’s channels will equal the sum of the two concatenated layers’ channels (the number of parameters will be increased for the next layers) [32].

2.7. Work Flow of the Proposed System. The workflow of this study consists of several steps. As shown in Figure 7, first, the sensor was installed for sensing the IAQ and OAQ data. Then, the amount of data was stored in the IoT platform. The IoT platform used is the OneM2M standard. After collecting the data into the IoT Platform, then the data was prepared for AI programming using some data preprocessing techniques.

We try to resample the data and also scale the data to get the best prediction value. Then, data was split into a training set and testing set. We are trying to use several algorithms such as RNN, multilevel RNN, and LSTM. The training process was held for several times, around 1 hour until 5 hour in one case. Optimization and error calculation were implemented to measure the performance of the AI algorithm. If
the prediction is good, then we can continue to fix the forecasting value and then we can analyze the result of the forecasting. However, if the forecasting result is not good enough, we need to tune the parameter whether it is in the data preprocessing part or setting the parameter of the algorithm part.

3. Experimental Setup

3.1. Data Collection. This study uses two rooms to simulate the conditions such as the cleanroom and changing room, as shown in Figure 8. A space with dimensions $11.6 \times 8 \times 2.64$ m is used for the cleanroom, and a space with dimensions $8.8 \times 3.2 \times 2.64$ m is used for the changing room to predict the air quality in the cleanroom. Each room has an IIoT sensor that will sense the room environment. To obtain precise and reliable data, a PSU650 industrial sensor containing three sensors, that is, a temperature sensor, humidity sensor, and two-particle sensor (i.e., PM10 and PM2.5), is used in this study. For the outdoor environment measurements, a LoRa IoT sensor is used to measure the outdoor air quality that measured dust particle concentration using the PM10 sensor. Besides, to compare between the indoor and outdoor air quality, we used the same LoRa sensor and recorded the indoor particle concentration data. Industrial-grade sensors are also used in the changing room to determine the IAQ conditions in the room. A temperature test is performed 1 h after an air conditioner is turned on. In addition, the number of measurement locations should be at least two to compare the air quality. The humidity level test, which is typically represented by relative humidity, assesses the ability to maintain air humidity levels, in which humidity conditions are closely related to contaminated air particle conditions. Furthermore, the number of particles was tested to measure the number of particles deposited on the surface or in the cleanroom area. In this work, we collected five air quality variables, namely, PM10, PM2.5, temperature, humidity, server, which uses an edge computing system. Edge computing can enable isolated virtualized computing based on a distributed paradigm, local storage, and communication resources by end users. Contrarily, centralized computing systems far from end users are involved in cloud computing. Thus, cloud computing is inefficient in processing intensive amounts of data [18].

An industrial-grade sensor, namely, the PSU650, which uses the Modbus protocol, is used in this study. In addition, three sensors are placed in three locations. The LoRa sensor was used to measure the outdoor air quality that measured dust particle concentration using the PM10 sensor. Besides, to compare between the indoor and outdoor air quality, we used the same LoRa sensor and recorded the indoor particle concentration data. Industrial-grade sensors are also used in the changing room to determine the IAQ conditions in the room. A temperature test is performed 1 h after an air conditioner is turned on. In addition, the number of measurement locations should be at least two to compare the air quality. The humidity level test, which is typically represented by relative humidity, assesses the ability to maintain air humidity levels, in which humidity conditions are closely related to contaminated air particle conditions. Furthermore, the number of particles was tested to measure the number of particles deposited on the surface or in the cleanroom area. In this work, we collected five air quality variables, namely, PM10, PM2.5, temperature, humidity,
and PM10, using LoRa which is shown in Table 4. The experiment is conducted from August 11 to August 28, 2020, as shown in Table 5. Extreme weather was experienced in South Korea during the experiment period, that is, a typhoon and heavy rain. The average outdoor temperature ranged from 24°C to 28°C during the day and 23°C to 27°C at night. We recorded 1,048,576 pieces of data, with a measuring frequency of one second.

3.2. Data Preprocessing. Preprocessing the data into a meaningful way is a very essential task before training the multi-level RNN network. It involves several steps. During data collection, some observations can be canceled out that are considered "Nan" or zero value in the datasets. Training the model with datasets that include numerous missing values can hamper the model performance enormously [33]. Therefore, after collecting bulk amount of data, we have replaced missing values by using linear interpolation [34]. At next, the data has been normalized to transform the numeric values into a specific scale. It is considered one of the most critical steps of data preprocessing. A deep neural model cannot be properly optimized if a large range of data exists in the datasets. It can boost up the convergence rate of the optimization process, i.e., gradient descent optimization [35]. Besides, it also assists the network to be overfitted during training. Typically, normalization transforms the data into boundary of two values \(0, 1\) in our study. There are many ways to perform scaling of the data. Among them, we have used a min-max scaler which is defined as follows:

\[
x_n = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}},
\]

(7)

where \(x\) is any data points in the time series data sample and \(x_{\text{max}}\) and \(x_{\text{min}}\) represent maximum and minimum data points in the time series data sample, respectively. Now, to forecast one step ahead (\(t+1\)) output at time \(t\), the input and output training matrix can be represented as

\[
x_{t+1} = f(x_t, x_{t-1}, \ldots, x_{t-N}),
\]

(8)

| Device type      | Model          | Interface          | Measuring range |
|------------------|----------------|--------------------|-----------------|
| PM10 sensor      | PPD42          | LoRa               | >1 μm           |
| Humidity sensor  | PSU650         | Modbus RS485       | 0-100%RH        |
| PM2.5 industrial | PSU650         | Modbus RS485       | 2.5–10 μm       |
| PM10 industrial  | PSU650         | Modbus RS485       | 0.3–10 μm       |
| Temperature sensor | PSU650     | Modbus RS485       | -10–+60°C       |
| Wi-Fi module     | ESP8266        | Arduino            | Connect to shieldboard |
| LoRa             | LoRa Bee V1.1  |                    |                 |

Table 4: Experimental scenario situation.

| Collection site | Future building Kookmin University (Seoul, Korea) |
|-----------------|--------------------------------------------------|
| Number of records | 1,048,576 data                                    |
| Size             | 381 MB (39997.440 bytes)                          |
| Collection period | 369 h (11 August 2020–28 August 2020)             |
| Value types      | Five air quality variables (PM10, PM2.5, temperature, humidity, and PM10 LoRa) |

Table 5: Feature properties.
where $f$ denotes the predictive multilevel RNN model and $n$ denotes the time step back up to which $x_{t+1}$ has a good correlation.

4. Result and Discussion

The data from the sensor are more accurate due to higher sensitivity of the PSU650. For this reason, the proposed IAQDs will satisfy the accuracy and reliability requirements. An insignificant deviation appeared during the measurement of PM10 values at certain intervals because of changing the negligible amount of moving PM10. Therefore, another two sensors which are used in the LoRa gateway are deployed in the changing room and outside the room.

For comparing the changing room’s air quality and the outdoor air quality, both of the sensors are deployed in the particular position. In Figures 9(a) and 9(b), the changes of PM10 in indoor and outdoor are presented for sensing particle concentration. The LoRa indoor and outdoor consist of a PPD42 sensor that could sense PM10 particle sizes. This study also measured the outside particle, as the LoRa sensor Node 2 was installed outside the building. The changes of

| Hyperparameter       | Multilevel RNN | LSTM  |
|----------------------|---------------|-------|
| Recurrent layer      | 2 RNN layers  | 2 LSTM layers |
| Hidden units         | 256 of each layer | 256 of each layer |
| Gate activation      | tanh          | tanh |
| Dropout layer        | 0.1           | 0.1 |
| Time distribution process | 1 time distributed | 1 time distributed |
| Processing           | 22 of step prediction | 28 of step prediction |
| Loss function        | MSE           |       |
| Optimizer            | Adaptive momentum |     |

Table 6: Comparison of the configuration model.
the outdoor PM10 have been shown in Figure 9(a). Ventilation preservation was performed every afternoon to maintain the IAQ inside the room. The graph in Figure 9(b) shows that depending on the acceleration of the airflow, there exist fluctuations of different values of PM and the measured sensor values were quite small compared with those of the outdoor condition. We can see the difference condition between Figures 9(a) and 9(b). In Figure 9(a), the concentration of PM10 is high, whereas the condition of the LoRa sensor in the indoor room recorded has less PM10 as shown in Figure 9(b). The LoRa sensor has monitored that the air quality at the indoor room is better than the outdoor air quality condition.

Therefore, the humidity and temperature are related for changing the concentration of particle in both cases. There is a clear effect of relative humidity on the concentrations of particulate matter (PM10), where there is a correlation; when the humidity of the room is high, then the less PM10 contamination was detected in the indoor room. For this purpose, the proposed system also focused on monitoring the variation of temperature and humidity. In Figures 10(a) and 10(b), the changes of humidity and temperature of the indoor room have been presented. The experiment was conducted in the summer time in South Korea, so the condition of the RH is quite high as we can see in Figure 10(b); the highest humidity value was 74%. It was conducted over the course of two weeks, from August 11, 2020 (00:00), to August 26, 2020 (23:58). The IAQDs sent data to the cloud server every second. First, with machine learning and deep learning algorithms, we implemented model (multilevel RNN) prediction (in terms of enhancing output accuracy). For the outcome analysis, we described the visualization of the real and predicted scenarios in the different figures. Finally, we depicted our experimental results to evaluate and compare the optimal time-step size of the multilevel RNN with that of other approaches.

We considered the most precise multilevel RNN and LSTM in our experiment to verify the results. We applied both algorithms to a model with two hidden layers with a total of 256 hidden nodes, as defined in Table 6. The time-step dimensions varied from 256 to 1, and the time-step sizes were 22 epochs (the best cost learning performance was 1.4) for the highest learning performance and 3.79 epochs for the lowest training performance.

Table 7 presents the results under different parameter settings of the multilevel RNN and LSTM models. If the difference between the real and expected values is close to zero, then the prediction is correct. From the results, it can be concluded that the multilevel RNN model outperformed the LSTM model. Specifically, the best performance of the multilevel RNN model (0.12) was substantially better than that of the LSTM model (0.2). Moreover, the multilevel RNN worked well with large and shallow networks in terms of network architecture, without a deep architecture overhead. In terms of learning time and efficiency, our approach was substantially better than the LSTM method. In other words, the best time-step size was automatically and efficiently found, thereby resulting in improved output compared with that of other processes.

This paper focuses on the PM10 prediction. As shown in Figure 11(a), the PM10 concentration was monitored. Then,
the amount of data is used for the air quality prediction in order to maintain the indoor air quality condition.

Prediction of PM10 using multilevel RNN is represented in Figure 11(b). The two graphs demonstrate similar shape and patterns, as the model exhibited high precision. Figure 12(a) shows the outdoor air quality prediction by using the LoRa sensor outside the building. It is representing the prediction condition as the example of several-day data from the LoRa and can be the algorithm consideration for predicting outdoor air quality. Then, Figure 12(b) shows the prediction of PM10 by using LSTM in the indoor environment.

5. Conclusion

IIoT sensors were developed to predict IAQ by enhancing the accuracy of the deep learning method. A combination model was presented in this study to obtain the most suitable results. Moreover, an air quality prediction method using IIoT sensor data with deep learning was proposed. The data of different sensors were predicted using both models, namely, the multilevel RNN and vanilla LSTM. Under the assumption that the model implemented in this study was more efficient than the vanilla LSTM system in terms of its prediction capacity, its efficiency was verified. In several experiments under various parameter settings, our model demonstrated excellent results and feasibility. Thus, in future research, we plan to combine additional sensors and implement other algorithms for machine learning and deep learning techniques.
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