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Abstract

We give a brief review of quantum Hall effect in higher dimensions and its relation to fuzzy spaces. For a quantum Hall system, the lowest Landau level dynamics is given by a one-dimensional matrix action whose large $N$ limit produces an effective action describing the gauge interactions of a higher dimensional quantum Hall droplet. The bulk action is a Chern-Simons type term whose anomaly is exactly cancelled by the boundary action given in terms of a chiral, gauged Wess-Zumino-Witten theory suitably generalized to higher dimensions. We argue that the gauge fields in the Chern-Simons action can be understood as parametrizing the different ways in which the large $N$ limit of the matrix theory is taken. The possible relevance of these ideas to fuzzy gravity is explained. Other applications are also briefly discussed.
1 Introduction

It is well known that when the number of elementary quanta involved in any process is very large, quantum dynamics can be approximated by classical dynamics; this is the celebrated correspondence principle. The classical phase space takes over the role of the quantum Hilbert space. Quantum observables, which are linear hermitian operators on the Hilbert space, can be approximated by functions on the classical phase space. Properties of functions on the phase space can be obtained as limits of properties of operators on the Hilbert space. Keeping this idea of correspondence in mind, the general structure of a quantum field theory, describing gauge and matter fields, may be formulated as follows. We have an ambient spacetime differential manifold $M$. Fields are functions (or sections of an appropriate bundle) on $M$. They are also operators on the quantum Hilbert space of matter $H_m$, and obey quantum conditions such as commutation rules, characterized by the deformation parameter $\hbar$. At finite $\hbar$, we have the quantum field theory; as $\hbar \to 0$, we can approximate the physics by a classical field theory.

The general correspondence principle, however, suggests a further extension of this idea, and a new paradigm for physical theories. The spacetime manifold $M$ itself may be viewed as an approximate method of description, obtained as the limit of some discrete Hilbert space $H_s$. Thus, instead of functions on $M$, physical fields are operators on $H_s$. They are also operators on the Hilbert space $H_m$ of the theory. A new deformation parameter $\theta$, relevant to $H_s$, may be introduced, so that, as $\theta \to 0$, we can approximate the theory in terms of functions on a smooth manifold $M$. Thus the usual quantum field theories are recovered in this limit. (A further limit, $\hbar \to 0$, would take us to the classical field theory.) In this formulation, fields are operators on $H_s \otimes H_m$, or we may view them as matrix-valued quantum operators, the matrices being of dimension $\text{dim}(H_s)$. Field theories can thus be regarded as limits of matrix models.

The mathematical structure that is relevant here is that of fuzzy geometry, or, more generally, noncommutative geometry [1]. A fuzzy space is defined by a sequence of triples $(H_N, \text{Mat}_N, \Delta_N)$, where $\text{Mat}_N$ is the matrix algebra of $(N \times N)$-matrices which act on the $N$-dimensional Hilbert space $H_N$, and $\Delta_N$ is a matrix version of the Laplace operator. The matrices are taken to have an inner product given by, say, $\langle A, B \rangle = \frac{1}{N^2} \text{Tr}(A^\dagger B)$, for arbitrary matrices $A, B$. In the large $N$ limit, a matrix may be approximated by a function on some smooth manifold $M$, the latter being a phase space corresponding to the Hilbert space $H_N$. In this case, the deformation parameter $\theta$ is a function of $N$, with $\theta \to 0$ as
At finite $N$, we have the noncommutative algebra $\text{Mat}_N$, but this tends to the commutative algebra of functions on the smooth manifold $\mathcal{M}$ as $N \to \infty$. The Laplacian $\Delta_N$ is used to define the metric and related geometrical properties of the manifold $\mathcal{M}$. For example, information about the dimension of $\mathcal{M}$ is contained in the rate of growth of the degeneracy of eigenvalues of $\Delta_N$.

Clearly the idea of formulating field theories as matrix models on a fuzzy space is very appealing for a number of reasons. The matrix formulation gives a discretization of the field theory and therefore, at the very least, we get a regularization of the theory with a finite number of modes. This is analogous to the lattice regularization, but, in general, it is possible to preserve more symmetries in a fuzzification than in latticization [2]. Secondly, and perhaps most importantly, space, or spacetime, is being viewed as an approximation to a Hilbert space $\mathcal{H}_s$. Thus the dynamics of spacetime geometry, in other words, gravity, can be naturally described as dynamics on the Hilbert space $\mathcal{H}_s$. The fact that the number of modes would be finite in a fuzzy formulation will ensure that we have a mathematically well defined formulation of gravity.

It is worth recalling at this stage that fuzzy geometry is part of the more general framework of noncommutative geometry. Noncommutative geometry is a generalization of ordinary geometry, based on the following result. The algebra of complex-valued square-integrable functions on a manifold $\mathcal{M}$, with pointwise multiplication as the algebraic operation, is a commutative $C^*$-algebra. This $C^*$-algebra incorporates many of the geometrical properties of the manifold $\mathcal{M}$. Conversely, any commutative $C^*$-algebra can be represented by the algebra of functions on an appropriate space $\mathcal{M}$, with the geometrical properties of $\mathcal{M}$ being images of corresponding algebraic properties of the $C^*$-algebra. This result allows a change of point of view: we may take the algebra as the fundamental concept, the geometry being derived from it. The generalization is then to consider a noncommutative $C^*$-algebra; it may be taken as the analog of an “algebra of functions” on some noncommutative space. The mathematical properties of this noncommutative space are then implicitly defined by the properties of the algebra. This is the basic idea of noncommutative geometry [3]-[5].

More specifically, noncommutative geometry is given as a spectral triple $(\mathcal{A}, \mathcal{H}, \mathcal{D})$, where $\mathcal{A}$ is a noncommutative algebra with an involution, $\mathcal{H}$ is a Hilbert space on which we can realize the algebra $\mathcal{A}$ as bounded operators and $\mathcal{D}$ is a special operator which will characterize the geometry. In terms of such a spectral triple, the analog of differential
calculus on a manifold can be constructed. For the special case when \( \mathcal{H} \) is the space of square-integrable spinor functions on a manifold \( \mathcal{M} \) (technically, sections of the irreducible spinor bundle), \( \mathcal{A} \) is the algebra of complex-valued smooth functions on \( \mathcal{M} \), and \( \mathcal{D} \) is the Dirac operator on \( \mathcal{M} \) (for a particular metric and the Levi-Civita spin connection), the differential calculus constructed from the algebra is the standard differential calculus on \( \mathcal{M} \). Going back to matrices, it is clear that the algebra of finite dimensional matrices \( \text{Mat}_N \) can play the role of \( \mathcal{A} \) and, hence, fuzzy geometry is a special case of noncommutative geometry. (The idea of using noncommutative geometry for gravity was suggested many years ago by Connes and others [3]-[6].)

While fuzzy spaces can be viewed as a regulator with real physics being eventually recovered when \( N \to \infty \), the idea of fuzzy geometry goes further. One may regard the true physics as given by the theory at finite, but large \( N \), the smooth manifold limit being a convenient simplification for calculations. After all, it is an elementary truism that, while we formulate physical theories on continuous spaces, infinite dimensional Hilbert spaces, etc., we always deal with a finite set of measurements, or even a finite number of possibilities for measurements. Therefore, it is almost tautological that physical theories, at least for the case of space being even dimensional, can be described by finite dimensional matrix models.

Indeed, matrix models have recently appeared in a number of different contexts in physics. It was observed many years ago that one could use matrix models as a regularization of membrane theories [7]. By now this is well understood and matrices have become a standard technique for analysis of branes of different dimensions. Matrix models descriptions of \( M \)-theory (in a certain kinematic limit) have been proposed [8]-[10]. Fuzzy spaces emerge naturally as classical solutions of such models. Matrix models also appear, because they contain brane-like configurations, in elaborations of the gauge-gravity duality [11]. Analyses of gauge theories dimensionally reduced to matrix models have been useful in probing this duality. Noncommutative spaces also appear in string theories in certain backgrounds with a constant nonzero value for the two-form gauge field [4]-[5].

Fuzzy spaces are also closely related to the quantum Hall effect [10]. For the classic Landau problem of a charged particle in a magnetic field, the corresponding energy spectrum consists of equally spaced Landau levels; each Landau level is degenerate and the energy gap separating consecutive levels is proportional to the magnetic field \( B \). For strong magnetic fields, the low energy physics is confined to the states within one, say the lowest Landau level (LLL). The observables relevant for low energies are hermitian operators on this subspace.
of the Hilbert space; they are given by the projection of the full operators to the lowest Landau level. The operators representing coordinates, for example, when projected to the LLL (or any other level), are no longer mutually commuting. The LLL thus becomes a model of the noncommutative two-plane. (The appearance of noncommutativity in the string context mentioned above is similar, with the two-form field playing the role of the magnetic field.) Generalizing beyond the plane, for the Landau problem on a compact space of finite volume, we get a finite number of states in the LLL, and the resulting subspace can be identified as $H_N$, one of the ingredients for a fuzzy space. Observables then become $(N \times N)$-matrices and there are natural choices for the Laplacian. More specifically, the LLL states for quantum Hall effect on a space $M$ gives us a fuzzy version of $M$.

The main advantage of this point of view is that the quantum Hall system gives us a model and a physical context to think about many issues related to fuzzy spaces. The lowest Landau level gives us a realization of the fuzzy space; subspaces, specified by a projection operator, will correspond to Hall droplets. The edge excitations of the Hall droplet describe the dynamics of the embedding of a disc into the fuzzy space. The bulk dynamics of the Hall droplet is related to the dynamics of gauge fields corresponding to isometries of the fuzzy space, and hence, gravity.

In what follows, we will discuss such issues from both the matrix model-fuzzy space and the quantum Hall points of view. Thus all results can have two different interpretations. We will start with the quantum Hall effect since this gives a familiar physical context.

2 Quantum Hall effect in higher dimensions

Quantum Hall effect in two dimensions is a very special physical phenomenon which has led to an enormous amount of theoretical and experimental research. The basic phenomenon refers to the dynamics of charged fermions (electrons in a solid) in a plane with a constant magnetic field orthogonal to it. At the single particle level, the energy eigenstates are grouped into the Landau levels. For high values of the magnetic field at low temperatures, the separation of levels is high compared to the available thermal excitation energy and the dynamics is confined to the lowest Landau level. In a physical sample, there is also a potential $V$ which confines the fermions to within the sample. If we have $K$ fermions, they are localized near the minimum of $V$, but spread out over an area proportional to $K$ due to the exclusion principle. We get an incompressible droplet. Physically interesting
issues are the bulk dynamics of the droplet, which refers to its response to changes in the externally applied electromagnetic fields, and the edge dynamics which describes the fluctuations of the edge of the droplet. The electric current in the planar direction orthogonal to an applied in-the-plane electric field, the so-called Hall current, is quantized, hinting at topological robustness in the underlying dynamics. As a result, there are many interesting mathematical facets to the theory.

The quantum Hall effect was generalized to the four-dimensional sphere $S^4$ by Zhang and Hu [12]. Since then further generalizations and analyses in higher dimensions and different geometries have been carried out by many authors [13]-[20]. The general framework is the following. For any coset manifold of the $G/H$ type, where $G$ is a Lie group and $H$ a compact subgroup (of dimension $\geq 1$), the spin connection gives the analog of a constant background field. Thus it is possible to consider QHE on such spaces taking the gauge field to be proportional to the spin connection. In two dimensions, one can consider $S^2 = SU(2)/U(1)$ which admits a constant $U(1)$ background field and leads to the usual QHE on a two-sphere. For $S^4 = SO(5)/SO(4)$, the isotropy group is $H = SO(4) \sim SO(3) \times SO(3)$ giving the possibility of selfdual and antiselfdual fields, the instantons. This was the case considered by Zhang and Hu [12]. For $\mathbb{CP}^k = SU(k+1)/U(k)$, one can get constant background fields which are either abelian ($U(1)$) or nonabelian ($U(k)$). Other interesting cases which have been studied include $S^3 = SU(2) \times SU(2)/SU(2)$ [17], the eight-sphere $S^8$ [18] and hyperbolic spaces based on noncompact groups [19].

The quintessential example for us is $\mathbb{CP}^k$, since it has all the characteristics we need and most of the other spaces which have been studied are special cases of this. The case of $S^4$ can be recovered from QHE on $\mathbb{CP}^3$ since $\mathbb{CP}^3$ is an $S^2$-bundle over $S^4$. As a result, $\mathbb{CP}^3$ with a $U(1)$ field leads to $S^4$ with a self-dual $SU(2)$ field as the background gauge field [14]. Likewise, since $\mathbb{CP}^7$ is a $\mathbb{CP}^3$-bundle over $S^8$, QHE on $S^8$ can be obtained from $\mathbb{CP}^7$ [18]. The case of $S^3$ can be related to $\mathbb{CP}^1 \times \mathbb{CP}^1 = S^2 \times S^2$ via the angle-axis embedding of $S^3/\mathbb{Z}_2$ in $S^2 \times S^2$ [17]. So, in short, we can use $\mathbb{CP}^k$ to formulate our calculations. Most of the results, of course, will be generic.

3 Quantum Hall effect on $\mathbb{CP}^k$

In this section, we shall consider the states in the lowest Landau level for the space $\mathbb{CP}^k = SU(k+1)/U(k)$ [13], [14]: this space will be adequate for our considerations.
The symmetries of \( \mathbb{CP}^k \) form the group \( SU(k+1) \), with \( U(k) \) as the local isotropy group. The Riemannian curvature of \( \mathbb{CP}^k \) takes values in the Lie algebra of \( U(k) \), and because this is a homogeneous space, the curvature is constant in the basis of the frame fields. We can thus choose values of the background gauge field to be proportional to the curvature; this would give us a generalization of the “constant magnetic field”. The Landau problem is defined by this choice of magnetic field and one can then solve for the Landau levels.

The construction of the wave functions for the Landau levels can be done as follows. Let \( g \) denote a general element of \( SU(k+1) \) in the fundamental representation; i.e., it is a \((k+1) \times (k+1)\) matrix. The representative of \( g \) in a representation \( J \) is the Wigner \( D \)-function corresponding to that representation. If \( \hat{g} \) denotes a general operator version of \( g \), then we may write the \( D \)-function as

\[
D^{(J)}_{L,R}(g) = \langle J, l | \hat{g} | J, r \rangle
\]

where \( l, r \) label the states within the representation \( J \). Functions on \( SU(k+1) \) can be expanded in a basis of the \( D \)-functions; functions on \( \mathbb{CP}^k = SU(k+1)/U(k) \) are given by functions on \( SU(k+1) \) which are \( U(k) \)-invariant.

We define the left and right translation operators on \( g \) by

\[
L_A g = t_A g, \quad R_A g = g t_A
\]

Here, \( t_A, A = 1, 2, \cdots, k^2+2k \), are a set of hermitian matrices which form a basis of the Lie algebra of \( SU(k+1) \) in the fundamental representation. These are taken to obey

\[
[t_A, t_B] = i f_{ABC} t_C, \quad \text{Tr}(t_A t_B) = \frac{1}{2} \delta_{AB}
\]

\( f_{ABC} \) are the structure constants of \( SU(k+1) \) in this basis. The right translation operators can be split into the subgroup and coset generators as follows. \( R_{k^2+2k} \) will denote the \( U(1) \) generator in \( U(k) \subset SU(k+1) \), \( R_a, a = 1, 2, \cdots, k^2-1 \), will denote \( SU(k) \) generators. The coset components which are in the complement of \( U(k) \) in the Lie algebra \( SU(k+1) \) will be denoted by \( R_\alpha, \alpha = 1, 2, \cdots, 2k \). The coset generators can be further separated into the raising and lowering type \( R_{\pm I} = R_{2I-1} \pm i R_{2I}, I = 1, \cdots, k \). (A similar splitting can be made for the left translations, but they will not be needed for what follows.)

The translation operators \( R_A, L_A \) can be realized as differential operators with respect to the parameters of \( g \). The coset operators \( R_\alpha \) correspond to covariant derivatives while
the $SU(k+1)$ operators $L_A$ correspond to magnetic translations. In particular the covariant derivatives on $\mathbb{CP}^k$ can be taken to be $D_{\pm I} = iR_{\pm I}/R$, where $R$ is a scale factor giving the radius of $\mathbb{CP}^k$. Since $[R_{\pm I}, R_{\pm J}] \in U(k)$, we get $[R_{\pm I}, R_{\pm J}] f = 0$ for functions $f$ on $\mathbb{CP}^k$ since they are $U(k)$-invariant. The commutator of the covariant derivatives on the wave functions of charged particles must be proportional to the field strength. Thus they will not be true functions in $\mathbb{CP}^k$ but rather sections of a bundle. We consider a general background where there is a constant $U(1)$ field proportional to the $U(1)$-component of the curvature and a constant nonabelian $SU(k)$ field proportional to the $SU(k)$ component of the curvature. The particles will be taken to have a unit abelian charge and to transform as a representation $J'$ of $SU(k)$ for the nonabelian part. The statement about background fields can then be encoded in the commutation rules if we require the wave functions to obey

$$R_a \Psi_{m;a'} = \Psi_{m;b'} (T_a)_{b'}^{a'},$$
$$R_{k^2+2k} \Psi_{m;a'} = -\frac{nk}{\sqrt{2k(k+1)}} \Psi_{m;a'}$$

(4)

The indices $a', b' = 1, \ldots, N'$ label the states within the $SU(k)$ representation $J'$. The matrices $T_a$ are the $SU(k)$ generators in the representation $J'$. For a unitary realization of the right translations, $T_a$ should be the generators of a unitary representation of $SU(k) \in SU(k+1)$ and, for the $U(1)$ part, $n$ has to be an integer, so that the $U(1)$ action is part of a unitary representation of $SU(k+1)$. These are Dirac-type quantization conditions. In the special case when there is no $SU(k)$ field, these simplify as

$$R_a \Psi_{m} = 0,$$
$$R_{k^2+2k} \Psi_{m} = -\frac{nk}{\sqrt{2k(k+1)}} \Psi_{m}$$

(5)

The wave functions obeying these conditions will be proportional to $D^{(J)}_{L,R}$, where the state $|J, r\rangle$ is chosen to have the eigenvalue $-nk/\sqrt{2k(k+1)}$ for the $U(1)$ generator $T_{k^2+2k}$ and to transform as the $J'$ representation of $SU(k) \in SU(k+1)$. The representation $J$ of $SU(k+1)$ must be so chosen that it contains such an $SU(k)$ representation, with the assigned $U(1)$ charge.

The Laplacian for the space is given by $-\nabla^2 = R_{+I}R_{-I} + R_{-I}R_{+I} = 2R_{+I}R_{-I} + \text{constant}$. The Hamiltonian for the Landau problem will be proportional to this for the nonrelativistic case and proportional to $\sqrt{\nabla^2 + m^2}$ for the relativistic case; in any case, it is an increasing function of $R_{+I}R_{-I}$. We see that the minimum of the Hamiltonian, and
hence the lowest Landau level, is given by wave functions obeying
\[ R_{-1} \Psi_{m;0'} = 0 \] (6)
This means that, for the lowest Landau level, in addition to the conditions (4), \(|J, r\rangle\) must be a lowest weight state with \(T_{-1}|J, r\rangle = 0\); we will denote these states as \(|a', -n\rangle\). Once the representation \(J'\) is specified, one can identify representations \(J\) of \(SU(k+1)\) which contain such a state. For example, if there is no \(SU(k)\) field, the symmetric rank \(n\) representation of \(SU(k+1)\) will contain the lowest weight state \(|-n\rangle\), which is an \(SU(k)\) singlet. The properly normalized wave functions are given by
\[ \Psi_{m;0'}(g) = \sqrt{N} \langle J, l | \hat{g} | a', -n \rangle \equiv \sqrt{N} D_{m;0'}(g) \] (7)
where \(N\) is the dimension of the representation \(J\) of \(SU(k+1)\). These are normalized by virtue of the orthogonality theorem
\[ \int d\mu(g) D_{m;0'}^*(g) D_{k;0'}(g) = \frac{\delta_{mk} \delta_{a'b'}}{N} \] (8)

It is instructive to relate this group-theoretic analysis to the standard discussion of \(\mathbb{CP}^k\) in terms of homogeneous and local coordinates. We begin by recalling that \(\mathbb{CP}^k\) is a \(2k\)-dimensional manifold parametrized by \(k+1\) complex coordinates \(v_a\), such that \(\bar{v}_a v_a = 1\), with the identification \(v_a \sim e^{i\theta} v_a\). One can further introduce local complex coordinates \(z_I, I = 1, \ldots, k\), by writing
\[ v_I = \frac{z_I}{\sqrt{1 + \bar{z} \cdot z}}, \quad v_{k+1} = \frac{1}{\sqrt{1 + \bar{z} \cdot z}} \] (9)

We can now use a group element \(g\) in the fundamental representation of \(SU(k+1)\) to parametrize \(\mathbb{CP}^k\), by making the identification \(g \sim gh\), where \(h \in U(k)\). We can use the freedom of \(h\) transformations to write \(g\) as a function of the real coset coordinates \(x^i, i = 1, \ldots, 2k\). The relation between the complex coordinates \(z^I, \bar{z}^I\) in (9) and \(x^i\) is the usual one, \(z^I = x^{2I-1} + ix^{2I}, I = 1, \ldots, k\). The homogeneous coordinates are related to the group element by \(g_{I,k+1} = v_I, g_{k+1,k+1} = v_{k+1}\).

For the variation of \(g\), we can write
\[ g^{-1} dg = ( -i E_i^{k+2k} t_{k+2k} - i E_i^a t_a - i E_i^\alpha t_\alpha ) \ dx^i \] (10)

The \(E_i^\alpha\) are the frame fields in terms of which the Cartan-Killing metric on \(\mathbb{CP}^k\) is given by
\[ ds^2 = g_{ij} dx^i dx^j = E_i^\alpha E_j^\beta dx^i dx^j \] (11)
The Kähler two-form on $\mathbb{C}P^k$ is likewise written as
\begin{equation}
\omega_K = -i \sqrt{\frac{2k}{k+1}} \text{tr} \left( t_{k^2+2k} g^{-1} dg g^{-1} dg \right) = -\frac{1}{4} \sqrt{\frac{2k}{k+1}} f^{(k^2+2k)\alpha\beta} E_\alpha^a E_\beta^b dx^i \wedge dx^j \equiv \frac{1}{2} (\omega_K)_{ij} dx^i \wedge dx^j \tag{12}
\end{equation}
The fields $E_i^{k^2+2k}$ and $E_i^a$ are related to the $U(1)$ and $SU(k)$ background gauge fields on $\mathbb{C}P^k$. In particular the $U(1)$ field $a$ is given by
\begin{equation}
a = i n \sqrt{\frac{2k}{k+1}} \text{tr} (t_{k^2+2k} g^{-1} dg) = \frac{n}{2} \sqrt{\frac{2k}{k+1}} E_i^{k^2+2k} \tag{13}
\end{equation}
We can similarly define an $SU(k)$ background field $\tilde{A}_a^a$. Its normalization is chosen so that
\begin{equation}
\tilde{A}_a^a \equiv E_a^a = 2i \text{tr} (t^a g^{-1} dg) \tag{14}
\end{equation}
Notice that $\tilde{A}_a^a$ in (14) does not depend on $n$, while the abelian field $a$ in (13) is proportional to $n$. The corresponding $U(1)$ and $SU(k)$ background field strengths are
\begin{equation}
\partial_i a_j - \partial_j a_i = n (\omega_K)_{ij} = -\frac{n}{2} \sqrt{\frac{2k}{k+1}} f^{(k^2+2k)\alpha\beta} E_\alpha^a E_\beta^b \nonumber
\end{equation}
\begin{equation}
\tilde{F}_{ij}^a = \partial_i \tilde{A}_j^a - \partial_j \tilde{A}_i^a + f^{abc} \tilde{A}_i^b \tilde{A}_j^c = -f^{a\alpha\beta} E_\alpha^a E_\beta^b \tag{15}
\end{equation}
We see from (15) that in the appropriate frame basis the background field strengths are constant, proportional to the $U(k)$ structure constants. It is in this sense that the field strengths in (15) correspond to uniform magnetic fields appropriate in defining QHE. The Maurer-Cartan equations
\begin{equation}
dE^\alpha - (f^{a\alpha\beta} E^a + f^{k^2+2k} \alpha\beta E^{k^2+2k}) E^\beta = 0 \tag{16}
\end{equation}
show that the spin connections are given by $-f^{a\alpha\beta} E^a$ and $-f^{k^2+2k} \alpha\beta E^{k^2+2k}$; the field strengths (15) are thus proportional to the Riemann curvature of $\mathbb{C}P^k$.

The $U(1)$ background magnetic field (which leads to the Landau states) can be written in terms of the homogeneous coordinates as $a = -i n \bar{\psi} \cdot dv$ with the field strength
\begin{equation}
da = -i n \bar{\psi} \cdot dv = n \omega_K \tag{17}
\end{equation}
We can also write $n = 2BR^2$, in terms of the radius $R$ of $\mathbb{C}P^k$, identifying $B$ as the local value of the constant $U(1)$ magnetic field. (The case of charged fermions on $\mathbb{C}P^1 = S^2$ with $U(1)$ background field, corresponding to $k = 1$, was studied by Haldane several years ago.
In this case the background gauge field $a$ is that of a monopole of charge $n$ placed at the origin of $S^2$.

If there is only the $U(1)$ field, the representations of $SU(k+1)$ which are relevant for the lowest Landau level are totally symmetric and are of rank $n$. The wave functions are then explicitly given in local coordinates as

$$\Psi_m(\vec{x}) = \sqrt{N} \frac{n!}{i_1!i_2!...i_k!(n-s)!} \frac{1}{(1 + \vec{z} \cdot \vec{z})^{n/2}} z_1^{i_1} z_2^{i_2} ... z_k^{i_k}, \quad m = 1, \ldots, N$$

(18)

$$s = i_1 + i_2 + \cdots + i_k, \quad 0 \leq i_i \leq n, \quad 0 \leq s \leq n$$

(19)

These are the coherent states for $\mathbb{CP}^k$. The number of states in the lowest Landau level is given by the dimension of the symmetric rank $n$ representation as

$$N = \dim J = \frac{(n+k)!}{n!k!}$$

(20)

Notice that, for large $n$, this gives $N \to n^k/k!$. When there is a nonabelian background as well, the dimension $N$ of the $SU(k+1)$ representation $J$ depends on the particular $J'$ representation chosen. While the full formula depends on the details of the representations, for large $n$, we have

$$N = \dim J \to \dim J' \frac{n^k}{k!} = N' \frac{n^k}{k!}$$

(21)

4 Matrix formulation of quantum Hall (phase space) dynamics

We are now in a position to present a matrix formulation of the dynamics of noninteracting fermions in the lowest Landau level, with and without external gauge interactions. Our analysis in this section will be quite general, not necessarily restricted to $\mathbb{CP}^k$.

We consider $K$ fermions which occupy $K$ states out of the $N$ available states in the LLL. The confining potential $\hat{V}$ lifts the degeneracy of the LLL states and the fermions are localized around the minimum of $\hat{V}$ forming a droplet. Because of the exclusion principle and the conservation of the number of fermions, the excitations are deformations of the droplet which preserve the total volume of occupied states (volume of phase space).

The droplet is mathematically characterized by a diagonal density matrix $\hat{\rho}_0$ which is equal to 1 for occupied states and zero for unoccupied states. Further, $\hat{\rho}_0$ may be taken to
be the density matrix for the many-body ground state. The most general fluctuations which preserve the LLL condition and the number of occupied states are unitary transformations of \( \hat{\rho}_0 \), namely \( \hat{\rho}_0 \to \hat{\rho} = \hat{U} \hat{\rho}_0 \hat{U}^\dagger \), where \( \hat{U} \) is an \((N \times N)\) unitary matrix representing the dynamical modes. One can write an action for these modes as

\[
S_0 = \int dt \Tr \left[ i\hat{\rho}_0 \hat{U}^\dagger \partial_t \hat{U} - \hat{\rho}_0 \hat{U}^\dagger \hat{V} \hat{U} \right]
\] (22)

where \( \hat{V} \) is the confining potential. (The Hamiltonian is \( \hat{V} \) up to an additive constant.)

The general definitions of the symbol and the star-product are as follows. If \( \Psi_m(\vec{x}), m = 1, \ldots, N \), represent the correctly normalized LLL wave functions, then the symbol corresponding to an \((N \times N)\)-matrix \( \hat{O} \), with matrix elements \( O_{ml} \), is

\[
O(\vec{x}, t) = \frac{1}{N} \sum_{m,l} \Psi_m(\vec{x}) O_{ml}(t) \Psi_l^*(\vec{x})
\] (25)

The star-product is defined by the condition that the symbol for the product of two matrices is given as the star-product of the symbols for the individual matrices, i.e., by

\[
(\hat{O}_1 \hat{O}_2)_{\text{symbol}} = O_1(\vec{x}, t) \ast O_2(\vec{x}, t).
\]

Notice that the dynamics of the underlying fermion problem is described in terms of a one-dimensional matrix action (22), which can also be written as a noncommutative field action
theory action, as in \[24\]. The matrices and the action in \[22\] do not depend on the particular space and its dimensionality or the abelian or nonabelian nature of the underlying fermionic system. This information is encoded in equation \[24\] in the definition of the symbol, the star-product and the measure.

This matrix formulation can be extended to include external gauge fields which are in addition to the uniform background magnetic field which defines the Landau problem \[22\]. These additional fields will be often referred to as the gauge field fluctuations. Gauge interactions should be described by a matrix action \( S \) which is invariant under time dependent \( U(N) \) rotations, \( \hat{U} \rightarrow \hat{h}\hat{U} \), where \( \hat{h} = \exp(-i\hat{\lambda}) \) for some hermitian matrix \( \hat{\lambda} \). The action will be the gauged version of \( S_0 \), with \( \partial_t \) replaced by the covariant derivative \( \hat{D}_t = \partial_t + i\hat{A} \), where \( \hat{A} \) is a matrix gauge potential. Thus,

\[
S = \int dt \ Tr \left[ i\rho_0 \hat{U}^\dagger (\partial_t + i\hat{A})\hat{U} - \rho_0 \hat{U}^\dagger \hat{V} \hat{U} \right] \tag{26}
\]

Invariance of this action under infinitesimal time dependent \( U(N) \) rotations \( \delta\hat{U} = -i\hat{l}\hat{U} \) implies the following transformation for the gauge potential \( \hat{A} \),

\[
\delta\hat{A} = \partial_t \hat{l} - i[\hat{l}, \hat{V} + \hat{A}] \tag{27}
\]

The action \[26\] can be written in terms of the corresponding symbols as

\[
S = \frac{N}{N'} \int dt \ d\mu \ tr \left[ \rho_0 * \left( iU^\dagger \ast \partial_t U - U^\dagger \ast V \ast U - U^\dagger \ast \mathcal{A} \ast U \right) \right] \tag{28}
\]

The action \[28\] is now invariant under the infinitesimal transformations

\[
\delta U = -i\hat{l} \ast U \nonumber \]

\[
\delta \mathcal{A} = \partial_t \hat{l} - i (\hat{l} \ast (V + \mathcal{A}) - (V + \mathcal{A}) \ast \hat{l}) \tag{29}
\]

We shall refer to this as the \( W_N \)-gauge transformation, in analogy to the \( W_\infty \) transformation appearing in the case of the planar two-dimensional QHE \[23, 24\].

The key physical question is how the field \( \mathcal{A} \) is related to the gauge fields \( A_\mu \) to which the fermions couple in the usual way. Once this is known, the action \[28\] can be expressed in terms of the usual gauge fields. For the gauge interactions of the original fermion system, we have invariance under the usual gauge transformation

\[
\delta A_\mu = \partial_\mu \Lambda + i[\hat{\Lambda}_\mu + A_\mu, \ \Lambda], \quad \delta \hat{A}_\mu = 0 \tag{30}
\]

Here \( \Lambda \) is the infinitesimal gauge parameter and \( \hat{A}_\mu \) is the nonabelian uniform background field. What we need is an expression for \( \mathcal{A} \) in terms of \( A_\mu \) such that when the gauge fields \( A_\mu \)
are transformed as in (30), the field $A$ undergoes the transformation (29). In other words, the transformation (29) is induced by the transformation (30). This is the basic principle which can be used to determine $A$ as a function of $A_\mu$, up to gauge invariant terms. The bosonized action of the LLL fermionic system in the presence of gauge interactions then follows in a straightforward way. Since $A$ is the time component of a noncommutative gauge field, the relation between $A$ and the commutative gauge fields $A_\mu$ is essentially a Seiberg-Witten transformation [27, 28].

It is quite clear that the possible excitations of the LLL fermionic system are particle-hole excitations, which can, in principle, be described in terms of bosonic degrees of freedom. The noncommutative field theories given by the actions $S_0$ in (24) and $S$ in (28) are the exact bosonic actions describing the dynamics of the noninteracting LLL fermions without or with gauge interactions. Thus the matrix theory provides a very general way to construct the bosonic action for a fermionic system by viewing it in phase space as a Landau problem with the symplectic structure being the magnetic field. Some of these ideas have already been used in the context of phase space bosonization for one-dimensional nonrelativistic fermions [21] and for the effective droplet dynamics in the planar quantum Hall effect [25, 26].

We shall now demonstrate that in the limit where $N \to \infty$ and the number of fermions is large, the action $S_0$ reduces, for arbitrary even dimensions, to a boundary action describing the edge excitations (abelian and nonabelian) of the QHE droplet [14]. In the presence of fluctuating gauge fields there is an additional bulk action, given in terms of a Chern-Simons term, whose anomaly gets cancelled by the boundary contribution given in terms of a generalized chiral, gauged Wess-Zumino-Witten action [22].

5 Star product for $\mathbb{CP}^k$ with $U(k)$ background gauge field

The large $N$ simplifications are carried out using the symbols and star-products. Let $\hat{X}$ be a general $(N \times N)$-matrix, with matrix elements $X_{ml}$, acting on the $N$-dimensional Hilbert space generated by the basis (7). The symbol corresponding to $\hat{X}$ is defined by

$$X_{a'b'}(\vec{x}, t) = \frac{1}{N} \sum_{ml} \Psi_{m;a'}(\vec{x}) X_{ml}(t) \Psi^*_l;b(\vec{x})$$

$$= \sum_{ml} D_{m;a'}(g) X_{ml} D^*_l;b(g) = \langle b', -n | g^T X^T g | a'; -n \rangle$$

(31)

In the nonabelian case the symbol is a $(N' \times N')$ matrix valued function, while in the abelian case where $J'$ is the singlet representation, the symbol is just a function on $\mathbb{CP}^k$. With this
In order to evaluate the star-product we need to reexpress the unit matrix $1$ in \[ (33) \], where $1 = \sum_m |m\rangle\langle m|$, and $|m\rangle$ are all the states in the $J$ representation, in terms of the lowest weight states $|a',-n\rangle$. In the case of a $U(1)$ background field the star-product, following this method, was derived in \[14\]. We found

$$X \ast Y = \sum_s (-1)^s \left[ \frac{(n-s)!}{n!s!} \right] \sum_{i_1,i_2,\ldots,i_k} \frac{s!}{i_1!i_2!\cdots i_k!} (R_{i_1}^i \cdots R_{i_k}^i X) \ (R_{i+1}^i \cdots R_{i+k}^i Y)$$

(34)

Expression (34) can be thought of as a series expansion in $1/n$. Similar expressions for the star-product of functions were derived in the context of noncommutative $\mathbb{CP}^k$ \[29\].

In the case of the $U(k)$ background field the calculation of the star-product to arbitrary order in $1/n$ is very involved. The calculation to order $1/n$ was done in \[14\] and extended to order $1/n^2$ in \[22\]. The result is

$$X \ast Y = XY - \frac{1}{n} R_{-I} X R_{+I} Y + \frac{i}{n^2} R_{-J} X f^{aIJ} (T_a)^T R_{+I} Y$$

$$+ \frac{1}{2n^2} R_{-I} R_{-J} X R_{+I} R_{+J} Y + \mathcal{O}(1/n^3)$$

(35)

The right translation operators $R_\alpha$ can be expressed as differential operators using \[2\] and \[10\],

$$R_\alpha g = i(E^{-1})_\alpha^i (\partial_i g + igE_i T_a + igE_i T_a) \equiv i(E^{-1})_\alpha^i D_i g$$

$$R_\alpha g^\dagger = i(E^{-1})_\alpha^i (\partial_i g^\dagger - iE_i T_a g^\dagger) \equiv i(E^{-1})_\alpha^i D_i g^\dagger$$

(36)

where $T$'s are the $U(k)$ generators in the particular representation $g$ belongs to. Using (36) and the symbol definition \[31\], we find that the action of $R_\alpha$ on a symbol is

$$R_\alpha X_{a'b'} = i(E^{-1})_\alpha^i (D_i X)_{a'b'}$$

$$D_i X = \partial_i X + i[\bar{A}_i, X], \quad \bar{A}_i = \bar{A}_i^\dagger (T_a)^T = E_i^\dagger (T_a)^T$$

(37)
where $\bar{A}$ is the $SU(k)$ background gauge field in the $J'$ representation. Notice that the $U(1)$ part of the gauge field does not contribute in (37).

Combining expressions (35) and (37) we can rewrite the star-product in terms of covariant derivatives and real coordinates (instead of complex) as

$$X \ast Y = XY + \frac{1}{n} P^{ij} D_i X D_j Y - \frac{i}{n^2} P^{ij} P^{kl} D_iX \bar{F}_{lk} D_j Y$$

$$+ \frac{1}{2n^2} P^{ik} P^{jl} D_i X D_k D_l Y + O(1/n^3)$$

(38)

where $\bar{F}_{lk} = \bar{F}_{lk}(T_a)^T$ and $P^{ij} = g^{ij} + \frac{i}{2} (\omega K^{-1})^{ij}$. $D_i$ is the Levi-Civita covariant derivative for a curved space such as $\mathbb{C}P^k$.

Combining expressions (35) and (37) we can rewrite the star-product in terms of covariant derivatives and real coordinates (instead of complex) as

$$X \ast Y = XY + \frac{1}{n} P^{ij} D_i X D_j Y - \frac{i}{n^2} P^{ij} P^{kl} D_i X \bar{F}_{lk} D_j Y$$

$$+ \frac{1}{2n^2} P^{ik} P^{jl} D_i X D_k D_l Y + O(1/n^3)$$

(38)

where $\bar{F}_{lk} = \bar{F}_{lk}(T_a)^T$ and $P^{ij} = g^{ij} + \frac{i}{2} (\omega K^{-1})^{ij}$. $D_i$ is the Levi-Civita covariant derivative for a curved space such as $\mathbb{C}P^k$, namely,

$$D_i D_j X \equiv D_i D_j X - \Gamma_{ij}^l D_l X$$

$$D_i E^a_j = \partial_i E^a_j + f^{a\alpha\beta} E^\alpha_i E^\beta_j = \Gamma_{ij}^l E^a_l$$

(39)

where $A$ in $f^{a\alpha\beta}$ is a $U(k)$ index (both $U(1)$ and $SU(k)$) and $\Gamma_{ij}^l$ is the Christoffel symbol for $\mathbb{C}P^k$.

Equation (38) is valid for both abelian and nonabelian cases. In the abelian case, they simplify since $X, Y$ are commuting functions and $\bar{F}_{lk} \to 0$, so that $D_i X \to \partial_i X$ and $D_i D_j X \to \partial_i \partial_j X - \Gamma_{ij}^l \partial_l X$.

6 Calculation of $\mathcal{A}$

In this section, we will outline the calculation of $\mathcal{A}$ as a function of $A_\mu$ via the implementation of the $W_N$ transformation (29) as induced by the gauge transformation (30) on $A_\mu$. Using (29) and (38) we find that up to $1/n^2$ terms

$$\delta \mathcal{A} = \partial_t \lambda - i[\lambda, V + A] - \frac{i}{n} P^{ij} (D_i \lambda D_j (V + A) - D_i (V + A) D_j \lambda)$$

$$- \frac{1}{n^2} P^{ik} P^{lj} (D_i \lambda \bar{F}_{lk} D_j V - D_i V \bar{F}_{lk} D_j \lambda)$$

$$- \frac{i}{2n^2} P^{ik} P^{jl} (D_i D_j \lambda D_k D_l V - D_i D_j V D_k D_l \lambda)$$

(40)

At this stage, it is useful to discuss the scaling of various quantities. All expressions so far (including the measure $d\mu$, $g^{ij}$, $(\omega K^{-1})^{ij}$, etc.) have been written in terms of the dimensionless coordinates $x_i = \tilde{x}_i / R$, where $R$ is the radius of $\mathbb{C}P^k$ and $\tilde{x}$ are the dimensionful coordinates. The calculation of the star-product (38) involves a series expansion in terms of $1/n$, where
$n = 2BR^2$ and $B$ is the magnitude of the constant $U(1)$ magnetic field. Written in terms of the dimensionful parameters $\bar{x}_i$, the expansion in $1/n$ becomes an expansion in $1/B$. We shall further assume that the energy scale of the gauge field fluctuation $A_\mu$, and therefore of $A$, is much smaller than $B$ to be consistent with the restriction to LLL.

The scale of the confining potential $V$ is set by the magnetic field $B$ ($\sim n$ in terms of dimensionless variables). A convenient choice for the confining matrix potential $\hat{V}$ is such that the ground state density $\rho_0(\bar{x})$ corresponds to a spherical droplet. This is the case when all the $SU(k)$ multiplets of the $J$ representation up to a fixed hypercharge (the eigenvalue of $T_{k^2+2k}$) are completely filled, starting from the lowest. A simple choice for such a potential is the one used in [14],

$$\hat{V} = \sqrt{\frac{2k}{k+1}} \nu \left( T_{k^2+2k} + \frac{nk}{\sqrt{2k(k+1)}} \right)$$

(41)

where $\nu$ is a constant. (The potential does not have to be exactly of this form; any potential with the same qualitative features will do.) The particular expression (41) has the property that $\langle s|\hat{V}|s \rangle = \nu s$, where $|s\rangle$ denotes an $SU(k)$ multiplet of hypercharge $-nk + sk + s$, namely $\sqrt{2k(k+1)}T_{k^2+2k}|s\rangle = (-nk + sk + s)|s\rangle$. The symbol for (41) was calculated in [14] to be

$$V_{a'v'} = \langle b', -n|g'^T Vg|a', -n\rangle = v n \frac{\bar{z} \cdot z}{1 + \bar{z} \cdot z} \delta_{a'v'} + S_{k^2+2k,a}(T_a)_{v' a'}$$

(42)

where $S_{k^2+2k,a} = 2\text{tr}(g^1 t_{k^2+2k} g t_a)$. The important point is that the first term in (42) is diagonal and of order $n$ in terms of the dimensionless variables $z$, while the second non-diagonal term is of order $n^0$. In analyzing (40) we can absorb the order $n^0$ term of the confining potential in the definition of $A$ and treat separately the diagonal term of order $n$ as the potential $V$ to be used for large $n$ simplifications. In this way, since $V_{a'v'} = \delta_{a'v'} V(r)$, where $r^2 = \bar{z} \cdot z$, is proportional to the identity, expression (40) can be further simplified as

$$\delta A = \partial_t \lambda - i [\lambda, A] - \frac{i}{n} P^{ij} (D_i \lambda D_j A - D_i AD_j \lambda)$$

$$+ u^i D_i \lambda - \frac{i}{n} \left( P^{ij} D_i \lambda \tilde{F}_{lk} - P^{ij} \tilde{F}_{lk} D_i \lambda \right) u^k$$

$$+ \frac{1}{2n^2} \left[ (\omega^{-1}_K)^{ik} g^{jl} + g^{ik} (\omega^{-1}_K)^{jl} \right] D_j D_l \lambda \nabla_k \partial_l V$$

(43)

where

$$\nabla_k \partial_l V = \partial_k \partial_l V - \Gamma^a_{kl} \partial_a V, \quad u^i = \frac{1}{n} (\omega^{-1}_K)^{ij} \partial_j V$$

(44)

The quantity $u^i$ is essentially the phase space velocity, if we think of the LLL as the phase space of a lower dimensional system, with symplectic structure $n \omega_K$ and Hamiltonian $V$.  
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Equation (43) gives the transformation of $A$. What we are seeking is an expression for $A$ as a function of $A_\mu$, $A = f(A_\mu)$, such that

$$\delta A \overset{\text{(as in eq. (43))}}{=} f(\delta A_\mu)$$

$$\delta A_\mu = \partial_\mu \Lambda + i[\bar{A}_\mu + A_\mu, \Lambda] = D_\mu \Lambda + i[A_\mu, \Lambda], \quad \delta \bar{A}_\mu = 0$$

The solution for $A$ can be worked out from this requirement, although the calculation is algebraically a bit tedious \[22\]. It is given by

$$A = A_0 - \frac{i}{2n} g^{ij} [A_i, 2D_i A_0 - \partial_0 A_i + i[A_i, A_0]]$$

$$+ \frac{1}{4n} (\omega_K^{-1})^{ij} \{ A_i, 2D_j A_0 - \partial_0 A_j + i[A_j, A_0] \}$$

$$+ u^i A_i - \frac{i}{2n} g^{ij} [A_i, A_k] \partial_j u^k + \frac{1}{4n} (\omega_K^{-1})^{ij} \{ A_i, A_k \} \partial_j u^k$$

$$- \frac{i}{2n} g^{ij} [A_i, 2D_j A_k - D_k A_j + i[A_j, A_k] + 2\bar{F}_{jk}] u^k$$

$$+ \frac{1}{4n} (\omega_K^{-1})^{ij} \{ A_i, 2D_j A_k - D_k A_j + i[A_j, A_k] + 2\bar{F}_{jk} \} u^k$$

$$+ \frac{1}{2n^2} g^{ik} (\omega_K^{-1})^{jl} (D_i A_j + D_j A_i) \nabla_k \partial_l V$$

(46)

where $[ , ]$ and $\{ , \}$ indicate commutators and anticommutators, respectively. The symbol for the matrix gauge transformation parameter $\hat{\lambda}$ can also be evaluated as

$$\lambda = \Lambda - \frac{i}{2n} g^{ij} [A_i, D_j \Lambda] + \frac{1}{4n} (\omega_K^{-1})^{ij} \{ A_i, 2D_j \Lambda \} + \mathcal{O}(1/n^2)$$

(47)

The gauge field $A_\mu$ in (46) contains both the abelian $U(1)$ and nonabelian $SU(k)$ components. In the abelian case where the fermions interact only with the $U(1)$ gauge field, the symbols are commuting functions, so the commutator terms in (46) vanish. In terms of the dimensionful quantities $\tilde{x} = Rx$, $\tilde{D} = D/R$, $\tilde{A} = A/R$, $\tilde{V} \sim B$, $A$ can be written as a series expansion in $1/B$. The terms shown in (46) account for all terms of order $B^0$ and $1/B$.

The function $A$ being the symbol of the time-component of the matrix gauge potential can be thought of as the Seiberg-Witten map \[27\ \[28\] for a curved manifold in the presence of nonabelian background gauge fields.

It is clear from (45) that the expression (46) is only determined up to gauge invariant terms whose coefficients are not constrained by the $W_N$-transformation \[29\] and the requirement that it is induced via the gauge transformation \[30\]. As we shall see in the next section, this solution produces the minimal gauge coupling for the chiral field describing the edge excitations of the quantum Hall droplet.
7 Edge and bulk actions and anomaly cancellation

The simplification of the action \((28)\) requires one more ingredient, namely, the symbol for \(\hat{\rho}_0\). For the case of a confining potential \(\hat{V}\) with an \(SU(k)\) symmetry, as discussed in the previous section, one can perform an exact calculation for \(\rho_0\). In the limit where \(N\) is large and the number of fermions \(K\) is large, where \(N \gg K\), one can show that the symbol corresponding to the density matrix is of the form

\[
(\rho_0)_{a'b'} = \rho_0(r^2)\delta_{a'b'}, \quad \rho_0(r^2) = \Theta\left(1 - \frac{R^2r^2}{R_D^2}\right) \tag{48}
\]

where \(\Theta\) is the step-function and \(R_D\) is the radius of the droplet. Equation (48) defines the so-called droplet approximation for the fermionic density. We want to evaluate the action \(S\), and identify the edge and bulk effective actions, in this approximation. As mentioned earlier, the \(1/n\) expansion of various quantities can be thought of as an expansion in \(1/B\) if we write our expressions in terms of the dimensionful coordinates \(\tilde{x}\). Similarly, using (21), the prefactor \((N/N')d\mu \to [n^k/(k!R^{2k})]d\tilde{\mu} = (2B)^k/k!\ d\tilde{\mu}\), where \(d\tilde{\mu}\) is the measure of the space in terms of the dimensionful coordinates. For convenience we will continue the evaluation of the edge and bulk effective actions in terms of the dimensionless coordinates, keeping in mind, though, that the \(1/n\)-expansion can always be converted to a \(1/B\)-expansion with the appropriate overall prefactor to correctly accommodate the volume of the droplet.

The large \(n\) limit of the bosonic action \(S_0\) in the absence of gauge interactions was derived in [14]. It can be written in terms of a unitary \((N' \times N')\) matrix valued field \(G = e^{i\Phi}\), where \(\Phi\) is the symbol corresponding to \(\hat{\Phi}\) in \(\hat{U} = e^{i\hat{\Phi}}\). Explicitly

\[
S_0 = -\frac{N}{2nN'} \int dt d\mu \frac{\partial \rho_0}{\partial r^2} \text{tr} \left[ \left( G^\dagger \dot{G} + \nu G^\dagger D_\omega G \right) G^\dagger D_\omega G \right] \\
+ \frac{Nk}{4\pi nN'} \int \rho_0 \left[ -d \left(i\tilde{A}dGG^\dagger + i\tilde{A}G^\dagger dG\right) + \frac{1}{3} \left(G^\dagger dG\right)^3 \right] \wedge \left(\frac{\omega_K}{2\pi}\right)^{k-1} \tag{49}
\]

In this equation, \(D_\omega\) is the component of the covariant derivative \(D\) perpendicular to the radial direction, along a special tangential direction on the droplet boundary, given explicitly as \(D_\omega = -(\omega_K^{-1})^{ij}2r\hat{x}_i D_j\); \(\hat{x}_i\) is the radial unit vector normal to the boundary of the droplet. \(\nu\) is the parameter displayed in (41) for that particular potential. For a more general potential,

\[
\nu = \frac{1}{n} \frac{\partial V}{\partial r^2} \left|_{\text{boundary}} \right.
\]

The volume element \(d\mu\) for \(\mathbb{CP}^k\) is normalized such that \(\int d\mu = 1\) and is given in local
coordinates as

\[ d\mu = \epsilon^{i_1j_1i_2j_2 \cdots i_kj_k}(\omega_K)_{i_1j_1} \cdots (\omega_K)_{i_kj_k} \frac{d^{2k}x}{(4\pi)^k} = k! \sqrt{\det \omega_K} \frac{d^{2k}x}{(2\pi)^k} \] (51)

Since \( \rho_0(r^2) \) is a step-function as in (48), its derivative \( \partial \rho_0/\partial r^2 \) produces a delta function with support at the boundary of the droplet. As a result the first two terms in (49) are boundary terms. The action \( S_0 \) in (49) is a higher dimensional generalization of a chiral, Wess-Zumino-Witten action, vectorially gauged with respect to the time-independent background gauge field \( \bar{A} \). The third term is a WZW-term written as an integral over a \((2k+1)\)-dimensional region, corresponding to the droplet and time. The usual 3-form in the integrand of the WZW-term, \((G^\dagger dG)^3\), has now been augmented to the appropriate \((2k+1)\)-form \((G^\dagger dG)^3 \wedge (\omega_K)^{k-1}\). Since the WZW-term is the integral of a locally exact form, the whole action \( S_0 \) should be considered as part of the edge action.

The part of the action which depends on the external gauge field \( A_\mu \) is given by

\[ S_A = -\frac{N}{N'} \int dtd\mu \operatorname{tr} \left[ \rho_0 * U^\dagger \ast A \ast U \right] \] (52)

The large \( n \) limit of \( S_A \) was evaluated in [22]. It contains a boundary contribution expressing the interaction between the matter field \( G \) characterizing the edge excitations of the quantum Hall droplet and the external gauge field \( A_\mu \) and a bulk contribution written solely in terms of the gauge field fluctuations \( A_\mu \). Combining the large \( n \) limits for \( S_0 \) and \( S_A \), the total edge action is essentially a higher dimensional Wess-Zumino-Witten action chirally gauged with respect to the external gauge field \( A_\mu \) (up to gauge invariant, completely \( A \)-dependent terms). The bulk contribution is written in the form of Chern-Simons actions (when the fields \( A_\mu \) are slowly varying with respect to the length scale set by \( B \)).

To keep the expressions simple we first write down the results when \( u^i = 0 \), i.e., \( \omega_K |dV = 0 \). The edge action is then

\[
S_{\text{edge}}(u^i = 0) = \frac{N}{2\pi N'} \left[ \int \partial_i \rho_0 (\omega_K^{-1})^{ij} G^\dagger (\partial_j G + iA^L G - iG A^R) G^\dagger (\partial_j G + iA^R G - iG A^L) \right. \\
+ \frac{k}{2\pi} \int \rho_0 \left[ -d \left( iA^L dGG^\dagger + iA^R G^\dagger dG + A^L G A^R G^\dagger \right) \right. \\
\left. + \frac{1}{3} \left( G^\dagger dG \right)^3 \right] \wedge \left( \frac{\omega_K}{2\pi} \right)^{k-1} = S_{WZW}(A^L = A + \bar{A}, A^R = \bar{A}) \] (53)

This is clearly a higher dimensional WZW action, gauged in a left-right asymmetric way. The full \( S_{\text{edge}} \) action, including the \( u^i \) dependent terms, is also a gauged WZW action; it is
obtained from (53) by the following substitutions:

\[ \begin{align*}
\partial_0 & \to \partial_\tau = \partial_0 + u^k \partial_k \\
A^L_0 & \to A^L_\tau = A_0 + u^k (A_k + \bar{A}_k), \quad A^R_0 \to A^R_\tau = u^k \bar{A}_k \\
A^L_i & = A_i + \bar{A}_i, \quad A^R_i = \bar{A}_i
\end{align*} \]  
(54)

The derivative \( \partial_\tau \) is the convective derivative, well known in hydrodynamics. The appearance of \( A_\tau \) is consistent with the gauging of the convective derivative. One can explicitly verify that the \( u \)-dependent terms generated by (54) from (53) are gauge invariant.

Because of the chiral gauging, \( S_{\text{edge}} \) (including the \( u^i \)-dependent terms) is not gauge invariant. Under a gauge transformation it changes by

\[ \delta S_{\text{edge}} = \frac{N k}{4 \pi n N'} \int d\rho_0 \ tr \left[ d(A + \bar{A}) \Lambda \right] \wedge \left( \frac{\omega_K}{2 \pi} \right)^{k-1} \]  
(55)

The bulk contribution to the action is given by

\[ S_{\text{bulk}} = -\frac{N}{N'} \int dt d\mu \rho_0 \ tr \left[ A_0 + u^k A_k \right] + \frac{kN}{4 \pi n N'} \int dt \rho_0 \left[ \left( A + \bar{A} \right) d(A + \bar{A}) + \frac{2i}{3} (A + \bar{A})^3 \right] \wedge \left( \frac{\omega_K}{2 \pi} \right)^{k-1} - \frac{(k - 1)}{2 \pi} \ tr \left[ \left( A + \bar{A} \right) d(A + \bar{A}) + \frac{2i}{3} (A + \bar{A})^3 \right] dV \wedge \left( \frac{\omega_K}{2 \pi} \right)^{k-2} + \frac{N}{2 n N'} \int dt d\mu \rho_0 \ tr \left[ \nabla^i F_{ik} + (k + 1) A_k \right] u^k \]  
(56)

The metric-dependent terms in the last line of (56) can be neglected compared to the rest of the terms. Written in terms of the dimensionful coordinates \( \tilde{x} \), they get a prefactor proportional to \( 1/(BR^2) \); they are small compared to the other terms in the approximation where \( R \) is large and the gradients of the external field are small compared to \( B \). (The actions (53) and (56) are related to the Kähler-Chern-Simons and Kähler-WZW actions [31].)

The \( V \)-dependent terms in \( S_{\text{bulk}} \) can be shown to be gauge invariant for a spherically symmetric \( \rho_0 \) and \( V \). The lack of gauge invariance is entirely due to the Kähler-Chern-Simons term in the second line of (56). The change in \( S_{\text{bulk}} \) under a gauge transformation is

\[ \delta S_{\text{bulk}} = -\frac{N k}{4 \pi n N'} \int d\rho_0 \ tr \left[ d(A + \bar{A}) \Lambda \right] \wedge \left( \frac{\omega_K}{2 \pi} \right)^{k-1} \]  
(57)

Adding the gauge variations of the edge and bulk actions we find, as expected, that the total bosonic action \( S \) is gauge invariant, \( \delta S = \delta S_{\text{edge}} + \delta S_{\text{bulk}} = 0 \). (Anomaly cancellation for two-dimensional Hall effect is discussed in [32].)
The phenomenon of anomaly cancellation is of course expected since gauge invariance is already built in the action $S$. The full bosonic action $S$ is, by construction, invariant under

$$\delta U = -i\lambda * U, \quad \delta A_\mu = D_\mu \Lambda + i[A_\mu, \Lambda]$$

(58)

via the induced $W_N$-transformation. This also implies the following gauge transformation for $G$,

$$\delta G G^\dagger = -i\Lambda + \cdots$$

(59)

where the ellipsis indicates terms of higher order in $1/n$. This means that the large $n$ limit of the effective action $S = S^{\text{edge}} + S_A^{\text{bulk}}$ is automatically gauge invariant under (58) and (59), guaranteeing the anomaly cancellation between the edge and bulk contribution.

In the next section, we will outline a different derivation of the bulk action by matrix techniques. We shall see that the “topological” part of (56), where the last two terms are neglected, can be written, for $\rho_0 = 1$, as a single $(2k + 1)$-dimensional Chern-Simons term to all orders in $1/n$. In fact, with a little bit of algebra, and using $N/N' = nk/k!$ for large $n$, the bulk action (56) can be brought to the form,

$$S_A^{\text{bulk}} = S_{CS}(\tilde{A})$$

$$\tilde{A} = (A_0 + V, -a_i + \bar{A}_i + A_i)$$

(60)

The gauge fields in this equation are of the form $A^a(T^T_T)$. Since only the last eigenvalue of the generator $T_{k^2+2k}$ contributes in the symbol, we may write the abelian part as $-a_i = -n a K_i = a K_i T_{k^2+2k}^T \sqrt{2(k+1)/k}$. The combination $-a_i + \bar{A}_i + A_i$ can therefore be written as $a + A$, where all components are expanded using $T^T$, $a$ being the full background field $\bar{A}^{k^2+2k} T_{k^2+2k}^T + \bar{A}^a T_a^T$. Notice that the antihermitian components are $iA^a T^T_A = -iA^a (-T^T_A) = -iA^a (T_A)_{R}$, where the index $A$ denotes both the $U(1)$ and $SU(k)$ indices. The matrices $-T^T_A$ are the generators in the representation $\bar{R}$ conjugate to the representation $R$ of the $T_A$. We will use this in the next section.

**The nature of the edge states**

Turning now to the nature of the edge states, this can be understood in terms of the field $G$ in (19, 13). First consider the case of the background field being abelian, so that one can write $G = e^{i\Phi}$, where $\Phi$ is just one function, not a matrix. The surface of the droplet is topologically $S^{2k-1}$. The action involves time-derivatives of $\Phi$ and $D_\omega$ which is the derivative along an angular direction on $S^{2k-1}$ which is $\omega_K$-conjugate to the radius of the droplet. It is convenient to decompose $\Phi$ in terms of the eigenstates of $D_\omega$. Since $S^{2k-1}/S^1 = \mathbb{C}P^{k-1}$, the
surface of the droplet, other than the angular direction corresponding to \(D_\omega\), will be \(\mathbb{C}P^{k-1}\). We see that for each eigenvalue of \(D_\omega\), \(\Phi\) can be expanded in terms of the \(D\)-functions for \(SU(k)\), with the eigenvalue for the right action of \(R_{k^2-1}\) fixed to the eigenvalue for \(D_\omega\). Explicitly, we can write \(\Phi = \sum \sum_{p,q} c_{m}^{p, q} D_{m; s}^{p, q}(h)\), where \(h \in SU(k)\), \(D_{m; s}^{p, q}(h)\) is the \(D\)-function for the irreducible representation of \(SU(k)\) of the tensorial type \(T_q^p\) with \(p\) symmetric lower indices, \(q\) symmetric upper indices and the contraction (or trace) of any \(p\)-type index with any \(q\)-type index must vanish. The eigenvalue of \(D_\omega\) is \(s = p - q\), up to normalization factors. The right state \(|s\rangle\) in the \(D\)-function denotes the unique \(SU(k-1)\)-invariant state for this representation, with the given eigenvalue for \(R_{k^2-1}\). Notice that \(D_{m; s}^{p, q}\) are similar to wave functions of a reduced Landau problem on \(\mathbb{C}P^{k-1}\). More details of edge states can be found in [12, 16, 20]. The analysis of edge states on \(S^4\) starting from \(\mathbb{C}P^{3}\) can be found in [14]. For the case of a nonabelian background, one can carry out a similar analysis, although the details are more involved.

8 The fuzzy space point of view

We shall now return to the question of taking the large \(N\) limit of a matrix action, focusing on the fuzzy space-matrix model point of view. The basic strategy has been to introduce a set of wave functions for the Hilbert space \(\mathcal{H}_N\) and then the large \(N\) limit can be defined using the symbols for the matrices involved. But, as mentioned in the introduction, there are many ways to do this. Since the action we start with is a matrix action, there is, initially, no notion of space or spatial geometry. The Hilbert space \(\mathcal{H}_N\) on which the matrices act as linear transformations can be taken, for example, as arising from the quantization of the phase space \(S^2 = SU(2)/U(1)\), where the symplectic form is \(\omega = -i\omega_K\), \(\omega_K\) being the Kähler form on \(S^2\). (\(N\) will be a function of \(n\).) Taking \(n\) large in this way defines a specific large \(N\) limit. Since \(\omega\) is a background \(U(1)\) field on \(S^2\), we could also consider a deformation of this situation with, say, \(\omega = -i\omega_K + F\), where \(F\) is topologically trivial (so that the dimension of \(\mathcal{H}_N\) is not changed). The wave functions to be used would now be modified and the large \(n\) limit, via the modified symbols, gives \(S^2\) with a different choice of background field on it. One could also consider \(\mathcal{H}_N\) as the quantization of, say, \(\mathbb{C}P^k = SU(k+1)/U(k)\), with a suitable choice of symplectic form (with the values of \(N\) matching the dimensions of a class of \(SU(k+1)\) irreducible representations). This is what we did in the analysis for the dynamics of the quantum Hall droplet. It is clear that there are many ways to take the large \(N\) limit. Even for the same geometry and topology for the phase space, the choice
of symplectic form is not unique. Once the dimension of the symplectic space has been chosen, these limits can be parametrized by the choice of background gauge fields. This is what we want to analyze, particularly for the matrix action 
\[ S = i \int dt \Tr \rho_0 (U^\dagger D_0 U), \]
where 
\[ D_0 = \partial_0 + A_0. \]
(We will use antihermitian \( A_0 \) for simplicity of notation in this section. Also any potential \( V \) can be included in \( A_0 \).)  \(^1\)

The result we find will be essentially identical, with some reinterpretation, to the result for the quantum Hall system. However, keeping in mind the fuzzy geometry, we want to take the point of view that the Hilbert space is the fundamental entity, with the smooth manifold being just a large \( n \) simplification. It is, therefore, important to have a matrix version of the calculations for extracting the large \( n \) expansion.

The unitary transformation \( U \) encodes the fluctuations of the chosen density matrix, or the edge states from the quantum Hall point of view. Equivalently, it gives the boundary effects for dynamics in a subspace of a fuzzy space. The bulk dynamics is not sensitive to \( U \), and can be extracted by taking \( \rho_0 = 1 \). Effectively, we are then seeking the simplification of 
\[ S = i \int dt \Tr D_0 \]
in the limit of large matrices. This action is the one-dimensional Chern-Simons action for the matrix theory.

In the following, we shall choose a specific background and expand the action around it. The final result is not sensitive to the details of the background, except for the dimension and topology. Therefore, we can choose a simple background, say, \( \mathbb{CP}^k \) with only the abelian field; thus \( \omega = -i n \omega_K \). The gauge fields \( A_0, A_i \), which can be abelian or nonabelian, will be expanded around this background; thus the fields \( A_0, A_i \) are actually functions on fuzzy \( \mathbb{CP}^k \).

At this point, it is appropriate to clarify the relationship between the lowest Landau level and fuzzy geometry in more specific terms. The states of the lowest Landau level form an \( N \)-dimensional Hilbert space which we identify as the space \( \mathcal{H}_N \) needed for fuzzy \( \mathbb{CP}^k \). Observables when restricted to the LLL are \((N \times N)\)-matrices and these can be taken as functions on fuzzy \( \mathbb{CP}^k \). We can see that these are in correspondence with functions on smooth \( \mathbb{CP}^k \). A basis for functions on smooth \( \mathbb{CP}^k \) is of the form \( \{ D_{m,w}^R(g) \} \) where \( |w\rangle \) is trivial under the action of \( U(k) \in SU(k + 1) \), so that we get true functions on \( SU(k + 1)/U(k) \) and \( R \) is any representation which contains such a state. At the matrix level, since the states are symmetric representations of \( SU(k + 1) \), a general matrix is of the

---

\(^1\)We do not use a hat to represent matrices or operators on \( \mathcal{H} \) from now on to avoid clutter in notation. Whether we mean the matrix or the symbol should be clear from the context. \( A_0 \) plays now the role of \( \bar{A} \) of section 4.
form $X_{a_1 a_2 \cdots a_n}^{b_1 b_2 \cdots b_n}$ and transforms as the product representation $\bar{J} \otimes J$. The reduction of this product will contain the singlet, the adjoint, and higher irreducible representations. Thus, upon reducing the product $\bar{J} \otimes J$, we can write a matrix $X$ in terms of a basis corresponding to the irreducible representations of $SU(k+1)$ as

$$X_{a_1 a_2 \cdots a_n}^{b_1 b_2 \cdots b_n} = \sum_{0 \leq p \leq n} \sum_{\{\alpha\}} C^{A_1, A_2, \ldots, A_p} (T_{A_1, A_2, \ldots, A_p})_{a_1 a_2 \cdots a_n}^{b_1 b_2 \cdots b_n}$$  \hspace{1cm} (61)$$

The matrices $T_{A_1, A_2, \ldots, A_p}$ are obtained from products of the generators of $SU(k+1)$, namely $T_A$’s, with the condition that they are traceless for any contraction of any of the $a_i$’s with any of the $b_j$’s. They form a complete basis at the matrix level. The symbol corresponding to the identity is the constant function on smooth $\mathbb{C}P^k$, the symbol for $T_A$ will be of the form $D_{A, w}^{(adj)}(g)$. The symbols corresponding to $T_{A_1, A_2, \ldots, A_p}$ are $D_{m, w}^{R}(g)$, for the appropriate representation $R$. We see that the symbol corresponding to $X$ is a function on $\mathbb{C}P^k$, expandable in terms of a truncated set of basis functions since $p \leq n$. As $n \to \infty$, “functions” on $\mathcal{H}_N$ tend to functions on $\mathbb{C}P^k$. Further the star-product shows that the algebra of $Mat_N$ goes over to the commutative algebra of functions on $\mathbb{C}P^k$.

This argument is for wave functions of the LLL corresponding to an abelian background. The wave functions for the LLL with a nonabelian background field are of the form $D_{m, a'}^{J}(g)$, where the state $|J, a', -n\rangle$ transforms as the $J'$-representation of $SU(k)$. This can be constructed in terms of a product of the abelian background and another representation of $SU(k+1)$. The state $|J, a', -n\rangle$ can be viewed as one set of states obtained by the reduction of the product $|J_1, -n\rangle \otimes |J_2, a', 0\rangle$ for some representations $J_1, J_2$ of $SU(k+1)$. In this way, matrices acting on the product space of two $SU(k+1)$ representations can lead to the symbols we obtained using the nonabelian wave functions. This structure with two $SU(k+1)$ representations is what we expect for matter fields on $\mathbb{C}P^k$ which form an $SU(k+1)$ multiplet $J_2$, where one set ($J_1$ in our notation) arises from the translations on the space. This is also the mathematical structure relevant for the dynamics of a charged particle on a fuzzy space. (For example, for the fuzzy sphere, we find that two $SU(2)$ representations are needed to define charged particle dynamics with a constant (monopole) background field.) In summary, we see that dynamics in the LLL for smooth $\mathbb{C}P^k$ can reproduce dynamics on fuzzy $\mathbb{C}P^k$.

There is also a description of fuzzy $\mathbb{C}P^k$ directly in terms of embedding in $\mathbb{R}^{k^2+2k}$, which will be useful in our discussion. For this we start with $k^2 + 2k$ hermitian matrices $X_A$ which are of dimension $(N \times N)$, where $N$ is of the form $(n+k)!/n!k!$ for some integer
The embedding conditions are then given by

\[ X_A X_A = \frac{nk(n+k+1)}{2(k+1)} \equiv C_n \]

\[ d_{ABC} X_B X_C = (k-1)(\frac{2n+k+1}{4(k+1)}) X_A \equiv \alpha_n X_A \quad (62) \]

Consider the \( SU(k+1) \)-generators \( T_A \) in the symmetric representation of rank \( n \). They may be written as \( T_A = a_0^\dagger(t_A)ab_0 \equiv a_0^\dagger t_A a_0 \), for bosonic annihilation-creation operators \( a_b, a_0^\dagger, a, b = 1, \ldots, (k+1) \). By using completeness relations, one can easily prove that these obey representation-dependent identities which are identical to \( (62) \) with \( T_A \) replacing \( X_A \). In other words, the matrices \( T_A \) in the symmetric rank \( n \) representation of \( SU(k+1) \) give a solution of the embedding conditions \( (62) \) via \( X_A = T_A = a_0^\dagger t_A a_0 \). This solution is obviously fuzzy \( CP^k \) since functions of the \( X \)'s become general \( N \times N \)-matrices, acting on the symmetric rank \( n \) representation of \( SU(k+1) \). In equation \( (62) \), \( C_n \) is the quadratic Casimir operator and \( \alpha_n \) is another invariant related to the properties of the \( d_{ABC} \)-symbol.

We may also note that the conditions \( (62) \) can also be rewritten in terms of \(-iT_A\) as

\[ (-iT_A)(-iT_A) = -C_n \]

\[ d_{ABC}(-iT_B)(-iT_C) = -i\alpha_n(-iT_A) \quad (63) \]

A general gauge field is introduced in the matrix language by the prescription \( D_A = -iT_A + A_A \). This will involve \( k^2 + 2k \) spatial components for the gauge potential, which are obviously too many for \( CP^k \). Thus there are restrictions on \( D_A \) which ensure that there are only \( 2k \) spatial components for the potentials. These conditions may be taken as the gauged version of the conditions \( (63) \),

\[ D_A D_A = -C_n \]

\[ d_{ABC} D_B D_C = -i\alpha_n D_A \quad (64) \]

In other words, even after gauging, the derivatives obey the same embedding conditions \( (63) \) as before gauging \( (33) \). (In the limit of a continuous manifold, there is some redundancy in these conditions. While they are sufficient for our purpose, whether they are necessary and sufficient in the noncommutative case is not quite a settled issue.)

9 The Chern-Simons action again

We will now reconsider the simplification of the action from a purely matrix point of view \( (35) \). To carry out the expansion for large \( N \), we write \( A_0, A_A \) in terms of \((N \times N)\)-blocks.
In other words, we can take \( \mathcal{H} = \mathcal{H}_N \otimes \mathcal{H}_2 \) so that the matrix elements of \( A_i \), \( i = 0, 1, 2, \ldots \), may be written as \( A_{Apq} = \langle p|A|q \rangle = \langle l|A|r \rangle \), \( l, r = 1, 2, \ldots, N \), \( a, b = 1, 2, \ldots, \text{dim}J_2 \). \( \mathcal{H}_N \) will carry an irreducible representation of \( SU(k+1) \), specifically the symmetric rank \( n \) representation. \( \mathcal{H}_2 \) carries the representation \( J_2 \) of some compact Lie group. (The action obtained in the previous sections is for the case when this group is \( SU(k+1) \) or a subgroup of it.)

We will consider the variation of the matrix action \( i \text{Tr}D \) under a change of the background fields. More generally, let \( K \) be a matrix acting on the Hilbert space \( \mathcal{H} \). We may write \( K \) in an expansion in \( D \)'s as a sum of terms of the form

\[
K = K(-iT) = K^{A_1A_2\ldots A_s} (-iT_{A_1})(-iT_{A_2})\cdots(-iT_{A_s})
\]  

(Our results extend by linearity to sums of such terms, so it is sufficient to consider one such term, for a fixed value of \( s \).) In the large \( n \) limit, the \( T \)'s typically become the coordinates for the space \( \mathcal{M} \), in an embedding of \( \mathcal{M} \) in \( \mathbb{R}^d \) of suitable dimension \( d \). Since \( -iT_A = D_A - A_A \), it is possible to expand \( K \) in terms of the \( D_a \)'s which give the same basis on a background with additional gauge fields \( A_A \). This can be done by writing \( K = K(D_A - A_A) \) and expanding in powers of \( A \). Since \( A \) is not necessarily small, it is easier to consider a perturbation around \( D \), and calculate the variation of \( K \) by expanding \( K(D - \delta D) - K(D) \) to linear order in \( \delta D \). By integrating this over \( \delta D \) up to \( A_A \) we can obtain \( K \). This will give an expression for \( K \) in terms of \( K(D) \).

The actual calculation will involve a number of steps:

1. We write the commutator of \( D \)'s as \( [D_A, D_B] = f_{ABC}D_C + F_{AB} \equiv \omega_{AB} + F_{AB} \equiv \Omega_{AB} \). This defines \( \omega, \Omega \). When the gauge field fluctuations are zero, \( \omega_{AB} = f_{ABC}D_C \) will become the symplectic form in the large \( n \) limit. We first define a matrix \( N_{AC} \) which will play the role of an inverse to \( \Omega_{CB} \) when acting on functions of \( D \)'s which obey the embedding conditions for the \( \Omega_{CB} \) and which tends to the inverse of the symplectic form at large \( n \).

2. We then write \( \delta D \) in terms of \( N_{AC} \), which will generate a series which is naturally in powers of \( 1/n \).

3. The variation of \( K \) to first order can then be obtained in a suitable form. In particular, we take \( K = D_0 \) to get the variation of the action, \( i\text{Tr}(\delta D_0) \).
4. The next step will be to use the symbols to simplify the action. There is a correction to the definition of the symbol which must also be included.

5. The result can be compared to the variation of the Chern-Simons action to establish that the action does indeed become the Chern-Simons action.

We shall now go over these steps, indicating briefly the basic mathematical results involved.

\textit{An ‘inverse’ to } \Omega

\[ N_{AB} \text{ is defined by the equations} \]
\[ N_{AC} \Omega_{CB} = \delta_{AB} + X_{AB} + iY_{AB} \]
\[ \Omega_{BC} N_{CA} = \delta_{BA} + X_{BA} + iY_{BA} \] (66)

where

\[ X_{AB} = \frac{D_B D_A}{B_n}, \quad Y_{AB} = \frac{1}{B_n} \left( n + \frac{1}{2} (k + 1) \right) \left[ d_{ABC} D_C + i \frac{\alpha_n}{2} \delta_{AB} \right] \] (67)

and \( B_n \) denotes the combination \( B_n = \frac{1}{4} n (n + k + 1) + \frac{1}{16} (k^2 - 1) \). We also introduce the expression

\[ N_{0AC} = \frac{1}{B_n} \left[ f_{ACK} D_K + \frac{1}{4} (k - 1) \delta_{AC} \right] \] (68)

It obeys the equation \((N_0 \omega)_{AB} = \delta_{AB} + X_{AB} + iY_{AB} + R_{AB}\) with

\[ B_n R_{AB} = f_{ACK} D_K f_{CBL} D_L - D_B D_A - \frac{C_n}{k} \delta_{AB} - \frac{i}{2} (2n + k + 1) d_{ABC} D_C \]
\[ + \frac{1}{4} (k - 1) f_{ABC} D_C \] (69)

The matrices \(X\) and \(Y\) are of order 1 at large \(n\); \(R\) is naively of the same order, but it is actually of lower order due to algebraic identities on \(T_A\). A solution for \(N_{AB}\) can be obtained as a series by writing \(N = N_0 + N_1 + N_2 + \cdots\), and matching terms of the same order in powers of \(n\) in (66). The first few terms are given by

\[ N_{AB} = N_{0AB} - (R N_0)_{AB} - (N_0 F N_0)_{AB} + (R (X + iY) N_0)_{AB} + (N_0 F (X + iY) N_0)_{AB} \]
\[ + (N_0 F N_0 F N_0)_{AB} + \cdots \] (70)

The embedding conditions (64) are crucial in verifying that this is a solution to (66). Terms containing powers of \(X, Y\), such as \(RX N_0, RY N_0\), are seemingly of the same order \(RN_0\),
since $X$, $Y$ are of order 1. But they are actually down by a power of $n$ due to the embedding conditions. The series (70), therefore, is appropriate at large $n$.

**Expression for $\delta D$**

Using $N_{AB}$, we can express the variation of $D$ in a form suitable for a series expansion in $1/n$. Multiplying equations (66) by $\delta D_A$, using $\delta D_A Y_{AB} + Y_{BA} \delta D_A = 0$, which also follows from the embedding conditions, and rearranging terms one can show that

$$
\delta D_B = \frac{1}{2} \left( \xi_C [D_C, D_B] + [D_B, D_C] \tilde{\xi}_C \right) - \frac{1}{4B_n} [\delta D \cdot D - D \cdot \delta D, D_B] \\
\xi_C = \delta D_A \left( N_{AC} + \frac{\delta AC}{B_n} \right), \quad \tilde{\xi}_C = \left( N_{CA} + \frac{\delta CA}{B_n} \right) \delta D_A 
$$

(71)

**Variation of $K$**

We now turn to the matrix function $K = K^{A_1; A_2; \ldots; A_s}$. Here we can take, without loss of generality, the coefficients $K^{A_1; A_2; \ldots; A_s}$ to be symmetric in all indices. (Any antisymmetric pair may be reduced to a single $D$ and $F$; $F$ itself may be re-expanded in terms of $D$'s, to bring it to this form.) Taking the variation of $K$ under $D \to D - \delta D$, and rearranging terms keeping in mind this symmetry, we can bring $\delta K$ to the form

$$
\text{Tr} (\delta K) = -\frac{1}{2} \text{Tr} \left[ \delta D_A N_{AB} [D_B, K] - [D_B, K] N_{BA} \delta D_A + O(1/n^3) \right] 
$$

(72)

This gives the change in $\text{Tr} K$ to order $1/n^2$, as $n$ becomes large.

**Variation of $\text{Tr}(D_0)$**

Equation (72) can be used to work out the expansion of the action, at least to order $1/n^2$, taking $K = D_0$. The terms in $N_{ab}$, from equation (70), which can contribute to this order, are

$$
N_{AB} = \omega^{-1}_{AB} + \frac{(k-1)}{4B_n} \delta AB - \omega^{-1}_{AC} F_{CD} \omega^{-1}_{DB} - \Re AC \omega^{-1}_{CB} + O(1/n^3) 
$$

(73)

where $\omega^{-1}_{AB} = f_{ABC} D_C / B_n$ (The notation anticipates the fact that this matrix will become the inverse of $\omega$ in the large $n$ limit. But, at this stage $\omega^{-1}_{AB}$ is still a matrix.) The variation of the action, up to order $1/n^2$, is obtained from (72), (73) as

$$
\delta D_0 = \delta D_0^{(1)} + \delta D_0^{(2)} + \cdots \\
\delta D_0^{(1)} = -\frac{1}{2} \left( \delta A A \omega^{-1}_{AB} F_{B0} + F_{B0} \omega^{-1}_{AB} \delta A_0 \right) \\
\delta D_0^{(2)} = \frac{1}{2} \left( \delta A A \omega^{-1}_{AB} F_{BC} \omega^{-1}_{CD} F_{D0} + F_{D0} \omega^{-1}_{AB} F_{BC} \omega^{-1}_{CD} \delta A_0 \right) 
$$

(74)
Using symbols

What is left is to simplify the expansion (74), which is still in matrix terms, in terms of the symbols as an integral over $\mathbb{CP}^k$ with a trace over the remaining (small, $a,b$-type) matrix labels. For this, we can bring the $\omega_{AB}^{-1}$ to the left end by the cyclicity of the trace, and then replace it by

$$
\omega_{AB}^{-1} = \frac{1}{B_n} \left[ -i \frac{nk}{\sqrt{2k(k+1)}} f_{ABC} S_{C,k^2+2k} + i \frac{1}{2} f_{ABC} S_{C-1} R_{+i} + f_{ABC} S_{CA} A_0 \right]
$$

(75)

Here we have used the standard rule for simplifying the symbol of $T_{AX}$ and also the fact the symbol of the gauge field may be written as $A_C = S_{CA} A_0$ where the summation is over $\alpha = 1$ to $2k$. The fact that the symbol of $A_C$ has this restricted form is due to the constraints (64). The inverse of $\omega$, in the limit of the continuous manifold, is given in the coordinate basis as

$$
\omega^{-1ij} = -i \frac{nk}{B_n \sqrt{2k(k+1)}} f^{\alpha\beta,k^2+2k} (E^{-1})^i_\alpha (E^{-1})^j_\beta
$$

(76)

where $E$'s are the frame fields for the metric on $\mathbb{CP}^k$. This can be used to simplify the first term on the right hand side of (75) as $\omega^{-1ij} E_i^\alpha E_j^\beta S_{A\alpha} S_{B\beta}$.

Change in symbol

There is one more correction which we must take account of. The symbol was defined using wave functions with the gauge field fluctuations equal to zero. As the potential is changed, the definition of the symbol also changes. This change can be calculated as

$$
(K) = (K)_0 - \frac{1}{4} \left[ (\omega^{-1}_{AB} F_{AB} + F_{AB} \omega^{-1}_{AB}) K \right] + \cdots
$$

(77)

This is needed to simplify the symbol for $\delta D_0^{(1)}$, for which $K = -\frac{1}{2} (\delta A_A \omega^{-1}_{AB} F_{B0} + F_{B0} \omega^{-1}_{AB} \delta A_A)$.

The variation of the action

Taking account of these observations, the evaluation of the action is straightforward, although somewhat tedious. The result, to order $1/n^2$, is obtained as

$$
\int dt \text{Tr}(\delta D_0) = N \int dt d\mu(\mathbb{CP}^k) \left[ -\omega^{-1ij} \text{tr}(\delta A_i F_{j0}) \\
+ \frac{1}{2} \left( \omega^{-1im} \omega^{-1nj} + \frac{1}{2} \omega^{-1ij} \omega^{-1mn} \right) \text{tr} \left[ (\delta A_i F_{j0} + F_{j0} \delta A_i) F_{mn} \right] \\
- \frac{1}{n} \omega^{-1mn} \text{tr} \left[ \delta A_m \left( -D^2 + (k+1) \right) F_{n0} \right] + O(1/n^3) \right]
$$

(78)
In this expression, the field components are in the coordinate basis.

**Relation to the Chern−Simons action**

Equation (78) can be expressed in terms of the Chern-Simons form. The variation of the $(2k + 1)$-dimensional Chern-Simons term is given by

$$
\delta S = \frac{i^{k+1}}{(2\pi)^kk!} \int \text{tr}(\delta AF^k) 
$$

(79)

Replacing $F$ by $\omega + F$ and expanding, we get

$$
\delta S = \frac{i^{k+1}}{(2\pi)^kk!} \int \left( \omega^k \delta A + k\omega^{k-1} \delta AF + \frac{1}{2} k(k-1)\omega^{k-2} \delta AF^2 + \cdots \right) 
$$

(80)

Since $\omega$ is proportional to the Kähler form, this can be simplified and written in terms of the standard volume measure $d\mu$ for $\mathbb{CP}^k$. As an example, we note that the second term can be written as

$$
\frac{i^{k+1}}{(2\pi)^kk!} k\omega^{k-1} \text{tr}(\delta A_m F_{n0}) dx^m dx^n dt = \frac{i^n}{k!} \int dtd\mu \left[ -\omega^{-1mn} \text{tr}(\delta A_m F_{n0}) \right] 
$$

(81)

Rewriting the other terms similarly, and comparing with (78), we find

$$
i \int dt \text{ Tr}(\delta D_0) = \frac{Nk!}{n^k} \delta S_{CS} - \frac{iN}{n} \int dtd\mu \omega^{-1mn} \text{tr} \left[ \delta A_m \left( -D^2 + (k+1) \right) F_{n0} \right] + \cdots 
$$

$$
\approx \delta S_{CS} - i \frac{N}{n} \int dtd\mu \omega^{-1mn} \text{tr} \left[ \delta A_m \left( -D^2 + (k+1) \right) F_{n0} \right] + O(1/n) 
$$

(82)

In this expression for $i \text{Tr}(D_0)$ we have also included a term

$$
i \text{Tr}\delta_f A_0 = \frac{Nk!}{n^k} \frac{i^{k+1}}{(2\pi)^kk!} \int \omega^k \text{ tr}(\delta A_0) 
$$

(83)

The reason is that (78) only gives the variation of $i \text{Tr}(D_0)$ due to the change in the spatial components of $A$, namely, under $A_i \to A_i + \delta A_i$. A change in the functional form of $A_0$ is also possible; the variation of $i \text{Tr}(D_0)$ due to this is (84) and should be included to obtain the general variation.

The first term on the right hand side of (82) will integrate to give the Chern-Simons form. The second term is due to the higher terms, terms involving derivatives, in the star-product. Let $S_{*CS}$ denote the Chern-Simons term defined with star-products used for the products of fields and their derivatives occurring in it. The integrated version of (82) is then

$$
i \int dt \text{ Tr}(D_0) \approx S_{*CS} + \cdots 
$$

(84)
It is worth emphasizing that the gauge potentials in this Chern-Simons action are the full potentials \( a + A \), where \( a \) is the background value corresponding to the symplectic form and \( A \) is the additional potential or gauge field fluctuation.

The second term in (82) which arises from higher terms in the star-product also agrees with the result (56), if we write \( A_0 = iV \); some partial integrations are also necessary. As argued after (56), by rescaling the coordinates \( x \to \tilde{x} = R x \), this term is seen to be small if the radius is large and the gradients of fields are small compared to the value of the background field. The Chern-Simons form is unaffected by this scaling. In this approximation, the leading term of the action is given by

\[
i \int dt \, \text{Tr}(D_0) \approx S_{CS} \quad \cdots \tag{85}
\]

This result shows that the expansion of \( \text{Tr}(D_0) \) around different backgrounds can be approximated, in the large \( n \) limit and for small gradients for the field strengths, by the Chern-Simons form, with \( A \) replaced by \( a + A \), \( a \) being the desired background potential. Notice that any reference to the metric and other geometrical properties of \( \mathbb{CP}^k \) has disappeared in this result.

Strictly speaking, our calculation has explicitly verified this result (85) only up to order \( 1/n^2 \), or, equivalently, up to the term involving the 5-dimensional Chern-Simons form for \( A \). To this order, we do get \( S_{CS}(a + A) \). But we can see that the result (85) holds with the full Chern-Simons term. This is because, the final expression, whatever it is, should be a functional of only the combination \( a + A \), since the separation between the background and fluctuation is arbitrary. Also it should have the correct gauge invariance property and it should agree with \( S_{CS}(a + A) \) when expanded up to the term with the 5-dimensional Chern-Simons form for \( A \). The only such term, apart from the ambiguity of higher gradients of fields, is \( S_{CS}(a + A) \). Thus the result (85) holds in general, in a gradient expansion at large \( R \).

10 Towards a matrix theory of gravity

The basic mathematical result we have can be applied to gravity on fuzzy spaces (36). As mentioned in the introduction, one may take the minimalist point of view that fuzzy spaces are just another regularization. Then, for ordinary field theories it would not be anything special, but it is still very attractive for gravity since symmetries can be preserved. One may also consider fuzzy space as fundamental, continuous space being a large \( N \) approximation.
Formulating gravity on fuzzy spaces is, in either case, an interesting problem. (For earlier formulations of gravity on fuzzy spaces, see [6, 37].)

To see how gravity arises naturally, recall that the background fields we have considered are valued in the Lie algebra of $U(k)$ for $\mathbb{CP}^k = SU(k+1)/U(k)$. This is part of the isometry group $SU(k+1)$ of $\mathbb{CP}^k$. Gauging of the isometry group introduces gravity, so we may interpret the gauge fields as gravitational fields. This is the basic point of contact. We shall now present an argument on how our results may be adapted for describing gravity.

The setting for the problem is the finite-dimensional Hilbert space $H$, which we may take to be split into a matter part $H_m$ and a space part $H_s$, the latter leading to the spacetime at large $n$. The action for the evolution of states is given by the action

$$S = i \int dt \text{Tr} \rho_0 (U^\dagger D_0 U)$$

where $D_0 = \partial_0 + A_0$. The Hamiltonian as a matrix on the Hilbert space is $H = -iA_0$. We know that (86) is the most general equation for evolution of states for matter, the specific characteristics of the matter system being encoded in the choice of $H$ and other observables. The only natural choice for the space part is that the same action should apply to evolution within $H_s$. To see how this can be implemented, represent a general state in $H$ as $|A, r\rangle$, where the labels $A, B$, etc., pertain to the degrees of freedom of space and the labels $r, s$, etc., describe the matter system of interest. For the operator $D_0$, we introduce the splitting

$$\langle A, r|D_0|B, s \rangle = \delta_{rs} \langle A|D_0^{(s)}|B \rangle + \langle A, r|D_0^{(m)}|B, s \rangle$$

The part of $D_0$ which is proportional to the identity in $H_m$ is designated as $D_0^{(s)}$ and the remainder as $D_0^{(m)}$. The latter includes effects of coupling the matter system of interest to the spatial degrees of freedom. We also take the density matrix to have the form

$$\langle A, r|\rho_0|B, s \rangle = \delta_{AB} \langle r|\rho_0|s \rangle$$

Notice that we take $\rho_0$ to have maximal rank in $H_s$; if the rank is less than maximal, it would mean that the dynamics does not cover all of space. This is why we make the choice (89).

While $A_0$ (or $H$) specifies the choice of matter system, for spacetime, the geometry is not a priori determined, therefore $D^{(s)}$ should be regarded as an arbitrary matrix in (86). Thus we take the action (86) as the action for the theory, including gravity, where $U$ and $D_0^{(s)}$ are regarded as quantities to be varied. $D_0^{(m)}$ is to be regarded as a given operator, specifying the matter system of interest.
We can get different large $n$ limits for the action depending on what backgrounds we choose. Extremization of the action can be used to determine the best background. If we ignore all matter degrees of freedom as a first approximation, the action becomes

$$S \approx i \int dt \, \text{Tr}(D_0^{(a)})$$  \hspace{1cm} (89)$$

For the case of $\mathbb{C}P^k$ with a nonabelian background, the wave functions were of the form $\mathcal{D}^J_{m,a}(g)$. As mentioned in section 8, the state $|J, a', -n\rangle$ may be taken as one set of states obtained by the reduction of the product $|J_1, -n\rangle \otimes |J_2, a', 0\rangle$ for some representations $J_1, J_2$ of $SU(k + 1)$. (We will take $J_2$ to be the fundamental representation of $SU(k + 1)$ for simplicity.) Therefore, at the matrix level we split the states as $\mathcal{H}_s = \mathcal{H}_{N} \otimes \mathcal{H}_{2}$, where the components are of dimensions $N = \text{dim}J_1$ and $\text{dim}J_2 = k + 1$ respectively. Correspondingly, we write $D_0$ as $D_{0pq} = \langle p | D_0 | q \rangle = (l a | D_0 | r b)$, $l, r = 1, 2, \cdots, N$, $a, b = 1, 2, \cdots, k + 1$. The matrix structure for the indices $l, r$ will be converted to the symbol, and we carry out a large $N$-expansion. The result is $(2k + 1)$-dimensional Chern-Simons theory. For the gauge fields, in general, there will be a $U(1)$ component as well. Thus the gauge group is $U(k + 1)$.

The conclusion of this argument is that, for a fuzzy space, we should expect Chern-Simons gravity [38]. (In this context, it is fascinating that there are indications of Chern-Simons gravity in the context of M-theory [39]; we expect that the present analysis can be related to a matrix version of some of the considerations in these references.)

The simplest example along these lines would be $k = 3$, which gives a $U(4)$-Chern-Simons theory on a seven-dimensional space. We take this space to be of the form $S^2 \times M^5$ and the gauge field strength as $-il\omega_K + F$ where $\omega_K$ is the Kähler form on $S^2$, $l$ is an integer and $F$ is in the $SU(4)$ Lie algebra. The action is then given by

$$S = -i \frac{l}{24\pi^2} \int \text{tr} \left( A \, dA \, dA + \frac{3}{2} A^3 \, dA + \frac{3}{5} A^5 \right)$$  \hspace{1cm} (90)$$

Since $SU(4)$ is locally isomorphic to $O(6)$, we see that this is appropriate for Euclidean gravity in five dimensions. In fact, the $SU(4)$ potential can be written as $A = P^\alpha E_\alpha^\alpha dx^i + \frac{1}{2} J^\alpha\beta \omega^{\alpha\beta} dx^i$ where $J_{\alpha\beta}$ are the generators of $O(5) \subset O(6)$ and $P^\alpha$ are a basis for the complement of $O(5)$ in $O(6)$. $E^\alpha$ are the frame fields and $\omega^{\alpha\beta}$ is the spin connection. The equations of motion give $F = 0$ and has the solution $A = g^{-1}dg$ with $g \in O(6)$. This is with no matter.) This space is $O(6)/O(5) = S^5$ which is the Euclidean version of de Sitter space. It is given in a basis where the cosmological constant $\Lambda$ has been scaled out; it may be introduced by the replacement $E^\alpha \to \sqrt{\Lambda} E^\alpha$. 
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There is also a neat reduction of this to four dimensions \[40\]. This is achieved by the additional restrictions $E_5^5 = 1$, $\omega_5^{\alpha\beta} = 0$, $\omega_5^{\alpha\beta} = 0$, for $\alpha, \beta = 1, \ldots, 4$. The fifth dimension is taken as a circle of, say, unit radius. (This restriction, as well as the choice of $S^2$ with the $U(1)$ field proportional to the Kähler form, can be interpreted as particular compactifications.) In this case, the action becomes

$$S = \frac{l\Lambda}{64\pi} \int \left( E_\alpha E_\beta R^{\gamma\delta} - \frac{\Lambda}{2} E^\alpha E^\beta E^\gamma E^\delta \right) \epsilon_{\alpha\beta\gamma\delta}$$

We get the Einstein-Hilbert action with a cosmological constant.

There are many issues, such as getting Minkowski signature, generalizing to other dimensions and incorporating matter in a detailed way, which are not yet clear. Nevertheless, this nexus of Hall effect, fuzzy spaces and gravity is very suggestive and intriguing.

11 Discussion, Outlook

We shall begin with a synopsis of the basic result of our analysis. We have a finite-dimensional Hilbert space $\mathcal{H}$ with fields and other observables realized as linear transformations or matrices acting on this space. When the dimension of the matrices is large, we can simplify matrix products, the action, etc., using symbols for the matrices and star-products. The symbols are defined in terms of a set of wave functions. These wave functions are based on a continuous smooth symplectic space $\mathcal{M}$, of dimension, say, $2k$, with a set of gauge fields defined on it. (We may think of the Hilbert space $\mathcal{H}$ as providing a fuzzy version of $\mathcal{M}$.) The wave functions characterize the space $\mathcal{M}$ and the fields on it, as far as observables are concerned. The large $N$ limits of matrices are thus parametrized by $\mathcal{M}$ and the gauge fields. Alternatively, we may think of the Hilbert space as the set of lowest Landau levels for quantum Hall effect on $\mathcal{M}$ and the gauge fields as external fields to which the fermions couple. In either case, the basic action we have analyzed is of the form

$$S = i \int dt \, \text{Tr} (\hat{\rho}_0 \hat{U}^\dagger \hat{D}_0 \hat{U})$$

where $\hat{\rho}_0$ characterizes a fiducial or initial state. Our basic result is then the following.

- In the large $N$ limit, $\hat{\rho}_0$ describes a droplet of a subspace of $\mathcal{M}$. The simplification of the action yields a a bulk action and a boundary action.
• The bulk action is given by the \((2k+1)\)-dimensional Chern-Simons action, when the gradients of the gauge fields are small. This action, although obtained by expansion around a chosen background, is not sensitive to the geometry of the space.

• The boundary action describes the fluctuations of the boundary of the droplet, or equivalently, the large \(N\) limit of embeddings of a fuzzy sphere in the fuzzy version of \(\mathcal{M}\). It is given by a chiral gauged higher dimensional generalization of the WZW action.

• The bulk and boundary actions are not separately gauge-invariant, but the total action is, with the gauge anomalies canceling between the two.

Perhaps the most interesting conclusion which emerges from this analysis is the possibility of describing a number of higher dimensional theories as matrix models. For example, the \((2+1)\)-dimensional Chern-Simons and the 2-dimensional WZW theories help to define conformal field theories in two dimensions. One can introduce a matrix model for them, as a specific large \(N\) limit of (92). But such a matrix model can also lead to higher dimensional Chern-Simons and WZW models, as a different way of taking the large \(N\) limit. This suggests a way of generalizing conformal field theories to higher dimensions. In this context, the exploration of some of the well known features of WZW models such as symmetry structures and current algebra would be very interesting. (This is also closely related to the Kähler-Chern-Simons and Kähler-WZW models [31].)

Noncommutative Chern-Simons theories have been extensively investigated over the last few years [41]. Properties of such theories on flat noncommutative spaces are fairly well understood by now. They have also been formulated on some \((2+1)\)-dimensional fuzzy spaces, but a general formulation on fuzzy spaces has not yet been possible [42]. These theories are matrix versions of the Chern-Simons theory characterized by the choice of the fuzzy space and the gauge group and give the usual Chern-Simons theory at large \(N\), just as the action \((92)\) does. It is perfectly sensible to study these matrix models and \((92)\) as different theories, but if we only ask for a matrix theory whose commutative limit gives the Chern-Simons theory, then the action \((92)\) is a good choice. It has also the advantage that it can be easily formulated on any fuzzy space and can give Chern-Simons theories on smooth spaces of any dimension and with any gauge group, depending on how the large \(N\) limit is taken. The matrix version \((92)\) may thus be considered as a ‘universal’ Chern-Simons theory [35].
Bosonization in higher dimensions is another closely related topic \cite{43,44}. The phase space for fermions in $k$ dimensions is $2k$-dimensional. Semiclassically, each quantum state corresponds to a certain phase volume. Thus, by the exclusion principle, a collection of a large number of fermions is an incompressible droplet in the phase space. Deformations of the droplet give a bosonic description of the dynamics of this collection of fermions. Thus the matrix action (92) can also be used for phase space bosonization. The large $N$ result is evidently the generalized WZW theory. Related approaches in formulating higher dimensional phase space bosonization in terms of a noncommutative field theory have been explored in \cite{20,44}.

There is also an evident connection to fluid dynamics; the edge dynamics of the droplet is that of an incompressible droplet of fluid. The additional gauge fields allow for nonzero compressibility. The droplet can be viewed as the embedding of a $2k$-brane in $\mathcal{M}$. Therefore one should be able to relate these ideas to the descriptions of fluids in the brane language \cite{45}. It is also related to the noncommutative description of the quantum Hall effect proposed in \cite{46}.

As mentioned in the last section, gravity on a fuzzy space may be the context in which these results can be most fruitful. This story is far from complete, there are many issues related to the Minkowski signature, incorporation of matter, etc. which need to be clarified. Also, as mentioned earlier, there are suggestions that Chern-Simons gravity can provide an effective description of $M$-theory \cite{39}. A matrix description via (92) is an attractive possibility that needs to be explored further. It is also suggestive that quantum Hall droplets appear in the dual field theories for many gravitational backgrounds \cite{47}.

Another interesting line of development, which we have not discussed, is the supersymmetric version of quantum Hall effect \cite{48}. The bosonic partners of fermions do not have to form an incompressible droplet since there is no exclusion principle for them. Nevertheless, it is possible to obtain supersymmetric droplets and study their properties. This can be applicable in the context of supersymmetric brane dynamics, supergravity, etc.
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