Resistively-limited current sheet implosions in planar anti-parallel (1D) and null-point containing (2D) magnetic field geometries
Thurgood, Jonathan O.; Pontin, David I.; McLaughlin, James A.

Published in:
Physics of Plasmas

DOI:
10.1063/1.5035489

Publication date:
2018

Document Version
Publisher's PDF, also known as Version of record

Link to publication in Discovery Research Portal

Citation for published version (APA):
Thurgood, J. O., Pontin, D. I., & McLaughlin, J. A. (2018). Resistively-limited current sheet implosions in planar anti-parallel (1D) and null-point containing (2D) magnetic field geometries. Physics of Plasmas, 25(7), [072105]. https://doi.org/10.1063/1.5035489
Resistively-limited current sheet implosions in planar anti-parallel (1D) and null-point containing (2D) magnetic field geometries

Jonathan O. Thurgood, David I. Pontin, and James A. McLaughlin

Citation: Physics of Plasmas 25, 072105 (2018); doi: 10.1063/1.5035489

View online: https://doi.org/10.1063/1.5035489

View Table of Contents: http://aip.scitation.org/toc/php/25/7

Published by the American Institute of Physics

Articles you may be interested in

Kinetic ballooning mode under steep gradient: High order eigenstates and mode structure parity transition
Physics of Plasmas 25, 072106 (2018); 10.1063/1.5025949

Quasi-perpendicular fast magnetosonic shock with wave precursor in collisionless plasma
Physics of Plasmas 25, 074502 (2018); 10.1063/1.5039478

Observations of the magneto-Rayleigh-Taylor instability and shock dynamics in gas-puff Z-pinch experiments
Physics of Plasmas 25, 072701 (2018); 10.1063/1.5032084

Computational simulation of atmospheric pressure discharges with the needle-array electrode
Physics of Plasmas 25, 072101 (2018); 10.1063/1.5029266

Comparative study of Fisch-Boozer and Ohkawa current drive mechanisms for electron cyclotron waves
Physics of Plasmas 25, 072501 (2018); 10.1063/1.5027609

Characteristics of the SOL turbulence structure in the first experimental campaign on W7-X with limiter configuration
Physics of Plasmas 25, 072502 (2018); 10.1063/1.5033353
Resistively-limited current sheet implosions in planar anti-parallel (1D) and null-point containing (2D) magnetic field geometries
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Implosive formation of current sheets is a fundamental plasma process. Previous studies focused on the early time evolution, while here our primary aim is to explore the longer-term evolution, which may be critical for determining the efficiency of energy release. To address this problem, we investigate two closely related problems, namely: (i) 1D, pinched anti-parallel magnetic fields and (ii) 2D, null point containing fields which are locally imbalanced (“null-collapse” or “X-point collapse”). Within the framework of resistive MHD, we simulate the full nonlinear evolution through three distinct phases: the initial implosion, its eventual halting mechanism, and subsequent evolution post-halting. In a parameter study, we find that the scaling with resistivity of current sheet properties at the halting time is in good agreement—in both geometries—with that inferred from a known 1D similarity solution. We find that the halting of the implosions occurs rapidly after reaching the diffusion scale by sudden Ohmic heating of the dense plasma within the current sheet, which provides a pressure gradient sufficient to oppose further collapse and decelerate the converging flow. This back-pressure grows to exceed that required for force balance and so the post-implosion evolution is characterised by the consequences of the current sheet “bouncing” outwards. These are: (i) the launching of propagating fast MHD waves (shocks) outwards and (ii) the width-wise expansion of the current sheet itself. The expansion is only observed to stall in the 2D case, where the pressurisation is relieved by outflow in the reconnection jets. In the 2D case, we quantify the maximum amount of current sheet expansion as it scales with resistivity and analyse the structure of the reconnection region, which forms post-expansion, replete with Petschek-type slow shocks and fast termination shocks. © 2018 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5035489

I. INTRODUCTION

Magnetic fields play a key role in determining the dynamics of plasmas at all scales: from fusion experiments and laboratory plasmas to planetary magnetospheres, the Sun and stars, and galaxies and accretion disks. Magnetic reconnection is a fundamental plasma process associated with the dynamic energy release in these systems, and it is believed to explain a broad range of phenomena, including solar and stellar flares, coronal mass ejections, astrophysical jets, and planetary aurorae. Typically, to be consistent with such systems, it is required that the energy release mechanism must switch on suddenly (be “explosive”). For rapid reconnection, we often require the generation of thin layers of intense electric current (“current sheets”). As such, the details of how and where such current sheets may be established are important across a wide range of plasma applications.

One particular mechanism by which current sheets may be established in the vicinity of magnetic null points (or X-type neutral lines with guide fields) is that of “null point collapse,” which is an implosive process by which MHD waves—which are generically attracted to null points—concentrate flux at increasingly small scales producing large current densities. Since the basic idea was first discussed by Dungey,1 the system has been studied extensively using a variety of approaches. Notably, it has been studied dynamically in the close vicinity of the null points (specifically, within the domain close to the null in which the magnetic field and flow can be approximated as linear).2–6 Such studies tend to indicate the unbounded growth of the current in the absence of dissipation. Such unbounded growth of current would eventually lead to fast, “explosive” reconnection in any real diffusive system, no matter how small the resistivity. However, since these studies explicitly exclude the surrounding field, it is unclear whether sufficient energy could accumulate at the null in the full system to sustain this current blowup. An alternative approach—to simulate numerically the full nonlinear evolution of the field and flow geometries in response to a perturbation of fixed total energy in a closed system (i.e., only a finite amount of energy may be supplied to participate in the collapse)—has been considered by a number of authors [e.g., Refs. 7–13]. Such simulations find that collapse is eventually limited either by resistive diffusion or by the build up of an opposing back-pressure by the associated converging flow, by either plasma compression or compression of an out of plane guide field component.
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This approach received significant attention during the 1990s in investigating null collapse as a possible mechanism for obtaining fast reconnection rates in two dimensions, since in the resistively limited case the scaling of the collapse with decreasing resistivity is suggestive that the implosion can provide fast reconnection and energy release. These scalings were recently found to mostly extend to the collapse of fully 3D null points.\textsuperscript{13,14} However, it was eventually realised that for the solar corona the ambient plasma pressure is likely sufficient to halt the collapse before the diffusion scale is reached, so that questions were raised over its viability as a fast reconnection mechanism, at least from a solar physics perspective [e.g., Refs. 11 and 12]. Nonetheless, there are a number of secondary processes which would occur after the initial collapse which could lead to significant energy releases; either secondary current sheet thinning,\textsuperscript{11} tearing of the current layer depending on its aspect ratio,\textsuperscript{13} or a transition to collisionless reconnection.\textsuperscript{15–17} Furthermore, there are other secondary processes that occur after current sheet formation that are of interest—for example, Oscillatory Reconnection (OR).\textsuperscript{14,18,19} A phenomenon of time-dependent, periodic bursts of reconnection can occur and has been proposed as a possible explanation of quasi-periodic pulsations (QPPs) of solar flares (see also McLaughlin et al.\textsuperscript{20} for a review of the different possible QPP mechanisms) As such, the study of null collapse as a means of dynamically forming current sheets in various limiting cases remains of interest, even though the implosion may not itself immediately provide explosive energy release depending on the plasma parameter regime. Furthermore, the behaviour after the initial implosion is so far little studied, either analytically (the collapse solutions break down at the singularity) or computationally (in typical setups used so far, boundary effects and reflections have been communicated to the region of interest by the time at which the initial implosion stalls). Investigating such behaviour, isolated from the effects of the boundary is a key focus of this paper.

A closely related phenomenon to null collapse is the implosion of planar (1D) current concentrations which are embedded within an anti-parallel magnetic field (i.e., “Harris-like” current sheets), which are commonly associated with laboratory pinch experiments. If an electric current is suddenly discharged in an otherwise homogeneous plasma, then there is no pressure gradient available to resist the magnetic pressure gradients within the current sheet and so it implodes in upon itself. Much like the case of null collapse, there exist analytical solutions for cold, ideal plasmas which predict singularity in finite time [e.g., Ref. 21]. Indeed, in certain limits previous 2D null collapse and 1D collapse solutions have been shown to be equivalent. For example, the null collapse (2D) similarity solution of Forbes and Speiser\textsuperscript{22} is obtained analytically by series expansion about a special case of the initial field perturbation (their parameter $\varepsilon = 0$) which allows for a dimensional decoupling in their equations (and hence, an analytic solution)—which is in fact that reduced to 1D and used in Ref. 21. As such, null collapse proceeding from that initial condition could be regarded as the special limit whereby the imploding, self-similar flow region formed during null collapse along a particular axis becomes identical to that for the self-similar flow region of the 1D pinch (see also the Appendix of Forbes\textsuperscript{21} for a discussion of the relation of these solutions to those of Imshennik and Syrovatskii\textsuperscript{12}). Despite the analytical predictions of singularity in finite time, these implosions are in reality also limited by the eventual progression to small diffusive scales or the formation of back-pressures via the compression, in a direct analogue of the multi-dimensional null collapse case. Such limits to the 1D similarity solution were discussed by Forbes\textsuperscript{21} (and in Appendix E), who also numerically simulated the process in the absence of resistivity, finding good agreement during the initial implosion between the numerics and analytics under those assumptions, although the halting process of the implosion was not properly captured due to insufficient numerical resolution (the outer edge of the current sheet was able to proceed to the grid scale rather than being naturally limited by adiabatic back-pressure). Due to the ease and computational feasibility of placing the outer-boundary sufficiently far from the outer edge of the current sheet in a 1D problem, Forbes\textsuperscript{21} was also able to study the post-implosion behaviour reliably (i.e., without the interference of boundary reflections) as the rarefaction front which expands outward from the imploding current sheet simply never reached the outer boundary. It was found that immediately after singularity, a fast shock front was launched outwards, leaving behind a stationary, thin current sheet. However, with the collapse being halted by a numerical rather than a physical mechanism, it was unclear how physical this behaviour was. Recently, Takeshige et al.\textsuperscript{23} revisited the problem, again in the adiabatically limited case (ideal MHD with finite ambient gas pressure) and confirmed that a shock is launched and a thin current sheet remains in a static state of force balance between the inwardly directed magnetic pressure and outwardly directed gas pressure gradient. Unlike null collapse, the 1D implosion has to our knowledge not been considered in the resistively limited case which we focus on in this paper.

The analogy between null collapse and the 1D current sheet implosions stems from a key feature of 2D and 3D null collapse: that during the collapse, the field nonlinearly evolves towards a locally planar, or quasi-1D, geometry. This process has been described by a number of authors [e.g., Refs. 3, 9, and 22] and is the mechanism by which null collapse generates true current sheets (with distinct length- and width-wise axes) even in response to initially cylindrically symmetric current distributions, as we demonstrate later in this paper. This process has also been confirmed in laboratory experiments [e.g., Refs. 24 and 25]. In their numerical study of 2D null collapse, McClymont and Craig\textsuperscript{11} realised that the scaling inferred from advancing the analytical 1D similarity solution of Forbes\textsuperscript{21} to the point at which the diffusion and advection terms balance within the induction equation may generally apply to 2D null collapse (further, we note that since the 1D solution is equivalent to the 2D null collapse solution of Forbes and Speiser\textsuperscript{22} for a special initial condition, that there is at least one instance of null collapse in which we expect this to be true). However, they did not find this to be the case, although recently we\textsuperscript{13} noted in a study of 2D and 3D null collapse that our
resistively limited current sheet width scaling appeared to conform closely to 1D scaling of \( w \sim \eta^{0.89} \) (although we did not compare the scaling of other quantities to the 1D solution). The apparent difference between the two sets of simulations is that McClymont and Craig\(^{11}\) allow for resistive diffusion of the flux but did not then impart that energy upon the plasma via ohmic heating—suggesting that ohmic heating after reaching the diffusion scale plays a key role in the full halting process. Otherwise, this link is little explored and one we will consider here, for the first time, together with the details of the halting process.

In this paper, we study the resistively limited case of both problems, which is to say setups where the initial, ambient plasma pressure is sufficiently small that it cannot limit the implosions via adiabatic back-pressure before they reach the diffusion scale. Through high-resolution, nonlinear, resistive MHD simulations with effectively open boundaries, we are able to simulate the full nonlinear evolution of the 1D and 2D implosions through the three stages of initial implosion, diffusive halting, and the post-halting behaviour (the latter having been considered to date only in the 1D ideal case and not at all in 2D). With such computations, we aim to first quantify the properties of the current sheets at the time of stalling and test the extent to which scaling inferred from the 1D similarity solution holds for both geometries (given that the inferred scaling technically only predicts the sheet properties at the time the diffusion scale is reached, which is only the beginning of the full, nonlinear, diffusive halting process). Second, we wish to examine the precise mechanism by which further implosion is halted after reaching the diffusion scale. Finally, we study in detail the properties of the current sheet that remains after the implosion is fully halted—crucial for understanding how much flux can be reconnected overall as a result of the collapse. The paper is structured as follows: first, we outline the setup of the simulations (Sec. II), then detail the behaviour of the initial implosions (Sec. III), the mechanism by which the implosion is halted (Sec. IV), and subsequently, the post-implosion evolution (Secs. V and VI). Finally, we draw conclusions and discuss the results in Sec. VII.

## II. SIMULATION SETUP

The simulations involve the numerical solution of the single-fluid, resistive MHD equations using the LareXp code.\(^{26}\) Here, we outline the simulation setup (initial conditions), with full technical details deferred to the Appendices. All variables in this paper are nondimensionalized, unless units are explicitly stated, and we set the ratio of specific heats as \( \gamma = 5/3 \) in all simulations.

### A. Imploding planar current sheet setup (1D current sheet)

We use the resistive analogue of the setup of Forbes\(^{21}\) for our 1D simulations. We thus consider the implosion of a pinched current sheet of the form

\[
B_y = \begin{cases} 
  \frac{x}{|x|}, & |x| \leq 1, \\
  \frac{1}{|x|}, & |x| > 1,
\end{cases}
\]

which, as shown in Fig. 1, corresponds to a uniform plateau of current density out of plane (\( j_e \), in our coordinate system) of magnitude \( j_0 = 1 \) and initial half-width 1. The field is embedded within uniform density plasma (\( \rho = 1 \)) at rest (\( \mathbf{v} = 0 \)) with a uniform pressure \( p \) (equivalently, internal energy density \( e \)) chosen such that the plasma-\( \beta \) outside of the current concentration \( \beta_e \) is initially low (\( \beta_e = 10^{-8} \)). We consider a uniform resistivity \( \eta \) as a variable in our study. Under our nondimensionalization, \( \eta \) is the value of the inverse Lundquist number as defined by our normalisation constants and so quantifies the relative strength of the diffusivity on the domain-scale. We consider values of \( \eta \) in the range of \( 10^{-4} \) to \( 10^{-2} \), which are sufficiently large relative to the low gas pressure to ensure we consider the resistively-limited regime (\( \eta > 3.282 \beta_e^{1/4} \)), see Appendix E). As the initial state corresponds to \( \mathbf{j} \times \mathbf{B} \neq \mathbf{0} \) and contains no balancing

![FIG. 1. Initial magnetic fields and current concentrations. Left: The setup of the 1D, planar current sheet implosion indicating the magnitude of the field component \( B_y \) (black-solid line) and corresponding initial current density (red-dashed line). Right: The setup of the collapsing null, showing representative fieldlines for the perturbed field where the blue contour indicates the initial location of the separatrix fieldlines, and red indicates the boundary of the constant, cylindrical current distribution (\( j = j_0 \) inside, and \( j = 0 \) outside). This particular case is illustrated for an exaggerated, larger amplitude perturbation than that used in this paper, in order to make the alteration of the fieldline structure apparent by visual inspection. Both structures are only initially force-free where \( r > 1 \), and so disturbances must be propagated to the boundary at the local fast speed before choices on the boundary affect the evolution.](https://example.com/figure1.png)
gas pressure gradient, the current concentration immediately implodes. We describe this process in Sec. III A. The external boundary is placed sufficiently far from \( x = 1 \) (at \( x = 8 \)) that fast waves may not reach it and reflect before \( t = 7 \), and so the current sheet evolves as if in a self-consistent, open system until that time (see Appendix B for full details).

### B. 2D null collapse setup

We consider the collapse of 2D null points of the Cartesian form

\[
\mathbf{B}_0 = [y, x],
\]

which is a potential null point, free from electrical currents, and so constitutes a minimum energy, force-free state. Like in the 1D case, we take the plasma to be initially at rest \((v = 0)\), of uniform density \((\rho = 1)\) and a uniform gas pressure, chosen such that a fixed plasma-\(\beta\) defined by the background field \(\mathbf{B}_0\) at radius \( r = 1 \) may be set, which is taken as \( B_0 = 10^{-8} \) throughout. Plasma resistivity \( \eta \) is again taken as a uniform variable of our study (in the range of \( 10^{-4} \) to \( 10^{-2} \)).

In order for the 1D and 2D configurations to be as comparable as possible, we choose our perturbation to the potential field to give a uniform current out of the plane within a circle of radius 1, with zero current outside. Specifically, we set \( \mathbf{B} = \mathbf{B}_0 + \mathbf{B}' \) with

\[
\mathbf{B}' = \frac{\mathbf{B}_0(r)}{r} [-y, x],
\]

where the component \( B_0 \) indicates the radial magnitude of a flux ring

\[
B_0(r) = \begin{cases} \frac{j_0r}{2} & r \leq 1, \\ j_0 \frac{2}{r} & r > 1. \end{cases}
\]

Thus, on its own, \( \mathbf{B}' \) is recognisable as the field associated with a Z-pinch setup. Such cylindrical current concentrations are thought to form in the vicinity of null points due to generic, externally originating MHD waves, which collect near nulls and assume the cylindrical profile of the Alfvén speed isosurfaces due to refraction.\(^{27}{-}^{29}\) Against the background field \(\mathbf{B}_0\), this perturbation causes the separatrices of the field to be no longer perpendicular, but instead within \( r \leq 1 \) assume the angle \( \theta = \cos^{-1}(j_0/2) \). Outside of this region, they asymptotically tend towards their unperturbed positions. This additional flux therefore disrupts force balance within the region \( r \leq 1 \) via \( \mathbf{J} \times \mathbf{B} \neq 0 \); immediately after initialisation, MHD waves are launched which establish a system of flow that drives the collapse process via the propagation of this force imbalance. This process is described qualitatively in Sec. III. Again, the outer boundaries are taken to be closed but are placed sufficiently far away from the vicinity of the initialisation site such that the signal travel time for outward-travelling disturbances which emanate from \( r = 1 \) (the system is force-free at larger radii at \( t = 0 \)) to the outer boundary at \( r = 20 \) is in excess of the period of interest. This estimated strict reflection time is \( t = \ln(20) \approx 2.99 \), during which a strictly open, self-consistent evolution is guaranteed, and beyond which it takes further time still for reflected waves to return to the region of interest (typically, \( r < 1 \) (Appendix B).

We note that presupposing this localized initial disturbance to the magnetic flux is motivated by the well-established result that MHD waves are generically attracted to null points. We thus expect that external perturbations to the larger-scale magnetic fields will preferentially accumulate near nulls, forming current concentrations (see McLaughlin et al.\(^{27}\) for a review). Specific examples of this in application can be seen in Santamaria et al.\(^{30}\) and Tarr et al.,\(^{31}\) where photospheric motions were shown to lead to current accumulation at nulls in realistic model solar atmospheres. In our paper, where we focus on the details of implosive current sheet evolution (i.e., dynamics close to the null rather than those as waves propagate through an external field and approach the null), we thus presuppose this disturbance as both a matter of computational feasibility and as a modelling simplification, as well as on the preceding physical grounds. This is also in line with numerous previous null collapse studies and allows for closer-comparability to known similarity solutions in 1D and 2D.\(^{21}{,}^{22}\)

### III. THE INITIAL IMPLOSION

In this section, we describe the qualitative features of the implosions to the time of peak current density (referred to as the critical time or \( t_c \)). We begin with a description of the 1D planar implosions and then consider nonlinear null collapse. Then, we detail scaling as measured from the 1D and 2D nonlinear simulations for variable \( \eta \) in order to determine computationally the extent to which analytically inferred 1D scaling applies to the full evolution, inclusive of diffusion and the halting process.

#### A. Implosing planar current sheet

The evolution of the simulated 1D implosion before reaching the diffusion scale can be seen in Fig. 2 up to \( t \approx 1.1 \) (we delay the discussion of behaviour after this time to later sections). It is immediately obvious that the initial state (Fig. 1) is not in force balance, with an unbalanced inwardly directed magnetic pressure gradient. The system immediately responds by launching MHD waves in both directions, with the main current concentration collapsing inward, establishing a system of converging mass-flow and flux (this can be considered the “imploding” current sheet). Before the halting process begins in earnest (\( t \approx 1.1 \)), the flow consists of four characteristic regions. Identifying them from left to right (from \( x = 0 \) outward), the first region is the imploding current sheet itself (the plateau in \( j_0 \)) which we identified earlier. It evolves in a self-similar manner, where the decreasing length scale leads to an increasing pinch or gradient, increased current densities, and the converging flow leads to a primarily adiabatic pressurisation (dissipation is negligible until reaching a small enough scale) via the increasing plasma density. It is this region of self-similar flow that is described by the solution of Forbes,\(^{21}\) which is...
overlaid upon Fig. 2 as the red-dashed lines. We find the analytical and numerical results to be in excellent agreement until reaching the diffusion scale (where the analytical solution becomes invalid). This solution is considered further in Sec. III C. Next are two regions which are essentially an expansion front as a consequence of the inflowing plasma as driven by the Lorentz force. These regions are separated by a contact surface (most easily identified in the animation of Fig. 2 as the minimum in \( \rho \)) which can be interpreted as the location of the fluid element which initially resides at the edge of the current sheet at \( t = 0 \). Finally, the right-most region is simply undisturbed plasma in its initial state (the region the rarefaction front is yet to reach) and extends out to the boundary (which is sufficiently far that the system is effectively open for the entire run time). Further context regarding, these characteristic regions can be gained by comparing Fig. 2 to Forbes [Ref. 21, Fig. 3]. The data used for Fig. 2 is a run with \( \eta = 3 \times 10^{-4} \), however, are generally representative of all values of \( \eta \) before the diffusion scale is reached. Before reaching this scale, dissipation is essentially negligible and so the difference in the solutions is minimal. As such, we achieve the aforementioned agreement with the ideal analytical solution for the similarity region and further, we note agreement with the numerical results in all regions of flow with the ideal simulation of Forbes by (visual) comparison of our numerical results at \( t = 0.8 \) to his Fig. 3(a).

**B. Nonlinear, resistively limited null collapse**

For the 2D configuration in Fig. 1, the evolution after \( t = 0 \) can be understood in terms of the propagation of the perturbation throughout the domain as MHD waves. The excess flux of the perturbation immediately splits into incoming (towards the null) and outgoing (away from the null) characteristics with visible fronts emanating from the boundary of the force-imbalanced and force-free region (i.e., the edge of the initial current distribution), in a similar fashion to the 1D case. Due to the arrangement of the Lorentz force, the incoming region establishes a “hyperbolic” fluid flow typical of reconnection, with the null itself being a stagnation point separating symmetric and anti-symmetric regions of inflow and outflow in different regions divided by the separatrices. It is the wave-focusing of the incoming excess flux (and the associated current density and Lorentz force-driven flow, both of which will increase in magnitude) which is at the heart of null collapse.

In low-\( \beta \) plasmas, the incoming wave propagates predominantly as a (magnetically dominated) fast wave (as does the outgoing front, although we largely disregard it in our discussions from this point onwards given the effectively open setup). Initially, the wave propagation is isotropic (moving both across and along fieldlines) and is dictated by the background Alfvén speed profile, which is linear in \( r \). As such, the wave, its energy, and its associated flows are propagated inwards—according to the linearly decreasing wave speed—and concentrated at increasingly small scales. In the absence of dissipation, total current is conserved and so the magnitudes of the associated quantities (such as the current density and the magnitude of Lorentz force, which drive the associated flow) grow and are focused during this process. Thus, in this cense, null collapse is a class of MHD implosion with the null being the center of converging magnetic flux and of plasma compression and rarefaction due to the converging and diverging flow driven by the Lorentz force. Equivalently, it can be conceptualised as a “Z-pincho” occurring out-of-plane against a background null-line field, interacting with it. As characteristics emanating outside of the null (\( r > 0 \)) may not reach and pass through the null (\( r = 0 \)) at the background Alfvén speed (\( c_A \rightarrow 0 \) as \( r \rightarrow 0 \)), the implosion continues until some limiting process can grow sufficiently to oppose this focusing. Examples of such processes include resistive dissipation and heating, a growth of plasma “back-pressure” inside the current concentration due to adiabatic heating, and an analogous magnetic back-pressure due to the presence of a guide field (which, like the plasma itself, is also compressed by the converging flows). In this paper, we focus on the resistively-limited case.
If the perturbation is sufficiently weak that its flux density does not grow to become comparable to or overwhelm the local background field before reaching the limiting scale (and so begin to evolve nonlinearly), then the entire process is determined by simple advection at the background Alfvén speed to the limiting scale. For this process of “linear null collapse,” the associated scaling for current sheet properties at the time of reaching the diffusion scale has been extensively explored and we do not consider it further here (see Priest and Forbes \textsuperscript{12} for a 2D overview and Thurgood \textit{et al.} \textsuperscript{13} for 3D extension). For more energetically significant perturbations ($|j_0| > 2\eta$, see Appendix \textit{D}), the increasing perturbation amplitude during the implosion eventually leads the excess flux carried by the wave to overwhelm the background field and so begin to evolve nonlinearly. This nonlinear phase of the collapse is characterised by increasingly planar, quasi-1D behaviour [e.g., Refs. 3, 10, and 22]. This is essentially because the perturbation corresponds to regions of total magnetic field enhancement and reduction in different quadrants either side of the separatrices and so, under a waves interpretation, only certain fronts undergo this nonlinear “acceleration,” whilst others begin to stall, providing a means of breaking the initial symmetries in the current distribution. This can also be understood in terms of the local fieldline structure if one considers the right panel of Fig. 1 (in which $j_0$ is taken as an exaggerated, large initial value for visualisation purposes): we can see that the perturbation increases magnetic pressure over magnetic tension in certain quadrants (resulting in an inwardly directed force), and vice versa in others (resulting in outwardly directed forces). As the flux density (field strength) increases with focusing, this imbalance is enhanced. In this manner, nonlinear null collapse produces true current “sheets” at null points, as opposed to maintaining the initial cylindrical or ring currents typical of the linear case. The implosion thus becomes increasingly planar, where the nonlinearly accelerated fronts correspond to the converging part of the flow and field, and the stalled fronts to the length-wise ends of the current layer. In the later stages of this quasi-1D evolution, the implosive nature of the collapse is maintained, becoming increasingly planar, with a continued focusing and increase in current density (and other quantities) until reaching a scale whereby a limiting process begins, which in this paper is the resistive diffusion scale.

We can see an example of such evolution in Fig. 3 (animated), where the initial current density is $j_0 = 0.1$ and $\eta = 3 \times 10^{-4}$. We see that the current sheet soon begins to depart from the initially cylindrical geometry and becomes increasingly ellipsoidal. As the nonlinear acceleration and stalling of the wavefronts in the respective quadrants proceed, we can see the process becoming quasi-1D in nature and eventually a rectangular current sheet forms. The sheet continues to thin in this quasi-1D phase until the width is sufficiently small that diffusion becomes appreciable, and so the resistive-halting process begins. We delay discussion of the halting process and post-implosion behaviour, which is visible in the animation, until later sections. Furthermore, we can see the evolution of plasma and field variables along the $x$-axis (which becomes the current sheet width-wise axis) before the halting time for the same simulation in Fig. 4. We see that along this axis, the system of flow and force is qualitatively structured as per the 1D case (compare Figs. 2 and 4).

### C. Scaling at critical time $t_c$

We now consider the current sheet properties at the time at which the implosion stalls by using the width-wise components of the similarity solution of Forbes and Speiser\textsuperscript{22} to estimate current sheet properties at the point at which diffusion becomes important and the implosion begins to stall.
This reduced 1D version of the solution as presented in Forbes is

\[ \sqrt{2t} = \rho^{-1} \sqrt{\rho - 1} + \tan^{-1} \sqrt{\rho - 1}, \]

\[ v_x = -\sqrt{2} \rho^{-1} \rho x, \]

\[ B_y = \rho^2 x, \]

\[ x_1 = \rho^{-1} \left( \sqrt{\rho + \sqrt{\rho - 1}} \right)^{-\frac{1}{2}}. \]

If we require equality of the diffusion and advection terms of the induction equation

\[ \frac{\partial}{\partial x} (v_x B_y) \approx \eta \frac{\partial^2}{\partial x^2} B_y, \]

then one may determine the value of the outer coordinate \( x_1 = x_1(\eta) \) (hence, the current sheet half width) at the time at which this condition is met, and from that all other parameters within the similarity region follow. This may be done either exactly via numerical evaluation or making use of \( \sqrt{\rho - 1} \approx \sqrt{\rho} \) (which we have found to be accurate), given we observe a large increase in density before reaching the diffusion scales numerically. Dropping constants, this leads to implied scaling of the current sheet width, \( w \), peak current \( j \), and mass density, \( \rho \), of \( w \sim \eta^{0.89}, j \sim \eta^{-1.045} \), and \( \rho \sim \eta^{-0.5284} \), respectively. It is important to note that strictly speaking these scalings predict the variables at the time when the diffusion and advection terms balance (which we refer to as the resistive breakdown time \( t_0 \)). However, plasma inertia means that the eventual halting of the collapse would be expected to occur sometime later. This is indeed observed in our simulations. For the purposes of examining scalings of the collapsed current sheet with \( \eta \), we define the critical time of the implosion \( (t_1) \) to be when the converging inflow within the current sheet is fully decelerated \( (v_x = 0) \). This corresponds to the point at which no further current sheet thinning may occur or equivalently where no further growth of current is observed (disregarding secondary effects which may occur post-implosion) and so is also the time where \( j_x \) reaches its maximum.

Figure 5 shows the scaling of current sheet morphology and the local plasma parameters obtained in our simulations at this time over the range of resistivity \( \eta \) considered, for both the planar implosion and the 2D collapse where \( j_0 = 0.1 \). We note that this is not the special initial condition for which the solution of Forbes and Speiser strictly applies to null collapse (as mentioned in the Introduction) and so we do not necessarily expect these scalings to apply to the 2D runs. In our system, that special parameter would be \( j_0 = 2 \), a rather extreme case where the initial state corresponds to completely planar field within the region \( r < 1 \). Equivalently, it could be considered to be an initial state where the X-point is fully deformed into a Y-point by the initial condition with zero separatrix angle within \( r < 1 \) [see Fig. 1(b) of Forbes and Speiser for the field structure in that case]. We instead consider a smaller initial current density (where the initial deviation of the separatrix angle from \( \pi/2 \) is relatively small) which then evolves naturally towards an increasingly collapsed separatrix angle, with increasingly planar field and increasing current density. We immediately see, from fitting power laws to this data, that both systems obey very similar scaling relationships.

In the 1D simulations, it is clear that the analytical prediction is in good agreement with the empirically measured scaling, especially the scaling of \( w \) and \( \rho \). There is a small disagreement in \( j \) although we note that \( j \) is permitted to further grow somewhat during the halting process by further thinning and a slight "pile up" of flux from outside of the similarity region at the edge of the current sheet, increasing its magnitude slightly at the edge. Aside from this, the fact that the analytical scalings seem to apply at the time of complete stalling—even though they technically only predict current sheet parameters at the point at which stalling begins—implies that the halting mechanism must be sufficiently rapid to stop the implosion proceeding too much further. This is precisely the observation in our simulations and is detailed further in Sec. IV. With regards to the 2D...
simulations, we find that the measured scaling is similar although not identical. The reason for the discrepancy in scaling is essentially that our collapses begin with a relatively weak local disturbance to the magnetic field and so undergo a phase of linear, cylindrical null collapse before entering a phase of nonlinear evolution where the current concentration approaches quasi-planarity. This initial phase of null collapse is not accounted for in the analytically implied scalings (and simply does not occur in the truly planar geometry of the 1D problem). We hypothesise that increasingly energetic null collapses (or equivalently, increasingly weak resistivity $\eta$) will evolve further towards a locally anti-parallel, planar state before halting begins and so expect that greater perturbations or smaller resistivity will tend increasingly towards the 1D solution, where if $j_0 = 2$ the scaling of the two cases becomes identical. This suggests some utility in applying the 1D solution to null collapse, and we expect that the 1D scaling may be the “upper limit” of scaling (absolute) indices in the resistive regime of increasing resistivity some other process would arise to stall the collapse, of course, in reality it is expected that as we decrease resistivity some other process would arise to stall the collapse, such as adiabatic back-pressure, at sufficiently small $\eta$. The resistive breakdown time $t_b$ asymptotically approaches $t_\infty$ from below the limit (naturally, as the consequence of larger diffusion scales with increasing $\eta$) but $t_\infty$ approaches $t_\infty$ from above. This indicates that the “halting time” $t_\infty$ increases with resistivity. The 2D case has a larger asymptotic time overall because it initially undergoes an $\eta$-independent linear phase of evolution before subsequent nonlinear evolution (due to the initially small current density $j_0$). Thus, as $j_0$ is increased, the time taken to reach the limiting scales decreases.

Finally, we note that the 2D reconnection rate $\eta j_z$ can be inferred from Fig. 5, giving a peak reconnection rate of $\eta j_z \sim \eta^{0.113}$. Although this relatively weak scaling could be considered to be suggestive of efficient reconnection, it is only achieved very close to the stalling time (e.g., note the
curve of $j_z(t)$, Fig. 3). As discussed in the Introduction, the average and total reconnected flux during null collapse simulations is not usually found to scale efficiently with lower $\eta$ (see, e.g., Chapter 7 of Priest and Forbes\textsuperscript{12} and Fig. 8 of Thurgood \textit{et al.}\textsuperscript{13} for total reconnected flux measurements in similar collapse simulations) and so the initial implosion in of itself will not lead to efficient energy release via reconnection in highly conducting plasmas. Rather, this may occur by the aforementioned secondary processes occurring after $t_c$.

**IV. RESISTIVE HALTING MECHANISM**

For both geometries, we have observed that once the imploding current concentration reaches the diffusion scale the process does not immediately stall but, rather, a halting process begins. The evolution of the field and plasma during this process is shown in Fig. 6 for the 1D, $\eta = 3 \times 10^{-4}$ case, which is qualitatively representative of the halting process in all cases (1D and 2D, all $\eta$ considered). Once the implosion reaches the diffusion scale, there is a loss of similarity within the current sheet as significant ohmic heating begins, increasing the internal energy density and thus plasma pressure within the current sheet dramatically and abruptly, far in excess of what could be achieved by an adiabatic compression alone (note $p/p^c$ is not constant in Fig. 5). As a result, an outwardly directed pressure gradient develops within the current sheet. This quickly becomes comparable in magnitude to, then exceeds, the Lorentz force driving the implosion, and so begins to decelerate the inflowing plasma. During this deceleration process, the pressure gradient continues to grow further still due to both the continued ohmic heating (which even increases in efficacy with continuing growth of $j^2$) and further compression of this now hot, dense current sheet plasma under what remains of the converging flows. At the time of complete deceleration of the converging flow within the current sheet itself ($t_c = 0$, i.e., the halting time $t_c$), we observe that the interior pressure has grown to be in excess of that required for the establishment of a static current sheet in force-balance, i.e., the system overshoots the equilibrium with a force-balanced current sheet. This excess pressurisation means that after the stalling the plasma in the current sheet tries to expand, as discussed in Sec. V.

The highly abrupt and impulsive nature of the stalling process once the current sheet reaches the sufficiently small scale can be seen clearly in Fig. 7, which shows the time-evolution of $j_z$, $\rho$, $p$, and the ohmic heating rate at $x = 0$ and also shows the time-derivatives of those curves. As small scales are approached, the quantities rapidly rise and the growth rate of current density $j$ only begins to decline immediately after $t = t_\eta = 1.107$ — the time predicted by advancing the 1D solution\textsuperscript{21} to the point where diffusion-scale is reached [where Eq. (9) is satisfied]. We note that until this time $t_\eta$, the growth of variables such as $q$ and $j_z$ is as predicted by the similarity solution (after this time the similarity solution proceeds to blow-up to singularity, i.e., become invalid), although we exclude these curves from Fig. 7 to avoid clutter. There is a short delay until the growth rate of

![FIG. 6. Evolution during the current sheet halting, which occurs rapidly after reaching for the diffusion scale in the $\eta = 3 \times 10^{-4}$, 1D case. The rapid ohmic heating of the highly compressed plasma within the current layer provides an internal back-pressure which may oppose the Lorentz force driving the collapse. Once the pressure gradient matches this force, the inflow begins to decelerate. Further current growth and concomitant ohmic heating continue until the flow is fully decelerated. As such, the internal pressure is able to overshoot that required for force balance at the time of complete halting. This process is qualitatively similar for variable $\eta$ and in both 1D and 2D geometries. Note that the forces are calculated simply by differencing the pressure and magnetic fields and so does not give a meaningful value in the immediate vicinity of a discontinuity. Multimedia view: https://doi.org/10.1063/1.5035489.4](https://doi.org/10.1063/1.5035489.4)
pressure and density begins to decay, the point which we identify with the beginning of the deceleration of the converging flow. The ohmic heating rate continues to grow throughout the halting process, only beginning to decay in the post-halting evolution (due to current sheet expansion, discussed in Sec. V). We note that we have found that the qualitative nature of the halting process, as described above for the 1D, $\eta = 3 \times 10^{-4}$ case, is generic to all cases considered in both 1D and 2D.

V. POST-IMPLISION (BOUNCE)

As a direct consequence of the achievement of an over-pressurised state at the halting time, the current sheet expands outwards into the surrounding plasma in a “bounce”. This leads to two key features of post-$t_h$ evolution. First is the launching of fast magnetosonic waves (or shocks) outward, and second, the width-wise expansion of the current sheet itself. These features are common to all 1D and 2D runs considered and are visible in the post-implosion evolutions in both Fig. 2 (1D example) and Fig. 3 (as a 2D example). However, comparing 1D and 2D, there are some differences in the evolution of these features.

The first difference between the 1D and 2D implosions is that the outgoing fast waves—which in both cases separate from the current sheet edge at $t > t_h$ and propagate ahead of the expanding current sheet—are only steepened shocks in the 1D case. As visible in Fig. 2 after $t_h$, in 1D the shock front propagates out into the surrounding plasma, which is steadily increasing in field strength and density upstream (i.e., increasing upstream magnetic and gas pressures). This shock gradually weakens and is seen to assume a blast-wave-like profile downstream. The launching of the fast shock in 1D is common to the post-implosion evolution simulated under ideal \cite{Forbes2012} and adiabatically limited cases \cite{Forbes2012}. It is also interesting to note that outside the specific context of implosions, quasi-steady current sheets (in force balance with the gas) that become unstable due to the onset of anomalous resistivity also respond with the launching of fast shocks which separate from the current sheet edge, such as that considered by Forbes et al. \cite{Forbes2012}. In the 2D case, the outgoing waves do not shock as they separate from the current sheet edge. We attribute this to the difference in the initial amplitudes $j_0$ in the simulations—essentially, the 2D case is less energetic relative to the diffusion, which opposes steeping and shock formation. In 2D, since shocks do not form shortly after $t_h$, as they propagate out against the linearly growing background Alfvén speed, eventually pulses have a tendency to broaden as their leading edge propagates increasingly ahead of the rest of the waveform (based on the linearly increasing background field strength $B_0$, the distance between the leading and trailing edges of a pulse will increase exponentially in time). This, in conjunction with the additional effect of the cylindrical expansion of the pulse, precludes the possibility of steepening and shock formation once the pulse leaves the immediate vicinity of the diffusion region. We note that the launching of (linear) fast waves from 2D quasi-stable current sheets (again, in response to sudden anomalous diffusion) has been considered in some detail by Longcope and Priest. \cite{Longcope2013}

The second difference between the 1D and 2D cases is in the outward expansion of the current sheet boundary itself. This is initially rapid but then slows, though the expansion is only observed to stop in the 2D case (over the time period considered, although we note that we simulate the 1D to $t = 7$, approximately twice that of the 2D simulations). Given that the 1D expansion must eventually be limited, we attribute the more rapid slowing of the current sheet expansion in 2D to the fact that the over-pressurisation of the current sheet may also be relieved in part by ejection of plasma from the length-wise edges in reconnection jets (which may not form in 1D due to $\partial \rho / \partial y = 0$). The development of such a jet for the $\eta = 3 \times 10^{-4}$ example is shown in Fig. 8, which is a cut along the y-axis (the sheet’s length-wise axis). Some outflow is established after initialisation (due to the converging-diverging nature of flow driven directly by the Lorentz force associated with the perturbation); however, the key feature is the sudden increase in $\rho$ and $p$ within the current sheet (due to the pressurisation during the implosion) close to the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{(a): Evolution of $j_z$ (red-dashed line) at $x = 0$ and the instantaneous (simulation-wide) ohmic heating rate (green-solid line). (b): Evolution of $\rho(t)$ (black dashed) and $p(t)$ (solid blue) at $x = 0$. Both show the highly impulsive nature of the current enhancement, heating, compression, and overall pressurisation once the sheet has proceeded to a sufficiently thin scale. (c): The rate of change of $j_z$ (red linestyle), $\rho$ (black linestyle), $p$ (blue), and ohmic heating (green) (i.e., derivatives of the curves in the left and center figures). The leftmost vertical line indicates the time at which the analytical solution reaches a scale where diffusion term is relevant ($t_s = 1.107$), and the rightmost is the time at which the implosion is completely stopped/sheet thinnest ($t_c = 1.118$, numerically determined). Thus, $t > 1.118$ shows the post-halting evolution of these various quantities.}
\end{figure}
halting time, which leads to a rapid increase in outflow velocity \((v_y)\) inside the sheet, reaching super-magnetosonic speeds (with the jets resembling “wedges” in the 2D plane). This results in a substantial amount of mass being ejected out of the current sheet, relieving the internal pressurisation of the current sheet.

The eventual current sheet widths as measured after the expansion stalls at \(t = 3\) and the fit for thinnest widths from measurements at \(t_c\) for the 2D simulations are shown in Fig. 9. The observation is that as resistivity is lowered, current sheets undergo greater relative expansion after the critical time. One factor that influences this expansion is that for smaller \(g\) a thinner current sheet is obtained at \(t = t_c\), and therefore during the initial stages of expansion a smaller mass flux is achieved in the outflow jet due to the jet being narrower. Later, as the current sheet expands, it may be that eventually enough plasma can be ejected until the internal pressurisation is sufficiently relieved. However, a complicating factor is that for different values of \(\eta\) we have differing degrees of excess pressurisation in the current sheet at \(t = t_c\) (due to changes in the current sheet width, ohmic heating, etc.), recall Fig. 5. As such, the expansions for different values of \(\eta\) begin from very different starting configurations (at \(t = t_c\)). Therefore, the ultimate width-wise expansion of the current sheet is determined by an interplay between different competing factors.

VI. POST-IMPLSION (POST-EXPANSION RECONNECTION REGION)

The structure of the relatively slowly evolving (but not steady) reconnection region after the post-implosion width-wise expansion stalls is examined in Fig. 10, for the specific case of \(\eta = 3 \times 10^{-4}\) at \(t = 3\). It shows magnetic fieldlines and streamlines about the current distribution, the aforementioned super-magnetosonic reconnection jet, and the steep gradients and discontinuities about the jet and diffusion region as highlighted by \(V \cdot \mathbf{v}\). A number of cuts normal to these interfaces (which are co-spatial with visible features in \(j_z\)) are indicated, about which jumps in variables across the interface are presented in Table I. We identify four distinct MHD discontinuities present about the reconnection region, namely, tangential discontinuities (TD), standing slow shocks which are Petschek-like (SS(\(P\)), a fast “termination” shock (SF), and a further set of slow shocks (SS (Defl.), so-called deflected shocks). The tangential discontinuity at location [1] on the \(x\)-axis) separates the interface between the hot, overdense current sheet plasma and the more rarefied and cool external plasma with total pressure balance across the transition \(p_{e2}/p_{i1} = 1\). Following the edge of the main, nearly uniform, quasi-1D current concentration upwards (say, to location [2]), we see similar properties of a steep interface between the current sheet and the external plasma with approximate total pressure balance and close to zero normal field component, without any super-to-subsonic transition of flow. This balanced interface bounds the main, nearly uniform, quasi-1D current concentration (we refer to this hereafter as the diffusion region), which extends up to

![FIG. 9. Current sheet width after expansion stalls in the 2D cases (measurements taken at \(t = 3\)). The line plot shows the fit to the width scalings at \(t_c\), as per Fig. 5.](image)
Pairs of shocks. These shocks are identified as slow mode region, the outflow jet is therefore bounded on its flanks by the diffusion region and impinges upon the inflow. In this to super-magnetosonic speeds—expands beyond the edge of the wedge-shaped outflow jet—which has now been accelerated.

Across these shocks, the flow transitions from super-to-submagnetosonic with respect to it, and so with the transition from super-to-submagnetosonic speeds, a shock naturally forms. After its initial formation, the continued effect of this termination shock is to decelerate and heat the continued outflow, with increases in downstream magnetic and gas pressure, as evident at locations [5] and [6] in Table I. It exerts a net force against the jet and we observe that the shock slowly propagates inwards towards the null, decreasing the length of the jet (visible in the animations of Figs. 3 and 8 at later times). It is likely that no equilibrium position for the termination shock will be reached due to the unsteady nature of the reconnection inflow. Rather, it is likely that the longer-term effect of this inwardly propagating fast shock will be to cause a complete reversal of the current sheet orientation and polarity through a process of “secondary collapse” in a manner seen in simulations Oscillatory Reconnection (OR)\(^{14}\) (specifically, the case of nonlinear, compressive OR where the periodicity is driven by the dynamics local to the diffusion region, as opposed to reflections from a closed boundary as in the classic case of Craig and McClaymont\(^{7}\) and Hassam\(^{8}\).

Finally, we note that downstream of the termination shock the region of now slowly-expanding plasma is also

### TABLE I. Upstream (subscript 1) and downstream (subscript 2) values measured across the interfaces indicated in Fig. 10 ($\eta = 3 \times 10^{-4}$ at $t = 3$). Normal velocities (hence, Mach numbers, with subscript $f$, $s$, and $A$ for those based on fast, slow, and intermediate speeds) are measured in the laboratory frame, as the estimated speed of the shocks near this time is sufficiently small to still meaningfully identify transition from super- to sub-magnetosonic flow regions. The symbol $\theta$ indicates the angle between the magnetic field and the shock normal, $\rho$ is the total pressure (gas and magnetic), and $(x_n, y_n)$ is the normal vector.

| ID  | Type     | $x_n$ | $y_n$ | $M_{f1}$ | $M_{f2}$ | $M_{s1}$ | $M_{s2}$ | $M_{A1}$ | $M_{A2}$ | $\rho_{A1}/\rho_{A2}$ | $B_{s}/B_{1}$ | $\rho_{s}/\rho_{A1}$ | $\theta_1$ | $\theta_2$ |
|-----|----------|-------|-------|----------|----------|----------|----------|----------|----------|-----------------|--------------|-----------------|-----------|-----------|
| 1   | TD       | 1.00  | 0.00  | 0.1      | 0.0      | ...      | ...      | ...      | ...      | 1.8             | 0.9          | 1.0             | 90.0      | 90.0      |
| 2   | TD       | 1.00  | −0.02 | 0.1      | 0.1      | 7.3      | 3.2      | 1.3      | 1.1      | 1.7             | 0.9          | 1.0             | 86.6      | 86.7      |
| 3   | SS (P)   | 0.99  | −0.14 | 0.2      | 0.1      | 8.6      | 0.9      | 0.7      | 0.4      | 2.7             | 0.9          | 1.0             | 71.0      | 69.5      |
| 4   | SS (P)   | 0.96  | −0.29 | 0.4      | 0.2      | 14.6     | 0.6      | 0.7      | 0.4      | 3.1             | 0.8          | 1.0             | 55.1      | 45.9      |
| 5   | FS (Perp.) | 0.00  | 1.00  | 2.0      | 0.7      | ...      | ...      | ...      | ...      | 2.1             | 2.0          | 4.1             | 90.0      | 90.0      |
| 6   | FS (Obl.) | 0.29  | 0.96  | 1.5      | 0.8      | 30.6     | 15.0     | 24.4     | 11.5     | 1.5             | 1.5          | 2.2             | 84.2      | 83.4      |
| 7   | SS (Defl.)| 0.89  | −0.45 | 0.3      | 0.1      | 18.2     | 0.2      | 0.4      | 0.1      | 3.7             | 0.9          | 1.3             | 43.8      | 34.0      |
flanked by shocks identified as slow shocks (e.g., location (7)). These slow “deflection shocks” are continuations of the Petschek-like shocks past the termination and are associated with the slow-mode expansion of the ejecta into the surrounding lower-β plasma. Following the feature upwards, the sign of the associated current becomes negative due to the change in relative angle between the incident field and the shock normal (towards which field is refracted across a slow shock). At the point at which the angle is zero and the field is entirely normal, the shock is a purely parallel shock and so has no associated current.

The general features described above are common to all values of $\eta$ considered in the post-expansion phase, although we note that typically the slow Petschek shocks appear to be shorter in higher-$\eta$ cases. It is unclear if this is primarily a consequence of the higher reconnection rates with larger $\eta$, or rather the fact that $\eta$ affects the current sheet width as well as the extent to which it is over-dense and overpressurised, at the halting time of the implosion (cf., Fig. 5). These two effects cannot be disentangled with the simulations presented in this paper. Furthermore, a quasi-steady state is not reached and rather at later times still the current sheet shortens along its length-wise axis due to the propagating fast shock discussed previously, and so the length of the Petschek-like slow shocks changes also. These shocks are particularly interesting in that they may allow for further magnetic energy conversion in the post-$t_c$ evolution of the impulsively formed reconnection region in a manner reminiscent of the Petschek model, but we defer investigation of the detailed time-dependent, post-$t_c$ energetics to future studies. We stress here, however, that the presence of Petschek-type shocks does not in of itself guarantee that fast reconnection rates will be achieved. We also note that, given our uniform resistivity that the very presence of such shocks is most likely due to the time-dependent nature of our problem. Ways in which Petschek reconnection can be achieved in the presence of uniform resistivity have been discussed by a number of authors.36–40

VII. CONCLUSIONS AND DISCUSSION

We have performed numerical simulations of imploding planar current sheets and collapsing magnetic null points in rarefied plasmas of variable resistivity, in order to investigate the full nonlinear evolution of these systems both in the initial stages, up to the stalling, and the subsequent post-implosion behaviour. Here, we have addressed the case where the implosion is halted by resistive effects (a future paper will address the implosion as halted by adiabatic back-pressure). Our key findings are as follows:

(1) Empirically, we find that the scaling with resistivity $\eta$ of current sheet parameters produced by the initial implosion is well described by those inferred from the analytical solution to the diffusion scale, i.e., the point at which the resistive diffusion term of the induction equation grows to equality with the advection term. The measured scaling for 1D, planar current sheet implosion is nearly identical to the prediction. That this is true, even though the scaling laws technically only predict current sheet parameters at the point at which stalling begins, is a direct consequence of the halting process occurring on a sufficiently short time scale that the implosion may not proceed much further. For 2D null point collapses which are sufficiently energetic to evolve nonlinearly towards a locally quasi-1D or planar implosion, we measure scaling that is slightly weaker than the prediction. The weaker scaling is a result of the fact that the initial perturbation to the null is relatively weak ($j_0$) compared to the special value required for it to begin in an initially anti-parallel state and so be equivalent to 1D during the self-similar stages of evolution ($j_0 = 2$). We hypothesise that as the initial perturbation becomes increasingly large that it tends towards the 1D scaling, suggesting they may prove a useful tool for approximating the scaling current sheet properties at $t_c$ for null collapse on the understanding it represents an “upper limit” to the scaling indices in 2D.

(2) In both geometries, once the diffusion scale is reached the implosion is halted by the sudden internal pressurisation of the current sheet, which provides a back-pressure to oppose the Lorentz force which drives the implosion inward. This pressurisation is a non-adiabatic process (not primarily due to the compression of the current sheet plasma), which is precipitated by the sudden onset of effective Ohmic heating within the current sheet, which is also highly over-dense by this stage due to the compressive nature of the initial implosion. As high current densities and small scales are maintained during the halting process, the ohmic heating continues throughout and even increases in efficacy. As such, we observe in all cases considered that this heating provides a back-pressure in excess of that needed to simply stall the collapse and achieve force balance. Thus, the system overshoots the force-balanced state.

(3) At the instant in which the implosion is fully halted, the current sheet exists in an over-pressurised state. As such, the implosion is immediately followed by a “bounce”. This bounce is characterised by both the launching of fast magnetoacoustic waves outward and the width-wise expansion of the current sheet, leading to concomitant reduction in current density and associated heating and reconnection rates. We observe the stalling of this width-wise expansion only in the case of the 2D, null point geometries, which we attribute to the ability to relieve the over-pressurisation by plasma ejection along the current sheet’s length-wise axis, an effect prohibited in a purely-planar geometry.

Additionally, we have identified and categorised a number of shock structures which form about the reconnection region in the post-implosion evolution, including Petschek-like slow shocks. These structures may be particularly important for energy conversion occurring after the initial implosion, although we defer a detailed, time-dependent analysis of their energetics to future studies.

Regarding Key Finding 1, where we find that the 2D scaling is somewhat weaker than that inferred by the 1D similarity solution, we propose that there may be some utility in
using 1D approaches (analytical or otherwise) as an approximation to determine current sheet properties at the halting time in more complex field geometries that involve the collapse of null-containing structures. Examples may include determining the limiting properties of the merging of colliding magnetic islands within tearing current sheets.\(^{23}\) We have considered implosions at 2D nulls that begin in a state of relatively weak localised collapse in the sense of a small current density or separatrix angle that evolve naturally towards the planar geometry represented in 1D. These initial values are much smaller perturbations than that required for the 2D null collapse solution of Forbes and Speiser\(^ {22}\) to become equivalent to the 1D model examined (we use \(j_0 = 0.1\), as opposed to the special value \(j_0 = 2\)). Considering their Fig. 1(b), it can be readily appreciated that this special value corresponds to the extreme case of the initial field within \(r < 1\) beginning in a planar, quasi-1D geometry where within the current concentration all fieldlines run perfectly parallel. This is stark contrast to say, our Fig. 1(b) (\(j_0 = 1\)), which itself is an exaggeration of the values used in this study.

We note that our proposal that the 1D scalings may represent an upper limit on the (absolute) power of the scalings is somewhat at odds with the low-\(\beta\) simulations of McClymont and Craig,\(^ {11}\) who considered 2D collapse under similar initial values of current to ours but reported stronger scaling with resistivity. The most significant difference between their simulations and ours is that while they permit reconnection and field dissipation, they do not self-consistently consider the associated ohmic heating. Rather, their pressure is updated only adiabatically. Our interpretation is therefore that their resistive halting mechanism (which they did not detail) is subtly different to ours. In our simulations, as per Key Finding 2, sudden ohmic heating of a highly compressed plasma rapidly stalls the implosion once reaching the diffusion scale. We suspect that their implosions may have proceeded somewhat further before being limited directly by dissipation, thus achieving smaller widths at \(t_c\) and altering scaling in \(\eta\). This scaling in \(\eta\) is stronger because it therefore prohibits the feedback of the ohmic heating and the plasma compression, thus increasing the \(\eta\) dependence to be closer to their supporting analytic calculations which disregard the plasma density change entirely. We also stress that neglecting the ohmic heating is unlikely to affect most other results in that paper (e.g., the finding that higher plasma pressures or guide field strengths can frustrate the possibility of the initial implosion achieving a fast reconnection scaling, but that secondary thinning may occur subsequently).

The halting as caused by sudden ohmic heating of a compressed current sheet (Key Finding 2) makes for an interesting contrast to the halting of implosions in the purely adiabatic case, which was considered in properly resolved 1D simulations by Takeshige et al.\(^ {23}\) They found that in such a case that the effect of the halting was simply to reflect a shock (which is common to the resistive case here, as per Key Finding 3) and then leave a current sheet behind in a state of force balance. This is very different to the resistive case, where the current sheet expands outwards due to the over-pressurisation and was only observed to stall in the 2D simulations due to plasma expulsion via the reconnection outflows. In some parameter regimes, there may arise the situation where current sheet implosions, whether 1D or 2D, may be limited primarily by an adiabatic process but still undergo some significant ohmic heating at that halting scale. This irreversible magnetic energy dissipation and associated plasma heating introduce an element of inelasticity to the bounce, and so the current sheet expansion may be a post-implosion feature even in non-resistively limited regimes. We might expect also plasma viscosity to provide for an analogous dissipative halting mechanism, providing for irreversible heating, over-pressurisation, and post-implosion similarly to that described in this paper, given it is functionally similar to resistivity in the MHD equations. We note that in the solar corona, for instance, viscosity can be much higher than the resistivity, even of the order \(\beta\), and so could play an appreciable role in the halting of such implosions and their post-implosion evolution (see Ref. 41 for a discussion of viscous-resistive reconnection).

Finally, we note that as in the case of 1D, ideal simulations,\(^ {21,23}\) we find the launching of outwardly directed fast waves in both 1D and 2D. This common feature only apparently differs in that in our 2D setups; the outgoing fast waves do not steepen to shocks, whereas they do in 1D. We do not think that this is necessarily a generic result, but rather a consequence of the relatively weaker perturbations we have considered in 2D—in other words, outgoing shocks may form immediately after the implosion in the null collapse geometry if the implosion is sufficiently energetic.
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**APPENDIX A: NONDIMENSIONALISATION AND THE SOLVER (LareXd CODE)**

Following the details in the LareXd user manual, the normalisation is through the choice of three basic normalising constants, specifically:

\[
\begin{align*}
    x &= L_0 \xi, \\
    B &= B_0 B, \\
    \rho &= \rho_0 \rho,
\end{align*}
\]

where quantities with and without a hat symbol are dimensional and nondimensional, respectively. These are then used to define the normalisation of quantities with derived units through
in the negative half-space, but rather exploit appropriate symmetry/antisymmetry conditions on an “internal” computational boundary at $x = 0$ in order to only calculate for the positive space. At the external boundary ($x = 8$), we permit no flow through or along the boundary ($v = 0$) with zero-gradient conditions taken on $\rho$ and $\varepsilon$, and also the magnetic field components. In the $y$-direction, which is 1 cell thick, we set periodic boundary conditions (reducing Lare2D to solve the 1D system with $\partial \partial y = \partial \partial z = 0$). In 2D, for the final runs presented here, the simulated domain is the quarter-plane $|x|, |y| \leq 20$. The boundary conditions on the outer or exterior faces are as in the 1D case—zero-gradient conditions taken $\rho$ and $\varepsilon$, and also on magnetic field components which are tangential to a given face. The normal component of the field is held fixed (line-tied) through the boundary. Again, appropriate symmetry conditions are exploited along $x = 0$ and $y = 0$ in order to only compute on the quarter-plane $0 \leq |x|, |y| \leq 20$. The suitability of these boundary conditions, and overall stability of the setup, was checked by runs with and without perturbations (in the null collapse case, recall that the force imbalance is localised to $r < 1$). In these tests, we found that there was no undesirable behaviour such as the launching of spurious waves from the outer boundary or erroneous current formation at the boundary, and that the state at the boundary remains static until the outwardly propagating part of a given perturbation reaches it. The implementation and accuracy of the symmetry conditions were checked simply by re-running some simulations in the whole domain, and we find perfect agreement.

The outgoing perturbations emanating from the edge of the force-imbalanced region at $x = 1$ (1D) or $r = 1$ (2D) should not reach the outer boundaries until a fast-speed crossing time. In the 1D case, as the undisturbed Alfvén speed is 1, the reflection time is $t = 7$. This is confirmed by inspection of the simulation data—the outgoing front reaches the outer boundary at this time. We take this as the 1D simulation end time and so, the evolution presented is as per system with perfectly open boundary conditions. In the 2D case, we calculate the fast-speed crossing time through the undisturbed medium from $r = 1$ to $r = 20$ to be $t = \ln (20/1) \approx 3$, again confirmed by inspection of the data. Thus, our simulations are guaranteed to be consistent with a perfectly open evolution until $t = 3$, in excess of the implosion time and that necessary for expansion to stall. Of course, any reflections must also be propagated back to the region of interest (say, $r < 1$) before affecting the dynamics there. It is tempting to suppose that the crossing time is doubled on the return, although the propagation is through a disturbed state with regions of inflow, and so the return time could be shorter. Nonetheless, through inspection of the data we are confident that between $t = 3$ and the end time of $t = 4.7$ that the effect of reflections is minimal, and regardless, all quantitative data presented are measured at times guaranteed to be entirely reflection-free.

APPENDIX B: BOUNDARY CONDITIONS AND REFLECTIVITY

For the 1D case, the equations are solved for the domain $|x| \leq 8$, although, in practice, we do not compute a solution

\[\frac{\partial \rho}{\partial t} = -\rho \nabla \cdot v,\]

\[\frac{\partial v}{\partial t} = \frac{1}{\rho} (\nabla \times B) \times B - \frac{1}{\rho} \nabla p + F_{\text{shock}},\]

\[\frac{\partial B}{\partial t} = (B \cdot \nabla)v - B(\nabla \cdot v) - \nabla \times (\eta \nabla \times B),\]

\[\frac{\partial E}{\partial t} = \frac{B}{\rho} \nabla \cdot v + \frac{\eta \rho^2}{\rho} + H_{\text{visc}},\]

\[j = \nabla \times B,\]

\[E = -v \times B + \eta j,\]

\[p = \rho (\gamma - 1),\]

which are solved on a Cartesian grid using the 2D version of the code (where $\partial / \partial z = 0$ is hard-coded). All results presented are in non-dimensional units. Algorithmically, the code solves the ideal MHD equations explicitly using a Lagrangian remap approach and includes the resistive terms using explicit subcycling. The solution is fully nonlinear and captures shocks via an edge-centred artificial viscosity approach, where shock viscosity is applied to the momentum equation through $F_{\text{shock}}$ and heats the system through $H_{\text{visc}}$. Extended MHD options available within the code, such as the inclusion of Hall terms, were not used in these simulations. Full details of the code can be found in the original paper and the user’s manual.

APPENDIX C: GRID GEOMETRY, RESOLUTION, AND TESTING

In the 1D case, we utilise a uniform grid divided across the $x$-direction to a maximum resolution of $n_x = 2 \times 10^5$. The $y$-
direction is taken arbitrary as 1 cell thick and the aforementioned periodic boundary conditions are applied in order to reduce the 2D code to an equivalent 1D code. The sufficiency of the resolution was checked by running multiple simulations for a given set of parameters with increasing resolution. The agreement presented 1D data and simulations at half the stated resolution is reassuring, in both a qualitative sense during the evolution of the implosion and in the sense of producing the same scaling laws (which are in agreement with analytical results, providing for external validation). The quantitative difference between quantities measured at \( x = 0 \) is satisfactory small—in the \( \eta = 10^{-4} \) case, the most challenging to resolve, the largest quantitative error compared to a simulation at half the resolution is of the order of 4%.

In the case of 2D null collapse, to adequately resolve the small scale features produced by the collapse, especially in the lower resistivity cases, grid stretching is employed to concentrate resolution in the vicinity of the current sheets. The grids cell boundary positions \( x_b \) along the \( x \)-direction are distributed according to the transformation \(^{44,45}\\( x_b = x_{\text{max}} \left( \frac{\lambda_x + 1}{\lambda_x - 1} \right)^{1-\xi_x} + 1 \) \) (C1)

where \( \lambda_x \) is a uniformly distributed computational coordinate \( \xi_x \in [0, 1] \) subdivided amongst the number of cells used in the \( x \) direction. The degree of grid clustering at the \( x = 0 \) is controlled by the stretching parameter \( \lambda_x \). Likewise, the same form and parameters are used for the distribution of cells in \( y \). In our final 2D simulations of the parameter study, presented here we chose for the \( x \)-direction \( \lambda_x = 1.01 \) (more aggressive stretching corresponding to the thin width-wise axis) and \( \lambda_y = 1.1 \) (less aggressive stretching along the length wise axis, but sufficient to ensure cells across the current sheet formed do not possess absurd aspect ratios), then performed simulations with increasing numbers of cells up to a maximum of \( n_x = n_y = 4096 \) (effectively, 16384\(^2 \) given the symmetry). Generally, we found that provided the resolution is sufficient to stop the current sheet collapsing to the grid-scale (i.e., capture the physics of the pressurisation and resistive heating of the current sheet which facilitates the halting process), the solution as measured by the maximal values of current density, mass density, and other variables at the null itself demonstrates convergent behaviour as the numerical resolution is increased. In practice, only the simulations for the smallest resistivity can be run within a reasonable time at 4096\(^2 \), due to the unfavourable impact of smaller cell sizes upon the resistive timestep (\( \Delta t \propto \Delta x/\eta \)). Conveniently, however, higher values of \( \eta \) correspond to much wider current sheets at the critical time which therefore do not require such a fine grid (see Fig. 5). The final resolution as used for the data presented in 2D the parameter study (Fig. 5) is as follows: \( \eta = 1 \times 10^{-4} \) uses \( n_x = n_y = 4096 \) yielding \( \Delta x_{\text{min}} \approx 0.00013 \) and \( \Delta y_{\text{min}} \approx 0.00071 \), \( \eta = 3 \times 10^{-4} \) uses \( n_x = 2048, n_y = 2n_x \) yielding \( \Delta x_{\text{min}} \approx 0.00026 \) and \( \Delta y_{\text{min}} \approx 0.00071 \), and other values use \( n_x = 1024 \) and \( n_y = 2n_x \), yielding \( \Delta x_{\text{min}} \approx 0.00052 \) and \( \Delta y_{\text{min}} \approx 0.00141 \). Each of these final simulations is in good agreement with a simulation at half the stated resolution (half of the cells in each dimension), in a qualitative sense during the evolution of the implosion and in the quantitative sense of producing the same scaling laws (which are also in agreement with analytical predictions and the analytical similarity solution before \( t_q \)). Like the 1D case, there is an acceptable level of quantitative agreement with lower resolution simulations, with difference in measured current at the null being of the order of a few percent when compared to the half-resolution case, at worst being the case of \( \eta = 10^{-4} \) (the most challenging to resolve) which has the largest difference in measured current density at \( t_i \) (\( \sim 5\% \)).

APPENDIX D: AMPLITUDE REQUIRED FOR DEPARTURE FROM LINEAR NULL COLLAPSE

The total perturbation energy within the cylinder \( r < 1 \) at \( t = 0 \) is, from the normalised magnetic energy of Eq. (4),

\[
\delta E = \frac{3}{8} \int r^2 dA = \frac{\pi}{16} g^2.
\] (D1)

This energy is conserved within the similarity region until the solution breaks down (in both linear and nonlinear evolutions) and quickly achieves equipartition thus the total magnetic energy at later times within the implosion region is \( \delta B = \delta E \). The total magnetic energy of the background field \( B_0 \) [Eq. (2)] within a cylinder of radius \( R \) is calculated as

\[
U_{B0}(R) = \frac{\pi}{4} R^4.
\] (D2)

Nonlinear evolution will begin to proceed once the perturbation reaches a sufficiently small radius that its own magnetic energy (and associated magnetic pressure/Lorentz force) becomes comparable to that of the background field. Thus, to enter a nonlinear phase of evolution we require that \( \delta E \) exceeds \( U_{B0} \) for some radius \( R \) greater than the linear diffusion radius \( r_\eta = \eta^{0.5} \), at which collapse would otherwise be stalled during its linear evolution \( (r_\eta \) is calculated as the radius at which the background Alfvén speed matches the diffusion speed). This yields the condition that \( |j| < 2\eta \) for linear, resistively limited null collapse. This condition is broadly consistent with the numerical studies of 2D and 3D null collapse which studied the effect of amplitude on linear versus nonlinear evolution.\(^{11,13}\)

APPENDIX E: CONDITIONS FOR RESISTIVELY LIMITED COLLAPSE

The breakdown of the ideal similarity solution (which signals the beginning of the halting process) occurs either when the diffusion and advection terms balance (in the case of resistively limited collapse, as per Eq. (9)) or when the relevant forces balance (for the (adiabatic) pressure limited or guide field limited cases). Equivalently, one may require comparability of the relative speeds; namely, equality of the Alfvén speed based on the pinched field \( B_\| \) and the diffusion
speed \((\eta/w)\), the sound speed (with the assumption of adiabatic evolution to determine \(\rho\)), or an Alfvén speed associated with the guide field \(B_z\) (realising that the guide field within the similarity region will grow with the divergence of flow as \(B_z = B_{z0}\rho\)). Both approaches give the same scaling/powers laws. We obtain the following conditions:

\[\eta = \rho^{3/2} w^2,\]  
\[\beta = (\frac{2}{\gamma}) \rho^{4-\gamma} w^2,\]  
\[B_{z0} = \rho w.\]

These may be used to determine the width at the time of breakdown of the similarity solution by introducing Eq. (8) with the approximation \(\sqrt{\rho - 1} \approx \sqrt{\beta}\) and then eliminating \(\rho\):

\[w_{\eta} = 2.156 \eta^{0.892},\]  
\[w_{\beta} = 6.222 \beta^{1.579},\]  
\[w_{Bz0} = 4\beta^{2.41},\]

where we have taken \(\gamma = 5/3\). The dominant limiting process will correspond to whichever of these widths is greatest for a given set of parameters. For resistively limited collapse, we require \(w_{\eta} > w_{\beta} \Rightarrow \eta > 3.282 \beta^{1.77}\) and \(w_{\eta} > w_{Bz0} \Rightarrow \eta > 2\beta^{2.70}\).

These conditions should apply to the 1D implosion and 2D collapse as it approaches the extreme of the nonlinear limit (the special initial condition \(j_0 = 2\)).
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