THE BIALAN–LOW THEOREM FOR LOCALLY COMPACT ABELIAN GROUPS AND VECTOR BUNDLES

ULRIK ENSTAD

ABSTRACT. Let \( \Lambda \) be a lattice in a second countable, locally compact abelian group \( G \) with annihilator \( \Lambda^\perp \subseteq \hat{G} \). We investigate the validity of the following statement: For every \( \eta \) in the Feichtinger algebra \( S_0(G) \), the Gabor system \( \{ M_{-T_\lambda} \eta \}_{\lambda \in \Lambda, T_\lambda \in \Lambda^\perp} \) is not a frame for \( L^2(G) \). When \( \Lambda \) is a lattice in \( G = \mathbb{R} \), this statement is a variant of the Balian–Low theorem. Extending a result of R. Balan, we show that whether the statement generalizes to \( (G, \Lambda) \) is equivalent to the nontriviality of a certain vector bundle over the compact space \( (G/\Lambda) \times \hat{(G/\Lambda)} \). We prove this equivalence using Heisenberg modules. More specifically, we show that the Zak transform can be viewed as an isomorphism of certain Hilbert \( p \)-modules. As an application, we prove a Balian–Low theorem in the new context of the group \( \mathbb{R} \times \mathbb{Q}_p \), where \( \mathbb{Q}_p \) denotes the \( p \)-adic numbers.

1. Introduction

In his work on projective modules over noncommutative tori \[46\], M. Rieffel introduced a class of Hilbert \( C^* \)-modules known as Heisenberg modules. These modules establish the Morita equivalence of twisted group \( C^* \)-algebras associated to a lattice \( \Delta \) in the time-frequency plane of a locally compact abelian (LCA) group \( G \). Heisenberg modules have been applied numerous times in operator algebras and noncommutative geometry, see for example [2, 3, 31, 32, 34].

It was shown by F. Luef in \[36, 37\] that the Morita equivalence of Heisenberg modules over noncommutative tori is closely related to the duality theory of regular Gabor frames. These connections were recently generalized to the setting of LCA groups \[27\]. Gabor frames are the objects of study in Gabor analysis, which can be considered a subfield of time-frequency analysis. The central problem of Gabor analysis is the recovery of signals from a discrete set of time-frequency translates of fixed functions in \( L^2(\mathbb{R}^n) \). While Gabor analysis is usually carried out in \( \mathbb{R}^n \), much of the framework can be generalized to the setting of a LCA group \( G \) as follows: If \( (x, \omega) \) is an element of the time-frequency plane \( G \times \hat{G} \), the time-frequency shift operator \( \pi(x, \omega) \) acts on functions \( \xi \in L^2(G) \) via

\[ \pi(x, \omega)\xi(t) = \omega(t)\xi(x^{-1}t) \]

for \( t \in G \). By picking a lattice \( \Delta \) in the time-frequency plane \( G \times \hat{G} \) and a finite set of functions \( \eta_1, \ldots, \eta_k \in L^2(G) \), one forms the associated multiwindow Gabor system as follows:

\[ \mathcal{G}(\eta_1, \ldots, \eta_k; \Delta) = \{ \pi(z)\eta_j : z \in \Delta, 1 \leq j \leq k \} \]

To allow for stable reconstruction of functions in \( L^2(G) \) from a multiwindow Gabor system, one requires the frame property due to Duffin and Schaeffer \[10\] to be satisfied. That is, if there exist constants \( K, L > 0 \) such that

\[ K\|\xi\|_2^2 \leq \sum_{j=1}^k \sum_{z \in \Delta} |\xi, \pi(z)\eta_j|^2 \leq L\|\xi\|_2^2 \]

for all \( \xi \in L^2(G) \), one calls the multiwindow Gabor system \( \mathcal{G}(\eta_1, \ldots, \eta_k; \Delta) \) a multiwindow Gabor frame. In particular, a singlewindow Gabor system, or just Gabor system for short, is called a Gabor frame if it forms a frame for \( L^2(G) \).

One of the main observations of \[27, 37\] is that if the windows \( \eta_1, \ldots, \eta_k \) of a multiwindow Gabor frame over the lattice \( \Delta \subseteq G \times \hat{G} \) are well-localized, they can be interpreted as a set of generators for the Heisenberg module \( \mathcal{E}_\Delta(G) \) constructed from \( \Delta \). By well-localized, we mean that the generators are all elements of the Feichtinger algebra \( S_0(G) \), a Banach space of test functions that is fundamental to time-frequency analysis. Since Heisenberg modules are finitely generated, an immediate consequence
is the existence of a multiwindow Gabor frame $G(\eta_1, \ldots, \eta_k; \Delta)$ with $\eta_j \in S_0(G)$, $1 \leq j \leq k$, for any given lattice $\Delta$ in $G \times \hat{G}$.

A longstanding problem in Gabor analysis on $G = \mathbb{R}^n$ is whether one can find a (singlewindow) Gabor frame $G(\eta; \Delta)$ with a well-localized window $\eta \in S_0(\mathbb{R}^n)$ over a given lattice $\Delta$ in the time-frequency plane $\mathbb{R}^n \times \mathbb{R}^n \cong \mathbb{R}^{2n}$. One can ask the same question for a lattice $\Delta$ in the time-frequency plane $G \times \hat{G}$ of a locally compact abelian group $G$: Does there exist an $\eta \in S_0(G)$ for which $G(\eta, \Delta)$ is a Gabor frame? Or, in terms of Heisenberg modules, is the Heisenberg module $\mathcal{E}_\Delta(G)$ singly generated? A basic restriction on the lattice is provided by one of the density theorems [23]: It is necessary that $\text{vol}(\Delta) \leq 1$ for Gabor frames $G(\eta, \Delta)$ with $\eta \in S_0(G)$ to exist [28, Theorem 5.6]. But in the group $G = \mathbb{R}^n$, more is true:

**Theorem 1.1.** Let $\Delta$ be a lattice in the time-frequency plane $\mathbb{R}^n \times \mathbb{R}^n$ of $\mathbb{R}^n$. If there exists a function $\eta$ in the Feichtinger algebra $S_0(\mathbb{R}^n)$ for which $G(\eta, \Delta)$ is a Gabor frame for $L^2(\mathbb{R}^n)$, then $\text{vol}(\Delta) < 1$.

The above result is an example of a Balian-Low theorem (BLT), as it is a non-existence result for well-localized Gabor frames at the so-called critical density $\text{vol}(\Delta) = 1$. The original Balian-Low theorem is due to R. Balian [1] and F. Low [33] and concerns lattices of the form $\Delta = \alpha \mathbb{Z} \times \beta \mathbb{Z}$ for $\alpha, \beta > 0$ in $\mathbb{R} \times \mathbb{R}$. It also uses a slightly more general notion of time-frequency localization that does not involve the Feichtinger algebra, but which is particular to $G = \mathbb{R}$. In [5], a proof of the original formulation of the Balian–Low theorem is deduced from the Heisenberg uncertainty principle, and a relation to noncommutative geometry is demonstrated in [35]. The amalgam Balian–Low theorem is another early version of the BLT that employs Wiener amalgam spaces [6, 24]. Versions of the Balian–Low theorem for more general lattices in $\mathbb{R}^n$ have since been proved, even for discrete sets $\Delta$ without any lattice structure [11]. Theorem 1.1 can also be deduced from the perturbation results of H. Feichtinger and N. Kaiblinger [13]. The converse of Theorem 1.1 remains open for general lattices, but was proved for the class of non-rational lattices in [27]. The proof uses Heisenberg modules and $K$-theory of noncommutative tori.

It is no coincidence that the setting of Theorem 1.1 is the group $G = \mathbb{R}^n$. Indeed, Theorem 1.1 is easily shown to fail if one replaces $\mathbb{R}^n$ with an arbitrary LCA group $G$ [12]. For instance, it fails for discrete or compact groups (see Proposition 1.7). One might then ask if there is a way to characterize the groups $G$ for which Theorem 1.1 holds. This will be the setup in the present paper, but we restrict ourselves to the case where the lattice $\Delta$ takes the form $\Lambda \times \Lambda^\perp$, where $\Lambda$ is a lattice in $G$ and $\Lambda^\perp$ is the annihilator of $\Lambda$ in $\hat{G}$ [10]. These lattices always have volume 1. We will consider the following statement in the setting $(G, \Lambda)$, where $G$ is a second countable LCA group and $\Lambda$ is a lattice in $G$.

**Statement 1.2.** For all $\eta \in S_0(G)$, the Gabor system

$$G(\eta, \Lambda \times \Lambda^\perp) = \{ \pi(\lambda, \tau)\eta : \lambda \in \Lambda, \tau \in \Lambda^\perp \}$$

is not a frame for $L^2(G)$.

Note that it is a consequence of Theorem 1.1 that Statement 1.2 holds true for any lattice $\Lambda$ in $G = \mathbb{R}^n$.

The advantage of the formulation of Statement 1.2 is that the Zak transform can be employed. Originally introduced by I. Gelfand [17], the Zak transform was later generalized by A. Weil to the case of locally compact abelian groups [50]. It takes its name from the physicist J. Zak who discovered it independently [52]. Given a lattice $\Lambda$ in the LCA group $G$, the Zak transform of a complex-valued function $\xi$ on $G$ is the function $Z_{G, \Lambda} \xi : G \times \hat{G} \to \mathbb{C}$ given by

$$Z_{G, \Lambda} \xi(x, \omega) = \sum_{\lambda \in \Lambda} \xi(x, \lambda)\omega(\lambda)$$

for $(x, \omega) \in G \times \hat{G}$. The above defines a continuous function if e.g. $\xi \in S_0(G)$.

The first proofs of the amalgam version of the BLT [6, 24] employed the Zak transform, and used the fact that it diagonalizes the frame operator associated to the Gabor system $G(\eta, \Lambda \times \Lambda^\perp)$. In [20], E. Kaniuth and G. Kutyniok used the Zak transform to show that the Balian–Low statement in Statement 1.2 holds for all lattices in compactly generated, second countable, locally compact abelian
groups with noncompact identity component. It is an open problem whether the hypothesis that $G$ is compactly generated can be dropped from their theorem.

One of the main points we want to make in this paper is that the Zak transform has a natural interpretation as an isomorphism of Hilbert $C^*$-modules. When $\Delta = \Lambda \times \Lambda^\perp$, the associated Heisenberg module $E_\Delta(G)$ becomes a Hilbert $C^*$-module over the (un-twisted) group $C^*$-algebra of $\Delta$. Using the Fourier transform, this algebra can be identified as the continuous functions on the Pontryagin dual $X := \hat{\Delta} \cong (G/\Lambda) \times (\hat{G}/\Lambda^\perp)$. By the Serre–Swan theorem, the projective module $E_\Delta(G)$ must be isomorphic to a vector bundle over $X$. The role of the Zak transform in this respect is to identify the vector bundle in question. More precisely, we prove that there exists a complex vector bundle $E_{G,\Lambda}$ for which the following holds:

**Theorem A** (cf. Theorem 5.1 / Proposition 4.5). Let $\Lambda$ be a lattice in the second countable LCA group $G$, and let $\Delta$ be the lattice $\Lambda \times \Lambda^\perp$ in $G \times G$. Then the Zak transform implements an isomorphism of Hilbert $C^*$-modules

$$Z_{G,\Lambda} : E_\Delta(G) \to \Gamma(E_{G,\Lambda}).$$

Here, $E_\Delta(G)$ is the Heisenberg module associated to $\Delta$, and $\Gamma(E_{G,\Lambda})$ is the module of continuous sections of the complex line bundle $E_{G,\Lambda}$ constructed in Section 4.2.

Now Statement [1.2] is equivalent to the nonexistence of a single generator for the Heisenberg module $E_\Delta(G)$. We show in Section 2.3 that the $C(X)$-module $\Gamma(E)$ of continuous sections of a vector bundle $E$ over a compact Hausdorff space is singly generated if and only if $E$ is a trivial bundle. Consequently, we can formulate Statement [1.2] in terms of the vector bundle $E_{G,\Lambda}$ from Theorem A as follows:

**Theorem B** (cf. Theorem 5.1). Let $\Lambda$ be a lattice in a second countable, locally compact abelian group $G$. Then the following are equivalent:

1. $E_{G,\Lambda}$ is nontrivial.
2. The Balian–Low statement (Statement [1.2]) holds in this setting. That is, whenever $\eta \in S_0(G)$, then the Gabor system

$$\mathcal{G}(\eta, \Lambda \times \Lambda^\perp) = \{ \pi(\lambda, \tau) \eta : \lambda \in \Lambda, \tau \in \Lambda^\perp \}$$

is not a frame for $L^2(G)$.

The above theorem builds upon an idea of R. Balan connecting Gabor superframes to vector bundles over the 2-torus $\mathbb{T}^2$. A special case of his result is that the amalgam version of the Balian–Low theorem is a consequence of the nontriviality of a certain line bundle over $\mathbb{T}^2$. If $G = \mathbb{R}$ and $\Lambda = a\mathbb{Z}$ in Theorem 13, then the base space $X_{G,\Lambda}$ is homeomorphic to $\mathbb{T}^2$, and we will indeed show that $E_{G,\Lambda}$ in this case is closely related to Balan’s bundle (cf. Example 1.6). Thus, Theorem B can be viewed as an extension of this special case of Balan’s result to general second countable LCA groups.

We end this paper by applying Theorem 5.1 to prove that the Balian–Low statement (Statement 1.2) holds in a new setting: We set $G$ to be the truncated adele group $\mathbb{R} \times \mathbb{Q}_p$ where $\mathbb{Q}_p$ denotes the $p$-adic numbers. It is a well-known fact from number theory that the group of $p$-adic rationals $\Lambda = \mathbb{Z}[1/p] = \{ a/p^k : a, k \in \mathbb{Z} \}$ embeds as a lattice in $G$. We then have the following:

**Theorem C** (cf. Theorem 6.3). Let $G$ be the group $\mathbb{R} \times \mathbb{Q}_p$, and let $\Lambda$ be the lattice $\mathbb{Z}[1/p]$ embedded into $G$ as in Section 7. Then The Balian–Low statement (Statement 1.2) holds for $(G, \Lambda)$: That is, whenever $\eta \in S_0(\mathbb{R} \times \mathbb{Q}_p)$, the Gabor system

$$\mathcal{G}(\eta, \Lambda \times \Lambda^\perp) = \{ (s, x) \mapsto e^{2\pi i rs} e^{-2\pi i (rx)} \eta(s - q, x - q) : q, r \in \mathbb{Z}[1/p] \}$$

is not a frame for $L^2(\mathbb{R} \times \mathbb{Q}_p)$.

The above theorem is the first Balian–Low theorem in the context of a LCA group which is not compactly generated. Hence, it is not covered by the result of Kaniuth and Kutyniok [29]. Number-theoretic groups such as $\mathbb{R} \times \mathbb{Q}_p$ and the full adeles over the rationals have not been explored much in Gabor analysis so far. In [11], examples of Gabor frames in these groups are constructed, and a mild Balian–Low type theorem, namely [11, Proposition 4.4], is also proved. However, the result only holds for functions in $S_0(\mathbb{R} \times \mathbb{Q}_p)$ of a very specific form, and Theorem C is a generalization to all generators.
The text is structured as follows: In Section 2 we define Hilbert $C^*$-modules and their frames, and we discuss modules of sections of vector bundles. In Section 3 we introduce Gabor analysis on locally compact abelian groups and Heisenberg modules. In Section 4 we introduce the Zak transform, quasiperiodic functions and the vector bundle $E_{G,A}$ from Theorem A. In Section 5 we show that the Zak transform gives an isomorphism of Hilbert $C^*$-modules, and prove theorems Theorem A and Theorem B. Then in Section 6 we prove a Balian–Low theorem for the group $\mathbb{R} \times \mathbb{Q}_p$, namely Theorem C. In the appendix, we have collected some basic results that are needed but do not constitute a part of the spirit of the main text.

2. Hilbert $C^*$-modules and their frames

2.1. Hilbert $C^*$-modules. In this section we define Hilbert $C^*$-modules, see e.g. [14]. Let $A$ be a unital $C^*$-algebra. A Hilbert $C^*$-module over $A$ is, roughly speaking, a “Hilbert space” with an inner product taking values in the $C^*$-algebra $A$ rather than the complex numbers. More precisely, a left Hilbert $A$-module $E$ is a left $A$-module that is equipped with an $A$-valued inner product $\langle \cdot,\cdot \rangle : E\times E \to A$ that satisfies the following axioms:

1. $\langle a\xi + b\eta,\gamma \rangle = a\langle \xi,\gamma \rangle + b\langle \eta,\gamma \rangle$ for $a,b \in A$ and $\xi,\eta,\gamma \in E$.
2. $\langle \xi,\eta \rangle^* = \langle \eta,\xi \rangle^*$ for $\xi,\eta \in E$.
3. $\langle \xi,\xi \rangle \geq 0$, with $\langle \xi,\xi \rangle = 0$ if and only if $\xi = 0$.
4. $E$ is complete with respect to the norm $\|\xi\|_E = \|\langle \xi,\xi \rangle\|^{1/2}$.

Note that we use the dot in the notation for the $A$-valued inner product to distinguish it from $\mathbb{C}$-valued inner products.

From the definition above, $E$ has a complex vector space structure given by $\lambda \xi := (\lambda 1_A)\xi$ where $\lambda \in \mathbb{C}$, $\xi \in E$ and $1_A$ is the multiplicative identity of $A$.

If $A = \mathbb{C}$, one recovers the definition of a (complex) Hilbert space.

Let $E$ and $F$ be left Hilbert $A$-modules, and let $T : E \to F$ be a bounded, $A$-linear map. Then $T$ is called adjointable if there exists an $A$-linear map $S : F \to E$ such that

$$\langle T\xi,\eta \rangle = \langle \xi, S\eta \rangle$$

for all $\xi \in E$ and $\eta \in F$. The map $S$ is then uniquely determined and is referred to the adjoint of $T$. It is denoted by $S = T^*$. If $T$ is adjointable, then $T$ is invertible if and only if its adjoint is invertible, and in that case we have the relationship $(T^*)^{-1} = (T^{-1})^*$. The set of adjointable operators $E \to E$ is a $C^*$-algebra and is denoted by $\mathcal{L}_A(E)$ or just $\mathcal{L}(E)$.

A bounded, $A$-linear map $T : E \to F$ is called inner product preserving if

$$\langle T\xi, T\eta \rangle = \langle \xi, \eta \rangle$$

for all $\xi,\eta \in E$. An inner product preserving map is automatically injective, as it becomes an isometry in the sense of metric spaces. An inner product preserving map is not necessarily adjointable, see [14, Example 2.19]. However, if it is surjective, hence invertible, then it is also adjointable, and the adjoint is given by the inverse.

We say that two left Hilbert $A$-modules $E$ and $F$ are isomorphic if there exists a surjective inner product preserving (hence invertible and adjointable) $A$-linear map $T : E \to F$.

Let $J$ be a countable index set. Denote by $l^2(J, A)$ the set of all sequences $(a_j)_{j \in J}$ for which the sum $\sum_{j \in J} a_j a_j^*$ converges unconditionally in $A$ (this is the same as the direct sum $\bigoplus_{j \in J} A$, see [30, p. 6]). This set forms a left Hilbert $A$-module with respect to pointwise left multiplication and the inner product

$$\langle (a_j)_j, (b_j)_j \rangle = \sum_{j \in J} a_j b_j^*$$
for \((a_j), (b_j)\) \(\in \ell^2(J, A)\). If \(J = \{1, \ldots, k\}\) for some \(k \in \mathbb{N}\), one obtains the left Hilbert \(A\)-module \(A^k\), the free \(A\)-module of rank \(k\). We represent the elements of \(A^k\) as row vectors. If \(M\) is a \(k \times k\) matrix with entries in \(A\), then right multiplication by \(M\) defines an \(A\)-linear map \(A^n \to A^n\).

A left Hilbert \(A\)-module \(\mathcal{E}\) is called countably generated if there exists a countable set \(S \subseteq \mathcal{E}\) such that \(\{a \cdot \xi : a \in A, \xi \in S\}\) is dense in \(\mathcal{E}\). If \(A = \mathbb{C}\) so that \(\mathcal{E}\) is a Hilbert space, then being countably generated as an \(A\)-module is the same as being separable as a Hilbert space. The module \(\mathcal{E}\) is finitely generated if the set \(S\) is finite. This is equivalent to the existence of a finite set \(\{\eta_1, \ldots, \eta_k\}\) in \(\mathcal{E}\) with the following property: For every \(\xi \in \mathcal{E}\), there exist elements \(a_1, \ldots, a_k \in A\) such that

\[
\xi = a_1 \eta_1 + \cdots + a_k \eta_k.
\]

The set \(\{\eta_1, \ldots, \eta_k\}\) is called a generating set for \(\mathcal{E}\). Moreover, \(\mathcal{E}\) is finitely generated projective if it is isomorphic to a module of the form \(A^k P\), where \(P\) is a \(k \times k\) projection matrix with coefficients in \(A\).

### 2.2. Module frames.

A module frame \([16]\) in a left Hilbert \(A\)-module \(\mathcal{E}\) is a sequence \((\eta_j)_{j \in J}\) in \(\mathcal{E}\) for which there exists \(K, L > 0\) such that the following double inequality holds for all \(\xi \in \mathcal{E}\):

\[
K \langle \xi, \xi \rangle \leq \sum_{j \in J} \langle \xi, \eta_j \rangle \langle \xi, \eta_j \rangle^* \leq L \langle \xi, \xi \rangle.
\]  

(1)

Here, the inequalities are to be interpreted with respect to the order structure on the self-adjoint elements of the \(C^*\)-algebra \(A\).

Note that if \(A\) is the \(C^*\)-algebra of complex numbers, then \(\mathcal{E}\) is a Hilbert space and the above double inequality reduces to

\[
K \|\xi\|^2 \leq \sum_{j \in J} |\langle \xi, \eta_j \rangle|^2 \leq L \|\xi\|^2
\]  

(2)

for all \(\xi \in \mathcal{H}\).

We call the numbers \(K\) and \(L\) lower and upper frame bounds, respectively. A frame is called tight if one can choose frame bounds \(K = L\), and normalized tight if one can choose \(K = L = 1\).

A sequence \((\eta_j)_{j \in J}\) that satisfies the upper frame bound condition but not necessarily the lower, is called a Bessel sequence. An upper frame bound for a Bessel sequence is called a Bessel bound for the sequence. If \((\eta_j)_{j}\) is a Bessel sequence in \(\mathcal{E}\), one defines the operators \(\Phi : \mathcal{E} \to \ell^2(J, A)\) and \(\Psi : \ell^2(J, A) \to \mathcal{E}\) by

\[
\Phi \xi = (\langle \xi, \eta_j \rangle)_{j \in J}
\]  

(3)



\[
\Psi (a_j) j = \sum_{j \in J} a_j \eta_j
\]  

(4)

for \(\xi \in \mathcal{E}\) and \((a_j)_{j} \in \ell^2(J, A)\). These are adjointable \(A\)-linear operators, and \(\Phi^* = \Psi\). They go under different names in the literature. In [16], \(\Phi\) is called the frame transform, while in Gabor analysis in general, they are called the analysis and synthesis operator, respectively.

One also defines \(\Theta = \Psi \Phi\) and calls it the frame operator corresponding to \((\eta_j)_{j}\). It is given by

\[
\Theta \xi = \sum_{j \in J} \langle \xi, \eta_j \rangle \eta_j
\]  

(5)

for \(\xi \in \mathcal{E}\).

The following gives an important characterization of the frame property of a Bessel sequence. It can be seen by noting that \(\Theta^* (\Theta \xi) = \sum_{j \in J} \langle \xi, \eta_j \rangle \langle \xi, \eta_j \rangle^* \) and using the fact that \(T_1 \leq T_2\) if and only if \(\langle T_1 \xi, \xi \rangle \leq \langle T_2 \xi, \xi \rangle\) for all \(\xi \in \mathcal{E}\), where \(T_1, T_2 \in \mathcal{L}(\mathcal{E})\) are self-adjoint [44], Lemma 2.28].

**Proposition 2.1.** Let \(\mathcal{E}\) be a left Hilbert \(A\)-module over a \(C^*\)-algebra \(A\). Let \((\eta_j)_{j \in J}\) be a Bessel sequence in \(\mathcal{E}\). Then the following are equivalent:

1. \((\eta_j)_{j}\) is a frame for \(\mathcal{E}\).
2. The frame operator \(\Theta\) corresponding to \((\eta_j)_{j}\) as in [5] is invertible in \(\mathcal{L}(\mathcal{E})\).
Using the Cauchy–Schwarz inequality for Hilbert $C^*$-modules, one can show that for a finite sequence, there is always an upper frame bound. Thus, to show that a finite sequence is a module frame, one only needs to show that there exists a lower frame bound. In fact, we have the following characterization of finite module frames.

**Proposition 2.2.** Let $A$ be a unital $C^*$-algebra, and let $E$ be a left Hilbert $A$-module. Let $\eta_1, \ldots, \eta_k \in E$. Then the following are equivalent:

1. The set $\{\eta_1, \ldots, \eta_k\}$ is a generating set for $E$.
2. The sequence $\{\eta_1, \ldots, \eta_k\}$ is a module frame for $E$.
3. The frame operator $\Theta$ corresponding to $\{\eta_1, \ldots, \eta_k\}$ as in (5) is invertible in $\mathcal{L}(E)$.

Moreover, if $\{\eta_1, \ldots, \eta_k\}$ is a module frame, then the sequence $(\tilde{\eta}_1, \ldots, \tilde{\eta}_k)$ where $\tilde{\eta}_j = \Theta^{-1/2}\eta_j$ for $1 \leq j \leq k$ is a normalized tight module frame for $E$. Hence, $E$ being finitely generated is equivalent to the existence of a normalized tight module frame in $E$.

**Proof.** The equivalence of (i) and (ii) is proved in e.g. [16, Proposition 5.9]. The equivalence of (ii) and (iii) is Proposition 2.1. The last observation follows from writing out the identity

$$\langle \xi, \xi \rangle = \langle \Theta^{-1/2}\Theta^{-1/2}\eta_j, \xi \rangle$$

for $\xi \in E$, where $\Theta$ is the frame operator corresponding to the sequence $(\eta_j)_j$. \hfill \Box

An important application of normalized tight frames is the following, see [48, Proposition 7.2] for a reference.

**Proposition 2.3.** Let $A$ be a unital $C^*$-algebra. Then every finitely generated left Hilbert $A$-module is projective. In fact, suppose $\{\eta_1, \ldots, \eta_k\}$ is a normalized tight frame for the Hilbert $A$-module $E$ (which exists by Proposition 2.2). Then the $k \times k$ matrix

$$P = \begin{pmatrix} \langle \eta_1, \eta_1 \rangle & \cdots & \langle \eta_1, \eta_k \rangle \\ \vdots & \ddots & \vdots \\ \langle \eta_k, \eta_1 \rangle & \cdots & \langle \eta_k, \eta_k \rangle \end{pmatrix}$$

is a projection in $M_k(A)$, and $E \cong A^kP$.

Note especially the first sentence of Proposition 2.3, namely that all finitely generated Hilbert $C^*$-modules are projective. One can show that this also holds more generally for countably generated projective $C^*$-modules, but this result will not be important to us.

### 2.3. Modules of sections of a vector bundle

In this section we look at finitely generated Hilbert $C^*$-modules over commutative $C^*$-algebras. If $A$ is commutative, then by Gelfand duality, $A$ is $\ast$-isomorphic to the $C^*$-algebra $C(X)$ of continuous functions on a uniquely determined compact Hausdorff space $X$.

A way to obtain Hilbert $C^*$-modules over $C(X)$ is from Hermitian vector bundles over $X$. If $\pi: E \to X$ is a Hermitian vector bundle, we denote by $\Gamma(E)$ the set of continuous sections of $E$, i.e. all continuous functions $s: X \to E$ such that $\pi \circ s = \text{id}_X$. The set $\Gamma(E)$ has the structure of a finitely generated left Hilbert $C(X)$-module with the following left action and $C(X)$-valued inner product:

$$\langle f \cdot s \rangle(x) = f(x)s(x),$$

$$\langle s, t \rangle(x) = \langle s(x), t(x) \rangle_x.$$  \hspace{1cm} (6) \hspace{1cm} (7)

Here, $f \in C(X)$, $s, t \in \Gamma(E)$, $x \in X$ and $\langle \cdot, \cdot \rangle_x$ denotes the inner product on the fiber $E_x$ of $E$. We also use the notation $\|v\|^2_x = \langle v, v \rangle_x$.

That $\Gamma(E)$ is finitely generated comes from the fact that for every vector bundle $E$ over a compact Hausdorff space $X$, there exists a vector bundle $F$ over $X$ such that $E \oplus F$ is isomorphic to a trivial bundle [59, Corollary 5].

The remarkable fact about finitely generated projective modules over $C(X)$ is that they all come from vector bundles over $X$. This is known as the Serre–Swan theorem. The version that we state
here is slightly modified to include the inner product structures found on Hermitian vector bundles and Hilbert C*-modules.

**Proposition 2.4** (Serre–Swan theorem). Suppose $\mathcal{E}$ is a finitely generated left Hilbert $C(X)$-module. Then there exists a unique Hermitian vector bundle $E \to X$ such that $\Gamma(E) \cong \mathcal{E}$ as left Hilbert $C(X)$-modules. If $\mathcal{E}$ is represented as $C(X)^k P$ for a projection $P$ in $M_k(C(X))$, then $E$ can be constructed as the subbundle

$$E = \{(x,v) \in X \times \mathbb{C}^k : vP(x) = v\}$$

of the trivial bundle of rank $k$.

**Proof.** Note that by Proposition 2.2, $\mathcal{E}$ is projective. By the Serre–Swan theorem for finitely generated projective $C(X)$-modules, there exists a unique complex vector bundle $E \to X$ such that $\Gamma(E) \cong \mathcal{E}$ as left $C(X)$-modules. The description of $E$ as a subbundle of $X \times \mathbb{C}^k$ also follows from [49]. We suppress the isomorphism from the notation and think of $\mathcal{E}$ as being equal to $\Gamma(E)$.

We define an inner product on the fibers of $E$ as follows: Let $x \in X$, $v, w \in E_x$, and pick sections $s, t \in \Gamma(E)$ such that $s(x) = v$ and $t(x) = w$. Set $\langle v,w\rangle_x = \langle s,t\rangle_x(x)$. This is independent of the choice of sections, and will give us the required inner product on $E$.

The next proposition describes generating sets of $\Gamma(E)$ as a left Hilbert $C(X)$-module, where $E \to X$ is a Hermitian vector bundle. Recall that a line bundle is a vector bundle where the dimension of the fibers is equal to 1.

**Proposition 2.5.** Let $E$ be a Hermitian vector bundle over a compact Hausdorff space $X$. Let $s_1, \ldots, s_k \in \Gamma(E)$. The following are equivalent:

1. The set $\{s_1, \ldots, s_k\}$ is a generating set for $\Gamma(E)$ as a left $C(X)$-module.
2. For every $x \in X$, we have that $\text{span}\{s_1(x), \ldots, s_k(x)\} = E_x$.

**Proof.** The frame operator corresponding to the Bessel sequence $(s_j)_{j=1}^k$ in $\Gamma(E)$ is given by

$$\Theta s = \sum_{j=1}^k \langle s,s_j \rangle s_j$$

for $s \in \Gamma(E)$. This is a $C(X)$-linear operator $\Gamma(E) \to \Gamma(E)$, so by [49, Theorem 1] there exists a unique vector bundle homomorphism $\theta : E \to E$ such that

$$\Theta s(x) = \theta_x(s(x))$$

for all $s \in \Gamma(E)$ and $x \in X$, where $\theta_x$ denotes the restriction of $\theta$ to $E_x$. For each $x \in X$, let $\Theta_x : E_x \to E_x$ denote the frame operator of the sequence $\{s_1(x), \ldots, s_k(x)\}$ in the Hilbert space $E_x$. By (8), we have that

$$\theta_x(s(x)) = \sum_{j=1}^k \langle s,s_j \rangle s_j(x) = \sum_{j=1}^k \langle s(x), s_j(x) \rangle s_j(x) = \Theta_x(s(x))$$

for all $s \in \Gamma(E)$ and $x \in X$. Given $v \in E_x$, then letting $s \in \Gamma(E)$ be such that $s(x) = v$, we obtain that $\theta_x(v) = \Theta_x(v)$. Hence, by (8), $\theta_x = \Theta_x$ for all $x \in X$.

By Proposition 2.2, $\{s_1, \ldots, s_k\}$ is a generating set for $\Gamma(E)$ if and only if the frame operator $\Theta$ is invertible in $\Gamma(E)$. But this happens if and only if $\theta$ is invertible as a map of vector bundles. This is equivalent to each $\theta_x$ being invertible for every $x \in X$ by [41, Lemma 2.3]. This is equivalent to $\{s_1(x), \ldots, s_k(x)\}$ being a generating set for $E_x$ for each $x \in X$, using Proposition 2.2. This finishes the proof.

We immediately obtain the following corollary:

**Corollary 2.6.** Suppose $E$ is a line bundle, and that $s_1, \ldots, s_k \in \Gamma(E)$. Then $\{s_1, \ldots, s_k\}$ is a generating set for $\Gamma(E)$ if and only if for every $x \in X$, there exists $j \in \{1, \ldots, k\}$ such that $s_j(x) \neq 0$. In particular, if $s \in \Gamma(E)$, then $\{s\}$ is a (single) generator for $\Gamma(E)$ if and only if $s$ is nonvanishing on $X$. Consequently, the existence of a single generator for $\Gamma(E)$ is equivalent to the triviality of $E$. 
3. Time-frequency analysis and Heisenberg modules

3.1. Time-frequency shifts and twisted group C*-algebras. For the rest of the paper, unless otherwise stated, \( G \) will denote a second countable, locally compact abelian group. Denote by \( \hat{G} \) the Pontryagin dual of \( G \). Given a closed subgroup \( H \) of \( G \), the annihilator of \( H \), denoted by \( H^\perp \), is the set:

\[
H^\perp = \{ \omega \in \hat{G} : \omega(x) = 1 \text{ for all } x \in H \}.
\]

This will always be a closed subgroup of \( \hat{G} \). We have natural isomorphisms \( \hat{H} \cong \hat{G}/H^\perp \) and \( \hat{G}/\hat{H} \cong H^\perp \).

We call a subgroup \( H \) of \( G \) cocompact if the quotient \( G/H \) is compact. A subgroup \( \Lambda \) of \( G \) that is both discrete and cocompact is called a lattice in \( G \). If \( \Lambda \) is a lattice in \( G \), then \( \Lambda^\perp \) is a lattice in \( \hat{G} \).

Given \( x \in G \) and \( \omega \in \hat{G} \), the unitary linear operators \( T_x \) and \( M_\omega \) on \( L^2(G) \) given by

\[
T_x \xi(t) = \xi(x^{-1}t) \\
M_\omega \xi(t) = \omega(t)\xi(t)
\]

for \( \xi \in L^2(G) \), \( t \in G \), are called time shift by \( x \) and frequency shift by \( \omega \), respectively. These two operators satisfy the following commutation relation:

\[
M_\omega T_x = \omega(x)T_x M_\omega.
\]

A time-frequency shift is a combined operator of the form \( \pi(x, \omega) = M_\omega T_x \). From \([12]\), it follows that

\[
\pi(x, \omega)\pi(y, \tau) = \tau(x)\pi(xy, \omega\tau)
\]

for \( (x, \omega), (y, \tau) \in G \times \hat{G} \). The function \( c : (G \times \hat{G}) \times (G \times \hat{G}) \rightarrow \mathbb{T} \) given by

\[
c((x, \omega), (y, \tau)) = \tau(x)
\]

satisfies the identities

\[
c(z_1, z_2)c(z_1z_2, z_3) = c(z_1, z_2z_3)c(z_2, z_3)
\]

\[
c(1, 1) = 1
\]

for all \( z_1, z_2, z_3 \in G \times \hat{G} \) and with 1 denoting the identity element of \( G \times \hat{G} \). Thus, when restricting \( c \) to any lattice \( \Delta \) in \( G \times \hat{G} \), we obtain a 2-cocycle on \( \Delta \). Restricting also \( \pi \) to \( \Delta \), we obtain a \( c \)-projective unitary representation of the group \( \Delta \) on the Hilbert space \( L^2(G) \) \([11]\) Chapter D3.

Whenever we have a 2-cocycle on a discrete group, we can associate to it the corresponding twisted group C*-algebra. In our case, we have the twisted group C*-algebra \( C^*(\Delta, c) \), which is the C*-enveloping algebra of the Banach *-algebra \( \ell^1(\Delta, c) \). As a Banach space, \( \ell^1(\Delta, c) \) is \( \ell^1(\Delta) \), but the multiplication is \( c \)-twisted convolution and the involution is \( c \)-twisted involution. These operations are defined as follows, where \( a, b \in \ell^1(\Delta) \) and \( z \in \Delta \):

\[
(a * b)(z) = \sum_{w \in \Delta} c(w, w^{-1}z)a(w)b(w^{-1}z)
\]

\[
a^*(z) = c(z, z^{-1})a(z^{-1}).
\]

This C*-algebra captures the representation theory of \( \Delta \) in the following way: The \( c \)-projective unitary representations of \( \Delta \) are in 1–1 correspondence with nondegenerate *-representations of \( C^*(\Delta, c) \). In particular, our \( c \)-projective representation \( \pi|_\Delta \) lifts to a representation \( C^*(\Delta, c) \rightarrow B(L^2(G)) \), which we by abuse of notation also denote by \( \pi \). On the dense *-subalgebra \( \ell^1(\Delta, c) \), \( \pi \) is given by

\[
\pi(a) = \sum_{z \in \Delta} a(z)\pi(z)
\]
for $a \in \ell^1(\Delta, \epsilon)$. This representation is faithful [46, Proposition 2.2].

### 3.2. Gabor frames

As before, let $G$ be a second countable, locally compact abelian group. Let $\Delta$ be a lattice in $G \times \hat{G}$, and let $\eta \in L^2(G)$. The **Gabor system generated by $\eta$ over $\Delta$** is the set

$$\mathcal{G}(\eta, \Delta) = \{ \pi(z)\eta : z \in \Delta \}. \quad (16)$$

If this set is a frame for the Hilbert space $L^2(G)$ as in (11), we call it a **Gabor frame** over $\Delta$ with generator $\eta$. That is, $\mathcal{G}(\eta, \Delta)$ is a Gabor frame if there exist $K, L > 0$ such that

$$K\|\xi\|^2 \leq \sum_{z \in \Delta} |\langle \xi, \pi(z)\eta \rangle|^2 \leq L\|\xi\|^2$$

for all $\xi \in L^2(G)$.

Generalizing, if $\eta_1, \ldots, \eta_k \in L^2(G)$, then the **multiwindow Gabor system generated by the $\eta_1, \ldots, \eta_k$ over $\Delta$** is the set

$$\mathcal{G}(\eta_1, \ldots, \eta_k; \Delta) := \{ \pi(z)\eta_j : z \in \Delta, 1 \leq j \leq k \}. \quad (17)$$

If this set is a frame for $L^2(G)$, then we call it a **multiwindow Gabor frame** over $\Delta$ with generators $\eta_1, \ldots, \eta_k$.

**Remark.** It is possible to consider Gabor systems over closed subgroups $\Delta$ of $G \times \hat{G}$ that are not discrete. This leads to the notion of continuous Gabor systems and frames, see [28]. In our case, we will eventually consider $\Delta$ to be of the form $\Lambda \times \Lambda^\mathbb{Z}$, with $\Lambda$ a closed subgroup of $G$. It turns out that for frames to exist over such a closed subgroup of $G \times \hat{G}$, $\Lambda$ must be a lattice in $G$ [28, Corollary 5.8], so we will not lose anything interesting by assuming that $\Delta$ is discrete.

The **Feichtinger algebra** is the set $S_0(G)$ of all functions $\xi \in L^2(G)$ for which

$$\int_{G \times \hat{G}} |\langle \xi, \pi(z)\xi \rangle|\,dz < \infty. \quad (18)$$

The Feichtinger algebra has many different descriptions, see [26]. Functions in $S_0(G)$ are continuous.

### 3.3. Heisenberg modules

As usual, let $G$ denote a second countable, locally compact abelian group. Let $\Delta$ be a lattice in the time-frequency plane $G \times \hat{G}$.

We now proceed to review the construction by Rieffel in [46] of the modules that have been termed **Heisenberg modules**. We follow the approach by Jakobsen and Luef in [27] and use the Feichtinger algebra $S_0(G)$ instead of the Schwartz–Bruhat space $S^\prime(G)$ from [46]. Although the Heisenberg module has a natural structure as an imprimitivity bimodule, only the left module structure will be important to us.

By the proof of [27, Theorem 3.4], we have the following:

**Proposition 3.1.** Let $G$ be a second countable, locally compact abelian group, and let $\Delta$ be a lattice in $G \times \hat{G}$. Then the Feichtinger algebra $S_0(G)$ can be completed into a full finitely generated left Hilbert $C^\ast(\Delta, c)$-module which we denote by $E_\Delta(G)$. If $a \in \ell^1(\Delta, c)$ and $\xi \in S_0(G)$, then $a \cdot \xi \in S_0(G)$ and is given by

$$a \cdot \xi = \sum_{z \in \Delta} a(z)\pi(z)\xi. \quad (19)$$

If $\xi, \eta \in S_0(G)$, then $\langle \xi, \eta \rangle \in \ell^1(\Delta, c)$ and is given by

$$\langle \xi, \eta \rangle(z) = \langle \xi, \pi(z)\eta \rangle \quad (20)$$

for $z \in \Delta$.

The module $E_\Delta(G)$ is called a **Heisenberg module**. Note that $E_\Delta(G)$ is finitely generated in our case since $\Delta$ is assumed to be a lattice in $G \times \hat{G}$ (see the proof of [46, Proposition 3.3] and [27, Theorem 3.9]).

The following is proved in [2, Proposition 3.2, Proposition 3.6, Theorem 3.11], and gives a characterization of generators of Heisenberg modules as exactly multiwindow Gabor frames as in (17).
Proposition 3.2. Let \( \Delta \) be a lattice in \( G \times \hat{G} \). Then the following hold:

1. There is a continuous embedding of the Heisenberg module \( E_\Delta(G) \) into \( L^2(G) \) that makes the following diagram commute:

\[
\begin{array}{ccc}
S_0(G) & \rightarrow & E_\Delta(G) \\
\downarrow & & \downarrow \\
L^2(G) & \rightarrow & L^2(G)
\end{array}
\]

Under this embedding, we have that

\[
\|\eta\|_2 \leq \|\eta\|_{E_\Delta(G)}
\]

for every \( \eta \in E_\Delta(G) \).

2. The norm on \( E_\Delta(G) \) is given by

\[
\|\eta\|_{E_\Delta(G)} = \sup_{\|\xi\|=1} \left( \sum_{\xi \in \Delta} |\langle \xi, \pi(z)\eta \rangle|^2 \right)^{1/2}
\]

for \( \eta \in E_\Delta(G) \). Thus, \( E_\Delta(G) \) can be described as the completion of \( S_0(G) \) in the Banach space consisting of those \( \eta \in L^2(G) \) for which \( G(\eta, \Delta) \) is a Bessel sequence for \( L^2(G) \).

3. A subset \( \{\eta_1, \ldots, \eta_k\} \) of \( E_\Delta(G) \) is a generating set for \( E_\Delta(G) \) if and only if \( G(\eta_1, \ldots, \eta_k; \Delta) \) is a multiwindow Gabor frame for \( L^2(G) \) (see [10]).

Remark. Note that in (21), there is no appearance of the constant \( s(\Delta)^{1/2} \) as in [2, Proposition 3.2]. The reason for this is that in the case of a lattice, both traces in the setting of [2, Convention 3.1] are finite. Thus, one can consider the trace \( \text{tr}_A \) instead of \( \text{tr}_B \) when proving the inequality of the \( L^2(G) \)-norm and the Heisenberg module norm. Since \( \text{tr}_A \) is a state in this setting, we have \( \|\text{tr}_A\| = 1 \), so we obtain (21).

We are now ready to obtain a useful reformulation of Statement 1.2 in terms of Heisenberg modules:

Proposition 3.3. Let \( \Delta = \Lambda \times \Lambda^* \) for a lattice \( \Lambda \) in \( G \). Then the following are equivalent:

1. The Heisenberg module \( E_\Delta(G) \) is not singly generated.

2. For every \( \eta \in E_\Delta(G) \), the Gabor system \( G(\eta, \Delta) \) is not a frame for \( L^2(G) \).

3. Statement 1.2 holds for \( (G, \Lambda) \). That is, for every \( \eta \in S_0(G) \), the Gabor system \( G(\eta, \Delta) \) is not a frame for \( L^2(G) \).

Proof. The equivalence of 1 and 2 follows immediately from Proposition 3.2; 3 and 2 implies 3 since \( S_0(G) \subseteq E_\Delta(G) \). It remains to prove that 3 implies 1.

First, note the following: If \( \{\eta_1, \ldots, \eta_k\} \) is a module frame for \( E_\Delta(G) \), then using the same procedure as in the proof of [46, Proposition 3.7], one obtains a new module frame \( \{\eta'_1, \ldots, \eta'_k\} \) for \( E_\Delta(G) \) where \( \eta'_j \in S_0(G) \) for \( 1 \leq j \leq k \). The argument works out because \( \ell^1(\Delta, \epsilon) \), like the Schwartz–Bruhat space, is spectrally invariant in \( C^*(\Delta, \epsilon) \). As pointed out in [37, Theorem 2.2], this is a consequence of (21) and 3.1] in the case of \( G = \mathbb{R}^n \). However, as pointed out in [21, p. 16], the proofs generalize in a straightforward manner to the locally compact abelian case.

Thus, the existence of a one-element module frame (i.e. a single generator) \( \eta \in E_\Delta(G) \) implies the existence of a one-element module frame (i.e. single generator) \( \eta' \in S_0(G) \). Thus, if no single generators can be found in \( S_0(G) \), no single generators can be found in \( E_\Delta(G) \), which finishes the proof.

4. Vector bundles and quasiperiodic functions

4.1. The Zak transform. Throughout this section, we assume that \( G \) is a second countable, locally compact abelian group, and that \( \Lambda \) is a lattice in \( G \).
The Zak transform \[ \text{Zak transform} \] of a function \( \xi \in L^2(G) \) with respect to \( \Lambda \) is the function \( Z\xi : G \times \hat{G} \rightarrow \mathbb{C} \) given by
\[
Z\xi(x, \omega) = \sum_{\lambda \in \Lambda} \xi(x\lambda)\omega(\lambda)
\] (22)
for \((x, \omega) \in G \times \hat{G}\). By \[ \text{Lemma 3} \], the Zak transform of a function \( \xi \in L^2(G) \) is defined almost everywhere on \( G \times \hat{G}\).

The following result is proved for \( G = \mathbb{R}^n \) in \[ \text{Lemma 8.2.1 (c)} \]. While the author believes the result for general locally compact abelian groups to be well-known, he was not able to find a reference for it, so it is proved in the appendix, see Proposition \[ \text{B.3} \].

**Proposition 4.1.** Let \( \Lambda \) be a lattice in a second countable, locally compact abelian group \( G \). If \( \xi \in S_0(G) \), then \( Z\xi \) is continuous.

Now note that for \( \xi \in L^2(G) \), \((x, \omega) \in G \times \hat{G}\) and \((\lambda, \tau) \in \Lambda \times \Lambda^\perp\), we have the following:

\[
Z\xi(x\lambda, \omega\tau) = \sum_{\lambda' \in \Lambda} \xi(x\lambda')\omega(\lambda') \\
= \sum_{\lambda' \in \Lambda} \xi(x\lambda')\omega(\lambda')^{-1} \\
= \omega(\lambda)Z\xi(x, \omega).
\]

Thus, if \( \xi \in S_0(G) \), then by Proposition \[ \text{4.1} \] and the above calculation, \( Z\xi \) is an element of the following function space:

**Definition 4.2.** Denote by \( QP_{G,\Lambda} \) the complex vector space of continuous functions \( F : G \times \hat{G} \rightarrow \mathbb{C} \) satisfying the relation
\[
F(x\lambda, \omega\tau) = \omega(\lambda)F(x, \omega)
\] (23)
for all \((x, \omega) \in G \times \hat{G}\) and \((\lambda, \tau) \in \Lambda \times \Lambda^\perp\).

The relation in \[ \text{(23)} \] is referred to as a quasiperiodicity relation in the literature \[ \text{[29]} \], so we will call elements of \( QP_{G,\Lambda} \) continuous, quasiperiodic functions on \( G \times \hat{G}\).

Define \( X_{G,\Lambda} \) to be the space
\[
X_{G,\Lambda} = (G/\Lambda) \times (\hat{G}/\Lambda^\perp).
\] (24)
Since \( \Lambda \) is a lattice in \( G \), this is a compact space. The linear space \( QP_{G,\Lambda} \) becomes a left \( C(X_{G,\Lambda})\)-module with the pointwise action
\[
(f \cdot F)(x, \omega) = f([x], [\omega])F(x, \omega)
\] (25)
for \((x, \omega) \in G \times \hat{G}\), \( f \in C(X_{G,\Lambda}) \) and \( F \in QP_{G,\Lambda} \). Moreover, we define a \( C(X_{G,\Lambda})\)-valued inner product on \( QP_{G,\Lambda} \) by
\[
\langle F, G \rangle ([x], [\omega]) = F(x, \omega)\overline{G(x, \omega)}
\] (26)
for \((x, \omega) \in G \times \hat{G}\) and \( F, G \in QP_{G,\Lambda} \). The above structure is easily seen to satisfy axioms (i)-(iii) in the definition of a Hilbert \( C(X_{G,\Lambda})\)-module from Section \[ \text{2} \]. The norm induced by the \( C(X_{G,\Lambda})\)-valued inner product is just the supremum norm, so any Cauchy sequence \( (F_n)_{n \in \mathbb{N}} \) of continuous, quasiperiodic functions will have a uniform limit \( F \in C_0(G \times \hat{G}) \). Continuity then gives that the limit is also quasiperiodic, showing that \( QP_{G,\Lambda} \) is in fact a Hilbert \( C^*\)-module over \( C(X_{G,\Lambda}) \).

Our aim is to show that \( QP_{G,\Lambda} \) is finitely generated as a \( C(X_{G,\Lambda})\)-module, so that it corresponds to a Hermitian vector bundle over \( X_{G,\Lambda} \) by Proposition \[ \text{2.4} \]. To do this, we begin by characterizing finite module frames of \( QP_{G,\Lambda} \):

**Proposition 4.3.** Let \( \{G_1, \ldots, G_k\} \) be a subset of \( QP_{G,\Lambda} \). Then the following hold:

1. \( \{G_1, \ldots, G_k\} \) is a module frame in \( QP_{G,\Lambda} \) if and only if for every \((x, \omega) \in G \times \hat{G}\), there exists \(1 \leq j \leq k\) such that \( G_j(x, \omega) \neq 0\).
(2) \{G_1, \ldots, G_k\} is a normalized tight module frame in \(\text{QP}_{G, \Lambda}\) if and only if
\[
\sum_{j=1}^{k} |G_j(x, \omega)|^2 = 1
\]
for every \((x, \omega) \in G \times \hat{G}\).

In particular, a single generator \(\{G\}\) for \(\text{QP}_{G, \Lambda}\) is just a nonvanishing continuous quasiperiodic function on \(G \times \hat{G}\).

**Proof.** Note that the module frame condition from \(11\) on \(\{G_1, \ldots, G_k\}\) translates into the existence of \(K, L > 0\) such that
\[
K |F(x, \omega)|^2 \leq \sum_{j=1}^{k} F(x, \omega)G_j(x, \omega)F(x, \omega)G_j(x, \omega) \leq L |F(x, \omega)|^2
\]
for all \(F \in \text{QP}_{G, \Lambda}\) and all \((x, \omega) \in G \times \hat{G}\). Hence, cancelling \(|F(x, \omega)|^2\), we obtain the condition
\[
K \leq \sum_{j=1}^{k} |G_j(x, \omega)|^2 \leq L
\]
for all \((x, \omega) \in G \times \hat{G}\). Since each \(|G_j|^2\) can be seen as a continuous function on the compact space \(X_{G, \Lambda}\), it is clear that the upper frame condition automatically holds by the extreme value theorem. For the same reason, the lower frame condition is equivalent to the expression \(\sum_{j=1}^{k} |G_j(x, \omega)|^2\) being nonvanishing, which is equivalent to \(11\). Now \(2\) follows directly by considering \(K = L = 1\) in this situation. \(\Box\)

The following proposition shows that \(\text{QP}_{G, \Lambda}\) is finitely generated. In fact, one can always find a module frame consisting of images of elements in \(S_0(G)\) under the Zak transform. Recall that \(T_x\) denotes a time shift as in \(11\).

**Proposition 4.4.** Let \(U\) be an open neighbourhood of 1 in \(G\) such that the collection \(\{\lambda U : \lambda \in \Lambda\}\) is pairwise disjoint, let \(K \subseteq U\) be a nonempty compact set, and let \(\xi\) a function in \(S_0(G)\) satisfying \(\xi|_K = 1\) and \(\text{supp}(\xi) \subseteq U\) (the existence of such a function is guaranteed by Proposition \(B.2\)). Then there exist \(x_1, \ldots, x_k \in G\) such that
\[
\{Z_{G, \Lambda}(T_{x_1}\xi), \ldots, Z_{G, \Lambda}(T_{x_k}\xi)\}
\]
is a module frame for \(\text{QP}_{G, \Lambda}\). Consequently, \(\text{QP}_{G, \Lambda}\) is a finitely generated left Hilbert \(C(X_{G, \Lambda})\)-module.

**Proof.** Let \((x, \omega) \in G \times \hat{G}\). Then \(xU\) is an open neighbourhood of \(x\), and the sets \(\{\lambda xU : \lambda \in \Lambda\}\) are pairwise disjoint. Moreover, if \(y \in xK\) and \(\lambda \in \Lambda\) satisfy \(\xi(x^{-1}y\lambda) \neq 0\), then \(x^{-1}y\lambda \in \text{supp}(\xi) \subseteq U\). Thus \(x^{-1}y \in U \cap (\lambda^{-1}U)\) which forces \(\lambda = 1\). Consequently, we have that
\[
Z(T_x\xi)(y, \omega) = \sum_{\lambda \in \Lambda} \xi(x^{-1}y\lambda)\omega(\lambda) = \xi(x^{-1}y) = 1.
\]

By \(23\) and \(24\), we have that
\[
Z(T_x\xi)(y\lambda', \omega) = \overline{\omega(\lambda')}Z(T_x\xi)(y, \omega) = \overline{\omega(\lambda')}
\]
whenever \(y \in xK\) and \(\lambda' \in \Lambda\). This shows that the function \(Z(T_x\xi)\) is nonvanishing on \(xK^o\Lambda \subseteq xKA\). Now \(\{xK^o : x \in G\}\) is an open cover of \(G\), and \(\Lambda\) is cocompact in \(G\), so we can find a finite cover of \(G\) of the form \(\{x_jK^o\Lambda : 1 \leq j \leq k\}\) for \(x_1, \ldots, x_k \in G\). For each \(1 \leq j \leq k\), \(F_j := Z_{G, \Lambda}(T_{x_j}\xi)\) is nonvanishing on \(x_jK^o\Lambda\). By Proposition \(4.3\), each \(F_j\) is in \(\text{QP}_{G, \Lambda}\). Thus, by Proposition \(4.4\) the set \(\{F_1, \ldots, F_k\}\) is a module frame for \(\text{QP}_{G, \Lambda}\).

Since a module frame is the same as a generating set by Proposition \(24\), \(\text{QP}_{G, \Lambda}\) is finitely generated as a left \(C(X_{G, \Lambda})\)-module. \(\Box\)
4.2. The line bundle $E_{G,A}$. In this section, we construct the line bundle mentioned in Theorem \[ \text{A} \] and Theorem \[ \text{B} \] in the introduction.

We begin with the left Hilbert $C(X_{G,A})$-module $Q_{G,A}$ defined in Definition \[ \text{1.2} \] which was shown to be finitely generated in Proposition \[ \text{4.4} \]. By Proposition \[ \text{2.4} \] there exists a Hermitian vector bundle $E \to X_{G,A}$ such that $\Gamma(E) \cong Q_{G,A}$. In fact, letting $\{G_1, \ldots, G_k\}$ be a normalized tight frame for $Q_{G,A}$, we have that $Q_{G,A} \cong C(X_{G,A})^kP$, where

$$P = \begin{pmatrix}
(G_1, G_1) & \cdots & (G_1, G_k) \\
\vdots & \ddots & \vdots \\
(G_k, G_1) & \cdots & (G_k, G_k)
\end{pmatrix} = \begin{pmatrix}
G_1G_2 & \cdots & G_1G_k \\
\vdots & \ddots & \vdots \\
G_kG_1 & \cdots & G_kG_k
\end{pmatrix}.$$

It then follows from Proposition \[ \text{2.4} \] that

$$E \cong \{(x, [\omega], v) \in X_{G,A} \times \mathbb{C}^k : vP([x], [\omega]) = v\}.$$ 

The condition $vP([x], [\omega]) = v$ for $(x, [\omega]) \in X_{G,A}$ and $v = (v_j)_{j=1}^k \in \mathbb{C}^k$ translates into

$$v_j = \sum_{i=1}^k G_i(x, \omega)(G_j(x, \omega)u_i) = G_j(x, \omega) \sum_{i=1}^k G_i(x, \omega)v_i$$

for each $1 \leq j \leq k$. Thus, $v_j/G_j(x, \omega)$ is constant in $j$, so we can write $v$ as a complex multiple of the vector $(G_j(x, \omega))_{j=1}^k$. It follows that we can describe $E$ as

$$E \cong \{(x, [\omega], (zG_j(x, \omega))_{j=1}^k) : x \in G, \omega \in \hat{G}, z \in \mathbb{C}\}.$$ 

This shows that $E$ is in fact a line bundle. Now we want to obtain a description of $E$ independent of the chosen module frame. Note that the map $G \times \hat{G} \times \mathbb{C} \to E_{G,A}$ given by

$$(x, \omega, z) \mapsto ([x], [\omega], (zG_j(x, \omega))_{j=1}^k)$$

is continuous and surjective, and that $(x, \omega, z)$ and $(x', \omega', z')$ has the same image under this map if and only if there exist $\lambda \in \Lambda$ and $\tau \in \Lambda^\perp$ such that

$$x' = x\lambda, \quad \omega' = \omega\tau, \quad z' = \omega(\lambda)z.$$ 

Thus, we get a continuous bijection

$$E_{G,A} \cong (G \times \hat{G} \times \mathbb{C})/\sim \to E$$

where $\sim$ is the equivalence relation defined above. If we transfer the vector bundle structure from $E$ to $E_{G,A}$ via this map, then the projection $\pi : E_{G,A} \to X_{G,A}$ is given by $\pi([x, \omega, z]) = ([x], [\omega])$ for $[x, \omega, z] \in E_{G,A}$. The vector space structure on the fiber

$$\pi^{-1}([x], [\omega]) = \{[x, \omega, z] : z \in \mathbb{C}\}$$

is given by

$$[x, \omega, z] + [x, \omega, w] = [x, \omega, z + w], \quad \mu[x, \omega, z] = [x, \omega, \mu z] \quad (28)$$

for $x \in G$, $\omega \in \hat{G}$ and $z, w, \mu \in \mathbb{C}$. Furthermore, the inner product on the same fiber is given by

$$\langle [x, \omega, z], [x, \omega, w] \rangle_{([x], [\omega])} = z\overline{w} \quad (30)$$

Since the map $E_{G,A} \to E$ restricts to a linear isomorphism on each fiber, it is a vector bundle isomorphism by \[ \text{[11] Lemma 2.3} \]. We have thus obtained a description of $E$ independent of a chosen module frame. We summarize our results in the following proposition:
Proposition 4.5. Let $E_{G,\Lambda}$ denote the quotient of $G \times \hat{G} \times \mathbb{C}$ by the equivalence relation given by $(x, \omega, z) \sim (x', \omega', z')$ if and only if there exist $\lambda \in \Lambda$ and $\tau \in \Lambda^\perp$ such that

\[
x' = x\lambda, \\
\omega' = \omega\tau, \\
z' = \omega(\lambda)z.
\]

Then $E_{G,\Lambda}$ has the structure of a Hermitian line bundle with operations given in \((28), (29)\) and \((30)\), and the map $\Psi : \text{QP}_{G,\Lambda} \to \Gamma(E_{G,\Lambda})$ given by

\[
\Psi(F)([x, [\omega]]) = [x, \omega, F(x, \omega)]
\]

is an isomorphism of left Hilbert $C^\ast$-modules.

Example 4.6. We compare the bundle $E_{G,\Lambda}$ in the case of $G = \mathbb{R}$ and $\Lambda = \mathbb{Z}$ to the bundle $\xi$ in \([3]\) in the case of $p = 1$. Then $1 = \alpha \beta = p/q = 1$ so that $q = 1$, and thus we can set $r_0 = 1$ and $r_0 \neq 0$ as well (see equation \((21)\)). The matrix $E(t)$ used to define $\xi$ in Equations \((32)\) and \((33)\) in \([3]\) becomes the $1 \times 1$ matrix $E(t) = e^{-2\pi i t}$, so the Equations \((32)\) and \((33)\) in \([3]\) reduce to the relations that define $E_{R,\mathbb{Z}}$, modulo a sign. This shows that $\xi$ is the dual bundle of $E_{R,\mathbb{Z}}$. However, since the Picard group of $\mathbb{T}^2$ (the abelian group of line bundles under tensor product where inversion is given by taking dual bundles) is isomorphic to $\mathbb{Z}$, a line bundle over $\mathbb{T}^2$ is nontrivial if and only if its dual bundle is nontrivial. Hence the nontriviality of $\xi$ is equivalent to the nontriviality of $E_{R,\mathbb{Z}}$, and the nontriviality of the former bundle was demonstrated in \([3]\).

5. Connecting Heisenberg modules and vector bundles

5.1. The Zak transform as an isomorphism of Hilbert $C^\ast$-modules. We now combine the Heisenberg modules from Section 5.1 and the setting of Statement 1.2. We consider the Heisenberg module $E_\Delta(G)$ over the twisted group $C^\ast$-algebra $C^*(\Delta, c)$, where the lattice $\Delta \subseteq G \times \hat{G}$ is of the form $\Delta = \Lambda \times \Lambda^\perp$ for a lattice $\Lambda$ in $G$. The 2-cocycle $c$ from \((13)\) restricted to $\Delta$ is given by

\[
c((\lambda, \tau), (\lambda', \tau')) = \tau'(\lambda) = 1
\]

since $\lambda \in \Lambda$ and $\tau \in \Lambda^\perp$. Thus, the 2-cocycle is constantly equal to 1 on $\Lambda \times \Lambda^\perp$ and the twisted group $C^\ast$-algebra $C^\ast(\Lambda \times \Lambda^\perp, c)$ becomes the un-twisted group $C^\ast(\Lambda \times \Lambda^\perp)$.

The group $\Lambda \times \Lambda^\perp$ is abelian, and its Pontryagin dual can be identified with $X_{G,\Lambda}$ from Section 4.2 as follows:

\[
\begin{align*}
\Lambda \times \Lambda^\perp &\cong (G \times \hat{G})/((\Lambda \times \Lambda^\perp)^\perp) \\
&\cong (\hat{G}/\Lambda^\perp) \times (G/\Lambda) \\
&\cong X_{G,\Lambda}.
\end{align*}
\]

Note that we flipped the two spaces in the last homeomorphism. Thus, we get $C^\ast(\Lambda \times \Lambda^\perp) \cong C(X_{G,\Lambda})$ via the Fourier transform, see \([51]\, Proposition 3.1\). We will use the Fourier transform $\phi : C^\ast(\Lambda \times \Lambda^\perp) \to C(X_{G,\Lambda})$ given by

\[
\phi(a)([x, [\omega]]) = \sum_{\lambda \in \Lambda, \tau \in \Lambda^\perp} a(\lambda, \tau)\omega(\lambda)\tau(x)
\]

for $a \in \mathcal{O}(\Lambda \times \Lambda^\perp)$, $x \in G$, $\omega \in \hat{G}$, to identify the two $C^\ast$-algebras.

Now the Heisenberg module $E_{\Lambda \times \Lambda^\perp}(G)$ is a finitely generated Hilbert $C^\ast$-module over $C^\ast(\Lambda \times \Lambda^\perp) \cong C(X_{G,\Lambda})$ by Proposition 3.1. By the Serre–Swan theorem (Proposition 2.4), we know that $E_{\Lambda \times \Lambda^\perp}(G)$ must be isomorphic to the continuous sections of a Hermitian vector bundle over $X_{G,\Lambda}$. We now prove that the bundle in question is $E_{G,\Lambda}$ from Section 4.2 and that the precise isomorphism is implemented by the Zak transform from Section 4.4.
Theorem 5.1. Let $\Lambda$ be a lattice in a second countable, locally compact abelian group $G$. Consider the Heisenberg module $E_{\Lambda \times \Lambda^1}(G)$ over $C^*(\Lambda \times \Lambda^1)$, with $S_0(G)$ as a dense $\ell^1(\Lambda \times \Lambda^1)$-submodule. Let $\phi$ denote the Fourier transform from $S_0(G)$ to $\ell^1(\Lambda \times \Lambda^1)$-submodule. Let $\tilde{\phi}$ denote the Fourier transform from $\phi$ to identify $C^*(\Lambda \times \Lambda^1)$ with $C(X_{G,\Lambda})$, the Zak transform given in (22) is an isomorphism of left Hilbert modules

$$Z_{G,\Lambda} : E_{\Lambda \times \Lambda^1}(G) \to \text{QP}_{G,\Lambda}.$$

Proof. First, Proposition 4.1 ensures that $Z$ maps $S_0(G)$ into $\text{QP}_{G,\Lambda}$. To show (32), we begin by letting $a = \delta(\lambda_0, \tau_0) \in \ell^1(\Lambda \times \Lambda^1)$ for $\lambda_0, \tau_0 \in \Lambda \times \Lambda^1$ and $\xi \in S_0(G)$. Then $\phi$ maps $\delta(\lambda_0, \tau_0)$ to the function on $(G/\Lambda) \times (\hat{G}/\Lambda^1)$ given by $(x, \omega) \mapsto \omega(\lambda_0)\tau_0(x)$. Therefore, letting $x \in G$ and $\omega \in \hat{G}$, we obtain

$$Z(\delta(\lambda_0, \tau_0)) \cdot \xi(x, \omega) = \sum_{\lambda \in \Lambda} \pi(\lambda_0, \tau_0)\xi(x\lambda)\omega(\lambda)$$

by (19).

By linearity and continuity, this proves (32) for all $a \in \ell^1(\Lambda \times \Lambda^1)$.

We move on to proving (33). Let $\xi, \eta \in S_0(G)$. Denote by $\mathcal{F}$ the usual Fourier transform $S_0(G) \to S_0(\hat{G})$. Since the Poisson summation formula holds for functions in $S_0(G)$ [26, Theorem 5.7 (iii)] and $S_0(G)$ is an algebra under pointwise multiplication, we have that the Poisson summation formula holds for the function $t \mapsto \xi(tx)\eta(\lambda^{-1}tx)$, with $x \in G$, $\omega \in \hat{G}$. We do the following calculation, where the Poisson summation formula is applied in the fifth equality:

$$\phi(\xi, \eta)([x], [\omega]) = \sum_{\lambda, \lambda' \in \Lambda \times \Lambda^1} \xi(x\lambda)\eta(\lambda^{-1}\lambda')\omega(\lambda)\tau(x)$$

$$= \sum_{\lambda, \lambda' \in \Lambda \times \Lambda^1} \int_G \xi(tx)\eta(\lambda^{-1}tx)\tau(t)\omega(\lambda) dt$$

$$= \sum_{\lambda, \lambda' \in \Lambda \times \Lambda^1} \int_G \xi(tx)\eta(\lambda^{-1}tx)\tau(t)\omega(\lambda) dt$$

$$= \sum_{\lambda, \lambda' \in \Lambda \times \Lambda^1} \int_G \xi(\lambda'x)\eta(\lambda^{-1}\lambda'x)\omega(\lambda) dt$$

$$= \sum_{\lambda, \lambda' \in \Lambda \times \Lambda^1} \xi(x\lambda')\eta(\lambda^{-1}\lambda')\omega(\lambda)$$

by Poisson summation

$$= \sum_{\lambda, \lambda' \in \Lambda \times \Lambda^1} \xi(x\lambda')\eta(\lambda^{-1}\lambda')\omega(\lambda)$$

via $\lambda \mapsto \lambda\lambda'$

$$= Z\xi(x, \omega)Z\eta(x, \omega).$$

This proves (33).

We have now established that the Zak transform is linear and inner product preserving (hence an isometry) on $S_0(G)$ and preserves the action of $\ell^1(\Lambda \times \Lambda^1)$ on $S_0(G)$. 

Now take $\xi \in \mathcal{E}_{\Lambda \times \Lambda}(G)$, and let $(\xi_n)_n$ be a sequence in $S_0(G)$ such that $\|\xi - \xi_n\|_{\mathcal{E}_{\Lambda \times \Lambda}(G)} \to 0$.

Since $Z$ is an isometry on $S_0(G)$, we have that

$$\|Z\xi_m - Z\xi_n\|_\infty = \|Z(\xi_m - \xi_n)\|_\infty = \|\xi_m - \xi_n\|_{\mathcal{E}_{\Lambda \times \Lambda}(G)}$$

for $m, n \in \mathbb{N}$. Since $(\xi_n)_n$ converges in the $\mathcal{E}_{\Lambda \times \Lambda}(G)$-norm, we have that $(Z\xi_n)_n$ converges uniformly to a function $F \in \text{QP}_{G,A}$.

By [29, Remark 4], the Zak transform can be viewed as a unitary map from $L^2(G)$ to $L^2(B \times B')$, where $B$ and $B'$ are any fundamental domains for $\Lambda$ in $G$ and $\Lambda^\perp$ in $\hat{G}$, respectively. Hence we have, using [21], that

$$\|Z\xi - Z\xi_n\|_{L^2(B \times B')} = \|\xi - \xi_n\|_{L^2(G)} \leq \|\xi - \xi_n\|_{\mathcal{E}_{\Lambda \times \Lambda}(G)} \to 0,$$

so $Z\xi_n \to Z\xi$ in the $L^2$-norm on $B \times B'$. But we also have that

$$\|Z\xi_n - F\|_{L^2(B \times B')} \leq \|Z\xi_n - F\|_{L^\infty(B \times B')} \to 0$$

which means that $Z\xi = F$ on $B \times B'$. By quasiperiodicity, they must be equal on the whole of $G \times \hat{G}$.

We have thus shown that the Zak transform maps $\mathcal{E}_{\Lambda \times \Lambda}(G)$ into $\text{QP}_{G,A}$, and by continuity it becomes an inner product preserving $C^*(\Delta, c)$-linear map $\mathcal{E}_{\Lambda \times \Lambda}(G) \to \text{QP}_{G,A}$.

It remains to show that $Z$ is surjective. Since $Z$ is an isometry, it has closed range, so it suffices to show that $Z(S_0(G))$ is dense in $\text{QP}_{G,A}$. We show this in the following lemma:

**Lemma 5.2.** The image of $S_0(G)$ under the Zak transform is dense in $\text{QP}_{G,A}$.

**Proof.** By Proposition [22], we can find a module frame $\{G_1, \ldots, G_k\}$ for $\text{QP}_{G,A}$ where $G_j = Z\xi_j$ for functions $\xi_j \in S_0(G)$, $1 \leq j \leq k$.

Now suppose $F \in \text{QP}_{G,A}$. Then since $\{G_1, \ldots, G_k\}$ is a module frame, it is a generating set for $\text{QP}_{G,A}$ by Proposition [22]. Thus, there exist functions $f_1, \ldots, f_k \in C(X_{G,A})$ such that $F = \sum_j f_j \cdot G_j$.

Now since $\ell^1(\Lambda \times \Lambda^\perp)$ is dense in $C^*(\Lambda \times \Lambda^\perp)$ and $\phi(C^*(\Lambda \times \Lambda^\perp)) = C(X_{G,A})$, we can find sequences $(a_{i,j})_{i=1}^\infty$ in $\ell^1(\Lambda \times \Lambda^\perp)$ for each $1 \leq j \leq k$ such that $\lim_i \phi(a_{i,j}) = f_j$ in the sup-norm. By [32], we then have that

$$F = \lim_i \sum_j \phi(a_{i,j}) \cdot G_j = \lim_i Z \left( \sum_j a_{i,j} \cdot \xi_j \right).$$

By Proposition [31] [19], we have that $\sum_j a_{i,j} \cdot \xi_j$ is in $S_0(G)$. This shows that $F$ is in the closure of $Z(S_0(G))$, which finishes the proof.

As a consequence, we obtain the following description of the Heisenberg module $\mathcal{E}_{\Lambda \times \Lambda^\perp}(G)$ in terms of the Zak transform.

**Proposition 5.3.** The Heisenberg module $\mathcal{E}_{\Lambda \times \Lambda^\perp}(G)$ consists exactly of the functions $\xi \in L^2(G)$ for which $ZG,\Lambda \xi$ is continuous.

**Proof.** Let $\xi \in L^2(G)$. Then $Z\xi$ is continuous if and only if $Z\xi \in \text{QP}_{G,A}$. Since the Zak transform maps $\mathcal{E}_{\Lambda \times \Lambda^\perp}(G)$ bijectively onto $\text{QP}_{G,A}$ by Theorem [5.1], it follows that $\xi \in \mathcal{E}$ if and only if $Z\xi$ is continuous.

We are now in position to prove one of our main results:

**Theorem 5.4.** Let $G$ be a second countable, locally compact abelian group, and let $\Lambda$ be a lattice in $G$. Then the following are equivalent:

1. The vector bundle $E_{G,\Lambda}$ is nontrivial.
2. The Heisenberg module $\mathcal{E}_{\Lambda \times \Lambda^\perp}(G)$ is not singly generated.
3. Every continuous map $F : G \times \hat{G} \to C$ satisfying

   $$F(x\lambda, \omega\tau) = \overline{\omega(\lambda)}F(x, \omega)$$

   for all $(x, \omega) \in G \times \hat{G}$ and $(\lambda, \tau) \in \Lambda \times \Lambda^\perp$, must have a zero.
4. Whenever $\xi \in L^2(G)$ is such that $ZG,\Lambda \xi$ is continuous, then $ZG,\Lambda \xi$ has a zero.
(5) Whenever \( \xi \in L^2(G) \) is such that \( Z_{G,\Lambda}\xi \) is continuous, then \( G(\xi, \Lambda \times \Lambda^\perp) \) is not a Gabor frame for \( L^2(G) \).

(6) Statement [12] holds for \( (G, \Lambda) \). That is, whenever \( \xi \in S_0(G) \), then \( G(\xi, \Lambda \times \Lambda^\perp) \) is not a Gabor frame for \( L^2(G) \).

Proof. By Proposition [40] and Theorem [5.4] the three modules \( E_{\Lambda \times \Lambda^\perp}(G) \), \( QP_{G,\Lambda} \) and \( \Gamma(E_{G,\Lambda}) \) are all isomorphic, so if one of them is singly generated, then all of them are.

By Corollary [24] [11] is equivalent to the statement that \( \Gamma(E_{G,\Lambda}) \) is not singly generated, which is again equivalent to [24].

By Proposition [43] [10] is equivalent to the statement that \( QP_{G,\Lambda} \) is not singly generated. By Proposition [5.3] [11] and Proposition [5.3] [11] is equivalent to saying that there are no single generators for \( E_{\Lambda \times \Lambda^\perp}(G) \). Since every \( F \in QP_{G,\Lambda} \) is of the form \( Z\xi \) for some \( \xi \in E_{\Lambda \times \Lambda^\perp}(G) \), [3] is equivalent to [4].

Finally, [4] and [6] are equivalent to [2] by Proposition [5.3] again using the description of \( E_{\Lambda \times \Lambda^\perp}(G) \) in Proposition [5.3] □

It is already known from [24], Remark 6] that [4], [11] and [3] in Theorem [5.4] are equivalent. The proofs we present here however, are new.

5.2. Determining (non)triviality of \( E_{G,\Lambda} \) for some examples. Now that we have proved our main result, Theorem [5.4], we turn to determine the triviality or nontriviality of the bundle \( E_{G,\Lambda} \) for specific \( (G, \Lambda) \). By Theorem [5.4] this will then give the validity or nonvalidity of the Balian–Low theorem for \( S_0(G) \) over the lattice \( \Lambda \times \Lambda^\perp \) (Statement [12] in these settings).

We begin with the following result, which describes a kind of functoriality for the construction \( (G, \Lambda) \mapsto E_{G,\Lambda} \).

Proposition 5.5. Let \( G \) and \( H \) be second countable, locally compact abelian groups. Let \( \Lambda \) be a lattice in \( G \) and let \( \Gamma \) be a lattice in \( H \). Suppose \( \phi : G \to H \) is a topological group isomorphism such that \( \phi(\Lambda) = \Gamma \). Then the spaces \( X_{G,\Lambda} \) and \( X_{H,\Gamma} \) are homeomorphic, and the vector bundles \( E_{G,\Lambda} \) and \( E_{H,\Gamma} \) are isomorphic.

Proof. Define \( h : X_{G,\Lambda} \to X_{H,\Gamma} \) by \( h([x], [\omega]) = ([\phi(x)], [\omega \circ \phi^{-1}]) \). Then it is straightforward to show that \( h \) is a continuous bijection, hence a homeomorphism because the spaces are compact Hausdorff. Furthermore, define \( \psi : E_{G,\Lambda} \to E_{H,\Gamma} \) by \( \psi([x,\omega,z]) = [\phi(x),\omega \circ \phi^{-1},z] \). This map is well-defined, as for \( x \in G \), \( \omega \in G \), \( \lambda \in \Lambda \), \( \tau \in \Lambda^\perp \) and \( z \in \mathbb{C} \), we have that

\[
\psi([x,\omega,\tau,\lambda]) = [\phi(x),\omega \circ \phi^{-1},z]
\]

Moreover, it is continuous and restricts to an isomorphism on each fiber, so it is an isomorphism of vector bundles. □

In the following example we look at the vector bundles associated to the groups \( G = \mathbb{R}^n \) for \( n \in \mathbb{N} \).

Example 5.6. Let \( G = \mathbb{R}^n \). Any lattice in \( \mathbb{R}^n \) is of the form \( AZ^n \) for an invertible real \( n \times n \) matrix \( A \). Since multiplication by \( A \) is a topological isomorphism on \( \mathbb{R}^n \) that maps \( \mathbb{Z}^n \) to \( AZ^n \), we have by Proposition [5.5] that all the vector bundles \( E_{\mathbb{R}^n,\Lambda} \) are isomorphic regardless of the chosen lattice \( \Lambda \). We will therefore concentrate on the simplest choice \( \Lambda = \mathbb{Z}^n \).

The base space of the vector bundle \( E = E_{\mathbb{R}^n,\mathbb{Z}^n} \) becomes \( (\mathbb{R}^n/\mathbb{Z}^n) \times (\mathbb{R}^n/\mathbb{Z}^n) \cong \mathbb{T}^{2n} \). The fact that \( E \) is a nontrivial vector bundle in this case is a consequence of the usual amalgam Balian–Low theorem in higher dimensions. The proof found in e.g. [20], p. 164 Lemma 8.4.2] assumes that there
is a non-vanishing continuous quasiperiodic function $F: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C}$ and arrives at a contradiction. We will outline an alternate proof using Chern–Weil theory for vector bundles, see \cite{11}.

The base space $\mathbb{T}^{2n}$ has the structure of a smooth manifold, and a frame for the vector fields on $\mathbb{T}^{2n}$ is given by $\{\partial_{x_j}, \partial_{\omega_j}\}_{j=1}^n$ where we view a coordinate in $\mathbb{T}^{2n}$ as $(x_1, \ldots, x_n, \omega_1, \ldots, \omega_n)$.

The vector bundle $E$ can be shown to be a smooth vector bundle over $\mathbb{T}^{2n}$. The smooth sections of $E$ can be identified with smooth quasiperiodic functions $F: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C}$.

A calculation shows that defining

$$\nabla_{\partial_{x_j}} F(x, \omega) = \frac{\partial F}{\partial x_j}(x, \omega),$$

$$\nabla_{\partial_{\omega_j}} F(x, \omega) = 2\pi ix_j F(x, \omega) + \frac{\partial F}{\partial \omega_j}(x, \omega)$$

for $(x, \omega) \in G \times \hat{G}$, and extending linearly, defines a connection $\nabla$ on $E$. We have that

$$(\nabla_{\partial_{x_j}} \nabla_{\partial_{x_k}} - \nabla_{\partial_{x_k}} \nabla_{\partial_{x_j}}) F(x, \omega) = \begin{cases} 2\pi i F(x, \omega) & \text{for } j = k \\ 0 & \text{for } j \neq k \end{cases}$$

for $1 \leq j, k \leq n$ and $(x, \omega) \in G \times \hat{G}$. Hence the curvature $F\nabla$ associated to $\nabla$ is given by

$$F\nabla = 2\pi i \sum_{j=1}^n dx_j \wedge d\omega_j. $$

It follows that the first Chern class of $E$ is given by

$$c_1(E) = \frac{i}{2\pi} F\nabla = - \sum_{j=1}^n dx_j \wedge d\omega_j.$$

This is a nontrivial element of the second cohomology group $H^2(\mathbb{T}^{2n}, \mathbb{Z}) \cong \mathbb{Z}^{2n(2n-1)}$ which is generated by all wedges of any two 1-forms $dx_j, d\omega_k$, $j, k = 1, \ldots, n$. Since the line bundle has nontrivial first Chern class, it follows that the bundle is nontrivial.

**Proposition 5.7.** Let $G$ be a second countable abelian group which is either compact or discrete, and let $\Lambda$ be any lattice in $G$. Then the vector bundle $E_{G, \Lambda}$ is trivial.

**Proof.** Suppose that $G$ is compact. Then $\Lambda$ is a compact and discrete subgroup of $G$, so it must be finite, say of order $r$. Since finite abelian groups are self-dual, $\hat{G}/\Lambda^\perp \cong \hat{\Lambda}^\perp$ must be finite of order $r$ as well. Thus, the base space $X_{G, \Lambda}$ of the vector bundle $E = E_{G, \Lambda}$ is homeomorphic to a disjoint union of $r$ copies of $G/\Lambda$:

$$X_{G, \Lambda} = (G/\Lambda) \times (\hat{G}/\Lambda^\perp) = \bigsqcup_{k=1}^r (G/\Lambda) \times \{\omega_k\}.$$ 

Here, $\omega_1, \ldots, \omega_r$, are coset representatives for $\Lambda^\perp$ in $\hat{G}$. Now, the vector bundle $E$ is trivial if the restrictions of $E$ to each component $(G/\Lambda) \times \{\omega_k\}$ is trivial. The restrictions are of the form $E_k := \pi^{-1}((G/\Lambda) \times \{\omega_k\}) = \{[x, \omega_k, z] : x \in G, z \in \mathbb{C}\}$.

Define a map $\phi: E_k \to (G/\Lambda) \times \mathbb{C}$ from $E_k$ to the trivial bundle over $G/\Lambda$ of rank 1 by

$$\phi([x, \omega_k, z]) = ([x], \omega_k(x)z).$$

This map is well-defined, as it maps $[x\lambda, \omega_k, \omega_k(\lambda)z]$ to $([x\lambda], \omega_k(x\lambda)\omega_k(\lambda)z) = ([x], \omega_k(x)z)$ for $(x, \omega) \in G \times \hat{G}$, $(\lambda, \tau) \in \Lambda \times \Lambda^\perp$ and $z \in \mathbb{C}$. It is clear that it is continuous and restricts to a linear isomorphism on each fiber, hence it is an isomorphism of vector bundles. This proves the assertion that $E$ is trivial.

If $G$ is discrete, then $G/\Lambda$ is both compact and discrete, hence finite. The argument above applies, with the roles of $(G, \Lambda)$ and $(\hat{G}, \Lambda^\perp)$ interchanged. \qed
At this point, we would like to point out that even though one does not have a Balian–Low theorem for the Feichtinger algebra in compact or discrete groups, this does not mean there does not exist Balian–Low phenomena at all in these groups. In fact, it is shown in [42] that there exists a Balian–Low theorem in finite cyclic groups.

The following result follows directly from combining the main result of [29] with Theorem 5.4.

**Proposition 5.8.** Let $G$ be a second countable, locally compact abelian group that is compactly generated and has noncompact connected component of the identity. Then for any lattice $\Lambda$ in $G$, the vector bundle $E_{G,\Lambda}$ is nontrivial.

6. The Group $\mathbb{R} \times \mathbb{Q}_p$

In this section, we will show that when $G = \mathbb{R} \times \mathbb{Q}_p$ and $\Lambda$ is a certain lattice in $G$, then the associated bundle $E_{G,\Lambda}$ is nontrivial. By Theorem 5.4, this will prove Statement 1.2 for this setting, thereby giving us a Balian–Low theorem in this new setting.

Recall that the locally compact field $\mathbb{Q}_p$ of $p$-adic numbers is the completion of $\mathbb{Q}$ with respect to the absolute value $|x|_p = p^{-k}$ where $x = p^k(a/b)$ for $a, b, k \in \mathbb{Z}$, $p \nmid a$, $p \nmid b$ and $|0|_p = 0$. Every $p$-adic number $x$ can be expressed uniquely as a converging series

$$x = \sum_{k=K}^{\infty} x_k p^k$$

where $K$ is a (possibly negative) integer and $x_k \in \{0, \ldots, p - 1\}$ for every integer $k \geq K$. The ring of $p$-adic integers $\mathbb{Z}_p$ is the compact subgroup of $p$-adic numbers $x$ for which $|x|_p \leq 1$, or, equivalently, the series of the form $\sum_{k=0}^{\infty} x_k p^k$.

The group $\mathbb{Q}_p$ is self-dual via the pairing $\mathbb{Q}_p \times \mathbb{Q}_p \to \mathbb{T}$, $(x, y) \mapsto e^{2\pi i(x,y)_p}$, where

$$\left\{ \sum_{k=K}^{\infty} x_k p^k \right\}_p = \sum_{k=K}^{\infty} x_k p^k.$$

We identify the group $\mathbb{R} \times \mathbb{Q}_p$ with itself via $((s, x), (t, y)) \mapsto e^{2\pi i s t} e^{-2\pi i(x,y)_p}$ (note the sign). A remarkable fact is that

$$\mathbb{Z}[1/p] = \{a/p^k : a, k \in \mathbb{Z}\}$$

can be embedded diagonally into $\mathbb{R} \times \mathbb{Q}_p$ as a lattice. In other words, the set $\mathbb{Z}[1/p]^\Delta = \{(q, q) : q \in \mathbb{Z}[1/p]\}$ is a lattice in $\mathbb{R} \times \mathbb{Q}_p$ (analogous to [44] Theorem 5.11). Under the identification of the Pontryagin dual of $\mathbb{R} \times \mathbb{Q}_p$ above, the annihilator of $\mathbb{Z}[1/p]^\Delta$ is identified with $\mathbb{Z}[1/p]$. Thus we have that

$$\hat{\mathbb{Z}}[1/p] \cong \mathbb{Z}[1/p]^\Delta \cong \frac{\mathbb{R} \times \mathbb{Q}_p}{(\mathbb{Z}[1/p]^\Delta)^\perp} \cong \frac{\mathbb{R} \times \mathbb{Q}_p}{\mathbb{Z}[1/p]^\Delta}.$$

(34)

Now $\mathbb{Z}[1/p]$ can be realized as the direct limit of the sequence

$$\mathbb{Z} \xrightarrow{p} \mathbb{Z} \xrightarrow{p} \mathbb{Z} \xrightarrow{p} \cdots,$$

where each map is multiplication by $p$. We index this sequence by the natural numbers including zero. The injection of the $k$-th copy of $\mathbb{Z}$ into $\mathbb{Z}[1/p]$ is given by $a \mapsto a/p^k$. Taking Pontryagin duals, we obtain that $\hat{\mathbb{Z}}[1/p]$ is isomorphic to the inverse limit of the sequence

$$\cdots \xrightarrow{p} \hat{\mathbb{Z}} \xrightarrow{p} \hat{\mathbb{Z}} \xrightarrow{p} \hat{\mathbb{Z}}.$$

Using the usual identification $\hat{\mathbb{Z}} \cong \mathbb{R}/\mathbb{Z}$, we obtain that $\hat{\mathbb{Z}}[1/p]$ is isomorphic to the inverse limit of

$$\cdots \xrightarrow{p} \mathbb{R}/\mathbb{Z} \xrightarrow{p} \mathbb{R}/\mathbb{Z} \xrightarrow{p} \mathbb{R}/\mathbb{Z}$$

where each map is multiplication by $p$. This space is known as the $p$-solenoid and is denoted by $S_p$.

It is an example of a compact Hausdorff space that is connected, but not path-connected.

Denote by $\pi_k : \mathbb{Z}[1/p] \to \mathbb{R}/\mathbb{Z}$ the projection down to the $k$-th copy of $\mathbb{R}/\mathbb{Z}$. It is given by mapping a character $\omega \in \mathbb{Z}[1/p]$ to the class $[t] \in \mathbb{R}/\mathbb{Z}$ such that $\omega(a/p^k) = e^{2\pi i a t}$ for all $a, k \in \mathbb{Z}$.
Now using (34), \( \omega \) is obtained from a class \([s,x] \in (\mathbb{R} \times \mathbb{Q}_p)/\mathbb{Z}[1/p]^{\Delta} \), i.e. it is given by \( \omega(q) = e^{2\pi i q p^{-k}} e^{-2\pi i q x} \) for \( q \in \mathbb{Z}[1/p] \). Letting \( \pi_k(\omega) = [t] \), we have that
\[
e^{2\pi i a t} = e^{2\pi i a s/p_k} e^{-2\pi i (a x/p_k)}
\]
for all \( a, k \in \mathbb{Z} \), so that \([t] = [p^{-k} s - \{p^{-k} x\}]_p \). We thus have the following proposition:

**Proposition 6.1.** The \( p \)-solenoid \( S_p \) given by the inverse limit of the sequence
\[
\ldots \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z}
\]
is isomorphic to the quotient group \( (\mathbb{R} \times \mathbb{Q}_p)/\mathbb{Z}[1/p]^{\Delta} \). The projection \( \pi_k \) from \( (\mathbb{R} \times \mathbb{Q}_p)/\mathbb{Z}[1/p]^{\Delta} \) down to the \( k \)-th factor of \( \mathbb{R}/\mathbb{Z} \) is given by
\[
\pi_k([s,x]) = [p^{-k} s - \{p^{-k} x\}]_p
\]
for \((s,x) \in R \times \mathbb{Q}_p \).

We now investigate the line bundle \( \tilde{E} = E_{G, \Lambda} \) in the case of \( G = \mathbb{R} \times \mathbb{Q}_p \) and \( \Lambda = \mathbb{Z}[1/p]^{\Delta} \). The base space becomes
\[
X_{G, \Lambda} = \frac{\mathbb{R} \times \mathbb{Q}_p}{\mathbb{Z}[1/p]^{\Delta}} \times \frac{(\mathbb{R} \times \mathbb{Q}_p)_{\mathbb{Z}[1/p]^{\Delta}}}{(\mathbb{Z}[1/p]^{\Delta})^2} \simeq \left( \frac{\mathbb{R} \times \mathbb{Q}_p}{\mathbb{Z}[1/p]^{\Delta}} \right)^2
\]
which is homeomorphic to \( S_p^2 \) by Proposition 6.1. Thus, the vector bundle \( \tilde{E} \) is a line bundle over \( S_p^2 \), and by Proposition 6.1 \( S_p^2 \) can be realized as the inverse limit of the sequence
\[
\ldots \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z}
\]
Here \((p,p)([s],[t]) = ([p s],[p t])\) for \(([s],[t]) \in (\mathbb{R}/\mathbb{Z})^2\), and the projection \( \pi_k^2 : S_p^2 \to (\mathbb{R}/\mathbb{Z})^2 \) given by
\[
\pi_k^2([s,x],[t,y]) = ([p^{-k} s - \{p^{-k} x\}],[p^{-k} t - \{p^{-k} y\}])
\]
for \(([s,x],[t,y]) \in S_p^2 \).

Key to understanding vector bundles over inverse limits of spaces is the following result. It can be seen by combining [7, Example 5.2.4] with the correspondence between vector bundles and finitely generated projective modules, as well as the continuity of the functor \( C(\cdot) \) from compact Hausdorff spaces to unital \( C^* \)-algebras:

**Proposition 6.2.** Suppose \( X \) is the inverse limit of the sequence of compact Hausdorff spaces
\[
\ldots \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z} \mathbb{R}/\mathbb{Z}
\]
Then the monoid \( \text{Vect}(X) \) of isomorphism classes of vector bundles over \( X \) (under direct sum) is isomorphic to the direct limit of the monoids
\[
\text{Vect}(X_1) \xrightarrow{f_1} \text{Vect}(X_2) \xrightarrow{f_2} \text{Vect}(X_3) \xrightarrow{f_3} \ldots ,
\]
where the induced maps are given by pullback of vector bundles.

The identity in \( \text{Vect}(X) \) is the class of the unique trivial bundle of rank 0. Removing this class from \( \text{Vect}(X) \), i.e. considering only bundles of positive rank, we obtain a semigroup that we will denote by \( \text{Vect}^+(X) \). The functor \( \text{Vect}^+ \) preserves inverse limits in the same sense that \( \text{Vect} \) does in Proposition 6.2.

Denote by \( \mathbb{Z}^+ \) the set of positive integers. By [47, Theorem 3.9] and [43, Proposition 4.1], the semigroup \( \text{Vect}^+(\mathbb{T}^2) \) is isomorphic to \( \mathbb{Z}^+ \times \mathbb{Z} \), where \((q,a)\) represents the vector bundle \( E_{q,a} \) over \( \mathbb{T}^2 \) of rank \( q \) and Chern class \( -a \in H^2(\mathbb{T}^2, \mathbb{Z}) \cong \mathbb{Z} \). The vector bundle \( E = E_{a,a} \) corresponds to \((q,a) = (1,-1)\) by Example 6.3. It is easily shown that \((p,p)^* (E_{q,a}) \cong E_{q,p^2a} \). Hence, the induced map of \((p,p)^* : (\mathbb{R}/\mathbb{Z})^2 \to (\mathbb{R}/\mathbb{Z})^2 \) on the level of vector bundles is given by \((q,a) \mapsto (q,p^2a) \). This gives us that \( \text{Vect}^+(S_p^2) \) is the direct limit of the sequence of monoids
\[
\mathbb{Z}^+ \times \mathbb{Z} \xrightarrow{(1,-p^2)} \mathbb{Z}^+ \times \mathbb{Z} \xrightarrow{(1,-p^2)} \mathbb{Z}^+ \times \mathbb{Z} \xrightarrow{(1,-p^2)} \ldots
\]
In other words, \( \text{Vect}^+(S_p^2) \cong \mathbb{Z}^+ \times \mathbb{Z}[1/p] \). It follows that we obtain the following classification of vector bundles over \( S_p^2 \):

\[
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Proposition 6.3. Let \( E_{q,a} \) denote the vector bundle of rank \( q \) and Chern class \(-a\) over \( T^2 \). Then every vector bundle over \( S_p^2 \) of positive rank is of the form \((\pi_k^p)^*(E_{q,a})\) for some \( k, q \in \mathbb{Z}^+ \) and \( a \in \mathbb{Z} \), where \( \pi_k^p \) is the map in (33). Moreover, \((\pi_k^p)^*(E_{q,a}) \cong (\pi_{k'}^p)^*(E_{q',a'})\) if and only if \( q = q' \) and \( a/p^{2k} = a'/p^{2k'} \). Thus, \((\pi_k^p)^*(E_{q,a})\) is trivial if and only if \( a = 0 \).

The next proposition, namely Proposition 6.4, determines the bundle \( E_{\mathbb{R} \times \mathbb{Q}_p, \mathbb{Z}[1/p]^\Delta} \to S_p^2 \) among the bundles in Proposition 6.3. Before the proof, we present the functoriality of the section functor.

To begin with, let \( A \) and \( B \) be unital \( C^* \)-algebras and let \( \phi: A \to B \) be a \(*\)-homomorphism. If \( E \) is a left finitely generated projective \( A \)-module, there is a way to construct a left finitely generated projective \( B \)-module \( \phi_*(E) \) known as extension of scalars [18, p. 60]. In terms of projection matrices, extension of scalars can be described as follows: If \( E \) is represented by the projection \( P = (p_{i,j})_{i,j=1}^k \in M_k(A) \), i.e. \( E \cong A^kP \), then we have that
\[
\phi_*(A^kP) \cong B^k\phi_*(P).
\]

Here, \( \phi_*(P) \) is the matrix \((\phi(p_{i,j}))_{i,j=1}^k \in M_k(B) \).

Now suppose we are in the following situation: We have a continuous map \( f: X \to Y \) of compact Hausdorff spaces. We then get an induced \(*\)-homomorphism \( C(f): C(Y) \to C(X) \) given by precomposition by \( f \). We can consider the extension of scalars along this \(*\)-homomorphism. Let \( E \to Y \) be a vector bundle over \( Y \). Then we can form the pullback \( f^*(E) \) of \( E \) along \( f \), which is a vector bundle over \( X \). Now \( \Gamma(E) \) is a left finitely generated projective \( C(Y) \)-module, while \( \Gamma(f^*(E)) \) is a finitely generated projective \( C(X) \)-module. The section functor is functorial in the sense that if one performs extension of scalars on \( \Gamma(E) \) using the induced map \( C(f) \), then the resulting \( C(Y) \)-module is isomorphic to \( \Gamma(f^*(E)) \). That is, we have that
\[
C(f)_* (\Gamma(E)) \cong \Gamma(f^*(E)).
\]

For a proof of (37), see [18, Proposition 2.12].

The proof of the following proposition will employ fundamental domains, which are introduced in Appendix A.

Proposition 6.4. Let \( E \) denote the line bundle \( E_{\mathbb{R}, \mathbb{Z}} \) over \((\mathbb{R}/\mathbb{Z})^2 \) and let \( \tilde{E} \) denote the line bundle \( E_{\mathbb{R} \times \mathbb{Q}_p, \mathbb{Z}[1/p]^\Delta} \to S_p^2 \), both defined as in Section 4.2. Then \( \tilde{E} \) is isomorphic to the pullback of \( E \) along \( \pi_0^p: S_p^2 \to (\mathbb{R}/\mathbb{Z})^2 \), where \( \pi_0^p \) is given as in (33).

Proof. Our proof goes as follows: Instead of showing directly that \( \tilde{E} \cong (\pi_0^p)^*(E) \), we can instead show (by Proposition 6.4.4) that \( \Gamma(\tilde{E}) \cong \Gamma((\pi_0^p)^*(E)) \) as \( C(S_p^2) \)-modules.

We consider the continuous map \( \pi_0^p: S_p^2 \to (\mathbb{R}/\mathbb{Z})^2 \), which induces the map
\[
C(\pi_0^p): C((\mathbb{R}/\mathbb{Z})^2) \to C(S_p^2)
\]
given by precomposition by \( \pi_0^p \).

We have that \( \Gamma(\tilde{E}) \cong QP_{\tilde{G}, \tilde{A}} \) by Proposition 4.5. We also have that
\[
\Gamma((\pi_0^p)^*(E)) \cong C(\pi_0^p)_*(\Gamma(E)) \cong C(\pi_0^p)_*(Q(P_{\tilde{G}, \tilde{A}})) \quad \text{by (37)}
\]
\[
\cong C(\pi_0^p)_*(Q(\mathbb{R}, \mathbb{Z})) \quad \text{by Proposition 4.6}
\]
The goal is thus to show that \( QP_{\tilde{G}, \tilde{A}} \) and \( C(\pi_0^p)_*(Q(\mathbb{R}, \mathbb{Z})) \) are isomorphic as \( C(S_p^2) \)-modules. To show this, it suffices to show that they can be represented by the same projection matrix over \( C(S_p^2) \), i.e. that \( QP_{\tilde{G}, \tilde{A}} \cong A^kP \cong C(\pi_0^p)_*(Q(\mathbb{R}, \mathbb{Z})) \) for some \( k \in \mathbb{N} \) and \( P \in M_k(C(S_p^2)) \). This will be our approach.

We begin by constructing normalized tight module frames for the modules \( QP_{\tilde{G}, \tilde{A}} \) and \( C(\pi_0^p)_*(Q(\mathbb{R}, \mathbb{Z})) \), using fundamental domains from Appendix A.

Set \( \tilde{G} = \mathbb{R} \times \mathbb{Q}_p \) and \( \tilde{A} = \mathbb{Z}[1/p]^\Delta \). A fundamental domain for \( \tilde{A} \) in \( \tilde{G} \) is given by \( \tilde{B} = [0,1) \times \mathbb{Z}_p \).

To see this, note that if \( (s,x) \in \mathbb{R} \times \mathbb{Q}_p \), then
\[
(s,x) = ([x]_p + [s - [x]_p], [x]_p + [s - [x]_p]) + (\lfloor s - [x]_p \rfloor, [x]_p) - [s - [x]_p]
\]
where \( [\cdot] \) denotes the floor function \( \mathbb{R} \) and \( \lfloor \cdot \rfloor \) denotes the fractional part of a real number, i.e. \( \lfloor s \rfloor = s - [s] \). The first pair in (38) is in \( \mathbb{Z}[1/p]^\Delta \) while the second pair is in \([0,1) \times \mathbb{Z}_p \). Thus, the generalized...
floor function \( \lfloor \cdot \rfloor \colon \mathbb{R} \times \mathbb{Q}_p \to \mathbb{Z}[1/p] \) from (11) associated to the fundamental domain \( \tilde{B} = [0, 1) \times \mathbb{Z}_p \) is given by
\[
\lfloor (s, x) \rfloor_{\tilde{B}} = \{ x \}_p + \lfloor s - \{ x \}_p \rfloor
\]
for \((s, x) \in \mathbb{R} \times \mathbb{Q}_p\). Now since \(\mathbb{Z}_p\) is clopen in \(\mathbb{Q}_p\) we have that
\[
\partial([0, 1) \times \mathbb{Z}_p) = \partial([0, 1)) \times \mathbb{Z}_p \cup [0, 1) \times \partial(\mathbb{Z}_p) = [0, 1) \times \mathbb{Z}_p.
\]
By Proposition A.2, \(\lfloor \cdot \rfloor_{\tilde{B}}\) is discontinuous at \((s, x)\) if and only if \((s, x) \in \partial([0, 1) \times \mathbb{Z}_p) = [0, 1) \times \mathbb{Z}_p\). From (39), this happens if and only if \(s - \{ x \}_p \in \mathbb{Z}\).

By Example A.4 we can find a continuous, \(\Lambda\)-periodic function \(f \colon \mathbb{R} \to \mathbb{C}\) with \(f(0) = 0\) and
\[
|f(s)|^2 + |f(s + 1/2)|^2 = 1
\]
for all \(s \in \mathbb{R}\). Consequently, the set \(\{G_1, G_2\}\) where
\[
G_1(s, t) = f(s)J_{[0,1]}(s, t) = f(s)e^{-2\pi i s t}, \\
G_2(s, t) = f(s + 1/2)J_{[0,1]}(s + 1/2, t) = e^{-2\pi i (s+1/2) t},
\]
is a normalized tight frame for \(QP_{B, \mathbb{Z}}\) as in Proposition A.3. By Proposition 2.3, the matrix \(P \in M_2(C(\mathbb{T}^2))\) is given by
\[
P([s, [t]]) = \begin{pmatrix} |G_1(s, t)|^2 & G_1(s, t)G_2(s, t) \\ G_2(s, t)G_1(s, t) & |G_2(s, t)|^2 \end{pmatrix},
\]

Now define \(f \colon \mathbb{R} \times \mathbb{Q}_p \to \mathbb{C}\) by \(f(s, x) = f(s - \{ x \}_p)\). Then \(f\) is a continuous, \(\mathbb{Z}[1/p]^{\Lambda}\)-periodic function and
\[
|f(s, x)|^2 + |f(s + 1/2, x)|^2 = |f(s - \{ x \}_p)|^2 + |f(s - \{ x \}_p + 1/2)|^2 = 1
\]
for all \((s, x) \in \mathbb{R} \times \mathbb{Q}_p\). Moreover, if \((k, x) \in \partial([0, 1) \times \mathbb{Z}_p) = [0, 1) \times \mathbb{Z}_p\) then
\[
f(k, x) = f(k - \{ x \}_p) = f(k) = 0,
\]

since \(f\) is zero on integers. This shows that \(f\) satisfies the requirements in Proposition A.3 with respect to the fundamental domain \(\tilde{B}\) and \(x_1, x_2\). Consequently, with
\[
\tilde{G}_1(s, x, t, y) = f(s, x)J_{\tilde{B}}(s, x, t, y) \\
\tilde{G}_2(s, x, t, y) = f(s + 1/2, x)J_{\tilde{B}}(s + 1/2, x, t, y),
\]
we have that \(\{\tilde{G}_1, \tilde{G}_2\}\) is a normalized tight frame for \(QN_{\tilde{G}, \Lambda}\). By Proposition 2.3, it follows that the matrix \(\tilde{P} = (\tilde{P}_{i, j})_{i, j} \in M_2(C(S^2_p))\) given by
\[
\tilde{P}([s, [t]]) = \begin{pmatrix} |\tilde{G}_1(s, x, t, y)|^2 & \tilde{G}_1(s, x, t, y)\tilde{G}_2(s, x, t, y) \\ \tilde{G}_2(s, x, t, y)\tilde{G}_1(s, x, t, y) & |\tilde{G}_2(s, x, t, y)|^2 \end{pmatrix}
\]
represents the module \(QP_{\tilde{G}, \Lambda}\), i.e. \(QP_{\tilde{G}, \Lambda} \cong C(S^2_p)^2\tilde{P}\). We now compute \(\tilde{P}\) and show that it is equal to the matrix \(Q\). First, note that
\[
|G_1(s, x, t, y)|^2 = |f(s, x)|^2 = |f(s - \{ x \}_p)|^2 = |G_1(s - \{ x \}_p, t - \{ y \}_p)|^2
\]
and similarly, $|\tilde{G}_2(s, x, t, y)|^2 = |G_2(s - \{x\}_p, t - \{y\}_p)|^2$. Thus, $\tilde{P}_{1,1} = Q_{1,1}$ and $\tilde{P}_{2,2} = Q_{2,2}$. Next, note that using (33), $J_B$ is given by

$$J_B(s, x, t, y) = e^{-2\pi i [(s - \{x\}_p) + (s - \{y\}_p)]t}e^{2\pi i [(s - \{x\}_p + s - \{y\}_p)]y_p}$$

for $(s, x), (t, y) \in \mathbb{R} \times \mathbb{Q}_p$. Thus, calculating $J_B(s, x, t, y)J_B(s + 1/2, x, t, y)$, the exponentials involving $\{x\}_p$ cancel and we are left with

$$J_B(s, x, t, y)J_B(s + 1/2, x, t, y) = e^{-2\pi i [(s - \{x\}_p) - (s + 1/2 - \{x\}_p)]t}$$

$$\times e^{2\pi i [(s - \{x\}_p - (s - \{x\}_p)]y_p}$$

$$= e^{-2\pi i [(s + \{x\}_p) - (s + 1/2 - \{x\}_p)](t - \{y\}_p)}.$$ 

It follows that

$$\tilde{P}_{1,2}([s, x], [t, y]) = \tilde{G}_1(s, x, t, y)\tilde{G}_2(s, x, t, y)$$

$$= \tilde{f}(s, x) \tilde{f}(s + 1/2, x) \tilde{f}(s, t, y) \tilde{f}(s + 1/2, t, y)$$

$$= f(s - \{x\}_p) f(s + 1/2 - \{x\}_p) e^{-2\pi i [(s + \{x\}_p) - (s + 1/2 - \{x\}_p)](t - \{y\}_p)}$$

$$= f(\pi_0(s, x)) f(\pi_0(s + 1/2, x)) J_B(s - \{x\}_p, t - \{y\}_p)$$

$$\times J_B(s + 1/2 - \{x\}_p, t - \{y\}_p)$$

$$= G_1(s - \{x\}_p, t - \{y\}_p) G_2(s - \{x\}_p, t - \{y\}_p)$$

$$= Q_{1,2}([s, x], [t, y]).$$

This implies that

$$\tilde{P}_{2,1} = \tilde{P}_{1,2} = Q_{1,2} = Q_{2,1}.$$ 

We have now shown that $\tilde{P}_{i,j} = Q_{i,j}$ for all $i, j = 1, 2$. Thus $Q = \tilde{P}$, which finishes the proof. \qed

With Proposition 6.4 proved, our final main result is a straightforward corollary:

**Theorem 6.5.** Let $G = \mathbb{R} \times \mathbb{Q}_p$ and let $\Lambda = \mathbb{Z}[1/p]$. Then the line bundle $\mathcal{E} = E_{G, \Lambda}$ over $S_p^2$ is nontrivial. Hence Statement 1.2 holds for $(G, \Lambda)$. If, for some $\eta \in S_0(\mathbb{R} \times \mathbb{Q}_p)$, then the Gabor system

$$\mathcal{G}(\eta, \Lambda \times \Lambda^\perp) = \{(s, x) \mapsto e^{2\pi i rs} e^{-2\pi i (r)'} \eta(s - q, x - q) : q, r \in \mathbb{Z}[1/p]\}$$

is not a frame for $L^2(\mathbb{R} \times \mathbb{Q}_p)$.

**Proof.** By Proposition 6.4, $\mathcal{E} \cong \pi_0^*(E_{1,1})$. By Proposition 6.3, $\mathcal{E}$ is then nontrivial, since otherwise it would be of the form $(\pi_0^*)^*(E_{q,0})$ for some $q \in \mathbb{N}$. By Theorem 5.4, the nontriviality of $\mathcal{E}$ implies Statement 1.2 for $(G, \Lambda)$. \qed

**Appendix A. Fundamental domains**

In this appendix, we collect some results on fundamental domains and the construction of specific module frames for $QP_{G, \Lambda}$. They are used in the proof of Proposition 6.4 and in the proof of Proposition 6.3.

Let $\Lambda$ be a lattice in a second countable LCA group $G$. A measurable set $B \subseteq G$ is called a fundamental domain (or Borel section) for $\Lambda$ in $G$ if the collection $\{\lambda B : \lambda \in \Lambda\}$ forms a partition of $G$. Equivalently, every $x \in G$ can be written uniquely as $x = b\lambda$ where $b \in B$ and $\lambda \in \Lambda$.

**Proposition A.1.** Let $\Lambda$ be a lattice in a second countable, locally compact abelian group $G$. Then there exists a relatively compact fundamental domain $B$ for $\Lambda$ in $G$ with nonempty interior.

**Proof.** Let $\mu$ denote a Haar measure on $G$. Since $G$ is both locally compact and second countable, it follows that $G$ is $\sigma$-compact. By [10, p. 35, paragraph (0.40) 1)], there exists a relatively compact fundamental domain $B$ for $\Lambda$ in $G$ with $\mu(\partial B) = 0$. \qed
We claim that $B$ cannot be nowhere dense. Suppose otherwise, i.e. $(B)^c = \emptyset$. Then $(\lambda B)^c = \lambda(B)^c = \emptyset$ for every $\lambda \in \Lambda$. Since $\Lambda$ is discrete in $G$ and $G$ is second countable, $\Lambda$ has to be countable. The identity
\[ G = \bigcup_{\lambda \in \Lambda} \lambda B \]
then expresses $G$, a locally compact Hausdorff space, as a countable union of nowhere dense subsets. This contradicts the Baire category theorem, so we must conclude that $(B)^c \neq \emptyset$.

Let $U$ be a nonempty open subset of $\overline{B}$. Now suppose for a contradiction that $B^c = \emptyset$. Then $\overline{B} = B^c \cup \partial B = \partial B$, so $\mu(U) \leq \mu(\partial B) = 0$, which contradicts the properties of Haar measure. Hence $B^c \neq \emptyset$. $\square$

Let $B$ be a fundamental domain for the lattice $\Lambda$ in $G$. We define the function $\lfloor \cdot \rfloor_B : G \to \Lambda$ by letting $\lfloor x \rfloor_B$ be the unique $\lambda \in \Lambda$ such that $x = b\lambda$ for some (unique) $b \in B$. We think of this as a generalized floor function.

Note that we have
\[ |x\lambda|_B = |x|_B \lambda \]
for all $x \in G$ and $\lambda \in \Lambda$.

**Proposition A.2.** The function $\lfloor \cdot \rfloor_B$ is locally constant on $B^\circ \Lambda$ and discontinuous on $(B^\circ \Lambda)^c = (\partial B)\Lambda$.

**Proof.** We begin by showing that $\lfloor \cdot \rfloor_B$ is locally constant on $B^\circ \Lambda$. Suppose $x \in B^\circ \Lambda$. Then $x = b\lambda$ for $b \in B$, $\lambda \in \Lambda$, and there exists an open set $U \subseteq B$ with $b \in U$. Then $x \in \lambda U$. If $y \in \lambda U$, say $y = b'\lambda$ with $b' \in U$, then $\lfloor y \rfloor_B = \lambda = \lfloor x \rfloor_B$, which proves that $\lfloor \cdot \rfloor_B$ is constant on the set $\lambda U$.

Next, we show that if $\lfloor \cdot \rfloor_B$ is continuous at $x \in G$, then $x \in B^\circ \Lambda$. Suppose $\lfloor \cdot \rfloor_B$ is continuous at $x = b\lambda$ for $b \in B$, $\lambda \in \Lambda$. Let $V$ be a neighbourhood of $\lambda$ such that $V \cap \Lambda = \{\lambda\}$. By continuity, there exists a neighbourhood $U$ of $x$ for which $\lfloor \cdot \rfloor_B(U) \subseteq V$. But since $\lfloor \cdot \rfloor_B$ maps into $\Lambda$, we have that $\lfloor y \rfloor_B = \lambda$ for all $y \in U$. Hence $\lfloor z \rfloor_B = 1$ for all $z \in \lambda^{-1}U$, i.e. $\lambda^{-1}U \subseteq B$. Since $b \in \lambda^{-1}U$ we then have that $b \in B^\circ$. Thus $x \in B^\circ \Lambda$. $\square$

We describe how to obtain a specific module frame for $QP_{G,\Lambda}$ from certain fundamental domains. This is inspired by [43, p. 457]. Given a fundamental domain $B$ for $\Lambda$ in $G$, define the function $J_B : G \times \hat{G} \to \mathbb{C}$ by
\[ J_B(x, \omega) = \omega(\lfloor x \rfloor_B). \]
(42)

Note that for $(x, \omega) \in G \times \hat{G}$ and $(\lambda, \tau) \in \Lambda \times \Lambda^+$, we have that
\[ J_B(x\lambda, \omega\tau) = (\omega\tau)(\lfloor x \rfloor_B) = \omega(\lfloor x \rfloor_B \lambda) = \omega(\lambda)J_B(x, \omega). \]

Hence $J_B$ satisfies the quasiperiodicity relation [23]. However, it is not necessarily continuous everywhere on $G \times \hat{G}$, so it is not an element of $QP_{G,\Lambda}$ in general. But by Proposition A.2, $J_B$ is continuous on $B^\circ \Lambda \times \hat{G}$. Thus, if $f : G \to \mathbb{C}$ is a continuous, $\Lambda$-periodic function with $f|_{\partial B} = 0$, then the function $G : G \times \hat{G} \to \mathbb{C}$ given by
\[ G(x, \omega) = f(x)J_B(x, \omega) \]
(43)
for $(x, \omega) \in G \times \hat{G}$ is continuous and quasiperiodic, hence an element of $QP_{G,\Lambda}$. We will use these functions in the following proposition to construct module frames for $QP_{G,\Lambda}$:

**Proposition A.3.** Let $B$ be a relatively compact fundamental domain with nonempty interior and let $x_1, \ldots, x_k \in G$ be such that $\{x_jB^\circ \Lambda\}_{j=1}^k$ covers $G$. Let $f \in C(G)$ be a $\Lambda$-periodic function with $f|_{\partial B} = 0$ that satisfies
\[ \sum_{j=1}^k |f(x_j^{-1}x)|^2 = 1 \]
(44)
for all $x \in G$. Set
\[ G_j(x, \omega) = f(x_j^{-1}x)J_B(x_j^{-1}x, \omega). \]
(45)
Then is a normalized tight module frame for $QP_{G,\Lambda}$. 
Proof. As described in the discussion preceding the proposition, the function \( f(x)J_B(x, \omega) \) is continuous on the whole of \( G \times \hat{G} \) and hence an element of \( QP_{G, \Lambda} \). By translation, the functions \( f(x_j^{-1}x)J_B(x_j^{-1}x, \omega) \) are also elements of \( QP_{G, \Lambda} \) for each \( 1 \leq j \leq k \). Finally, we have that
\[
\sum_{j=1}^{k} |G_j(x, \omega)|^2 = \sum_{j=1}^{k} |f(x_j^{-1}x)|^2 = 1
\]
for all \( x \in G \). Hence, by Proposition A.3, the set \( \{G_1, \ldots, G_k\} \) is a normalized tight module frame for \( QP_{G, \Lambda} \). \( \square \)

Example A.4. In this example we show how wavelet filter functions give us module frames as in Proposition A.3 in the case \( G = \mathbb{R}, \Lambda = \mathbb{Z} \). The example closely follows the discussion in [43, p. 457].

Let \( m: \mathbb{R} \to \mathbb{C} \) be a continuous wavelet filter function for dilation by 2 (see for instance [22, Section 12.6]), i.e. it is \( \mathbb{Z} \)-periodic and satisfies
\[
|m(s)|^2 + |m(s + 1/2)|^2 = 1 \tag{46}
\]
for all \( s \in \mathbb{R} \). Suppose also that \( m \) is normalized so that \( m(0) = 1 \). Then by (46) we have that \( m(1/2) = 0 \), which gives \( m(k + 1/2) = 0 \) for all \( k \in \mathbb{Z} \) by periodicity. Let \( B \) be the fundamental domain \([0, 1)\) for \( Z \) in \( \mathbb{R} \), and set \( x_1 = 0, x_2 = -1/2 \). We see that \( f \) given by \( f(s) = m(s - 1/2) \) is continuous, vanishes on \( Z = (\partial B)\Lambda \) and satisfies (41), so by Proposition A.3 the functions
\[
G_1(s, t) = f(s)J_{[0,1]}(s, t),
G_2(s, t) = f(s + 1/2)J_{[1/2+0[1,1]}(s, t)
\]
form a normalized tight frame for \( QP_{\mathbb{R}, \mathbb{Z}} \).

Note that the functions \( J_{[0,1/2]} \) are exactly the functions \( j_{I,1,\beta} \) in [43] (and indeed this inspired the notation \( J_B \) and that \( QP_{G, \Lambda} \) is isomorphic to \( X(1, 1) \), only that the latter is considered a right module instead of a left module.

Appendix B. Cutoff functions in the Feichtinger algebra

In this appendix, we have collected some technical results concerning \( S_0(G) \) for which the author was unable to find a reference.

The following lemma is used to prove Proposition B.2.

Lemma B.1. The following hold in a locally compact abelian group:

1. If \( K \subseteq U \) where \( K \) is compact and \( U \) is open, then there exists a neighbourhood \( N \) of the identity such that \( KN \subseteq U \).
2. If \( K \subseteq V \subseteq \overline{V} \subseteq U \) where \( K \) is compact and \( U, V \) are open and \( U \) is contained in compact set, then there exists a neighbourhood \( N \) of the identity such that \( K \subseteq \cap_{x \in N} (xV) \) and \( \overline{V}N \subseteq U \).

Proof. We begin by proving (1). For every \( x \in K \), we can find a neighbourhood \( N_x \) of the identity such that \( xN_x \subseteq U \) [22, p. 18, Theorem (4.5)]. Then we have that the union \( \bigcup_{x \in K} (xN_x) \) covers \( K \), so there exists a finite subcovering given by \( x_1, \ldots, x_n \in K \). Let \( N = \bigcap_{k=1}^{n} N_{x_k} \), which is a nonempty neighbourhood of the identity. If \( x \in K \) and \( y \in N \), then \( x = x_kz \) for some \( k \) and \( z \in N_{x_k} \). But then \( zy \in N_{x_k}^2 \), so \( xz = x_kx_kz \in x_kN_{x_k}^2 \subseteq U \). This shows that \( KN \subseteq U \).

We now prove (2). Denote by \( L \) the compact set that covers \( U \). Since \( \overline{V} \) is contained in \( L \), it is compact. Using (1) we can find an open neighbourhood \( N_1 \) of the identity such that \( \overline{V}N_1 \subseteq U \). Taking relative complements in \( L \), we obtain \( L \setminus V \subseteq L \setminus K \). Now \( L \setminus V \) is closed and contained in \( L \), hence compact, and \( L \setminus K \) is open. Thus we can apply (1) again and obtain an open neighbourhood \( N_2 \) of the identity such that \( (L \setminus V)N_2 \subseteq L \setminus K \). But then
\[
L \setminus ((L \setminus V)N_2) = L \setminus \left( \bigcup_{x \in N_2} x(L \setminus V) \right) = \bigcap_{x \in N_2} L \setminus (x(L \setminus V)) = \bigcap_{x \in N_2} xV
\]
so \( K \subseteq \bigcap_{x \in N_2} xV \). Setting \( N = N_1 \cap N_2 \), we see that this set satisfies both \( \overline{V}N \subseteq U \) and \( K \subseteq \bigcap_{x \in N}(xV) \), so the proof is finished. \( \square \)
Proposition B.2. Let $K$ be a compact subset of $G$, and let $U$ be an open subset of $G$ such that $K \subseteq U$. Then there exists a function $f \in S_0(G)$ such that $f|_K = 1$ and $\text{supp}(f) \subseteq U$.

Proof. If $K = \emptyset$ then one can just set $f = 0$, so suppose that $K \neq \emptyset$. Since all locally compact groups are normal as topological spaces [22, p. 76, Theorem (8.13)], we can find an open set $V$ such that $K \subseteq V \subseteq \overline{V} \subseteq U$, and since $K$ is compact, we can assume that $\overline{V}$ compact. Now without loss of generality, we can assume that $U$ is contained in a compact set.

Let $N$ be an open neighbourhood as in part 2 of Lemma B.1, i.e. we have both $K \subseteq \bigcap_{t \in N} tV$ and $NV \subseteq U$. Since $K \neq \emptyset$, $N$ is necessarily nonempty. Let $\phi \in C_c(G)$ satisfy $\int_G \phi(x) \, dx = 1$ and $\text{supp}(\phi) \subseteq N$. Define $f = \phi \ast \chi_V$. Then $f \in S_0(G)$ by [26, Lemma 4.2 (iii)]. Now since $\text{supp}(\phi) \subseteq N$, we have that

$$f(x) = \int_G \phi(t) \chi_V(t^{-1}x) \, dt = \int_N \phi(t) \chi_V(t^{-1}x) \, dt.$$ 

If $x \in K$ then $x \in \bigcap_{t \in N} tV$, so $t^{-1}x \in V$ for all $t \in N$. Thus, $\chi_V(t^{-1}x) = 1$ for all $t \in N$ and hence

$$f(x) = \int_N \phi(t) \, dt = 1.$$ 

If $x \notin U$ then $x \notin \overline{V}N$ which means $t^{-1}x \notin \overline{V}$ for all $t \in N$, so $\chi_V(t^{-1}x) = 0$. This gives $f(x) = 0$. While this does not necessarily give $x \notin \text{supp}(f)$, we can pick another open set $W$ of $G$ with $K \subseteq W \subseteq \overline{W} \subseteq U$ and choose an $f \in S_0(G)$ as above with $f|_K = 1$ and $f(x) = 0$ whenever $x \notin W$. In that case, $\text{supp}(f) \subseteq \overline{W} \subseteq U$, which gives us what we wanted. \qed

The proof of the next result is based on the proof given in [26, Lemma 8.2.1 c)]. The proof employs the Wiener algebra $W(G)$ [12]. Specifically, we will use that $S_0(G) \subseteq W(G)$, which can be seen by combining $W(\mathcal{F}L^1, L^1) = S_0(G)$, cf. [14, Remark 6], with the inclusion $W(\mathcal{F}L^1, L^1) \subseteq W(L^\infty, L^1)$, cf. [13, Lemma 1.2(iv)] and $W(G) = W(L^\infty, L^1)$.

Proposition B.3. Let $\Lambda$ be a lattice in a second countable, locally compact abelian group. If $\xi \in S_0(G)$, then $Z_{G, \Lambda} \xi$ is continuous. Hence, the Zak transform maps $S_0(G)$ into $\mathcal{QP}_{G, \Lambda}$.

Proof. Suppose $\xi \in S_0(G)$, so that $\xi \in W(G)$. Let $B$ be a fundamental domain for $\Lambda$ in $G$ with nonempty interior as in Proposition A.1. Because of quasiperiodicity, it is enough to prove continuity of $Z \xi$ on $B \times \hat{G}$, so let $(x, \omega) \in B \times \hat{G}$ and suppose $(x_\alpha, \omega_\alpha)_\alpha$ is a net in $B \times \hat{G}$ that converges towards $(x, \omega)$. Let $\varepsilon > 0$. There exists an $\alpha_1$ such that whenever $\alpha \geq \alpha_1$, then $x_\alpha \in B^0 \subseteq B$.

Since $||\xi||_{W(G)}$ is finite, there exists a finite subset $F$ of $\Lambda$ such that

$$\sum_{\chi \in \Lambda \setminus F} \sup_{x \in B} |\xi(x\chi)| < \frac{\varepsilon}{2}.$$ 

Since $\xi$ and $\omega$ are continuous, the function $(x, \omega) \mapsto \sum_{\chi \in F} \xi(x\chi)\omega(\chi)$ is continuous, so there exists an $\alpha_2$ such that we have that

$$\left| \sum_{\chi \in F} \xi(x_\alpha \chi)\omega_\alpha(\chi) - \sum_{\chi \in F} \xi(x \chi)\omega(\chi) \right| < \frac{\varepsilon}{2}.$$
for $\alpha \geq \alpha_2$. Combining all our observations, we see that if $\alpha \geq \alpha_1$ and $\alpha \geq \alpha_2$ then

$$|Z\xi(x_\alpha, \omega_\alpha) - Z\xi(x, \omega)| = \left| \sum_{\lambda \in \Lambda} \xi(x_\alpha \lambda) \omega_\alpha(\lambda) - \sum_{\lambda \in \Lambda} \xi(x \lambda) \omega(\lambda) \right|$$

$$\leq \frac{\epsilon}{2} + \left| \sum_{\lambda \in \Lambda \setminus F} \xi(x_\alpha \lambda) \omega_\alpha(\lambda) - \sum_{\lambda \in \Lambda \setminus F} \omega(\lambda) \right|$$

$$\leq \frac{\epsilon}{2} + \sum_{\lambda \in \Lambda \setminus F} |\xi(x_\alpha \lambda)| + \sum_{\lambda \in \Lambda \setminus F} |\xi(x \lambda)|$$

$$\leq \frac{\epsilon}{2} + 2 \sum_{\lambda \in \Lambda \setminus F \times \in B} \sup |\xi(x \lambda)|$$

$$\leq \frac{\epsilon}{2} + 2 \cdot \frac{\epsilon}{4}$$

$$= \epsilon.$$  

This finishes the proof. \hfill $\square$
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