Dopamine restores reward prediction errors in old age
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Senescence affects the ability to utilize information about the likelihood of rewards for optimal decision-making. Using functional magnetic resonance imaging in humans, we found that healthy older adults had an abnormal signature of expected value, resulting in an incomplete reward prediction error (RPE) signal in the nucleus accumbens, a brain region that receives rich input projections from substantia nigra/ventral tegmental area (SN/VTA) dopaminergic neurons. Structural connectivity between SN/VTA and striatum, measured by diffusion tensor imaging, was tightly coupled to inter-individual differences in the expression of this expected reward value signal. The dopamine precursor levodopa (L-DOPA) increased the task-based learning rate and task performance in some older adults to the level of young adults. This drug effect was linked to restoration of a canonical neural RPE. Our results identify a neurochemical signature underlying abnormal reward processing in older adults and indicate that this can be modulated by L-DOPA.

Aging in humans is associated with a range of changes in cognition. For example, older adults are particularly poor at making decisions when faced with probabilistic rewards, possibly because of impaired learning of stimulus-outcome contingencies1–2. Such findings raise two fundamental questions. Namely, what are the substrates for learning in these circumstances and what accounts for this aberrant decision-making?

One function that is critical for decision-making is learning to predict rewards. There is ample evidence from animal experiments that the neuromodulator dopamine encodes the difference between actual and expected rewards (so-called RPEs)3–4. In humans, there is compelling evidence that functional activation patterns in the nucleus accumbens, a major target region of dopamine neurons5, report rewarding outcomes and associated prediction errors6–9. A more direct link to dopamine has been shown using pharmacological challenge with dopaminergic agents10,11.

In terms of what might go wrong during aging, one important clue is the well-described age-related loss of dopamine neurons in the SN/VTA12–13, evident both in histology and when using diffusion tensor imaging (DTI) as an indirect marker of structural degeneration14,15.

However, the consequences for decision-making of this decline in dopamine are unclear, as there are functional interactions among the triplet of reward representations, representations of prediction errors associated with that reward and the learning of predictions that underpin the expression of these prediction errors. In older age, abnormal activity in the nucleus accumbens has been associated with suboptimal decision-making and reduced reward anticipation, but also with normal responses to rewarding outcomes16–18. This has led to the suggestion that, although older adults may maintain adequate representations of reward, they are unable to learn correctly from these representations.

We studied the effect of probabilistic rewarding outcomes on the separate reward and prediction components of a prediction error signal19 in healthy older adults. We employed a simple probabilistic instrumental conditioning problem, the two-armed bandit choice task (Fig. 1a). Older adults underwent DTI and functional magnetic resonance imaging (fMRI) in combination with a pharmacological manipulation using the dopamine precursor L-DOPA in a within-subject, double-blind, placebo-controlled study. We collected behavioral data in a group of young adults to contextualize the effects of age on performance. We did not administer L-DOPA to these young adults, implying that the effects of L-DOPA could not be compared across age groups. By exploiting a reinforcement learning model, we were able to determine which component of the prediction error (the actual and/or expected reward representation) was impaired in older age. DTI enabled us to examine nigro-striatal structural connectivity strength, based on the hypothesis that individual differences in this structural measure would predict inter-individual differences in baseline functional RPE signaling. Crucially, L-DOPA administration has been associated with greater prediction errors in young adults10 and higher learning rates in patients with Parkinson’s disease11. Thus, we predicted that L-DOPA would increase the learning rate evident in behavior as well as boost the representation of an RPE in the nucleus accumbens of healthy older adults, specifically by increasing the component associated with the expected value.

RESULTS

Behavioral performance in young and older adults

We administered placebo and L-DOPA to 32 older adults (age = 70.00 ± 3.24 years, mean ± s.d.; Supplementary Table 1) and asked them,
as well as 22 young adults (age = 25.18 ± 3.85 years), to perform a two-armed bandit choice task (Fig. 1a). Older adults completed a similar number of trials under both conditions (placebo: 218.16 ± 1.94; L-DOPA: 218.47 ± 1.74) as young adults (218.50 ± 2.44) (all P > 0.4). Older adults had similar choice reaction times after placebo (796.81 ± 152.89 ms) and L-DOPA (781.49 ± 140.17 ms) treatment (paired t test, t13 = 1.01, P = 0.321), but were slower overall under both conditions than young adults (629.69 ± 156.41 ms) (independent t test, young versus old + placebo, t22 = 3.91; young versus old + L-DOPA, t22 = 3.73; both P < 0.0005).

Overall, the amount of money won by older adults performing the task did not differ following L-DOPA treatment (£12.94 ± 0.85) compared to placebo treatment (£12.64 ± 0.89) (paired t test, t13 = 1.53, P = 0.137). However, older adults on placebo won significantly less money than young adults (£13.17 ± 1.00; independent samples t test, t35 = 2.05, P = 0.045), whereas there was no difference in the amount won between older adults treated with L-DOPA and young adults (t35 = 0.971, P = 0.336) (Fig. 1b).

A more detailed examination of the behavioral data showed that only a proportion of older adults won more money on the task under L-DOPA compared to placebo. To examine this further, we performed a median split according to drug-induced changes in performance (Online Methods), creating a ‘win less on L-DOPA’ group (total won L-DOPA < placebo, n = 17) and a ‘win more on L-DOPA’ group (total won L-DOPA > placebo, n = 15). This analysis revealed that performance in older adults was consistent with an inverted U shape, whereby those with high baseline levels of performance on placebo performed less well on L-DOPA and, conversely, those with low baseline levels of performance improved following L-DOPA treatment (Supplementary Fig. 1). Performance in the win less on L-DOPA group on placebo and in the win more on L-DOPA group on L-DOPA was at a similar level to performance in young adults (young adults versus win less on L-DOPA group on placebo, t33 = 0.19, P = 0.854; young adults versus win more on L-DOPA group on L-DOPA, t35 = −0.40, P = 0.690), whereas performance in the win less on L-DOPA group on L-DOPA and in the win more on L-DOPA group on placebo was worse than performance in young adults (young adults versus win less on L-DOPA group on L-DOPA t35 = 2.07, P = 0.045; young adults versus win more on L-DOPA on placebo, t35 = 3.53, P = 0.001). This inverted U-shaped pattern of performance is consistent with previous reports of the effects of dopamine on cognition20 and suggests that variable performance across older adults is linked to individual differences in baseline dopamine status.

Reinforcement learning behavior

We analyzed trial-by-trial choice behavior using a standard reinforcement learning model with a fixed β parameter (Fig. 2a). Note that, by using this methodological approach, the learning rate reflects a summary measure of reinforcement learning strength (Online Methods). A model with a single fixed β = 1.27 across drug and placebo conditions, one single learning rate and one choice perseveration parameter provided the best model fit of older participants’ choices among the range of models that we compared, indexed by the lowest Bayesian information criterion (BIC) values (Supplementary Table 2). When calculating the BIC, the log evidence was penalized using the number of data points associated with each parameter.

To further examine the effects of L-DOPA on older participants’ behavior in the task, we used the Wilcoxon signed rank test to determine whether the learning rates (fitted using a single prior distribution including the drug and the placebo) differed between L-DOPA and placebo. We found that participants had a significantly higher learning rate under L-DOPA than placebo (Z = −3.03, P = 0.002; Fig. 2b). This effect was significant in the group of older adults who performed better under L-DOPA (win more on L-DOPA group, placebo versus L-DOPA: Z = −2.90, P = 0.004), but not among older adults who performed worse on L-DOPA (win less on L-DOPA group, placebo versus L-DOPA: Z = −0.97, P = 0.332), providing a direct link between the effects of L-DOPA and task performance (Fig. 2c). In contrast, choice perseveration was unaffected by L-DOPA (Z = −0.58, P = 0.562). In young adults, a model with a fixed β = 1.13 and single learning rate provided a better fit to participants’ choices than when a choice perseveration parameter was added to the model (BIC = 4,348.15 and 4,361.01, respectively). The learning rate in young adults (median α = 0.62, range 0.01–0.94) was intermediate between, and not significantly different from, the learning rate of older adults with either placebo (Z = −1.32, P = 0.187) or L-DOPA (Z = −1.25, P = 0.211) (Fig. 2b).

L-DOPA and striatal prediction errors in older adults

We focused our imaging analysis on within-subject comparisons of reward predictions errors in the nucleus accumbens (n = 32 older adults). Using a functional region of interest (ROI) approach
(Supplementary Fig. 2), we first defined voxels in the nucleus accumbens that signaled a ‘putative’ prediction error signal, namely voxels in which there was an enhanced response at the time of outcome to actual rewards that was greater than that to expected rewards ($R(t) > Q_{\alpha_0}(t)$; see Online Methods). Using this approach, we identified a cluster in the right nucleus accumbens (peak voxel MNI coordinates: $x$, $y$, $z = 15, 11, −8$; peak $Z = 4.45, P < 0.001$ uncorrected, 34 voxels; Fig. 3a). Note that this is a liberal definition of RPEs, as voxels showing a significant effect with this contrast may not satisfy all of the criteria to be considered for a canonical RPE, namely both a positive effect of reward and a negative effect of expected value\(^{19,21}\).

We adopted this approach to test the hypothesis that canonical RPEs are not fully represented in old age and to test for the orthogonal effects of L-DOPA on the separate reward and expected value components of the prediction error signal.

We used this anatomically constrained functional ROI to separately extract the parameter estimates for $R(t)$ and $Q_{\alpha_0}(t)$ in these activated voxels. Our two (placebo or L-DOPA) by two ($R(t)$ or $Q_{\alpha_0}(t)$) repeated-measures ANOVA revealed a main effect of L-DOPA ($F_{1,31} = 5.712, P = 0.023$), suggesting administration of L-DOPA had an effect on the representations associated with the components of the RPE (Fig. 3a). Notably, blood oxygen level–dependent (BOLD) responses were only compatible with a canonical prediction error signal (positive correlation between BOLD and $R(t)$ along with a negative correlation between BOLD and $Q_{\alpha_0}(t)$) when participants were under L-DOPA (one-tailed one-sample $t$ test: $R(t)$ L-DOPA, $t = 1.92, P = 0.033; Q_{\alpha_0}(t)$ L-DOPA, $t = −1.73, P = 0.047; R(t)$ placebo, $t = 3.72, P < 0.001; Q_{\alpha_0}(t)$ placebo, $t = −0.11, P = 0.455$). This was a result of a more negative representation of expected value $Q_{\alpha_0}(t)$ on L-DOPA compared with placebo (paired $t$ test, $t_{31} = 2.37, P = 0.024$), whereas there was no difference in actual reward representation $R(t)$ between L-DOPA and placebo ($t_{31} = 1.38, P = 0.179$). These results indicate that canonical RPEs are not fully represented in older adults at baseline, whereby, under placebo, the nucleus accumbens responds to reward and not to expected value. Only after receipt of L-DOPA was a canonical RPE signal observed.

Under placebo, individual differences in the total amount won on the task correlated positively with the learning rate (Spearman’s $\rho = 0.39, P = 0.027$) and task performance correlated negatively with the BOLD representation of expected value ($Q_{\alpha_0}(t)$, Pearson’s $r = −0.42, P = 0.016$), although this was not the case with reward ($R(t)$, Pearson’s $r = −0.07, P = 0.707$). Thus, better baseline performance was associated with a higher learning rate and more negative expected value representations in the nucleus accumbens. Across all 32 older participants, task performance on L-DOPA did not correlate with the learning rate or BOLD representations of reward or expected value (all $P > 0.15$; Supplementary Table 3).

However, subsequent analysis on the basis of a median split for the effects of drug on performance revealed that expected value ($Q_{\alpha_0}(t)$)
parameter estimates in older adults who performed better on L-DOPA were significantly more negative on L-DOPA than placebo (win more on L-DOPA group, \( Q_{\text{del}}(t) \), placebo versus L-DOPA, \( t_{14} = 2.26, P = 0.040 \), Fig. 3b). In contrast, L-DOPA did not affect expected value representation in the win less on L-DOPA group (\( t_{14} = 1.18, P = 0.257 \)) or reward representation in either the win less on L-DOPA (\( t_{14} = 1.56, P = 0.137 \)) or win more on L-DOPA groups (\( t_{14} = 0.48, P = 0.637 \)). These results indicate that the restoration of a canonical prediction error signal, mediated by a more negative representation of expected value under L-DOPA, is associated with better task performance.

Although L-DOPA did not affect reward or expected value parameter estimates of those older participants in the win less on L-DOPA group, these participants continued to show a negative BOLD correlate of \( Q_{\text{del}}(t) \) under L-DOPA even though their performance was worse on L-DOPA (Fig. 3b). One possibility was a differential effect of L-DOPA on the noise in the representations of \( R(t) \) and \( Q_{\text{del}}(t) \) for these participants. To address this, we measured individuals’ standard error of the parameter estimates on L-DOPA and placebo. We found a significant negative correlation between the drug-induced change in total won on the task and the drug-induced change in the standard error of \( R(t) \) (Spearman’s \( \rho = -0.62, P = 0.009 \)) and \( Q_{\text{del}}(t) \) (Spearman’s \( \rho = -0.61, P = 0.009 \)) only in the win less on L-DOPA group (Supplementary Fig. 3). This suggests that, for participants with high baseline levels of performance, L-DOPA increased noise in their reward and expected value representations and this was associated with a worsening in performance. Notably, the increase in noise in the BOLD responses was not related to worse fits of the reinforcement learning models, as mean model likelihood did not differ between groups and did not correlate with standard error of \( R(t) \) and \( Q_{\text{del}}(t) \) (Supplementary Table 4).

To visualize the effects of L-DOPA on reward prediction over the course of a trial, we extracted the BOLD time course from the nucleus accumbens functional ROI and performed a regression of this fMRI signal against \( R(t) \) and \( Q_{\text{del}}(t) \). Typically, we would expect to see a pattern of a reward prediction (that is, anticipation) at the time of the choice indicated by a positive effect of \( Q_{\text{del}}(t) \) and an RPE at the time of the outcome, indicated by both a positive effect of \( R(t) \) and negative effect of \( Q_{\text{del}}(t) \). Our time course analysis revealed exactly this expected pattern, but only in the L-DOPA condition (Fig. 3c). Thus, the abnormal response to the expected value observed among older adults on placebo (lack of reward anticipation at the time of the choice and absent negative expectation at the time of the outcome) was restored under L-DOPA. This analysis complements the aforementioned fMRI analysis, which showed that a canonical RPE was only present on L-DOPA, by revealing abnormal expected value representations throughout the course of a trial under placebo.

In addition, we performed further multiple regression analyses across all older adults to identify regions in the brain in which reward, expected value and putative RPEs correlated with task performance (total money won) separately for L-DOPA and placebo conditions. Of note, only a model examining negative correlations between expected value and performance identified regions that survived family-wise error whole-brain correction (Supplementary Fig. 4). We found a left superior parietal cluster in the placebo condition (\( Z = 5.06, \) peak voxel MNI coordinates: \( -26, -78, 50 \)), and left inferior parietal (\( Z = 5.34, \) peak voxel MNI coordinates: \( -48, -49, 48 \)) and right precuneus clusters (\( Z = 5.02, \) peak voxel MNI coordinates: \( 12, -72, 59 \)) in the L-DOPA condition. This suggests that extra-striatal regions also influenced task performance, whereby individuals with a more negative representation of expected value in parietal regions won more money on the task.

### Anatomical connectivity and RPEs

Our analysis identified substantial inter-individual variability among older adults for both reward and expected value representations in the nucleus accumbens at baseline (that is, under placebo; Supplementary Fig. 5), whereby the latter was associated with task performance. We hypothesized that this might be associated with the known variability in the age-related decline of dopamine neurons from the SN/VTA, which may, in principle, be indexed through anatomical nigro-striatal connectivity. Using DTI and probabilistic tractography (\( n = 30 \) older adults), we defined a measure of connection strength between the right SN/VTA and right striatum (Supplementary Fig. 6 and Online Methods). Nigro-striatal tract connectivity strength measured with DTI correlated with the fMRI parameter estimate under placebo associated with expected value (\( Q_{\text{del}}(t) \) (Spearman’s \( \rho = -0.46, P = 0.010 \)), but not with that associated with reward (\( R(t) \) (Spearman’s \( \rho = 0.12, P = 0.54 \)) (Fig. 4)). These correlations were significantly different from each other, suggesting that individual functional activation differences of the representation of expected value, but not reward, were linked to anatomical connectivity strength between the SN/VTA and striatum (Fisher’s r-to-z transformation, \( z = -2.32, P = 0.002 \)). This relationship between greater tract connectivity strength and more negative expected value parameter estimates remained significant after controlling for age, gender, total intracranial volume, size of the seed region from which tractography was performed and global white matter integrity indexed by fractional anisotropy (partial Spearman’s \( \rho = -0.44, P = 0.027 \)). There was no difference in this correlation between subgroups of older adults (win more on L-DOPA group, \( n = 14, \rho = -0.54, P = 0.047 \); win less on L-DOPA group, \( n = 16, \rho = -0.37, P = 0.154 \); Fisher’s r-to-z transformation comparing both groups, \( z = 0.53, P = 0.596 \), Supplementary Fig. 7). Neither fractional anisotropy values of SN/VTA nor nucleus accumbens functional ROI correlated with expected value (Pearson’s \( r = 0.26 \) and \( r = 0.17, P = 0.16 \) and \( P = 0.38 \), respectively), suggesting that this correlation was related to circuit strength rather than to local structural integrity as determined by fractional anisotropy.

Older participants with equivalent baseline performance levels to young adults (win less on L-DOPA group on placebo) had stronger connectivity between SN/VTA and the striatum than older participants with worse baseline performance than young adults (win more on L-DOPA group on placebo; between groups comparison \( t_{29} = 2.40, P = 0.023 \)). This suggests that these older individuals had higher baseline integrity of the nigro-striatal dopamine circuit than older adults with lower baseline levels of performance.

### DISCUSSION

We used a probabilistic reinforcement learning task in combination with a pharmacological manipulation of dopamine, as well as structural...
and functional imaging, to probe reward-based decision-making in old age. Overall, older adults had an incomplete RPE signal in the nucleus accumbens consequent on a lack of a neuronal response to expected reward value. Baseline inter-individual differences of the expression of expected value were linked to performance and tightly coupled to nigro-striatal structural connectivity strength, determined using DTI. L-DOPA increased the task-based learning rate and modified the BOLD representation of expected value in the nucleus accumbens. Notably, this effect was only observed for those participants that showed a substantial drug-induced improvement on task performance.

Previous studies have shown that older adults perform worse on probabilistic learning tasks than their younger counterparts. As it is widely held that dopamine neurons encode an RPE signal, it is conceivable that a dopamine decline, occurring as part of the normal aging process, could account for these behavioral deficits. Indeed, this was a prime motivation for our use of L-DOPA. Although there was no significant difference in task performance in older adults as a group on placebo versus L-DOPA, we found that older adults with low baseline levels of performance improved following L-DOPA treatment. Using a reinforcement-learning model, we found that those older adults who performed better under L-DOPA had a higher learning rate on L-DOPA than on placebo. This is consistent with findings in patients with Parkinson’s disease (a dopamine deficit disorder) whose learning rates when on dopaminergic medication are higher when than off their medication, albeit, in this instance, without any significant difference in overall performance. In that study, it is impossible to make a definitive distinction between learning rate, the magnitude of the prediction error that arises from learning and the stochastic way that learning leads to choice.

There are two important points in each trial at which a temporal difference error type signal can be anticipated, namely at choice, when the temporal difference error is the expected value of the chosen option, and at the time of outcome, when the temporal difference error is the difference between the reward actually provided and the expected value. Decomposing the outcome signal into these separate positive and negative components is important because the response to reward is highly correlated with the full prediction error, potentially readily confusing the two. Overall, in our experiment, under placebo, although the representation of the actual reward appeared to be normal, neither of the components of the expected value signal at choice or outcome was present in nucleus accumbens BOLD signal. This absence is consistent with the few behavioral and neuroimaging studies that have suggested that older adults, on average, have abnormal expected value representations, although it is important to note that we did not find a substantial behavioral impairment. Notably, we found that, under L-DOPA, both components of the expected value signal were restored. However, a closer inspection, taking individual differences in drug-induced effects on performance into account, revealed that this was only the case for those older adults whose performance improved under L-DOPA.

There are at least two possible explanations for the absence of the expected value signal. One is that a putative model-free decision-making system, closely associated with neuromodulatory effects, whose performance improved under L-DOPA. This is consistent with the few behavioral studies that have suggested that older adults, on average, have abnormal expected value representations, although it is important to note that we did not find a substantial behavioral impairment. Notably, we found that, under L-DOPA, both components of the expected value signal were restored. However, a closer inspection, taking individual differences in drug-induced effects on performance into account, revealed that this was only the case for those older adults whose performance improved under L-DOPA.

Another possibility for the absence of a model-free expected value signal is that it is still calculated normally, but that when dopamine levels are low, it is not manifest in nucleus accumbens BOLD signal. One can reasonably expect that dopamine levels will affect the state of striatal neurons. However, dopamine effects on local activity in the striatum as well as on the BOLD signal of cortical and dopaminergic inputs to the striatum remain unclear. In the future, it would be interesting to use procedures based on recent studies (for example, see refs. 34,35) in older participants with and without L-DOPA to investigate the balance of model-free and model-based control.

Enriching the above picture are recent studies in healthy young participants showing that at least some aspects of the representation in striatal BOLD of the expected value component of the temporal difference error are conditional on a requirement for action. In one such study, the representation of expected value in young adults was not modulated by L-DOPA. However, it is not clear whether this is an effect of the more extensive training provided in that study (which can render behaviors insensitive to dopamine manipulations) or that the expected value did not fluctuate in a way that was relevant for choice. Together with recent findings, these results raise the possibility that dopamine might only modulate the neural representation of expected value when it is behaviorally relevant for the task at hand.

Our DTI connectivity analysis supports the notion that neuronal representations of expected value, and thus appropriate RPE signaling, rely on the integrity of the dopaminergic system. The connectivity strength of tracts is one DTI metric that has been reported to predict age-related performance differences. Notably, older adults who performed the task under placebo as well as young adults had higher nigro-striatal connectivity strength than older adults with lower baseline levels of task performance. Furthermore, older individuals with stronger connectivity between SN/VTA and striatum had more robust value representations in the nucleus accumbens. Although our findings can be interpreted in the context of a well-defined decline of nigro-striatal dopamine neurons with increasing age, we acknowledge that DTI measures of connectivity are not a direct mapping of dopamine neurons, but instead reflect white matter tract strength between the SN/VTA and striatum. In addition, the direction of information flow cannot be inferred from DTI-based tractography. We did not observe a relationship between fractional anisotropy of either the SN/VTA or striatum with functional activity in the accumbens. Fractional anisotropy values characterize the extent of water diffusion, thereby providing an indirect measure of myelin, axons and the structural organization of both gray and white matter. Our results are therefore an indication that inter-individual anatomical
differences at the level of nigro-striatal circuit strength, rather than local gray-matter integrity in SN/VTA or striatum, determine the success of prediction error signaling in healthy older adults.

In summary, our findings suggest that a subgroup of older adults who underperform at baseline can show a drug-induced improvement in task performance. For these older adults, L-DOPA increased a task-based learning rate and led to a canonical RPE signal by restoring the representation of expected value in the nucleus accumbens. On the other hand, participants that performed better on the task under placebo (that is, on a par with young controls) had a greater representation of expected value in the striatum and stronger nigro-striatal connectivity, suggesting higher baseline dopamine status. After receiving L-DOPA, their performance decreased, perhaps because of increased noise in the representations of RPEs. One possibility is that, in these participants, the administration of L-DOPA overdoes the system, an interpretation that is consistent with both a previously described inverted U-shape (that is, nonlinear dose dependent) effect of dopamine on cognition20,43 and a variable dopamine decline among older adults. By establishing a link between dopaminergic signaling in the nucleus accumbens and the representations of expected value in the brain, our results provide a potential therapeutic route for tackling age-related impairments in decision-making.

METHODS

Methods and any associated references are available in the online version of the paper.
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ONLINE METHODS

Older subjects. 32 healthy adults aged 65–75 years participated in the study (Supplementary Table 1). Written informed consent was obtained from all participants. The study received ethical approval from the North West London Research Ethics Committee 2. Four participants experienced side effects (emesis) from L-DOPA administration. These participants remained in all analyses as they vomited more than 2.5 h after L-DOPA ingestion, well after completion of the task, and they did not feel unwell when performing the task in the scanner.

Young subjects. 22 healthy young adults (25.18 ± 3.85 years, mean ± s.d., 12 females) were recruited via the University College London subject pool and word of mouth. Participants were screened to ensure they were healthy, with no history of neurological or psychiatric disorders, no medications, no recent illicit drug use and no recent participation in other research studies involving medication. These subjects performed the task on a laptop and did not undergo MRI scanning or pharmacological manipulation.

Study procedure. This was a double-blind, within-subject, placebo-controlled study. Older participants attended on two occasions, 1 week apart, and performed the same task on both days, 60 min after ingestion of either levodopa (150 mg of levodopa + 37.5 mg of benserazide mixed in orange juice, L-DOPA) or placebo (orange juice alone), the order of which was randomized and counterbalanced. Benserazide promotes higher levels of dopamine in the brain while minimizing peripheral side effects such as nausea and vomiting. To achieve comparable drug absorption across individuals, subjects were instructed not to eat for up to 2 h before commencing the study. Repeated physiological measurements (blood pressure and heart rate) and subjective mood rating scales were recorded under placebo and L-DOPA (Supplementary Table 5). After completing the task, participants performed an unrelated episodic memory task on both days and had DTI scanning on just one of the days.

Two-armed bandit task. All participants performed a two-armed bandit task (Fig. 1a). Participants were given written and verbal instructions and undertook five practice trials before pharmacological manipulation. The probabilities of obtaining a reward for each stimulus were independent of each other and varied on a trial-to-trial basis according to a Gaussian random walk, generated using a previously described procedure8. Different pairs of fractal images were used on the 2 d of testing and randomly assigned among participants.

Reinforcement learning models. We fitted choice behavior to a standard reinforcement learning model on a trial-by-trial basis. This involves(Qt values for each action a ∈ {0, 1} on trial t, which are updated if the subject chooses action a as

Q_{at}(t + 1) = Q_{at}(t) + \alpha \delta(t)

\delta(t) = R(t) - Q_{at}(t)

Here, Q_{at}(t) is the expected value of the chosen option, which was set to zero at the beginning of the experiment. R(t) is the RPE, which represents the difference between the actual outcome R(t) and the expected outcome Q_{at}(t), where R(t) was one (win) or zero (no win). The free parameter α defined subjects’ learning rate, with higher values reflecting greater weight being given to more recent outcomes and leading to a more rapid updating of expected value.

As standard, we used a softmax rule to determine the probability of choosing between the two stimuli on trial t. If m_{at}(t) are the propensities for doing action a on trial t, this uses

P(a(t) = a) = \frac{\exp[\beta m_{at}(t)]}{\sum \exp[\beta m_{at}(t)]}

in which the inverse temperature parameter θ indexes how deterministic choices were.

We consider two cases for m_{at}(t). The simplest makes m_{at}(t) = Q_{at}(t). However, it is often found that subjects have a tendency either to repeat or avoid doing the same action twice44. To account for this, we also considered a model in which m_{at}(t) = Q_{at}(t) + \beta \delta_{at},(t)−1, allowing an extra boost or suppression b associated with the action performed on the previous trial. We fit all sessions (L-DOPA and placebo) for each participant using expectation maximization in a hierarchical random effects model.

It has previously been noted that it can be hard to infer both α and β independently of each other11,44, as it is their product that dominates behavior in certain regimes of learning. We therefore adopted the strategy of first fitting a full random effects model as if they were independent, and then clamping β to the mean of its posterior distribution and re-infering α using the random effects model. Among other things, this limits any strong claims about having inferred differences in true learning rates. Thus, when we describe differences in the learning rate, we acknowledge the possible contribution of both α and β.

In a second step, we used the mean posterior β parameter at the group level obtained on the preceding step (single fixed β = 1.27 for older adults; single fixed β = 1.13 for young adults; note that data for young and older adults were analyzed separately) as a fixed parameter in two, nested, reinforcement learning models reflecting the two possibilities for m_{at}(t). The first has one parameter, the learning rate α. The second has the learning rate α and the perseveration/alternation parameter β.

For older adults only, we then repeated the two steps described above, but instead estimated two separate β terms for the L-DOPA and placebo conditions. We then fixed each β at their respective posterior group means (β = 1.43 and 1.10 for L-DOPA and placebo, respectively) and proceeded as before to test the two models outlined above.

Model fitting procedure and comparison. For older adults, we first compared the two full random effects models to choose between a model with one or with two separate β terms, and we compared the two nested reinforcement learning models described above with a single fixed β. For completeness, we also compared the same two reinforcement learning models with two fixed β values (Supplementary Table 2). For young adults, we compared the two reinforcement learning models with a single fixed β, as young adults did not undergo pharmacological manipulation. Procedures for fitting the models were identical to those used previously24,45.

Behavioral analysis. We analyzed task performance (amount of money won) using two-tailed paired t tests (L-DOPA versus placebo in older adults) and independent t tests (young versus old). Reinforcement learning model parameters (learning rate and perseveration) were not normally distributed (Shapiro–Wilk and Kolmogorov–Smirnov, P < 0.05). Thus, we used two-tailed Wilcoxon signed ranks tests to compare these parameters between the L-DOPA and placebo conditions. Two-tailed Pearson’s and Spearman’s correlations were used to analyze normally distributed and non-normally distributed data, respectively.

We performed a median split according to difference in performance (total won on L-DOPA minus total won on placebo) among older adults (Supplementary Fig. 1). This resulted in a group who won less on L-DOPA (total won L-DOPA < placebo, n = 17) and a group who won more on L-DOPA (total won L-DOPA > placebo, n = 15).

Image acquisition. All MRI images were acquired using a 3.0T Trio MRI scanner (Siemens) using a 32-channel head coil. Functional data using echo-planar imaging was acquired on 2 d. On each day, scanning consisted of two runs, each containing 194 volumes (matrix 64 × 74, 48 slices per volume, image resolution = 3 × 3 × 3 mm, repetition time = 70 ms, echo time = 30 ms). Six additional volumes at the beginning of each series were acquired to allow for steady state magnetization and were subsequently discarded. Individual field maps were recorded using a double-echo fast low-angle shot (FLASH) sequence (matrix size = 64 × 64, 64 slices, spatial resolution = 3 × 3 × 2 mm, gap = 1 mm, short echo time = 10 ms, long echo time = 12.46 ms, repetition time = 1.020 ms) and estimated using the FieldMap toolbox for distortion correction of the acquired EPI images. A structural multi-parameter map protocol employing a three-dimensional multi-echo FLASH sequence at 1-mm isotropic resolution was used to acquire magnetization transfer–weighted (echo time = 2.2–14.7 ms, repetition time = 23.7 ms, flip angle = 6 degrees) and T1-weighted (echo time = 2.2–14.7 ms, repetition time = 18.7 ms, flip angle = 20 degrees) images. A double-echo FLASH sequence (echo time 1 = 10 ms, echo time 2 = 12.46 ms, 3 × 3 × 2-mm resolution and 1-mm gap) and B1 mapping (echo time = 37.06 and 55.59 ms, repetition time = 500 ms, 4-mm3 isotropic resolution) were acquired46. Diffusion-weighted images were acquired using spin-echo echoplanar imaging, with twice refocused diffusion encoding to reduce eddy current–induced distortions47. We acquired 75 axial slices (whole brain to mid-pons) in an interleaved order.
One participant was unable to tolerate (1.7-mm isotropic resolution, image matrix = 96 × 96, field of view = 220 × 220 mm², slice thickness = 1.7 mm with no gap between slices, repetition time = 170 ms, echo time = 103 ms, asymmetric echo shifted forward by 24 phase-encoding lines, readout bandwidth = 2,003 Hz per pixel) for 61 images with unique diffusion encoding directions. The first seven reference images were acquired with a b value of 100 s mm⁻² (low b images) and the remaining 61 images with a b value of 1,000 s mm⁻² (ref. 48). Two DTI sets were acquired with identical parameters, except that the second was acquired with a reversed k-space readout direction allowing removal of susceptibility artifacts post-processing. Given that the SN/VTA was a major region of interest, we optimized the quality of our images by using pulse gating to minimize pulsation artifact in the brain.

fMRI data analysis. Data were analyzed using SPMB (Wellcome Trust Centre for Neuroimaging). Pre-processing included bias correction, realignment, unwarping using individual field maps, co-registration and spatial normalization to the MNI space using diffeomorphic registration algorithm (DARTEL) with spatial resolution after normalization of 2 × 2 × 2 mm. Data were smoothed with a 6-mm FWHM Gaussian kernel. The fMRI time series data were high-pass filtered (cutoff = 128 s) and whitened using an AR(1) model. For each subject, a statistical model was computed by applying a canonical hemodynamic response function combined with time and dispersion derivatives.

Our study builds on a wealth of pre-existing literature describing RPEs in healthy young adults performing probabilistic learning tasks, whereby the stria
tum signals the difference between actual and expected rewards (for example, see refs. 7,51). A region showing a canonical RPE should show a positive correlation with reward (R(t)) and a negative correlation with expected value (Q(t)). This is different from a region showing a ‘putative’ prediction error, which shows a correlation with |R(t) − Q(t)|. Studies in young participants have shown a canonical RPE signal with both a positive response to reward and negative response to expected value in value learning tasks. Separating the RPE into its components has often not been done, although recent studies have shown that, as R(t) is highly correlated with the RPE, a correlation between BOLD signal and R(t) − Q(t) may lead to false positive results suggesting that areas whose BOLD signal only correlates with R(t) may be thought of as representing an RPE. This is an important distinction that allows us to determine whether, as a group, healthy older adults do not represent all components of a canonical RPE signal, and the extent to which the two components (R(t) and Q(t)) may be related to task performance, the integrity of anatomical connectivity between the dopaminergic midbrain and the striatum, and modulation by L-DOPA.

The general linear model for each subject at the first level consisted of regressors at the time of stimulus display separately for when a choice was made, when no choice was made and at the time of stimulus outcome. All trials in which participants made a response and obtained an outcome were included in the analysis. BOLD responses to outcomes were parametrically modeled with two separate parametric regressors (R(t) and Q(t)) R(t) was a binary regressor with value 0 when no reward was obtained and value 1 when a reward was obtained, and Q(t) included the expected value on that trial and was built using the group posterior mean distribution from the winning model. Thus, a brain region that correlates with R(t) indicates that BOLD responses are higher after a reward is obtained when compared to no reward. Separate design matrices were calculated for the L-DOPA and placebo conditions. To capture residual movement-related artifacts, six covariates were included (the three rigid-body translation and three rotations resulting from realignment) as regressors of no interest. Finally, we also included 18 regressors for cardiac and respiratory phases to correct for physiological noise.

At the first level, we implemented the contrasts R(t) and Q(t), which are the individual components of the RPE, and the putative RPE R(t) − Q(t). At the second level, we first defined a functional ROI with the contrast R(t) > Q(t) collapsed across L-DOPA and placebo conditions. We used an uncorrected threshold of P < 0.001 to produce a whole-brain statistical parametric map of regions encoding putative RPEs from which we identified a region in the right nucleus accumbens. We used a subject-derived anatomical mask (Supplementary Fig. 2) to constrain this functional ROI.

We examined the effects of placebo and L-DOPA on the reward (R(t)) and expected value (Q(t)) components of the canonical RPE signal in the functional ROI. Here we used the Marsbar toolbox to extract the parameter estimates from the functional ROI to enter into a two (R(t) or Q(t)) by two (L-DOPA/placebo) repeated-measures ANOVA. We conducted post hoc tests to characterize the impairment in expected value representation (one-tailed one-sample t tests for each condition to test the null hypothesis that they are not different from zero, and two-tailed paired t tests to compare the effect of L-DOPA to placebo).

Furthermore, for each participant, we measured the standard error of the parameter estimates for reward (R(t)) and expected value (Q(t)) on L-DOPA and placebo and calculated the drug-induced change (L-DOPA minus placebo). We performed two-tailed Spearman correlations between these measures and the drug-induced change in task performance (total won L-DOPA minus placebo; Supplementary Fig. 3).

For completeness, we also performed a whole-brain voxel-based analysis of drug effects (L-DOPA > placebo) across participants using the contrasts defined at the first level for reward, expected value and the putative RPE (no regions survived whole-brain family-wise error correction; Supplementary Table 6). We also performed separate multiple regression analyses for the same contrasts on the placebo and L-DOPA conditions separately using task performance (total won) as a between-subjects regressor.

Time course extraction. The main aim of this analysis was to visualize the effect of reward and expected value on the BOLD signal, at the time of the choice and at the time of the outcome, from the nucleus accumbens functional ROI over the course of a trial. In the IMRI fMRI analysis, it was not possible to simultaneously test for the effects of value expectation on the choice and the outcome phases. This is because the time of the choice and the time of the outcome were very close together in time (3 s apart) and including the same parametric modulator on both time points would have resulted in highly correlated regressors. Thus, although the fMRI model included regressors at the time of the choice and time of the outcome, we only included parametric modulators at the time of the outcome, thereby focusing on just outcome prediction errors.

Time courses were extracted from preprocessed data in MRI space. We upscaled the extracted BOLD signal to 100 ms. The signal was divided into trials and resampled to a duration of 15 s with the onset (presentation of the stimuli) occurring at 0 s, the time of the choice occurring between 0–2 s and the time of the outcome at 3 s. We then estimated a general linear model across trials at every time point in each subject independently, where reward and expected value were the regressors of interest. These regressors were not orthogonalized and therefore competed for variance, which is a particularly stringent test. We calculated group mean effect sizes at each time point and their standard errors, plotted separately for the placebo and L-DOPA conditions.

DTI connectivity strength analysis. One participant was unable to tolerate scanning; thus, DTI data was collected from 31 older individuals. DTI tractography and generation of relative connectivity strength maps was performed as described previously (Supplementary Fig. 6). The aim of our tractography analysis was to determine whether inter-individual differences in nigro-striatal connectivity influenced the observed baseline variability in functional prediction error signaling (Supplementary Fig. 5). We used Spearman's correlations to relate connectivity strength to prediction error signaling (R(t) and Q(t)) parameter estimates from the functional nucleus accumbens ROI). To identify outliers, we converted connectivity strength to z scores and used the conventional definition of z < −3 or z > 3. Although none of our participants were outside this range, one participant had a z score of 2.83 (equivalent to connectivity strength = 0.006) and was therefore excluded from the reported results (therefore reported DTI results are for n = 30). Even so, including this potential outlier in the analysis did not change the results. We performed partial Spearman's correlations with the following covariates: age, gender, total intracranial volume, size of the manually defined seed (right SN/VTA) region and global white matter integrity. Note that the size of the target region was not included, as this was the same for all participants. Global white matter integrity was measured by segmenting fractional anisotropy maps and calculating mean fractional anisotropy values of the white matter fractional anisotropy maps. As a control, we performed additional Pearson’s correlations between fractional anisotropy values of the SN/VTA seed or nucleus accumbens functional ROI (fractional anisotropy values were normally distributed) and Q(t) on placebo.
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