ON USING THE COMPLEX STEP METHOD FOR THE APPROXIMATION OF FRÉCHET DERIVATIVES OF MATRIX FUNCTIONS IN AUTOMORPHISM GROUPS

Abstract

We show, that the Complex Step approximation \( \text{Im}(f(A + ihE))/h \) to the Fréchet derivative of matrix functions \( f : \mathbb{R}^{m,n} \rightarrow \mathbb{R}^{m,n} \) is applicable to the matrix sign, square root and polar mapping using iterative schemes. While this property was already discovered for the matrix sign using Newtons method, we extend the research to the family of Padé iterations, that allows us to introduce iterative schemes for finding function and derivative values while approximately preserving automorphism group structure.
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1. Introduction

Matrix functions \( f : \mathbb{C}^{m,n} \rightarrow \mathbb{C}^{m,n} \) are of increasing interest for many practical applications arising in mechanics, electrodynamics, statistics, physics and mathematics [20, Sec. 2]. While a few matrix problems have scalar or vector-valued equivalents with well-studied solution techniques, that can be used for matrices with minor adjustments as well, there are also a lot of issues that are unique to matrix problems. These include eigenvalue or singular value problems, the non-commutativity of matrix multiplication or additional properties such as orthogonality or sparsity of desired solutions. In this paper, we will focus on the matrix square root, sign and polar function that are widely used for solving subproblems arising from the applications mentioned before, including nonlinear matrix equations, Ricatti- and Sylvester equations and eigenvalue problems [20, Sec. 2]. For these functions, we present a variety of direct and iterative methods for evaluating them at a given point.

As in some of the applications mentioned above the problem formulation provides a special type of automorphism structure, we address the question whether or not our direct and iterative methods are able to preserve that given structure. In our case, it turns out that the iterative methods have to
be chosen carefully since some methods are able to preserve the structure while others are not.

The third topic we discuss is how to compute the Fréchet derivative $L_f(A, E)$ of a matrix function $f$ at a given matrix $A$ in direction of a given matrix $E$. The (Fréchet) derivative of a function is of interest in practical applications as it enables a way to compute or estimate the functions condition number, which is a key parameter for sensitivity analysis. In case of data-based applications, the condition number of $f$ indicates how sensitive the mathematical model is to inaccuracy of the input data and therefore expose, how accurate the input data has to be measured to obtain useful results from the solution. To compute the Fréchet derivatives of our three main functions, we present a direct approach and two possibilities for modifying the existing iterative methods in a way that allows us to compute $f(A)$ and $L_f(A, E)$ simultaneously.

The main task in this paper is to present a way for computing $f(A)$ and $L_f(A, E)$ using a single complex iteration while also preserving automorphism structure throughout the iteration. The presented class of iterative schemes uses the so-called Complex Step approximation

$$f'(x) \approx \text{Im} \left( \frac{f(x + ih)}{h} \right)$$

to $f'(x)$ in combination with our iterative methods introduced before.

The following chapters are organized as follows: First, we recall some results and definitions we need for our later discussions. Those include the definition of the sign, square root and polar function, some properties of the Fréchet derivative of matrix functions and the matrix valued Newton iteration.

In the third chapter, we present some earlier results concerning iterative methods for computing the three functions. We will first have a look at standard Newton methods and then move over to the family of Padé iterations, which will provide us a tool for preserving automorphism structure in our iteration. To conclude the section, we compare a direct and an iterative approach for computing the Fréchet derivative of any of the functions.

In the fourth chapter, we introduce the Complex Step for scalar and matrix functions as a way for approximating the Fréchet derivative. We apply the CS to the Newton methods from the third chapter and show that this allows us to iteratively compute the Fréchet derivative of any of the functions.

Our main result is about the combination of the CS and the family of Padé iterations and will be stated in Theorem in the fifth chapter. We will show that combining the CS and the Padé schemes introduced before, we are able to compute $f(A)$ and $L_f(A, E)$ simultaneously in a single iteration by extracting the real and imaginary parts of the iterates while also preserving automorphism structure in the real part.

To conclude our work, we present a few numerical tests emphasizing our
theoretical results from before. The results are then analyzed and discussed and possible starting points for further research are mentioned.

2. Preliminaries, notation and definitions

2.1. Preliminaries and notation

Throughout this paper, we will use the following notation. We denote and the set of real or complex $m \times n$ matrices by $\mathbb{R}^{m,n}$ or $\mathbb{C}^{m,n}$, respectively. In the case of complex values $x$, we use Re($x$) and Im($x$) for the real and imaginary part, respectively and apply the notation equally to matrices. We denote matrices in capital letters, where for a given matrix $X = (x_{ij})_{i,j}$, the expressions $X^T$, $X^H = \overline{X}^T$, $X^{-1}$ and $X^+$ stand for the transpose, conjugate transpose, inverse and Moore-Penrose inverse of $X$, respectively. The identity matrix is denoted $I$ or $I_n$, if the size is not clear from the context. Additionally, we use $O_n(\mathbb{R})$ or $O_n(\mathbb{C})$ for the set of orthogonal $n \times n$ matrices (i.e. $X^T X = I_n$) over $\mathbb{R}$ or $\mathbb{C}$ and $U_n(\mathbb{C})$ for the set of unitary matrices (i.e. $X^H X = I_n$). The spectrum $\sigma(X)$ stands for the set of eigenvalues of $X$ and $||X||_F = \sqrt{\sum_{i,j} x_{ij}^2}$ is the Frobenius-Norm, which we will mostly use for convergence analysis. To characterize convergence and approximation properties, we use the Landau- or $O$-Notation in the following way: we say that $f = O(g)$ or $f \in O(g)$, if

$$\limsup_{x \to a} \left| \frac{f(x)}{g(x)} \right| < \infty.$$ 

That is, we have $f = O(g)$ if there exists a constant $C > 0$ such that $|f(x)| \leq C |g(x)|$ for $x \to a$. We will mostly need the case $x \to 0$ for our application. For matrix functions $f$ and $g$, we use the Frobenius-Norm for $f$ and $g$. Furthermore, we say that $f = o(g)$ or $f \in o(g)$, if

$$\limsup_{x \to a} \left| \frac{f(x)}{g(x)} \right| = 0.$$ 

Concerning matrix decompositions, we will need the singular value decomposition $A = U\Sigma V^H$ for complex rectangular matrices and the Jordan canonical form $A = ZJZ^{-1}$ for complex square matrices.

2.2. The square root, sign and polar function

2.2.1. The Square Root Function

Given a square matrix $A \in \mathbb{C}^{n,n}$, any matrix $X \in \mathbb{C}^{n,n}$ that satisfies $X^2 = A$ is a square root of $A$. While, in the scalar case, this definition secures uniqueness of the square root (up to its sign), there can exist infinitely
many square roots of $A$ in the matrix case, if no further restrictions are imposed on $A$ or $X$. A common example is the family of nilpotent matrices of degree two, that are all roots of the matrix $0_{n,n}$ of all zeros. However, if $A$ has no eigenvalues on $\mathbb{R}^-$, it can be shown that there is only one solution $X$ to $A = X^2$ with eigenvalues entirely in the open right half-plane (that is, $\text{Re}(\lambda) > 0$, for every $\lambda \in \sigma(X)$). This solution is called the principal square root of $A$ and is denoted $X = A^{1/2}$. The principal square root satisfies the following properties\cite[Thm. 1.13, 1.18 + 1.29]{20}:

1. $A \in \mathbb{R}^{n,n} \implies A^{1/2} \in \mathbb{R}^{n,n}$

2. $(A^T)^{1/2} = (A^{1/2})^T$ and $(A^H)^{1/2} = (A^{1/2})^H$

3. $(A^{-1})^{1/2} = (A^{1/2})^{-1} \equiv A^{-1/2}$

The square root is frequently used for solving definite generalized Eigenvalue problems and for computing solutions to quadratic matrix equations, such as algebraic Riccati equations \cite[Sec. 2]{20}.

2.2.2. The Sign Function

In the scalar case, the sign function maps a complex value to the sign of its real part. That is, for $x \in \mathbb{C}$ with $\text{Re}(x) \neq 0$, the sign of $x$ is given by

$$\text{sign}(x) = \begin{cases} 1, & \text{Re}(x) > 0, \\ -1, & \text{Re}(x) < 0. \end{cases}$$

(1)

In the matrix case, given a Jordan form $A = ZJZ^{-1}$ of $A$ with $J = \text{diag}(J_1, J_2)$, the sign of $A$ is defined as

$$\text{sign}(A) = \text{sign} \left( Z \begin{bmatrix} J_1 & 0 \\ 0 & J_2 \end{bmatrix} Z^{-1} \right) = Z \begin{bmatrix} -I_p & 0 \\ 0 & I_{n-p} \end{bmatrix} Z^{-1},$$

(2)

where $J_1 \in \mathbb{C}^{p,p}$ contains the Jordan blocks for eigenvalues of $A$ with negative real parts and $J_2 \in \mathbb{C}^{(n-p),(n-p)}$ contains the blocks for eigenvalues with positive real parts. In case of a diagonalizable $A$, $\text{sign}(A)$ can be seen as computing the scalar sign of every eigenvalue of $A$ separately. Notice that, in analogy to the scalar definition, purely imaginary eigenvalues of $A$ are not feasible for this definition.

The matrix sign function is used in control theory as a tool for solving a particular type of Lyapunov and Riccati equations arising from discretization or for counting eigenvalues in designated areas of the complex plane \cite[Sec. 2]{20}.
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2.2.3. The Polar Function

Given a rectangular matrix $A \in \mathbb{C}^{m,n}$ with $m \geq n$, $A$ can be decomposed as

$$A = QP, \quad Q \in \mathbb{C}^{m,n}, \quad P \in \mathbb{C}^{n,n},$$  

(3)

where $P$ is Hermitian positive semidefinite and $Q$ has orthonormal columns. A decomposition as in (3) is called polar decomposition of $A$, with $Q$ being called the unitary polar factor and $P$ the Hermitian polar factor. It can be shown that $P$ is the same in any polar decomposition of $A$ and explicitly given by $P = (A^HA)^{-1/2}$. Moreover, if $A$ has full rank ($\operatorname{rank}(A) = n$), $P$ is positive definite and $Q$ is unique as well. A polar decomposition can be computed taking the left and right singular vectors of an economy sized SVD $A = U\Sigma V^H$ of $A$ and defining $Q = UV^H$ and $P = V\Sigma V^H$ [20, Sec. 8]. In the following, we use the notation $Q = \mathcal{P}(A)$ for the unitary polar factor. The polar decomposition is of special interest in approximation applications, as the unitary and Hermitian factors lead to the closest unitary and Hermitian semidefinite approximations to $A$ [20, Sec. 8.1].

2.2.4. Connections between the square root, sign and polar function

The three functions introduced in Section 2.2 are connected to each other by the following formulae: Given a method for evaluating the principal square root for a given matrix, one can compute the sign and polar factor of that matrix by the identities

$$\operatorname{sign}(A) = A \left(A^2\right)^{-1/2} \quad \text{and} \quad \mathcal{P}(A) = A \left(A^HA\right)^{-1/2}$$  

(4)

using only elementary matrix operations and the principal square root (see [19, Sec. 2]).

**Remark 1.** Note that $A$ having no eigenvalues on the imaginary axis, which is required for the existence of $\operatorname{sign}(A)$, is equivalent to $A^2$ having no eigenvalues on $\mathbb{R}^-$, which is required for $A^{1/2}$ to exist. Similarly, if $A \in \mathbb{C}^{m,n}$ has full rank, $A^HA$ is Hermitian positive definite and, as such, does not have eigenvalues on $\mathbb{R}^-$, making (4) well defined.

On the other hand, if one has access to an algorithm for computing the sign of a given matrix, Higham [20, Sec. 5] has shown that, given $A, B \in \mathbb{C}^{n,n}$ with $AB$ having no eigenvalues on $\mathbb{R}^-$,

$$\operatorname{sign} \left( \begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix} \right) = \begin{bmatrix} 0 & C \\ C^{-1} & 0 \end{bmatrix}$$  

(5)

holds, where $C = A(BA)^{-1/2}$. Using (5) and choosing $B = I$ leads to the expression

$$\operatorname{sign} \left( \begin{bmatrix} 0 & A \\ I & 0 \end{bmatrix} \right) = \begin{bmatrix} 0 & A^{1/2} \\ A^{-1/2} & 0 \end{bmatrix},$$  

(6)
for the principal square root and inverse square root, whereas choosing $B = A^H$ yields the formula

$$\text{sign} \left( \begin{bmatrix} 0 & A \\ A^H & 0 \end{bmatrix} \right) = \begin{bmatrix} 0 & P(A) \\ P(A)^H & 0 \end{bmatrix}$$

(7)

for the unitary polar factor. These relations are important and should be kept in mind when designing efficient algorithms for evaluating any of the three functions.

2.3. Fréchet Derivatives

As the set of real or complex matrices is a Banach space, differentiation of matrix functions is usually done in the sense of Fréchet derivatives. That is, given a matrix function $f : \mathbb{C}^{m,n} \to \mathbb{C}^{m,n}$, its Fréchet derivative $L_f(X)$ at a given point $X \in \mathbb{C}^{m,n}$ is a linear mapping $L_f(X) : \mathbb{C}^{m,n} \to \mathbb{C}^{m,n}$, $E \mapsto L_f(X)(E) = L_f(X,E)$ that satisfies

$$f(X + E) - f(X) = L_f(X,E) + o(||E||), \quad \text{for every } E \in \mathbb{C}^{m,n}. \quad (8)$$

The Fréchet derivative, if it exists, can be shown to be unique\cite[Sec. 3.1]{20}. The Fréchet derivative of $f$ is the multilinear mapping

$$L_f^{[k]}(X) : \mathbb{C}^{m,n} \times \cdots \times \mathbb{C}^{m,n} \to \mathbb{C}^{m,n},$$

$$(E_1, \ldots, E_k) \mapsto L_f^{[k]}(X; E_1, \ldots, E_k),$$

that satisfies the recurrence

$$L_f^{[k-1]}(X + E_k; E_1, \ldots, E_{k-1}) - L_f^{[k-1]}(X; E_1, \ldots, E_{k-1}) - L_f^{[k]}(X; E_1, \ldots, E_k) = o(||E_k||), \quad (9)$$

for every $E_1, \ldots, E_k \in \mathbb{C}^{m,n}$, where $L_f^{[1]}(X) \equiv L_f(X)$ denotes the first Fréchet derivative obtained from \cite[Sec. 2]{13}.

For composite matrix functions, the following rules of differentiation apply:

1. For $g$ and $h$ being Fréchet differentiable at $A \in \mathbb{C}^{m,n}$ and $f = \alpha g + \beta h$, we have

$$L_f(A,E) = \alpha L_g(A,E) + \beta L_h(A,E). \quad \text{(sum rule)}$$

2. For $g$ and $h$ being Fréchet differentiable at $A \in \mathbb{C}^{m,n}$ and $f = g \cdot h$, we have

$$L_f(A,E) = g(A)L_h(A,E) + L_g(A,E)h(A). \quad \text{(product rule)}$$
3. For $h$ being Fréchet differentiable at $A \in \mathbb{C}^{m,n}$, $g$ being Fréchet differentiable at $h(A)$ and $f = g \circ h$, we have

$$L_f(A, E) = L_g(h(A), L_h(A, E)).$$  \hspace{1cm} (chain rule)

4. If $f$ and $f^{-1}$ both exist and are continuous around $A \in \mathbb{C}^{n,n}$ and $f(A)$, respectively, and $L_f$ exists and is nonsingular at $A$, we have

$$L_{f^{-1}}(f(A), E) = L_f^{-1}(A, E).$$  \hspace{1cm} (inverse rule)

The Fréchet derivative is a strong tool when working with matrix functions as it allows to perform sensitivity analysis and enables a wide class of iterative methods for solving nonlinear matrix equations, such as Newtons or Halleys method \[2,11,25\].

## 2.4. Newton Iterations

The most common approach for evaluating matrix functions iteratively is to use variants of Newtons method applied to a properly chosen target function. Taking the matrix square root as an example, it is immediate to see that any root $X^* \in \mathbb{C}^{n,n}$ of the quadratic function $f(X) = X^2 - A$ is a square root of the given matrix $A \in \mathbb{C}^{n,n}$.

Recall that, for a vector valued function $g : \mathbb{C}^n \to \mathbb{C}^n$, the iterates \( \{x_k\}_{k=0,1,...} \) in Newtons method \[4, \text{Sec. 2.11}\] are computed using the update rule

$$x_{k+1} = x_k + d_k, \quad \text{where } d_k \text{ solves } J_g(x_k) d = -f(x_k),$$  \hspace{1cm} (10)

assuming nonsingularity of the Jacobian $J_g(x_k)$ for every iterate $x_k$. Under some mild assumptions, the iterative scheme (10) converges quadratically to a root $x^* \in \mathbb{C}^n$ of $g(x)$, given an initial guess $x_0 \in \mathbb{C}^n$ that is sufficiently close to $x^*$ \[4, \text{Sec. 2.11}\].

For Fréchet differentiable matrix functions $G : \mathbb{C}^{m,n} \to \mathbb{C}^{m,n}$, the update from (10) can be directly transferred to the matrix setting by replacing the linear system of equations $J_g(x_k) d_k = -g(x_k)$ with the matrix equation $L_G(X_k, D_k) = -G(X_k)$. The resulting Newton update

$$X_{k+1} = X_k + D_k, \quad X_0 \in \mathbb{C}^{m,n},$$  \hspace{1cm} (11)

where $D_k$ solves the matrix correction equation

$$L_G(X_k, D) = -G(X_k),$$  \hspace{1cm} (12)

is again locally quadratically convergent under mild assumptions \[16\].

To be able to use Newtons method to its full effect, one has to be able to solve (12) efficiently in every Newton step. This task can be challenging if $L_G(X_k)$ is not known explicitly or hard to evaluate. However, we will see in the following section, that the update $D_k$ can be given in closed form for the three functions from Section 2.2.
3. Iterative Approaches for Evaluating the Square Root, Sign and Polar Function

3.1. Quadratic Newton Iterations

As we have seen before, defining \( f(X) = X^2 - A \), any root of \( f \) is a square root of the given matrix \( A \in \mathbb{C}^{n \times n} \). In particular, assuming that \( A \) has no eigenvalues on \( \mathbb{R}^- \) and choosing the initial value for Newton’s method to be \( X_0 = A \), the Newton square root sequence

\[
X_{k+1} = \frac{1}{2} \left( X_k + X_k^{-1} A \right), \quad X_0 = A,
\]

(13)

can be shown to converge to the principal square root \( A^{1/2} \) of \( A \) quadratically \[20, \text{Thm. 6.9}\].

For the matrix sign, we can use the fact that \( S = \text{sign}(A) \) is involutary (i.e. \( S^{-1} = S \)) for a matrix \( A \in \mathbb{C}^{n \times n} \) with no imaginary eigenvalues \[20, \text{Thm. 5.1}\]. Thus, defining \( g(X) = X^2 - I_n \), the matrix \( S \) satisfies \( g(S) = 0 \). Applying Newton’s method to \( g \) and initializing the sequence with \( X_0 = A \), one obtains the Newton sign iteration

\[
X_{k+1} = \frac{1}{2} \left( X_k + X_k^{-1} X_k^{-1} \right), \quad X_0 = A,
\]

(14)

which is again known to be quadratically convergent to \( S = \text{sign}(A) \)[20, Thm. 5.6]. In addition, by \[5\], we have that \( (14) \) converges to the limit

\[
S = \begin{bmatrix} 0 & A^{1/2} \\ A^{-1/2} & 0 \end{bmatrix} \text{ if we choose } X_0 = \begin{bmatrix} 0 & A \\ I_n & 0 \end{bmatrix}.
\]

(15)

The resulting Newton update can be performed exclusively on the \((1,2)\)- and \((2,1)\)-block of the \( 2n \)-by-\( 2n \)-matrices \( X_k \), which leads to the well-known Denman-Beavers-iteration

\[
Y_{k+1} = \frac{1}{2} \left( Y_k + Y_k^{-1} \right), \quad Y_0 = A,
\]

\[
Z_{k+1} = \frac{1}{2} \left( Z_k + Z_k^{-1} \right), \quad Z_0 = I_n,
\]

(16)

that yields iterates \( Y_k \) and \( Z_k \) that converge to \( A^{1/2} \) and \( A^{-1/2} \), respectively \[10,20, \text{Sec. 6.3}\]. The quadratic convergence speed of \( (16) \) is immediate from the derivation via \( (14) \).

For the polar function, let us first consider real matrices \( A \). In this case, we may use the fact that \( Q = \mathcal{P}(A) \) is, for any matrix \( A \in \mathbb{R}^{m \times n} \) having full rank \( n \), the unique matrix with orthogonal columns that is closest to \( A \)[20, Thm. 8.4]. As a consequence, \( Q \) is the root of \( h(X) = X^2 - I_n \) that is closest to \( A \). For square nonsingular matrices \( A \), the typical Newton procedure as introduced in Section 2.4 leads to the iteration

\[
X_{k+1} = \frac{1}{2} \left( X_k + X_k^{-T} \right), \quad X_0 = A,
\]

(17)
that can be shown to converge quadratically to the orthogonal factor $Q$ [20, Thm. 8.12]. For rectangular full rank $A$, one has to replace the inverse $X^{-1}_k$ by the pseudoinverse $X^+_k$ to obtain the iteration

$$X_{k+1} = \frac{1}{2} \left( X_k + (X_k^+)^T \right) = \frac{1}{2} X_k \left( I_n + (X_k^T X_k)^{-1} \right), \quad X_0 = A,$$

which shares the convergence behaviour of (19) [12].

For the case of complex matrices $A$, we want to emphasize that the mapping $X \mapsto X^H X$ is Fréchet differentiable (over $\mathbb{C}^{m,n}$) with

$$L(A, E) = A^T E + E^T A,$$

while the mapping $X \mapsto X^H X$ is not! This is due to the fact that linearity in

$$L(A, \alpha E) = A^H \alpha E + (\alpha E)^H A = \alpha A^H E + \bar{\alpha} E^H A \neq \alpha L(A, E)$$

is lost when conjugating the scaled direction $\alpha E$. However, it has been shown that defining $h(X) = X^H X - I_n$ for complex matrices and performing updates that are analogous to (17) and (18), one can use the iterative schemes

$$X_{k+1} = \frac{1}{2} \left( X_k + X_k^{-H} \right), \quad X_0 = A,$$

and

$$X_{k+1} = \frac{1}{2} \left( X_k + (X_k^+)^H \right) = \frac{1}{2} X_k \left( I_n + (X_k^H X_k)^{-1} \right), \quad X_0 = A,$$

for computing the unitary factor $Q = P(A)$ of the polar decomposition, even if $A$ is complex [20, Thm. 8.4].

### 3.2. Iterations based on Padé approximations

#### 3.2.1. Automorphism groups

In many applications, the matrices of interest share a certain underlying structure, whether it is nonnegativity, sparsity or symmetry. In this work, we are particularly interested in automorphism group structure associated with a given bi- or sesquilinear form. That is, we aim to have a closer look at matrices $A \in \mathbb{C}^{n,n}$ that satisfy

$$A^H M A = M \quad \text{and/or} \quad A^T M A = M,$$

for a given symmetric and nonsingular matrix $M$, which is equivalent to $A$ being an automorphism concerning the bi- or sesquilinear form $\langle \cdot, \cdot \rangle_M$ induced by $M$. (i.e. $\langle Ax, Ay \rangle_M = \langle x, y \rangle_M$, for all $x, y \in \mathbb{C}^n$).

Note that the simplest case $M = I$ yields the standard euclidean scalar
product, which leads to the group of orthogonal/unitary matrices. In our case, we are interested in the cases

\[
M = \begin{cases} 
J_{2n} = \begin{bmatrix} I_n & I_n \\ -I_n & -I_n \end{bmatrix} & \text{symplectic} \\
\Sigma_{p,q} = \begin{bmatrix} I_p \\ -I_q \\ 1 \end{bmatrix} & \text{pseudo-orthogonal} \\
R_n = \begin{bmatrix} 1 \\ & \ddots \\ & & 1 \end{bmatrix} & \text{perplectic}
\end{cases}
\]

that play an important role in engineering and physics applications, such as Hamiltonian mechanics and optimal control problems \cite{6}. Since the particular choice of \(M\) is not important for our purpose, we denote \(A \in \mathbb{G}\) if \(A\) satisfies \cite{21} for \(M \in \{J_{2n}, \Sigma_{p,q}, R_n\}\).

An important additional property of the square root, sign and polar we did not discuss in Section 2.2.4 is the fact, that the application of any of the three functions to an automorphism \(A \in \mathbb{G}\) does preserve automorphism group structure \cite{17}. That is, for an automorphism \(A \in \mathbb{G}\), we have

\[
\text{sign}(A) \in \mathbb{G}, \quad \mathcal{P}(A) \in \mathbb{G} \quad \text{and} \quad A^{1/2}, A^{-1/2} \in \mathbb{G}, \quad \text{(22)}
\]
given that they are well defined for \(A\). Thus, if we develop an iterative scheme \(X_{k+1} = g(X_k)\) for evaluating any of the given functions at an automorphism \(A \in \mathbb{G}\), we know that it converges to a limit \(X = \lim_{k \to \infty} X_k\) that shares the automorphism structure of \(A\). However, this asymptotic behaviour does in general not guarantee convergence inside the automorphism group. That is, we generally have

\[
A = X_0 \in \mathbb{G}, \quad \lim_{k \to \infty} X_k = F(X_0) \in \mathbb{G}, \quad \text{but} \quad X_k \notin \mathbb{G},
\]
as long as \(X_k\) is not sufficiently close to the limit. In Section 3.2.2 we establish a class of iterative schemes that is able to preserve the automorphism structure throughout the iteration for every iterate and any of the functions. That is, given an automorphism \(A \in \mathbb{G}\), we have \(X_k \in \mathbb{G}\), for every \(k \geq 0\). One can see that this property is not satisfied for the quadratic schemes \cite{13}-\cite{16} by taking a unitary matrix \(A \in U_n(\mathbb{C})\) and computing its square root using \cite{13}. The first Newton iterate then reads

\[
X_1 = \frac{1}{2}(X_0 + X_0^{-1}A) = \frac{1}{2}(A + A^{-1}A) = \frac{1}{2}(A + I_n),
\]

which is in general not unitary since

\[
X_1^H X_1 = \frac{1}{4}(A^H + I_n)(A + I_n) = \frac{1}{4}(I_n + A^H + A + I_n) \neq I_n.
\]
3.2.2. The family of Padé iterations

A family of iterative schemes that is capable of preserving the structure is the family of Padé iterations, which was first introduced by Kenney and Laub [24] for the matrix sign. Recall that a rational approximation \( r_{\ell m}(x) \) to a scalar function \( f(x) \) is called an \([\ell/m]\) Padé approximant [20, Sec. 4.4], if \( p_{\ell m} \) and \( q_{\ell m} \) are polynomials of degree \( \ell \) and \( m \), respectively, and

\[
 f(x) - r_{\ell m}(x) = \mathcal{O}(x^{\ell+m+1}).
\]

For the sign, the use of Padé approximants is motivated by the fact that, in the scalar case, (4) can be rewritten as

\[
 \text{sign}(x) = \frac{x}{(x^2)^{1/2}} = \frac{x}{(1 - (1 - x^2))^{1/2}} = \frac{x}{(1 - \xi)^{1/2}},
\]

where \( \xi = 1 - x^2 \). Now, based on an \([\ell/m]\) Padé approximation \( r_{\ell m}(\xi) = \frac{p_{\ell m}(\xi)}{q_{\ell m}(\xi)} \) to \( h(\xi) = (1 - \xi)^{-1/2} \), let us consider the iterative scheme

\[
 x_{k+1} = x_k r_{\ell m}(1 - x_k^2) = x_k p_{\ell m}(1 - x_k^2) q_{\ell m}(1 - x_k^2)^{-1}
\]

for computing the sign of a complex scalar. Kenney and Laub have given the explicit formulae for \( p_{\ell m} \) and \( q_{\ell m} \) for \( \ell, m \leq 3 \) and proved convergence rates of (24) depending on \( \ell \) and \( m \) [24, Sec. 3]. They proposed to extend the iterative scheme (24) directly to matrices [24, Sec. 5], yielding the Padé sign iteration

\[
 X_{k+1} = X_k r_{\ell m}(I_n - X_k^2), \quad X_0 = A.
\]

The Padé scheme (25) has three main advantages over the quadratic iteration (14):

1. For \( \ell = m \) or \( \ell = m - 1 \), the Padé scheme (25) converges with order of convergence \( l + m + 1 \) [24].

2. The Padé approximant \( r_{\ell m}(X_k) \) can be evaluated efficiently without explicitly computing \( p_{\ell m}(X_k) \) and \( q_{\ell m}(X_k) \) in every step [20, Sec. 4.4].

3. The Padé scheme is structure preserving for \( \ell = m \) and \( m \geq 1 \). That is, given \( A \in \mathbb{G} \), we have \( X_k \in \mathbb{G} \), for all \( k \geq 0 \) [21].

Using the results from Section 2.2.4, one can obtain a Padé iteration that is similar to (16) in the sense that its iterates converge to \( A^{1/2} \) and \( A^{-1/2} \) simultaneously. This can be done by applying (25) to the special block matrix (15). Evaluating the blocks separately yields the Padé square root iteration [17, Thm. 4.5]

\[
 Y_{k+1} = Y_k r_{\ell m}(I - Z_k Y_k), \quad Y_0 = A,
 Z_{k+1} = r_{\ell m}(I - Z_k Y_k) Z_k, \quad Z_0 = I,
\]

\[
 (26)
\]
where $Y_k \to A^{1/2}$ and $Z_k \to A^{-1/2}$. Using $X_k^H X_k$ instead of $X_k^2$ in (25), one obtains the Padé iteration

$$X_{k+1} = X_k r_{\ell m}(I_n - X_k^H X_k), \quad X_0 = A, \quad (27)$$

that converges to $Q = \mathcal{P}(A)$ and shares the same properties concerning convergence speed and structure preservation [21 Thm. 2.2]. Note that (27) is applicable to both square and rectangular matrices as only $X_k^H X_k$ is required to be quadratic.

The most important results on the family of Padé iterations are summarized in the following Lemma:

**Lemma 1 (Padé iterations).** Let $A \in \mathbb{C}^{n,n}$ be an automorphism, $A \in \mathcal{G}$. Then, for $\ell = m$ and $\ell \geq 1$, we have:

(i) If $A$ has no purely imaginary eigenvalues, then $\lim_{k \to \infty} X_k = \text{sign}(A)$ in (25) and $X_k \in \mathcal{G}$, for all $k \geq 0$.

(ii) If $A$ has no eigenvalues on $\mathbb{R}^-$, then

$$\lim_{k \to \infty} \begin{bmatrix} Y_k \\ Z_k \end{bmatrix} = \begin{bmatrix} A^{1/2} \\ A^{-1/2} \end{bmatrix}$$

in (26) and $Y_k, Z_k \in \mathcal{G}$, for all $k \geq 0$.

(iii) If $A$ is nonsingular, then $\lim_{k \to \infty} X_k = \mathcal{P}(A)$ in (27) and $X_k \in \mathcal{G}$, for all $k \geq 0$.

Furthermore, all iterations converge with order of convergence $2\ell + 1$.

**Proof.** See [21 Thm. 2.2] for (i),(iii) and [17, Thm. 4.5] for (ii). \hfill \Box

### 3.3. Computing the Fréchet Derivative of the Square Root, Sign and Polar Function

In some applications, one is not only interested in evaluating a matrix function $F$ at a given point $X$, but also in computing the Fréchet derivative $L_F(X, E)$ at that point in a given direction. For this purpose, one is in need of an appropriate procedure for simultaneously computing $F(X)$ and $L_F(X, E)$ in an efficient way. In this section, we want to introduce a direct approach based on the connections between the sign, polar and square root function that we observed in Section 2.2.4 and an iterative approach that is based on the Newton- and Padé-schemes introduced in Section 3.1 and Section 3.2.2.
3.3.1. Direct approaches

For the square root function, it is well known that the Fréchet derivative at $A$ in direction $E$ can be computed by solving the Sylvester equation

$$A^{1/2}X + XA^{1/2} = E$$

(28)

for $X$. We now try to present a similar direct approach for computing the Fréchet derivatives of the sign and polar function using (4) and the common differentiation rules. Note that we use the transpose instead of the conjugate transpose to derive the direct approach for the polar function again since the conjugate transpose is not Fréchet differentiable. However, the formula obtained from our straightforward computations can be modified to make it applicable to complex matrices using the conjugate transpose instead of the transpose in what follows [14, Sec. 5].

Recalling (4) and applying the product rule, one can see that the Fréchet derivatives of the sign and polar function have the form

$$L_{\text{sign}}(A, E) = E (A^2)^{-1/2} + AL_{f}(X^2)^{-1/2}(A, E),$$

$$L_{P}(A, E) = E (A^T A)^{-1/2} + AL_{g}(X^T X)^{-1/2}(A, E).$$

As a consequence, the main task is to compute the derivative of the composed function $f(X) = (X^2)^{-1/2}$ for the sign or $g(X) = (X^T X)^{-1/2}$ for the polar function, which again leads to solving a Sylvester equation of the type

$$B(A)^{1/2}X + XB(A)^{1/2} = -C(A, E),$$

(29)

where the functions

$$B(A) = \begin{cases} (A^2)^{-1}, & L_f(A, E) \\ (A^T A)^{-1}, & L_g(A, E) \end{cases}$$

and

$$C(A, E) = \begin{cases} B(A)(AE + EA)B(A), & L_f(A, E) \\ B(A) (A^T E + E^T A) B(A), & L_g(A, E) \end{cases}$$

can be obtained by applying the chain rule to $f(X)$ and $g(X)$. This method can be used to derive formulae for higher derivatives by repeatedly differentiating (4). However, the amount of Sylvester equations to solve increases significantly (about $2^{k-1}$ equations for the $k$-th derivative, if different directions $E_1, \ldots, E_k$ are used), making it a costly approach.

3.3.2. Coupled iterations

Since the direct approach introduced before is fairly expensive for large matrices and the Fréchet derivative is usually not required up to full accuracy in most applications, we will now discuss an inexact, iterative procedure for
computing $F(A)$ and $L_{F}(a, E)$.

It is due to Gawlik and Leok [14] that we have a comprehensive framework that works for all three functions and every iterative scheme introduced in this article. The main idea is the following: Suppose we have a Fréchet differentiable matrix function $F : \mathbb{C}^{m,n} \rightarrow \mathbb{C}^{m,n}$ and an iterative scheme $X_{k+1} = g(X_k)$ induced by a Fréchet differentiable update function $g : \mathbb{C}^{m,n} \rightarrow \mathbb{C}^{m,n}$ which we can use for evaluating $F$ at a given point $A$. Then, if the Fréchet derivative $L_{g}(X, E)$ is known explicitly, we can consider the coupled iteration

$$X_{k+1} = g(X_k), \quad X_0 = A,$$

$$E_{k+1} = L_{g}(X_k, E_k), \quad E_0 = E,$$  \hspace{1cm} (30)

to obtain iterates $X_k$ and $E_k$ simultaneously. The coupled scheme (30) can be shown to be convergent to $F(A)$ and $L_{F}(A, E)$, respectively, if differentiation and limit formation do commute for $g$ [14, Sec. 1].

For the quadratic iterations (13), (14), (19) and (20), this property is fulfilled and one can obtain the iteration

$$X_{k+1} = \frac{1}{2} \left( X_k + X_k^{-1} \right), \quad X_0 = A,$$

$$E_{k+1} = \frac{1}{2} \left( E_k - X_k^{-1} E_k X_k^{-1} \right), \quad E_0 = E,$$

for the matrix sign [20, Thm. 5.6] and similar schemes for the square root iterations (13), (16) and the real polar iterations (17), (18). We point out that $A$ has to be considered as $X_0$ and differentiated in direction $E = E_0$ in (13) to obtain a suitable iteration for $A^{1/2}$ and $L_{X^{1/2}}(A, E)$. The complex polar iterations (19) and (20) again have to be considered separately, which will be done at the end of this section.

Looking again at the Padé family of iterations, one can verify that for a Padé approximant $h(X) = r_{\ell m}(I - X^2) = p_{\ell m}(I - X^2) q_{\ell m}(I - X^2)^{-1}$, $h$ can be differentiated using the chain and product rule to obtain

$$L_{h}(X, E) = L_{r_{\ell m}}(I - X^2, -(XE + EX))$$

$$= L_{p_{\ell m}}(I - X^2, -(XE + EX)) q_{\ell m}(I - X^2)^{-1}$$

$$- r_{\ell m}(I - X^2) L_{q_{\ell m}}(I - X^2, -(XE + EX)) q_{\ell m}(I - X^2)^{-1}.$$  \hspace{1cm} (32)

Using this result, the coupled Padé-iteration

$$X_{k+1} = X_k h(X_k), \quad X_0 = A,$$

$$E_{k+1} = E_k h(X_k) + X_k L_{h}(X_k, E_k), \quad E_0 = E,$$  \hspace{1cm} (33)

converges to sign$(A)$ and $L_{\text{sign}}(A, E)$, respectively. Similarly, using $\tilde{h}(X) = r_{\ell m}(I_n - X^T X)$ instead of $h$ and forming the derivative in (32) accordingly yields coupled iterations for the polar mapping $P(A)$ of a real matrix $A$ and its derivative [14, Thm. 1]. Furthermore, using (33), there is again a coupled iteration for the square root and inverse square root as well as their
derivatives that is based on (26).
Now recall the iterations involving the conjugate transpose (19), (20) and (27) for the computation of $\mathcal{P}(A)$ for complex matrices $A$. As mentioned before, the mapping $X \mapsto X^H$ is not Fréchet differentiable, thus making the update function $g$ not Fréchet differentiable for any of the three iterative schemes. However, it can be shown that coupled iterative schemes exist in the case of complex matrices and can be obtained by taking the real iterations and replacing every transpose by a conjugate transpose. For the quadratic schemes resulting from (19) and (20), convergence can be proven for any $A$ having full rank, while in the case of the Padé schemes (27), convergence can be shown under additional assumptions [14].
For the remainder of this paper, our further investigation requires all matrices $A$ and $E$ to be real. As a consequence, it suffices to consider the polar-iterations involving the transpose from now on.

4. The Complex Step

4.1. Motivation and advantages

In most practical applications, the function of interest is either too difficult to differentiate by hand or there is not even a closed form representation for $f$ as only its effect $f(A)$ is given for a sample of points $A$. In those cases, being able to approximate the function $f$ at a given point $A$ and its (Fréchet) derivative $f'(A)$ ($L_f(A,E)$, respectively) efficiently and precisely is a major task in numerical analysis [3], [9], [23].

The easiest approach is to first evaluate $f$ at the desired point $A \in \mathbb{R}^{m,n}$ and then use the finite difference approximation

$$L_f(A, E) \approx \begin{cases} \frac{f(A+hE)-f(A)}{h} & \text{(forward differences)} \\ \frac{f(A+hE)-f(A-hE)}{2h} & \text{(central differences)} \end{cases}$$

(34)

to approximate the corresponding Fréchet derivative in direction of $E \in \mathbb{R}^{m,n}$. The main drawback of this approach is that (34) suffers from cancellation errors due to subtraction in the numerator as $h$ tends to zero. As a consequence, $h$ can usually not be chosen significantly smaller than the square root of the unit roundoff and the approximation quality is thus limited by the error that is achieved choosing $h$ numerically optimal [5], [15].

A different approach to numerically approximate derivatives, that was first used by Lyness and Moler [26], is to exploit complex arithmetics for $f$ to avoid cancellation. The idea of this so-called Complex Step approach (CS) is to inspect the complex Taylor expansion

$$f(x + ih) = f(x) + ihf'(x) - \frac{h^2}{2}f''(x) - \frac{ih^3}{6}f'''(x) + \mathcal{O}(h^4)$$

(35)
for an analytic function $f$ and observe, that splitting real and imaginary parts yields the approximations

\[
\begin{align*}
    f(x) &= \operatorname{Re} \left( f(x + ih) \right) + \mathcal{O}(h^2), \\
    f'(x) &= \operatorname{Im} \left( \frac{f(x + ih)}{h} \right) + \mathcal{O}(h^2),
\end{align*}
\]

(36)

that do not suffer from numerical issues. This idea can now be directly transferred to Fréchet-differentiable matrix functions given a direction matrix $E$ to obtain the approximation

\[
L_f(A, E) = \operatorname{Im} \left( \frac{f(A + ihE)}{h} \right) + \mathcal{O}(h^2).
\]

(37)

Unlike in (34), $h$ can be chosen as small as needed to achieve the desired approximation accuracy in (36) and (37), even making choices like $h = 10^{-100}$ applicable if needed [7]. Nonetheless, there are three difficulties to be aware of.

First of all, an arbitrarily small choice of $h$ is only possible, if $A$ and $E$ are real, $f$ is real if evaluated at a real argument and no complex arithmetic is exploited to evaluate $f$. Else, the CS behaves similar to other second order methods, such as the central difference approximation from (34) in the sense that $h$ can usually not be chosen smaller than the square root of the unit roundoff [1, Fig. 7.1].

Second, evaluating $f$ at the complex argument $A + ihE$ might be computationally expensive compared to evaluating $f$ at a real argument twice ($f(A + hE)$ and $f(A)$ or $f(A - hE)$) since complex operations are more costly than real operations. However, seperating the real and imaginary parts for the operations, there are possibilities for parallelization [13][27].

The third point is that the CS approximation, in theory, requires $f$ to be an analytic function to be able to argue based on the complex Taylor expansion. However, this property was shown to be sufficient, but not necessary, as we will see in subsequent sections [1]. Considering the three functions introduced in Section 2.2 only the square root (and its inverse) are analytical and, as such, compatible with the CS. For the sign and polar function, we will show in the following chapter that the CS is applicable as well.

### 4.2. Combining the CS and Newtons method

The approach to use the Complex Step in combination with Newtons method was first proposed by Al-Mohy and Higham [1] for the matrix sign using the quadratic Newton sign iteration (14). The main idea is to explore the convergence behaviour of the complex iteration

\[
\hat{X}_{k+1} = g \left( \hat{X}_k \right), \quad \hat{X}_0 = A + ihE,
\]

(38)
for evaluating the non-analytic function \( f \) at \( \hat{X}_0 \), given an analytic update function \( g(X) \) and real matrices \( A \) and \( E \).

Al-Mohy and Higham observed the following result for the matrix sign function [1, Thm. 5.1]:

**Theorem 1** (The CS for the sign function). Let \( A, E \in \mathbb{R}^{n,n} \) with \( A \) having no purely imaginary eigenvalues. Consider the CS-iteration (cf. (14))

\[
\hat{X}_{k+1} = \frac{1}{2} \left( \hat{X}_k + \hat{X}_k^{-1} \right), \quad \hat{X}_0 = A + ihE.
\]

Then, for any \( h \) being sufficiently small, the iterates \( \hat{X}_k \in \mathbb{C}^{n,n} \) are nonsingular. Moreover, the following hold:

\[
\text{Re} \left( \text{sign}(A + ihE) \right) = \lim_{k \to \infty} \text{Re} \left( \hat{X}_k \right) = \text{sign}(A) + \mathcal{O}(h^2)
\]

\[
\text{Im} \left( \frac{\text{sign}(A + ihE)}{h} \right) = \lim_{k \to \infty} \text{Im} \left( \frac{\hat{X}_k}{h} \right) = L_{\text{sign}}(A, E) + \mathcal{O}(h^2) \quad (40)
\]

Theorem 1 and (40) in particular show, that it is not necessary to have an analytic function for the CS to work. For us, the fact that the CS is applicable to the matrix sign function if done correctly is of special interest as well. To state and prove these observations, it suffices to analyze the asymptotic behaviour of the quadratic CS-sign-iteration. However, in their proof, Al-Mohy and Higham show that for the CS-iterates \( \hat{X}_k \), the more general result

\[
\text{Re} \left( \hat{X}_k \right) = X_k + \mathcal{O}(h^2) \quad \text{and} \quad \text{Im} \left( \hat{X}_k \right) = hE_k + \mathcal{O}(h^3) \quad (41)
\]

holds for every \( k \geq 0 \), where \( X_k \) and \( E_k \) are the iterates generated by the coupled Newton iteration (31) initialized with \( X_0 = A \) and \( E_0 = E \). Since this coupled scheme is known to converge to \( \text{sign}(A) \) and \( L_{\text{sign}}(A, E) \), respectively, the asymptotic convergence of (38) follows immediately for suitable \( h \).

Now taking a closer look at (41), this property in fact reveals equality of the iterates from the coupled iteration (31) and the corresponding CS iteration (38), if one separates the real and imaginary parts (up to order of \( h^2 \)). The benefit of (41) over (40) becomes clear when we consider iterative schemes with additional features, such as structure preservation properties, since (41) states that this property is approximately inherited by the CS-iteration (up to order \( h^2 \)). This topic will be discussed for the family of Padé iterations in Section 5.

Before we get to the Padé iterations, let us extend the CS idea to the quadratic polar iteration (18), the square root iteration (13) and the DB-iteration (16).
**Theorem 2** (The CS for the Polar function). Let $A, E \in \mathbb{R}^{m,n}$ with \text{rank}(A) = n \geq m$. Consider the CS-iteration (cf. (18))

$$\hat{X}_{k+1} = \frac{1}{2} \hat{X}_k \left( I_n + \left( \hat{X}_k^T \hat{X}_k \right)^{-1} \right), \quad \hat{X}_0 = A + ihE. \quad (42)$$

Then, for any $h$ being sufficiently small, the iterates $\hat{X}_k \in \mathbb{C}^{m,n}$ have full rank. Moreover, the following hold:

$$\text{Re} \left( \mathcal{P}(A + ihE) \right) = \lim_{k \to \infty} \text{Re} \left( \hat{X}_k \right) = \mathcal{P}(A) + \mathcal{O}(h^2) \quad (i)$$

$$\text{Im} \left( \frac{\mathcal{P}(A + ihE)}{h} \right) = \lim_{k \to \infty} \text{Im} \left( \frac{\hat{X}_k}{h} \right) = L_{\mathcal{P}}(A, E) + \mathcal{O}(h^2) \quad (ii)$$

**Proof.** The proof works in the same way as Theorem 1, where (41) is shown for (42) and the coupled Fréchet iteration

$$X_{k+1} = \frac{1}{2} X_k \left( I + (X_k^T X_k)^{-1} \right), \quad X_0 = A,$$

$$E_{k+1} = \frac{1}{2} \left[ E_k \left( I + (X_k^T X_k)^{-1} \right) \right], \quad E_0 = E,$$

obtained from (20). Since $X_0$ has full rank, $h$ can be chosen small enough to achieve full rank of $\hat{X}_0$ as well. Since $\hat{X}_0^T \hat{X}_0$ is then s.p.d., $I_n + (\hat{X}_0^T \hat{X}_0)^{-1}$ is s.p.d. as well and $\hat{X}_1$ has full rank. Inductively, $\hat{X}_k$ can be shown to have full rank as well, for every $k$. \hfill \square

**Theorem 3** (The CS for the Square root function). Let $A, E \in \mathbb{R}^{n,n}$ with $A$ having no eigenvalues on $\mathbb{R}^-$. \hfill \square

1. Consider the CS-iteration (cf. (13))

$$\hat{X}_{k+1} = \frac{1}{2} \left( \hat{X}_k + \hat{X}_k^{-1} \hat{X}_0 \right), \quad \hat{X}_0 = A + ihE. \quad (43)$$

Then, for any $h$ being sufficiently small, the iterates $\hat{X}_k \in \mathbb{C}^{n,n}$ are nonsingular. Moreover, the following hold:

$$\lim_{k \to \infty} \text{Re} \left( \hat{X}_k \right) = A^{1/2} + \mathcal{O}(h^2) \quad (i)$$

$$\lim_{k \to \infty} \text{Im} \left( \frac{\hat{X}_k}{h} \right) = L_{X^{1/2}}(A, E) + \mathcal{O}(h^2) \quad (ii)$$

2. Consider the CS-DB-iteration (cf. (16))

$$\hat{Y}_{k+1} = \frac{1}{2} \left( \hat{Y}_k + \hat{Y}_k^{-1} \right), \quad \hat{Y}_0 = A + ihE,$$

$$\hat{Z}_{k+1} = \frac{1}{2} \left( \hat{Z}_k + \hat{Z}_k^{-1} \right), \quad \hat{Z}_0 = I_n. \quad (44)$$
Then, for any \( h \) being sufficiently small, the iterates \( \hat{Y}_k \in \mathbb{C}^{n,n} \) and \( \hat{Z}_k \in \mathbb{C}^{n,n} \) are nonsingular. Moreover, the following hold:

\[
\lim_{k \to \infty} \text{Re} \left( \frac{\hat{Y}_k}{h} \right) = A^{1/2} + O(h^2) \quad \text{(i)}
\]

\[
\lim_{k \to \infty} \text{Re} \left( \frac{\hat{Z}_k}{h} \right) = A^{-1/2} + O(h^2) \quad \text{(ii)}
\]

\[
\lim_{k \to \infty} \text{Im} \left( \frac{\hat{Y}_k}{h} \right) = \frac{L_{X_{1/2}(A,E)}}{2} + O(h^2) \quad \text{(iii)}
\]

\[
\lim_{k \to \infty} \text{Im} \left( \frac{\hat{Z}_k}{h} \right) = \frac{L_{X_{-1/2}(A,E)}}{2} + O(h^2) \quad \text{(iv)}
\]

**Proof.** The proof of 1.) again works in the same way as Theorem 1 and Theorem 2. For 2.), we use the fact that the DB-iteration can be obtained by using the sign iteration (14) for \( X_0 = \begin{bmatrix} 0 & A \\ I & 0 \end{bmatrix} \). Thus, (44) can be obtained from the CS-sign-iteration using

\[
\hat{X}_0 = X_0 + ihE_0 = X_0 + ih \begin{bmatrix} 0 & E \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & A + ihE \\ I & 0 \end{bmatrix}
\]

as the initial value. Since \( \hat{X}_k \) is nonsingular by Theorem 1, \( \hat{Y}_k \) and \( \hat{Z}_k \) have to be nonsingular as the (1,2)- and (2,1)-block of \( \hat{X}_k \).

Note that the CS works for the square root directly as it is an analytic function, so the results from Theorem 3 are to be expected. Nevertheless, it might be beneficial to use iterative methods over direct methods for computing the square root if \( A \) has some additional properties, such as sparsity or group structure, which is of particular interest in the following.

5. The Complex Step for the Family of Padé Iterations

In this section, we try to extend the results obtained in Section 4.2 to the family of Padé iterations. Recall that for the sign and polar function, the Padé iterative schemes are induced by the update function

\[
g(X) = \begin{cases} 
X_{pq}(I - X^2)q(I - X)^{-1} & \text{sign} \\
X_{pq}(I - X^2)q(I - X^{-1})^{-1} & \mathcal{P}
\end{cases}
\]

\[
= \begin{cases} 
X_{qr}(I - X^2) & \text{sign} \\
X_{qr}(I - X^{-1}) & \mathcal{P}
\end{cases}
\]
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In particular, $g$ is a rational function in both cases and thus sufficiently smooth for the CS-approach to be applicable to $g$. The following theorem presents our main result concerning the CS and the family of Padé iterations:

**Theorem 4** (The CS for the family of Padé iterations). Let $\ell \geq 1$, $A, E \in \mathbb{R}^{m,n}$.

1. If $m = n$ and $A$ has no purely imaginary eigenvalues, consider the CS-Padé-sign-iteration (cf. (25))

   $\hat{X}_{k+1} = \hat{X}_k r_{\ell \ell} \left( I - \hat{X}_k^2 \right), \quad \hat{X}_0 = A + ihE. \quad (46)$

   Then, for any $h$ being sufficiently small, the iterates $\hat{X}_k \in \mathbb{C}^{n,n}$ are nonsingular. Moreover, the following hold:

   \[
   \text{Re} \left( \hat{X}_k \right) = X_k + \mathcal{O}(h^2) \rightarrow \text{sign}(A) + \mathcal{O}(h^2) \quad (i) \\
   \text{Im} \left( \frac{\hat{X}_k}{h} \right) = E_k + \mathcal{O}(h^2) \rightarrow L_{\text{sign}}(A, E) + \mathcal{O}(h^2) \quad (ii)
   \]

   Here, $X_k$ and $E_k$ are the iterates generated by the iterative scheme (33) converging to $\text{sign}(A)$ and $L_{\text{sign}}(A, E)$, respectively.

2. If $m \geq n$ and $A$ has full rank, consider the CS-Padé-Polar-iteration (cf. (27) using the transpose)

   $\hat{X}_{k+1} = \hat{X}_k r_{\ell \ell} \left( I - \hat{X}_k^T \hat{X}_k \right), \quad \hat{X}_0 = A + ihE. \quad (47)$

   Then, for any $h$ being sufficiently small, the iterates $\hat{X}_k \in \mathbb{C}^{m,n}$ have full rank. Moreover, the following hold:

   \[
   \text{Re} \left( \hat{X}_k \right) = X_k + \mathcal{O}(h^2) \rightarrow P(A) + \mathcal{O}(h^2) \quad (i) \\
   \text{Im} \left( \frac{\hat{X}_k}{h} \right) = E_k + \mathcal{O}(h^2) \rightarrow L_P(A, E) + \mathcal{O}(h^2) \quad (ii)
   \]

   Here, $X_k$ and $E_k$ are the iterates generated by the coupled iterative scheme obtained from (27) (see (32), (33) for $\hat{h}(X) = r_{\ell \ell}(I - X^T X)$) converging to $P(A)$ and $L_P(A, E)$, respectively.

Additionally, if $A \in \mathbb{R}^{n,n}$ is an automorphism ($A \in \mathbb{G}$), the structure is approximately preserved during both iterations. That is, we have

\[
\text{dist} \left( \text{Re} \left( \hat{X}_k \right), \mathbb{G} \right) = \min_{G \in \mathbb{G}} \| \text{Re} \left( \hat{X}_k \right) - G \| = \mathcal{O}(h^2), \quad (48)
\]

for every $k \geq 0$. 
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Proof. We denote \( s(X) = X^2 \) and \( t(X) = X^T X \) and do the proof for square 
\( A \) and \( E \) only. In the case of a full rank rectangular \( A, t(A) \) is square and  
nonsingular and similar arguments hold to perform an analogous proof.  
We will show the identity  
\[
\hat{X}_k = X_k + ihE_k + \mathcal{O}(h^2) + i\mathcal{O}(h^3), \quad k \geq 0 \tag{49}
\]
by induction, where \( X_k, E_k \) are the iterates generated by the coupled scheme  
\[ \hat{h}(X) = r_{\ell\ell}(I_n - X^T X) \] or the corresponding scheme for \((\mathcal{P}(A), L_{\mathcal{P}}(A, E))\) using  
\( \hat{h}(X) = r_{\ell\ell}(I_n - X^T X) \), respectively. The initial matrix \( A \) is assumed to satisfy 
the conditions stated in 1. and 2. for the desired function. Since \( X_k \) and \( E_k \) are known to converge \[14\], showing \(49\) implies (i) and (ii). The approximate structure preservation stated in \(48\) then follows immediately from  
\(49\).

For \( k = 0 \), we set \( \hat{X}_0 = A + ihE \), choose \( f(X) \) to be either \( s(X) \) or \( t(X) \) 
and compute the first CS-iterate  
\[
\hat{X}_1 = \hat{X}_0 r_{\ell\ell} \left( I - f \left( \hat{X}_0 \right) \right) 
\]
\[
= (A + ihE) r_{\ell\ell} \left( I - f(A + ihE) \right). 
\]
Since \( f \) and \( r_{\ell\ell} \) are Fréchet differentiable, we have  
\[
f(A + ihE) = f(A) + ihL_f(A, E) + \mathcal{O}(h^2) + i\mathcal{O}(h^3) \tag{50}
\]
and  
\[
r_{\ell\ell} \left( I - f(A + ihE) \right) = r_{\ell\ell} \left( I - f(A) + ihL_f(A, E) + \mathcal{O}(h^2) + i\mathcal{O}(h^3) \right) \tag{51}
\]
using Taylors formula. In consequence, we obtain the first CS-iterate  
\[
\hat{X}_1 = (A + ihE) r_{\ell\ell} \left( I - f(A + ihE) \right) 
\]
\[
= (A + ihE) \left[ r_{\ell\ell} \left( I - f(A) \right) + \mathcal{O}(h^2) 
\right.
\]
\[
+ ihL_{r_{\ell\ell}} \left( I - f(A), L_f(A, E) \right) + i\mathcal{O}(h^3) \right] \tag{51}
\]
\[
= Ar_{\ell\ell} \left( I - f(A) \right) + ih \left[ Er_{\ell\ell} \left( I - f(A) \right) 
\right.
\]
\[
+ AL_{r_{\ell\ell}} \left( I - f(A), L_f(A, E) \right) \right] + \mathcal{O}(h^2) + i\mathcal{O}(h^3) \tag{33}
\]
\[
X_1 + \mathcal{O}(h^2) + ih \left( E_1 + \mathcal{O}(h^2) \right). 
\]
Since \( X_1 \) is obtained from the standard Padé-scheme \[25\] or \[27\], it again satisfies 1. or 2., respectively. Due to the relation  
\[
\hat{X}_1 = X_1 + \mathcal{O}(h) 
\]
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and sign$(X)$ and $\mathcal{P}(X)$ being continuous (Referenz?), $\hat{X}_1$ satisfies 1. or 2. for $h$ being sufficiently small.

For $k \geq 0$, let $\hat{X}_k = X_k + ihE_k + \mathcal{O}(h^2) + i\mathcal{O}(h^3)$. Then, we have

$$f(\hat{X}_k) = f(X_k + ihE_k + \mathcal{O}(h^2) + i\mathcal{O}(h^3)) = f(X_k) + ihL_f(X_k, E_k) + \mathcal{O}(h^2) + i\mathcal{O}(h^3)$$

and

$$r_{\ell\ell} \left( I - f(\hat{X}_k) \right) = r_{\ell\ell} \left( I - f(X_k) + ihL_f(X_k, E_k) + \mathcal{O}(h^2) + i\mathcal{O}(h^3) \right)$$

$$= r_{\ell\ell} \left( I - f(X_k) \right) + ihL_{r_{\ell\ell}} (I - f(X_k), L_f(X_k, E_k)) + \mathcal{O}(h^2) + i\mathcal{O}(h^3).$$

Using these computations, the $(k + 1)$-st CS-iterate reads

$$\hat{X}_{k+1} = \hat{X}_k r_{\ell\ell} \left( I - f(\hat{X}_k) \right)$$

$$= X_k r_{\ell\ell} \left( I - f(X_k) \right) + ih \left[ E_k r_{\ell\ell} \left( I - f(X_k) \right) + X_k L_{r_{\ell\ell}} (I - f(X_k), L_f(X_k, E_k)) \right. \left. + \mathcal{O}(h^2) + i\mathcal{O}(h^3) \right]$$

$$= X_{k+1} + \mathcal{O}(h^2) + ih \left( E_{k+1} + \mathcal{O}(h^2) \right),$$

concluding the induction.

Taking a closer look at (52), it is immediate to see that

$$\text{Re} \left( \hat{X}_k \right) = X_k + \mathcal{O}(h^2), \forall k \geq 0$$

and for every $k \geq 0$, we can find a suitable real matrix $B_k \in \mathbb{R}^{n,n}$ such that $\text{Re} \left( \hat{X}_k \right) = X_k + h^2B_k$. Thus, for $A$ being an automorphism, the CS-iterates $\hat{X}_k$ satisfy

$$\text{dist} \left( \text{Re} \left( \hat{X}_k \right), G \right) = \min_{G \in G} \| X_k + h^2B_k - G \|

\leq \min_{G \in G} (\| X_k - G \| + h^2\| B_k \|)

\overset{(\ast)}{=} h^2\| B_k \||.
where (*) follows from $X_k$ being an automorphism by Lemma 1. Now we define $||B_k|| := C$ and conclude
\[
\text{dist}\left(\text{Re}\left(\hat{X}_k\right), \zeta\right) \leq Ch^2 \implies \text{dist}\left(\text{Re}\left(\hat{X}_k\right), \zeta\right) = \mathcal{O}(h^2).
\]

Due to Theorem 4, we now have an approach for evaluating the sign or polar function at a given point and computing the Fréchet derivative in a given direction simultaneously, that has a few benefits compared to the approaches from Section 3.3.2 and Section 4.2: First of all, it is very easy to implement, as long as one is using a programming language that is able to handle complex arithmetics. As opposed to the coupled iterations from Section 3.3.2, where computing the Fréchet derivative $L_g(X_k, E_k)$ is necessary in every Newton step, evaluating the rational function $r_{\ell\ell}(I - X^2)$ (or $r_{\ell\ell}(I - X^T X)$, respectively) at a complex argument efficiently is the main computational effort required in the CS scenario.

Secondly, the parameter $\ell$ can, in theory, be chosen freely to achieve the order of convergence one wants to accomplish. However, in our experiments, we observed that choosing $\ell \geq 3$ leads to significant numerical problems, since forming higher powers of $X_k$ can lead to ill-conditioned matrices $p(I - X^2)$ and, more importantly, $q(I - X^2)$, that are used for solving
\[
r_{\ell\ell}(I - X^2)q_{\ell\ell}(I - X^2) = p_{\ell\ell}(I - X^2)
\]
to obtain $r_{\ell\ell}(I - X^2)$. Thus, we propose to choose $\ell = 1, 2$, which still leads to an order of convergence of three or five, respectively, which is superior to the quadratic order of convergence of the standard Newton methods from Section 4.2.

The third benefit is that one does not have to know the Fréchet derivative $L_g(X)$ explicitly, which, in some applications, might be difficult due to $g$ being a function that is demanding to differentiate or not given in a closed form.

Finally, choosing $h$ as small as necessary to achieve the structure preservation property of the Padé scheme does not affect the quality of the CS-approximation, as opposed to using finite differences. As a consequence, the real part of $\hat{X}_k$ will be as close to an automorphism as one desires.

To conclude with the family of Padé iterations, we now present the result for the Padé square root iteration. The proof works in the same way as Theorem 4 or can be directly obtained from (46) using $\hat{X}_0$ as in (45):

\textbf{Theorem 5} (The CS for the Padé Square root iteration). Let $\ell \geq 1, A, E \in \mathbb{R}^{n,n}$, with $A$ having no eigenvalues in $\mathbb{R}^-$. Consider the CS-iteration (cf. (26))
\[
\begin{align*}
\hat{Y}_{k+1} &= \hat{Y}_k r_{\ell\ell}(I - \hat{Z}_k \hat{Y}_k), \quad \hat{Y}_0 = A + ihE, \\
\hat{Z}_{k+1} &= r_{\ell\ell}(I - \hat{Z}_k \hat{Y}_k) \hat{Z}_k, \quad \hat{Z}_0 = I.
\end{align*}
\]
Then, for any \( h \) being sufficiently small, the iterates \( \hat{Y}_k \in \mathbb{C}^{n,n} \) and \( \hat{Z}_k \in \mathbb{C}^{n,n} \) are nonsingular. Moreover, the following hold:

\[
\begin{align*}
\text{Re} \left( \hat{Y}_k \right) &= Y_k + O(h^2) \to A^{1/2} + O(h^2) \quad \text{(i)} \\
\text{Re} \left( \hat{Z}_k \right) &= Z_k + O(h^2) \to A^{-1/2} + O(h^2) \quad \text{(ii)} \\
\text{Im} \left( \frac{\hat{Y}_k}{h} \right) &= D_k + O(h^2) \to L_{X^{1/2}}(A, E) + O(h^2) \quad \text{(iii)} \\
\text{Im} \left( \frac{\hat{Z}_k}{h} \right) &= F_k + O(h^2) \to L_{X^{-1/2}}(A, E) + O(h^2) \quad \text{(iv)}
\end{align*}
\]

Here, \( D_k \) and \( F_k \) are the iterates generated by the coupled iterative scheme obtained from (33) for \( \hat{h}(X) \equiv \hat{h}(Y, Z) = r_{\ell\ell}(I - ZY) \) converging to \( L_{X^{1/2}}(A, E) \) and \( L_{X^{-1/2}}(A, E) \), respectively. Additionally, if \( A \in \mathbb{G} \) is an automorphism, the structure is approximately preserved for \( \hat{Y}_k \) and \( \hat{Z}_k \). That is, we have

\[
\text{dist} \left( \text{Re} \left( \hat{Y}_k \right), \mathbb{G} \right) = O(h^2) \quad \text{and} \quad \text{dist} \left( \text{Re} \left( \hat{Z}_k \right), \mathbb{G} \right) = O(h^2).
\]

### 5.1. A Note on Higher Derivatives

We want to note, that the CS can be used in combination with the coupled iterations discussed in Section 3.3.2 to obtain iterative CS-schemes for higher derivatives. For the second derivative, assume that \( g \) is at least twice differentiable and compatible with the CS and consider the coupled scheme

\[
\begin{align*}
X_{k+1} &= g(X_k), \quad X_0 = A, \\
E_{k+1} &= L_g(X_k, E_k), \quad E_0 = E,
\end{align*}
\]

for computing \( f(A) \) and \( L_f(A, E) \). Then, given a second direction matrix \( D \), the recursive definition (9) of the Fréchet derivative enables the computation of the second Fréchet derivative \( L_f^{[2]}(A; E, D) \) by

\[
L_f^{[2]}(A; E, D) = \text{Im} \left( \frac{L_f(A + ihD, E)}{h} \right) + O(h^2),
\]

assuming that \( f \) is analytical. Additionally, the order of the directions \( E \) and \( D \) is not important and we have \( L_f^{[2]}(A; E, D) = L_f^{[2]}(A; D, E) \) [18]. However, establishing (56) for the sign and polar mapping can be done using (55) if done correctly. To be more precise, one can show that the coupled CS-iteration

\[
\begin{align*}
\hat{X}_{k+1} &= g(\hat{X}_k), \quad \hat{X}_0 = A + ihD, \\
\hat{E}_{k+1} &= L_g(\hat{X}_k, \hat{E}_k), \quad \hat{E}_0 = E,
\end{align*}
\]
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converges as follows:

\[ \text{Re} \left( \hat{X}_k \right) \to f(A) + \mathcal{O}(h^2) \]  
\[ \text{Re} \left( \hat{E}_k \right) \to L_f(A, E) + \mathcal{O}(h^2) \]  
\[ \text{Im} \left( \frac{\hat{X}_k}{h} \right) \to L_f(A, D) + \mathcal{O}(h^2) \]  
\[ \text{Im} \left( \frac{\hat{E}_k}{h} \right) \to L_f^{[2]}(A; D, E) + \mathcal{O}(h^2) \]

In theory, this procedure can be used for third or higher order derivatives as well: Given that one has access to an iterative scheme for computing the first \( k \) derivatives of a function, the CS can be used for the iterate converging to \( f(A) \) to obtain an iterative scheme for the \((k+1)\)-st derivative and any of the first \( k \) derivatives exchanging any direction \( E_1, \ldots, E_k \) with the new direction matrix \( E_{k+1} \). If one chooses \( g \) to be of the Padé type, automorphism structure can be preserved for \( X_k \) in any case. In some cases, it might be beneficial to consider this approach as opposed to the state of the art block-method established by Higham [18, Alg. 3.6] if one has access to sufficiently high derivatives of \( g \) and can evaluate them efficiently.

6. Numerical experiments

For our experiments, we have tested the quadratic Newton iterations introduced in Section 3.1 and the cubic and quintic Padé iteration. For the matrix sign, the polynomials \( p_{\ell \ell}(I - X^2) \) and \( q_{\ell \ell}(I - X^2) \) read

\[
 p_{\ell \ell}(I - X^2) = \begin{cases} 
 3I + X^2 & l = 1 \text{ (cubic)} \\
 5I + 10X^2 + X^4 & l = 2 \text{ (quintic)} 
\end{cases} 
\]  
(58)

and

\[
 q_{\ell \ell}(I - X^2) = \begin{cases} 
 I + 3X^2 & l = 1 \text{ (cubic)} \\
 I + 10X^2 + 5X^4 & l = 2 \text{ (quintic)} 
\end{cases} 
\]  
(59)

We have tested higher order methods \((l = 3, 4)\) as well, but we observed numerical instabilities for \( l > 2 \) since the higher powers of \( X \) lead to ill-conditioned systems of equations when trying to solve

\[ r_{\ell \ell}(I - X^2)q_{\ell \ell}(I - X^2) = p_{\ell \ell}(I - X^2) \]

for \( r_{\ell \ell}(I - X^2) \), given that \( X \) is not extremely well conditioned. We use the direct approach from Section 3.3.1 for computing \( F(A) \) and \( L_F(A, E) \) up
to high accuracy and stop our iteration, whenever the relative errors in \( X_k \) and \( E_k \) (\( \Re(\tilde{X}_k) \) and \( \Im(\tilde{X}_k) \), respectively) satisfy

\[
\frac{\|X_k - F(A)\|_F}{\|F(A)\|_F} < \tau \quad \text{and} \quad \frac{\|E_k - L_F(A, E)\|_F}{\|L_F(A, E)\|_F} < \tau,
\]

where \( \tau = 10^{-8}, 10^{-9} \). To create a random automorphism of desired size and condition number, we use software designed by Higham and Jagger. Highams algorithm for pseudo-orthogonal matrices is available through the gallery-command in MATLAB 2021a, the algorithms for symplectic and perplectic matrices that we use can be obtained from [22]. The direction matrix \( E \) is chosen randomly using MATLABs \texttt{rand}()-command. The results displayed in Figure 1 show the convergence behaviour of the quadratic CS-sign iteration \([39]\) and the corresponding CS-Padé iterations \([46]\) for \( l = m = 1 \) (cubic) and \( l = m = 2 \) (quintic). The matrix \( A \) is a random symplectic 400-by-400 matrix with relative condition number \( \text{cond}(A)=80 \), the CS-stepsize \( h \) is chosen to be of order of machine precision (\( \approx 10^{-16} \)). One can see that the relative error decreases with the same order in the function iterates and the Fréchet iterates in every step and that the Padé iterations converge significantly faster than the standard quadratic iterations, which is due to them having a higher order of convergence. The tolerance of \( \tau = 10^{-8} \) is achieved after six steps by the quintic iteration, while the quadratic iteration requires 13 steps for convergence. The cubic iterations converges after eight steps. In Figure 2 the absolute error in the automorphism condition

Figure 1: Convergence of function- and Fréchet-iterates for matrix sign

\[ \|X_k^T M X_k - M\|_F \] and the relative error between the CS-iterates and the coupled iterates are displayed. The benefit of the Padé iteration becomes clear in the left plot, where one can observe that the quadratic iteration converges into the symplectic group when the iterates converge, while the iterates generated by the two Padé-schemes are symplectic up to an absolute error of \( 10^{-8} \) in every step. On the right hand side, we plot the relative
error
\[
\left\| X_k - \text{Re} \left( \hat{X}_k \right) \right\|_F + \left\| E_k - \text{Im} \left( \frac{\hat{X}_k}{h} \right) \right\|_F
\]

\[
\frac{\left\| X_k - X_{k-CS} \right\| + \left\| E_k - E_{k-CS} \right\|}{\left\| F(A) \right\| + \left\| L(A, E) \right\|}
\]

between the CS-iterates and the coupled iterates. Note that Theorem 4 states an error of order $h^2$, which should be around $10^{-32}$ for $h$ being approximately machine precision. For numerical reasons, the error is not as small as expected, nonetheless, the two approaches appear to generate the same iterates up to our desired convergence accuracy of $\tau = 10^{-8}$ in the case of the quintic iteration and up to even higher accuracy in the cubic and quadratic case. For all the iterative schemes discussed in this paper, we tested the scaling techniques presented by Higham [20] but did not investigate any significant convergence speed or stability improvements justifying the computational effort required for computing the scaling parameters.

7. CONCLUSION AND FURTHER RESEARCH

In this paper, we discussed the sign, square root and polar function and compared a variety of direct and iterative methods for evaluating them. Our main focus was on combining the iterative schemes with the CS to obtain iterative procedures for evaluating the functions and computing the Fréchet derivative simultaneously. We extended the results of Al-Mohy and Higham concerning Newtonts method for the matrix sign to the square root and polar function. Using a similar approach, we were then able to combine the CS and the family of Padé iterations, which provided us an iterative method for evaluating the functions and Fréchet derivatives while approximately maintaining automorphism group structure in the process. By proving our main result Theorem 4 we also used and showed that the CS-iterations are in fact equal to the coupled iterates discussed by Gawlik and Leok (up to
\( \mathcal{O}(h^2) \)). To conclude with our contribution, we put a quick note on how the connection between the coupled and CS-iterations can be used to obtain inexact methods for higher Fréchet derivatives. We finished off with some numerical experiments emphasizing our theoretical results.

The usage of the Complex Step in combination with iterative schemes can be a point of further research, where some effort can be put into extending our ideas to different matrix functions or iterative approaches and have a closer look on higher derivatives. We will further pursue the application of the CS to matrix valued problems as it provides an easy to implement way of solving Fréchet derivative related problems.
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