Autoinhibitory mechanisms of ERG studied by molecular dynamics simulations
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ERG, an ETS-family transcription factor, acts as a regulator of differentiation of early hematopoietic cells. It contains an autoinhibitory domain, which negatively regulates DNA-binding. The mechanism of autoinhibition is still illusive. To understand the mechanism, we study the dynamical properties of ERG protein by molecular dynamics simulations. These simulations suggest that DNA binding autoinhibition associates with the internal dynamics of ERG. Specifically, we find that (1), The N-C terminal correlation in the inhibited ERG is larger than that in uninhibited ERG that contributes to the autoinhibition of DNA-binding. (2), DNA-binding changes the property of the N-C terminal correlation from being anti-correlated to correlated, that is, changing the relative direction of the correlated motions and (3), For the Ets-domain specifically, the inhibited and uninhibited forms exhibit essentially the same dynamics, but the binding of the DNA decreases the fluctuation of the Ets-domain. We also find from PCA analysis that the three systems, even with quite different dynamics, do have highly similar free energy surfaces, indicating that they share similar conformations.

I. INTRODUCTION

Transcription factor binding is an important mechanism that regulates the gene expression which determines the cellular behavior.1 ERG, an ETS-family transcription factor, is a nuclear protein that binds purine-rich sequences of DNA.2,3 ERG may act as a regulator of differentiation of early hematopoietic cells,4 and is overexpressed in prostate tumors because of chromosomal rearrangement.5 Besides the DNA-binding domain, ERG contains an autoinhibitory domain, which negatively regulates DNA-binding. As a result, DNA-binding activity would be enhanced without this domain, which may result in a highly specific disease phenotype that involves gain of function rather than loss of function.6 Many members of ETS family contain autoinhibitory domain, but the inhibition mechanism may differ amongst different family members. It is proposed that autoinhibition can help distinguish among these related proteins.6

Autoinhibitory elements were first discovered in Ets-1 by the observation that deletion of regions flanking the ETS domain will enhance DNA-binding activity.7-9 Quantitative analyses showed that deletion of either the N-terminal or C-terminal flanking regions can strongly activate DNA binding, suggesting that two regions function together to mediate autoinhibition.10 More specifically, the core ETS domain contains three α-helices on a four-stranded anti-parallel β-sheet. Helices H1-1, H1-2, H4 and H5 inhibit DNA binding of Ets-1. NMR studies detected structural coupling between inhibitory helices, as well as a connection between the inhibitory elements and helix H1 of the ETS domain.11 Protease sensitivity measurements and CD spectroscopy analysis of alpha helicity showed that helix H1-1, which is distal from the recognition helix H3, unfolds upon DNA binding as part of the antoinhibition mechanisms.12 A second ETS member, ETV6, a transcriptional repressor,13 has also been found recently to be autoinhibited by Helix H5 in C inhibitory domain.
which would unfold when binding to DNA.\textsuperscript{14,15} DNA-binding autoinhibition has also been reported for other ETS factors. For example, members of the PEA3 subfamily have inhibitory sequences, but do not appear to be helical as determined by proline-scanning mutagenesis.\textsuperscript{16,17} As for ESE and TCF subfamilies, inhibition of DNA binding is mediated in complex manners.\textsuperscript{18–20}

Autoinhibitory regions of ERG were recently identified by Regan et. al.\textsuperscript{21} They have solved the crystal structures of uninhibited, auto-inhibited, and DNA-bound ERG. The NMR-based measurements of backbone dynamics showed that uninhibited ERG undergoes substantial dynamics and they proposed that the allosteric basis of ERG autoinhibition is mediated predominantly by the regulation of Ets-domain dynamics.\textsuperscript{21} In order to have a detailed insight into how the dynamics regulate the DNA binding, we performed in this article molecular dynamical simulations for the three different configurations. Due to their large size and long time scale, all-atom molecular dynamics is time consuming. Nevertheless, there is a useful coarse-grained model (one-particle-per-residue) called Cafemol. It has been successively used to study the dynamics of proteins and protein-DNA interactions.\textsuperscript{22–26} It has also been shown that it is a good model to study the correlated motions of proteins.\textsuperscript{27} Here we use Cafemol to study the inhibition mechanisms of the ERG protein in terms of fluctuations and correlated motions.

II. MODELS AND METHODS

A. Systems

The crystal structures of uninhibited, inhibited and DNA-binding ERG are available from the Protein Data Bank and were used as references (PDBID: 4IRG, 4IRH and 4IRI\textsuperscript{21} respectively). For clarity, We refer to them as ERGu, ERGi, ERGi:DNA complex. These three constructs spanning residues 286-383, 283-384, 292-385 of ERG respectively, containing helix 1 to 4 but none of H1-1 or H2-2. The DNA sequence is the consensus sequence of ACCGGAAGT.\textsuperscript{21} Only the shared residues are used for analysis.

B. Molecular dynamics

Langevin dynamics simulations were performed by using the Cafemol method with software version 2.1.\textsuperscript{28} This methodology implements multiple coarse-grained interaction models together in order to allow for the study of proteins, DNA, RNA and their interactions. These models are all based on different variants of off-lattice models. In this study, there are local interactions within the protein, non-local interactions within the protein, local interactions within the DNA, non-local interactions within the DNA, and non-local interaction between the DNA and the protein. Non-local and local is used in the same sense as all-atom molecular dynamics simulations, in that non-local interactions are potentially long-range interactions, whereas local interactions define the local covalent structure. For the protein, the off-lattice Go model is used which contains three local and two non-local terms with single-residue beads located at the alpha carbon. The local terms are a harmonic “virtual” bond term, virtual since coarse-grained beads are not actually bonded in the molecular structure, but are constrained, a harmonic angle term, and sinusoidal dihedral terms. The non-local terms are a Go-type interaction between pairs of beads that are in contact, yet not involved in a local interaction in the native structure, and repulsive interactions, i.e., the repulsive portion of a Lennard-Jones interaction, between pairs of beads that are not in contact in the native structure, and also not involved in a local interaction. For the DNA, the potential is more complicated and the coarse-graining requires a three-site model for the sugars, phosphates and bases. This complexity is necessary to capture the ionic strength-dependence of melting temperature, persistence length and heat capacity of double-stranded DNA. The local interactions include the same types as for the protein, albeit with different parameters for bond, angle and dihedral potentials. The non-local interactions terms model base-stacking, Watson-Crick base-pairing, excluded volume, and electrostatic interactions as well as solvation model for the sugars. The base-stacking interaction is modeled as a Lennard-Jones interaction between bases within a single strand of DNA with a 0.9 nm cutoff. The base-pairing interaction is modeled as a Go-type interaction between Watson-Crick paired bases on different strands. The DNA electrostatics are modeled solely as Debye-Huckel interactions between phosphate beads that are not bonded. For the protein-DNA interactions, electrostatic interactions
were used to model non-specific interactions between the protein and the DNA, in which only the phosphate beads of the DNA, and the charged amino acids within the protein are considered as charged. For the specific interactions, the non-local portions of the off-lattice Go-model were used to model specific DNA-protein interactions, since no DNA and protein atoms are covalently bonded. The potential parameters were obtained from the defaults of the Cafemol methods, and typical biological defaults were used. i.e., temperature, 300 K, and the ionic strength, 0.15 M. The initial configurations of the simulations are the native configuration obtained from the crystal structures discussed above, and each of the 5 simulations performed for each system started from different random velocity distributions. The default timesteps of 20 fs for the protein-DNA complex, and 40 fs for protein-only systems were used, while the use of longer time steps was not investigated. Each system was simulated in five different simulations, each simulation was 3.2 µm in length.

C. Analysis

To detect the flexibility of different regions of the protein, RMSF (root mean square fluctuation of atomic positions) is used. It is defined as: $RMSF = \sqrt{\langle (x_i - \bar{x}_i)^2 \rangle}$, where $\bar{x}_i$ is the average value of $x_i$, and a bracket denotes a time average. In all of the analysis, the simulations are first aligned so as to minimize the RMSD to a common initial frame, so as to remove center-of-mass rotations and translations. Correlated motion is described in terms of correlated fluctuations. The covariance matrix, also known as dynamic cross-correlation matrix (DCCM), is calculated through $DCCM_{ij} = \frac{C_{ij}}{\sqrt{C_{ii}C_{jj}}}$, where $C_{ij} = \langle (x_i - \bar{x}_i)(x_j - \bar{x}_j) \rangle$. These coefficients measure the linear correlation between two residues. A unitary value indicates a positive correlation (movements in the same direction), while -1 indicates a negative correlation (correlated motions in opposite directions). All the structures are fitted to the initial structure by CA atoms. The free energy surface is calculated via principal component analysis (PCA).\textsuperscript{29} PCA is a well-established method for reducing the dimensionality of a data set. The covariance matrix is constructed based on the Cartesian coordinates of Cα atoms of all conformations with respect to the average structure. The covariance matrix is then diagonalized, whose eigenvectors represent the principal geometrical axes in three-dimensional space and the highest eigenvalues represent the most significant relationship between the dimensions. Here we use the first two principal components, PC1 and PC2, and the free energy is given by $F = -kBT[ln\rho(\text{PC1, PC2})]$, where $\rho$ is the probability distribution of conformations.

III. RESULTS AND DISCUSSION

A. Uninhibited ERG has a large fluctuation in DNA-recognition helix α3

In order to see the dynamical difference among the three constructs, ERGu, ERGi, and ERGi:DNA complex, RMSF calculations were performed. The results are shown in FIG. 1 (a). Overall, ERGu has the highest RMSF, with an average of 1.32 Å, while for ERGi it is 1.25 Å, and ERGi:DNA has the smallest value of 1.16 Å (all calculations exclude the highly flexible end 3 residues). This result is consistent with Regan et. al’s study,\textsuperscript{21} where they found that uninhibited ERG undergoes substantial dynamics on the millisecond-to-microsecond timescale but autoinhibited and DNA-bound ERG do not. The RMSF difference between ERGu and ERGi mainly comes from the residues: TYR354, ASP357 and LYS358, with a difference of 0.12, 0.16 and 0.17 Å. These residues are in the DNA binding domain α3 (shown in FIG. 1 (b)), which interacts with the major groove of DNA. It was shown in Regen et. al’s study that the position of TYR354 is different in bound and unbound ERGi, and Y354F mutant significantly weakens the binding of ERGu to DNA as well as ERGi. From the central structures of the first cluster of the three systems (shown in FIG. 1 (b)), we can not see the position difference of TYR354 among the three conformations. We propose that the weakening of binding to DNA by Y354F mutant is produced by fluctuational difference. ARG337, LYS338 and SER339 also have a larger RMSF in ERGu than that in ERGi, with a difference of 0.16, 0.16 and 0.12 Å. These residues reside at the loop connected to α2. When ERGi binds to
DNA, the DNA binding domain $\alpha_3$ decreases its fluctuation, so as to $\alpha_2$ and $\alpha_4$ that are connected to $\alpha_3$ through loops and $\beta$-sheet, but $\alpha_1$ located near N-terminus increases its fluctuation. It has been found that the DNA-binding domain in general requires more flexibility for high-affinity DNA recognition.\textsuperscript{30} Our results show that besides $\alpha_3$ that exhibits a higher fluctuation in unbound state than in bound state, its nearby regions also have a higher fluctuation in unbound state than in bound state. These suggest that the flexibility in the nearby region also contributes to DNA recognition.

**FIG. 1.** (a) RMSF of the three constructs. (b) The central structures of the first cluster of the three systems are represented as small spheres (a cutoff of 2 Å was used for clustering), which are aligned to the crystal structure of DNA-binding conformation. Yellow is for uninhibited, pink for inhibited while cyan and blue for DNA binding.

**FIG. 2.** Covariance matrix excluding ones greater than -0.1 and less than 0.1. The structures are fitted to the initial structure by CA atoms.
B. Inhibited ERG has a high N-C correlation and DNA-binding change the relative direction of the correlated motion

In order to study the correlated motions, we calculated the covariance matrix which is shown in FIG. 2. The figure presents the main covariance matrix elements by excluding those greater than -0.1 or less than 0.1. As covariances tend towards 1, i.e. completely correlated, the matrix elements become red, while as the covariances tend towards -1, completely anti-correlated, the matrix elements become blue. FIG. 3 shows the differences among the three covariance matrices, which are the covariance differences between their absolute values. This figure only shows the long distance covariance matrix by excluding the covariance between pairs whose distance is smaller than Go potential cutoff of 2.5 Å. Small covariance difference, greater than -0.1 and less than 0.1, are also not shown for clarity. From FIG. 2 and FIG. 3, one finds that ERGi increases anti-correlation of $\alpha_1$-$\alpha_4$, and $\alpha_3$-wing($\beta_3$-$\beta_4$), while DNA-binding decreases correlation of $\alpha_1$-$\alpha_4$, and $\alpha_3$-wing($\beta_3$-$\beta_4$). This result suggests that $\alpha_1$-$\alpha_4$, and $\alpha_3$-wing($\beta_3$-$\beta_4$) correlations disfavor DNA binding. Instead, $\alpha_1$ and $\alpha_3$ have a high correlation with DNA in the complex. Overall, ERGi has the highest anti-correlation of $\alpha_1$-$\alpha_4$ as well as $\alpha_3$-wing($\beta_3$-$\beta_4$). This observation reveals that a general trend of correlation change in the order of: inhibited $>$ uninhibited $>$ DNA-bound. DNA-binding not only decreases $\alpha_1$-$\alpha_4$ correlation regarding its absolute value, but also changes correlation behaviour from negatively-correlated to positively-correlated. Moreover, DNA-binding has a potential to change the $\alpha_3$-$\alpha_4$ covariance from negatively-correlated to positively-correlated. At the same time, it increases the correlation of $\alpha_1$-$\alpha_2$, $\alpha_1$-$\alpha_3$.

Existing studies showed that DNA duplexes bound by ETS domains are typically distorted from an ideal B-DNA geometry, and the interactions between DNA and protein are mostly hydrogen binding between two invariant arginines in the recognition helix H3 and the two guanines.

**FIG. 3.** Covariance matrix difference between (a) inhibited and uninhibited, (b) inhibited and DNA binding, (c) uninhibited and DNA binding. The figure only shows the long distance covariance matrix by excluding the covariance between pairs whose distance is smaller than Go potential cutoff of 2.5 Å. Small covariance difference, greater than -0.1 and less than 0.1, are also not shown for clarity. Here the differences are between the absolute values.
of the GGA(A/T) core. Besides these direct interactions, our correlation matrix (FIG. 2 (d)), however, shows that the residues in the “turn” between helix α2 and α3, the “wing” between strands β3 and β4, and the N terminus of helix H1 have a high correlation with DNA. This is in agreement with existing result that these regions have indirect interactions with DNA.31

C. The three systems share similar conformations

To further look at the structure difference among the three constructs, principle component analysis (PCA) is performed along with a free energy reconstruction. The free energy surfaces projected on the first two eigenvectors from the DNA-binding simulations are shown in Fig. 4. The figure shows that the three constructs share a similar free energy profile, except that the DNA binding simulations sample some rare regions of configuration space in addition to the main well. These results show that the three systems, despite their different dynamics, do have largely similar free energy surfaces, which means that the three systems share similar conformations. This can also be confirmed by the superimposition of the central structure of the first cluster for each system (shown in Fig. 1 (b)). ERGi has a RMSD of 0.39 Å, while ERGu has a RMSD of 0.35 Å with respect to ERGi:DNA.

IV. CONCLUSIONS

By using molecular dynamics simulations, we studied the dynamical properties of ERG protein. After examining the fluctuations and covariance matrices, we find that first, uninhibited ERG has a large fluctuation in DNA-recognition helix α3, which confirms that the DNA-binding domain in general requires more flexibility for high-affinity DNA recognition.30 Besides that, our results show that the high fluctuation of nearby region is also crucial for DNA recognition. Second, Inhibited ERG has a high N-C correlation which contributes to the autoinhibition. Though the N-C coupling contributes to the autoinhibitory in Ets-1, the N terminal inhibitory helices are H1-1 and H1-2,11 which is quite different from ERG, whose N terminal helix is α1 as stated in our work. Once α1 and α4 become uncoupled, ERG tend to bind to DNA, end up of changing the relative direction of correlated motion after DNA binding. Third, the three systems, even though having dramatic different dynamics, yet share similar conformations based on our PCA and structural analysis. Overall, our results support that autoinhibitory of ERG comes from dynamical coupling rather than from conformational change.
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