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Abstract—Semantic segmentation has been widely investigated in the community, in which state-of-the-art techniques are based on supervised models. Those models have reported unprecedented performance at the cost of requiring a large set of high-quality segmentation masks for training. Obtaining such annotations is highly expensive and time consuming, in particular, in semantic segmentation where pixel-level annotations are required. In this work, we address this problem by proposing a holistic solution framed as a self-training framework for semi-supervised semantic segmentation. The key idea of our technique is the extraction of the pseudo-mask information on unlabelled data whilst enforcing segmentation consistency in a multi-task fashion. We achieve this through a three-stage solution. Firstly, a segmentation network is trained using the labelled data only and rough pseudo-masks are generated for all images. Secondly, we decrease the uncertainty of the pseudo-mask by using a multi-task model that enforces consistency and that exploits the rich statistical information of the data. Finally, the segmentation model is trained by taking into account the information of the higher quality pseudo-masks. We compare our approach against existing semi-supervised semantic segmentation methods and demonstrate state-of-the-art performance with extensive experiments.
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I. INTRODUCTION

SEMANTIC segmentation is a fundamental task in image analysis. It aims to assign a label, from a set of predefined classes, to each pixel in the image. This task has been widely explored in the literature yet not fully solved. The current state-of-the-art models are based on building upon deep nets [1]–[5]. Whilst these techniques have reported unprecedented results, they rely on a very high labelled data regime. This is a strong assumption as annotations are pixel-level, which are expensive, time consuming and inherent to human bias. To address the lack of a large and well-representative set of labels, one could rely more on unlabelled samples.

An alternative is to use solely unlabelled data – i.e. unsupervised learning. However, this paradigm has not been successful for semantic segmentation as the performance substantially degrades due to the lack of correspondence between the samples and classes. Another option is to use weakly supervised techniques [6], [7], nonetheless, the rich information from unlabelled samples is not fully exploited and performance is still limited. A feasible option is to use semi-supervised learning that leverages on a vast amount of labelled data and a tiny set of annotations. Although semi-supervised learning (SSL) has been widely developed [8] in the community, the progress of deep semi-supervised learning has been only noticeable in the last few years, and mainly for the task of image classification e.g. [9]–[11], the principle of which have been used recently in the context of semantic segmentation e.g. [12]–[15].

The existing techniques for SSL can be broadly divided in entropy minimisation [16], generative models [17], graph based techniques [18], proxy-based techniques (building upon pseudo-labels/self-training) [19], consistency regularisation [9], [10] and holistic approaches that take the best of each principle. For semantic segmentation existing techniques use generative models and consistency regularisation techniques. Although the results reported for this task are promising, there is plenty of room for improvement, and in particular, regarding how to improve the confidence score predictions.

With this purpose, we propose a new framework for semantic segmentation in the small data regime. We approach this problem with a holistic approach, framed as a three-stage self-training technique for semi-supervised learning. Every stage of our framework has its individual purpose: Stage 1 generates initial pseudo-masks (in the sense of pseudo-labelling) by a segmentation network that is trained using the tiny labelled set in a supervised fashion. Stage 2 is cast as a multi-task model that learns the segmentation (Task 1) and the pseudo-mask statistics (Task 2) that are used to produce higher quality pseudo-masks. In Stage 3 the updated pseudo-masks along with the tiny annotation set are used to train the segmentation network, see also Figure 1.

Our framework utilises the pseudo-masks and multi-tasking to enforce better predictions on the unlabelled data. It improves the confidence of the pseudo-masks across the stages. This is achieved by introducing a consistency constraint on the unlabelled data and modelling the pseudo masks in a separate task (Task 2). Specifically, our framework does not aim to reproduce individual pseudo-masks in the segmentation task (Task 1) but only taking into account the overall information of pseudo-masks for optimising the segmentation network. On the other hand, the pseudo-masks help to provide additional semantic information apart from the very few ground truth masks in the early learning stages. We show that the proposed framework achieves the state-of-the-art semi-supervised learning performance using tiny sets of labels. In summary, our contributions are as follows.

– We propose a novel self-training framework for learning semantic segmentation at low annotation costs. It gen-
II. RELATED WORK

Since the seminal work of Long [1], where fully convolutional networks demonstrated potentials to transfer the learnt representation to the task of segmentation, substantial progress has been done using deep supervised techniques for segmentation including [2], [3], [20], [21]. More recently, sophisticated mechanisms have been combined to overcome the performance limits of existing techniques including architecture search [22]–[25], attention mechanism [4], [26]–[28] and re-designing the principles of several architectures [5], [29]–[32].

Despite the astonishing results reported by these techniques, a major communal drawback is the assumption of a setting under high labelled data regime. This has motivated the fast development of techniques relying less on annotations. For example, the family of techniques of weakly-semi supervised segmentation, where weak and strong annotations are combined to drive the performance. A range of different weak annotations has been used for semantic segmentation. For example, bounding box annotations, scribbles and additional pixel level annotations e.g. [6], [7], [33]–[37]. We remark that although indeed these techniques seek to ease the labelling process, additional weak labels are used as prior, and therefore, richer information is used in comparison with solely semi-supervised techniques. A recent focus of attention is about the developments of deep semi-supervised learning, which is the main topic of this work. In this section, we review the existing techniques in turn.

A. Deep Semi-Supervised Learning.

Semi-supervised learning (SSL) has been widely investigated since early developments in the area [8]. However, in the last few years there has been a substantial increase of interest on this paradigm, this is particularly because the underpinning theory of SSL has been combined with the power of deep nets reporting impressive results that readily compete with fully supervised techniques. This performance gain has been mainly reported in the context of image classification, where several techniques have been developed e.g. [9]–[11], [38]. However, there is a significant difference between image classification and semantic segmentation as the last one involves more dense and complex predictions.

Deep SSL for image classification can be achieved using different principles, in which the major success has been achieved through consistency regularisation [9], [10], [39]–[41]. The core idea of this philosophy is that unlabelled samples \( (x_u \in D_u \) denoting the unlabelled set) under induced perturbations, \( \delta \), should not change the performance output such that \( f(x_u) = f(x_u + \delta) \). This principle relaxes the clustering assumption of SSL by enforcing an equivalent form of it by pushing the decision boundary to low-density regions. Although the principles applied in image classification can be somehow extrapolated to semantic segmentation, the inherent gap between tasks prevents semantic segmentation techniques to reach similar high performance than the one reported in classification (see e.g. [13]), and therefore, one needs to rethink the design of deep SSL for semantic segmentation.

B. Deep Semi-Supervised Semantic Segmentation.

The annotation quality plays a fundamental role in the performance of supervised machine learning techniques. In particular, for the task of semantic segmentation, labelling is overly expensive. For example, a single image from the segmentation benchmark dataset Cityspaces [42] having a resolution of \( 1024 \times 2048 \), involves more than 1M pixel-wise labels. This large amount of pixels makes the annotation task prone to errors, and when designing segmentation methods based on such annotations one needs to account for the problem of ambiguous pixels. SSL is a way to tackle this problem as the prior relies on a tiny set of labels. Deep SSL
A. Consistency Regularisation with Strong Augmentations

Early deep SSL techniques rely on GANs [43]. The authors of [44] propose to enlarge the training set by generating synthetic images to enrich the feature space and strengthen the relationship between unlabelled and labelled samples. Hung et al. [12] propose a GAN based technique to differentiate the predicted probability maps from the ground truth segmentations. Similarly, Mittal et al. [45] propose a two-branch solution composed of: i) a GAN branch that generated per-pixel class labels for the input sample and ii) a multi-label Mean Teacher [39] branch to remove false positive predictions.

More recently, the work [13] extends CutMix [46] to the context of semantic segmentation. It applies the principle of strong augmentations, including Cutout, derived from findings in image classification. In [14], consistency is enforced between feature-based, prediction-based and random perturbations. Ke et al. [47] used a flaw probability map along with the extension of the dual student [48] for pixel-wise tasks. An offline self-training scheme based on pseudo-labels with data augmentation has been proposed in [15] to enforce consistency between the labelled and unlabelled sets. The authors of [49] introduced a two-network approach for semantic segmentation, where the secondary network seeks to further refine the uncertainty predictions by fine-grained error correction.

In the body of literature, a refinement step is commonly used in several deep semi-supervised semantic segmentation techniques. This is due to the inherent problems of network calibration and the confirmation bias in deep learning e.g. [50] e.g. [45], [47]. Similar to existing techniques, our approach also deals with the highly uncertain predicted probabilities, through a refinement step, but using a carefully designed multi-task framework. More precisely and unlike existing techniques, our holistic approach aims to increase the certainty predictions by enforcing consistency and exploiting the rich statistical information of the data in a multi-task fashion.

III. PROPOSED TECHNIQUE

In this section, we first describe the setting of SSL and the consistency regularisation strategy in our segmentation framework. We then describe the details of the three stages in our training scheme.

Our Deep SSL Setting. Our holistic technique is framed as a three-stage self-training technique for deep semi-supervised learning. In our setting, we work under the assumption that we have a vast amount of unlabelled data and only a tiny set of annotations. Formally, let the set of labelled samples be denoted by \((x_i, y_i) \mid i \in L\) where \(x_i\) is the image and \(y_i\) refers to the ground truth segmentation mask corresponding to \(x_i\). The set of unlabelled samples are expressed as \(\{x_i \mid i \in U\}\).

We consider the learning problem where only a tiny fraction of the images are labelled, i.e. \(|L| \ll |U|\). In what follows, we discuss our approach in detail.

A. Consistency Regularisation with Strong Augmentations

A key issue in semi-supervised learning is how to compute labels with high certainty for the unlabelled data \(x_i\) \((i \in U)\). In the context of deep learning, prior knowledge has been investigated to better exploit the rich unlabelled data.

To formulate the consistency regularisation in the setting of SSL segmentation, we define an operator \(A : \mathbb{R}^{n \times m \times c} \to \mathbb{R}^{n \times m \times c}\) that takes the image \(x\) to its randomly perturbed versions \(Ax\). Common examples of such perturbations include rotation, flipping, translation and their combinations. We also define an operator \(B : \mathbb{R}^{n \times m \times c} \to \mathbb{R}^{n \times m \times c}\) which maps the pixels of a segmentation mask to a new mask in the same way as \(A\) does. The consistency loss is then defined as:

\[
L_{\text{con}} := \sum_{i \in L \cup U} d_c(f_\theta(Ax_i), Bf_\theta'(x_i)),
\]

where \(f_\theta\) and \(f_\theta'\) are deep neural network models parametrised by \(\theta\) and \(\theta'\) respectively, and \(d_c\) measures the distance between \(f_\theta(Ax_i)\) and \(Bf_\theta'(x_i)\). In this work, \(A\) and \(B\) are random operators — that is, they are different for different samples.

One key factor of the consistency regularisation (1) is the choice of perturbation operators \(A\) and \(B\). The minimisation of the cost (1) smooths the network’s prediction over a neighbourhood of the data sample. Therefore, the choice of the operator \(A\) reflects the shape and size of the neighbourhood, which affect the segmentation results. In particular, we follow the principle of using strong augmentations as one enforces the perturbations to be more diverse yielding to boost the SSL performance [51]. We then implement the random operators \(A\) and \(B\) as strong augmenters based on a combination of RandAugment [52] and Cutout [53].

The consistency loss (1) is built upon the relationship between two network models. In the literature, the networks \(f_\theta\) and \(f_\theta'\) are often termed as the student model and the teacher model, respectively. The parameter \(\theta'\) of the teacher model can be determined in several ways. In the \(\Gamma\) model [9], \(\theta'\) is set to \(\theta\). In the mean teacher (MT) scheme [39], \(\theta'\) is computed as an exponential moving average (EMA) of \(\theta\) during the training process. In the MT, as a desired property of the convergence of the student model, \(\theta'\) gets closer to the weight \(\theta\) of the student as the learning process keeps going [48]. Consequently, the teacher model \(f_\theta'\) lacks of effective guidance as the number of training steps gets large.

Motivated by the fact that in consistency regularisation based approaches (e.g. [9], [39]), the consistency of the models’ outputs depends on the coupling of the teacher and the student during the training, we propose a framework that integrates additional guidance via multi-task learning. In the following, we present a three-stage self-training approach that incorporates pseudo-mask statistics to help in learning better, consistent outputs on the unlabelled data. We show that this in return improves the quality of the pseudo-masks within the three stages.

B. Three-Stage Self-Training Framework

This subsection contains three core parts of our proposed framework: (i) how we generate the initial pseudo-masks, (ii) a multi-task model to improve the quality of the initial pseudo-masks and (iii) how to propagate the high quality pseudo-masks to the final model. The workflow is displayed in Figure 1.
Stage 1: Generating Initial Pseudo-Masks. In this stage, we use the tiny dataset of labelled images to train a segmentation network \( f_\theta \) and generate initial pseudo-masks that have high uncertainty (i.e., low quality pseudo-masks). To do this, we use the following loss function
\[
L^{(1)} = L_{\text{seg}} := \sum_{i \in L} d_s(f_\theta(x_i), y_i)
\]
where \( d_s \) is the cross entropy loss. Once the network is trained, pseudo-masks are generated from the output of the model \( \hat{y}_i := \arg\max f_\theta(x_i) \) where the \( \arg\max \) function is performed pixelwise. The main purpose of this stage is to generate initial pseudo masks, for which the maximum predicted probability is highly uncertain due to the limited amount of ground truth labels.

Stage 2: Increasing Certainty for Pseudo-Masks. In this stage, the labelled samples, the unlabelled images, and the pseudo masks \( \hat{y}_i \) generated from the first stage are used together to produce higher quality pseudo-masks via training a second model. For ease of presentation, we use the hat symbols (e.g., \( \hat{y}_i \)) to denote quantities for Stage 2 (see Table I). As the masks \( \hat{y}_i \) are not accurate, we do not use them to fit the segmentation network, but instead learn to reproduce them in a multi-task model. To do this, we consider two tasks, namely the segmentation task (Task 1) and the auxiliary task (Task 2). Our Task 2 aims to extract the pseudo-mask statistical information from \( \hat{y}_i \).

Our two tasks are framed in a multi-task network as shown in Figure 1. The first network \( f_\theta \) is the segmentation network composed of \( N \) blocks (i.e., the blue blocks, each block consists of a sequence of layers). Whilst the second network, \( \hat{g}_\theta \) for Task 2, is composed of \( N \) blocks along with the first \( N-2 \) blocks shared with \( f_\theta \) (see the green blocks in Figure 1), and \( \hat{\theta} \) denotes the shared weights and the own weights of \( \hat{g}_\theta \). For Task 1, the segmentation loss \( L^{(2)} \) is applied. Additionally, to promote the segmentation accuracy, we include the consistency loss \( L_{\text{pl}} \) to this task. The weights \( \theta' \) of the teacher network are updated using the exponential moving average (EMA) of \( \theta \) during training [39]. For Task 2 and using pseudo-masks \( \hat{y}_i \), the loss is defined as:
\[
L_{\text{pl}} := \sum_{i \in U \cup L} d_c(\hat{g}_\theta(Ax_i), B\hat{y}_i).
\]
We emphasise that the output of \( \hat{g}_\theta \) is not identical to that of \( f_\theta \), as the pseudo-masks are not seen by Task 1. This implies that the training process does not enforce the segmentation network \( f \) to reproduce individual pseudo-masks which contain errors, but rather the statistics of the pseudo-masks that influence \( f \) through back-propagation. By doing so, the pseudo-masks in Task 2 provide additional guidance to Task 1 during the optimisation process. Overall, the loss we use for this stage reads
\[
L^{(2)} := L_{\text{seg}} + \lambda_1 L_{\text{con}} + \lambda_2 L_{\text{pl}},
\]
where \( \lambda_1 \) and \( \lambda_2 \) are hyper-parameters balancing the tasks. Once the multi-task network is trained, the high quality pseudo-masks are computed by \( \hat{y}_i := \arg\max f_\theta(x_i) \).

Stage 3: Propagating Higher Quality Masks Information. Finally, in this stage the high quality pseudo-masks \( \hat{y}_i \) from Stage 2 are used to supervise the final models. The high quality pseudo-masks \( \hat{y}_i \) are integrated in a similar way as \( \hat{y}_i \) in Stage 2, except that we replace the network \( \hat{g}_\theta \) by \( \hat{g}_\theta \) which has \( N \) blocks and shares its first \( N-1 \) blocks with \( f_\theta \) (the network \( \hat{g}_\theta \), however, has only \( N-2 \) common blocks with \( f_\theta \)). This allows the pseudo-mask information to propagate better to \( f_\theta \), and hence \( \hat{y}_i \) to be more accurate than \( \hat{y}_i \), used in Stage 2. Here we use the tildes notations (e.g., \( \hat{y}_i \)) to denote quantities in Stage 3 (see Table I). The loss used for this stage is given by
\[
L^{(3)} := L_{\text{seg}} + \lambda_1 L_{\text{con}} + \lambda_2 L_{\text{pl}},
\]
where \( L_{\text{pl}} := \sum_{i \in L \cup U} d_c(\hat{g}_\theta(Ax_i), B\hat{y}_i) \).

The overall process of our technique, in which previous individual stages are combined to solve the semantic segmentation problem, is summarised in Algorithm 1.

### IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, we detail the range of experiments that are conducted to evaluate our proposed technique.

#### A. Data Description and Evaluation Protocol

In the experiments, we use two major benchmark datasets for semantic segmentation. Our first dataset is Cityscapes [42]: this is an urban scene dataset composed of 2975, 500 and 1525 images for training, validation and test respectively, and it has 19 classes. The images are of size \( 1024 \times 2048 \). In our experiments, we downsampled all

---

**Algorithm 1** Our Three-stage Self-training Scheme

1. **Input:** Labelled samples \( \{(x_i, y_i) \mid i \in L \} \) and unlabelled images \( \{x_i \mid i \in U \} \). The parameters \( \lambda_1 \) and \( \lambda_2 \). The random augmentation operators \( A \) and \( B \).

2. **# Stage 1:**
   3. Initialise \( \hat{\theta} \) of the segmentation network.
   4. Minimise the loss \( L^{(1)} \) in (2) for \( \theta \).
   5. Compute the initial pseudo masks \( \hat{y}_i = \arg\max f_\theta(x_i), i \in L \cup U \).

6. **# Stage 2:**
   7. Initialise \( \hat{\theta} \) and reinitialise \( \theta \).
   8. With the pseudo-masks \( \hat{y}_i \), minimise the loss \( L^{(2)} \) in (4) for parameters \( \hat{\theta} \) and \( \theta \) of the multi-task network. The weight \( \theta' \) of the teacher network is computed as the EMA of \( \theta \).
   9. With the new \( \theta \), compute \( \hat{y}_i := \arg\max f_\theta(x_i), i \in L \cup U \).

10. **# Stage 3:**
   11. Initialise \( \hat{\theta} \) and reinitialise \( \theta \).
   12. Minimise the loss \( L^{(3)} \) in (5) for \( \theta \) and \( \hat{\theta} \), where \( \hat{y}_i \) are computed from Stage 2, and \( \theta' \) is the EMA of \( \theta \).

13. **Output:** Return the parameter \( \theta \) of the segmentation network.

---

1 The code will be made available at https://github.com/RK621/ThreeStageSelftraining_SemanticSegmentation
images to the size $512 \times 1024$ following the experimental setting used in [12], [45]. Our second dataset is the augmented PASCAL VOC 2012 [54]: it is a natural scenes dataset that captures objects from 20 classes + 1 background class. The dataset is composed of 10582 and 1449 images for training and validation respectively (parts of the annotations come from [55]).

To evaluate the performance of the proposed method on the different amounts of labels, we vary the fraction of labelled images for both datasets. Specifically, for the Cityscapes dataset, we carry out experiments on 100, 372, 744 and 1448 labelled images taken from the whole training set, respectively. We note that all 2975 training images have ground truth segmentation masks, but some of the segmentation masks are ignored during the training and the corresponding images are treated as unlabelled. Similarly, for the augmented PASCAL dataset, we report results for the models trained on 1/100, 1/50, 1/20 and 1/8 of the training images (together with the other training images treated as unlabelled), respectively. In both datasets, we follow the same split for the labelled images and unlabelled images as in the work of [12], [45].

We address our evaluation protocol from both quantitative and qualitative point of views. The former is based on the widely-used metric called the mean Intersection-over-Union (mIoU) that is used for all our comparisons. The numerical comparison of our technique is performed against the state-of-the-art methods for deep semantic segmentation: Hung et al. [12], Mittal et al. [45], French et al. [13], VAT [10], ICT [11], Feng et al. [15], Olsson et al. [56] and Ke et al. [47]. The latter is based on a visual inspection of the segmentation outputs.

B. Implementation Details

We provide the training details of our technique for the datasets as well as outline the reproduced baselines.

Network architecture and pre-training scheme. In our experiments, we use as our segmentation network, $f_\theta$, DeeplabV2 [2] with ResNet-101 backbone [58], which has been also considered in the works of that [12], [13], [45]. For the experiments on Cityscapes [42], the ResNet-101 is pre-trained on ImageNet, whilst for the experiments on PASCAL VOC [54], we use two schemes, the first one of which uses ImageNet pre-training whilst the second one considers additionally MSCOCO [59] pre-training for $f_\theta$. The networks $\hat{g}_\theta$ and $\tilde{g}_\theta$ are built on the top of $f_\theta$. Specifically, $\hat{g}_\theta$ (with the same ResNet-101 backbone) has the first $N-2$ common blocks with $f_\theta$, by sharing its weights of conv1, conv2x, conv3x, conv4x with $f_\theta$, while having its free parameter on conv5x and ASPP layer [2]. We refer the readers to Table 1 in [58] for the introduction of conv1, ..., conv5x blocks of ResNet-101. The network $\tilde{g}_\theta$ shares the blocks conv1, ..., conv5x with $f_\theta$ while having its own parameter for the ASPP layer. A more detailed description of the structure of $f_\theta$, $\hat{g}_\theta$ and $\tilde{g}_\theta$ is provided in the Appendix.

We underline that though $\hat{g}_\theta$ (for Stage 2) and $\tilde{g}_\theta$ (for Stage 3) are introduced during the optimisation process, the segmentation network architecture $f_\theta$ remains unchanged and is therefore comparable to the works of [12], [13], [45]. In fact, in the test phase, $\hat{g}_\theta$ and $\tilde{g}_\theta$ are not included, and therefore the network being evaluated is identical to the DeeplabV2 in e.g., [13].

Training Scheme. The training details regarding both datasets are described next. For both Cityscape and PASCAL VOC 2012, the overall training procedure of the proposed method follows Algorithm 1, and the losses for the three stages are listed therein. In particular, in the consistency loss $L_{\text{con}}$ (1) and $L_{\text{pl}}$ (3), we use the cross entropy for the measure $d_\theta$. The random operators $A$ and $B$ in the definition of these two losses are implemented as the combination of RandAugment [52] and Cutout [53]. At the beginning of each stage, the network parameters, $\theta$, are initialised using the associated pre-trained model (either ImageNet or MSCOCO). In each stage, the network is trained using the Adam optimiser [60] with a learning rate of $3 \times 10^{-5}$, and 60,000 optimisation steps. In each step of the stochastic optimisation, the losses are computed on a minibatch. Specifically, each minibatch consists of Sub-batch 1 whose images are randomly selected from $L \cup U$ and Sub-batch 2 whose images are from $L$. The loss $L_{\text{con}}$ and $L_{\text{pl}}$ are averaged over both sub-batches, while the loss $L_{\text{neg}}$ is averaged over Sub-batch 2 only. In our implementation, we do not perform strong augmentation on Sub-batch 2, i.e., $A$ and $B$ are identity operators (see the loss $L_{\text{neg}}$ defined in (2)).

For Cityscapes, all images are downsized into $512 \times 1024$ throughout the experiments. During the training phase, all images are cropped into $256 \times 512$ before feeding to the network. Random horizontal flipping is applied to augment the dataset. The same setting was used in the works of [12], [45]. To apply our three-stage self-training method, we use a minibatch size of 5. We consider different labelled images counts using $|L| = 100$ (1/30 of the whole set of images), 372, 744 and 1448 respectively. The size of Sub-batch 1 is 1 for the cases $|L| = 100, 372$ and 744, while this number is increased to 3 when $|L|$ increases to 1448. For all cases, unless specified otherwise, the parameters $\lambda_1$ and $\lambda_2$ are set to $1/2$.

For PASCAL VOC 2012, the images are cropped into sizes of $321 \times 321$ during the training. Augmentations, including random horizontal flipping and random scaling, are applied, which follows the setting of semi-supervised segmentation benchmarks [12], [45]. We trained the network using 1/100, 1/50, 1/20 and 1/8 labelled images respectively. The size of the minibatch is set to 10. In each minibatch, the size of Sub-batch 1 is 1 for the setting with 1/100, 1/50, 1/20 labels, and this number is increased to 2 when the fraction of labelled images increases to 1/8. For this experiment, the parameter $\lambda_1$ is set to 1/4, 1/4, 5/4, 5/8 for the 4 different amounts of labels respectively, and $\lambda_2 = \lambda_1$.

C. Results and Discussions

In this section, we discuss the findings drawn from our numerical and visual results.

Influence of the pseudo-masks. We start by looking at how the pseudo-masks improve SSL. To this end, we compare
the consistency of the segmentation as well as the validation accuracy between the case with pseudo masks and the case without pseudo-masks. For the latter, the loss term \( L^{(3)} \) is removed from \( L^{(3)} \) (see (5)) in Stage 3. We consider the PASCAL VOC (212 labels) and the results are plotted in Figure 2. The left part of Figure 2 shows the value of the consistency loss \( L_{\text{con}} \) over the training epochs, and the value decreases in a similar way for both cases (with or without the pseudo masks). This indicates that the segmentation outputs have increasing consistently during the training regardless the use of the pseudo-masks. However, on the right part of Figure 2, we observe a boost in the validation mIoU of the segmentation outputs especially at the first few epochs if the pseudo-masks are used. This means that the semantic information in the pseudo-masks help to find a better segmentation, while the consistency regularisation is enforced.

Comparison of our Technique vs SOTA Models. We start by comparing our technique against existing semi-supervised semantic segmentation models for both datasets.

*Performance Comparison using Cityscapes.* The results are reported in Table II. We report two case studies in this table. The first case uses ImageNet as pre-training (see the upper part of Table II), which is used by our approach. From this comparison, we can observe that our approach significantly improves over all compared techniques and for all labels counts. Interestingly, we observe that only with 1/4 and 1/2 of labels, we can reach the performance that only is reachable for the compared techniques using the full labelled set.

The second one is against techniques that additionally use MSCOCO (see techniques with the tag \([+\text{MSCOCO}]\)) in the pre-training stage, we observe that our technique without such additional data is able to outperform these methods.

A visual comparison of the segmentation outputs of each stage of the proposed method, as well as that of CutMix [13], are presented in Figure 4. The segmentation errors are significantly reduced from Stage 1 to Stage 3, and our method shows better results than CutMix. In a closer inspection at these segmentation outputs, one can see that our technique was able to segment fine structures – for example the poles, traffic lights and trees which are highlighted using white rectangles. By contrast, the results of that [13] failed to retrieve many of
TABLE V
ABLATION STUDY ON CITYSCAPES (CS) AND PASCAL VOC (P VOC) DATASETS. WE REFER TO S1, S2 AND S3 AS EACH CORRESPONDING STAGE OF OUR TECHNIQUE. MOREOVER, WE INDICATE CONSISTENCY REGULARISATION AS CR, TASK 2 AS T2 AND STRONG AUGMENTATION AS SA. FINALLY, THE OPTION N2 MEANS THE USE OF ˜gθ IN STAGE 3 (OTHERWISE ˜gθ IS USED IN STAGE 3 INSTEAD).

| S1 | S2 | S3 | CR | T2 | SA | N2 | CS (100) | P VOC (212) |
|----|----|----|----|----|----|----|----------|-------------|
| ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | 46.91    | 55.20       |
| ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | 53.25    | 68.50       |
| ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | 50.2     | 59.82       |
| ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | 52.63    | 68.21       |
| ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | 47.96    | 64.37       |
| ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | 53.80    | 69.52       |
| ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | 54.85    | 70.77       |

TABLE VI
THE mIoU (IN PERCENTAGE): WITH/WITHOUT EMA DURING TRAINING

| EMA | CITYSCAPES (100) | PASCAL VOC (212) |
|-----|-----------------|------------------|
| yes | 53.25           | 68.50            |
| no  | 51.68           | 64.88            |

such relevant regions.

Performance Comparison using PASCAL VOC. We further investigate the performance of our technique by a set of comparisons using the PASCAL VOC dataset. Similarly than in the previous set of comparisons, we have two cases with and without (i.e. only ImageNet) MSCOCO pre-training. We begin the comparison using the case without MSCOCO and the results, measured in mIoU, are reported at Table III. In a closer look at the results, we observe that our technique is consistent with its performance behaviour on Cityscapes as our technique substantially improves over the compared algorithmic techniques for all label counts. The only exception is for [13] in the case of 1/50 labelled data. However, one can see that our technique substantially improves (from 62.71% to 70.77% in mIoU) when using MSCOCO for this particular case. An interesting case is when using VAT and ICT techniques, which draw directly from image classification. From the numerical results, we observe that these two techniques report low performance which highlights the substantial gap in modelling hypothesis between classification and semantic segmentation, where the second one requires more dense and complex annotations.

The results on PASCAL for the case with MSCOCO pretraining are displayed at Table IV. By inspection, we observe that the performance of our technique is prevalently outperforming all compared techniques for all labels counts. Particularly, our method reports large improvement for this case up to ~33%, most notably, when a lower label regime is used i.e. 1/100, 1/50, 1/20. Unlike Cityscapes where the performance gain using MSCOCO pretraining is small, one can observe that for the case of PASCAL VOC the improvement is significant. This is mainly because the samples content from MSCOCO is similar than PASCAL VOC. This allows to further enrich the data generalising better the performance for this case.

Figure 5 compares the segmentation outputs of the three stages, along with that of CutMix [13] and the ground truth annotations, for images taken from the PASCAL validation set. As shown in the figure, more details of the foreground objects are captured from Stage 1 to Stage 3, and the final segmentation results are more accurate at the object boundaries than the segmentation by CutMix.

Ablation study on the tasks and the augmentations. Results of ablation study for Cityscapes (with 100 labelled images and ImageNet pretraining) and PASCAL VOC (with 212 labelled images and MSCOCO pretraining) are reported in Table V. Starting from Stage 1 (S1), the performance is substantially improved by including the second stage (S2). Stage 3 (S3) further improves the mIoU by 1.6% for Cityscapes and 2.2% for PASCAL. A significant drop of the score (≥4%) appears when the consistency regularisation (CR) Lcon is not included, which suggests that CR helps to improve the segmentation accuracy in addition to the pseudo-masks. A loss of around 2% in the mIoU is observed when Task 2 (T2) is dropped, indicating the importance of Task 2 (using the pseudo-masks). Strong augmentation (SA) is an important component of the framework, as excluding SA decreases the score by around 6.5% for both datasets. Finally, changing the network ˜gθ (N2) for Stage 3 into ˜gθ (used by Stage 2) results in about 1%’s performance loss, which indicates that ˜gθ (sharing more blocks with fθ) allows better propagation of the pseudo-mask information to fθ.

We also performed an ablation study on the influence of the exponential moving average (EMA), and the results are reported in Table VI. Without the EMA, the segmentation quality degrades resulting in a decrease in performance in terms of mIoU of 1.5% for Cityscapes (100 labels), while 4% for the Pascal VOC dataset (212 labels).

The weights λ1 and λ2 of the losses. We study how the choice of the weights λ1 and λ2 affects the performance of the proposed method. To do this, we report the results for both datasets over different values of the weights in Figure 3. In this test, for Cityscapes, 100 ground truth segmentation masks are used for training, and the segmentation network DeeplabV2 is pre-trained using ImageNet. For the augmented PASCAL dataset, we use 2% labelled images and MSCOCO pre-training. We set equal weights for the consistency loss and the pseudo-masks loss term, i.e., λ2 = λ1.
Fig. 4. Visual comparison of our technique vs CutMix [13]. The first row displays the sample images. The remaining rows represent the segmentation outputs for: CutMix, Stage 1 (Ours), Stage 2 (Ours), Stage 3 (Ours), and the ground truth (GT) respectively. The white rectangles highlight the fine details that are captured by the last stage of our method.

From the results in Figure 3 (a), the best performance for the Cityscapes dataset is reached at $\lambda_1 = 1/2$, and the mIoU decreases by around 2% and 1.5% when $\lambda_1$ is changed to 1/4 and 1, respectively. For the augmented PASCAL dataset, the highest mIoU (0.708) is archived at $\lambda_1 = 1/4$ and $\lambda_1 = 1/2$ (See Figure 3 (b)). We observe a slightly drop in the mIoU (around 1%) when $\lambda_1$ is set to $1/8$ or $1/4$.

Comparing to representation learning. Our framework enforces better predictions on unlabelled data through a multi-task and multi-stage process. Alternatively, one could integrate representation learning tasks into multi-task frameworks, such as contrastive learning (e.g., MoCo [61]) or image classification tasks (given additional image-level labels). The learned representation is shared with the segmentation task and helps to improve the segmentation predictions on the (unlabelled) data where ground truth segmentation masks are unavailable. These representation learning tasks, however, do not necessarily enforce consistent predictions in pixel-level (needed for good segmentation) because the contrastive loss or classification loss does not have an implication of how the position of a pixel in one image is correlated to the same pixel in another image. In contrast, our framework fully leverages the pixel-wise correspondence of an image and its augmented versions (see the losses (1) and (3)) and explicitly constrains the model to predict segmentations that are consistent over the different augmented images.

The multi-task network and extensions. The multi-task networks for Stage 2 and Stage 3 play an important role in balancing the uncertainty in the pseudo-masks and the consistency of the prediction. This is crucial especially when the labelled data is small and the initial pseudo-masks reflect low accuracy. As described in Section III, the network $\hat{g}_\theta$ is constructed by reusing the first $N-2$ blocks of the segmentation network $f_\theta$, while having its independent parameters for the last 2 blocks. The results displayed in this work are based on Deeplabv2, but we remark that the multi-task network can be constructed in a similar way if other segmentation networks are adopted.

The proposed method consists of three stages, and the quality of the pseudo masks is improved between the stages. In our experiments, we observe that the three stages reflect a good trade-off between performance and computation. For example,
when a fourth stage is included, the mIoU is improved by 0.12% (at 70.89%) for PASCAL VOC (212 labels) and 0.36% (at 55.21%) for Cityscapes (100 labels), respectively. Also, as shown in Table II, Table III and Table IV, the three stage scheme archives SOTA performance for semi-supervised semantic segmentation. However, this does not restrict an extension of the main idea to further stages, because the improvements from one stage to the next one are encoded in the pseudo-masks, which are readily usable if more stages are included.

V. CONCLUSION

In this work, we propose a three-stage self-training method for semi-supervised semantic segmentation. Our framework enforces consistency of labels via a moving teacher network and introduces an auxiliary task to propagate the pseudo-mask information (which are stationary within each stage of the training) to the student network during the optimisation process. We demonstrate that our framework effectively improves the quality of pseudo-masks, during the learning process using a multi-task model, given only a very small amount of ground truth segmentation masks. The proposed method reaches state-of-the-art semi-supervised segmentation results on two major benchmark datasets. Interesting extensions of the proposed method can be derived by combining our approach with additional pseudo-mask enhancement techniques, including uncertainty weighting and warm-up. Another research line is to investigate how multi-task can intertwine with representation learning techniques such as [61], and additionally, how to integrate our auxiliary tasks and classification tasks.

APPENDIX

FURTHER DETAILS OF THE NETWORK ARCHITECTURE

In this section, we provide the specification of the multi-task network used in Section 4 of the paper.

The multi-task network is adapted from a segmentation network. In particular, each of the branches $f_\theta$, $\hat{g}_\theta$, and $\tilde{g}_\theta$ has 6 blocks, the details of which are given in Table VII. The segmentation branch $f_\theta$ is identical to Deeplabv2 [2], [13] with ResNet backbone [58]. The subscript $\theta$ denotes the
weights of all 6 blocks. The second branch $g_{\theta}$ (used only in Stage 2) shares the same structure and weights with $f_0$ up to the block conv4, and then has its own parameters on the last two blocks conv6 and ASPP_2. The block conv6 has the same structure as conv5, and in order to reduce the training time, we use only half the number of channels. The weights of the 6 blocks are denoted by $\theta$. Finally, the last branch $g_{\theta}$ (used only in Stage 3) shares the weights with $f_0$ up to the last but one block (conv5), and has its own classification module (ASPP_3). Having many common blocks for the branches, the multi-task network has only slightly more parameters and floating point operations compared to the underlying segmentation network.
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