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Abstract—This paper proposes a novel control design method for high-precision positioning systems. The method aims to eliminate the tracking error caused by measurement quantization present in positioning systems with optical encoders. By employing a combined internal model based feedback and quantized feedforward design, we are able to make the output of the positioning system asymptotically track any input signal with one or more sinusoidal components of known frequencies and a possible constant component. When combined with a micro actuator, the resulting dual-stage positioning system is able to track any continuous periodic signal with a known period. Besides theoretical guarantees, the proposed design is validated experimentally and proved able to achieve asymptotic tracking error below ±1 μm when subject to a sensor quantization level of 5 μm.

Index Terms—quantization, periodic signals, motion control, macro-micro, dual-stage actuator, tracking.

I. INTRODUCTION

DESIGNERS of positioning control systems always face the tradeoff of positioning accuracy, range of actuation and response time (or bandwidth). For example, voice coil actuators typically have a good range of actuation but their positioning accuracy is often limited by the optical encoder and their response time is limited by the motor dynamics [1]. In contrast, piezo devices can deliver superb dynamic response due to their miniaturization and nanometer accuracy due to capacitive sensing but their range of actuation is severely limited [2]–[4].

To overcome this tradeoff, a dual-stage positioning system can be used. Such a system consists of a macro actuator as the primary stage and a piggy-backed micro actuator as the secondary stage. Figure 1 illustrates the schematics of such a design. Due to its relatively larger physical size, the primary stage is able to cover a long range of actuation, but with relatively slower response and coarse resolution. In contrast, the secondary stage is able to respond quickly and accurately, but only over a limited range. A typical combination for translational motion is a linear motor for the primary stage and a piezo device for the secondary stage. Through careful composite control designs, a combined system can take the advantages of both stages, providing fast and high-precision responses over a long working range. Many dual-stage designs are available in the literature; see, e.g., [5]–[8]. Ample applications of dual-stage positioning systems have been demonstrated; see, e.g., [9]–[13].

Regardless whether the positioning system is single stage or multi-stage, the quantization error of the optical encoder poses a fundamental challenge to the control design. This issue is particularly prominent if the system is designed for long-range high-precision tracking. In this paper, we study a new control design method which focuses on mitigating the quantization error in the feedback measurement, enabling us to significantly improve the tracking accuracy of periodic signals way beyond the accuracy permitted by the optical encoder. When applied in a dual-stage design for tracking periodic signals, the new control design provides the possibility to totally eliminate the tracking error caused by the optical encoder.

Our design method was proposed and tested in our earlier paper [14] for dual-stage positioning systems to track a constant reference input, where we demonstrated how to remove the quantization effect in the primary stage. The work in this paper expands this result to handle the tracking of an arbitrary periodic signal in both single-stage and dual-stage designs. The

![Fig. 1. The macro-micro approach: a micro actuator is connected to the macro (quantized) actuator such that \( y(t) = y_1(t) + y_2(t) \) [14].](image_url)
contributions and main results of this paper are summarized below.

- For a single-stage actuator with optical encoder for feedback measurement, we consider the tracking control for any input signal consisting of one or more sinusoidal terms of known frequencies, including a possible constant (DC) term. We propose a novel control design consisting of internal model based feedback together with feedforward quantization and show that the controller can be carefully designed to achieve zero tracking error asymptotically. That is, the quantization effect of the optical encoder in the feedback channel can be completely suppressed.

- For tracking an arbitrary periodic signal with a known period, we deploy a dual-stage system to achieve the task. The primary stage is designed to track an approximate reference signal with a finite number of harmonic terms using the control design above. The secondary stage is designed to track the residual error. Under the assumptions that the secondary stage has negligible measurement error and sufficiently fast dynamic response (which is a reasonable assumption if the secondary stage is a piezo device with capacitive sensing), steady state tracking error can be made arbitrarily small for any continuous periodic input, eliminating the quantization error caused by the optical encoder in the primary stage.

- Arbitrarily small tracking errors are backed up by theoretical proofs, and the superb tracking performance is validated by experimental results. In addition, the theoretical study in the control design offers certain freedoms in the feedback controller which can be used to tune appropriate transient response as well.

The rest of this paper is organized as follows. Section II will provide preliminary material to aid the comprehension of the paper. Section III will provide theoretical results that allow an output quantized actuator to asymptotically track nonstationary trajectories. These results will then be explored in Section IV, by the concept of macro-micro actuators. The proposed strategy will be illustrated by numerical and experimental results in Section V. Conclusions are presented in Section VI.

II. PROBLEM STATEMENT

Let us consider a motion system as described by a linear transfer function

$$G_1(s) := \frac{Y_1(s)}{U_1(s)},$$

subject to output quantization. Measurements of $y_1(t)$ are corrupted by a quantization function defined as

$$q(y_1) := j \cdot \delta, \quad \forall \ y_1 \in \mathcal{Q}_j,$$

where $j \in \mathbb{Z}$, $\delta \in \mathbb{R}^+$ is called the quantization interval and

$$\mathcal{Q}_j(\delta) := \{ y_1 \in \mathbb{R} \mid (j - 0.5)\delta \leq y_1 < (j + 0.5)\delta \}$$

is the quantization region.

This paper addresses the problem of tracking a periodic reference $r(t) = r(t+T)$, that is, given measurements $q(y_1(t))$ achieve $y_1(t) \to r(t)$ as $t \to \infty$. Two cases are considered: in the first case the reference $r(t)$ is represented by a finite Fourier series with harmonics within the bandwidth of $G_1(s)$. Then, given the feedback signal $q(y_1(t))$, the first problem to be addressed by this paper is that of designing a control law such that the output $y_1(t)$ is able to asymptotically track $r(t)$.

In the second case $r(t)$ does not satisfy the assumption above, and a macro-micro approach is proposed. The reference is split into $r(t) = r_1(t) + r_2(t)$, and the problem becomes that of designing a control law such that the first $m$ harmonics of $r(t)$ are tracked by $y_1(t)$, that is, $y_1(t) \to r_1(t)$, and such that the higher-order harmonics are tracked by the so-called micro actuator $y_2(t) \to r_2(t)$, where:

$$G_2(s) := \frac{Y_2(s)}{U_2(s)}.$$  (4)

A traditional macro-micro structure is depicted in Fig. 1 and arises from the addition of a micro actuator to the quantized motion system – an additional sensor is also added able to measure the relative displacement $y_2(t)$. When compared to the quantized system (henceforth also called the macro actuator), the micro actuator has both a smaller range and a higher bandwidth. Two advantages are obtained by this structure: 1) given its higher bandwidth, the micro actuator is able to track the higher-order harmonics $r_2(t)$ in $r(t)$, and 2) given its reduced range ($\mu_{\text{range}}$ in Fig. 1), measurement errors of $y_2(t)$ are negligible when compared to quantization ones $e_q(t) = q(y_1(t)) - y_1(t)$. As such, even if asymptotic tracking of $r_2(t)$ may be impossible for some references, a significantly improved accuracy is achieved by the macro-micro structure provided the higher harmonics in $r_2(t)$ are within the micro actuator range.

The overall strategy is depicted in Fig. 2 where, as in Fig. 1, it is clear that the total output is now given by $y(t) = y_1(t) + y_2(t)$. The periodic reference $r(t)$ is accordingly split as $r(t) = r_1(t) + r_2(t)$, and two quantization blocks are present: an intrinsic one in the feedback path of $y_1(t)$, and the artificial one in the feedforward path of $r_1(t)$. We will now proceed by focusing on the tracking control problem for the macro actuator, and later show how to include the micro one in order to achieve an improved performance.

III. MACRO-STAGE DESIGN

Let the input signal $r_1(t)$ be of the following form:

$$r_1(t) = \delta_0 a_0 + \sum_{i=1}^{m} a_i \sin(\omega_i t + \theta_i).$$  (5)

where $\delta_0 = 0$ or $1$, $m \geq 1$, $\omega_i > 0$ and $a_i \neq 0$ for all $i$. Note, in particular, that $r_1(t)$ contains at least one sinusoid.

Remark 1: The above structure for $r_1(t)$ allows the given reference signal to be one or more sinusoids dislocated by $a_0$. This permits good approximation of any periodic reference signal by having a sufficient number of sinusoids. As we will see later in the dual-stage design, for any given periodic reference input signal, (5) can be used as the approximated reference input for the primary stage, leaving the small approximation error to be handled by the secondary stage. We
Fig. 2. Schematic representation of the proposed strategy: the reference \( r_1(t) \) is artificially quantized and asymptotically tracked; the micro actuator is then used to compensate for the residual signal \( r_2(t) = r(t) - r_1(t) \).

also note that (5) also allows quasi-periodic reference signals where \( \omega_i, i > 1 \), are not necessarily the harmonics of \( \omega_1 \).

**Assumption 1:** The magnitude range of \( r_1(t) \) is sufficiently large with respect to the quantization step size \( \Delta \) such that \( q(r_1(t)) \) has at least \( 2m + \delta_0 \) different quantization values.

**Lemma 1:** Under Assumption 1, \( r_1(t) \) is unique in the sense that for any \( \tilde{r}_1(t) \) of the form

\[
\tilde{r}_1(t) = \delta_0\tilde{a}_0 + \sum_{i=1}^{m} \tilde{a}_i \sin(\omega_i t + \tilde{\theta}_i),
\]

with \( q(\tilde{r}_1(t)) = q(r_1(t)) \) for all \( t \), then \( \tilde{r}_1(t) = r_1(t) \) for all \( t \).

**Proof:** It is easy to see that \( r_1(t) \) in (5) has only \( 2m + \delta_0 \) free parameters (i.e., all \( a_i \) and \( \theta_i \)). Therefore, it is not possible to have two different functions of the same form with the identical at least \( 2m + \delta_0 \) different values.

Consider the open-loop transfer function \( H(s) = C(s)G(s) \) from \( \tilde{e}_1(t) := q(r_1(t)) - q(y_1(t)) \) to \( y_1(t) \) as given by

\[
H(s) = \delta_0 \frac{k_0}{s} + \sum_{i=1}^{m} \frac{k_is}{s^2 + \omega_i^2} + \sum_{i=m+1}^{m+p} \frac{k_is + z_i}{s^2 + cs + d_i}, \tag{6}
\]

**Assumption 2:** Suppose the following conditions hold:

- \( k_i > 0 \) for all \( i = 0, 1, \ldots, m + p + q \).
- \( p \geq 0; p_i > 0 \) for all \( i = m + 1, \ldots, m + p \).
- \( q \geq 0; c_i > 0, d_i > 0 \) and \( 0 \leq z_i \leq c_i \) for all \( i = m + p + 1, \ldots, m + p + q \).

The above assumption implies that the first-order terms \( (i = m + 1, \ldots, m + p) \) and second-order terms \( (i = m + p + 1, \ldots, m + p + q) \) are strictly Hurwitz. Note that these terms can be void because, as we see below, their presence does not influence the asymptotic behaviour of the closed-loop system. However, the inclusion of these terms can be beneficial for shaping the transient response, offering some design flexibility, and accommodating the plant dynamics.

We have the following main result:

**Theorem 1:** Suppose \( r_1(t) \) and \( H(s) \) are as in (5) and (6), respectively, and that Assumptions 1-2 hold. Then, the closed-loop system is stable and the tracking error \( e_1(t) = r_1(t) - y_1(t) \to 0 \) as \( t \to \infty \).

**Proof:** Define the input components as

\[
r_{1,o}(t) = a_0, \quad r_{1,i}(t) = a_i \sin(\omega_i t + \theta_i), \quad i = 1, \ldots, m,
\]

and the open-loop sub-systems as

\[
H_{1,0}(s) = \frac{k_0}{s}, \quad H_{1,i}(s) = \frac{k_is}{s^2 + \omega_i^2}, \quad i = 1, \ldots, m, \quad H_{1,i}(s) = \frac{k_is + z_i}{s^2 + cs + d_i}, \quad i = m + 1, \ldots, m + p + q.
\]

Let the output of each sub-system be \( y_{i}(t), i = 1, \ldots, m + p + q \). We have

\[
\dot{y}_{1,0}(t) = k_0 \hat{e}_1(t), \quad \dot{y}_{1,i}(t) + \omega_i^2 y_{1,i}(t) = k_i \hat{e}_1(t), \quad i = 1, \ldots, m, \quad \dot{y}_{1,i}(t) + p_i y_{1,i}(t) = k_i \hat{e}_1(t), \quad i = m + 1, \ldots, m + p, \quad \dot{y}_{1,i}(t) + c_i \dot{y}_{1,i}(t) + d_i y_{1,i}(t) = k_i (\hat{e}_1(t) + z_i \hat{e}_1(t)), \quad i = m + p + 1, \ldots, m + p + q.
\]

The above equations can be verified when

\[
\hat{r}_{1,0}(t) = 0; \quad \hat{r}_{1,i}(t) + \omega_i^2 r_{1,i}(t) = 0, \quad i = 1, \ldots, m.
\]

We also define

\[
r_{1,i}(t) = 0, \quad i = m + 1, \ldots, m + p + q, \quad e_{1,i}(t) = r_{1,i}(t) - y_{1,i}(t), \quad i = 0, 1, \ldots, m + p + q.
\]
It follows that
\begin{align}
\dot{e}_{1,0}(t) &= -k_0 \dot{e}_1(t), \tag{7} \\
\dot{e}_{1,i}(t) + \omega_i^2 e_{1,i}(t) &= -k_i \dot{e}_1(t), \ i = 1, \ldots, m, \tag{8} \\
\dot{e}_{1,i}(t) + p_i e_{1,i}(t) &= -k_i \dot{e}_1(t), \ i = m + 1, \ldots, m + p, \tag{9} \\
\dot{e}_{1,i}(t) + c_i \dot{e}_{1,i}(t) + d_i e_{1,i}(t) &= -k_i (\dot{e}_1(t) + z \dot{e}_1(t)), \ i = m + p + 1, \ldots, m + p + q. \tag{10}
\end{align}

Moreover, it is straightforward to verify that
\begin{equation}
e_1(t) = \delta_0 e_{1,0}(t) + \sum_{i=1}^{m+p+q} e_{1,i}(t). \tag{11}
\end{equation}

Now construct the Lyapunov-like function
\begin{equation}
V(t) = \sum_{i=0}^{m+p+q} \frac{1}{k_i} V_i(t) > 0, \tag{12}
\end{equation}
where each $V_i(t)$ is for each sub-system in (7)-(10), as defined and analysed below.

**Case 0**: $i = 0$. For this case, we take
\begin{equation}
V_0(t) = \frac{\delta_0}{2} (e_{1,0}(t))^2. \tag{13}
\end{equation}

Taking derivative, we get
\begin{equation}
\dot{V}_0(t) = \delta_0 \dot{e}_{1,0}(t) e_{1,0}(t) = -k_0 \delta_0 e_{1,0}(t) \dot{e}_1(t). \tag{14}
\end{equation}

**Case 1**: $i = 1, \ldots, m$. For this case, we take
\begin{equation}
V_i(t) = \frac{1}{2} (e_{1,i}(t))^2 + \frac{1}{2 \omega_i^2} (\dot{e}_{1,i}(t) + k_i \dot{e}_1(t))^2. \tag{15}
\end{equation}

Similarly, taking derivative, we get
\begin{align*}
\dot{V}_i(t) &= \dot{e}_{1,i}(t) e_{1,i}(t) + \frac{1}{\omega_i^2} (\dot{e}_{1,i}(t) + k_i \dot{e}_1(t)) \\
&= \dot{e}_{1,i}(t) e_{1,i}(t) - e_{1,i}(t) (\dot{e}_{1,i}(t) + k_i \dot{e}_1(t)) \\
&= -k_i e_{1,i}(t) \dot{e}_1(t).
\end{align*}

**Case 2**: $i = m + 1, \ldots, m + p$. For this case, we take
\begin{equation}
V_i(t) = \frac{1}{2} (e_{1,i}(t))^2. \tag{16}
\end{equation}

Again, taking derivative, we get
\begin{align*}
\dot{V}_i(t) &= \dot{e}_{1,i}(t) e_{1,i}(t) \\
&= (-p_i e_{1,i}(t) - k_i \dot{e}_1(t)) e_{1,i}(t) \\
&= -p_i (e_{1,i}(t))^2 - \dot{e}_1(t) e_{1,i}(t) \\
&\leq -k_i e_{1,i}(t) \dot{e}_1(t).
\end{align*}

**Case 3**: $i = m + p + 1, \ldots, m + p + q$. This is the most complicated case. We consider several sub-cases. Denote by $-p_{i1}$ and $-p_{i2}$ the two poles of $H_i(s)$, i.e., the denominator of $H_i(s)$ is expressed as $(s + p_{i1})(s + p_{i2})$. We have $c_i = p_{i1} + p_{i2}$ and $d_i = p_{i1} p_{i2}$. By Assumption 2, $0 \leq z_i \leq p_{i1} + p_{i2}$.

**Case 3.1**: The poles are real and $H_i(s)$ has zero-pole cancellation, i.e., $p_{i1} > 0, p_{i2} > 0$ and $z = p_{i1}$ or $p_{i2}$. In this sub-case, the simplified $H_i(s) = k_i/(s + p_{i1})$ or $k_i/(s + p_{i2})$.

This is the same as Case 2. So we take $V_i(t)$ as in (15) which yields
\begin{equation}
\dot{V}_i(t) \leq -k_i e_{1,i}(t) \dot{e}_1(t). \tag{17}
\end{equation}

**Case 3.2**: The poles are real and $0 < p_{i1} < z < p_{i2}$. Taking partial fraction expansion, $H_i(s)$ can be rewritten as
\begin{equation}
H_i(s) = \frac{k_{i1}}{s + p_{i1}} + \frac{k_{i2}}{s + p_{i2}}. \tag{18}
\end{equation}

It is straightforward to check that
\begin{equation}
k_{i1} + k_{i2} = k_i, \quad \frac{k_{i1}}{k_i} p_{i2} + \frac{k_{i2}}{k_i} p_{i1} = z. \tag{19}
\end{equation}

Defining $\varepsilon_i = k_i / k_i$, we get
\begin{equation}
\varepsilon_i (p_{i2} - p_{i1}) + p_{i1} = z. \tag{20}
\end{equation}

Note that the left-hand side above is linear in $\varepsilon$. Hence, $p_{i1} < z_i < p_{i2}$ implies that $0 < \varepsilon_i < 1$, which in turn implies that both $k_{i1} > 0$ and $k_{i2} > 0$. Therefore, this sub-case goes back to Case 2. We have $e_{1,i}(t) = e_{11}(t) + e_{12}(t)$, where
\begin{align*}
\dot{e}_{11}(t) + p_{i1} e_{11}(t) &= -k_{i1} \dot{e}_1(t), \quad j = 1, 2.
\end{align*}

Take
\begin{equation}
V_i(t) = \frac{k_i}{k_{i1}} (e_{11}(t))^2 + \frac{k_i}{k_{i2}} (e_{12}(t))^2. \tag{21}
\end{equation}

From Case 2, we get
\begin{align*}
\dot{V}_i(t) &\leq -\frac{k_{i1}}{k_i} k_{i1} e_{11}(t) \dot{e}_1(t) - \frac{k_{i2}}{k_i} k_{i2} e_{12}(t) \dot{e}_1(t) \\
&= -k_i e_{1,i}(t) \dot{e}_1(t).
\end{align*}
We have
\[
\dot{V}_i(t) \leq \frac{1}{\rho_i}(\dot{e}_{1,i}(t) + (c_i - z_i)e_{1,i}(t))
\]
\[
+ k_i\dot{e}_1(t)(\dot{e}_{1,i}(t) + (c_i - z_i)e_{1,i}(t) + k_i\dot{e}_1(t))
\]
\[
= e_{1,i}(t)\dot{e}_{1,i}(t) + \frac{1}{\rho_i}(-z_i\dot{e}_{1,i}(t) - d_i e_{1,i}(t) - k_iz_ie_{1,i}(t))
\]
\[
\times (\dot{e}_{1,i}(t) + (c_i - z_i)e_{1,i}(t) + k_i\dot{e}_1(t))
\]
\[
= e_{1,i}(t)\dot{e}_{1,i}(t) - \frac{1}{\rho_i}(z_i\dot{e}_{1,i}(t) + (c_i - z_i)z_ie_{1,i}(t) + z_ik_i\dot{e}_1(t))
\]
\[
\times (\dot{e}_{1,i}(t) + (c_i - z_i)e_{1,i}(t) + k_i\dot{e}_1(t))
\]
\[
- \frac{d_i}{\rho_i}(c_i - z_i)z_i e_{1,i}(t)
\]
\[
\times (\dot{e}_{1,i}(t) + (c_i - z_i)e_{1,i}(t) + k_i\dot{e}_1(t))
\]
\[
= e_{1,i}(t)\dot{e}_{1,i}(t) - \frac{z_i}{\rho_i}(e_{1,i}(t) + (c_i - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))^2
\]
\[
- e_{1,i}(t)(\dot{e}_{1,i}(t) + (c_i - z_i)e_{1,i}(t) + k_i\dot{e}_1(t))
\]
\[
= -\frac{z_i}{\rho_i}(e_{1,i}(t) + (c_i - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))^2
\]
\[
- (c_i - z_i)(e_{1,i}(t))^2 - k_2e_{1,i}(t)\dot{e}_{1,i}(t)
\]
\[
\leq -k_1e_{1,i}(t)\dot{e}_{1,i}(t).
\]

**Case 3.4:** Complex poles: \(p_{11} = \alpha_1 + j\beta_1, p_{22} = \alpha_1 - j\beta_1\), with \(\alpha_1 > 0\) and \(\beta_1 > 0\). We assume \(\beta_1 > 0\) because the special case of \(\beta_1 = 0\) corresponds to the repeated pole case, which has been considered in Case 3.3. Rewrite (10) as
\[
\dot{e}_{1,i}(t) + 2\alpha_1\dot{e}_{1,i}(t) + \gamma^2_i e_{1,i}(t) = -k_1(\dot{e}_1(t) + z_i\dot{e}_1(t)),
\]
where \(\gamma^2_i = \alpha^2_1 + \beta^2_1\). Note that \(0 \leq z_i \leq c_i = 2\alpha_1\) by Assumption 2. Take
\[
V_i(t) = \frac{1}{2}(e_{1,i}(t))^2 + \frac{1}{2\eta_i^2}(\dot{e}_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))^2,
\]
where \(\eta_i^2 = (z_i - \alpha_i)^2 + \beta_i^2\). Note that \(\eta_i^2 > 0\) because \(\beta_i > 0\).

Taking the derivative, we get
\[
\dot{V}_i(t) \leq \frac{1}{\eta_i}(e_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))
\]
\[
+ k_1\dot{e}_1(t)(\dot{e}_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))
\]
\[
= e_{1,i}(t)\dot{e}_{1,i}(t) + \frac{1}{\eta_i}(-z_i\dot{e}_{1,i}(t) - \gamma^2_i e_{1,i}(t) - k_i\dot{e}_1(t))
\]
\[
\times (\dot{e}_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_i\dot{e}_1(t))
\]
\[
= e_{1,i}(t)\dot{e}_{1,i}(t) + \frac{1}{\eta_i}(-z_i\dot{e}_{1,i}(t) - 2\alpha_1\dot{e}_{1,i}(t) - k_i\dot{e}_1(t))
\]
\[
\times (\dot{e}_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_i\dot{e}_1(t))
\]
\[
- \gamma^2_i (2\alpha_1 - z_i)z_i e_{1,i}(t)\xi(t).
\]

with \(\xi(t) = (\dot{e}_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))\). It is easy to verify that
\[
\gamma^2_i - (2\alpha_1 - z_i)z_i = \alpha^2_1 - (2\alpha_1 - z_i)z_i + \beta^2_1
\]
\[
= (z_i - \alpha_1)^2 + \beta_i^2
\]
\[
= \eta_i^2.
\]

We have
\[
\dot{V}_i(t) = e_{1,i}(t)\dot{e}_{1,i}(t)
\]
\[
- \frac{z_i}{\eta_i}(e_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))^2
\]
\[
- e_{1,i}(t)(\dot{e}_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))
\]
\[
= -\frac{z_i}{\eta_i}(e_{1,i}(t) + (2\alpha_1 - z_i)e_{1,i}(t) + k_1\dot{e}_1(t))^2
\]
\[
- (2\alpha_1 - z_i)(e_{1,i}(t))^2 - k_2e_{1,i}(t)\dot{e}_{1,i}(t)
\]
\[
\leq -k_1e_{1,i}(t)\dot{e}_{1,i}(t).
\]

Combining all the cases above, we get
\[
\dot{V}(t) = \sum_{i=0}^{m+p+q} \frac{1}{k_i} V_i(t)
\]
\[
\leq -\left(\delta_0\varepsilon_{i,0}(t) + \sum_{i=1}^{m+p+q} e_{1,i}(t)\right) \dot{e}(t)
\]
\[
= -e_1(t)\dot{e}_1(t).
\]

Note that \(e_1(t)\dot{e}_1(t) \geq 0\) because the quantization function is monotonic (i.e., \(r_1 - y_1 \geq 0 \Rightarrow q(r_1) - q(y_1) \geq 0\)). This implies that, in steady state, \(V(t)\) must be confined in the region where \(e_1(t)\dot{e}_1(t) = 0\), i.e., \(e_1(t) = 0\) or \(\dot{e}_1(t) = 0\). Also note that \(e_1(t) = 0\) implies \(\dot{e}_1(t) = 0\). Therefore, this region is equivalent to \(\dot{e}_1(t) = q(r_1(t)) - q(y_1(t)) = 0\).

Now we focus on the steady state. Since \(\dot{e}_1(t) = 0\), the steady-state output \(y_1(t)\) must be of the following form:
\[
y_1(t) = \delta_0y_{1,0} + \sum_{i=1}^{m} y_{1,i}\sin(\omega_it + \psi_i).
\]
Note that this is the same form as \(r_1(t)\). By Lemma 1, \(\dot{e}_1(t) = q(r_1(t)) - q(y_1(t)) = 0\) for all \(t\) in steady state implies that \(y_1(t) = r_1(t)\) in steady state. That is, the tracking error \(e(t) \to 0\) as \(t \to \infty\).

### IV. Dual-stage Design

The dual-stage design is illustrated in Fig. 2 where the macro and micro actuators are respectively depicted as \(G_1(s)\) and \(G_2(s)\).

Instead of tracking the desired periodic reference \(r(t)\), the macro actuator will be set in a persistent motion around the reference in a trajectory \(r_1(t)\) in the form of (5). That is, \(r_1(t)\) is a periodic signal that consists of at least one sinusoidal term – and a possible DC term – that approximates \(r(t)\). The approximation is done such that the residual signal \(r(t) - r_1(t)\) can be tracked by the secondary stage. In the case that the reference signal \(r(t)\) is a constant (i.e., DC only), we refer back to the idea in our earlier paper [14] which makes \(r_1(t) = r(t) + a_1\sin(\omega_1t)\) with a relatively small \(a_1\) so that \(r_1(t)\) has
a sinusoidal term and the residual signal \( r(t) - r_1(t) \) can be tracked by the secondary stage as well.

With the above configuration, our proposed control design for the primary stage in the previous section can be applied to ensure asymptotic tracking of \( r_1(t) \) despite sensor quantization. For a given plant \( G_1(s) \), it suffices to design the controller \( C_1(s) \) such that \( H_1(s) = C_1(s)G_1(s) \) is in the form of (6). If designing such \( C_1(s) \) is not possible (for example, if \( G_1(s) \) has marginal or unstable poles, or if a noncausal controller would be required to match the relative degree of \( H_1(s) \)), then design \( C_1(s) \) such that it is a stabilising controller and \( H_1(j\omega) \) approximates that in (6) as much as possible for the frequency range of interest. In this case, there may be some small steady-state error. Since the overall output of the system is now given by \( y(t) = y_1(t) + y_2(t) \), the task of the micro actuator is to compensate for the residual signal by means of

\[
r_2(t) = r(t) - r_1(t)
\]

from which it follows that \( y(t) \) will asymptotically track \( r(t) \) if each actuator asymptotically tracks its own reference. The secondary actuator tracking of \( r_2(t) \) is a standard control problem that may be addressed by traditional methods based on the internal model principal such as, e.g., resonant or repetitive controllers [15], iterative learning [16].

As mentioned earlier, the strictly stable terms \( H_{1,i}(s), i = m+1, \ldots, m+p+q \) do not affect the steady state performance. But they can be added to improve transient response and disturbance attenuation. For example, if attenuation is needed around some frequency \( \omega_0 \), we can add a term

\[
H_{1,i}(s) = \frac{k_i(s + \eta_i\alpha_i)}{(s + \alpha_i)^2 + \beta_i^2}
\]

with \( \alpha_i^2 + \beta_i^2 = \omega_0^2 \) and a small \( \alpha_i > 0 \). Small \( \alpha_i \) implies that good attenuation is achieved around \( \omega_0 \). These strictly stable terms are very general, except for two restrictions: \( k_i > 0 \) for all \( i \) and \( 0 \leq z_i \leq c_i \) in the second order terms.

V. APPLICATION EXAMPLES

The experimental setup used for the validation of the proposed results, depicted in Fig. 3, is controlled by a DSP system (dSPACE-DS1103) working at 5 kHz. Both outputs \( y_1(t) \) and \( y_2(t) \) are measured by capacitive sensors with nanometer resolution from but, in order to illustrate the contribution, an artificial quantization level of \( \delta = 5 \mu m \) was applied to \( y_1(t) \) when used for feedback. This setup was identified in [8] with the macro actuator model described by a mass subject to damping,

\[
G_1(s) = \frac{k}{s(s + a)}
\]

with \( k = 1.7 \times 10^7 \) and \( a = 9.42 \), and the micro actuator model given by,

\[
G_2(s) = \frac{3.032 \times 10^6}{s^2 + 1810s + 1.011 \times 10^6}.
\]

Triangular and trapezoidal waves with fundamental frequency \( \omega_r = 2\pi \) rad/s described in Fig. 4 will be assigned to \( r(t) \), both of which have half wave symmetry and are solely composed of odd harmonics. We will design \( C_1(s) \) according to (6), so that it tracks the fundamental \( \omega_r \) and the first odd harmonic \( 3\omega_r \) of the reference \( r(t) \). Therefore, the desired \( H_1(s) = C_1(s)G_1(s) \) must encompass the poles of \( G_1(s) \) and two extra pairs of complex poles:

\[
H_1(s) = \frac{k_0}{s} + \frac{k_1}{s^2 + \omega_r^2} + \frac{k_2}{s^2 + (3\omega_r)^2} + \frac{k_3}{s + a},
\]

\[
N_H(s) = \frac{s(s^2 + \omega_r^2)(s^2 + (3\omega_r)^2)(s + a)}{s^2 + \omega_r^2 + s^2 + (3\omega_r)^2 + \frac{k_2 s}{s^2 + (3\omega_r)^2} + \frac{k_3}{s + a}}.
\]
where \( N_H(s) \) is a fifth degree polynomial

\[
N_H(s) = A_5 s^5 + A_4 s^4 + A_3 s^3 + A_2 s^2 + A_1 s + A_0,
\]

(23)

with coefficients,

\[
A_5 = k_0 + k_1 + k_2 + k_3,
A_4 = a(k_0 + k_1 + k_2),
A_3 = w_0^2(k_010 + 9k_1 + k_2 + 10k_3),
A_2 = aw_0^2(10k_0 + 9k_1 + k_2),
A_1 = 9w_0^4(k_0 + k_3),
A_0 = k_09w_0^4a.
\]

In order to satisfy Assumption 2, it follows that \( k_i > 0, i = 0, \ldots, 3 \) and consequently \( A_j > 0, j = 0, \ldots, 5 \). Therefore, (22) has relative degree two and, since \( G_1(s) \) has relative degree two, a noncausal controller would be required to satisfy \( C_1(s)G_1(s) = H_1(s) \). To avoid this problem, an extra pole \( p_c \) is added to \( C_1(s) \) which, together with \( k_0, \ldots, k_3 \), is chosen so that the closed loop is stable and (22) is satisfied for a large frequency range:

\[
C_1(s) =\frac{k_{bc}}{k_0} \frac{p_\omega}{s + p_\omega} \frac{N_H(s)}{(s^2 + \omega_0^2)(s^2 + (3\omega_0)^2)}.
\]

In the above, \( k_{bc} \) and \( p_\omega \) are free parameters that respectively set the bandwidth of \( C_1(s)G_1(s) \) and determine the frequency up to which (22) will be valid. These parameters are listed in Table I. Since the control strategy is implemented in discrete time with \( T = 0.2 \) ms, the following discrete control (obtained by the matched discretization method) was implemented:

\[
C_1(z) = 10^{-3} \times \left[ \frac{z^5 - 4.99 z^4 + 9.99 z^3 - 9.99 z^2 + 4.99 z - 0.998}{z^5 - 1.995 z^4 + 9.27 z^3 - 8.891 z^2 + 4.27 z - 0.315} \right].
\]

The micro actuator in each hal to the task of tracking the remaining harmonics present in \( r(t) \). Since triangular and trapezoidal signals have infinite harmonics, so does \( r_2(t) = r(t) - r_1(t) \), making the repetitive controller strategy a suitable candidate for the micro loop. We have opted for a zero-phase discrete-time odd-harmonic repetitive controller, as depicted in Fig. 5, and followed the design steps in [17]. A discrete-time control law was designed based on traditional loop shaping techniques,

\[
C_2(z) = 0.25z^2 - 1.653z + 0.6896 \frac{(z - 1)(z - 0.8187)}{}
\]

and applied together with a zero phase filter \( Q(z) = 0.44z^2 + 0.44z + 0.11 \). The remaining parameters in Fig. 5 are \( S_2(z) = C_2(z)G_2(z)/(1 + C_2(z)G_2(z)) \), \( k_r = 1.2 \) and \( N = 2500 \).

### A. Tracking a Trapezoidal Wave

Here we show the tracking of a symmetric Trapezoidal wave with amplitude \( A_{tr} = 15 \) \( \mu \)m and slope \( a_s = 0.875 \) \( \mu \)m/ms. The macro actuator is set to track the first two harmonics,

\[
\hat{r}_1(t) = \frac{4A_{tr}}{\pi} \left[ \sin(\omega_r t) + \frac{1}{3} \sin(3\omega_r t) \right],
\]

(25)

and the micro actuator tracks the difference \( \hat{r}_2(t) = r(t) - \hat{r}_1(t) \). The respective reference signals are shown in the top plot of Fig. 4, simulation results are depicted in Fig. 6, and experimental results are depicted in Fig. 7. The middle plot of Fig. 6 shows the tracking error, which does not converge to zero due to the approximations in controller \( C_1(s) \): 1) it required the additional pole at \( p_c \) in order to achieve causality; 2) it was implemented in discrete time with a large sampling time of \( T = 0.2 \) ms. Given the above, we were only able to achieve \( C_1(s)H_1(s) \approx H_1(s) \). As expected, the resulting error is small, but asymptotic convergence to zero is not achieved.

The experimental results are depicted in Fig. 7 and show a very similar behavior. The error is below the \( \pm 1 \) \( \mu \)m mark, representing a small increase from what achieved in simulations. This fact is explained by sensor noise and nonlinear phenomena not represented in the ideal model, such as, backlash and static friction.

### B. Tracking a Triangular Wave

The next signal to be tracked is a Triangular wave with amplitude \( A_{tr} = 15 \) \( \mu \)m and, as before, \( \omega_r = 2\pi \) rad/s. The first two harmonics, set as the macro actuator reference, are now given by

\[
\hat{r}_1(t) = \frac{8A_{tr}}{\pi^2} \left[ \sin(\omega_r t) - \frac{1}{9} \sin(3\omega_r t) \right].
\]

(26)

Reference signals are shown in the bottom plot of Fig. 4, and simulation plots are depicted in Fig. 8. Very similar results to those obtained by the trapezoidal signal are shown. There is a residual error due to approximations in \( C_1(s) \) both in the simulation and experimental results. Nevertheless, the overall experimental error is well below the \( \pm 1 \) \( \mu \)m mark, despite sensor quantization of \( \delta = 5 \) \( \mu \)m.

### Table I

Control parameters for \( C_1(s) \).

| \( k_0 \) | \( k_1 \) | \( k_2 \) | \( k_3 \) | \( k_{bc} \) | \( p_\omega \) |
|---|---|---|---|---|---|
| 1 | 10 | 10 | 0.1 | 10 | 10^3 |
VI. CONCLUSION

We have presented a novel control design method for high-precision positioning systems to counter the quantization errors in the feedback channel. In theory, the method is able to eliminate the tracking error for any periodic reference input with a known period. It is also validated experimentally that the tracking error can be suppressed down to the level substantially lower than the quantization error. The proposed method is effective for both single-stage actuators and dual-stage actuators. Future work can aim at generalizing the method to handle a broader class of systems, a wider range of tracking problems and some types of measurement uncertainties, such as AD conversion.
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