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Abstract. Rigid image alignment is a fundamental task in computer
vision, while the traditional algorithms are either too sensitive to noise
or time-consuming. Recent unsupervised image alignment methods de-
veloped based on spatial transformer networks show an improved per-
formance on clean images but will not achieve satisfactory performance
on noisy images due to its heavy reliance on pixel value comparisons.
To handle such challenging applications, we report a new unsupervised
difference learning (UDL) strategy and apply it to rigid image alignment.
UDL exploits the quantitative properties of regression tasks and converts
the original unsupervised problem to pseudo supervised problem. Under
the new UDL-based image alignment pipeline, rotation can be accurately
estimated on both clean and noisy images and translations can then be
easily solved. Experimental results on both nature and cryo-EM images
demonstrate the efficacy of our UDL-based unsupervised rigid image
alignment method.
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1 Introduction

Image alignment which helps establishing pixel-to-pixel correspondence between
two images is a fundamental task in computer vision and can be widely ap-
plied to tasks like image clustering [23], 3D image reconstruction [2], semantic
segmentation [30], and etc. Finding the global optimal parameters of transfor-
mation model is an essential and challenging part of image alignment. Traditionally,
image alignment was performed in non-trainable approaches in which either hand-crafted features or pixel space were used to find the global optimal
parameters of transformation model. In recent years, due to the fast develop-
ment of deep neural networks (DNN), deep end-to-end image alignment methods
have been proposed for both supervised image alignment [7] and unsupervised
image alignment [24]. Compared to traditional methods, deep end-to-end image
alignment could process a large amount of data in a short time and improve the performance of image alignment by better feature learning on certain datasets.

In supervised image alignment, transformation parameters are directly regressed using DNN with ground truth (GT) transformation parameters required for learning. Although supervised learning achieves promising results, GT labeling is prohibitively expensive and time-consuming in real world applications, which would greatly limit its practical use scope. In [24], end-to-end unsupervised image alignment is achieved by combing DNN with spatial transformer networks (STN) [15], where DNN is used to regress transformation parameters and STN is used to create a pixel-to-pixel loss function between source image and target image. Though such unsupervised strategy achieves promising results on high quality images, it is not robust to noise. Several methods [38,18] are proposed to improve [24] and make it applicable to wider situations by either comparing features instead of input images or designing more complicated loss functions. However, since the loss function of STN-based unsupervised learning is essentially relying on the comparisons of pixel values which will be dominated by noise in low signal-to-noise-ratio (SNR) cases, the STN-based unsupervised strategy is still not very robust to noisy image alignment applications.

To tackle image alignment in noisy situations, we propose a new unsupervised difference learning strategy UDL and design unsupervised rigid image alignment algorithm based on it in conjunction with network architectures. Our UDL-based image alignment method is designed for rigid image transformation containing only in-plane rotation and translations, which is essential in image alignment and common in certain cases like medical images registration, [39] and cryo-electron microscopy (cryo-EM) single particle image alignment [2]. Unlike STN-based unsupervised learning methods which rely on pixel values to guide network learning, UDL strategy use the difference value between network outputs to generate pseudo labels, so that unsupervised learning can be achieved using the same architecture as supervised learning. Utilizing such pseudo labels to train DNN, our unsupervised learning strategy can be generalized to multiple challenging situations just like the supervised learning pipelines. In particular, UDL strategy can provide an unsupervised learning solution to noisy rigid image alignment.

We demonstrate the simplicity and effectiveness of UDL strategy by applying it to synthetic MS-COCO dataset [20], synthetic cryo-EM single particle dataset and real-world cryo-EM single particle dataset. Experimental results show that we achieve competitive results as STN-based unsupervised learning methods on clean images, better results than supervised learning method on noisy images and better results than traditional Fourier-based method on cryo-EM images, suggesting the UDL-based rigid image alignment method works for both clean and noisy images. To summarize, our main contributions are:

- We propose a new unsupervised difference learning strategy UDL, which converts unsupervised learning to supervised learning utilizing the difference of network outputs to generate pseudo labels.
- We apply UDL to noisy rigid image alignment and demonstrate the performance of our UDL-based rigid image alignment method on both nature and cryo-EM datasets.
- We suggest that UDL can also be extended to other regression tasks.

2 Related Work

2.1 Traditional Image Alignment

Traditional image alignment methods can be roughly divided into two categories [39], feature-based methods and area-based methods. Feature-based methods calculate transformation parameters by detecting and matching local features. After matched feature pairs obtained by methods such as SIFT [21] and ORB [31], transformation parameters can be estimated by algorithms such as RANSAC [9]. Area-based methods directly use image similarity like cross-correlation (CC) and sequential similarity detection algorithm (SSDA) [1] to find the best matching position, and the progress could be speeded up by Fourier transform [5]. Although feature-based methods usually outperform area-based methods, their performance heavily depends on the quality of hand-crafted features and input images. In noisy images such as cryo-EM images where SNR is typically lower than 0.1, local feature detection would be dominated by noise and thus the performance of feature-based methods would degrade. Though area-based methods would be more robust in such noisy cases, they are usually of intensive computational cost, and their image similarity calculations are also subject to noise.

In the typical cryo-EM single particle noisy image alignment, algorithms in software such as XMIPP [29] and SPIDER [10] use iterative strategy to reduce alignment error caused by noise. Though iterative strategies help on noisy situations, it is generally computationally expensive. EMAF [6] uses hand-crafted features on Fourier space to directly estimate transformation, but its practical use is limited due to its Gaussian noise assumption.

2.2 Supervised Image Alignment

Based on the powerful feature learning ability of convolutional neural networks (CNN), deep learning has been applied to image alignment firstly in [7], which builds a VGG like architecture [32] and uses four corner displacements to describe transformation model. This method achieves better results than traditional image alignment methods on homography estimation. To improve the architecture of [7], feature correlation and matching layer are introduced in [27] to help learning correspondence between input images so that more accurate transformation parameters can be estimated. Zeng et al. [36] uses a U-Net like architecture [28] to estimate the pixel-to-pixel bijection and then transformation parameters are calculated using direct linear transformation (DLT) [11] and RANSAC. Although supervised methods achieve promising results on both clean and noisy images, lack of the ground truth labels limits their use in the real world applications.
2.3 Unsupervised Image Alignment

Based on differentiable image warping proposed in STN, unsupervised image alignment proposed in [24] adopts four corner displacements to describe homography transformation model and uses STN to warp source image so that the pixel-to-pixel density error can be calculated and minimized. Such unsupervised strategy achieve comparable results as [7] on synthetic MS-COCO dataset, but will face challenges when dealing with large lamination change or noisy images. To make [24] more robust, Zhang et al. [38] applies pixel-to-pixel minimization to features instead of images and maximizes feature difference of two input images to avoid trivial solutions. However, this method is designed for small scale alignment and can be difficult on big changes. Koguciuk et al. [18] introduces bidirectional implicit homography estimation (biHomE) loss to decouple transformation parameters estimation from the representation learning and make the approach more robust. With the advancement of Transformers [35] in natural language processing (NLP), the Vision Transformer (ViT) [8] attracts much attention in computer vision field. In [4], ViT is applied to medical image alignment for deformation field estimation and then STN is used to minimize pixel-to-pixel density error between warped source image and target image. Nevertheless, since the loss function of STN-based unsupervised learning essentially relies on pixel values, its performance on noisy situations has much space to improve.

3 Methods

3.1 Unsupervised Difference Learning Strategy UDL

In general, when GT labels are available, supervised learning is more robust than unsupervised learning and can adapt for more situations. In supervised learning, network outputs are compared to GT labels to guide loss backpropagation. However, since GT labels are not always available in real world applications, supervised problems often become unsupervised problems. On such unsupervised cases, we find that differences between network outputs are interpretable for some regression tasks, which means output differences can be used as pseudo labels to guide learning. Based on this intuitive idea, we propose an unsupervised difference learning strategy UDL in this paper for certain regression tasks including rigid image alignment.

Denote two inputs to network as $x_1$ and $x_2$, their corresponding outputs as $y_1$ and $y_2$, their corresponding GT labels as $\hat{y}_1$ and $\hat{y}_2$, and the network itself as $F_\theta$, where $\theta$ denotes network parameters; then the forward progress of network can be represented as $y_1 = F_\theta(x_1)$ and $y_2 = F_\theta(x_2)$.

If there exist function $G$ and function $H$ which satisfy $G(\hat{y}_1, \hat{y}_2) = H(x_1, x_2)$, then pseudo labels can be created for loss function and the corresponding supervised training with pseudo labels can be carried on even though the original GT labels are unknown; that is:

$$\min_\theta ||G(F_\theta(x_1), F_\theta(x_2)) - H(x_1, x_2)||$$ (1)
In the most ideal case, Eq. 1 is equal to supervised training with GTs so that correct outputs can be obtained from well-trained network by pseudo labels. In such case, Eq. 1 would be equal to:

$$\min_\theta ||F_\theta(x_1) - \hat{y}_1||$$  \hspace{1cm} (2)

However, although the convergence of Eq. 2 would always lead to the convergence of Eq. 1, the inverse progress does not always hold. Ignoring the training progress and assuming network will always converge once GT labels are given, from the perspective of equation solving, there is one unknown variable $y_1$ (i.e. $F_\theta(x_1)$) to solve in supervised training problem and one equation $y_1 = \hat{y}_1$ given in format of loss function. Whereas in unsupervised training problem, no equation is provided but there is one unknown variable $y_1$ to solve. In supervised training with pseudo labels, there are two unknown variables $y_1$ and $y_2$ to solve but only one equation Eq. 1 is provided, which leads to an indeterminate equation whose solution space consists of infinite solutions. By designing Eq. 1, the original unsolvable problem is converted to a solvable problem with infinite possible solutions, but only one of them is the correct solution of target problem Eq. 2.

In this way, the theoretical convergence of the designed pseudo supervised training could not be guaranteed due to the training progress could converge on any solution in solution space instead of the desired one. However, since the solutions are heavily subject to the form of Eq. 1 and thus subject to the formulation of function $G$ and $H$, by properly designing these two functions, solutions in solution space of Eq. 2 could be obtained in a trackable form, which then leads to the convergence of pseudo supervised training.

Based on this idea, function $G$ is designed as the difference value between $F_\theta(x_1)$ and $F_\theta(x_2)$. For instance, difference value could be $F_\theta(x_1) - F_\theta(x_2)$ in simple numeric tasks, transformation between two pairs of images in image alignment tasks and bounding box movements in object recognition tasks. Such design of function $G$ would make Eq. 2 be in similar form of the derivative of Eq. 1 and leads to simple form of solutions (i.e. the desired solution plus a fixed bias). Then the training convergence can be kept at the most degree. However, even if function $G$ is designed in such simple form, function $H$ is hard to formulate for any two sampled inputs. Therefore, to better formulate the relationship between two inputs, we generate input $x_2$ from input $x_1$ by manually designing disturbance to create output differences.

Denote $x_2$ as $D_\tau(x_1)$ where $D$ represents the manually designed disturbance function and $\tau$ represents the scale of output difference caused by disturbance; then Eq. 1 becomes:

$$\min_\theta ||G(F_\theta(x_1), F_\theta(D_\tau(x_1))) - H(x_1, D_\tau(x_1))||$$  \hspace{1cm} (3)

In Eq. 3 function $G$ should calculate output difference as close as possible to the manually designed difference $\tau$ and thus leads to convergence of pseudo
supervised training. Then function $G$ and $H$ are:

\[ G : F_\theta(x_1), F_\theta(D_\tau(x_1)) \rightarrow \tau \]  
\[ H : x_1, D_\tau(x_1) \rightarrow \tau \]

As mentioned before, even though the convergence of pseudo supervised training can be achieved, network output $y_1$ could be different from GT label $\hat{y}_1$ due to infinite solutions of indeterminate equation. Denote the difference function as $T(F_\theta(x_1)) - T(F_\theta(x_2))$, where $T$ could be simply identity function or in other formats to convert difference function to subtractive format; then network outputs would be $T(F_\theta(x)) + C$. Such progress is just like recovering a function from its derivative. If disturbance is well-designed, $C$ would be a constant value and easy to determine on any input in dataset with only one GT required. Though detailed design of disturbance depends on specific tasks, the core idea is to minimize shared elements in original inputs and disturbed inputs so that $C$ is less likely to generate from the shared elements of network inputs. The specific disturbance of UDL for rigid image alignment would be discussed in the following section.

3.2 Unsupervised Image Alignment Based on UDL

As mentioned before, we focus on rigid image alignment which contains only in-plane rotation and translations. Network input is a pair of images and network outputs are their relative transformation parameters which could be in formats like two corner displacements (which are enough to cover rigid transformation), transformation matrix or simply one rotation angle and two translations. Based on the proposed unsupervised difference learning strategy UDL in Sect. 3.1, the unsupervised rigid image alignment pipeline is shown in Fig. 1.

As shown in Fig. 1 input image $I_1$ is transformed into disturbed image $I'_1$ by parameter $\tau_1$; input image $I_2$ is transformed into disturbed image $I'_2$ by parameter $\tau_2$; network outputs for image pairs $(I_1, I_2)$ and $(I'_1, I'_2)$ are correspondingly $P$ and $P'$. Disturbances are designed as rotation and translations on source images.

For any output format, if quantitative transformation relationship is going to establish between two images, the output must be converted to transformation matrix which projects every pixel in source image to target image. In Fig. 1 if image $I_1$ is likely to transform into image $I'_2$, there are two paths, i.e. $I_1 \rightarrow I_2 \rightarrow I'_2$ and $I_1 \rightarrow I'_1 \rightarrow I'_2$. Denote transformation matrices for $\tau_1$, $\tau_2$, $P$ and $P'$ are correspondingly $M_1$, $M_2$, $M$ and $M'$, and use image to represent all its pixels; then quantitative transformation relationship can be established as:

\[ I'_2 = M_2 M I_1, \quad I'_2 = M' M_1 I_1 \]  
\[ M_2 M = M' M_1 \]
Then the loss function can be designed as:

$$L_M = \| M_2 M - M' M_1 \|$$

(8)

For rigid transformation, transformation matrix is of certain format:

$$M = \begin{bmatrix}
\cos \alpha & \sin \alpha & \Delta x \\
-\sin \alpha & \cos \alpha & \Delta y \\
0 & 0 & 1
\end{bmatrix}$$

(9)

where $\alpha$ is rotation angle, $\Delta x$ is translation in $X$ axis and $\Delta y$ is translation in $Y$ axis. By matrix multiplication, Eq. (8) leads to an indeterminate equation system of 4 independent equations and 6 unknown variables. If output formats like corner displacements are used, $\sin \alpha$ and $\cos \alpha$ would be considered as two parameters and even more unknown variables would be produced. Such a severe imbalance of equations and variables makes Eq. (8) hard to converge on target solution. The form of multivariate linear equations generated from matrix multiplication also implies differences between solutions in solution space of indeterminate equation system cannot be simply described in a subtractive format like $T(F_0(x)) + C$ in Sect. 3.1.

Based on the above considerations, we adopt a strategy of separating rotation and translation, in which we use UDL to estimate only the rotation and then apply Fourier alignment to re-rotated images to estimate translations. Since only rotation is estimated in UDL, network can simply output rotation angle between two images. Then Eq. (7) and Eq. (8) become:

$$\alpha_2 + \alpha = \alpha' + \alpha_1 \Rightarrow \alpha - \alpha' = \alpha_1 - \alpha_2$$

(10)

$$L_\alpha = \| (\alpha - \alpha') - (\alpha_1 - \alpha_2) \|$$

(11)
where $\alpha_1$, $\alpha_2$, $\alpha$ and $\alpha'$ are the corresponding rotation angles of $M_1$, $M_2$, $M$ and $M'$ and also the correspondingly values of $P_1$, $P_2$, $P$ and $P'$. Then function $G$ would be $G = P - P' = (\alpha - \alpha')$ and function $H$ would be $H = H_{\alpha_1}(I_1, I'_1) - H_{\alpha_2}(I_2, I'_2) = \alpha_1 - \alpha_2$, where $I'_1$, $I'_2$ are generated from $I_1$, $I_2$ by rotation angle $\alpha_1$, $\alpha_2$ and random translations in a pre-defined range.

Since rotation angle is an infinite continuous periodic signal and we expect its value locates in period $[0, r]$ in implementation), Eq. 11 is modified as follows by considering the signal period and range penalty:

$$L = L_r((\alpha - \alpha') \% r, (\alpha_1 - \alpha_2) \% r) + P_r(\alpha) + P_r(\alpha')$$

(12)

with

$$L_r(a, b) = \begin{cases} \min(\min(a - r, b), \min(a, b)), & a \geq r/2 \\ \min(\min(a + r, b), \min(a, b)), & a < r/2 \end{cases}$$

(13)

$$P_r(a) = \max(0, -a) + \max(0, r - a)$$

(14)

where $L_r(a, b)$ is a function considering period affection with the premise that $a, b$ are both in range $[0, r]$, and $P_r(a)$ is penalty function to force network outputs being in range $[0, r]$.

In our implementation, both two input images are disturbed to reduce shared elements in original inputs and disturbed inputs. After network training, network outputs $\alpha + C$ where $C$ is a constant value and can be determined on any pair of input images. After rotation angle estimation, translations can be simply and quickly estimated by Fourier correlation [5], which is robust to noise for translation only image alignment.

### 3.3 Network Architecture

Our network architecture is built upon CNN and the overall architecture is shown in Fig. 2. The network takes in two images $I_1$, $I_2$ as input and outputs their relative rotation angle $\alpha_{12}$. The entire network architecture consists of mask prediction module $m(\cdot)$, feature extraction module $fe(\cdot)$, feature matching module $fm(\cdot)$ and regression module $r(\cdot)$. All modules except for regression module are replicated in a siamese configuration so that two input images pass through two identical networks with shared parameters.

**Mask prediction module.** We adopt mask prediction module proposed in [38] to automatically learn the positions of significant areas in input images. Especially in cryo-EM single particle images, particles are located near the centers of images and surrounded by meaningless background, where transformation relationship only holds between particles instead of images. Mask prediction module would help the network focus on particles and learn features containing richer transformation information. Mask prediction module consists of four convolutional blocks with the last one using Sigmoid activate function instead of ReLU. Mask prediction module takes in image $I \in R^{1 \times h \times w}$ and outputs mask $M \in R^{1 \times h \times w}$. 
Fig. 2. The overall architecture of our rigid image alignment network using the unsupervised difference learning strategy UDL.

**Feature extraction module.** Feature extraction module consists of four residual blocks \[12\] to learn deep features for image alignment. Unlike architecture in \[7,38,18\] where an entire ResNet or VGG is used for feature extraction, we use several residual blocks cropped at middle stage to extract features so that there exists enough spatial information for the following feature matching module. Feature extraction takes in image with mask \(M \times I \in \mathbb{R}^{1 \times h \times w}\) and outputs feature \(F \in \mathbb{R}^{256 \times (h/16 \times (w/16)}\).

**Feature matching module.** We adopt feature matching layer proposed in \[27\] to utilize pairwise descriptor similarities and their spatial locations to estimate transformation parameters. Feature matching layer is essentially a normalized cross-correlation function in which all channels of one feature location is compared to all locations of another feature to generate correlation map. The feature matching layer takes in two features \(F \in \mathbb{R}^{c \times h \times w}\) as input and outputs their correlation map \(C \in \mathbb{R}^{(h \times w) \times h \times w}\). Siamese structure proposed in \[37\] is adopted to explore more spatial correlation information and two following convolutional blocks after the feature matching module are used to help further enrich spatial features.

**Regression module.** After feature matching, two correlation maps are flattened into one dimensional array, concatenated together and feed into fully connected layers. Regression module consists of three fully connected layers and outputs the relative rotation angle between \(I_2\) and \(I_1\).

4 Experimental Results

4.1 Datasets and Implementation Details

Since collecting data for image alignment with ground truth is hard, based on similar pipeline of benchmark dataset generation in \[7,38,18\], we generate synthetic MS-COCO dataset for rigid alignment evaluation. Each image in MS-COCO dataset is rotated with random rotation angle ranging in \([0^\circ, 360^\circ]\) and
shifted with random translation pixels ranging in \([0, 10]\) for both horizontal and vertical directions (i.e. left or right, up or down). Then two image patches of size \(128 \times 128\) are extracted at the same position of both original image and transformed image to generate image alignment patch pairs. If noise is required, Gaussian noise is added to each image patch to make its SNR being certain value (0.5, 0.1 and 0.05 in implementation) or salt-and-pepper noise is added to each image patch with certain proportion for both salt noise and pepper noise (0.1, 0.2, 0.3 in implementation). There are about 115k image pairs for training and 5k image pairs for evaluation. Image patch is converted to grayscale as \([7, 24, 38, 18]\). The data preparation process is shown in Fig. 3.

![Fig. 3. Process for generating synthetic MS-COCO dataset. (a) apply rotation and translations to source image and extract patches on two images at the same position. (b) patches from source image. (c) patches from transformed image. From left to right in (b) and (c): clean, Gaussian SNR 0.5, Gaussian SNR 0.1, Gaussian SNR 0.05, salt-and-pepper proportion 0.1, salt-and-pepper proportion 0.2, salt-and-pepper proportion 0.3.](image)

In cryo-EM datasets, transformation relationship only holds on part of the entire image (i.e. particles) and SNR of single particle images is typically lower than 0.1, making the alignment task challenging. Although the format of real-world cryo-EM noise is complicated, as depicted in [35], it is generally considered as Gaussian distribution. Such assumption is widely used in the field [3,16,26] and also adopted in this paper. As shown in Fig. 4, we use datasets from EMPIAR [14] and real-world dataset GroEL [22] to generate three cluster centers as source images by existing clustering method CL2D [24]. Then particle in each source image is extracted to generate synthetic datasets of 50k images of size \(128 \times 128\) with random surrounded background, random rotation angle ranging in \([0^\circ, 360^\circ]\), random translation pixels ranging in \([0, 10]\], and Gaussian noise to make SNR of each image being 0.1. In addition to synthetic cryo-EM datasets with GT labels to quantify performance of alignment methods, we also use real-
world cryo-EM dataset GroEL \[22\] to validate our method. Since no GT label is available for real-world cryo-EM datasets, we align every image to a given reference image and calculate similarity between aligned image and reference image as a similarity score, as better alignment method will yield higher similarity.

Fig. 4. From left to right in the figure in each line: GroEL, EMPIAR-10034, EMPIAR-10065. (a) three cluster centers as source image for synthetic cryo-EM datasets. (b) clean images generated with random background. (c) Gaussian noisy images generated from clean images of SNR 0.1.

In implementation, our network is trained with batch size 64 by Adam optimizer \[17\] with parameters $l_r = 5.0 \times 10^{-4}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 1.0 \times 10^{-8}$. For every 12k iterations, learning rate $l_r$ is reduced by 20%. Convolutional block consists of one 2D convolutional layer of kernel size $3 \times 3$, a batch normalization layer \[13\] and an activation layer ReLU or Sigmoid. Residual block consists of three 2D convolutional layers of kernel size $1 \times 1$, $3 \times 3$ and $1 \times 1$ with the first two followed by batch normalization layer and ReLU layer, and the last one only followed by batch normalization layer. Shortcut consists of a 2D convolutional layer of kernel size $1 \times 1$ and a batch normalization layer. All maxpooling layers use down-sampling factor 2. The regression module consists of three fully connected layers of output sizes 2000, 2000 and 1. All methods including STN-based unsupervised method, our UDL-based method and supervised method use the same architecture with only the last fully connected layer replaced in STN-based unsupervised method to output two corner displacements (i.e. 4 parameters). We implement all code in PyTorch \[25\] and release the source code for public use.

4.2 Results on Synthetic MS-COCO Dataset

We perform experiments on clean, Gaussian noisy and salt-and-pepper noisy datasets to compare STN-based unsupervised method, our UDL-based unsupervised method and supervised method. All methods use 115k pair of image patches for training and 5k pair of image patches for testing, where training set and test set were pre-separated by MS-COCO dataset and patches of little
As depicted in Sect. 3.2, our UDL-based method outputs only the rotation angle. Since translations are determined by traditional Fourier alignment once correct rotation is given, to concentrate on evaluating unsupervised methods, we simply report rotation angle error of each method. Supervised method and our UDL-based method directly output rotation angle and STN-based method outputs two corner displacements which is then converted to rotation angle for comparison. Results of rotation angle error in test set are shown in Table 1 and sampled output images are shown in Fig. 5.

Table 1. Rotation angle error for synthetic MS-COCO datasets (in degree).

|                     | Supervised | STN-based | UDL-based |
|---------------------|------------|-----------|-----------|
| Clean               | 3.87       | **0.96**  | 2.57      |
| Gaussian SNR 0.5    | 6.78       | N/A¹      | **4.29**  |
| Gaussian SNR 0.1    | 9.23       | N/A¹      | **5.69**  |
| Gaussian SNR 0.05   | 12.27      | N/A¹      | **6.49**  |
| Salt-and-pepper proportion 0.1 | 5.72 | N/A¹ | **3.38** |
| Salt-and-pepper proportion 0.2 | 5.47 | N/A¹ | **4.92** |
| Salt-and-pepper proportion 0.3 | 6.10 | N/A¹ | 12.10 |

¹ Not converge in our experiments.

As shown in Table 1, STN-based unsupervised method outperforms the other two methods on clean dataset but does not converge in either Gaussian noisy dataset or salt-and-pepper noisy dataset in our experiments. Its heavy reliance on pixel value comparations greatly improves its accuracy on clean dataset where pixel value comparations are reliable but may also cause its failure on noisy

Fig. 5. From left to right in the figures in each line: original image, reference image, results of STN-based method, results of our UDL-based method, results of supervised method. (a) Clean dataset. (b) Gaussian SNR 0.1 noisy dataset. (c) Salt-and-pepper proportion 0.2 noisy dataset.
datasets where pixel value comparisons are dominated by noise. In such noisy cases, supervised method shows its robustness though its performance degrades on test set due to overfitting. Our proposed UDL-based unsupervised method has comparable or even better performance than supervised method on most datasets, and suffers less from overfitting due to unsupervised training. Such results demonstrate the correctness and effectiveness of our UDL strategy and UDL-based unsupervised rigid image alignment method.

4.3 Results on Cryo-EM Dataset

To better explore the usage of our UDL-based unsupervised rigid image alignment method, we conduct experiments on both synthetic and real-world cryo-EM single particle images to evaluate performance. As depicted in [6], Fourier domain makes it easier to distinguish particle from noise and background in cryo-EM images compared to spatial domain, which also keeps exactly the same rotation relationship as spatial domain. Therefore, though keeping the network architecture and the difference learning strategy UDL unchanged, we replace inputs images to network with their Fourier spectrums to improve the training convergence. As illustrated in Sect. 4.1, we use GroEL, EMPIAR-10034, EMPIAR-10065 to generate three synthetic cryo-EM single particle datasets for quantitative comparison. We compare it to traditional Fourier-based method [6] and show results in Table 2.

Table 2. Rotation angle error for synthetic cryo-EM datasets (in degree).

|                | GroEL | EMPIAR-10034 | EMPIAR-10065 |
|----------------|-------|--------------|--------------|
| Fourier-based  | 1.75  | 6.12         | 2.99         |
| UDL-based      | 0.84  | 3.27         | 2.33         |

As can be seen, we achieve more accurate rotation estimation than traditional Fourier-based method on synthetic cryo-EM datasets. For the real GroEL dataset, due to it only has 4694 images which is not enough for network training, we pre-train the network on synthetic GroEL dataset for 20 epochs and then initialize the network with pre-trained model to train on the real-world GroEL dataset. Since real GroEL dataset has no GTs, we align every image to a given reference image and then calculate their similarity using correntropy [34]. We also generate the average image of aligned images as shown in Fig. 6. The average similarity of aligned dataset is used to evaluate the performance of method, with ours’ being 0.965 and the traditional one’s being 0.961. Our proposed UDL-based unsupervised method achieves better results than traditional Fourier-based methods on both synthetic and real-world cryo-EM single particle datasets.
Fig. 6. From left to right in the figure: reference image, average aligned image of our UDL-based method, average aligned image of traditional Fourier-based method.

5 Discussions

From the perspective of equation solving, unknown variables (network outputs) and equations (loss functions using GTs) are equal in supervised learning problems. Whereas in unsupervised learning problems, naturally no equation is provided but unknown variables are required to be solved. Therefore, various unsupervised learning methods are proposed to create equations utilizing properties of specific tasks [24,19]. However, such specifically designed unsupervised strategy would be hard to generalize or transfer to other tasks.

In this paper, we propose a new difference learning strategy UDL which converts unsupervised learning to pseudo supervised learning. Though proposed to solve rigid image alignment in noisy cases, UDL essentially exploits the quantitative properties of network outputs in regression problem and thus could be generalized to certain regression problems. Unlike unsupervised learning methods designed for specific tasks which could create equal or even more equations than unknown variables (like pixel comparations in STN-based image alignment), UDL converts original problem containing no equation but unknown variables to problem containing equations and more unknown variables. In this way, though UDL essentially could not guarantee the convergence of training, it provides possible solutions containing the correct one. Then correct solutions could be obtained by adding restrictions or formulizing the difference functions, which depends on specific tasks. As discussed in Sect. 3.2, we use rotation angle as network output in rigid image alignment so that all solutions could be described by the correct solution plus a fixed bias. Though we cannot indicate a suitable difference function for each regression task due to lack of domain-specific knowledge, we hope that the UDL strategy could serve as a feasible method to help establish unsupervised methods for more regression tasks.

6 Conclusions

In this paper, we have proposed a new unsupervised difference learning strategy UDL for certain regression tasks and developed an unsupervised rigid image alignment method aimed at noisy cases based on it. UDL presents a new unsupervised learning strategy to convert unsupervised regression problem to pseudo supervised problem and its convergence can be achieved through designing differ-
ence functions based on specific tasks. It is expected that the new UDL pipeline will be extended to more applications in regression tasks.
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