On-Site Potential Creates Complexity in Systems with Disordered Coupling

I. Gershenzon, B. Lacroix-A-Chez-Toine, O. Raz, E. Subag, and O. Zeitouni

1Department of Physics of Complex Systems, Weizmann Institute of Science, Rehovot 7610001, Israel
2Department of Mathematics, Kings College London, London WC2R 2LS, United Kingdom
3Department of Mathematics, Weizmann Institute of Science, Rehovot 76100, Israel

We calculate the average number of critical points $N_k$ of the energy landscape of a many-body system with disordered two-body interactions and a weak on-site potential. We find that introducing a weak nonlinear on-site potential dramatically increases $N_k$ to exponential in system size and give a complete picture of the organization of critical points. Our results extend solvable spin-glass models to physically more realistic models and are of relevance to glassy systems, nonlinear oscillator networks and many-body interacting systems.

Introduction

The interplay between coupling, disorder and non-linearity is of interest in diverse areas of science. In physics, notable examples occur in spin and structural glasses [1–6], many-body localisation [7, 8], nonlinear wave propagation in disordered media [9–14], “dirty” superconductors [15, 16], coupled oscillator networks [17–20], atomic spin gases [21, 22] and in other systems [23–25]. Non-linearity, coupling and disorder are also commonly found in sociological models [26–30], epidemiology [31–32], ecological systems [33–34], computer-science [35–36] and many other systems [37–39].

The energy of such disordered systems commonly exhibits a “rugged” landscape with a number of critical points that scales exponentially with system size. The abundance of critical points of certain energy and index is quantified in this work by the “complexity” i.e. the exponential scaling coefficient with system size (sometimes referred to as the configurational entropy). This is defined as

$$\Sigma_k(E) = \lim_{N \to \infty} \frac{1}{N} \log N_k(E),$$

where $N_k(E)$ is the disorder averaged density of critical points of index $k$ at energy $E$. The geometry of a system’s energy landscape, described by $\Sigma_k(E)$, was shown to directly influence static and dynamic properties of complex systems such as the mechanical properties of amorphous solids [40–42], the structure, function and thermal properties of bio-molecules [43–44], pinning properties of polymers to surfaces [45, 46], the heat capacity of bio-molecules [47], the relaxation time scales of glassy systems [48–50], the mobility in glass-forming liquids [51], the transition rates between meta-stable states in complex systems [52–53]. In addition, the structure of rugged landscapes has a profound influence on optimization algorithms such as deep neural network training [54, 55] and combinatorial optimization [56].

Early works used replica methods to derive approximate expressions for $\Sigma$ in spin-glass models [1] and for disordered nonlinear optical systems [2]. Recently, rigorous random matrix methods were applied to count critical points in many models, including spin glasses [57, 58, 59], ecological systems [60], neural networks [61–63] and others [64–66].

Several works studied the complexity in confined disordered models, where a global confining potential term is added to a disordered energy landscape [67–70, 71–74]. However, in many physical problems one is interested in coupled many body systems with an on-site (non-linear) potential. Notable systems where the local non-linearity plays a central role alongside disordered coupling include amorphous solids [75, 76], superfluidity, superconductivity and Bose-Einstein condensates (all modelled by the Gross-Pitaevskii equation) [77–79], wave propagation in non-linear media [80, 81], networks of coupled non-harmonic oscillators (optical, electrical, mechanical) [82, 83] and models of conductors [84]. All these diverse systems share a common model energy structure: the coupling between DOFs is bi-linear while the local (“on-site”) potential energy is non-linear.

In this work, we set out to study the complexity in this family of important models by analysing a prototypical model with weak on-site non-linearity (of general form) and disordered bi-linear coupling. A central question motivating this study is the following: The bilinear form potential has at most $N$ critical points, thus zero complexity. On the other hand, the limit of strong on-site potential can give rise to the Ising model with positive complexity [85]. It is therefore natural to ask: at which ratio between the two terms does the energy landscape become complex and what is the nature of this transition? We answer this question in the regime of weak on-site potential by deriving a perturbative expression of the annealed complexity.

We find that in our model even a weak on-site term brings about positive complexity, with an exponential number of fixed points i.e. a ”rugged” energy landscape. We also find that the landscape of the system exhibits a qualitatively different critical point distribution in energy and index in comparison to the unperturbed model. Interestingly, the effect of adding an on-site potential resembles that of adding higher order interaction terms (as in the mixed $p$-spin model). We also find that an external magnetic field leads to a first order phase transition into a trivial phase with zero complexity (to leading order) and find the critical field. These results imply that disordered systems comprised of coupled nonlinear units are expected to be found in a glassy phase exhibiting ag-
ing and memory in its dynamics, non-trivial response to external forces as well as anomalous thermal properties. Technically, the calculations are facilitated by deriving a result on the disorder average of the modulus of the determinant of a sum of a GOE random matrix and a small deterministic diagonal matrix [72].

The model analysed in this work is defined by the energy landscape function $H(\sigma)$ [62]:

$$H(\sigma) = \sum_{i,j=1}^{N} J_{ij} \sigma_{i} \sigma_{j} + \kappa \sum_{i=1}^{N} u(\sigma_{i}) \equiv \phi(\sigma) + \kappa U(\sigma) \quad (2)$$

where $\sigma = (\sigma_{1}, \ldots, \sigma_{N})$ is the vector whose components $\sigma_{i}$ are continuous real valued “spin” DOFs constrained to the $N$-sphere i.e. $\sum_{i} \sigma_{i}^{2} = N$, $J_{ij}$ is a random coupling matrix modelling disordered coupling, $u(\sigma_{i})$ is a deterministic “on-site” nonlinear potential (with bounded derivatives), and $\kappa$ is the deterministic potential strength. Note that in this model the number of critical points is invariant to global shifts in $u(x)$ as well as to addition of quadratic terms (which are constant on the $N$-sphere). In this work, we fix the definition of $u(x)$ by assuming that the Gaussian weighted average of $u$ and $u''$ is zero. The stochastic part of $H$ is denoted by $\phi(\sigma)$ and the deterministic one by $\kappa U(\sigma)$. We choose the coupling matrix $J$ to be distributed according to the Gaussian orthogonal ensemble [84] - a disordered mean-field coupling. This choice along with the spherical constraint allows for the identification of the coupling term in $H$ with the 2-spin spherical model [67].

To evaluate the average total number of critical points $N_{\text{tot}}$ of the model we use the Kac-Rice formula on the sphere (as given in [57]):

$$N_{\text{tot}} = \int_{\sqrt{\eta} \sigma_{N-1}}^{\delta(\nabla^{2}H) (3)$$

where $\nabla H$ and $\nabla^{2} H$ are the covariant derivative and Hessian matrix of $H$ on the sphere, respectively. In what follows we evaluate the annealed total complexity $\Sigma_{\text{tot}}$ defined similarly to (1) in the perturbative regime of weak on site potential, i.e. $\kappa \ll 1$.

**Main Results** In this section we cite the results for the total annealed complexity $\Sigma_{\text{tot}}$, and the annealed complexity of fixed extensive index $k = Na$ (number of negative eigenvalues of the Hessian) and extensive energy $E = \epsilon N$, $\Sigma_{a}(\epsilon)$ as a functional of the potential $u(x)$. The complexity $\Sigma_{\text{tot}}$ is found to be:

$$\Sigma_{\text{tot}}[u] = \kappa^{2} \max (0, \Theta[u]) + O(\kappa^{3}), \quad (4)$$

with

$$\Theta[u] = \frac{1}{4} \int dx \frac{e^{-x^{2}/2}}{\sqrt{2\pi}} \left( u''(x)^{2} - u'(x)^{2} \right). \quad (5)$$

We see that the complexity is second order in $\kappa$ and has two distinct solution branches. To leading order, the complexity is zero in the first branch, and is $\Theta[u]$ in the other branch. The total complexity of the system is the maximum of these two. The potential $u(x)$ dictates the sign of $\Theta[u]$ and consequently which branch dominates. We show that $\Theta[u] > 0$ for any potential with $u'(0) = 0$ i.e. without an external field component (see SI). Thus, addition of a weak generic anharmonic potential brings about an exponential number of critical points for any non-zero magnitude (a phase transition at zero). Also, we see that the relation of the complexity with the non-linearity strength does not depend on the details of the potential but only on the number $\Theta[u]$. We defer the discussion on the case $\Theta[u] < 0$ to the part on response to an external field.

Next, to gain further insight about the geometry of the landscape of our model we calculate the complexity of critical points with a given index $k = aN$ and a given energy $E = \epsilon N$. This is found to be (see SI):

$$\Sigma_{a}(\epsilon)[u] = \kappa^{2} \left( 1 - \frac{\eta^{2}(a)}{4} \right) \Theta[u] - \frac{\kappa^{2}}{2} \left( \frac{1}{\kappa^{2}} \left( \eta(a) - \epsilon \sqrt{2} \right) + \eta(a) \Delta \right)^{2} + O(\kappa^{3}), \quad (6)$$

where $\Delta$ is a functional of $u(x)$ which is defined in the SI. $\eta(a)$ is the solution of:

$$\frac{1}{2\pi} \int_{-2}^{\eta(a)} dx \sqrt{4 - x^{2}} = a. \quad (7)$$

Note that this expression is valid when $\eta(a) - \epsilon \sqrt{2} =
where outside this range the complexity is highly negative i.e. the average number of critical points in exponentially negligible (see SI). The dependence of $\Sigma_a(\epsilon)$, to leading order in $\kappa$, on the index $a$ and the energy $\epsilon$ is plotted in Fig. 1 where it is seen that critical points with positive complexity are narrowly concentrated around a line in the $ae$ plane defined by

$$\epsilon = \frac{\eta(a)}{\sqrt{2}}(1 + \kappa^2 \tilde{\Delta}). \quad (8)$$

This tight connection between energy and index is also found in other models \cite{11,45,68} as well as in the unperturbed model. However, in the unperturbed case only critical points obeying $\epsilon = \eta(a)/\sqrt{2}$ exist and the probability to find other critical points vanishes like $O(\exp(-N^2))$ \cite{67}. Thus the on-site potential serves to broaden the distribution of critical points to include an exponential number of critical points outside the above relation. We also see that the on-site potential shifts by $O(\kappa^2)$ the concentration line of critical points. This broadening and shift is similar to what occurs in the transition from pure p-spin models to mixed p-spin models. This is expected to have a profound effect on the relaxation dynamics as described in \cite{53}. In addition, we see that critical points of index $k = N/2$ and zero energy have the highest complexity. The marginal distribution of the complexity vs the index is depicted in the inset of Fig. 1. We see that saddle points of extensive index become exponentially abundant while the number of critical points with $\lim_{N \to \infty} k/N = 0$ does not change on the exponential scale. Moreover, we show in the SI that the number of maxima and minima does not change as well \cite{53}. This increase in saddles makes the landscape between minima rugged with additional barriers \cite{64}. This is expected to have implications on the lifetime of metastable states as well as relaxation pathways \cite{54}. We also note that the distribution of critical points in the regime of weak non-linearity is universal in that it does not depend on the details of $u(x)$ but only on "macroscopic" functionals of $u(x)$ ($\Theta$ and $\tilde{\Delta}$).

As an illustrating example, let us consider the specific example of a network of coupled optical oscillators (lasers \cite{19} or DOPOs \cite{18}). In these systems the coupling between oscillators is typically bi-linear while the on-site potential’s form and strength depend on an external driving (pumping): For zero or weak driving the on-site potential is harmonic (and thus trivial) while increasing the drive adds an an-harmonic term to the potential which can lead to a pitchfork bifurcation resulting in bi-stability. The experimental realization of large systems of this sort and their use to simulate spin models as well as heuristic machines for optimization has led to an interest in their dynamics in various regimes \cite{53,57}. Our results indicate that the energy landscape of these systems becomes rugged and complex even slightly above the system’s oscillation threshold where the non-linearity is weak. This means that the dynamics of these systems are expected to be nontrivial in this regime as well and to become more so as the non-linearity is further increased.

**Response to External Field** As shown in appendix D of the SI, a strong enough external field $h = u'(0)$ leads to negative $\Theta[u]$ (see \cite{3}). In this case the complexity is zero to leading order and our results are similar to those in \cite{78,80} where "trivial topology" of the landscape was found under a sufficiently strong external magnetic field. In the trivial topology phase, the energy landscape has only two critical points (a minimum and a maximum) \cite{80}. Our results for the complexity of a given index $\Sigma_a$ as depicted in the inset of Fig. 1, in this case, are consistent with this picture: the complexity is non-negative only for indices $k = o(N)$ (or $k = N - o(N)$), which represent critical points that are a minimum (maximum) in most directions. From the perspective of the spin value distribution, we show (see eq. (59) in SI) that the distribution is skewed in the direction of the applied magnetic field, s.t. for $u(x) = hx$ this leads to an $O(\kappa)$ shift in the disorder averaged magnetization $\sigma \sim \kappa h$. This shift directly shows the alignment of the spins along the external field at the maxima or minima of the model.

Having explored both system states, we now turn to discussing the transition between them. As shown in \cite{192}, driving the system between the states can be achieved by changing the magnetic field strength $u'(0)$. Assume that for a specific potential $u_0(x)$ the added complexity $\Theta[u_0]$ is positive, e.g. any potential with $u_0'(0) = 0$. Next, we add an external field of strength $h$ s.t. $u(x) = u_0(x) + hx$. A simple calculation shows:

$$\Theta[u] = \Theta[u_0] - \frac{h^2}{4} - \frac{h}{2} \bar{u}. \quad (9)$$

where $\bar{u}(x)$ denotes averaging the weighted average of $u(x)$ w.r.t the standard Gaussian distribution. It is seen that for large enough field strength, i.e. $h > h_{e+}$ or $h < h_{e-}$, $\Theta[u]$ drops below zero. At $h_c$ there is a transition to the zero complexity branch. $h_c$ is found by equating the above expression to zero:

$$h_{e\pm} = \pm \sqrt{\bar{u}^2 + 4\Theta[u_0] - \bar{u}^2}. \quad (10)$$
It is also seen that the form of this transition is independent of the form of \(u_0(x)\).

Although our main motivation is to analyze perturbations of the 2-spin spherical model, the same analysis can be readily applied for a general \(p\)-spin spherical model. The average total complexity \(\Sigma_{\text{tot}}^{(p>2)}\) reads in that case

\[
\Sigma_{\text{tot}}^{(p>2)}[u] = \frac{1}{2} \log(p - 1) + \kappa^2 \Theta^{(p)}[u] + O(\kappa^3)
\]

where \(\Theta^{(p)}[u]\) appears in Eq. (9) of the SI. Note that the unperturbed complexity is consistent with \([67]\). As in the 2-spin spherical model, the correction to the total complexity for the \(p\)-spin model is \(O(\kappa^2)\). However, there is only a single solution branch and the total complexity is always positive (in the regime of weak \(\kappa\)). Moreover, the on-site potential can either increase or decrease the total complexity depending on its form, in contrast to the 2-spin spherical model, where it can only be increased. Specifically, we also recover the results of \([80]\) in the regime of small external magnetic field. In Eq. (9) of the SI we also provide an expression for the complexity \(\Sigma_{\text{tot}}^{(p>2)}[u]\) of the \(p\)-spin model with extensive fixed index \(k = Na\) for any integer \(p\).

**Derivation Outline** The full derivation of our results is quite lengthy and technical. We therefore provide only the outline of the calculation of the complexity defined in [1] for the \(p = 2\) case. The full derivation for this and other cases is given in the SI. We start the calculation of [3] by evaluating the disorder average \(\langle \det(\nabla^2 H) \rangle \delta(\nabla H)\) at a fixed position \(\sigma\) on the sphere. The average is taken over the joint distribution of the covariant Hessian and gradient of \(\phi(\sigma)\). First, we use the independence of \(\nabla \phi\) and \(\nabla \phi^2\) to factor out the expectation value in terms of the eigenvalue distributions of \(\nabla^2 \phi\) and \(\kappa \nabla^2 U\),

\[
\lim_{N \to \infty} \frac{1}{N} \log \langle \det \nabla^2 H(\sigma) \rangle = \sup_{s} \int d\lambda \nu_{\nabla^2 H}(\lambda) \log |\lambda - s| - \frac{s^2}{2p^2},
\]

where \(\nu_{\nabla^2 H}(\lambda)\) is the eigenvalue distribution of \(\nabla^2 H(\sigma)\). This distribution, in the limit of large \(N\), converges to the free convolution, denoted \(\boxplus\), of the eigenvalue distributions of \(\nabla^2 \phi\) and \(\kappa \nabla^2 U\) \([72, 83]\),

\[
\nu_{\nabla^2 H} \equiv (\rho_{\text{osc}} \boxplus \nu_{\nabla^2 U}) (\lambda),
\]

where \(\nu_{\nabla^2 U}(\lambda)\) is the eigenvalue distribution of \(\kappa \nabla^2 U\) and \(\rho_{\text{osc}}(\lambda)\) is the Wigner semicircle distribution with variance \(V_p \equiv p(p-1)\):

\[
\rho_{\text{osc}}(\lambda) = \frac{1}{2 \pi V_p} \sqrt{4V_p - \lambda^2}.
\]

Intuitively, the free convolution is the random matrix analogue to the convolution operation used to calculate the probability density of a sum of independent random variables. It is non-linear and generally the result cannot be expressed in a closed form. However, in the regime of small \(\kappa\) we are able to find a perturbative expression for \(\nu_{\nabla^2 H}(\lambda)\) by solving perturbatively the Pastur integral equation \([89]\). This results, up to \(O(\kappa^3)\), is a shifted and widened semi-circular distribution given by:

\[
\nu_{\nabla^2 H}(\lambda) = \frac{1}{\sqrt{1 + \kappa^2 V_{\nabla^2 U}}} \rho_{\text{osc}} \left( \frac{\lambda - \kappa \sqrt{V_p m_{\nabla^2 U}}}{\sqrt{1 + \kappa^2 V_{\nabla^2 U}}} \right) + O(\kappa^3),
\]

with \(m_{\nabla^2 U}\) and \(V_{\nabla^2 U}\) the mean and variance of the eigenvalue distribution of \(\nabla^2 U\), respectively. Now we can proceed to derive a closed form expression for \(\langle \det(\nabla^2 H) \rangle\) by substitution of the above expression for \(\nu_{\nabla^2 H}(\lambda)\) in Eq. (14) and optimization w.r.t \(s\) :

\[
\lim_{N \to \infty} \frac{1}{N} \log \langle \det \nabla^2 H(\sigma) \rangle = \frac{1}{2} \left( -1 + \log 2 \right) - \frac{1}{4} \kappa^2 m_{\nabla^2 U}^2 + \kappa^2 V_{\nabla^2 U} \left( \frac{1}{2} + \frac{2}{\eta_2(\sigma)} \right) \geq 2 - \frac{1}{2} \kappa^2 m_{\nabla^2 U}^2 + \kappa^2 V_{\nabla^2 U} \left( \frac{1}{2} + \frac{2}{\eta_2(\sigma)} \right) \leq 2,
\]

where we ignored terms which are \(O(\kappa^3)\) and \(\eta_2 = m_{\nabla^2 U}/\kappa\). Note that the result contains two branches. The form of the supremum equation and its solution branches is similar to the one found in \([80]\) as was discussed in detail following the results statement in the previous section.

Now we turn to the evaluation of the integration over the \(N\)-sphere in \([3]\):

\[
\sqrt{N_{\text{tot}}} = \left( \frac{1}{2 \pi p} \right)^{\frac{N}{2}} \int_{S^{N-1}} d\sigma \exp \left( -\frac{\kappa^2}{2p} \|\nabla U\|^2 \right) |\det \nabla^2 H|.
\]
The approach we adopt for the evaluation of this integral is to pass from spatial integration over the surface of the sphere to functional integration over the empirical distribution of $\sigma_i$ (the "Coulomb gas" technique [90]). This results in a functional optimization problem whose formulation and perturbative solution are described in detail in the SI sec. [IV D].

**Discussion** We found that introducing an “on-site” non-linearity to a disordered mean-field coupled system can significantly increase the complexity of the energy landscape of the system. We characterised the changes to the geometry of the energy landscape through the distribution of critical points w.r.t energy and index and found them to exhibit a universal behaviour independent of the specifics of the added non-linearity. These results are immediately applicable to the characterisation of the energy landscape of physical systems with “on-site” weak non-linearity and disordered long range coupling such as “soft-spin” glass models [1, 2, 55, 61], coupled oscillator networks [17–19] and atomic spin gases [21].

Future research directions include extending the results of this work beyond the perturbative regime, relaxation of the spherical constraint to study more diverse physical models, studying the quenched complexity, possibly by carrying out a second moment analysis [69]. Also, it is of interest to consider short range coupling schemes possibly by considering banded random matrix models [72, 91].
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Supplemental Information: On-Site Potential Creates Complexity in Systems with Disordered Coupling

Part I

Setup

Define an “energy landscape” on the $N$-sphere composed of a “pure” $p$-spin Gaussian field $\phi(\sigma)$ and an “on-site” deterministic potential $U(\sigma)$:

$$H(\sigma) = \phi(\sigma) + \kappa U(\sigma) = \phi(\sigma) + \kappa \sum_{i=1}^{N} u(\sigma_i) \quad (S1)$$

where $\sigma \in \sqrt{N}S^{N-1}$, $\kappa$ is the “on-site” potential strength parameter, and $u(x)$ is the potential function, assumed throughout this work to be smooth and of bounded derivatives. The Gaussian field on the sphere is defined by the following correlation function corresponding to the “pure” $p$-spin spherical model:

$$\phi(\sigma) \phi(\sigma') = N \left( \frac{\sigma \cdot \sigma'}{N} \right)^p \quad (S2)$$

To evaluate the average total number of critical points on the sphere, we use the spherical analogue of the Kac-Rice formula (as given in [67])

$$N_{\text{tot}} = \int_{\sqrt{N}S^{N-1}} d\sigma_{N=1} \left| \det (\nabla^2 H) \right| \delta(\nabla H) \quad (S3)$$

where $\nabla H$ and $\nabla^2 H$ are respectively the covariant derivative and Hessian matrix of $H$ on the sphere, and $\overline{X}$ denotes averaging a quantity $X$ over the random field distribution. Defining the index as the number of negative eigenvalues of the Hessian, the average number of critical points of index $k$ is similarly given by

$$\overline{N}_k = \int_{\sqrt{N}S^{N-1}} d\sigma_{N=1} \left| \det (\nabla^2 H) \right| \delta(\nabla H) \delta(I(\nabla^2 H) - k) \quad (S4)$$

where $I(\cdot)$ is the index function; see [45]. In a similar manner, we define the average number of critical points of index $k$ and energy $E$

$$\overline{N}_k(E) = \int_{\sqrt{N}S^{N-1}} d\sigma_{N=1} \left| \det (\nabla^2 H) \right| \delta(\nabla H) \delta(I(\nabla^2 H) - k) \delta(H - E) \quad (S5)$$

In this work, we are interested in the annealed (that is, averaged over the Gaussian field $\phi$) complexity of the number of critical points. The total complexity and the complexity of critical points of extensive index $k = \lfloor aN \rfloor$ (with $a \in (0,1)$) are defined respectively as:

$$\Sigma_{\text{tot}} = \Sigma_{\text{tot}}[u(x)] = \lim_{N \to \infty} \frac{1}{N} \log \overline{N}_{\text{tot}} \quad (S6)$$

$$\Sigma_{a} = \Sigma_{a}[u(x)] = \lim_{N \to \infty} \frac{1}{N} \log \overline{N}_{aN} \quad (S7)$$

$$\Sigma_{a}(E) = \Sigma_{a}[u(x)] = \lim_{N \to \infty} \frac{1}{N} \log \overline{N}_{aN}(E) \quad (S8)$$

where the limit in the second and third equations is taken such that $a$ is fixed.

Part II

Main Results

Our main results are given by the statements in Sections I, II and III. The derivation of these results are in the following parts.
I. COMPLEXITY OF THE MEAN TOTAL NUMBER OF CRITICAL POINTS

The total annealed complexity of a $p$-spin model perturbed by a weak “on-site” potential, $\Sigma_{tot}^{(p)}$, as a functional of the potential $u(\cdot)$, is given by:

$$\Sigma_{tot}^{(p=2)}[u] = \kappa^2 \max \left( 0, \Theta^{(2)}[u] \right) + O(\kappa^3)$$  \hspace{1cm} (S9)

$$\Sigma_{tot}^{(p>2)}[u] = \frac{1}{2} \log(p-1) + \kappa^2 \Theta^{(p)}[u] + O(\kappa^3)$$  \hspace{1cm} (S10)

where

$$\Theta^{(p)}[u] = \frac{1}{2p} \int dx \frac{e^{-x^2/2}}{\sqrt{2\pi}} \left( \frac{1}{p-1} u''(x)^2 - u'(x)^2 \right)$$  \hspace{1cm} (S11)

$$\quad + \frac{p-2}{2p(p-1)} \left( \int e^{-x^2/2} \sqrt{2\pi} u''(x) dx \right)^2.$$  

Note that for $p = 2$, Eq. (S11) specializes to

$$\Theta^{(p=2)}[u] = \frac{1}{4} \int dx \frac{e^{-x^2/2}}{\sqrt{2\pi}} \left( u''(x)^2 - u'(x)^2 \right).$$  \hspace{1cm} (S12)

II. COMPLEXITY OF THE MEAN NUMBER OF CRITICAL POINTS OF A GIVEN INDEX

The annealed complexity of critical points of (extensive) index $k = \lfloor aN \rfloor$ of a $p$-spin model perturbed by a weak “on-site” potential, $\Sigma_a^{(p)}$, as a functional of the potential $u$, is given by

$$\Sigma_a^{(p)}[u] = \frac{1}{2} \log(p-1) - \frac{p-2}{4p} \eta^2(a) + \kappa^2 \left( 1 - \eta^2(a) \frac{p-1}{p^2} \right) \Theta^{(p)}[u] + O(\kappa^3)$$  \hspace{1cm} (S13)

where $\eta(a) \in (-2, 2)$ is defined by (see figure S1)

$$\frac{1}{2\pi} \int_{-2}^{\eta(a)} \sqrt{4-x^2} dx = a.$$  \hspace{1cm} (S14)
III. COMPLEXITY OF THE MEAN NUMBER OF CRITICAL POINTS OF A GIVEN INDEX AND ENERGY

The annealed complexity of critical points of (extensive) index $k = [aN]$ and (extensive) energy $E = \epsilon N$ of a $p$-spin model perturbed by a weak “on-site” potential, $\Sigma_a^{(p)}(\epsilon)$, as a functional of the potential $u$, in the regime where $\eta(a) - \sqrt{\frac{p}{p-1}} = O(\kappa^2)$ is given by

$$\Sigma_a^{(p)}(\epsilon) = \Sigma_a^{(p)} - \frac{\kappa^2}{2} \left( \frac{1}{\kappa^2} \left( \eta(a) - \epsilon \sqrt{\frac{p}{p-1}} \right) + \eta(a) \tilde{\Delta} \right)^2 + O(\kappa^3)$$ \hspace{1cm} (S15)

where $\Sigma_a^{(p)}$ is the complexity for a given index, $\eta(a) \in (-2, 2)$ and $\tilde{\Delta}$ are defined below

$$\frac{1}{2\pi} \int_{-2}^{\eta(a)} \sqrt{4 - x^2} \, dx = a.$$ \hspace{1cm} (S16)

$$\tilde{\Delta} = \left( \frac{1}{2p(p-1)} - \frac{1}{p^2} \right) \bar{w}^2 + \left( \frac{1}{p^2} + \frac{1}{p} \right) \bar{w}^2$$ \hspace{1cm} (S17)

where here the $\bar{f}(x)$ notation denotes averaging w.r.t. the standard Gaussian measure. The calculation of this complexity outside the regime $\eta(a) - \sqrt{\frac{p}{p-1}} \epsilon = O(\kappa^2)$ is beyond the scope of this work.

Part III
Results Derivation

IV. EVALUATION OF THE MEAN TOTAL NUMBER OF CRITICAL POINTS

A. Preliminaries

We start the calculation of (S3) by evaluating the disorder average $\langle \text{det} (\nabla^2 H(\sigma)) \rangle \delta(\nabla H(\sigma))$ at a fixed position $\sigma$ on the sphere. The average is taken over the joint distribution of the covariant Hessian and gradient of the field $\phi$. See Appendix A for detailed description of the joint distribution of the fields $\phi, \nabla\phi, \nabla^2\phi$ adopted from [67]. We note here, for the sake of clarity, the main properties of this distribution which are instrumental for our calculation:

1. At each point $\sigma$, the field $\phi$ and its derivatives are zero mean jointly normally distributed random variables.

2. At any point $\sigma$, $\phi(\sigma)$ and $\nabla^2 \phi(\sigma)$ are independent of $\nabla \phi(\sigma)$.

3. The components of $\nabla \phi(\sigma)$ are independent. The variance of each component is $\text{Var}((\nabla \phi)_m) = p$.

4. The random matrix $\nabla^2 \phi$ has the same distribution as $\sqrt{p(p-1)}M + \xi I_{N-1}$ where $M \sim \sqrt{\frac{N-1}{N}} \text{GOE}_{N-1}$, $\xi \sim N(0, \frac{1}{N})$, $I_{N-1}$ is the identity matrix of size $(N-1) \times (N-1)$. We denote by $\text{GOE}_n$ the Gaussian orthogonal ensemble of dimension $n$ [64] with an off-diagonal variance of $\frac{1}{n}$ i.e. if $A \sim \text{GOE}_n$ then $\mathbb{E} [A_{ij}^2] = \frac{1+\delta_{ij}}{n}$.

5. The conditional distribution of the random matrix $\nabla^2 \phi$, given a value $E$ for the random field, $\phi$ is $\sqrt{p(p-1)}M - EP_{N-1}$ where $M \sim \sqrt{\frac{N-1}{N}} \text{GOE}_{N-1}$.

First, we use the independence of $\nabla \phi$ and $\nabla^2 \phi$ to factorize the expectation in (S3) as follows:

$$\langle \text{det} (\nabla^2 H(\sigma)) \rangle \delta(\nabla H(\sigma)) = \delta(\nabla H(\sigma)) \times \langle \text{det} (\nabla^2 H) \rangle.$$ \hspace{1cm} (S18)

The average $\delta(\nabla H(\sigma))$ is easily carried out and gives:

$$\delta(\nabla H(\sigma)) = \prod_{m=1}^{N-1} \delta((\nabla \phi(\sigma))_m) + \kappa (\nabla U(\sigma))_m = \prod_{m=1}^{N-1} \sqrt{\frac{1}{2\pi p}} \exp \left( -\frac{\kappa^2}{2p} (\nabla U(\sigma))_m^2 \right)$$ \hspace{1cm} (S19)
where in the first equality we used the gradient component independence and in the second the normal distribution of each component.

We evaluate $|\det(\nabla^2 H)|$ by using the distribution in [4] as follows [67]:

$$|\det(\nabla^2 H)| = |\det(\nabla^2 \phi + \kappa \nabla^2 U)| = \sqrt{\frac{N}{2\pi p}} \int_{\mathbb{R}} \exp \left( -\frac{N s^2}{2p^2} \right) |\det \sqrt{p(p-1)} M + \kappa \nabla^2 U + s_1 N_{-1} - s_1 N_{-1} \big) ds \right), \quad (S20)$$

where $M \sim \sqrt{\frac{N-1}{N}} \text{GOE}_{N-1}$ and it is understood that the averaging is carried out over the matrix $M$. In the second equality we have used the distribution of $\nabla^2 \phi$ defined in item [4] above. Next, we employ the same method as in Proposition 5.3 of [72] and use Theorem 4.1 in [88] to get

$$\lim_{N \to \infty} \frac{1}{N} \log |\det(\nabla^2 H(\sigma))| = \sup_{\sigma} \left( \int d\lambda \ (\rho_{sc} \oplus \nu_{\nabla^2 U}) (\lambda) \log |\lambda + s| - \frac{s^2}{2p^2} \right), \quad (S21)$$

where $\oplus$ is the free-convolution [84], $\rho_{sc}$ is the Wigner semicircle of variance $p(p-1)$ and $\nu_{\nabla^2 U}$ is the large $N$ limit of the empirical spectral distribution of $\nabla^2 U$, i.e.

$$\rho_{sc} (\lambda) = \frac{1}{2 \pi p (p-1)} \sqrt{4p(p-1) - \lambda^2} \Theta_H \left( 2 \sqrt{p(p-1)} - |\lambda| \right) \quad (S22)$$

$$\nu_{\nabla^2 U} (\lambda) = \lim_{N \to \infty} \frac{1}{N-1} \sum_{m=1}^{N-1} \delta (\lambda - \kappa \lambda_m (\nabla^2 U)) \quad (S23)$$

where $\Theta_H$ denotes the Heaviside step function and $\lambda_m (\nabla^2 U)$ with $m = 1, \ldots, N-1$ are the eigenvalues of the matrix $\nabla^2 U$.

### B. Free convolution evaluation

The free convolution operation is non-linear and the result cannot generally be expressed in a closed form. However, in the regime of small $\kappa$, we are able to solve the Pastur integral equation [69] and find a perturbative expression for $\nu_{\nabla^2 H} (\lambda)$. Let $G(z)$ be the Stieltjes transform [83] of $\rho_{sc} \oplus \nu_{\nabla^2 U}$. Since one of the distributions in the convolution is the semicircle, one obtains a relatively simple implicit equation for $G$ (the Pastur equation) [69]:

$$G(z) = \int \frac{\nu_{\nabla^2 U} (\lambda) d\lambda}{z - p(p-1) G(z) - \lambda}, \quad z \in \mathbb{C}_+. \quad (S24)$$

In Appendix B the perturbative solution of this equation is detailed up to order $O (\kappa^2)$. Next, the inverse transform is utilized to calculate $\rho_{sc} \oplus \nu_{\nabla^2 U}$ from $G$. Up to $O(\kappa^3)$, this results in a shifted and widened semi-circular distribution given by

$$\nu_{\nabla^2 H} = (\rho_{sc} \oplus \nu_{\nabla^2 U})(\lambda) = \frac{\sqrt{- \left( \lambda - \kappa \sqrt{p(p-1)m_{\nabla^2 U}} \right)^2 + 4p(p-1)(1 + \kappa^2 V_{\nabla^2 U})}}{2\pi p (p-1)} + O (\kappa^2), \quad (S25)$$

where we have denoted the expectation and variance of the spectrum of $\frac{1}{\sqrt{p(p-1)}} \nabla^2 U (\sigma)$ by $m_{\nabla^2 U}$ and $V_{\nabla^2 U}$, respectively, i.e.,

$$m_{\nabla^2 U}(\sigma) \equiv \frac{1}{\sqrt{p(p-1)}} \int \lambda \nu_{\nabla^2 U(\sigma)}(\lambda) d\lambda$$

$$V_{\nabla^2 U}(\sigma) \equiv \frac{1}{p(p-1)} \int (\lambda - m_{\nabla^2 U(\sigma)})^2 \nu_{\nabla^2 U(\sigma)}(\lambda) d\lambda. \quad (S26)$$
C. Evaluation of the supremum

Equipped with an explicit, simple expression for the spectral distribution of $\nabla^2 H(\sigma)$, we can evaluate the integral in (S21) explicitly:

$$\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| = \sup_s \left[ \Phi \left( \frac{\kappa \sqrt{p(p-1)} \nu_{2U} + s}{\sqrt{p(p-1)(1 + \kappa^2 V_{2U})}} \right) + \frac{\left( \kappa \sqrt{p(p-1)} \nu_{2U} + s \right)^2}{4p(p-1)(1 + \kappa^2 V_{2U})} \right] \left( \frac{p}{p-1} \right) + \frac{1}{2} \left( -1 + \log p(p-1)(1 + \kappa^2 V_{2U}) \right) - \frac{s^2}{2p^2} + O(\kappa^3), \quad (S27)$$

where

$$\Phi(\eta) = \int_{-\infty}^{\eta} \frac{d\lambda}{2\pi} \sqrt{4 - \lambda^2} \log |\lambda - \eta| - \frac{\eta^2}{4} + \frac{1}{2} \quad (S28)$$

$$= -\Theta_H (|\eta| - 2) \left( \frac{|\eta| \sqrt{\eta^2 - 4} - \frac{\eta^2}{2} + 1}{2} \right)$$

and $\Theta_H$ denotes the Heaviside step function.

The change of variables

$$\eta = -\frac{\kappa \sqrt{p(p-1)} \nu_{2U} + s}{\sqrt{p(p-1)(1 + \kappa^2 V_{2U})}}$$

and some algebra gives:

$$\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| = -\frac{1}{2} \left( -1 + \log p(p-1) \right) \quad (S30)$$

$$+ \sup_{\eta} \left[ \Phi(\eta) - \frac{p-2}{4p} \eta^2 - \kappa \frac{p-1}{p} \nu_{2U} \eta + \frac{\kappa^2}{2p} (p - (p-1)\eta^2) V_{2U} - (p-1)m^2_{2U} \right] + O(\kappa^3).$$

Optimization with respect to $\eta$ has to be carried out separately for the case $p = 2$ and $p > 2$ due to the vanishing of the $O(1)$ and $\eta^2$ term at $p = 2$.

1. Optimization for the case of $p > 2$

For this case, the optimal $\eta$ is given by:

$$\eta^*_p(\sigma) = -\kappa \nu_{2U} \frac{2(p-1)}{p-2} + O(\kappa^2). \quad (S31)$$

Substitution of $\eta^*_p(\sigma)$ into (S30) gives the following:

$$\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| = \frac{1}{2} \left( -1 + \log p(p-1) \right) + \kappa^2 \left( \frac{1}{2} V_{2U} + m^2_{2U} \frac{(p-1)}{2(p-2)} \right) + O(\kappa^3). \quad (S32)$$

2. Optimization for the case of $p = 2$

For the case of $p = 2$, the $-\eta^2$ term is absent, leading to a different solution form. Define:

$$\eta_1(\sigma) = \text{sign} (-\nu_{2U}) \left( 2 + \frac{1}{4} \kappa^2 m^2_{2U} \right) + O(\kappa^3) \quad (S33)$$

$$\eta_2(\sigma) = -\frac{\nu_{2U}/\kappa}{V_{2U}} + O(\kappa) \quad (S34)$$
As \((S30)\) is defined in a piece-wise manner (see definition of \(\Phi(\eta)\) above) we take the derivative of \((S30)\) w.r.t \(\eta\) and look for extrema in each domain separately:

\[
\frac{d}{d\eta} \lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| = \begin{cases} 
-\frac{\kappa}{2} m\nabla^2 U - \eta \frac{\kappa}{2} V\nabla^2 U + O(\kappa^3) & |\eta| < 2 \\
-\frac{1}{2} \text{sign}(\eta) \sqrt{\eta^2 - 4} - \frac{\kappa}{2} m\nabla^2 U - \eta \frac{\kappa}{2} V\nabla^2 U + O(\kappa^3) & |\eta| > 2 
\end{cases}
\]  
\((S35)\)

We see from the above that a maximum can be found in both domains. Thus, depending on the value of \(\eta_2\), we have either one or two maxima values s.t. the set of maxima \(\eta_{\max}\) is given by:

\[
\eta_{\max} = \begin{cases} 
\{\eta_1, \eta_2\} & |\eta_2| < 2 \\
\eta_1 & |\eta_2| \geq 2 
\end{cases}
\]  
\((S36)\)

where \(|\eta_1| > 2\) and \(\eta_2\) is an extremum if it is in the domain \(|\eta| < 2\). The values of the function at each of the maxima are given by:

\[
\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| \bigg|_{\eta = \eta_1} = \frac{1}{2} (-1 + \log 2) - \frac{1}{4} \kappa^2 m^2 V^2 U + \kappa^2 V^2 U \left( |\eta_2| - \frac{1}{2} \right) 
\]  
\((S37)\)

\[
\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| \bigg|_{\eta = \eta_2} = \frac{1}{2} (-1 + \log 2) - \frac{1}{4} \kappa^2 m^2 V^2 U + \kappa^2 V^2 U \left( \frac{1}{2} + \frac{1}{4} |\eta_2|^2 \right) 
\]  
\((S38)\)

Observing the above expressions and noting that \(|\eta_2| \leq 2\) (since \(\eta_2\) is a solution in the domain \(|\eta| < 2\)) we see that

\[
\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| \bigg|_{\eta = \eta_1} \leq \lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| \bigg|_{\eta = \eta_2}. 
\]  
\((S39)\)

Combining all of the above we find that the optimal \(\eta^*\) and the supremum of the log-determinant are found to be:

\[
\eta^*_{(p=2)}(\sigma) = \begin{cases} 
\eta_2(\sigma) & |\eta_2| < 2 \\
\eta_1(\sigma) & |\eta_2| \geq 2 
\end{cases}
\]  
\((S40)\)

\[
\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H(\sigma)| \bigg|_{\eta = \eta^*} = \frac{1}{2} (-1 + \log 2) - \frac{1}{4} \kappa^2 m^2 V^2 U + \kappa^2 V^2 U \left( |\eta_2| - \frac{1}{2} \right), \quad |\eta_2(\sigma)| \geq 2,
\]  
\((S41)\)

### D. Integration over the N-sphere

Having completed the evaluation of the disorder average \(|\det (\nabla^2 H(\sigma))| \delta (\nabla H(\sigma))\), we proceed to evaluate the integration over the surface of the sphere in \((S3)\), i.e.,

\[
\mathcal{N}_{\text{tot}} = \left( \frac{1}{2\pi p} \right)^{N/2} \int_{\mathbb{S}^{N-1}} d\sigma_N \exp \left( -\frac{\kappa^2}{2p} ||\nabla U(\sigma)||^2 + \log |\det \nabla^2 H(\sigma)| \right). 
\]  
\((S42)\)

The approach we adopt for the evaluation of this integral is to pass from spatial integration over the surface of the sphere to functional integration over the empirical distribution of the coordinates \(\sigma_i\), which we denote by \(\mu\), that is \(\mu(x) = N^{-1} \sum_{i=1}^{N} \delta (x - \sigma_i)\). First, the integration over the sphere is converted as follows to an integration over \(\mathbb{R}^N\), such that for any smooth function on the sphere,

\[
\int_{\mathbb{S}^{N-1}} f(\sigma) d\sigma_N = \int_{\mathbb{R}^N} f(\sigma) \delta \left( \sum_{i=1}^{N} \sigma_i^2 - N \right) d^N\sigma. 
\]  
\((S43)\)

This allows us to pass from integration over \(\mathbb{R}^N\) to functional integration over \(\mu\). Noting that for any function \(f\) on the sphere, invariant under permutations of the coordinates, we have \(f(\sigma) = f[\mu]\) and therefore applying the Coulomb
gas technique \[90\] leads to the following rule for passing between integration on the sphere to integration over the space of probability measures on the real line:

\[ \int_{\sqrt{N}S^{N-1}} d\sigma_{N-1} f(\sigma) \sim \]

\[ \frac{S_{N-1}(\sqrt{N})}{Z} \int D[\mu] \exp \left( -N \int dx \mu \log \mu \right) \delta \left( N \int \mu(x) x^2 dx - N \right) f[\mu] \]  

(S44)

with \( S_{N-1}(\sqrt{N}) = \frac{2}{\Gamma(N/2)} \pi^N N^2 \) being the surface area of the \( N \)-sphere of radius \( \sqrt{N} \) and

\[ Z = \int D[\mu] \exp \left( -N \int dx \mu \log \mu \right) \delta \left( N \int \mu(x) x^2 dx - N \right). \]  

(S45)

Applying this functional integration procedure to the expression for \( N_{\text{tot}} \) results in the following:

\[ \overline{N}_{\text{tot}} = C_N \frac{Z}{Z} \int D[\mu] \delta \left( \int dx \mu(x) x^2 - 1 \right) \times \]

\[ \exp N \left( \frac{1}{N} \log \| \nabla^2 H[\mu] \| - \frac{\kappa^2}{2pN} \| \nabla U[\mu] \|^2 - \int dx \mu \log \mu \right) \]  

(S46)

where \( C_N = \left( \frac{1}{2\pi} \right)^{N/2} S_{N-1}(\sqrt{N}) \). To derive explicit expressions for \( \log \| \nabla^2 H[\mu] \| \) and \( \| \nabla U[\mu] \|^2 \), we first calculate the covariant derivatives \( \nabla U \) and \( \nabla^2 U \) by exploiting the “single spin” structure of \( U = \sum u(\sigma_m) \): the covariant derivative and Hessian on the sphere of \( U \) are given by:

\[ (\nabla U)_m = u'(\sigma_m) - \frac{\sigma_m}{N} \sum_l \sigma_l u'(\sigma_l) \]  

(S47)

and

\[ (\nabla^2 U)_{mn} \approx \delta_{mn} \left( u''(\sigma_m) - \frac{1}{N} \sum_l \sigma_l u'(\sigma_l) \right) \]  

(S48)

where the approximation in the last equality constitutes neglecting terms of rank \( O(1) \) as described in Appendix [B]. Using these expressions, we get:

\[ \| \nabla U[\mu] \|^2 = \int x u'(x) dx - \left( \int x u'(x) \mu(x) dx \right)^2 \]  

(S49)

\[ m_{\nabla^2 U}[\mu] = \frac{1}{\sqrt{p(p-1)}} \left( \int u''(x) \mu(x) dx - \int x u'(x) \mu(x) dx \right) \]  

(S50)

\[ V_{\nabla^2 U}[\mu] = \frac{1}{p(p-1)} \left( \int u''(x) \mu(x) dx - \left( \int u''(x) \mu(x) dx \right)^2 \right) \]  

(S51)

where the explicit form of \( \log \| \nabla^2 H[\mu] \| \) is found by replacing \( m_{\nabla^2 U}(\sigma) \rightarrow m_{\nabla^2 U}[\mu] \) and \( V_{\nabla^2 U}(\sigma) \rightarrow V_{\nabla^2 U}[\mu] \). Since the integral in the numerator of \( \overline{N}_{\text{tot}} \) is of the form \( \int D[\mu] \exp NS[\mu] \), it is evaluated by the saddle point technique in the large \( N \) limit. We start by writing down the functional derivative of the exponent w.r.t \( \mu \):

\[ \frac{\delta S}{\delta \mu} = \alpha + \beta x^2 - \log \mu - 1 + \lim_{N \to \infty} \frac{1}{N} \frac{\delta \log |\det \nabla^2 H[\mu]|}{\delta \mu} \]

\[ - \kappa^2 \frac{1}{2p} \left( u'^2(x) - 2 \left( \int y u'(y) \mu(y) dy \right) x u'(x) \right) = 0 \]  

(S52)
where \( \alpha \) and \( \beta \) are Lagrange multipliers associated with the constraints on the normalization and second moment of \( \mu \). We solve the above equation for \( \mu \) and the Lagrange multipliers \( \alpha, \beta \) by expanding each in a perturbative expansion as follows:

\[
\begin{align*}
\mu(x) &= \mu_0(x) + \kappa \mu_1(x) + \kappa^2 \mu_2(x) + O(\kappa^3) \\
\beta &= \beta_0 + \kappa \beta_1 + \kappa^2 \beta_2 + O(\kappa^3) \\
\alpha &= \alpha_0 + \kappa \alpha_1 + \kappa^2 \alpha_2 + O(\kappa^3).
\end{align*}
\] (S53)

As the expression for \( \log |\det \nabla^2 H[\mu]| \) is different for the cases \( p > 2 \) and \( p = 2 \) (which includes two cases of its own) we solve the saddle point equations for these cases separately.

### 1. The case of \( p = 2 \)

Since for the case of \( p = 2 \) the log-determinant is defined in a piecewise form, we evaluate the integral over the measure \( \mu \) separately for each case as well as for the boundary between the cases i.e.

\[
\Sigma_{\text{tot}} = \int_{\mathcal{M}} D[\mu] \exp NS[\mu] = \int_{\mathcal{M}_<} D[\mu] \exp NS_{<}[\mu] + \int_{\mathcal{M}_>} D[\mu] \exp NS_{\geq}[\mu]
\] (S54)

where \( \mathcal{M} \) is the space of measures with a unit second moment, \( \mathcal{M}_<, \mathcal{M}_\geq \) denote the sets \( \{ \mu \in \mathcal{M} : \eta_2[\mu] < 2 \} \), \( \{ \mu \in \mathcal{M} : \eta_2[\mu] \geq 2 \} \), respectively, and \( S_<[\mu], S_\geq[\mu] \) denote the exponent in the cases \( \eta_2 < 2 \) and \( \eta_2 \geq 2 \), respectively. Next, we evaluate each of the integrals by the saddle point method. Thus, \( \Sigma_{\text{tot}} \) is given by:

\[
\Sigma_{\text{tot}} = \max \left\{ \sup_{\mu \in \mathcal{M}_<} S_<[\mu], \sup_{\mu \in \mathcal{M}_\geq} S_\geq[\mu] \right\}
\] (S55)

In addition, we evaluate the integral on the boundary between the two branches to make sure that the global maximum is indeed found.

#### a. The case of \( |\eta_2| \geq 2 \)

For this case, the absolute value of the determinant of the Hessian and its functional derivative are given by:

\[
\begin{align*}
\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H[\mu]| &= \frac{1}{2} (-1 + \log 2) + \kappa m_{\nabla^2 U}[\mu] - \frac{\kappa^2}{4} \left( m^2_{\nabla^2 U}[\mu] + 2V_{\nabla^2 U}[\mu] \right) + O(\kappa^3) \\
\lim_{N \to \infty} \frac{1}{N} \frac{\delta \log |\det \nabla^2 H[\mu]|}{\delta \mu(x)} &= \frac{\kappa}{\sqrt{2}} \left( u''(x) - xu'(x) \right) - \frac{\kappa^2}{4} \left( u''(x)^2 + 2u'(x) \int \mu_0(y)u''(y) dy \right) + O(\kappa^3).
\end{align*}
\] (S56) (S57)

Substitution of this expression, along with the perturbative expansions given above in the saddle point condition in eq. (S52) gives the following equations:

\[
\begin{align*}
O(\kappa^0) : & \quad \alpha_0 + \beta_0 x^2 - \log(\mu_0(x)) = 0 \\
O(\kappa^1) : & \quad \alpha_1 + \beta_1 x^2 - \frac{\mu_1(x)}{\mu_0(x)} + \frac{u''(x) - xu'(x)}{\sqrt{2}} = 0 \\
O(\kappa^2) : & \quad \alpha_2 + \beta_2 x^2 - \frac{\mu_2(x)}{\mu_0(x)} + \frac{\mu_1(x)^2}{2\mu_0(x)^2} - \frac{u''(x)^2 + u'(x)^2}{4} - \frac{u''(x) - xu'(x)}{2} \int \mu_0(y)u''(y) dy = 0.
\end{align*}
\] (S58) (S59) (S60)

Note that we have used the identity for the law \( \mu_0(x) = \exp(-x^2/2)/\sqrt{2\pi} \):

\[
\int \mu_0(y)u''(y) dy = \int \mu_0(y)u'(y) dy,
\] (S61)

and that the Lagrange multiplier expansion terms \( \alpha_l, \beta_l \) are determined by the constraints:

\[
\begin{align*}
\int \mu_1(x) dx &= \delta_0 \\
\int x^2 \mu_1(x) dx &= \delta_0.
\end{align*}
\] (S62)
Solving these equations gives the following expressions for $\mu$:

$$
\mu_0(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}
$$

$$
\mu_1(x) = \frac{\mu_0(x)}{\sqrt{2}} \left( 1 - \frac{x^2}{2} \int \mu_0(y) y^2 (u''(y) - yu'(y)) dy + u''(x) - xu'(x) \right)
$$

$$
\mu_2(x) = \mu_0(x) \left( \alpha_2 x^2 + \beta_2 - \frac{u''(x)}{2} - \frac{u''(x) - xu'(x)}{2} \left( \int \mu_0(y) u''(y) dy \right) \right) - \frac{\mu_1(x)^2}{2\mu_0(x)}.
$$

where $\alpha_2$ and $\beta_2$ have a cumbersome expression, obtained self-consistently by imposing that (S62) hold. Using this expression, we can evaluate the average log-determinant:

$$
\lim_{N \to \infty} \frac{1}{N} \log \left| \det \nabla^2 H[\mu] \right| = \frac{1}{2} \left( -1 + \log 2 \right) + \frac{\kappa^2}{\sqrt{2}} \int dx \mu_1(x) (u''(x) - xu'(x)) - \frac{\kappa^2}{2} \left[ \int dx \mu_0(x) u''(x)^2 - \left( \int dx \mu_0(x) u''(x) \right)^2 \right] + O(\kappa^3)
$$

Next, we can substitute the expressions we found for the log-determinant and $\mu$ in the expression for the annealed complexity to get

$$
\Sigma_{p=2}^{q \geq 2} = \lim_{N \to \infty} \frac{1}{N} \log \text{det} \nabla^2 H[\mu] + \lim_{N \to \infty} \frac{1}{N} \log Z + \lim_{N \to \infty} \frac{1}{N} \log \left| \det \nabla^2 H[\mu] \right| - \int dx \mu \log \mu - \frac{\kappa^2}{4} \| \nabla U[\mu] \|^2.
$$

Let us first use that in the large $N$ limit

$$
\lim_{N \to \infty} \frac{1}{N} \log C_N = \lim_{N \to \infty} \frac{1}{N} \log S_{N-1} - \frac{1}{2} \log (2\pi p) = \frac{1}{2} (1 - \log(p)).
$$

We may then evaluate the quantity involving $Z$ by the Laplace method, as

$$
\lim_{N \to \infty} \frac{1}{N} \log Z = \max_{\mu, \alpha, \beta} \left[ - \int dx \mu(x) \log \mu(x) + \alpha \left( \int dx \mu(x) - 1 \right) + \beta \left( \int dx x^2 \mu(x) - 1 \right) \right].
$$

One can easily check that the maximum is reached for $\mu(x) = \mu_0(x)$ and thus

$$
\lim_{N \to \infty} \frac{1}{N} \log Z = - \int dx \mu_0(x) \log \mu_0(x).
$$

The entropic term can simply be developed up to second order in $\kappa$, yielding

$$
- \int dx \mu(x) \ln \mu(x) = - \int dx \mu_0(x) \ln \mu_0(x) - \kappa \int dx \mu_1(x) \left( 1 - \frac{1}{2} \ln(2\pi) - \frac{x^2}{2} \right)
$$

$$
- \kappa^2 \int dx \left[ \mu_2(x) \left( 1 - \frac{1}{2} \ln(2\pi) - \frac{x^2}{2} \right) + \frac{\mu_1(x)^2}{2\mu_0(x)} \right] + O(\kappa^3)
$$

$$
= - \int dx \mu_0(x) \ln \mu_0(x) - \kappa^2 \int dx \frac{\mu_1(x)^2}{\mu_0(x)} + O(\kappa^3)
$$

$$
= - \int dx \mu_0(x) \ln \mu_0(x) - \frac{\kappa^2}{2\sqrt{2}} \int dx \mu_1(x) (u''(x) - xu'(x)) + O(\kappa^3),
$$

where we have used the explicit expression of $\mu_0(x)$ as well as (S62). Finally, as the term $-\kappa^2 \| \nabla U[\mu] \|^2 / 4$ is already of order $\kappa^2$, it can directly be evaluated for $\mu_0$ for the purpose of our perturbative computation and reads

$$
- \kappa^2 \frac{\kappa^2}{4} \| \nabla U[\mu] \|^2 = - \kappa^2 \left[ \int dx \mu_0(x) u'(x)^2 - \left( \int dx \mu_0(x) xu'(x) \right)^2 \right] + O(\kappa^3)
$$

(S71)
Gathering all terms and some straightforward algebra lead to the following complexity:

\[
\Sigma_{\eta \geq 2}^{(p=2)} = \lim_{N \to \infty} \frac{1}{N} \log N_{\text{tot}} = \\
\frac{\kappa^2}{2} \left( -\frac{1}{4} \left( \int x^2 \mu_0(x) (u''(x) - xu'(x)) \, dx \right)^2 + \left( \int dx \mu_0(x) u''(x) \right)^2 \right) + \frac{1}{2} \int dx \left( x^2 - 1 \right) \mu_0(x) u'(x)^2 - \int dx x \mu_0(x) u'(x) u''(x) = O(\kappa^3). \tag{S72} \]

By using the identity \( f'(x)_{\mu_0} = x f(x)_{\mu_0} \) (as \( \mu_0 \) is the Gaussian) we get:

\[
-\frac{1}{4} \left( \int x^2 \mu_0(x) (u''(x) - xu'(x)) \, dx \right)^2 + \left( \int dx \mu_0(x) u''(x) \right)^2 = 0 \tag{S73} \\
\frac{1}{2} \int dx \left( x^2 - 1 \right) \mu_0(x) u'(x)^2 - \int dx x \mu_0(x) u'(x) u''(x) = 0 \tag{S74}
\]

thus we are left with

\[
\Sigma_{\eta \geq 2}^{(p=2)} = 0 + O(\kappa^3). \tag{S75}
\]

Next, to check the nature of the extremum, we calculate the second functional derivative of \( S[\mu] \) evaluated at \( \mu^* \):

\[
\left. \frac{\delta^2 S[\mu]}{\delta \mu(x) \delta \mu(y)} \right|_{\mu^*} = -\delta(x-y) \left( \frac{1}{\mu_0(x)} + O(\kappa) \right) + \frac{\kappa^2}{2} \left( u''(x) u''(y) + x u'(x) y u'(y) \right) + O(\kappa^3) \tag{S76}
\]

We consider the RHS as an operator in \( L^2(\mu_0) \). By assumption, both \( u'' \) and \( xu' \) are bounded in \( L^2(\mu_0) \), and using that \( \kappa^2 \) is small, we deduce that this operator is negative definite. In particular, the extremum we found is a (local) maximum.

Finally, we derive conditions for self-consistency of this solution by requiring that \( |\eta_2[\mu^*]| > 2 \). Substitution of \( \mu^* \) in \( \eta_2[\mu^*] \) gives:

\[
\eta_2[\mu^*] = \frac{m_{\psi_U}^2[\mu^*]}{\kappa V_{\psi_U}[\mu^*]} = \frac{m_{\psi_U}^2[\mu_1]}{V_{\psi_U}[\mu_0]} + O(\kappa) \tag{S77} \\
= \frac{1}{2} \left( \int x^2 \mu_0(x) (u''(x) - xu'(x)) \, dx \right)^2 + \int \mu_0(x) (u''(x) - xu'(x))^2 \, dx \\
\int \mu_0(x) u''(x)^2 \, dx - \left( \int \mu_0(x) u''(x) \, dx \right)^2
\]

The requirement \( \eta_2[\mu^*] > 2 \) gives after some algebra and use of (S73) (we select \( m_{\psi_U} > 0 \) without loss of generality):

\[
\eta_2[\mu^*] > 2 \iff \int \mu_0(x) \left( u''(x)^2 - u'(x)^2 \right) \, dx < 0 \tag{S78}
\]

Thus this solution is self-consistent when the other (\( \eta_2 < 2 \)) branch has negative complexity i.e. \( \Theta^{(2)}[u] < 0 \), see (S11). This is consistent with the picture of the \( \eta_2 > 2 \) branch corresponding to zero added complexity at leading order.

b. The case of \( |\eta_2| < 2 \) For this case, the absolute value of the determinant of the Hessian and its functional derivative are given by:

\[
\lim_{N \to \infty} \frac{1}{N} \log |\text{det} \nabla^2 H[\mu]| = \frac{1}{2} \left( -1 + \log 2 \right) + \frac{\kappa^2}{4} \left( 2 V_{\psi_U}[\mu] + \frac{m_{\psi_U}^2[\mu]^2}{\kappa^2 V_{\psi_U}[\mu]} + m_{\psi_U}[\mu]^2 \right) + O(\kappa^3). \tag{S79}
\]
Then,
\[
\lim_{N \to \infty} \frac{1}{N} \frac{\delta \log |\det \nabla^2 H[\mu]|}{\delta \mu(x)} = \kappa \frac{m_{\nabla^2 U[\mu_1]}}{2V_{\nabla^2 U[\mu_0]}} (u''(x) - xu'(x)) + \\
\frac{\kappa^2}{2} \left( \frac{m_{\nabla^2 U[\mu_2]}}{V_{\nabla^2 U[\mu_0]}} - \frac{m_{\nabla^2 U[\mu_1]} V_{\nabla^2 U[\mu_1]}}{(V_{\nabla^2 U[\mu_0]})^2} \right) (u''(x) - xu'(x)) \\
- \kappa^2 \frac{m_{\nabla^2 U[\mu_1]}^2}{4(V_{\nabla^2 U[\mu_0]})^2} \int (u''(x) - xu'(x)) \left( \int \mu_0(y) u''(y) dy \right) \\
+ \frac{\kappa^2}{2} \left( u''(x) - xu'(x) \right) \left( \int \mu_0(y) u''(y) dy \right) + O(\kappa^3) + o_N(1). \tag{S80}
\]

Substitution of this expression, along with the perturbative expansions for \( \mu \) in (S52), gives the following equations:

\( O(\kappa^0) : \alpha_0 + \beta_0 x^2 - \log(\mu_0(x)) = 0 \)

\( O(\kappa^1) : \alpha_1 + \beta_1 x^2 - \frac{\mu_1(x)}{\mu_0(x)} + \frac{m_{\nabla^2 U[\mu_1]}}{2V_{\nabla^2 U[\mu_0]}} (u''(x) - xu'(x)) = 0 \) \tag{S81}

\( O(\kappa^2) : \alpha_2 + \beta_2 x^2 - \frac{\mu_2(x)}{\mu_0(x)} + \left( \frac{m_{\nabla^2 U[\mu_2]}}{2V_{\nabla^2 U[\mu_0]}} - \int \mu_0(y) u''(y) dy \right) (u''(x) - xu'(x)) + \frac{1}{2} (u''(x)^2 - u'(x)^2) = 0 \)

where we have used that all first order correction terms vanish in the second order equation, as can easily be deduced from the first order equation. The Lagrange multiplier expansion terms \( \alpha_i, \beta_i \) are determined by (S62) as in the calculation of the previous case. Solving these equations gives the following:

\[
\mu_0(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2},
\]

\[
\mu_1(x) = 0,
\]

\[
\mu_2(x) = \mu_0(x) \left[ \alpha_2 x^2 + \beta_2 + \frac{1}{2} (u''(x)^2 - u'(x)^2) + (u''(x) - xu'(x)) \left( \frac{m_{\nabla^2 U[\mu_2]}}{2V_{\nabla^2 U[\mu_0]}} - \int \mu_0(y) u''(y) dy \right) \right].
\]

Next, we can substitute the expression for \( \mu \) in the expression for the number of critical points, use that \( \mu_1 = 0 \) and use the expansions derived above to find

\[
\mathcal{N}_{\text{tot}} = C_N \exp \left( \frac{1}{N} \log |\det \nabla^2 H[\mu]| - \frac{\kappa^2}{4} \| \nabla U[\mu_0] \|^2 + O(\kappa^3) + o_N(1) \right)
\]

\[
= C_N \exp \left( \frac{1}{2} (1 + \log 2) + \kappa^2 \frac{1}{2} \frac{m_{\nabla^2 U[\mu_0]}}{V_{\nabla^2 U[\mu_0]}} - \frac{\kappa^2}{4} \| \nabla U[\mu_0] \|^2 + O(\kappa^3) + o_N(1) \right). \tag{S82}
\]

Gathering all terms and some straightforward algebra lead to the following complexity:

\[
\Sigma_{\eta_2 < 2} = \lim_{N \to \infty} \frac{1}{N} \log \mathcal{N}_{\text{tot}} = \kappa^2 \frac{1}{4} \int dx \mu_0(x) (u''(x)^2 - u'(x)^2) + O(\kappa^3) = \kappa^2 \Theta^{(2)} [u(x)] + O(\kappa^3) + o_N(1). \tag{S83}
\]

To verify the type of extremum we found in this case, we proceed to evaluate the contribution of the integral on the boundary \( \eta_2 = 2 \) in what follows.

\textit{c. The case of } \eta_2 = 2 \text{.} \quad \text{Since log det } |\nabla^2 H| \text{ and } \partial_{\eta_2} \log \det |\nabla^2 H| \text{ are continuous w.r.t to } \eta_2 = 2 \text{ (see (S41))}, \text{ we can pick either one of the branches for the following calculation. We pick the expressions for the case } \eta_2 > 2:\

\[
\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H[\mu]| = \frac{1}{2} (1 + \log 2) + \kappa m_{\nabla^2 U[\mu]} + \frac{1}{4} \kappa^2 (m_{\nabla^2 U[\mu]} - 2V_{\nabla^2 U[\mu]}) \\
+ \gamma (m_{\nabla^2 U[\mu]} - \kappa 2V_{\nabla^2 U[\mu]}) + O \left( \kappa^3 + o_N(1) \right). \tag{S84}
\]

where we have introduced an additional Lagrange multiplier \( \gamma \) to enforce the constraint \( \eta_2[\mu] = 2 \). Taking the functional derivative of \( S[\mu] \) under this constraint and consecutive substitution of perturbative expansions give the following equations for the zero and first order in \( \kappa \):

\[
O(\kappa^0) : \alpha_0 + \beta_0 x^2 + \gamma_0 \frac{1}{\sqrt{2}} (u''(x) - xu'(x)) - \log(\mu_0(x)) = 0
\]

\[
O(\kappa^1) : \alpha_1 + \beta_1 x^2 - \frac{\mu_1(x)}{\mu_0(x)} + \left( \frac{1}{\sqrt{2}} + \gamma_1 \right) (u''(x) - xu'(x)) + \gamma_0 \sqrt{2} (-u''(x)^2 + u''(x)u') = 0. \tag{S85}
\]
where here the \( f(x) \) notation denotes averaging w.r.t the standard Gaussian measure \( \mu_0 \). Solving these equations, under the three constraints on \( \mu \) (total mass equal to one, unit second moment and \( \eta_2[\mu] = 2 \)) gives the following solutions:

\[
\begin{align*}
\mu_0(x) &= \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \\
\mu_1(x) &= \mu_0(x) \left( 1 + \frac{\Theta^{(2)}[u(x)]}{m_{\nabla^2 U}[\mu_{1,\eta_2>2}]} \right) \left( \frac{1}{2} x^2 - 1 \right) \int \mu_0(y) y^2 (u''(y) - yu'(y)) dy + u''(x) - xu'(x) \right),
\end{align*}
\]

(S86)

where we found that \( \gamma = \kappa \frac{\Theta^{(2)}[u(x)]}{\sqrt{2m_{\nabla^2 U}[\mu_{1,\eta_2>2}]} + O(\kappa^2) \). and denoted by \( \mu_{1,\eta_2>2} \) the first order correction to \( \mu^* \) in the case \( \eta_2 > 2 \). Substitution of these solutions in \( S[\mu] \) results in the following complexity:

\[
\Sigma_{\eta_2=2} = \kappa^2 \left( \Theta^{(2)}[u] \left( 1 - \frac{c}{\sqrt{2}} \right) - \frac{c}{4} \left( \Theta^{(2)}[u] \right)^2 \right) + O(\kappa^4)
\]

(S87)

where we have denoted by \( c > 0 \) the following expression:

\[
c = 1 + \frac{\left( y^2 (u''(y) - yu'(y))_\mu_0 \right)^2}{\frac{1}{2} (y^2 (u''(y) - yu'(y))_\mu_0)^2 + (u''(y) - yu'(y))_\mu_0^2}.
\]

(S88)

Now we are in a position to compare the complexity resulting from the boundary \( \eta_2 = 2 \) with the complexity of the extrema found for the case \( \eta_2 < 2 \). As \( c > 0 \) we can see that in the case where \( \Theta^{(2)} > 0 \) we have that \( \Sigma_{\eta_2<2} > \Sigma_{\eta_2=2} \). Thus, we conclude that the extermum found for the case \( \eta_2 < 2 \) is a maximum.

2. The case of \( p > 2 \)

For this case, the log determinant is given by:

\[
\lim_{N \to \infty} \frac{1}{N} \log \left| \det \nabla^2 H[\mu] \right| = \\
\frac{1}{2} \log p (p-1) + \kappa^2 \left( \frac{1}{2} V_{\nabla^2 U}[\mu] + m_{\nabla^2 U}[\mu]^2 \frac{(p-1)^2}{4p(p-2)} \right) + O(\kappa^3).
\]

(S89)

It is clear from the previous cases that \( m_{\nabla^2 U} = O(\kappa) \) and thus, to leading order in \( \kappa \), the complexity is given by:

\[
\Sigma^{(p>2)} = \frac{1}{2} \log (p-1) + \kappa^2 \left( \frac{1}{2} V_{\nabla^2 U}[\mu_0] - \frac{1}{2p} \| \nabla U[\mu_0] \|^2 \right) + O(\kappa^3)
\]

(S90)

\[
= \frac{1}{2} \log (p-1) + \kappa^2 \Theta^{(p)}[u(x)] + O(\kappa^3).
\]
V. EVALUATION OF THE MEAN NUMBER OF CRITICAL POINTS OF A GIVEN INDEX

Here we aim to evaluate the number of critical points of a given index \( k \) (number of negative eigenvalues of the Hessian). We recall (S4). Taking identical steps as for the case of \( \overline{N}_{\text{tot}} \), we arrive at the average value \( |\det (\nabla^2 H)| \delta (I (\nabla^2 H) - k) \). This is evaluated as follows:

\[
|\det (\nabla^2 H)| \delta (I (\nabla^2 H) - k) = |\det (\nabla^2 \phi + \kappa \nabla^2 U)| \delta (I (\nabla^2 \phi + \kappa \nabla^2 U) - k)
\]

\[
= \int_R \frac{\exp \left( -\frac{N \sigma^2}{2p}\right) |\det \nabla + \kappa \nabla^2 U + s I_{N-1}| \delta \left( I \left( \nabla^2 H + \kappa \nabla^2 U + s I_{N-1} \right) - k \right)}{\sqrt{2\pi p^2 N}}
\]

with \( \tilde{M} \sim \sqrt{p(p-1)N^{-1}} \text{GOE}_{N-1} \). We first evaluate the GOE averaging as in [72] and follow by the integration over \( R \) to get:

\[
|\det \nabla^2 H (\sigma)| \delta (I (\nabla^2 H) - k)
\]

\[
= \exp N \left( \int dx \nu_{\nabla^2 H} (x) \log |x - s^* (a)| - \frac{s^* (a)^2}{2p^2} + o_N (1) \right),
\]

where we have explicitly assumed that \( k \) is extensive i.e. the ratio \( a = k/N \) is fixed when the large \( N \) limit is taken. Also, \( s^* (a) \) is determined by the index constraint:

\[
\int_{-\infty}^0 \nu_{\nabla^2 H} (x + s^* (a)) dx = a.
\]

(S92)

and \( \nu_{\nabla^2 H} \) is the widened and shifted semicircular distribution found in (S25). Note that the above expression is very similar in form to the one considered in the case of the total complexity with the difference that here \( s \) is set by the index whereas in the previous case the complexity is the supremum over \( s \). Thus, we can utilize the same expressions derived in the previous section to give:

\[
\lim_{N \to \infty} \frac{1}{N} \log |\det \nabla^2 H (\sigma)| \delta (I (\nabla^2 H) - k) = \Phi (\eta) + \frac{1}{2} \log p \ (p-1)
\]

\[
- \frac{p-2}{4p} \eta^2 + \kappa \left( \frac{p-1}{p} m_{\nabla^2 H} \eta + \kappa^2 \left( \frac{V_{\nabla^2 U}}{2} \left( 1 - \frac{(p-1) \eta^2}{p} \right) - m^2_{\nabla^2 H} \frac{p-1}{2p} \right) \right) + O (\kappa^3)
\]

(S93)

where \( \eta \) is as in the calculation for the total complexity, see (S29). Thus, the choice of index \( k = aN \) fixes the parameter \( \eta \).

As in the case of the total complexity, we proceed to carry out the integration over the \( N \)-sphere by passing to functional integration over the measure \( \mu \). The functional derivative of \( \frac{1}{N} \log |\det \nabla^2 H [\mu] | \) is given by:

\[
\lim_{N \to \infty} \frac{1}{N} \frac{\delta \log |\det \nabla^2 H [\mu]|}{\delta \mu (x)} = \kappa \sqrt{\frac{p-1}{p^3} \eta (u''(x) - xu'(x))}
\]

\[
+ \frac{\kappa^2}{p(p-1)} \left( - \frac{1}{2} \left( \frac{p-1}{p} \eta^2 - 1 \right) u''(x)^2 + u''(x) \left( \frac{p-1}{p} \eta^2 - 1 \right) \int \mu_0 (y) u''(y) dy \right) + O(\kappa^3).
\]

(S94)

Substitution of this expression, along with the perturbative expansions given above in eq. (S52) gives the following equations:

\[
O(\kappa^0): \ a_0 + \beta_0 x^2 - \log (\mu_0 (x)) = 0
\]

\[
O(\kappa^1): \ a_1 + \beta_1 x^2 - \frac{\mu_1 (x)}{\mu_0 (x)} + \sqrt{\frac{p-1}{p^3} \eta (u''(x) - xu'(x))} = 0.
\]

(S95)

Solving these equations, along with the constraints as above, gives the following solutions:

\[
\mu_0 (x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}
\]

\[
\mu_1 (x) = \mu_0 (x) \sqrt{\frac{p-1}{p^3} \eta \left( \frac{1}{2} \int \mu_0 (y) (u''(y) - yu' (y)) + u''(x) - xu' (x) \right)}.
\]
Here we focus only on the solutions up to $O(\kappa)$ since $\mu_2$ does not affect the complexity to leading order as found for the total complexity. Substitution of these results in the expression for the log-determinant leads to the following expression for the number of critical points:

$$
\frac{1}{N} \log \frac{\mathcal{N}_a}{\mathcal{N}_0} = \left( \frac{1}{N} \log |\det \nabla^2 H[m]| - \kappa^2 \frac{1}{2} \int dx \frac{\mu_1^2}{\mu_0} - \kappa^2 \frac{2}{2p} \| \nabla U[\mu_0] \|^2 + O(\kappa^3) \right) \\
= \Phi(\eta) + \frac{1}{2} \log p (p - 1) - \frac{p - 2}{4p} \eta^2 \\
+ \kappa^2 \left( \frac{p - 1}{p} \eta m_{\nabla^2 U}[\mu_1] + \frac{1}{2} \left( 1 - \eta^2 \frac{(p - 1)}{p} \right) V_{\nabla^2 U}[\mu_0] \right) - \frac{1}{2} \int dx \frac{\mu_1^2}{\mu_0} - \frac{1}{2p} \| \nabla U[\mu_0] \|^2 + O(\kappa^3),
$$

where as before $C_N = (\frac{1}{\pi p})^{N/2} S_{N-1}(\sqrt{N})$. Next, we observe that $\mu_{1,k} = \sqrt{\frac{p - 1}{p^2} \eta \mu_{1,\eta > 2}}$ (where $\mu_{1,\eta > 2}$ denotes the first order term $\mu_1$ for the case $\eta_2 > 2$ and $p = 2$) and make this substitution to get:

$$
\Sigma_a^{(\mu)}[u] = \lim_{N \to \infty} \frac{1}{N} \ln \mathcal{N}_a = \Phi(\eta) + \frac{1}{2} \log (p - 1) - \frac{p - 2}{4p} \eta^2 + \\
\kappa^2 \left( \frac{2(p - 1)}{p^3} \eta^2 m_{\nabla^2 U}[\mu_{1,\eta > 2}] + \frac{1}{p(p - 1)} \left( 1 - \eta^2 \frac{(p - 1)}{p} \right) V_{\nabla^2 U}[\mu_0] \right) \\
- \frac{p - 1}{p^3} \eta^2 \int dx \frac{(\mu_{1,\eta > 2})^2}{\mu_0} - \frac{1}{2p} \| \nabla U[\mu_0] \|^2 + O(\kappa^3),
$$

Simple algebraic manipulations give the following expression:

$$
\Sigma_a^{(\mu)}[u] = \lim_{N \to \infty} \frac{1}{N} \ln \mathcal{N}_a = \frac{1}{2} \log (p - 1) - \frac{p - 2}{4p} \eta^2 + \kappa^2 \left( 1 - \eta^2 \frac{p - 1}{p^2} \right) \Theta^{(\mu)}[u] + \Phi(\eta) + O(\kappa^3)
$$

where we have used:

$$
m_{\nabla^2 U}[\mu_{1,\eta > 2}] - \frac{1}{2} \int dx \frac{(\mu_{1,\eta > 2})^2}{\mu_0} - \frac{1}{2} V_{\nabla^2 U}[\mu_0] - \frac{1}{4} \| \nabla U[\mu_0] \|^2 = 0
$$

and

$$
\Theta^{(\mu)}[u] = \frac{1}{2} V_{\nabla^2 U}[\mu_0] - \frac{1}{2p} \| \nabla U[\mu_0] \|^2.
$$

where $m_{\nabla^2 U}$ and $V_{\nabla^2 U}$ denote the mean and variance of $\nabla^2 U$ re-scaled by the variance of the random field Hessian, respectively, for the case of a $p$-spin model (see [S51]).

A. Number of Minima and Maxima for $p = 2$

For the case of $p = 2$ the expression for the complexity for a given index specializes to:

$$
\Sigma_2^{(\mu)}[u] = \kappa^2 \left( 1 - \eta^2 \frac{3}{4} \right) \Theta^{(2)}[u] + \Phi(\eta) + O(\kappa^3)
$$

Note that for $\eta = \pm 2$ $(a = 0, 1)$ we have $\Sigma_2^{(a)} = 0$. To evaluate the complexity for maxima and minima we should also consider the complexity for $|\eta| > 2$ i.e.

$$
\Sigma_{\max}^{(2)} = \sup_{|\eta| \geq 2} \kappa^2 \left( 1 - \eta^2 \frac{3}{4} \right) \Theta^{(2)}[u] + \Phi(\eta)
$$

Since we know that $\Phi(\eta)$ is non-negative and decreasing monotonically we can deduce that:

$$
\Sigma_{\max}^{(2)} = \Sigma_{\min}^{(2)} = \Sigma_{a=1}^{(2)} = 0
$$
VI. EVALUATION OF THE MEAN NUMBER OF CRITICAL POINTS OF A GIVEN INDEX AND ENERGY

Here we aim to evaluate the number of critical points of a given index $k$ (number of negative eigenvalues of the Hessian). We recall (S5). Taking identical steps as for the case of $\overline{N}_k$, we arrive at the average value $|\det(\nabla^2 H)| \delta (I(\nabla^2 H) - k) \delta (H - E)$. This is evaluated as follows:

$$
|\det(\nabla^2 H)| \delta (I(\nabla^2 H) - k) \delta (H - E) = |\det(\nabla^2 \phi + \kappa \nabla^2 U)| \delta (I(\nabla^2 \phi + \kappa \nabla^2 U) - k) \delta (\phi + \kappa U - E)
$$

$$
= \int_{\mathbb{R}} \exp \left( -\frac{Ns^2}{2p^2} \right) \delta \left(-N\frac{s^*}{p} + \kappa U - E \right) |\det \hat{M} + \kappa \nabla^2 U + sI_{N-1} | \delta \left(I(\hat{M} + \kappa \nabla^2 U + sI_{N-1}) - k \right)
$$

(S105)

with $\hat{M} \sim \sqrt{p(p - 1)N^{-1} \text{GOE} N-1}$ and where $s = -p \phi$. Note that and where we have used the conditional distribution of $\nabla^2 \phi$ given $\phi$ as cited in (5). We first evaluate the GOE averaging as in \[72\] to get:

$$
|\det \nabla^2 H(\sigma)| \delta (I(\nabla^2 H) - k) \delta (H - E)
$$

$$
= \int_{\mathbb{R}} \exp \left( -\frac{Ns^2}{2p^2} \right) \delta \left(-N\frac{s^*}{p} + \kappa U - E \right) \delta \left(\int_{-\infty}^{0} \nu_{\nabla^2 H}(x-s) \, dx = k \right) \exp N \left(\int dx \nu_{\nabla^2 H}(x) \log |x+s| + o_N(1) \right),
$$

(S106)

where $\nu_{\nabla^2 H}$ is the widened and shifted semicircular distribution found in (S25). Note that aside from the delta function constraining the energy, this is the exact same expression as in the case of a fixed index. However, now the integration variable $s$ is constrained twice i.e. unless a specific relation exists between $E$ and $k$ the integral vanishes. This is consistent with the $O(\exp(-N^2))$ concentration between the index and the energy in pure p-spin models \[67\]. Thus, we have:

$$
|\det \nabla^2 H(\sigma)| \delta (I(\nabla^2 H) - k) \delta (H - E)
$$

$$
= \delta \left(-N\frac{s^*}{p} + \kappa U - E \right) \exp N \left(\int dx \nu_{\nabla^2 H}(x) \log |x+s| - s^* \frac{(a)^2}{2p^2} + o_N(1) \right),
$$

(S107)

where, as in the previous section, we have explicitly assumed that $k$ is extensive i.e. the ratio $a = k/N$ is fixed when the large $N$ limit is taken. Also, $s^*(a)$ is determined by the index constraint:

$$
\int_{-\infty}^{0} \nu_{\nabla^2 H}(x-s^*(a)) \, dx = a.
$$

(S108)

which is given explicitly by (see derivation in (S29)):

$$
\eta(a) = -\frac{\kappa \sqrt{p(p - 1)N^{-1}} \nu_{\nabla^2 U} + s^*(a)}{\sqrt{p(p - 1)(1 + \kappa^2 \nu_{\nabla^2 U})}} \Rightarrow s^*(a) = -\eta(a)\sqrt{p(p - 1)(1 + \kappa^2 \nu_{\nabla^2 U})} - \kappa \sqrt{p(p - 1)N^{-1}} \nu_{\nabla^2 U}
$$

(S109)

where the function $\eta(a)$ is defined by:

$$
\int_{-\infty}^{0} \rho_{sc}(x - \eta(a)) \, dx = a.
$$

(S110)

We proceed to the integration over the measure $\mu$ on the sphere:

$$
\overline{N}_{aN}(E) = C_N \frac{2}{Z} \int D[\mu] \delta \left(\int dx \mu(x) x^2 - 1 \right) \delta \left(-N\frac{s^*}{p} + \kappa N \int dx \mu(x)\mu(x) - E \right)
$$

$$
\times \exp N \left(\frac{1}{N} \log |\det \nabla^2 H(\sigma)| \delta (I(\nabla^2 H) - aN) - \frac{\kappa^2}{2pN} ||\nabla U||^2 - \int dx \log \mu \right)
$$

Note that, again, aside from the delta function constraining $a$ in terms of $E$ (for a given position on the $N$-sphere) the result is identical to that obtained for the case of a fixed index. Thus, the optimization w.r.t $\mu$ (carried out to
find the saddle point contribution) would be as in the previous section with an additional Lagrange multiplier, \( \gamma \), enforcing the second delta function in the equation above:

\[
\frac{\eta(a)\sqrt{p(p-1)(1 + \kappa^2 V_{\mathcal{U}}^2)}}{p} + \frac{\kappa\sqrt{p(p-1)m_{\mathcal{U}}}}{p} + \kappa U - \epsilon = 0
\]  

(S111)

\[
\eta(a)\frac{p-1}{p} + \eta(a)\frac{\kappa^2}{2} \sqrt{\frac{p-1}{p} V_{\mathcal{U}}^2} + \kappa \sqrt{\frac{p-1}{p} m_{\mathcal{U}}} + \kappa U - \epsilon = 0
\]  

(S112)

\[
\kappa \sqrt{\frac{p-1}{p}} \left( \frac{1}{\kappa} (\eta(a) - \sqrt{\frac{p}{p-1}} \epsilon) + \eta(a)\frac{\kappa V_{\mathcal{U}}}{2} + m_{\mathcal{U}} + \sqrt{\frac{p}{p-1}} U \right) = 0
\]  

(S113)

That is, the functional for optimization is:

\[
S_{a,E}[\mu] = \beta \left( \int dx \mu(x) x^2 - 1 \right) + \gamma \left( \frac{1}{\kappa} (\eta(a) - \sqrt{\frac{p}{p-1}} \epsilon) + \frac{\kappa\eta(a)}{2} V_{\mathcal{U}}^2[\mu] + m_{\mathcal{U}}[\mu] + \sqrt{\frac{p}{p-1}} U[\mu] \right)
\]

(S115)

\[
+ \frac{1}{N} \log |\det \nabla^2 \mathcal{H}(\sigma)| \delta (I(\nabla^2 \mathcal{H}) - aN) - \frac{\kappa^2}{2pN} |\nabla \mathcal{U}[\mu]|^2 - \int dx \mu \log \mu + \alpha \left( \int dx \mu(x) - 1 \right)
\]

Where \( \epsilon = E/N \) Taking the functional derivative w.r.t. \( \mu \) of the functional above, substitution of explicit expressions for the the disorder average of the determinant in (S93) and appropriate perturbative expansions (S53) we get the following equations for \( \mu \):

\[
O(\kappa^0): \alpha_0 + \beta_0 x^2 - \log(\mu_0(x)) = 0
\]

\[
O(\kappa^1): \alpha_1 + \beta_1 x^2 - \frac{\mu_1(x)}{\mu_0(x)} - \frac{p-1}{p^3} \eta(a) (u''(x) - xu'(x)) + \gamma_1 \left( \frac{u''(x) - xu'(x)}{\sqrt{p(p-1)}} + \sqrt{\frac{p}{p-1}} u(x) \right) = 0.
\]  

(S116)

Where we have implicitly assumed that \( \int \mu_0(x)u(x)dx = \int \mu_0(x)u''(x)dx = 0 \) and that we are interested only in index and energy values very close to the deterministic relation between energy and index in the unperturbed case - up to \( O(\kappa^2) \):

\[
\eta(a) - \sqrt{\frac{p}{p-1}} \epsilon = \kappa^2 \Delta
\]  

(S117)

with \( \Delta = O(1) \). We note here that requiring an \( O(\kappa) \) shift would give rise to an \( O(1) \) change in \( \mu_0 \) and thus would result in \( O(1) \) negative complexity. This calculation is outside the scope of this work. Moreover, for \( \Delta = O(1) \) there are exactly zero critical points.

Solving these equations, along with the constraints as above, gives the following solutions:

\[
\mu_0(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}
\]

\[
\mu_1(x) = \mu_0(x) \left[ - \sqrt{\frac{p-1}{p^3}} \eta(u''(x) - xu'(x)) + \gamma_1 \left( \frac{u''(x) - xu'(x)}{\sqrt{p(p-1)}} + \sqrt{\frac{p}{p-1}} u(x) \right) \right]
\]  

(S118)

Note that the first term in \( \mu_1 \) is identical to the \( \mu_1 \) at the saddle point for the case of fixed index (see (S96)). We denote this decomposition by

\[
\mu_{1,k,E}(x) = \mu_{1,k}(x) + \gamma_1 \tilde{\mu}(x)
\]

(S119)

\[
\mu_{1,k}(x) = -\mu_0(x) \sqrt{\frac{p-1}{p^3}} \eta(u''(x) - xu'(x))
\]

(S120)

\[
\tilde{\mu}(x) = \mu_0(x) \left( \frac{u''(x) - xu'(x)}{\sqrt{p(p-1)}} + \sqrt{\frac{p}{p-1}} u(x) \right)
\]

(S121)
The expression above is consistent with the normalisation and second moment constraints. To find $\gamma_1$ we impose the energy constraint (using $U[\mu_0] = 0$ and $m[\mu_0] = 0$):

$$\kappa \Delta + \frac{\kappa \eta(a)}{2} V_{\nu^2} U[\mu_0] + \kappa m \nu^2 U[\mu_1] + \kappa \sqrt{\frac{p}{p-1}} U[\mu_1] = 0$$  \hspace{1cm} (S122)

$$\Delta + \frac{\eta(a)}{2} \frac{1}{p(p-1)} \nabla^2 m \nu^2 U[\mu_1,k] + \kappa_1 m \nu^2 U[\mu_1] + \sqrt{\frac{p}{p-1}} U[\mu_1,k] + \gamma_1 \sqrt{\frac{p}{p-1}} U[\mu_1] = 0$$  \hspace{1cm} (S123)

$$\gamma_1 = - \frac{\Delta + \frac{\eta(a)}{2} \frac{1}{p(p-1)} \nabla^2 m \nu^2 U[\mu_1,k] + \sqrt{p \over p-1} U[\mu_1,k]}{\sqrt{p \over p-1} U[\mu_1] + m \nu^2 U[\mu_1]}$$  \hspace{1cm} (S124)

where we use the over-bar notation over functions of coordinates i.e. $\overline{f(x)}$ to denote weighted averaging w.r.t the standard Gaussian measure $\mu_0$: $\overline{f(x)} = \int f(x) \mu_0(x) dx$. Let us now evaluate the functionals $m$ and $U$:

$$m \nu^2 U[\mu_1,k] = - \sqrt{\frac{p-1}{p^3}} \eta \sqrt{p(p-1)} (u''(x) - xu''(x))^2 = \eta \frac{u''^2 - 2xu''u' + x^2 u'^2}{2} = \eta \frac{u''^2 - 2xu''u' + u'^2 + 2xu'u''}{2}$$

$$\sqrt{\frac{p}{p-1} U[\mu_1,k]} = - \sqrt{\frac{p-1}{p^3}} \eta \nabla u(x) (u''(x) - xu''(x)) = \eta \frac{uu'' - u'^2 - uu''}{2} = \eta \frac{u''}{2}$$

where in the last equality we have used $x^2u'^2 = (xu'')^2 = u'^2 + 2xu''u''$, where we have used $V[\mu_0] = \frac{1}{p(p-1)} \overline{u''^2}$ since we can fix $u'' = 0$ (by adding a quadratic term to the potential). Gathering the terms we get the expression for $\gamma_1$:

$$\gamma_1 = \frac{1}{\kappa \eta(a) - \frac{p-1}{p^3} \left( \frac{1}{2p(p-1)} - \frac{1}{p} \right) \overline{u''^2} + \left( \frac{1}{p^2} + \frac{1}{p} \right) \overline{u'^2}}$$  \hspace{1cm} (S127)

Now we can substitute $\gamma_1$ substitute it in the expression for the number of critical points (see (S97) to get:

$$\Sigma_a^{(p)}(E) = \lim_{N \to \infty} \frac{1}{N} \ln \mathcal{N}_a(E) = \Sigma_a^{(p)} + \kappa^2 \left( \frac{p-1}{p} \eta m \nu^2 U[\gamma_1] \right) - \frac{1}{2} \left( \kappa \gamma_1^2 \int \frac{\mu^2}{\mu_0} dx + 2 \gamma_1 \int \frac{\mu_1 k}{\mu_0} dx \right) + O(\kappa^3)$$  \hspace{1cm} (S128)

where $\Sigma_a^{(p)}$ is the complexity for index $k = aN$ given in (S99). We can show that:

$$\int \frac{\mu^2}{\mu_0} dx = \sqrt{\frac{p}{p-1} U[\mu] + m \nu^2 U[\mu]} = \frac{(u''(x) - xu''(x))}{\sqrt{p(p-1)}} + \sqrt{\frac{p}{p-1}} u(x) = \frac{u''}{2} + \sqrt{\frac{p}{p-1}} u(x) - 2 \frac{u^2}{p-1}$$  \hspace{1cm} (S130)

which leads to:

$$\Sigma_a^{(p)}(E) = \Sigma_a^{(p)} - \kappa^2 \frac{\gamma_1^2}{2} \int \frac{\mu^2}{\mu_0} dx + O(\kappa^3)$$  \hspace{1cm} (S131)

Further substitution of the expression for $\gamma_1$ gives:

$$\Sigma_a^{(p)}(E) = \Sigma_a^{(p)} - \kappa^2 \left( \frac{1}{\kappa^2} \left( \eta(a) = \sqrt{\frac{p}{p-1}} + \eta(a) \Delta \right)^2 + O(\kappa^3) \right)$$  \hspace{1cm} (S132)

with $\epsilon = E/N$ and where $\tilde{\Delta}$ is given by:

$$\tilde{\Delta} = \left( \frac{1}{2p(p-1)} - \frac{1}{p^2} \right) \overline{u''^2} + \left( \frac{1}{p^2} + \frac{1}{p} \right) \overline{u'^2}$$  \hspace{1cm} (S133)

Note that this analysis only considered critical points with an index that diverges with $N$, thus the maximal (or minimal) energies where this complexity is nonzero cannot be identified as the global maxima (minima) values. This is especially true for $p > 2$ where it is a known result the global maxima (minima) have a hessian spectrum which is gapped from zero [67].
Appendix A: Distribution of Random Fields

In [67] Lemma 1, the covariances of the field $\phi$, and its covariant derivatives $\nabla \phi$, and $\nabla^2 \phi$ at a given point were derived for the $p$-spin spherical models and are given by:

$$E[\phi^2] = N$$
$$E[\nabla \phi \cdot \nabla \phi] = E[\nabla \phi \cdot (\nabla^2 \phi)_{np}] = 0$$

$$E[\nabla \phi \cdot \nabla \phi] = p \delta_{mn}$$

$$E[\phi \cdot (\nabla^2 \phi)_{mp}] = -p \delta_{mn}$$

$$E[\nabla^2 \phi_{mn} \cdot (\nabla^2 \phi)_{lp}] = \frac{p(p-1)}{N} (\delta_{ml} \delta_{np} + \delta_{mp} \delta_{nl}) + \frac{p^2}{N} \delta_{mn} \delta_{lp}$$

Note that here $m = 1, \ldots, N-1$ and the coordinates of the gradient and the Hessian are with respect to an orthonormal system in the tangent space to the sphere at $p$.

Appendix B: N-Sphere covariant Hessian for Single Particle Potential

The covariant gradient on the sphere can be written concisely as a Euclidean gradient followed by a projection to the sphere tangent surface:

$$\nabla_{SN} = (I_N - \hat{\sigma} \otimes \hat{\sigma}) \cdot \nabla_{RN}$$

where we have denoted for clarity $\nabla_{SN}$ as the covariant gradient on the sphere and $\nabla_{RN}$ the Euclidean gradient in $\mathbb{R}^N$. Also, $I_N$ denotes the unit operator in $\mathbb{R}^N$ and $\hat{\sigma}$ is the radial unit vector. The covariant Hessian is a result of two repeated applications of the covariant Hessian:

$$\nabla^2_{SN} U = (I_N - \hat{\sigma} \otimes \hat{\sigma}) \cdot \nabla^2_{RN} ((I_N - \hat{\sigma} \otimes \hat{\sigma}) \cdot \nabla_{RN} U)$$

expanding this expression we get

$$\nabla^2_{SN} U = (I_N - \hat{\sigma} \otimes \hat{\sigma}) \cdot (\nabla^2_{RN} U - \nabla_{RN} (\hat{\sigma} \otimes \hat{\sigma} \cdot \nabla_{RN} U))$$.

We now turn to evaluate the last term on the right hand side in (B3) for the case of single particle $U$:

$$(\nabla_{RN} (\hat{\sigma} \otimes \hat{\sigma} \cdot \nabla_{RN} U))_{ij} = \frac{\partial}{\partial x_i} \sum_m x_j x_m \frac{\partial U}{\partial x_m} =$$

$$\sum_m \left( \frac{\delta_{ij} x_m + x_j \delta_{im}}{\sum_n x_n^2} - 2 \frac{x_i x_j x_m}{\sum_n x_n^2} \right) \frac{\partial U}{\partial x_m} + \sum_m \frac{x_j x_m}{\sum_n x_n^2} \frac{\partial^2 U}{\partial x_m \partial x_i} =$$

$$\sum_m \sum_n \frac{1}{x_n^2} \left( \delta_{ij} \sum_m \sigma_m \frac{\partial U}{\partial x_m} + \sigma_j \frac{\partial U}{\partial x_i} - 2 (\sigma \cdot \sigma)_{ij} \sum_m \sigma_m \frac{\partial U}{\partial x_m} \right)$$

where we have used the following identity:

$$\frac{\partial}{\partial x_i} \left( \frac{x_j x_m}{\sum_n x_n^2} \right) = \frac{\delta_{ij} x_m + x_j \delta_{im}}{\sum_n x_n^2} - 2 \frac{x_i x_j x_m}{\sum_n x_n^2}$$.

Now, we can write this expression in vector notation as follows:

$$\nabla_{RN} (\hat{\sigma} \otimes \hat{\sigma} \cdot \nabla_{RN} U) = \frac{1}{\sqrt{N}} ((\hat{\sigma} \cdot \nabla_{RN} U) I_N + (\hat{\sigma} \otimes \nabla_{RN} U - 2 (\hat{\sigma} \cdot \nabla_{RN} U) (\hat{\sigma} \otimes \hat{\sigma}) + (\hat{\sigma} \otimes \hat{\sigma}) \cdot \nabla_{RN}^2 U$$

where we have used the fact that the derivative is calculated on $\sqrt{NS^{N-1}}$ i.e $\sum_n x_n^2 = N$. For the purpose of the asymptotic calculation carried out in this work all terms of rank $O(1)$ can be neglected. Observation of the above expressions yields that:

$$\nabla_{SN}^2 U = \nabla_{RN}^2 U - \frac{1}{\sqrt{N}} (\hat{\sigma} \cdot \nabla_{RN} U) I_N + M_1$$

where $M_1$ denotes a matrix of rank $O(1)$.
Appendix C: Evaluating The Density of the Empirical Spectral Distribution of $\nabla^2 H = \nabla^2 \phi + \kappa \nabla^2 U$

Denoting by $G(z)$ the Stieltjes transform of $\rho_{sc} \boxplus \nu_{\kappa \nabla^2 U}$, $G$ is known to obey the following implicit formula [89]:

$$G(z) = \int \frac{\nu_{\kappa \nabla^2 U}(x)}{z - t^2 G(z) - x} \, dx = \int \frac{\frac{1}{2} \nu_{\kappa \nabla^2 U}(\frac{z}{t})}{z - t^2 G(z) - x^2} \, dz, \quad z \in \mathbb{C}_+$$  \hspace{1cm} (C1)

where $t^2 = p(p - 1)$ and we have used the identity $\nu_{\kappa \nabla^2 U} = \frac{1}{t^2} \nu_{\kappa \nabla^2 U}(\frac{z}{t})$. To retrieve $\nu_{\nabla^2 H} = \rho_{sc} \boxplus \nu_{\kappa \nabla^2 U}$ one employs the inverse transform:

$$\psi(x) = \lim_{\epsilon \to 0^+} \frac{1}{\pi} \Im G(x + i \epsilon).$$  \hspace{1cm} (C2)

### a. Evaluating the Free Convolution with a Small Perturbation

Here, we employ perturbation theory in $\kappa$ to solve the implicit equation [C1]. First we make the change of variables $s = x/\kappa$ followed by the change of variables $s = m_{\nabla^2 U} + s'$ with $m_{\nabla^2 U}$ denoting the expectation value of $\nu_{\nabla^2 U}$,

$$\int \frac{\nu_{\nabla^2 U}(\frac{z}{t})}{z - t^2 G(z) - x} \, dx = \int \frac{\nu_{\nabla^2 U}(s)}{z - t^2 G(z) - \kappa s} \, ds = \int \frac{\nu_{\nabla^2 U}(m_{\nabla^2 U} + s') \, ds'}{z - t^2 G(z) - \kappa (m_{\nabla^2 U} + s')}.$$  \hspace{1cm} (C3)

Now we can expand the integral in a power series in $\kappa$ as follows:

$$\int \frac{\nu_{\nabla^2 U}(s' + m_{\nabla^2 U}) \, ds'}{z - t^2 G(z) - \kappa (m_{\nabla^2 U} + s')} = \frac{1}{z - t^2 G(z) - km_{\nabla^2 U}} \int \nu_{\nabla^2 U}(s' + m_{\nabla^2 U}) \, ds'$$  \hspace{1cm} (C4)

$$= \frac{1}{z - t^2 G(z) - km_{\nabla^2 U}} + \frac{\kappa^2}{(z - t^2 G(z) - km_{\nabla^2 U})^2} \int s''^2 \nu_{\nabla^2 U}(s' + m_{\nabla^2 U}) \, ds' + O(\kappa^3)$$

where we have used the simple fact that $\int s'' \nu_{\nabla^2 U}(s' + m_{\nabla^2 U}) \, ds' = 0$. Reordering [C1] results in:

$$(z - km_{\nabla^2 U}) G - t^2 G^2 - 1 = \frac{\kappa^2}{(z - km_{\nabla^2 U} - t^2 G)^2} \int s''^2 \nu_{\nabla^2 U}(s' + m_{\nabla^2 U}) \, ds' + O(\kappa^3).$$  \hspace{1cm} (C5)

We solve this perturbative equation, up to order $\kappa^2$, by introducing the following ansatz:

$$G(z) = \frac{z - km_{\nabla^2 U} + \sqrt{(z - km_{\nabla^2 U})^2 - 4T^2}}{2T^2}$$  \hspace{1cm} (C6)

where we expand the support $T$ in a power series:

$$T^2 = t^2 + \kappa T_1 + \kappa^2 T_2 + O(\kappa^3).$$  \hspace{1cm} (C7)

Substitution in the equation above results in:

$$T_1 = 0$$

$$T_2 = \int s''^2 \nu_{\nabla^2 U}(s' + m_{\nabla^2 U}) \, ds' \equiv V_{\nabla^2 U}.$$  \hspace{1cm} (C8)

It is seen that up to second order in $\kappa$ the free convolution is a slightly wider semicircle distribution with a width of $t^2 + \kappa^2 V_{\nabla^2 U}$:

$$\nu_{\nabla^2 H}(x) = \frac{1}{2\pi (t^2 + \kappa^2 V_{\nabla^2 U})} \int_{-T}^{T} \sqrt{-(x - km_{\nabla^2 U})^2 + 4(t^2 + \kappa^2 V_{\nabla^2 U})} \, ds' .$$  \hspace{1cm} (C9)
Appendix D: Positivity of $\Theta^{(2)}[f(x)]$ for potentials with $f'(0) = 0$

Returning to our main model (i.e. $p = 2$), let us consider the physical interpretation of the system’s state in each of the branches. We start by identifying the families of potentials which give rise to each of the branches. We consider a general case of a confining potential given by a power series, convergent for all $x \in \mathbb{R}$:

$$u(x) = \sum_{n=1}^{\infty} a_n x^n \quad \text{(D1)}$$

$\Theta[u]$ for this power series is given by:

$$\Theta \left[ \sum_{n=1}^{\infty} a_n x^n \right] = -\frac{a_1^2}{4} - a_1 \sum_{n \geq 3} A_n a_n + \sum_{n \geq 3} B_n a_n^2 + \sum_{m \geq 3} \sum_{n \geq 3} D_{n,m} a_m a_n \quad \text{(D2)}$$

where $A_n, B_n, D_{m,n} > 0$, and their expressions are given below. Note that, as expected, the term $a_2$ does not affect the complexity since it corresponds to a constant function on the sphere. We draw the following conclusions from this expression: (i) if $a_1 = 0$, then $\Theta[u]$ is positive (see proof in SI) and thus the total complexity is positive as well (see [4]). (ii) If the potential is linear (only $a_1$ is nonzero) then $\Theta[u]$ is negative and the total complexity is zero to leading order.

Here we show that $\Theta^{(2)}[u(x)]$ is positive when $u'(0) = 0$ or equivalently $a_1 = 0$ in the Taylor expansion of $u(x)$:

$$u(x) = \sum_{n=1}^{\infty} a_n x^n \quad \text{(D3)}$$

Explicit integration gives

$$\Theta \left[ \sum_{n=1}^{\infty} a_n x^n \right] = -\frac{a_1^2}{4} - a_1 \sum_{n \geq 3} A_n a_n + \sum_{n \geq 3} B_n a_n^2 + \sum_{m \geq 3} \sum_{n \geq 3} D_{n,m} a_m a_n \quad \text{(D4)}$$

where we have denoted:

$$A_n = \frac{1}{4\sqrt{2\pi}} 2^{n/2} c_{n+1} n \Gamma \left( \frac{n}{2} \right) \quad \text{(D5)}$$

$$B_n = \frac{1}{4\sqrt{2\pi}} 2^{n-3/2} (n-2)^2 n^2 \Gamma \left( n - \frac{3}{2} \right) \quad \text{(D6)}$$

$$D_{n,m} = \frac{1}{4\sqrt{2\pi}} (m-2) (m-n-2) 2^{(m+n-3)} c_{n+m} \Gamma \left( \frac{1}{2} (m+n-3) \right) \quad \text{(D7)}$$

with $c_n = (\frac{1}{2} - 1)^n + 1$.

Next, we show that $\Theta[u] > 0$ for $a_1 = 0$. As the term $\sum_{n \geq 3} B_n a_n^2$ is obviously positive it is left to show that $\sum_{m \geq 3} \sum_{n \geq 3} D_{n,m} a_m a_n > 0$. Using the inequality $\Gamma \left( \frac{1}{2} (m+n-3) \right) > \Gamma \left( \frac{1}{2} (m-3/2) \right) \Gamma \left( \frac{1}{2} (n-3/2) \right)$ we can write:

$$\sum_{m \geq 3} \sum_{n \geq 3} D_{n,m} a_m a_n = \sum_{m \geq 3} \sum_{n \geq 3} m(m-2)n(n-2) 2^{(m+n-3)} c_{n+m} \Gamma \left( \frac{1}{2} (m+n-3) \right) a_m a_n >$$

$$\left( \sum_{n \geq 3} a_n (n-2) 2^{(n-3/2)} \Gamma \left( \frac{1}{2} (n-3/2) \right) \right)^2 + \left( \sum_{n \geq 3} a_n (n-2) (-1)^n 2^{(n-3/2)} \Gamma \left( \frac{1}{2} (n-3/2) \right) \right)^2 \quad \text{(D8)}$$

and we have the desired result.