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1 Introduction

In this article we discuss some of Karen Uhlenbeck’s most prominent mathematical results. Uhlenbeck’s publications range across many mathematical areas, including differential geometry and geometric analysis, elliptic and hyperbolic partial differential equations and integrable systems. In this article we only attempt to describe some part of this range. The main omissions are that we say nothing about her work on wave and Schrödinger maps, and very little about integrable systems. The core of the article is contained in Sections 3, 4, 5 and 6 which give an account of some highlights of Uhlenbeck’s work on the analysis of harmonic maps and Yang-Mills connections. In each case we begin with the theory for the “critical dimension”—in Sections 3 and 5—before going on to higher dimensions (in Sections 4 and 6). This body of work has been absolutely fundamental in the developments of geometric analysis over the past 40 years and with an impact that extends to many fields, from symplectic geometry and low-dimensional topology to Quantum Field Theory and the mathematics of liquid crystals. At the beginning and end of the article we discuss two other contributions of Uhlenbeck which take somewhat different directions to that in the core; each very influential and highly-cited. The first (in Section 2) is a paper on nonlinear elliptic PDE theory and the other (in Section 7) is on integrable systems aspects of harmonic maps from surfaces to Lie groups.

The author has written another review of some of Karen Uhlenbeck’s mathematical work, which focused on variational methods. While there is overlap with the current article we have made the focus here different and sought to avoid duplication. At some points in this article we refer to [15] for further discussion of literature and background.

2 Nonlinear systems and p-harmonic functions

2.1 A regularity theorem

We begin our tour by discussing the 1977 Acta Mathematica paper of Uhlenbeck which was one of her first papers with a focus on “hard” PDE theory. To set the scene for this, recall that the Laplace operator $\Delta$ on functions on $\mathbb{R}^n$ is the Euler-Lagrange operator associated to the Dirichlet energy, the integral of $|du|^2$. The solution of the boundary value problem for a harmonic function on a domain with prescribed boundary values minimises the Dirichlet energy over the set of all functions with those boundary values. A generalisation is to take
any $p > 1$ and the functional defined by the integral of $|du|^p$. The associated
Euler-Lagrange equation is the nonlinear $p$-Laplace equation

$$d^*(|du|^{p-2} du) = 0. \quad (1)$$

The existence of weak solutions to this equation, lying in the Sobolev space $L^p_1$ and with prescribed boundary values, is relatively straightforward but the
question of the regularity of these weak solutions is very subtle. The equation
(1) is a degenerate elliptic equation at points where the derivative of $u$ vanishes.
We can write the equation as

$$\Delta u + (p - 2) \sum \nu_i \nu_j \frac{\partial^2 u}{\partial x_i \partial x_j} = 0,$$

where $\nu$ is the unit vector field

$$\nu = \frac{1}{|du|} du,$$

and $\nu$ will usually be discontinuous at zeros of $du$. This means that one cannot
expect solutions of the $p$-Laplace equation to be smooth at such zeros. For
example the function $u(x) = |x|^{\beta}$ with $\beta = (p - n)/(p - 1)$ is a solution.

Uhlenbeck’s Acta paper established a central result on this regularity question, as a particular case of a more general theory, showing that the derivative
of a $p$-harmonic function satisfies a $C^{\alpha}$ Holder estimate for some $\alpha$ depending
on $p, n$. This particular result had been obtained before by Ural’ceva, appearing
in Russian [65]. But the theory developed in Uhlenbeck’s paper covers much
more than this model case, as we will now explain.

Let $M$ be a smooth manifold, with its complex of differential forms

$$\Omega^0 \xrightarrow{\partial} \Omega^1 \xrightarrow{\partial} \Omega^2 \ldots$$

If $M$ is compact and Riemannian then in Hodge theory the harmonic representa-
tive $\omega$ of a $k$-dimensional de Rham cohomology class is characterised as the
minimiser of the $L^2$ norm over all representatives of that class. It satisfies the
equations $d\omega = 0, d^*\omega = 0$. In the spirit of the discussion above, it is natural to
consider the generalisation of this where one takes a positive function $g$ on $\mathbb{R}$
and minimises

$$\int_M g(|\omega|).$$

For example we could take $g(|\omega|) = |\omega|^p$. For a small variation $\omega + d\alpha$ in the
fixed cohomology class

$$g(|\omega + d\alpha|) = g(|\omega|) + (d\alpha, \rho(|\omega|)\omega), + O(\alpha^2)$$

where $\rho$ is the function $\rho(t) = g'(t)/t$. So a minimiser satisfies the Euler-
Lagrange equation

$$d^*(\rho(|\omega|)\omega) = 0, \quad (2)$$
This nonlinear generalisation of Hodge Theory was studied by the Sibners [46] who established that for a large class of functions $g$ there is indeed a unique minimiser, giving a weak solution of the equation (2). When $k = 1$ the closed 1-form $\omega$ can be written locally as the derivative of a function $u$ and, when $g(|\omega|) = |\omega|^p$ we get back to the $p$-harmonic equation. The equations derived from other functions $g$ arise in the theory of gas dynamics, as explained in [46].

Uhlenbeck’s main theorem in [57] asserts that, for a large class of functions $g$, these weak solutions are Hölder continuous. In fact her result is formulated for more general elliptic complexes, such as the $\overline{\partial}$-complex. The conditions imposed on the function $g$ are, roughly speaking, that it should have the character of $(|\omega|^2 + c)^{p/2}$ for some $c \geq 0$. In the case when $c = 0$ the equation becomes degenerate at the zeros of $\omega$, just as we saw for the $p$-harmonic equation. But even in easier case when $c > 0$ the result was new. The force of the result in that case is that it applies to systems of PDE rather than to an equation for a single function. Problems 19 and 20 in Hilbert’s 1900 problem list asked about the existence and regularity of solutions to variational problems. In the 1950’s, De Giorgi and Nash obtained very general results on the regularity of weak solutions to elliptic variational problems for a single function, but examples show that these results do not extend to systems: we refer to the discussion in [20], Chapter II. Such regularity questions form a theme running through much of Uhlenbeck’s work discussed in this article.

In the remainder of this Section we sketch some of the main parts of Uhlenbeck’s arguments in [57]. To simplify our presentation we will consider only the case of the de Rham complex and the function $g(|\omega|) = |\omega|^p$. (Uhlenbeck’s results are stated for domains in $\mathbb{R}^n$ but the proofs should extend to general Riemannian manifolds.) The theorem we are discussing then is:

**Theorem 1** Let $\omega$ be a $k$-form on the domain $U \subset \mathbb{R}^n$ with coefficients in $L^p$ which is a weak solution of the equations

$$d\omega = 0 \quad d^*(|\omega|^{p-2}\omega) = 0.$$  \hspace{1cm} (3)

Then $\omega$ is Hölder continuous on compact subsets of $U$.

### 2.2 A differential inequality

The foundation of Uhlenbeck’s proof is an idea which we will meet many other times below: artful use of differential inequalities for functions can produce important information results about solutions of complicated systems of PDE. To set things up, given an exterior $k$-form $\nu$ with $|\nu| = 1$ define a symmetric matrix $(a_{ij})$ by the inner products

$$a_{ij} = (dx_i \wedge \nu, dx_j \wedge \nu)$$  \hspace{1cm} (4)

This is clearly a positive symmetric matrix $(a_{ij}) \geq 0$ and we also have an upper bound $(a_{ij}) \leq (\delta_{ij})$. Indeed if we define $(b_{ij})$ by

$$b_{ij} = (I_i \nu, I_j \nu),$$
where $I_i$ is the operation of contraction with $\frac{\partial}{\partial x_i}$ then $(b_{ij}) \geq 0$ and it is a basic fact of exterior algebra that $a_{ij} + b_{ij} = \delta_{ij}$. Now, given a $k$-form $\omega$ on $U \subset \mathbb{R}^n$ we apply this at each point where $\omega \neq 0$, taking $\nu = \omega/|\omega|$, so we get functions $a_{ij}$, defined away from these zeros. Let $\Lambda$ be the linear differential operator, depending on $\omega$,

$$
\Lambda(f) = \sum_{ij} \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial f}{\partial x_j} \right),
$$

and define an operator $L$ by

$$
L = \Delta + \frac{p-2}{p-1} \Lambda.
$$

(In this article we use the “analysts” sign convention for the Laplacian: $\Delta = \sum \frac{\partial^2}{\partial x_i^2}$.)

**Proposition 1** Let $\omega$ be an $L^p_{loc}$ solution of the equations (3) and define $H = |\omega|^p$ and $\theta = |\omega|^{(p-2)/2} \omega$. Then, with the operator $L$ as defined above,

$$
L(H) \geq c_p |\nabla \theta|^2,
$$

where $c_p = \frac{4p}{p-1}(p+2)$.

(In what follows we calculate as though all derivatives are defined in the elementary sense. Of course one has to make precise the meaning of the formula when $\omega$ is a priori only in $L^p$, but we will ignore such technicalities here.)

To establish the inequality we begin with the formula

$$
\nabla_i |\omega|^p = p|\omega|^{p-2} (\nabla_i \omega, \omega).
$$

Replacing $p$ by $(p-2)$ we get

$$
\nabla_i (|\omega|^{p-2} \omega) = |\omega|^{p-2} \nabla_i \omega + (p-2)|\omega|^{p-4} (\nabla_i \omega, \omega) \omega,
$$

so

$$
(\omega, \nabla_i (|\omega|^{p-2} \omega)) = (p-1)|\omega|^{p-2} (\omega, \nabla_i \omega) = \frac{p-1}{p} \nabla_i |\omega|^p.
$$

Thus

$$
\Delta |\omega|^p = \sum \nabla_i |\omega|^p = \frac{p}{p-1} \sum (\omega, \nabla_i (|\omega|^{p-2} \omega)). \quad (5)
$$

Now recall the basic fact of Hodge theory, that the Laplacian on $k$-forms on $\mathbb{R}^n$ has two expressions $\Delta = -(d^*d + dd^*) = \sum \nabla_i \nabla_i$. (This is the same as the statement that $a_{ij} + b_{ij} = \delta_{ij}$ in the preceding discussion.) From (5) we get

$$
\Delta |\omega|^p = \frac{p}{p-1} (P + Q) \quad (6)
$$

where

$$
P = (\omega, \Delta (|\omega|^{p-2} \omega))$$
and

\[ Q = (\nabla_i \omega, \nabla_i (|\omega|^{p-2} \omega)). \]

To understand the term \( P \) it is convenient to consider a compactly supported test function \( f \) and the \( L^2 \) inner product \( \langle P, f \rangle_{L^2} \). This is

\[ \langle f \omega, \Delta |\omega|^{p-2} \omega \rangle_{L^2}. \]

Since \( d^*(|\omega|^{p-2} \omega) = 0 \) we can write this as

\[ \langle d(f \omega), d(|\omega|^{p-2} \omega) \rangle_{L^2}, \]

and since \( d\omega = 0 \) this becomes

\[ \langle df \wedge \omega, d(|\omega|^{p-2} \omega) \rangle_{L^2}. \]

Now

\[ d|\omega|^{p-2} = \frac{p-2}{p} |\omega|^{-2} d|\omega|^p = \frac{p-2}{p} dH \]

so we can write this as

\[ \langle P, f \rangle_{L^2} = \frac{p-2}{p} \langle df \wedge \omega, dH \wedge \omega \rangle_{L^2}. \]

By the definition of the \( (a_{ij}) \) this equation is

\[ \langle P, f \rangle_{L^2} = \int \sum a_{ij} \nabla_i f \nabla_j H. \]

Since this is true for all \( f \) we have

\[ P = -\frac{p-2}{p} \sum \nabla_i (a_{ij} \nabla_j H) = \frac{p-2}{p} \Lambda(H). \]

Now (6) becomes \( L(H) = Q \). Turning attention to the term \( Q \), we have

\[ Q = |\omega|^{p-2} \left( |\nabla \omega|^2 + (p-2) \sum_i \left( \frac{\omega}{|\omega|} \nabla_i \omega \right)^2 \right). \]

While, for \( \theta = |\omega|^{p/2-1} \omega, \)

\[ |\nabla \theta|^2 = |\omega|^{p-2} \left( |\nabla \omega|^2 + ((p-2) + \left( \frac{p-2}{2} \right)^2 \sum_i \left( \frac{\omega}{|\omega|} \nabla_i \omega \right)^2 \right), \]

and, comparing the two, we see that \( Q \geq \frac{4}{p-2} |\nabla \theta|^2 \), completing the verification of Proposition 1.

The significance of this Proposition 1 is that the divergence-form operator \( L \) is uniformly elliptic with bounded measurable coefficients (we assume that \( (a_{ij}) \) is defined almost everywhere). That is, the eigenvalues of the coefficient matrix \( \delta_{ij} + \frac{p-2}{p} a_{ij} \) of \( L \) are bounded between \( 1 - |(p-2)/(p-1)| \) and \( 1 + |(p-2)/(p-1)| \). This opens the way to apply the deep theory from the 1950’s of elliptic operators with measurable coefficients, which were the foundation for the results of di Giorgi and Nash mentioned above.
2.3 Outline of proof of Theorem 1

One first issue is to show that the form $\omega$ in Theorem 1 is bounded on compact subsets of the domain $U$, but we will pass over this to focus on Uhlenbeck’s proof of Hölder continuity. (Her proof of boundedness uses related arguments.)

For background, we review some relatively elementary results for the standard Laplace operator. Let $B' \subset B$ be balls in $\mathbb{R}^n$, for example the unit ball and the concentric ball of half the radius. Let $h$ be a positive function on $B$ with $\Delta h \geq 0$. Let $M, M'$ be the suprema of $h$ on the balls $B, B'$ respectively. Then by the definition $M \geq M'$ and the maximum principle implies that $M = M'$ if and only if $h$ is a constant, in which case $\Delta h = 0$. The next Proposition gives two quantitative versions of this.

**Proposition 2** There are constants $C_1, C_2$ such that if $\Delta h \geq \rho \geq 0$ on $B$ then

1. \[
\int_{B'} \rho \leq C_1(M - M');
\]
2. \[
\int_{B'} (M' - h) \leq C_2(M - M').
\]

We give a proof of the first item of Proposition 2. Let $f$ be the solution of $\Delta f = -\rho$ in $B$ with $f = 0$ on the boundary of $B$ and let $g = h + f$. Then $\Delta g \geq 0$ and so the maximum principle implies that the supremum of $g$ on $B'$ is at most that on $\partial B$, which is $M$. For $x \in B'$ we have

\[
f(x) = \int_B G(x, y)\rho(y)dy,
\]

where $G$ is the Green’s function, which is positive in the interior of $B$. So there is an $\epsilon > 0$ such that for $x, y \in B'$ we have $G(x, y) \geq \epsilon$ which implies that

\[
f(x) \geq \epsilon \int_{B'} \rho.
\]

So for $x \in B'$

\[
h(x) = g(x) - f(x) \leq M - \epsilon \int_{B'} \rho,
\]

so

\[
M' \leq M - \epsilon \int_{B'} \rho,
\]

which is the desired inequality with $C_1 = \epsilon^{-1}$.

It is also easy to deduce the first item from the second, with a slightly different choice of balls. Let $\chi$ be a cut-off function supported in $B'$, equal to 1 on some smaller ball $B'' \subset B'$. Then

\[
\int_{B''} \rho \leq \int_{B'} \chi \Delta (h - M') = \int_{B'} (\Delta \chi)(h - M') \leq c \int_{B'} (M' - h)
\]
where \( c = \max |\Delta \chi| \).

Now suppose that \( \omega \) is a \( k \)-form on the ball \( B \) satisfying the equation (3) in Theorem 1 and set \( H = |\omega|^p, \theta = |\omega|(p-2)/2\omega \) as above. So Proposition 1 gives \( L(H) \geq \rho \) with \( \rho = c \rho |\nabla \theta|^2 \). Let \( M, M' \) be the suprema of \( H \) on \( B, B' \).

Uhlenbeck shows that an inequality of the same nature as the first item in Proposition 2 holds in this situation, so that, for a suitable constant \( C \),

\[
\int_{B'} |\nabla \theta|^2 \leq C(M - M').
\] (7)

The proof uses results of Moser—part of the theory of operators with bounded coefficients mentioned above—and many substantial additional arguments. In fact Moser’s result gives the analogue of the first item in Proposition 2 for the operator \( L \) and Uhlenbeck obtains the analogue of the first item in the manner indicated above, but additional arguments are required to carry this through because \( L \) depends on \( \omega \). So we do not have the same control of \( |L(\chi)| \) for the cut-off function \( \chi \). Of course, in all this the techniques required to treat the operator \( L \) are quite different from the elementary techniques which suffice for the Laplace operator.

The conclusion is that, in going from the ball \( B \) to the smaller ball \( B' \), either the supremum of \( H \) decreases substantially or \( \theta \) is approximately constant on \( B' \), in the sense that the \( L^2 \) norm of \( \nabla \theta \) is small.

The other main component in Uhlenbeck’s proof is a “perturbation theorem” for solutions which are close to a constant. We state this over a fixed pair of balls \( B'' \subset B' \).

**Proposition 3** There are \( \epsilon, \kappa > 0 \) such that if \( \omega_0 \) is a constant form with norm 1 and \( \omega \) is a solution of (3) over \( B' \) with \( M' \leq 2 \) such that

\[
\int_{B'} |\omega - \omega_0|^2 \leq \epsilon,
\] (8)

then \( \omega \) satisfies a H"older estimate

\[
|\omega(x) - \omega(y)| \leq \kappa |x - y|^{1/2}
\]

for \( x, y \in B'' \).

This is of the same flavour as “small energy” results which we will encounter throughout this article. In fact one can go on from this, with a sufficiently small \( \epsilon \), to obtain estimates on all derivatives of \( \omega \) over \( B'' \). The general idea is that the constraint (8) keeps the solution in the regime where the nonlinear equation is well approximated by its linearisation.

We now outline how Uhlenbeck puts these components together to prove Theorem 1. Notice that our equations (3) are preserved by translations and dilations of \( \mathbb{R}^n \) and also by multiplying the solution \( \omega \) by a non-zero constant.
Suppose again that \( \omega \) is a solution over \( B \) and normalise so that \( M = 1 \). Suppose that \( M' \) is close to \( M \), so that the \( L^2 \) norm of \( \nabla \theta \) is small by (7). Let \( \theta_0 \) be the average of \( \theta \) over \( B' \). The Poincaré inequality implies that the \( L^2 \) norm of \( \theta - \theta_0 \) is small and it also follows from the hypotheses of \( M, M' \) that \( |\theta_0| \) will be close to 1. This is not immediately what is needed to apply Proposition 3, because that needs control of the \( L^2 \) norm of \( |\omega - \omega_0| \) for a constant form \( \omega_0 \). But, with additional arguments, Uhlenbeck achieves this control, for \( \omega_0 = |\theta_0|^{2/p-1} \theta_0 \).

The conclusion is that there is some fixed small \( \lambda > 0 \) such that if \( M' > (1 - \lambda)M \) then \( \omega \) satisfies the hypotheses of the perturbation theorem (after rescaling) over \( B' \) and hence a \( \frac{1}{2} \)-Hölder estimate over the interior ball \( B'' \). This number \( \lambda \) will determine the Hölder exponent achieved in Theorem 1. (Uhlenbeck remarks on page 238 of [57] “it looks like \( \lambda \) will be rather small!”)

To prove Theorem 1 we suppose that the domain \( U \) contains the unit ball \( B = B_1 \). It suffices to estimate \( |\omega(x) - \omega(0)| \) for small \( x \), say \( |x| \leq \frac{1}{4} \). (Strictly, \( \omega \) is a priori only defined almost everywhere, so some some extra words are needed to make sense of pointwise values, but we are ignoring such technicalities here.) Let \( M_j \) be the supremum of \( H \) on the \( 2^{-j} \) ball centred at the origin. If \( M_1 \geq (1 - \lambda)M_0 \) we get a Hölder estimate on \( \omega \) over the \( \frac{1}{4} \)-ball \( B_{\frac{1}{4}} \) and we are done. If not, we have some definite decrease in the supremum: \( M_1 \leq (1 - \lambda)M_0 \). Now we consider the same alternative for \( M_1 \) and \( M_2 \). If \( M_2 \geq (1 - \lambda)M_1 \) we have our Hölder estimate over \( B_{\frac{1}{4}} \) and in addition we know that for \( x \) in \( B_{\frac{1}{4}} \)

\[
|\omega(0) - \omega(x)| \leq 2M_2^{1/p} \leq 2(1 - \lambda)^{2/p}M_0^{1/p},
\]

where we have used the facts that \( M_2 \) is the supremum of \( |\omega|^p \) over the \( \frac{1}{4} \)-ball and \( |\omega(0) - \omega(x)| \leq |\omega(0)| + |\omega(x)| \). Continue in the same way: either \( M_{j+1} \leq (1 - \lambda)M_j \) for all \( j \) or there is some \( k \) such that \( M_{j+1} \leq (1 - \lambda)M_j \) for all \( j < k \) but \( M_{k+1} \geq (1 - \lambda)M_k \). In either case we get an estimate on \( |\omega(x) - \omega(0)| \) in the manner above and a little bookkeeping shows that this yields the desired Hölder estimate. For example, consider the first situation when \( M_j \leq (1 - \lambda)^jM_0 \) for all \( j \). Then we must have \( \omega(0) = 0 \) and for \( x \) with \( 2^{-k-1} \leq |x| \leq 2^{-k} \) we have \( |\omega(x)| \leq M_0^{1/p}(1 - \lambda)^{k/p} \). This gives

\[
|\omega(x)| \leq K|x|^\alpha,
\]

with \( \alpha = -p^{-1} \log_2(1 - \lambda) \) and \( K = M_0^{1/p}2^\alpha \).

There is an enormous literature in this area, especially on the \( p \)-harmonic equation. (At the time of writing, the Acta paper of Uhlenbeck has 316 citations on MathSciNet.) One subtle question is the optimal Hölder exponent. For
example, in the case of $p$-harmonic functions in dimension $n = 2$, Iwaniec and Manfredi show in [26] that the optimal exponent (for $p \neq 2$) is

$$\frac{1}{6} \left( \frac{p}{p-1} + \sqrt{1 + \frac{14}{p-1} + \frac{1}{(p-1)^2}} \right).$$

There are also many papers on the limiting cases $p = 1, \infty$. One recent paper of Daskalopoulos and Uhlenbeck [12] makes connections between $\infty$-harmonic functions and Thurston’s theory of homeomorphisms between hyperbolic surfaces minimising the Lipschitz constant.

### 3 Harmonic maps of surfaces

#### 3.1 Background

Let $(M,g)$ and $(N,h)$ be Riemannian manifolds. The harmonic mapping equation for a map $f : M \to N$ is the Euler-Lagrange equation associated to the energy functional

$$E(f) = \int_M |df|^2,$$

where the norm $|df|$ is the standard one defined by $g, h$. Familiar cases are when $M$ is 1-dimensional, where we get geodesics in $N$, and when $N$ is 1-dimensional where we get harmonic functions on $M$. Written explicitly in local coordinates $x^i$ on $M$ and $y^\alpha$ on $N$ the equations are

$$\Delta_M y^\alpha + \Gamma^\alpha_{\beta\gamma} y^\beta_{,i} y^\gamma_{,j} g^{ij},$$

where $\Gamma^\alpha_{\beta\gamma}$ are the Christoffel symbols on $N$. For analysis, it is often convenient to take $N$ to be isometrically embedded in some large Euclidean space $V$, which is possible by Nash’s embedding theorem. This is never essential but we will use that set-up in this article. Thus $f$ can be thought of as a vector-valued function on $M$, constrained to lie in $N \subset V$. The harmonic mapping condition is that the projection of $\Delta_M f$ to the tangent bundle of $N$ in $V$ is zero. At each point $y$ of $N$ we have a second fundamental form $B_y$ which is a symmetric bilinear map $TN_y \times TN_y \to \nu_y$, where $\nu$ is the normal bundle. The harmonic mapping equation can be written as

$$\Delta_M f + A_f(df,df) = 0,$$  \hspace{1cm} (9)

where $A_f$ is the symmetric bilinear map, at a point $x \in M$,

$$A_f : \text{Hom}(TM_x, TN_{f(x)}) \times \text{Hom}(TM_x, TN_{f(x)}) \to V,$$

obtained from $B_{f(x)}$, the metric on $TM_x$ and the inclusion $\nu \subset V$. It will sometimes be convenient to extend $A_f$, using orthogonal projection from $V$ to $TN$, to a bilinear map $\text{Hom}(TM_x, V) \times \text{Hom}(TM_x, V) \to V$, depending on $x \in M$ and $f(x) \in N$.  
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The dimension of $M$ plays a crucial role in the theory of harmonic maps. In the words of Eells and Lemaire in the Introduction to [17] “we imagine $M$ made of rubber and $N$ made of marble... the map is harmonic if it constrains $M$ to lie on $N$ in a position of elastic equilibrium”. In that picture we could say that higher dimensional rubber is weaker and is inclined to tear when searching for an equilibrium position. When $M$ is the 1-dimensional circle there is a geodesic in each homotopy class (a rubber band) minimising energy, but the analogue is not true in higher dimensions. For example it is easy to show that if $M$ is a sphere of dimension 3 or more then the infimum of energy in any homotopy class of maps from $M$ to $N$ is zero. The critical dimension in the theory is $\dim M = 2$. This is bound up with Sobolev inequalities. Regarding $N$ as isometrically embedded in the Euclidean space $V$, the energy functional is just the square of the usual $L^2$ norm of the derivative of a map $f : M \to V$, but restricted to maps with image in $N$. If $\dim M = 1$ the Sobolev inequalities state that maps with derivative in $L^2$ are continuous, in fact Hölder continuous with exponent $\frac{1}{2}$. A sequence of maps convergent in the Sobolev space $L^2$ converges pointwise and the constraint that the map takes values in $N$ is preserved in the limit. In higher dimensions this is not true: dimension 2 is the borderline where a map with derivative in $L^2$ is in $L^p$ for all $p$ but not necessarily continuous: evaluation at a point is not well-defined for such a map—it is only defined up to sets of measure zero. The critical nature of dimension two is related to conformal invariance of the energy. In a general dimension $\dim M = n$, if we multiply the metric $g$ by a conformal factor $\lambda$ we change $|df|^2$ by $\lambda^{-1}$ and the volume element by $\lambda^{n/2}$, so when $n = 2$ these factors cancel.

The main topic of this Section 3 is the paper [39] of Sacks and which opened up the theory of harmonic maps in the critical dimension 2.

### 3.2 Bubbling

We begin with an illuminating example of maps from a flat 2-torus $M$ to the standard round 2-sphere $S^2$, both oriented. Consider the homotopy class of maps of degree 1 from $M$ to $S^2$. There is a simple lower bound on the energy of such maps. We can consider $M$ and $S^2$ as Riemann surfaces with area forms $\omega_M, \omega_{S^2}$. Then we have at each point of $M$:

$$ f^*(\omega_{S^2}) \leq \frac{1}{2} |df|^2 \omega_M $$

with equality if and only if $df$ is complex linear. This is a simple calculation with $2 \times 2$ matrices. If $f$ has degree 1 then the integral of $f^*(\omega_{S^2})$ is the area of $S^2$. So we get the lower bound

$$ E(f) \geq 2 \text{Area}(S^2). $$

This lower bound is not achieved, because if it were the map would be holomorphic and by elementary Riemann surface theory there is no degree 1 holomorphic
map from a torus to the Riemann sphere. On the other hand we can construct maps with energy arbitrarily close to this lower bound. Let $D_r$ be a small disc of radius $r$ in $M$ centred at a point $x_0$ and identify it isometrically with the standard $r$-disc in $\mathbb{C}$. Now take a very large disc $D_R \subset \mathbb{C}$ and consider it as a subset of $S^2$ via the usual description $S^2 = \mathbb{C} \cup \{\infty\}$. So the complement of $D_R$ in $S^2$ is a small disc centred at the point at infinity. Let $F : S^2 \to S^2$ be a map which is the identity on most of $D_R$ but which collapses the boundary of $D_R$ to the point at infinity. It is clear that when $R$ is large we can do this in such a way that the energy of $F$ is as close as we please to that of the identity map, which is $2\text{Area}(S^2)$. Finally, define a map $f : M \to S^2$ which sends the complement $M \setminus D_r$ of $D_r$ to the point $\infty \in S^2$ and on $D_r$ is the composite $F \circ \lambda$ where $\lambda : D_r \to D_R$ is multiplication by $\lambda = R/r$.

The energy of this map $f$ is exactly the same as that of $F$. This follows immediately from the fact that the energy is a conformal invariant for 2-dimensional domains, it only depends on the conformal class of the metric. Thus we get a “minimising sequence” $f_i$ of degree-1 maps from $M$ to $S^2$ whose energy tends to the infimum $2\text{Area}(S^2)$ by making the construction above with a sequence $R_i \to \infty$. For large $i$ the image of a small disc in $M$ covers most of $S^2$ and away from $x_0$ the maps approach the constant harmonic map.

What Sacks and Uhlenbeck established is, roughly speaking, that this is the only way that things can go wrong when trying to apply variational arguments to the energy functional on surfaces. More precisely, they consider a 1-parameter family of deformations of the functional, with parameter $\alpha \geq 1$:

$$E_\alpha(f) = \int_M (1 + |df|^2)^\alpha.$$ (Some formulae would be neater if one used the integral of $|df|^{2\alpha}$ but this would lead to a degenerate equation and extra difficulties of the kind discussed in Section 2.) When $\alpha = 1$ the functional $E_\alpha$ is equal to $E(f)$, up to a constant. For $\alpha > 1$ the functional controls the $L^{2\alpha}$ norm of the derivative and one has the favourable Sobolev embedding $L^{2\alpha} \to C^0$. This means that there is a complete “Palais-Smale” variational theory, something which was worked out in the earlier paper [56] of Uhlenbeck. So the functional $E_\alpha$ attains its minimum in each homotopy class and more generally there must be sufficient critical points to account for the topology of the mapping space, by minimax and Morse theory arguments. The Sacks and Uhlenbeck strategy is to seek critical points of $E_1$ as limits of critical points of $E_\alpha$ as $\alpha \to 1$. The advantage of this approach, compared with studying minimising or minimax sequences for $E$ directly, is that the critical points of $E_\alpha$ satisfy an elliptic equation and this improves the convergence properties, as we will see. Even if a minimiser for $E_1$ exists there will always be minimising sequences which only converge in a weak sense, not in $C^\infty$.

We can now state more precisely one of the main results of Sacks and Uhlenbeck for maps between compact manifolds $M, N$ with $\dim M = 2$. 


Theorem 2 Let \( \alpha_i \geq 1 \) with \( \alpha_i \to 1 \) as \( i \to \infty \) and let \( f_i : M \to N \) be critical points of \( E_{\alpha_i} \), with \( E_{\alpha_i}(f_i) \leq E_{\text{max}} \) for some fixed \( E_{\text{max}} \). Then, after perhaps passing to a subsequence \( \{i'\} \), there is a finite set \( S = \{q_1, \ldots, q_d\} \subset M \) and a harmonic map \( f : M \to N \) such that \( f_{i'} \) converge to \( f \) in \( C^\infty \) on compact subsets of \( M \setminus S \). In addition there are harmonic maps \( F_1, \ldots, F_d : S^2 \to N \) such that for each \( j \in \{1, \ldots, d\} \) a suitable sequence of rescaling of \( f_{i'} \) near \( q_j \) converge on compact subset of \( C = S^2 \setminus \{\infty\} \) to \( F_j \).

To explain the last statement; we mean that there are points \( p_{i'j} \) converging to \( q_j \) and scale factors \( \lambda_{i'j} \) tending to \( \infty \) with \( i' \) so that if we identify a small disc centred at \( p_{i'j} \) with a small disc in \( C \) and compose with a scaling map \( \Delta_{i'j} \) of the kind discussed above the resulting maps converge to \( F_j \). One says that the sequence of maps \( f_{i'} \) is “bubbling” at the points \( q_j \).

The statement of our Theorem 2 here does not capture all that Sacks and Uhlenbeck established. For example, they show that the homotopy classes of \( f_i \) and \( f \) in \([M,N]\) differ by a class in \([S^2,N]\). But the statement of Theorem 2 gives the general idea. A complete discussion involves the notion of a “bubble tree” of maps, which was worked out later; see for example [34].

This theorem of Sacks and Uhlenbeck implies the existence of harmonic maps in many specific situations. For example, if it is known that there is no harmonic map from \( S^2 \) to \( N \) then for any surface \( M \) there is a minimising harmonic map in any homotopy class \([M,N]\). One early and famous application came in the proof by Siu and Yau of the Frankel conjecture [48]. The conjecture was that projective spaces are the only compact complex manifolds admitting Kähler metric with positive biholomorphic sectional curvature. The result of Sacks and Uhlenbeck shows that there is a nonconstant minimising harmonic map from \( S^2 \) to such a manifold. Siu and Yau proved, by studying the second variation formula and using the curvature condition, that this map is holomorphic and then the geometry of the resulting family of holomorphic curves shows that the manifold is a projective space. Another important application of the Sacks-Uhlenbeck result, this time in Riemannian geometry, was the “sphere theorem” of Micallef and Moore [30], discussed in [15].

By far the greatest impact of the phenomena uncovered by Sacks and Uhlenbeck came in the special case of the holomorphic maps introduced as a tool in symplectic topology by Gromov in 1987. Here we consider a symplectic manifold \((N, \omega)\) with a compatible almost-complex structure \( J \) and resulting Riemannian metric \( |\xi|^2 = \omega(\xi, J\xi) \). For any oriented Riemannian surface \( f : M \to N \) there is an inequality

\[
2 \int_M f^*(\omega) \leq E(f),
\]

with equality if and only if \( f \) is holomorphic (i.e. the derivative at each point is complex linear with respect to the Riemann surface structure on \( M \) and the almost-complex structure \( J \)). This is a generalisation of (10), in the case when \( N \) is a surface. This inequality implies that a holomorphic map minimises energy in its homotopy class, so in particular is harmonic. Theorem 2, with all \( \alpha_i = 1 \), describes the convergence behaviour of sequences of these holomorphic maps.
and becomes the foundation for all of the applications to symplectic topology such as Gromov-Witten invariants, Lagrangian Floer homology, Fukaya categories... There are many expositions of the theory in this restricted context of holomorphic maps, for example [29], [69].

3.3 Small energy

For simplicity we just discuss the proof of Theorem 2 in the case when all $\alpha_i$ are 1: the general case does not involve major extra difficulties. The proof has two main components. The first is a “small energy” estimate.

**Theorem 3** Let $N$ be a compact Riemannian manifold and $D$ be the unit disc in $C$. There are $\epsilon, C$ such that if $f : D \to N$ is harmonic with $E(f) \leq \epsilon$ then

$$|df(0)|^2 \leq CE(f).$$

More generally, we can choose $\epsilon$ so that if $E(f) \leq \epsilon$ then $E(f)$ controls all derivatives of $f$ on a fixed interior disc, say the $\frac{1}{2}$-sized disc. The conformal invariance of the energy implies that these estimates apply with the same small energy threshold to discs of any size: if $f$ has energy less than $\epsilon$ on the disc $D_r$ we get

$$|\nabla^k f| \leq c_k r^{-k} \sqrt{E(f)}$$
on $D_{r/2}$.

The second component is the removability of point singularities.

**Theorem 4** If $f : D \setminus \{0\} \to N$ is a harmonic map with $E(f) < \infty$ then $f$ extends smoothly to $D$.

Given these local statements the proof of Theorem 2 is relatively straightforward, using arguments of a kind which we will see several other times in this article. We have $f_i : M \to N$ harmonic with energy less than a fixed number $H$. After passing to a subsequence we can suppose that the energy densities $|df_i|^2$ converge as Radon measures: that is, for any continuous function $\sigma$ on $M$ the integrals of $\phi|df_i|^2$ over $M$ have a limit as $i \to \infty$. Fix a non-increasing cut-off function $\sigma$ on $[0, \infty)$, equal to 1 on $[0, 1]$ and supported in $[0, 2]$. For $x \in M$ and $r > 0$, let $\chi_{r,x}$ be the function on $M$

$$\chi_{r,x}(y) = \sigma(\frac{1}{r}d(x, y)),$$

where $d(\cdot, \cdot)$ is the Riemannian distance. So $\chi_{r,x}$ is a smoothing of the characteristic function of the $r$-disc $D_{r,x}$ about $x$. Define $\mu(x, r)$ by

$$\mu(x, r) = \lim_{i \to \infty} \int_M \chi_{r,x} |df_i|^2.$$

Then $\mu(x, r)$ is an increasing function of $r$ and has a limit $\mu(x)$ as $r \to 0$. By construction

$$\int_{D_{r,x}} |df_i|^2 \leq \int \chi_{r,x}|df_i|^2 \leq \int_{D_{r,x}} |df_i|^2. \quad (11)$$
Let $S$ be the set of points $x$ in $M$ where $\mu(x) > \epsilon/2$. The right hand inequality in (11) implies that there are at most $2E_{\text{max}}/\epsilon$ points $x$ in $S$ (by taking $2r$ less than half the distance between the points, so that the $2r$ discs with these centres are disjoint). On the other hand, taking $\epsilon$ as in Theorem 3, if $\mu(x) < \epsilon/2$ then for some sufficiently small $r = r(x) > 0$ and all large enough $i$ the left hand inequality in (11) gives

$$\int_{D_{x,r}} |df_i|^2 \leq \epsilon/2,$$

and the small energy theorem gives estimates on all derivatives of the $f_i$ in $D_{x,r}/2$.

From these arguments we get a finite set $S = \{q_1, \ldots, q_d\}$ in $M$ such that all derivatives of the $f_i$ are bounded on compact subsets of the complement $M \setminus S$. Taking a subsequence we can assume that the maps converge on the complement to a harmonic map on the punctured manifold with energy at most $C$, and the removal of singularities theorem implies that this extends to a smooth harmonic map $f$ from $M$ to $N$, as stated in the first part of Theorem 2.

The second part of Theorem 2 involves the rescaling construction. Fix a point $q_j$. For all large $i$ there must be points near $q_j$ where the derivative of $f_i$ is large. Let $p_{ij}$ be a point near $q_j$ where $|df_i|$ is maximal. Define $\lambda_{ij}$ to be these local maximal values. Then after rescaling by these factors with centre $p_{ij}$ we get a sequence of harmonic maps $F_{ij}$ defined on a sequence of large discs in $C$ which exhaust $C$ as $i \to \infty$. These maps have bounded derivative and energy so by the same arguments, perhaps passing to a suitable subsequence, they converge to a harmonic map from $S^2$ to $N$. That is, we first get a harmonic map from $S^2$ to $N$ and then apply the removal of singularities theorem at the point at infinity in $S^2$. The limiting map is not constant since by construction the derivative of the map $F_{ij}$ at the origin has size 1.

We proceed to discuss the proof of the small energy result Theorem 3, leaving that of Theorem 4 to the next subsection. To recap, we have a $V$-valued function $f$ on the disc $D$ which satisfies the PDE $\Delta f = A_f(df, df)$ and takes values in the compact submanifold $N$. The discussion below applies to any PDE of this shape, for a smooth map $A$ from $D \times V$ to symmetric bilinear maps $\text{Hom}(T, V) \times \text{Hom}(T, V) \to V$, where $T$ denotes the tangent space of the disc. (In the case at hand we could always extend $A$ in some way to fit into this framework. The fact that, in the case at hand, $f$ maps into the submanifold $N$ is only used in that it gives a bound on $|f|$.)

A basic fact of elliptic PDE theory is that for any $q > 1$ there is a constant $K_q$ such that for all compactly supported functions $\phi$ on $D$ we have

$$\|\phi\|_{L^q} \leq K_q \|\Delta \phi\|_{L^q}. \quad (12)$$

(Here, and throughout this article we write $L^q_k$ for the Sobolev space based on the $L^q$ norm of all derivatives of order $\leq k$. We write the norm as $\|\|_{L^q_k}$ or sometimes $\|\|_{q,k}$ to improve readability.)
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Before going on to the proof of Theorem 3 we consider a different situation
where we suppose given a solution of the equation with bound on the $L^{2\alpha}$ norm
of $df$ for some $\alpha$ with $\alpha > 1$. Then we can do a straightforward “bootstrapping”
argument. (Here, and in various other parts of this article, we use the convention
that $c$ is a constant that can change from line to line.)

By choice of the origin in $V$ we may suppose that the integral of $f$ over the
disc is 0. Let $\chi$ be a compactly supported function on the disc, equal to 1 on
an interior disc $D'$. Then we have

$$
\Delta(\chi f) = \chi \Delta f + 2d\chi \cdot df + \Delta \chi f,
$$

and

$$
\chi A(df, df) = A(\chi df, df) - A(d\chi \otimes f, df).
$$

Thus we have a pointwise bound

$$
|\Delta(\chi f)| \leq c \left( |d(\chi f)| + |df| + |f| + |d\chi| |df| \right),
$$

(13)

where $c$ depends only on $\chi$ and the given map $A$. From this we readily obtain,
applying the Cauchy-Schwartz inequality,

$$
\|\Delta(\chi f)\|_\alpha \leq c \left( \|f\|_{2\alpha,1}^2 + \|f\|_{2\alpha} + \|f\|_{2\alpha} + \|f\|_\alpha \right)
$$

Since the disc has finite area the $L^{2\alpha}$ norm of $f$ controls the $L^{\alpha}$ norm and the
fact that the integral of $f$ vanishes means that the $L^{2\alpha}$ norm of $df$ controls that
of $f$. So we get an inequality

$$
\|\Delta(\chi f)\|_\alpha \leq c \left( \|f\|_{2\alpha,1}^2 + \|f\|_{2\alpha,1} \right),
$$

and hence by the elliptic inequality (12),

$$
\|\chi f\|_{\alpha,2} \leq c \left( \|f\|_{2\alpha,1}^2 + \|f\|_{2\alpha,1} \right).
$$

If $\alpha < 2$ we have a Sobolev embedding $L^{2\alpha}_2 \to L^r_1$ with $r = 2\alpha/(2 - \alpha)$. Thus the inequality above gives an $L^r$ bound on $d(\chi f)$ and so an $L^r$ bound on
$df$ over the interior disc $D'$. Since $r > 2\alpha$ this is an improvement on the $L^{2\alpha}$ bound that we started with. If $\alpha > 2$ we have a Sobolev embedding $L^{2\alpha}_2 \to C^{1,\mu}$
for $\mu = 1 - 2/\alpha$. Starting with our $L^{2\alpha}$ bound on $df$, for any $\alpha > 1$ we can
iterate such arguments, working on a decreasing sequence of discs, to get interior
bounds on all derivatives of $f$ in terms of the $L^{2\alpha}$ norm of $df$ over $D$. In the
same fashion we get a regularity statement: if we only know at the outset that
$f$ is in $L^{2\alpha}_2$ we show that in fact it is smooth in the interior of the disc.

Now we go on to the proof of Theorem 3. In the situation above any bound
on $\|df\|_{L^{2\alpha}}$ gives bounds on higher derivatives in the interior. The difference
in Theorem 3 is that we only get such a bound when $\|df\|_{L^2}$ is small. Taking
$\alpha \in (1, 2)$ and $r = 2\alpha/(2 - \alpha)$ we observe that $1/\alpha = 1/r + 1/2$. Thus we can
apply Holder’s inequality to (13) to get

$$
\|\Delta(\chi f)\|_\alpha \leq c_1 |d(\chi f)|_r |df|_2 + c_2 \left( \|df\|_2 \|f\|_r + \|f\|_\alpha \right).
$$
By the elliptic inequality and the Sobolev embedding, \( \|\Delta(\chi f)\|_{L^\alpha} \) controls \( \|d(\chi f)\|_{L^r} \) and the assumption that \( f \) has integral zero means that \( \|df\|_{L^2} \) controls both \( \|f\|_{L^\alpha} \) and \( \|f\|_{L^r} \). So we have
\[
\|d(\chi f)\|_r \leq c_3\|df\|_2\|d(\chi f)\|_r + c_4(\|df\|_2 + \|df\|_2^2).
\]
Take \( \sqrt{\epsilon} = 1/(2c_3) \). Then if \( \|df\|_{L^2} \leq \sqrt{\epsilon} \) we re-arrange to get
\[
\|d(\chi f)\|_r \leq 2c_4(\|df\|_2 + \|df\|_2^2).
\]
We have \( r > 2 \) so, replacing \( D \) by the smaller disc \( D' \), we are in the position considered before and we can go on to estimate all higher derivatives in the interior.

Arguments with the same structure as this will appear often in this article so we give them a name: “critical quadratic re-arrangement”. The crux is that we get the same exponent in Hölder’s inequality \( L^2 \times L^r \to L^\alpha \) and in the Sobolev embedding \( L^2 \to L^r \). This is not a coincidence: it can be traced back to the scaling behaviour of the norms. The small-energy threshold \( \epsilon \) produced by this argument is computable. That number might be rather small but it follows from the further development of the theory, as in the proof of Theorem 2 above, that in Theorem 3 \( \epsilon \) can be taken to be any number less than the least energy of a harmonic map from \( S^2 \) to \( N \).

3.4 The stress energy tensor and removal of point singularities

Before beginning the proof of Theorem 4 we make a digression to review some background which will be used in the proof and also later in this article.

Suppose that we have some functional \( \mathcal{F} \) which depends on a Riemannian metric \( g \) on a manifold \( M \) and other “fields” (in the case at hand the fields are maps from \( M \) to the fixed Riemannian manifold \( N \) and the functional is the energy). The variation of \( \mathcal{F} \) with respect to the fields, holding the metric \( g \) fixed, produces Euler-Lagrange equations like the harmonic map equation. But we can also consider variations of the metric \( g \), holding the fields fixed. By general principles the first variation of \( \mathcal{F} \) can be written as
\[
\delta_g \mathcal{F} = \int_M (T, \delta_g).
\]
where the tensor \( T \) is a section of \( s^2 T^* M \) called the stress-energy tensor, which depends on the fields and the metric. Any natural functional arising in differential geometry will be diffeomorphism invariant. It follows that if the fields satisfy the Euler-Lagrange equations generated by \( \mathcal{F} \) then if \( \delta g \) is defined by an infinitesimal diffeomorphism—i.e. \( \delta g \) is the Lie derivative \( L_v g \) of \( g \) along a
vector field $v$ on the manifold—then $\delta\varphi = 0$. This is the identity $\text{div} T = 0$ or
in index notation
\[ T^{ij} = 0. \] (14)
When the functional $\varphi$ is conformally invariant the tensor $T$ is trace-free. If $v$
is a conformal Killing field on the manifold $(M, g)$ (that is, $L_v g = \mu g$ for some
function $\mu$ on $M$) then the contraction of $T$ by $v$ is a co-closed 1-form. In index
notation
\[ (T^{ij} v_i)_j = T^{ij} v_i + T^{ij} v_{i;j}. \]
The first term on the right hand side vanishes by (14) and the secon-
d term van-
ishes because $T^{ij}$ is symmetric and trace-free and the Lie derivative $L_v g$ is the
symmetrisation $v_{i;j} + v_{j;i}$.

In this section we will apply this discussion in the case of the harmonic maps
energy with 2-dimensional oriented domain $M$, which can also be viewed as a
Riemann surface. Taking the real part gives an isomorphism between the tensor
square of $T^* M$, regarded as a complex line bundle, and the trace-free symmetric
tensors. So we have a quadratic differential $\tau$ with $T = \Re \tau$. The equation (14)
goes over to the condition that $\tau$ be a holomorphic quadratic differential; this
is the \textit{Hopf differential} defined by a harmonic map from a Riemann surface. In
a local complex coordinate $z = x + iy$
\[ \tau = ((f_x, f_x) - (f_y, f_y) + 2i(f_x, f_y)) \, dz^2. \]
Here we are writing $f_x = \frac{\partial f}{\partial x}$ etc. Similarly, a conformal Killing field $v$
can be viewed as a holomorphic vector field $v$ and the contraction of $v$ with $\tau$ is a
holomorphic—hence closed and co-closed—1-form. This completes our digres-
sion.

The Sacks and Uhlenbeck proof of the removal of singularities theorem goes
through a differential inequality for the energy on small discs. Let
\[ E(r) = \int_{D_r} |d\varphi|^2, \]
so clearly $E(r)$ is an increasing function of $r$ and tends to zero as $r \to 0$. We
may suppose that $E(\frac{3}{2})$ is less than the small energy value $\epsilon$ of Theorem 3.
Applying that result to the disc of radius $|z|/2$, say, centred at a point $z$ we get,
\[ |d\varphi(z)|^2 \leq C E(3|z|/2) \, |z|^{-2}, \] (15)
so $|d\varphi|$ is $o(|z|^{-1})$. The removal of singularities theorem is proved by showing
that $|d\varphi|$ is $O(|z|^{\delta - 1})$ for some $\delta > 0$. If we know this then $d\varphi$ is in $L^{2\alpha}$ for some
$\alpha > 1$ and we can apply the regularity theory discussed in the previous section
to see that $\varphi$ is smooth across the origin.

Using (15), we see then that it suffices to show that $E(r)$ is $O(r^\kappa)$ for some
$\kappa > 0$. The differential inequality to be established is that
\[ \kappa E(r) \leq r \frac{d}{dr} E(r). \] (16)
If we know this then it follows by a simple comparison argument that
\[ E(r) \leq r^\kappa E(1), \]
as required.

It is convenient to exploit the conformal invariance of the problem and to work on the cylinder \((-\infty, 0] \times S^1\) with coordinates \((s, \theta)\). So \(r = e^{-s}\) and we now write
\[ E(S) = \int_{s \leq S} \int f_s^2 + f_\theta^2 \, d\theta ds, \]
where subscripts denote partial derivatives and we are writing \(f_s^2\) for \((f_s, f_s)\).
We know that \(f\) is bounded and that the derivatives \(f_s, f_\theta\) tend to zero as \(s \to -\infty\). We want to show that for some \(\kappa > 0\)
\[ \kappa E \leq \frac{dE}{dS}. \]

By translation invariance it suffices to prove this when \(S = 0\), that is:
\[ \kappa \int_{s \leq 0} \int f_s^2 + f_\theta^2 \, d\theta ds \leq \int_{s = 0} f_s^2 + f_\theta^2 \, d\theta. \]  

By the general theory reviewed above, the contraction of the Hopf differential with the Killing field \(\frac{\partial}{\partial s}\) gives the closed 1-form \((f_s^2 - f_\theta^2) d\theta\). It follows that the integral
\[ \int_0^{2\pi} f_s^2 - f_\theta^2 \, d\theta \]
is independent of \(s\) and since the integrand tends to zero as \(s \to -\infty\) the integral vanishes. In other words, for each fixed \(s\),
\[ \int f_s^2 \, d\theta = \int f_\theta^2 \, d\theta. \]

For purposes of exposition, let us consider for a moment the case when \(A = 0\), so \(f\) is an ordinary harmonic function: \(\Delta f = 0\). Then we have the usual integration-by-parts formula over a finite cylinder:
\[ \int_{S_0 \leq s \leq 0} \int f_s^2 + f_\theta^2 \, d\theta ds = \int_{s = 0} (f, f_s) \, d\theta - \int_{s = S_0} (f, f_s) \, d\theta. \]

Since \(f_s\) tends to 0 as \(s \to -\infty\) and \(f\) is bounded the boundary term at \(s = S_0\) tends to zero as \(S_0 \to -\infty\) and we get
\[ \int_{s \leq 0} \int f_s^2 + f_\theta^2 \, d\theta ds = \int_{s = 0} (f, f_s) \, d\theta. \]

The left hand side of this formula is unchanged if we add a constant to \(f\), so we can suppose that the integral of \(f\) over the boundary \(\{s = 0\}\) vanishes. Now for any function \(g\) on the circle of integral zero we have an inequality
\[ \int g^2 \, d\theta \leq \int g_\theta^2 \, d\theta. \]
This is clear from the Fourier series. Thus, combining with Cauchy-Schwarz,
\[ \left( \int_{s=0}^{s} (f, f_s) \, d\theta \right)^2 \leq \int_{s=0}^{s} f_s^2 \, d\theta \int_{s=0}^{s} f_\theta^2 \, d\theta. \] (21)

Combining (19) and (21) we have
\[ \int_{s \leq 0} \int f_s^2 + f_\theta^2 \, d\theta \, ds \leq \frac{1}{2} \int_{s=0}^{s} f_s^2 + f_\theta^2 \, d\theta, \]
which is the required inequality with \( \kappa = 2 \). This gives the growth rate \( E(r) = O(r^2) \) which is indeed what will occur for smooth maps.

The idea now is to modify this discussion to take account of the nonlinear term \( A(df, df) \) at the cost of changing the constant \( \kappa \). So suppose again that \( f \) is our harmonic map with \( \Delta f = A(df, df) \). Taking the inner product of this equation with \( f \) and integrating over the cylinder we get an extra term
\[ \int_{s \leq 0} \int (f, A(df, df)) \, d\theta \, ds \]
which is bounded in modulus by the integral of \( c_1 |f| |df|^2 \) for some \( c_1 \). If we knew that, over the cylinder, we have \( |f| \leq \sigma c_1^{-1} \) for some \( \sigma < 1 \) this would give the desired inequality with \( \kappa = 2/(1 - \sigma) \). The problem is that at this stage we know that \( f \) is bounded on the cylinder but we do not know how to make this bound arbitrarily small. To overcome this, take the average values
\[ F(S) = \frac{1}{2\pi} \int_{\theta=0}^{\theta} f(s, \theta) \, d\theta, \]
and write \( g(S, \theta) = f(S, \theta) - F(S, \theta) \). Then we have
\[ \int_{s \leq 0} \int (g, \Delta f) \, d\theta \, ds = \int_{s \leq 0} \int (dg, df) \, d\theta \, ds + \int_{s=0}^{s} (g, f_s) \, d\theta, \] (22)
since one sees as before that the other boundary term for a finite cylinder tends to 0. Exactly the same argument as before gives
\[ \int_{s=0}^{s} (g, f_s) \leq (1/2) \int_{s=0}^{s} f_s^2 + f_\theta^2 \, d\theta \]
We have \( (dg, df) = |df|^2 - (f_s, F_s) \) so we get
\[ \int_{s \leq 0} \int f_s^2 + f_\theta^2 \, d\theta \, ds \leq (1/2) \int_{s=0}^{s} f_s^2 + f_\theta^2 \, d\theta + I + II, \]
where
\[ I = \int_{s \leq 0} \int (g, \Delta f) \, d\theta \, ds, \]
and

\[ II = \int_{s \leq 0} \int (f_s, F_s) \, d\theta ds. \]

The integrand in I is bounded by \( c_1 |g||df|^2 \). For each fixed \( s \) the integral of \( g \) is zero and there is an inequality in the same vein as (20)

\[ |g|^2 \leq c_2 \int g^2_\theta \, d\theta = c_2 \int f^2_\theta \, d\theta. \]

(This is the Sobolev embedding \( L^2_1 \to C^0 \) in dimension 1.) So we can suppose that \( |g| \) is as small as we please; say \( |g| \leq \sigma c_1^{-1} \) for \( \sigma < \frac{1}{2} \). Then the term I is bounded by \( \sigma \) times the energy.

Turning to the term II: consider the integral over \( \theta \) for fixed \( s = S \). This is

\[ (2\pi)^{-1} |\int_{s = S} f_s \, d\theta|^2, \]

which is bounded by

\[ \int_{s = S} f^2_s d\theta = (1/2) \int_{s = S} f^2_s + f^2_\theta \, d\theta, \]

using (20) again. Putting things together we get

\[ \left( \frac{1}{2} - \sigma \right) \int_{s \leq 0} \int f^2_s + f^2_\theta \, d\theta ds \leq (1/2) \int_{s = 0} f^2_s + f^2_\theta d\theta, \]

which is the desired inequality with \( \kappa = 1 - 2\sigma \).

In the case of pseudoholomorphic curves the proof of the differential inequality is simpler, using the fact that the energy is twice the integral of \( f^*(\omega) \), where \( \omega \) is the symplectic form. If one can write \( \omega = d\alpha \) for a 1-form \( \alpha \) over a neighbourhood of the image of \( f \) then Stokes’ theorem expresses the energy as a boundary integral. (We will use an argument like this in the proof of Theorem 12 below.)

4 Harmonic maps in higher dimensions

4.1 Monotonicity of normalised energy

The main topic of this Section 4 is Uhlenbeck’s work with Schoen in the paper [41], on weak solutions to the harmonic map equation, but we begin in this subsection with some background and results for smooth maps.

Consider again the variational theory on an \( n \)-dimensional manifold \( M \) of a functional \( F(g, \Phi) \) given by the integral of an \( n \)-form \( F(g, \Phi) \). Suppose that this functional has a non-zero scaling weight \( w \) under conformal change of the metric in that

\[ F(\lambda g, \Phi) = \lambda^w F(g, \Phi). \]
It follows that the trace of the energy momentum tensor is \( w \mathcal{L}(g, \Phi) \text{vol}_g \). Let \( v \) be a conformal vector field, so \( v_{ij} + v_{ji} = 2\mu g_{ij} \) for some function \( \mu \). Then we have
\[
(v_i T^{ij})_j = (v_{ij} T_{ij}) = w\mu F(g, \Phi).
\]
So we can write
\[
w\mu F(g, \Phi) = d\eta,
\]
where \( \eta \) is the \((n-1)\)-form \(*v^i T^{ij} \). Thus if \( U \) is a domain in \( M \) with compact closure and smooth boundary we have
\[
w \int_U \mu F(g, \Phi) = \int_{\partial U} \eta.
\]

(23)

Apply this discussion to the harmonic maps energy functional on a manifold \( M \) of dimension \( n > 2 \), so the field \( \Phi \) is \( f : M \to N \) and \( F(g, f) = |df|^2 \text{vol}_g \) which has a conformal weight \( w = n/2 - 1 \). Suppose that \( M = \mathbb{R}^n \), so we have a conformal vector field \( r \frac{\partial}{\partial r} \) as before and the function \( \mu \) is the constant 1. The stress-energy tensor is
\[
T_{ij} = (\nabla_i f, \nabla_j f) - \frac{1}{2} |df|^2 \delta_{ij}
\]
One sees then that the restriction of the \((n-1)\)-form \( \eta \) to the unit sphere is
\[
\eta|_{S^{n-1}} = \left( \frac{1}{2} |df|^2 - |\nabla_r f|^2 \right) d\text{vol}_{S^{n-1}},
\]
where \( \nabla_r \) is the radial derivative. So the identity (23) is
\[
(n-2) \int_B |df|^2 = \int_{\partial B} |df|^2 - 2|\nabla_r f|^2,
\]
(24)

which agrees with (18) in the case \( n = 2 \). Thus
\[
(n-2) \int_B |df|^2 \leq \int_{\partial B} |df|^2
\]
with equality if and only if \( \nabla_r f = 0 \) on \( \partial B \). If we apply the same argument to the ball \( B_r \) of radius \( r \) we get
\[
(n-2) \int_{B_r} |df|^2 \leq r \int_{\partial B_r} |df|^2
\]
Let \( \tilde{E}(r) \) be the normalised energy
\[
\tilde{E}(r) = \frac{1}{r^{n-2}} \int_{B_r} |df|^2.
\]
The inequality above is equivalent to the monotonicity condition \( d\tilde{E}/dr \geq 0 \) and in fact for \( r_1 < r_2 \)
\[
\tilde{E}(r_1) = \tilde{E}(r_2) - 2 \int_{r_1 < r < r_2} r^2 |\nabla_r f|^2.
\]
A good way to think about the normalised energy is through rescaling. Map the unit ball $B$ to the ball $B_r$ by $x \mapsto rx$ and compose with the restriction of $f$ to $B_r$ to get $\hat{f} : B \to N$. Then the normalised energy of $f$ on $B_r$ is the energy of $\hat{f}$ on the unit ball $B$. The monotonicity condition says that the map $f$ “looks better”—in the sense of having smaller energy—if we look at it on smaller and smaller scales in this manner. Another useful observation is that if $f$ is the composite of a map $\hat{f}$ from $\mathbb{R}^2$ to $N$ with an orthogonal projection from $\mathbb{R}^n$ to $\mathbb{R}^2$ then the normalised energy for $f$ agrees with the ordinary energy for $\hat{f}$, up to a factor.

One important consequence of the monotonicity property is a small energy result. The statement is essentially the same as in the 2-dimensional case of the previous section. A difference is that the equations now depend essentially on the Riemannian metric on $M$ so we formulate the statement a bit differently.

**Proposition 4** Let $M, N$ be compact Riemannian manifolds. There are $\epsilon, r_0, C > 0$ such that if $B_{x,r}$ is a metric $r$-ball in $M$ with $r \leq r_0$ and the normalised energy $\hat{E}(B_r)$ of $f$ on $B_r$ is less than $\epsilon$ then on the half-sized ball $B_{x,r/2}$ we have

$$|df|^2 \leq Cr^{-2}E(B_r).$$

As before, once we have the $L^\infty$ bound on $df$ we can go on to get estimates on all higher derivatives. This small energy statement can be proved in a manner similar to the proof above of Theorem 3 but using Morrey spaces (which we will encounter in 6.3 below) in place of $L^p$ spaces. We will discuss here the proof of Schoen in [40], using a “worst point” argument, which could also be used in the 2-dimensional case of Theorem 3.

For simplicity we suppose that $M$ is locally Euclidean, so the discussion above applies to give a monotonicity formula for balls of sufficiently small size. For a general Riemannian manifold $M$ we do not have exact formulae for the normalised energy but the equations hold with extra error terms which can be made as small as we please, since the geometry is close to Euclidean on small scales, and the same arguments work with minor modifications. By scale invariance and adjustment of constants we can suppose that the ball $B_{x,r}$ is the unit ball $B$ in $\mathbb{R}^n$ and that $f$ has normalised energy at most $E \leq \epsilon$ on any interior ball.

For a point $x \in B$ let $D(x)$ be the distance to the boundary of $B$, i.e. $D(x) = 1 - |x|$. The idea is to consider the quantity

$$M = \max_{x \in B} D(x)|df(x)|.$$

Since the function $D$ vanishes on the boundary, the maximum is achieved at some interior point $x_0$. For $\rho \leq 1$, rescale the ball of radius $\rho D(x_0)/2$ with centre $x_0$ to unit size to get a map $\hat{f}_\rho$ on the unit ball $B$ with the properties

- $\int_B |d\hat{f}_\rho|^2 \leq E$;
• \(|d\tilde{f}_\rho| \leq 4M\rho\) on \(B\);
• \(|d\tilde{f}_\rho(0) = 2M\rho|\)

where the first item uses the small energy property of \(f\) on the interior ball. Now we have

\[|\Delta \tilde{f}_\rho| \leq c|d\tilde{f}_\rho|^2.\]

Elliptic theory gives an inequality

\[|d\tilde{f}_\rho(0)| \leq c\left(\|\Delta \tilde{f}_\rho\|_{L^\infty} + \|d\tilde{f}_\rho\|_{L^2}\right),\]

so we get

\[|d\tilde{f}_\rho(0)| \leq c_1\rho^2M^2 + c_2\sqrt{E},\]

and

\[\rho M \leq c_3\rho^2M^2 + c_4\sqrt{E}.\]

If we choose \(\epsilon\) small enough the equation

\[y = c_3y^2 + c_4\sqrt{E}\]

will have two solutions: a small solution \(y_0\), approximately \(c_2\sqrt{E}\), and a large solution \(y_1\), approximately \(c_1^{-1}\). Fix such an \(\epsilon\). Then the inequality implies that either \(\rho M \leq y_0\) or \(\rho M \geq y_1\). For very small \(\rho\) the first alternative must hold and by continuity it must continue to hold for all \(\rho \leq 1\). So we conclude that \(M \leq \text{const.}\sqrt{E}\), which establishes the Proposition.

Another result about smooth harmonic maps that can be proved using a similar approach is:

**Proposition 5** There is a constant \(M_0\) such that if the harmonic map \(f\) satisfies a Hölder bound on the unit ball \(B\):

\[|f(x) - f(y)| \leq |x - y|^\alpha\]

then \(|df(x)| \leq M_0D(x)^{-1}\), where \(D(x)\) is the distance to the boundary, as above.

As usual, we can go on to get estimates on all derivatives of \(f\) in the interior depending only on the Hölder bound. To prove this Proposition we define \(M\) and \(x_0\) as above. If \(M \leq 2\) we can take \(M_0 = 2\). If \(M \geq 2\) rescale the ball of radius \(M^{-1}\) centered at \(x_0\) to unit size to get a harmonic map \(\tilde{f}\) on the unit ball \(B\) with

1. \(|\tilde{f}(x) - \tilde{f}(y)| \leq M^{-\alpha}|x - y|^\alpha;\)
2. \(|d\tilde{f}| \leq 2\) on \(B;\)
3. \(|d\tilde{f}(0)| = 1.\)
The harmonic map equation and item (2) give a bound on $|\Delta \tilde{f}|$ over $B$, which gives a $C^{-\alpha}$ bound on $d\tilde{f}$ in the half-sized ball. It then follows from item (3) that for some computable number $\kappa$ we can choose a ray $\{tu\}$ through the origin such that $|\tilde{f}(tu) - \tilde{f}(0)| \geq t/2$ for $t \leq \kappa$. Then item (1) implies that $M \leq 2\alpha \kappa^{1-1/\alpha}$.

The small energy result gives a partial compactness property, extending what we have seen for surfaces in Section 3. Let $M$ and $N$ be compact and let $f_i : M \to N$ be a sequence of harmonic maps with energy bounded by a fixed constant $E_{\text{max}}$. As in Section 2 we can suppose that the energy densities $|df_i|^2$ converge as Radon measures. Now we define

$$\mu_i(x, r) = r^{2-n} \int \chi_{x,r} |df_i|^2,$$

and $\mu(x, r) = \lim_{i \to \infty} \mu_i(x, r)$. We assume that the $\mu_i(x, r)$ are increasing functions of $r$. If $M$ is locally Euclidean this follows from the monotonicity property and in general it will be true up to an unimportant error term. Then $\mu(x, r)$ is increasing and has a limit $\mu(x)$ as $r$ tends to 0. As before, we define the set $S \subset M$ to be the set of points where $\mu(x) \geq \epsilon/2$, for the constant $\epsilon$ in the small energy result, Proposition 4. Just as before we get, after passing to a subsequence, a limiting harmonic map $f : M \setminus S \to N$ and the $f_i$ converge to $f$ in $C^\infty$ on compact subsets of $M \setminus S$. Given a small $\delta > 0$, choose a maximal collection of disjoint $\delta/2$ balls $\{B_\alpha\}$ centred at points $x_\alpha$ of $S$. Let $A$ be the number of balls. Then the $\delta$-balls with the same centres cover $S$ and

$$\int_{B_\alpha} |df_i|^2 \geq (\delta/4)^{n-2} \mu_i(x_\alpha, \delta/4).$$

Since the $B_\alpha$ are disjoint we have

$$E_{\text{max}} \geq \sum_\alpha (\delta/4)^{n-2} \mu_i(x_\alpha, \delta/4),$$

and taking the limit we can replace $\mu_i(x_\alpha, \delta/4)$ by $\mu(x_\alpha, \delta/4)$. But $\mu(x_\alpha, \delta/4) \geq \epsilon/2$ so we get a bound on the number $A$ of balls $B_\alpha$

$$A \leq C \delta^{2-n}$$

with $C = 2^{2n-3}\epsilon^{-1}E_{\text{max}}$. So the set $S$ is covered by at most $C'n^{2-n}$ balls of radius $\delta$. This implies that $S$ has Hausdorff dimension at most $(n - 2)$ and the $(n - 2)$-dimensional Hausdorff measure is bounded by $C$. (In fact we get a stronger statement, that the $(n - 2)$-dimensional “Minkowski content” is finite. This is because the balls in our cover have the same radius $\delta$: in the definition of Hausdorff measure one is allowed to cover by balls of varying radii.)

In sum we have:

**Proposition 6** For $M, N$ compact a sequence of harmonic maps from $M$ to $N$ with a fixed energy bound has a subsequence which converges off a set of Hausdorff codimension at least 2.
4.2 Minimising maps

In the previous subsection we have considered smooth harmonic maps. The thrust of the Schoen and Uhlenbeck paper [41] is different because they consider the much more formidable case of a class of weak solutions in $L^2_1$. These can have singularities, and the great achievement of Schoen and Uhlenbeck was to make these singularities somewhat tractable.

More precisely, for $N$ embedded in the Euclidean space $V$, let $L^2_1(M, N)$ be the set of maps $f: M \to V$ which are in $L^2_1$ in the usual sense and which map almost all points of $M$ to $N$. (Of course, for dim $M > 1$, such a map $f$ is only defined almost everywhere.) The energy functional is defined on these maps and $f$ is called a weak solution if the first variation of the energy vanishes, which is equivalent to $f$ being a weak solution of the equation (9). This notion makes sense because the nonlinear term $A_f(df, df)$ is in $L^1$. These weak solutions can be bizarre: there are examples which are not continuous at any point of $M$ [38]. Schoen and Uhlenbeck showed that if one restricts to the class of energy minimising maps the situation is much better. For our discussion, we could take the definition of energy minimising to be that there is some $\rho > 0$ such that for all balls $B_\rho \subset M$ if $g \in L^2_1(M, N)$ is equal to $f$ outside $B_\rho$ then $E(g) \geq E(f)$. (Any smooth harmonic map is energy-minimising in this sense.) In fact, in [41] Schoen and Uhlenbeck consider a more general class of equations, adding a perturbation term to the energy, and in [42] they extend the theory to the Dirichlet problem on a manifold $M$ with boundary.

The foundation of the Schoen-Uhlenbeck work is to establish versions of monotonicity and the small energy property for energy-minimising harmonic maps. In the end the statements are essentially the same as for the smooth case but the proofs are different because many of the constructions discussed above do not make sense in this wider class.

For our discussion we assume that $M$ is locally Euclidean, so by scaling we may regard $f$ as being defined on the unit ball $B$ in $\mathbb{R}^n$ and we can assume that any variation supported in $B$ increases energy. The Schoen-Uhlenbeck proof of monotonicity proceeds as follows. Suppose that the restriction of $f$ to the unit sphere $S^{n-1} = \partial B$ is also in $L^2_1$ and define a map $g$ to be equal to $f$ outside $B$ and by $g(x) = f(\frac{x}{|x|})$ for $|x| \leq 1$. Of course $g$ is not defined at the origin but when $n > 2$ it is an $L^2_1$ map. Simple calculus gives

$$\int_B |dg|^2 = \int_{S^{n-1}} |d_{S^{n-1}}g|^2 2 \int_0^1 r^{n-3} dr = (n-2)^{-1} \int_{S^{n-1}} |d_{S^{n-1}}g|^2.$$ 

Here the notation $d_{S^{n-1}}$ refers to the derivative of the restriction of the map to the sphere. The energy-minimising property gives

$$(n-2) \int_B |df|^2 \leq \int_{S^{n-1}} |df|^2 - \int_{S^{n-1}} |\nabla f|^2.$$ 

(Notice that the term involving the radial derivative enters with a different factor compared with (24), but this will not matter.) Let $E(r)$ be the energy of
f on the ball \( B_r \). Then \( E(r) \) is an increasing function of \( r \) and so differentiable at almost all \( r \). Similarly for almost all \( r \) the restriction of \( |df|^2 \) to the boundary of the ball \( B_r \) is in \( L^2 \) and at such values of \( r \)

\[
E'(r) = \int_{\partial B_r} |df|^2.
\]

For such \( r \) we can apply the preceding discussion for the unit ball, after rescaling, and we obtain the inequality

\[
(n-2)E(r) \leq rE'(r).
\]

As before, this is the monotonicity statement that the normalised energy \( \hat{E}(r) = r^{2-n}E(r) \) is increasing. Moreover we have, for \( r_1 < r_2 \),

\[
\hat{E}(r_1) \leq \hat{E}(r_2) - \int_{r_1 < r < r_2} r^2|\nabla_r f|^2
\]  

(25)

The work of Schoen and Uhlenbeck develops an important analogy between the theories of harmonic maps and of minimal submanifolds, and more general volume-minimising sets. The analogue of the argument above in the latter case, for a \( d \)-dimensional volume-minimising set \( X \subset \mathbb{R}^m \) and a point \( x \) in \( X \), is to consider, for small \( r \), the intersection \( Y_r \) of \( X \) with the sphere of radius \( r \) centred at \( x \). Let \( CY_r \) be the cone over \( Y_r \) with vertex at \( x \) and let \( X_r \) be the set obtained by removing the intersection \( X \cap B_{x,r} \) from \( X \) and replacing it with the cone \( CY_r \). Comparing \( X_r \) with \( X \), the volume-minimising property shows that

\[
\text{Vol}(X \cap B_{x,r}) \leq \text{Vol}(CY_r)
\]

and this leads to the monotonicity of the normalised volumes \( r^{-d}\text{Vol}(B_{x,r} \cap X) \) with respect to \( r \), for fixed \( x \).

The Schoen-Uhlenbeck proof of the small energy result for energy-minimising maps is more involved and we will outline it in subsection 4.3 below. But before that we discuss the general structural results and overall picture which Schoen and Uhlenbeck obtained. The first consequence is that a minimising map \( f \) is smooth outside a closed singular set \( \Sigma \) with \( \dim \Sigma < n-2 \). For example when \( n = 2 \) this says that \( \Sigma \) is empty, which is immediate from the small energy result. For \( n > 2 \) it is proved by a covering argument similar to the one we described above for Proposition 6. A refined result is

**Theorem 5**

- \( \dim \Sigma \leq n-3 \).

- Suppose that for some \( k \geq 2 \) and for all \( \nu \) with \( 2 \leq \nu \leq k \) there is no smooth minimising harmonic map from the sphere \( S^\nu \) to \( N \). Then \( \dim \Sigma \leq n-k-2 \).

In the second item here, if \( k = n-1 \) then the statement is that \( \Sigma \) is empty, so the map is smooth.

The proofs of these refined results depend on the important notion of a “tangent map”, introduced by Schoen and Uhlenbeck. This is analogous to the notion of a tangent cone in submanifold geometry. Suppose for simplicity that
the domain $M$ of the minimising map $f$ is the unit ball in $\mathbf{R}^n$ and for $\lambda > 1$ let $f^\lambda$ be the composite of $f$ with the scaling map; so $f^\lambda : \lambda B \to N$. Take any sequence $\lambda_i \to \infty$, so for any compact set $K \subset \mathbf{R}^n$ the map $f^{\lambda_i}$ is defined over $K$ for large enough $i$. Monotonicity implies that the energies of the $f^{\lambda_i}$ are bounded on compact sets so, possibly passing to a subsequence, there is a weak $L^2_{1, \text{loc}}$ limit $f_\infty$. The inequality (25) implies that $f_\infty$ is radially homogeneous in that $\nabla_rf_\infty = 0$ almost everywhere. Such a map is called a tangent map to $f$ at 0.

Uniqueness of the tangent map, i.e. that one gets the same limit for any sequence of scalings, is a major question in general—there are examples [68] where it is not unique— but is not directly relevant to the discussion here. The main difficulties are that the convergence obtained is only in the weak topology and that it is not clear that the limit will again be minimising. Much of the work in the paper of Schoen and Uhlenbeck goes into overcoming these difficulties. They show that the convergence can be improved to $L^2_{1, \text{loc}}$ and that, at least in certain restricted situations, the limit is minimising. Glossing over many details, we illustrate the argument for the case when $n = 3$. Then the statement (1) of Theorem 5 can be improved to the statement that $\Sigma$ is a discrete set. To see this, let $p$ be a singular point and consider a tangent map at $p$. By radial homogeneity, this is equivalent to a map $g : S^2 \to N$. Schoen and Uhlenbeck show that $g$ is minimising, so the singular set is empty by the previous discussion in dimension $n = 2$. Thus the tangent map $f_\infty$ has an isolated singularity at the origin and this implies that the singularity $p$ of $f$ is isolated. For another illustration of the argument, consider the case when there are no minimising harmonic maps $S^\nu \to N$ for $2 \leq \nu \leq n - 1$. Suppose there were a singular point $p$ of $f$. From the tangent map we get a map $g : S^{n-1} \to N$. Assume for simplicity that that this is minimising. The hypothesis implies that $g$ cannot be smooth, so we can go a singular point of $g$ in $S^{n-1}$ and take a second tangent map there. This gives a map from $S^{n-2}$ to $N$ and the hypothesis implies that this cannot be smooth, so we can a tangent map at a singular point. Continuing in this way, with these iterated tangent maps, we get a contradiction to the existence of $p$, so the original map is smooth.

4.3 Small energy

In this subsection we outline the Schoen and Uhlenbeck proof of the small energy result.

First, it was established before that a Hölder continuous weak harmonic map is smooth [24]. (This is similar to Proposition 5 in that a posteriori the estimate in that Proposition holds, but of course the proof is much harder.) Next, it suffices to get a bound for the growth of the normalised energy function. Morrey’s Lemma states that if a function $g$ on $\mathbf{R}^n$ with weak derivative in $L^1$ satisfies an estimate:

$$r^{-n}\int_{B_{x,r}} |dg| \leq C r^{-\beta},$$
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for all balls $B_{x,r}$ then $g$ is in $C^{1-\beta}$. For our map $f$

$$\left( \int_{B_{x,r}} |df| \right)^2 \leq \int_{B_{x,r}} |df|^2 \text{Vol } B_{x,r},$$

so if the normalised energy on all $B_{x,r}$ is less than $C r^\alpha$ then $f$ is in $C^{\alpha/2}$.

The essential statement in Schoen and Uhlenbeck's proof of the small energy result is then:

**Theorem 6** There is an $\epsilon_0 > 0$ and $\theta_0 \in (0,1)$ such that if $f : B \to N$ is an energy minimising map with normalised energy less than $\epsilon_0$ on all interior balls then

$$\hat{E}(\theta_0) \leq \frac{1}{2} \hat{E}(1) = \frac{1}{2} E$$

(The factor $\frac{1}{2}$ here could be replaced by any fixed number in $(0,1)$.)

Given this, it follows from an elementary argument (similar to that in subsection 2.3 above) that $\hat{E}(r) \leq C r^\alpha$ for a suitable $\alpha$, depending on $\theta$.

The proof by Schoen and Uhlenbeck of Theorem 6 involves the choice of four parameters $\theta_0, \theta, \tau, h$. Here $\theta_0$ will be as in the statement of the Theorem, and we will choose $\theta_0 < \frac{1}{8}$ say. The parameter $\theta$ will be chosen in the interval $[\theta_0, 2\theta_0]$. The parameter $\tau$ will be much smaller than $\theta_0$. Given $\theta, \tau$ we write $A$ for the annulus $A = \{ x : \theta \leq |x| \leq \theta + \tau \}$. The idea is to construct a comparison map $\tilde{f} : B \to N$ such that $\tilde{f}(x) = f(x)$ for $|x| \geq \theta + \tau$. Then the minimising property of $f$ gives

$$\int_{B_\theta} |df|^2 \leq I + II \tag{26}$$

where

$$I = \int_{B_\theta} |d\tilde{f}|^2, \quad II = \int_A |d\tilde{f}|^2.$$

and the task will be to bound these terms $I$ and $II$.

We write $E$ for the energy of $f$ on the unit ball $B$, so $E \leq \epsilon_0$, and we use the convention that $c$ is a constant which changes from line to line. We also fix a tubular neighbourhood $\Omega \subset V$ of $N$ in $V$ and let $\pi : \Omega \to N$ be the standard projection.

The construction of $\tilde{f}$ goes through three other maps $f_1, f_2, f_3$ and depends on the parameter $h > 0$, which is a small smoothing parameter.

**The map $f_1$**

The map $f_1 : B \to V$ is the smooth map obtained as a standard mollification of $f$ by convolution with a function supported in the ball of radius $h$. (More precisely, $f_1$ will be defined on a slightly smaller ball than $B_1$ but this does not matter.) Thus if $\phi$ is positive function on $V$ with integral 1 and supported in the unit ball:

$$f_1(x) = h^{-n} \int \phi(h^{-1}(x-y)) f(y)dy = \int \phi(z) f(x-hz)dz,$$
where the two formulae are related by the change of variable \( y = x - hz \).

**The map \( f_2 \)**

The map \( f_1 \) does not map into \( N \) and the distance between \( f_1(x) \) and \( f(x) \) need not be small \emph{a priori}. But we will see that we can arrange, by choosing \( \epsilon_0 \) small, that \( f_1 \) maps into the tubular neighbourhood \( \Omega \). Then we define \( f_2 = \pi \circ f_1 : B \to N \).

**The map \( f_3 \)**

We modify the smoothing construction of \( f_1 \) to make a new map \( f_3 : B \to V \) equal to \( f \) outside \( B_{\theta + \tau} \) and to \( f_2 \) in \( B_{\theta} \). Let \( \eta \) be a function on \( B \) equal to the constant \( h \) on \( B_{\theta} \) and to 0 outside \( B_{\theta + \tau} \) and set

\[
    f_3(x) = \int \phi(z)f(x - \eta(x)z)dz.
\]

We will arrange that \( f_3 \) maps into the neighbourhood \( \Omega \) and we define \( \tilde{f} = \pi \circ f_3 \).

**Bounds on the convolution**

The first business is to arrange that \( f_1 \) and \( f_3 \) map into the tubular neighbourhood \( \Omega \) of \( N \). This is a crucial insight in the Schoen and Uhlenbeck proof and depends on the following lemma.

**Lemma 1** For \( \phi \) as above there is a constant \( C \) such that all functions \( g \) on the unit ball \( B \) with

\[
    \int_B \phi(y)g(y) = 0
\]

satisfy \( \|g\|_{L^2} \leq C\|dg\|_{L^2} \).

If \( \phi \) were replaced by a constant this becomes the Poincaré Lemma. The proof of the generalisation is straightforward. An immediate consequence is that for any function \( g \) on \( B \)

\[
    \|g - g_*\|_{L^2} \leq C\|dg\|_{L^2}
\]

where \( g_* \) is the constant function equal to

\[
    g_* = \int_B \phi(y)g(y)dy.
\]

In particular there is some \( y \) in \( B \) such that

\[
    |g(y) - g_*| \leq \frac{C}{\sqrt{\text{Vol}B}}\|dg\|_{L^2}.
\]

Now consider \( x_0 \in B \) and apply this to \( g(y) = f(x_0 - hy) \) so \( g_* = f_1(x_0) \). We have

\[
    \|dg\|_{L^2}^2 = h^{2-n} \int_{|x-x_0| \leq h} |df|^2 \leq \epsilon_0.
\]

We deduce that there is some \( x \) with \( |x - x_0| \leq h \) such that \( |f(x) - f_1(x_0)| \leq c \epsilon_0^{1/2} \). So \( f_1 \) maps into the \( c \epsilon_0^{1/2} \) neighbourhood of \( N \). This argument also applies to the map \( f_3 \), because \( x_0 \) is fixed.
The standard convolution formula shows that \( \|df_1\|_{L^2}^2 \leq \|df\|_{L^2}^2 = E \). We also have a pointwise bound

\[
|df_1| \leq c \epsilon_0^{1/2} h^{-1},
\]

which follows easily from the bound on the normalised energy.

**The term I**

By construction

\[
I = \int_{B_{\theta}} |df_1|^2.
\]

Composition with the projection \( \pi \) can increase the norm of the derivative by at most a small factor so it suffices to bound the integral of \( |df_1|^2 \) over \( B_{\theta} \). We need a better bound than that given by (27). To achieve this, Schoen and Uhlenbeck consider the harmonic function \( v \) on the ball \( B_\frac{1}{2} \) with the same boundary values as \( f_1 \). Then \( v \) minimises the Dirichlet energy over all functions with these boundary values so

\[
\int_{B_{1/2}} |dv|^2 \leq \int_{B_{1/2}} |df_1|^2 \leq E.
\]

Standard theory promotes this to a pointwise bound on the interior ball \( B_{\theta} \subset B_\frac{1}{2} \subset B_1 \) so

\[
\int_{B_{\theta}} |dv|^2 \leq cE \text{ Vol } B_{\theta} = cE \theta^n.
\]

Now write \( w = f_1 - v \), so \( \Delta w = \Delta f_1 \). Recall that \( f_1 \) is the convolution \( \phi_h \ast f \) of \( f \) with a function \( \phi_h \) of \( L^1 \) norm 1. The Laplace operator \( \Delta \) on \( \mathbb{R}^n \) commutes with convolution so

\[
\Delta f_1 = \phi_h \ast (\Delta f) = \phi_h \ast (A(df, df)),
\]

and hence

\[
\|\Delta f_1\|_{L^1} \leq \|\phi_h\|_{L^\infty} \|A(df, df)\|_{L^1} = \|A(df, df)\|_{L^1}.
\]

Clearly \( \|A(df, df)\|_{L^1} \leq cE \) so we get

\[
\|\Delta w\|_{L^1} \leq cE.
\]

Hence

\[
\int_{B_{\frac{1}{2}}} |dw|^2 = \int_{B_{\frac{1}{2}}} (w, \Delta w) \leq cE \sup_{B_{1/2}} |w|.
\]

The bound (27) and maximum principle considerations imply that \( |w| \leq c \epsilon_0^{1/2} h^{-1} \) on \( B_{\frac{1}{2}} \). So we conclude that

\[
\int_{B_{\theta}} |dw|^2 \leq \int_{B_{\frac{1}{2}}} |dw|^2 \leq c \epsilon_0 h^{-1} E.
\]
Combined with (28) this gives a bound on the $L^2$ norm of $df_1$ and hence of $\tilde{f}$ over $B_0$:

$$I = \int_{B_0} |d\tilde{f}|^2 \leq c(\epsilon_0 h^{-1} + \theta^n) E.$$  

(29)

The term II

As before, it suffices to work with $f_3$. Recall that $A$ is the annulus $\theta \leq |x| \leq \theta + \tau$. Let $A_+$ be the $h$ neighbourhood of $A$, so the maps $f_3$ and $\tilde{f}$ on $A$ are determined by the restriction of $f$ to $A_+$.

**Lemma 2** Suppose that the derivative of $\eta$ is bounded by $|d\eta| \leq k$. Then

$$\int_A |df_3|^2 \leq c(1 + k)^2 \int_{A_+} |df|^2.$$ 

We have

$$f_3(x) = \int \phi(y) f(x - \eta(x) y) dy.$$ 

When we differentiate with respect to $x$ we get a term from the derivative of $\eta$, which is bounded by $k$. This gives

$$|df_3(x)| \leq (1 + k) \int \phi(y) |df|(x - \eta(x) y) dy.$$ 

A quick route from here is to use the theory of the maximal function. For points $x$ where $\eta(x) > 0$

$$|df_3(x)| \leq (1 + k) \int_{|y| \leq 1} |df|(x - \eta(x) y) dy \leq (1 + k) \eta(x)^{-n} \int_{B_{x,\eta(x)}} |df| \leq (1 + k) M(|df|),$$

where $M(|df|)$ is the maximal function of $|df|$. Then

$$\|df_3\|_{L^2} \leq c(1 + k) \|M(|df|)\|_{L^2} \leq c(1 + k) \|df\|_{L^2},$$

and the Lemma follows. (Schoen and Uhlenbeck give a direct calculus proof of this Lemma.)

As before, the projection $\pi$ only changes the energy by small amount, so Lemma 2 implies that, if we choose $\eta$ so that $|d\eta| \leq 1$, we have

$$II = \int_A |d\tilde{f}|^2 \leq c \int_{A_+} |df|^2.$$ 

The right hand side here is bounded by $cE$ but this does not suffice since the constant $c$ could be large. To overcome this Schoen and Uhlenbeck bring in another idea: the choice of $\theta$. The condition that $|d\eta| \leq 1$ implies that $h$ cannot be more than the annulus thickness $\tau$. Let us now fix $h = \tau/2$ say. So $A_+$ is an annulus of thickness $5\tau$. Recall that $\tau$ is to be much smaller than $\theta_0$. There are
approximately $Q = \theta_0/5\tau$ disjoint annuli of the form $A_+$ for different values of $\theta$ in $[\theta_0, 2\theta_0]$. So we can make a choice of one of these such that

$$\int_{A_+} |df|^2 \leq E/Q \leq cE\tau/\theta_0.$$  

Making this choice, combining with the bound (29) for the term I and setting $h = \tau/2$ we get

$$I + II \leq c(\epsilon_0/\tau + \theta_0^n + \tau/\theta_0)E,$$

(By adjusting constants it does not matter if we write $\theta$ or $\theta_0$ here since $\theta_0 < \theta < 2\theta_0$.) Then (26) gives a bound on the normalised energy

$$\hat{E}(\theta) \leq c \left( \epsilon_0/(\tau\theta_0^{n-2}) + \theta_0^2 + \tau/\theta_0^{n-1} \right) E.$$  

By making $\theta_0$ small, then $\tau$, then $\epsilon_0$, we get a $\theta \in [\theta_0, 2\theta_0]$ with $\hat{E}(\theta) \leq \frac{1}{2}E$ and by monotonicity $\hat{E}(\theta_0) \leq \frac{1}{2}E$.

### 4.4 Some further developments

The influence of the work of Schoen and Uhlenbeck has been immense and extends in many directions (the paper [41] has 303 citations on MathSciNet at the time of writing). Singularities of the kind which came to the fore in their paper arise in various models in Mathematical Physics, for point singularities in $\mathbb{R}^3$. They also appear in complex algebraic geometry as meromorphic maps (related to the work of Uhlenbeck and Yau that we discuss in subsection 6.1 below). In Hardt’s survey [21] of developments on singularities of harmonic maps in the decade following the Schoen and Uhlenbeck paper he writes “the paper [of Schoen and Uhlenbeck] has many ideas and techniques that have proved to have wide influence in geometric analysis.”

Stationary maps form another important subclass of weak harmonic maps. Such a map is called stationary if the first variation of the energy vanishes for variations induced by 1-parameter families of compactly supported diffeomorphisms of the domain. This includes the minimising maps considered by Schoen and Uhlenbeck but forms a larger class. Many of Schoen and Uhlenbeck’s results were later extended to stationary maps. An important paper [4] on maps with point singularities in $\mathbb{R}^3$, includes examples of tangent maps which are not stationary or minimising. If $f : \mathbb{R}^3 \setminus \{0\}$ is the radial extension of a degree 1 holomorphic (hence harmonic) map $\phi$ from $S^2$ to $S^2$ then $f$ is stationary if and only if $\phi$ is a rotation; otherwise the first variation of the energy under motion of the singularity (with fixed boundary values) does not vanish.

The paper [31] of Naber and Valtorta is one notable more recent development in the study of singularities of harmonic maps. A tangent map from $\mathbb{R}^n$ to $N$ is called $k$-symmetric if it factors through an orthogonal projection $\mathbb{R}^n \to \mathbb{R}^{n-k}$. Given a minimising weakly harmonic map $f$ let $\Sigma_k \subset M$ be the set of points in $x$ such that no tangent map is $(k + 1)$-symmetric. Thus $\Sigma_0 \subset \Sigma_1 \ldots \subset \Sigma$ where $\Sigma$ is the singular set of $f$: the $\Sigma_k$ give a stratification of the singular
set. Schoen and Uhlenbeck’s work, in the proof of Theorem 5 above, shows that $\Sigma_k$ has Hausdorff dimension at most $k$. Naber and Valtorta prove the stronger statement that $\Sigma_k$ is $k$-rectifiable (in fact they show this for stationary maps $f$). They also prove a weak $L^3$ result for minimising maps $f$: \[
abla \{ x \in M : |df| \geq \epsilon^{-1} \} \leq C \epsilon^3.
\]

The ideas and techniques in the analysis of harmonic maps which we have discussed in Section 3 and this Section 4 have been important in other branches of differential geometry and PDE theory. For the latter we just mention the large body of work, for example [5], on bubbling phenomena in critical exponent problems. As we have mentioned, there are close analogues between harmonic maps and minimal submanifold theory. The next two sections of this article will describe analogous in gauge theory. Another area is Riemannian geometry. In the case of 4-dimensional manifolds the $L^2$ norm of the Riemann curvature serves an energy functional which has analogous properties to the harmonic maps energy in dimension 2. Partial compactness results for solutions of the Einstein equations on 4-manifolds satisfying suitable bounds on the volume, diameter and this $L^2$ norm were obtained by Anderson [1] and Nakajima [33]. These results follow a similar pattern to the Sacks-Uhlenbeck theory, with “bubbling” at a finite set of points. The results were extended to metrics on 4-manifolds satisfying various other equations such as extremal Kähler metrics, assuming a bound on the Sobolev constant, by Tian and Viaclovsky [55].

The $L^2$-norm of the Riemann curvature is much less effective in higher dimensions. But for limits of manifolds satisfying Ricci curvature bounds a theory analogous to that of Schoen and Uhlenbeck was developed by Cheeger and Colding [7]. Here the volume ratio of metric balls plays a role analogous to the normalised energy.

5 Gauge Theory

5.1 Background

In the mid-1970’s “gauge theory” or “Yang-Mills theory” entered mathematics as a new subject, propelled by interactions with physics, and this subject became the scene for many of Uhlenbeck’s most prominent achievements.

We begin by reviewing the basic differential geometry. To simplify notation slightly, we will nearly always consider connections on vector bundles, say complex vector bundles, usually with Hermitian metrics on the fibres. For such a bundle $E \to M$ a connection $A$ can be identified with a covariant derivative, a differential operator \[
abla_A : \Omega^0(E) \to \Omega^1(E),
\]
and we will often not distinguish between $A$ and $\nabla A$. In a local trivialisation of $E$ and local coordinates $x_i$ on $M$ the connection is represented by a matrix-valued 1-form $A = \sum A_i dx_i$ and the covariant derivative, thought of as acting on vector-valued functions via the trivialisation, has components

$$\nabla_i A = \frac{\partial}{\partial x_i} + A_i.$$ 

If the trivialisation is unitary then the $A_i$ take values in the skew-adjoint matrices (i.e. in the Lie algebra of the unitary group). The curvature of the connection is a bundle valued 2-form $F_A \in \Omega^2(\text{End}E)$ and if the connection is unitary it lies in $\Omega^2(\text{ad}_E)$, where $\text{ad}_E$ is the bundle of skew-adjoint endomorphisms. In a local trivialisation, as above, the curvature is the operator given by the commutator

$$[\nabla_i A, \nabla_j A] = \frac{\partial A_j}{\partial x_i} - \frac{\partial A_i}{\partial x_j} + [A_i, A_j].$$

Written as a matrix-valued 2-form

$$F = dA + A \wedge A.$$  \hspace{1cm} (30)

A change in local trivialisation is given by a map $g$ to the structure group $U(r)$. This acts on the covariant derivative by conjugation and changes $\nabla A$ to

$$g \nabla_A g^{-1} = \frac{\partial}{\partial x_i} + gA_i g^{-1} - (dg)g^{-1}. \hspace{1cm} (31)$$

For any bundle-valued 1-form $a \in \Omega^1(\text{End}(E))$ the operator $\nabla_A + a$ is again a covariant derivative. We regard the space of connections $A$ as an affine space and we just write the new connection as $A + a$. A slight variant of the preceding discussion is to consider an automorphism $g$ of the bundle $E \to M$ covering the identity on $M$. This acts on covariant derivatives by conjugation and we can write

$$g(A) = A - (dA)g^{-1}. \hspace{1cm} (32)$$

In the same vein the global version of the formula (30) is

$$F(A + a) = F(A) + dAa + a \wedge a. \hspace{1cm} (33)$$

In (32) and (33) $dA$ denotes the coupled exterior derivative defined by the connection (so on bundle valued 0-forms we could write this also as $\nabla_A$).

The Yang-Mills equations (for the structure group $U(r)$) arise from the functional on the space of unitary connections over a Riemannian or pseudo-Riemannian manifold $M$

$$\mathcal{E}(A) = \int_M |F(A)|^2.$$ 

Here $|F|^2$ is computed using the standard norm on skew-adjoint matrices and the quadratic form on 2-forms induced by the Riemannian or pseudo-Riemannian
structure. The Yang-Mills equations are the Euler-Lagrange equations associated to this functional which have the form

\[ d^*_A F_A = 0 \]  

where \( d^*_A \) is the formal adjoint of \( d_A \). This follows from (33) since

\[ \langle F(A + a), F(A + a) \rangle = \langle F(A), F(A) \rangle + 2\langle d_A a, F(A) \rangle + O(a^2), \]

which is

\[ \langle F(A), F(A) \rangle + 2\langle a, d^*_A F(A) \rangle + O(a^2). \]

In the case of a rank 1 bundle, with structure group the circle \( U(1) \), the Yang-Mills equations are linear. When \( M \) is space-time, with the Lorentzian metric, we get Maxwell’s equations for the electromagnetic field, but from henceforth in this article we will consider only Riemannian base manifolds.

In the Riemannian case the functional \( \mathcal{E} \) is a positive “energy” functional. Just as the harmonic maps functional can be thought of loosely as measuring the deviation of a map from a constant so, at least over a simply connected manifold \( M \), the Yang-Mills functional can be thought of measuring the deviation from a product connection. The analogy with harmonic maps has been an important guiding theme in the development of Yang-Mills theory, and one emphasised in Uhlenbeck’s work, as we will see below. The critical dimension for the base manifold \( M \) in the Yang-Mills case is 4, analogous to the critical domain dimension 2 for harmonic map theory. The Yang-Mills functional is conformally invariant in dimension 4. Said in another way, working over a \( \rho \)-ball \( B_\rho \) in \( M = \mathbb{R}^n \), if we rescale the ball to unit size the energy changes by a factor \( \rho^{4-n} \).

Another connection between Yang-Mills theory and harmonic maps comes in the question of “gauge fixing”. The local representation \( A \) of a connection over an open set \( \Omega \subset M \) depends on a choice of bundle trivialisation. By changing the trivialisation we can make \( A \) as “bad” as we like; conversely we would like to choose a good representation for a given connection. A natural way to do this is to seek a “Coulomb gauge” in which \( d^*_A = 0 \). This is traditional in electromagnetic theory. Staying in positive signature, we view a magnetic field \( B \) on \( \mathbb{R}^3 \) as the curvature of a connection on a Hermitian complex line bundle. Transferring to vector-field notation, \( A \) becomes the magnetic potential \( A \) with \( \text{curl} \ A = B \) and the Coulomb gauge condition is \( \text{div} \ A = 0 \). Then \( \Delta A \) is the current \( J = \text{curl} \ B \) and \( A = G * J \) for the Newton potential \( G \). Differentiating, this gives the Biot-Savart formula for the magnetic field generated by a current.

Going back to the general situation, if we start with some arbitrary representation \( A_0 \) of the connection over \( \Omega \subset M \) a representation in Coulomb gauge corresponds to a solution of the equation

\[ d^*(gA_0g^{-1} - dg^{-1}) = 0, \]  

for a map \( g : \Omega \rightarrow U(r) \). This is the Euler-Lagrange equation associated to the functional

\[ \|gA_0g^{-1} - dg^{-1}\|_{L^2}^2. \]
When $A_0 = 0$ this is the harmonic maps energy for the map $g : M_0 \to U(r)$ and the equation (35) is the harmonic map equation. For general $A_0$ we have a deformation of that equation.

5.2 The 1982 papers in Commun. Math. Phys.

The title of this subsection refers to the two papers of Uhlenbeck [58], [59]. Along with work of Taubes from around the same time, such as [51], these papers initiated the study of the analytic and PDE aspects of Yang-Mills theory, to set alongside the developments of that period of a more differential-geometric and algebro-geometric nature.

The paper [59] bears on the gauge-fixing problem indicated at the end of the previous subsection. While the overall aim is to obtain global results, the main work takes place locally, for connections over a ball. There is a simple way to fix a gauge (the “exponential gauge”) for a connection over a ball using parallel transport along rays through the origin. In other words, in polar coordinates the connection form $A$ is determined (up to an overall conjugation) by the condition that it contains no $dr$ component. This is convenient for many purposes but is not well-suited to elliptic analysis. The curvature depends on one derivative of the connection so we would hope, roughly speaking, that we can choose a gauge in which $A$ gains one derivative compared with the curvature. But, for example, an $L^\infty$ bound on the curvature gives only an $L^\infty$ bound on the connection form in an exponential gauge, it does not control the derivatives. Similarly, the Yang-Mills equations for $A$ are not elliptic in exponential gauge. On the other hand, if the Coulomb gauge condition $d^* A = 0$ is satisfied then, in Sobolev spaces, the leading term $dA$ in the curvature does control roughly speaking one more derivative of $A$ and the Yang-Mills equations are elliptic. There is a parallel discussion in Riemannian geometry, with the traditional geodesic coordinates compared with harmonic coordinates. In the latter the Einstein equations for the metric tensor are elliptic.

The central result of [59] is a “small energy” theorem.

**Theorem 7** For $p > 1$ there are $\epsilon, C > 0$ such that if $A$ is a connection over $B^n$ with $\|F\|_{L^{n/2}} \leq \epsilon$ then there is local trivialisation in which the connection form $A$ has the following properties:

1. $d^* A = 0$,
2. On the boundary, the contraction of $A$ by the normal vector vanishes,
3. $\|A\|_{p,1} \leq C\|F\|_{L^p}$

Thus the curvature does control one more derivative of the connection form in this $L^p$ sense. Uhlenbeck proves a stronger statement, for connections which are only in $L^p$ (for $p \geq n/2$) but in our discussion we work with smooth connections, which makes things a bit simpler. Also, to simplify notation we write the proof for the case $n = 4$. 
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Uhlenbeck uses a continuity argument to establish this result. The estimates are another instance of what we are calling “critical quadratic rearrangement”, as in the proof of Theorem 3 for harmonic maps. For \( \rho \in [0, 1] \) let \( A_\rho \) be the connection over the unit ball obtained by pulling back the restriction of \( A \) to the \( \rho \) ball by the dilation map. Then the scaling behaviour of the \( L^2 \) norm on 2-forms in dimension 4 shows that \( \| F(A_\rho) \|_{L^2} \leq \| F(A) \|_{L^2} \), so we have a path of connections joining \( A \) to the trivial connection, all with \( \| F \|_{L^2} \leq \epsilon \). The strategy is to construct a corresponding path \( A_\rho \) satisfying the conditions in the statement. To set this up we consider a variant of the third condition in Theorem 7 (for \( p = 2 \)), depending on a small number \( \eta \) to be chosen below. The variant is

\[
\| A \|_{L^2} < \eta,
\]

which is an open condition.

Suppose that for some \( \rho \) we have a \( A_\rho \) satisfying (1),(2) of Theorem 7 and \((3')\), and just write \( A_\rho = A \). The boundary condition is elliptic for the operator \( d^* \oplus d \) and if \( a \) is a 1-form satisfying the boundary condition in (2) of Theorem 7 and \( d^* a = da = 0 \) then \( a = 0 \). (For we can write \( a = df \) and then \( f \) satisfies the Laplace equation with Neumann boundary conditions and hence is constant, so \( a = 0 \).) Then elliptic theory gives estimates

\[
\| A \|_{L^p} \leq K_p \| dA \|_{L^p}.
\]

For \( p < 4 \) the Sobolev embedding \( L^p \rightarrow L^q \) with \( q = 4p/(4 - p) \) combined with (36) tells us that

\[
\| A \|_{L^q} \leq K'_p \| dA \|_{L^p}.
\]

Now the formula \( dA = F - A \wedge A \) leads to

\[
\| A \|_{L^p} \leq c_1 \| F \|_{L^p} + c_2 \| A \|_{L^1} \| A \|_{L^2},
\]

where we have used Hölder’s inequality, exploiting the fact that \( 1/p = 1/q + 2 \).

Now for the crucial step take \( p = 2 \). Then (37) gives

\[
\| A \|_{L^2} \leq c_3 \| F \|_{L^2} + c_4 \| A \|_{L^2}^2.
\]

Thus if \( \eta \) is chosen so that \( c_4 \eta < \frac{1}{2} \), say, we get \( \| A \|_{L^2} \leq C \| F \|_{L^2} \) with \( C = 2c_3 \). In other words (1),(2) and \((3')\) imply \( (3) \). Now choose \( \epsilon < \eta/2C \) so that condition \((3)\) implies \((3')\). Going back to (37) and applying the same rearrangement argument for the quadratic term we get \( L^p \) bounds on \( A \) for all \( p < 4 \) (provided \( \epsilon \) is chosen suitably small). A similar argument works for \( p \geq 4 \). Note that we are not supposing that the curvature is small in \( L^p \) for \( p > 2 \), so \( A \) could be large in \( L^p \), but we have some bound. Similarly, if we want to stay in the smooth category, we can estimate higher derivatives. Then it is straightforward to show that the set of \( \rho \in [0, 1] \) for which a solution exists is closed. The point is that the open condition \((3')\) cannot be violated in taking a limit because it is implied by the closed condition \((3)\). (In this case of dimension 38.
\( n = 4 \) it is not essential to invoke \( L^p \) theory for \( p \neq 2 \) to prove the main result; the proof can be done in Sobolev spaces \( L^2 \), as in \([16]\).

The openness part of the continuity proof uses, as usual, the implicit function theorem. Condition (3’) is open by its nature so we just have to deform the solution to the equations (1), (2). This requires some technical work to set up due to the boundary condition. At a solution \( A = A' \), the linearised equation for a matrix valued function \( \psi \) is

\[
d^*(d\psi + [A, \psi]) = \sigma,
\]

with Neumann boundary condition and where the integral of the given \( \sigma \) is zero. The operator on the left hand side can be written as \( \Delta \psi + \{A, d\psi\} \) where \( \{\ , \} \) combines the inner product on 1-forms with the matrix bracket. This is treated as a deformation of the ordinary Poisson equation with Neumann boundary conditions. Sobolev estimates similar to those used above show that the linearised equation is soluble and the implicit function theorem can be applied.

The global result in Uhlenbeck’s paper \([59]\) concerns the “subcritical” case, with an \( L^p \) bound on the curvature for \( p > n/2 \).

**Theorem 8** Let \( A_i \) be a sequence of unitary connections on a bundle \( E \) over a compact Riemannian \( n \)-manifold \( M \) satisfying a bound \( \|F(A_i)\|_{L^p} \leq C \) for some \( p > n/2 \). There is a subsequence \( \{i'\} \) and bundle automorphisms \( g_{i'} \) such that the transformed connections \( g_{i'}(A_{i'}) \) converge weakly in \( L^p \) to an \( L^p \) limit \( A_\infty \).

This is a relatively elementary consequence of Theorem 7. First, the scaling behaviour of the \( L^p \) norm means that there is an \( r_0 \) such that if the restriction of \( A_i \) to any \( r_0 \)-ball in \( M \) is pulled back to the unit ball \( B \subset \mathbb{R}^n \) via geodesic coordinates then the pulled back connection satisfies the small-curvature hypothesis of Theorem 7. Cover the manifold \( M \) by a finite collection of such small balls. Then after passing to a subsequence and applying a sequence of gauge transformations over each ball we can suppose that the connections converge weakly in \( L^p \) over the ball. The problem is to convert this local convergence to the global result.

It is convenient to take a different point of view here and consider a bundle-with-connection over a manifold \( M \) presented by the data

- an open cover \( M = \bigcup U_\alpha \);
- on each overlap \( U_\alpha \cap U_\beta \) a transition function \( g^{\alpha\beta} \), taking values in the unitary group, such that \( g^{\alpha\gamma} = g^{\alpha\beta} g^{\beta\gamma} \) on \( U_\alpha \cap U_\beta \cap U_\gamma \);
- on each \( U_\alpha \) a connection form \( A_\alpha \), such that

\[
dg_{\alpha\beta} = g^{\alpha\beta} A_\alpha - A_\beta g^{\alpha\beta}
\]

on \( U_\alpha \cap U_\beta \).
Now suppose that we have a sequence of such data (for a fixed cover) \( g_{i\alpha\beta} A_i \) and that the \( A_i^\alpha \) converge over \( U_\alpha \) to \( A_\infty^\alpha \). For the moment let us suppose that this is \( C^\infty \) convergence. Since the unitary group is compact the formula (38) implies that the derivatives \( dg_{i\alpha\beta} \) are bounded, so there is a subsequence \( \{i'\} \) such that the \( g_{i'\alpha\beta} \) converge in \( C^0 \) on compact subsets of \( U_\alpha \cap U_\beta \). Differentiating (38) shows that this convergence is in \( C^\infty \) on compact subsets. We can slightly shrink the \( U_\alpha \) so, without loss of generality, we can suppose that the \( g_{i\alpha\beta} \) converge in \( C^\infty \) on \( U_\alpha \cap U_\beta \) to a limit \( g_{\infty\alpha\beta} \). This system of data \( (g_{\infty\alpha\beta}, A_\infty^\alpha) \) satisfies all the conditions to define a bundle-with-connection. Let \( E_i \) be the bundle defined by the transition functions \( g_{i\alpha\beta} \), for \( i \) finite or infinite, and \( A_i \) the connection on \( E_i \).

What we want to show is that for large enough \( i \) there is a bundle isomorphism \( h_i : E_\infty \to E_i \) such that the pull-backs \( h_i^*(A_i) \) converge to \( A_\infty \). This boils down to the problem of choosing \( U(r) \)-valued functions \( h_i^\alpha \) on possibly slightly smaller sets \( U'_\alpha \) (which still cover) such that

\[
h_i^\alpha g_{i\alpha\beta} = g_{\infty\alpha\beta} h_i^\beta
\]

on the intersections, and with \( h_{i\alpha} \to 1 \) as \( i \to \infty \).

By an induction argument it suffices to treat the case when the cover is by two open sets \( M = U_\alpha \cup U_\beta \). We choose \( h_\beta = 1 \) so the condition to solve is

\[
h_i = g_\infty g_i^{-1},
\]

where we write \( h = h_\alpha, g_i = g_{i\alpha\beta}, g_\infty = g_{\infty\alpha\beta} \). Now \( g_i \to g_\infty \) in \( C^0 \) so for \( i \) large \( g_\infty g_i^{-1} \) takes values in a small neighbourhood of the identity in \( U(r) \) and we can write

\[
g_\infty g_i^{-1} = \exp(L_i),
\]

for a matrix-values function \( L_i \) on \( U_\alpha \cap U_\beta \). We take a suitable shrunken cover \( U'_\alpha \cup U'_\beta \) and a cut-off function \( \chi \) so that \( \chi L_i \) is equal to \( L_i \) on \( U'_\alpha \cap U'_\beta \) and \( \chi L_i \) can be extended smoothly by 0 over \( U'_\alpha \). Then we can take \( h_i = \exp(\chi L_i) \) and clearly \( h_i \to 1 \) as \( i \to \infty \).

In the setting of Theorem 8 we do not have \( C^\infty \) convergence of the connection forms \( A_i^\alpha \) but only weak \( L^p \) convergence. However this implies weak \( L^p \) convergence of the \( g_i^{\alpha\beta} \) (after taking a subsequence) which implies \( C^0 \) convergence, since evaluation at a point is bounded on \( L^p \) when \( p > n/2 \). Then the whole argument goes through unchanged. This is the crucial point where the condition \( p > n/2 \) is required.

We now turn to the other *Commun. Math. Phys.* paper [58]. The main result is the removability of point singularities:

**Theorem 9** A Yang-Mills connection over the punctured ball \( B^4 \setminus \{0\} \) with curvature in \( L^2 \) extends to a smooth Yang-Mills connection over \( B^4 \).
More precisely, if $A$ is a finite-energy Yang-Mills connection on a bundle $E \to B^4 \setminus \{0\}$ then there is a bundle $\tilde{E} \to B^4$ and an isomorphism $\iota : \tilde{E}|_{B^4 \setminus \{0\}} \to E$ such that $\iota^*(A)$ extends smoothly over the origin.

This is the analogue of Sack’s and Uhlenbeck’s Theorem 4 for harmonic maps of the punctured disc and Uhlenbeck’s strategy of proof is similar. For $r \leq 1$ let

$$\mathcal{E}(r) = \int_{|x| \leq r} |F|^2.$$

The strategy is to derive differential inequalities relating $\mathcal{E}$ and $\frac{d\mathcal{E}}{dr}$.

This paper [58] introduced a number of important techniques and results, on the way to the proof of Theorem 9. One was the use of exponential gauges discussed above, Another was a small energy result:

**Theorem 10** There are $\epsilon, C > 0$ such if $A$ is a Yang-Mills connection over the unit ball $B \subset \mathbb{R}^4$ with energy $\mathcal{E}$ less than $\epsilon$ then $|F|^2 \leq C \mathcal{E}$ on $B^1_\epsilon$.

Again, this is the analogue of what we discussed for harmonic maps. It can be proved using Theorem 7 above to find a Coulomb gauge and then applying elliptic estimates, very much like the argument for Theorem 3. But the proof in [58] is different. It does not require gauge fixing and introduces another important technique. Recall that the Yang-Mills equations are $d^*A F = 0$. The curvature of any connection satisfies the Bianchi identity $d_A F = 0$, so $\Delta_A F = 0$ where $\Delta_A$ is the coupled “Hodge” Laplace operator

$$\Delta_A = -(d_A d^*_A + d^*_A d_A).$$

There is another Laplace-type operator $-\nabla^*_A \nabla_A$ acting on the bundle-valued forms. In a local trivialisation this is

$$\sum \left( \nabla^*_A \nabla_A \right)^2.$$

The two are related by a Weitzenbock formula which, over a flat base manifold, is

$$\Delta_A \phi = \nabla^*_A \nabla_A \phi + [F, \phi],$$

where the pointwise bilinear operation $\{ \cdot, \cdot \}$ combines the bracket on bundle endomorphisms with the map $\Lambda^2 \otimes \Lambda^k \to \Lambda^k$ furnished by the derivative of the action of the orthogonal group on $k$-forms.

The upshot of this differential geometry is that the curvature of a Yang-Mills connection (over a flat base manifold) satisfies the equation

$$\nabla^*_A \nabla_A F = \{F, F\}. \quad (40)$$

One computes that $|[\{F, F\}]| \leq 4|F|^2$ and then (40) leads to a differential inequality for $|F|:

$$\Delta |F| \geq 4 |F|^2. \quad (41)$$
The function $|F|$ may not be smooth at zeros of $F$ but this difficulty can be got
around in standard ways. The exact constant 4 in (41) will not be important
and depends on conventions for defining the norm $|F|$.)

One can then apply the Nash-Moser iteration technique to derive interior
estimates on $f = |F|$ from (41). At the first step, let $\chi$ be a fixed cut-off
function, equal to 1 on the ball of radius $\frac{3}{4}$ say. Then multiplying by $\chi^2 f$
and integrating by parts:

$\int_{B^4} (\nabla (\chi^2 f), \nabla f) \leq 4 \int \chi^2 f^3$.

We have

$(\nabla (\chi^2 f), \nabla f) = |\nabla (\chi f)|^2 - |\nabla \chi|^2 f^2$,

so we get

$\int |\nabla (\chi f)|^2 \leq 4 \int (\chi f)^2 f + \int |\nabla \chi|^2 f^2$.

Invoking the Sobolev embedding $L^2_4 \to L^4$ in dimension four and Hölder’s in-
equality, we see that if the $L^2$ norm of $f$ is sufficiently small we can apply
quadratic rearrangement to get an $L^4$ bound on $\chi f$, hence an $L^4$ bound on $f$
in the $\frac{3}{4}$-ball. The relevant manipulation is again, similar to that in the proof of
Theorem 3. Repeating the process, with a suitable sequence of concentric balls
and cut-off functions and keeping track of the constants, leads to an $L^\infty$ bound
on $f$ in the $\frac{1}{2}$-ball. If one only needs to work with Yang-Mills solutions then it
is usually possible to avoid the use of the sharp Coulomb gauge-fixing result of
[59], using this alternative approach from [58].

Returning to the removal of singularities problem, Uhlenbeck explains in
[58], for a connection over $B^n \setminus \{0\}$, the critical nature of the curvature decay
condition $|F| \leq C |x|^{-2}$. If we take a non-trivial Yang-Mills connection over
$S^{n-1}$ (for example the Levi-Civita connection on the tangent bundle) and pull
it back by radial projection we get a Yang-Mills connection over the punctured
ball whose curvature is exactly $O(|x|^{-2})$. In dimension $n > 4$ this curvature is
in $L^2$ but when $n = 4$ it is in $L^p$ for any $p < 2$ but not in $L^2$. For $n = 4$ the
small energy result, applied to a ball of radius $|x|/2$ centred at a point $x$ leads
to a bound

$|F(x)| = o(|x|^{-2})$ (42)

so we get a little above the critical $O(|x|^{-2})$ threshold but, as in the case of
Theorem 4 for harmonic maps, more is needed. A differential inequality

$(1 - \delta) \mathcal{E} \leq \frac{1}{4r} \frac{d\mathcal{E}}{dr}$

implies that $\mathcal{E} = O(r^{1 - 4\delta})$, which gives $|F| = O(r^{-2\delta})$ and then $F$ is in $L^p$
for $p < 2/\delta$. Uhlenbeck establishes a more complicated inequality

$\left(1 - \omega \mathcal{E}(2r)^{\frac{1}{2}}\right) \mathcal{E}(r) \leq \frac{1}{4r} \frac{d\mathcal{E}}{dr}$, (43)
for a constant $\omega$, from which she is able to deduce that $|F|$ is bounded. Then an exponential gauge produces a bounded connection form, which can be adjusted to satisfy the Coulomb condition, and elliptic regularity shows that the connection extends smoothly over the origin. (See the further discussion in 6.3 below.)

We will not go much further into the details of Uhlenbeck’s proof in [58], partly because we will discuss another proof, of Uhlenbeck and Smith, in 6.3 below. One important idea in the proof of [58] is that on any small annulus the connection is close to flat, in the sense that when the annulus is scaled to standard size the curvature is small, by (42) above. This means that the nonlinear equation can be approximated by its linearisation, provided a suitable gauge is used over the annulus. The construction of these gauges takes up much of the work in the paper. In the case of the Abelian gauge group $U(1)$ we have $F = dA$ and the Yang-Mills equation is $d^* A = 0$. Then over a domain $\Omega$:

$$\int_{\Omega} |F|^2 = \int_{\partial \Omega} A \wedge * F.$$ 

In the general non-Abelian case there is a similar formula with lower order terms, and by estimating these Uhlenbeck obtains the differential inequality (43). The crucial constant 4 in (43) appears as the first eigenvalue of the Laplacian on co-closed 1-forms on $S^3$.

### 5.3 Applications

Much of the original motivation for the removal of singularities theorem was to answer a question raised by physicists. A finite-energy Yang-Mills $U(r)$ connection over $\mathbb{R}^4$ extends smoothly to $S^4$, in particular it has a topological invariant Chern number. In a later paper [60] Uhlenbeck showed that for any finite energy connection the Chern number, defined by integrating the Chern-Weil form, is an integer. This used the full force of Theorem 7, in fact extended to $L^2$ connections.

The results of these two papers of Uhlenbeck were foundational in the development of Yang-Mills theory over Riemannian manifolds of dimension at most 4. In one direction they opened the way to the use of variational methods. In the subcritical case, over manifolds of dimension 2 and 3, the analysis is relatively straightforward. In particular any bundle admits a connection which minimises the Yang-Mills functional. This is an easy consequence of Theorem 8 which implies that there is a minimising sequence which converges in $L^2$ and in these dimensions the bundle theory works in a straightforward way with $L^2$ connections and $L^2$ gauge transformations because $L^2$ maps are continuous. The existence of minimisers is not the end of the story: one would like to go on to relate the Yang-Mills connections to the topology of the space of connections modulo gauge equivalence. There has been a lot of work on this in the case of bundles over surfaces, following Atiyah and Bott, including a paper of Daskalopoulos and Uhlenbeck [11]. Rade (who, like Daskalopoulos, was a PhD
student of Uhlenbeck) obtained complete results about the Yang-Mills gradient flow in these dimensions [37].

The variational theory in dimension 4 is much harder. One early and clear cut result was obtained by Sedlacek (another PhD student of Uhlenbeck) [43]. Let \( G \) be a compact Lie group. A principal \( G \)-bundle \( P \) over a compact oriented 4-manifold is determined by two characteristic classes \( \kappa(P), w(P) \) where \( \kappa(P) \in H^4(X, \pi_3(G)) \) and \( w(P) \in H^2(X, \pi_1(G)) \). For example if \( G = SU(m) \) then \( \kappa \) is the second Chern class and \( w \) is trivial, since \( SU(m) \) is simply connected, while if \( G = SO(m) \) for \( m = 3 \) or \( m \geq 5 \) then \( \kappa \) is a multiple of the first Pontryagin class and \( w \) is the second Stiefel-Whitney class in \( H^2(X; \mathbb{Z}/2) \). Now let \( X \) have a Riemannian metric, so the Yang-Mills equations are defined. Sedlacek’s result is that for any \( P \) there is a Yang-Mills connection on a \( G \)-bundle \( P' \to X \) with \( w(P) = w(P') \). It might happen that \( P' \) is isomorphic to \( P \) but the result allows the possibility that they are different. (This is the Yang-Mills analogue of the fact that for any homotopy class of maps from a surface there is a harmonic map inducing the same homomorphism on fundamental groups, but possibly in a different homotopy class.) To prove this result, Sedlacek considers a minimising sequence \( A_i \) for the Yang-Mills functional on \( P \). A covering argument just like that for Theorem 2 shows that after passing to a subsequence \( i' \), there is a finite subset \( S \subset X \) (possibly empty) such that each point in \( X \setminus S \) is the centre of a ball on which the connections \( A_i' \) satisfy the small energy condition for the Coulomb gauge fixing result, Theorem 7. Then we arrive at a situation like that we considered in the proof of Theorem 8, with a subsequence \( i' \), a cover \( B_\alpha \) of \( X \setminus S \) and connection 1-forms \( A_\alpha \) in Coulomb gauge and with \( L^2_1 \) limits \( A_\infty^\alpha \) and \( L^2_2 \) limits \( g^\alpha_{\beta} \) of the transition functions \( g^\alpha_{\beta} \). Sedlacek shows that these limits \( A_\infty^\alpha \) are weak solutions of the Yang-Mills equations and then, using ellipticity in Coulomb gauge, that they are in fact smooth.

The equation (38), and the cocycle conditions, are preserved in the limit so the smoothness of the \( A_\infty^\alpha \) implies that of the \( g^\alpha_{\beta} \). Thus the limiting data defines a smooth connection \( A_\infty \) on a bundle \( P_\infty \) over \( X \setminus S \). This is a finite-energy Yang-Mills connection so the removal of singularities theorem shows that the bundle and connection extend smoothly over the finite set \( S \) to a connection on a bundle \( P' \). The remaining step is to show that the characteristic classes \( w(P), w(P') \) are equal. The point here is that \( P' \) may not be isomorphic to \( P \) over \( X \). Even over \( X \setminus S \) the \( L^2_2 \) convergence of the transition functions does not give the \( C^0 \) convergence, so the last part of the proof of Theorem 8 does not extend to this situation (although, by algebraic topology, it does turn out in the end that the bundles are isomorphic over \( X \setminus S \)).

Consider for example the case when \( X = \mathbb{CP}^2 \), with its standard metric and orientation, and the gauge group \( G = SU(2) \). If \( P \) is the bundle with \( c_2(P) = 1 \) there is no minimiser of the Yang-Mills functional: a minimising sequence will converge to the flat connection away from a point in \( \mathbb{CP}^2 \), displaying the same
kind of bubbling behaviour that we described for harmonic maps from $T^2$ to $S^2$ in Section 3. If $c_2(P) = -1$ on the other hand then minimisers can be constructed (they are instantons, see below). But there is a non-compact moduli space of these minimisers and we could choose a “bad” minimising sequence exhibiting bubbling over a point.

The variational theory was developed much further in a sequence of papers by Taubes such as [52], [53], relating the solutions to the topology of the space of connections modulo equivalence. We refer to the article [15] for a discussions of those developments.

Perhaps the largest impact of Uhlenbeck’s papers [58], [59] came in the study of the “instanton” solutions to the Yang-Mills equations in 4-dimensions. Instantons, over an oriented, Riemannian 4-manifold $X$ are connections whose curvature is self-dual or anti-self-dual (the two being interchanged by switching orientation). In the analogy between 4-dimensional Yang-Mills theory and harmonic maps of surfaces, these correspond to holomorphic maps to a Kähler (or just almost-Kähler) manifold. The instantons have consequences in 4-manifold topology, analogous to those of the mapping theory in symplectic topology. The analogue of Theorem 2 for sequences of instantons leads to the “Uhlenbeck compactifications” of instanton moduli spaces. These are made up of pairs $([A], D)$ where $[A]$ is the gauge equivalence class of an instanton and $D$ is a formal sum of points $q_j$ of $X$ with multiplicities $\kappa_j$. A sequence of instantons converges to $([A], D)$ if the connections converge on the complement of the points $q_j$ and exhibit “bubbling” over the $q_j$ with $\kappa_j$ units of energy (suitably normalised) concentrating at $q_j$. We refer to the books [16], [19] for detailed accounts of these developments.

6 The Yang-Mills equations in higher dimensions

6.1 Hermitian Yang-Mills connections on stable bundles

Much of the work involving Yang-Mills theory over manifolds of dimension greater than four focuses on manifolds with some extra structure, as opposed to general Riemannian manifolds. One of the most important such developments came in work of Uhlenbeck and Yau [64], establishing the “Kobayashi-Hitchin conjecture” in complex differential geometry.

Let $X$ be a compact Kähler manifold of complex dimension $m$ with Kähler form $\omega$. The forms on $X$ decompose into bi-type and the metric defines a contraction operator $\Lambda : \Omega^{1,1} \rightarrow \Omega^0$. This is just the trace with respect to the metric $\omega$. We recall three identities:

1. For a function $f$: $\Delta f = -2i\Lambda\bar{\partial}\partial f$.

2. For a $(0, 1)$ form $\alpha$: $i\Lambda(\alpha \wedge \bar{\alpha}) = -|\alpha|^2$. 
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3. For a \((1, 1)\) form \(\theta\): 
\[ \theta \wedge \omega^{n-1} = (\Lambda \theta) \omega^m / m = (m - 1)! (\Lambda \theta) \text{vol}. \]

Now consider a unitary connection on a complex vector bundle \(E \to X\). The curvature decomposes into \(F = F^{0,2} + F^{1,1} + F^{2,0}\) and we define \(\hat{F} = i \Lambda F^{1,1}\). So \(\hat{F}\) is a section of the bundle of self-adjoint endomorphisms of \(E\). The connection is called a Hermitian-Yang-Mills connection if \(F^{0,2}\) and \(F^{2,0}\) vanish and

\[
\hat{F} = \mu 1_E, \tag{44}
\]

for a constant \(\mu\). The constant \(\mu\) is determined by topology. By the third item above

\[
(m - 1)! \left(\text{Tr} \hat{F}\right) \text{vol} = i \text{Tr} F \wedge \omega^{m-1},
\]

and by Chern-Weil theory the 2-form \((i/2\pi)\text{Tr} F\) represents the first Chern class \(c_1(E)\). So if a solution to exists we have

\[
\mu = \frac{2\pi}{(m - 1)! \text{Vol} (X)} \frac{\text{deg}(E)}{\text{rank} E},
\]

where the degree \(\text{deg}(E)\) is defined to be the pairing \((c_1(E) \cup \omega^{m-1})[X]\), which is a topological invariant of the bundle \(E \to X\) and the Kähler class \([\omega]\). The ratio \(\text{deg}(E)/\text{rank} E\) is called the slope of the bundle \(E\). Hermitian-Yang-Mills connections are Yang-Mills connections: in fact they are absolute minimisers of the Yang-Mills functional on the given bundle. If \(E\) is the tangent bundle of \(X\) and the connection is the Levi-Civita connection then \(\hat{F}\) is the Ricci tensor, so (44) is related to the Einstein equations and solutions are often called Hermitian-Einstein connections in the literature.

The significance of the condition that the curvature \(F\) has type \((1, 1)\) is that this implies that the connection is compatible with a holomorphic structure on the bundle \(E\). For any connection \(\nabla\) we can write

\[
\nabla = \partial_{\nabla} \oplus \bar{\partial}_{\nabla} : \Omega^0(E) \to \Omega^{1,0}(E) \oplus \Omega^{0,1}(E).
\]

The sheaf of local solutions of the equation \(\bar{\partial}_{\nabla}s = 0\) is a sheaf of modules over the structure sheaf of the complex manifold \(X\): the local holomorphic functions. But when \(\text{dim}_{\mathbb{C}} X > 1\) the equation \(\bar{\partial}_{\nabla}s = 0\) is overdetermined and for a general connection the only solution will be \(s = 0\). The condition \(F^{0,2} = 0\) is the integrability condition for this equation, which implies the existence of solutions generating the bundle \(E\), thus defining a holomorphic structure on the bundle. For a unitary connection the component \(F^{2,0}\) is \(-(F^{0,2})^*\) so the vanishing of one implies the same for the other.

We have then the existence question: given a holomorphic bundle \(E\) does it admit a compatible Hermitian-Yang-Mills connection? The Kobayashi-Hitchin conjecture, formulated independently by Kobayashi and Hitchin around 1980, is that such a connection exists if and only if \(E\) is a direct sum of stable holomorphic bundles of equal slope. The notion of stability here was introduced before by algebraic geometers in the context of moduli problems. A holomorphic bundle
of $V$ is defined to be stable if every non-trivial coherent subsheaf $S$ of rank less than rank $V$ satisfies the condition

$$\text{slope}(S) < \text{slope}(V). \quad (45)$$

(By general theory, such a subsheaf is given by a proper subbundle of $V$ outside a singular set of complex codimension 2 or more, so the first Chern class of $S$ is defined in $H^2(X)$.)

Part of the evidence for this conjecture came from results of Narasimhan and Seshadri from the 1960’s which covers the case when $X$ is a complex curve. The fact that the existence of a Hermitian-Yang-Mills connection implies that the bundle is a sum of stable bundles is relatively straightforward and was proved by Kobayashi [27]. In this subsection we discuss Uhlenbeck and Yau’s proof of the existence result, for general Kahler manifolds $(X, \omega)$. The essential statement can be put in the form:

**Theorem 11** If a holomorphic bundle $E$ does not admit a Hermitian-Yang-Mills connection then there is a subsheaf $S$, as above, with slope $S \geq \text{slope}(V)$.

There are two ways of setting up differential geometry on holomorphic vector bundles. In one—which is the traditional point of view in complex differential geometry—one has a fixed holomorphic bundle and varies the Hermitian metric. A metric defines a unique compatible connection (often called the “Chern connection”). In the other, we fix the metric $(\ , \ )$ on a $C^\infty$ bundle $E$ and vary the connection. Let $\n_0$ be some unitary reference connection and write $\n = \partial + \overline{\partial}$. If $g$ is any automorphism of $E$, not necessarily unitary, we define a new covariant derivative by

$$\n^g = (g^*)^{-1} \circ \partial \circ g^* + g \circ \overline{\partial} \circ g^{-1}$$

That is, we conjugate $\overline{\partial}$ by $g$ and define the $(1, 0)$ part in the unique way to make a unitary connection $\n^g$. If $g$ is unitary then $g = (g^*)^{-1}$ and we have the ordinary gauge transformation, so $\n^g$ geometrically equivalent to $\n_0$. In general, the $\partial$-operators of $\n^g, \n_0$ are equivalent, in the sense that they define isomorphic holomorphic structures on the bundle, but the connections are essentially different. Working modulo the unitary gauge transformations, we can restrict attention to self-adjoint automorphisms which we write as $h$. Then

$$\n^h = h \circ \overline{\partial} \circ h^{-1} + h^{-1} \circ \partial \circ h.$$ 

To match up with the first point of view, it is equivalent to fix the holomorphic structure with $\overline{\partial}$-operator $\overline{\partial}_0$ and vary the metric to $(hs, hs) = (s, h^2 s)$. We will use this second point of view, which means that some formulae will look different from those in [64].

The curvature of the connection $\n^h$ is

$$F(\n^h) = F_0 + \overline{\partial}_0(h^{-1} \partial_0 h) - \partial_0(\overline{\partial}_0 h^{-1} h^{-1}) - (h^{-1} \partial_0 h \overline{\partial}_0 h^{-1} h^{-1} + \overline{\partial}_0 h^{-1} h^2 \partial_0 h) \quad (46)$$
where $F_0$ is the curvature of $\nabla_0$.

Write $h = e^u$, so $u$ is a section of the bundle of self-adjoint endomorphisms of $E$. To gain understanding of the nature of the Hermitian-Yang-Mills equation we can consider the linearisation about $u = 0$. Using the connection between the $\partial$ and $\bar{\partial}$ operators and the Laplacian one sees that this is

$$\hat{F}(e^u) = \hat{F}_0 + i\Lambda(\bar{\partial}_0 \partial_0 - \partial_0 \bar{\partial}_0)u + O(u^2) = \hat{F}_0 + \nabla_0^* \nabla_0 u + O(u^2).$$

(47)

So the linearisation is the coupled Laplacian. The Hermitian-Yang-Mills equation has many similarities with the harmonic equation for a map into the space of hermitian matrices: the nonlinear term is quadratic in the first derivatives of $h$.

The proof by Uhlenbeck and Yau of Theorem 11 uses a continuity method, with the family of equations, for $t \geq 0$:

$$\hat{F}(e^u) = -tu.$$  

(48)

To set things up they prove:

**Proposition 7**

1. The equation (48) has a solution for large $t$.

2. The set of $t \in [0, \infty)$ for which a solution to (48) exists is open.

3. If there is a smooth family of solutions $u_t$ to (48) for $t$ in an interval $(t_0, t_1)$ satisfying a bound $\|u_t\|_{L^\infty} \leq C$ then the solution extends to the closed interval $[t_0, t_1]$.

Item (1) is proved by Uhlenbeck and Yau with an auxiliary continuity argument. It can also be established using the implicit function theorem, writing $u = \epsilon \hat{F}_0 + w$ with $\epsilon = t^{-1}$. When $\epsilon = 0$ there is a trivial solution $w = 0$ and this can be deformed to a solution for small $\epsilon$.

The proof of item (2) also uses the implicit function theorem, in a standard way once one knows the invertibility of the linearised operator. This involves slightly complicated calculations, extending the formula (47), which we pass over here.

Uhlenbeck and Yau use an interesting technique to prove item (3), based on an interpolation inequality. For large $p$:

$$\|v\|_{L^p_1}^2 \leq c\|v\|_{L^p_2} \|v\|_{L^\infty}. \quad (49)$$

Let $\dot{u}, \dot{h}$ be the $t$-derivatives of $u$ and $h = e^u$ on the interval $(t_0, t_1)$. Thus $\dot{u}$ satisfies the linear equation obtained by differentiating (48). Applying the maximum principle to this equation they show that $\|\dot{u}\|_{L^\infty}$ satisfies a fixed bound (this step is related to the invertibility of the linearised operator for item (2)). The formula (46) for the curvature leads to an expression for $\nabla_0^* \nabla_0 \dot{h}$ in terms of $h, \hat{F}(h)$ and the derivatives of $h$. The hypothesis means that $\hat{F}(h)$ is bounded and one gets

$$|\nabla_0^* \nabla_0 \dot{h}| \leq c\left(1 + |\nabla_0 h| \nabla_0 \dot{h}| + |\nabla_0 h|^2 |\dot{h}|\right).$$
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The $L^\infty$ bound on $\dot{u}$ gives one on $\dot{h}$ and we get
\[ \|\dot{h}\|_{p,2} \leq c \left( 1 + \|h\|_{2p,1} \|\dot{h}\|_{2p,1} + \|h\|_{2p,1}^2 \right). \]

Let $M(t) = \|h_t\|_{p,2}$, so $|\frac{dM}{dt}| \leq \|\dot{h}\|_{p,2}$. The interpolation inequality (49), applied to $h$ and to $\dot{h}$, gives
\[ \left| \frac{dM}{dt} \right| \leq c \left( 1 + M + \sqrt{M \left| \frac{dM}{dt} \right|} \right), \]
which implies that
\[ \left| \frac{dM}{dt} \right| \leq c(1 + M). \]

This gives a bound on $\|h_t\|_{L^p}$ over the finite interval $(t_1, t_2)$. Then it is straightforward to obtain bounds on all higher derivatives, which implies that the solution extends to the end points.

Uhlenbeck and Yau show that a solution to (48) for $t > 0$ satisfies an a priori $L^\infty$ bound
\[ \|u_t\|_{L^\infty} \leq ct^{-1}, \] (50)
(see Item 1 of Proposition 8 below). Then Proposition 7 implies that solutions exist for all $t > 0$. If there is a $C$ such that $\|u_t\|_{L^\infty} \leq C$ for all small $t > 0$ then Proposition 7 implies that the solution exists for $t = 0$; so we have a Hermitian-Yang-Mills connection. The plan of the proof of Theorem 11 is to show that if there is no such $C$—so there is a sequence $t_i \to 0$ such that $\|u_{t_i}\|_{L^\infty} \to \infty$—then there is a subsheaf $S$ with slope $S \geq \text{slope } (V)$.

Uhlenbeck and Yau establish the following a priori estimates for a solution $u = u_t$ of (48), writing (for convenience below) $f = 2^{-\frac{1}{2}}|u|$.

**Proposition 8**

1. $\|f\|_{L^\infty} \leq ct^{-1}$;
2. $\|f\|_{L^\infty} \leq c\|f\|_{L^1}$;
3. $\|\nabla f\|^2_{L^2} \leq c\|f\|_{L^\infty}$;
4. $\|\nabla_0 u\|^2_{L^2} \leq c(1 + \|f\|^2_{L^\infty})$.

For simplicity, we will discuss the proofs in the case of a rank 2 bundle $E$ with trivial determinant. Then we can suppose that the trace of $F_0$ is zero and we restrict to trace-free $u$. We recall the differential geometric theory for a bundle $E$ decomposed as an orthogonal direct sum $E_I \oplus E_{II}$. A unitary connection on $E$ is defined by connections on $E_i$ and a second fundamental form $B$, which is a 1-form with values in $\text{Hom}(E_{II}, E_I)$. In matrix notation we can write our connection as
\[ \begin{pmatrix} \nabla_I & B \\ -B^* & \nabla_{II} \end{pmatrix}. \] (51)

The curvature is
\[ \begin{pmatrix} F_I - BB^* & d_{I,II}B \\ -d_{I,II}B^* & F_{II} - B^*B \end{pmatrix}. \] (52)
where $d_{I,II}$ is the coupled exterior derivative defined by $\nabla_I$ and $\nabla_{II}$. Over a complex manifold we can write the $\overline{\partial}$-operator on the direct sum as
\[
\begin{pmatrix}
\overline{\partial}_I & \beta \\
\gamma & \overline{\partial}_{II}
\end{pmatrix}
\]
where $\beta, \gamma$ are bundle-valued $(0,1)$-forms. For a connection defining a holomorphic structure on $E$ the component $\beta$ vanishes if and only if $E_{II}$ is a holomorphic subbundle and similarly for $\gamma$ and $E_I$. The $(1,1)$ parts of the quadratic terms in (52) are
\[
(BB^*)_1 = \beta\beta^* + \gamma^* \gamma, \quad (B^*B)_1 = \gamma\gamma^* + \beta^* \beta.
\]
The crucial point for us is that the constituents have a definite sign. Using the second of the three formulae stated at the beginning of this subsection we get
\[
|\beta|^2 = -\text{Tr}(i\Lambda(\beta\beta^*)) = \text{Tr}(i\Lambda\beta^*\beta), \quad |\gamma|^2 = \text{Tr}(i\Lambda(\gamma\gamma^*)) = -\text{Tr}(i\Lambda(\gamma^*\gamma)).
\]
When $E_I$ is a holomorphic subbundle, so $\gamma = 0$, this is an aspect of the principle that “curvature decreases in holomorphic subbundles and increases in holomorphic quotients”.

To apply this in our situation, work initially over the open set $\Omega$ in $X$ where $u \neq 0$. Then $u$ has eigenvalues $-f, f$ and the bundle $E$ is decomposed into a sum of eigenspace line bundles $E_I, E_{II}$. Thus
\[
h = \begin{pmatrix} e^{-f} & 0 \\ 0 & e^f \end{pmatrix}
\]
We find that
\[
\overline{\Theta} = \begin{pmatrix} \overline{\partial}_I & e^{-2f}\beta \\ e^{2f}\gamma & \overline{\partial}_{II} \end{pmatrix},
\]
and
\[
\widehat{F}(u) = \widehat{F}_0 - \begin{pmatrix} P & Q \\ -Q^* & -P \end{pmatrix}
\]
where
\[
P = -\Delta f + (e^{4f} - 1)|\gamma|^2 + (1 - e^{-4f})|\beta|^2.
\]
So we have
\[
-\Delta f + (e^{4f} - 1)|\gamma|^2 + (1 - e^{-4f})|\beta|^2 + tf = p(\widehat{F}_0), \quad (53)
\]
where $p(\widehat{F}_0)$ is the component of $\widehat{F}_0$ in $\text{End}E_I$.

The maximum principle applied to this equation (53) implies the first item in Proposition 8. We have $|p(\widehat{F}_0)| \leq C$ for some $C$ depending only on $\nabla_0$ and we get $\max f \leq Ct^{-1}$. Now we can feed this back into (53) to get the the differential inequality
\[
-\Delta f + (e^{4f} - 1)|\gamma|^2 + (1 - e^{-4f})|\beta|^2 \leq 2C. \quad (54)
\]
In particular we have $-\Delta f \leq 2C$ and while we have derived this over the open set where $u \neq 0$ it is straightforward to see that the inequality holds in a weak sense over the whole manifold. If $f$ attains its a maximum at a point $p \in X$ then, by considering a comparison function and applying the maximum principle, we see that it is close to the maximum over a ball of fixed size about $p$, so the $L^1$ norm of $f$ is comparable to the $L^\infty$ norm, which gives the second item of Proposition 8. Next, taking the $L^2$ inner product of (54) with $f$ we have

$$\int |\nabla f|^2 \leq c \int f \leq c\|f\|_{L^\infty},$$

which is the third item.

Over $\Omega$ we have

$$\nabla_0 u = \begin{pmatrix} -\nabla f & f(\beta - \gamma^*) \\ f(\beta^* - \gamma) & \nabla f \end{pmatrix},$$

so

$$|\nabla_0 u|^2 = 2(|\nabla f|^2 + f^2(|\beta|^2 + |\gamma|^2)).$$

This formula holds over the whole of $X$, since $f$ vanishes at the points where $\beta, \gamma$ are undefined. Similarly for the inequality (54). Write $N = \|f\|_{L^\infty}$. Then it is elementary that for a suitable $\kappa$

$$f^2 \leq \kappa(1 + N)^2(e^{4f} - 1), \quad f^2 \leq \kappa(1 + N)^2(1 - e^{-4f}),$$

so

$$|\nabla_0 u|^2 \leq 2|\nabla f|^2 + 2\kappa(1 + N)^2((e^{4f} - 1)|\gamma|^2 + (1 - e^{-4f})|\beta|^2)).$$

Comparing with (54) and integrating over $X$ (so the term $\Delta f$ in (54) integrates to zero) we get

$$\int |\nabla_0 u|^2 \leq 2 \int |\nabla f|^2 + 2C\kappa(1 + N^2)\text{Vol } X,$$

which gives item (4) of Proposition 8.

Define $v_t = N(t)^{-1}u_t$, where $N(t) = \|f_t\|_{L^\infty} = 2^{-1/2}\|u\|_{L^\infty}$, as above. So the $v_t$ are bounded in $L^\infty$ and their $L^1$ norm has a strictly positive lower bound by item (2) of Proposition 8. By item (4) of Proposition 8 the $v_t$ are bounded in $L^2_t$. Suppose that there is a sequence $t_i$ such that $N(t_i) \to \infty$. Passing to a subsequence, we can suppose that the $v_{t_i}$ have a weak $L^2$ limit $v_\infty$. This is not zero because of the lower bound on the $L^1$ norms. By item (3) of Proposition 8 the derivatives of $|v_t|$ tend to zero in $L^2$ and it follows that the derivative of $|v_\infty|$ is zero and $|v_\infty|$ is a non-zero constant, $\rho$ say. (Most likely $\rho = \sqrt{2}$, by our normalisation.) It follows then that the $L^2_t$ bundle endomorphism $\pi$ defined by $\pi = 2\sqrt{2}\rho^{-1}v_0 - 1$ is a rank 1 orthogonal projection with $\pi^2 = \pi$ and $\pi^1 = \pi$.

The image of $\pi$ is the limit, in a suitable sense, of the small-eigenvalue eigenspaces of the $u_{t_i}$. To visualise what is going on here, recall that the space $\mathcal{H}$ of positive self-adjoint $2 \times 2$ matrices with determinant 1 is a model for
hyperbolic 3-space and has a natural compactification to a closed 3-ball, with a 2-sphere at infinity. More intrinsically, if $\mathcal{H}$ consists of Hermitian forms on a 2-dimensional complex vector space $V$ then the sphere at infinity is $\mathbf{P}(V)$. A sequence $H_i \in \mathcal{H}$ tends to a point $[z] \in \mathbf{P}(V)$ if $H_i(z, z) \to 0$. In our situation we are considering sections $h_t \in \mathcal{H}$ over $X$ with fibre $\mathcal{H}$ which is compactified by adjoining $\mathbf{P}(E)$. The conclusion above is that if the $h_t$ do not have a finite limit, as a section of $\mathcal{H}_E$—which would give a Hermitian-Yang-Mills connection—they have a limit “at infinity” which is a section of $\mathbf{P}(E)$, i.e. a subbundle of $E$.

Suppose that $L \subset E$ is a holomorphic subbundle. Orthogonal projection onto $L$ is a smooth self-adjoint section $\varpi$ of End $E$ with
\[ \varpi^2 = \varpi \quad \text{and} \quad (1 - \varpi) \partial_0 \varpi = 0. \]
From another point of view, the section $\varpi$ is equivalent to a section of the projectivised bundle $\mathbf{P}(E)$ and the equation $(1 - \varpi) \partial_0 \varpi = 0$ is equivalent to the Cauchy-Riemann equation for this section. More generally, if $S$ is a rank-1 subsheaf of $E$ we get a meromorphic section of $\mathbf{P}(E)$. The basic example, in local coordinates $z_1, z_2$ on a complex surface $X$ and a local holomorphic trivialisation of the bundle $E$, is the sheaf $S$ which is defined by the image of the bundle map $s : \mathcal{O} \to \mathcal{O} \oplus \mathcal{O}$ with $s(z_1, z_2) = (z_1, z_2)$. Then the meromorphic section is given by the standard rational map $(z_1, z_2) \mapsto [z_1, z_2]$ from $\mathbb{C}^2$ to $\mathbb{P}^1$, undefined at the origin.

For the $L^2$ projection $\pi$ constructed above, $(1 - \pi) \partial_0 \pi$ is defined in $L^2$. The proof of Uhlenbeck and Yau is completed by showing three things.

1. $\pi$ satisfies the equation $(1 - \pi) \partial_0 \pi = 0$.
2. This defines a meromorphic section of $\mathbf{P}(E)$ and a coherent subsheaf of $E$.
3. The degree of this subheaf is $\geq 0$.

To see the idea of the proof we consider the simple situation when the $u_t$ do not vanish anywhere and the $v_t$ converge in $C^\infty$ to $v_0$. In that case we have a smooth $\pi_t$ defined by projection onto the small eigenspace $E_I$ of $u_t$ and $\pi_t$ is the $C^\infty$ limit of the $\pi_t$. Then
\[ |(1 - \pi_t) \partial_0 \pi_t| = |\gamma_t| \]
while
\[ \int |\gamma_t|^2 (e^{4f_t} - 1) \leq 2 C \text{Vol} M. \]
Our simplifying assumptions imply that $\min_X f_t \to \infty$ as $t \to 0$, so clearly $(1 - \pi_t) \partial_0 \pi_t$ tends to 0 in $L^2$. In this simple situation item (2) is trivial so we turn to item (3). By the Chern-Weil formula the degree of $E_I$ is
\[ (2\pi)^{-1} \int_M p(\hat{F}_0) + |\gamma_t|^2 - |\beta_t|^2, \]
while

\[ p(\hat{F}_0) + (e^{4f_t} - 1)|\gamma_t|^2 + (1 - e^{-4f_t})|\beta_t|^2 = tf. \]

So the degree of \( E_I \) is

\[ (2\pi)^{-1} \int_M tf_t + e^{4f_t}|\gamma_t|^2 - e^{-4f_t}|\beta_t|^2 \geq (2\pi)^{-1} \left( \int_M tf - \int_M e^{-4f_t}|\beta_t|^2 \right). \]

Under our simplifying assumptions the last term tends to zero as \( t \to 0 \) and we see that \( \deg E_I \geq 0 \).

The proofs of items (1) and (3) in the general case requires some more careful analysis but no fundamental difficulties. Item (2) is of a different order. Uhlenbeck and Yau write about their whole proof: *The technical part of the proof is quite straightforward except for one point. We obtain the [subbundles] as “holomorphic” in a very weak sense...obtaining enough regularity to describe them as sheaves is more difficult.*

Uhlenbeck and Yau gave two largely independent treatments of this crucial difficulty. One uses complex analysis techniques. It is equivalent to show that a \( L^2 \) map into a complex Grassmannian which is a weak solution of the Cauchy-Riemann equations is meromorphic. Thus it fits into the same general realm of the regularity of weak harmonic maps we discussed in Section 4. The other uses gauge theory techniques which we will postpone to subsection 6.2 below.

The circle of ideas around this correspondence between the existence of solutions to the Hermitian-Yang-Mills equations and the algebro-geometric notion of stability has been extremely fruitful and influential in developments in complex differential geometry over the past four decades and we only mention a few aspects of this. In the case of a complex projective manifold, with integral Kähler class, the author gave alternative proofs in [13], [14] exploiting a variational point of view. Soon after, Simpson gave another proof which combined the variational point of view with the Uhlenbeck-Yau techniques [47]. Simpson considered a more general problem, involving a holomorphic bundle and additional fields, and there have been huge developments in that direction, one pioneer being Uhlenbeck’s student Bradlow [3]. Li and Yau extended the correspondence to the case of a general Hermitian base manifold in [28]. In place of the Uhlenbeck-Yau continuity method, most subsequent work has involved the natural nonlinear heat equation—the Yang-Mills flow—associated to the existence question. (As Uhlenbeck and Yau state in [64] the two methods are closely related.) Very complete results have been obtained, by Sibley and Wentworth [45] and other authors, on the limiting behaviour of this flow and connections with the algebro-geometric Harder-Narasimhan filtrations.

In a different direction the questions of existence of Kähler-Einstein metrics (in the Fano case) and more generally of “extremal” metrics turn out to fit into the same conceptual picture as the Hermitian-Yang-Mills theory and this has been the scene for much activity. Meanwhile, on the algebraic geometry side, there have been vast extensions of the notion of stability, starting with the work
of Bridgeland, and there is also much activity relating these developments to other equations in complex differential geometry.

6.2 Connections with small normalised energy

We first discuss higher-dimensional generalisations of the small energy results Theorem 10—the gauge theory analogue of part of subsection 4.1. Then we go back to explain their relevance to the Uhlenbeck-Yau proof of Theorem 11.

The basic small-energy result for Yang-Mills connections in any dimension is just the same as in dimension 4. For a Yang-Mills connection over the unit ball with sufficiently small energy that energy controls all derivative of the connection, in a suitable gauge, over an interior ball. For the application to the Hermitian-Yang-Mills problem we want to consider a more general situation.

**Theorem 12** Let $B \subset \mathbb{C}^m$ be the unit ball and $B'$ an interior ball and let $q$ be an exponent with $m < q < 2m$. There are $\epsilon, \eta, C > 0$ such that if $A$ is a unitary connection over $B$ with curvature of type $(1,1)$ and such that

$$
\|F(A)\|_{L^2}^2 \leq \epsilon, \quad \|\hat{F}\|_{L^q} \leq \eta
$$

then there is an $L^q$ bound on the curvature over $B'$

$$
\|F\|_{L^q(B')} \leq C(\|f\|_{L^2(B)} + \|\hat{F}\|_{L^q(B)}).
$$

Given this, we can apply Uhlenbeck’s gauge fixing Theorem 7, once $F$ is sufficiently small in $L^2$ and $\hat{F}$ in $L^q$, to get a connection form $\underline{A}$ over $B'$ with a bound on $\|\underline{A}\|_{L^1(B')}$. Uhlenbeck’s proof of such a result was written in the unpublished manuscript [63]. A description of the proof, and generalisations, can be found in the recent paper [9]. For Yang-Mills connections (including the case of Hermitian-Yang-Mills connections, where $\hat{F}$ is a constant multiple of the identity) a proof was given by Nakajima [32], following the same lines as Schoen’s proof of the corresponding result for harmonic maps (Proposition 4 above). It uses a monotonicity formula going back to Price [36] for the normalised Yang-Mills energy in real dimension $n$

$$
\hat{E} = r^{4-n} \int_{B_r} |F|^2.
$$

The proof of monotonicity, for smooth Yang-Mills connections, goes exactly as in 4.1. (In this section the reader should keep in mind that we are working in complex dimension $m$ so the real dimension is $n = 2m$, to fit in with our previous notations.) We give a proof of Theorem 12 on the same lines as Nakajima’s proof here.

The first thing is to obtain a monotonicity-type property for the normalised energy of connections with curvature of type $(1,1)$ and with an $L^q$ bound on $\hat{F}$.

For a connection with curvature of type $(1,1)$ we have an identity

$$
|F|^2 \ vol = \frac{1}{(m-2)!} \ Tr(F^2) \wedge \omega^{m-2} + \frac{1}{m} |\hat{F}|^2 \ vol.
$$

(56)
Write the flat Kähler metric on the unit ball as \( \omega = d\lambda \), where the 1-form \( \lambda \) is half the contraction of \( \omega \) with the radial vector field \( r \partial_r \). Then we have

\[
\int_B \text{Tr}(F^2) \wedge \omega^{m-2} = \int_{\partial B} \text{Tr}(F^2) \wedge \lambda \wedge \omega^{m-3}.
\]

Calculation shows that there is a pointwise bound on \( \partial B \):

\[
\frac{2}{(m-3)!} \text{Tr}(F^2) \wedge \lambda \wedge \omega^{m-3} \leq |F|^2 \text{vol}_B.
\]

So we get

\[
2(m-2) \int_B |F|^2 \leq \int_{\partial B} |F|^2 + \frac{2(m-2)}{m} \int_B |\hat{F}|^2.
\]

Applying the same argument to balls of radius \( r < 1 \) we get the inequality for the derivative of normalised energy

\[
\frac{d\hat{E}}{dr} \geq \frac{2(m-2)}{m} r^{3-2m} \int_{B_r} |\hat{F}|^2.
\]

This gives

\[
\frac{d\hat{E}}{dr} \geq -cr^{3-4m/q} \left( \int_{B_r} |\hat{F}|^q \right)^{2/q},
\]

for a suitable constant \( c \). Since \( q > m \) we have \( 3-4m/q > -1 \) and we can integrate to get, for all \( r \leq 1 \),

\[
\hat{E}(r) \leq \hat{E}(1) + c \| \hat{F} \|_{L^q}^2.
\]

It follows from this that, in the setting of Theorem 12, we can suppose that the normalised energy on all interior balls is as small as we please, by making \( \epsilon \) and \( \eta \) suitably small.

**Lemma 3** There are \( \theta, c > 0 \) such that if \( A \) is a connection form over the unit ball \( B \subset \mathbb{C}^m \) with curvature of type \( (1,1) \), satisfying \( d^* A = 0 \) and the boundary condition of Theorem 7, and with \( \|A\|_{L^1} \leq \theta \), then the restriction of \( A \) to the ball \( B_{1/4} \) satisfies

\[
\|A\|_{L^1(B_{1/4})} \leq c \left( \|F\|_{L^2(B)} + \|\hat{F}\|_{L^q(B)} \right). \tag{57}
\]

The proof is similar to part of the proof of Theorem 7. Just as in there we have an estimate (once \( A \) is small in \( L^1 \)):

\[
\|A\|_{L^1} \leq c \|F\|_{L^2},
\]

and the Sobolev embedding maps \( L^1 \) to \( L^\nu \), with \( \nu = 2m/(m-1) \), so

\[
\|A\|_{L^\nu} \leq c \|F\|_{L^2}.
\]
For a real 2-form \( \Omega \) let \( \pi(\Omega) = (\Omega^0, 2, \hat{\Omega}) \). So the conditions on \( A \) give

\[
|\pi dA| \leq |\hat{F}| + |A \wedge A|.
\]

and we also have \( d^*A = 0 \). The point now is that the operator \( D = d^* \oplus \pi d \) on 1-forms is (overdetermined) elliptic. In fact it can be identified with

\[
\overline{\mathcal{F}} \oplus \overline{\mathcal{J}} : \Omega^{0,1} \to \Omega^{0,2} \oplus \Omega^0.
\]

Let \( \chi \) be a cut-off function equal to 1 on \( B^{3/4} \). We have

\[
|D(\chi A)| \leq |\nabla \chi| |A| + |(\chi A) \wedge A| + |\hat{F}|.
\]

Elliptic theory gives

\[
\|\chi A\|_{\nu,1} \leq c \|D(\chi A)\|_{L^\nu}.
\]

So

\[
\|\chi A\|_{\nu,1} \leq c \left( \|\chi A \wedge A\|_{L^\nu} + \|\hat{F}\|_{L^\nu} + \|A\|_{L^\nu} \right).
\]

Then we can employ critical quadratic rearrangement, once \( A \) is sufficiently small in \( L^m_1 \) (which implies that it is small in \( L^{2m} \)). Assuming that \( m \geq 3 \) we have \( \nu \leq m < q \) and the \( L^\nu \) norm of \( \hat{F} \) is dominated by a multiple of the \( L^q \) norm. Using also the bound we have on the \( L^\nu \) norm of \( A \) we get

\[
\|\chi A\|_{\nu,1} \leq c \left( \|F\|_{L^2} + \|\hat{F}\|_{L^2} \right).
\]

Over the ball where \( \chi = 1 \) this is an improvement on the \( L^2_1 \) bound we had before, since \( \nu > 2 \). Now we can repeat this process with another cut-off function, supported on the region where \( \chi = 1 \) and equal to 1 on \( B^{3/4} \). After a finite number of such steps we get a bound on the \( L^q \) norm of \( A \) over the \( 3/4 \) ball.

Note that the difference in this proof, compared with that in Theorem 7, is that the boundary condition does not combine well with the elliptic operator \( D \), which is why we have to introduce cut-off functions and we only get an interior estimate.

Combining this Lemma with Uhlenbeck’s Theorem 7 we have a small constant \( \theta' \) such that any connection over \( B \) with curvature of type \((1, 1)\) and \( \|F\|_{L^\infty} \leq \theta' \) has a connection form satisfying (57).

To prove Theorem 12, for \( x \) in the unit ball \( B \) let \( D(x) \) be the distance to the boundary, as before. Given a connection \( A \) with curvature \( F \) of type \((1, 1)\) over \( B \subset C^m \), define \( r(x) \) to be the supremum of the \( r < D(x) \) such that the \( L^m \) norm of \( F \) over the \( r \)-ball \( B_{x,r} \) is less than or equal to \( \theta' \). Define

\[
M(A) = \max_{x \in B} \frac{D(x)}{r(x)}.
\]
If we have a bound $M(A) \leq M_0$ for any fixed $M_0$ we can apply Lemma 3 to get estimates on the $L^q$ norm of $F$ over any interior ball, thus proving Theorem 12. We will show that if $\|F\|_{L^q} \leq \eta$ and the normalised energy of $A$ over any interior ball is $\leq \hat{\epsilon}$, for sufficiently small $\hat{\epsilon}$ and $\eta$ we have $M(A) \leq 3$.

Suppose, arguing for a contradiction, that $M = M(A) > 3$ and let $x_0$ be a point where the maximum is attained, so $D(x_0) > 3r(x_0)$. Write $r = r(x_0)$ and let $x_1$ be any point on the boundary of $B_{x_0,r}$. From the definition, $r(x_1) \geq 2r$. By the scale invariance of the $L^m$ norm on 2-forms in dimension $2m$ we can apply Lemma 3 to the restriction of $A$ to the ball $B_{x_0,r}$. That is, if $A'$ is the rescaled connection over the unit ball, Lemma 3 gives an $L^q$ bound on the curvature of $A'$ over the $\frac{1}{4}$-ball. Since $q > m$ this implies an $L^m$, and by scale invariance this is an $L^m$ bound on the curvature of $A$ over $B_{x_0,3r/4}$. This can be made as small as we please by choosing $\hat{\epsilon}, \eta$ small. In just the same way we get an $L^m$ bound on the curvature over $B_{x_1, r/2}$. Now take a finite number of such boundary points like $x_1$, whose union covers the annulus $B_{x_0,5r/4} \setminus B_{x_0,3r/4}$. Then by making $\hat{\epsilon}$ and $\eta$ small we can arrange that the $L^m$ norm of $F$ over $B_{x_0,5r/4}$ is less than $\theta'$, which is a contradiction to the definition of $r = r(x_0)$.

Theorem 12 leads to a global consequence for a sequence $A_i$ of unitary connections with curvature of type $(1, 1)$ on a fixed bundle $E$ over a compact Kähler manifold $X$, with a bound on $\|F\|_{L^q}$ (for some $q > m$). After possibly passing to a subsequence $i'$ there is a closed set $S \subset X$ of finite $(2m - 4)$-dimensional Hausdorff measure such that $A_i$ converge in $L^1_{1, \text{loc}}$ over the complement $M \setminus S$. To see this we first go back to equation (56). By Chern-Weil theory, the integral of $\text{Tr} (F^2) \wedge \omega^{m-2}$ is a topological invariant of the bundle, so an $L^2$ bound on $F$ is equivalent to one on $F$. So since $q > 2$ we have an $L^2$ bound on the curvatures of the $A_i$. Then the proof is just as for the harmonic maps case discussed in 4.1 above, with gauge transformations constructed as in 5.2. The only additional point is the constraint $\|F\|_{L^q} \leq \eta$ in Theorem 12, for the connection over the unit ball. But this will be true for connections obtained by rescaling $A_i$ over sufficiently small balls in $X$, since $q > m$.

We return now to the Uhlenbeck-Yau proof of Theorem 11. Item (1) of Proposition 8 shows that on the continuity path (48) the $\tilde{F}$ satisfies a uniform $L^\infty$ bound, so also and $L^q$ bound. So for our sequence $t_i \to 0$ the discussion above applies to the connections $A_i = \nabla e^{u_i}$. Thus without loss of generality there is a weak $L^q_{1, \text{loc}}$ limit convergence outside a codimension-4 set $S$. The limiting connection is in $L^q_1$ and has curvature of type $(1, 1)$. The usual integrability theorem extends to such connections, so the connection defines a holomorphic bundle $E_{\infty}$ over $X \setminus S$. We now regard the connections $A_i$, over $V \setminus S$ as a convergent sequence of connections on the bundle $E_{\infty}$ and the $h_i$ as holomorphic bundle maps from $(E, \mathcal{J}_A)$ to $(E_{\infty}, \mathcal{J}_{A_{\infty}})$. Standard arguments show that, after suitable scalings, these maps converge to a non-trivial holomorphic bundle map from $(E, \mathcal{J}_A)$ to $(E_{\infty}, \mathcal{J}_{A_{\infty}})$. The kernel of this map is a coherent subsheaf of
over $X \setminus S$ and one sees that this is the same as the weak $L^2$ subbundle $\text{Im} \pi$ discussed before.

To sum up, Uhlenbeck and Yau use this gauge theory argument to show that the weak subbundle is a coherent sheaf at least outside a set of real codimension 4, and the proof of the regularity theorem for the weak $L^2$ solution $\pi$ with this extra information is much simpler.

6.3 Removal of codimension 4 singularities

In his paper [54], Tian developed a theory for Yang-Mills connections analogous to that of Schoen and Uhlenbeck for harmonic maps. This included the notion of tangent cones at singular points. An analogue of the Schoen-Uhlenbeck small energy result in the singular case was proved by Tao and Tian in [50]. Let $B$ be the unit ball in $\mathbb{R}^n$ and $B'$ an interior ball. A smooth finite energy Yang-Mills connection $A$ defined on the complement $B \setminus \Sigma$ of a closed set $\Sigma$ of finite $(n - 4)$ dimensional Hausdorff measure is called admissible. Just as for harmonic maps, the connection is called stationary if for any vector field $v$ with compact support in the interior of $B$ generating a 1-parameter group of diffeomorphisms $\Phi_t$ we have

$$\frac{d}{dt} E(\Phi_t^*(A))|_{t=0} = 0.$$  

The monotonicity of normalised energy holds for stationary Yang-Mills connections. Tao and Tian's result is

**Theorem 13** There is an $\epsilon > 0$ such that any stationary, admissible connection $A$ over $B$ with energy less than $\epsilon$ extends smoothly over $B'$.

When $n = 4$ this is equivalent to Uhlenbeck's Theorem 8 on the removal of point singularities. In the 2018 paper [49], Smith and Uhlenbeck give a different proof of Theorem 13 which is in many ways simpler than Tao and Tian's. In fact, Smith and Uhlenbeck prove a more general result for solutions of Yang-Mills-Higgs equations, with additional fields. In this subsection 6.3 we will discuss the Smith and Uhlenbeck proof of Theorem 13.

A consequence of Theorem 13 is that the singular set of a finite energy stationary Yang-Mills connection has dimension strictly less than $(n - 4)$. Such singular sets do arise in interesting examples. In particular, an extension by Bando and Siu of the Uhlenbeck-Yau theorem gives the existence of Hermitian-Yang-Mills connections on stable reflexive sheaves over a Kähler manifold [2]. Such sheaves are vector bundles outside a singular set of complex codimension at least three and the Hermitian-Yang-Mills connection has singularities at this set. Recent work of Chen and Sun [8] gives an algebro-geometric description of the tangent cone, in Tian's sense, of the Hermitian-Yang-Mills connection at a singular point.
A key component in Smith and Uhlenbeck’s proof is a refinement of the differential inequality (41) for $|F|$, where $F$ is the curvature of a Yang-Mills connection. The derivation of this used what is sometimes called the Kato inequality: $|\nabla_A F| \leq |\nabla_A F|$. Similar to the calculations in 2.2 one has

$$ |F| \Delta |F| = (\nabla_A^* \nabla_A F, F) + |\nabla_A F|^2 - |\nabla F|^2, $$

and the Kato inequality gives (41). This can be improved via a “refined Kato inequality”, which we now review. (See also the survey [6].)

In general, suppose that $V$ is a Euclidean vector bundle of rank greater than 1 over a Riemannian manifold $M$ with a compatible covariant derivative $\nabla$ and that $s$ is a section of $V$ which does not vanish at a point $p \in M$. Then $|\nabla s| = |\nabla s|$ at $p$ if and only if the image of $\nabla s$, regarded as a linear map from $TM_p$ to $V_p$, lies in the 1-dimensional subspace spanned by $s(p)$. In other words $\nabla s = \theta \otimes s$ for some $\theta \in T^*M_p$. Let $D : \Gamma(V) \to \Gamma(W)$ be a first-order linear differential operator which is the composite of the covariant derivative with a bundle map $\sigma : T^*M \otimes V \to W$, so $\sigma$ is the symbol of $D$. Alternatively, for each $\theta \in T^*M$ we have a $\sigma_\theta : V \to W$. Suppose that $D$ is overdetermined elliptic in the sense that $\sigma_\theta$ is injective for all non-zero $\theta$. Then if $s$ is a non-trivial solution of the linear equation $Ds = 0$ we cannot have $\nabla s = \theta \otimes s$, since this would imply that $s$ lies in the kernel of $\sigma_\theta$. It follows then from general considerations that there is some $k < 1$ such that solutions of the equation $Ds = 0$ satisfy the refined inequality

$$ |\nabla s| \leq k|\nabla s| $$

for some $k < 1$. In the case at hand, $V$ is the bundle $\Lambda^2 \otimes \text{ad}_E$, the operator $D$ is

$$ d_A + d_A^* : \Omega^2(\text{ad}) \to \Omega^3(\text{ad}) \oplus \Omega^1(\text{ad}) $$

and $s$ is the curvature $F = F_A$. Uhlenbeck and Smith show the constant $k$ is $\sqrt{(n-1)/n}$. It follows then that away from the zeros of $F$ we have an improvement of the differential inequality (41) which it is convenient to write for $f = |F|/4$ as

$$ \Delta f \geq \alpha f^{-1} |\nabla f|^2 - f^2. $$

with $\alpha = 1/(n-1)$. We can also write this as

$$ \Delta f^{1-\alpha} \geq (\alpha - 1) f^{2-\alpha}. $$

Setting $\overline{f} = f^{1-\alpha}$, this is

$$ \Delta \overline{f} \geq (\alpha - 1) \ f \overline{f} $$

As in our previous discussion in 6.3, these inequalities hold in a weak sense over the zeros of $F$. The value of $\alpha$ is not of fundamental importance, but the proof will be simplified a bit by knowing that $\alpha < \frac{1}{2}$.

To outline the Smith and Uhlenbeck proof we begin with the 4-dimensional case, so we suppose that $A$ is a smooth Yang-Mills connection over the punctured ball $B^4 \setminus \{0\}$ with small energy $||F||_{L^2}^2 \leq \epsilon$. Our goal is to show that $F$ is in $L^p$ for all $p > 0$. As in 6.3 (and below), once we have this it is relatively
straightforward to show that the connection extends smoothly over the origin. We divide the argument into four main steps.

**Step 1**

We claim that the function $\bar{f}$ is a weak solution of the inequality (60) over the $4$-ball. In other words, if $\sigma$ is a smooth positive test function of compact support in $B^4$ then

$$\int_{B^4} \Delta \sigma \bar{f} + (1 - \alpha) f \sigma \geq 0.$$  \hspace{1cm} (61)

If $\chi_\delta$ is a standard cut-off function, with $\chi_\delta(x) = 1$ for $|x| > 2\delta$ and vanishing for $|x| < \delta$, then multiplying the inequality by $\chi_\delta$ and integration by parts gives

$$\int_{B^4} \Delta (\chi_\delta \sigma) \bar{f} + (1 - \alpha) f \chi_\delta \sigma \geq 0.$$  

The $k$th. derivatives of $\chi_\delta$ are $O(\delta^{-k})$, so we have

$$|\Delta (\chi_\delta \sigma) - \chi_\delta \Delta \sigma| \leq K_\sigma \delta^{-2},$$

for some $K_\sigma$ depending on $\sigma$. Thus we get

$$\int_{B^4} \chi_\delta (\Delta \sigma \bar{f} + (1 - \alpha) f \sigma) \geq -K_\sigma \delta^{-2} \int_{B_{2\delta}} \bar{f}.$$  \hspace{1cm} (62)

We know that $f$ is in $L^2$ so $\bar{f}$ is in $L^{2/(1-\alpha)}$ and this implies that the integral of $\bar{f}$ over the ball $B_{2\delta}$ is $O(\delta^{2+2\alpha})$. So the right hand side of (62) tends to 0 with $\delta$, which establishes the claim. (Note that this step also works with $\alpha = 0$.)

**Step 2**

Consider the linear operator

$$T_f(u) = -\Delta u - (1 - \alpha) f u.$$  

We consider this as an operator on $L^p_2$ for $p < 2$. Sobolev embedding gives $L^p_2 \to L^r$ for $r = 2/(2-p)$. This is the same exponent as that given by Hölder’s inequality for the multiplication

$$L^2 \times L^r \to L^p,$$

so, since $f \in L^2$, the operator $T_f$ is bounded from $L^p_2$ to $L^p$. Furthermore if $f$ is sufficiently small in $L^2$, which we can suppose, the operator $T_f$ is a small perturbation of $-\Delta$. Linear elliptic theory then shows that we can solve the Dirichlet problem. That is, for $\rho \in L^p$ of compact support in $B^4$ there is a unique solution of the equation $T_f(u) = \rho$ vanishing on the boundary, and

$$\|u\|_{L^p_2} \leq C \|\rho\|_{L^p}.$$
Step 3

Take a cut-off function $\zeta$ of compact support in the unit ball and equal to 1 on the half-sized ball. (This could be $\chi_{\frac{1}{2}}$ but for the later discussion we prefer to use a different symbol.) Set

$$\rho = \Delta(\zeta \overline{f}) - \zeta \Delta \overline{f} = 2\nabla \zeta \cdot \nabla \overline{f} + (\Delta \zeta) \overline{f}. \quad (63)$$

This is supported in an annulus on which the connection $A$ is smooth so certainly $\rho$ is in $L^p$. In fact the standard estimates we discussed in 5.2 show that $\|\rho\|_{L^p} \leq C\sqrt{\epsilon}$. Applying the linear theory, we find a function $g$ such that $T_f(g) = \rho$ with $\|g\|_{L^2_2} \leq C\sqrt{\epsilon}$. By construction and the inequality (60)

$$T_f(\zeta \overline{f} - g) \leq 0$$

in the weak sense.

Step 4

Write $h = \zeta \overline{f} - g$, so $T_fh \leq 0$. In a case where we had $T_fh = 0$ we would deduce from the uniqueness of the solution to the Dirichlet problem that $\zeta f = g$, so $\overline{f}$ is in $L^2_2$ on the $\frac{1}{2}$-ball and Sobolev embedding gives $\overline{f} \in L^r$. Here $r$ can be made as large as we please by taking $p$ close to 2. Then $f$ would also in $L^r$ for all $r$, which was what we set out to prove.

The final, and critical, step is a result of maximum principle type for the operator $T_f$, to handle the situation where we have the inequality $T_fh \leq 0$.

Lemma 4 If $f$ is sufficiently small in $L^2$ then for any function $h$ such that $h \in L^q$ for some $q > 1$, with $h$ smooth on $B^4 \setminus \{0\}$, vanishing on the boundary of $B^4$ and satisfying $T_f(h) \leq 0$ we have $h \leq 0$.

This gives the desired conclusion because it implies that $\overline{f} \leq g$ over $B_{\frac{1}{2}}$ and since $\overline{f}$ is positive we get $\overline{f} \in L^r$.

A first step in proving Lemma 4 is to reduce to the case when $h \geq 0$, and then show that in fact $h = 0$. This can be done by replacing $h$ by $\max(h, 0)$ and showing that the same differential inequality holds. This is not hard to establish if $0$ is a regular value of $h$, so the zero-set is a submanifold. In any case there are arbitrarily small positive regular values $\tau$: replace $h$ by $\max(h, \tau) - \tau$ and take a limit as $\tau \to 0$.

For later convenience, write $q = 4\beta$ and $q/2 = 2\beta = (1 - \alpha)^{-1} = 1 + \gamma$. So $h$ is $L^{4\beta}$. Let $\chi = \chi_{\delta}$ be the cut-off function as before. The idea is to control the integral of $|\nabla (\chi h^\beta)|^2$.

There is an identity:

$$|\nabla (\chi h^\beta)|^2 + \frac{\beta^2}{\gamma} \chi^2 h^\gamma \Delta h = d^* J + V_h h^{2\beta}$$

where:

61
• the 1-form $J$ is a linear combination
  \[ J = a_1 h^{2\beta} \chi d\chi + a_2 h^{2\beta - 1} \chi^2 dh; \]

• the function $V_\delta$ is a linear combination
  \[ V_\delta = a_3 |d\chi|^2 + a_4 \chi \Delta \chi. \]

for suitable constants $a_i$. (This is the crucial point in the proof where the fact that $\alpha > 0$ is used. If we took $\alpha = 0$ then $\gamma = 0$ and the identity breaks down because $\gamma$ appears in the denominator.)

Integrating over $B^4$, the term from $d^* J$ vanishes and substituting the differential inequality $-\Delta h \leq (1 - \alpha) f h$ gives

\[ \int |\nabla (\chi h^\beta)|^2 \leq \frac{(1 - \alpha) \beta^2}{\gamma} \int f (\chi h^\beta)^2 + \int V_\delta h^{2\beta}. \]

In dimension 4 we have a Sobolev embedding $L^2_4 \rightarrow L^4$ so (using the fact that $h$ vanishes on the boundary of $B^4$) we get

\[ \|\chi h^\beta\|^2_{L^4} \leq C_1 \|f\|_{L^2} \|\chi h^\beta\|^2_{L^4} + C_2 \int V_\delta h^{2\beta}. \]

If $\|f\|_{L^2} \leq (2C_1)^{-1}$ we have

\[ \|\chi h^\beta\|^2_{L^4} \leq 2C_2 \int V_\delta h^{2\beta}. \]

The same kind of estimates as in Step 1 show that the right hand side tends to 0 as $\delta \rightarrow 0$. This uses the fact that $h \in L^4_4$.

We conclude that $h = 0$, as desired. Hence proving Lemma 4.

Now we have shown $F \in L^r$ for all $r$ and this completes our discussion of the case $n = 4$.

In dimensions bigger than four, Smith and Uhlenbeck follow the same scheme but using Morrey spaces in place of Sobolev spaces. For a function $\psi$ on $\mathbb{R}^n$, define the Morrey norm $\| \|_{\mathcal{M}^p}$ by

\[ \|\psi\|^p_{\mathcal{M}^p} = \sup_{x, r} r^{4-n} \int_{B^*_x r} |\psi|^p. \]

(The notation here is not standard. Smith and Uhlenbeck write $\| \|_{\mathcal{X}_k}$ for our $\| \|_{\mathcal{M}^p}$, with $k = 4/p$.)

Thus a bound on the $\mathcal{M}^2$ Morrey norm of the curvature of a connection is the same as a bound on the normalised energy over all balls. Similar to the normalised energy, we have two properties of these norms:
1. For functions pulled back from $\mathbb{R}^4$ by orthogonal projection $\mathbb{R}^{n-4} \times \mathbb{R}^4 \to \mathbb{R}^4$ the $M^p$ norm agrees with the $L^p$ norm on $\mathbb{R}^4$, up to a factor.

2. For $q = np/4$, Hölder’s inequality shows that the $L^q$ norm controls the $M^p$ norm.

In the vein of (1), in the case when $\Sigma = \mathbb{R}^{n-4} \cap B^n$ and the connection is pulled back from a connection over $B^4 \setminus \{0\}$ by orthogonal projection the $n$-dimensional proof essentially reduces to that in four dimensions above. In the vein of item (2), the Morrey norm $M^p$ can be viewed for many purposes as a slightly weakened version of the $L^{np/4}$ norm. There is an elliptic theory so that, for example, for compactly supported functions on $\mathbb{R}^n$,

$$\|\nabla^2 \psi\|_{M^p} \leq C\|\Delta \psi\|_{M^p}$$

and also analogues of the Sobolev embeddings so that, for $p < 2$,

$$\|\psi\|_{M^r} \leq C\|\Delta \psi\|_{M^p}$$

for $r = 2p/(2 - p)$. For $p > 2$

$$\|\psi\|_{C,\mu} \leq C\|\Delta \psi\|_{M^p},$$

where the Hölder exponent $\mu = 2 - 4/p$.

The foundation of the Smith and Uhlenbeck argument is the fact, derived from monotonicity, that we can suppose the curvature $F$ is small in $M^2$-norm. In Steps (1), (4) we need a suitable family of cut-off functions $\chi_\delta$, equal to 1 outside the $2\delta$-neighbourhood of the singular set $\Sigma$, vanishing in the $\delta$-neighbourhood and with $|\nabla^k \chi_\delta| \leq c\delta^{-k}$. We need to know that the volumes of these tubular neighbourhoods are $O(\delta^4)$. This follows from the assumption of the dimension of $\Sigma$. (In fact it appears to the author that what is required here is the assumption that $\Sigma$ has finite $(n - 4)$-dimensional “Minkowski content” see the remark preceding Proposition 6 in 4.2 above.) With these cut-off functions in hand Step 1 works in a similar way so $\mathcal{F}$ is a weak solution of the inequality (60).

For Step 2, Smith and Uhlenbeck consider the operator, for $p < 2$,

$$T_f : M^p_2 \to M^p$$

where $M^p_2$ can be defined as the space of functions $\psi$ on the ball, vanishing on the boundary, with $\Delta \psi \in M^p$. More precisely, Smith and Uhlenbeck work over cubes rather than balls, which means that the boundary condition can be handled by reflection, but we will ignore this technicality. We have a Sobolev embedding $M^p_2 \to M^r$ with $r = 2p/(2 - p)$ and multiplication is defined

$$M^r \times M^2 \to M^p.$$ The upshot is that, when $f$ is small in $M^2$, the operator $T_f$ can be regarded as a small perturbation of the Laplacian and is invertible on these spaces. So for
any $\rho \in M^p$ there is a solution $g \in M^p \cap \mathcal{M}^p$ of the equation $-\Delta g + (\alpha - 1)fg = \rho$, vanishing on the boundary.

One new feature occurs in Step 3. With our cut-off function $\zeta$ we have $T_f(\zeta \tilde{f}) \leq \rho$ where

$$
\rho = \Delta \zeta \tilde{f} + 2\nabla \zeta \cdot \nabla \tilde{f}.
$$

But now the singular set $\Sigma$ can intersect the annulus on which $\nabla \zeta$ is supported, so it is not obvious that $\rho$ is in $M^p$. That requires an estimate on the $M^p$ norm of $\nabla \tilde{f}$. Because of this the proof goes by iteration on $p$. For the first iteration we take $p = \frac{4}{3}$, so $2p/(2 - p) = 4$. We begin knowing that $|F| \in M^2$ (and is small in that norm) and after following through Steps 1-4 we get $|F|^{1-\alpha} \in M^2 \subset M^4$ so $|F| \in M^{4(1-\alpha)}$ (and is small in that norm). Since $\alpha < \frac{1}{2}$ this is an improvement. Repeating the process sufficiently many times gives $|F| \in M^p$ for all $p$, or equivalently $F$ is in $L^p$ for all $p$.

We now return to the problem of estimating $\rho$ for the first iteration, where we want to bound $||\nabla \tilde{f}| |_{M^{\frac{4}{3}}}$: For this, Smith and Uhlenbeck go back to the inequality (58):

$$
-\Delta f + \alpha \frac{||\nabla f||^2}{f} \leq f^2.
$$

Let $\tilde{\zeta}$ be another cut off function supported in an interior $r$-ball $B_{r,x}$ and equal to 1 on the half-sized ball. Multiplying the inequality by $\zeta$ and integrating gives

$$
\alpha \int_{B_{r,x}} \tilde{\zeta} \frac{||\nabla f||^2}{f} \leq \int_{B_{r,x}} (\Delta \tilde{\zeta}) f + \tilde{\zeta} f^2.
$$

Knowing that $f \in M^2$ the right hand side is easily shown to be $O(r^{n-4})$, so we get an $M^2$ bound on $f^{-\frac{1}{2}} ||\nabla f||$. Now write

$$
||\nabla \tilde{f}|| = \frac{||\nabla f||^{1-\alpha}}{1-\alpha} f^{\frac{\alpha}{1-\alpha}} \left( \frac{||\nabla f||}{f^{\frac{1}{2}}} \right).
$$

The $M^2$ bound on $f$ gives a $M^{4/(1-2\alpha)}$ bound on $f^{\frac{\alpha}{1-\alpha}}$. Then the multiplication:

$$
M^{4/(1-2\alpha)} \times M^2 \to M^{4/(3-2\alpha)}
$$

gives a bound on $\nabla \tilde{f}$ in $M^{4/(3-2\alpha)}$ and therefore in $M^{\frac{4}{3}}$.

For the crucial step 4, Smith and Uhlenbeck establish an analogue of Lemma 4 in Morrey spaces but we will pass over that and move on to outline their argument for the removal of singularities, given a bound on the $L^p$ norm of the curvature for large $p$.

Let $x_0$ be a point in the complement of the singular set $\Sigma$. Define the shadow of $\Sigma$ to be the set of $x$ such that for some $t \in (0, 1]$ the point $tx + (1 - t)x_0$ lies in $\Sigma$. Then for a connection defined on the complement of $\Sigma$ the exponential gauge construction that we discussed in 5.2, using rays emanating from $x_0$, defines a connection form $\mathbf{A}$ over the complement of the shadow. The fact
that $\Sigma$ has codimension at least 4 implies that the shadow has codimension at least 3. Uhlenbeck and Smith show that $A$ and $dA$ are in $L^p$ for all $p$, where the latter is interpreted as a distribution. By working over a small ball centred at $x_0$ and rescaling one can assume that the $L^p$ norms are small. Then the implicit function theorem can be applied to choose a new gauge in which the Coulomb condition is satisfied, and in this gauge elliptic regularity shows that connection is smooth over the small ball. The fact that $dA$ is in $L^p$, as a distribution, uses crucially the codimension condition. By contrast suppose we had a singular set of codimension 2, so we can have a non-trivial flat connection on the complement. Then the shadow would have codimension 1, the connection form $A$ would have a discontinuity across the shadow and the distribution $dA$ would have a singular component supported on the shadow. Thus the same argument would not work in that case, in agreement with the fact that the singularity is not removable.

7 Harmonic maps to Lie groups

7.1 Harmonic maps, flat connections and loop groups

In this section we discuss harmonic maps from surfaces to unitary groups (many of the constructions extend to other compact Lie groups). The main topic is an important paper of Uhlenbeck [61] which, among other things, gives semi-explicit constructions for the general solution in terms of geometric data when the surface is the Riemann sphere. There are many connections with gauge theory, related to the Coulomb gauge condition. The results fit into many large circles of ideas. The fundamental observation of the zero-curvature interpretation of the harmonic map equations is attributed by Uhlenbeck to Pohlmeyer [35], within the integrable systems literature. The equations are, as we explain below in this subsection 7.1 and in 7.2, related to Hitchin’s equations on Riemann surfaces and to the Yang-Mills instanton equations in four dimensions. Thence the integrable nature of the harmonic map equations can be related to “twistor” constructions. We will only touch on a small fraction of all these ideas here and there are important parts of Uhlenbeck’s paper that we do not discuss. In subsection 7.3 we go back to analysis and results of Hélein on regularity questions, which use somewhat related ideas.

For any simply connected manifold $M$ the harmonic map equations for a map from $M$ to the group $U(r)$ can be formulated as a system of three equations for a pair $(A, \psi)$ where $A$ is a $U(r)$ connection on a bundle $E$ over $M$ (in fact the trivial bundle) and $\psi \in \Omega^1(\text{ad}_E)$. These equations are

$$d^*_A \psi = 0 \quad d_A \psi = 0 \quad F(A) + \psi \wedge \psi = 0.$$  \hspace{1cm} (66)

Given a solution $(A, \psi)$ to (66) the last two equations state that $F(A \pm \psi) = 0$, so $A_1 = A + \psi$ and $A_{-1} = A - \psi$ are flat connections and hence gauge equivalent, since $M$ is simply connected. We always have $d^*_A \psi = d^*_A \psi$ and so the first
equation states that \( d_A^* \psi = 0 \). Choose a trivialisation in which \( A_1 \) is the product connections: \( i.e. \) the connection 1-form \( A_1 \) is zero. If \( A_{-1} \) is the connection 1-form of \( A_{-1} \) in this trivialisation, the first equation states that \( d^* A_{-1} = 0 \). The fact that \( A_{-1} \) is flat means that \( A_{-1} = -dgg^{-1} \) for some \( g : M \rightarrow U(r) \) and then \( f \) satisfies the harmonic map equation \( d^* (dgg^{-1}) = 0 \). Conversely, given such a harmonic map \( g \), let \( A \) be the connection on the trivial bundle defined by the connection 1-form \( -1/2 \lambda \). Then \( A \) is also a solution. The equations with the opposite sign of the quadratic term \( \lambda \psi \) are a complex number with modulus 1.

If we change the sign in the third equation in (66) to \( d^* (dgg^{-1}) = 0 \). Choose a trivialisation in which \( A \) satisfies the harmonic map equation \( \Phi = 0 \). Define antiholomorphic involutions of \( GL \) consisting of the skew adjoint endomorphisms. Over a Riemann surface \( M \) we can write \( \psi = \Phi - \Phi^* \) where \( \Phi \) is a (1,0) form with values in End\( E \). Written in terms of \( \Phi \), the equations (66) are

\[
\overline{A}_A \Phi = 0, \quad F(A) - (\Phi \wedge \Phi^* + \Phi^* \wedge \Phi) = 0,
\]

where \( \overline{A}_A \) is the coupled \( \overline{A}_A \)-operator, which is complex linear. Clearly if \( (A, \Phi) \) is a solution to (67) and \( \lambda \) is a complex number of modulus 1 then \( (A, \lambda^{-1} \Phi) \) is also a solution. The equations with the opposite sign of the quadratic term in \( \Phi \) are Hitchin’s equations [25]. In the Riemann surface case, one solution of the equations (66) gives a circle of solutions corresponding to \( \lambda^{-1} \Phi \) where \( \lambda \) is a complex number with \( |\lambda| = 1 \); so we have we a flat connection \( A_\lambda \). More generally, for any \( \lambda \in \mathbb{C}^* \) we can define a flat \( GL(r, \mathbb{C}) \) connection

\[
A_\lambda = A + \lambda^{-1} \Phi - \lambda \Phi^*.
\]

Fix a trivialisation of the bundle in which \( A_1 \) is the product connection. For each \( \lambda \in \mathbb{C}^* \) we have a map \( G_\lambda : M \rightarrow GL(n, \mathbb{C}) \) such that \( A_\lambda = -dG_\lambda G_\lambda^{-1} \). If we fix a basepoint \( p \in M \) then \( G_\lambda \) is determined uniquely by the condition that \( G_\lambda(p) = 1 \). Define antiholomorphic involutions of \( \mathbb{C} \) and \( GL(r, \mathbb{C}) \) by

\[
\sigma(\lambda) = \overline{\lambda}^{-1}, \quad \sigma(g) = (g^*)^{-1}.
\]

Then the family \( G_\lambda \) has the equivariance property

\[
G_{\sigma \lambda} = \sigma(G_\lambda)
\]

and in particular \( G_\lambda \) maps into \( U(r) \) when \( |\lambda| = 1 \). The map \( G_{-1} \) is the harmonic map \( g \) which we associated to the solution of the equations (66).

We can also regard this family as a single map \( G : M \times \mathbb{C}^* \rightarrow GL(n, \mathbb{C}) \). So any harmonic map \( g : M \rightarrow U(r) \) defines an “extended map” \( G \).

Uhlenbeck’s first result is a characterisation of these extended maps.

**Proposition 9** For a simply connected Riemann surface \( M \) there is a (1-1) correspondence between harmonic maps \( g : M \rightarrow U(r) \) and families \( G_\lambda : M \rightarrow GL(r, \mathbb{C}) \), for \( \lambda \in \mathbb{C}^* \) such that
• $G_\lambda$ is holomorphic in $\lambda$

• $G_{\sigma\lambda} = \sigma(G_\lambda)$,

\[ \frac{1}{1-\lambda^{-1}} G^{-1}_\lambda \partial G_\lambda \]

is independent of $\lambda$.

Given such a family $G_\lambda$, we define the matrix-valued $(1, 0)$ form on $M$ by $\Phi = -(1 - \lambda^{-1})^{-1}G^{-1}_\lambda \partial G_\lambda$ and a connection on the trivial bundle with connection $1$-form $\Phi^* - \Phi$ to get back to a solution of (67).

Let $\Omega U(r)$ be the based loop group, of smooth maps $\gamma : S^1 \to U(r)$ with $\gamma(1) = 1$ and let $\epsilon : \Omega U(r) \to U(r)$ be evaluation at $-1$. The restriction of the family $G_\lambda$ to the unit circle can be regarded as a map $\tilde{G} : M \to \Omega U(n)$ so we have a canonical lift of a harmonic map $g$ over the evaluation map $\epsilon$.

\[ M \xrightarrow{\tilde{G}} \Omega U(r) \xrightarrow{\epsilon} U(r). \tag{68} \]

In [44] Segal gives an interpretation of the extended map conditions in Proposition 9 in terms of the geometry of the loop group $\Omega U(r)$. This loop space has an infinite-dimensional Kähler structure, preserved by left multiplication of the group. So the complex structure is determined by a complex structure on the tangent space $T$ at the identity. This tangent space $T$ consists of maps $\xi$ from the circle $|\lambda| = 1$ to skew adjoint matrices with $\xi(1) = 0$. Such a map has a Fourier series

\[ \xi(\lambda) = \sum_{k=-\infty}^{\infty} a_k \lambda^k \]

(for matrix-valued coefficients $a_k$) with $\sum a_k = 0$ and $a_k = -a_{-k}$. Thus the vector space $T$ is identified with the set of rapidly-decreasing sequences $(a_{-1}, a_{-2}, \ldots)$ of complex matrices $a_k$. The complex structure on $T$ is the obvious one defined by the usual complex structure on these matrix coefficients. (At the group level, this corresponds to the identification of $\Omega U(r)$ with the quotient of the loops in $GL(r, \mathbb{C})$ by the subgroup of loops which extend holomorphically over the disc, which has a visible complex structure.)

Let $V$ be the subspace of $T$, of complex dimension $r^2$, corresponding to sequences $(a_{-1}, 0, 0, \ldots)$. Extend this by left translation to a subbundle $\mathcal{V}$ of the tangent space of $\Omega U(r)$, Segal’s formulation of Uhlenbeck’s correspondence is

**Theorem 14** For a simply connected Riemann surface $M$ there is a (1-1) correspondence between harmonic maps from $M$ to $U(r)$ and holomorphic maps $\tilde{G} : M \to \Omega U(r)$ whose derivative at each point maps into $\mathcal{V}$. The harmonic map corresponding to $\tilde{G}$ is $\epsilon \circ \tilde{G}$.

Given $\tilde{G} : M \to \Omega U(r)$, write $G_\lambda : M \to U(r)$ for the corresponding family of maps, with $\lambda \in S^1$. The condition that $\tilde{G}$ is holomorphic is equivalent to saying
that, at each point in $M$, the $(0, 1)$ form $G^{-1}_{\lambda} \overline{\partial} G_{\lambda}$ extends holomorphically over the unit disc, say

$$G^{-1}_{\lambda} \overline{\partial} G_{\lambda} = \sum_{k \geq 0} b_k \lambda^k.$$ 

Similarly, the condition that the derivative maps into $V$ is equivalent to saying that

$$G^{-1}_{\lambda} \partial G_{\lambda} = \alpha (1 - \lambda^{-1}) + Z(\lambda)$$

for some constant matrix $\alpha$ and $Z(\lambda)$ holomorphic over the disc with $Z(0) = 0$.

The condition that the $G_{\lambda}$ map into $U(r)$ implies that

$$G^{-1}_{\lambda} \partial G_{\lambda} = -(G^{-1}_{\lambda} \overline{\partial} G_{\lambda})^* = \sum_{k \geq 0} b_k^* \lambda^{-k}.$$ 

So $Z$ is zero and $G^{-1}_{\lambda} \partial G_{\lambda} = \alpha (\lambda^{-1} - 1)$. Thus $(\lambda^{-1} - 1)^{-1} G^{-1}_{\lambda} \partial G_{\lambda}$ is independent of $\lambda$ and we can reconstruct $(A, \Phi)$ just as before. (This also shows that the family $G_{\lambda}$ extends to $\lambda \in \mathbb{C}^*$.)

The preceding discussion is essentially local in the Riemann surface $M$, and we now focus on the case when $M$ is the Riemann sphere. In that case Uhlenbeck proves an important finiteness result, that the extended maps $G_{\lambda}$ have a finite Laurent series. Here it become convenient to drop the normalisation of the extended map $G$ using a base point $p \in M$ (but keeping the other conditions in Proposition 9). Then the extended map can be chosen of the form

$$G_{\lambda} = \sum_{k=0}^{n} T_k \lambda^k,$$ 

where the $T_k$ are matrix-valued functions on $M$. Uhlenbeck calls the least possible number $n$ the uniton number. (If $n = 0$ the map is a constant.) One of the most important ideas in [61] is a construction called “uniton addition”—a form of Bäcklund transformation, taking one solution to another—which we will describe in the next subsection. Uhlenbeck showed that all solutions can be obtained by iterating this construction, and one of her main results is:

**Theorem 15** Let $g : S^2 \rightarrow U(r)$ be a harmonic map.

- The uniton number $n$ of $g$ is strictly less than $r$.
- There is a unique harmonic map $g : S^2 \rightarrow U(r)$ of uniton number $n - 1$ such that $g$ is obtained from $\tilde{g}$ by the operation of uniton addition.

In other words any harmonic map from $S^2$ to $U(r)$ is constructed in a canonical way by repeating the uniton addition construction at most $(r - 1)$ times. The maps with uniton number 1 are the holomorphic maps from $S^2$ to the Grassmann manifolds $Gr_k(\mathbb{C}^r)$ of $k$-dimensional subspaces of $\mathbb{C}^r$ (and, of course, translates by left and right multiplication in $U(r)$). These Grassmann manifolds are isometrically embedded in $U(r)$ by the map which takes a subspace
$W \subset C'$ to the unitary map $R_W = \pi - \pi^\perp$, where $\pi$ is projection to $W$ and $\pi^\perp$ to the orthogonal complement.

This theorem puts the problem of describing the holomorphic maps into the realm of geometry and Uhlenbeck (and subsequent authors) obtained a variety of specific results. These include a derivation of the description by Eells and Wood in [13] of all harmonic maps from $S^2$ to complex projective space $\mathbb{CP}^n$. These maps have uniton number 2. In Segal’s treatment [44] he shows that when $M = S^2$ the holomorphic maps $\tilde{G}$ map into explicit finite-dimensional complex submanifolds—generalised flag manifolds—of the loop group. The problem then comes down to understanding the horizontality condition for these complex curves.

7.2 Uniton addition and instantons on $\mathbb{R}^{2,2}$

Uniton addition can be defined over any Riemann surface $M$. It changes a harmonic map $g : M \rightarrow U(r)$ to a new one of the form $g' = gp$, defined using the group structure on $U(r)$, where $\rho : M \rightarrow U(r)$ maps into the space of reflections. That is, we have a map $W : M \rightarrow Gr_k(C^r)$ for some $k$ and $\rho(z) = R_{W(z)}$ in the notation of the previous subsection. The remarkable thing is that finding the maps $W$ for which $g\rho$ is harmonic essentially involves solving only linear PDE. Clearly if we perform the construction again, starting with $g'$ and using the map $-\rho$, we recover $g$.

We go back to the data $(A, \Phi)$ where $A$ is a connection on a bundle $E$ and $\Phi \in \Omega^{1,0}(\text{End} E)$, satisfying equation (67). Using the flat trivialisation for the connection $A_1 = A + \Phi - \Phi^*$ we can regard a map $W : M \rightarrow Gr_k(C^r)$ as a subbundle $E_I \subset E$.

**Lemma 5** If $E_I$ is a holomorphic subbundle of $E$ with respect to the holomorphic structure defined by $\overline{\partial}_A$ which is preserved by $\Phi$ in that $\Phi E_I \subset \Omega^{1,0}(E_I)$ then the corresponding map $gp$ is harmonic.

The equation $\overline{\partial}_A \Phi = 0$ is the integrability condition for being able to find such a subbundle locally. The lemma can be proved by direct calculation but we will take a more roundabout route which puts the construction in a wider context. However we postpone that and first discuss an interesting point of view from the work of Valli [66], involving the harmonic maps energy.

The homotopy group $\pi_2(U(r))$ vanishes so there is no obvious topological invariant of a harmonic map from $S^2$ to $U(r)$. However $\pi_2(U(r)) = \pi_3(U(r)) = \mathbb{Z}$ so there is an integer degree of the map $\tilde{G} : S^2 \rightarrow \Omega U(r)$. As Segal shows in [44], the energy of the harmonic map is equal to twice the degree. In fact this is true locally, in that the energy density of $g$ is equal to twice the pull-back by $\tilde{G}$ of a standard closed 2-form on $\Omega U(r)$ representing the generator of $H^2(\Omega U(r))$. Valli obtained a related formula in [66]. Suppose that $g'$ is obtained from $g$ by uniton addition as above, with a subbundle $E_I$. Then Valli showed that

$$E(g') = E(g) - 2\text{deg}(E_I).$$
where the degree deg $E_I$ is the first Chern class, regarded as an integer. So if $\deg (E_I) > 0$ then the energy of $g'$ is strictly smaller. As Valli explained, the existence of a $\Phi$-invariant subbundle $E_I$ of positive degree is a simple consequence of the algebro-geometric classification of holomorphic vector bundles over the Riemann sphere. Applying this repeatedly gives a proof of a slightly weaker form of Uhlenbeck’s Theorem 15, since we can keep on performing these uniton additions until the energy is 0 and we have a constant map.

There is a intriguing connection here with notions of stability, like those we encountered for the Uhlenbeck-Yau theorem in 6.1. Recall that Hitchin’s equations for $(A, \phi)$ are obtained by changing the sign in (67). A pair $(E, \phi)$ consisting of a holomorphic bundle $E$ (with $c_1(E) = 0$) over any compact Riemann surface $M$ and a holomorphic $\phi \in \Omega^{1,0}(\text{End} V)$ is called stable if any $\phi$-invariant holomorphic subbundle has strictly negative degree. Hitchin showed that if $(E, \phi)$ is stable there is a corresponding solutions of his equations. This is analogous to the Uhlenbeck-Yau Theorem 11 and involves solving a similar PDE for a metric on the bundle $E$. When $M = S^2$, a solution to Hitchin’s equations would give a harmonic map to the noncompact symmetric space $GL(n, \mathbb{C})/U(n)$ and it is easy to see that these are all constant, so there are no stable pairs. If we start with an arbitrary metric and solve a natural gradient flow equation or use a variant of the Uhlenbeck-Yau continuity path the solutions will diverge in the manner we discussed in 6.1 corresponding to a subbundle of $E$ and in fact this will be a $\phi$-invariant holomorphic subbundle of strictly positive degree. So attempting to solve the equations with the the reversed sign tells us how to build the general solution of (67) by repeated uniton addition.

Before returning to the proof of Lemma 5 we make a further digression to discuss an aspect of the equations (67) which were explored in another paper [62] of Uhlenbeck. In 5.3 we mentioned the Yang-Mills instanton equation in four dimensions. These are $F^+ = 0$, where $F^+$ denotes the self-dual part of the curvature. Consider connections $A$ over $\mathbb{R}^4$ which are translation-invariant in two directions. In terms of coordinates $(u_1, u_2, v_1, v_2)$ we can write such a connection as

$$A = A + \Phi_1 dv_1 + \Phi_2 dv_2,$$

where $A$ is a connection on a bundle $E$ over $\mathbb{R}^2$ (with coordinates $u_1, u_2$), lifted to $\mathbb{R}^4$ by projection, and $\Phi_1, \Phi_2$ are sections of $\text{ad}_E$ over $\mathbb{R}^2$. Then the instanton equation for $A$ becomes Hitchin’s equations for $(A, \Phi)$ where $\Phi = (\Phi_1 + i\Phi_2)(du_1 + i du_2)$. Now, as explained in [62], change the signature of the metric in four dimensions to get $\mathbb{R}^{2,2}$ with metric $du_1^2 + du_2^2 - dv_1^2 - dv_2^2$. The notion of anti-self-duality makes sense and the instanton equation for translation-invariant solutions become (67). From this point of view, uniton addition is a special case of a more general construction for solutions of the instanton equation over $\mathbb{R}^{2,2}$ (related to the PhD thesis of Uhlenbeck’s student Crane [10]). It is easiest to explain this first in a complexified setting, with the coordinates $(x_1, x_2, \xi_1, \xi_2)$ on $\mathbb{C}^4$ and the quadratic form $dx_1 d\xi_1 + dx_2 d\xi_2$. The anti-self-duality equations for a 2-form
\[ F = F_{x_1x_2} dx_1 dx_2 + F_{\xi_1\xi_2} d\xi_1 d\xi_2 + \sum F_{x_i\xi_j} dx_i d\xi_j \] are
\[ F_{x_1x_2} = 0 \quad F_{\xi_1\xi_2} = 0 \quad F_{x_1\xi_1} + F_{x_2\xi_2} = 0. \] (70)

Let \( L, R \) be holomorphic 1-forms on \( \mathbb{C}^4 \) of the shape
\[ L = L_{\xi_1} d\xi_1 + L_{\xi_2} d\xi_2 \quad R = R_{x_1} dx_1 + R_{x_2} dx_2. \] (71)

Define
\[ \tilde{L} = -L_{\xi_2} dx_1 + L_{\xi_1} dx_2 \quad \tilde{R} = R_{x_2} d\xi_1 - R_{x_1} d\xi_2. \]

Then \( L \wedge R \) and \( \tilde{L} \wedge \tilde{R} \) have the same self-dual component
\[ (L \wedge R)^+ = \left( \tilde{L} \wedge \tilde{R} \right)^+ = \frac{1}{2} (L_{\xi_1} R_{x_2} + L_{\xi_2} R_{x_1}) (d\xi_1 dx_1 + d\xi_2 dx_2). \] (72)

Write \( d^+ \) for the self-dual part of the exterior derivative. The equation \( d^+ L = 0 \) has two components
\[ L_{\xi_1, x_1} + L_{\xi_2, x_2} = 0 \quad L_{\xi_1, \xi_2} - L_{\xi_2, \xi_1}, \]
where commas denote partial derivatives. This is the same as the equation \( d^+ \tilde{L} = 0 \) and similarly for \( R, \tilde{R} \).

Now consider a holomorphic connection \( \nabla \) on a holomorphic bundle \( V \) over a domain in \( \mathbb{C}^4 \) with \( V = V_I \oplus V_{II} \). So the connection is given by connections on \( V_I, V_{II} \) and second fundamental forms \( L, R \) which are holomorphic 1-forms with values in \( \text{Hom}(V_I, V_{II}), \text{Hom}(V_{II}, V_I) \) respectively. In the notation we used in 6.1
\[ \nabla = \begin{pmatrix} \nabla_I & R \\ L & \nabla_{II} \end{pmatrix}, \] (73)
and the curvature is
\[ \begin{pmatrix} F_I + R \wedge L & d_{I,II} R \\ d_{I,II} L & F_{II} + L \wedge R \end{pmatrix}. \] (74)

The anti-self duality equation for the connection on \( V \) has four components
\[ F_I^+ + (R \wedge L)^+ = 0, \quad d_{I,II}^+ L = 0, \quad d_{I,II}^+ R = 0, \quad F_{II}^+ + (L \wedge R)^+ = 0. \]

Define \( \tilde{L}, \tilde{R} \) by the same formulae as above, extended to bundle-valued forms, and use \( \tilde{L}, \tilde{R} \) as second fundamental forms defining a new connection \( \tilde{\nabla} \) on \( V \), with the same connections on \( V_I, V_{II} \). That is:
\[ \tilde{\nabla} = \begin{pmatrix} \nabla_I & \tilde{R} \\ L & \nabla_{II} \end{pmatrix}. \] (75)

The formulae above—extended to bundle valued forms in an obvious way—show that \( \tilde{\nabla} \) is an anti-self-dual connection if and only if \( \nabla \) is.
Now we look at the real forms of this construction, dealing with unitary connections. We would like an anti-linear involution $\sigma$ of $C_4$ such that restricted to the fixed points of $\sigma$ the forms satisfy $R = -L^*, \tilde{R} = -\tilde{L}^*$. Change notation to write $x_1 = z, \xi_1 = \overline{z}, x_2 = w, \xi_2 = -\overline{w}$ and let $\sigma$ be defined by complex conjugation as indicated, so the fixed points of $\sigma$ are the set where $z + \overline{z}, w + \overline{w}$ are real. On this set, $z, w$ become complex coordinates and the metric is $dzd\overline{z} - dwd\overline{w}$. So the metric has signature (2, 2) and matches up with our previous discussion when we take $z = u_1 + iu_2, w = v_1 + iv_2$. In the complex coordinates $z, w$ we have

$$L = Lzd\overline{z} + Lwd\overline{w}, \quad R = Rzdz + Rwdw,$$

and

$$\tilde{L} = R\overline{zd\overline{z}} + R\overline{wd\overline{w}}, \quad \tilde{R} = Rw\overline{dz} + Rw\overline{dw}.$$}

These conditions that $\nabla$ is a unitary anti-self-dual connection on a bundle $V$ over a domain $\Omega$ in $R^{2,2}$ and identify $R^{2,2}$ with $C^2$ as above. Then $\nabla$ defines a holomorphic structure on $V$. Suppose that $V_I$ is a holomorphic subbundle of $V \to \Omega$. The construction above produces a new unitary anti-self-dual connection $\tilde{\nabla}$ on $V$, but now the orthogonal complement $V_I^\perp$ is a holomorphic subbundle, with respect to the homolomorphic structure defined by $\tilde{\nabla}$.

When restricted to translation-invariant connections this becomes Uhlenbeck’s uniton-addition construction. In that case the second fundamental form of a subbundle $E_I$ over $R^2$ has a component $\beta \in \Omega^{0,1}(\text{Hom}(E_{II}, E_I))$ and $\Phi$ has a component $\Phi_{I,II} \in \Omega^{1,0}(\text{Hom}(E_{II}, E_I))$. The construction takes $\Phi_{I,II} \in \Omega^{0,1}(\text{Hom}(E_{II}, E_I))$ to build the new second fundamental form and takes $\beta^* \in \Omega^{1,0}(\text{Hom}(E_{II}, E_I))$ to build the new $\Phi$-field.

There is also a “twistor” description of this construction. The Ward correspondence relates instantons on a domain $U \subset R^{2,2}$ to holomorphic bundles on a three dimensional twistor space $Z$. The choice of a compatible complex structure on $R^{2,2}$ gives a complex surface $D \subset Z$ and the opposite structure another $D' \subset Z$. In complex geometry there is a general construction, sometimes called the Hecke transform. Let $E$ be a holomorphic bundle over a complex manifold $Z$ and $D$ be a hypersurface in $Z$. Suppose given a holomorphic subbundle $F$ of the restriction $E|_D$. Then we define a new holomorphic bundle $E' \to Z$ whose local holomorphic sections correspond to sections of $E$ which lie in $F$ when restricted to $D$. The twistor description of the construction is to apply this transform to the bundle over the twistor space $Z$, using subbundles over $D, D'$.

7.3 Weak solutions to the harmonic map equation on surfaces

A question left open in our discussion of the regularity theory for harmonic maps in Sections 3 and 4 is whether a weakly harmonic map from a surface—without additional minimizing or stationary hypotheses—is smooth. In the case when the target space $N$ has a large isometry group this smoothness was established by Hélein in [22]. The proof was later extended to general target spaces [23] but
here we just consider the case of a unitary group, where the proof is particularly simple. The proof depends on the particular structure of the equations, in a similar vein to the preceding discussion in this section.

**Proposition 10** Let \( g : D \rightarrow U(r) \) be a weak solution to the harmonic map equations on the unit disc \( D \) in \( \mathbb{C} \) with derivative in \( L^2 \). Then \( g \) is continuous.

Once the continuity is established smoothness follows from general theory as in [24].

The proof of Proposition 10 depends on the following result of H. Wente [67].

**Proposition 11** Suppose that \( u_1, \ldots, u_k, v_1, \ldots, v_k \) are functions on the disc \( D \subset \mathbb{C} \) with derivatives in \( L^2 \). If \( \phi \) satisfies \( \Delta \phi = * \sum (du_i \wedge dv_i) \) then \( \phi \) is continuous.

Of course \( * \sum (du_i \wedge dv_i) \) is in \( L^1 \), but in dimension 2 it is not the case that any function \( \phi \) with \( \Delta \phi \) in \( L^1 \) is continuous. That is the point of the result. This is the borderline situation; if \( \Delta \phi \) is in \( L^p \) for some \( p > 1 \) then \( \phi \) is continuous.

Let us now see how Wente’s result implies Proposition 10. The harmonic map equation is \( d^* (dgg^{-1}) = 0 \). So \( d^* (dgg^{-1}) = 0 \) and we can write \( *dgg^{-1} = d\lambda \) for a matrix-valued function \( \lambda \). Now go back to the equation \( d^* (dgg^{-1}) = 0 \) which is

\[
\sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left( \frac{\partial g}{\partial x_i} g^{-1} \right) = 0.
\]

Expanding out and multiplying on the right by \( g \) we get

\[
\Delta g = \sum_{i=1}^{2} \frac{\partial g}{\partial x_i} g^{-1} \frac{\partial g}{\partial x_i} = \frac{\partial \lambda}{\partial x_1} \frac{\partial g}{\partial x_2} \frac{\partial \lambda}{\partial x_1} \frac{\partial g}{\partial x_2}.
\]

In other words

\[
\Delta g = *(d\lambda \wedge dg).
\]

Thus each matrix entry \( g_{ab} \) of \( g \) satisfies

\[
\Delta g_{ab} = \sum_c d\lambda_{ac} \wedge dg_{cb}.
\]

Since \( g \) takes values in the unitary group the operation of multiplication by \( g \) preserves the standard norm on matrices. So the matrix-valued 1-forms \( d\lambda \) and \( dg \) are in \( L^2 \) and hence the same for each entry. So we are in the situation considered in Proposition 11 and the \( g_{ab} \) are continuous.

The proof of Wente’s result, Proposition 11, has some common features with the Sacks-Uhlenbeck proof of removal of singularities in Section 3. Recall that
the Green’s function on $\mathbb{R}^2$ is $(2\pi)^{-1} \log r$. It suffices to prove that there is a constant $C$ such that
\[ |\int_D \log r \ast (du \wedge dv)| \leq C \|du\|_{L^2} \|dv\|_{L^2} \quad (76) \]
for all smooth compactly supported functions $u, v$ on $D$. Transfer to the cylindrical picture with coordinates $(s, \theta)$ where $r = e^s$. So $u, v$ are now defined on the half-cylinder $(-\infty, 0] \times S^1$, vanishing on $\{0\} \times S^1$, and the left hand side of (76) is the modulus of
\[ I = \int_{(-\infty,0] \times S^1} s \ du \wedge dv. \]
The $L^2$ norms of $du$ and $dv$ are the same computed in the disc or the cylinder. The fact that $u, v$ are smooth on the disc implies that they are bounded and their derivatives decay exponentially as $s \to -\infty$, measured in the cylinder metric. We have
\[ s \ du \wedge dv = d(s \ u \ dv) - u \ ds \wedge dv \]
and the exponential decay means that it is valid to apply Stokes’ Theorem, so that
\[ I = -\int_{[-\infty,0] \times S^1} u \ v_\theta \ d\theta ds. \]
Let $U(s)$ be the average value of $u$ over the circle, for fixed $s$. Then for each fixed $s$
\[ \int u \ v_\theta \ d\theta = \int (u - U) \ v_\theta \ d\theta, \]
and
\[ \int (u - U)^2 d\theta \leq \int u_\theta^2 d\theta. \]
So
\[ |\int u \ v_\theta \ d\theta|^2 \leq \int u_\theta^2 \ d\theta \int v_\theta^2 \ d\theta. \]
Now, applying the Cauchy-Schwartz inequality to the $s$ integral, we get
\[ |I| \leq \|du\|_{L^2} \|dv\|_{L^2}, \]
which is (76), with $C = 1$.
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