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Abstract
Social media platforms have enabled people to freely express their views and discuss issues of interest with others. While it is important to discover the topics in discussions, it is equally useful to mine the nature of such discussions or debates and the behavior of the participants. There are many questions that can be asked. One key question is whether the participants give reasoned arguments with justifiable claims via constructive debates or exhibit dogmatism and egotistic clashes of ideologies. The central idea of this question is tolerance, which is a key concept in the field of communications. In this work, we perform a computational study of tolerance in the context of online discussions. We aim to identify tolerant vs. intolerant participants and investigate how disagreement affects tolerance in discussions in a quantitative framework. To the best of our knowledge, this is the first such study. Our experiments using real-life discussions demonstrate the effectiveness of the proposed technique and also provide some key insights into the psycholinguistic phenomenon of tolerance in online discussions.

1 Introduction
Social media platforms have enabled people from anywhere in the world to express their views and discuss any issue of interest in online discussions/debates. Existing works in this context include recognition of support and oppose camps (Agrawal et al., 2003), mining of authorities and subgroups (Mayfield and Rosè, 2011; Abu-Jbara et al. (2012), dialogue act segmentation and classification (Morbini and Sagae, 2011; Boyer et al., 2011), etc.

This paper probes further to study a different and important angle, i.e., the psycholinguistic phenomenon of tolerance in online discussions. Tolerance is an important concept in the field of communications. It is a subfacet of deliberation which refers to critical thinking and exchange of rational arguments on an issue among participants that seek to achieve consensus/solution (Habermas, 1984).

Perhaps the most widely accepted definition of tolerance is that of Gastil (2005; 2007), who defines tolerance as a means to engage (in written or spoken communication) in critical thinking, judicious argument, sound reasoning, and justifiable claims through constructive discussion as opposed to mere coercion/egotistic clashes of ideologies.

In this work, we adopt this definition, and also employ the following characteristics of tolerance (also known as “code of conduct”) (Crocker, 2005; Gutmann and Thompson, 1996) to guide our work.

Reciprocity: Each member (or participant) offers proposals and justifications in terms that others could understand and accept.

Publicity: Each member engages in a process that is transparent to all and each member knows with whom he is agreeing or disagreeing.

Accountability: Each member gives acceptable and sound reasons to others on the various claims or proposals suggested by him.

Mutual respect and civic integrity: Each member’s speech should be morally acceptable, i.e., using proper language irrespective of agreement or disagreement of views.

The issue of tolerance has been actively researched in the field of communications for the past two decades, and has been investigated in multiple dimensions. However, existing studies are typically qualitative and focus on theorizing the socio-linguistic aspects of tolerance (more details in §2).

With the rapid growth of social media, the large volumes of online discussions/debates offer a golden opportunity to investigate people’s implicit psyche in discussions quantitatively based on the real-life data, i.e., their tolerance levels and their arguing nature, which are of fundamental interest to several fields, e.g., communications, marketing, politics, and sociology (Dahlgren, 2005; Gastil, 2005; Moxey and...
Communication and political scholars are hopeful that technologies capable of identifying tolerance levels of people on social issues (often discussed in online discussions) can render vital statistics which can be used in predicting political outcomes in elections and helpful in tailoring voting campaigns and agendas to maximize winning chances (Dahlgren, 2002). Communication and political scholars are hopeful that technologies capable of identifying tolerance levels of people on social issues (often discussed in online discussions) can render vital statistics which can be used in predicting political outcomes in elections and helpful in tailoring voting campaigns and agendas to maximize winning chances (Dahlgren, 2002).

**Objective**: The objective of this work is two-fold:

1. Identifying tolerant and intolerant participants in discussions.
2. Analyzing how disagreement affects tolerance and estimating the tipping point of such effects.

To the best of our knowledge, these tasks have not been attempted quantitatively before. The first task is a classification/prediction problem. Due to the complex and interactive nature of discussions, the traditional n-gram features are no longer sufficient for accurate classification. We thus propose a generative model, called DTM, to discover some key pieces of information which characterize the nature of discussions and their participants, e.g., the arguing nature (agreeing vs. disagreeing), topic and expression distributions. These allow us to generate a set of novel features from the estimated latent variables of DTM capable of capturing authors’ tolerance psyche during discussions. The features are then used in learning to identify tolerant and intolerant authors. Our experimental results show that the proposed approach is effective and outperforms several strong baselines significantly.

The second task studies the interplay of tolerance and disagreement. It is well-known that tolerance facilitates constructive disagreements, but sustained disagreements often result in a transition to destructive disagreement leading to polarization and intolerance (Dahlgren, 2005). An interesting question is: What is the tipping point of disagreement to exhibit intolerance? We take a Bayesian approach to seek an answer and discover issue-specific tipping points. Our empirical results discover some interesting relationships which are supported by theoretical studies in psychology and linguistic communications.

Finally, this work also produces an annotated corpus of tolerant and intolerant users in online discussions across two domains: politics and religion. We believe this is the first such dataset and will be a valuable resource to the community.

## 2 Related Work

Although limited work has been done on analysis of tolerance in online discussions, there are several general research areas that are related to our work.

**Communications**: Tolerance has been an active research area in the field of communications for the past two decades. Ryfe (2005) provided a comprehensive survey of the literature. The topic has been studied in multiple dimensions, e.g., opinion and attitude (Luskin et al., 2004; Price et al., 2002), public engagement (Escobar, 2012), psychoanalysis (Slavin and Kriegman, 1992), argument repertoire (Cappella et al., 2002), etc. Tolerance has also been investigated in the domain of political communications with an emphasis on political sophistication (Gastil and Dillard, 1999), civic culture (Dahlgren, 2002), and democracy (Fishkin, 1991). These existing works study tolerance from the qualitative perspective. Our focus is quantitative analysis.

**Sentiment analysis**: Sentiment analysis determines positive or negative opinions expressed on topics (Liu, 2012; Pang and Lee, 2008). Main tasks include aspect extraction (Hu and Liu, 2004; Popescu and Etzioni, 2005; Mukherjee and Liu, 2012c; Chen et al., 2013), opinion polarity identification (Hassan and Radev, 2010; Choi and Cardie, 2010) and subjectivity analysis (Wiebe, 2000). Although related, tolerance is different from sentiment. Sentiments are mainly indicated by sentiment terms (e.g., great, good, bad, and poor). Tolerance in discussions refers to the reception of certain views and often indicated by agreement and disagreement expressions and other features (§5).

**Online discussions or debates**: Several works put authors in debate into support and oppose camps. Agrawal et al. (2003) used a graph based method, and Murakami and Raymond (2010) used a rule-based method. In (Mukherjee and Liu, 2012a), contention points were identified, in (Mukherjee and Liu, 2012b), various expressions in review comment discussions were mined, and in (Galley et al., 2004; Hillard et al., 2003), speaker utterances were classified into agreement, disagreement, and backchannel classes. Also related are studies on linguistic style accommodation (Mukherjee and Liu, 2012d) and user pair interactions (Mukherjee and Liu, 2013) in online debates. However, these works do not consider tolerance analysis in debate discussions, which is the focus of this work.
In a similar vein, several classification methods have been proposed to recognize opinion stances and speaker sides in online debates (Somasundaran and Wiebe, 2009; Thomas et al., 2006; Bansal et al., 2008; Burfoot et al., 2011; Yessenalina et al., 2010). Lin and Hauptmann (2006) also proposed a method to identify opposing perspectives. Abu-Jbara et al. (2012) identified subgroups. Kim and Hovy (2007) studied election prediction by analyzing online discussions. Other related works studying dialogue and discourse in discussions include authority recognition (Mayfield and Rosè, 2011), dialogue act segmentation and classification (Morbini and Sagae, 2011; Boyer et al., 2011), discourse structure prediction (Wang et al., 2011).

All these prior works are valuable. But they are not designed to identify tolerance or to analyze tipping points of disagreements for intolerance in discussions which are the focus of this work.

3 Discussion/Debate Data

For this research, we used discussion posts from Volconvo.com. This forum is divided into various domains: Politics, Religion, Science, etc. Each domain consists of multiple discussion threads. Each thread consists of a list of posts. Our experimental data is from two domains, Politics and Religion. The data is summarized in Table 1(a). In this work, the terms users, authors and participants are used interchangeably. The full data is used for modeling, but 436 and 501 authors from Politics and Religion domains were manually labeled as being tolerant or intolerant (Table 1(c)) respectively for classification experiments.

Two judges (graduate students) were used to label the data. The judges are fluent in English and were briefed on the definition of tolerance (see §1). From each domain (Politics, Religion), we randomly sampled authors having not more than 60 posts in order to reduce the labeling burden as the judges need to read all posts and see all interactions of each author before providing a label. Given all posts by an author, a and his/her associated interactions (posts by other authors replying or quoting a), the judges were asked to provide a label for author a as being tolerant or intolerant. In our labeling, we found that users strongly exhibit one dominant trait: tolerant or intolerant, as our data consists of topics like elections, immigration, theism, terrorism, and vegetarianism across politics and religion domains, which are often heated and thus attract people with pre-determined, strong, and polarized stances.

The judges worked in isolation (to prevent bias) during annotation/labeling and were also asked to provide a short reason for their judgment. The agreement statistics using Cohen’s kappa are given in Table 1(b), which shows substantial agreements according to the scale in (Landis and Koch, 1977). This shows that tolerance as defined in §1 is quite decisive and one can decide whether a debater is exhibiting tolerant vs. intolerant quite well. To account for disagreements in labels, the judges discussed their reasons to reach a consensus. The final labeled data is reported in Table 1(c).

4 Model

We now present our generative model to capture the key aspects of discussions/debates and their intricate relationships, which enable us to (1) design sophisticated features for classification and (2) perform an in-depth analysis of the interplay of disagreement and tolerance. The model is called Debate Topic Model (DTM).

DTM is a semi-supervised generative model motivated by the joint occurrence of various topics; and agreement and disagreement expressions (abbreviated AD-expressions hereon) in debate posts. A typical debate post mentions a few topics (using similar topical terms) and expresses some viewpoints with one or more AD-expression types (Agreement and Disagreement) using semantically related expressions. This observation forms the basis of the generative process of our model where documents (posts) are represented as admixtures of latent topics and AD-expression types (Agreement and Disagreement). This key observation and the motivation of modeling debates are from our previous work in (Mukherjee and Liu, 2012a). In the new set-

---

1 These hardened perspectives are theoretically supported by the polarization effect (Sunstein, 2002), and the hostile media effect, a scenario where partisans rigidly hold on to their stances (Hansen and Hyunjung, 2011).

2 Agreement levels are as follows. $\kappa \in [0, 0.2]$: Poor, $\kappa \in (0.2, 0.4]$: Fair, $\kappa \in (0.4, 0.6]$: Moderate, $\kappa \in (0.6, 0.8]$: Substantial, and $\kappa \in (0.8, 1.0]$: Almost perfect agreement.
In this work, a document/post is viewed as a bag of n-grams and we use terms to denote both words (unigrams) and phrases (n-grams)\(^3\). DTM is a switching graphical model performing a switch between topics and AD-expression similarities similar to that in (Zhao et al., 2010). The switch is done using a learned maximum entropy (Max-Ent) model. The rationale here is that topical and AD-expression terms usually play different syntactic roles in a sentence. Topical terms (e.g., “U.S. elections,” “government,” “income tax”) tend to be noun and noun phrases while expression terms (“I refuse,” “how can you say,” “I’d agree”) usually contain pronouns, verbs, wh-determiners, and modals. In order to utilize the part-of-speech (POS) tag information, we place the topic/AD-expression distribution, \(\psi_{a,d}\) (the prior over the indicator variable \(r_{a,d}\)) in the term plate (Figure 1) and set it using a Max-Ent model conditioned on the observed context \(x_{a,d}\) associated with \(w_{a,d}\) and the learned Max-Ent parameters \(\lambda\) (details in §4.1). In this work, we use both lexical and POS features of the previous, current and next POS tags/lexemes of the term \(w_{a,d}\) as the contextual information, i.e., \(x_{a,d} = [POS \_w_{a,d-1}, POS \_w_{a,d}, POS \_w_{a,d+1}], \)

\(w_{a,d-1}, w_{a,d+1}\), which is used to produce feature functions for Max-Ent. For phrasal terms (n-grams), all POS tags and lexemes of \(w_{d,j}\) are considered as contextual information for computing feature functions in Max-Ent. DTM has the following generative process:

A. For each AD-expression type \(e\), draw \(\varphi_{e}^{E} \sim \text{Dir}(\beta^{E})\)
B. For each topic \(\tau\), draw \(\varphi_{\tau}^{T} \sim \text{Dir}(\beta^{T})\)
C. For each author \(a \in \{1,...,A\}\):
   i. Draw \(\theta_{a,d}^{E} \sim \text{Dir}(\alpha^{E})\)
   ii. Draw \(\theta_{a,d}^{T} \sim \text{Dir}(\alpha^{T})\)
   iii. For each document/post \(d \in \{1,...,D\}\):
      I. For each term \(w_{a,d,j} \in \{1,...,N_{a,d}\}\):
         a. Set \(\psi_{a,d,j} \sim \text{MaxEnt}(x_{a,d,j}; \lambda)\)
         b. Draw \(r_{a,d,j} \sim \text{Bernoulli}(\psi_{a,d,j})\)
         c. if \((r_{a,d,j} = 1) / \psi_{a,d,j}\) is an AD-expression term
            Draw \(z_{a,d,j} \sim \text{Mult}(\theta_{a,d}^{E})\)
            else // \(r_{a,d,j} = 0\)
            Draw \(z_{a,d,j} \sim \text{Mult}(\theta_{a,d}^{T})\)
      d. Emit \(w_{a,d,j} \sim \text{Mult}(\theta_{a,d}^{E})\)

4.1 Inference

We employ posterior inference using Monte Car-

\(3\) Topics in most topic models (e.g., LDA (Blei et al., 2003)) are unigram distributions and a document is treated as an exchangeable bag-of-words. This offers a computational advantage over models considering word orders (Wallach, 2006). As our goal is to enhance the expressiveness of DTM (rather than “modeling” word order), we use 1-4 grams preserving the advantages of exchangeable modeling.
Table 3: Top terms (comma delimited) of two expression types. **Red** (bold) terms denote possible errors. **Blue** (italics) terms are newly discovered; rest (black) terms have been used in Max-Ent training.

| Disagreement expressions (\(\varphi^E_{e=\text{Disagreement}}\)) | 
|---|---|
| I, disagree, I don’t, I disagree, argument, reject, claim, I reject, I refute, and, your, I refuse, won’t, the claim, nonsense, I contest, dispute, I think, completely disagree, don’t accept, don’t agree, incorrect, doesn’t, hogwash, I don’t buy your, I really doubt, your nonsense, true, can you prove, argument fails, you fail to, your assertions, bullshit, sheer nonsense, doesn’t make sense, you have no clue, how can you say, do you even, contradict yourself, … | 

| Agreement expressions (\(\varphi^E_{e=\text{Agreement}}\)) | 
|---|---|
| agree, I, correct, yes, true, accept, I agree, don’t, indeed correct, your, point, that, I concede, is valid, your claim, not really, would agree, might, agree completely, yes indeed, absolutely, you’re correct, valid point, argument, the argument, proves, do accept, support, agree with you, rightly said, personally, well put, I do support, personally agree, doesn’t necessarily, exactly, very well put, absolutely correct, kudos, point taken, … | 

5.1 Language based Features of Tolerance

**Word and POS n-grams:** As tolerance in communication is directly reflected in language usage, word n-grams are obvious features. We also use POS tags (obtained using Stanford Tagger\(^4\)) as features. The rationale of using POS tag based features is that intolerant communications are often characterized by hate/egotistic speech which have pronounced use of specific part of speech (e.g., pronouns) (Zingo, 1998).

**Heuristic Factor Analysis:** In psycholinguistics, factor analysis refers to the process of finding groups of semantically similar linguistic constructs (words/phrases). It is also called meaning extraction in (Chung and Pennebaker, 2007). As tolerance in discussions is characterized by reasoned expressions which often accompany argumentation (e.g., providing a hyperlink, making an attempt to clarify with some evidence, etc.), we compiled a list of reasoned and sourced expressions which often accompany argumentation (e.g., providing a hyperlink, making an attempt to clarify with some evidence, etc.).

\(^4\) http://nlp.stanford.edu/software/tagger.shtml
5.2 Debate Expression Features

**AD-expressions:** As we have seen in §4, DTM can discover specific agreement and disagreement expressions in debates. We use these expressions as another feature set. Estimated AD-expressions (Table 3) serve as a principled way of performing factor analysis in debates instead of heuristic factor analysis as in Table 4 used in prior works.

As the AD-expression types are modeled as Dirichlet distributions ($\phi^E \sim \text{Dir}(\beta^E)$), due to the smoothing effect, each term in the vocabulary has some non-zero probability mass associated with the expression types. To ensure that the discovered expressions are representative AD-expressions, we only consider the terms in $\phi^E$ with $p(v|e) = \phi^E_{v,e} > 0.001$ as probability masses lower than 0.001 are more due to the smoothing effect of Dirichlet distribution than true correlation.

### Table 4: Heuristic Factor Analysis (HFA).

Words/Phrases in each factor compiled from prior works in psycholinguistics.

| Factor: Reasoning words/phrases |
|----------------------------------|
| because, because of, since, reason, reason being, reason is, reason why, due to, owing to, as in, therefore, thus, henceforth, hence, implies, implies that, implying, hints, hinting, hints towards, it follows that, it turns out, conclude, consequence, consequently, the cause, rationale, the rationale, justification, the justification, provided, premise, assumption, on the proviso, in spite, … |

| Factor: Sourcing words/phrases |
|----------------------------------|
| presence of hyperlinks/urls, source, reference, for example, for instance, namely, to explain, to detail, to clarify, to elucidate, to illustrate, to be precise, furthermore, moreover, apart from, besides, we find, … |

5.3 User Behavioral Features

Here we propose several features of user interaction which reflect the socio-psychological state of tolerance while participating in discussions. We note that these features rely on the posterior estimates of latent variables $\theta^E, z,$ and $r$ in DTM (§4) and are thus difficult to obtain without modeling.

**Overall Arguing Nature:** The posterior on $\theta^E_a$ (Table 2) for each author, $a$ gives an estimate of $a$’s overall arguing nature (agreeing or disagreeing). We use the probability mass assigned to each arguing nature type as a user behavioral feature. This gives us two features $f_1, f_2$ as follows:

$$f_1(a) = \theta^E_{a,Ag}; f_2(a) = \theta^E_{a,DisAg}$$

**Behavioral Response:** As intolerant users are likely to attract more disagreement, it is naturally useful to estimate the response (agreeing vs. disagreeing) a user receives from others. For computing behavioral response, we first use the posterior on $z$ to compute the distribution of AD-expressions (i.e., the relative probability masses of agreeing and disagreeing expressions) in a document $d$ by an author $a$ as follows:

$$\theta^E_{a,d,Ag} = \frac{||z_{a,d,Ag}||}{||z_{a,d,Ag}|| + ||z_{a,d,DisAg}||}$$

$$\theta^E_{a,d,DisAg} = \frac{||z_{a,d,DisAg}||}{||z_{a,d,Ag}|| + ||z_{a,d,DisAg}||}$$

Now to get the overall behavioral response of an author, $a$ we take the expected value of the agreeing and disagreeing responses that $a$ received from other authors $a'$ who replied to or quoted $a$’s posts. The expectations below are taken over all posts $d'$ by $a'$ which reply/quote posts of $a$.

$$f_3(a) = E[\theta^E_{a',d',Ag}]; f_4(a) = E[\theta^E_{a',d',DisAg}]$$

**Equality of Speech:** In communication literature (Dahlgren, 2005; Habermas, 1984), equality is theorized as an essential element of tolerance. Each participant must be able to participate on an equal footing with others without anybody dominating the discussion. In online debates, we can measure this phenomenon using the following feature:

$$f_5(a) = E\left( \frac{\# \text{ of posts by } a \text{ in thread } l}{\# \text{ of posts in thread } l} \right) E[\theta^E_{a,d,DisAg}]$$

where the inner expectation is taken over all posts of $a$ in thread $l$ and the outer expectation is taken over all threads $l$ in which $a$ participated. The above definition computes the aggressive posting behavior of author $a$ whereby he tires to dominate the thread by posting more than others. The aggressive posting behavior is weighted by author’s disagreeing nature because a person usually exhibits a dominating nature when he pushes hard to establish his ideology (which is often in disagreement with others) (Moxey and Sanford, 2000).

**Topic Shifts:** An interesting phenomenon of human (social) psyche is that when people are unable to logically argue their stances and feel they are losing the debate, they often try to belittle/deride others by pulling unrelated topics into discussion (Slavin and Kriegman, 1992). This is
referred to as topic shifts. Topic shifts thus have a
relation with tolerance in deliberation. Stromer-
Galley (2005) reported that if the discussion is
off topic, then tolerance or deliberation cannot
meet its objective of deep consideration of an
issue. Hence, the average topic shifts of an au-
thor, \( \alpha \) across various posts in a thread can serve
as a good feature for measuring tolerance. We
use the posterior on per-document topic distrib-
ution, \( \theta_{T,\alpha} \), to measure topic
shifts using KL-Divergence as follows:

\[
f_6 = D_{KL}(\theta_{T,\alpha} || \theta_{T,\alpha}')
\]

We first compute author, \( \alpha \)'s average topic shifts in
a thread, \( I \) which measures his topic shifts in \( I \).
But this only gives us his behavior in one thread.
To capture his overall behavior, we take the ex-
pected value of this behavior over all threads in
which \( \alpha \) participated. We take average KL-
divergence (KL-Div.) over all pairs of posts by \( \alpha \)
in a given thread to account for the asymmetry of
KL-Div.

Finally, we note that by no means do we claim
that the mere presence and a large value of any of
the above features imply that a user is intolerant
or tolerant. They are indicators of the pheno-
menon of tolerance in discussions/debates. The
actual prediction is done using the learned models
in §6.1.

6.1 Tolerant and Intolerant Classification

Here, we show that the features in §5 can help
build accurate models for predicting tolerance. We
employ a linear kernel SVM (using the
SVMlight system (Joachims, 1999)) and report 5-
fold cross validation (CV) results on the task of
predicting the socio-psychological nature of us-
bers’ communication: tolerant vs. intolerant in
politics and religion domains (Table 1(c)). Note
that for each fold of 5-fold CV, DTM was run on
the full data of each domain (Table 1(a)) exclud-
ing the users (and their associated posts) in the
test set of that fold for generating the features of the
training instances (users). The learned DTM
was then fitted (using the approach in (Hofmann,
1999)) to the test set users and their posts for
generating the features of the test instances.

To investigate the effectiveness of the pro-
posed framework, we incrementally add feature
sets starting with the baseline features. Word
unigrams and bigrams (inclusive of unigrams) serve as our first baseline (B1a, B1b). Word +
POS bigrams is our second baseline (B2).

6 Higher order n-grams did not result in better results.

“Word” in B2 uses bigrams as B1b gives better
results. B2 + Heuristic Factor Analysis (HFA)
(Table 4) serve as our third baseline (B3). Table
5 shows the experiment results. We note the fol-
lowing:

1. Across both domains, adding POS bigrams
slightly improves classification accuracy and
\( F_1 \)-score beyond standard word unigrams and
bigrams. Feature selection using information
gain (IG) does not help much.

2. Using heuristic factor analyses (HFA) of rea-
soned and sourced expressions (Table 4)
brings about 1% and 2% improvement in ac-
curacy in politics and religion domains re-
spectively.

3. Debate expression features (DE) in §5.2 and
user behavioral features (UB) in §5.3 pro-
duced from DTM progressively improve clas-
sification accuracies by 4% and 8% in politics
domains and 5% and 6% in religion domains.
The improvements are also statistically signif-
icant.

In summary, we can see that modeling made a
major impact. It improved the accuracy by about
10% than traditional unigram and bigram bas-
elines. This shows that the debate expressions and
user behaviors computed using the DTM model
can capture various dimensions of (in)tolerance
not captured by n-grams.
disagreement often takes a transition towards destructive disagreement and is likely to lead to intolerance. Similar phenomena was also identified in psychology literature (Critchley, 1964). In such cases, the participants often stubbornly stick to an extreme attitude, which eventually results in intolerance and defeats the very purpose of deliberative discussion.

An intriguing research question is: What is the relationship between disagreement and intolerance? The question is interesting from both the communication and psycholinguistic perspectives. The best of our knowledge, this is the first attempt towards seeking an answer. We work in the context of five issues/threads in real-life online debates. To derive quantitative and definite conclusions, it is required to perform the following tasks:

- For each issue, empirically investigate in expectation the tipping point of disagreement beyond which a user tends to be intolerant.
- Further, investigate the confidence on the estimated tipping point (i.e., what is the likelihood that the estimated tipping point is statistically significant instead of chance alone).

We formalize the above tasks in the Bayesian setting. Recall from Table 2 of §4, that \( \theta_{a,Ag}^E \) (respectively, \( \theta_{a,DisAg}^E \)) are the estimates of agreeing and disagreeing nature of an author and \( \theta_{a,Ag} \) + \( \theta_{a,DisAg}^E = 1 \). Let \( TP(\tau) \) denote the event that in expectation a threshold value of \( 0 < \tau < 1 \) serves as a tipping point of disagreement beyond which intolerance is exhibited. Note that we emphasize the term “in expectation” (taken over all authors). We do not mean that every author whose disagreement, \( \theta_{a,DisAg}^E > \tau \), is intolerant. The empirical likelihood of \( TP(\tau) \) can be expressed by the following probability expression:

\[
L(\text{TP}(\tau)) = E[P(\theta_{a,DisAg}^E > \tau|a = I) - P(\theta_{a,DisAg}^E > \tau|a = T)]
\]

The events \( a = I \) and \( a = T \) denote that author \( a \) is intolerant and tolerant respectively. The expectation is taken over authors. Showing that \( \tau \) indeed serves as the tipping point of disagreement to exhibit intolerance corresponds is to rejecting the null hypothesis that the probabilities in (8) are equal. We employ a Fisher’s exact test to test significance and report confidence measures (using \( p \)-values) for the tipping point thresholds. The results are shown in Table 6.

The threshold \( \tau \) is computed using the entropy method in (Fayyad and Irani, 1993) as follows: We first fit our previously learned model (using the data in Table 1 (a)) to the new threads in Table 6 and its users and posts to obtain the estimates of \( \theta_{a,DisAg}^E \) and other latent variables for feature generation. The learned classifier in §6.1 is used to predict the nature of users (tolerant vs.

| Thread/Issue         | # Posts | # Users | % InTol. | \( E[\theta_{a,DisAg}^E] \) | \( \tau \) | \( p \)-value |
|----------------------|---------|---------|----------|--------------------------|------|------------|
| Repeal Healthcare    | 1823    | 33      | 39.9     | 0.57                     | 0.65 | 0.02       |
| Europe’s Collapse    | 1824    | 33      | 42.5     | 0.61                     | 0.61 | 0.01       |
| Obama Euphoria       | 1244    | 26      | 30.7     | 0.66                     | 0.71 | 0.01       |
| Socialism            | 831     | 49      | 44.8     | 0.69                     | 0.48 | 0.03       |
| Abortion             | 1232    | 58      | 48.4     | 0.78                     | 0.37 | 0.01       |

Table 6: Tipping points of disagreements for intolerance (\( \tau \)) of different issues. \( E[\theta_{a,DisAg}^E] \): the expected disagreement over all posts in each issue/thread, # Posts: the total number of posts, # Users: the total number of users/authors, % Intol: % of intolerant users in each thread, \( \tau \): the estimated tipping point, and \( p \)-value: computed from two-tailed Fisher’s exact test.
intolerant) in the new threads. Then, for each user we have his predicted deliberative (social) psyche (Tolerant vs. Intolerant) and also his overall disagreeing nature exhibited in that thread (the posterior on $\theta_{\text{DisAg}}^E$). For a thread, tolerant and intolerant users (data points) span the range $[0, 1]$ attaining different values for $\theta_{\text{DisAg}}^E$. Each candidate tipping point of disagreement, $0 \leq \tau' \leq 1$ results in a binary partition of the range with each partition containing some proportion of tolerant and intolerant users. We compute the entropy of the partition for every proportion of tolerant and intolerant users. We note the following from Table 6:

1. Across all threads/issues, we find that the expected disagreement over all posts, $d$, $E[\theta_{\text{d,DisAg}}^E] > 0.5$ showing that in discussions of the reported issues, disagreement predominates.

2. $E[\theta_{\text{d,DisAg}}^E]$ also gives an estimate of overall heat in the issue being discussed. We find sensitive issues like abortion and socialism being more heated than healthcare, Obama, etc.

3. The percentage of intolerant users increases with the expected overall disagreement in the issue except for the issue Obama euphoria.

4. The estimated tipping point of disagreement to exhibit intolerance, $\tau$ happens to vary inversely with the expected disagreement, $E[\theta_{\text{d,DisAg}}^E]$ except the issue Obama euphoria. This reflects that as overall disagreement in the issue increases, the tipping point of intolerance decreases, i.e., due to high discussion heat, people are likely to turn intolerant even with relatively small amount of disagreement. This finding dovetails with prior studies in psychology (Rokeach and Fruchter, 1956) that heated discussions are likely to reduce thresholds of reception leading to dogmatism, egotism, and intolerance. Table 6 shows that for moderately heated issues (healthcare, Europe’s collapse), in expectation, author’s disagreement $\theta_{\text{DisAg}}^E$ should exceed 61-65% to exhibit intolerance. However, for sensitive issues, we find that the tipping point is much lower, abortion: 37%; socialism: 48%.

5. The issue Obama Euphoria is an exception to other issues’ trends. Even though in expectation, it has $E[\theta_{\text{d,DisAg}}^E] = 66\%$ overall disagreement, the percentage of intolerant users remains the lowest (30%) and the tipping point attains a highest value ($\tau = 0.71$), showing more tolerance on the issue. A plausible reason could be that Obama is somewhat more liked and hence attracts less intolerance from users.

6. The $p$-values of the estimated tipping points, $\tau$ across all issues are statistically significant at 98-99% confidence levels.

7 Conclusion

This work performed a deep analysis of the sociopsychological and psycholinguistic phenomenon of tolerance in online discussions, which is an important concept in the field of communications. A novel framework is proposed, which is capable of characterizing and classifying tolerance in online discussions. Further, a novel technique was also proposed to quantitatively evaluate the interplay of tolerance and disagreement. Our empirical results using real-life online discussions render key insights into the psycholinguistic process of tolerance and dovetail with existing theories in psychology and communications. To the best of our knowledge, this is the first such quantitative study. In our future work, we want to further this research and study the role of diversity of opinions in the context of tolerance and its relation to polarization.
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7 Although this prediction may not be perfect, it can be regarded as considerably reliable to study the trend of tolerance across different issues as our classifier (in §6.1) attains a high (83%) classification accuracy using the full feature set. As judging all users across all threads would require reading about 7000 posts, for confirmation, we randomly sampled 30 authors across various threads for labeling by our judges. 28 out of 30 predictions produced by the classifier correlated with the judges’ labels, which should be sufficiently accurate for our analysis.

8 This observation may be linked to the political phenomenon of “democratic citizenship through exposure to diverse perspectives” (Mutz, 2006) where it was shown that exposure to heterogeneous opinions (i.e., greater disagreement), often enhances tolerance.
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