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KY HO AND INBO SIM

Abstract. In this paper, we study the existence of multiple solutions to a generalized $p(\cdot)$-Laplace equation with two parameters involving critical growth. More precisely, we give sufficient “local” conditions, which mean that growth between the main operator and nonlinear term are locally assumed for the cases $p(\cdot)$-sublinear, $p(\cdot)$-superlinear, and sandwich-type. Compared to constant exponent problems (for example, $p$-Laplacian and $(p, q)$-Laplacian), this characterizes the study of variable exponent problems. We show this by applying variants of the Mountain Pass Theorem for $p(\cdot)$-sublinear and $p(\cdot)$-superlinear cases and constructing critical values defined by a minimax argument in the genus theory for sandwich-type case. Moreover, we also obtain a nontrivial nonnegative solution for sandwich-type case changing a role of parameters. Our work is a generalization of several existing works in the literature.

1. Introduction and Main Results

In this paper we are concerned with the existence and multiplicity of solutions to the following problem:

$$
\begin{cases}
-\text{div} a(x, \nabla u) = \lambda f(x, u) + \theta b(x)|u|^{t(x)-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^N$ with a Lipschitz boundary $\partial \Omega$; $a : \Omega \times \mathbb{R}^N \to \mathbb{R}^N$ is a Carathéodory function which generalizes $|\xi|^{p(x)-2}\xi$, where $p \in C^+(\Omega)$ with $C^+(\Omega) := \{r \in C(\Omega) : 1 < r^- := \min_{x \in \Omega} r(x) \leq r^+ := \max_{x \in \Omega} r(x) < \infty\}$; $f : \Omega \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function having subcritical growth; $t \in C^+(\Omega)$ with $p^+ < t^- \leq t(x) \leq p^*(x)$ for all $x \in \Omega$ such that

$$
C := \{x \in \overline{\Omega} : t(x) = p^*(x)\} \neq \emptyset,
$$

where $p^*(x) := \frac{Np(x)}{N-p(x)}$ if $p^+ < N$ and $p^*(x) := p_0(x)$ for any fixed $p_0 \in C^+(\Omega)$ with $p(x) < p_0(x)$ for all $x \in \Omega$ if $p^+ \geq N$; $b \in L^\infty(\Omega)$ and $b(x) > 0$ for a.e. $x \in \Omega$; and $\lambda, \theta$ are parameters.

Throughout this paper, we always assume the following conditions on $a$:

(A0) $a(x, -\xi) = -a(x, \xi)$ for a.e. $x \in \Omega$ and all $\xi \in \mathbb{R}^N$.

(A1) There exists a Carathéodory function $A : \Omega \times \mathbb{R}^N \to \mathbb{R}$, continuously differentiable with respect to its second variable, such that $A(x, 0) = 0$ for a.e. $x \in \Omega$ and $a(x, \xi) = \nabla_\xi A(x, \xi)$ for a.e. $x \in \Omega$ and all $\xi \in \mathbb{R}^N$.
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\( (A2) \ |a(x, \xi)| \leq C \left[ 1 + |\xi|^{p(x) - 1} \right] \) for a.e. \( x \in \Omega \) and all \( \xi \in \mathbb{R}^N \), where \( C \) is a positive constant.

\( (A3) \ |\xi|^{p(x)} \leq a(x, \xi) \cdot \xi \leq p(x)A(x, \xi) \) for a.e. \( x \in \Omega \) and all \( \xi \in \mathbb{R}^N \).

\( (A4) \ 0 < |a(x, \xi) - a(x, \eta)| \cdot (\xi - \eta) \) for a.e. \( x \in \Omega \) and all \( \xi, \eta \in \mathbb{R}^N, \xi \neq \eta \).

The operator satisfying (A0) – (A4) is of Leray-Lions type and typical examples are

\[
\text{div} \left( |\nabla u|^{p(x)-2} \nabla u \right) \quad \text{and} \quad \text{div} \left( (1 + |\nabla u|^2)^{(p(x)-2)/2} \nabla u \right),
\]

which we call the \( p(\cdot) \)-Laplacian and the generalized mean curvature operator, respectively. Another remarkable example is

\[
\text{div} \left[ \sum_{i=1}^{n} |\nabla u|^{p_i(x)-2} \nabla u \right],
\]

which satisfies (A0) – (A4) with \( p(x) := \max_{1 \leq i \leq n} p_i(x) \), and we call this operator the multiple \( p(\cdot) \)-Laplacian. A special case of the multiple \( p(\cdot) \)-Laplacian is the operator

\[
\text{div} \left( |\nabla u|^{p-2} \nabla u + |\nabla u|^{q-2} \nabla u \right) \quad \text{with} \quad 1 < q \leq p < \infty,
\]

which is called the \( (p, q) \)-Laplacian and has received a great attention from mathematicians in the last decade.

The study of \( p(\cdot) \)-Laplacian was initiated to describe some materials (for example, electrorheological fluids) that are inadequate to deal with in a constant \( p(\cdot) \). Indeed Rădulescu [28] gave a couple of examples that required the setting of \( p(\cdot) \)-Laplacian problems that portray phenomenon strongly depending on the position. Thus, it is natural to ask for sufficient effects of the ration of \( p(\cdot) \) and growth of a nonlinear term in a local sense. It is worth mentioning that the set \( C \) is the other condition of locality. Meanwhile, a local effect was also assumed in this study when \( p(\cdot) \) is even constant in the sequel papers [4–6]. More precisely, the authors were concerned with the “local” growth of nonlinearities, investigating the existence, nonexistence, and multiplicity of solutions for the family of problems

\[
- \text{div} \left( |\nabla u|^{p-2} \nabla u \right) = f_\lambda(x, u) \quad \text{in} \ \Omega,
\]

\[
\begin{align*}
&u > 0 \quad \text{in} \ \Omega, \\
&u = 0 \quad \text{on} \ \partial \Omega,
\end{align*}
\]

where \( f \) is locally “\( p \)-sublinear” at 0 and is locally “\( p \)-superlinear” at \( \infty \), namely (roughly speaking):

\[
\lim_{s \to 0^+} \frac{f_\lambda(x, s)}{s^{p-1}} = \infty
\]

for \( x \) in a subdomain \( \Omega_1 \) of \( \Omega \) and

\[
\lim_{s \to \infty} \frac{f_\lambda(x, s)}{s^{p-1}} = \infty
\]

for \( x \) in a subdomain \( \Omega_2 \) of \( \Omega \). We emphasize that such local assumptions are effective for a nonautonomous nonlinear term and does not allow higher or lower growth than \( p \), respectively. Recently, Komiya-Kajikiya [21] studied the existence of infinitely many solutions to problem (1.1) when \( a(x, \xi) = |\xi|^{p-2} \xi + |\xi|^{q-2} \xi \) with \( 1 < q \leq p < \infty \) and \( \theta = 0 \). Indeed, they obtained a sequence of solutions with \( C^1 \)-norms converging to 0 (resp. \( \infty \)) when \( f \) satisfies a locally \( q \)-sublinear condition, i.e., \( \inf_{x \in B_\varepsilon(x_0)} \frac{F(x, \tau)}{|\tau|^q} \to \infty \) as \( \tau \to 0 \) (resp. a locally \( p \)-superlinear condition, i.e., \( \inf_{x \in B_\varepsilon(x_0)} \frac{F(x, \tau)}{|\tau|^p} \to \infty \) as \( |\tau| \to \infty \)) for some ball \( B_\varepsilon(x_0) \subset \Omega \). Here and in what follows, \( F(x, \tau) := \int_0^\tau f(x, s) \, ds \) and \( B_\varepsilon(x_0) \) denotes a ball in \( \mathbb{R}^N \) centered at \( x_0 \) with radius \( \varepsilon \). It is worth mentioning that they did not treat the case of growth between \( p \) and \( q \), which we call sandwich-type
growth for the \((p, q)\)-problem. These results have recently been obtained for problem (1.1) under (A0) – (A4) in [13]. Note that both [21] and [13] only considered subcritical problems. The existence of infinitely many solutions to critical problems involving the \(p\)-Laplacian for this kind of locally \(p\)-superlinear condition was investigated in [29].

Regarding critical and sandwich-type growth, in [17] we considered problem (1.1) of the form:

\[
\begin{aligned}
- \text{div} \left( |\nabla u|^{p-2} \nabla u + |\nabla u|^{q-2} \nabla u \right) &= \lambda m(x) |u|^{s-2} u + \theta b(x) |u|^{\gamma-2} u \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]  

(1.2)

where \(1 < q < s < p\) and the weight \(m\) is possibly sign-changing. We obtained the existence of nontrivial nonnegative solutions to [1] for a fixed \(\lambda\) and some range of parameter \(\theta\) (depending on \(\lambda\)). In [1], Baldelli et al. obtained the multiplicity of solutions for problem (1.2) when \(\Omega = \mathbb{R}^N\) in a reverse way; that is, for \(\theta\) fixed and small, they find some range of \(\lambda\). The subcritical problem of sandwich-type growth involving variable exponent was studied by Mihailescu-Rădulescu in [26]. In that paper, the authors studied (1.1) of the form:

\[
\begin{aligned}
- \text{div} \left( |\nabla u|^{p(x)-2} \nabla u + |\nabla u|^{q(x)-2} \nabla u \right) &= \lambda |u|^{s(x)-2} u \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]  

(1.3)

with \(p, q, s \in C_0(\overline{\Omega})\) satisfying \(q^+ < s^- \leq s^+ < p^-\) and \(s^+ < q^*(x)\) for all \(x \in \overline{\Omega}\) and showed that there exists \(\lambda_\ast > 0\) such that problem (1.3) admits a nontrivial solution for any \(\lambda \in [\lambda_\ast, \infty)\).

Motivated by [1, 4–6, 11, 17, 21, 26, 29], our aim is to show the existence of multiple solutions to problem (1.1), which may include a critical term and generalize previous results, in particular [17, 26, 29] when \(f\) satisfies one of three types of growth conditions: locally \(p(\cdot)\)-sublinear, locally \(p(\cdot)\)-superlinear, and sandwich-type. Moreover, we also obtain a nontrivial nonnegative solution for the sandwich-type case by changing the role of the parameters. We look for solutions to problem (1.1) in \(W^{1,p(\cdot)}_0(\Omega)\), that is the completion of \(C^\infty_c(\Omega)\) with respect to the norm

\[
\|u\| := \|\nabla u\|_{L^{p(\cdot)}(\Omega)}.
\]

Note that if \(p^+ < N\) and \(p\) is logarithmic Hölder continuous (notation: \(p \in C^{0,\frac{1}{\log N}}(\overline{\Omega})\)), namely,

\[
|p(x) - p(y)| \leq \frac{C}{\log |x - y|} \quad \text{for all } x, y \in \overline{\Omega} \text{ with } 0 < |x - y| < \frac{1}{2},
\]

then the following critical imbedding holds

\[
W^{1,p(\cdot)}_0(\Omega) \hookrightarrow L^{p^*(\cdot)}(\Omega)
\]  

(1.4)

(see Section 2 for the definitions and properties of the variable exponent Lebesgue-Sobolev spaces). Since we mainly focus on critical problems, throughout this paper we always assume \(p \in C^{0,\frac{1}{\log N}}(\overline{\Omega})\) when \(p^+ < N\) in our main results.

Before giving a statement of the main results, we note that under (A1), we have that for a.e. \(x \in \Omega\) and for all \(\xi \in \mathbb{R}^N\),

\[
A(x, \xi) = \int_0^1 a(x, t\xi) \cdot \xi \, dt.
\]  

(1.5)
Thus, (A2) yields
\[ |A(x, \xi)| \leq \tilde{C} \left[ 1 + |\xi|^{p(x)} \right] \text{ for a.e. } x \in \Omega \text{ and all } \xi \in \mathbb{R}^N, \] (1.6)
where \( \tilde{C} \) is a positive constant. Also, from (A2) we get
\[ |a(x, \xi)|^{\frac{p(x)}{p(x)-1}} \leq \tilde{C} \left[ 1 + |\xi|^{p(x)} \right] \] (1.7)
for a.e. \( x \in \Omega \) and all \( \xi \in \mathbb{R}^N \). In what follows, for \( r \in C(\overline{\Omega}) \) with \( r(x) \geq 1 \) for all \( x \in \Omega \) and an open set \( D \subseteq \Omega \), denote
\[ r_D^{-} := \inf_{x \in D} r(x), \quad r_D^{+} := \sup_{x \in D} r(x) \]
and
\[ L_{+}^{\ast}(D) := \{ u \in L^{\ast}(D) : u > 0 \text{ a.e. in } D \}. \]

First, let us start with the locally \( p(\cdot) \)-sublinear case. In this case, we additionally assume for the operator \( a \) that:

(A5) For each ball \( B \subseteq \Omega \), there exist constants \( C_B, \delta_B > 0 \), and \( q_B \in [1, \infty) \) such that
\[ |a(x, \xi)| \leq C_B |\xi|^{q_B} \text{ for a.e. } x \in B \text{ and all } |\xi| < \delta_B. \]

It is clear that the multiple \( p(\cdot) \)-Laplacian and the generalized mean curvature operator above also satisfy (A5). Note that (A3) and (A5) yield \( q_B \leq p_B^* \) and moreover, from (A5) and (1.5) we obtain
\[ |A(x, \xi)| \leq \frac{C_B}{q_B} |\xi|^{q_B} \text{ for a.e. } x \in B \text{ and all } |\xi| < \delta_B. \] (1.8)

Assume that \( f \) satisfies the following conditions.

(F1) \( f : \Omega \times [-\varepsilon_0, \varepsilon_0] \rightarrow \mathbb{R} \) is a Carathéodory function with an \( \varepsilon_0 > 0 \) such that \( f \) is odd with respect to the second variable and \( d(\cdot) := \sup_{|\tau| \leq \varepsilon_0} |f(\cdot, \tau)| \in L_{+}^{\sigma(\cdot)}(\Omega) \)
with \( \sigma \in C_{+}(\overline{\Omega}) \) satisfying \( \sigma(x) > \max \left\{ 1, \frac{N}{p(\cdot)} \right\} \) for all \( x \in \Omega \).

(F2) There exist a ball \( B \subseteq \Omega \) and \( m \in L_{+}^{1}(B) \) such that
\[ \lim_{\tau \to 0} \frac{F(x, \tau)}{m(x) |\tau|^{q_B}} = \infty \quad \text{uniformly for a.e. } x \in B, \]
where \( q_B \) is determined as in (A5).

The existence result for the locally \( p(\cdot) \)-sublinear case is stated as follows.

**Theorem 1.1.** Let (A0) – (A5), (F1) and (F2) hold. Then, for any \( \lambda > 0 \) and \( \theta \geq 0 \), problem (1.1) admits a sequence of nontrivial solutions \( \{ u_n \}_{n=1}^\infty \) converging to zero in \( W_{0}^{1, p(\cdot)}(\Omega) \cap L^\infty(\Omega) \).

Next, we study problem (1.1) with a nonlinearity \( f \) of locally \( p(\cdot) \)-superlinear type growth. In this case, we need the following additional assumption on the exponent \( p \):

(P) There exists \( w \in L_{+}^{\frac{p(x)}{p(x)-1}}(\Omega) \) such that
\[ \mu_1 := \inf_{\varphi \in C_{0}^{\infty}(\Omega)} \frac{\int_{\Omega} |\nabla \varphi|^{p(x)} \, dx}{\int_{\Omega} w(x) |\varphi|^{p(x)} \, dx} \in (0, \infty). \] (1.9)
Obviously, condition (P) automatically holds true when \( p(\cdot) \) is constant due to the Hölder and Sobolev inequalities. For variable exponent case, (P) is fulfilled if there is a vector \( x_0 \in \mathbb{R}^N \setminus \{0\} \) such that for any \( x \in \Omega \), \( h(\tau) := p(x + \tau x_0) \) is monotone for \( \tau \in I_x = \{ \tau : x + \tau x_0 \in \Omega \} \) (by taking \( w \in L^\infty(\Omega) \)), see [10, Theorems 3.2-3.3]. It is worth pointing out that \( \mu_j \) given by (1.9) is zero if there is an open ball \( B_{\theta_j}(x_0) \subset \Omega \) such that \( p(x_0) < (or >) p(x) \) for all \( x \in \partial B_{\theta_j}(x_0) \), see [10, Proof of Theorem 3.1].

Now, we state conditions on \( f \) for the locally \( p(\cdot) \)-superlinear case.

(F3) \( f : \Omega \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function such that \( f \) is odd with respect to the second variable.

(F4) There exist functions \( r_j, a_j \) with \( r_j \in C_+(\Omega), \inf_{x \in \Omega} [t(x) - r_j(x)] > 0, a_j \in L_p^{(1)}(\Omega) \) such that

\[
|f(x, \tau)| \leq \sum_{j=1}^{m_0} a_j(x)|\tau|^{r_j(x)-1} \quad \text{for a.e. } x \in \Omega \text{ and all } \tau \in \mathbb{R}.
\]

(F5) There exist an open ball \( B \subset \Omega \) and a function \( m \in L^{1}(B) \) such that

\[
\lim_{|\tau| \to \infty} \frac{F(x, \tau)}{m(x)|\tau|^{p^+}} = \infty \quad \text{uniformly for a.e. } x \in B.
\]

(F6) For \( w \) given by (P), there exist \( \alpha \in [p^+, t^-] \) and \( e \in L^{1}(\Omega) \) such that

\[
\alpha F(x, \tau) - \tau f(x, \tau) \leq \frac{\alpha - p^+}{p^+} w(x)|\tau|^{p^+} + e(x) \quad \text{for a.e. } x \in \Omega \text{ and all } \tau \in \mathbb{R}.
\]

The existence result for the locally \( p(\cdot) \)-superlinear case is stated as follows.

**Theorem 1.2.** Let (P), (A0)–(A4) and (F3)–(F6) hold. For a given \( \lambda \in (0, \mu_1] \), there exists a sequence \( \{\theta_n\}_{n=1}^\infty \) with \( 0 < \theta_{n+1} < \theta_n \) for all \( n \in \mathbb{N} \) such that for any \( \theta \in (\theta_{n+1}, \theta_n) \), problem (1.1) admits at least \( n \) distinct pairs of nontrivial solutions.

In the last part, we study problem (1.1) with the nonlinearity \( f \) of locally sandwich-type growth. Precisely, we consider problem (1.1) of the form:

\[
\begin{cases}
-\text{div} \, a(x, \nabla u) = \lambda m(x)|u|^{s(x)-2}u + \theta b(x)|u|^{t(x)-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, 
\end{cases}
\]

where \( a \) satisfies (A0)–(A5) and the following assumptions hold:

- (S) \( s \in C_+(\Omega) \) with \( s^+ < p^- \) and \( \left( \frac{s}{p^-} \right)^+ < \left( \frac{\lambda}{p^-} \right)^- \).

- (W) \( m \in L^{\frac{(s^-)(s^-)}{s^- - 1}} \left( b^{-\frac{s^-}{s^- - 1}}, \Omega \right) \).

Furthermore, the subcritical nonlinearity satisfies the following local condition:

- (L1) There exists a ball \( B \subset \Omega \) such that \( q_B < s_B^- \) and meas \( \{x \in B : m(x) > 0\} > 0 \), where \( q_B \) is defined by \( B \) as in (A5).

Note that under (L1), from (1.6) and (1.8) we find positive constants \( C_B \) and \( C_p \) such that

\[
|A(x, \xi)| \leq C_B|\xi|^{q_B} + C_p|\xi|^{p_B^-} \quad \text{for a.e. } x \in B \text{ and for all } \xi \in \mathbb{R}^N.
\]

Let us start to study the sandwich case by investigating the multiplicity of solutions to problem (1.10). The following multiple existence result is a counterpart of [1, Theorem 1] for the bounded domain case involving Leray-Lions type operators.
Theorem 1.3. Let (A0) – (A5), (S), (W) and (L1) hold. Assume furthermore that
\( m(x) > 0 \) for a.e. \( x \in B \). Then there exists \( \{\theta_k\}_{k=1}^\infty \) with \( 0 < \theta_k < \theta_{k+1} \) for all \( k \in \mathbb{N} \)
such that for each \( k \in \mathbb{N} \), for \( \theta \in (0, \theta_k) \) given, there exist \( \lambda_*, \lambda^* > 0 \) with \( \lambda_* < \lambda^* \) such that for any \( \lambda \in (\lambda_*, \lambda^*) \), problem (1.10) admits at least \( k \) pairs of distinct solutions with negative energy.

It is worth pointing out that [1, Theorem 1] actually asserted the existence of a sequence of solutions provided the \( L^\infty \) norm of \( K(x) := \theta b(x) \) is sufficiently small. However, we found that their argument can only produce a finite number of solutions in the same way as the statement of Theorem 1.3 and discussed it with the authors of [1] about this issue, please see Remark 4.4 for more details.

Finally, we investigate a nontrivial nonnegative solution to problem (1.10) changing a role of parameters. For this purpose, in addition to (L1) we assume that

(L2) There exists \( \phi \in C_{c}^\infty (B) \) such that \( \int_B \frac{m(x)}{s(x)} \phi_+^{s(x)} \, dx > 0 \) with \( \phi_+ := \max\{\phi, 0\} \)
and for each \( \tau > 0 \), there exists \( s_B(\tau) \in [s_B^-, s_B^+] \) such that
\[
\int_B \frac{m(x)}{s(x)} \phi_+^{s(x)} \tau^{s(x)} \, dx = \tau^* B(\tau) \int_B \frac{m(x)}{s(x)} \phi_+^{s(x)} \, dx.
\]
Clearly, (L2) automatically holds true if either \( m(x) > 0 \) a.e. in \( B \) or \( s(\cdot) \) is constant in \( B \) and meas \( \{ x \in B : m(x) > 0 \} > 0 \) (see e.g., [18, Proposition 4.2]). Denote by \( \mathcal{A} \) the set of all \( \phi \in C_{c}^\infty (B) \) satisfying (L2) and define
\[
\lambda_* := \inf_{\phi \in \mathcal{A}} \max_{\eta \in [s_B^-, s_B^+]} \frac{C^*(\eta)}{\int_B \frac{m(x)}{s(x)} \phi_+^{s(x)} \, dx} \left( \int_B |\nabla \phi|^p_B \, dx \right)^{\frac{n-q_B}{p_B^*-q_B}} \left( \int_B |\nabla \phi|^q_B \, dx \right)^{\frac{q_B^*-q}{p_B^*-q_B}},
\]
(1.12)
where
\[
C^*(\eta) := \left( \frac{p_B^* - q_B}{p_B^*-\eta} \right)^{\frac{p_B^*-\eta}{p_B^*-q_B}} \left( \frac{p_B^* - q_B}{\eta - q_B} \right)^{\frac{\eta - q_B}{p_B^*-q_B}} C_B^{\frac{n-q_B}{p_B^*-q_B}} C_B^{\frac{q_B^*-q_B}{p_B^*-q_B}} \text{ for } \eta \in [s_B^-, s_B^+].
\]
Here, \( C_p \) and \( C_B \) are constants taken from (1.11). Clearly, \( \lambda_* \) is well defined and \( \lambda_* \in [0, \infty) \). The existence of a nontrivial nonnegative solution for the sandwich case is shown in the next theorem.

Theorem 1.4. Let (A0) – (A5), (S), (W), (L1) and (L2) hold. Then for each given \( \lambda > \lambda_* \), there exists \( \theta_* > 0 \) such that for any \( \theta \in [0, \theta_*) \), problem (1.10) has a nontrivial nonnegative solution.

Remark 1.5. It is worth pointing out that if \( b(x)|u|^{t(x)-2} u \) is replaced by a subcritical term \( \omega(x)|u|^{t(x)-2} u \), where \( s^+ < p^- \leq p^+ < r^- \) and \( r(x) < p^*(x) \) for all \( x \in \Omega \) and \( \omega \in L^{s^+/(r^+-1)}(\Omega) \), then we can obtain one more nontrivial nonnegative solution to problem (1.10) without assuming any combined condition on \( m \) and \( \omega \) by applying the Mountain Pass Theorem. If \( r(\cdot) \) is constant, it suffices to assume \( \omega \in L^{s^+/(r^+-1)}(\Omega) \) and meas \( \{ x \in \Omega : \omega(x) > 0 \} > 0 \) instead of \( \omega \in L^{s^+/(r^+-1)}(\Omega) \) (see Theorem 4.6).

Outline of the paper. We organize the paper as follows: In Section 2 we review the definition and properties of Lebesgue-Sobolev spaces with variable exponents and introduce notations that are used throughout this paper. In Section 3 we investigate the existence of infinitely many solutions for the locally \( p(\cdot) \)-sublinear case and the
multiplicity of solutions for the locally $p(\cdot)$-superlinear case by giving proofs of Theorems 1.1 and 1.2. Section 4 is devoted to the study of the existence of $k$ pairs of solutions with an arbitrarily given number $k$ and a nontrivial nonnegative solution to problem (1.1) when the nonlinear $f$ is of a (locally) sandwich type by giving a proof of Theorem 1.3 and Theorem 1.4. In this section, we also discuss problem (1.10) when the growth is subcritical. Finally, in Section 5, we comment on the regularity of solutions to problem (1.1) obtained in the previous sections.

2. Notions and Preliminary Results

Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^N$. Denote

$$C_+(\overline{\Omega}) := \left\{ h \in C(\overline{\Omega}) : 1 < \inf_{x \in \Omega} h(x) \leq \sup_{x \in \Omega} h(x) < \infty \right\},$$

and for $h \in C_+(\overline{\Omega})$, denote

$$h^+ := \sup_{x \in \Omega} h(x) \quad \text{and} \quad h^- := \inf_{x \in \Omega} h(x).$$

For $p \in C_+(\overline{\Omega})$ and for a Lebesgue measurable and positive a.e. function $w : \Omega \to \mathbb{R}$, define the weighted variable exponent Lebesgue space $L^{p(\cdot)}(w, \Omega)$ as

$$L^{p(\cdot)}(w, \Omega) := \left\{ u : \Omega \to \mathbb{R} \text{ is measurable}, \int_{\Omega} w(x)|u(x)|^{p(x)} \, dx < \infty \right\},$$

endowed with the Luxemburg norm

$$\|u\|_{L^{p(\cdot)}(w, \Omega)} := \inf \left\{ \lambda > 0 : \int_{\Omega} w(x) \left| \frac{u(x)}{\lambda} \right|^{p(x)} \, dx \leq 1 \right\}.$$

Set $L^{p(\cdot)}_+(w, \Omega) := \{ u \in L^{p(\cdot)}(w, \Omega) : u > 0 \text{ a.e. in } \Omega \}$. When $w \equiv 1$, we write $L^{p(\cdot)}(\Omega)$, $L^{p(\cdot)}_+(\Omega)$ and $\|u\|_{L^{p(\cdot)}(\Omega)}$ in place of $L^{p(\cdot)}(w, \Omega)$, $L^{p(\cdot)}_+(w, \Omega)$ and $\|u\|_{L^{p(\cdot)}(w, \Omega)}$, respectively. Some basic properties of $L^{p(\cdot)}(w, \Omega)$ are listed in the next three propositions.

**Proposition 2.1.** ([9, 22]) The space $L^{p(\cdot)}(\Omega)$ is a separable, uniformly convex Banach space, and its dual space is $L^{p'\cdot}(\Omega)$, where $1/p(x) + 1/p'(x) = 1$. For any $u \in L^{p(\cdot)}(\Omega)$ and $v \in L^{p(\cdot)}(\Omega)$, we have

$$\left| \int_{\Omega} uv \, dx \right| \leq 2\|u\|_{L^{p(\cdot)}(\Omega)} \|v\|_{L^{p'\cdot}(\Omega)}.$$

**Proposition 2.2.** ([7]). Define $\rho : L^{p(\cdot)}(w, \Omega) \to \mathbb{R}$ as

$$\rho(u) := \int_{\Omega} w(x)|u(x)|^{p(x)} \, dx, \quad \forall u \in L^{p(\cdot)}(w, \Omega).$$

Then, for all $u \in L^{p(\cdot)}(w, \Omega)$ we have

(i) $\|u\|_{L^{p(\cdot)}(w, \Omega)} < 1 = (1, 1, 1)$ if and only if $\rho(u) < 1 = (1, 1, 1)$, respectively;

(ii) $|u|_{L^{p(\cdot)}(w, \Omega)} = 1$, then $|u|_{L^{p(\cdot)}(w, \Omega)} \leq \rho(u) \leq \|u\|_{L^{p(\cdot)}(w, \Omega)}$;

(iii) $|u|_{L^{p(\cdot)}(w, \Omega)} > 1$, then $|u|_{L^{p(\cdot)}(w, \Omega)} \leq \rho(u) \leq \|u\|_{L^{p(\cdot)}(w, \Omega)}$.

Consequently, we have

$$\|u\|_{L^{p(\cdot)}(w, \Omega)} - 1 \leq \rho(u) \leq \|u\|_{L^{p(\cdot)}(w, \Omega)} + 1, \quad \forall u \in L^{p(\cdot)}(w, \Omega).$$
Proposition 2.3 ([20]). Let \( p \in C_+(\bar{\Omega}) \) and \( q \in C(\Omega) \) such that \( pq \in C_+(\bar{\Omega}) \). For all \( u \in L^{p(q)}(w, \Omega) \), it holds that

(i) if \( \|u\|_{L^{p(q)}(w, \Omega)} \geq 1 \), then \( \|u\|_{L^{p(q)}(w, \Omega)} \leq \|u\|_{L^{p(q)}(w, \Omega)} \);
(ii) if \( \|u\|_{L^{p(q)}(w, \Omega)} < 1 \), then \( \|u\|_{L^{p(q)}(w, \Omega)} \leq \|u\|_{L^{p(q)}(w, \Omega)} \).

Consequently, we have

\[
\|u\|_{L^{p(q)}(w, \Omega)} - 1 \leq \|u\|_{L^{p(q)}(w, \Omega)} \leq \|u\|_{L^{p(q)}(w, \Omega)} + 1, \quad \forall u \in L^{p(q)}(w, \Omega).
\]

Define

\[
W^{1,p(q)}(\Omega) := \{ u \in L^{p(q)}(\Omega) : |\nabla u| \in L^{p(q)}(\Omega) \}
\]
endowed with the norm

\[
\|u\|_{W^{1,p(q)}(\Omega)} := \|u\|_{L^{p(q)}(\Omega)} + \|\nabla u\|_{L^{p(q)}(\Omega)}.
\]

We recall the following crucial imbeddings on \( W^{1,p(q)}(\Omega) \).

Proposition 2.4 ([7,9,22]). The space \( W^{1,p(q)}(\Omega) \) is a reflexive separable Banach space. Moreover, the following assertions hold:

(i) if \( q \in C_+(\bar{\Omega}) \) with \( q(x) < p^+(x) \) for all \( x \in \bar{\Omega} \), then
\[
W^{1,p(q)}(\Omega) \hookrightarrow L^{p^+}(\Omega);
\]
(ii) if \( p \in C^0_{\text{rad}}(\bar{\Omega}) \) and \( p^+ < N \), then
\[
W^{1,p(q)}(\Omega) \hookrightarrow L^p(\Omega).
\]

The space \( W^{1,p(q)}_0(\Omega) \) defined in Section 1 is in fact the closure of \( C_\infty(\Omega) \) in \( W^{1,p(q)}(\Omega) \) due to the following Poincaré type inequality.

Proposition 2.5 ([9]). There exists a positive constant \( C \) such that

\[
\|u\|_{L^{p(q)}(\Omega)} \leq C \|\nabla u\|_{L^{p(q)}(\Omega)}, \quad \forall u \in W^{1,p(q)}_0(\Omega).
\]

Next, we present a compact result that will be frequently utilized in the next sections. Let \( t \in C_+(\bar{\Omega}) \) and \( b : \Omega \to \mathbb{R} \) be measurable and positive a.e. in \( \Omega \) such that \( W^{1,p(q)}_0(\Omega) \hookrightarrow L^t(\Omega) \). Let \( m \in L_{p^+,\text{loc}}(b^{-\frac{1}{\sigma}}, \Omega) \) for some \( \sigma \in C(\bar{\Omega}) \) satisfying \( 1 \leq \sigma(x) < t(x) \) for all \( x \in \bar{\Omega} \). Then, \( m|u|^\sigma \in L^1(\Omega) \) for all \( u \in W^{1,p(q)}_0(\Omega) \) in view of Proposition 2.1. Furthermore, we have the following.

Proposition 2.6. Let \( t, b \) and \( \sigma \) be as above. Then, for \( u_n \rightharpoonup u \) in \( W^{1,p(q)}_0(\Omega) \) as \( n \to \infty \), we have

\[
\int_{\Omega} m(x)|u_n|^\sigma(x) \, dx \to \int_{\Omega} m(x)|u|^\sigma(x) \, dx \quad \text{as } n \to \infty,
\]

\[
\int_{\Omega} |m(x)||u_n - u|^\sigma(x) \, dx \to 0 \quad \text{as } n \to \infty
\]

and

\[
\int_{\Omega} |m(x)||u_n|^{\sigma-1}|u_n - u| \, dx \to 0 \quad \text{as } n \to \infty.
\]

Consequently, if \( m \in L_{p^+,\text{loc}}^t(\mathbb{R}^{-\frac{1}{\sigma}}, \Omega) \), then

\[
W^{1,p(q)}_0(\Omega) \hookrightarrow L^p(\Omega, \Omega).
\]
Proof. Clearly, (2.1) follows if we can prove that
\[ \int_\Omega |v_n| \, dx \to 0 \quad \text{as } n \to \infty, \tag{2.4} \]
where \( v_n := m (|u_n|^{\sigma(x)} - |u|^{\sigma(x)}) \). To this end, we first note that up to a subsequence, \( v_n \to 0 \) a.e. in \( \Omega \) as \( n \to \infty \). Then, by the Vitali convergence theorem it suffices to show that for a given and arbitrary \( \varepsilon > 0 \), there exists \( \delta = \delta (\varepsilon) > 0 \) such that for any measurable subset \( Q \subset \Omega \) with \( \text{meas}(Q) < \delta \),
\[ \int_Q |v_n| \, dx < \varepsilon. \tag{2.5} \]
Indeed, let \( \varepsilon > 0 \) be given and arbitrary. Since \( \{u_n\}_{n=1}^\infty \) is bounded in \( W_0^{1,p(\cdot)}(\Omega) \) we have that \( \{u_n\}_{n=1}^\infty \) is bounded in \( L^{\sigma(x)}(b, \Omega) \) and hence
\[ M := \varepsilon + 2 \left[ 2 + \|u\|_{L^{\sigma(x)}(b, \Omega)}^+ + \sup_{n \in \mathbb{N}} \|u_n\|_{L^{\sigma(x)}(b, \Omega)}^+ \right] \in (0, \infty). \tag{2.6} \]
On the other hand, the assumption \( m \in L^{\tau(z) - \sigma(\cdot)}(b^{-\sigma/\tau}, \Omega) \) implies that there exist \( \delta = \delta (\varepsilon) > 0 \) such that for any measurable subset \( Q \subset \Omega \) with \( \text{meas}(Q) < \delta \),
\[ \int_Q \left| m(x) b(x)^{-\sigma(x)/\tau(z)} \frac{\sigma(x)}{\tau(z) - \sigma(\cdot)} \right| \, dx < \left( \frac{\varepsilon}{M} \right)^+ \tag{< 1}. \tag{2.7} \]
Invoking Proposition 2.2 and using (2.6)-(2.7) we have
\[
\begin{align*}
\int_Q |v_n| \, dx &= \int_Q |m(x)||u_n|^{\sigma(x)} - |u|^{\sigma(x)} \, dx \\
&\leq 2\|mb^{-\sigma/\tau}\|_{L^{\tau(z)-\sigma(\cdot)}(Q)} \|b\|_{L^{\sigma(x)}(b, \Omega)} \|u\|_{L^{\sigma(x)}(b, \Omega)}^+ \\
&\leq 2\|mb^{-\sigma/\tau}\|_{L^{\tau(z)-\sigma(\cdot)}(Q)} \left[ 2 + \|u_n\|_{L^{\sigma(x)}(b, \Omega)}^+ + \|u\|_{L^{\sigma(x)}(b, \Omega)}^+ \right] \\
&\leq M \left( \int_Q \left| m(x) b(x)^{-\sigma(x)/\tau(z)} \frac{\sigma(x)}{\tau(z) - \sigma(\cdot)} \right| \, dx \right) \left( \frac{1}{\tau(z)} \right)^+ \\
&< \varepsilon, \ \forall n \in \mathbb{N}.
\end{align*}
\]
That is, we have proved (2.5), and hence, in turn we obtain (2.4) and (2.1). The proof for (2.2) is similar and we omit it. To see (2.3), by Propositions 2.1 and 2.2 we have
\[
\begin{align*}
\int_{\Omega} |m(x)||u_n|^{\sigma(x)-1}|u_n - u| \, dx \\
&\leq 2 \left\| m \frac{\sigma-1}{\sigma} |u_n|^{\sigma-1} \right\|_{L^{\sigma(x)-1}(\Omega)} \left\| m \frac{1}{\tau} |u_n - u| \right\|_{L^{\sigma(x)}(\Omega)} \\
&\leq 2 \left[ 1 + \left( \int_{\Omega} |m(x)||u_n|^{\sigma(x)} \, dx \right)^{\frac{\sigma-1}{\sigma}} \right] \times \\
&\times \max \left\{ \left( \int_{\Omega} |m(x)||u_n - u|^{\sigma(x)} \, dx \right)^{\frac{1}{\sigma}}, \left( \int_{\Omega} |m(x)||u_n - u|^{\sigma(x)} \, dx \right)^{\frac{1}{\sigma}} \right\}.
\end{align*}
\]
Combining this with (2.1) and (2.2) we obtain (2.3). \( \square \)
We conclude this section with a concentration-compactness principle for variable exponent spaces. Let \( p \in C^0_{\log} (\overline{\Omega}) \) with \( p^+ < N \) and let \( t \in C^+ (\overline{\Omega}) \) with \( p(x) < t(x) \leq p^*(x) \) for all \( x \in \overline{\Omega} \) such that
\[
C := \{ x \in \overline{\Omega} : t(x) = p^*(x) \} \neq \emptyset.
\]
Let \( b \in L^\infty_+ (\Omega) \). Then, it follows from (1.4) that
\[
S_b := \inf_{u \in W^{1,p}_0(\Omega) \setminus \{0\}} \| u \|_{L^{t(x)}(b,\Omega)} \in (0, \infty).
\] (2.8)

Let \( M(\overline{\Omega}) \) denote the space of Radon measures on \( \overline{\Omega} \); that is, the dual of \( C(\overline{\Omega}) \). By the Riesz representation theorem, for each \( \mu \in M(\overline{\Omega}) \), there is a unique signed Borel measure on \( \Omega \), still denoted by \( \mu \), such that
\[
\langle \mu, f \rangle = \int_{\Omega} f \, d\mu, \quad \forall f \in C(\overline{\Omega}).
\]
We identify \( L^1(\Omega) \) with a subspace of \( M(\overline{\Omega}) \) through the imbedding \( T : L^1(\Omega) \rightarrow M(\overline{\Omega}) \) defined by
\[
\langle Tu, f \rangle = \int_{\Omega} uf \, dx, \quad \forall u \in L^1(\Omega), \quad \forall f \in C(\overline{\Omega})
\] (see e.g., [3, p. 116]). The next theorem is the concentration-compactness principle for variable exponent spaces, which plays a key role in our arguments in the next sections.

**Theorem 2.7** (cf. [2, 16]). Let \( \{u_n\}_{n=1}^\infty \) be a bounded sequence in \( W^{1,p}_{0}(\Omega) \) such that
\[
\begin{align*}
\nabla u_n &\rightharpoonup u \quad \text{in} \quad W^{1,p}_{0}(\Omega), \\
|\nabla u_n|^{p(x)} &\rightharpoonup \mu \quad \text{in} \quad M(\overline{\Omega}), \\
b|u_n|^{t(x)} &\rightharpoonup \nu \quad \text{in} \quad M(\overline{\Omega}).
\end{align*}
\]
Then, there exist \( \{x_i\}_{i \in I} \subset C \) of distinct points and \( \{\nu_i\}_{i \in I}, \{\mu_i\}_{i \in I} \subset (0, \infty) \), where \( I \) is at most countable, such that
\[
\nu = b|u|^{t(x)} + \sum_{i \in I} \nu_i \delta_{x_i}, \]
\[
\mu \geq |\nabla u|^{p(x)} + \sum_{i \in I} \mu_i \delta_{x_i},
\]
\[
S_b \nu_i^{1/t(x_i)} \leq \mu_i^{1/p(x_i)}, \quad \forall i \in I.
\]

**Other notations:**
- \( E \): the space \( W^{1,p}_{0}(\Omega) \) endowed with the norm \( \| u \| := \| \nabla u \|_{L^{p(\cdot)}(\Omega)} \)
- \( E' \): the dual of \( E \)
- \( \langle \cdot, \cdot \rangle \): the duality pairing between a Banach space (from the context) and its dual
- \( B_\rho \): the open ball in \( E \) centered at 0 with radius \( \rho \)
- \( B_\rho(x_0) \): the open ball in \( \mathbb{R}^N \) centered at \( x_0 \) with radius \( \rho \)
- \( |Q| \): the Lebesgue measure of \( Q \subset \mathbb{R}^N \)
3. The locally \(p(\cdot)-\)sublinear and locally \(p(\cdot)-\)superlinear cases

In this section, we will prove Theorems 1.1 and 1.2 by employing variants of the Mountain Pass Theorem.

3.1. The locally \(p(\cdot)-\)sublinear case. The existence of a sequence of small solutions to problem (1.1) for the locally \(p(\cdot)-\)sublinear case, Theorem 1.1, can be obtained easily by adapting [13, Proof of Theorem 1.1], which employed a critical theorem obtained in [19].

**Proof of Theorem 1.1.** Let \( \lambda > 0 \) and \( \theta \geq 0 \). Consider the problem

\[
\begin{aligned}
- \text{div} a(x, \nabla u) &= \tilde{f}(x, u) \quad \text{in } \Omega, \\
\quad u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

where \( \tilde{f}(x, u) := \lambda f(x, u) + \theta b(x)|u|^{t(x)-2}u \). Note that \( \tilde{f} \) also satisfies (F1) and (F2) in place of \( f \) and hence, by repeating the argument used in [13, Proof of Theorem 1.1] in which we apply [15, Theorem 1.2] instead of [13, Proposition A.1], the desired conclusion follows. \( \square \)

**Remark 3.1.** It is clear that Theorem 1.1 remains valid for any \( t \in C_{\ast}(\overline{\Omega}) \) and therefore, we do not need to assume \( p \in C^{0,1}(\overline{\Omega}) \) when \( p^+ < N \) in this theorem.

3.2. The locally \( p(\cdot)-\)superlinear case. In this subsection, we will prove Theorem 1.2 by using the idea of [29]. We will restrict our proof to the case \( p^+ < N \) since the proof for the case \( p^+ \geq N \) is similar and simpler. We will make use of the following abstract result for symmetric \( C^{1} \) functionals.

**Proposition 3.2** ([29]). Let \( X = V \oplus W \), where \( X \) is a real Banach space and \( V \) is finite dimensional. Suppose that \( I \in C^{1}(X, \mathbb{R}) \) is an even functional satisfying \( I(0) = 0 \) and

1. there exist constants \( \rho, \beta > 0 \) such that \( I(u) \geq \beta \) for all \( u \in \partial B_{\rho} \cap W \);
2. there exist a subspace \( \tilde{X} \) of \( X \) and \( L > 0 \) such that \( \dim V < \dim \tilde{X} < \infty \) and \( \sup_{u \in \tilde{X}} I(u) < L \);
3. considering \( L \) given by (12), \( I \) satisfies the \((PS)_c\) condition for any \( c \in [0,L] \).

Then \( I \) possesses at least \( \dim \tilde{X} - \dim V \) pairs of nontrivial critical points.

To determine solutions to problem (1.1), we will apply Proposition 3.2 for \( X = E \) and \( I : E \to \mathbb{R} \) defined as

\[
I(u) := \int_{\Omega} A(x, \nabla u) \, dx - \lambda \int_{\Omega} F(x, u) \, dx - \theta \int_{\Omega} \frac{b(x)}{t(x)} |u|^{t(x)} \, dx, \quad u \in E. \tag{3.1}
\]

It is clear that under the assumption of Theorem 1.2, \( I \) is of class \( C^{1} \) and a critical point of \( I \) is a weak solution to problem (1.1). Moreover, \( I \) is even on \( E \) and \( I(0) = 0 \).

In order to verify condition (13) of Proposition 3.2, we need the following lemma.

**Lemma 3.3.** Let \( (P) \), (F4) and (F6) hold. Then, for \( \lambda \in (0, \mu_{1}] \) and \( \theta > 0 \), \( I \) satisfies the \((PS)_c\) condition for all \( c \in \mathbb{R} \) satisfying

\[
c < -\frac{\|e\|_{L^{1}(\Omega)}}{\alpha} + \left( \frac{1}{\alpha} - \frac{1}{l^{-}} \right) S_{b}^{N} \min \left\{ \theta^{-\frac{1}{\lambda^{-}+1}}, \theta^{-\frac{1}{l^{-}+1}} \right\} \tag{3.2}
\]

with \( e, \alpha \) given by (F6), \( S_{b} \) given by (2.8) and \( h(x) := \frac{t(x)}{p(x)} \) for \( x \in \overline{\Omega} \).
Proof. Let \( \lambda \in (0, \mu_1] \) and \( \theta > 0 \) and let \( \{u_n\}_{n=1}^{\infty} \) be a \((\text{PS})_c\)-sequence for \( I \) with \( c \) satisfying (3.2). We first claim that \( \{u_n\}_{n=1}^{\infty} \) is bounded in \( E \). Indeed, by (A3) we have

\[
I(u_n) - \frac{1}{\alpha} \langle I'(u_n), u_n \rangle \geq \left( \frac{1}{p^+} - \frac{1}{\alpha} \right) \int_\Omega a(x, \nabla u_n) \cdot \nabla u_n \, dx \\
- \frac{\lambda}{\alpha} \int_\Omega [\alpha F(x, u_n) - f(x, u_n)u_n] \, dx + \theta \int_\Omega \left( \frac{1}{\alpha} - \frac{1}{t(x)} \right) b(x)|u_n|^{|t(x)|} \, dx.
\]

From this, (A3) and (F6) we obtain

\[
I(u_n) - \frac{1}{\alpha} \langle I'(u_n), u_n \rangle \geq \left( \frac{1}{p^+} - \frac{1}{\alpha} \right) \int_\Omega |\nabla u_n|^{p(x)} \, dx \\
- \frac{\lambda\|\varepsilon\|_{L^1(\Omega)}}{\alpha} + \theta \left( \frac{1}{\alpha} - \frac{1}{t^+} \right) \int_\Omega b(x)|u_n|^{|t(x)|} \, dx. \tag{3.3}
\]

Note that by (P) it holds that

\[
\frac{(\alpha - p^+) \mu_1}{p^+} \int_\Omega w(x)|u_n|^{p(x)} \, dx \leq \frac{\alpha - p^+}{p^+} \int_\Omega |\nabla u_n|^{p(x)} \, dx, \quad \forall n \in \mathbb{N}. \tag{3.4}
\]

Combining (3.3) with (3.4) and recalling \( I(u_n) \to c \) and \( I'(u_n) \to 0 \) we deduce that for \( n \) large,

\[
c + 1 + \|u_n\| \geq \frac{(\mu_1 - \lambda)(\alpha - p^+)}{\mu_1 \alpha p^+} \int_\Omega |\nabla u_n|^{p(x)} \, dx - \frac{\lambda\|\varepsilon\|_{L^1(\Omega)}}{\alpha} + \theta \left( \frac{1}{\alpha} - \frac{1}{t^+} \right) \int_\Omega b(x)|u_n|^{|t(x)|} \, dx.
\]

Thus,

\[
\int_\Omega b(x)|u_n|^{|t(x)|} \, dx \leq C_1(1 + \|u_n\|), \quad \forall n \in \mathbb{N}. \tag{3.5}
\]

Here and in the remaining proof, \( C_i \) \( (i \in \mathbb{N}) \) denotes a positive constant independent of \( n \). On the other hand, we deduce from (A3), (F4) and Proposition 2.2 that for \( n \) large,

\[
\frac{1}{p^-} \left( \|u_n\|^{p^-} - 1 \right) \leq I(u_n) + \lambda \int_\Omega F(x, u_n) \, dx + \theta \int_\Omega \frac{b(x)}{t(x)} |u_n|^{|t(x)|} \, dx \\
\leq c + 1 + \lambda \sum_{j=1}^{m_0} \int_\Omega \frac{a_j(x) r_j(x)}{r_j(x)} |u_n|^{|r_j(x)|} \, dx + \theta \frac{\theta}{t(x)} \int_\Omega b(x)|u_n|^{|t(x)|} \, dx. \tag{3.6}
\]

By the Young inequality, we have

\[
a_j |u_n|^{r_j(x)} \leq \frac{t(x) - r_j(x)}{t(x)} a_j b \frac{r_j(x)}{t(x)} \left| \frac{r_j(x)}{|t(x)|} \right| + \frac{r_j(x)}{t(x)} b |u_n|^{|t(x)|}.
\]

Plugging this into (3.6) and recalling the assumption of \( a_j \), we arrive at

\[
\|u_n\|^{p^-} \leq C_2 \left( 1 + \int_\Omega b(x)|u_n|^{|t(x)|} \, dx \right). \tag{3.7}
\]

From (3.5) and (3.7) we obtain the boundedness of \( \{u_n\}_{n=1}^{\infty} \) in \( E \) since \( p^- > 1 \). Then by Theorem 2.7, there exist \( \mu, \nu \in \mathcal{M}(\Omega), \{x_i\}_{i \in I} \subset C, \) and \( \{\mu_i\}_{i \in I}, \{\nu_i\}_{i \in I} \subset (0, \infty), \)
where $\mathcal{I}$ is at most countable, such that up to a subsequence we have

$$u_n(x) \to u(x) \text{ a.e. } x \in \Omega,$$

$$u_n \rightharpoonup u \text{ in } E,$$

$$|\nabla u_n|^p(x) \overset{*}{\rightharpoonup} \mu \geq |\nabla u|^p(x) + \sum_{i \in \mathcal{I}} \mu_i \delta_{x_i} \text{ in } \mathcal{M}(\mathbb{S}),$$

$$b|u_n|^t(x) \overset{*}{\rightharpoonup} \nu = b|u|^t(x) + \sum_{i \in \mathcal{I}} \nu_i \delta_{x_i} \text{ in } \mathcal{M}(\mathbb{S}),$$

$$S_{b} \nu_i^{1/t(x_i)} \leq \mu_i^{1/p(x_i)}, \forall i \in \mathcal{I},$$

where $\delta_{x_i}$ is the Dirac mass at $x_i$. We claim that $\mathcal{I} = \emptyset$. Suppose, on the contrary, that there exists $i \in \mathcal{I}$. Arguing similarly to that obtained (3.5), we have

$$c + a_n(1) = I(u_n) - \frac{1}{\alpha} \langle I'(u_n), u_n \rangle \geq - \frac{\|e\|_{L^1(\Omega)}^{\lambda}}{\alpha} + \left( \frac{1}{\alpha} - \frac{1}{\ell} \right) \theta \int_{\Omega} b(x)|u_n|^t(x) \, dx.$$

Passing to the limit as $n \to \infty$ in the last inequality and using (3.11), we obtain

$$c \geq - \frac{\|e\|_{L^1(\Omega)}^{\lambda}}{\alpha} + \left( \frac{1}{\alpha} - \frac{1}{\ell} \right) \theta \nu_i.$$  

Next, we will prove that

$$\mu_i \leq \theta \nu_i.$$  

To this end, let $\phi \in C_0^\infty(\mathbb{R}^N)$ be such that $0 \leq \phi \leq 1$, $\phi \equiv 1$ on $B_{\frac{3}{2}}(0)$ and supp $(\phi) \subset B_1(0)$. For $\varepsilon > 0$, define $\phi_{i,\varepsilon}(x) := \phi(x - \varepsilon x)$ for $x \in \mathbb{R}^N$. Fixing such an $\varepsilon$, we get that

$$\int_{\Omega} a(x, \nabla u_n) \cdot \nabla (\phi_{i,\varepsilon} u_n) \, dx = \langle I'(u_n), \phi_{i,\varepsilon} u_n \rangle + \lambda \int_{\Omega} f(x, u_n) \phi_{i,\varepsilon} u_n \, dx$$

$$+ \theta \int_{\Omega} b(x)|u_n|^t(x) \phi_{i,\varepsilon} \, dx,$$

i.e.,

$$\int_{\Omega} \phi_{i,\varepsilon} a(x, \nabla u_n) \cdot \nabla u_n \, dx = \langle I'(u_n), \phi_{i,\varepsilon} u_n \rangle - \int_{\Omega} u_n a(x, \nabla u_n) \cdot \nabla \phi_{i,\varepsilon} \, dx$$

$$+ \lambda \int_{\Omega} \phi_{i,\varepsilon} f(x, u_n) u_n \, dx + \theta \int_{\Omega} \phi_{i,\varepsilon} b(x)|u_n|^t(x) \, dx. \tag{3.15}$$

Let $\delta > 0$ be arbitrary and fixed. By the Young inequality, we have

$$|u_n a(x, \nabla u_n) \cdot \nabla \phi_{i,\varepsilon}| \leq \delta |a(x, \nabla u_n)|^{\frac{p(x)}{p(x) - 1}} + C(p, \delta) |\nabla \phi_{i,\varepsilon}|^{p(x)} |u_n|^{p(x)},$$

where $C(p, \delta)$ is a positive constant independent of $n$ and $\varepsilon$. Using this estimation and (A3), we deduce from (3.15) that

$$\int_{\Omega} \phi_{i,\varepsilon} |\nabla u_n|^{p(x)} \, dx \leq \langle I'(u_n), \phi_{i,\varepsilon} u_n \rangle + C_u \delta + C(p, \delta) \int_{\Omega} |\nabla \phi_{i,\varepsilon}|^{p(x)} |u_n|^{p(x)} \, dx$$

$$+ \lambda \int_{\Omega} \phi_{i,\varepsilon} f(x, u_n) u_n \, dx + \theta \int_{\Omega} \phi_{i,\varepsilon} b(x)|u_n|^t(x) \, dx,$$

where $C_u := \sup_{n \in \mathbb{N}} \int_{\Omega} |a(x, \nabla u_n)|^{\frac{p(x)}{p(x) - 1}} \, dx \in [0, \infty)$ due to (1.7) and the boundedness of $\{u_n\}_{n=1}^\infty$ in $E$. Then, by passing to the limit as $n \to \infty$ in the last estimation
and invoking Propositions 2.4 and 2.6 with taking into account (3.9), the fact that $I'(u_n) \to 0$ and the boundedness of $\{\phi_{i,\varepsilon} u_n\}_{n=1}^\infty$ in $E$, we arrive at

$$
\int_{\Omega} \phi_{i,\varepsilon} \, d\mu \leq C_s \delta + C(p, \delta) \int_{\Omega} |\nabla \phi_{i,\varepsilon}|^p |u|^p \, dx + \lambda \int_{\Omega} \phi_{i,\varepsilon} \, d\nu + \varepsilon \int_{\Omega} \phi_{i,\varepsilon} \, d\nu. \tag{3.16}
$$

Note that $u \in L^{p^*(\cdot)}(\Omega)$ in view of Proposition 2.4; hence, by Proposition 2.1,

$$
\int_{\Omega} |\nabla \phi_{i,\varepsilon}|^p |u|^p \, dx \leq 2 \|u\|_{L^{p(\cdot)}(\Omega)}^{p(\cdot)} \|\nabla \phi_{i,\varepsilon}\|_{L^{p(\cdot)}(\Omega)}^p. \quad \tag{3.17}
$$

On the other hand, invoking Proposition 2.2 we have

$$
\|\nabla \phi_{i,\varepsilon}\|_{L^{p(\cdot)}(\Omega)}^p \leq 1 + \int_{\Omega} |\nabla \phi_{i,\varepsilon}|^N \, dx \leq 1 + \int_{\Omega} |\nabla \phi(y)|^N \, dy.
$$

From this and the fact that $u \in L^{p^*(\cdot)}(\Omega)$ it follows from (3.17) that

$$
\lim_{\varepsilon \to 0^+} \int_{\Omega} |\nabla \phi_{i,\varepsilon}|^p |u|^p \, dx = 0.
$$

Clearly, $\lim_{\varepsilon \to 0^+} \phi_{i,\varepsilon} \int_{\Omega} \phi_{i,\varepsilon} \sum_{j=1}^{m_0} a_j(x) |u|^{r_j(x)} \, dx = 0$. By letting $\varepsilon \to 0^+$ in (3.16) and taking into account the last two limits we arrive at

$$
\mu_i \leq C_s \delta + 2 \theta \nu_i.
$$

Thus, we obtain (3.14) since $\delta > 0$ was chosen arbitrarily. Combining (3.14) and (3.12) and noting $t(x_i) = \frac{N p(x_i)}{N - p(x_i)}$, we have

$$
\theta \nu_i \geq \mu_i \geq S_b^N \theta^{-\frac{p(x_i)}{N - p(x_i)}}. \tag{3.18}
$$

Combining (3.13) and (3.18) gives

$$
c \geq - \frac{\|\ell\|_{L^1(\Omega)} \lambda}{\alpha} + \left( \frac{1}{\alpha} - \frac{1}{t} \right) S_b^N \min \left\{ \theta^{-\frac{1}{\alpha - 1}}, \theta^{-\frac{1}{\alpha - t}} \right\},
$$

which contradicts to (3.2). That is, $\mathcal{I} = \emptyset$ and hence,

$$
\int_{\Omega} b(x) |u_n|^{t(x)} \, dx \to \int_{\Omega} b(x) |u|^{t(x)} \, dx.
$$

From this and (3.8) we deduce that $u_n \to u$ in $L^{t}(\cdot, \Omega)$ in view of the Brézis-Lieb lemma (see e.g., [16, Lemma 3.6]). Thus, by Propositions 2.1 and 2.2 we easily obtain

$$
\int_{\Omega} b(x) |u_n|^{t(x) - 2} u_n (u_n - u) \, dx \to 0. \tag{3.19}
$$

On the other hand, in view of (F4) and Proposition 2.6 it follows from (3.9) that

$$
\int_{\Omega} f(x, u_n) (u_n - u) \, dx \to 0. \tag{3.20}
$$

Using (3.19), (3.20), the boundedness of $\{u_n\}_{n=1}^\infty$ in $E$ and the fact that $I'(u_n) \to 0$ in $E^*$, we obtain

$$
\int_{\Omega} a(x, \nabla u_n) \cdot (\nabla u_n - \nabla u) \, dx = \langle I'(u_n), u_n - u \rangle + \lambda \int_{\Omega} f(x, u_n) (u_n - u) \, dx
$$
hence, \( u_n \to u \) in \( E \) due to the \((S_+)\) property of Leray-Lions operators with variable growths (see [24, Theorem 4.1]). In other words, \( I \) satisfies the \((PS)\) condition and the proof is complete.

In order to verify condition (I2) of Proposition 3.2, we will take \( \tilde{X} \) from a sequence \( \{E_k\}_{k=1}^{\infty} \) of linear subspaces of \( E \), which is constructed as follows. For each \( k \in \mathbb{N} \), define

\[
E_k := \text{span}\{\varphi_1, \varphi_2, \ldots, \varphi_k\},
\]

where \( \varphi_n \) is an eigenfunction corresponding to the \( n^{th} \) eigenvalue of the following eigenvalue problem with \( B \) in (F5):

\[
\begin{cases}
-\Delta u = \mu u & \text{in } B, \\
u = 0 & \text{on } \partial B,
\end{cases}
\]

which is extended to \( \Omega \) by putting \( \varphi_n(x) = 0 \) for \( x \in \Omega \setminus B \).

**Lemma 3.4.** Let (F4) and (F5) hold. Let \( \lambda > 0 \) and let \( \theta > 0 \). Then, for each \( k \in \mathbb{N} \), there exists \( R_k > 1 \) independent of \( \theta \) such that

\[
I(u) < 0, \quad \forall u \in E_k \setminus B_{R_k}.
\]  

**Proof.** Let \( k \in \mathbb{N} \). Since all norms on \( E_k \) are mutually equivalent, we can find \( \delta_k > 0 \) such that

\[
\delta_k \|u\| \leq \|u\|_{L^p_B(m,B)}, \quad \forall u \in E_k.
\]

Let \( \gamma_k > 0 \) be positive constant such that

\[
\lambda \gamma_k \delta_k^p \bar{C} - \tilde{C} > 0
\]

with \( \tilde{C} \) in (1.6). Then, by (F5) we find \( T_k > 0 \) such that

\[
F(x, \tau) \geq \gamma_k m(x) |\tau|^p - \sup_{|\tau| \leq T_k} |F(x, \tau)|, \quad \text{for a.e. } x \in B \text{ and all } |\tau| \geq T_k.
\]

Hence,

\[
F(x, \tau) \geq \gamma_k m(x) |\tau|^p - \sup_{|\tau| \leq T_k} |F(x, \tau)|, \quad \text{for a.e. } x \in B \text{ and all } \tau \in \mathbb{R}.
\]

From (1.6) and (3.23)-(3.25), for \( u \in E_k \setminus B_{R_k} \) with \( R_k > 1 \) large enough we have

\[
I(u) \leq \tilde{C} \int_B (|\nabla u|^p + 1) \, dx - \lambda \int_B F(x, u) \, dx
\]

\[
\leq \tilde{C} \left( \|u\|_{L^p_B(m,B)} + |B| \right) - \lambda \gamma_k \delta_k^p - \tilde{C} \int_B \sup_{|\tau| \leq T_k} |F(x, \tau)| \, dx
\]

\[
\leq - \left( \lambda \gamma_k \delta_k^p - \tilde{C} \right) \|u\|_{L^p_B(m,B)} + \lambda \int_B \sup_{|\tau| \leq T_k} |F(x, \tau)| |B| \, dx
\]

\[
\leq - \left( \lambda \gamma_k \delta_k^p - \tilde{C} \right) R_k^p + \lambda \int_B \sup_{|\tau| \leq T_k} |F(x, \tau)| |B| \, dx
\]

\[
< 0,
\]

proving (3.22). Here we have used that fact that \( \sup_{|\tau| \leq T_k} |F(\cdot, \tau)| \in L^1(B) \) due to (F4). Obviously, \( R_k \) above can be chosen independently of \( \theta \). \( \square \)
Finally, to verify the remaining conditions of Proposition 3.2, we introduce a sequence \( \{V_k\}_{k=1}^{\infty} \) of finite dimensional linear subspaces of \( E \) as follows. Let \( \{e_n\}_{n=1}^{\infty} \subset E \) be a Schauder basis of \( E \) and let \( \{f_n\}_{n=1}^{\infty} \subset E^* \) be such that for each \( n \in \mathbb{N} \),

\[
\langle f_n, u \rangle = \alpha_n \quad \text{for} \quad u = \sum_{j=1}^{\infty} \alpha_j e_j \in E.
\]

For each \( k \in \mathbb{N} \), define

\[
V_k := \{ u \in E : \langle f_n, u \rangle = 0, \quad \forall n > k \}
\]

and

\[
W_k := \{ u \in E : \langle f_n, u \rangle = 0, \quad \forall n \leq k \}.
\]

Then, \( E = V_k \oplus W_k \) and \( \dim V_k = k \). Define

\[
\delta_k := \sup_{v \in W_k} \max_{1 \leq j \leq m_0} \|v\|_{L^r_j(a_j, \Omega)} / \|v\| \leq 1
\]

(3.26)

The next lemma was proved in [13].

Lemma 3.5. The sequence \( \{\delta_k\}_{k=1}^{\infty} \) above satisfies \( 0 < \delta_{k+1} \leq \delta_k \) for all \( k \in \mathbb{N} \) and

\[
\lim_{k \to \infty} \delta_k = 0.
\]

We are now in a position to complete the proof of Theorem 1.2.

Proof of Theorem 1.2. Let \( \lambda \in (0, \mu_1) \) be given and let \( \theta > 0 \). We will show that the conditions (I1) – (I3) of Proposition 3.2 are fulfilled with \( X = E \) and \( I \) given by (3.1). Firstly, we will show that \( I \) satisfies (I1). By Lemma 3.5, we find \( k_0 \in \mathbb{N} \) such that \( \delta_{k_0} \in (0, 1) \). By using (A3) and (F4) we have that for any \( u \in W_{k_0} \) with \( \|u\| > 1 \),

\[
I(u) \geq \frac{1}{p^+} (\|u\|^{p^+} - 1) - \lambda \sum_{j=1}^{m_0} \frac{1}{r_j} \left( \|u\|^{r_j^*}_{L^r_j(a_j, \Omega)} + 1 \right) - \frac{\theta}{t^-} \int_{\Omega} b|u|^{t(x)} \, dx. \tag{3.27}
\]

Note that for \( u \in E \) with \( \|u\| > 1 \), it follows from Proposition 2.2 and (2.8) that

\[
\int_{\Omega} b|u|^{t(x)} \, dx \leq \left( 1 + S_b^{-t^+} \right) \|u\|^{t^+} \tag{3.28}
\]

Moreover, by considering \( v = z/\|z\| \) for \( z \in W_{k_0} \setminus \{0\} \) we deduce from the definition (3.26) of \( \delta_k \) that

\[
\max_{1 \leq j \leq m_0} \|z\|_{L^r_j(a_j, \Omega)} \leq \delta_{k_0} \|z\|, \quad \forall z \in W_{k_0}, \tag{3.29}
\]

Invoking (3.28) and (3.29), we get from (3.27) that for all \( u \in W_{k_0} \) with \( \|u\| > 1 \),

\[
I(u) \geq \frac{1}{p^+} \|u\|^{p^+} - \frac{m_0 \lambda \delta_{k_0}^{r^*}}{r^*_s} \|u\|^{r^*} - \left( \frac{m_0 \lambda}{r_s} + \frac{1}{p^+} \right) \left( 1 + S_b^{-t^+} \right) \frac{\theta}{t^-} \|u\|^{t^+}, \tag{3.30}
\]

where \( r_s := \min_{1 \leq j \leq m_0} r_j \) and \( r^* := \max_{1 \leq j \leq m_0} r_j^+ \). Let \( \rho_{k_0} > 0 \) be such that

\[
\frac{m_0 \lambda \delta_{k_0}^{r_s}}{r^*_s} \rho_{k_0} = \frac{1}{2p^+} \rho_{k_0}^{p^+} \quad \text{i.e.,} \quad \rho_{k_0} = \left( \frac{r_s}{2m_0 p^+ \lambda \delta_{k_0}^{r^*}} \right)^{\frac{1}{r^*-p^+-1}}.
\]

By Lemma 3.5, we can fix \( k_0 \in \mathbb{N} \) from the beginning such that

\[
0 < \delta_{k_0} < 1 < \rho_{k_0} \quad \text{and} \quad \frac{1}{2p^+} \rho_{k_0}^{p^+} - \left( \frac{m_0 \lambda}{r_s} + \frac{1}{p^+} \right) > \frac{1}{4p^+} \rho_{k_0}^{p^+}.
\]
Thus, (3.30) yields
\[
I(u) \geq \frac{1}{4p^*} \rho_{k_0}^p \left( \frac{1}{t} + S_b^{-t^+} \right) \rho_{k_0}^t, \quad \forall u \in \partial B_{\rho_{k_0}} \cap W_{k_0}.
\]

Therefore, by choosing \( V := V_{k_0}, \ W := W_{k_0} \) and \( \theta_0 := \frac{t^+ \rho_{k_0}^t}{4p^* (1 + S_b^{-t^+})} > 0 \), we have that for any \( \theta \in (0, \theta_0) \),
\[
I(u) \geq \beta, \quad \forall u \in \partial B_\rho \cap W
\]
with \( \rho = \rho_{k_0} \) and \( \beta = \frac{(1 + S_b^{-t^+}) \rho_{k_0}^t}{\rho_{k_0}^t} (\theta_0 - \theta) > 0 \). That is, \( I \) satisfies (I1) in Proposition 3.2.

Next, we will show that \( I \) satisfies (I2) in Proposition 3.2. To this end, let \( \{ E_k \}_{k=1}^{\infty} \) be defined by (3.21). For each \( k \in \mathbb{N} \) we have
\[
\sup_{u \in E_k} I(u) = \max_{u \in E_k} I(u) \quad (3.31)
\]
due to the fact that \( I(0) = 0 \) and Lemma 3.4. Note that by using (1.6) and (F4), we have that for any \( u \in E \) with \( \| u \| \leq R_k \),
\[
I(u) < \tilde{C} \int_{\Omega} (|\nabla u|^{p(x)} + 1) \, dx - \lambda \int_{\Omega} F(x, u) \, dx
\]
\[
\leq \tilde{C} \| u \|^{p^*} + \tilde{C}(|\Omega| + 1) + \lambda \sum_{j=1}^{m_0} \int_{\Omega} a_j(x) |u|^{r_j(x)} \, dx
\]
\[
\leq \tilde{C} \| u \|^{p^*} + \tilde{C}(|\Omega| + 1) + \sum_{j=1}^{m_0} \frac{\lambda}{r_j} \left( \| u \|_{L^{r_j(x)}(\Omega)}^{r_j(x)} + 1 \right)
\]
\[
\leq \tilde{C} \| u \|^{p^*} + \frac{\lambda}{r_s} \sum_{j=1}^{m_0} C_j^{r_j} \| u \|^{r_j} + \frac{m_0 \lambda}{r_s} + \tilde{C}(|\Omega| + 1)
\]
\[
\leq \tilde{C} R_k^{p^*} + \frac{\lambda}{r_s} \sum_{j=1}^{m_0} C_j^{r_j} R_k^{r_j} + m_0 \lambda + \tilde{C}(|\Omega| + 1) =: L_k,
\]
where \( C_j (j = 1, \cdots, m_0) \) denotes the imbedding constant for \( E \hookrightarrow L^{r_j(x)}(\Omega, \Omega) \). From this and (3.31) we obtain
\[
\sup_{u \in E_k} I(u) < L_k, \quad \forall k \in \mathbb{N}. \quad (3.32)
\]

Finally, let \( \{ \theta_k \}_{k=1}^{\infty} \subset (0, \theta_0) \) be such that for any \( k \in \mathbb{N} \),
\[
\begin{cases}
L_{k_0 + k} < -\| e \|_{L^1(\Omega)} \frac{\lambda}{\alpha} + \left( \frac{1}{\alpha} - \frac{1}{t} \right) S_b^N \min \left\{ \theta_k^{-\frac{1}{\theta - 1}}, \theta_k^{-\frac{1}{\theta - 1}} \right\}, \\
\theta_{k+1} < \theta_k.
\end{cases}
\quad (3.33)
\]

Then, for any \( \theta \in (\theta_{k+1}, \theta_k) \) we have
\[
L_{k_0 + k} < -\| e \|_{L^1(\Omega)} \frac{\lambda}{\alpha} + \left( \frac{1}{\alpha} - \frac{1}{t} \right) S_b^N \min \left\{ \theta^{-\frac{1}{\theta - 1}}, \theta^{-\frac{1}{\theta - 1}} \right\}
\]
and hence, \( I \) satisfies the (PS) \({}_{c}^{\infty} \) for any \( c \in [0, L_{k_0 + k}] \) in view of Lemma 3.3. Thus, \( I \) satisfies (I2) and (I3) with \( \tilde{X} = E_{k_0 + k} \) and \( \tilde{L} = L_{k_0 + k} \). So, \( I \) admits at least
dim $\tilde{X} - \dim V = k$ pairs of nontrivial critical points in view of Proposition 3.2; hence, problem (1.1) has at least $k$ pairs of nontrivial solutions. The proof is complete. \hfill $\square$

**Remark 3.6.** We would like to discuss problem (1.1) without a parameter in the subcritical term as follows:

$$\begin{cases}
- \text{div} a(x, \nabla u) = f(x, u) + \theta b(x)|u|^{t(x)-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases} \tag{3.34}$$

The existence of a sequence of nontrivial solutions to problem (3.34) for the $p(\cdot)$-sublinear case was obtained in Theorem 1.1 (for all $\theta \geq 0$). For the $p(\cdot)$-superlinear case, by repeating the proof of Theorem 1.2, we find a sequence $\{\theta_n\}_{n=1}^{\infty}$ with $0 < \theta_{n+1} < \theta_n$ for all $n \in \mathbb{N}$ such that for any $\theta \in (\theta_{n+1}, \theta_n)$, problem (3.34) admits at least $n$ distinct pairs of nontrivial solutions under (P), (A0) – (A4), (F3) – (F5) and (F6) replaced by

$$(\tilde{F}6)$$

For $w$ given by (P), there exist $\alpha \in [p^+, t^-)$ and $e \in L^1_{+}(\Omega)$ such that

$$\alpha F(x, \tau) - \tau f(x, \tau) \leq \frac{(\alpha - p^+)}{p^+} w(x) |\tau|^{p(x)} + e(x) \text{ for a.e. } x \in \Omega \text{ and all } \tau \in \mathbb{R}.$$ 

The result remains valid under (A0) – (A4), (F3) – (F5) and (F6) replaced by

$$(\tilde{F}6)$$

There exist $\alpha \in [p^+, t^-)$ and functions $\sigma \in C_+((\Omega))$ with $\sigma^+ < p^-$, $w \in L^m(\cdot; b^{-\frac{\sigma}{\sigma-1}}, \Omega)$, and $e \in L^1_{+}(\Omega)$ such that

$$\alpha F(x, \tau) - \tau f(x, \tau) \leq w(x) |\tau|^{\sigma(x)} + e(x) \text{ for a.e. } x \in \Omega \text{ and all } \tau \in \mathbb{R}.$$ 

This result generalizes of [29, Theorem A] that treated for the $p$-Laplacian.

4. **The sandwich case**

Throughout this section we always assume that (A0) – (A5), (S), (W) and (L1) hold. As in Subsection 3.2, we will restrict our proof to the case $p^+ < N$. To determine (nonnegative) solutions of problem (1.10), we introduce the functionals $J, \Psi : E \to \mathbb{R}$ defined as

$$J(u) = \int_{\Omega} A(x, \nabla u) \, dx - \lambda \int_{\Omega} \frac{m(x)}{s(x)} u^{s(x)} \, dx - \theta \int_{\Omega} \frac{b(x)}{l(x)} u^{l(x)} \, dx$$ \tag{4.1}

and

$$\Psi(u) = \int_{\Omega} A(x, \nabla u) \, dx - \lambda \int_{\Omega} \frac{m(x)}{s(x)} |u|^s \, dx - \theta \int_{\Omega} \frac{b(x)}{l(x)} |u|^l \, dx$$ \tag{4.2}

for $u \in E$. Here and in the rest of paper, both $\phi_+$ and $\phi^+$ stand for $\max\{\phi, 0\}$. Under the given assumptions, $J, \Phi$ are of class $C^1(E, \mathbb{R})$ and a critical point of $J$ (resp. $\Phi$) is a nonnegative solution (resp. a solution) to problem (1.10). We will make use of the critical points theorems and genus theory to determine critical points of $J$ and $\Phi$. In order to verify the $(PS)$ condition for $J$ and $\Psi$, we need the next lemma.

**Lemma 4.1.** The following assertions hold.

(i) For $\theta = 0$ and $\lambda \in \mathbb{R}$, $J$ and $\Psi$ satisfy the $(PS)_c$ condition for all $c \in \mathbb{R}$.

(ii) For $\theta > 0$ and $\lambda \in \mathbb{R}$, $J$ and $\Psi$ satisfy the $(PS)_c$ condition for all $c \in \mathbb{R}$ satisfying

$$c < \left(\frac{1}{p^+} - \frac{1}{t^-}\right) S^N_b \min\left\{\theta^{-\frac{1}{N-1}}, \theta^{-\frac{1}{N-1}}\right\}$$
we infer from the boundedness of $\{u_n\}_{n=1}^\infty$ in $E$ since $1 < s^+ < p^-$. Hence, up to a subsequence we have

$$u_n \rightharpoonup u \text{ in } E \text{ as } n \to \infty. \tag{4.4}$$

(i) Case $\theta = 0$, $\lambda \in \mathbb{R}$. Since

$$\int_{\Omega} a(x, \nabla u_n) \cdot (\nabla u_n - \nabla u) \, dx = \langle J'(u_n), u_n - u \rangle + \lambda \int_{\Omega} |\nabla u_n|^{s(x)-1}(u_n - u) \, dx,$$

we easily obtain from (4.4) and Proposition 2.6 that

$$\int_{\Omega} a(x, \nabla u_n) \cdot (\nabla u_n - \nabla u) \, dx \to 0 \text{ as } n \to \infty.$$ 

Then, as in the proof of Lemma 3.3 we obtain $u_n \to u$ in $E$ as $n \to \infty$.

(ii) Case $\theta > 0$, $\lambda \in \mathbb{R}$. By Theorem 2.7 again, we infer from the boundedness of $\{u_n\}_{n=1}^\infty$ that up to a subsequence,

$$u_n(x) \to u(x) \text{ a.e. } x \in \Omega, \tag{4.5}$$

$$|\nabla u_n|^{p(x)} \rightharpoonup \mu \geq |\nabla u|^{p(x)} + \sum_{i \in I} \mu_i \delta_{x_i} \text{ in } \mathcal{M}(\Omega), \tag{4.6}$$

$$b|u_n|^{t(x)} \rightharpoonup \nu = b|u|^{t(x)} + \sum_{i \in I} \nu_i \delta_{x_i} \text{ in } \mathcal{M}(\Omega), \tag{4.7}$$

$$S_b \nu_i^{1/t(x_i)} \leq \mu_i^{1/p(x_i)}, \forall i \in \mathcal{I}. \tag{4.8}$$
We claim that $I = \emptyset$. Suppose by contradiction that there exists $i \in I$. Arguing as
that obtained (3.18), we obtain

$$
\theta v_i \geq S^N_b \min \left\{ \theta^{-\frac{1}{\ell + 1}}, \theta^{-\frac{1}{\ell - 1}} \right\}.
$$

(4.9)

On the other hand, we have

$$
c = J(u_n) - \frac{1}{p^+} \langle J'(u_n), u_n \rangle + o_n(1)
\geq -|\lambda| \left( \frac{1}{s^-} - \frac{1}{p^+} \right) \int_{\Omega} |m(x)||u_n|^s(x) \, dx + \theta \left( \frac{1}{p^+} - \frac{1}{t^-} \right) \int_{\Omega} b(x)|u_n|^{t(x)} \, dx + o_n(1).
$$

Passing to the limit as $n \to \infty$ in the last estimation and invoking Proposition 2.6 again and using (4.7), we obtain

$$
c \geq -|\lambda| \left( \frac{1}{s^-} - \frac{1}{p^+} \right) \int_{\Omega} |m(x)||u|^s(x) \, dx + \theta \left( \frac{1}{p^+} - \frac{1}{t^-} \right) \left( \int_{\Omega} b(x)|u|^{t(x)} \, dx + v_i \right).
$$

(4.10)

Invoking (4.9) the preceding inequality gives

$$
c \geq \left( \frac{1}{p^+} - \frac{1}{t^-} \right) \theta \int_{\Omega} b(x)|u|^{t(x)} \, dx - |\lambda| \left( \frac{1}{s^-} - \frac{1}{p^+} \right) \int_{\Omega} |m(x)||u|^s(x) \, dx + k(\theta),
$$

where $k(\theta) := \left( \frac{1}{p^+} - \frac{1}{t^-} \right) S^N_b \min \left\{ \theta^{-\frac{1}{\ell + 1}}, \theta^{-\frac{1}{\ell - 1}} \right\}$. From Proposition 2.1, we have

$$
\int_{\Omega} |m||u|^s(x) \, dx = \int_{\Omega} b|mb^{-1}||u|^s(x) \, dx \leq 2|mb^{-1}||u|^s(x)_{L^p(t(x),b,\Omega)},
$$

(4.11)

where $t(x) := \frac{t(x)}{s(x)}$. From the last two inequalities, we obtain

$$
c \geq a_1 \theta \int_{\Omega} b(|u|^{s(x)})^{t(x)} \, dx - b_1|\lambda||u|^s(x)_{L^p(t(x),b,\Omega)} + k(\theta),
$$

(4.12)

where $a_1 := \frac{1}{p^+} - \frac{1}{t^-} > 0$ and $b_1 := 2 \left( \frac{1}{s^-} - \frac{1}{p^+} \right) |mb^{-1}||u|^s(x)_{L^p(t(x),b,\Omega)} > 0$.

- If $\|u^s\|_{L^p(t(x),b,\Omega)} \geq 1$, then (4.12) and Proposition 2.2 yield

$$
c \geq a_1 \theta \xi \ell^- - b_1|\lambda|\xi + k(\theta) =: g_1(\xi) \text{ with } \xi = \|u^s\|_{L^p(t(x),b,\Omega)} \geq 1.
$$

Thus,

$$
c \geq \min_{\xi \geq 0} g_1(\xi) = g_1 \left( \frac{b_1|\lambda|}{\ell^- a_1 \theta} \right)^{\frac{1}{\ell^- - 1}},
$$

i.e.,

$$
c \geq k(\theta) - (\ell^- - 1)(\ell^-)^{-\frac{1}{\ell^- - 1}} a_1 \theta^{-\frac{1}{\ell^- - 1}} b_1 \theta^{-\frac{1}{\ell^- - 1}} |\lambda|^{\frac{1}{\ell^-}}.
$$

- If $\|u^s\|_{L^p(t(x),b,\Omega)} < 1$, then (4.12) and Proposition 2.2 yield

$$
c \geq a_1 \theta \xi \ell^+ - b_1 \lambda \xi + k(\theta) =: g_2(\xi) \text{ with } \xi = \|u^s\|_{L^p(t(x),b,\Omega)} \in [0, 1).
$$

Thus,

$$
c \geq \min_{\xi \geq 0} g_2(\xi) = g_2 \left( \frac{b_1|\lambda|}{\ell^+ a_1 \theta} \right)^{\frac{1}{\ell^+ - 1}},
$$

i.e.,

$$
c \geq k(\theta) - (\ell^+ - 1)(\ell^+)^{-\frac{1}{\ell^+ - 1}} a_1 \theta^{-\frac{1}{\ell^+ - 1}} b_1 \theta^{-\frac{1}{\ell^+ - 1}} |\lambda|^{\frac{1}{\ell^+}}.
$$
Therefore, in any case, we obtain

\[ c \geq k(\theta) - K \max \left\{ \theta^{-\frac{1}{p-1}}, \theta^{-\frac{1}{r-1}} \right\} \max \left\{ |\lambda|^\frac{r}{r-1}, |\lambda|^\frac{p}{p-1} \right\}, \]

where \( K := \max_{s \in \{1, +\}} (\ell^* - 1)(\ell^*)^{-\frac{p}{p-1}}a_1^{-\frac{1}{p-1}}b_1^{\frac{r}{r-1}} > 0. \) This contradicts to (4.3) and hence, \( I = \emptyset. \) It follows that \( \int_{\Omega} b(x)|u_n|^{t(x)} \, dx \to \int_{\Omega} b(x)|u|^{t(x)} \, dx \) as \( n \to \infty. \) We then argue as in the proof of Lemma 3.3 to conclude that \( u_n \to u \) in \( E \) as \( n \to \infty. \) The proof is complete.

4.1. Multiplicity of solutions. In this subsection we borrow the idea from [1] to prove Theorem 1.3, which asserts the existence of \( k \) pairs of solutions to problem (1.10) for an arbitrarily given number \( k. \) To seek such a \( k \) pairs of solutions, we determine the critical points of the functional \( \Psi \) defined in (4.2). Throughout this subsection, in addition to (S), (W) and (L1) we always assume that \( m(x) > 0 \) a.e. in \( B. \) We will frequently make use of the following estimates that can be easily obtained by using (3.28), (4.10) and Proposition 2.3: there exists a constant \( C_1 > 1 \) such that for all \( u \in E \) with \( \|u\| > 1, \)

\[ \int_{\Omega} |m(x)||u|^{s(x)} \, dx \leq C_1^{s^+} \|u\|^{s^+} \quad \text{and} \quad \int_{\Omega} b(x)|u|^{t(x)} \, dx \leq C_1^{t^+} \|u\|^{t^+}. \]  

(4.12)

Let \( \lambda, \theta > 0 \) to be specified later. By (A3), we have

\[ \Psi(u) \geq \int_{\Omega} \frac{1}{p^+} |D^p(x)| \, dx - \lambda \int_{\Omega} \frac{|m(x)|}{s(x)} |u|^{s(x)} \, dx - \theta \int_{\Omega} b(x)|u|^{t(x)} \, dx \]

\[ \geq \frac{1}{p^+} \int_{\Omega} |D^p(x)| \, dx - \lambda \int_{\Omega} \frac{|m(x)|}{s(x)} |u|^{s(x)} \, dx - \theta \int_{\Omega} b(x)|u|^{t(x)} \, dx, \quad \forall u \in E. \]

By invoking Proposition 2.2 then using (4.12) we deduce from the last inequality that

\[ \Psi(u) \geq \frac{1}{p^+} \|u\|^{p^+} - \frac{C_1^{s^+}}{s^-} \|u\|^{s^+} - \frac{C_1^{t^+}}{t^-} \|u\|^{t^+} \quad \forall u \in E \]  

(4.13)

Thus, \( \Psi(u) \geq g_\lambda(\|u\|) \) for all \( u \in E \) with \( \|u\| \geq 1, \)

where \( g_\lambda \in C[0, \infty) \) is given by

\[ g_\lambda(\tau) := \frac{1}{p^+} \tau^{p^+} - \frac{C_1^{s^+}}{s^-} \tau^{s^+} - \frac{C_1^{t^+}}{t^-} \tau^{t^+}. \]

Rewrite \( g_\lambda(\tau) = \frac{C_1^{s^+}t^{s^+}}{s^-} (h(\tau) - \lambda) \) with

\[ h(\tau) := a_0 \tau^{p^--s^+} - b_0 \theta \tau^{t^+-s^+}, \]

where

\[ a_0 := (p^+ C_1^{s^+})^{-1} s^- > 0, \quad b_0 := (t^-)^{-1} s^- C_1^{t^+-s^+} > 0. \]  

(4.14)

It is clear that

\[ \max_{\tau \geq 0} h(\tau) = h \left( \left[ \frac{(p^--s^+)a_0}{(t^+-s^+)b_0\theta} \right]^{\frac{1}{p^+-p^-}} \right) = c_0 \theta^{\frac{s^+-p^-}{t^+-p^-}} > 0, \]
where \( c_0 := a_0^{\frac{t+ s^+}{t- s^-}} b_0^{\frac{t+ s^-}{t- s^+}} > 0 \). Thus, for \( \lambda \in (0, \lambda_0(\theta)) \) with

\[
\lambda_0(\theta) := \frac{c_0}{a_0^{\frac{t+ s^+}{t- s^-}},}
\]

(4.15) \( g_\lambda(\tau) \) has only positive roots \( T_0 \) and \( T_1 \) with

\[
0 < T_0 < T_* := \left[ \left( \frac{(p^- - s^+) a_0}{(t^+ - s^+) b_0} \right)^{\frac{t}{t+ s^+}} \right] \leq a_0^{\frac{1}{t- s^-}} < T_1,
\]

(4.16) where \( d_0 := \left[ \left( \frac{(p^- - s^+) a_0}{(t^+ - s^+) b_0} \right)^{\frac{t}{t+ s^+}} \right] > 0 \). Obviously, on \([0, \infty)\) the function \( g_\lambda(\tau) \) is negative only on \((0, T_0) \cup (T_1, \infty)\). It is clear that

\[
T_0 > \left( \frac{\lambda}{a_0} \right)^{\frac{1}{p^- - s^+}},
\]

(4.17) and for \( \theta \in (0, \theta_*) \) with

\[
\theta_* := \frac{c_0^{t+ s^-}}{a_0^{t+ s^-}},
\]

(4.18) we have that \( \lambda_0(\theta) > a_0 \). From the above analysis, we infer that for \( \theta \in (0, \theta_*) \) and \( \lambda \in (a_0, \lambda_0(\theta)) \), \( g_\lambda(\tau) \) has only positive roots \( T_0 \) and \( T_1 \) with \( 1 < T_0 < T_* < T_1 \).

Let \( \theta \in (0, \theta_*) \). For each \( \lambda \in (a_0, \lambda_0(\theta)) \), we define the truncated functional \( T_\lambda : E \to \mathbb{R} \) as

\[
T_\lambda(u) := \int_{\Omega} A(x, \nabla u) \, dx - \lambda \int_{\Omega} \frac{m(x)}{s(x)} |u|^s(x) \, dx - \phi(\|u\|) \theta \int_{\Omega} \frac{b(x)}{t(x)} |u|^t(x) \, dx, \quad u \in E,
\]

where \( \phi \in C_c^\infty(\mathbb{R}) \), \( 0 \leq \phi(\tau) \leq 1 \) for all \( \tau \in \mathbb{R} \), \( \phi(\tau) = 1 \) for \( \tau \leq T_0 \) and \( \phi(\tau) = 0 \) for \( \tau \geq T_1 \). Note that \( u \mapsto \phi(\|u\|) \) is of class \( C^1(E, \mathbb{R}) \) due to [23, Corollary 3.3] and therefore, \( T_\lambda \in C^1(E, \mathbb{R}) \). Moreover, it holds that

\[
T_\lambda(u) \geq \Psi(u) \quad \text{for all} \quad u \in E, \quad (4.19)
\]

and

\[
T_\lambda(u) = \Psi(u) \quad \text{for all} \quad u \in E \quad \text{with} \quad \|u\| < T_0, \quad (4.20)
\]

(4.21) and

\[
T_\lambda(u) = \int_{\Omega} A(x, \nabla u) \, dx - \lambda \int_{\Omega} \frac{m(x)}{s(x)} |u|^s(x) \, dx \quad \text{for all} \quad u \in E \quad \text{with} \quad \|u\| > T_1.
\]

We have the following.

**Lemma 4.2.** Let \( \theta \in (0, \theta_*) \) and let \( \lambda \in (a_0, \lambda_0(\theta)) \). Then, \( T_\lambda(u) < 0 \) implies that \( \|u\| < T_0 \) and hence, \( T_\lambda(u) = \Psi(u) \).

**Proof.** Suppose that \( T_\lambda(u) < 0 \). Then, we have \( \Psi(u) < 0 \) due to (4.19). Suppose on the contrary that \( \|u\| \geq T_0 \). Note that \( T_0 > 1 \) and hence, (4.13) gives \( g_\lambda(\|u\|) < 0 \). Thus, \( \|u\| > T_1 \) and hence; \( T_\lambda(u) = \int_{\Omega} A(x, \nabla u) \, dx - \lambda \int_{\Omega} \frac{m(x)}{s(x)} |u|^s(x) \, dx < 0 \) due to (4.21). On the other hand, the last inequality combining with (A3) and (4.12) gives

\[
\frac{1}{p^+} \|u\|^{p^-} \leq \frac{1}{s^-} C_1^{s^+} \lambda \|u\|^{s^+}.
\]

This yields

\[
T_0 \leq \|u\| \leq \left( \frac{p^+ C_1^{s^+} \lambda}{s^-} \right)^{\frac{1}{p^+ - s^+}}.
\]
which contradicts to (4.17). Thus, \(|u| < T_0|\) and hence, \(T_\lambda(u) = \Psi(u)\) due to (4.20). The proof is complete. □

Next, by employing genus theory we will show that for any given number \(k \in \mathbb{N}\), \(T_\lambda\) admits at least \(k\) pairs of critical points \(\{\pm u_n\}_{n=1}^k\) with \(T_\lambda(\pm u_n) < 0\) provided \(\theta\) is sufficiently small. Let \(\Sigma\) denote the family of sets \(A \subset E \setminus \{0\}\) such that \(A\) is closed in \(E\) and symmetric with respect to the origin. For \(A \in \Sigma\), define the genus of \(A\) to be \(n\) (denoted by \(\gamma(A) = n\)) if there is a map \(\varphi \in C(A, \mathbb{R}^n \setminus \{0\})\) and \(n\) is the smallest integer with this property. When there does not exist a finite such \(n\), set \(\gamma(A) = \infty\). Finally set \(\gamma(\emptyset) = 0\). For each \(k \in \mathbb{N}\), define

\[\Sigma_k := \{A \in \Sigma : \gamma(A) \geq k\}.\]

Clearly, \(\partial(H \cap B_\rho) \in \Sigma_k\) for any \(k\)-dimensional subspace \(H\) of \(E\) and for any \(\rho > 0\) (see [27, Proposition 7.7]). Thus, we can define

\[c_k(\lambda, \theta) := \inf_{A \in \Sigma_k} \sup_{u \in A} T_\lambda(u).\] (4.22)

Clearly, \(c_k(\lambda, \theta) \leq c_{k+1}(\lambda, \theta)\) for all \(k \in \mathbb{N}\). We will show that with \(\lambda, \theta\) specified later, \(c_k(\lambda, \theta)\) are negative critical values of \(T_\lambda\) and hence, of \(\Psi\). To this end, let \(E_k\) be a \(k\)-dimensional subspace of \(E\) given by (3.21) with \(B\) in (L1). Since all norms on \(E_k\) are mutually equivalent, we find \(\delta_k > 1\) such that

\[\delta_k^{-1} \max \left\{\|\nabla u\|_{L^p(B)}, \|\nabla u\|_{L^q(B)}\right\} \leq \|u\| \leq \delta_k\|u\|_{L^\infty(m,B)}, \quad \forall u \in E_k.\] (4.23)

It is clear that we can choose \(\{\delta_k\}_{k=1}^\infty\) such that \(\delta_k < \delta_{k+1}\) for all \(k \in \mathbb{N}\). Recalling \(a_0\) given by (4.14), we have the following.

**Lemma 4.3.** There exists \(\{\lambda_k\}_{k=1}^\infty\) with \(\max\{1, a_0\} < \lambda_k < \lambda_{k+1}\) for all \(k \in \mathbb{N}\) such that for each \(k \in \mathbb{N}\), it holds that

\[-\infty < c_k(\lambda, \theta) < 0\]

for any \(\lambda > \lambda_k\) and \(\theta > 0\).

**Proof.** Let \(k \in \mathbb{N}\) be arbitrary and fixed and let \(\lambda, \theta > 0\) with \(\lambda\) be specified later. By the definition of \(T_\lambda\) and the fact that \(s^+ < p^-\), we easily see that \(T_\lambda\) is bounded from below and hence,

\[c_k(\lambda, \theta) > -\infty.\]

Let \(u \in E_k\) with \(|u| = \tau > \delta_k\) (hence, \(|u|_{L^\infty(m,B)} > 1\) due to (4.23)). We have

\[T_\lambda(u) \leq C_\rho \|\nabla u\|_{L^p(B)}^p + C_B \|\nabla u\|_{L^q(B)}^q - \frac{\lambda}{s^+} \|u\|_{L^\infty(m,B)}^s \]

in view of (1.11) and Proposition 2.2. From this and (4.23) we obtain

\[T_\lambda(u) \leq C_\rho (\delta_k \tau)^{p^+_B} + C_B (\delta_k \tau)^{q^-_B} - \frac{\lambda}{s^+} (\delta_k^{-1} \tau)^{s^-_B} = \tau^{q^-_B} \tilde{h}_\lambda(\tau),\] (4.24)

where

\[\tilde{h}_\lambda(\tau) := \alpha_k \tau^{p^+_B - q^-_B} + \beta_k - \gamma_k \lambda \tau^{s^-_B - q^-_B}\]

with \(\alpha_k := C_\rho^{p^+_B}, \beta_k := C_B^{q^-_B}\) and \(\gamma_k := (s^+)^{-1} \delta_k^{-s^-_B}\). Denote

\[T^* := \left(\frac{(s^-_B - q_B)\gamma_k \lambda}{(p^+_B - q_B)\alpha_k}\right)^{\frac{1}{s^-_B - q^-_B}}.\] (4.25)
Then, for
\[ \lambda > C_1(B) \delta_k^{2p^{+}_B} \]
with \( C_1(B) := \left( \frac{C_B(p^+_B - q_B)}{p^+_B - s_B} \right) \frac{p^+_B - s_B}{p^+_B - q_B} \left( \frac{s_B - q_B}{p^+_B - q_B} \right) \frac{s_B - q_B}{p^+_B - q_B} s^+, \) it holds that
\[ \tilde{h}_\lambda(T^*) = \beta_k - \frac{\alpha_k}{p^+_B - q_B} \left( \frac{s_B - q_B}{p^+_B - q_B} \right) \frac{s_B - q_B}{p^+_B - q_B} \alpha_k < 0. \quad (4.26) \]
From (4.25) we have
\[ T^* > \delta_k \iff \lambda > C_2(B) \delta_k^{2p^+_B} \quad (4.27) \]
with \( C_2(B) := \frac{(p^+_B - q_B)C_B}{s_B - q_B}. \) Set
\[ \lambda_k := C_3(B) \delta_k^{2p^+_B}, \quad (4.28) \]
where \( C_3(B) := \max \{ 1, a_0, C_1(B), C_2(B) \} \) with \( a_0 \) given by (4.18). Then, we have that \( \lambda_k > \max \{ 1, a_0 \} \) since \( \delta_k > 1. \) Moreover, for \( \lambda > \lambda_k \) it holds that \( T^* > \delta_k \) due to (4.27) and therefore,
\[ T_\lambda(u) \leq (T^*)^{q_B} \tilde{h}_\lambda(T^*) =: -\varepsilon_k < 0, \quad \forall \ u \in \partial B_{T^*} \cap E_k \]
in view of (4.24) and (4.26). Thus, \( \partial B_{T^*} \cap E_k \subseteq \{ u \in E : T_\lambda(u) \leq -\varepsilon_k \} =: T^{-\varepsilon_k}_\lambda. \)
Note that \( T^{-\varepsilon_k}_\lambda \subseteq \Sigma \) due to (A0) and the definition of \( T_\lambda. \) Hence, we arrive at
\[ \gamma(T^{-\varepsilon_k}_\lambda) = \inf_{A \in \Sigma_k} \sup_{u \in A} T_\lambda(u) \leq \sup_{u \in T^{-\varepsilon_k}_\lambda} T_\lambda(u) \leq -\varepsilon_k < 0. \]
(see [27, Proposition 7.7]). In other words, \( T^{-\varepsilon_k}_\lambda \subseteq \Sigma_k \) and thus,
\[ c_k(\lambda, \theta) = \inf_{A \in \Sigma_k} \sup_{u \in A} T_\lambda(u) \leq \sup_{u \in T^{-\varepsilon_k}_\lambda} T_\lambda(u) \leq -\varepsilon_k < 0. \]
Finally, it is obvious that this sequence \( \{ \lambda_k \}_{k=1}^\infty \) satisfies \( \lambda_k < \lambda_{k+1} \) for all \( k \in \mathbb{N}. \) The proof is complete.

Let \( \{ \lambda_k \}_{k=1}^\infty \) be defined as in (4.28). Note that with \( \lambda_0(\theta) \) defined by (4.15) we have
\[ \lambda_k = \lambda_0(\theta) = c_0(\theta) \delta_k^{2p^+_B} \iff \theta = [c_0^{-1}(B)]^{2p^+_B} \delta_k \]
Moreover, for \( \theta \in (0, 1) \) and \( \lambda > 1, \) the inequality
\[ 0 < \left( \frac{1}{p^+} - \frac{1}{t^+} \right) S^N_\theta \min \left\{ \theta^{-\frac{1}{t^+}} \right\} = -K \max \left\{ \theta^{-\frac{1}{t^+}}, \theta^{-\frac{1}{t^+}} \right\} \max \left\{ |\lambda|^\frac{t^+}{t^+}, |\lambda|^\frac{t^+}{t^+} \right\} \]
is equivalent to
\[ \lambda < \left[ K^{-1} \left( \frac{1}{p^+} - \frac{1}{t^+} \right) S^N_\theta \right]^{\frac{t^+}{t^+}} = e_0 \theta^{-\frac{1}{t^+}} =: \tilde{\lambda}_0(\theta) \]
with \( e_0 := \left[ K^{-1} \left( \frac{1}{p^+} - \frac{1}{t^+} \right) S^N_\theta \right]^{\frac{t^+}{t^+}}. \) We also note that
\[ \lambda_k = \tilde{\lambda}_0(\theta) \iff \theta = [e_0^{-1}(B)]^{\frac{1}{t^+}} \delta_k^{2p^+_B \left( t^+ - h^+ \right)} = \lambda_k \]
with \( e_0 := \left[ K^{-1} \left( \frac{1}{p^+} - \frac{1}{t^+} \right) S^N_\theta \right]^{\frac{t^+}{t^+}}. \)
Thus, by taking
\[
\theta_k := \min \left\{ 1, \theta_*, \left[ e_0^{-1} C_3(B) \frac{t^+}{\sqrt{n-r}} \right], \left[ e_0^{-1} C_3(B) \right] \left( \frac{\ell^{-1} \ell^+}{n+r} \right) \right\} \delta_k^{-\kappa} \tag{4.31}
\]
with \( \kappa := \max \left\{ \frac{2 p_+ (t^+ - p^-)}{p^- - s^+}, \frac{2 p_+ (h^+ + 1) \ell^-}{\ell^- + h^+} \right\} \) and setting
\[
\lambda^*(\theta) := \min \left\{ \lambda_0(\theta), \bar{\lambda}_0(\theta) \right\}, \tag{4.32}
\]
we deduce from the definitions of \( \lambda_0(\theta) \) and \( \bar{\lambda}_0(\theta) \) in (4.15) and (4.30) that \( \theta_k > 0 \) is independent of \( \lambda \) and for any \( \theta \in (0, \theta_k) \),
\[
\theta < \min \{ 1, \theta_* \} \text{ and } \lambda_k < \lambda^*(\theta).
\]
We are now ready to prove Theorem 1.3.

**Proof of Theorem 1.3.** Let \( k \in \mathbb{N} \) and let \( \lambda_k \) and \( \theta_k \) be defined as in (4.28) and (4.31), respectively. Let \( \theta \in (0, \theta_k) \) be given and let \( \lambda \in (\lambda_k, \lambda^*(\theta)) \) with \( \lambda^*(\theta) \) given by (4.32). Let \( \{ c_n(\lambda, \theta) \}_{n=1}^{\infty} \) be defined as in (4.22); for simplicity of notation, we write \( c_n \) in place of \( c_n(\lambda, \theta) \). By the definitions of \( \{ \theta_n \}_{n=1}^{\infty} \) and \( \{ \lambda_n \}_{n=1}^{\infty} \), for any \( n \in \{ 1, \ldots, k \} \) we have that \( 0 < \theta < \theta_n < 1 \) and \( \lambda_n < \lambda < \lambda^*(\theta) \) as well. By Lemma 4.3, it follows that \( -\infty < c_n < 0 \). From this and (4.29)-(4.30) we infer that \( T_\lambda \) satisfies the (PS)\(_{\gamma} \) condition in view of Lemmas 4.1 and 4.2. Suppose that \( c_n = \cdots = c_k = c \) for some \( n \in \{ 1, \cdots, k \} \). Then, it follows from the fact that \( T_\lambda \) satisfies the (PS)\(_{\gamma} \) condition that \( K_c := \{ u \in E \setminus \{ 0 \} : T_\lambda(u) = 0 \text{ and } T_\lambda(u) = c \} \) is a compact set. By a standard argument using the deformation lemma and properties of genus (see e.g., [1, Proof of Theorem 1]) we obtain
\[
\gamma(K_c) \geq k - n + 1.
\]
This implies that either \( \{ c_n \}_{n=1}^{k} \) are \( k \) distinct critical values of \( T_\lambda \) or \( K_{\lambda_k} \) admits infinitely many points. From this and the fact that \( c_1 \leq c_2 \leq \cdots \leq c_k < 0 \), \( \Psi \) admits at least \( k \) pairs of critical points \( \{ \pm u_n \}_{n=1}^{k} \) with \( \Psi(\pm u_n) < 0 \) for \( n = 1, \cdots, k \) in view of Lemma 4.2. Consequently, problem (1.10) admits at least \( k \) pair of solutions \( \{ \pm u_n \}_{n=1}^{k} \) with negative energy. The proof is complete.

\[\square\]

**Remark 4.4.** As we saw in the proof of Theorem 1.3, the range of \( \theta \) to get at least \( k \) pair of solutions is \( (0, \theta_k) \). Since \( \theta_k \to 0 \) as \( k \to \infty \), we cannot conclude that problem (1.10) admits a sequence of solution with a certain range of \( \theta \). This similarly happens with the proof of [1, Theorem 1]. Indeed, [1, Eq. (70)] gives the range of \( \| K \|_\infty \) of the form \( \| K \|_\infty < C d_j^\alpha \) for some positive constants \( C, \alpha \) independent of \( d_j \), where \( d_j \) is given by [1, Eq. (67)] and possibly satisfies that \( d_j \to 0 \) as \( j \to \infty \).

### 4.2. Nontrivial nonnegative solutions

In this subsection, we will prove Theorem 1.4. We will apply the Ekeland variational principle to determine critical points of the functional \( J \) given by (4.1), that are in turn nonnegative solutions to problem (1.10). Throughout this subsection, in addition to (S), (W) and (L1), we always assume that (L2) holds.

We start with the following geometry of \( J \).

**Lemma 4.5.** For each given \( \lambda > \lambda_* \), there exists \( \tilde{\theta}_* > 0 \) such that for any \( \theta \in (-\tilde{\theta}_*, \tilde{\theta}_*) \), there exist \( r, \rho > 0 \) such that
\[
\inf_{u \in \partial B_r} J(u) \geq \rho > 0 > \inf_{u \in B_r} J(u).
\]
Proof. Fix $\lambda > \lambda_*$ with $\lambda_*$ given by (1.12) and let $\theta \in \mathbb{R}$. Since $\lambda > \lambda_*$ we can find $\phi \in \mathcal{A}$ such that
\[
\max_{\eta \in [s_B^{-p_B^+}, s_B^+] \cap \mathcal{A}} \frac{C^*(\eta)}{(\int_B |\nabla \phi|^{p_B^+} \, dx)^{\frac{n-q_B}{p_B^+ - q_B}}} \left( \int_B |\nabla \phi|^{q_B} \, dx \right)^{\frac{p_B^+ - q_B}{p_B^+ - q_B}} < \lambda.
\] (4.33)

Fix such $\phi$. By (1.11) and (L2), we have
\[
J(\tau \phi) \leq C_p \left( \int_B |\nabla \phi|^{p_B^+} \, dx \right)^{\tau p_B^+} + C_B \left( \int_B |\nabla \phi|^{q_B} \, dx \right)^{\tau q_B}
- \lambda \left( \int_B \frac{m(x)}{s(x)} \phi^+(x) \, dx \right)^{\tau s_B(\tau)} - \theta \left( \int_B \frac{b(x)}{t(x)} (\tau \phi^+)(t(x)) \, dx \right), \quad \forall \tau > 0,
\] where $s_B(\tau)$ is determined by $\phi$ and $\tau$ as in (L2). Thus,
\[
J(\tau \phi) \leq y_\lambda(\tau) - \left( \int_B \frac{b(x)}{t(x)} (\tau \phi^+)(t(x)) \, dx \right) \theta, \quad \forall \tau \geq 0,
\] (4.34)
where
\[
y_\lambda(\tau) := \alpha_1 \tau^{p_B^+} - \beta_1 \lambda \tau^{s_B(\tau)} + \gamma_1 \tau^{q_B}
\] with $\alpha_1 := C_p \int_B |\nabla \phi|^{p_B^+} \, dx > 0$, $\beta_1 := \int_B \frac{m(x)}{s(x)} \phi^+(x) \, dx > 0$ and $\gamma_1 := C_B \int_B |\nabla \phi|^{q_B} \, dx > 0$. We claim that there exists $\tau_0 = \tau_0(\lambda) \in (0, \infty)$ such that
\[
y_\lambda(\tau_0) < 0.
\] (4.35)
Indeed, we write
\[
y_\lambda(\tau) = \tau^{q_B} \overline{y}_\lambda(\tau) \quad \text{for} \ \tau > 0,
\] (4.36)
where $\overline{y}_\lambda(\tau) := \alpha_1 \tau^{p_B^+ - q_B} - \beta_1 \lambda \tau^{s_B(\tau) - q_B} + \gamma_1$ for $\tau > 0$. It is clear that $s_B(\cdot) : (0, \infty) \to [s_B^-, s_B^+]$ is a continuous function and hence, there exist $\tau_0 > 0$ such that
\[
\tau_0 = \left( \frac{s_B(\tau_0) - q_B}{p_B^+ - q_B} \alpha_1^1 \right)^{\frac{1}{p_B^+ - q_B(\tau_0)}}.
\] (4.37)
We have
\[
\overline{y}_\lambda(\tau_0) = \gamma_1 - \frac{p_B^+ - s_B(\tau_0)}{p_B^+ - q_B} \left( \frac{s_B(\tau_0) - q_B}{p_B^+ - q_B} \right)^{s_B(\tau_0) - q_B} \lam{\tau_0}^{s_B(\tau_0)} \beta_1^{\tau^{s_B(\tau_0)(\tau)}},
\] (4.38)
Thus, $\overline{y}_\lambda(\tau_0) < 0$ due to (4.33); hence,
\[
y_\lambda(\tau_0) < 0,
\] (4.39)
due to (4.36). Then, from (4.38) and (4.34) we have
\[
J(\tau_0 \phi) \leq y_\lambda(\tau_0) - \left( \int_B \frac{b(x)}{t(x)} (\tau_0 \phi^+)(t(x)) \, dx \right) \theta < 0
\] (4.40)
provided
\[
\theta > -\tilde{\theta}_*.
\] (4.41)
and

$$\tilde{\theta}_* := \min \left\{ \tilde{\theta}_*, \frac{t-r_\lambda p^{-p+t+}}{2p+C_1^+} \right\},$$

(4.42)

where $C_1$ is given in (4.12). Then, for any $\theta \in (-\tilde{\theta}_*, \tilde{\theta}_*)$, by choosing $r = r_\lambda$ and $\rho = \frac{C_1^+ r_\lambda}{t} \left( \tilde{\theta}_* - |\theta| \right)$ and utilizing (4.12) and (4.41)-(4.42) we have

$$J(u) \geq \frac{1}{p^+} \|u\|^{p^+} - \frac{C_1^+ \lambda}{s^-} \|u\|^{s^+} - \frac{C_1^+ |\theta|}{t^-} \|u\|^{t^+} \geq \frac{1}{2p^+} \|u\|^{p^+} - \frac{C_1^+ |\theta|}{t^-} \|u\|^{t^+} = \frac{C_1^+ r_\lambda}{t^-} \left( \tilde{\theta}_* - |\theta| \right), \ \forall u \in \partial B_r,$$

i.e.,

$$J(u) \geq \rho, \ \forall u \in \partial B_r.$$  

(4.43)

Finally, note that $\tau_0 \phi \in B_r$ by the choice of $r$ and (4.41); hence, (4.39) yields

$$\inf_{u \in B_r} J(u) \leq J(\tau_0 \phi) < 0.$$

This and (4.43) complete the proof.

\[ \Box \]

We are now in a position to give a proof of Theorem 1.4.

**Proof of Theorem 1.4.** Let $\lambda > \lambda_*$ be arbitrary and fixed. Note that for $\theta \in (0, 1)$, the right-hand side of (4.3) can be rewritten as

$$C_2 \theta^{-\frac{1}{\frac{1}{p^+} - \frac{1}{t^-}}} - C_3(\lambda) \theta^{-\frac{1}{\frac{1}{s^-} - \frac{1}{t^-}}} = \theta^{-\frac{1}{\frac{1}{p^+} - \frac{1}{t^-}}} \left[ C_2 - C_3(\lambda) \theta^{-\frac{1}{\frac{1}{s^-} - \frac{1}{t^-}}} \right],$$

where $C_2, C_3(\lambda) > 0$ are positive constants independent of $\theta$. Note that $\frac{1}{\frac{1}{p^+} - \frac{1}{t^-}} - \frac{1}{\frac{1}{s^-} - \frac{1}{t^-}} > 0$ due to the assumption $\left( \frac{1}{p^+} \right)^+ < \left( \frac{1}{s^-} \right)^-$. Hence, we can choose $\theta_* \in (0, \min\{1, \tilde{\theta}_*\})$, where $\tilde{\theta}_*$ is as in Lemma 4.5, such that

$$0 < \left( \frac{1}{p^+} - \frac{1}{t^-} \right) S_0^N \min \left\{ \theta^{-\frac{1}{\frac{1}{p^+} - \frac{1}{t^-}}}, \theta^{-\frac{1}{\frac{1}{s^-} - \frac{1}{t^-}}} \right\}$$

$$- K \max \left\{ \theta^{-\frac{1}{\frac{1}{p^+} - \frac{1}{t^-}}}, \theta^{-\frac{1}{\frac{1}{s^-} - \frac{1}{t^-}}} \right\} \max \left\| \lambda \right\|^{-\frac{1}{\frac{1}{p^+} - \frac{1}{t^-}}}, \left\| \lambda \right\|^{-\frac{1}{\frac{1}{s^-} - \frac{1}{t^-}}} \right\}, \ \forall \theta \in (0, \theta_*).$$

(4.44)

Let $\theta \in [0, \theta_*)$. By Lemma 4.5, there exist $r, \rho > 0$ such that

$$\inf_{u \in \partial B_r} J(u) \geq \rho > 0 > \inf_{u \in B_r} J(u) =: c.$$  

(4.45)

Then, arguing as in [12, Proof of Theorem 3.1] in which the Ekeland variational principle was applied, we find a $(PS)_c$-sequence $\{u_n\}_{n=1}^\infty$. On the other hand, from (4.44) and (4.45), $J$ satisfies the $(PS)_c$ condition in view of Lemma 4.1, and hence $u_n \to u$ in $E$ as $n \to \infty$. Thus,

$$J'(u) = 0 \quad \text{and} \quad J(u) = c < 0.$$

That is, $u$ is a nontrivial nonnegative solution to problem (1.10).

\[ \Box \]
Let us conclude this section by pointing out that Theorem 1.4 remains valid for subcritical problem. More precisely, consider the following problem:

\[
\begin{aligned}
- \text{div } a(x, \nabla u) &= \lambda m(x)|u|^{s(x)-2}u + \mu \omega(x)|u|^{r(x)-2}u & \text{in } \Omega, \\
 u &= 0 \text{ on } \partial \Omega,
\end{aligned}
\]

(4.46)

where (A0) – (A5) hold; \( p, q, s, r \in C_+ (\bar{\Omega}) \) such that \( s^+ < p^- \leq p^+ < r^- \) and \( r(x) < p^*(x) \) for all \( x \in \bar{\Omega} \); and the weights \( m \) and \( \omega \) satisfy the following assumption.

\( \mu \Omega \)

(A) \( m \in L^{p^*(\cdot)/r^*(\cdot)}(\Omega), \omega \in L^{p^*(\cdot)/r^*(\cdot)}(\Omega) \) and there exists a ball \( B \subset \Omega \) satisfying

(i) \( q_B < s_B^-; \)

(ii) \( |\{ x \in B : m(x) > 0 \}| > 0; \)

(iii) there exists \( \phi \in C^\infty_c (B) \) such that \( \int_B \frac{m(x)}{s(x)} \phi'^{s(x)} \) \( \text{d}x > 0 \) and for each \( \tau > 0, \)

there exists \( s_B(\tau) \in [s_B^-, s_B^+] \) such that

\[
\int_B \frac{m(x)}{s(x)} \phi'^{s(x)} \tau^{s(x)} \text{d}x = \tau^{s_B(\tau)} \int_B \frac{m(x)}{s(x)} \phi'^{s(x)} \text{d}x.
\]

**Theorem 4.6.** Let (A0) – (A5) and (A) hold with \( s^+ < p^- \leq p^+ < r^- \) and \( r(x) < p^*(x) \) for all \( x \in \bar{\Omega} \). Then, for each given \( \lambda > \lambda_0 \) with \( \lambda_0 \) given by (1.12), there exists \( \mu_\star > 0 \) such that for any \( \mu \in (-\mu_\star, \mu_\star) \), problem (4.46) has a nontrivial nonnegative solution and has two nontrivial nonnegative solutions for any \( \mu \in (0, \mu_\star) \). Moreover, if \( r(\cdot) \) is constant in \( \Omega \), it suffices to assume \( \omega \in L^{p^*(\cdot)/r^*(\cdot)}(\Omega) \) and \( |\{ x \in \Omega : \omega(x) > 0 \}| > 0 \) instead of \( \omega \in L^{p^*(\cdot)/r^*(\cdot)}(\Omega) \).

This result can be proved using the same method as in [17, Theorem 1.2] so we omit it.

5. **Comment on the regularity of solutions**

Let functions \( d \) in (F1), \( a_j \) in (F4) or \( m, \omega \) in (A) be in the class \( L^\infty(\Omega) \). Then by [14], all aforementioned solutions are of class \( L^\infty(\Omega) \). Moreover, we have that:

(i) when \( p \in C^1(\Omega) \) and \( A(x, u, \nabla u) := a(x, \nabla u) \) additionally satisfies Assumption \( (A^k) \) in [8], for instance, the \( p(\cdot) \)-Laplacian or the generalized mean curvature operator, any aforementioned solution is also of class \( C^{1,\beta}(\Omega) \) and the convergence in Theorem 1.1 is in the \( C^{1,\beta}(\Omega) \)-topology (see [8, Theorem 1.2]);

(ii) when \( p(\cdot) \) is constant and \( A(x, u, \nabla u) := a(x, \nabla u) \) additionally satisfies conditions (1.10a)-(1.10c) in [25], for instance, the case of the multiple \( p \)-Laplacian, any aforementioned solution is also of class \( C^{1,\beta}(\Omega) \) and the convergence in Theorem 1.1 is in the \( C^{1,\beta}(\Omega) \)-topology (see [25, Theorem 1.7 and the comments below Theorem 1.7]).
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