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Abstract—Artificial intelligence for autonomous driving must meet strict requirements on safety and robustness, which motivates the thorough validation of learned models. However, current validation approaches mostly require ground truth data and are thus both cost-intensive and limited in their applicability. We propose to overcome these limitations by a model agnostic validation using a-priori knowledge from street maps. In particular, we show how to validate semantic segmentation masks and demonstrate the potential of our approach using OpenStreetMap. We introduce validation metrics that indicate false positive or negative road segments. Besides the validation approach, we present a method to correct the vehicle’s GPS position so that a more accurate localization can be used for the street-map based validation. Lastly, we present quantitative results on the Cityscapes dataset indicating that our validation approach can indeed uncover errors in semantic segmentation masks.

I. INTRODUCTION

Environmental perception is important for autonomous vehicles in order to assess the surrounding traffic scene and understand its context [1], [2]. A key component is semantic segmentation, which assigns pixel-wise pre-defined class labels to the input images from vehicle’s cameras. Current algorithms use machine and deep learning techniques to build models that predict semantic segments and surpass classic computer vision techniques in terms of performance [3], [4].

The development of artificial intelligence systems brings certain challenges, especially when they are applied in safety-critical areas. Building deep neural networks that generalize well and are robust often comes with the need for large amounts of ground truth data, which is typically acquired in expensive manual labelling processes. To ensure the safety of AI-based systems, mechanisms that support a trustworthy development like interpretability, auditing and risk assessment are discussed with growing interest [5].

The validation of machine learning models is particularly important in the area of highly automated driving, for example the identification and mitigation of risks of potential functional insufficiencies in neural networks used for perception [6]. Since the perception component is responsible for the first assessment of the vehicle’s surroundings, the detection and reduction of errors in this component can increase the reliability of the resulting environment model. Proposed approaches for mitigation are the detection of prediction uncertainties [7] and the estimation of an according error propagation [8].

Although state-of-the-art neural networks for semantic segmentation achieve promising results, it can still be observed that certain objects of the drivable area are not detected correctly. Moreover, smaller networks being used for embedded purposes are often comparatively less accurate than state-of-the-art networks with arbitrary size. As an example, roads and pedestrian walks could be mixed up in difficult lighting conditions or unusual terrain like in the segmentation in Figure 1.

We propose to support the goal of safe artificial intelligence in autonomous driving by applying the idea of informed machine learning [11] and validate learned models with a-priori knowledge. In this paper, we suggest to compare semantic segmentation masks to the structured semantic information in street maps, as illustrated in Figure 1 and present a novel method that computes the overlap of drivable area between the segmentation output and the map. Our approach is inspired by how human drivers would perceive environments: When they find themselves in a new environment, they often consult external knowledge sources such as street maps and compare what they see in their vicinity to what they see on the map.

Related work comprises approaches for multi-modal perception for autonomous driving, combining the inputs from various driving data [4]. The combination of camera inputs and street maps for semantic segmentation has already been used to assign geographical addresses to detect buildings [12], or to build conditional random fields for scene understanding [13].
Fig. 2: **Approach overview:** We validate the drivable area in semantic segmentation masks with a-priori knowledge from street maps. For this, we combine the segmentation mask of a given camera view with the street map that corresponds to the given vehicle position. We compute an overlay of the segmentation in bird’s-eye view and the street map’s field of view, omitting occluding, dynamic objects such as other vehicles or vegetation. The overlay is used to identify validation error regions, which we classify into detected false positives (indicated by a low $\text{IoS}$; visualized with orange red pixels) and false negatives (indicated by a low $\text{IoM}$; visualized with pink red pixels). The steps with $C$ describe tasks involving a camera view and the steps with $M$ describe tasks involving a map view.

The integration of general geographic or geometric a-priori knowledge in perception tasks has been investigated in versatile forms, for example as shape priors for object localization [15], temporal priors for revisited locations [16], or spatial relation graphs for object detection [17]. However, to the best of our knowledge, there is not yet an approach that uses street maps for a validation of semantic segmentation masks.

An advantage of our proposed method is that it facilitates a model-agnostic validation of segmentation masks. It can be applied to predictions from deep learning approaches, but also to traffic scene segmentations from any other approach including the ground truth data generation process itself.

Furthermore, our validation method can be applied either offline in the testing phase of learned models, or even online to assess potential errors within the current prediction, since the approach does not require ground truth to be available. Another advantage is that it can be used to test models even in geographical regions that had not been represented in the training data. This is relevant because the characteristics of semantic concepts such as roads, cars, or vegetation can be very diverse across different regions, but training datasets do not always reflect this domain variety [18], [19]. For autonomous driving, external data sources such as street maps thus provide a valuable alternative information source for static objects present in ground truth data.

Our paper presents four contributions. First, we introduce the approach to validate the drivable area in semantic segmentation masks using a-priori knowledge obtained from street maps, which can be used to identify prediction errors. Second, we define new validation metrics that can be used for comparing semantic segmentations of traffic scenes to street maps. Third, we present an algorithm for localization correction that can be used to calibrate the street map position according to the ground truth data. Fourth, we present experimental results on the Cityscapes dataset, which demonstrate that our approach can identify similar prediction errors as a validation by ground truth data. The paper is structured accordingly.

### II. Approach: Segmentation Validation

Our approach validates the drivable area in a given semantic segmentation mask using the corresponding geometric structures in a given street map. In this section we present how we combine the segmentation and the street map in an overlay. We define the validation metrics that we use for the identification of potential validation errors. Finally, we demonstrate our approach with two examples.

#### A. Overlay of segmentation and street map

An overview of our approach is illustrated in Figure 2. In the following we shortly describe each step within the approach.

**Step C1) Get camera view:** We retrieve an image from the vehicle’s front view of a traffic scene. Here we use the Cityscapes [9] dataset.

**Step C2) Get semantic segmentation:** Using a neural network, we obtain a segmentation mask that maps each image pixel to a set of pre-defined class labels. In the example image in Figure 2 the labels are visualized in a chosen color coding: road is violet, car is blue, pedestrian walk is pink, etc. Here,
we used a model trained by the ERFNet encoder-decoder architecture [20] to create the predictions.

**Step C5) Transform to bird’s-eye view:** To prepare the validation of the drivable area segments using the street map, we transform the segmentation image into a bird’s-eye view, which corresponds to the view space of the street map.

**Step M1) Get vehicle position:** We get the position by reading the GPS coordinates of the vehicle and thus retrieve latitude, longitude and the heading. These values are given in the Cityscapes dataset for each camera image. Since the accuracy of the GPS position can be a challenge, we develop a localization correction algorithm, which is further described in Section III, and apply it to alleviate inaccuracies in the position.

**Step M2) Query street map graph:** For the given latitude and longitude we get the street map graph for the surrounding area. For our analysis we use data from OpenStreetMap [10], because this source offers a freely available option with sufficient data coverage for an experimental demonstration of our approach. For future application in production other map providers that offer more detailed and accurate information, for example in high-definition maps, might be preferable.

**Step M3) Identify field of view:** We transform the street map graph to an image and rotate it in the direction of the vehicle’s heading, which is obtained from the metadata of the camera image. We zoom in so that it corresponds to the potential field of view from the camera mounted on the car.

**Step CM1) Compute overlay:** We combine the prepared images in an overlay of the semantic segmentation in bird’s eye view with the road from the map image. As shown in Figure 2, the road is illustrated as a transparent black area. This allows us to recognize the overlap between the predicted road segments from the semantic segmentation mask and the street map.

**Step CM2) Compute validation error:** Finally we compute the regions where the predictions of the trained model deviate from the a-priori knowledge contained in the map. Two types of validation errors can be derived: False positive regions, i.e., where the segmentation shows a road, but the map does not (here visualized by orange red), and false negative regions, i.e., where the segmentation does not show a road, but the map does (visualized by pink red). For computing reliable error regions, we omit pixels that are assigned to labels that could be occluding the drivable area like, e.g., vegetation or cars.

### B. Validation metrics

To quantify the overlap of semantic road segments with the street map, we introduce two new validation metrics that we call **Intersection over Segmentation (IoS)** and **Intersection over Map (IoM).** In semantic segmentation, the most commonly used evaluation metric for quantifying the model performance is the **Intersection over Union (IoU),** which is defined by the area of overlap between predicted and ground truth segments divided by the area of union of both segments. However, in our approach we are especially interested in identifying either false positive or false negative road prediction errors. Our introduced metrics evaluate these errors for the road segments, so that they should precisely be called IoSR and IoMR. For simplicity we omit this subscript and just call them IoS and IoM in this paper.

The IoS metric quantifies the share of the semantic road segments that are covered by the roads in the map and thus helps to identify false positive errors. Here, we define false positives as semantic road segments, where the street map does not show a road segment. As illustrated in Figure 3a, we compute the IoS as the overlap area from the semantic road segment \( S_R \) and the road in the map \( M_R \), divided by the area of the semantic road segment \( S_R \) itself. If the IoS is high, the segmentation and street map are mostly consistent, but the lower the IoS, the more false positive (FP) pixels are in the segmentation. Thus, the IoS can also be described as the share of true positive road segments (TP) of all road segments:

\[
IoS = \frac{S_R \cap M_R}{S_R} = \frac{TP}{TP + FP}
\]

Vice versa, the IoM metric quantifies the share of the road segments in the map that are covered by the road segments in the segments and thus helps to identify false negative errors. We define false negative errors as road segments that are not represented in the segmentation although they are present in the map. For its calculation, any dynamic semantic segments, such as vehicles or pedestrians, and vegetation that might occlude the road segment, are omitted. As illustrated in Figure 3b, we compute the IoM as the intersection of the semantic road segment \( S_R \) and the road in the map \( M_R \), divided by the area of the road in the map \( M_R \) minus intersections with dynamic semantic segments \( S_D \). The lower the IoM, the more false negative (FN) pixels are in the segmentation. The IoM can also be described as the share of true positive road segments from all road segments in the
The predicted segmentation shows a road straight forward and below the cars parked at the left side of the street. According to the ground truth there is a parking space below that parking cars. Our map-based validation approach identifies this deviation: The street map suggests a less broad road than in the prediction, resulting in the detection of a false positive region (see orange red color at the left side of the validation error image). For this image the validation metrics are \( \text{IoS} = 88.03\% \), and \( \text{IoM} = 97.22\% \), also reflecting the false positive road prediction.

Another metric that combines the \( \text{IoS} \) and \( \text{IoM} \) is the dice coefficient. It can be used to quantify the general overlap between the road in the map and in the semantic segmentation. We use it in our localization correction method, as further described in Section III, and in our extended experiments as an initial estimation if a segmentation mask contains potential errors, as further explained in Section IV.

\[
dice = \frac{2 \cdot (S_R \cap M_R)}{S_R + M_R - (M_R \cap S_D)} = \frac{2 \cdot TP}{2 \cdot TP + FP + FN}
\]

C. Example results

We demonstrate our approach with examples for two different traffic scenes. The first example, given in Figures 4 shows a traffic scene where the ground truth semantic segmentation shows a parking space at the left side, but the prediction shows a road. Our approach identifies this false positive road segment, also indicated by a lower \( \text{IoS} \) metric. The second example, given in Figure 5 shows a scene where the ground truth semantic segmentation shows a road intersection to the right, but the prediction does not. Again, our approach identifies this false negative, also supported by a lower \( \text{IoM} \) metric.
Fig. 6: Localization correction. This figure illustrates our algorithm for a localization correction based on ground-truth segmentation masks. The algorithm takes a range around the original GPS position into account (a) and computes the overlap for potential positions that lie on roads within this range (b). The saw tooth pattern in the metric diagram is the result from scanning the road not only along its length, but also along its width. Figure (c) shows the overlap for specific iterations of positions and illustrates how the search algorithm finds the optimal position.

The overlap between the street map and the ground truth segmentation is maximal. Our algorithm is consists of three steps. First, the position range according to the GPS error around the original position is determined. The road elements that lie in this range according to the street map are identified (see Figure 6a). The second step executes an optimization algorithm over a position search space: The identified road elements are rasterized into a grid of positions that lie along the length and the width of the road. The position headings are set to the angle of the corresponding road element. For each position in this search space, the dice coefficient, as defined in Section II-B, is computed (see Figure 6b). The higher the dice coefficient, the better the fit of the ground truth segmentation to the street map and thus it is more probable that the position is the true position (see Figure 6c). The position with the maximum dice coefficient is saved as the new position. The third step executes an additional optimization algorithm over a fine position search space that covers the positions between the new position and the closest other positions from the previous search space. This step refines the found new position by applying a similar search routine as before, but now for the finer grid of positions.

IV. EXPERIMENTAL RESULTS

In this section we show comprehensive, statistical results from applying our approach to the Cityscapes segmentation dataset. We present results on three aspects: First, we apply our localization correction algorithm to the ground truth segmentations in order to find the most accurate GPS positions. Using the corrected positions, we then apply our street map based validation approach on the predicted segmentations in order to identify potential prediction errors. Finally, we compare our approach to a validation of the predictions with ground truth data.

For our experiments, we use the Cityscapes train and validation subsets, for which ground truth segmentations are available and which comprise a total number of 3475 traffic scenes. We apply an additional data cleaning step and remove traffic scenes that contain segments with the label ground, which describes areas that cars and pedestrians share equally. This label can not be assigned to either road or no-road, which is strictly relevant for our approach.

A. Localization correction

The localization correction significantly improves the accuracy of the GPS positions, as shown in the distribution of the dice coefficients before and after the correction in Figure 7. For the Cityscapes dataset we achieve an improvement from initially $\text{dice} = 0.50 \pm 0.28$, to $\text{dice} = 0.88 \pm 0.11$. The found GPS positions are saved for re-use in the validation of the predicted segmentations.

Fig. 7: Improvement by localization correction. Our algorithm optimizes the overlap between street map and ground truth segmentation, which is quantified by the dice coefficient. While it originally follows an equal distribution, which indicates a bad fit, after the correction it has a clear maximum at high values, which indicates a strongly improved and good fit.
In order to analyze the quality of the identified validation errors in the predicted segmentations, we compare them to the true prediction errors, which are the errors resulting from a validation using the ground truth segmentation. We use two pixel-based measures to quantify the performance of our method. We compute the recall, which is the probability of detection, i.e., the probability that our method indicates a validation error, given a true error. Moreover, we compute the precision, which describes the probability of correctness, i.e., the probability that there is a true error, given that our method indicates a validation error.

Figure 11 lists the recall and precision for exemplary results. It also visualizes the pixel regions from the identified validation error and the true error. As the regions mainly overlap, this shows that our method can uncover similar errors as a validation using ground truth.

The recall and precision for the total analyzed dataset are shown in Figure 10. The smaller the selected threshold for filtering the outliers, the higher the precision and recall. However, a trade-off between quantity and quality of the found errors implies a medium threshold value, such as the lower quartile or whisker (based on the statistical summary in Figure 8). Further analysis shows that precision and recall increase further with the size of the error region.

V. CONCLUSION

We proposed to validate machine learning models with a-priori domain knowledge and presented an approach that validates semantic segmentation masks with given street maps. In particular, in our approach we combine the segmentation in bird’s eye view with the field of view in the street map and use this overlay to compute validation errors. We introduced two new validation metrics called Intersection over Segmentation (IoS) and Intersection over Map (IoM) that we used to identify segmentation masks with false positive and false negative road segments. Furthermore, we developed
an algorithm that can correct inaccurate vehicle positions by finding the best overlap with ground truth segmentation. We performed an experimental study with the Cityscapes dataset and OpenStreetMap, and showed that road segmentation errors can indeed be detected by our proposed validation procedure.

A general challenge is the precision of the street map itself. The validation procedure can only be as good as the information density in the map. Although our experiments with OpenStreetMap showed good results, even better results can be achieved with high definition maps. For future work we therefore intend to perform the experiments with more precise and comprehensive maps, which would then also allow to investigate other classes than roads with our approach.

All in all, our proposed approach of a street map based validation of semantic segmentations offers a new and valuable way to support the goal of safe artificial intelligence in autonomous driving.
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(a) Detection of false positives. A low IoS is an indicator for a false positive road segment in the predicted segmentation.

(b) Detection of false negatives. A low IoM is an indicator for a false negative road segment in the predicted segmentation.

Fig. 11: Examples of experimental results for detected errors using our street map based validation. This figure shows how our street-map based validation approach can help to identify prediction errors. The rows show results from the validation error list, which is the automated output from our algorithm. The six rows here are a manual selection of that automated output. Figure (a) shows exemplary results for detected false positives, and (b) for detected false negatives. Next to the actual error detection, we also show in the right columns how our method compares to a ground-truth based validation. It shows that the error regions are overlapping and the precision and recall give high values. This means that our validation method using street maps can identify similar error regions as a validation using ground truth data.