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The social structure of an animal population can often influence movement and inform researchers on a species’ behavioral tendencies. Animal social networks can be studied through movement data; however, modern sources of data can have identification issues that result in multiply-labeled individuals. Since all available social movement models rely on unique labels, we extend an existing Bayesian hierarchical movement model in a way that makes use of a latent social network and accommodates multiply-labeled movement data (MLMD). We apply our model to drone-measured movement data from Risso’s dolphins (Grampus griseus) and estimate the effects of sonar exposure on the dolphins’ social structure. Our proposed framework can be applied to MLMD for various social movement applications.
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1. INTRODUCTION

For many species, analyzing social networks is necessary for understanding animal behavior (e.g., Couzin et al. 2005). The underlying social network of an animal population can strongly influence movement (Scharf et al. 2016, 2018) and provide researchers with information on the behavioral characteristics of a species. Such information is beneficial to various ecological applications, including determining the effects of anthropogenic
activities, landscape fragmentation, or pollutants on the collective behavior of an animal population.

Many marine mammals, including Risso’s dolphins (Grampus griseus), are highly social with close-knit relationships (Lusseau David 2004; Hartman et al. 2008; Weiss et al. 2021; Whitehead and Rendell 2021). With such an affinity for social interactions, they may be expected to exhibit a collective behavioral response when exposed to changes in their environment. For example, G. Griseus are commonly exposed to mid-frequency active sonar due to their high abundance in near-coastal navy training areas (Carretta et al. 2019; Rice et al. 2020). Nonetheless, there is a sparsity of data on how dolphins respond to sonar and uncertainty about the consequences of exposure (Durban et al. 2022). Thus, our motivating application is studying G. Griseus exposed to sonar off Catalina Island in Southern California in a controlled exposure experiment (CEE), designed to fill these key data gaps.

Currently available social movement models that account for social interactions between individuals require unique identification of animals and assume a closed, fully observed population throughout the study period (e.g., Langrock et al. 2014; Scharf et al. 2016, 2018; Niu et al. 2020; Scharf and Buderman 2020; Milner et al. 2021). Movement data of terrestrial and marine animals have been conventionally obtained by tracking individuals singularly, often with telemetry tags. However, drones now offer the ability to track multiple individuals simultaneously (Durban et al. 2022). While this new source of movement data can achieve a high spatial precision (Dawson et al. 2017; Durban et al. 2015, 2022), it sometimes introduces complex labeling issues due to the observation process. When animals that cannot be uniquely identified disappear out of a drone’s active field of view for sustained intervals of time, they are typically assigned a new label upon reappearance. The lack of identification leads to problematic “multi-labeling” as well as varying numbers of animals in view at a given time point. Thus, new methods are needed that allow for social network inference from multiply-labeled movement data (MLMD) such as those obtained via drones. We extend existing methodology for animal movement to estimate the effects of sonar exposure on an unobserved social network of dolphins through the use of drone-measured movement data. Our modeling approach allows us to infer social connections between dolphins directly from the drone-measured movement data.

We adopt a Bayesian approach through the implementation of a discrete-time continuous-space Gaussian Markov random field (GMRF; Rue and Held 2005) with an underlying dynamic social network. The two main behavioral components motivating the model are attraction and alignment, both of which are directly related to social structure. Attraction represents an individual’s inclination toward the mean position of connected individuals, while alignment represents an individual’s tendency to move in parallel with the trajectories of connected individuals (Bode et al. 2012). The model also allows for repulsive and/or anti-aligning behavior by allowing negative values of relevant parameters; however, such behaviors are unlikely to occur in our motivating application. Thus, we limit our framework to modeling the positive behaviors of attraction and alignment. As social structure is expected to play a role in the movement of animals in relation to one another, the attraction and alignment mechanisms are motivating elements influencing animal movement. Additionally, the model captures the overall stability of the social network and measures the density of social connections as it varies with time.
We incorporate generalized linear models (GLMs) on certain parameters of interest as an extension to the model introduced in Scharf et al. (2016). The GLMs provide information on the direct impact of external sources on the behavioral characteristics of a population, which allow for assessing the effect of environmental covariates on social structure. By including GLMs in the modeling framework, we provide a deeper understanding of how external sources might influence the collective movement of a population.

While the closely related model from Scharf et al. (2016) provides a tractable likelihood for individuals with unique labels, the multiply-labeled nature of MLMD makes calculating the likelihood infeasible. To accommodate the intractability of the exact likelihood, we develop an implementation scheme based on a proxy likelihood, which we evaluate through a simulation study.

We detail our inference of social networks when analyzing MLMD in Sects. 2 and 3 and validate our approach using an approximate likelihood through a simulation study in Sect. 4. We apply our methodology to drone-measured movement data following many Risso’s dolphins simultaneously as they are exposed to sonar in Sect. 5. We found that during periods of sonar exposure, dolphins are more likely to exhibit an inclination toward the mean position of connected individuals, less likely to move in parallel with connected individuals, and tend to have fewer social connections. We close with potential for future directions in Sect. 6 including applying our model to subsets of a population when analyzing data sets with a large number of individuals.

2. METHODS

We build upon a discrete-time continuous-space hierarchical GMRF model implemented in previous social movement research (Scharf et al. 2016). We select a GMRF as it models dependence between neighbors in a graphical sense, a phenomenon that translates naturally when assessing social movement where connected animals “neighbor” one another. Additionally, the discrete-time approach of the GMRF model aligns well with our motivating application as the data consist of regularly observed positions.

We begin with a brief review of the model for social movement from Scharf et al. (2016), then extend the model to allow for time-varying parameters. Let \( \mu_i(t) \) denote the column vector representing the position (e.g., longitude and latitude) of individual \( i \) at time \( t \), and let \( \mu(t) = (\mu_1'(t), \ldots, \mu_J'(t))' \) denote the concatenation of the positions of all \( J \) individuals at time \( t \). In addition, let \( W = \{W(t); t = 1, \ldots, T\} \) denote a set of time-indexed social network adjacency matrices such that elements \( w_{ij}(t) \) are binary variables equal to 1 when \( i \) and \( j \) share a social connection at time \( t \), and 0 otherwise. Scharf et al. (2016) specify a Gaussian joint model for the positions of all individuals conditioned on the positions at the previous time point as

\[
\mu(t)|\mu(t-1), W(t-1), \alpha, \beta, \sigma^2 \\
\sim N\left(\mu(t-1) + \beta (\bar{\mu}(t-1) - \mu(t-1)), \sigma^2 Q^{-1}(t-1)\right),
\]
with precision matrix,

\[
Q_{ij}(t) \equiv \begin{cases}
-\alpha w_{ij}(t), & j \neq i \\
w_{i+}(t), & j = i,
\end{cases}
\]  

(2)

where \( w_{ii}(t) = 1 \) and \( w_{i+}(t) = \sum_{j=1}^{J} w_{ij}(t) \) is the number of connections each individual has, or the size of its ego-network.

The vector \( \tilde{\mu}(t) = (\tilde{\mu}_1'(t), \ldots, \tilde{\mu}_J'(t))' \) is a collection of sub-vectors for each individual representing the mean position of all socially connected individuals, such that

\[
\tilde{\mu}_i(t) = \sum_{j=1;J} w_{ij}(t) w_{i+}(t) \mu_j(t).
\]  

(3)

Thus, the expected displacement of each individual at time \( t \) is given by a vector pointing from its position at time \( t - 1 \) toward its neighbors’ previous positions, scaled by \( \beta \). The joint dependence across all individuals’ displacements is also related to the social connections, and the strength of dependence is controlled by \( \alpha \).

Scharf et al. (2016) show how the parameters \( \beta \) and \( \alpha \) can be interpreted via two behavioral mechanisms: attraction and alignment. The strength of the attraction component is controlled by \( \beta \), and describes the tendency of an individual toward the mean position of its connected individuals. Values of \( \beta \) near 0 correspond to no attraction while values near 1 correspond to complete attraction where, on average, an individual closes the full distance between itself and the center of its connected individuals over each time step.

The strength of the alignment term is controlled by \( \alpha \) and describes the tendency of an individual to move parallel to the expected displacement of its connected individuals from time \( t - 1 \) to time \( t \). Values of \( \alpha \) near 0 correspond to no alignment, while values near 1 correspond to perfect alignment where an individual moves in parallel with its connected individuals. The parameter \( \sigma \) scales the process so that step lengths are consistent with the appropriate spatial dimensions.

In Scharf et al. (2016), the value of \( w_{ii}(t) \) was taken to be 0 and \( w_{i+}^c(t) = \max\{w_{i+}(t), c\} \), \( c > 0 \) was defined in lieu of \( w_{i+}(t) \) to cover the possibility of zero social connections. In the present work, we take \( w_{ii}(t) = 1 \), which obviates \( c \) and only changes the interpretation of a single parameter, \( \beta \), in the model. Under the modification that includes self-edges, the same magnitude of \( \beta \) is associated with a slightly weaker attraction effect than in Scharf et al. (2016), although the interpretation of the sign is unchanged.

Scharf et al. (2016) formulate the dynamic binary network, \( W \), from a pairwise-independent set of stationary Markov processes initialized as \( w_{ij}(1) \sim \text{Bern}(p_1) \), and defined for \( t > 1 \) as

\[
w_{ij}(t) | w_{ij}(t - 1) \sim \begin{cases}
\text{Bern}(p_{1|0}), & w_{ij}(t - 1) = 0 \\
\text{Bern}(p_{1|1}), & w_{ij}(t - 1) = 1,
\end{cases}
\]  

(4)

where \( p_{1|0} = (1 - \phi)p_1 \) and \( p_{1|1} = 1 - (1 - \phi)(1 - p_1) \).
The parameter $p_1 \in [0, 1]$ controls the connectivity between individuals within the latent network process and represents the marginal probability of a connection between any two individuals during the observation period. The parameter $\phi \in [0, 1]$ controls the overall stability of the network. Higher values of $\phi$ indicate the connections within the study population are stable and vary little with time, whereas lower values mean individuals are less likely to maintain connections for longer periods of time. Values of $\phi = 0$ and $\phi = 1$ correspond to complete temporal independence, and complete temporal dependence (i.e., a completely static network with $w_{ij}(t) = w_{ij}(1), \forall i, j, t$), respectively.

Animal movement can be affected by a variety of anthropogenic and environmental covariates. To determine the impact of external sources on the behavioral characteristics of a species, we incorporate generalized linear models on a subset of parameters that give rise to the position process and underlying social network, thereby generalizing the static parameters controlling the strength of attraction, alignment, and the overall connectivity of the population in Scharf et al. (2016) to allow them to vary with time in response to measured covariates. We select logit links for each GLM as we constrain the parameters, $\alpha(t)$, $\beta(t)$ and $p_1(t)$, to values ranging between 0 and 1, such that

$$\text{logit}(\alpha(t)) = x'(t)\delta_\alpha, \quad \text{logit}(\beta(t)) = x'(t)\delta_\beta, \quad \text{logit}(p_1(t)) = x'(t)\delta_{p_1},$$

where $x(t)$ are the time-indexed covariates of interest.

Depending on the scientific goals of an analysis, we note that the same GLM structure could also be utilized for additional dynamic variables (e.g., $\phi$). Similarly, the logit link functions are specifically chosen in the context of our application; however, alternative link functions may be used. For example, modeling repulsion instead of attraction and/or anti-alignment instead of alignment would require negative values of $\beta(t)$ and $\alpha(t)$, which would in turn necessitate an alternative to the logit link function. The GLM framework also has the capability to include both fixed and random effects and a variety of time-varying environmental covariates, which can be grouped or specific to individual parameters.

We take advantage of the linear version of the GMRF introduced in Scharf et al. (2016) and write the model for movement as

$$\mu(t)|\mu(t-1), \theta, W(t-1) \sim N(A(t-1)\mu(t-1), \sigma^2Q^{-1}(t-1)), \quad (6)$$

where $\theta = \left(\delta'_\alpha, \delta'_\beta, \sigma^2\right)'$ is a vector of model parameters,

$$A(t) = (1 - \beta(t))I + \beta(t)\bar{W}(t), \quad (7)$$

$$\bar{w}_{ij}(t) = w_{ij}/w_{i+}(t), \quad (8)$$

and the precision matrix, $Q(t)$, is defined analogously to (2) now with $\alpha(t)$.  

3. IMPLEMENTATION

The hierarchical model described in Sect. 2 presumes fully labeled, uninterrupted observations of all individuals throughout the study period. In our application, the drone-based data represent a partially censored subset of the full trajectories. Not all individuals are captured in the camera’s field of view at all times, and individuals are not always uniquely identifiable visually, leading to multiple labels for the same individuals. Ideally, the missing positions and labels could be treated as latent random variables that would then be marginalized over to yield a likelihood for the observed data, and inference could proceed using standard methods. However, the complexity and dimensionality of the missing variables renders such an approach infeasible (see Supplementary Materials). We propose a proxy for the true, marginalized likelihood function based on a product of component likelihoods. We evaluate the consistency of our approach using a comprehensive simulation study and find that it performs adequately well for the primary parameters of interest in our motivating application.

For the case of zero censoring, we let \( \mu = \{ \mu_i(t) : i = 1, \ldots, n; t = 1, \ldots, T \} \) denote the concatenation of positions for all individuals at all times and refer to it as the ‘complete’ data. The conditional likelihood for the vector of parameters, \( \theta = (\delta_\alpha', \delta_\beta', \sigma^2)' \), given a dynamic network, \( W \), is

\[
L(\theta|W, \mu) = \prod_{t=2}^{T} N(\mu(t); A(t)\mu(t-1), \sigma^2Q^{-1}(t-1)),
\]

(9)

where \( N(\mathbf{x}; \mathbf{m}, \Sigma) \) denotes the multivariate Gaussian density function for a random vector \( \mathbf{x} \) with mean \( \mathbf{m} \) and covariance matrix \( \Sigma \). The full-conditional distribution for \( \theta \) is proportional to the product of \( L(\theta|W, \mu) \) and the prior distribution for \( \theta \), and is therefore required for the application of conventional MCMC algorithms.

Were the correct individual labels available for all observed positions, the exact conditional likelihood for the observed (non-missing) data could be evaluated directly by integrating over the unobserved locations and would require at most the same computing time as the complete likelihood depending on the pattern of missingness. Alternatively, the missing observations could be treated as random variables to be updated in an MCMC algorithm. For the case of MLMD, however, the correct labels are unknown.

3.1. APPROXIMATE LIKELIHOOD

One might consider developing a model for MLMD incorporating random permutations and censoring as part of the observation process. However, integrating over such random permutations quickly leads to an intractable problem as the number of affected time points grows (see Supplementary Materials). Attempting to update the random permutations, as well as the missing positions, in an augmented MCMC algorithm would involve huge numbers of updates of highly dependent variables. Such an approach is very likely to suffer from inefficient and computationally expensive algorithms. To circumvent these analytical and computational obstacles, we pursue a simpler, albeit approximate, alternative.
We propose a proxy for the marginalized likelihood motivated by taking the perspective of a naive observer who is unaware of individuals outside the field of view. Briefly, our proposed proxy likelihood is constructed by replacing each multivariate Gaussian density in (9) with an analogous multivariate Gaussian density that corresponds to the instantaneous assumption that the entire population is limited to those individuals observed at both the previous and current time points (i.e., the ‘returners’). To make the proposed proxy likelihood mathematically precise, we first establish some useful notation. Let \( \mathcal{I}_{\text{obs}}(t) \) be an index for the positions of all observed individuals, which may vary in size, \( n_{\text{obs}}(t) = |\mathcal{I}_{\text{obs}}(t)| \), and let \( \mu_{\text{obs}}(t) = \{\mu_i(t) : i \in \mathcal{I}_{\text{obs}}(t)\} \) denote the positions of all observed individuals at time \( t \), with \( \mu_{\text{obs}} = \{\mu_{\text{obs}}(t) : t = 1, \ldots, T\} \) denoting the concatenation of all observed positions throughout the entire study period. In addition, let \( \mathcal{I}_{\text{ret}}(t) = \mathcal{I}_{\text{obs}}(t) \cap \mathcal{I}_{\text{obs}}(t-1) \) index those individuals observed contiguously from time \( t-1 \) to \( t \) (the ‘returners’) of size \( |\mathcal{I}_{\text{ret}}(t)| = n_{\text{ret}}(t) \leq n_{\text{obs}}(t) \), and define \( \mu_{\text{ret}}(t) \) and \( \mu_{\text{ret}} \) analogously to the observed positions. Define the proxy likelihood as

\[
\bar{L}(\theta | W_{\text{ret}}, \mu_{\text{ret}}) = \prod_{t=2}^{T} N\left( \mu_{\text{ret}}(t); A_{\text{ret}}(t)\mu_{\text{ret}}(t-1), \sigma^2 Q_{\text{ret}}^{-1}(t) \right),
\]

where \( W_{\text{ret}}(t) \) is the sub-matrix of \( W(t) \) whose rows and columns correspond to \( \mathcal{I}_{\text{ret}}(t) \), \( W_{\text{ret}} = \{W_{\text{ret}}(t) : t = 1, \ldots, T\} \), and \( A_{\text{ret}}(t) \) and \( Q_{\text{ret}}(t) \) are constructed from \( W_{\text{ret}}(t) \) in lieu of \( W(t) \).

Although the proxy likelihood simplifies to the complete likelihood for the special case where no censoring takes place, in general, the proxy likelihood may be very different from the true likelihood \( L(\theta | W, \mu_{\text{obs}}) \), obtained by marginalizing over all unobserved positions and the unknown censoring/labeling process. Nevertheless, \( \bar{L}(\theta | W_{\text{ret}}, \mu_{\text{ret}}) \) is an accessible alternative that still encodes the mechanisms of attraction and alignment conditioned on an underlying dynamic social network, and is therefore worth consideration as a potentially useful proxy. We investigate the feasibility of substituting the proposed proxy likelihood in place of the marginalized likelihood for Bayesian inference using a comprehensive simulation study that considers a range of possible parameter values and censoring mechanisms.

### 3.2. Approximate Distribution for Dynamic Network

An initial goal in our application is to infer global characteristics of the latent dynamic social network that drives movement. For uncensored movement data, it is straightforward to obtain samples from the posterior distribution of the network using Gibbs updates for each connection \( w_{ij}(t) \) within an MCMC algorithm. Because of the Markov structure in both the position and network process, in the absence of censoring, the full-conditional densities for each \( w_{ij}(t) \) depend only on the densities of \( \mu(t) | \theta \), \( w_{ij}(t) | w_{ij}(t-1) \), and \( w_{ij}(t+1) | w_{ij}(t) \). However, censoring and multi-labeling require modifications because the indices \( i \) and \( j \) are not consistent in time. Analogous to the proxy likelihood in Sect. 3.1, we propose substituting the Markov process for the dynamic social network based on complete data with one restricted to observed individuals.
Let $\mathcal{I}_{\text{new}}(t) = \mathcal{I}_{\text{obs}}(t) \setminus \mathcal{I}_{\text{ret}}(t)$ be the index of individuals observed at time $t$, but not at time $t - 1$ (the “newcomers”) such that $\mathcal{I}_{\text{new}}(t)$ and $\mathcal{I}_{\text{ret}}(t)$ partition the index of observed individuals at time $t$. For $t > 1$ and $i, j \in \mathcal{I}_{\text{obs}}(t)$, define the proxy conditional probability mass function for each edge variable as

$$
\tilde{p}(w_{ij}(t)|w_{ij}(t - 1)) = \begin{cases} 
p_{1|0}(t)w_{ij}(t)(1 - p_{1|0}(t))^{1 - w_{ij}(t)}, & w_{ij}(t - 1) = 0, \quad i, j \in \mathcal{I}_{\text{ret}}(t) \\
p_{1|1}(t)w_{ij}(t)(1 - p_{1|1}(t))^{1 - w_{ij}(t)}, & w_{ij}(t - 1) = 1, \quad i, j \in \mathcal{I}_{\text{ret}}(t) \\
p_{1}(t)w_{ij}(t)(1 - p_{1}(t))^{1 - w_{ij}(t)}, & \{i, j\} \cap \mathcal{I}_{\text{new}}(t) \neq \emptyset,
\end{cases}
$$

(11)

where $p_{1|0}(t) = (1 - \phi)p_{1}(t)$ and $p_{1|1}(t) = 1 - (1 - \phi)(1 - p_{1}(t))$. The first two cases in (11) assign the same conditional probability we would expect from the complete data model for connections among returners, and the third case covers connections for which at least one observed individual is a newcomer. Because no previous connection information is available for newcomers, the probability of a connection is assigned the stationary density of the network, just as it is for connections at $t = 1$ in the complete data model. When at least one of $i$ or $j$ is not in $\mathcal{I}_{\text{obs}}(t)$, the connection is simply ignored. Finally, define the probability mass functions for connections across observed individuals $i, j \in \mathcal{I}_{\text{obs}}(1)$ at time $t = 1$ in the same way as the complete data model as $\tilde{p}(w_{ij}(1)) = p_{1}(1)w_{ij}(1)(1 - p_{1}(1))^{1 - w_{ij}(1)}$. We implement Gibbs updates for the non-ignored connections using the proxy conditional probabilities in lieu of the complete probabilities.

We define the proxy probability mass function for all relevant social connections across at all time points, $\mathbf{W}_{\text{obs}}$, as

$$
\tilde{p}(\mathbf{W}_{\text{obs}}|\delta_{p}, \phi) = \prod_{t=1}^{T} \prod_{i < j \in \mathcal{I}_{\text{obs}}(t)} \tilde{p}(w_{ij}(t)|w_{ij}(t - 1)),
$$

(12)

where $\tilde{p}(w_{ij}(1)|w_{ij}(0))$ is understood to mean $\tilde{p}(w_{ij}(1))$. The proxy probability mass function can be used to compute the full-conditional distributions required for Metropolis updates of $\delta_{p}$ and $\phi$ within a comprehensive MCMC algorithm.

Because individuals receive multiple labels throughout the study period, the pairwise connections $w_{ij}(t)$ are not of primary interest for our drone-based movement data because they are only relevant for particular, uninterrupted sequences of observations. However, if it can be assumed that the censoring process is independent of individuals’ positions in the social network, it is natural to think that the subset of network connections at each time might be representative of the entire social network and thus global statistics computed for the sub-network will constitute unbiased estimates for the complete network. Further, the density, $p_{1}(t)$, and stability, $\phi$, of the sub-network are informed by the number and durability of connections at each time, and are independent of the node labels associated with each potential connection. Thus, the censored, multiply-labeled data should contain information about two key aspects of social behavior: the time-varying density and stability.
of the network. Indeed, past research has shown that some global network features are reliably estimated from networks built from subset of nodes (Kossinets 2006).

4. SIMULATION STUDY

To assess the validity of inference derived from our proposed proxy likelihood, we conducted an extensive simulation study. We defined the vector of covariates at each time, \( \mathbf{x}(t) = (x_1(t), x_2(t), x_3(t))^\top \), the same way for each of the GLMs for alignment, attraction, and network density (\( \alpha(t), \beta(t), p_1(t) \), respectively). Elements in the length-three vector include an intercept, \( x_1(t) = 1 \), and two additional variables indicating whether \( t \) corresponded to a time during, \( x_2(t) \), or after, \( x_3(t) \), exposure. Thus, the second two regression coefficients in each GLM describe the effect of active and recently terminated sonar exposure on the dynamic characteristics of social movement relative to an overall baseline. For the purpose of our simulation study, we used the same covariate construction and assumed the study period was equally divided into before, during, and after exposure intervals.

We simulated trajectories for five interacting individuals over 300 time steps according to the social movement model for a broad combination of parameter values (512 unique combinations; Table 1). For each combination, we generated nine censored data sets according to different censoring schemes (see Sect. 4.1). Finally, for each combination of model parameters and censoring scheme, we simulated 12 sets of trajectories, for a total of 55,296 unique sets of trajectories. We obtained samples from posterior distributions based on the complete data sets using the exact likelihood, and samples from each of the nine censored data sets using the proxy likelihood using the R package NIMBLE (de Valpine et al. 2017, 2022). We then examined the marginal posterior distributions of all model parameters. Code used to carry out the simulation study is available as part of the Supplementary Materials.

4.1. SIMULATED CENSORING

To simulate patterns of censoring similar to what we observe in the data for our motivating application, we used the following procedure. Each individual was assigned to an initial \( (t = 1) \) observed or missing state with probability 0.5. Independently for each individual, a sequence of entry and exit times were sampled such that the duration of the observation or missingness is Poisson-distributed with parameters \( \lambda_{\text{obs}}, \lambda_{\text{miss}} \), respectively. The initial state and entry/exit times were used to determine when an individual is observed or missing under the realized censoring pattern, and multi-labeling occurred in the same way it takes place in the application to dolphin movement: whenever an individual appeared (at an entry time), it was assigned a new label. Thus, the greater the number of entry times, the larger the number of unique individual identifiers for a fixed true population size. For each collection of simulated, uncensored trajectories, we considered nine possible censoring schemes according to all combinations of \( \lambda_{\text{obs}}, \lambda_{\text{miss}} \in \{5, 10, 20\} \). The three parameter values used in the censoring process correspond to the expected durations of observation and missingness. Thus, qualitatively, our nine sets of parameter combinations capture a variety of scenarios combining short, medium, and long periods of observation and missingness.
Table 1. Parameter values and censoring schemes used in simulation

| parameter                     | space                                |
|-------------------------------|--------------------------------------|
| $\delta_\alpha, \delta_\beta, \delta_{p_1}$ | $\{-2, 2\} \times \{-1, 1\} \times \{-0.5, 0.5\}$ |
| $\sigma^2$                   | 1                                   |
| $\phi$                       | $1/(1+e^{-2}) \approx 0.88$         |
| $\lambda_{\text{obs}}, \lambda_{\text{miss}}$ | $\{5, 10, 20\}$                    |

All possible combinations of these values (i.e., two values for each of three vectors of three regression coefficients each) were used for a total of $2^3 \times 2^3 \times 2^3 = 512$ unique combinations of coefficients. Each coefficient combination was used to simulate ten realizations of trajectories, and $2^2$ unique censoring schemes were applied to each realization.

Figure 1. Boxplots of standardized differences $\left( \frac{d_\theta - \overline{d_\theta}}{\text{sd}(d_\theta)/\sqrt{10}} \right)$ across each set of ten repeated simulations with identical parameter configurations. Each of the four plots show differences for a single censoring scheme. Labels along the horizontal axis correspond to regression coefficients in the GLMs for alignment, $\alpha(t)$, attraction, $\beta(t)$, and network density, $p_1(t)$. Horizontal dashed lines show boundaries for statistical significance for a two-sided t test at level 0.05.

Our primary interest was in determining whether there was evidence of any systematic location shifts between the complete and proxy-based posteriors, as such a shift would suggest inferential biases that would render inference untrustworthy. Thus, for each model parameter and repetition in the simulation study, we computed the difference between the medians of samples from the marginal posterior distributions using the complete and proxy likelihoods as $d_\theta = \text{med}_{\hat{\theta}}(\theta|s) - \text{med}_{\widehat{\theta}}(\theta|\mu_{\text{obs}})$. Evidence for systematic location bias in the posterior distributions based on proxy likelihoods was therefore observable as values of $d_\theta$ consistently above or below 0 across the 12 repetitions.
Figure 1 shows boxplots of standardized differences \( \frac{d\theta - d\theta}{sd(d\theta) / \sqrt{12}} \) for all 11 parameters across each set of 12 repeated simulations with identical parameter configurations. Black outlines highlight the parameters of relevance in our application. Parameters with the most concerning bias across all four censoring schemes are \( \delta_{p_1}, 2, \delta_{p_1}, 3, \sigma^2, \) and \( \phi, \) the latter two of which are nuisance parameters with respect to our scientific goals of determining the effects of sonar on social behavior.

Our simulation study sheds light on which model parameters are potentially estimable from drone-based data using the proposed proxy likelihood. Some parameters display substantial bias. For a few parameters, a closer examination of the proxy likelihood construction suggests a qualitative explanation. Heuristically, \( \tilde{L}(t, \mu_{ret}(t)) \) contains information from the data about connections among the \( n_{ret}(t) \) individuals via those individuals’ tendencies to exhibit attraction and alignment with each other. Social connections involving unobserved individuals are ignored, and implicitly taken to be absent, rather than marginalized over. Ignoring connections involving unobserved individuals means that we will generally infer fewer neighbors for observed individuals than we would if we observed all individuals \( (Kossinets 2006) \). Thus, the inferred ego-network sizes, \( w_{i+}(t) \), will be biased downward, which in turn introduces a bias in the estimated posterior distributions for the intercept for the generalized linear model on the stationary density of the network, and \( \sigma^2 \). To see how the bias in \( \sigma^2 \) arises, recall that the marginal precisions of the multivariate distribution for \( \mu_i(t) \) are equal to \( \sigma^{-2} \sum_{i=1}^{n} w_{ij}(t) \). The sum over \( w_{ij}(t) \) will be underestimated, and to compensate, the posterior distribution of \( \sigma^2 \) will shift toward 0 so that the marginal variances are consistent with the observed step sizes in the data.

We suspect that a related effect of ignoring connections between observed and unobserved individuals could explain the negative bias in \( \phi \). As individuals leave the field of view, previously established connections will implicitly dissolve because, as mentioned above, the proxy likelihood assumes zero connections between observed and unobserved individuals. Thus, the overall rate of change for connections in the dynamic network will be artificially increased because some connections between observed and previously observed individuals will in fact endure, in conflict with the assumptions underlying the proxy likelihood.

5. APPLICATION

We implemented our methodology on drone-measured movement data of Risso’s dolphins \( (G. Griseus) \) near Santa Catalina Island, off the coast of California. Experimental design, image collection, and spatial tracking of dolphins is detailed in Durban et al. (2022). Observed locations were derived from images taken at one-second intervals for a total observation period of 26.5 minutes. An individual could be unambiguously tracked between images based on expected group spacing \( (\text{see Durban et al. 2022}) \) for a median of 26 seconds \( (\text{min = 2, 1st quartile = 7, 3rd quartile = 74, max = 325}) \). Individual tracks were curtailed when a dolphin submerged deep underwater, beyond view, or swam outside of the camera field of view. The same individuals returned seconds or minutes later, thus inducing the multi-labeling issue discussed in Sect. 1. The total number of concurrently observed dolphins varied over the course of the study period from as few as 0 to as many as 9, and had
a median value of five individuals (see Supplementary Materials for an animation of the data).

Data were gathered as part of a controlled exposure experiment to investigate Risso’s dolphins’ response to the presence of naval sonar. An attenuated sonar source (see Durban et al. 2022) was introduced at a distance of 1.5 km from the dolphin group approximately 14 min after observations began. Sonar pings occurred every 25 s for approximately 10 min, after which observation of the dolphins continued for approximately 2.5 additional minutes. The primary scientific research goal of our analysis was to quantify evidence that sonar impacted the social behavior of the study group during and/or immediately following exposure.

We defined the vector of covariates at each time, \( x(t) = (x_1(t), x_2(t), x_3(t))' \), the same way for each of the GLMs for alignment, attraction, and network density (\( \alpha(t), \beta(t), p_1(t) \), respectively), as we did in Sect. 4. We fit the proposed model to the data within a Bayesian framework by specifying priors for all unknown variables, and we quantified evidence for changes in dolphin behavior during and after exposure to sonar by examining posterior distributions of the regression coefficients, \( \delta_\alpha, \delta_\beta, \) and \( \delta_{p_1} \). Figure 2 shows samples from the posterior distribution of each time-varying parameter in the social movement model. Each semi-transparent line segment corresponds to a sample from the posterior distribution, and the steps in the function occur at the changes between the before, during, and after phases of exposure. There is some evidence of small decreases in the alignment parameter at both the onset and conclusion of exposure (Fig. 2, top), an increase in the attraction parameter at the onset of exposure (Fig. 2, middle), and a decrease in network density (Fig. 2, bottom). The presence of sonar is associated with an increase in the attractive effect and a decrease in both the alignment effect and the probability of connection between dolphins.

Table 2 provides posterior probabilities for an increase in each time-varying parameter between each pair of experiment phases. For example, attraction has a high probability of being greater during both the exposure and post-exposure phases than before exposure (Table 2, second row), while alignment is extremely unlikely to increase above the before-exposure level (first row). Thus, \( G. Griseus \) individuals in this group of Risso’s dolphins are more likely to exhibit an inclination toward the mean position of connected individuals and less likely to develop and maintain social connections when exposed to sonar. The equal-tailed 95% credible interval for \( \phi \) was (0.935, 0.972), which corresponds to expected durations for social connections of between about 15 and 35 seconds; however, our simulation study suggests this interval may be biased strongly downward, implying more long-lasting real connections.

Behaviors associated with the inferred changes in parameter values could be quite subtle, given the magnitudes seen in our application. Thus, it may be challenging to detect behavioral shifts simply by watching raw footage of the swimming dolphins. However, behavior consistent with similar shifts in parameter values, but larger magnitudes, might, for example, entail dolphins shifting from a few large groups into several smaller, more tightly arranged groups upon exposure to sonar.

To attempt to match our application with one of the censoring schemes explored in the simulation study, we derived estimators for \( \lambda_{\text{obs}} \) and \( \lambda_{\text{miss}} \) based on the observed arrival and departure times and the true total population, \( J \) (see Supplementary Materials). The estimators use the sample mean of the durations of consecutive observations as an estimate
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Figure 2. Summaries of posterior distributions for $\alpha(t)$, $\beta(t)$, and $p_1(t)$. Left-most segments correspond to the phase of the CEE before the sonar begins, middle segments to the phase of the CEE while sonar is active, and right segments to the phase immediately following sonar exposure. The curve in the bottom plot shows the pointwise posterior mean of the density of connections among observed individuals.

Table 2. Posterior probabilities comparing changes in different characteristics of social behavior in response to sonar exposure

|       | Before < during | Before < after | During < after |
|-------|-----------------|----------------|----------------|
| $\alpha(t)$ | 0.097           | 0.000          | 0.028          |
| $\beta(t)$  | 0.991           | 0.985          | 0.420          |
| $p_1(t)$   | 0.048           | 0.000          | 0.026          |

Rows correspond to behavior characteristics (alignment, attraction, network density), and columns correspond to comparisons among the three different experimental intervals (before, during, after).
of $\lambda_{\text{obs}}$, and leverage the relationship between $\lambda_{\text{obs}}$ and $\lambda_{\text{miss}}$, and the marginal expected proportion of observed individuals in each frame to derive an estimate of $\lambda_{\text{miss}}$ for situations where an estimate of the total population size, $J$, is available. Based on the expert opinion of the team responsible for gathering the application data, we estimate that approximately 17 dolphins were present in the study population. After scaling our estimates of $\lambda_{\text{obs}}$ and $\lambda_{\text{miss}}$ to reflect the difference in number of time steps between the simulation study and application, we find our application is equivalent to simulation study values of $\lambda_{\text{obs}} \approx 9$ and $\lambda_{\text{miss}} \approx 20$, or a “medium-long” scenario (second row, third column of Fig. 1).

According to our simulation study, the most probable biases present in our marginal posterior approximations would be in the effects of sonar on network density, which would be positive (see Fig. 1). Thus, the small negative shifts in $p_1(t)$ shown in the bottom plot of Fig. 2 may be conservative. That is, the effect of sonar and post-sonar exposure on reducing network density may be underestimated as a result of our implementation approach. In addition, our simulation study indicated the presence of substantial systematic bias in the negative direction for $\phi$, suggesting that social connections may be more durable than the posterior suggests.

Although particular pairwise network connections among the multiply-labeled individuals at each time $t$ have little scientific meaning, global network characteristics such as mean degree, network density, etc., can offer valuable insight about characteristics of the entire population. As one example, the pointwise posterior mean of the normalized mean degree for the dynamic social network is shown as a black line in the bottom plot of Fig. 2. Consistent with the posterior distribution of $p_1(t)$, the mean number of connections reaches its lowest values during and following sonar exposure.

6. DISCUSSION

There is an increasing awareness of the impact of social connections’ on the behavior of a population. Individuals have the potential to influence and be influenced by the movement of the collective population (Torney et al. 2018; Calabrese et al. 2018), which can be captured in a socially informed movement model (Haydon et al. 2008). One way to interpret these influences is to define social interactions through an attraction mechanism, in which individuals move toward those to which they are connected (Couzin et al. 2005; Delgado et al. 2014; Scharf et al. 2016). Other interpretations include modeling social interactions related to a shared moving target (Langrock et al. 2014; Niu et al. 2016) or within the social hierarchies of a population (Milner et al. 2021).

Statistical models for movement have only very recently begun to model the positions of potentially interacting individuals jointly, thereby explicitly acknowledging the role social interactions can play in animal movement. Many recently developed statistical models represent extensions of the individual-based movement models first proposed many decades ago. For instance, Scharf et al. (2016) is essentially a multivariate generalization of a discrete-time Gaussian random walk with attraction (e.g., Hooten et al. 2017b), and Niu et al. (2016) is a multivariate extensions of the continuous-time Ornstein–Uhlenbeck model (Blackwell 2003; Johnson et al. 2008; Hooten et al. 2017a). Historically, point-process models have
also been used to make inference about behavior and space-use from movement data, but we are unaware of any recent methods for the joint analysis of multiple trajectories explicitly motivated by this perspective.

We extended an existing Bayesian hierarchical movement model by making use of a latent unlabeled social network. We developed a proxy for the exact likelihood that is intractable due to the multiply-labeled nature of our data, which we used to study global network characteristics providing behavioral inference for a population. Although our model allows for the inference of ecologically relevant characteristics of the global social network, it does not allow inference of pairwise connections between specific individuals. The lack of information at the individual level may be a limitation for researchers interested in estimates of pairwise social connections; however, information on the behavioral characteristics of an entire population (a dolphin social group, in the case of our example application) can still provide valuable scientific insight.

In addition to enabling drone-measured movement data as a mechanism for analyzing animal behavior and determining the effect of human encroachment on animal habitats, our framework can be generalized to other forms of movement data with partially observed individuals. Potential extensions are not limited to animal populations. Our model may also be used to analyze the collective movement of humans while protecting privacy at the individual level.

A notable challenge of our methodology is computational expense. Our application study analyzing a small group of individuals with at most 9, and on average 5, concurrently observed individuals had a run time of about two hours and required about 15GB of memory. Based on additional applications undertaken by the authors, we estimate that the current implementation of our proposed method using NIMBLE will experience memory-related bottlenecks that prevent application to populations with above on average ten concurrently observed individuals over a similar number of time steps. However, an increase in computational burden may be avoided by studying subsets of a population. Such an extension is justifiable as our implementation and simulation studies reveal an entire study population does not have to be visible for the duration of the study period in order to make inference about the network and some of its characteristics.

Another limitation to our proposed method is the consistent bias the proxy likelihood induces in some model parameters, as we discuss in Sect. 4. We note that many of the empirically observed issues related to bias may result from underestimating the number and duration of connections in the social network, in particular between observed and unobserved individuals. This proposed explanation suggests some possible directions for remediation, and we have indeed explored some possible adjustments to the proxy likelihood intended to correct under-counting connections. However, we have not yet identified an alternative proxy likelihood with consistently better properties, although this remains a focus for future research.

While future studies can be used for further validation purposes and to determine whether analyzing larger groupings and/or populations is feasible, our methodology provides researchers with an outlet for analyzing previously inaccessible movement data while inferring behavioral characteristics of a population on a global level.
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