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Variational Monte Carlo studies employing projected entangled-pair states (PEPS) have recently shown that they can provide answers on long-standing questions such as the nature of the phases in the two-dimensional $J_1 - J_2$ model. The sampling in these Monte Carlo algorithms is typically performed with Markov Chain Monte Carlo algorithms employing local update rules, which often suffer from long autocorrelation times and interdependent samples. We propose a sampling algorithm that generates independent samples from a PEPS, bypassing all problems related to finite autocorrelation times. This algorithm is a generalization of an existing direct sampling algorithm for unitary tensor networks. We introduce an auxiliary probability distribution from which independent samples can be drawn, and combine it with importance sampling in order to evaluate expectation values accurately. We benchmark our algorithm on the classical Ising model and on variational optimization of two-dimensional quantum spin models.

I. INTRODUCTION

Strong correlations in quantum many-body systems often lead to interesting phenomena, but are notoriously hard to understand with traditional many-body techniques such as perturbation theory or mean-field approaches. On the computational side, exact diagonalization is necessarily limited to small clusters and quantum Monte-Carlo techniques often suffer from the sign problem. In many cases, the use of variational wavefunctions enables us to get insight into the nature of strongly-correlated ground states. In order to decide on the ground-state properties for a given model Hamiltonian, however, we would like to consider variational classes with a (large) number of parameters that are variationally optimized. In the variational Monte-Carlo (VMC) approach this optimization is performed stochastically as the variational energy is evaluated by a sampling procedure. This VMC approach can be successfully applied for optimizing Jastrow wavefunctions, for describing spin-liquid ground states [1], and optimizing variational states inspired by neural networks [2].

Tensor networks represent a particularly versatile class of variational states for describing low-energy states of quantum lattice systems. For one-dimensional systems, matrix product states (MPS) are extremely successful, because local expectation values and correlation functions can be computed exactly with low computational cost, and they can be optimized efficiently by the density-matrix renormalization group (DMRG) algorithm or direct variational optimization [3]. In two dimensions, projected entangled-pair states (PEPS) [4] are less efficient: evaluating expectation values comes at a significantly larger computational cost, and finding efficient schemes for the variational optimization is still ongoing [4–13]. Nonetheless, PEPS are, by now, routinely used as a computational tool for simulating ground-state properties of strongly-correlated 2-D quantum systems [14–17], and the framework is being extended to the simulation of thermal states [18–20], excited states [21–23] and time evolution [24–26].

In that respect, it is natural to consider the use of sampling techniques for evaluating and optimizing PEPS wavefunctions. Although there have been a few works that combine tensor networks with sampling techniques [27–32], only recently stochastic optimization has been put forward as an efficient optimization algorithm for PEPS [11, 33]; this method showed very strong results for the frustrated $J_1$-$J_2$ Heisenberg model on the square lattice [34]. In these works, the Markov-Chain Monte Carlo (MCMC) algorithm was applied to sample PEPS wavefunctions efficiently — as is standard in the VMC approach for simulating quantum systems.

Recently, however, interest has mounted in sampling procedures that do not involve a Markov Chain, but instead are able to generate a sample directly from the probability distribution. A famous example of these so-called direct sampling approaches is the Box-Muller algorithm to sample variables distributed by Gaussians [35]. This approach has the great advantage that all samples can be generated in parallel, which is especially useful in light of recent advances in computer hardware such as massively parallel GPUs. Furthermore, the samples are independent from each other, which is not the case in MCMC methods. Related to this interdependency in MCMC are aspects that reduce its efficiency such as long autocorrelation times and poor mixing. By employing direct sampling schemes, these shortcomings are eliminated. Examples of recent progress in direct sampling are flow models [36, 37] and autoregressive neural networks [38, 39] in the context of generative machine learning. These have recently been used in a physical context, such as for sampling classical many-body systems [40], in the context of lattice field theories [41] and optimization of variational states for many-body systems [42–44].

In the case of MPS, the use of canonical forms can be used to construct a direct sampling algorithm, where the physical degrees of freedom are sampled according to the square of the wave function $|\Psi|^2$ [45]. The canonical form allows to easily construct low-dimensional conditional distributions, that can be sampled sequentially to generate a configuration from a high-dimensional probability distribution. Recently, the conditional distribu-
tions for classical partition functions modeled as two-dimensional tensor networks were approximated by a tensor renormalization algorithm and the resulting samples were subsequently used as trial states for a Metropolis algorithm [52]. Although canonical forms are not generic for PEPS representations and direct sampling according to $p_{\Psi} = |\Psi|^2$ is not possible, in this paper we propose an approximate scheme for generating samples efficiently. We construct an auxiliary distribution $p_c$, from which we can sample directly, and that is closely related to $p_{\Psi}$. The mismatch between $p_c$ and $p_{\Psi}$ can be systematically reduced, and is accounted for in the estimation of expectation values by employing importance sampling. We show that this scheme performs well, and we use this direct sampling approach to efficiently find variational ground states of two-dimensional interacting spin systems.

The paper is organized as follows. In section II, we review the PEPS construction and how sampling can be used to estimate observables. In section III, we describe the previously used MCMC algorithm, and we introduce our direct sampling algorithm. In section IV, we introduce the details of the variational optimization algorithm we use to optimize PEPS wave functions. In section V, we benchmark our sampling algorithm on the classical Ising model (which can be written as a simple PEPS) and on the variational optimization of the transverse-field Ising model and the antiferromagnetic Heisenberg model.

II. PROJECTED ENTANGLED-PAIR STATES

We consider quantum spin systems on a two-dimensional square lattice of size $L_x \times L_y$. A classical configuration of spins is denoted as $S$, and we can associate a quantum state $|S\rangle$ to each configuration. Any quantum state for this system can be written as a sum over these states with complex weights

$$|\Psi\rangle = \sum_{\{S\}} \Psi(S) |S\rangle. \quad (1)$$

In the following, we will also consider subsets of degrees of freedom, for example horizontal rows on the lattice, or single sites, which we will denote as $S_y$ and $S_y$, respectively. In this paper, we will often sweep through the lattice row by row, going from left to right when sweeping through a specific row. To denote the partial state we obtained during a sweep up to and including some site with coordinates $(x, y)$, we use the notation $S_{\leq x, \leq y}$.

A PEPS is defined by associating a tensor of order five to each point on the lattice, which can be visualized as

$$A_{\alpha,\beta,\gamma,\delta} = \begin{array}{c} \beta \\ \gamma \\ \delta \\ \alpha \\ \beta \end{array}, \quad (2)$$

where the indices $\alpha, \beta, \gamma$ and $\delta$ are the virtual indices and the index $s$ denotes a physical degree of freedom, for example the up and down states of a spin degree of freedom. The PEPS tensor network is defined by contracting the virtual indices with those of the tensors associated to nearest neighbors on the lattice, visualized as

$$|\Psi(\{A\})\rangle = \ldots, \quad (3)$$

where the connected lines imply a tensor contraction. In Eq. (3), the open virtual lines at the boundary are chosen to have dimension 1, and will be dropped hereafter.

In general, computing the norm or an expectation value for a PEPS cannot be done exactly with limited computational resources [46], and approximation techniques have to be considered. Representing the norm of a PEPS as

$$\langle \Psi(\{A\})|\Psi(\{A\}) \rangle = \ldots, \quad (4)$$

we can imagine that we can move through the lattice from the top to the bottom and progressively multiply the row-to-row transfer matrix. Since the dimension of the boundary operator scales exponentially with the number of columns, we can approximate it as a matrix product operator -- a boundary MPO -- with a tractable bond dimension $\chi_d$. In each step of this row-to-row contraction [4],

$$= \ldots, \quad (5)$$

the bond dimension of the boundary MPO grows. Therefore, in order to keep the bond dimension $\chi_d$ tractable, we approximate the boundary MPO by an MPO with a tractable bond dimension.
This approximation step can be performed by local truncation steps or by solving a variational optimization problem, the complexity of which scales typically as \(O(\chi^2 D^6 + \chi^3 D^4)\).

In the spirit of the DMRG algorithm for MPS, the variational optimization of PEPS wavefunctions can be performed by a sweeping algorithm \([4]\), where the PEPS tensors are updated consecutively until convergence. In the absence of a general prescription for bringing a PEPS into canonical form, the local optimization of a single tensor, however, suffers from an ill-conditioned inversion problem and is, therefore, unstable. Performing imaginary-time evolution with a Trotter-Suzuki splitting of the time-evolution operator \([7, 47]\) suffers from the same poor conditioning. Global optimization strategies are potentially more stable, but computing the gradient for the energy function is not straightforward. For infinite PEPS, gradient-based optimization strategies \([9]\) have indeed shown to be more stable and yield states that are variationally optimal \([9, 10]\).

III. SAMPLING PEPS

Instead of considering the double layer and contracting it using a boundary MPO, another approach consists of interpreting the contraction over the physical indices of the PEPS in Eq. (4) as an explicit sum over the set of classical configurations

\[
\langle \Psi(\{A\})|\Psi(\{A\}) \rangle = \sum_{\{S\}} \langle S|\Psi(\{A\}) \rangle^2
\]

where we define

\[
\mathbb{1} = \sum_{\{s\}} S(S).
\]

The number of terms in the sum in Eq. (7) scales exponentially as a function of the number of physical degrees of freedom. However, if the state is normalized, the terms in this sum are probabilities corresponding to the square amplitudes of the wave function and the sum in Eq. (7) corresponds to the normalization of this probability distribution. Furthermore, when considering expectation values of (sparse) operators they can be rewritten as a classical expectation value over the probability distribution \(|\Psi(S)|^2\)

\[
\langle \hat{O} \rangle = \frac{\langle \Psi|\hat{O}|\Psi \rangle}{\langle \Psi|\Psi \rangle} = \sum_{\{S\}} \frac{|\Psi(S)|^2 \langle S|\hat{O}|\Psi \rangle}{\langle \Psi|\Psi \rangle} = \sum_{\{S\}} \frac{|\Psi(S)|^2}{\langle \Psi|\Psi \rangle} O_{\text{loc}}(S),
\]

where we introduce the so-called local estimator of the operator \(\hat{O}\)

\[
O_{\text{loc}}(S) = \langle S|\hat{O}|\Psi \rangle / \langle \Psi|\Psi \rangle,
\]

and

\[
p_{\Psi}(S) \equiv \frac{|\Psi(S)|^2}{\langle \Psi|\Psi \rangle}
\]

can be interpreted as a probability distribution. Using sampling algorithms, this expectation value can be estimated by sampling this distribution and evaluating the mean of \(O_{\text{loc}}(S)\) for all drawn samples

\[
\langle \hat{O} \rangle \approx \frac{1}{N} \sum_{S \sim p_{\Psi}} O_{\text{loc}}(S).
\]

The variance on the expectation value in Eq. (12) is then

\[
\text{Var}_{p_{\Psi}}(\langle \hat{O} \rangle) = \left( \frac{1}{N} \sum_{S \sim p_{\Psi}} (O_{\text{loc}}(S) - \langle \hat{O} \rangle) \right)^2.
\]

Note that in Eqs. (9) and (12), only amplitudes of the wave function appear

\[
\Psi(S) = S(S).
\]

In contrast to the double-layer approach of Eq. (4), here we need to contract a single-layer PEPS. Similar to the double-layer contraction of Eq. (5), we can traverse the lattice row by row and multiply the transfer matrix with
a boundary vector – in this case a boundary MPS – which is kept at a tractable bond dimension $\chi_s$:

$$
\begin{align*}
\begin{array}{|c|c|c|c|}
\hline
\hline
S & S & S & S \\
\hline
\hline
\end{array}
\end{align*}
\approx
\begin{align*}
\begin{array}{|c|c|c|c|}
\hline
\hline
S & S & S & S \\
\hline
\hline
\end{array}
\end{align*}
$$

Contracting only single-layer PEPSs can be performed with a significant decrease in computational cost as compared to the double-layer contraction; in particular, it only scales as $O(\chi_s^2 D^3 + \chi_s^3 D^2)$. Furthermore, it has been pointed out that $\chi_s$ can be chosen a lot smaller than $\chi_d$ [11]. However, finding a relation between the two, if at all present, is still an open question as these bond dimensions are strongly dependent on the model and the application. Yet, despite the scaling advantage for contracting a single layer PEPS, it has to be noted that this single layer contraction needs to be performed for many different samples $S$, as can be seen in Eq. (12). This is in contrast to the calculation of expectation values in a double-layer PEPS algorithm, where the expectation value can be expressed as a single contraction.

In the remainder of this section, we explain how to estimate observables such as in Eq. (9) using sampling. First, we review the Markov Chain Monte Carlo method, which yields samples $S$ distributed according to $p_\Psi(S)$. Afterwards we introduce an algorithm that yields samples $S$ distributed according to a distribution $p_c(S)$, which lies close to the distribution $p_\Psi(S)$. Using importance sampling with the distribution $p_c(S)$, the observable in Eq. (9) can be estimated. Converse to MCMC, sampling from $p_c(S)$ can be performed directly and we introduce a way to systematically bring $p_c(S)$ closer to $p_\Psi(S)$, when desired.

### A. Markov-chain Monte Carlo

As is standard in the VMC approach, a straightforward way of sampling PEPS tensor networks is using a Markov-chain Monte Carlo algorithm (MCMC). An example is the Metropolis-Hastings algorithm [48, 49], which provides a sampling procedure that requires few assumptions of the underlying probability distribution. In the Metropolis-Hastings algorithm, starting from an initial configuration $S^1$, one proposes a new configuration $S^2$ by perturbing $S^1$ according to a trial probability $\omega(S^1 \rightarrow S^2)$. The configuration $S^2$ is accepted with probability

$$
P_{acc}(S^1 \rightarrow S^2) = \min \left( 1, \frac{|\Psi(S^2)|^2 \omega(S^2 \rightarrow S^1)}{|\Psi(S^1)|^2 \omega(S^1 \rightarrow S^2)} \right).$$

The conditional probability to transition from state $S^1$ to $S^2$ is then given by

$$
T(S^1 \rightarrow S^2) = \omega(S^1 \rightarrow S^2) P_{acc}(S^1 \rightarrow S^2).
$$

Iterating this procedure yields a chain of configurations that produces samples from the distribution $|\Psi(S)|^2$ in the limit of infinite number of samples. This is guaranteed by the detailed balance condition for the trial probabilities

$$
|\Psi(S^1)|^2 T(S^1 \rightarrow S^2) = |\Psi(S^2)|^2 T(S^2 \rightarrow S^1),
$$

which is in this case implied by the acceptance probabilities in Eq. (17). A clear disadvantage is that the transition between two configurations implies a degree of correlation between subsequent configurations. The choice of $\omega(S^1 \rightarrow S^2)$ determines the autocorrelation time and mixing dynamics, and hence the efficiency of the sampling algorithm. In VMC algorithms, the choice for $\omega(S^1 \rightarrow S^2)$ is typically a local update, involving one or two spins. This local update is performed consecutively in a sweeping fashion through the lattice. This choice yields large autocorrelation times, as many updates need to be performed to construct a sample $S^f$ that is statistically independent from some initial sample $S^1$. Therefore, while performing the Markov Chain, one only adds samples to the sample set periodically, with a time interval $\tau_i$ that has to be chosen greater than the autocorrelation time $\tau_c$ defined by the decay of correlations of the relevant operators at different times

$$
\sum_{t=0}^{\infty} \langle O(S^{t+t'}|O(S^t)) \rangle - \langle O(S^{t+t'})|O(S^t)\rangle \sim \exp(-t'/\tau_c).
$$

Another disadvantage of MCMC algorithms is that the Markov Chain is started from an initial configuration $S^i$, that is typically not drawn according to the distribution $|\Psi(S)|^2$. Starting from $S^i$, consecutive samples are only distributed according to $|\Psi(S)|^2$ in the limit of infinite time. In practice, one performs an equilibration period $\tau_i$ that is sufficiently long such that the value of an observable becomes approximately stationary when estimated using different Markov Chains. The period $\tau_i$ is determined by the gap between the largest and second largest eigenvalues of $T(S^1 \rightarrow S^2)$, and the samples drawn during this equilibration period are not usable for estimating expectation values. Determining $\tau_i$ and $\tau_c$ is computationally hard and, as such, heuristics are used to determine them in practice.

The choice for local updates in VMC algorithms is imposed by the fact that during every optimization step, a different probability distribution $|\Psi(S)|^2$ is encountered. Therefore, it is impractical to determine a rule
The time evolutions of pure states, where the dynamics are essentially obtained from this set. The trajectories consist of expectation values from this set. The trajectories consist of exponentially obtaining a set of trajectories and estimating expectation values. The distribution for integrating the Lindblad equation consists of stochastic obtaining a set of trajectories and estimating expectation values. The distribution for integrating the Lindblad equation consists of stochastic obtaining a set of trajectories and estimating expectation values. The distribution for integrating the Lindblad equation consists of stochastic obtaining a set of trajectories and estimating expectation values. The distribution for integrating the Lindblad equation consists of stochastic obtaining a set of trajectories and estimating expectation values.

\[ \rho_0 = \mathbb{1} = \bigotimes \bigotimes \bigotimes \bigotimes \bigotimes. \]  

(24)

Locally, this density operator can be written as the outer product of a one-dimensional unit vector with itself. For the full boundary, this yields \( \rho_0 = |\phi_0\rangle_b \langle \phi_0|_b \), with

\[ |\phi_0\rangle_b = \begin{array}{cccc} \bullet & \bullet & \bullet & \bullet \end{array}, \]

(25)

where the subscript denotes that the bra and ket pertain to the vector space of the boundary, and not the physical space. The boundary vector \( |\phi_0|_b \) can be written in MPS form with bond dimension one

\[ |\phi_0\rangle_b = \begin{array}{cccc} \bullet & \bullet & \bullet & \bullet \end{array}. \]

(26)

Starting from this trivial boundary MPS, we propose a sequence of three steps for moving down one row \( y \) in the single-layer PEPS, finding a sample \( S_y \) for the row’s configuration space as we go:

1. Apply a row of the single-layer PEPS tensors to the boundary MPS from the previous step,

\[ c_y |\phi_{y-1}\rangle_b = \begin{array}{cccc} \bullet & \bullet & \bullet & \bullet \end{array}, \]

(27)

where we introduce the tensor \( c_y \) as the collection of all operators \( c_y(S_y) \), i.e. it is an MPS-like state, where every tensor has an extra index originating from the physical degrees of freedom. After obtaining \( c_y |\phi_{y-1}\rangle_b \), the bond dimension of the boundary has grown, and it should be truncated if necessary. In general, we will impose a maximal bond dimension on \( c_y |\phi_{y-1}\rangle_b \), which we will denote \( \chi_s \).

2. Sample one of the configurations \( S_y \) according to the probability distribution

\[ p_c(S_y|S_{<y}) = \frac{(\phi_{y-1}|b^c(S_y)|c(S_y)|\phi_{y-1})_b}{\sum_{(S_y)} (\phi_{y-1}|b^c(S_y)|c(S_y)|\phi_{y-1})_b}. \]

(28)

This sampling step is equivalent to the sampling of an MPS and can be efficiently performed by using the perfect-sampling approach for unitary tensor networks [45]. For convenience, we have summarized this algorithm in Appendix B.
3. When a configuration \( S_y = (S_{1,y}, \ldots, S_{L_y,y}) \) is found, one obtains a new boundary MPS \( |\phi_y\rangle_b \) by projecting the physical degrees of freedom in \( c_y |\phi_{y-1}\rangle_b \) onto the configuration \( S_y \).

\[
|\phi_y\rangle_b = \begin{pmatrix}
|S_{1,y}\rangle & |S_{2,y}\rangle & |S_{3,y}\rangle & |S_{4,y}\rangle \\

\end{pmatrix}
\]  \quad (29)

For convenience, we divide this boundary MPS by \( \sqrt{p_c(S_y|S_{<y})} \).

After going through all \( L_y \) rows of the PEPS, we obtain a sample configuration \( S \), sampled with the sequence of conditional probabilities

\[
p_c(S) = p_c(S_1)p_c(S_2|S_1) \ldots p_c(S_{L_y}|S_{<L_y}). \quad (30)
\]

This equation highlights the viewpoint that \( p_c(S) \) is built as a sequence of conditional probability distributions of row configurations. As such, the algorithm follows the same strategy as autoregressive sampling techniques and also the direct sampling algorithm for one dimensional loop-free tensor networks [38, 39, 45]. In these algorithms, one assumes that marginal probability distributions can be efficiently calculated or have a specific structure by construction of the model. Note that we arrived at Eq. (30) by assuming that the marginals of \( p_{\Psi}(S) \) are equal to the unit reduced density matrix. Hence, \( p_c(S) \) is related but not equal to \( p_{\Psi}(S) \). Indeed, the prescription for \( p_c \) in Eq. (28) is a drastic approximation for the true marginal probability distributions of \( p_{\Psi}(S) \) for the variables \( S_y \), as it ignores all other rows in the network. We can systematically improve on the above scheme such that the distribution \( p_c(S) \) comes closer to \( p_{\Psi}(S) \). Indeed, we can improve the approximation in step 2 of the algorithm by tracing out the environment of the trailing rows approximately,

\[
E_m(S_{>y}) = \begin{pmatrix}
|S_{1,y}\rangle & |S_{2,y}\rangle & |S_{3,y}\rangle & |S_{4,y}\rangle \\

\end{pmatrix}
\]  \quad (31)

These environments are MPOs, that can be truncated to a maximal bond dimension \( \chi_m \). In the sampling algorithm, using these environments boils down to inserting this MPO in the above prescription for the marginal distribution \( p_c \).

\[
p_{c}^{m}(S_y|S_{<y}) = \frac{\langle \phi_{y-1}|b c(S_y) \dagger E_m(S_{>y}) c(S_y) |\phi_{y-1}\rangle_b}{\sum_{(S_y)} \langle \phi_{y-1}|b c(S_y) \rangle \langle E_m(S_{>y}) c(S_y) |\phi_{y-1}\rangle_1} \quad (32)
\]

By increasing the environment bond dimension \( \chi_m \), the distribution \( p_{c}^{m}(S) \) that is sampled in our scheme will converge to \( p_{\Psi}(S) \). Finding the environments \( E_m \), however, requires a boundary-MPO contraction of the double-layer network, which we were set out to avoid in the first place. We will show in the following section that using small values of \( \chi_m \) yield environments that are computationally cheap to compute, compared to the rest of the algorithm, and already yield satisfactory results – although a full double-layer computation with this value of the boundary-MPO bond dimension would not yield an acceptable accuracy.

The expectation value in Eq. (9) can now be written as

\[
\langle \hat{O} \rangle = \frac{1}{\langle \Psi|\Psi \rangle} \sum_{\{S\}} p_c(S) \frac{\langle \Psi(S)\rangle^2}{p_c(S)} O_{loc}(S)
\]

\[
\approx \frac{1}{N \langle \Psi|\Psi \rangle} \sum_{S \sim p_c} \frac{\langle \Psi(S)\rangle^2}{p_c(S)} O_{loc}(S). \quad (33)
\]

In this equation, the term \( \langle \Psi(S)\rangle^2 / p_c(S) \) can be readily computed after a sample is drawn by calculating the norm of Eq. (29) as \( |\phi_y\rangle_b \) is essentially a single-layer contraction \( \Psi(S) \) divided by the root of \( p_c(S) \) as defined in Eq. (30). The norm \( \langle \Psi|\Psi \rangle \) can also be computed by using the resulting samples as it can be written as

\[
\langle \Psi|\Psi \rangle = \sum_{\{S\}} p_c(S) \frac{\langle \Psi(S)\rangle^2}{p_c(S)} \approx \frac{1}{N} \sum_{S \sim p_c} \frac{\langle \Psi(S)\rangle^2}{p_c(S)}. \quad (34)
\]

Eq. (33) is expressed as an importance sampling procedure, sampling from \( p_c(S) \). Hence, the estimate of the expectation value is asymptotically unbiased. The variance on the expectation value in Eq. (33) is defined as

\[
\text{Var}_{p_c} (\langle \hat{O} \rangle) = \left\langle \left( \frac{1}{N} \sum_{S \sim p_c} \frac{\langle \Psi(S)\rangle^2 O_{loc}(S)}{\langle \Psi|\Psi \rangle p_c(S)} - \langle \hat{O} \rangle \right)^2 \right\rangle,
\]

i.e. the expected square deviation of the estimate of the observable using \( N \) samples from the true observable.

It is clear that the disadvantages related to autocorrelation in a Markov Chain do not arise in this algorithm. The samples are drawn independently from each other and no equilibration period is needed. A second advantage is the possibility to estimate the norm of a PEPS as shown in Eq. (34), which is not possible when sampling from \( p_{\Psi} \) by a Markov chain. Furthermore, as the algorithm has no interdependence between samples, it can be executed in a massively parallel fashion.

C. Independent samples as Markov Chain transitions

Finally we can combine both sampling approaches. Indeed, we can take the samples drawn according to \( p_c \) as
the transition probabilities in a Markov Chain. Concretely, we take as transition probabilities \( \omega(S^1 \rightarrow S^2) \equiv \omega(S^2) = p_c(S^2) \). In this case, the proposed configuration is independent from the previous one, and the new configuration is accepted with the acceptance probability defined in Eq. (16). As detailed balance (Eq. (18)) is satisfied, the resulting distribution from which the samples are drawn is \( p_\omega \). This algorithm still has the advantage of drawing independent samples and being massively parallelizable. The downside is that an equilibration period is needed because, at the start of this Markov Chain, the samples are drawn according to \( p_c \), which is not equal to \( p_\omega \). This approach is similar to that of Ref. [52], where the transition probabilities \( T(S^2) \) were determined by approximately contracting a single layer tensor network representing a classical Boltzmann distribution.

IV. STOCHASTIC OPTIMIZATION OF PEPS

Given that we can efficiently sample a PEPS wavefunction and compute expectation values, we now give details on how to variationally optimize the PEPS tensors with respect to a given model Hamiltonian.

The first issue concerns the initialization of the PEPS tensors. In recent works, an initial state was constructed by running the simple-update algorithm for PEPS, stating that starting from an initial PEPS with randomly initialized parameters leads to poor statistics and local minima [33]. In this work, however, we have observed that this additional step is unnecessary by choosing a PEPS of which the weights are randomly initialized from a uniform distribution between zero and one. With this initialization, the distribution of the expansion coefficients \( \Psi(S) \) is narrowly distributed around a non-zero value. This is qualitatively dissimilar from the distribution obtained with a PEPS whose weights are initialized with positive and negative weights. Indeed, as a single-layer PEPS contraction can be viewed as a sum of products of tensor elements, this sum will have many canceling contributions, leading to a distribution centered and peaked around zero. When considering local operators \( O_{\text{loc}}(S) \), the expansion coefficients enter in the denominator and expansion coefficients close to zero lead to large contributions to the local operator. Note that, with a finite sample set, the large contributions lead to poor statistics of the expectation value. On the other hand, when the expansion coefficients are narrowly distributed around a non-zero value, the matrix elements of the operator \( \langle S' \mid O \mid S \rangle \) have a larger effect on the value of the local operator and the expectation value has low variance. We also rescale the weights by properly normalizing the PEPS, ensuring that the mean of the distribution \( \langle S | \Psi(S) \rangle^2 / p_c(S) \) is equal to one.

It is often worthwhile to consider symmetries of the models under study when optimizing variational ground states. In this work, when present, we will consider eigenstates of the \( U(1) \) symmetry group by projecting the PEPS on the subspace with total spin projection equal to a fixed value \( Q \)

\[
\langle S^z = Q \rangle = \hat{P}_{S^z = Q} |\Psi \rangle, \quad S^z = \sum_{x,y} S^z_{x,y}, \quad (36)
\]

This projector can be efficiently implemented by sampling only configurations \( S \) with the constraint \( \langle S | \hat{S}_z | S \rangle = Q \). Indeed, we start the sampling as is described above and we keep track of the total \( U(1) \) charge accumulated during the sampling. At some point, we reach a bound that is determined by the desired value \( Q \) and the total number of spins; from that point on, we define the distributions \( p_c(S_{x,y} | S_{<x,<y}) \) such that it is zero for \( S_{x,y} \) equal to the species that reached its bound. In this way, we prohibit the amount of spins of a species to grow beyond its bound.

Note that this approach for imposing a \( U(1) \) symmetry (or any abelian symmetry) is different than the standard one in the tensor-network formalism, where a global (in general, non-abelian) symmetry of a given tensor-network state can be encoded as a constraint on the level of the local tensors. Here, we apply a global projector on the full state by constraining the sampling procedure. In a direct contraction, applying this projector would require a prohibitively large bond dimension.

After initialization, the parameters of the PEPS are updated using an estimate of the gradient of the expectation value of the Hamiltonian with respect to the tensors defined in Eq. (2). The expression for these gradients is

\[
g = \frac{\partial \langle \hat{H} \rangle}{\partial A_{x,y}^{(x,y) \alpha \beta \gamma }} \left( \frac{\partial (\ln(\Psi(S)))}{\partial A_{x,y}^{(x,y) \alpha \beta \gamma }} \right) \left( H_{\text{loc}}(S) - \langle \hat{H} \rangle \right), \quad (37)
\]

where we denote the coordinates of the different tensors as \((x,y)\). The gradient provides the direction which maximizes the expectation value of the Hamiltonian locally in parameter space; by updating the parameters in the opposite direction using a small step size, we move the PEPS state closer to the minimum of the energy, which is known as the stochastic gradient-descent (SGD) algorithm. Note that the gradient as calculated by sampling, and more generally any expectation value, is inherently noisy due to the finite amount of samples. The noise will have an effect on the gradient direction, i.e. not pointing exactly in the opposite direction of steepest descent. However, the accumulation of different noisy steps will yield a trajectory in parameter space that moves in the direction of lower energies because the average direction of different noisy gradients is still close to the direction of steepest descent, and thus a descent direction. Furthermore, the level of noise can be controlled by taking more samples into account in the estimation of expectation values.

To alleviate this problem, one can use information from previous steps. An example is the Adam optimization al-
Algorithm [53], that uses an exponentially weighted average of previous gradients to construct the direction of the current step. This is combined with a parameter-dependent step size, scaling as the exponentially weighted average of the norm of the gradient of a parameter.

Furthermore, we can refine the gradient descent approach by including information about the shape of the manifold described by the PEPS ansatz and proposing an update direction based on this information combined with the gradient. In the VMC context, this is the so-called stochastic reconfiguration (SR) approach [54, 55], also known as natural gradient descent [56]. An alternative viewpoint is that it includes information about the metric of the PEPS manifold or, equivalently, performs an imaginary time evolution step on the PEPS manifold according to the time-dependent variational principle [57–59]. In any case, we find a more natural descent direction by solving the following linear equation for the direction $x$

$$Sx = g,$$

where we define the matrix $S$ as

$$S_{i,j} = \left\langle \frac{\partial \ln(\Psi^*)}{\partial p_i} \frac{\partial \ln(\Psi)}{\partial p_j} \right\rangle - \left\langle \frac{\partial \ln(\Psi^*)}{\partial p_i} \right\rangle \left\langle \frac{\partial \ln(\Psi)}{\partial p_j} \right\rangle.$$  \hspace{1cm} (38)

Here the indices $i$ and $j$ denote collective indices for all variational parameters in the PEPS wavefunction. For a given sample set, the matrix $S$ can be singular and hence the inversion needed to solve Eq. (38) for $x$ can fail. In practical applications described below, we will regularize the matrix $S$ by shifting the diagonal of the matrix with an amount $\delta$. In all simulations below, we use $\delta = 0.01$. Solving the linear system of equations in Eq. (38) can be done with an iterative solver such as the conjugate gradient method. Using this algorithm, one has to perform the multiplication of $S$ with some arbitrary vector, which can be performed efficiently by sampling $S$, scaling with the number of variational parameters, i.e. $O(D^4)$.

\section{RESULTS}

\subsection{Performance benchmark}

As noted in Sec. III B, direct sampling aims to solve downsides of MCMC algorithms such as the problem of autocorrelation and equilibration. The problem of equilibration translates to the fact that MCMC algorithms can not be parallelized indefinitely, because the sampling during the equilibration period is inherently serial. In Fig. 1, we show the wall time as a function of the number of CPU cores for drawing a sample set of $N = 1000$ samples from a $10 \times 10$ PEPS with bond dimension $D = 4$. We compare direct sampling with MCMC, both using a cut-off $\chi_s = 4$ in the contractions. For MCMC, we use an equilibration period of $\tau_i = 100$ sweeps and $\tau_s = 1$ sweep between consecutive samples. We define a sweep as performing a local update once on every site of the lattice, visiting the lattice sites row by row, going from left to right within every row. For direct sampling, we use a cut-off $\chi_m = 4$ for the environments of the marginals. In theory, the wall time of direct sampling scales as $t = \mu/N_c$ and that of MCMC scales as $t = \nu\tau_i + \xi\tau_s/N_c$, where $N_c$ is the number of cores used. In practice, computational overhead increases the runtime on an actual computer. It is clear that direct sampling is twice as fast for a low number of CPU cores, while it progressively becomes more efficient when using more CPU cores, reaching a five-fold speedup for 20 CPU cores. The MCMC algorithm suffers from the combination of numerical overhead and the equilibration when using more than 10 CPU cores, while overhead is much less severe in the case of direct sampling.

\subsection{Benchmark on classical spin models}

As a proof of principle, we apply our sampling algorithm to drawing samples according to the partition function of the classical two-dimensional Ising model. The classical Ising model is defined by the energy function

$$E(S) = -J \sum_{\langle i,j,k,l \rangle} S_{i,j}S_{k,l},$$  \hspace{1cm} (40)

where $S_{i,j}$ are classical spin variables and the sum iterates over all pairs of nearest neighbors. The partition function can be written as the norm of a PEPS wavefunction [60].
Indeed, by defining the tensors

\[ A_{\alpha\beta\gamma\delta}(s) = \begin{cases} 1, & \text{if } \alpha = \beta = \gamma = \delta = s \\ 0, & \text{otherwise,} \end{cases} \quad (41) \]

and

\[ B = \begin{bmatrix} e^{1/2kT} & e^{-1/2kT} \\ e^{-1/2kT} & e^{1/2kT} \end{bmatrix}, \quad (42) \]

and arranging the tensors \( A \) on the lattice sites of the square lattice and the tensors \( B \) on the links between the lattice sites, one sees that the resulting PEPS state represents the vector of square root probabilities of the Ising model. In the following, we compare our sampling algorithm with the Metropolis-Hastings algorithm using single spin flips, and the Wolff algorithm [50]. The former is a very versatile variant of MCMC, which is also typically used for the optimization of quantum states. The latter is specifically designed for Ising-like models, and is well-known for its favorable scaling of the (integrated) autocorrelation time.

In Fig. 2 we show a principal component analysis of sampled configurations of a \( 10 \times 10 \) Ising model in the ferromagnetic phase. Specifically, we show the two components with largest explained variance, i.e. the projection of the data on the two eigenvectors with largest eigenvalue of the covariance matrix of the data [61]. For every algorithm, we sample 10000 configurations and subsample with equal intervals 1000 samples of our PEPS sampling algorithm and 100 samples of the other algorithms. The first principal component is closely related to the magnetization, and shows the bimodal distribution of it. Our sampling algorithm is symmetric with respect to the sign of the magnetization, unlike the MCMC algorithm which tends to be unable to cross the large energy barrier between the two modes. Also when using our sampling algorithm as transitions in a Markov chain (denoted DS+MC), the resulting samples have equal weight in both modes of the magnetization, as the transitions are independent of the previous samples. This shows that our sampling algorithm can be used to cross large barriers in probability space, as is necessary in, e.g. glassy models [62–64].

As a second benchmark, we turn to the autocorrelation of observables in a Markov Chain. The autocorrelation of the estimator of an observable \( \hat{O} \) is defined as

\[ \Gamma_\hat{O}(t) = \frac{1}{N} \sum_{t'=1}^{N} O(t') \hat{O}(t' + t) - \langle \hat{O} \rangle^2, \quad (43) \]

where \( O(t) \) is the estimator of the operator \( \hat{O} \) at time \( t \) in the chain. The integrated autocorrelation time for this...
As no Markov chain is employed in our direct sampling algorithm, the integrated autocorrelation time is equal to one. For algorithms where a Markov chain does appear, we estimate the integrated autocorrelation time in Fig. 3 (a). We perform 10 Markov chains where we measure the absolute magnetization after every update step. For the direct sampling combined with Markov Chain and Wolff algorithms, we take a chain length of $N = 10^4$ and for the MCMC algorithm we perform local updates and put a sample in the set after every sweep, i.e. $10^6$ local updates result in $N = 10^4$ samples. The autocorrelation function is averaged over the 10 distinct chains. We then calculate the integrated autocorrelation time by performing the sum up to a cut-off which we take as the time at which the autocorrelation function drops below a certain value, i.e. $\log(\tau(t)) < -3$. Beyond that point, the correlation time becomes very noisy and the sum does not converge. The portion that is left out by doing this procedure can be estimated to be an exponentially decaying function. Taking this exponentially decaying function in account leads to an underestimation of the integrated autocorrelation time by approximately 5%. The MCMC algorithm has the largest autocorrelation time due to its local updates and relatively low acceptance ratio. As indicated in Fig. 3 (b) our direct sampling + MC algorithm has higher acceptance ratio and global updates, the autocorrelation time is significantly lower.

The autocorrelation time has an effect on the accuracy of estimates of observables, as it increases the variance of expectation values as determined by Eq. (13). Specifically, it can be proven that the variance on an observable estimated using Markov Chain sampling is [65]

$$\text{Var}_{p_\Phi}(\langle \hat{O} \rangle) = \frac{1}{N} \text{Var}_{p_\Phi}(O_{\text{loc}}) = \frac{1}{N_{\text{eff,MCMC}}} \text{Var}_{p_\Phi}(O_{\text{loc}}), \quad (45)$$

where we introduced the effective sample set size $N_{\text{eff,MCMC}} = N/\tau_{\hat{O}}^{\text{int}}$. The variance using a MCMC algorithm is thus $\tau_{\hat{O}}^{\text{int}}$ times higher than that obtained using a direct sampling algorithm of $p_\Phi$. Conversely, in our direct sampling algorithm, we draw samples from a distribution $p_c$, and the importance sampling correction in the observable estimation of Eq. (33) has a similar effect on the variance on that observable, defined in Eq. (35). One can prove that the following relation exists [66, 67]:

$$\text{Var}_{p_c}(\langle \hat{O} \rangle) = \frac{1}{N} \sum_{S} (|\Psi(S)|^2/p_c(S))^2 \text{Var}_{p_c}(O_{\text{loc}}) = \frac{1}{N_{\text{eff,DS}}} \text{Var}_{p_c}(O_{\text{loc}}), \quad (46)$$

where we introduced the effective sample set size $N_{\text{eff,DS}} = N^2/\sum_{S} (|\Psi(S)|^2/p_c(S))^2$. From the above equation, it is clear that the variance of observables obtained using our direct sampling approach depends on the fluctuations in $|\Psi(S)|^2/p_c(S)$. Both MCMC and direct sampling have suboptimal variances due to the effective sample set sizes $N_{\text{eff,MCMC}}$ and $N_{\text{eff,DS}}$. To show their differences, we compare the variance on the absolute magnetization of a $10 \times 10$ classical Ising model for different number of samples $N$ using different sampling schemes in Fig. 4. All curves follow the expected scaling as $1/N$. The vertical offset is determined by the effective sample set size, either the effect of $\tau_{\hat{O}}^{\text{int}}$ or the fluctuations in $|\Psi(S)|^2/p_c(S)$. For the Markov-Chain based sampling schemes, the cluster updates in the Wolff algorithm and the accompanying low autocorrelation times yield the lowest variances. Using our direct sampling scheme with $\chi_m = 2$ yields little fluctuations in $|\Psi(S)|^2/p_c(S)$ and the effective sample set size is large, yielding even lower variances than the Wolff algorithm.

### C. Effect of the marginal environment

As explained in Sec. III B, the distribution $p_c$ approaches the distribution $p_\Phi$ systematically when increasing the cut-off $\chi_m$ of the environments of the marginal probability distributions. In Fig. 5, we show histograms of the ratio of the probabilities $p_c$ and $p_\Phi$ for different cutoffs $\chi_m$. We draw 1000 samples using our direct sampling approach from a $10 \times 10$ PEPS with $D = 4$, optimized on the ground state of the Antiferromagnetic Heisenberg
Model (AFH) with Hamiltonian

\[ \hat{H} = \sum_{(i,j)} \hat{S}_i^x \hat{S}_j^x + \hat{S}_i^y \hat{S}_j^y + \hat{S}_i^z \hat{S}_j^z, \]  

where \( \hat{S}_{i,j}^{x,y,z} \) is the spin-1/2 operator on spin \( i \) in the \( x, y, z \)-direction. We use the notation \( \chi_m = 0 \) to indicate that no environment was used, i.e. the unit MPO. Direct sampling with \( \chi_m = 0 \) leads to a large mismatch between \( p_c \) and \( p_\Psi \). Using \( \chi_m = 1 \), i.e. an environment that is still spatially uncorrelated but allowing non-trivial correlations between the virtual dimensions of the PEPS tensors, already improves the distance between both distributions. For \( \chi_m = 4 \), the histograms start to peak sharply around \( p_c/p_\Psi = 1 \). In the inset, we show the Kullback-Leibler divergence between \( p_c \) and \( p_\Psi \), defined as

\[ D_{KL}(p_c||p_\Psi) = \sum_{\{S\}} p_c(S) \log \left( \frac{p_c(S)}{p_\Psi(S)} \right), \]

which quantifies the relative entropy between the distributions \( p_c \) and \( p_\Psi \). In Fig. 6 (a), we show \( D_{KL}(p_c||p_\Psi) \) as a function of \( \chi_m \) for PEPS wavefunctions with different bond dimensions \( D \). For values lower than \( \chi_m \approx D \), the Kullback-Leibler divergence drops sharply, dropping up to three orders of magnitude compared to \( \chi_m = 0 \). In this region, the distribution \( p_c/p_\Psi \) goes from a broad distribution to a narrow distribution centered around \( p_c/p_\Psi = 1 \), as can be seen in Fig. 5. In Fig. 6 (b), we show the effective sample set size \( N_{\text{eff,DS}} \) as a function of \( \chi_m \). When \( \chi_m \approx D \), \( N_{\text{eff,DS}} \) lies close to the number of samples drawn, indicating that variances obtained by sampling directly from \( p_c \) are equally low as variances obtained by sampling from \( p_\Psi \). Note that, although a double layer contraction, the environments of the marginals can be calculated in advance and constitute a negligible cost compared to the cost of sampling for all shown \( \chi_m \). More generally, for the values of \( \chi_m \approx D \) used here, the calculation of the marginals is \( O(D^2) \) more expensive than drawing a single sample. For bond dimensions \( D = 1-10 \) used in this work, this cost is lower than constructing all samples in the sample set, which is typically of size \( N = 1000-10000 \).

D. Boundary MPS accuracy

According to Eqs. (13) and (35), sampling of observables introduces a variance on the resulting estimates. Apart from this variance, the algorithm also introduces a bias, due to the cut-off \( \chi_s \) of the single-layer boundary MPS. This bias is also present in double-layer contractions, where it originates from the cut-off \( \chi_d \) of the boundary MPO. The bias can be systematically reduced by increasing \( \chi_s \) or \( \chi_d \). The systematic reduction for both
FIG. 7. Comparison between boundary MPS combined with direct sampling, and boundary MPO methods for calculating observables. The observables are calculated for a $D = 4$ ground state of a $11 \times 11$ Transverse Field Ising model at $g = 3.2$. For the sampled observables, $N = 10^6$ samples were used to largely eliminate statistical fluctuations. (a), square norm per site of the PEPS. The boundary MPS method converges more quickly than the boundary MPO method as a function of the cut-off. (b), spin in transverse field direction of the center site. The error in the environment of the boundary MPO method is largely canceled out as the environment appears in the numerator and the denominator of the expectation value. Hence, the error on the expectation value converges more rapidly than the expectation value of the norm in panel (a).

E. Optimizing ground states of quantum spin models

In this section, we optimize a PEPS variationally using samples drawn according to our direct sampling algorithms is shown in Fig. 7. In Fig. 7 (a), we show the norm per site of the PEPS as a function of $\chi_s$ and $\chi_d$. It is clear that the bias on the norm is small for the boundary MPS method, and converges quickly to zero at small $\chi_s$. The bias is markedly larger for the boundary MPO method, and converges more slowly to zero. However, in typical expectation values containing local operators, the same environment enters the numerator and the denominator, hence largely canceling the errors on the environment. This can be observed in Fig. 7 (b), where the expectation value of the spin in the direction of the transverse field is shown as a function of $\chi_s$ or $\chi_d$. The convergence of this expectation value for the boundary MPO algorithm is much faster than the convergence of the norm, although the norm is part of the calculation of this expectation value. This effect is also present for the boundary MPS algorithm, but is to a lesser extent important as the unnormalized expectation values already converge for low $\chi_s$. Comparing the convergence of the norm in Fig. 7 (a) as a function of $\chi_d$, with the convergence of the effective sample set size $N_{\text{eff,DS}}$ in Fig. 6 (b) as a function of $\chi_m$, it is clear that $\chi_m$ can be taken much smaller than $\chi_d$, although they are both double layer contractions.

All truncations were performed using singular value decompositions. Based on these results and systematic investigations in Refs. [11, 68], we use the heuristic $\chi_s = 3D$ in all numerical experiments in this paper. Fig. 7 shows that this is clearly sufficient.

In Fig. 8, we show how the energy decreases as a function of the number of optimization steps for the Stochastic Gradient Descent update (Eq. (37)), Adam update, and the Stochastic Reconfiguration update (Eq. (38)), applied to finding the ground state of the antiferromagnetic Heisenberg model of Eq. (47), where $S^z_i$ is the spin
2. Energy convergence

We have shown the energy convergence as a function of iteration steps for Stochastic Gradient Descent, Adam and Stochastic Reconfiguration, and found that the latter converges much more rapidly. A natural question to ask is whether the mismatch between \( p_c \) and \( p_F \) also leads to differences in convergence. In Fig. 9, we show the energy convergence of a \( 10 \times 10 \), \( D = 4 \) PEPS using SR. For the sampling, we use MCMC with \( \tau_s = 1 \) and \( \tau_i = 100 \) sweeps, direct sampling combined with a Markov chain with \( \chi_m = 1 \) and \( \tau_i = 100 \) sweeps, direct sampling with \( \chi_m = 0 \) and direct sampling with \( \chi_m = 4 \). The first two yield samples according to \( p_F \) and the other two according to \( p_c \). From this figure, we see that sampling approaches with \( \chi_m = 0 \) converge slower than MCMC and direct sampling with \( \chi_m = 4 \). Direct sampling with \( \chi_m = 4 \), however, leads to the most stable convergence, and the energies reached are comparable with those obtained using MCMC. The convergence of MCMC suffers from unphysical peaks in energy, that can be traced back to poor mixing of the Markov-chain sampler. This problem is absent in the direct sampling approaches, as subsequent samples are uncorrelated from each other. This leads to better statistics, also explaining the more stable convergence that can be noted in the inset of Fig. 9.

In Fig. 10, we show the relative energy error of the variational PEPS as a function of the time spent in the sampling routine. We see that the convergence expressed in wall time of the direct sampling procedure is faster than that of MCMC. Also in this figure, the effect of poor sampling sets in the MCMC procedure is visible.

3. Comparison with other optimization algorithms

To show the accuracy of direct sampling combined with gradient updates to optimize PEPS wavefunctions, we first compare our method with the full update (FU) method, which approximates imaginary-time evolution by Trotter-Suzuki gates and local truncations [7]. We consider a \( 11 \times 11 \) PEPS with bond dimensions \( D = 2 \) and \( D = 4 \) and variationally find the ground state of the transverse field Ising model, with Hamiltonian

\[
\hat{H} = -\sum_{\langle i,j \rangle} \hat{S}_i^x \hat{S}_j^x - g \sum_i \hat{S}_i^z,
\]

where \( g \) is a coupling constant quantifying the strength of the transverse field. The model has a critical point between a ferromagnetic ordered phase and a disordered phase in the vicinity of \( g \approx 3 \). In Fig. 11, we show the difference between energies obtained with the direct sampling approach and energies obtained with full update for different values of \( g \). We see that for small bond dimension \( D = 2 \), the direct sampling approach performs better.
FIG. 11. Comparison of energies between direct sampling and full update for a 11 × 11 PEPS optimized on the TFI in the vicinity of the critical point. We added a linear term in $g$ to the energy to make differences more visible. For $D = 2$, direct sampling performs better compared to FU, while both methods reach similar precision for $D = 4$. For the direct sampling results, $N = 1000$ samples were used together with the SR update method.

Second, we compare the accuracy of the ground state energy of the AFH obtained with direct sampling, with those obtained with simple update [6], full update [7] and MCMC-based sampling [11]. In Fig. 12, we show how energies obtained with different optimization algorithms converge as a function of the PEPS bond dimension. For the 4 × 4 system, we used $\chi_m = 0$ in our sampling algorithm, and for the 10 × 10 system we used $\chi_m = D$. Using our sampling approach, we obtain accuracies that are better than SU and FU. Note however that the VMC results were obtained using the $U(1)$ symmetry, which is not the case for the SU and FU results. The direct sampling results are consistent with MCMC sampling. This shows that, although the sampling distribution $p_c$ is not equal to $p_\Phi$ and importance sampling needs to be used, the accuracy of the optimized wavefunctions does not suffer from the difference in sampling distribution. By employing the environment of the marginal distributions, the distribution $p_c$ can be brought sufficiently close to $p_\Phi$ so that variances of sampled quantities are not affected. This was already shown in Fig. 5. It has to be noted that in Ref. [11], it was reported that the sample set size required to obtain reliable gradients was 50–500 times larger than the sample set sizes used in this work. This may be explained by the uncorrelated nature of the samples drawn using direct sampling, compared to the existence of autocorrelation in Markov chain-based sampling approaches. Another important difference with Ref. [11] is that in our simulations the PEPS can be initialized randomly, compared with starting from a PEPS that is already optimized using the SU algorithm. The discrepancy in required sample set size may thus not be related to the direct sampling approach, but rather an indication of the importance of initialization in sampling-based tensor-network algorithms.

VI. CONCLUSION

We have presented an algorithm for drawing uncorrelated samples from a probability distribution described by a double-layer PEPS tensor network. This direct sampling algorithm was inspired by quantum jump Monte Carlo and can be performed in the single layer picture, thus scaling favorably with the bond dimension $D$ of the PEPS. The algorithm can be viewed as sampling a chain of conditional probability distributions, similar to the perfect sampling algorithm for MPS. The absence of a canonical form for a generic PEPS tensor network, however, implies that the marginal probability distributions cannot be constructed trivially. This forces us to employ importance sampling techniques as the sampled distribution $p_c$ is not equal to that defined by the square ampli-
tudes of the PEPS, $p_\Psi$. However, we provide a way to systematically reduce this discrepancy and show that the resulting algorithm provides meaningful samples.

Specifically, we showed by dimensionality reduction that the density of samples drawn according to our algorithm largely overlaps with the density of samples drawn using algorithms sampling $p_\Psi$. We showed that using our samples as transitions in a Markov Chain results in small autocorrelation times and large acceptance rates. Our sampling algorithm can be used in a VMC algorithm to determine ground states of quantum many-body systems. The algorithm allows us to obtain expectation values efficiently and reliably, as is reflected in the accuracies we obtain on the Transverse Field Ising model and the Antiferromagnetic Heisenberg model. The resulting optimization is more stable than that using MCMC-based sampling when sample sets of comparable sizes are used.

We believe that our algorithm is useful for future studies using VMC in combination with PEPS wavefunctions. In particular, we expect that direct sampling will be more efficient than the use of MCMC in large-scale simulations, since the former can be parallelized indefinitely. We can extend our framework beyond ground-state simulations and consider excited states and time evolution; for the latter, we can use a stochastic implementation of the time-dependent variational principle.

One interesting open question concerns the sign structure of the variational PEPS wavefunction. In the case of neural-network inspired wavefunctions it has been observed that it is crucial to impose the correct sign structure on the wavefunction for the VMC optimization to be well-behaved [69–71]. In our simulations of the nearest-neighbour Heisenberg model, we have observed that the optimization or variational result does not change when imposing a sign structure or not. It would be very interesting to apply our methods to frustrated systems (as in Ref. 34), for which the sign structure is not known a priori, and investigate this in detail.

Other applications include generative machine learning with PEPS tensor networks, which requires the ability to sample directly from a probability distribution defined by a single layer PEPS [72, 73].

A final interesting avenue is the combination of direct sampling with the class of isometric PEPS [13]. The particular structure of isometric PEPS renders the environment of the marginal distributions – $E_m(S_{xy})$ in Eq. (31) – trivial, and would allow us to directly sample from the distribution $p_\Psi$. This can be combined with VMC and variational optimization for unitary tensor network manifolds [74] to find ground states that can be represented by isometric PEPS. We will investigate this avenue in future work.

Code to reproduce the results of this paper can be found at https://github.com/tvieijra/DirectSamplingPEPS.jl.
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Appendix A: Quantum jump Monte Carlo

Quantum jump Monte Carlo originated as a sampling approach for density matrices of systems connected to an environment subject to time evolution according to the Lindblad equation:

\[
\frac{d\rho}{dt} = -\frac{i}{\hbar}[H,\rho] - \frac{1}{2} \sum_m \left( c_m^{\dagger} c_m \rho + \rho c_m^{\dagger} c_m - 2 c_m^{\dagger} c_m \rho - 2 c_m \rho c_m^{\dagger} \right). \tag{A1}
\]

Here, \( \rho \) is the density matrix of the system under study, \( H \) is the Hamiltonian coupling the degrees of freedom within the system, and \( c_m \) are Lindblad operators which describe the interaction of the system with the environment. It is convenient to introduce the effective Hamiltonian \( H_{\text{eff}} = H - \frac{i}{2} \sum_m c_m^{\dagger} c_m \), leading to the more compact equation

\[
\frac{d\rho}{dt} = -i \left( H_{\text{eff}} \rho - \rho H_{\text{eff}}^{\dagger} \right) + \sum_m c_m \rho c_m^{\dagger}. \tag{A2}
\]

At first order, the evolution of \( \rho(t) \) can be written as

\[
\rho(t + dt) = \rho(t) - idt(H_{\text{eff}} \rho - \rho H_{\text{eff}}^{\dagger}) + dt \sum_m c_m \rho c_m^{\dagger}. \tag{A3}
\]

The density operator \( \rho(t) \) can be evolved stochastically using the following algorithm.

1. At time \( t = 0 \), sample a pure state \( |\phi(t = 0)\rangle \) from the mixed density matrix \( \rho(t = 0) = \sum_{\phi} p_{\phi} |\phi(0)\rangle \langle \phi(0)| \) and the sum runs over all pure states in the mixture.

2. For a small increment \( dt \), evolve \( |\phi(t)\rangle \) using one of the following two ways, where \( dp = \sum_m \langle \phi(t)|c_m^{\dagger} c_m |\phi(t)\rangle = \sum_m dp_m \):

   - With probability \( 1 - dp \), evolve using
     \[
     |\phi(t + dt)\rangle = \frac{1 - i H_{\text{eff}} dt}{\sqrt{1 - dp}} |\phi(t)\rangle. \tag{A4}
     \]

   - With probability \( dp \), evolve using
     \[
     |\phi(t + dt)\rangle = \frac{c_m}{\sqrt{dp_m/dt}} |\phi(t)\rangle, \tag{A5}
     \]

where a particular \( c_m \) is chosen according to the probability distribution \( dp_m/dp \).
3. Repeat step two until the desired time $t$ is reached. On the level of the density operator $\rho_{\phi}(t + dt)$, resulting from evolving the pure state $|\phi(t)\rangle$, the evolution procedure leads to

$$
\rho_{\phi}(t + dt) = |\phi(t)\rangle \langle \phi(t)| - i dt \left( H_{\text{eff}} |\phi(t)\rangle \langle \phi(t)| - |\phi(t)\rangle \langle \phi(t)| H_{\text{eff}}^\dagger \right) + dt \sum_m c_m |\phi(t)\rangle \langle \phi(t)| c_m^\dagger.
$$

(A6)

The sampling over the initial mixture of pure states leads then to the properly evolved density matrix $\rho(t) = \sum_{\phi} p_{\phi} \rho_{\phi}(t)$.

Appendix B: Sampling of density matrix

In the sampling algorithm outlined in the main text, we need to sample from the distribution

$$
 p_c(S_y|S_{<y}) = \langle \phi_{y-1}|c(S_y)^{\dagger} c(S_y) |\phi_{y-1}\rangle_b, \quad (B1)
$$

in the case that $\chi_m = 0$, or

$$
 p_c(S_y|S_{<y}) = \langle \phi_{y-1}|c(S_y)^{\dagger} E_m(S_{>y}) c(S_y) |\phi_{y-1}\rangle_b, \quad (B2)
$$

in the case that the environment of the marginal is used. For notational simplicity, we will use the latter notation, assuming the MPO $E_m(S_{>y})$ is the unit MPO when $\chi_m = 0$ is used. In diagrammatic notation, this probability can be drawn as

$$
 p_c(S_y|S_{<y}) = \quad \text{(B3)} \quad \text{where we define } S_y \equiv (s_1, ..., s_N) \text{ for notational simplicity.}
$$

A multidimensional probability distribution $p(s_1, s_2, s_3, s_4)$ such as the one in Eq. (B3) can always be decomposed in a product of conditional probabilities using the bayesian rule:

$$
 p(s_1, s_2, s_3, s_4) = p(s_4|s_3, s_2, s_1) p(s_3|s_2, s_1) p(s_2|s_1) p(s_1), \quad (B4)
$$

where the marginal probability distribution is given by

$$
 p(s_1) = \sum_{s_1, s_2, s_3} p(s_1, s_2, s_3, s_4), \quad (B5)
$$

and $p(x|y)$ is the conditional probability distribution of the set of degrees of freedom $x$, conditioned on the set of degrees of freedom $y$. Sampling from $p(s_1, s_2, s_3, s_4)$ can now be done sequentially, by first sampling a configuration $(s_1)$ from $p(s_1)$, then using the outcome to construct $p(s_2|s_1)$ and sample from this the configuration $(s_1, s_2)$, and repeating this until a configuration of all degrees of freedom is sampled.

Any probability distribution can be written in this form, but calculating the marginal probability distributions is in principle exponentially hard. To sample this probability distribution, we adapt the perfect sampling approach for unitary tensor networks [45]. To this end, we first calculate $p(s_1)$ defined in Eq. (B4) as the marginal over all trailing degrees of freedom except the first:

$$
 p_c(s_1|S_{<y}) = \sum_{\{s_2...s_4\}} p_c(S_y|S_{<y}) \quad \text{(B6)}
$$

Here, we defined the environment $e_1$ obtained by contracting all columns of the tensor network defined in Eq. (B3), where we also contract over the physical degrees of freedom to perform the marginalization. The contraction in Eq. (B6) yields (the diagonal of) a density matrix, from which we sample $s_1$ according to the probabilities defined as its entries. As this is a low-dimensional distribution, we can make use of simple algorithms yielding uncorrelated samples. Once we have sampled $s_1$, we can construct the probability distribution $p(s_2|s_1)$ as follows

$$
 p_c(s_2|S_{<1}, s_1) = \sum_{s_3, s_4} p_c(s_2, s_3, s_4|S_{<1}, s_1) \quad \text{(B7)}
$$

$\text{\text{\}}$
Here, we require the environment $e_2$, which is defined in a similar manner as $e_1$, but now contracting only over all but the first two columns in Eq. (B3). Note that during calculation of $e_1$, we already calculated all other environments $e_2...4$. Furthermore, we compute the environment $\sigma_1$ by contracting the first column of Eq. (B3), where the orange tensors are projected on the value of $s_1$ sampled in the previous step. The resulting contraction yields a density matrix from which we can sample $s_2$ using the probabilities specified on the diagonal. We can keep repeating this procedure until we have sampled all the degrees of freedom. In total, this yields an uncorrelated configuration from the probability distribution $p_c(S_y)$. 