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Abstract. In the last few years, numerical simulations of QCD on the lattice have reached a new level of accuracy. A wide range of thermodynamic quantities is now available in the continuum limit and for physical quark masses. This allows a comparison with measurements from heavy ion collisions for the first time. Furthermore, calculations of dynamical quantities are also becoming available. The combined effort from first principles and experiment allows us to gain an unprecedented understanding of the properties of quark-gluon plasma. I will review the state-of-the-art results from lattice simulations and connect them to the experimental information from RHIC and the LHC.

1. Introduction

Strongly interacting matter undergoes a phase transition from a hadronic, confined phase, to a deconfined plasma of quarks and gluons (QGP) under extremely high temperatures or densities. Just a few microseconds after the Big Bang, the opposite transition took place; the building blocks of matter, the hadrons, were formed at this point. The same conditions of the early Universe can be re-created in the laboratory, in ultra-relativistic heavy-ion collision (HIC) experiments currently taking place at the Large Hadron Collider (LHC) at CERN, and the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL), soon to be followed by FAIR (GSI) and NICA (Dubna). While the LHC is running at the highest possible energies, thus exploring the high-temperature, zero net-density phase, the other experiments are performing a Beam Energy Scan (BES) in order to study the finite density behavior of strongly interacting matter. In particular, RHIC will run a second BES program in 2019/2020, which will focus on low collision energies with increased luminosity and enable us to reach higher statistical precision and thus turn trends and features into definitive conclusions. Since its discovery [1, 2, 3, 4, 5, 6, 7], it quickly became clear that the QGP exhibits many unexpected features, being the smallest, hottest, most perfect fluid ever observed. Quantum Chromodynamics (QCD), the fundamental theory of strong interactions, is a non-abelian gauge theory which can only be solved numerically in the strongly coupled regime of relevance in the vicinity of the phase transition. These
Lattice QCD simulations are performed by placing quarks and gluons on a discretized lattice and simulating their interactions in thermal equilibrium. There is a general consensus that the system formed in HICs is close to thermal equilibrium, which endorses lattice QCD as one of the main tools to study the underlying thermodynamics from the theoretical point of view.

These numerical simulations are hindered by two main limitations: the sign problem does not allow simulations at finite net-baryon densities, while extracting dynamical quantities is notoriously difficult because it requires the application of inversion methods or modeling in order to integrate over a discrete set of lattice points. There are exploratory studies in various toy models and QCD-like theories where the sign problem could be solved either by finding appropriate dual variables [8] or by the use of Lefschetz thimbles [9, 10, 11]. For realistic systems, however, these techniques have not yet been generalized, and evidence is lacking that such a generalization is possible at all. Large scale studies use simulations at the physical point and extract physics at positive chemical potentials through analytical continuation from imaginary chemical potential, or a Taylor expansion of thermodynamic quantities around chemical potential \( \mu_B = 0 \). These methods enable us to explore a region of the phase diagram which is at present limited to \( \mu_B/T \simeq 2 \). For these reasons, the QCD phase diagram in the \( T \) and \( \mu_B \) plane is still vastly unexplored. It has been shown that the transition from the hadronic to the partonic system at zero baryochemical potential is a broad cross-over [12]: the change between the phases as a function of the temperature happens gradually. One of the main unanswered questions is whether the transition between the hadronic phase and the QGP becomes first order at large net-baryonic density. Understanding the emergence of critical phenomena in the theory of strong interactions has become a cardinal challenge not only for theory but also for experiments since, depending on the location of the critical end point (CEP) in the \((T,\mu_B)\) plane, its effects may be probed in HICs [13].

Lattice QCD simulations have reached unprecedented levels of accuracy in recent years, as for the first time they can be performed with realistic values of the physical parameters (e.g. quark masses) and on fine lattices, which leads to a very precise determination of observables that can be compared to experimental measurements. This work presents an overview of the most recent lattice results, in connection to the physics of heavy-ion collisions at RHIC and the LHC. The manuscript is organized as follows: in Section 2 a brief introduction to QCD on a discretized grid is given; Section 3 is meant as the main body of this report and it contains several subsections on the most interesting observables from QCD thermodynamics: the QCD equation of state and fluctuations of conserved charges at zero and finite density, the QCD transition line and the partial pressures of hadronic states divided into families according to their flavor and baryon number content. The comparison to experimental observables and its limitations are discussed. Section 4 presents results on transport coefficients of experimental relevance such as shear viscosity, electric conductivity and heavy flavor diffusion coefficient. In Section 5 available results on the spectral functions of heavy
2. QCD thermodynamics on a discretized grid

Lattice field theory is based on a path-integral representation of the theory: the QCD partition function can be written in terms of a Euclidean path integral over quark (Dirac spinor \( \psi_f, \bar{\psi}_f \)) and gluon (SU(3) vector \( A_\mu \)) fields. Such partition function will depend on the temperature \( T \), volume \( V \), quark masses \( m_f \) and chemical potentials \( \mu_f \). The index \( f \) labels the different quark flavors. In order to apply powerful techniques developed in statistical mechanics, the theory is considered in the Euclidian space-time by substituting the real time \( t \) with an imaginary time, \( t \to -ix_4 \), with real \( x_4 \). The lattice discretization of the Euclidian space-time defines the lattice field theory we shall study. We will consider mainly 4-dimensional hyper-cubic lattices \( N_s^3 \times N_t \) with three spatial dimensions \( N_s \) and a temporal dimension \( N_t \), unless stated otherwise. The temperature is defined as the inverse of the temporal extension of the lattice: \( T = 1/(N_t \cdot a) \), where \( a \) is the lattice spacing. The lattice points are called sites and the bonds connecting the nearest neighbor sites are called links. Matter fields are defined on the sites, while gauge fields live on the links \( U_\mu(x) = \exp(iaA_\mu(x)) \). The simplest way of discretizing the theory is by replacing the derivatives in the continuum euclidean action by finite differences. This trivial action can be improved in order to reduce the discretization effects, e.g. by including further differences in the derivative than just the nearest neighbors.

For fermions on the lattice, a complication exists in the formulation: in addition to the physical mode, there are so called “doublers” which arise as a consequence of the fact that the derivative in the kinetic term of the Dirac action is first order. These unwanted modes survive as relevant degrees of freedom in the continuum limit. Staggered fermions are constructed in order to partially reduce the number of doublers: for each physical quark flavors, there are four in the Staggered formulation. The flavor-chiral symmetry is broken due to a flavor-mixing interaction at finite lattice spacing. However, at least a part of the chiral symmetry is preserved. This makes a numerical analysis of chiral properties much easier than in the case of Wilson fermions, and staggered fermions require less computer resources than Wilson fermions as well. The latter are constructed by introducing a second-derivative term in the action; in this way, the doublers are decoupled in the limit \( a \to 0 \). However, because the Wilson term is essentially the mass term for doublers, chiral symmetry is violated even in the limit of vanishing bare quark mass.

The finite temperature field theory is defined by the Matsubara formalism for finite temperature statistical systems. We consider static systems in thermal equilibrium at temperature \( T \). The partition function of QCD in the Euclidean space-time is given by:

\[
Z(T,V) = \int \prod_\mu D A_\mu \prod_f D \psi_f D \bar{\psi}_f \exp(-S_E(T,V))
\]  

For fermions on the lattice, a complication exists in the formulation: in addition to the physical mode, there are so called “doublers” which arise as a consequence of the fact that the derivative in the kinetic term of the Dirac action is first order. These unwanted modes survive as relevant degrees of freedom in the continuum limit. Staggered fermions are constructed in order to partially reduce the number of doublers: for each physical quark flavors, there are four in the Staggered formulation. The flavor-chiral symmetry is broken due to a flavor-mixing interaction at finite lattice spacing. However, at least a part of the chiral symmetry is preserved. This makes a numerical analysis of chiral properties much easier than in the case of Wilson fermions, and staggered fermions require less computer resources than Wilson fermions as well. The latter are constructed by introducing a second-derivative term in the action; in this way, the doublers are decoupled in the limit \( a \to 0 \). However, because the Wilson term is essentially the mass term for doublers, chiral symmetry is violated even in the limit of vanishing bare quark mass.

The finite temperature field theory is defined by the Matsubara formalism for finite temperature statistical systems. We consider static systems in thermal equilibrium at temperature \( T \). The partition function of QCD in the Euclidean space-time is given by:
where
\[ S_E(T,V) = -\int_0^{1/T} dx_4 \int_V d^3 x \mathcal{L}^E, \]
\[ \mathcal{L}^E = -\sum_f \bar{\psi}_f(x)(\mathcal{P} + m_f)\psi_f(x) - \frac{1}{4} F_{\mu\nu}^a(x) F_{\mu\nu}^a(x) \]
and
\[ \mathcal{P} = (\partial_\mu + ig\frac{\lambda^a}{2} A_\mu^a) \gamma_\mu \quad F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a - gf^{abc} A_\mu^b A_\nu^c. \]

We will be presenting results for thermodynamic quantities such as pressure \( p \), energy density \( \epsilon \), entropy density \( s \) and trace anomaly \( I \). These quantities are defined as derivatives of the partition function with respect to the temperature and physical volume of the system:
\[ p = T \frac{\partial \ln Z}{\partial V} \]
\[ \epsilon = -\frac{1}{V} \frac{\partial \ln Z}{\partial T} \]
\[ I = \epsilon - 3p \]
\[ s = \frac{\epsilon + p}{T}. \]

The thermal expectation value of physical observables \( \mathcal{O} \) can be expressed as
\[ \langle \mathcal{O} \rangle = \frac{1}{Z(T,V)} \int \prod_\mu \mathcal{D}A_\mu \prod_f \mathcal{D}\psi_f \mathcal{D}\bar{\psi}_f \exp(-S_E(T,V)). \]

In principle, the above listed quantities also depend on the quark chemical potentials. However, as already mentioned, the fermion sign problem prevents the numerical calculation of thermodynamic quantities at \( \mu_i \neq 0 \). A possible way to circumvent this problem is through analytically continued results of simulations at imaginary chemical potentials, which we briefly explain here as it will be useful later in the text. The chemical potential is introduced through weighted temporal links in the staggered formalism:
\[ U_0(\mu) = e^{\mu} U_0, \quad U_0^\dagger(\mu) = e^{-\mu} U_0^\dagger. \]

Thus, an imaginary \( \mu \) translates into a phase factor for the antiperiodic boundary condition in the Dirac operator. Due to the \( Z(3) \) symmetry of the gauge sector, there is a non-trivial periodicity in the imaginary chemical potential \( \mu_q \to \mu_q + i(2\pi/3)T \), which translates to the baryochemical potential as \( \mu_B \to \mu_B + i2\pi T \), the Roberge-Weiss symmetry. This is independent of the charge conjugation symmetry \( \mu_B \leftrightarrow -\mu_B \).

The introduction of the imaginary chemical potential does not break the \( \gamma_5 \)-Hermiticity of the Dirac operator, it can simply be introduced as a phase shift in the time-like boundaries. The chemical potential can be implemented on a flavor-by-flavor basis. One can then have different choices for the chemical potentials \( \mu_i \). Usually, \( \mu_u = \mu_d \), while for the strange chemical potential different possibilities arise. A non-trivial choice is the tuning to \( \langle n_S \rangle = 0 \), useful for phenomenological purposes. This requires the solution of a differential equation, where the \( \mu^I_S(\mu^I_B) \) function is to be determined:
\[ \frac{d}{d\mu^I_B} \frac{\partial \log Z}{\partial \mu_S} = 0. \]
with the trivial initial condition \( \partial \ln Z/\partial \mu_S = 0 \) at \( \mu^I_B = 0 \).
3. Bulk properties of QCD matter

The most reliable and precise results available today from lattice QCD simulations concern the calculation of thermodynamic observables in equilibrium. Due to a steady and continuous improvement in computer resources, numerical algorithms and our physical understanding which manifests itself in physical techniques (e.g. the Wilson-flow scale setting introduced in Ref. [14]), final results for several quantities exist in the continuum limit and for physical values of the parameters such as the quark masses. Therefore, for the first time they can be reliably utilized in a variety of applications:

(i) as inputs in the phenomenological modeling of heavy ion collisions such as hydrodynamic simulations;
(ii) to test models which try to identify the effective degrees of freedom at a given temperature and chemical potential;
(iii) to tune models which are then used to extend the lattice approach to large density or to the calculation of dynamical quantities;
(iv) to test the range of applicability of perturbation theory;
(v) in comparison to experimental measurements, in order to extract the properties of the system created in heavy ion collisions from first principles.

To zeroth order in the coupling, all thermodynamic quantities can be evaluated analytically. Since the effective QCD coupling goes to zero logarithmically at short distances, it is reasonable to attempt a perturbative expansion of the thermodynamic potential at high energy density. A perturbation series can be constructed and truncated at a given order in the expansion parameter (the QCD coupling constant). The convergence of this series turns out to be slow; for this reason, resummation techniques (such as Hard Thermal Loop) or dimensional reduction have been proposed and successfully applied to several observables. Deviations of the lattice QCD results at large temperatures from the ideal gas limit are observed, much more prominently in global thermodynamic observables than in quantities which do not involve the gluonic contribution at tree level, such as fluctuations of conserved charges. This shows that the gluonic interaction is still conspicuous at large temperatures. It is important to test at which temperature the perturbative approach will break down, which in general depends on the observable under study.

In the low temperature phase, the results of lattice simulations for QCD thermodynamics are well described by the Hadron Resonance Gas (HRG) model, whose roots are in the theorem by Dashen, Ma and Bernstein [15] which allows one to calculate the microcanonical partition function of an interacting system, in the thermodynamic limit $V \to \infty$, assuming that it is a gas of non-interacting free hadrons and resonances.

In between these two opposite regimes of temperatures, lattice QCD simulations are needed, to calculate thermodynamic quantities from first principles. In this section, an overview of the most recent results will be provided.
3.1. Equation of state at $\mu_B = 0$

The Equation of State (EoS) of a system is the most relevant quantity to describe its behavior in the given physical conditions. In the case of zero net-baryonic density, the EoS of QCD is known with high precision from first principles since a few years: in 2014 the HotQCD collaboration published continuum results for pressure, energy density, entropy density and interaction measure as functions of the temperature [17] which agree with the ones previously obtained by the Wuppertal Budapest (WB) collaboration [18, 19]. Both results have been obtained for a system of 2+1 quark flavors with physical values of the quark masses and in the continuum limit. In both cases, staggered fermions have been used, but with two different discretizations: the WB collaboration used the tree-level Symanzik improved gauge, and stout-improved staggered fermion action with two levels of smearing (2stout) [20], while the HotQCD collaboration used the highly improved staggered quark (HISQ) action introduced in [21]. The fact that the two analyses, which differ at finite lattice spacing, yield the same result in the continuum limit is a fundamental test of the lattice approach to QCD thermodynamics. The continuum extrapolated results for interaction measure, entropy density and pressure are shown in the left panel of Fig. 1. The gray points are from the HotQCD collaboration, while the colored ones are from the WB collaboration. The figure also shows the Stefan-Boltzmann limit for the pressure and the scaled entropy; the curves at low temperature correspond to the HRG model predictions. Notice that, as already anticipated, the thermodynamic quantities are still relatively far from the corresponding ideal gas value, even at temperatures of the order of 400 MeV. Some observables show a good agreement with resummation [22] or dimensional reduction [23] techniques already at $T \sim 400$ MeV, while for others this is not the case. For example, in the case of the trace anomaly, the results from Hard Thermal Loop perturbation theory to three-loop order [22] show a large uncertainty, corresponding to varying the renormalization scale. The results from Electrostatic QCD are in good agreement with the HTL ones, and the lattice results approach the perturbative ones at $T \sim 2 - 3T_c$.

More rigorous formulations (e.g. simulations with Wilson, overlap or domain wall fermions) will serve as important cross-checks in the coming years. It is worth mentioning that, recently, first results for the equation of state obtained from other approaches to lattice QCD are becoming available: these include the gradient flow method [24, 26], which extracts the thermodynamic quantities from the energy-momentum tensor, and twisted mass fermions [27]; the former are limited so far to the quenched approximation [25] or heavier than physical quark masses [26], the latter to two flavors with heavier-than-physical quark masses.

More recently, the effect of the charm quark on thermodynamic quantities has been investigated [24]. From this analysis, it turns out that the charm quark is a relevant degree of freedom already at $T \sim 250$ MeV, which should be taken into account in hydrodynamic simulations of heavy ion collisions at the LHC energies [28]. This is shown in the right panel of Fig. 1.
Recently, an important validation of the lattice QCD Equation of State has been obtained from a Bayesian analysis [29]. This framework, based on a comparison of data from RHIC and the LHC to theoretical models, has applied state-of-the-art statistical techniques to the combined analysis of a large number of observables while varying the
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**Figure 1.** Left: Continuum extrapolated results for trace anomaly, entropy density and pressure. The gray points are from the HotQCD collaboration [17], while the colored ones are from the WB collaboration [19]. The figure also shows the Stefan-Boltzmann limit for the pressure and the scaled entropy; the curves at low temperature correspond to the HRG model predictions. Right: the trace anomaly and pressure in the 2+1 and 2+1+1 flavor theories (from Ref. [24]).
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**Figure 2.** From Ref [29]: Constraints on the QCD equation of state from the Bayesian analysis. (a) Fifty equations of state were generated by randomly choosing the parameters from the prior distribution and weighted by the posterior likelihood (b). The two red lines in each figure represent the range of lattice equations of state shown in [17], and the green line shows the equation of state of a non-interacting hadron gas. This suggests that the matter created in heavy-ion collisions at RHIC and at the LHC has a pressure that is similar to that expected from equilibrated matter.
model parameters. The posterior distribution over possible equations of states turned out to be consistent with results from lattice QCD simulations, as shown in Fig. 2. This analysis has also been successfully applied to infer the behavior of other quantities, such as the shear viscosity of the QGP at zero [30] and finite density [31].

It is worth pointing out that results exist for the equation of state of QCD in background magnetic fields [32, 33]: in Ref. [33] the equation of state for a system of 2+1 flavors at physical quark masses has been obtained, together with the magnetic susceptibility and permeability, which show that strongly interacting matter is paramagnetic around and above the transition temperature.

3.2. Equation of state at $\mu_B \neq 0$

The equation of state of strongly interacting matter at finite density is a very relevant quantity, among other things, for the low energy runs of heavy ion collisions and for neutron star physics. It is worth mentioning that recently, results from perturbative QCD at very large density have been obtained and used to constrain neutron star matter [34]. Extracting the equation of state (and other properties) of QCD at finite chemical potential from regular Monte Carlo simulations is not possible at the moment. Indeed, ab initio calculations in the baryon dense regime of QCD are hindered by the fermion sign problem, a fundamental technical obstacle of exponential complexity [35] inherent to any path integral representation of Fermi systems at finite density.

Over the last few years, alternative methods have been proposed to extract the properties of QCD matter at small chemical potential. These include Taylor expansion around $\mu_B = 0$ [36, 37, 38, 39, 40], analytic continuation from imaginary $\mu_B$ [41, 42, 43, 44, 45, 46, 47, 48], reweighting of the generated configurations [49, 50, 51, 52], use of the canonical ensemble [53, 54, 55] and density of state methods [56, 57]. Here we will focus on the first two.

The pressure of QCD can be expanded in a Taylor series around $\mu_B = 0$ in the following way

$$\frac{p(T, \mu_B)}{T^4} = \frac{p(T, 0)}{T^4} + \sum_{n=1}^{\infty} \frac{1}{(2n)!} \left( \frac{d^{2n}(p/T^4)}{d(\mu_B/T)^{2n}} \right)_{\mu_B=0} \left( \frac{\mu_B}{T} \right)^{2n} = \sum_{n=0}^{\infty} c_{2n}(T) \left( \frac{\mu_B}{T} \right)^{2n}. \quad (8)$$

The coefficients $c_i(T)$ of the Taylor series are simulated on the lattice, either directly at $\mu_B = 0$ or by using the analytical continuation technique from imaginary $\mu_B$. This means that the method traditionally used at $\mu_B = 0$ can be generalized to any imaginary $\mu_B$, and the $\mu_B$-dependence of the direct derivative is then analyzed, in order to extract higher order coefficients. More in detail, in the direct method a derivative of the partition function can be written in terms of the action with all fermionic degrees of freedom already integrated out, $S_{eff}$, as follows:

$$\partial_i \log Z = \frac{1}{Z} \int \mathcal{D}U \partial_i e^{-S_{eff}} = \langle A_i \rangle. \quad (9)$$

Here $i$ indicates the variable of the derivative, the chemical potential $\mu_i$ in this case. $A_i$ is the first derivative of $S_{eff}$ without the factor $e^{-S_{eff}}$. Its ensemble average is
calculated with the same weight used for generating the configurations. In particular,
\[ A_i = \frac{1}{4} \text{tr} M_i^{-1}(m_i, \mu_i) M'_i(m_i, \mu_i), \]
where \( M_i(m_i, \mu_i) = m_i + \phi(\mu_i) \) is the fermion operator with the bare mass \( m_i \); \( M'_i(m_i, \mu_i) \) stands for its first derivative with respect to \( \mu_i \). Higher order derivatives can be evaluated in a similar way. The most expensive part of this method is the calculation of the trace in Eq. (10), which contains disconnected contributions and appears in almost all susceptibilities.

After the early results for \( c_2, c_4 \) and \( c_6 \) [37], the first continuum extrapolated results for \( c_2 \) were published in Ref. [58]; in Ref. [59] \( c_4 \) was shown, but only at finite lattice spacing. The continuum limit for \( c_6 \) was published for the first time in [60], and later in [61]. In [62], a first determination of \( c_8 \), at two values of the temperature and \( N_t = 8 \) was presented.

Figure 3. From Ref. [60]. Coefficients \( c_0, \ldots c_6 \) for the Taylor expansion of the pressure around \( \mu_B = 0 \) in the case of strangeness neutrality. The data are continuum extrapolated and they are presented as functions of the temperature along with the HRG prediction (red lines).

In Fig. 3 the continuum extrapolated results for \( c_0, c_2, c_4 \) and \( c_6 \) from Ref. [60] are shown as functions of the temperature. In this case, strangeness neutrality \( \langle n_s \rangle = 0 \) and electric charge conservation \( \langle n_Q \rangle = 0.4 \langle n_B \rangle \) are enforced to match the experimental
situation, and the coefficients are intended as total derivatives. They have been obtained by simulating the following quantity at zero and imaginary $\mu_B$:

$$\frac{n}{\mu_B T^2} = \frac{T}{\mu_B} \left. \frac{d(p/T^4)}{d(\mu_B/T)} \right|_{(n_S)=0, \ (n_Q)=0.4(n_B), T=\text{const}}. \tag{11}$$

Note that $n$ is related to the baryon number density as $\frac{n}{n_B} = 1 + 0.4\frac{\mu_B \rho_B}{\mu_B}$. The first few terms in its Taylor expansion are: $2c_2 + 4c_4(\mu_B/T)^2 + 6c_6(\mu_B/T)^4$: taking derivatives of $n/(\mu_B T^2)$ with respect to $\mu_B$, one can obtain the desired Taylor coefficients. It turns out that this method allows a more precise determination of these quantities, compared to the direct simulation at $\mu_B = 0$. A similar approach, based on the simultaneous fit of several observables at imaginary chemical potential, was used in Ref. [62].

The left panel of Fig. 4 shows the isentropic trajectories in the $(T, \mu_B)$ plane that the system in a heavy-ion collision would follow in the absence of dissipation, namely for vanishing shear viscosity. The right panel of Fig. 4 shows the pressure and trace anomaly calculated along two such isentropes. Both panels are from Ref. [60].
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**Figure 4.** From Ref. [60]. Left: isentropic trajectories, in the $(T, \mu_B)$ plane, that the system created in heavy ion collisions would follow in the absence of dissipation. The lines at low temperature correspond to the HRG model result. The black points correspond to the freeze-out data of Ref. [63]. Right: pressure and trace anomaly calculated along two of the isentropes.

The direct method has been used in Ref. [61], which presents a detailed extraction of the equation of state at finite $\mu_B$, up to $O(\mu_B^6)$, both in the case of strangeness neutrality and for $\mu_S = \mu_Q = 0$. The ratios of coefficients $c_4/c_2$ and $c_6/c_2$ corresponding to the latter case are shown in Fig. 5. The authors of Ref. [61] also calculated thermodynamic quantities at fixed $\mu_B/T$ up to a certain power of $\mu_B$. Recently, a holographic approach to strongly interacting matter [64] has been constructed to reproduce QCD thermodynamics at $\mu_B = 0$, and then extended to high density which the lattice simulations cannot reach at the moment; all the Taylor expansion coefficients available from lattice QCD are reproduced by this approach. Ref. [61] contains a test of the validity of the Taylor series truncation, which shows that the full and truncated results up to $O(\mu_B^6)$ from the holographic approach agree with each other up to $\mu_B/T \approx 2.5$, while for larger chemical potentials, the term $O(\mu_B^8)$ is required.
This shows the need of calculating higher order coefficients on the lattice, in order to have an EoS from first principles which covers the whole energy scan range at RHIC.

3.3. QCD phase diagram

Lattice QCD simulations predict that the phase transition from hadronic degrees of freedom to the QGP is a broad analytical crossover, which happens gradually in the temperature range $T \simeq 145 - 165$ MeV [12, 65, 66, 67]; due to the nature of the transition, it is not possible to unambiguously define a transition temperature, and different observables yield slightly different values. The inflection point of the chiral condensate and the peak of the renormalized chiral susceptibility or the disconnected chiral susceptibility yield a transition temperature $T = 154 \pm 9$ [68]. The chiral crossover temperature is closely related to the phase transition temperature in the limit of vanishing $u$ and $d$ quark masses [68, 69]. The deconfinement transition is well defined in the pure gauge limit, the renormalized Polyakov loop being the order parameter in that case. For physical values of the quark masses, the Polyakov loop still shows a rapid rise which leads to the identification of an inflection point, which is however renormalization-scheme dependent. It was recently pointed out that the negative derivative of the static quark free energy (which is defined as the logarithm of the Polyakov loop times the temperature) has a peak at a temperature which coincides with the chiral transition temperature within errors [70].

Through a Taylor expansion or analytical continuation from imaginary chemical potential, it is possible to follow the behavior of the transition temperature at finite density: the temperature itself can be expanded in Taylor series as follows:
The curvature of the phase diagram, $\kappa$, turns out to be very small at $\mu_B = 0$. Several results exist in the literature, which slightly differ from each other due mainly to the choice on how to treat the strange chemical potential. In the case in which the quark chemical potentials are all equal ($\mu_s = \mu_{u,d}$), and for $m_s/m_{u,d} = 20$, the curvature obtained from the disconnected part of the renormalized susceptibility of the light quark chiral condensate is $\kappa = 0.020(4)$ [79]. Using the chiral susceptibility and two different ways to extract the inflection point of the chiral condensate, the authors of Ref. [80] found $\kappa = 0.0135(20)$ at $\mu_S = 0$. In Ref. [71], a value of $\kappa = 0.0149(21)$ was found from the chiral condensate, chiral susceptibility and strange quark susceptibility, in the case of strangeness neutrality ($\langle n_S \rangle = 0$). The phase diagram obtained in Ref. [71] is shown in the left panel of Fig. 6. These results are in agreement with recent estimates of the curvature of lines of constant pressure, energy density and entropy density in the QCD phase diagram [61]: the latter are shown in the right panel of Fig. 6.

The coefficients of the Taylor series can provide information on the location of the QCD critical point [81]. Since thermodynamic variables are non-analytic at the critical point, the radius of convergence of the Taylor series corresponds to the distance from...
the series origin to the nearest non-analytic point. If this point is on the real $\mu$ axis, one has effectively located the CEP. The radius of convergence can be obtained from ratios of subsequent expansion coefficients for the free energy ($r_{n,m}^f$) or its derivatives with respect to $\mu_B$ ($r_{n,m}^\chi$) \[82\]:

$$r_{n,m}^f(T) = \left| \frac{m!}{n!} \chi_n(T) \right|^{1/(m-n)}$$
$$r_{n,m}^\chi(T) = \left| \frac{(m-2)!}{(n-2)!} \chi_n(T) \right|^{1/(m-n)}.$$

(13)

These estimates necessarily coincide when $n$ and/or $m$ go to infinity, giving the radius of convergence of the series for a given $T$. The idea of using the Taylor expansion as a tool to locate the critical endpoint has been subject of discussion in the literature: while its validity has been tested e.g. in the 3D-Ising model \[83\], generally a successful extrapolation of the critical point requires high orders in the cumulant expansion, as well as excellent control of errors. It is not clear whether the number of coefficients known in practice is enough to reliably constrain the location of the critical point. However, the expectation is that a consistent determination of the critical point appears when the estimators above agree with each other or show some sign of convergence. An example based on $r_{4,6}^\chi$ is shown in Fig. 7 (from Ref. \[61\]), in which the two most recent sets of estimates for the radius of convergence from Refs. \[61\] and \[62\] are shown. They exclude the presence of a critical point in the QCD phase diagram for $\mu_B/T \leq 2$, in the temperature range $135 \text{ MeV} \leq T \leq 155 \text{ MeV}$.
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**Figure 7.** From Ref. \[61\]. Estimators for the radius of convergence of the Taylor series for net baryon-number fluctuations, $\chi_{B}^{T}(T; \mu_B)$, in the case of vanishing electric charge and strangeness chemical potentials obtained on lattices with $N_t = 8$. Shown are lower bounds for $r_{4,6}^\chi$ from Ref. \[61\] (squares) and from calculations with an imaginary chemical potential (triangles) \[62\]. The gray band shows an estimator from $r_{2,4}^\chi$. The figure also shows an estimate for the location of the critical point obtained from calculations using Taylor expansion (empty circle) \[84\] and unimproved staggered fermions with a reweighting technique (full circle) \[52\]. The two dashed lines are estimates based on $r_{4,6}^\chi$ and $r_{2,4}^\chi$ from the HRG model.

Results for the QCD phase diagram in the presence of a magnetic field have been obtained e.g. in Refs. \[85\] \[86\]; the background magnetic field reduces the transition
temperature; more recently, it has been pointed out that the transition becomes first order in the presence of asymptotically large magnetic fields [87].

3.4. Fluctuations of conserved charges

Fluctuations of conserved charges are defined as

$$\chi_{l,m,n}^{BSQ} = \frac{\partial^{l+m+n}(p/T^4)}{(\partial \mu_B/T)^l(\partial \mu_S/T)^m(\partial \mu_Q/T)^n}. \quad (14)$$

They can be calculated on the lattice as combinations of quark flavor fluctuations, through the following relationship between chemical potentials:

$$\mu_u = \frac{1}{3} \mu_B + \frac{2}{3} \mu_Q$$
$$\mu_d = \frac{1}{3} \mu_B - \frac{1}{3} \mu_Q$$
$$\mu_s = \frac{1}{3} \mu_B - \frac{1}{3} \mu_Q - \mu_S. \quad (15)$$

The relevance of fluctuations for the physics of heavy ion collisions has been increasing in recent years. The higher order fluctuations of conserved charges are expected to diverge at the critical point, and therefore they have been proposed long ago as one of its possible experimental signatures [38, 88, 89]. For this reason, fluctuations have became one of the central measurements for the Beam Energy Scan at RHIC. Renewed interest in these observables has been stimulated also at small chemical potentials, due to the possibility of extracting freeze-out parameters of a heavy-ion collision from first principles, by comparing measurements to lattice QCD results [90, 91, 92] or of studying the chiral criticality through higher order fluctuations [93]. Besides, linear combinations of fluctuations can be used to identify the effective degrees of freedom and study the chemical composition of the system at a given temperature and chemical potential [94, 95].

The first continuum-extrapolated results for second order fluctuations of conserved charges at physical quark masses were presented in Ref. [96] (almost-physical quark mass results are shown in Ref. [97], heavier quark mass results are shown in Ref. [98]) and later extended to selected fourth-order fluctuations and correlations [99, 100]. From these results it is evident that, at large temperatures, the observables are much closer to the ideal-gas limit, compared to the global thermodynamic observable presented in Section 3.1. Also, these observables agree with perturbation theory predictions [101, 102] for temperatures $T \geq 250$ MeV.

Before concentrating on the comparison of fluctuations of conserved charges with experiments, here we describe a couple of other possible applications for these observables. For example, it is possible to construct linear combinations of fluctuations which, in the low-temperature phase, select the contribution to thermodynamic quantities of hadrons according to their quantum numbers [95, 103, 104]. In the range
of applicability of the HRG model, the pressure can be written as

$$P_{\text{tot}}(T, \mu) = \sum_k P_k(T, \mu_k) = \sum_k (-1)^{B_k+1} d_k T \left( \frac{2\pi}{3} \right)^3 \times$$

$$\int d^3 p \ln \left( 1 + (-1)^{B_k+1} \exp \left[ -\left( \sqrt{p^2 + m^2_k} - \mu_k \right) \frac{T}{T} \right] \right),$$

where the index $k$ runs over all known baryons and mesons. Under the assumption that the Boltzmann approximation yields a good description of thermodynamic quantities, it is possible to re-write the pressure as

$$P(\hat{\mu}_B, \hat{\mu}_S) = P_{00}^{BS} + P_{10}^{BS} \cosh(\hat{\mu}_B) + P_{01}^{BS} \cosh(-\hat{\mu}_S)$$

$$+ P_{11}^{BS} \cosh(\hat{\mu}_B - \hat{\mu}_S) + P_{12}^{BS} \cosh(2\hat{\mu}_B - 2\hat{\mu}_S)$$

$$+ P_{13}^{BS} \cosh(3\hat{\mu}_B - 3\hat{\mu}_S),$$

(17)

where $\hat{\mu}_i = \mu_i/T$, and the quantum numbers can be understood as absolute values.

The coefficients $P_{ij}^{BS}$ can be calculated either through simulations at imaginary chemical potential [104] or through linear combinations of fluctuations that can be simulated directly at $\mu_B = 0$ [95]. In the latter case, the definition of these quantities is not unique, and different combinations can be used, which agree in the hadronic phase but disagree as soon as strange quarks are liberated. This idea was used in Ref. [95] to find the onset of deconfinement for strange quarks.

Figure 8. Left: From Ref. [104]: Logarithmic plot illustrating the many orders of magnitude covered by the values of the partial pressures. The total pressure is taken from Ref. [19]. In all cases, the solid lines correspond to the HRG model results based on the PDG2016 spectrum. Right: From Ref. [105]: $BS$ correlations normalized to the second cumulant of net strangeness fluctuations. Results are from (2+1)-flavor lattice QCD calculations. The band depicts the improved estimate for the continuum result. The solid line is the result for this observable based on the PDG states, the dotted line includes states predicted by the Quark Model [106, 107].

Extracting these coefficients through imaginary chemical potentials simulations
considerably reduces the uncertainty of the lattice results, and allowed the authors of Ref. [104] to extract very precise results for the pressures of the single hadronic families. These results are shown in the left panel of Fig. 8. This analysis has been stimulated by Ref. [105], in which it was pointed out that the ratio of fluctuations $\chi_{11}^{BS}/\chi_{2}^{S}$ does not agree with the HRG model predictions already at low temperatures, indicating the need for more strange hadronic states with respect to the ones listed in the PDG (see the right panel of Fig. 8). In Ref. [104], it was possible to identify the flavor content of the missing hadrons, which will be useful to guide their future experimental searches.

The most interesting feature of fluctuations is that they can be related to the moments of the distribution of the corresponding conserved charges (mean $M$, variance $\sigma^2$, skewness $S$ and kurtosis $\kappa$) through the following formulas:

$$
\begin{align*}
M &= \chi_1 \\
\sigma^2 &= \chi_2 \\
S &= \chi_3/\chi_2^{3/2} \\
\kappa &= \chi_4/\chi_2^2.
\end{align*}
$$

(18)

Usually ratios are defined, so that the volume factor cancels out in the theoretical definition of fluctuations, and they become functions only of $T$ and $\mu_B$:

$$
\begin{align*}
M/\sigma^2 &= \chi_1/\chi_2 \\
S\sigma &= \chi_3/\chi_2 \\
S\sigma^3/M &= \chi_3/\chi_1 \\
\kappa\sigma^2 &= \chi_4/\chi_2.
\end{align*}
$$

(19)

The idea is that the particle multiplicity and their fluctuations are fixed at the chemical freeze-out, so that their experimental value corresponds to the temperature and chemical potential of that particular moment in the evolution of the system. An interesting question is whether the fluctuation observables in a heavy-ion collision will reflect a sharp freeze-out, or whether the latter happens over a broader, possibly flavor-dependent, temperature range. This idea can be tested by extracting the freeze-out parameters from the fluctuations of different conserved charges, and comparing the results. The idea of fluctuations of a conserved charge seems to be a contradiction in itself; indeed, if we were able to cover the entire solid angle with the experimental apparatus, we would measure the same amount of net-baryons, net-electric charge and net-strangeness which were there at the moment of the collision. However, by studying a sufficiently small subsystem, conserved quantities can fluctuate: the small system can exchange conserved charges with the rest of the system. This is similar to the assumptions which govern a thermal system in the Grand-Canonical Ensemble, which corresponds to lattice QCD calculations [108]. A discussion of this and other conditions, for a meaningful comparison with experimental measurements, will be presented in the next subsection.

The quantities that are utilized, in order to extract the freeze-out temperature and baryon chemical potential, are ratios of fluctuations of conserved charges, such as $\chi_3^Q/\chi_1^Q$, $\chi_1^Q/\chi_2^Q$, $\chi_3^B/\chi_1^B$, $\chi_1^B/\chi_2^B$ etc. These are calculated at some ($\mu_B, \mu_Q, \mu_S$) point, which is defined by the physical conditions which match the experimental situation, namely which satisfy $\langle n_S \rangle = 0$ and $\langle n_Q \rangle = 0.4\langle n_B \rangle$. The first terms of their Taylor
expansion around $\mu_B = 0$ read:

$$R_{Q31}^Q(T,\mu_B) = \frac{\chi_{Q31}^Q(T,\mu_B)}{\chi_{Q1}^Q(T,\mu_B)} = \frac{\chi_{Q31}^{QB}(T,0) + \chi_{Q1}^{QB}(T,0)q_1(T) + \chi_{Q1}^{QS}(T,0)s_1(T)}{\chi_{Q1}^Q(T,0)} + \mathcal{O}(\mu_B^2)$$

$$R_{Q12}^Q(T,\mu_B) = \frac{\chi_{Q12}^Q(T,\mu_B)}{\chi_{Q2}^Q(T,\mu_B)} = \frac{\chi_{Q12}^{QB}(T,0) + \chi_{Q2}^{QB}(T,0)q_1(T) + \chi_{Q1}^{QS}(T,0)s_1(T)}{\chi_{Q2}^Q(T,0)} + \frac{\mu_B}{T} \chi_{Q2}^Q(T,0) + \mathcal{O}(\mu_B^3).$$

(20)

The leading order in $\chi_{Q3}/\chi_{Q1}$ is independent of $\mu_B$, which makes $R_{Q31}^Q$ the ideal quantity to extract the freeze-out temperature. Once $T_f$ has been obtained with this method, the ratio $R_{Q12}^Q$ can then be used to determine $\mu_B$. This, and other possible methods to extract the freeze-out parameters from first principles, will be discussed in the following subsection.

### 3.4.1. Results from lattice simulations and comparison to experiment

The comparison of lattice QCD results and experimental measurements for fluctuations of conserved charges is an exciting development which was not possible until recent years, due to the fact that simulations were performed on coarse lattices and for unphysical values of the parameters. Nevertheless, a direct link between a complex dynamical system and a Grand Canonical Ensemble in thermal equilibrium represents an ambitious goal which needs the fulfillment of several conditions in order to be meaningful.

As already mentioned, the rapidity cuts introduced by the detector can turn a Canonical into a Grand Canonical Ensemble, provided that the window has the right size, namely this subsystem should be small enough so that total charge conservation does not suppress the signal, but large enough to be still suitably described as a thermodynamic system in equilibrium:

$$\Delta Y_{tot} \gg \Delta Y_{accept} \gg \Delta Y_{kick} \quad \Delta Y_{accept} \gg \Delta Y_{corr}$$

(21)

where $\Delta Y_{tot}$ is the range for the total charge multiplicity distribution, $\Delta Y_{accept}$ is the experimental acceptance window, $\Delta Y_{kick}$ is the typical rapidity shift that charges receive during and after hadronization and $\Delta Y_{corr}$ is the charge correlation length characteristic of the physics of interest. The first criterion ensures that total charge conservation does not suppress the signal and that the signal survives hadronization and the hadronic phase, while the second one is necessary in order to be sensitive to the relevant physics [108]. Currently, the maximum rapidity window used in experimental publications of fluctuations is $|\Delta y| \leq 0.5$. Recently, first preliminary studies of the rapidity-dependence of the fluctuation measurements have become available. Hopefully, thanks to these studies, in the near future it will be possible to identify the ideal rapidity window which allows to treat the experimental system as a Grand Canonical Ensemble.

The transverse-momentum dependence of fluctuations has also been investigated by the STAR collaboration: in their original publication of proton-number fluctuations, they had chosen $0.4 \text{ GeV} \leq p_T \leq 0.8 \text{ GeV}$ [109], while for net-electric charge the $p_T$ range was $0.2 \text{ GeV} \leq p_T \leq 2.0 \text{ GeV}$, after removing protons and anti-protons with $p_T <$
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400 MeV/c [110]. The latter was done in order to remove spallation protons which come from interactions of the beam with the beam pipe. The published results for net-electric charge and net-proton fluctuations are shown in the two panels of Fig. 9. More recently, net-proton fluctuations have been presented, with a momentum cut $0.4 \text{ GeV} \leq p_T \leq 2.0 \text{ GeV}$ [111], which have generated quite some excitement in the community, since the higher-order fluctuations show a non-monotonic behavior which might be a signature of criticality [112, 113].

Figure 9. Left: Net-electric charge fluctuation ratios published by the STAR collaboration [110]. Right: net-proton fluctuations published by the STAR collaboration [109].

Possible experimental sources of non-thermal fluctuations are corrected for in the STAR data analysis: the centrality-bin-width correction method minimizes effects due to volume variation because of finite centrality bin width (such effects have been studied e.g. in [114, 115, 116]); the moments are corrected for the finite reconstruction efficiency based on binomial probability distribution [117]. A $p_T$-dependent efficiency correction method [118] has been recently implemented; multiplicity-dependent and non-binomial efficiency corrections have also been studied [119], as well as the effect of baryon number conservation on the cumulants of net-proton distribution [120].

Final-state interactions in the hadronic phase and non-equilibrium effects might become relevant and affect fluctuations [78, 121, 122, 123, 124, 125, 126]; a fundamental check in favor of the equilibrium scenario is e.g. the consistency between the freeze-out parameters yielded by different quantum numbers, like electric charge and baryon number.

One more caveat is in order, since experimentally only the net-proton multiplicity
distribution is measured, as opposed to the lattice net-baryon number fluctuations. It was shown that, once the effects of resonance feed-down and isospin randomization are taken into account \[127, 128\], the net-proton and net-baryon number fluctuations are numerically very similar, at least in the case of low-order fluctuations \[129\].

The above discussion shows that a safe and meaningful comparison between experimental fluctuation measurements and lattice QCD results can be quite challenging and several effects need to be properly understood. Nevertheless, such comparisons have been performed and have led to quite interesting and consistent results, which will be reviewed in this subsection.

The first comparison between lattice QCD results and experimental fluctuations was performed in Refs. \[91, 92\], in which preliminary electric charge fluctuations from the STAR collaboration were used for the comparison. In Ref. \[130\] a separate analysis for electric charge and baryon number fluctuations was performed, which led to consistent values of the freeze-out conditions. This is a non-trivial test which seems to imply thermal equilibrium at the chemical freeze-out, validating the comparison with lattice QCD results. The chemical freeze-out temperature resulting from this analysis turned out to be \(T_f \leq 151\) MeV. The left panel of Fig. 10 shows the comparison of lattice results and experimental measurement for the baryonic \(\chi_3/\chi_1\), from which the upper bound for \(T_f\) was extracted. The right panel of Fig. 10 shows the freeze-out chemical potentials from baryon number and electric charge fluctuation fits, as functions of the collision energy.

![Figure 10](image)

**Figure 10.** From Ref. \[130\]. Left: Baryonic \(S_\sigma^3/M = \chi_3/\chi_1\): the black dots correspond to the continuum extrapolated lattice QCD results from the WB collaboration \[130\]: the orange band is the STAR collaboration value, obtained by averaging the measurements corresponding to the four highest collision energies and for a centrality \(0 - 10\%\) from Ref. \[109\]. Right: comparison between the freeze-out chemical potentials obtained from the baryon number (red stars) and electric charge (blue squares) \(\chi_1/\chi_2\) fit. Also shown is the black curve corresponding to the Statistical Hadronization Model fit to particle yields \[75, 131\].

More recently, the authors of Ref. \[132\] performed a fit to the ratio of ratios of \(\chi_1/\chi_2\) (mean/variance) for electric charge and proton number and were able to obtain
both the freeze-out temperature and the curvature of the freeze-out line. The left panel of Fig. 11 shows the ratio of ratios of $\chi_1/\chi_2$ for electric charge and proton number used for this fit. The value of the freeze-out temperature ($T_f = (147 \pm 2) \text{ MeV}$) is in agreement with the one obtained in Ref. [130]. The curvature value is found to be $\kappa_f < 0.011$, compatible with lattice QCD results on the curvature of the QCD transition line.

Figure 11. Left: From Ref. [132]: the ratio of ratios $\chi_1/\chi_2$ for net-electric charge and net-proton fluctuations measured by the STAR and PHENIX Collaborations [109, 110, 111, 133]. Right: Preliminary results of the WB collaboration [134]. The colored lines are the contours at constant mean/variance ratios of the net electric charge from lattice simulations. The contours that correspond to STAR data intersect in the freeze-out points of Ref. [63]. The red band is the QCD phase diagram shown in the left panel of Fig. 6. Also shown are the isentropic contours that match the chemical freeze-out data.

The WB collaboration recently performed a combined fit of $\chi_1/\chi_2$ for electric charge and baryon number and found freeze-out temperature and chemical potential corresponding to the five highest collision energies at RHIC (from $\sqrt{s} = 200 \text{ GeV}$ to $19.6 \text{ GeV}$) [134]. These results are in agreement with the freeze-out temperature and curvature values extracted in Ref. [132] and, remarkably, with the same fluctuation analysis performed in an HRG model in which the effects of resonance decay and regeneration, and the kinematic cuts corresponding to the experimental situation, were taken into account [63].

The left panel of Fig. 11 also shows data from the PHENIX collaboration [133], which published results only for net-charge fluctuations with $0.3 \text{ GeV} \leq p_T \leq 2.0 \text{ GeV}$ and $|\eta| \leq 0.35$; the discrepancy between these results and the STAR ones can be understood in terms of the different $p_T$ and rapidity windows [132].

Most results discussed so far concerned lower-order fluctuations and their ratios. They are more suitable to extract the freeze-out parameters because they are measured
Figure 12. From Ref. [135]. Net-proton $S\sigma^3/M$ and $\kappa\sigma^2$ measured by STAR with $0.4 \text{ GeV} \leq p_T \leq 0.8 \text{ GeV}$ (left) and $0.4 \text{ GeV} \leq p_T \leq 2.0 \text{ GeV}$ (right) plotted against $M_p/\sigma_p^2$. Curves are fits to the data, constrained by the condition $S\sigma^3/M = \kappa\sigma^2$ at $M_p/\sigma_p^2 = 0.$

Results for $r_{31}^{B,2}$ and $r_{42}^{B,2}$ as functions of the temperature have been calculated in Ref. [135]; in spite of the relatively large uncertainty on the results, it is clear that these coefficients are negative at the temperature around the transition, and that $r_{42}^{B,2}$ is three times larger than $r_{31}^{B,2}$, which explains why $\kappa_B\sigma_B^2$ drops faster than $S\sigma^3/M$ as the chemical potential is increased. This is indeed the trend manifested by the STAR data, which is evident in the two panels of Fig. 12 that show the two $p_T$ cuts implemented by STAR.

Preliminary results for net-proton fluctuations up to second order at the LHC have been presented recently [136]. In the meantime, the authors of Ref. [137] have performed an analysis based on the assumption that the lower moments follow the Skellam distribution. In that case it is possible to express the second-order moments in terms of particle yields, for which experimental data exist for a long time. In particular, the analysis was focused on the ratios $\chi^B_2/\chi^S_2$, $\chi^B_3/\chi^S_1$ and $\chi^B_3/\chi^S_2$. The results for one of these observables are shown in the left panel of Fig. 13. The obtained lower bound on
the freeze-out temperature was $\sim 3\%$ larger than the one obtained from the fluctuation analysis at RHIC.

![Graph showing $\chi_B^B/\chi_S^S$ with ALICE measurement (band) and lattice QCD simulation results from Ref. [97] (red dots).](image1.png)

![Graph showing $\chi_2/\chi_1$ for charged Kaons with preliminary STAR measurement at $\sqrt{s} = 200$ GeV (orange band) [138] and the lattice QCD results (gray band).](image2.png)

Figure 13. Left: From Ref. [137]: the ratio $\chi_B^B/\chi_S^S$: comparison between ALICE measurement (band) and lattice QCD simulation results from Ref. [97] (red dots). Right: From Ref. [103]: $\chi_2/\chi_1$ for charged Kaons: comparison between the preliminary STAR measurement at $\sqrt{s} = 200$ GeV (orange band) [138] and the lattice QCD results (gray band).

So far we focused our attention on the fluctuations of electric charge and baryon number, which are largely driven by light flavors (baryon number corresponds to protons and electric charge is pion dominated). The third conserved charge in strong interactions is strangeness. It would be interesting to test whether strangeness freezes out at the same temperature as the other two conserved charges. In particular, ALICE results on particle yields seem to indicate that protons require a smaller freeze-out temperature (compatible with the one obtained from the analysis of fluctuations) than (multi-)strange particles by $\sim 18$ MeV [77]. Among the possible explanations for this, the authors of Ref. [105] have proposed that including in the thermal fit the additional strange states predicted by the Quark Model might reduce this temperature gap. Another idea would be that, due to the large annihilation cross sections, (anti-)proton freeze-out is expected to occur at lower temperatures [78, 121, 122, 123, 124, 125]. Finally, there is the possibility of a flavor hierarchy in the deconfinement phase transition of QCD in which strange quarks, due to their heavier mass, would hadronize at a slightly higher temperature compared to light quarks [139]. Fluctuations of certain particle species are more sensitive than yields to the freeze-out conditions, and might help to resolve this issue [140].

Measuring the full strangeness fluctuations experimentally represents unfortunately a remarkable challenge, since it would require the measurements of event-by-event distributions of rare states such as the multi-strange hadrons. Nevertheless, Kaon fluctuations have been presented by the STAR collaboration [138], and even $\Lambda$ fluctuations might become available in the near future. Since the lattice QCD results
are usually obtained for conserved charge fluctuations, while the identification of single particle contributions can be challenging, the authors of Ref. [103] have proposed a way to isolate kaon fluctuations from lattice QCD simulations. By comparing, within an HRG model framework, the full kaon $\chi_2/\chi_1$ (which takes into account not only primordial kaons but also the products of resonance decays) and the one obtained from primordial kaons in the Boltzmann approximation only, they found that the latter represents a remarkably good approximation of the former. The formula for the charged-kaon $\chi_2/\chi_1$ thus reduces to

$$\frac{\chi_2^K}{\chi_1^K} = \frac{\cosh(\hat{\mu}_S + \hat{\mu}_Q)}{\sinh(\hat{\mu}_S + \hat{\mu}_Q)}.$$  \hspace{1cm} (23)

As already mentioned, due to the conditions $\langle n_s \rangle = 0$ and $\langle n_Q \rangle = 0.4\langle n_B \rangle$, the chemical potentials $\mu_S$ and $\mu_Q$ contained in the above formula become functions of $T$ and $\mu_B$, so that it is possible to compare the lattice QCD curve for the above quantity to the experimental measurement to extract the freeze-out parameters for kaons. An example for the highest collision energy at RHIC is shown in the right panel of Fig. 13. Unfortunately, the present uncertainty on the STAR data only allows to extract a lower bound for the kaon freeze-out temperature, $T_f^K \geq 145$ MeV.

4. Transport properties and electromagnetic probes of QCD matter

The transport properties of QCD matter are expected to be severely modified in the vicinity of the phase transition, where the system is strongly coupled. Unfortunately, the observables related to these transport properties are dynamical quantities, very challenging to extract from lattice QCD simulations. On the lattice, it is possible to investigate current-current correlators on a discrete set of points. These correlators $G$ have a spectral representation which involves integrals of spectral functions $\rho$ weighted by the appropriate integration kernels $K$:

$$G(\tau, \vec{p}) = \int_0^\infty \frac{d\omega}{2\pi} \rho(\omega, \vec{p}, T) K(\omega, \tau, T) \hspace{1cm} \text{with} \hspace{1cm} K(\omega, \tau, T) = \frac{\cosh(\omega(\tau - \frac{1}{2T}))}{\sinh(\frac{\omega}{2T})}.$$  \hspace{1cm} (24)

Extracting the low-frequency and low-momentum limit of such spectral functions, which are the observables of interest, requires the application of inversion methods or a modeling of the spectral functions at low frequencies in order to integrate over a discrete set of lattice points. In spite of these difficulties, several results have been obtained recently on the transport properties of matter.

Kubo formulas relate the transport coefficients to the spectral functions: the electric conductivity is related to the light vector spectral function, the heavy quark momentum diffusion coefficient to the color electric correlators and the bulk and shear viscosities to the energy momentum correlation functions.

The electric charge conductivity $\sigma$ measures the response of the medium to small perturbations induced by an electromagnetic field. Several recent studies exist for this quantity from lattice QCD [141, 142, 143, 144]. One of the first studies was performed
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in the quenched approximation [141] and the electrical conductivity was obtained at
\( T \simeq 1.45T_c \). An estimate in the case \( N_f = 2 \) was give in Ref. [143]. More recently,
the authors of Ref. [144] have evaluated this quantity in the case of a 2+1 flavor
system, albeit with heavier than physical quark masses, by means of the Maximum
Entropy Method. The value of \( \sigma \) increases by a factor 6 in the range of temperatures
between 140 and 350 MeV. The charge diffusion coefficient \( D \) has also been obtained,
by dividing the electric conductivity by the second order fluctuation \( \chi_Q \). \( D \) presents a
dip in the vicinity of \( T_c \), consistent with the expectations of a strongly coupled system;
this result is shown in the left panel of Fig. [14]. In this plot, the vertical size of the
rectangles represents the systematic uncertainty due to the uncertainty in the estimate
of the conductivity from the Maximum Entropy Method, while the whiskers indicate the
statistical jackknife error from both \( \sigma \) and \( \chi_Q \). Other sources of systematic errors, such
as the lack of continuum extrapolation and the heavier-than-physical quark masses, are
not taken into account.

Thermal photons emitted from the QGP can provide information on the interactions
that the partons experience in the plasma, while dilepton spectra in heavy-ion collisions
can be related to chiral symmetry restoration. The experimental thermal photon and
dilepton rates can also be written in terms of the spectral function in the vector
channel [145, 146]. Ideally, one would want to compare experimental results to
first-principle calculations in a model-independent way. The lattice approach is very
challenging, for the reasons explained above. The authors of Ref. [147] have calculated
continuum extrapolated vector meson correlation functions at non-vanishing momenta,
by combining lattice and perturbative techniques [148, 149, 150] in the regimes where
they are under control. In regimes for which lattice results show clear deviations from
the weak-coupling prediction, a polynomial description of the spectral shape was used.
The resulting spectral functions are shown in the right panel of Fig. [14]. From these
quantities, the authors estimated the photon production rate at temperatures just above
the phase transition. Such results agree with the NLO perturbative predictions of Ref.
[148] for momenta \( k \geq 3T \), while for lower momenta the pQCD results represent an
overestimate, in apparent qualitative agreement with phenomenology [151].

As for the dilepton spectra, the low-mass dilepton emissivity, which governs thermal
radiation from a hot fireball, is directly proportional to the vector spectral function.
Chiral symmetry breaking manifests itself in a splitting of the masses of chiral partners
such as the \( \rho \) and \( a_1 \) mesons, which dominates the dilepton signal. Several approaches
to this problem exist, based e.g. on QCD and Weinberg sum rules with inputs from
lattice QCD for the chiral order parameter, or on hadronic chiral lagrangians used to
evaluate the medium effects (for recent reviews see e.g. [153, 154, 155]). For the \( \rho \)
meson, the QCD sum rule approach can only provide constraints on model calculations
[156, 157, 158], whereas the Weinberg sum rule relates the chiral condensate to the
energy moments of the difference between the vector and axialvector spectral functions
[159]. By combining these two approaches, the authors of Ref. [160] found that the \( \rho \)
meson spectral function which successfully describes the experimental dilepton spectra
Figure 14. Left: From Ref. [144]: charge diffusion coefficient $D$ multiplied by $2\pi T$ as a function of the temperature. The vertical size of the rectangles represents the systematic uncertainty due to the uncertainty in the estimate of the conductivity, while the whiskers indicate the statistical jackknife error from both $\sigma$ and $\chi_Q$. Right: From Ref. [147]: spectral functions obtained from the fit of vector meson correlation functions. The AdS/CFT result is from Ref. [152].

is compatible with the temperature-dependent quark condensate computed in lattice QCD [66]. The chiral lagrangian approach is particularly interesting because chiral order parameters can be calculated directly as functions of the temperature. The authors of Ref. [161] studied the temperature progression of the $\rho$ and $a_1$ meson spectral functions towards chiral mixing in a pion gas and found a drop of 15-20% in the chiral condensate at $T \simeq 160$ MeV, corroborating the idea that the degeneracy in the spectral functions is coupled to chiral symmetry restoration.

The heavy flavor diffusion coefficient can help to answer the question whether the heavy quarks are relaxing towards local thermal equilibrium in the QGP: it characterizes the movement of the heavy flavor with a momentum of at most the order of the temperature with respect to the medium rest frame. Such a quantity has been estimated on the lattice in the deconfined phase of QCD in Refs. [162, 163]. Both of these calculations have been performed in the quenched approximation. In Ref. [162] the heavy quark mass is finite but the continuum extrapolation is missing. The force that the heavy quark feels as it propagates through the QGP is related to a color-electric correlator, which is the main quantity simulated in Ref. [163] at $T = 1.5 T_c$. Here, the result has been continuum extrapolated for the first time, but with an infinitely heavy quark mass. The resulting estimate of the heavy quark momentum diffusion coefficient $\kappa$ is a value between $1.8 T^3$ and $3.4 T^3$, which yields an estimate for the time scale associated with the kinetic equilibration of heavy quarks $\tau_{\text{kin}} = (1.8\ldots3.4) (T_c/T)^2 (M/(1.5\text{GeV}))$ fm/c. Even though this error bar is relatively large, the analysis contains a realistic estimate of systematic uncertainties. In the non-relativistic limit, $\kappa$ is related to the
diffusion coefficient $D$ as $D = 2T^2/\kappa$.

The most remarkable feature of the QGP is its nearly-ideal fluid nature \[164, 165, 166, 167\]. This unexpected result relies on the observation that the QGP can be described by nearly ideal hydrodynamics, with a shear viscosity over entropy density ratio ($\eta/s$) fixed to reproduce the experimentally measured elliptic flow. Due to the successful description of the evolution of the matter created at RHIC and the LHC by means of viscous hydrodynamics, physicists understood that the initial anisotropic pressure gradients in the fireball drive the system to collectively develop a momentum anisotropy. Given the observation of elliptic flow at RHIC and more recently at the LHC, the shear viscosity is one of the most important transport coefficients for heavy-ion phenomenology. The gauge-string duality between Anti-de-Sitter space and conformal field theory has led to the conjecture that for any relativistic quantum field theory, $\eta/s$ is above the lower bound $1/4\pi$ \[168\]. The ideal fluid behavior of the QGP has been interpreted as signaling a strongly interacting system, since the value of $\eta/s$ obtained for a gas of quarks and gluons in a weak coupling regime is an order of magnitude larger. Results on the actual QCD prediction of viscosity are rather scarce and available only in a purely gluonic system \[169, 170, 171\]. The first continuum extrapolated results for this observable in the quenched approximation were presented in \[172\] at $T = 1.5T_c$ and $T = 2T_c$; these results are consistent with previous estimates. For this observable, besides the difficulty of inverting the energy-momentum tensor correlator, an additional problem arises: the correlator itself is extremely noisy, and no technique is available to reduce it if quarks are introduced in the simulations. For the quenched case, a powerful solution is the multilevel algorithm \[173\]. This algorithm depends crucially on the locality of the action, which is the reason why so far only quenched results are available. An algorithm which allows to increase the signal-to-noise ratio is needed to extract this observable also in the full QCD case. Recent attempts to extend the multilevel algorithm to fermions are reported in Ref. \[174\]. A compilation of all the results for $\eta/s$ from lattice QCD simulations and a lattice-based approach \[175\] is shown in the left panel of Fig. 15. It is important to remark that all these calculations are performed on lattices with rather small temporal extent, compared to those used in calculations of the electrical conductivity and diffusion constants. These sources of systematic uncertainties need to be better estimated.

As already mentioned, recently the Bayesian analysis has been applied to extract the temperature-dependence of $\eta/s$ through a multi-parameter model-to-data comparison. The model is calibrated to multiplicity, transverse momentum and flow data and predicts constraints on the parametrized initial conditions and the temperature-dependence of the transport coefficients in the QGP. The behavior of $\eta/s$ as a function of the temperature is shown in the right panel of Fig. 15 and it is in reasonable agreement with the lattice QCD results for this quantity.

Other theoretical analyses of the experimental results have been performed over the years, aimed at determining this important quantity phenomenologically (for a recent review see e.g. \[178\]). In particular, the second-order anisotropic flow coefficient
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Figure 15. Left: Compilation of all available lattice QCD and selected lattice-based results on the pure gauge shear viscosity over entropy as a function of the temperature: H. Meyer (black squares and circles) [176, 177], Christiansen et al. (vertical lines) [175], Nakamura and Sakai (empty red circles) [169], S. W. Mages et al. (green full circles) [171], A. Pasztor et al. [172] (blue stars). Right: from Ref. [30]: estimated temperature dependence of $\eta/s$ above the transition temperature from a Bayesian analysis. The gray shaded region is the prior range, the blue shaded band is a 90% credible region around the median from the posterior distribution (blue line). In both figures, the horizontal line is the bound from AdS/CFT [168].

of charged hadrons measured at RHIC has led to the constraint $\frac{1}{4\pi} \leq (\frac{2}{3})_{QGP} \leq \frac{5}{8\pi}$ [179]. More recently, higher order anisotropic flow coefficients have been measured very precisely [180]. This allows one to disentangle the viscous effects from those related to the geometrical shape of the initial state, thus leading to a more precise determination of $\eta/s$: a phenomenological extraction of $(\eta/s)_{QGP}$ with a relative precision of order 5-10% now appears within reach [181, 182]. At the current stage, theoretical models and experimental measurements are both beginning to reach the sensitivity necessary to constrain even the temperature dependence of this ratio [183, 184, 185], as well as that of other transport coefficients, such as the bulk viscosity [186] and various second-order transport coefficients.

5. Heavy flavors and quarkonia

The physics of heavy flavors and quarkonia has reached a new exciting era, during which it is possible to understand the experimental results and relate them directly to lattice QCD simulations [187]. Heavy flavors are the ideal probe to study the properties of the QGP: since their mass is much larger than the temperature of the plasma, they are produced in the very early stage of the collision and enable us to test the entire space-time evolution of the system.

The in-medium behavior of quarkonia is usually studied in three different ways:

- solve the Schrödinger equation for the bound state two-point function, with a $q\bar{q}$ potential simulated on the lattice
• simulate euclidean temporal correlators on the lattice, and reconstruct the quarkonia spectral functions from them
• study the in-medium screening properties of spatial correlators.

The latter represent a complementary way to study in-medium properties of various excitations which is not limited by the finite temporal extent of the lattice. These correlators provide information on the dissolution of bound states \[188\], even though they are less easily related to phenomenology.

The first approach is based on the idea that the interaction between the static quarks which form a bound state can be described by an instantaneous, temperature-dependent potential \[189, 190, 191\]. The latter can be obtained from effective theories or lattice QCD results. If the quark mass \(m\) is large but finite, quarkonia are expected to survive at temperatures much lower than \(m\). One can construct effective theories in which the quark mass is integrated out, and an expansion in \(1/m\) is performed. The static limit provides the first term of the expansion, while higher order corrections can be systematically included in the framework of non-relativistic QCD (NRQCD) or potential non-relativistic QCD (pNRQCD), a lower-energy version of NRQCD \[192\]. It was pointed out in Refs. \[191, 192\] that the effective potential develops an imaginary part which can be related to gluo-dissociation and inelastic parton scattering in the medium \[193, 194\]. The real part of the potential reflects color Debye screening effects.

The complex-valued \(q\bar{q}\) potential has been obtained in a system of 2+1 dynamical quark flavors using spectral functions extracted via a Bayesian inference prescription \[195\]. The real part of the potential lies close to the color-singlet free energy in the Coulomb gauge. These results are shown in the left panel of Fig. 16. Similar results have been obtained by assuming the validity of the Schrödinger equation for charm quarks and extracting the potential from charmonium correlators directly \[196\]. These two results agree with each other and show the typical Debye-screening flattening of the potential at high temperatures. Recently, the potential method was applied to the study of p-wave quarkonia in Ref. \[197\].

Continuum extrapolated results exist for the \(q\bar{q}\) free energy (singlet+octet contributions) obtained from correlators of two Polyakov loops. These results have been obtained for a system of \(N_f = 2+1\) flavors at physical quark masses \[198\]: they are shown in the right panel of Fig. 16.

The reconstruction of spectral functions from the euclidean correlators is an ill-posed problem: as the correlators are available only for a discrete set of data from lattice simulations, a naive \(\chi^2\) fit will lead to a set of spectral functions, all of which can reproduce the discrete set of points for the correlators within error bars. For this reason, additional constraints need to be taken into account, which may narrow down this set of spectra. Such “priors” are implemented by means of a Bayesian analysis in which a regulator functional is introduced, which helps to select the most probable spectrum.

The Bayesian analysis has been used for reconstructing spectral functions for several years, originally with the Maximum Entropy Method (MEM) \[199\] and more
recently with a Bayesian Reconstruction (BR) approach \cite{200}. Currently there are discrepancies in the predictions of the two methods, which can only be resolved towards the Bayesian continuum limit (infinite number of data points and vanishing statistical errors); however, the systematic artifacts of the two methods are now much better understood: while the MEM has been found to be prone to over-smoothing, in particular if only a relatively small number of data points is available, the BR method can introduce ringing artifacts that may mimic peak features not actually present in the simulation data.

In the case of charmonium spectral functions, both the quenched approximation results and the ones with dynamical fermions yield a dissociation temperature for charmonium states $T \simeq 1.5 T_c$ \cite{162,201,202}. In the case of bottomonium, there is a discrepancy between different analyses. The FASTSUM collaboration, using the Maximum Entropy Method to reconstruct the spectral function, showed that the s-wave state survives up to $T \simeq 1.9 T_c$, while the p-wave state melts just above $T_c$ \cite{203}. By using the Bayesian method to reconstruct the spectral function, S. Kim et al. find that both s- and p-waves survive in the plasma up to $T \simeq 250$ MeV \cite{204}; these findings are shown in Fig. 17. To understand this discrepancy, the author of Ref. \cite{205} and his collaborators have reconstructed the bottomonium spectral function using both MEM and BR methods and found that this allows to bracket the actual disappearance of the bound state from above and below. In order to work towards the Bayesian continuum limit, the FASTSUM collaboration is generating ensembles with a larger number of points along the Euclidean time direction, while the authors of Ref. \cite{204} are working on increasing the statistics.

A T-matrix approach has also extensively been used to extract the spectral function of open heavy-flavor and quarkonia \cite{207,208,209,210}; this approach consists of using the three-dimensional Bethe-Salpether equation to capture the physics of the in-medium
bound states. The concept of a two-body in-medium potential is inherent in this approach. Recently, an in-medium potential has been extracted in this many-body approach \[211\], defining how finite-width effects (in both potential and heavy-quark propagators) affect the extraction of the underlying interaction kernel. This represents an important, self-consistent step, compared to previous results in which the heavy-quark internal energy and free energy from lattice calculations were used as the input potential in the T-matrix. However, the relationship between this potential and the one discussed above has not been determined yet.

Recently, the authors of Ref. \[212\] proposed an alternative method to study the charm degrees of freedom in the vicinity of the QCD phase transition, based on correlations and fluctuations of conserved charges. Studying the correlations between charm and baryon number, the contributions to the pressure due to charmed baryons, mesons and quarks can be identified. Besides, by calculating correlators which are equal to each other in the hadronic phase, but differ when charm quarks are liberated, it is possible to identify the onset of deconfinement for charm quarks \[213\].

This analysis shows that, even if the onset of deconfinement for the charm quark takes place around \(T \simeq 165\) MeV \[213\], it becomes the dominant degree of freedom in the thermodynamics of the charm sector only at \(T \simeq 200\) MeV, while between these two temperatures the dominant contribution to the charmed pressure is given by open charm meson- and baryon-like excitations with integral baryonic charge \[212\]. The left and right panels of Fig. \[18\] show the onset of deconfinement for charm quarks and the contribution to the pressure of charmed baryons, mesons and quarks, respectively.

One of the main challenges of relating the above approaches to phenomenological models and experimental results is the need to link phenomenological ideas and quantities to theoretically well-defined observables. The phenomenological description of diffusion and jets requires the heavy-quark diffusion coefficient (discussed above) and the jet quenching parameters \(\hat{q}\) and \(\hat{q}_L\). The latter two enter a phenomenological Fokker-
Plank equation based on the assumption that the number density of the hard particles is conserved; this assumption is violated by some processes already at the order $\alpha_s$ in QCD [214]. On the lattice it is not possible to isolate such processes, while this can be done in principle in perturbative approaches, in which the contributions of certain “soft” momentum scales are resummed to all orders. This new effective theory can then be simulated on the lattice [215, 216, 217, 218, 219], leading to a determination of $\hat{q}$.

Other attempts of relating theoretically well defined observables to phenomenologically relevant quantities include the definition of a temperature-dependent Debye-screening mass $m_D(T)$ [220] and effective coupling constant $\alpha_s(r,T)$ [221, 222, 223], which can be extracted from the heavy-quark potential simulated on the lattice, and used in transport approaches [224, 225, 226]. Recently, the concept of open quantum systems has been introduced to take into account the possibility that the quarkonium bound state can dissolve already in the regime $rm_D < 1$ [227, 228, 229, 230, 231, 232, 233, 234, 235]; this approach is based on the possibility of clearly separating the constituent quarks from the thermal medium and allows to relate the real and imaginary parts of the in-medium heavy-quark potential to the stochastic evolution of the quarkonium wave function [229]. At the moment, this approach does not yet contain the dissipative effects needed for a consistent thermalization.

6. Conclusions

As illustrated in this manuscript, the quality of lattice QCD results available today allows a direct and meaningful comparison to heavy ion measurements for the first time. Lattice simulations therefore provide a considerable support for the ongoing experimental program at RHIC and at the LHC. The equation of state at $\mu_B = 0$ is available since a few years, and the current Taylor expansion coefficients enable us to push these thermodynamic quantities up to $\mu_B/T \simeq 2$. The QCD phase diagram
is presently known in the same range of $T$ and $\mu_B$, and the current lattice simulations exclude the presence of a critical point for $\mu_B/T \leq 2$ in the temperature range $135 \text{ MeV} \leq T \leq 155 \text{ MeV}$. The challenge for the future is to extend these results to larger chemical potentials, in order to cover the entire range of the RHIC Beam Energy Scan and the future FAIR and NICA experiments.

Fluctuations of conserved charges can be related to the experimental moments of the corresponding multiplicity distribution. Various comparisons between theory and experiment have been performed in order to extract the freeze-out parameters of heavy ion collisions from first principles. Future perspectives include a better understanding of experimental sources of non-thermal fluctuations, as well as an unambiguous determination of the freeze-out temperature for strangeness. The latter will give us insight into the possibility of a sequential, flavor-dependent freeze-out.

As for the transport properties of QCD matter, extracting dynamical quantities from lattice QCD simulations is challenging because it requires the application of inversion methods or a modeling of the spectral functions at low frequencies in order to integrate over a discrete set of lattice points for Euclidean correlators. The determination of the shear viscosity of the QGP is particularly difficult because the correlator itself is very noisy. Hopefully a new algorithm will be developed, to increase the signal-to-noise ratio in the full QCD case.

Heavy quark physics has reached a new era, in which experimental data can be understood with the help of lattice QCD results. In the case of quarkonium spectral functions, future perspectives include simulating the correlators in full QCD and approaching the Bayesian continuum limit by increasing the statistics and the number of simulation points in the temporal direction.

In conclusion, considerable progress over the last decade has led to reliable finite temperature lattice QCD results. Together with the experimental program and other theoretical approaches, this will help us to achieve a better understanding of bulk and transport properties of QCD matter.
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