STATE SUM CONSTRUCTION OF TWO-DIMENSIONAL TOPOLOGICAL QUANTUM FIELD THEORIES ON SPIN SURFACES

SEBASTIAN NOVAK AND INGO RUNKEL

Abstract. We provide a combinatorial model for spin surfaces. Given a triangulation of an oriented surface, a spin structure is encoded by assigning to each triangle a preferred edge, and to each edge an orientation and a sign, subject to certain admissibility conditions. The behaviour of this data under Pachner moves is then used to define a state sum topological field theory on spin surfaces. The algebraic data is a \( \Delta \)-separable Frobenius algebra whose Nakayama automorphism is an involution. We find that a simple extra condition on the algebra guarantees that the amplitude is zero unless the combinatorial data satisfies the admissibility condition required for the reconstruction of the spin structure.
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1. Introduction

One way to construct a two-dimensional topological field theory on oriented surfaces is via the so-called lattice topological field theory – or state sum – approach [FHK, BP]. There, one triangulates the surface, assigns an invariant to the triangulated surface and finally proves that this invariant is independent of the chosen triangulation. The algebraic data in terms of which this invariant is defined is a $\Delta$-separable symmetric Frobenius algebra in a symmetric monoidal category (for example, the category of complex vector spaces); the invariant itself is a morphism in that category (in the example, a linear map) [LP]. The invariant is defined for surfaces with non-empty boundary and is compatible with gluing together boundary components.

The aim of the present paper is to provide an analogous construction for two-dimensional topological field theory on surfaces with spin structure. We start by giving a combinatorial model of triangulated spin surfaces which is well suited for the state sum description (Section 3). We determine the behaviour of the combinatorial data under change of triangulation (and under other local moves). This allows us to conclude that, given a $\Delta$-separable Frobenius algebra whose Nakayama automorphism squares to the identity (again all taken in some fixed symmetric monoidal category – see Section 4), one can assign a morphism to a triangulated spin surface in such a way that (i) this morphism is independent of the triangulation (and other choices), and (ii) the resulting invariant is compatible with gluing of boundary components.

Topological field theories on spin surfaces and combinatorial models for spin structures have already been investigated in a number of places:

- In papers by Kuperberg, and by Cimasoni and Reshetikhin, a relation between dimer models and spin structures is proved [Ku, CRe1, CRe2]. The construction starts from a dimer configuration (a perfect matching) on a surface graph together with a Kasteleyn orientation of the edges. From this the authors construct a vector field with a finite number of singular points of even winding number to which they can assign a class in $H_1(P_{SO}, \mathbb{Z}_2)$. We believe, however, that for the purpose of the state sum construction, our approach of gluing a spin surface out of “spin triangles” (see below) is more directly applicable than the approach via dimer models.

- In the description of open-closed two-dimensional topological field theory by Moore and Segal also the spin case is covered [MS]. Moore and Segal use generators and relations of the bordism category to deduce the algebraic structure on the state spaces. The state sum construction we carry out produces an example of this, and we show how our results compare to theirs in Remarks 4.15 and 4.25.

- In Lurie’s approach to fully extended topological field theories [Li], framed topological field theories correspond to fully dualisable objects in a suitable higher symmetric monoidal category. Since state sum constructions of topological field theories are in a sense as local as possible, there should be direct relation between the two. However, to our knowledge, this has not yet been made precise in general (see, however, [Da] for special cases). What one can do is to compare the algebraic objects produced by the two approaches. We do this in Remark 4.11.

- In the recent paper [Bu], Budney provides a combinatorial model for spin structures on manifolds of arbitrary dimension. When restricted to the two-dimensional case, this model is very similar to ours. Indeed, this models seems equally well suited to investigate state sum constructions and it would
be interesting to apply it in higher dimensions. Since the method by which we arrive at our combinatorial model is quite different from Budney’s, we think it is still useful to present our construction in detail.

- In the paper [BT] by Barrett and Tavares, state sum models for spin surfaces were investigated independently from the present paper. There, spin structures are characterised via an embedding of the surface into $\mathbb{R}^3$ along which the canonical spin structure on $\mathbb{R}^3$ is pulled back. While the geometric setting in [BT] is different from our approach, on the algebraic side there is some overlap of results, which we briefly address in Remark 4.16.

1.1. Summary of results.

1.1.1. Geometric part. We work with spin structures on compact smooth oriented manifolds with parametrised boundaries. The surfaces are not equipped with a metric, so that for us, a spin structure is a fibre-wise non-trivial double cover of the oriented frame bundle (which is a principal $GL^+_2$-bundle), see Section 2.2. To combinatorially describe the spin structure on a spin surface $\Sigma$, we proceed as follows.

- Denote the surface without spin structure by $\Sigma$. Choose a triangulation of $\Sigma$. Decorate each edge with an orientation and each triangle with a preferred edge. We refer to these two choices as a marking, see Section 3.2.
- Pick a “standard triangle” $\Delta \subset \mathbb{C}$ and equip it with a spin structure (which is unique up to isomorphism). Denote the resulting spin surface by $\Delta$. The triangulation of $\Sigma$ includes as part of its data a smooth map $\chi_\sigma : \Delta \to \Sigma$ for each triangle $\sigma$. Choose a spin lift $\tilde{\chi}_\sigma : \Delta \to \Sigma$. There are two such lifts for each triangle $\sigma$, see again Section 3.2.
- Consider two adjacent triangles $\sigma_L$ and $\sigma_R$ in $\Sigma$ and let $e$ be their common edge. The labels $L/R$ are such that $\sigma_L$ is to the left of $e$ and $\sigma_R$ is to the right with respect to the orientation chosen on $e$. The differential $d(\chi_L^{-1} \circ \chi_R)|_p$ for a point $p$ of the corresponding edge of $\Delta$ induces a transformation on the frame bundle. Choose a “standard lift” of all such transformations to the spin surface $\Delta$. (Actually, a good deal of effort goes into the definition of the standard lift, see Section 3.3.) The standard lift is then either equal to $\tilde{\chi}_L^{-1} \circ \tilde{\chi}_R|_p$, or it differs by a minus sign. Define the edge sign $s(e)$ as the difference between these lifts, see Section 3.3.
- A similar treatment is applied to edges on the parametrised boundaries. We refer to Section 3.4 for details. Here we just remark that boundary components are parametrised by small annuli in $\mathbb{C}$, and such an annulus can carry two non-isomorphic spin structures: a Neveu-Schwarz type spin structure (NS-type) and a Ramond-type spin structure (R-type). Accordingly, when treating parametrised boundaries below, we always have to distinguish these two cases.

The combinatorial data for a spin surface $\Sigma$ thus consists of a triangulation, a marking and the edge signs.

Let us call an assignment $e \mapsto s(e)$ of signs to edges admissible if around each vertex $v$ we have $\prod_{e \ni v} s(e) = -1$, where the product is over all edges $e$ with $v \in \partial e$. Here we assumed that the marking is such that all edges are oriented towards the vertex and none of the edges touching $v$ are the preferred edge of a triangle (otherwise the rule is slightly more complicated, see Corollary 3.14). For a vertex there is a condition for NS-type boundaries and for R-type boundaries, see Lemma 3.15.

By construction, a spin surface $\Sigma$ produces admissible edge signs $s_\Sigma$. Conversely, any assignment of edge signs $s$ defines a spin structure on $\Sigma$ minus its vertices. This
spin structure extends to the vertices if and only if $s$ is admissible. Let us denote the resulting spin surface by $S(\Sigma, s)$. The edge signs allow to reconstruct the original spin structure:

**Theorem 3.17.** Let $\Sigma$ be a spin triangulated surface. The spin structures $\Sigma$ and $S(\Sigma, s_\Sigma)$ on $\Sigma$ are isomorphic.

The behaviour of the edge signs under change of marking, of the spin lifts $\tilde{\chi}_\sigma$, and of the triangulation via 2-2 and 3-1 Pachner moves is worked out in Sections 3.6 and 3.9. The resulting rules dictate the properties an algebraic structure needs to have in order to define an invariant of the spin surface.

### 1.1.2. Algebraic part.

Fix an additive symmetric monoidal category $S$. Choose an object $A \in S$ and three morphisms:

- $t : A \otimes A \otimes A \to 1$
- $c_{+1}, c_{-1} : 1 \to A \otimes A$.

Given a spin surface $\Sigma$ and a marked triangulation thereof together with the edge signs computed as above, one can produce a morphism $T_{\text{triang}}(\Sigma) : 1 \to (A^{\otimes 3}) \otimes B$, where $B$ is the number of boundary components of $\Sigma$, see Section 4.1. The definition is simply $T_{\text{triang}} = (\otimes t) \circ \tau \circ (\otimes c_{(e)})$, where the product is over all triangles $\sigma$ and over all edges $e$. The permutation $\tau$ is determined by the connectivity of edges and triangles, by the orientation of the edges, and by the preferred edge assigned to each triangle. We get three copies of $A$ for each boundary component because the triangulation is required to have precisely three edges on each boundary component.

If one imposes that the data $t, c_{\pm 1}$ satisfy the invariance conditions coming from the changes of marking, spin lifts and triangulation mentioned above, the morphism $T_{\text{triang}}$ in turn depends only on the spin surface (with parametrised boundaries) $\Sigma$, see Section 4.2.

The conditions that $t, c_{\pm 1}$ have to satisfy can be phrased in a more standard way under two additional assumptions: 1) The copairing $c_{-1}$ should be non-degenerate – this allows to define an associative product on $A$ in terms of $t$ and $c_{-1}$. 2) This product should have a unit. Under these assumptions, the conditions on $t, c_{\pm 1}$ can be rephrased as the requirement that $A$ carries the structure of a $\Delta$-separable Frobenius algebra whose Nakayama automorphism squares to the identity.

The definitions of these terms are given in Section 4.3. In brief, a Frobenius algebra $A$ is an algebra and a coalgebra, and the two structures are related by the Frobenius condition (i.e. the coproduct is a bimodule map). $A$ is $\Delta$-separable if the product $\mu$ is left-inverse to the coproduct $\Delta$, i.e. $\mu \circ \Delta = \text{id}_A$. Each Frobenius algebra in a symmetric monoidal category is equipped with an automorphism, called the Nakayama automorphism, defined in terms of the pairing and copairing of $A$ and the symmetric braiding of $S$.

Let us write $T_A$ for a version of $T_{\text{triang}}$ where we used the non-degenerate pairing of $A$ to exchange source and target object, that is, $T_A(\Sigma) : (A^{\otimes 3}) \otimes B \to 1$. This change is made to correspond to the physical notion of a correlator as a multilinear map to the complex numbers – mathematically the other variant works just as well. Our main result is:

**Theorem 4.10.** Let $A$ be a Frobenius algebra in a symmetric monoidal category $S$, such that $A$ is $\Delta$-separable and has a Nakayama automorphism which is an involution. Then $T_A(\Sigma)$ is independent of the choice of spin triangulation of the spin surface $\Sigma$ and $T_A(\Sigma) = T_A(\Sigma')$ for isomorphic spin surfaces $\Sigma$ and $\Sigma'$.

Denote the counit of $A$ by $\varepsilon : A \to 1$. The non-degenerate invariant pairing on $A$ is given by $b = \varepsilon \circ \mu : A \otimes A \to 1$. Let $c_{U,V} : U \otimes V \to V \otimes U$ be the
symmetric braiding of $\mathcal{S}$. A Frobenius algebra is symmetric if $b \circ c_{A,A} = b$. A symmetric Frobenius algebra satisfies $N = \text{id}_A$ (and vice versa). In particular, a $\Delta$-separable symmetric Frobenius algebra $A$ provides an example for Theorem 4.10. However, if $N = \text{id}_A$, then $T_A(\Sigma)$ is actually independent of the spin structure. This is maybe not too surprising as in this case $A$ is the datum needed to define a state sum topological field theory on oriented surfaces without spin structure, see [PHK, BP, LP].

Let us turn back to the general case of $N \circ N = \text{id}_A$ but $A$ is not necessarily symmetric. In this case it may happen that $\mu \circ (N \otimes \text{id}_A) \circ \Delta = 0$, or, in other words, $N \ast \text{id}_A = 0$ where $\ast$ is the convolution product on $\text{End}(A)$. This condition is interesting: given a marked triangulation of a surface together with an assignment of edge signs (admissible or not), one can define $T_A$ by the same rules as before, though in general it will now depend on the triangulation. But if $N \ast \text{id} = 0$, one can show that $T_A$ gives zero unless the edge signs are admissible (Section 4.9). In this sense, algebras $A$ as in Theorem 4.10 which in addition satisfy $N \ast \text{id} = 0$ automatically enforce the admissibility condition.

The invariant $T_A$ is compatible with gluing of surfaces as described in Proposition 4.12 and so defines a topological field theory for spin surfaces. To make the connection to the usual functorial formulation of a 2-1 topological field theory, we have to compute the state spaces assigned to boundary circles of NS- and of R-type. These are defined as the images of idempotents on $A \otimes A \otimes A$ obtained from cylinders with spin structure, see Sections 4.5 and 4.6. These idempotents factor through $A$, and assuming that they split, we obtain the state spaces as subobjects

$$Z^{NS}, Z^R \subset A.$$ 

The corresponding idempotents are easy to describe:

$$P^{NS} = \mu \circ c_{A,A} \circ (N \otimes \text{id}_A) \circ \Delta, \quad P^R = \mu \circ c_{A,A} \circ \Delta.$$

From this it is, for example, straightforward to check that $Z^{NS}$ is the centre of $A$ (Lemma 4.21). The projectors $P^{NS}$ and $P^R$ also appear in [BCP] in the study of “generalised twisted sectors”, see Remark 4.16.

The Nakayama automorphism $N$ commutes with $P^{NS/R}$. This means it can be restricted to an automorphism of $Z^{NS}$ and $Z^R$ which, by abuse of notation, we also call $N$. One checks that on $Z^{NS}$, $N$ acts as the identity while on $Z^R$, $N$ defines an involution. Geometrically, this results from the fact that there is a unique spin structure on cylinder with NS-type boundary components and two non-isomorphic spin structures on a cylinder with R-type boundary components (Remark 4.15). Let us write

$$Z = Z^{NS} \oplus Z^R$$

for the total state space. The algebra $A$ induces the structure of a $\mathbb{Z}_2$-graded Frobenius algebra on $Z$. We will write the group operation of the grading group $\mathbb{Z}_2$ multiplicatively, so that the two degrees are $\pm 1$. Then $Z^{NS}$ has degree $+1$ and $Z^R$ has degree $-1$. Write $\mu_Z$ for the multiplication on $Z$ and denote the embeddings of the two summands by $\iota^Z_{NS} : Z^{NS} \to Z$ and $\iota^Z_{R} : Z^R \to Z$. The algebra $Z$ is graded-commutative in the sense that, for $\alpha, \beta \in \{ \pm 1 \}$,

$$\mu_Z \circ c_{Z,Z} \circ (\iota^Z_{\alpha} \otimes \iota^Z_{\beta}) = \mu_Z \circ (N_\gamma \otimes \text{id}_Z) \circ (\iota^Z_{\alpha} \otimes \iota^Z_{\beta}),$$

where $\gamma = -1$ if $\alpha = \beta = -1$ and $\gamma = 1$ else, and $N_{+1} = \text{id}$ and $N_{-1} = N$ (Proposition 4.23).

In [MS, Sect. 2.6], Moore and Segal consider the case that $\mathcal{S}$ is the category of super vector spaces. They require that the involution $N$ on $Z$ coincides with the parity involution of a super vector space. $Z^{NS}$ then has to be purely even, and
one easily checks that in this case $Z$ is commutative when considered as an algebra in $\text{Vect}$ instead of $\text{SVect}$ (i.e. $\mu_Z \circ c^\text{Vect}_{Z,Z} = \mu_Z$), in agreement with [MS]. Moore and Segal find that $Z$ should satisfy an extra condition, namely that the NS- and R-type “Euler characters” agree. This condition also holds in our case, see Remark 4.29 for details.

1.2. Outlook. There are at least three directions which would be very interesting to pursue further.

The first direction, and in fact the original motivation for starting this research, is to try to use this formalism to formulate two-dimensional quantum field theories on spin surfaces in terms of theories on oriented surfaces with defect lines. Let us expand a bit on this point. A two-dimensional quantum field theory with defects is defined on surfaces decorated by one-dimensional submanifolds, so-called (topological) defect lines. These defect lines are equipped with an orientation and a label determining the defect condition. See [DKR] for an introduction to field theories with defects. Defects can for example be used to describe (generalised) orbifolds, see [FFRS, CR]. In this construction, to evaluate a correlator in the orbifold theory one considers the correlator of the same surface in the original theory, but equipped with a network of defect lines. The defect lines and junctions must be such that the result is independent of the choice of triangulation. One can organise two-dimensional quantum field theories with defect lines into a bicategory. The endomorphism category of a given theory is then a monoidal category. Much by the same argument as used in the state-sum construction of a two-dimensional topological field theory on oriented surfaces, one finds that the defect and junctions have to come from a $\Delta$-separable symmetric Frobenius algebra in that endomorphism category (which is not braided, so the symmetry condition is formulated slightly differently), see [FFRS, CR] for details. An analogous construction works for quantum field theories on spin surfaces. Namely, if the category of topological endo-defects of a theory on oriented surfaces contains an algebra as in Theorem 4.10 (with appropriate definition of the Nakayama automorphism), this allows one to define a quantum field theory on spin surfaces. A benefit of this construction would be that the description of correlators of two-dimensional rational conformal field theory on oriented surfaces via three-dimensional topological field theory developed in [FRS1, FRS2, FFFRS, FFRS, FFS] can be brought to bear also on two-dimensional conformal field theory on spin surfaces.

Secondly, the condition $N \ast \text{id} = 0$ discussed above deserves further study. It indicates that the sum over spin structures can be implemented by a local statistical model in the following sense: Fix a marked triangulation on a surface $\Sigma$. Think of the sign $s(e)$ attached to an edge $e$ as a statistical variable and consider the sum over all edge sign configurations. If $A$ as in Theorem 4.10 satisfies $N \ast \text{id} = 0$, only the admissible edge sign configurations can contribute. Thus the statistical sum over all edge signs implements the sum over spin structures (with some over-counting depending on the triangulation). This is to some extend comparable to the relation between dimer models and spin structures discussed in [CRe1, CRe2]. There, for a fixed dimer configuration on a surface graph, the different Kasteleyn orientations (up to an equivalence relation) precisely describe the possible spin structures on the surface [CRe1, Cor. 3]. A Kasteleyn orientation has to satisfy a rule for each face of the graph, and one could try to build a model which sums over all edge orientations but assigns non-zero Boltzmann weight only to Kasteleyn orientations. It would be interesting to investigate the condition $N \ast \text{id} = 0$ and the connection to dimer models further.
Thirdly, it would be desirably to have state sum descriptions available also for higher dimensional spin topological field theories. It should be possible to construct such theories starting, for example, from the combinatorial model developed by Budney in [Bu]. To do so, one would have to understand how the three-dimensional Pachner moves affect the combinatorial data in [Bu], and to deduce the algebraic structure necessary to obtain an invariant. It is known that spherical fusion categories provide examples of state sum constructions of three-dimensional topological field theories for oriented three-manifolds [TV, BW]. Thus, as a guiding principle, such categories have to be examples of the algebraic structure defining spin-topological field theories (but those examples would – as in the two-dimensional case – not be sensitive to the spin structure). The result could then be compared to existing (non-state sum) constructions of spin topological field theories in three dimensions, notably [BM, Bu].
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2. Spin structures on surfaces

A surface is an oriented, smooth, two-dimensional real manifold, possibly with boundary. Maps between surfaces are smooth and orientation-preserving. We identify the complex plane $\mathbb{C}$ with $\mathbb{R}^2$ and sometimes use complex coordinates, but maps between subsets of $\mathbb{C}$ need not be holomorphic.

2.1. Spin structures with metric. Following Milnor [Mi] we define a spin structure on an $SO_n$-principal bundle as follows:

**Definition 2.1.** Let $\zeta : P_{SO} \to M$ be an $SO_n$-principal bundle over a manifold $M$. A spin structure on $\zeta$ is a pair $(\eta, p)$, consisting of a $Spin_n$-principal bundle $\eta : P_{Spin} \to M$ and a map $p : P_{Spin} \to P_{SO}$ such that the following diagram commutes:

$$
\begin{array}{ccc}
P_{Spin} \times Spin_n & \xrightarrow{R_{Spin}} & P_{Spin} \\
p \times p_{SO} & \downarrow & \downarrow p \\
P_{SO} \times SO_n & \xrightarrow{R_{SO}} & P_{SO} \\
\end{array}
$$

Here $p_{SO} : Spin_n \to SO_n$ is the covering homomorphism and $R_{Spin}$, $R_{SO}$ denote the respective right actions. An isomorphism of spin structures is a map of principal bundles $f : P_{Spin} \to P_{Spin}'$ such that $p' \circ f = p$. A spin surface is a surface equipped with a Riemannian metric and a spin structure on its associated bundle of oriented orthonormal frames.

We denote the bundle of orthonormal frames over a Riemannian manifold $M$ by $F_{SO}(M)$. The right action of $g \in SO_n$ on a frame $(v_1, \ldots, v_n)$ is given by

$$
(v_1, \ldots, v_n).g := (v'_1, \ldots, v'_n) \quad \text{with} \quad v'_i = \sum_j v_j g_{ji}.
$$
2.2. Spin structures without metric. Let $GL_n^+$ be the group of orientation preserving linear automorphisms of $\mathbb{R}^n$. The inclusion $i : SO_n \to GL_n^+$ is a homotopy equivalence by the QR-decomposition. By covering theory we then get a commutative diagram of Lie groups,

\begin{equation}
\begin{array}{ccc}
\mathbb{Z}_2 & \xymatrix{ \text{Spin}_n & SO_n \\
 GL_n^+ & \ar[l]_i \ar[r]^{p}\ar[u]_i & GL_n^+ }, \\
\end{array}
\end{equation}

such that $\widetilde{GL}_n^+$ is the nontrivial twofold covering of $GL_n$. This leads us to the following

**Definition 2.2.** Let $M$ be an oriented manifold. Let $\zeta : F_{GL^+} \to M$ be its bundle of oriented frames. A spin structure without metric on $M$ is a pair $(\eta, p)$, consisting of a $\widetilde{GL}_n^+$-principal bundle $\eta : \widetilde{P}_{GL^+} \to M$ and a map $p : \widetilde{P}_{GL^+} \to F_{GL^+}$ such that the following diagram commutes:

\begin{equation}
\begin{array}{ccc}
P_{\widetilde{GL}^+} \times \widetilde{GL}_n^+ & \xymatrix{ & F_{\widetilde{GL}^+} \\
 F_{GL^+} \times GL_n^+ & \ar[l]^{p \times p_{GL}} \ar[r]^{R_{GL_n^+}} & \ar[d]_{\zeta} \ar[u]_{R_{GL_n^+}} & M \\
 & \ar[l]_{\eta} & },
\end{array}
\end{equation}

Here $p_{GL} : \widetilde{GL}_n^+ \to GL_n^+$ is the covering homomorphism. An isomorphism of spin structures without metric is a map of principal bundles $f : P_{\widetilde{GL}^+} \to P'_{\widetilde{GL}^+}$ such that $p' \circ f = p$.

After these preliminaries, we can introduce the main geometrical object of this paper:

**Definition 2.3.** A spin surface without metric $\Sigma$ is a surface $\Sigma$ together with a spin structure without metric $P_{\widetilde{GL}^+}(\Sigma)$.

**Remark 2.4.** The groupoids of spin structures without metric and ordinary spin structures on a given surface with metric are equivalent: Let $\Sigma$ be a spin surface without metric. If we equip it with a metric, we can obtain a spin surface as follows: A metric surface comes with a bundle of oriented orthonormal frames, and an embedding $i : F_{SO} \to F_{GL^+}$ into its bundle of oriented frames. We obtain a spin structure on $\Sigma$ by pulling back the $GL^+_2$ bundle along this inclusion map. Conversely we can obtain a spin structure without metric from a spin structure by taking the associated $\widetilde{GL}_2^+$ bundle. These constructions are functorial, and inverse to each other.

Via the above remark the usual classification result for spin structures also applies to spin structures without metric (see e.g. [LM, Thm. 1.7]).

**Proposition 2.5.** Isomorphism classes of spin structures without metric on a given oriented surface $\Sigma$ are in one-to-one correspondence to $H^1(\Sigma, \mathbb{Z}_2)$. 
Definition 2.6. A morphism (or map) of spin surfaces without metric is given by a map of $\tilde{GL}^+_2$ bundles $\tilde{f} : P_{\tilde{GL}^+}(\Sigma) \to P_{\tilde{GL}^+}(\Sigma')$ such that the diagram

\[
P_{\tilde{GL}^+}(\Sigma) \xrightarrow{f} P_{\tilde{GL}^+}(\Sigma') \\
F_{\tilde{GL}^+}(\Sigma) \xrightarrow{df_*} F_{\tilde{GL}^+}(\Sigma') \\
\uparrow \quad \uparrow \\
\Sigma \to \Sigma'
\]

commutes. Here $f : \Sigma \to \Sigma'$ denotes the underlying map of surfaces, and $df_*$ the map induced on the bundle of oriented frames by the derivative of $f$.

We will sometimes write $\tilde{f} : \Sigma \to \Sigma'$ for a map between spin surfaces as an abbreviation of $\tilde{f} : P_{\tilde{GL}^+}(\Sigma) \to P_{\tilde{GL}^+}(\Sigma').$

Remark 2.7. Note that an isomorphism of spin structures as in Definition 2.2 is required to be the identity on the underlying surface, while a map of spin surfaces may even relate spin structures with different underlying surfaces. In fact, to give a map $\tilde{f} : \Sigma \to \Sigma'$ between spin surfaces without metric is the same as to give isomorphism of spin structures from $P_{\tilde{GL}^+}(\Sigma)$ to the pullback spin structure $\tilde{f}^*P_{\tilde{GL}^+}(\Sigma') = F_{\tilde{GL}^+} \times F_{\til{GL}^+} P_{\til{GL}^+}(\Sigma').$

From now on we will write “spin structure” (resp. “spin-surface”) for spin structure without metric (resp. spin-surfaces without metric).

2.3. A construction of $\tilde{GL}_2^+$. We give a construction of $\tilde{GL}_2^+$, parallel to the construction of the metaplectic group in [LV, Sect. I.1.8]. $GL_2^+$ acts on the complex upper half plane $\mathbb{H} = \{z \mid \text{Im}(z) > 0\}$ as

\[
g.z = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.z = \frac{az + b}{cz + d}.
\]

The denominator will be denoted by $j_g(z) = cz + d$; it satisfies $j_{g_1g_2}(z) = j_{g_1}(g_2.z)j_{g_2}(z)$.

We define $\tilde{GL}_2^+$ as

\[
\tilde{GL}_2^+ := \{(g, \varepsilon) \mid g \in GL_2^+, \varepsilon : \mathbb{H} \to \mathbb{C} \text{ holomorphic s.t. } \varepsilon(z)^2 = j_g(z)\}.
\]

Composition and inverse are given by

\[
(g_1, \varepsilon_1) \circ (g_2, \varepsilon_2) := (g_1g_2, \varepsilon_1) , \quad \text{with } \varepsilon(z) = \varepsilon_1(g_2.z)\varepsilon_2(z) , \\
(g, \varepsilon)^{-1} := (g^{-1}, \tilde{\varepsilon}) , \quad \text{with } \tilde{\varepsilon}(z) = \varepsilon(g^{-1}.z)^{-1}.
\]

The unit is $e = (1,1)$. The map $p_{GL} : \tilde{GL}_2^+ \to GL_2^+$ is given by

\[
p_{GL} : (g, \varepsilon) \mapsto g .
\]

Notice that for an element $(g, \varepsilon) \in \tilde{GL}_2^+$, the function $\varepsilon$ is uniquely determined by giving its value at a single point $z \in \mathbb{H}$, e.g. at $z = i$. 


In the following it will be useful to describe scaled rotations in $GL^+_2$, as well as their preimage in $GL^+$, via elements of $\mathbb{C}^\times$. To do so, we define the injective group homomorphisms

$$i_{\mathbb{C}^\times} : \mathbb{C}^\times \to GL^+_2, \quad \delta : \mathbb{C}^\times \to GL^+$$

where

$$z \mapsto \left( \frac{\Re z - \Im z}{\Im z} \right), \quad z \mapsto \left( i_{\mathbb{C}^\times}(z^2), \varepsilon_z \right) \text{ s.t. } \varepsilon_z(i) = z.$$  

We will identify $SO_2$ with the unit circle, $SO_2 = \{ z \in \mathbb{C} | |z| = 1 \} \subset \mathbb{C}^\times$. Then, for example, the map $\delta$ lifts the inclusion map of $SO_2$ into $GL^+_2$: the diagram

$$\begin{array}{ccc}
SO_2 & \xrightarrow{\delta} & GL^+_2 \\
| & \downarrow{p_{SO}} & \downarrow{p_{GL}} \\
SO_2 & \xrightarrow{i_{\mathbb{C}^\times}} & GL^+_2
\end{array}$$

commutes. We will from now on suppress the inclusion $i_{\mathbb{C}^\times}$ in our formulas, but we will write out $\delta$ to avoid confusion.

**Remark 2.8.** The exact sequence

$$1 \to \mathbb{Z}_2 \to \delta \to GL^+_2 \to GL^+_2 \to 1$$

is a central extension of groups and the centre of $GL^+_2$ is the preimage of the centre of $GL^+_2$ under $p_{GL}$. In particular, the elements in the image of $\delta$ which are in the centre are

$$\delta(SO_2) \cap Z(GL^+_2) = \{ \delta(\pm 1), \delta(\pm i) \}.$$  

**2.4. QR-decomposition for $GL^+_2$.** We start from the QR-decomposition of an invertible matrix into an orthogonal and an upper triangular part. If we require that the upper triangular matrix have nonnegative diagonal entries, the QR-decomposition is unique, and we get smooth maps

$$Q : GL^+_2 \to SO_2, \quad R : GL^+_2 \to T_2,$$

such that $Q(g) R(g) = g$ for $g \in GL^+_2$. Here, $T_2$ is the space of upper triangular matrices with positive diagonal entries. Notice, however, that $Q$ and $R$ are not group homomorphisms.

We now describe a related decomposition for $GL^+_2$. The preimage $p^{-1}_{GL}(T_2)$ has two connected components. Let $\tilde{T}_2$ be the connected component of the identity,

$$\tilde{T}_2 = \{ (\begin{pmatrix} a & b \\ 0 & c \end{pmatrix}, \sqrt{c}) | a, c > 0 \}.$$  

Note that $\tilde{T}_2$ is a subgroup of $GL^+_2$. The second component in $p^{-1}_{GL}(T_2)$ is given by replacing $\sqrt{c}$ by $-\sqrt{c}$ in the above expression.

**Lemma 2.9.** The QR-decomposition lifts to $GL^+_2$, i.e. there are unique smooth maps

$$\tilde{Q} : GL^+_2 \to \delta(SO_2), \quad \tilde{R} : GL^+_2 \to \tilde{T}_2,$$

such that $\tilde{Q}(g) \tilde{R}(g) = g$ for all $g \in GL^+_2$, and such that

$$p_{GL} \circ \tilde{Q} = Q \circ p_{GL}, \quad p_{GL} \circ \tilde{R} = R \circ p_{GL}.$$

**Proof.** Consider the lift of the inclusion map $\tilde{i} : T_2 \to GL^+_2$ given by

$$\tilde{i} : T_2 \to \tilde{T}_2, \quad (\begin{pmatrix} a & b \\ 0 & c \end{pmatrix}) \mapsto \left( (\begin{pmatrix} a & b \\ 0 & c \end{pmatrix}), \sqrt{c} \right)$$

and define

$$\tilde{Q} = \tilde{i} \circ Q, \quad \tilde{R} = \tilde{i} \circ R.$$
and define $\tilde{R} := i \circ R \circ p_{GL}$. Using that $p_{GL} \circ i = \text{id}$ and that $i$ is a group homomorphism, one checks that $p_{GL}(g \tilde{R}(g)^{-1}) = Q(p_{GL}(g)) \in SO(2)$ for all $g \in \tilde{GL}_2^+$. Hence we can define $\tilde{Q}(g) := g \tilde{R}(g)^{-1} \in \delta(SO(2))$. It is then immediate that $\tilde{Q}(g) \tilde{R}(g) = g$ and that (2.19) holds.

Next we turn to the uniqueness of the $QR$-decomposition in $\tilde{GL}_2^+$. Suppose that $g \in \tilde{GL}_2^+$ has been written as $g = \delta(q) \cdot t$ with $q \in SO_2$ and $t \in \tilde{T}_2$. Applying $p_{GL}$ and using uniqueness of the $QR$-decomposition of $GL_2^+$, we see that either $\delta(q) = \tilde{Q}(g)$ and $t = \tilde{R}(g)$, or else $\delta(q) = \tilde{Q}(g)\delta(-1)$ and $t = \tilde{R}(g)\delta(-1)$. But $\tilde{R}(g)\delta(-1) \notin \tilde{T}_2$ and so only the first possibility is realised.

We will refer to the decomposition $g = \tilde{Q}(g) \tilde{R}(g)$ of an element $g$ of $\tilde{GL}_2^+$ as $QR$-decomposition.

Upper triangular matrices preserve the standard flag in $\mathbb{R}^2$. The $QR$-decomposition can thus be used to study how a given linear map acts on these subspaces. For example, $g \in GL_2^+$ lies in $T_2$ if and only if it preserves the subspace $e_1$, and in this case $R(g) = g$ and consequently $Q(g) = 1$. Later we need to look at rotated $QR$-decompositions. For $\alpha \in SO_2$ define the maps

$$Q_\alpha : GL_2^+ \rightarrow SO_2, \quad R_\alpha : GL_2^+ \rightarrow T_2,$$

as, for $g \in GL_2^+$ and $\tilde{g} \in \tilde{GL}_2^+$,

$$(2.20) \quad Q_\alpha(g) = \alpha Q(\alpha^{-1} g \alpha) \alpha^{-1} = Q(\alpha^{-1} g \alpha) \alpha^{-1}, \quad R_\alpha(g) = \alpha R(\alpha^{-1} g \alpha) \alpha^{-1} = R(\alpha^{-1} g \alpha) \alpha^{-1}, \quad \tilde{Q}_\alpha(\tilde{g}) = \tilde{Q}(\tilde{\alpha}^{-1} \tilde{g} \tilde{\alpha}) \tilde{\alpha}^{-1} = \tilde{Q}(\tilde{\alpha}^{-1} \tilde{g} \tilde{\alpha}) \tilde{\alpha}^{-1}.$$  

Here $\tilde{\alpha} \in \tilde{GL}_2^+$ is a lift of $\alpha$, and since $\delta(-1)$ is in the centre of $\tilde{GL}_2^+$, the definition does not depend on the choice of $\tilde{\alpha}$.

Clearly, we still have $g = Q_\alpha(g) R_\alpha(g)$ and $\tilde{g} = \tilde{Q}_\alpha(\tilde{g}) \tilde{R}_\alpha(\tilde{g})$. Furthermore, if $g$ leaves the subspace $\mathbb{C} e_1$ invariant, then $R_\alpha(g) = g$ (since $\alpha^{-1} g \alpha$ leaves $\mathbb{C} e_1$ invariant) and hence also $Q_\alpha(g) = 1$.

**Lemma 2.10.**

(1) Let $g, h \in GL_2^+$ and $\alpha, \beta \in SO_2$. Then

$$Q_\alpha(\beta g) = \beta Q_\alpha(g), \quad Q_\alpha(g \alpha^{-1} h) = Q_\alpha(g) Q_\alpha(h^{-1}).$$

(2) Let $g, h \in \tilde{GL}_2^+$ and $\alpha, \beta \in SO_2$. Then

$$\tilde{Q}_\alpha(\delta(\beta) g) = \delta(\beta) \tilde{Q}_\alpha(g), \quad \tilde{Q}_\alpha(g \alpha^{-1} h) = \tilde{Q}_\alpha(g) \tilde{Q}_\alpha(h^{-1}).$$

**Proof.** It suffices to show part 2. Part 1 then follows by applying $p_{GL}$. Furthermore, the case for general $\alpha$ follows straightforwardly once we verified the claims for $\alpha = 1$.

Let us denote $g, h \in \tilde{GL}_2^+$ for $\alpha = 1$.

For the first equality in (2.22), compose $g = \tilde{Q}(g) \tilde{R}(g)$ with $\delta(\beta) g = q r$, with $q = \delta(\beta) \tilde{Q}(g)$ and $r = \tilde{R}(g)$. From the uniqueness of the $QR$-decomposition in Lemma 2.9 it follows that $\tilde{Q}(\delta(\beta) g) = \delta(\beta) \tilde{Q}(g)$. For the second equality, start with

$$\tilde{R}(h) = \tilde{Q}(h)^{-1} h.$$
Multiplying both sides with \( g \) gives \( \tilde{Q}(g)\tilde{R}(g)\tilde{R}(h) = g\tilde{Q}(h)^{-1}h \). Since \( \tilde{T}_2 \) is a subgroup and by uniqueness of the \( \tilde{Q}\tilde{R} \)-decomposition, the second equality in (2.22) follows. Now invert equation (2.24) and replace \( h \) with its inverse:

\[
\tilde{R}(h^{-1})^{-1} = h\tilde{Q}(h^{-1}) .
\]

Multiplying by \( g \) gives \( \tilde{Q}(g)\tilde{R}(g)\tilde{R}(h^{-1})^{-1} = gh\tilde{Q}(h^{-1}) \). For the same reason as above, this shows the third equality in (2.22).

\[
2.5. \text{Example: Two spin structures on } \mathbb{C}^\times. \text{ By Proposition 2.5 there are two isomorphism classes of spin structures on } \mathbb{C}^\times. \text{ Two spin surfaces } \mathbb{C}^{NS} \text{ and } \mathbb{C}^R \text{ which represent these classes can be described as follows.}
\]

We let \( \mathbb{C}^{NS} \) be the spin surface with the trivial spin structure on \( \mathbb{C}^\times \). As a spin bundle it is given by the trivial principal bundle \( P_{GL^+}^{\mathbb{C}^{NS}} = \mathbb{C}^\times \times GL^+_2 \). The right action of \( GL^+_2 \) is given by right multiplication on the second component. The projection to the frame bundle is

\[
p^{NS} : P_{GL^+}^{\mathbb{C}^{NS}} \to \mathbb{C}^\times \times GL^+_2 \\
(z,g) \mapsto (z, pGL(g)) .
\]

The correspondence between oriented frames and elements of \( GL^+_2 \) is by taking the two basis vectors as the two column vectors of the 2\( \times \)2-matrix, cf. (2.2).

For \( \mathbb{C}^R \) we again take the manifold \( P_{GL^+}^{\mathbb{C}^R} = \mathbb{C}^\times \times GL^+_2 \) with \( GL^+_2 \)-action by right multiplication. The difference to \( \mathbb{C}^{NS} \) lies in the projection to the frame bundle, which for \( \mathbb{C}^R \) is

\[
p^R : P_{GL^+}^{\mathbb{C}^R} \to \mathbb{C}^\times \times GL^+_2 \\
(z,g) \mapsto (z, z pGL(g)) .
\]

(Recall that we do not write out the embedding \( i_{\mathbb{C}^\times} : \mathbb{C}^\times \to GL^+_2 \) from (2.10).)

One quickly checks that \( p^R(z,g) pGL(h) = p^R(z,gh) \). We have thus defined two spin surfaces \( \mathbb{C}^{NS}, \mathbb{C}^R \) with underlying surface \( \mathbb{C}^{NS} = \mathbb{C}^R = \mathbb{C}^\times \).

A simple path based argument shows that these are indeed non-isomorphic. We lift the loop \( \tilde{\zeta} : [0,2\pi] \to \mathbb{C}^\times \times GL^+_2 \), \( \tilde{\zeta}(t) = (e^{it},e^{it}) \) along \( p^{NS} \) and \( p^R \) to obtain \( \tilde{\zeta}^{NS}/R : [0,2\pi] \to \mathbb{C}^{NS}/R \) with \( \tilde{\zeta}^{NS}(t) = (e^{it},\delta(t/2)) \) and \( \tilde{\zeta}^R(t) = (e^{it},\delta(1)) \). We observe that \( \tilde{\zeta}^R \) is closed while \( \tilde{\zeta}^{NS} \) is not. Thus \( \mathbb{C}^{NS} \) and \( \mathbb{C}^R \) are different. Of these, \( \mathbb{C}^{NS} \) extends to the whole of \( \mathbb{C} \). We will therefore use the notation \( \mathbb{C}^{NS} \) for the unpunctured complex plane with the (unique up to isomorphism) spin structure \( \mathbb{C}^{NS} = \mathbb{C} \times \tilde{G}L^+_2 \).

2.6. Lifting properties of maps.

**Lemma 2.11.** Let \( \Sigma, \Sigma' \) be two spin surfaces and \( f : \Sigma \to \Sigma' \) a map between the underlying surfaces. Suppose that \( \Sigma \) is contractible. Then there exist precisely two maps \( \tilde{f}_1, \tilde{f}_2 : \Sigma \to \Sigma' \) of spin surfaces with underlying map \( f \); these are related by \( \tilde{f}_1 = \tilde{f}_2 \circ \omega \), where \( \omega \) is the leaf exchange automorphism.

**Proof.** By Remark 2.4 to give a map \( \tilde{f} : \Sigma \to \Sigma' \) is equivalent to giving an isomorphism \( P_{GL}^{\Sigma} \to f^*P_{GL}^{\Sigma'} \) of spin structures. Such an isomorphism exists, since \( \Sigma \) is contractible and so by Proposition 2.5 there is only one isomorphism class of spin structures on \( \Sigma \). Finally, any two such lifts are either equal or related by \( \omega \) since \( \Sigma \) is in particular connected. \( \square \)

**Lemma 2.12.** Let \( \tilde{f} : \Sigma \to \Sigma' \) be a morphism of spin surfaces with underlying map \( f \). Let \( H : [0,1] \times \Sigma \to \Sigma' \) be a smooth homotopy, i.e. \( H \) is continuous and \( H_t \) is smooth for all \( t \in [0,1] \). Assume \( H_0 = f \). Then there is a unique lift...
\(H: [0, 1] \times \Sigma \to \Sigma' \) such that \(H_0 = f\) and such that \(H_t\) is a map of spin surfaces for each \(t\).

**Proof.** Taking derivatives of \(H\) at fixed times \(t\), we obtain a lift of \(H\) to the bundle of oriented frames. The result then follows from the homotopy lifting property of \(p: F_{GL^+}(\Sigma') \to F_{GL^+}(\Sigma')\).

In Section 2.5 we saw that a spin structure on \(\mathbb{C}^\times\) can be extended to \(\mathbb{C}\) iff the path \(\tilde{\zeta}\) does not have a closed lift in the spin bundle. We now extend this argument to spin structures on arbitrary surfaces. Let \(\Sigma\) be a surface. We denote \(\pi: T\Sigma \to \Sigma\) the projection that picks the first vector of a frame. A \((\text{smooth})\) simple closed curve is a closed path, that is a smooth embedding when considered as a map of \(S^1\) into the surface. Such a curve \(\gamma: [0, 1] \to \Sigma\) induces a closed curve \(d\gamma: [0, 1] \to T\Sigma\) by taking the derivative. The curve \(d\gamma\) always lifts along \(\pi\) by completing the frame. (The derivative \(d\gamma\) is non-zero everywhere by definition since \(\gamma\) is an embedding.) Any two such lifts will be homotopic, as they only differ by right multiplication with a curve in \(T_2\).

**Lemma 2.13.** Let \(\Sigma\) be a surface, \(v \in \Sigma\) together with a spin structure on \(\Sigma \setminus \{v\}\). Let \(\gamma: [0, 1] \to \Sigma\) be a contractible smooth simple closed curve encircling \(v\) (i.e. on \(\Sigma \setminus \{v\}\) it is no longer contractible). Then for any \(\tilde{\gamma}: [0, 1] \to F_{GL^+}(\Sigma)\) with \(\pi\tilde{\gamma}(\gamma) = d\gamma\) the following are equivalent:

1. The spin structure on \(\Sigma \setminus \{v\}\) extends to \(\Sigma\).
2. \(\tilde{\gamma}\) does not have a spin lift.

**Proof.** By the Jordan-Schönflies theorem the image of the curve \(\gamma\) bounds a disk. We can therefore find a chart \(\psi: U \to \Sigma, U \subset \mathbb{C}\) open, in which \(\text{Im}(\gamma)\) bounds the unit disk and \(\psi^{-1}(v) = 0\). Then \(\psi^{-1} \circ \gamma\) is isotopic to either \(\zeta: [0, 2\pi] \to \mathbb{C}, t \mapsto e^{it}\), or its reverse, which has the same lifting properties. We can then assume w.l.o.g. that \(\tilde{\gamma}\) is homotopic to \(\tilde{\zeta}\) from Section 2.5 which lifts to the spin bundle iff the spin structure does not extend to \(\mathbb{C}\).

### 2.7. Surfaces with parametrised boundary.

We first define a set of collars around \(S^1 \subset \mathbb{C}\)

\[
\mathcal{A} := \{A_{r,R} \subset \mathbb{C}: A_{r,R} = \{z \in \mathbb{C}: r < |z| < R\}; r < 1 < R\}, \quad \mathcal{A}_{\geq 1} := \{A_{r,R} \cap \{z \in \mathbb{C}: |z| \geq 1\}: A_{r,R} \in \mathcal{A}\}.
\]

**Definition 2.14.** A surface with parametrised boundary is a compact surface \(\Sigma\) together with smooth embeddings \(\varphi_i: U_i \to \Sigma, i = 1, \ldots, B\), where \(U_i \in \mathcal{A}_{\geq 1}\), and \(B\) is the number of connected components of the boundary \(\partial \Sigma\) of \(\Sigma\). We require that \(\bigcup_{i=1}^{B} \varphi_i(\partial U_i) = \partial \Sigma\) and that the images \(\varphi_i(U_i), i = 1, \ldots, B\) are pairwise disjoint.

A diffeomorphism between surfaces with parametrised boundary is a diffeomorphism between the surfaces compatible with the germs of the boundary embeddings.

Such a parametrisation in particular induces a linear order on the boundary components which will be used later. Unless otherwise indicated, in the following “surface” will stand for “surface with parametrised boundary”.

Boundary components of surfaces can be glued using the parametrisation. To do this in a unique way we fix the gluing diffeomorphism

\[
s: \mathbb{C}^\times \to \mathbb{C}^\times, \quad z \mapsto z^{-1}.
\]

**Definition 2.15** (Gluing of parameterised surfaces). Let \((\Sigma_i, (\varphi_i)_i)\) be a surface and \((i, j), i \neq j\) be a pair of boundary components. The glued surface \(\Sigma_{i \neq j}\) is obtained by identifying points via the diffeomorphism \(\varphi_i \circ s \circ \varphi_j^{-1}|_{\partial \Sigma_j}: \partial \Sigma_j \to \partial \Sigma_i\).
After possibly restricting the maps \( \varphi_i \) and \( \varphi_j \) to smaller collars, also denoted by \( U_i \) and \( U_j \), we get an embedding \( \varphi_{i,j} : A \ni U_i \cup s(U_j) \to \Sigma_{i\#j} \) given by

\[
(2.29) \quad \varphi_{i,j}(z) = \begin{cases} 
\varphi_i(z), & \text{if } |z| \geq 1, \\
\varphi_j(s^{-1}(z)), & \text{if } |z| < 1.
\end{cases}
\]

The differentiable structure on the glued surface \( \Sigma_{i\#j} \) is the one compatible with the differentiable structure on \( \Sigma \setminus (\partial \Sigma_i \cup \partial \Sigma_j) \) and the differentiable structure induced by \( \varphi_{i,j} \) on its image.

The definition of the glued surface is symmetric, \( \Sigma_{i\#j} = \Sigma_{j\#i} \).

2.8. Spin-surfaces with parametrised boundary. As above we first define sets \( A^{NS} \) and \( A^R \) of spin collars for the \( NS \) and \( R \) spin structures on the annulus,

\[
(2.30) \quad A^{NS/R} := \left\{ \mathbb{C}^{NS/R}_z U \mid U \in A \right\}, \quad A^{NS/R}_{\geq 1} := \left\{ \mathbb{C}^{NS/R}_z U \mid U \in A_{\geq 1} \right\}.
\]

**Definition 2.16.** A spin surface with parametrised boundary is a compact spin surface \( \Sigma \) together with a collection \((\tilde{\varphi}_i)_{i=1,...,B}\) of spin embeddings

\[
(2.31) \quad \tilde{\varphi}_i : U_i \to \Sigma
\]

with \( U_i \in A^{NS}_{\geq 1} \cup A^R_{\geq 1} \) (disjoint union), and such that the tuple \((\Sigma_i, (\varphi_i)_{i=1,...,B})\) of underlying surface and parametrisation is a surface (with parametrisated boundary). We call a boundary component \( i \) of \( NS \)-type if \( U_i \in A^{NS} \) and of \( R \)-type if \( U_i \in A^R \).

As for surfaces, in the following we will write “spin surface” for “spin surface with parametrisated boundary” unless stated otherwise.

By taking its derivative the diffeomorphism \( s \) from \((2.28)\) induces a map \( ds_* : \mathbb{C}^\times \times GL_2^+ \to \mathbb{C}^\times \times GL_2^+ \),

\[
(2.32) \quad ds_* : (z, g) \mapsto \left( \frac{1}{z}, \frac{-1}{z^2} g \right).
\]

The map \( ds_* \) has two lifts \( \tilde{s}^{\pm}_{NS/R} : \mathbb{C}^{NS/R} \to \mathbb{C}^{NS/R} \), which we specify via

\[
(2.33) \quad \tilde{s}^{\pm}_{NS}(1, \delta(1)) = (1, \delta(-i\varepsilon)) , \quad \tilde{s}^{\pm}_{R}(1, \delta(1)) = (1, \delta(i\varepsilon)).
\]

The reason to choose different looking conventions for \( \tilde{s}_{NS} \) and \( \tilde{s}_{R} \) is a simplification in Lemma 3.10 below. We will omit the label \( R \) or \( NS \) if it is clear from the context which of the maps is used.

**Definition 2.17.** Let \((\Sigma, (\tilde{\varphi}_i)_i)\) be a spin surface. We call a triple \((i, j, \varepsilon)\), with \( i, j \) distinct boundary components and \( \varepsilon \in \{\pm\} \), spin gluing data. Here the boundaries \( i \) and \( j \) have to be either both of \( NS \)-type, or both of \( R \)-type. We define the glued spin surface \( \Sigma^\varepsilon_{i\#j} \) by identifying points along the boundary via the homeomorphism \( \tilde{\varphi}_i \circ \tilde{s} \circ \tilde{\varphi}_j^{-1} |_{\partial \Sigma_i} \), analogous to Definition 2.15 and use the maps \( \tilde{\varphi}_i \) and \( \tilde{\varphi}_j \circ (\tilde{s}^{-\varepsilon})^{-1} \) to define the differential structure and the spin structure. The bundle projection and right action commute with the gluing maps, and thus are defined on \( \Sigma^\varepsilon_{i\#j} \) in the obvious way.

Since \((\tilde{s}^{-\varepsilon})^{-1} = \tilde{s}^{1-\varepsilon} \), the gluing operation is not symmetric, but instead satisfies

\[
(2.34) \quad \Sigma^\varepsilon_{i\#j} = \Sigma^{1-\varepsilon}_{j\#i}.
\]
3. Spin Triangulations

3.1. Smooth triangulations with boundary. Below, we will make use of combinatorial surfaces and smooth triangulations. To fix conventions, in Appendix A we briefly review simplicial complexes, smooth maps from simplices to manifolds, combinatorial surfaces and smooth triangulations. Here we just mention that a combinatorial surface is a simplicial complex $C$ such that the polytope $|C|$ is homeomorphic to a two-manifold, and that a smooth triangulation of a surface $\Sigma$ is a homeomorphism $|C| \to \Sigma$ which is a smooth embedding when restricted to a simplex. We take our combinatorial surfaces to be oriented (see Definition A.4) and our orientation convention is given in Figure 3.1.

The standard triangle $\underline{\Delta}$ is the convex hull of the vertices $\{1, e^{\frac{2\pi i}{3}}, e^{\frac{4\pi i}{3}}\} \subset C$. We consider it as a simplicial complex with the usual simplices.

**Definition 3.1.** A combinatorial surface with parametrised boundary (or combinatorial surface for short) is a combinatorial surface $C$ together with simplicial isomorphisms $f_i : \partial \underline{\Delta} \to \partial C$, where $i$ runs from 1 to the number of boundary components, such that the boundary $\partial C$ is the disjoint union of all $f_i(\partial \underline{\Delta})$. The $f_i$ have to be orientation reversing in the sense that the induced orientation on an edge of $\underline{\Delta}$ is mapped to the opposite orientation of the boundary edge in $\partial C$ as induced by the adjacent triangle.

Via this definition we impose in particular that each boundary component of $C$ consists of precisely three edges and three vertices. The orientation convention is such that when using $f_i$ to glue the triangle into $C$ one obtains an oriented simplicial complex.

Triangulated surfaces can be glued. To formulate the gluing procedure, we need the map $s_C : \partial \underline{\Delta} \to \partial \underline{\Delta}$, $z \mapsto \bar{z}$. It acts on vertices as

$$s_C : \partial \underline{\Delta} \to \partial \underline{\Delta}, \quad 1 \mapsto 1, \quad e^{\frac{2\pi i}{3}} \mapsto e^{\frac{4\pi i}{3}}, \quad e^{\frac{4\pi i}{3}} \mapsto e^{\frac{2\pi i}{3}}.$$  

Let $i \neq j$ label two boundary components of a combinatorial surface $C$. We can glue the surface as an abstract simplicial complex by identifying simplices along the map $f_i \circ s_C \circ f_j^{-1}$. If we obtain a simplicial complex this way, we call $(i, j)$ simplicial gluing data. The resulting simplicial complex is denoted as $C_{i\#j}$ and it is again a combinatorial surface.

A simple example to illustrate the necessity of the above condition is as follows: take $C$ to be the disjoint union of two standard triangles $\underline{\Delta}$ with boundaries...
parametrised by \( s_C \). The two boundary components cannot be glued since the result would not be a simplicial complex, i.e. \((1,2)\) is not simplicial gluing data.

However, for a given combinatorial surface and arbitrary gluing data \((i,j)\), it is always possible to choose a subdivision of \( C \), fixing the boundary triangulation, such that \((i,j)\) becomes simplicial gluing data.

To triangulate surfaces with parametrised boundary we first define a canonical triangulation of the unit circle \( S^1 \),

\[
\varphi_S : \partial \Delta \to S^1, \quad z \mapsto \frac{z}{|z|}.
\]

**Definition 3.2.** A triangulated surface with parametrised boundary (or triangulated surface for short) is a tuple \((\Sigma, \varphi, (\Sigma, \varphi_i))\), where \((\Sigma, \varphi_i)\) is a combinatorial surface, and \(\varphi : C \to \Sigma\) is a triangulation such that \(\varphi \circ f_i = \varphi_i \circ \varphi_S\).

Since \( s_C(z) = \bar{z} \), the diagram

\[
\begin{array}{ccc}
\partial \Delta & \xrightarrow{\varphi_S} & S^1 \\
\downarrow{s_C} & & \downarrow{s} \\
\partial \Delta & \xrightarrow{\varphi_S} & S^1
\end{array}
\]

commutes. This allows us to make the following

**Definition 3.3.** Let \( \Sigma = ((C, f_i), \varphi, (\Sigma, \varphi_i)) \) be a triangulated surface and \((i,j)\) be simplicial gluing data. The glued triangulated surface is

\[
\Sigma_{i \# j} := ((C_{i \# j}, \hat{f}_k), \varphi_{i \# j}, (\Sigma_{i \# j}, \hat{\varphi}_k)),
\]

with \( \hat{f}_k, \hat{\varphi}_k \) being the remaining boundary parametrisations and \( \varphi_{i \# j} \) the quotient of the original triangulating map \( \varphi \).

### 3.2. Markings on combinatorial surfaces.

The combinatorial description of spin surfaces requires some extra data. Let \( C \) be a combinatorial surface. The first piece of data is an orientation on the edges of \( C \). We encode this by choosing for each edge \( e \in C_1 \) a vertex \( d_{10}(e) \) on the boundary of \( e \). This determines a second map \( e \mapsto d_1(e) \) by picking the other boundary vertex at each edge. We think of an edge as being oriented from \( d_{10}(e) \) to \( d_{11}(e) \), see Figure 3.2.

The second piece of data is a “starting edge” for each triangle in \( C \), that is, for each \( \sigma \in C_2 \) we choose an edge \( d_0^2(\sigma) \) of \( \sigma \). This induces two further maps \( \sigma \mapsto d_1^2(\sigma) \) and \( \sigma \mapsto d_2^2(\sigma) \) by choosing the next and next-to-next edge counterclockwise.

For the standard triangle \( \Delta \) this is illustrated in Figure 3.3, which also gives our numbering convention for the edges of \( \Delta \).

To summarise:

**Definition 3.4.** A marked combinatorial surface with parametrised boundary (or marked combinatorial surface for short) is a combinatorial surface \( C \) together with maps \( d_0^1 : C_1 \to C_0 \) and \( d_0^2 : C_2 \to C_1 \) such that:

- \( d_0^1(e) \in B(e) \) for all \( e \in C_1 \),
- \( d_0^2(\sigma) \in B(\sigma) \) for all \( \sigma \in C_2 \).
In addition, for boundary edges $e \in (\partial C)_1$, we require that they are directed in accordance with the boundary orientation as imposed by the parametrisation maps, see Figure 3.4. A marked triangulated surface (with parametrised boundary) is a triangulated surface together with a marking on its combinatorial surface.

**Definition 3.5** (Glueing of markings). Let $(C, f_i)$ be a marked combinatorial surface with parametrised boundary, $(i,j)$ simplicial gluing data and $C_{i\#j}$ the glued surface. For $\sigma \in C$ we denote by $[\sigma] \in C_{i\#j}$ the image of $\sigma$ under the quotient map. The marking on $C_{i\#j}$ is defined as follows:

- For $e \in C_1 \setminus (\text{im}(f_i) \cup \text{im}(f_j))$: $d^0_{i\#j}([e]) = d^0_i(e)$.
- For $e \in \text{im}(f_j)_1$: $d^1_j([e]) = [d^1_j(e)]$.
- For $e \in \text{im}(f_i)_1$: $d^1_i([e]) = [d^1_i((f_j \circ \sigma^{-1} \circ f_i^{-1})(e))]$.
- For $\sigma \in C_2$: $d^2_{i\#j}([\sigma]) = [d^2_i(\sigma)]$.

In a marked simplicial surface $C$, for each face $\sigma \in C_2$ there is a unique affine linear isomorphism $\tilde{\chi}_\sigma : \Delta \to \sigma$ which maps the marked edge of the standard
triangle to $d_2^e(\sigma)$. Consequently, in a marked triangulated surface $(C, \varphi, \Sigma)$ there is a canonical smooth embedding $\chi_\sigma : \Delta \to \Sigma$, $\chi_\sigma := \varphi \circ \tilde{\chi}_\sigma$ for each $\sigma \in C_2$.

Recall from Section 2.5 that $\mathbb{C}^{NS}$ is the (unpunctured) complex plane with spin structure $\mathbb{C}^{NS} = \mathbb{C} \times \text{GL}_2^\pm$. We define $\Delta$ to be the triangle $\Delta$ with spin structure $\mathbb{C}^{NS}|_{\Delta}$. The spin structure on $\Delta$ is unique up to isomorphism. We can now introduce another concept central for this paper.

**Definition 3.6.** A spin triangulated surface (with parametrised boundary) $\Sigma$ is a spin surface $\Sigma$ and a marked triangulated surface $((C, f_i) \times (\Sigma_i, \varphi_i))$ together with a choice of spin lift $\tilde{\chi}_\sigma : \Delta \to \Sigma$ of the map $\chi_\sigma : \Delta \to \Sigma$ for every face $\sigma \in C_1$.

Since simplices are connected and simply connected, a spin lift of $\chi_\sigma$ always exists and is uniquely determined by giving its value at one point. For every face of the triangulation there are two possible choices for the spin lift of the characteristic map.

### 3.3. Edge signs for inner edges.

Given a spin triangulated surface, our next aim is to give a combinatorial description of the spin structure. This will be achieved by assigning signs to the edges of the triangulation. The definition of these signs and the description of their behaviour under changes of the triangulation and under gluing will be the main input into the algebraic treatment of lattice spin topological field theory in Section 4.

Let $C$ be a marked combinatorial surface. Recall from Figure 3.2 that the boundary maps $d_{LR}^i$ give each edge $e \in C_1$ a (1-)orientation. For any inner edge $e$, we denote by $\sigma_L(e)$ the adjacent face that induces this orientation on $e$, and by $\sigma_R(e)$ the face that induces the opposite orientation, see Figure 3.5. Furthermore let $k_L(e)$ and $k_R(e)$ be such that $d_{k_L(e)}^e(\sigma_L(e)) = e = d_{k_R(e)}^e(\sigma_R(e))$. We say $e$ is the $k_L(e)$th edge of $\sigma_L(e)$ and the $k_R(e)$th edge of $\sigma_R(e)$. If the edge $e$ is clear from the context we will often drop the argument in $\sigma_{LR}$ and $k_{LR}$.

Now fix an edge $e$ in a marked triangulated surface $(C, \varphi, \Sigma)$. Let $p$ be a point on the $k_R(e)$th edge of $\Delta$. Then the derivative $d(\chi_{L}^{-1} \circ \chi_R)_p \in \text{GL}_2^\pm$ rotates a tangent vector in the direction of the edge by $e^{2\pi i (k_L/3 - k_R/3 + 1/2)}$. This can be written in terms of the QR-decomposition of $\text{GL}_2^\pm$ as

$$d(\chi_{L}^{-1} \circ \chi_R)_p = e^{2\pi i (k_L/3 - k_R/3 + 1/2)} , \text{ where } \alpha = e^{2\pi i (k_L/3 - k_R/3 + 1/2)} .$$

The constant $2\pi \frac{5}{12} = 150^\circ$ is the angle the edge labelled 0 in the standard triangle forms with the real axis (Figure 3.5). Thus $\alpha$ is the angle between the edge labelled $k_R$ and the real axis. To avoid having to write out the uninteresting constant angle, we abbreviate

$$\alpha_0 := e^{2\pi i \frac{5}{12}} ,$$

such that $\alpha = e^{2\pi i k_R/3} \alpha_0$. 

**Figure 3.5.** An inner edge with left and right adjacent faces. In the configuration above $k_L = 2$ and $k_R = 1$. 
For a spin map $\tilde{f}: \mathcal{C}^\text{NS} \to \mathcal{C}^\text{NS}$ and a point $p \in \mathcal{C}$ we denote by $g_p(\tilde{f}) \in GL_2^+$ the element such that
\begin{equation}
(3.7) \quad \tilde{f}(p, g) = (f(p), g_p(\tilde{f}) \cdot g).
\end{equation}

**Definition 3.7** (Edge signs for inner edges). Let $e$ be an inner edge of a spin triangulated surface and let $p$ be a point on the $k_R(e)$th edge of $\Delta$. The edge sign $s(e) \in \{\pm 1\}$ for the edge $e$ is defined via
\begin{equation}
(3.8) \quad \delta(s(e)) = \tilde{Q}_\alpha \left( g_p(\tilde{X}_L^{-1} \circ \tilde{X}_R) \cdot \delta(e^{-\pi i(k_L/3-k_R/3+1/2)}) \right),
\end{equation}
where $\alpha = e^{\pi i k_R} \alpha_0$.

By continuity of $\tilde{Q}_\alpha$, $s(e)$ does not depend on the choice of the point $p$ so that it makes sense not to include $p$ in the notation. Because $\tilde{Q}(...)$ and $\delta(...)$ commute in $GL_2^+$, and by employing Lemma 2.10 we may also write
\begin{equation}
(3.9) \quad \delta(s(e)) = \tilde{Q}_\alpha \left( \delta(e^{-\pi i(k_L/3-k_R/3+1/2)}) g_p(\tilde{X}_L^{-1} \circ \tilde{X}_R) \right).
\end{equation}

### 3.4. Edge signs for boundary edges.
Let $\mathcal{C}$ be a marked combinatorial surface. Let $e \in \mathcal{C}_1$ be a boundary edge. Therefore it will have only a single adjacent face, which – by convention – is on the right side and denoted as $\sigma_R(e)$ as in Section 3.3. The edge $e$ is then the $k_R(e)$th edge of $\sigma_R(e)$. We define the index $k_L(e)$ by the condition that under the boundary parametrisation $f_1: \partial \Delta \to \mathcal{C}$, $e$ is the $k_L(e)$th edge of $\Delta$.

The point $z = \chi_{\sigma_R}^{-1} \circ \sigma_R(e) (e^{2\pi i (\frac{k_R}{2} - \frac{k_L}{6} + \frac{1}{2}))}$ lies on the $k_R(e)$th edge of $\Delta$. The derivative $d(\sigma_R^{-1} \circ \chi_{\sigma_R})z \in GL_2^+$ rotates a tangent vector in the direction of the edge by an angle $e^{2\pi i \left(\frac{k_R}{2} - \frac{k_L}{6} + \frac{1}{2}\right)}$. In terms of the $QR$-decomposition this can be written as
\begin{equation}
(3.10) \quad Q(a)(d(\sigma_R^{-1} \circ \chi_{\sigma_R})z) = e^{2\pi i \left(\frac{k_R}{2} - \frac{k_L}{6} + \frac{1}{2}\right)},
\end{equation}
where $\alpha = e^{2\pi i k_R} \alpha_0$. We can now state the definition of edge signs for boundary edges. The definition needs some justification which will be provided in the lemma following the definition.

**Definition 3.8** (Edge signs for boundary edges). Let $e$ be a boundary edge of a spin triangulated surface, and let $z$ and $\alpha$ be as above. Depending on whether the boundary is of NS or R type, the edge sign is defined via
\begin{equation}
(3.11) \quad \delta(s(e)) = \begin{cases} \tilde{Q}_\alpha \left( g_z(\tilde{\sigma}_R^{-1} \circ \tilde{X}_R) \right) \times \begin{cases} \text{NS type} : & \delta(e^{-\pi i(\frac{k_R}{2} - \frac{k_L}{6} + \frac{1}{2}))} \\ \text{R type} : & \delta(e^{-\pi i(-\frac{k_R}{2} - \frac{k_L}{6} + \frac{1}{2}))} \end{cases} \end{cases}.
\end{equation}

**Lemma 3.9.** The right hand side of (3.11) defines an element in $\{\delta(\pm 1)\} \subset GL_2^+$.

**Proof.** If the boundary is of NS type, the argument is as in the case of an inner edge. The case of an R type boundary is slightly more subtle. Pick a small neighbourhood $U$ of $z$ and an appropriate neighbourhood $V$ of $e^{2\pi i (\frac{k_R}{2} - \frac{k_L}{6} + \frac{1}{2}))}$. Then the following diagram commutes:
\begin{equation}
(3.12) \quad \begin{array}{c}
\xymatrix{ U \times GL_2^+ \ar[d]^{p_{NS}} \ar[r]^{d(\tilde{\sigma}_R^{-1} \circ \chi_{\sigma_R})_z} & V \times GL_2^+ \ar[d]^{p_R} \\
U \times GL_2^+ \ar[r]^{d(\tilde{\sigma}_R^{-1} \circ \chi_{\sigma_R})_z} & V \times GL_2^+ }
\end{array}
\end{equation}

Applying this to $(z, e)$ and inserting $p_{NS}, p_R$ from (2.15), (2.20) gives
\begin{equation}
(3.13) \quad e^{2\pi i (\frac{k_R}{2} - \frac{k_L}{6} + \frac{1}{2}))} p_{GL}(g_z(\tilde{\sigma}_R^{-1} \circ \tilde{X}_R)) = d(\tilde{\sigma}_R^{-1} \circ \chi_{\sigma_R})z.
\end{equation}
If one applies $Q_\alpha$ to both sides and uses Lemma 2.10 one arrives at
\begin{equation}
\left( e^{2\pi i \left(\frac{1}{2} + \frac{1}{2} + i\frac{1}{2}\right)} \right) Q_\alpha \left( g_2 \left( \tilde{x}_i^{-1} \circ \chi_{\sigma_i} \right) \right) = e^{2\pi i \left(\frac{1}{2} + \frac{1}{2} + i\frac{1}{2}\right)}. \tag{3.14}
\end{equation}
This is equivalent to $p_{GL} \left( \delta \left( e^{2\pi i \left(\frac{1}{2} + \frac{1}{2} + i\frac{1}{2}\right)} \right) \right) Q_\alpha \left( g_2 \left( \tilde{x}_i^{-1} \circ \chi_{\sigma_i} \right) \right) = 1. \quad \square

We have defined all geometric and combinatorial ingredients needed for our combinatorial model of spin structures:

- **surface** $(\Sigma, \varphi_i)$ – Definition 2.14,
  $\Sigma$ – compact surface; $\varphi_i$ – boundary parametrisation.
- **marked triangulated surface** $((C, f_i, d_1^i, d_2^i), \varphi, (\Sigma, \varphi_i))$ – Definition 3.6,
  $C$ – combinatorial surface; $f_i$ – boundary parametrisation of $C$; $d_1^i, d_2^i$ – marking; $\varphi : \partial C \to \Sigma$ – smooth triangulation; $(\Sigma, \varphi_i)$ – surface.
- **spin surface** $(\Sigma, \varphi_i)$ – Definition 2.15,
  $\Sigma$: compact spin surface; $\varphi_i$: boundary parametrisation via spin maps.
- **spin triangulated surface** $((C, f_i, d_1^i, d_2^i), (\varphi, \tilde{\chi}_\sigma), (\Sigma, \varphi_i))$ – Definition 3.6,
  $\tilde{\chi}_\sigma$ – spin lift of $\chi_{\sigma} : \Delta \to \Sigma$.
- **edge signs** $s(e)$ – Definitions 3.7 and 3.11.

### 3.5. Behaviour of edge signs under gluing.

**Lemma 3.10.** Let $\Sigma$ be a spin triangulated surface and $(i, j, e)$ be spin gluing data such that $(i, j)$ is simplicial gluing data. Let $e_i, e_j$ be edges on the $i$’th and $j$’th boundary respectively which are to be glued together, i.e. $e_i = (f_i \circ s_C \circ f_j^{-1})(e_j)$. Let $e = [e_i] = [e_j]$ be the glued edge. Then $s(e) = \varepsilon (s(e_i)) s(e_j)$.

**Proof.** We introduce the following abbreviations: $\sigma_i = \sigma_R(e_i)$ and $\sigma_j = \sigma_R(e_j)$, as well as
- $k_L = k_L(e) = k_R(e_i)$,
- $k_i = k_L(e_i)$,
- $k_R = k_R(e) = k_R(e_j)$,
- $k_j = k_L(e_j)$.

**NS type boundary.** We want to get $\tilde{s}_e^{NS}$ explicitly for $z \in S^1$. By (2.30), $\tilde{s}_e^{NS}(1, e) = (1, \delta(-e\varepsilon))$. Let $\alpha \in \mathbb{R}$ and $g_0 \in GL(\mathbb{Z})$ such that $\tilde{s}_e^{NS}(e^{i\alpha}, e) = (e^{-i\alpha}, g_0)$. Evaluating the identity $p^{NS} \circ \tilde{s} = ds_a \circ p^{\tilde{s}}$ at the point $(e^{i\alpha}, e)$ thus gives $p_{GL}(g_0) = -e^{-2i\alpha}$. Since $g_0 = \delta(-e\varepsilon)$, by continuity of $g_0$ in $\alpha$ we get $g_0 = \delta(-e\varepsilon\cdot e^{-i\alpha})$.

Let $z$ be a point on the $k_R$’th edge of $\Delta$ and
\begin{equation}
z_1 = (\varphi_j^{-1} \circ \chi_{\sigma_j})(z), \quad z_2 = (s \circ \varphi_j^{-1} \circ \chi_{\sigma_j})(z). \tag{3.15}
\end{equation}
We have
\begin{equation}
g_z \left( \tilde{\chi}_{\sigma_i}^{-1} \circ \tilde{\chi}_{\sigma_j} \right) = g_z \left( \tilde{\chi}_{\sigma_i}^{-1} \circ \tilde{\chi}_{\sigma_j} \right) = g_z \left( \tilde{\chi}_{\sigma_i}^{-1} \circ \tilde{\chi}_{\sigma_j} \right) \tag{3.16}
\end{equation}
We pick $z$ such that $z_1 = e^{2\pi i \left(\frac{1}{2} + \frac{1}{2} + i\frac{1}{2}\right)}$, so that in particular
\begin{equation}
g_{z_1}(\tilde{s}^z) = \delta(-e\varepsilon^{-2\pi i \left(\frac{1}{2} + \frac{1}{2} + i\frac{1}{2}\right)}) \tag{3.17}
\end{equation}
Let $\alpha = e^{-2\pi i k_R} \alpha_0$.
\begin{equation}
\delta(s(e)) \equiv \tilde{Q}_\alpha \left( \delta \left( e^{2\pi i \left(\frac{1}{2} + \frac{1}{2} + i\frac{1}{2}\right)} \right) g_z \left( \tilde{\chi}_{\sigma_i}^{-1} \circ \tilde{\chi}_{\sigma_j} \right) \right) \tag{3.18}
\end{equation}
\[ \begin{align*}
&\delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\psi}_1 \right) g_z \left( \tilde{\chi}_\sigma^{-1} \circ \tilde{\chi} \right) \\
&= \delta(s(e)) \tilde{Q}_A \left( \delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\psi}_1 \right) g_z \left( \tilde{\chi}_\sigma^{-1} \circ \tilde{\chi} \right) \right) \\
&\quad \circ \delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) s(e) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\chi} \right) g_z \left( \tilde{\chi}_\sigma^{-1} \circ \tilde{\chi} \right) .
\end{align*} \]

In the last step we used the first equality in (2.22) and that \( \delta(s(e)) \) is central in \( G \), see (2.23). Now insert the identity

\[ \delta(s(e))^{-1} = \tilde{Q}_A \left( g_z (-\tilde{\chi}^{-1}_\sigma \circ \tilde{\psi}_1) g_z (-\tilde{\chi}_\sigma^{-1} \circ \tilde{\chi}) \right) \]

at the second occurrence of \( s(e) \). One can apply Lemma 2.10 to remove the combination \( \tilde{Q}_A (g_z (-))^{-1} g_z (-) \). This leads to

\[ \begin{align*}
&\text{Eqn. 3.15: } \delta(s(e)) \tilde{Q}_A \left( \delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\psi}_1 \right) g_z \left( \tilde{\chi}_\sigma^{-1} \circ \tilde{\chi} \right) \right) \\
&\quad \circ \delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) s(e) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\psi}_1 \right) g_z \left( \tilde{\chi}_\sigma^{-1} \circ \tilde{\chi} \right)
\end{align*} \]

\[ \text{and } \alpha' = \alpha e^ {2\pi i L^/3} . \]

In the last step a replacement analogous to (3.19) was used for \( s(e) \).

**R type boundary.** The condition for an R-type boundary is slightly simpler: we need to determine \( \tilde{s}_R \) for \( z \in S^3 \) from the defining condition \( \tilde{s}_R (1, e) = (1, \delta(\tilde{\varepsilon})). \) In analogy to the NS-case, using \( p_R \) from (2.26) to evaluate \( p_R \circ \tilde{s} = d s \circ p_R \) gives \( g_a = \varepsilon t, \) i.e. \( g_a \) is independent of \( \alpha \).

We pick \( z \) and \( \alpha \) as before. Then

\[ \begin{align*}
\delta(s(e)) &= \tilde{Q}_A \left( \delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\chi} \right) \right) \\
&= \delta(s(e)) \tilde{Q}_A \left( \delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\chi} \right) \right) \\
&\quad \circ \delta(e^{-\pi i \left( \frac{2\pi}{3} - \frac{2\pi}{3} \right) + \frac{2\pi}{3}}) s(e) g_z \left( \tilde{\chi}^{-1}_\sigma \circ \tilde{\chi} \right) g_z \left( \tilde{\chi}_\sigma^{-1} \circ \tilde{\chi} \right) .
\end{align*} \]

In the notation of Lemma 3.10 recall from Definition 3.5 that the edge \( e \) carries the orientation induced by \( e_j \), which is opposite to the one induced by \( e_i \). The rule \( s(e) = \varepsilon s(e_i) s(e_j) \) is compatible with the observation \( \Sigma_i^j = \Sigma_j^i \) made for
glued spin surfaces below Definition 2.17. Namely, in $\Sigma_{j \neq i}$ the edge $e$ has opposite orientation and opposite sign, which is one of the local moves discussed in the next section.

3.6. Moves leaving the triangulation invariant. In this section and Section 3.9 below we investigate how the edge signs behave under change of marking and triangulation. For the calculations below we fix a lift $\tilde{\alpha}_0$ of the angle $\alpha_0$ defined in (3.6). We choose

$$\tilde{\alpha}_0 := e^{\pi i \frac{1}{12}},$$

which satisfies $p_{GL}(\delta(\tilde{\alpha}_0)) = \alpha_0$, as required. We will also denote with $[n]_3 \in \{0, 1, 2\}$ the representative of $n \mod 3$.

The following lemma details how the edge signs behave under change of marking, see Figure 3.6 for an illustration.

Lemma 3.11. Let $\Sigma = (\prec C, f_i), (\varphi, \tilde{\chi}_\sigma), (\Sigma, \tilde{\varphi}_i))$ be a spin triangulated surface and let $s(e)$ be the corresponding edge signs.

1) Let $\sigma$ be a face of $C$. Change $\tilde{\chi}_\sigma$ by precomposing with the leaf exchange automorphism, i.e.

$$\tilde{\chi}_{new, \sigma} = \tilde{\chi}_{old, \sigma} \circ \omega.$$  

Then $s(e) \mapsto -s(e)$ for all edges $e \in B(\sigma)$.

2) Let $e$ be an inner edge of $C$. Exchange of the marking $d^1_0(e)$, i.e.

$$d^1_{new, 0}(e) = d^1_{old, 1}(e).$$  

Then $s(e) \mapsto -s(e)$.

3) Let $\sigma$ be a face of $C$. Change the marking $d^2_0(\sigma)$ by picking the next edge counterclockwise, i.e.

$$d^2_{new, 0}(\sigma) = d^2_{old, 1}(\sigma).$$  

Then there is a choice for the $\tilde{\chi}_{new, \sigma}$ such that only the edge signs on the previously marked edge of $\sigma$ changes. In more detail, the only change is

$$s_{new}(d^2_{new, 2}(\sigma)) = s_{new}(d^2_{old, 0}(\sigma)) = -s_{old}(d^2_{old, 0}(\sigma)).$$  

(Here, $s_{new}$ is evaluated with respect to the lifts $\tilde{\chi}_{new, \sigma}$.)
Proof. For a given edge $e$ we will abbreviate $k_L = k_L(e), \sigma_L = \sigma_L(e)$, etc. Primed quantities indicates the new choice of data / the resulting edge signs.

(1) If $e$ is inner, then composition with the leaf exchange automorphism just multiplies $g_i(\chi^{-1}_{\sigma_L} \circ \chi_{\sigma_R})$ with $\delta(-1)$, which can be pulled out of the $QR$-decomposition since it is central. If $e$ is a boundary edge, then the same reasoning applies for $g_i(\tilde{\chi}^{-1}_{\sigma_L} \circ \tilde{\chi}_{\sigma_R})$.

(2) Writing out $\tilde{Q}_{\alpha}$ explicitly in formula (3.22) for the edge sign $s(e)$, we get

\[
\delta(s(e)) = \tilde{Q} \left( \delta(e^{-\pi i (\frac{kL}{3} + \frac{1}{3})} g_p(\chi^{-1}_{\sigma_R} \circ \chi_{\sigma_L}) \delta(e^{\pi i \frac{kL}{3}} \tilde{\alpha}_0) \right),
\]

Note that since the two possible lifts of $\alpha_0$ differ by $\delta(\pm 1)$, which is central in $GL^+$, the value $\delta(s(e))$ is actually independent of the choice of $\alpha_0$ we made in (3.21). The same applies to the calculations below.

After changing the direction of $e$ the new edge sign is given by exchanging $L \leftrightarrow R$:

\[
\delta(s'(e)) = \tilde{Q} \left( \delta(e^{-\pi i (\frac{kL}{3} + \frac{1}{3})} g_{\bar{q}}(\chi^{-1}_{\sigma_R} \circ \chi_{\sigma_L}) \delta(e^{\pi i \frac{kL}{3}} \tilde{\alpha}_0) \right),
\]

where $q = \chi^{-1}_{\sigma_L} \circ \chi_{\sigma_R}(p)$. The product $s(e)s'(e)$ is then determined by

\[
\delta(s(e)s'(e)) = \tilde{Q} \left( \delta(e^{\pi i}) \right) = \delta(-1).
\]

(3) Rotating the marked edge of $\sigma$ counterclockwise means replacing $\chi_{\sigma}$ with $\chi'_{\sigma} := \chi_{\sigma} \circ (z \mapsto e^{\pi i/3} z)$. We then choose $\tilde{\chi}_{\sigma} := \tilde{\chi}_{\sigma} \circ ((z, g) \mapsto (e^{2\pi i/3} z, \delta(e^{\pi i/3} g)))$. Let $e$ be the $k$-th edge of $\sigma$ before the change of marking. It becomes the $k'$-th edge of $\sigma$, with $k' = |k - 1|$. We will first treat the case that $e$ is an inner edge and that $\sigma$ is to the right of $e$. Let $\alpha = e^{2\pi i/3} \alpha_0$ and $\alpha' = e^{2\pi i/3} \alpha_0$. Then

\[
\delta(s'(e)) = \tilde{Q}_{\alpha'} \left( \delta(e^{-\pi i (\frac{kL}{3} - \frac{k}{3} + \frac{1}{3})} g_{\chi'_{\sigma_L(e)} \circ \chi'_{\sigma}}(\chi^{-1}_{\sigma_L(e)} \circ \chi'_{\sigma}) \right)
\]

\[
= \tilde{Q}_{\alpha} \left( \delta(e^{-\pi i (\frac{kL}{3} - \frac{k}{3} + \frac{1}{3})} g_{\chi'_{\sigma_L(e)} \circ \chi'_{\sigma}}(\chi^{-1}_{\sigma_L(e)} \circ \chi'_{\sigma}) \right)
\]

\[
= \delta(e^{-\pi i (\frac{kL}{3} - \frac{k}{3} + \frac{1}{3})}) \tilde{Q}_{\alpha} \left( \delta(e^{-\pi i (\frac{kL}{3} - \frac{k}{3} + \frac{1}{3})} g_{\chi'_{\sigma_L(e)} \circ \chi'_{\sigma}}(\chi^{-1}_{\sigma_L(e)} \circ \chi'_{\sigma}) \right)
\]

If $k = 0$ then $k - 1 - k' = -3$ and thus $s'(e) = -s(e)$. Otherwise $k - 1 - k' = 0$ and $s'(e) = s(e)$.

If $e$ is a boundary edge, then in the above calculation replace $\tilde{\chi}_{\sigma_L(e)}$ with $\tilde{\varphi}_1$ and use the phase as stated in (3.11).

If $e$ is an inner edge such that $\sigma$ is to the left of $e$, we can change the edge orientation by move (2), apply the above argument, and then change the edge orientation back, again by move (2). The sign changes in $s(e)$ form the two flips of the edge orientation cancel. □
3.7. Lifting properties of simple closed curves. In Section 2.6 we examined the lifting properties of smooth simple closed curves to the spin bundle. We will now determine how the lifting behaviour depends on the edge signs.

To treat inner and boundary edges on the same footing, we use the boundary parametrisation $\varphi_i : U_i \to \Sigma$ to enlarge the surface $\Sigma$ to a new surface $\Sigma^+$ obtained by gluing on little collars: pick any $0 < r < 1$, define the open sets $U_i^+ = U_i \cup \{ z \in \mathbb{C} | r < |z| \leq 1 \}$ and set

\[
\Sigma^+ = \Sigma \sqcup U_i^+ \sqcup \cdots \sqcup U_B^+ / \sim ,
\]

where $\sim$ identifies $\varphi_i(z) \in \Sigma$ with $z \in U_i$. It is easy to see that the following are equivalent: a) the structure of a spin surface (with parametrised boundary) on $\Sigma$, and b) a spin structure on $\Sigma^+$ which on $U_i^+$ is equal to $\mathcal{C}^{NS/R}_{U_i^+}$, depending on the type of the $i$'th boundary component of $\Sigma$. We will use description b).

We will have need for spin structures on a triangulated surfaces minus their vertices.

Definition 3.12. Let $(\mathcal{C}, \Sigma, \varphi)$ be a triangulated surface. A punctured spin structure on $(\mathcal{C}, \Sigma, \varphi)$ is a spin structure on $\Sigma^+ \setminus \varphi(\mathcal{C}_0)$ which on the glued on collars

\[
U_i^+ \cap \{ z \in \mathbb{C} | |z| \leq 1 \} \setminus \{ 1, e^{2\pi i/3}, e^{4\pi i/3} \}
\]

is equal to the restriction of $\mathcal{C}^{NS/R}$. A punctured spin triangulated surface is a marked triangulated surface together with a punctured spin structure and a choice of spin lift $\tilde{\chi}_0 : \Delta \setminus \Delta_0 \to \Sigma$ for each triangle $\sigma \in \mathcal{C}_2$. The boundary parametrisation maps $\varphi_i : U_i \to \Sigma$ extend naturally to embeddings $U_i^+ \to \Sigma^+$ and for a punctured spin triangulated surface we get a spin lift for $\varphi_i|_{\{ |z| \leq 1 \}}$. By slight abuse of notation we call this spin lift $\tilde{\varphi}_i$.

We will see in Section 3.8 how to construct a punctured spin structure on a marked triangulated surface with an arbitrary assignment of edge signs. On the other hand one can define edge signs for punctured spin triangulated surfaces in the same way as for spin triangulated surfaces since Definitions 3.7 and 3.8 do not rely on the extendibility of the spin structure. In the following let $(\mathcal{C}, \tilde{\varphi}, \Sigma)$ be a punctured spin triangulated surface with edge signs.

3.7.1. Paths transversing inner edges. To describe the paths we want to lift to the spin bundle explicitly, we need a little preliminary setup. Let $(\sigma_i)_{i \in \mathbb{Z}_N}$, $\sigma_i \in \mathcal{C}_2$ be a sequence of $N$ distinct triangles such that each two consecutive triangles $\sigma_i, \sigma_{i+1}$ intersect in an edge $e_{i,i+1}$. We describe the marking on $(\sigma_i)$ and $(e_{i,i+1})$ explicitly:

- $k_i \in \{0, 1, 2\}$ is the position of the edge $e_{i-1,i}$ in $\sigma_i$, $d_2^{(k_i)}(\sigma_i) = e_{i-1,i}$. In other words, the path enters the triangle $\sigma_i$ through the edge $d_2^{(k_i)}(\sigma_i)$.
- $\eta_i = \pm 1$ describes the position of the edge $e_{i,i+1}$ relative to the edge $e_{i-1,i}$ in $\sigma_i$, $d_2^{(k_i+\eta_i)}(\sigma_i) = e_{i,i+1}$. In other words, the path exits through the edge $d_2^{(k_i+\eta_i)}(\sigma_i)$.
By reparametrisation of the paths, the composition can then be made a smooth \( \zeta \). We change non-vanishing velocity) is taken into account. We fix this as depicted in Figure 3.8:

\[
(3.29) \quad s_{i,i+1} = s(e_{i,i+1}) .
\]

**Lemma 3.13.** Given a configuration as above let \( \gamma : [0,1] \to \Sigma \) be a smooth simple closed curve that can be written as the composition of paths \( \gamma_0, \ldots, \gamma_{N-1} \),

\[
(3.30) \quad \gamma = \gamma_0 \ast \gamma_1 \ast \cdots \ast \gamma_{N-1} .
\]

Here \( \gamma_i : [a_i, b_i] \to \Sigma, 0 < a_i < b_i < 1 \) are smooth paths such that:

- \( \operatorname{Im} \gamma_0 \subset \operatorname{Im} \varphi(\sigma_i) \).
- \( \gamma_i(a_i) \in \operatorname{Im} \varphi(e_{i-1,i}) \).
- \( \gamma_i(b_i) \in \operatorname{Im} \varphi(e_{i,i+1}) \).

Let \( \hat{\gamma} : [0,1] \to F_{GL^+(\Sigma)} \) be a lift of \( d\gamma \) along the projection \( \pi_T : F_{GL^+(\Sigma)} \to T\Sigma \) mapping a frame to its first component vector. Then \( \hat{\gamma} \) has a spin lift if and only if

\[
(3.31) \quad \prod_{i=1}^{N} s_{i,i+1} \mu_{i,i+1} e^{\pi i \left( \frac{\delta_i}{2} + \frac{1}{2} \right)} .
\]

**Proof.** Any two curves \( \gamma, \gamma' : [0,1] \to \Sigma \) that satisfy the assumptions of Lemma 3.13 are isotopic: We can find an isotopy triangle by triangle. By the reasoning in Section 2.6 the corresponding paths in the frame bundle are homotopic. It is then sufficient to examine the lifting properties of one such curve.

- **Explicit construction of a suitable curve in the frame bundle.** We start by defining a simple closed curve \( \zeta : [0,1] \to \Sigma \). Let

\[
(3.32) \quad \zeta : [0,1] \to \Delta
\]

\[
t \mapsto z_i = \eta_t r_0 \alpha_0 e^{2\pi i \left( \frac{\delta_i}{2} + \frac{1}{2} \right)} ,
\]

where \( \alpha_0 = e^{2\pi i \frac{1}{27}} \) as in (3.30). The centre point \( z_i = e^{-\frac{2\pi}{3}(b_i + \frac{1}{2} i_0)} \) is the preimage under \( \chi_{\sigma_i} \) of the vertex \( e_{i-1,i} \) and \( e_{i,i+1} \) intersect in. The radius \( r_0 = \frac{\eta_t}{2} \) is chosen such that \( \zeta_i \) starts and ends on the midpoints of the edges. This ensures that

\[
(3.33) \quad (\chi_{\sigma_i} \circ \zeta_i)(1) = (\chi_{\sigma_{i+1}} \circ \zeta_{i+1})(0) ,
\]

and thus we obtain the simple closed curve

\[
(3.34) \quad \zeta := (\chi_{\sigma_1} \circ \zeta_1) \ast (\chi_{\sigma_2} \circ \zeta_2) \ast \cdots \ast (\chi_{\sigma_N} \circ \zeta_N) .
\]

The curve \( \zeta \) may not be differentiable at the edges, even if reparametrisation (with non-vanishing velocity) is taken into account. We fix this as depicted in Figure 3.8. We change \( \zeta_i \) slightly at the edges, such that it intersects the edge tangentially. By reparametrisation of the paths, the composition can then be made a smooth
spin bundle of \( \Sigma \). We first pick spin lifts of the paths \( \hat{\gamma} \) that is homotopic to a lift of the original curve

\[
\hat{\gamma}(t) = t \mapsto \left( \left( \frac{2 \pi i}{6} r_0 \alpha_0 e^{2 \pi i (-\frac{3}{4} + \frac{3}{4})} \right) \right),
\]

(3.39) \( \hat{\gamma}^L : [0, 1] \to \Delta \times GL^+_2 \),

\[
\hat{\gamma}^R : [0, 1] \to \Delta \times GL^+_2,
\]

(3.36) \( \hat{\gamma}^0 \) := \( \hat{\gamma}^L \times \hat{\gamma}^R \). We next verify explicitly that the paths \( \hat{\gamma}^0 \) are composable up to homotopy: Let \( \alpha = e^{2 \pi i \frac{1 + \eta i}{2}} \alpha_0 \). Using an \( \alpha \)-rotated QR-decomposition, see (2.20), we obtain that

\[
d \left( \chi^{-1}_{\sigma_i+1} \circ \chi_{\sigma_i} \right) |_{\hat{\gamma}^0(1)} = e^{2 \pi i \left( \frac{1 + \eta i}{2} \frac{1 + \eta i}{2} + \frac{2}{2} \right) \alpha t_i \alpha^{-1},}
\]

with \( t_i \in T_2 \) an upper triangular matrix. Therefore

\[
\left( d \chi^{-1}_{\sigma_i+1} \circ d \chi_{\sigma_i} \right) \hat{\gamma}^R |_{\hat{\gamma}^0(1)}
\]

\[
= \left( \chi^{-1}_{\sigma_i+1} \circ \chi_{\sigma_i} \left( \hat{\gamma}^0(1) \right) \right) \cdot \left( \frac{2 \pi i}{6} e^{2 \pi i \left( \frac{1 + \eta i}{2} + \frac{3}{4} \right) \alpha t_i \alpha^{-1} r_0 \alpha_0 e^{2 \pi i \left( -\frac{3}{4} + \frac{3}{4} \right)} \right)
\]

\[
= \left( \hat{\gamma}^0(0) \right) \cdot \left( \frac{2 \pi i}{6} r_0 e^{2 \pi i \left( \frac{1 + \eta i}{2} + \frac{3}{4} \right) \alpha t_i \alpha^{-1} r_0 \alpha_0 e^{2 \pi i \left( -\frac{3}{4} + \frac{3}{4} \right)} \right)
\]

(3.38) \( \hat{\gamma}^0 : [0, 1] \to F_{GL^+}(\Sigma) \) that is homotopic to a lift of the original curve \( d\gamma \) to \( F_{GL^+}(\Sigma) \).

\[\textbf{Lifting properties of the curve } \hat{\gamma}\]. Next we determine how this curve lifts to the spin bundle of \( \Sigma \). We first pick spin lifts of the paths \( \hat{\gamma}^0 \), \( \hat{\gamma}^L \) and \( \hat{\gamma}^R \). Let \( \hat{\gamma}^0, \hat{\gamma}^L, \hat{\gamma}^R : [0, 1] \to F_{GL^+}(\Sigma) \) be given by

\[
\hat{\gamma}^0(t) = \left( \hat{\gamma}^L(t), \hat{\gamma}^R(t) \right),
\]

\[
\hat{\gamma}^L(t) = \left( \hat{\gamma}^0(0), \hat{\gamma}^L(t) \right),
\]

(3.40)

\[
\hat{\gamma}^R(t) = \left( \hat{\gamma}^0(1), \hat{\gamma}^R(t) \right),
\]

(3.41)

(3.42)
with \( \tilde{r}_0 \) a lift of \( r_0 \) to \( GL_+^\mathbb{Z} \) and \( \tilde{\alpha}_0 \) as defined in (3.21). These are such chosen that the compositions \( \tilde{\zeta}_L^\mathbb{Z} \times \tilde{\zeta}_L^\mathbb{Z} \) exist. We write the spin transition functions as

\[
\gamma_{\mathbb{Z}}(s_{i,i+1}) = \delta \left( s_{i,i+1} \mu_{i,i+1} e^{\pi i \left( \frac{\eta_i \eta_{i+1}}{3} + \frac{1}{2} \right)} \right) \tilde{a}_i \tilde{\alpha}_i^{-1},
\]

with \( \delta(\alpha) \) being a spin lift of \( \alpha = \alpha_0 e^{2\pi i \left( \frac{\eta_i + \eta_{i+1}}{3} \right)} \) and \( \tilde{t}_i \in \mathbb{T}_2 \) the lift of \( t_i \). Using this, we compute

\[
\begin{align*}
\langle \tilde{\chi}_{\mathbb{Z}}^{-1} & \circ \tilde{\chi}_i \rangle \left( \tilde{\zeta}_L^\mathbb{Z} \right) \\
&= \langle \zeta_{i+1} \rangle(0), \delta \left( \sqrt{\frac{2\pi}{n}} \tilde{r}_0 s_{i,i+1} \mu_{i,i+1} e^{\pi i \left( \frac{\eta_i + \eta_{i+1}}{3} + \frac{1}{2} \right)} \tilde{a}_i \delta(\alpha_0 e^{\pi i (\frac{\eta_i + \eta_{i+1}}{3} + \frac{1}{2})}) \right) \\
&= \langle \zeta_{i+1} \rangle(0), \delta \left( \sqrt{\frac{2\pi}{n}} \tilde{r}_0 e^{\pi i (\frac{1}{3}) s_{i,i+1} \mu_{i,i+1} e^{\pi i \left( \frac{\eta_i + \eta_{i+1}}{3} + \frac{1}{2} \right)} \tilde{a}_i \delta(\alpha_0 e^{\pi i (\frac{\eta_i + \eta_{i+1}}{3} + \frac{1}{2})}) \right) \\
&= \zeta_{i+1}(0), \langle \delta(\omega_{i+1}) \tilde{t}_i \rangle,
\end{align*}
\]

where in the second step we used that \( \delta \left( e^{-\pi i n/2} \right) \) is central, see (2.13). The sign \( \omega_{i,i+1} \) is given by

\[
\omega_{i,i+1} = s_{i,i+1} \mu_{i,i+1} e^{\pi i \left( \frac{\eta_i + \eta_{i+1}}{3} + \frac{1}{2} \right)}.
\]

The homotopies we used to remove the \( t_i \) have unique lifts, so whether \( \zeta \) has a closed spin lift depends only on the signs \( \omega_{i,i+1} \). Multiplying these together this gives a total sign

\[
\varepsilon = \prod_{i \in \mathbb{Z}_N} \omega_{i,i+1},
\]

i.e. the spin lift of the curve is closed iff \( \varepsilon = 1 \).

We now evaluate Lemma 3.13 for circular paths around vertices.

**Corollary 3.14.** Let \( v \) be an inner vertex and \( (\sigma_i)_{i=1,\ldots,N} \) be the triangles containing \( v \), ordered counterclockwise starting with an arbitrary triangle \( \sigma_1 \). Let \( D \) be the number of triangles \( \sigma_i \) such that \( k_i = 0 \). Let \( K \) be the number of edges \( e_{i,i+1} \) pointing away from \( v \). Then the spin structure on \( \Sigma \) extends to \( v \) if and only if

\[
\prod_{i=1}^N s_{i,i+1} = (-1)^{D+K+1}.
\]

**Proof.** We pick a differentiable simple closed curve \( \gamma \) around the vertex \( v \) as in Figure 3.9 that fulfills the decomposition conditions of Lemma 3.13. It is now a simple counting problem to reformulate equation (3.31). We go term by term through the factors in equation (3.45), the definition of \( \omega_{i,i+1} \). Since we chose the sequence of triangles counterclockwise we have \( \eta_i = -1 \) for all \( i = 1, \ldots, N \) and thus get a minus sign from the \( \frac{1}{n} \) term for each edge. The sign \( \mu_{i,i+1} \) is \( -1 \) if the edge points to \( v \). We get an extra minus sign if \( k_i + \eta_i \neq |k_i + \eta_i|/3 \) which happens if \( k_i = 0 \) or equivalently \( \chi_{\sigma_i}(1) = v \). Collecting these together we see that the curve has a closed lift if and only if

\[
\prod_{i \in \mathbb{Z}_N} s_{i,i+1} (-1)^{D+K} = 1.
\]

Since the curve \( \gamma \) also fulfills the conditions of Lemma 2.13 the spin structure can be extended if and only if this curve does not admit a closed lift to the spin bundle.  

\[\square\]
3.7.2. Paths at the boundary. We aim to get a rule similar to corollary 3.14 for boundary vertices. For a boundary vertex we label the surrounding edges and triangles as in Figure 3.10. Let $s_{i,i+1} := s(e_{i,i+1})$ for all $i = 0, \ldots, N$, with $s_{N,N+1} \equiv s_{N,0}$.

Lemma 3.15. For a vertex $v$ on the boundary component $i$ let $D_R$ be the number of triangles $\sigma_i$ with $\chi_{\sigma_i}(1) = v$ or equivalently $d_{\Delta}^i(\sigma_i) = e_i, e_{i+1}$. If $\varphi_i(1) = v$ let $D_{NS} = D_R + 1$ and let $D_{NS} = D_R$ otherwise. Let $K$ be the number of edges $e_{i,i+1}$ pointing away from $v$, counting the boundary edges. The spin structure on $\Sigma^+$ extends to $v$ if and only if

\[(3.49) \prod_{i=0}^{N} s_{i,i+1} = (-1)^{D_{R/NS} + K + 1} \]

for a $R/NS$-type boundary respectively.

Proof. We first describe the marking on the relevant edges and triangles more explicitly:

- $k_i \in \{0, 1, 2\}$ is fixed by $e_{i-1,i} = d_{\Delta}^k(\sigma_i)$ for $i = 1, \ldots, N$ as in Section 3.7.1
- $k_0 \in \{0, 1, 2\}$ is the position of $e_{N,0}$ on the boundary under the boundary inclusion map $f_i$, i.e. $f_i(e_{0}) = e_{N,0}$, where $e_0, e_1, e_2$ are the edges of $\Delta$.
- $\eta_i = -1$ for $i = 1, \ldots, N$ which agrees with the definition in Section 3.7.1 since we ordered the triangles counterclockwise.
- $\mu_{i,i+1} = \pm 1$ for $i = 1, \ldots, N$ as defined in Section 3.7.1. The convention for boundary edge directions then implies $\mu_{0,1} = 1$ and we set $\mu_{N,0} = -1$. 

Figure 3.9. a) Simple closed curve around a vertex $v$; the triangles containing $v$ are ordered counterclockwise. b) A possible marking of the triangles; for this choice, the statement of Corollary 3.14 becomes particularly easy: the spin structure extends iff $\prod_{i=1}^{N} s_{i,i+1} = -1$.

Figure 3.10. The labelling of triangles and edges around a boundary vertex $v$. The triangles $(\sigma_i)_{i=1}^{N}$ are ordered counterclockwise, starting at the boundary. Edges are given by $e_{i,i+1} = \sigma_i \cap \sigma_{i+1}$ for $i = 1, \ldots, N-1$. $e_{0,1}$ and $e_{N,0}$ are boundary edges of $\sigma_1$ and $\sigma_N$ respectively. Also shown is a sketch of the simple closed curve we use.
As was the case for inner vertices, we determine the lifting behaviour of a specific curve from the frame bundle to the spin bundle via the edge signs. We then relate it to the known spin lifting behaviour of contractible simple closed curves.

- **Construction of a suitable curve in the frame bundle.** As in the proof of Lemma 3.13 we first construct a simple closed curve around the vertex \( v \). For the boundary part we need a new path segment. Let

\[
\zeta_0 : [0, 1] \rightarrow U_i^+ \quad t \mapsto e^{2\pi i \left( \frac{1}{4} + \frac{3}{4} + \frac{3}{4} \right)}.
\]

(3.50)

The path \( \zeta_0 \) now intersects \( \varphi_i^{-1}(v) \), the preimage of the vertex \( v \). To avoid this we exchange it by an isotopic path in the unit disc that still lies in \( U_i^+ \). Its explicit form is not relevant as we are only interested in lifting properties of the path segments. The segments \( \zeta_i : [0, 1] \rightarrow \Delta \) for \( i = 1, \ldots, N \) are as in equation (3.52). The composition

\[
\zeta := (\varphi_i \circ \zeta_0) \ast (\chi_{\alpha_1} \circ \zeta_1) \ast \cdots \ast (\chi_{\alpha_N} \circ \zeta_N).
\]

(3.51)

is then a simple closed curve. By the same procedure as in the proof of Lemma 3.13 (see also Figure 3.8) we obtain a smooth simple closed curve. Its velocity curve has a lift to the frame bundle and we describe a curve homotopic to this lift explicitly by implementing the kinks as rotations in the frame bundle. Let \( \zeta'_i, \zeta''_i, \zeta^{L/R}_i (i = 1, \ldots, N - 1) \) and \( \zeta_{N, L}^{s} \) be as in the proof of Lemma 3.13. Let

\[
\zeta_0^R : [0, 1] \rightarrow \Delta \times GL^+_2, \quad t \mapsto \left( \zeta_N(1), \frac{2\pi i}{6} r_0 \alpha_0 e^{2\pi i \left( \frac{1}{4} - \frac{1}{4} + \frac{1}{4} \right)} \right)
\]

(3.52)

and set \( \zeta^R_N := \zeta_N^L \ast \zeta_R^R \). For the boundary part we let

\[
\zeta_0^R : [0, 1] \rightarrow U_i^+ \times GL^+_2, \quad t \mapsto \left( \zeta_0(t), -\frac{2\pi i}{3} e^{2\pi i \left( \frac{1}{4} + \frac{3}{4} + \frac{3}{4} \right)} \right).
\]

(3.53)

The isotopy we used to make \( \zeta_0 \) avoid \( \varphi_i^{-1}(v) \) lifts to the frame-bundle, so we can change \( \zeta_0 \) in the same way.

By equation (3.53) we already know that the paths \( (\chi_{\alpha_i}) \ast \zeta_i \) and \( (\chi_{\alpha_i+1}) \ast \zeta_{i+1} \) are composable up to right action by an upper triangular matrix for \( i = 1, \ldots, N - 1 \). We proceed to show that the same holds for \( (\chi_{\alpha_i}) \ast \zeta_{N}^L \) and \( (\varphi_i) \ast \zeta_0 \), as well as for \( (\varphi_i) \ast \zeta_{0} \) and \( (\chi_{\alpha_i}) \ast \zeta_{1} \).

Let \( \alpha = \alpha_0 e^{2\pi i \left( \frac{1}{4} - \frac{1}{4} \right)} \).

(3.54)

\[
d \left( \varphi_i^{-1} \circ \chi_{\alpha_N} \right) \left( \zeta_{N}^L (1) \right) = \\
= \left( \varphi_i^{-1} \circ \chi_{\alpha_N} \right) \left( \zeta_N(1), \frac{2\pi i}{6} e^{2\pi i \left( \frac{1}{4} - \frac{1}{4} + \frac{1}{4} \right)} \right) \alpha t_N \alpha^{-1} r_0 \alpha_0 e^{2\pi i \left( -\frac{3}{4} + \frac{3}{4} \right)} \\
= \left( \zeta_0(0), \frac{2\pi i}{6} r_0 e^{2\pi i \left( \frac{1}{4} + \frac{1}{4} + \frac{1}{4} \right)} t_N \right) \\
= \left( \zeta_0(0), -\frac{2\pi i}{3} e^{2\pi i \left( \frac{1}{4} + \frac{3}{4} + \frac{3}{4} \right)} \right) \frac{r_0 t_N}{2} \equiv \zeta_0(0), \frac{r_0 t_N}{2}.
\]
Here we used the explicit value of \( \alpha_0 = e^{2\pi i (\frac{1}{2} + \frac{1}{6})} \) in the third step, and introduced a matrix \( t_N \in T_2 \). Now let \( \alpha = \alpha_0 e^{2\pi i \frac{k}{3}} \).

\[
\begin{align*}
& d(\varphi^{-1} \circ \chi_{\sigma}) (\hat{\zeta}_r(0)) = \\
& \left( (\varphi^{-1} \circ \chi_{\sigma})(\zeta_{1}(0)) \frac{2\pi}{6} e^{2\pi i (\frac{3k}{3} - \frac{1}{2} + \frac{1}{6})} \alpha t_0 \alpha^{-1} \right) r_{t0} a_0 e^{2\pi i \frac{k}{3}} \\
& = \left( \zeta_{0}(1), \frac{2\pi}{3} e^{2\pi i (\frac{3k}{3} - 1)} \right) r_{t0} a_0 = \zeta_{0}(1), r_{t0} a_0.
\end{align*}
\]

(3.55)

Here we used again the value of \( \alpha_0 \), and introduced a matrix \( t_0 \in T_2 \). As in Section 3.7.1 we pick paths in \( T_2 \) from \( t_i \), \( i = 0, \ldots, N \) to the identity matrix, as well as from \( t_{0/2} \) to 1, and use these to obtain a closed curve

\[
\hat{\zeta} : [0, 1] \to F_{GL^+}(\Sigma).
\]

* Lifting \( \hat{\zeta} \) to the spin bundle. In order to give an explicit lift of \( \hat{\zeta} \) to the spin bundle of \( \Sigma \), we pick spin lifts of \( \hat{\zeta}_r, \hat{\zeta}_r^L \) and \( \hat{\zeta}_r^R \) as in equations (3.40)–(3.42), and of \( \hat{\zeta}_0^R \) and \( \hat{\zeta}_0^L \) as follows:

\[
(3.57)
\]

The spin lift of \( \hat{\zeta}_0 \) depends on the given spin structure on the boundary component \( i \), see Section 2.5. We choose

\[
\begin{align*}
\hat{\zeta}_0^{NS}(t) &= \left( \zeta_{0}(1), \delta \left( \frac{2\pi}{3} e^{2\pi i (\frac{3k}{3} - 1)} \right) \right) \\
\hat{\zeta}_0^{R}(t) &= \left( \zeta_{0}(t), \delta \left( \frac{2\pi}{3} e^{-2\pi i (\frac{3k}{3})} \right) \right)
\end{align*}
\]

(3.58)

(3.59)

respectively. By equation (3.44) the composition of the spin lifts of \( \hat{\zeta}_0^L \), \( \hat{\zeta}_0^R \) yields signs \( \omega_{i, i+1} \) for \( i = 1, \ldots, N \). For the boundary path \( \hat{\zeta}_0 \) we have to distinguish between NS and R-type spin structure on the boundary.

**NS-type boundary:** We write the spin transition function at \( e^{N,0} \) as

\[
(3.60)
\]

with \( \delta(\hat{\alpha}) \) being a spin lift of \( \alpha = \alpha_0 e^{2\pi i (\frac{3k}{3} - 1)} \) and \( \tilde{t}_N \in T_2 \) the lift of \( t_N \). Then

\[
(3.61)
\]

Here \( \omega_{N,0} \) is a sign,

\[
(3.62)
\]

We write the spin transition function at \( e^{0,1} \) as

\[
(3.63)
\]
with \( \delta(\tilde{\alpha}) \) a spin lift of \( \alpha = \alpha_0 e^{2\pi i \frac{K}{\Lambda}} \) and \( \tilde{t}_0 \in \tilde{T}_2 \) the spin lift of \( t_0 \). Then
\[
(\tilde{\varphi}^{-1}_T \circ \tilde{\chi}_\sigma)(\tilde{\zeta}_T(0)) = \zeta_T(1), \delta \left( \sqrt{\frac{2\pi}{3}} s_{0,1} e^{\pi i \left( \frac{1-K_N^{-1}1_s}{3} - \frac{1}{2} + \frac{i}{2} \right)} \tilde{t}_0 \delta^{-1} \tau_0 \alpha_0 e^{\pi i \frac{K}{\Lambda}} \right)
\]
(3.64)
\[
= \zeta_T(1), \delta \left( \sqrt{\frac{2\pi}{3}} e^{\pi i \left( \frac{1-K_{NS}^{-1}1_s}{3} + \frac{3}{4} \right)} \omega_{0,1} \tilde{r}_0 \right) \tilde{t}_0.
\]
Here \( \omega_{0,1} \) is a sign,
\[
\omega_{0,1} = -s_{0,1} e^{\pi i \left( \frac{1-K_{NS}^{-1}1_s}{3} - \frac{1}{2} + \frac{i}{2} \right)}.
\]
Let
\[
\varepsilon = \left( \prod_{i=1}^{N-1} \omega_{i,i+1} \right) \omega_{N,0} \omega_{0,1}.
\]
A spin lift of \( \tilde{\zeta} \) is closed iff \( \varepsilon = 1 \). Using the numbers \( D_{NS} \) and \( K \) defined above and counting the signs as in the proof of Lemma 3.15 we can reformulate equation (3.66) as
\[
\varepsilon = \left( \prod_{i=0}^{N} \omega_{i,i+1} \right) (-1)^{D_{NS}+K}.
\]

**R-type boundary:** We write the spin transition function at \( e_{N,0} \) as
\[
g_{\zeta_N(1)}(\tilde{\varphi}^{-1}_T \circ \tilde{\chi}_\sigma) = \delta \left( s_{N,0} e^{\pi i \left( \frac{1-K_{NS}^{-1}1_s}{3} - \frac{1}{2} + \frac{i}{2} \right)} \delta(\tilde{\alpha}) \tilde{t}_N \delta(\tilde{\alpha})^{-1} \right),
\]
with \( \delta(\tilde{\alpha}) \) a spin lift of \( \alpha = \alpha_0 e^{2\pi i \frac{K}{\Lambda}} \) and \( \tilde{t}_N \in \tilde{T}_2 \) the spin lift of \( t_N \). Then
\[
(\tilde{\varphi}^{-1}_T \circ \tilde{\chi}_\sigma)(\tilde{\zeta}_N(1)) = \zeta_N(1), \delta \left( \sqrt{\frac{2\pi}{3}} s_{N,0} e^{\pi i \left( -\frac{1-K_{NS}^{-1}1_s}{3} - \frac{1}{2} + \frac{i}{2} \right)} \tilde{t}_N \delta^{-1} \tau_0 \alpha_0 e^{\pi i \left( \frac{1}{2} + \frac{3}{4} \right)} \right)
\]
(3.69)
\[
= \zeta_N(0), \delta \left( \sqrt{\frac{2\pi}{3}} e^{-\pi i \left( \frac{1-K_{NS}^{-1}1_s}{3} - \frac{1}{2} + \frac{3}{4} \right)} \omega_{0,1} \tilde{r}_0 \right) \tilde{t}_N.
\]
Here
\[
\omega_{N,0} = s_{N,0} e^{\pi i \left( \frac{1-K_{NS}^{-1}1_s}{3} - \frac{1}{2} + \frac{3}{4} \right)}.
\]
We write the spin transition function at \( e_{0,1} \) as
\[
g_{\zeta_1(0)}(\tilde{\varphi}^{-1}_T \circ \tilde{\chi}_\sigma) = s_{0,1} \delta(\tilde{\alpha}) \tilde{t}_0 \delta(\tilde{\alpha})^{-1} \delta(\tilde{\alpha}) \tilde{t}_0 \delta(\tilde{\alpha})^{-1},
\]
with \( \delta(\tilde{\alpha}) \) a spin lift of \( \alpha = \alpha_0 e^{2\pi i \frac{K}{\Lambda}} \) and \( \tilde{t}_0 \in \tilde{T}_2 \) the spin lift of \( t_0 \). Then
\[
(\tilde{\varphi}^{-1}_T \circ \tilde{\chi}_\sigma)(\tilde{\zeta}_T(0)) = \zeta_T(1), \delta \left( \sqrt{\frac{2\pi}{3}} s_{0,1} e^{\pi i \left( -\frac{1}{2} - \frac{1}{2} + \frac{3}{4} \right)} \tilde{t}_0 \delta^{-1} \tau_0 \alpha_0 e^{\pi i \frac{K}{\Lambda}} \right)
\]
(3.72)
\[
= \zeta_T(1), \delta \left( \sqrt{\frac{2\pi}{3}} e^{-\pi i \left( \frac{1}{2} + \frac{3}{4} \right)} \omega_{0,1} \tilde{r}_0 \right) \tilde{t}_0 = \zeta_T^R(1), \delta \left( \omega_{0,1} \tilde{r}_0 \right) \tilde{t}_0.
with \( \omega_{0,1} = -s_{0,1} \). Let

\[
(3.73) \quad \epsilon = \left( \prod_{i=1}^{N-1} \omega_{i,i+1} \right) \omega_{N,0} \omega_{0,1}.
\]

A spin lift of \( \hat{\zeta} \) is closed iff \( \epsilon = 1 \), and we can rewrite \( \epsilon \) as

\[
(3.74) \quad \epsilon = \left( \prod_{i=0}^{N-1} s_{i,i+1} \right) (-1)^{K + D_R}.
\]

Since \( \hat{\zeta} \) is homotopic to a lift of the derivative of a differentiable simple closed curve we can apply Lemma 2.13. We then get that the spin structure can be extended if and only if the lift of \( \hat{\zeta} \) is not closed, i.e. \( \epsilon = -1 \). \( \square \)

### 3.8. Spin structures and admissible edge signs

For this section, let us fix a marked triangulated surface \( \Sigma = ((C, f_0, d_{00}^1), (\varphi, \chi), (\Sigma, \varphi_i)) \).

**Definition 3.16.** An edge sign assignment \( s : C_1 \to \{ \pm 1 \} \) is called *admissible* if

1. condition (3.47) is satisfied at each inner vertex,
2. for each boundary component, all three vertices on that boundary component satisfy (3.49) for \( NS \)-type boundary conditions, or all three vertices satisfy (3.49) for \( R \)-type boundary conditions.

Depending on the situation in (2), we call a boundary component of \( NS \)-type or of \( R \)-type.

Given admissible edge signs \( s \), we are going to construct a spin structure on \( \Sigma \) in two steps. First, we use the edge signs to construct the spin structure on \( \Sigma \setminus \{ \text{vertices} \} \) — this part works without conditions on the edge signs \( s \). Then we use the admissibility condition to extend the spin structure to the vertices of the triangulation. We will denote the resulting spin structure as

\[
(3.75) \quad S(\Sigma, s).
\]

By construction, \( S(\Sigma, s) \) is a spin triangulated surface.

We now give the detailed construction. For each face \( \sigma \in C_2 \), pick a smooth extension \( \chi_{\sigma}^+ \) of \( \chi_\sigma \) to some (\( \sigma \)-dependent) open neighbourhood \( \Delta \cup_{\sigma} \) of the standard triangle \( \Delta \).

**Open cover with only trivial triple intersections:** Let \( \mathcal{I} = C_2 \cup \{ 1, \ldots, B \} \). Recall from Section 3.7 the construction of \( \Sigma^+ \) and that \( \varphi(C_0) \subset \Sigma^+ \) is the set of images of the vertices under the triangulation map \( \varphi \). We will construct an open cover \( (V_\alpha)_{\alpha \in \mathcal{I}} \) of \( \Sigma^+ \setminus \varphi(C_0) \) such that non-empty intersections \( V_\alpha \cap V_\beta \) are contractible, and such that \( V_\alpha \cap V_\beta \cap V_\gamma = \emptyset \) whenever \( \alpha, \beta, \gamma \) are pairwise distinct.

Around the image in \( \Sigma^+ \) of each edge \( e \in C_1 \) minus its endpoints choose a contractible open neighbourhood \( W_e \) not containing any vertices. By shrinking \( W_e \) if necessary, we may assume that

- \( W_e \cap W_{e'} = \emptyset \) for \( e \neq e' \),
- for each face \( \sigma \) and each edge \( e \) on the boundary of \( \sigma \), \( W_e \) is contained in the image of the extended map \( \chi_{\sigma}^+ \),
- for each boundary edge \( e \) on the \( i \)-th boundary component, \( W_e \) is contained in \( U_{i}^+ \) (considered as a subset of the quotient surface \( \Sigma^+ \)).

For \( \sigma \in C_2 \) we set

\[
(3.76) \quad V_\sigma = \Delta \cup_{e \in B(\sigma)} (\chi_{\sigma}^+)^{-1}(W_e).
\]
Here, \( \Delta \) denotes the interior of \( \Delta \). For \( i \in \{1, \ldots, B\} \) we set
\[
V_i = \{ z \in \mathbb{C} | r < |z| < 1 \} \cup \bigcup_{e \in \text{int}(f_i)} \varphi_i^{-1}(W_e).
\]

The \( V_o \) and \( V_i \) (or rather their images in \( \Sigma^+ \)) give a cover with the desired properties.

**Spin structure on the collared surface less the vertices:** We define a spin structure on \( \Sigma^+ \setminus \varphi(\mathcal{C}_0) \) via the atlas \((V_o)_{\alpha \in I}\). For \( \sigma \in \mathcal{C}_2 \) fix \( V_o = \mathbb{C}^{NS}|_{V_o} \). For \( i \in \{1, \ldots, B\} \) we take \( V_i = \mathbb{C}^{NS/R}|_{V_i} \) depending on whether the \( i \)th boundary is of \( NS \) or \( R \) type.

For an inner edge \( e \in \mathcal{C}_1 \) fix the spin lift of the transition function
\[
f_e : (\chi_{\sigma|n})^{-1}(W_e) \rightarrow (\chi_{\sigma|n})^{-1}(W_e)
\]
to be \( \tilde{f}_e(z, g) = (f_e(z), g_z, g) \) where \( g_z \in GL_2^+ \) is uniquely determined by the requirement that (i) \( p_{GL}(g_z) = (df_e)z \), and that (ii) on a point \( p \) on the preimage of the edge \( e \) we have
\[
\delta(s(e)) = \tilde{Q}_o(g_p) \cdot \delta(e^{-\pi i(\frac{3}{2} / 3k_1 / 3n + 1 / 2)})
\]
i.e. the rule in \( \ref{3.7} \) is satisfied.

For a boundary edge \( e \) on the \( i \)th boundary component we fix the spin lift of the transition function \( f_e : (\chi_{\sigma|n})^{-1}(W_e) \rightarrow \varphi_i^{-1}(W_e) \) to be \( \tilde{f}_e(z, g) = (f_e(z), g_z, g) \), where now \( g_z \) is characterised as follows. Let \( p = \chi_{\sigma|n}^{-1} \circ \varphi_1(e^{2\pi i(\frac{k_1}{k+1} \pm 1)}) \) as in Section \( \ref{3.7} \). The transformation \( g_z \in GL_2^+ \) is uniquely determined by \( p_{GL}(g_z) = (df_e)z \) and by demanding that at the point \( p \) we have
\[
\delta(s(e)) = \tilde{Q}_o(g_p) \cdot \begin{cases} N S \text{ type : } & \delta(e^{-\pi i(\frac{3}{2} / 3k_1 / 3n + 1 / 2)}) \\ R \text{ type : } & \delta(e^{-\pi i(\frac{3}{2} / 3k_1 / 3n - 1 / 2)}) \end{cases}
\]

This is the rule stated in \( \ref{3.11} \).

Since there are no non-trivial triple overlaps, there is no cocycle condition on the spin transition functions. Hence the above assignment defines a spin structure on \( \Sigma^+ \setminus \varphi(\mathcal{C}_0) \).

**Extending the spin structure to the entire collared surface:** If the extension of the spin structure to the vertices \( \varphi(\mathcal{C}_0) \) exists, it is unique. The conditions for extendibility are stated in Corollary \( \ref{3.14} \) and Lemma \( \ref{3.15} \). Since we assumed that \( s \) it admissible, we do indeed obtain a spin structure on \( \Sigma \).

Let now
\[
\Lambda = ((\mathcal{C}, f_i, d_0, d_0^0), (\varphi, \tilde{\varphi}), (\Lambda, \tilde{\varphi}))
\]
be a spin triangulated surface. Denote the underlying marked triangulated surface by \( \Delta \). Let \( s_\Lambda \) be the edge signs for \( \Lambda \) from Definitions \( \ref{3.7} \) and \( \ref{3.11} \).

**Theorem 3.17.** Let \( \Lambda \) be a spin triangulated surface. The spin structures \( \Lambda \) and \( S(\Lambda, s_\Lambda) \) on \( \Delta \) are isomorphic.

**Proof.** This is evident from the explicit construction of \( S(\Lambda, s_\Lambda) \). In terms of the atlas \((V_o)_{\alpha \in I}\) considered above, the isomorphism of spin structures \( S(\Lambda, s_\Lambda) \rightarrow \Lambda \) is simply given by \( \tilde{\chi}_o^+ \) on \( V_o \) \((\sigma \in \mathcal{C}_2) \) and by the identity on \( V_i \) \((i \in \{1, \ldots, B\}) \). \( \Box \)
We want to examine the effect of these moves on the edge signs.

A 2d-Pachner move on a complex $C$ changes at most three adjacent triangles. We say two spin triangulated surfaces $(C, \varphi, \Sigma)$ and $(C', \varphi', \Sigma')$ are related by a Pachner move, if the underlying complexes $C$ and $C'$ are related by a Pachner move, and if the spin lifts $\tilde{\chi}$ and markings are not affected away from the triangles changed by the Pachner move.

**Proposition 3.18.** Let $(C, \varphi, \Sigma)$ and $(C', \varphi', \Sigma')$ be spin triangulated surfaces related by a Pachner 2–2 move such that the configuration of markings on the affected subcomplex is as in Figure 3.11. If the spin lifts on $\chi_{\sigma_i}$ and $\chi_{\sigma_i}'$ are such that $s' = s$ and $s'_A = s_A$, then the remaining edge signs are related as

$$s'_B = -s s_B, \quad s'_C = -s_C, \quad s'_D = -s s_D.$$

The other choices can be obtained by composing $\tilde{\chi}_3$ or $\tilde{\chi}_4$ with the leaf exchange automorphism; the corresponding edge signs are given by Lemma 3.14.

**Proof.** First assume all vertices $v_0, \ldots, v_3$ are inner. We use Corollary 3.14 at each of those vertices and count the difference in the numbers $K$ and $D$. For $v_1$ we have

$$s_C s_D = (-1)^{\Delta D + \Delta K} s'_C s'_D.$$

Simple counting yields $\Delta K = 1$ and $\Delta D = 1$. Thus

$$s_C s_D = s'_C s'_D.$$

The similar counting argument for the other vertices yields

$$v_2 : s_A s s_D = -s'_A s'_D,$$

$$v_3 : s_A s_B = -s'_A s'_B,$$

$$v_0 : s_B s s_C = s'_B s'_C.$$

Assuming $s = s'$ and $s'_A = s_A$, the above set of equations has (3.81) as unique solution.

By Lemma 3.14 for vertices on the boundary we have the same dependence on the numbers $K$ and $D_{NS}$ or $D_R$. Thus the result holds for these cases, too. \qed

**Proposition 3.19.** Let $(C, \varphi, \Sigma)$ and $(C', \varphi', \Sigma)$ be related by a Pachner 3–1 move. Let the configuration of markings on the affected subcomplex be as in Figure 3.12.
If the spin lift of $\chi_\sigma$ is such that $s'_A = s_A$, then the remaining edge signs are related as follows:

\begin{equation}
    s'_B = s_{12} s_B, \quad s'_C = -s_{31} s_C, \quad s_{12} s_{23} s_{31} = -1.
\end{equation}

**Proof.** We will assume $v_0, v_1, v_2$ are inner. The argument in case some vertices belong to the boundary is the same. As in Proposition 3.18 we use Corollary 3.14 at each of those vertices to get the relations

\begin{equation}
    v : s_{12} s_{23} s_{31} = -1
\end{equation}

\begin{align*}
    v_0 &: s_A s_{31} s_C = -s'_A s'_C \\
    v_1 &: s_A s_{12} s_B = s'_A s'_B \\
    v_2 &: s_B s_{23} s_C = s'_B s'_C.
\end{align*}

We can choose $\tilde{\chi}_\Delta$ such that $s'_A = s_A$. Then the unique solution to the equations for $v_0, v_1, v_2$ is $s'_B = s_{12} s_B$ and $s'_C = -s_{31} s_C$. □

4. **Application:** Two-dimensional lattice spin TFT

4.1. **Preliminaries about Graphs.** We first recall some graph theoretic notions used in [JS]. All graphs are finite. A **graph with boundary**, in the following just **graph**, $\Gamma = (\Gamma, \partial \Gamma)$ is a graph $\Gamma$ together with a set $\partial \Gamma$ of univalent vertices. Elements of $\partial \Gamma$ are called **outer** vertices, and vertices not in $\partial \Gamma$ are called **inner** vertices. A graph $\Gamma$ is **directed** if each edge is equipped with an orientation. For a directed graph and a vertex $v$, the set of ingoing edges is denoted as $\text{in}(v)$ and that of outgoing edges as $\text{out}(v)$. A **polarised graph** is a directed graph together with a choice of linear order on $\text{in}(v)$ and $\text{out}(v)$ for each inner vertex $v$. A **progressive graph** is a directed graph with no (oriented) circuits. The **domain** $\text{dom}(\Gamma)$ (resp. **codomain** $\text{cod}(\Gamma)$) of a progressive graph is the union of $\text{out}(v)$ (resp. $\text{in}(v)$) over all $v \in \partial \Gamma$. An **anchored progressive graph** $\Gamma$ is a progressive graph together with linear orders on both $\text{dom}(\Gamma)$ and $\text{cod}(\Gamma)$.

Starting from a marked combinatorial surface $C$ (Definition 3.4) we produce a progressive polarised graph $\Gamma(C)$ as follows:

1. Take the 1-skeleton of the Poincaré dual of $C$. This yields a graph $\Gamma'$ with only univalent and trivalent vertices. (The univalent vertices sit at the end
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Figure 4.1. The polarisation of the graph $\Gamma$. (a) A single triangle $\sigma$ (in dashed lines) together with the dual graph. The linear order of the edges at the vertex in the centre is indicated by small numbers 0, 1, 2 which corresponds to the linear order given on the edges of $\sigma$ by the maps $d_0^2$, $d_1^2$ and $d_2^2$. (b) A single edge of the triangulation as a dashed line, together with its orientation. The dual edge is drawn solid, and in its centre a new vertex has been placed. The linear order on the edges of that vertex is indicated by the numbers 0 and 1.

of edges dual to edges of $C$ that lie on the boundary.) Let $\partial \Gamma$ be the set of all univalent vertices of $\Gamma'$.

(2) Put an additional vertex on each edge. The resulting graph $(\Gamma', \partial \Gamma)$ has bi- and trivalent inner vertices, with each inner edge bounding one bi- and one trivalent vertex. (An edge is inner if none of its bounding vertices is in $\partial \Gamma$.) Note that every edge bounds exactly one bivalent vertex.

(3) Turn the graph $\Gamma$ into a directed graph by orienting each edge away from the bivalent vertex.

(4) For every trivalent vertex $v$, order the set $\text{in}(v)$ as depicted in Figure 4.1a), using the boundary maps $d_i^2$ of $C$. (The set $\text{out}(v)$ is empty by the orientation choice in 3.)

(5) For every bivalent vertex $v$, order the set $\text{out}(v)$ as depicted in Figure 4.1b), using the boundary maps $d_i^1$ of $C$.

Since every edge starts at a bivalent vertex, the graph $\Gamma(C)$ constructed above has no circuits, so that it is indeed a polarised progressive graph. By the same argument, $\text{dom}(\Gamma(C)) = \emptyset$.

To anchor this graph $\Gamma(C)$, we have to give an ordering on $\text{cod}(\Gamma)$. We first order the elements of $\text{cod}(\Gamma)$ by the number of the boundary component of $C$ they start from. We then order the three edges for each boundary component according to the order on $\Delta$ (see Figure 4.3), transported to the $i$’th boundary via the parametrisation map $f_i : \partial \Delta \to \partial C_i$.

Let $S$ be a symmetric monoidal category. We will assume $S$ to be strict monoidal in order to simplify notation. (But we will nonetheless think of $\text{Vect}$ and $\text{S Vect}$ as examples, leaving it to the reader to add associators in the relevant places.) The symmetric braiding will be denoted as

$$\sigma_{U,V} : U \otimes V \to V \otimes U.$$  

We will briefly sketch how to pass from an anchored polarised progressive graph $\Gamma$ to a morphism in $S$, for details see [JS, Ch.2]. Fix a valuation on $\Gamma$, that is, to each edge of $\Gamma$ assign an object of $S$, and to each vertex $v$ a morphism in $S$ compatible with the objects and linear order on $\text{in}(v)$ and $\text{out}(v)$. Since the graph is progressive, one can fix a order on the vertices of $\Gamma$ such that for $v \geq v'$, there are no edges directed from $v$ to $v'$ (“all edges go up”). The graph $\Gamma$ together with the valuation is called a diagram in $S$.  

Now compose all the morphisms assigned to the vertices in the chosen order, using the symmetric structure of $\mathcal{S}$ to match the in– and outgoing objects of the morphisms as dictated by the edges and tensoring with identity morphisms where necessary. This results in a morphism in $\mathcal{S}$ from the tensor product of the objects assigned to $\text{dom}(\Gamma)$ in the chosen order to the corresponding product for $\text{cod}(\Gamma)$. The resulting morphism is called the value of the diagram. By [JS, Cor. 2.3], the value of a diagram is independent of the ordering chosen on the vertices [JS, Ch. 2].

We proceed to define a valuation for anchored polarised progressive graphs of the form $\Gamma(\mathcal{C})$ as described above. Choose $A \in \text{Ob}(\mathcal{S})$ and morphisms
\begin{align}
c_1 : 1_{\mathcal{S}} &\to A \otimes A , \\
c_{-1} : 1_{\mathcal{S}} &\to A \otimes A , \\
t : A \otimes A \otimes A &\to 1_{\mathcal{S}} ,
\end{align}
in $\mathcal{S}$.

Let $\Lambda = ((\mathcal{C}, f_1, d_1^0, d_2^0), (\varphi, \tilde{\varphi}_1), (\Sigma, \tilde{\varphi}_1))$ be a spin triangulated surface (Definition 3.6). To each bivalent vertex in $\Gamma(\mathcal{C})$ corresponds an (inner or boundary) edge $e$ in the triangulation of $\Sigma$, with an edge sign $s(e)$. To every such bivalent vertex assign the map $c_{s(e)}$. To every trivalent vertex assign the map $t$. This defines a valuation on $\Gamma(\mathcal{C})$ and therefore a morphism in $\mathcal{S}$.

To summarise: Fix a symmetric strict monoidal category $\mathcal{S}$. To a spin triangulated surface $\Lambda$ we assign a diagram in $\mathcal{S}$ as described above, that is, the anchored polarised progressive graph $\Gamma(\mathcal{C})$ and the valuation in terms of the morphisms (4.2).

Let $B$ be the number of boundary components of $\Sigma$. Then $|\text{cod}(\Gamma)| = 3B$ while $\text{dom}(\Gamma)$ is empty. We denote the value of the diagram by
\begin{align}
T_{\text{triang}}(\Lambda) : 1_{\mathcal{S}} &\longrightarrow (A \otimes^3)^{\otimes B} .
\end{align}

4.2. Local moves. The local moves from Section 3.6 and 3.9 relate spin triangulations and consequently the corresponding diagrams. From these moves we will derive a sufficient set of relations on the maps $c_1$, $c_{-1}$ and $t$ such that the resulting morphism $T_{\text{triang}}$ is invariant under the moves. Some of these conditions are easiest presented in the standard graphical notation for morphisms in a tensor category, see e.g. [BK]. This is basically the language of diagrams where the vertices are drawn as boxes labelled by the morphism assigned by the valuation. The separation into $\text{in}(v)$ and $\text{out}(v)$ as well as the linear order is encoded by how the lines attach to the boxes. For example, a morphism $f : A \otimes B \otimes C \to D \otimes E$ is drawn as:

\begin{align}
\text{out} &\begin{cases} D \\
E \end{cases} \\
\text{in} &\begin{cases} A \\
B \\
C \end{cases}
\end{align}

(1) Edge orientation change. By Lemma 3.11 (2), replacing the orientation of a single edge $e$ corresponds to a change of the edge sign $s(e)$. This corresponds to exchanging $c_1$ and $c_{-1}$ on the corresponding bivalent vertex $v$, together with a change of linear order on the outgoing edges. We thus require that
\begin{align}
c_1 = \sigma_{A,A} \circ c_{-1} .
\end{align}

1 Strictly speaking at some point we have to take the geometrical realisation of the graph, since [JS] deals with topological graphs. Different choices of the geometrical realisation lead however to isomorphic diagrams, which due to [JS Cor. 2.3] represent identical morphisms.
Leaf exchange automorphism on a single triangle. By Lemma 3.11 (1), exchanging the spin lift of the characteristic map $\chi_{\sigma}$ for a single triangle $\sigma$ corresponds to inverting the edge signs on its three bounding edges $e_0, e_1, e_2$. We thus require that

$$tcs(e_0)cs(e_1)cs(e_2) = tcs(-e_0)cs(e_1)cs(e_2).$$

Written out explicitly, this identity reads

$$f(s(e_0), s(e_1), s(e_2)) = f(-s(e_0), -s(e_1), -s(e_2)),$$

where

$$f(\alpha, \beta, \gamma) = \left(t \otimes \text{id}_{A \otimes A \otimes A} \right) \circ \left( \text{id}_{A \otimes A} \otimes c_{A,A} \otimes \text{id}_{A \otimes A} \right) \circ \left( \text{id}_A \otimes c_{A,A} \otimes c_{A,A} \otimes \text{id}_A \right) \circ \left( c_\alpha \otimes c_\beta \otimes c_\gamma \right).$$

Cyclic permutation of boundary edges for a single triangle. By Lemma 3.11 (3), the value of the diagram will not change under such a cyclic permutation if we require the identity

$$tcs(e_0)cs(e_1)cs(e_2) = tcs(-e_0)cs(e_1)cs(e_2).$$

Pachner 2-2 move. By Proposition 3.18, a sufficient condition for invariance is
(5) **Pachner 3-1 move and its inverse.** By Proposition 3.19 a sufficient condition for invariance is

\[
\begin{align*}
\tau & = c_A \cdot c_{A12} \cdot c_{B} \cdot c_{C} \cdot c_{B23} \\
\tau^{-1} & = c_A \cdot c_{B23} \cdot c_{C} \cdot c_{B} \cdot c_{A12}
\end{align*}
\]

whenever \(s_{12}s_{23}s_{31} = -1\).

**Proposition 4.1.** Let \(A\) and \(t, c_{\pm 1}\) satisfy relations 1–5 above. Let \(\Lambda_1\) and \(\Lambda_2\) be two spin triangulated surfaces with the same underlying spin surface \(\Sigma\). Then \(T_{\text{triang}}(\Lambda_1) = T_{\text{triang}}(\Lambda_2)\).

**Proof.** Let \(\Lambda_2 = ((C, f, d_0^1, d_0^2), (\varphi, \tilde{\chi}_\sigma), (\Sigma, \tilde{\varphi}_i))\). By [Mu, Cor. 10.13] we can approximate \(\varphi\) by a triangulation \(\varphi^{(1)} : |C^{(1)}| \to \Sigma\) such that \(\varphi^{-1} \circ \varphi^{(1)}\) is piecewise-linear. (where \(\varphi_1\) belongs to \(\Lambda_1\) and \(C^{(1)}\) is a subdivision of \(C\). Thus, after a small deformation of \(\varphi\) which does not affect the combinatorial data used to compute \(T_{\text{triang}}\), \(\varphi_1\) and \(\varphi\) have a common subdivision. Let us assume this deformation has been made.

We can therefore pass from \(\varphi_1\) to \(\varphi\) via a series of Pachner 2-2, 3-1 and 1-3 moves. Denote by \(\Lambda_2^{(2)} = ((C^{(2)}, f^{(2)}_1, d_0^{(2)}_1, d_0^{(2)}_2), (\varphi^{(2)}, \tilde{\chi}_\sigma^{(2)}), (\Sigma, \tilde{\varphi}_i))\) the spin triangulation resulting from carrying out this sequence of Pachner moves with spin lifts as chosen in Section 3.9. Relations 4 and 5 guarantee that

\[
T_{\text{triang}}(\Lambda_1) = T_{\text{triang}}(\Lambda_2^{(2)})
\]

At this point, \(C^{(2)}\) differs from \(C\) at most by the marking. But any two markings can be related by the moves described in Lemma 3.11. By relations 1 and 3 it follows that

\[
T_{\text{triang}}(\Lambda_2^{(2)}) = T_{\text{triang}}(\Lambda_2^{(3)})
\]

where \(\Lambda_2^{(3)} = ((C, f, d_0^1, d_0^2), (\varphi^{(3)}, \tilde{\chi}_\sigma^{(3)}), (\Sigma, \tilde{\varphi}_i))\) is the spin triangulation resulting from the changed marking. The \(f_i\) agree because they are uniquely determined by the condition \(\varphi \circ f_i = \varphi_i \circ \varphi_{S}\), see Definition 3.2. At this point, \(\Lambda_2^{(3)}\) differs from \(\Lambda_2\) at most in the choice of \(\varphi^{(3)}\) and \(\tilde{\chi}_\sigma^{(3)}\).

Consider a triangle \(\sigma \in C\) and the corresponding two maps \(\tilde{\chi}_\sigma\) and \(\tilde{\chi}_\sigma^{(3)}\) from the spin triangulations \(\Lambda_2\) and \(\Lambda_2^{(3)}\). Since the markings now agree, there is an isotopy of the underlying smooth maps from \(\chi_\sigma^{(3)}\) to \(\chi_\sigma\). This isotopy has a spin lift giving an isotopy from \(\tilde{\chi}_\sigma^{(3)}\) to \(\tilde{\chi}_\sigma^{(4)}\). The isotopy does not affect the edge signs. Finally, since \(\tilde{\chi}_\sigma^{(4)}\) and \(\tilde{\chi}_\sigma\) are spin lifts of the same map \(\chi_\sigma\), they are either equal or they differ by the leaf exchange automorphism. Applying the leaf exchange automorphism and using relation 2, we finally obtain

\[
T_{\text{triang}}(\Lambda_2^{(3)}) = T_{\text{triang}}(\Lambda_2)
\]

\[\square\]
4.3. Analysis of the algebraic structure. In the previous section we described a set of relations between the morphisms $c_1$, $c_{-1}$ and $t$, which guarantee invariance of the $T_{\text{triang}}$ under the local moves. To further analyse these relations we will make two additional assumptions. The first one is:

**Assumption 1:** The copairing $c_{-1}$ is nondegenerate, i.e. there is a map $b : A \otimes A \rightarrow 1$ such that

$$
(b \otimes \text{id}_A) \circ (\text{id}_A \otimes c_{-1}) = \text{id}_A = (\text{id}_A \otimes b) \circ (c_{-1} \otimes \text{id}_A).
$$

By (4.16), Assumption 1 in particular implies that also $c_1$ is nondegenerate. The map $b$ in Assumption 1 is unique, and we may use it to define

$$
N = (b \otimes \text{id}_A) \circ (\text{id}_A \otimes \sigma_{A,A}) \circ (\text{id}_A \otimes c_{-1}) : A \rightarrow A.
$$

In graphical notation, this reads

$$
\text{(4.17)}
$$

where we have started to use shorthand graphical symbols for some morphisms that will appear frequently. These abbreviations are collected in Figure 4.2.

The map $N$ is invertible, with inverse given by

$$
N^{-1} = (\text{id}_A \otimes b) \circ (\sigma_{A,A} \otimes \text{id}_A) \circ (c_{-1} \otimes \text{id}_A).
$$

One of the two computations to verify this is as follows:

$$
\text{(4.19)}
$$

The map $N$ has an additional important property.

**Lemma 4.2.** The map $N^2$ acts trivially on the map $t$:

$$
\text{(4.20)}
$$
Proof. We verify the first equality. The other cases then follow from the cyclic property of $t$ stated in (4.9). We have:

1. $t$ + $b$ + $t$ + $b$ + $b$

In step 1 we used the non-degeneracy of $c_{-1}$ (Assumption 1) to insert two pairs $b, c_{-1}$. We also replaced one of the $N$’s by its definition in (4.16) and used the edge orientation change (4.5) to trade $c_{-1}$ for $c_{1}$. Step 2 is the leaf exchange (4.6). In step 3 the leftmost $b, c_{-1}$ pair is replaced by $\text{id}_A$ using Assumption 1 and the remaining $N$ is replaced by its definition in terms of $c_{1}$ as in step 1. Finally, in step 4 all $c_1$ are converted to $c_{-1}$ via a leaf exchange (4.6) and then the three pairs $b, c_{-1}$ are cancelled via Assumption 1. □

In particular, precomposing $t$ with $N$ is identical to precomposing with $N^{-1}$. Below, we will frequently use of the notation

$N_\varepsilon = \begin{cases} \text{id}_A : \varepsilon = +1 \\ N : \varepsilon = -1 \end{cases}$

Its graphical counterpart is shown in Figure 4.2.

We would like to cast the data $t, c_{\pm1}$ into a more standard algebraic form, namely that of a Frobenius algebra. We recall that a Frobenius algebra (in a monoidal category) is a unital associative algebra and a counital coassociative coalgebra such that the coproduct is a map of bimodules.

We start by introducing a product: Let

$\mu = (t \otimes \text{id}_A) \circ (\text{id}_{A \otimes A} \otimes c_{-1}) : A \otimes A \to A$.

In graphical notation, this reads

$\mu = \begin{array}{c} t \\ \downarrow \\ \bullet \end{array}$

For $\mu$ we will use the graphical shorthand listed in Figure 4.2.

Lemma 4.3. The map $\mu : A \otimes A \to A$ is associative.
Proof. Using non-degeneracy of $c_{\pm 1}$, we can rewrite the cyclicity property (4.9) as an identity of morphisms $A^\otimes 3 \to 1_S$:

\[
\begin{array}{ccc}
    \text{t} & \text{s}(e_0) & \text{s}(e_1) & \text{s}(e_2) \\
    \text{t} & \text{s}(e_0) & -\text{s}(e_0) & \text{s}(e_1) & \text{s}(e_2) \\
\end{array}
\]

(4.25)

The same can be done for the Pachner moves (4.10) and (4.11); we omit the details. We then compute:

\[
\begin{array}{ccc}
    \text{t} & \text{t} & \text{t} \\
    \text{c}_1 & \text{c}_1 & \text{c}_1 \\
\end{array}
\]

(4.26)

To proceed, we need to make our second assumption:

Assumption 2: The algebra $(A, \mu)$ has a unit $\eta : 1_S \to A$.

The graphical notation we use for the unit is listed in Figure 4.2. We already have a non-degenerate pairing on the algebra $A$, namely $b$. The following lemma establishes that $A$ with pairing $b$ is a Frobenius algebra.

Lemma 4.4. The pairing $b$ is invariant with respect to the product $\mu$, i.e.

\[
b \circ (\mu \otimes \text{id}_A) = b \circ (\text{id}_A \otimes \mu).
\]

(4.27)

Proof. By direct computation:

\[
\begin{array}{ccc}
    \text{t} & \text{t} & \text{t} \\
    \text{c}_1 & \text{c}_1 & \text{c}_1 \\
\end{array}
\]

(4.28)
One may now define a coalgebra structure on the Frobenius algebra \( A \) in the standard way, so that the coproduct is a map of \( A\)-\( A \)-bimodules. Explicitly, the coproduct \( \Delta : A \to A \otimes A \) and counit \( \varepsilon : A \to 1 \) are given by

\[
\Delta = \begin{tikzpicture} [baseline=-1.3ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (1,0);
\end{tikzpicture}, \quad \varepsilon = \begin{tikzpicture} [baseline=-1.5ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (0,1);
\end{tikzpicture}.
\]

The asymmetry in this definition is only apparent, since

\[
\Delta ^{\text{nondeg.}} = \begin{tikzpicture} [baseline=-1.ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (1,0);
\end{tikzpicture}, \quad \text{ass.} = \begin{tikzpicture} [baseline=-1.ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (0,1);
\end{tikzpicture}, \quad \varepsilon ^{\text{unit}} = \begin{tikzpicture} [baseline=-1.ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (0,1);
\end{tikzpicture}, \quad \text{ass.} = \begin{tikzpicture} [baseline=-1.ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (0,1);
\end{tikzpicture}.
\]

It is now trivial to see that \( \varepsilon \) is indeed a counit. Coassociativity is easily checked by combining the two expressions for \( \Delta \):

\[
(\Delta \otimes \text{id}_A) \circ \Delta = \begin{tikzpicture} [baseline=-1.3ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (1,0);
\draw [->] (1,0) -- (2,0);
\draw [->] (1,0) -- (1,-1);
\draw [->] (1,0) -- (1,1);
\end{tikzpicture} = (\text{id}_A \otimes \Delta) \circ \Delta.
\]

The Frobenius property, which states that \( \Delta \) is a bimodule map, namely

\[
\begin{tikzpicture} [baseline=-1.3ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (1,0);
\draw [->] (1,0) -- (2,0);
\draw [->] (1,0) -- (1,-1);
\draw [->] (1,0) -- (1,1);
\end{tikzpicture} = \begin{tikzpicture} [baseline=-1.3ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (1,0);
\end{tikzpicture}, \quad \begin{tikzpicture} [baseline=-1.3ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (1,0);
\draw [->] (1,0) -- (2,0);
\draw [->] (1,0) -- (1,-1);
\draw [->] (1,0) -- (1,1);
\end{tikzpicture} = \begin{tikzpicture} [baseline=-1.3ex, scale=0.6]
\draw [->] (0,0) -- (0,-1);
\draw [->] (0,0) -- (1,0);
\end{tikzpicture},
\]

is equally straightforward to check. We omit the details. Finally, note that

\[
b = \varepsilon \circ \mu, \quad c_{-1} = \Delta \circ \eta.
\]

From hereon we consider \( A \) as a Frobenius algebra with structure morphisms \( \mu, \eta, \Delta, \varepsilon \) as described above. By definition, the morphism \( N \) defined in (4.16) is the Nakayama automorphism of \( A \), see e.g. \cite{FS}. For completeness we state

**Proposition 4.5.** The Nakayama automorphism is a unital algebra automorphism and a counital coalgebra automorphism of a Frobenius algebra.
Proof. That $N \circ \eta = \eta$ and $\varepsilon \circ N = \varepsilon$ is straightforward. Compatibility with the product follows from (4.34)

\begin{align*}
N \circ \mu = \begin{array}{c}
\text{ass.} \\
\text{Frob.} \\
\text{coass.}
\end{array} = \begin{array}{c}
\text{def. of } \Delta \\
\text{deform}
\end{array} = \mu \circ (N \otimes N).
\end{align*}

To see compatibility with the coproduct, first note that

(4.35)

\begin{align*}
N^{-1} = \begin{array}{c}
\text{Frob.} \\
\text{coass.} \\
\text{Frob.} \\
\text{deform}
\end{array} = \begin{array}{c}
\text{Frob.} \\
\text{coass.}
\end{array} = \mu \circ (N \otimes N).
\end{align*}

When combining this with the definition of the coproduct in terms of the product and copairing in (4.29), the compatibility of $N$ with the coproduct follows from the already established result that $N$ is an algebra homomorphism. □

The following identity will be used frequently in the calculations below:

Lemma 4.6. Let $A$ be a Frobenius algebra and $N$ its Nakayama automorphism. Then

(4.36)

\begin{align*}
[\text{id} \otimes (\mu \circ \sigma_{A,A})] \circ [\Delta \otimes \text{id}] = [\mu \otimes \text{id}] \circ [\text{id} \otimes \sigma_{A,A}] \circ [\Delta \otimes N].
\end{align*}

Graphically, this reads

(4.37)

\begin{align*}
\begin{array}{c}
\text{Prob.} \\
\text{coass.}
\end{array} = \begin{array}{c}
\text{Prob.} \\
\text{deform}
\end{array}.
\end{align*}

Proof. By direct calculation:

\begin{align*}
\begin{array}{c}
\text{Prob.} \\
\text{coass.}
\end{array} = \begin{array}{c}
\text{Prob.} \\
\text{deform}
\end{array}.
\end{align*}

Proposition 4.5 and Lemma 4.6 hold in general. For the Frobenius algebra $A$ constructed above from $t, c_{\pm 1}$ we have in addition:

Lemma 4.7. The Nakayama automorphism of $A$ is an involution.

Proof. We use the unit property, nondegeneracy and Lemma 4.2

(4.38)

\begin{align*}
N^2 = (t \otimes \text{id}_A) \circ (N^2 \otimes \eta \otimes c_{-1}) = (t \otimes \text{id}_A) \circ (\text{id}_A \otimes \eta \otimes c_{-1}) = \text{id}_A.
\end{align*}

□
We call a Frobenius algebra \( \Delta \)-separable if \( \mu \circ \Delta \circ \eta = \eta \), i.e. \( \Delta \circ \eta \) is a separability idempotent. We have:

**Lemma 4.8.** \( A \) is \( \Delta \)-separable.

**Proof.** The statement follows from the identities

\[
\text{Frob.} = \text{nondeg.} = (4.39) \quad \text{unit} = (4.11)
\]

We have now arrived at the desired algebra structure encoding \( t, c \pm 1 \) and their properties. As described above, under Assumptions 1 and 2, the data \( t, c \pm 1 \), subject to relations 1–5 in Section 4.2, give rise to a \( \Delta \)-separable Frobenius algebra whose Nakayama automorphism is an involution. The following result shows that the converse holds as well; the proof can be found in Appendix B.

**Proposition 4.9.** Let \( A \) be a \( \Delta \)-separable Frobenius algebra whose Nakayama automorphism is an involution. Set

\[
(4.40) \quad t = \varepsilon \circ \mu \circ (\mu \otimes \text{id}_A) \ , \quad c_{-1} = \Delta \circ \eta \ , \quad c_1 = \sigma_{A,A} \circ \Delta \circ \eta .
\]

Then \( t, c \pm 1 \) fulfil relations 1–5 in Section 4.2.

With the tools assembled so far, we can prove the main result of this paper. To state the result, we need a little bit more notation. Let \( B \) be the number of boundary components of the given spin surface. We would like to think of the morphism assigned to this spin surface as a “correlator”, that is, we prefer to write it as a morphism \( A^{\otimes 3B} \to 1_{\mathcal{S}} \) rather than the other way around as is the case for \( T_{\text{triang}} \) in (4.3). We use the map \( b \) to achieve this and define

\[
(4.41) \quad T_A(\Sigma) := (b^{\otimes 3B} \circ \tau \circ (\text{id}_{A^{\otimes 3B}} \otimes T_{\text{triang}}(C, \tilde{\varphi}, \Sigma))) ,
\]

where \( \tau \) is a permutation \( (A^{\otimes 3B} \otimes A^{\otimes 3B}) \to (A^{\otimes 2} \otimes 3B) \), which connects the \( i \)'th factor of \( A \) in the first (resp. second) copy of \( A^{\otimes 3B} \) in the source object to the first (resp. second) copy of \( A^{\otimes 2} \) in the target object.
**Theorem 4.10.** Let $A$ be a Frobenius algebra in a symmetric strict monoidal category $S$, such that $A$ is $\Delta$-separable and has a Nakayama automorphism which is an involution. Then $T_A(\Sigma)$ is independent of the choice of spin triangulation of the spin surface $\Sigma$ and $T_A(\Sigma) = T_A(\Sigma')$ for isomorphic spin surfaces $\Sigma$ and $\Sigma'$.

**Proof.** Let $\Lambda = ((C, f_i, d_0, d_0^2), (\varphi, \hat{\chi}_\sigma), (\Sigma, \hat{\varphi}_i))$ be a spin triangulation of $\Sigma$. By Proposition 4.9, $t, c^{\pm 1}$ as defined via $A$ satisfy relations 1–5 in Section 4.2. By Proposition 4.1, this implies that $T_{\text{triang}}(\Lambda)$ is independent of the choice of spin triangulation. Given an isomorphism $\tilde{f} : \Sigma \rightarrow \Sigma'$ of spin surfaces, we obtain a spin triangulation $f^* \Lambda := ((C, f_i, d_0, d_0^2), (f \circ \varphi, \tilde{f} \circ \hat{\chi}_\sigma), (\Sigma', \tilde{\varphi}_i))$ of $\Sigma'$ which produces the same edge signs as $\Lambda$. Hence, $T_{\text{triang}}$ gives the same morphism in $S$ for $\Lambda$ and $f^* \Lambda$. □

**Remark 4.11.** At this point we can make some connections to Lurie’s description of topological field theories as fully dualisable objects [Lu] (see also [SP, Da] for discussions of the two-dimensional case). In the symmetric monoidal bicategory of algebras, bimodules, and bimodule morphisms (over some algebraically closed field), the fully dualisable objects are finite-dimensional semisimple algebras $A$. The dual is $A^\text{op}$, the algebra with opposite product. Write $A^e = A \otimes A^\text{op}$. Then the dualising bimodules are $A^e A$ and $1 A^e$. The homotopy $SO(2)$ action is given by the Serre-automorphism, i.e. by tensoring with the $A^e A$-bimodule $A^e$. To pass from framed to spin TFTs, we need the Serre-automorphism to be an involution.

Let now $A$ be a Frobenius algebra as in Theorem 4.10. Since $A$ is separable, it is semi-simple. Since $A^* \cong A_N$ as bimodules (where $A_N$ is the $A$-$A$-bimodule $A$ with right action twisted by the Nakayama automorphism), and $A_N \otimes A N \cong A_{N^2}$, we see that the Serre-automorphism is indeed an involution.

### 4.4. Behaviour of the morphisms under gluing of spin surfaces.

Let $\Sigma$ be a spin triangulated surface, and $(i, j, \varepsilon)$ be spin gluing data such that $(i, j)$ is simplicial gluing data (see Section 3.1). Consider the morphism (4.42)

\[
\Gamma_{i,j,\varepsilon} = \tau \circ (e^{\otimes 3} \otimes \text{id}_A^{\otimes (3N-2)})
\]

from $A^{3(N-2)}$ to $A^{3N}$ with $N$ the number of boundary components of $\Sigma$. In formulas, this reads (4.43)

\[
\Gamma_{i,j,\varepsilon} = \tau \circ (e^{\otimes 3} \otimes \text{id}_A^{\otimes (3N-2)})
\]

where $\tau : A^{\otimes 3N} \rightarrow A^{\otimes 3N}$ represents the permutation that connects

- the first output to the $(3i - 2)'\text{th}$ input,
- the second output to the $(3j)'\text{th}$ input,
- the third output to the $(3i - 1)'\text{th}$ input,
- the fourth output to the $(3j - 1)'\text{th}$ input,
The fifth output to the \((3i)'\)th input and
do the sixth output to the \((3j-2)'\)th input.

\(\tau\) keeps the order of the remaining tensor factors fixed.

We now come to an important property of \(T_A\): the behaviour under gluing.

**Proposition 4.12.** Let \(\Sigma\) be a spin triangulated surface, and \((i,j,\varepsilon)\) be spin gluing data. Then
\[
T(\Sigma_{i \# j}) = T(\Sigma) \circ \Gamma_{i,j,\varepsilon}.
\]

**Proof.** The connectivity represented by the map \(\tau\) follows from the composition map (3.1). Lemma 3.10 gives the spin signs of a glued edge as \(s = \varepsilon s_i s_j\). Since
\[
(N \otimes \text{id}_A) \circ c_{\varepsilon} = c_{\varepsilon} = (\text{id}_A \otimes N) \circ c_{\varepsilon},
\]
precomposition with \(c_{\varepsilon}\) gives indeed the same result as evaluating the glued surface.

\(\square\)

### 4.5. Evaluation of the TFT on the cylinder.

Let \(C\) be a spin cylinder, i.e. a spin surface such that \(C \cong S^1 \times [0,1]\). Figure 4.3 gives an explicit triangulation of \(C\) with markings and labels.

By the construction in Section 3.8, an admissible edge sign configuration determines a spin structure. We proceed to find the admissible edge sign configurations. Let \(s_i := s(e_i)\) be the edge signs, which are yet to be determined. By applying Lemma 3.11(1) for the faces \(\sigma_1, \ldots, \sigma_6\), we can choose some of the edge signs to our liking. Specifically, we will set
\[
s_4 = s_5 = s_6 = s_8 = s_{10} = s_{12} = 1.
\]

Next we evaluate Lemma 3.15, the boundary vertex rule at \(v_1, \ldots, v_6\). For NS-NS-boundary conditions we obtain:
\[
\begin{align*}
v_1 &: s_1 s_3 s_7 = -1, & v_4 &: s_7 = -1, \\
v_2 &: s_1 s_2 s_9 = 1, & v_5 &: s_{11} = 1, \\
v_3 &: s_2 s_3 s_{11} = 1, & v_6 &: s_9 = 1.
\end{align*}
\]

For R-R-boundary conditions we obtain:
\[
\begin{align*}
v_1 &: s_1 s_3 s_7 = 1, & v_4 &: s_7 = 1, \\
v_2 &: s_1 s_2 s_9 = 1, & v_5 &: s_{11} = 1,
\end{align*}
\]
Let $\varepsilon \in \{\pm 1\}$. All solutions to these sets of equations are then given by

\begin{equation}
\begin{align*}
v_3 : &\quad s_2 s_3 s_{11} = 1, \\
v_6 : &\quad s_9 = 1.
\end{align*}
\end{equation}

as well as $s_7 = -1$ for NS-NS-boundary conditions and $s_7 = 1$ for R-R-boundary conditions. Let us denote the resulting spin cylinders by $C^+_{\text{NS}}$ and $C^+_{\text{R}}$.

The calculation of the corresponding morphism $T_A(C^+_{\text{NS/R}})$ is given in Appendix C. To express the resulting morphisms, it is helpful to define the maps

\begin{equation}
\iota_{13} = \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}, \quad \pi_{31} = \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}, \quad P_{\text{NS}} = \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}, \quad P_{\text{R}} = \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{equation}

In terms of these, the cylinder morphisms read

\begin{equation}
T_A(C^\pm_{\text{NS/R}}) = b \circ (P^\delta \otimes \text{id}_A) \circ (N_{-\varepsilon} \otimes \text{id}_A) \circ (\pi_{31} \otimes \pi_{31}),
\end{equation}

where $\delta \in \{\text{NS, R}\}$.

4.6. Cylinder projections and state spaces. In the following, we will write

\begin{equation}
q_\nu = \mu \circ \sigma_{A,A} \circ (N_{-\nu} \otimes \text{id}_A) \circ \Delta,
\end{equation}

so that $P_{\text{NS}} = q_+$ and $P_{\text{R}} = q_-$.\n
\begin{lemma}
\begin{enumerate}
\item $q_\nu \circ q_\nu = q_\nu$, i.e. $P_{\text{NS}}$ and $P_{\text{R}}$ are idempotents.
\item $q_\nu \circ N = N \circ q_\nu$, i.e. $P_{\text{NS}}$ and $P_{\text{R}}$ commute with the Nakayama automorphism.
\item $q_\nu \circ N = q_\nu \circ N$, i.e. $P_{\text{NS}} \circ N = P_{\text{NS}}$.
\end{enumerate}
\end{lemma}

\begin{proof}
For part 1 one computes

\begin{equation}
q_\nu \circ q_\nu = \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} = q_\nu, \quad \pi_{31} = \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} = q_\nu.
\end{equation}

Part 2 follows since $N$ is an automorphism of Frobenius algebras (Proposition 3.5).

For part 3 first note that

\begin{equation}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \quad \text{deform} \quad \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \quad \text{coassoc.} \quad \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}.
\end{equation}
Figure 4.4. Adding the cylinder triangulation from Figure 4.3 at a boundary component by pushing the existing triangulation inwards.

On the other hand, using that $N = N^{-1}$ and inserting the explicit expression (4.18) for $N^{-1}$ we get

\[(4.55)\]

\[
\begin{align*}
\text{deform} & = (4.30) \\
\text{deform} & = (4.54) \\
\text{deform} & = (4.55)
\end{align*}
\]

which is equal to (4.54). This implies $P_{NS} \circ N = P_{NS}$.

Next we turn the cylinder morphisms into endomorphisms of $A^\otimes 3$ via the "co-pairing" $\Gamma$ we defined in (4.43). First observe that

\[(4.56)\]

\[
(n_{31} \otimes \text{id}_{A^\otimes 3}) \circ \Gamma_{1,2,-} = (\text{id}_A \otimes \iota_{13}) \circ \Delta \circ \eta .
\]

Using this, one arrives at

\[(4.57)\]

\[
f_{NS/R} := (T_A(C^c_{NS/R} \otimes \text{id}_{A^\otimes 3}) \circ \Gamma_{1,2,-} = \iota_{13} \circ P_{NS/R} \circ N_{-c} \circ n_{31} .
\]

Since $n_{31} \circ \iota_{13} = \text{id}_A$, together with Lemma 4.13 it follows that $f_{NS/R}$ are idempotents.

To speak about state spaces, we need a further assumption:

**Assumption 3:** The idempotents $P_{NS/R}$ are split.

Let us denote the image of $P_{NS/R}$ by $Z_{NS/R}(A)$ and write $i_{NS/R} : Z_{NS/R}(A) \to A$ and $\pi_{NS/R} : A \to Z_{NS/R}(A)$ for the embedding and restriction maps. We will call $Z_{NS}(A)$ (resp. $Z_R(A)$) the $NS$-type (resp. $R$-type) state space of the spin TFT associated to $A$. The morphism $T_A(\Sigma)$ assigned to a spin surface $\Sigma$ factors through the state spaces in the following sense:

**Proposition 4.14.** Let $\Sigma$ be a spin surface and let $\delta_i \in \{NS, R\}$ be the type of the $i$'th of the $B$ boundary components of $\Sigma$. Then

\[(4.58)\]

\[
T_A(\Sigma) = T_A(\Sigma) \circ \bigotimes_{i=1}^B \left( \iota^{13} \circ \delta_i \circ \pi^{13} \circ \pi_{31} \right) .
\]

**Proof.** Choose a spin triangulation $\Lambda$ of $\Sigma$. Consider the triangulation close to the $i$'th boundary component of $\Sigma$. We may assume that none of the boundary edges are marked edges of the adjacent triangle, and that the edge sign is 1 for all boundary edges. From this build a new spin triangulation $\Lambda'$ by “pushing the triangulation
\(\Lambda\) slightly inward” and adding a cylinder as in Figure 4.3 with \(\varepsilon = -1\). This is illustrated in Figure 4.3. That \(\varepsilon = -1\) occurs and not \(\varepsilon = 1\) makes a difference only for R-type boundary conditions (Lemma 4.13). For these it can be checked by direct calculation or by observing that \(P^R\) is an idempotent, but \(P^R \circ N\) is in general not.

The edge signs of the initial spin triangulation \(\Lambda\) are not affected by the above procedure. By Theorem 4.10, the spin triangulations \(\Lambda\) and \(\Lambda'\) produce the same morphism \(T_\Lambda(\Sigma)\). Comparing the morphisms produced by these two triangulations, this amounts to the identity

\[
T_\Lambda(\Sigma) = \left(T_\Lambda(C_{\Lambda}^+) \otimes T_\Lambda(\Sigma)\right) \circ \Gamma_{2,3,-}.
\]

Substituting \(f_{\delta_i}\) from (4.57), on sees that the right hand side is equal to \(T_\Lambda(\Sigma) \circ (\text{id} \otimes \cdots \otimes f_{\delta_i} \otimes \cdots \otimes \text{id})\), where \(f_{\delta_i}\) is inserted on the \(i^{th}\) tensor factor of \(\Lambda\).

Repeating this for each \(i\) and using \(f_{\delta_i} = \iota^{13} \circ \iota^3 \circ \pi^3 \circ \pi^{31}\) proves the claim. 

**Remark 4.15.** Let \(\delta \in \{NS,R\}\). The Nakayama automorphism of \(A\) induces an involution \(\pi^\delta \circ N \circ \iota^\delta\) on \(Z^\delta(A)\), which by abuse of notation we still call \(N\), or \(N|Z\delta\) if we want to be more specific. That \(N|Z\delta\) is an involution follows from \(\pi^\delta \circ \iota^\delta = \text{id}_{Z^\delta(A)}\) and \(N \circ N = \text{id}_A\). By Lemma 4.13, actually \(N|Z\text{NS} = \text{id}|Z\text{NS}\). As pointed out in [MS, Ex. 1 in Sect. 2.6], geometrically, this amounts to the observation that \(C^{+}_{\text{NS}} \cong C_{\text{NS}}\) as spin surfaces (via a Dehn-twist).

**Remark 4.16.** (i) In [BT], state sum models on spin surfaces are addressed independently of our work. Let us briefly point out some similarities in the algebraic structures considered in [BT] and here. In [BT], the algebraic datum is a separable Frobenius algebra on a symmetrically braided vector space, subject to further conditions, see [BT, Def. 4.1]. In particular, it is imposed that the Nakayama automorphism is an involution. Only closed surfaces are considered in [BT], so that the question of gluing and of state spaces does not arise. Nonetheless, in evaluating the model on higher genus surfaces, the projectors \(P^{NS}\) and \(P^R\) onto the NS and R state spaces appear, see [BT, Lem. 4.4].

(ii) The projectors \(P^{NS}\) and \(P^R\) also appear in [BCP], see Section 3.2 there, where they are called \(\pi_A^{(c,c)}\) and \(\pi_A^{RR}\), respectively. In [BCP], the authors are not concerned with spin TFTs, but instead consider “generalised twisted sectors” in orbifolds of 2d TFTs. Accordingly, in [BCP] no restriction on the Nakayama automorphism is imposed. The generalised twisted sectors are described as the images of \(\pi_A^{(c,c)}\) and \(\pi_A^{RR}\). In the case that the TFT arises as the topological twist of an \(N = (2,2)\) supersymmetric field theory, the construction of [BCP] recovers the \((c,c)\)-ring and the \(R\)-ground states of the orbifolded theory, hence the names.

**4.7 Pair of pants and multiplication.** We proceed to evaluate the TFT on the genus 0 surface with 3 boundaries, \(\Sigma^{0,3}\). The results are collected in Lemmas 4.17 and 4.18 below. The computations going into the proofs are slightly tedious and therefore collected in Appendix D. The general procedure, however, is as in Section 4.5. We fix a triangulation for the surface, determine admissible edge sign configurations and then proceed to calculate the morphism \(T_\Lambda(\Sigma^{0,3})\).

**Lemma 4.17.** The surface \(\Sigma^{0,3}\) admits spin structures only if the spin structures on the boundary are \(NS-NS-NS\) or \(NS-R-R\) (in any order). If so, then up to isomorphism of spin structures, there are exactly 4 spin structures.

We parametrise the corresponding spin surfaces by numbers \(\varepsilon_1, \varepsilon_2 \in \{1,-1\}\) and denote them by \(\Sigma^{0,3}_{\delta_1, \delta_2, \delta_3, \varepsilon_1, \varepsilon_2}\) with \(\delta_i \in \{NS,R\}\). The definition of these spin structures in terms of admissible edge signs is given in Appendix D. One can
check that up to diffeomorphisms of spin surfaces, there is just one spin surface with boundaries of type $NS-NS-NS$ and two such surfaces with boundary types $NS-R-R$.

**Lemma 4.18.** The values of the TFT on the above spin surfaces are

$$T_A \left( \sum_{\delta_1, \delta_2, \delta_3, \epsilon_1, \epsilon_2}^{0,3} \right) = b \circ (\text{id}_A \otimes \mu) \circ (P^{\delta_1} \otimes P^{\delta_2} \otimes P^{\delta_3})$$

$$\circ (N_{\epsilon_1} \otimes N_{\epsilon_2} \otimes \text{id}_A) \circ (\pi^{31})^{\otimes 3}.$$

We want to use the morphisms (4.60) to define an algebra structure on the state space. To do so, it is convenient to add another assumption to our list:

**Assumption 4:** The symmetric strict monoidal category $S$ is additive.

Recall the definition of the $NS$- and $R$-type state spaces $Z^{NS/R}(A)$ from the previous section. Under the above assumption, we can now define the total state space

$$Z(A) := Z^{NS}(A) \oplus Z^R(A)$$

of the spin TFT. In the following, we will define an associative, $\mathbb{Z}_2$-graded product on $Z(A)$ and investigate some of its properties. In particular, we will show that the product agrees with the morphisms (4.60).

To start with, we need to know how the projectors $P^{NS}$ and $P^R$ interact with the structure maps of $A$. Recall the definition of $q_\pm$ from (4.52).

**Lemma 4.19.** Let $\nu_1, \nu_2, \nu_3 \in \{1, -1\}$ such that $\nu_1 \nu_2 \nu_3 = 1$. Then,

$$q_{\nu_1} \circ \mu \circ (q_{\nu_2} \otimes q_{\nu_3}) = q_{\nu_1} \circ \mu \circ (q_{\nu_2} \otimes \text{id}_A) = q_{\nu_1} \circ \mu \circ (\text{id}_A \otimes q_{\nu_3}) = \mu \circ (q_{\nu_2} \otimes q_{\nu_3}).$$

The unit and counit of $A$ satisfy

$$P^{NS} \circ \eta = \eta, \quad \varepsilon \circ P^{NS} = \varepsilon.$$

**Proof.** The identities (4.63) are a consequence of $b \circ \sigma_{A,A} \circ (N \otimes \text{id}_A) = b$ and $\Delta$-separability. We show the first equality in equation (4.62):

$$q_{\nu_1} \circ \mu \circ (q_{\nu_2} \otimes q_{\nu_3}) \\ \\
\text{assoc.}
= q_{\nu_1} \circ \mu \circ (q_{\nu_2} \otimes (q_{\nu_3} \circ N_{\epsilon_2})).$$
In the last step, $\Delta$-separability and the assumption $\nu_1\nu_2\nu_3 = 1$ are used. The other cases are analogous.

**Lemma 4.20.** Let $\nu \in \{\pm 1\}$. We have $\mu \circ \sigma_{A,A} \circ (q_\nu \otimes \text{id}_A) = \mu \circ (q_\nu \otimes N_\nu)$.

**Proof.** By direct calculation:

\[
\begin{align*}
(4.65) \quad -\nu &= -\nu \\
&= \mu \circ \sigma_{A,A} \circ (q_\nu \otimes \text{id}_A) \quad \text{def. of } \mu \\
&= \mu \circ (q_\nu \otimes N_\nu) \quad \text{def. of } \mu, N_\nu
\end{align*}
\]

Recall that in a symmetric monoidal category, a centre of an algebra $A$ is an object $C$ together with a morphism $c: C \rightarrow A$ such that

1. $\mu \circ \sigma_{A,A} \circ (c \otimes \text{id}) = \mu \circ (c \otimes \text{id})$, and
2. the following universal property holds: for all $d: D \rightarrow A$ such that $\mu \circ \sigma_{A,A} \circ (d \otimes \text{id}) = \mu \circ (d \otimes \text{id})$, there is a unique morphism $f: D \rightarrow C$ such that $d = c \circ f$.

It is easy to see that $c$ is necessarily a monomorphism. Since a centre $(C, c)$ is unique up to unique isomorphism, we will speak of “the” centre.

**Lemma 4.21.** $Z_{NS}(A)$, together with $\iota_{NS}: Z_{NS}(A) \rightarrow A$, is the centre of $A$.

**Proof.** That $\iota_{NS}$ satisfies the property 1 follows from $\iota_{NS} = p_{NS} \circ \iota_{NS}$ and Lemma 4.20. To check property 2, let $d: D \rightarrow A$ satisfy $\mu \circ \sigma_{A,A} \circ (d \otimes \text{id}) = \mu \circ (d \otimes \text{id})$. Then

\[
P_{NS} \circ d = \quad \text{def. of } P_{NS} \circ d = \quad \mu \circ \sigma_{A,A} \circ (d \otimes \text{id}) = \mu \circ (d \otimes \text{id}) = d.
\]
In property 2 we can hence choose \( f = \pi^{NS} \circ d \), since \( t^{NS} \circ f = P^{NS} \circ d = d \). This shows existence. For uniqueness, note that \( d = t^{NS} \circ f \) and \( d = t^{NS} \circ f' \) implies \( f = f' \) since \( t^{NS} \) is mono.

\[ \square \]

**Lemma 4.22.**

1. \( \mu \circ (q_\nu \otimes \text{id}) \circ \Delta = \mu \circ (q_{-\nu} \otimes \text{id}) \circ \Delta \), where \( \nu \in \{ \pm 1 \} \).
2. \( \mu \circ (P^{NS} \otimes P^{NS}) \circ \Delta \circ \eta = \mu \circ (P^R \otimes P^R) \circ \Delta \circ \eta \).

**Proof.** We prove part 1 by direct calculation:

\[
\mu \circ (q_\nu \otimes \text{id}) \circ \Delta = \mu \circ (q_{-\nu} \otimes \text{id}) \circ \Delta.
\]

For part 2 first note that

\[
(4.66) \quad (q_\nu \otimes q_\nu) \circ \Delta \circ \eta = (q_\nu \otimes \text{id}) \circ \Delta \circ \eta.
\]

This follows from Lemma 4.19, replace \( \eta = q_+ \circ \eta \) and omit one of the \( q_\nu \) idempotents. Using this, we compute

\[
(4.67) \quad \mu \circ (q_+ \otimes q_+) \circ \Delta \circ \eta = \mu \circ (q_+ \otimes \text{id}) \circ \Delta \circ \eta.
\]

\[ \square \]

Let us drop the \( A \) from the state spaces for brevity: \( Z = Z^{NS} \oplus Z^R \). It will be convenient to define \( Z_+ := Z^{NS} \) and \( Z_- := Z^R \), so that \( Z_\nu \) is the image of the idempotent \( q_\nu \). Define the embedding and projection maps

\[
(4.68) \quad \iota_\nu^Z : Z_\nu \to Z, \quad \pi_\nu^Z : Z \to Z_\nu, \quad \iota_\nu^A : Z_\nu \to A, \quad \pi_\nu^A : A \to Z_\nu.
\]

Comparing to the notation in Section 4.6 we have \( \pi^{NS} = \pi^A_+ \) and \( \pi^R = \pi^A_- \), and analogously for \( t^{NS/R} \) and \( t^A \). We abbreviate, for \( \nu \in \{ \pm 1 \} \),

\[
(4.69) \quad e_\nu = \left[ Z \xrightarrow{\iota_\nu^Z} Z_\nu \xrightarrow{\iota_\nu^A} A \right], \quad f_\nu = \left[ A \xrightarrow{\pi_\nu^A} Z_\nu \xrightarrow{\pi_\nu^Z} Z \right].
\]

One quickly checks that \( e_\nu \circ f_\nu = q_\nu \) and that \( \sum_{\nu = \pm 1} f_\nu \circ e_\nu = \text{id}_Z \). Finally, define the morphisms

\[
(4.70) \quad \mu_Z = \sum_{\alpha, \beta = \pm 1} \left[ Z \otimes Z \xrightarrow{\xi_\alpha \otimes \xi_\beta} A \otimes A \xrightarrow{\mu} A \xrightarrow{\iota_+} Z \right], \quad \eta_Z = \left[ 1 \xrightarrow{\eta} A \xrightarrow{\iota_+} Z \right]
\]

\[
\Delta_Z = \sum_{\alpha, \beta = \pm 1} \left[ Z \xrightarrow{\xi_\alpha} A \xrightarrow{\iota_+} A \xrightarrow{\iota_+} Z \otimes Z \right], \quad \varepsilon_Z = \left[ Z \xrightarrow{\iota_+} A \xrightarrow{\iota_1} 1 \right]
\]

Recall the involution \( N \mid_{Z^{NS/R}} \) from Remark 4.15. We obtain an involution \( N^Z \) on \( Z \), which in the present notation reads

\[
(4.71) \quad N^Z = \sum_{\nu = \pm 1} \left[ Z \xrightarrow{\iota_\nu^Z} A \xrightarrow{\frac{N}{\nu}} A \xrightarrow{\iota_+} Z \right].
\]

As for the Nakayama automorphism, we set \( N^Z_{+1} = \text{id}_Z \) and \( N^Z_{-1} = N^Z \).

**Proposition 4.23.**

1. The morphisms \( (4.70) \) define the structure of a \( Z_2 \)-graded Frobenius algebra on \( Z \) with graded components \( Z_+ \) and \( Z_- \) (here, \( Z_2 \) is written multiplicatively).
Lemma 4.19. We illustrate this for the associativity relation:

Proof. Part 1: That 

\[ f \] \text{We choose to omit } q \text{ surrounded by three idempotents} \text{ out steps 1 and 2 backwards.} \text{In step 1 we substituted the definition of } N \text{ into the definition (4.17) of the Nakayama automorphism and using Lemma 4.13 (2). Furthermore, from Remark 4.15 one concludes that } N \text{ satisfies (4.70) into the definition (4.17) of the Nakayama automorphism and using Lemma 4.13 (2).}

Part 2: That \( N_Z \) is the Nakayama automorphism of \( Z \) follows from substituting (4.70) into the definition (4.17) of the Nakayama automorphism and using Lemma 4.19. That \( N_Z \) is an involution is immediate from (4.71), together with Lemma 4.13 (2). Furthermore, from Remark 4.15 one concludes that \( N_Z \circ \iota_Z^2 = \iota_Z^2 \).

Part 3: To establish graded commutativity, first compute

\[
\mu_Z \circ (id_Z \otimes \mu_Z) \overset{\text{def}}{=} f_{\alpha\beta\gamma} \circ \mu \circ (id_A \otimes q_{3\gamma}) \circ (id_A \otimes \mu) \circ (e_\alpha \otimes e_\beta \otimes e_\gamma)
\]

(4.73) \[
\mu_Z \circ \sigma_{Z,Z} \circ (\iota_\alpha^A \otimes \iota_\beta^A) \overset{\text{def} \mu_Z, N^Z}{=} f_{\alpha\beta} \circ \mu \circ (id_A \otimes q_{3\gamma}) \circ (\iota_\alpha^A \otimes \iota_\beta^A)
\]

(4.73) \[
\mu_Z \circ \sigma_{Z,Z} \circ (\iota_\alpha^A \otimes \iota_\beta^A) \overset{\text{def} \mu_Z, N^Z}{=} f_{\alpha\beta} \circ \mu \circ (id_A \otimes q_{3\gamma}) \circ (\iota_\alpha^A \otimes \iota_\beta^A)
\]

\[
\text{Now use the last two lines to compare to (4.72) in all four cases } \alpha, \beta = \pm. \text{ For example, consider the last line with } \alpha = \beta = -1: \text{ The multiplication } \mu_Z \text{ has image in } Z_{\alpha\beta} = Z_+. \text{ By part 2, } N_Z \text{ is the identity on } Z_+, \text{ and so the last line reads}
\]

\[
\mu_Z \circ (N_Z \otimes id_Z) \circ (\iota_Z^2 \otimes \iota_Z^2), \text{ as required.}
\]

We still need to relate the product defined in (4.70) to the amplitude the spin TQFT assigns to three-holed spheres in (4.60). This is done in the following proposition whose proof is immediate from Lemma 4.18.

Proposition 4.24. We have

\[
T_A(\Sigma_{s_1,s_2,s_3,c_1,c_2}) \circ \prod_{i=1}^3 (\iota_1^{s_i} \circ \iota_3^{s_i})
\]
\[ \varepsilon \circ \mu \circ (\mu \circ \text{id}_Z) \circ (N^Z_{e_1} \otimes N^Z_{e_2} \otimes \text{id}_Z) \circ (\varepsilon^1 \otimes \varepsilon^2 \otimes \varepsilon^3) . \]

**Remark 4.25.** Let us compare the properties of the total state space \( Z \) to the algebraic description of spin TFTs given by Moore and Segal in [MS]. Sect. 2.6. They consider \( S = \text{S Vect} \) and require \( N^Z \) to be the parity involution. As discussed in the introduction, by Remark 4.15 \( Z_+ \) must then be purely even and graded commutativity translates into ordinary commutativity of \( Z \), considered as an algebra in \( \text{Vect} \): \( \mu \circ c^Z = \mu \circ Z \). In addition, Moore and Segal require that the NS- and R-type “Euler characters” agree, \( \chi_{ns} = \chi_r \). In our notation, this can be expressed as follows. Write \( p_\nu = \iota^Z \circ \pi^Z : Z \to Z \) for the projection onto the subobject \( Z_\nu \) of \( Z \). Then

\[ (4.75) \]
\[ \chi_{ns} = \mu \circ (p_+ \circ p_+ \circ \Delta^Z \circ \eta^Z) , \]
\[ \chi_r = \mu \circ (p_- \circ p_- \circ \Delta^Z \circ \eta^Z) . \]

Substituting the definitions, we can rewrite \( \chi_{ns} = \mu \circ (P^{NS} \otimes P^{NS}) \circ \Delta \circ \eta \) and \( \chi_r = \mu \circ (P^R \otimes P^R) \circ \Delta \circ \eta \). These two are indeed equal by Lemma 4.22 (2).

**4.8. Value of the TFT on spin tori.** Let \( \delta \in \{\text{NS, R}\} \) and consider the cylinder \( C^\delta_5 \) as defined in Section 4.5. Define the spin torus \( T^\delta_5 \) by gluing together the two boundary components

\[ (4.76) \]
\[ T^\delta_5 := (C^\delta_5)^{1 \# 2} , \]

where the marking and edge signs of the glued spin triangulated surface are determined via Lemma 5.19. The choice of “−” over “+” in the above gluing is a convention; it can be absorbed into the value of \( \varepsilon \).

As it stands, the above gluing is actually ill-defined as it does not produce a spin triangulated surface. We should instead first subdivide the triangulation before gluing the boundaries. However, this does not make a difference to the value of the TFT, and we take the liberty to work with (4.76), even though it is not a spin triangulated surface.

The cell decomposition of the surface \( T^\delta_5 \) is as in Figure 1.3 except that the left vertical circle (consisting of edges \( e_1, e_2, e_3 \)) is replaced by the right one (consisting of edges \( e_4, e_5, e_6 \)). The new edge signs are

\[ (4.77) \]
\[ s(e_4) = -s_3s_4 = -\varepsilon , \ s(e_5) = -s_2s_5 = -\varepsilon , \ s(e_6) = -s_1s_6 = -\varepsilon . \]

The remaining edge signs are as in Section 4.5. Let \( \nu = +1 \) if \( \delta = \text{NS} \) and \( \nu = -1 \) if \( \delta = \text{R} \). Then

\[ (4.78) \]
\[ s(e_7) = -\nu , \ s(e_8) = s(e_9) = s(e_{10}) = s(e_{11}) = s(e_{12}) = 1 . \]

As an application of Lemma 3.13 we can now investigate the lifting properties of the two simple closed curves \( \gamma \), which we define to run horizontally through \( s_3 \) and \( s_4 \), and \( \gamma_\nu \), which we define to run vertically through all triangles \( s_1, \ldots, s_6 \).

For \( \gamma_\nu \): The product of the edge signs is \( s(e_{10})s(e_5) = -\varepsilon \), all \( \mu_{i,j+1} \) are 1, \( k_3 = 2, k_4 = 0, \eta_1 = -1, \eta_4 = +1 \). The left hand side of (3.31) reads \( -\varepsilon\pi(0+1) = \varepsilon \). Thus \( \gamma_\nu \) has a closed lift iff \( \varepsilon = 1 \).

For \( \gamma_\nu \): The product of the edge signs is \( -\nu \), all \( \mu_{i,j+1} \) are 1, \( k_1, \ldots, k_6 = 0, \eta_1 = \eta_3 = \eta_5 = 1, \eta_2 = \eta_4 = \eta_6 = -1 \). Thus the left hand side of (3.31) reads \( -\nu\pi(-3+\delta) = -\nu \). As we already knew from the type of the boundary components, for \( \delta = \text{NS} \) we get \( -1 \), so that the curve does not have a closed lift, and for \( \delta = \text{R} \) we get \( +1 \), so that the curve does have a closed lift.

Let us now compute \( T_A(T^\delta_5) \). According to Proposition 4.12 \( T_A(T^\delta_5) = T_A(C^\delta_5) \circ \Gamma_{1,2,\ldots} \). Combining (4.53) and (4.56), we find

\[ (4.79) \]
\[ T_A(T^\delta_5) = b \circ (P^\delta \circ \text{id}_A) \circ (N_{-\varepsilon} \circ \text{id}_A) \circ (\pi^{31} \otimes \pi^{31}) \circ \Gamma_{1,2,\ldots} \]
\[
\varepsilon \circ \mu \circ \left( (P^g \circ N_{-\varepsilon}) \otimes \id_A \right) \circ \Delta \circ \eta.
\]
Since by Lemma 4.13 \( P^N \circ N = P^N \), we see \( T_A(T_{NS}^+) = T_A(T_{NS}^-) \). From Lemma 4.22 we learn \( T_A(T_{NS}^+) = T_A(T_{NS}^-) = T_A(T_R^-) \). Thus, on a spin torus, \( T_A \) can take at most two different values,

\[
T_A(T_{NS}^+) = T_A(T_{NS}^-) = T_A(T_R^-) \quad \text{and} \quad T_A(T_R^+),
\]
in agreement with the action of spin diffeomorphisms.

4.9. Admissible edge signs and the condition \( N \ast \id = 0 \). Suppose we are given a marked triangulated surface \( \Delta = ((C, f_1, d_{11}, d_{12}), (\varphi, \chi), (\Sigma, \varphi)) \) together with a choice of edge signs \( s \). For this data we can define a morphism \( T_A^*(\Delta; s) \) in the same way as \( T_A \). Of course, \( T_A \) will no longer be independent of the choice of triangulation as this relies on the assumption that the edge signs come from a spin structure.

Recall the definition of admissible edge signs from Section 3.8. In terms of punctured spin triangulated surface from Section 3.7, the admissibility condition is satisfied iff the spin structure extends to the vertices. The resulting spin structure was denoted by \( S(\Delta; s) \) in (3.75). In case the spin structure extends, by definition and by Theorem 4.10 we have \( T_A^*(\Delta; s) = T_A(S(\Delta; s)) \).

It turns out that there is a simple property of the algebra \( A \) which implies that \( T_A^*(\Delta; s) \) is zero unless the edge signs are admissible. (Recall that by Assumption 4, \( S \) is additive, so that it makes sense to say that a morphism in \( S \) is zero.) We proceed to describe this in more detail.

A Frobenius algebra \( A \) allows to define the convolution product on the set \( \text{End}(A) \). Namely, for \( f, g \in \text{End}(A) \) we set \( f \ast g = \mu \circ (f \otimes g) \circ \Delta \). This defines an associative product with unit \( \varepsilon \circ \varepsilon \). Clearly, \( A \) is \( \Delta \)-separable iff \( \id_A \ast \id_A = \id_A \). Furthermore, if \( A \) is \( \Delta \)-separable, every automorphism \( \alpha \) of the algebra (or coalgebra) \( A \) satisfies \( \alpha \ast \alpha = \alpha \).

**Lemma 4.26.** Let \( A \) be a \( \Delta \)-separable Frobenius algebra such that \( N \circ N = \id_A \) and \( N \ast \id = 0 \). Then \( P^R \circ P^N = 0 = P^N \circ P^R \).

**Proof.** Analogous to the proof of part 1 of Lemma 4.13 instead of (4.33) one computes \( q_\varepsilon \circ q_\varepsilon = q_\varepsilon \circ \mu \circ ((N_{-\varepsilon} \circ N_{-\varepsilon}) \otimes \id_A) \circ \Delta \). Due to the assumption \( N \ast \id = 0 \), this is zero unless \( \varepsilon = \nu \).

Note that if the Nakayama automorphism \( N \) is an involution, as required in the above lemma, the conditions \( N \ast \id = 0 \) and \( \id \ast N = 0 \) are equivalent since, for example, the first condition implies \( 0 = N \circ (N \circ \id) = N^2 \circ N = \id \ast N \).

Suppose now that \( A \) is a Frobenius algebra such that \( N \circ N = \id_A \). Then \( \pi_+ = \frac{1}{2}(\id_A + N) \) is an idempotent, namely the projection onto the eigenspace for eigenvalue \(+1\) of \( N \). Let \( A_+ \) be its image (assuming \( \pi_+ \) splits). We observe the following implication of the \( N \ast \id = 0 \) condition:

**Lemma 4.27.** Let \( A \) be a Frobenius algebra such that \( N \circ N = \id_A \) and let \( A_+ \) be the image of \( \pi_+ \). The structure maps of \( A \) turn \( A_+ \) into a Frobenius algebra. If in addition \( A \) is \( \Delta \)-separable and \( N \ast \id = 0 \), then \( A_+ \) satisfies \( \mu_+ \circ \Delta_+ = \frac{1}{2}(\id_A + N) \circ \mu_+ \circ \Delta_+ \).

**Proof.** First check the two-out-of-three result \( \pi_+ \circ \mu \circ (\pi_+ \otimes \pi_+) = \mu \circ (\pi_+ \otimes \pi_+) = \pi_+ \circ \mu \circ (\id_A \otimes \pi_+) = \varpi_+ \circ \mu \circ (\pi_+ \otimes \id) \). This implies that \( A_+ \) is a Frobenius algebra by a reasoning analogous to Proposition 4.23. If \( A \) is \( \Delta \)-separable and \( N \ast \id = 0 \) holds, we have

\[
\mu \circ (\pi_+ \otimes \pi_+) \circ \Delta = \frac{1}{2}(\mu \circ (\id \otimes \id) \circ \Delta + \mu \circ (N \otimes N) \circ \Delta)
\]

\[
= \frac{1}{2}(\id_A + N) \circ \mu \circ \Delta.
\]
Next we show how the \( N \ast \text{id} = 0 \) condition imposes admissibility of edge signs.

**Proposition 4.28.** Let \( A \) be a \( \Delta \)-separable Frobenius algebra \( A \) such that \( N \circ N = \text{id}_A \) and \( N \ast \text{id} = 0 \). Let \( A \) be a marked triangulated surface together with some choice edge signs \( s \). Let \( B, t^{13}, \delta, \) be as in Proposition 4.14. If the edge signs are not admissible, then

\[
(4.82) \quad T_A^*(A; s) \circ B \bigotimes_{i=1}^3 (t^{13} \circ P^i) = 0.
\]

**Proof.** If the edge signs are not admissible, there is a vertex \( v \) around which the extendibility conditions in Corollary 3.14 and Lemma 3.15 are not satisfied. \( v \) is inner: The edge signs define a spin structure on \( \Sigma \) minus its vertices (see Section 3.8). This spin structure is left invariant by Pachner 2-2 moves. We may thus use these moves to achieve that \( v \) is shared by exactly three triangles. Using moves on the marking, we may further assume that all edges point away from \( v \) and that the marked edge of each triangle does not touch \( v \), see Figure 4.5. The sign rule from Corollary 3.14 now gives \( s(e_1)s(e_2)s(e_3) = (-1)^{0+1+1} = 1 \), where \( e_i, i = 1, 2, 3 \) are the three edges containing \( v \). Figure 4.5 also shows the corresponding part of the diagram computed from this marked triangulation with edge signs. It is straightforward to check that the morphism obtained from the diagram can be rewritten as (abbreviate \( s_i := s(e_i) \))

\[
(4.83) \quad -s_2 -s_3 -s_1 = s_1 s_2 s_3.
\]

As \( A \) satisfies \( N \ast \text{id} = 0 \), this is zero unless \( s(e_1)s(e_2)s(e_3) = 1 \), as required by the sign rule.
v is on the boundary: Consider the case that $v = \varphi_i(1)$, i.e. $v$ is the image of the point 1 under the boundary parametrisation. We again start by Pachner 2-2 moves so that $v$ is shared by exactly two triangles. Using moves on the marking, we arrive at the setup in Figure 4.6. In the sign rule from Lemma 3.15 we have $D_R = 0$, $D_{NS} = 1$, $K = 2$, so that the extension condition is $s(e_0)s(e_2)s(e_3) = (-1)^{1+2+1} = 1$ for an NS-type boundary component, and $s(e_0)s(e_2)s(e_3) = (-1)^{0+2+1} = -1$ for R-type. The morphism from the diagram can be rewritten as (abbreviate $s_i := s(e_i)$)
where \( \varepsilon = -s(e_0)s(e_2)s(e_3) \). Composing the boxed part of this morphism with \( \iota^{13} \circ P^5 \) gives

\[
(4.84) \quad \nu_0 \nu_1 \nu_2 \varepsilon = \sigma_{A,A} \circ \Delta \circ q_{-\varepsilon} \circ q_{-\nu},
\]

where \( \nu = -1 \) for \( \delta_i = \text{NS} \) and \( \nu = +1 \) for \( \delta_i = \text{R} \), and \( q_{-\varepsilon}, q_{-\nu} \) are as in (4.52).

By Lemma 4.26, this is zero unless \( \varepsilon = \nu \), i.e. unless \( s(e_0)s(e_2)s(e_3) = 1 \) (NS-type) or \( s(e_0)s(e_2)s(e_3) = -1 \) (R-type), in agreement with the extendibility condition.

If \( v \neq \varphi_i(1) \), then the sign rule from Lemma 3.15 gives \( s(e_0)s(e_2)s(e_3) = -1 \) for both, NS- and R-type. The morphism obtained from the triangulation then is, in the example \( v = \varphi_i(e^{2\pi i/3}) \),

\[
(4.85)
\]

where \( \varepsilon \) and \( \nu \) are as above. After disentangling the lines and using coassociativity once, one identifies a morphism \( \mu \circ (N_{\varepsilon} \otimes \text{id}_A) \circ \Delta \) contained in the diagram. Thus we obtain zero unless \( \varepsilon = 1 \), i.e. unless \( s(e_0)s(e_2)s(e_3) = -1 \), as required. The computation for \( v = \varphi_i(e^{4\pi i/3}) \) is analogous. \( \Box \)
Remark 4.29. Lemma 4.27 and Proposition 4.28 have an interesting interpretation when considering the local statistical model implementing spin structures mentioned in Section 1.2: think of the edge signs as statistical variables and of $T_A$ as the statistical weight of a given edge sign configuration. When summing over all edge sign configurations, we see that only admissible edge signs (i.e. those corresponding to a spin structure, see Section 3.8) receive a non-zero weight. On the other hand, summing over the edge signs and assigning a weight of $\frac{1}{2}$ to each edge amounts to inserting a projector $\pi_+$ on each edge, effectively replacing the algebra $A$ by $A_+$. The latter defines an oriented TFT (by construction the Nakayama automorphism of $A_+$ is the identity), provided one compensates the factor of $\frac{1}{2}$ in Lemma 4.27 by assigning a weight of 2 to each vertex (to achieve invariance under the 3-1 Pachner move). In this sense, the sum over spin structures projects the spin TFT defined by $A$ to the oriented TFT defined by $A_+$.

4.10. Examples.

Example 1. Let $A = k^{11} \in \text{SVect}(k)$ for $\text{char}(k) \neq 2$. Define the product

$$\mu : A \otimes A \to A, \quad \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) \otimes \left(\begin{array}{c} y_0 \\ y_1 \end{array}\right) \mapsto \left(\begin{array}{c} x_0y_0 + x_1y_1 \\ x_0y_1 + x_1y_0 \end{array}\right)$$

and the unit/counit

$$\eta : k \to A, \quad k \ni \lambda \mapsto \left(\begin{array}{c} 1 \\ 0 \end{array}\right), \quad \varepsilon : A \to k, \quad \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) \mapsto 2x_0.$$

It is straightforward to verify that these maps turn $A$ into a Frobenius algebra. The pairing $b : A \otimes A \to k$ is then given by

$$b(x_0 \ x_1) \otimes (y_0 \ y_1) = 2(x_0y_0 + x_1y_1).$$

Since $\text{char}(k) \neq 2$, $b$ is nondegenerate with copairing

$$c_{-1} : k \to A \otimes A, \quad 1 \mapsto \frac{1}{2} \left(\begin{array}{c} 1 \\ 0 \end{array}\right) \otimes \left(\begin{array}{c} 1 \\ 0 \end{array}\right) + \left(\begin{array}{c} 0 \\ 1 \end{array}\right) \otimes \left(\begin{array}{c} 0 \\ 1 \end{array}\right).$$

From this one computes the Nakayama automorphism of $A$ to be

$$N : A \to A, \quad \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) \mapsto \left(\begin{array}{c} x_0 \\ -x_1 \end{array}\right).$$

Thus $N^2 = \text{id}_A$. The coproduct can be computed from the copairing as

$$\Delta \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) = \frac{1}{2} \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) \otimes \left(\begin{array}{c} 1 \\ 0 \end{array}\right) + \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) \otimes \left(\begin{array}{c} 0 \\ 1 \end{array}\right)$$

$$= \frac{1}{2} \left(\begin{array}{c} 1 \\ 0 \end{array}\right) \otimes \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) + \left(\begin{array}{c} 0 \\ 1 \end{array}\right) \otimes \left(\begin{array}{c} x_1 \\ x_0 \end{array}\right).$$

From this it is immediate that $A$ is $\Delta$-separable, and that the condition $N \ast \text{id} = 0$ is satisfied. One also easily computes the idempotents $P^{NS/R}$ to be

$$P^{NS} \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) = \left(\begin{array}{c} x_0 \\ 0 \end{array}\right), \quad P^R \left(\begin{array}{c} x_0 \\ x_1 \end{array}\right) = \left(\begin{array}{c} 0 \\ x_1 \end{array}\right).$$

Therefore, the state spaces are given by $Z_{NS} = k^{110}$ and $Z_R = k^{011}$, and from the formulas for the structure maps in (4.70) we see that in fact $Z = A$ as Frobenius algebras.

Evaluating the TFT for $A$ on $T_{NS/R}^\pm$ according to (4.79) gives

$$T_A(T_{NS}^+, T_{NS}^-) = T_A(T_R^+, T_R^-) = 1, \quad T_A(T_R^-) = -1.$$
Example 2. Let \((A, \mu, \eta, \varepsilon)\) be a symmetric Frobenius algebra in an additive symmetric strict monoidal category \(S\). Let \(x \in \text{Hom}(1, A)\) be invertible with respect to the algebra product \(\mu\). We denote its inverse by \(x^{-1} \in \text{Hom}(1, A)\). Let

\[
\varepsilon_x := \varepsilon \circ \mu \circ (x \otimes \text{id}_A).
\]

Then \(A_x = (A, \mu, \eta, \varepsilon_x)\) is again a Frobenius algebra, see e.g. [FS, Lemma 19]. In the following we draw the original Frobenius algebra morphisms as in Figure 4.2. The coproduct and Nakayama automorphism of \(A_x\) are given by

\[
\Delta_x = 
\begin{array}{ccc}
& x & \\
\times & \text{id} & \\
\end{array}
, \quad
N_x = 
\begin{array}{ccc}
& \varepsilon_x & \\
\times & 0 & \\
\end{array}.
\]

The Nakayama automorphism \(N_x\) is thus the inner automorphism generated by \(x\). It satisfies \(N^2_x = \text{id}_A\) iff \(x^2 := \mu \circ (x \otimes x)\) is central in \(A\), i.e. if \(\mu \circ \sigma_A \circ (x^2 \otimes \text{id}) = \mu \circ (x^2 \otimes \text{id})\). By definition, \(A_x\) is \(\Delta\)-separable iff \(\mu \circ (\text{id} \otimes \mu) \circ (\text{id} \otimes x^{-1} \otimes \text{id}) \circ \Delta = \text{id}\) holds in \(A\). If \(N^2_x = \text{id}_A\) then the condition \(N_x \ast_{A_x} \text{id} = 0\) is satisfied in \(A_x\) iff \(\text{id} \ast \text{id} = 0\) in \(A\).

It turns out that in this example, the TFT does not actually depend on the spin structure. Namely, let \(R_x := \mu \circ (\text{id}_A \otimes x)\) be right multiplication by \(x\). One quickly checks that \(P^{NS} = R_x^{-1} \circ P^R \circ R_x\), so that the NS- and R-state spaces are isomorphic. This identity furthermore implies that \(P^R \circ N = P^R\) (in addition to \(P^{NS} \circ N = P^{NS}\), which holds by Lemma 4.15). The latter observation implies independence of the spin structure on closed surfaces, cf. expression (4.79) for the torus.

From the point of view of fully extended TFTs this is not too surprising, since a fully dualisable object in the symmetric monoidal bicategory of algebras does not involve the pairing as a piece of data. Hence, if there exists a symmetric pairing on \(A\), the resulting TFT will be independent of the spin structure.

Still, the next example shows that such TFTs can nonetheless be interesting.

Example 3. Let \(A = M_n(k)\) be the algebra of \(n\times n\) matrices for some integer \(n > 0\) and a field \(k\). Let \(E_{ij}\) be the \(n\times n\) matrix with zero entries everywhere but in place \((i, j)\), where it has entry 1. It satisfies \(E_{ij} E_{kl} = \delta_{j,k} E_{il}\) and consequently \(\text{tr}(E_{ij} E_{kl}) = \delta_{i,l} \delta_{j,k}\). Thus, the trace pairing on \(A\) is non-degenerate (independent of the characteristic of \(k\)) and we can use it to turn \(A\) into a (symmetric) Frobenius algebra. Concretely, the counit and coproduct are

\[
\varepsilon(M) = \text{tr}(M) , \quad \Delta(M) = \sum_{i,j=1}^n (M E_{ij}) \otimes E_{ji} = \sum_{i,j=1}^n E_{ij} \otimes (E_{ji} M).
\]

Now choose \(X \in GL_n(k)\) such that, for some \(\lambda \in k^\times\),

1. \(X^2 = \lambda I\), i.e. \(X^{-1} = \lambda^{-1} X\), and
2. \(\text{tr}(X) = \lambda\).

From Example 2 we obtain a new Frobenius algebra \(A_X\) by twisting the counit with \(X\). Condition (1) shows \((N_X)^2 = \text{id}_A\) (since \(X^2\) is central), and condition (2) implies that \(A_X\) is \(\Delta\)-separable:

\[
\mu(\Delta_X(M)) = \sum_{i,j=1}^n E_{ij} X^{-1} E_{ji} M = \text{tr}(X^{-1}) \cdot M = \lambda^{-1} \text{tr}(X) \cdot M.
\]
Thus, $A_X$ is an example of a $\Delta$-separable Frobenius algebra whose Nakayama automorphism is an involution. The projectors $P^{NS/R}$ are straightforward to compute:

$$P^{NS}(M) = \lambda^{-1} \text{tr}(MX) \cdot 1, \quad P^R(M) = \lambda^{-1} \text{tr}(M) \cdot X.$$  

Thus, the state spaces $Z^{NS/R}$ are one-dimensional and given by $Z^{NS} = k \cdot 1$, $Z^R = k \cdot X$.

From Example 2 we know that the TFT for $A_X$ is independent of the spin structure. For example, evaluating the TFT on $T^{\pm}_{NS/R}$ according to (4.79) gives $T_{A_X}(T^{\pm}_{NS}) = T_{A_X}(T^{\pm}_R) = 1$.

Next we consider the condition $N_X \ast A_X \text{id} = 0$ in $A_X$. From Example 2 we know that this is equivalent to $\text{id} \ast \text{id} = 0$ in $A_X$. But $(\text{id} \ast \text{id})(M) = \mu(\Delta(M)) = n \cdot M$. We see that $N_X \ast A_X \text{id} = 0$ iff

$$n = 0 \text{ in the field } k.$$  

A simple example would be to take $k$ of characteristic 3, and $n = 3$, $\lambda = 1$, $X = \text{diag}(1, 1, -1)$.

We learn that it is possible to satisfy the $N \ast \text{id} = 0$ even if the TFT is independent of the spin structure. In terms of the statistical model from Remark 4.29 this means that all admissible edge sign configurations receive the same weight (and non-admissible ones receive weight zero).

**Appendix A. Simplicial complexes and smooth triangulations**

In this appendix we collect some standard definitions regarding simplicial complexes and smooth maps from such complexes to smooth manifolds.

**Definition A.1** ([Mu, Def. 7.1], [Pa, pp. 129]). A (geometrical) simplicial complex $C$ is a collection of (closed) simplices in $\mathbb{R}^n$ such that

1. Every face of a simplex of $C$ is in $C$.
2. The intersection of two simplices of $C$ is a face of each of them.
3. Each point of $|C| := \bigcup C$ has a neighbourhood intersecting only finitely many simplices of $C$.

The set of all $n$-dimensional simplices is denoted by $C_n$.

For a simplex $\sigma$ the boundary complex is denoted by $B(\sigma)$ and we define $F(\sigma) := B(\sigma) \cup \{\sigma\}$.

**Definition A.2** ([Pa]). Let $C$ be a simplicial complex. Let $A \in C$ be a face. Then

(1) Every face of a simplex of $C$ is in $C$.
(2) The intersection of two simplices of $C$ is a face of each of them.
(3) Each point of $|C| := \bigcup C$ has a neighbourhood intersecting only finitely many simplices of $C$.

The set of all $n$-dimensional simplices is denoted by $C_n$.

For a simplex $\sigma$ the boundary complex is denoted by $B(\sigma)$ and we define $F(\sigma) := B(\sigma) \cup \{\sigma\}$.

**Definition A.2** ([Pa]). Let $C$ be a simplicial complex. Let $A \in C$ be a face. Then

(1) Every face of a simplex of $C$ is in $C$.
(2) The intersection of two simplices of $C$ is a face of each of them.
(3) Each point of $|C| := \bigcup C$ has a neighbourhood intersecting only finitely many simplices of $C$.

The set of all $n$-dimensional simplices is denoted by $C_n$.

For a simplex $\sigma$ the boundary complex is denoted by $B(\sigma)$ and we define $F(\sigma) := B(\sigma) \cup \{\sigma\}$.

**Definition A.2** ([Pa]). Let $C$ be a simplicial complex. Let $A \in C$ be a face. Then

$$\text{st}(A; C) := \{B \in C : A \subset B\} \quad \text{“(open) star”},$$

$$\text{clst}(A; C) := \{F(B) : B \in \text{st}(A; C)\} \quad \text{“(closed) star”},$$

$$\text{ast}(A; C) := \{B \in C : B \cap A = \emptyset\} \quad \text{“antistar”},$$

$$\text{link}(A; C) := \text{ast}(A; C) \cap \text{clst}(A; C).$$

**Definition A.3** ([Hu, Sect. I.5]). A combinatorial $n$-manifold (with boundary) is a simplicial complex such that the link of each vertex is a p.l. $(n-1)$-sphere or $(n-1)$-ball.

**Definition A.4** ([Le1, Sect. 5]). (1) An orientation of a simplex is an equivalence class of total orders of its vertices. We consider two orders equivalent, if they are obtained from each other by an even permutation of the vertices.

(2) Given an $n$-dimensional oriented simplex $S$, the induced orientation on an $(n-1)$-dimensional face $F \in S$ consists of all total orders on the vertices of $F$, such that adding the unique vertex in $S$ but not in $F$ as smallest element gives a total order in the class of the orientation on $S$. 
(3) An orientation of a combinatorial n-manifold is an orientation on each of its n-dimensional simplices, such that for each (n − 1)-dimensional simplex the orientations induced by the adjacent n-dimensional simplices are opposite.

Next we turn to smooth maps on arbitrary subsets of \( \mathbb{R}^n \).

**Definition A.5** ([Mu] Def. 1.2)). Let \( A \subset \mathbb{R}^n \) be any set. A map \( f : A \to \mathbb{R}^m \) is called smooth, if for every point \( a \in A \), there exists an open neighbourhood \( U \subset \mathbb{R}^n \) of \( a \) and a smooth extension \( \tilde{f} : U \to \mathbb{R}^m \), of \( f \mid_{U \cap A} \) to \( U \).

Let \( f : A \to \mathbb{R}^m \) be a smooth map as in Definition A.5 above. If there is an open set \( U \) such that \( U \subset A \subset \tilde{U} \), then the derivative \( Df_a : \mathbb{R}^n \to \mathbb{R}^m \) at a point \( a \in A \) is uniquely defined as the derivative of an (arbitrary) smooth extension \([Mu\] Ex. 1.2 (b)]. While smoothness is defined by demanding extendibility locally at each point, if \( A \) is compact this is equivalent to the extendibility of the map as a whole:

**Lemma A.6.** Let \( A \subset \mathbb{R}^n \) be compact and \( f : A \to \mathbb{R}^m \) be smooth. Then there exists \( V \subset \mathbb{R}^n \) open, \( A \subset V \), and a smooth map \( \tilde{f} : V \to \mathbb{R}^m \) such that \( \tilde{f} \mid_A = f \).

*Proof.* Choose a local smooth extension \( \tilde{f}_x : U_x \to \mathbb{R}^m \) for every \( x \in A \). The \( U_x \) cover \( A \) and thus by compactness there is a finite subcover \( (U_i)_{i=1,...,N} \) together with smooth maps \( \tilde{f}_i : U_i \to \mathbb{R}^m, i = 1,\ldots,N \). These can be fitted together by choosing a smooth partition of unity subordinate to the finite subcover. □

**Definition A.7.** Let \( A \subset \mathbb{R}^n \) with \( U \subset A \subset \tilde{U} \) for some \( U \subset \mathbb{R}^n \) open. Let \( f : A \to \mathbb{R}^m \) be a smooth map. Then

- \( f \) is called an immersion if \( Df \) has rank \( n \) for all \( a \in A \).
- \( f \) is called an embedding if \( f \) is an immersion and a homeomorphism onto its image.

We can now define smooth triangulations. Let \( M \) be a smooth manifold. Given a simplicial complex \( \mathcal{C} \) and a \( k \)-dimensional simplex \( \sigma \in \mathcal{C} \), pick a \( k \)-dimensional simplex \( S \) in \( \mathbb{R}^k \) and an affine linear isomorphism \( L : S \to \sigma \). We call a map \( f : \sigma \to M \) smooth if the composition \( f \circ L : S \to M \) is smooth in the sense of Definition A.5. The rank of \( f \) at a point \( x \in \sigma \) is the rank of \( f \circ L \) at the point \( L^{-1}(x) \).

**Definition A.8** ([Mu] Defs. 8.1, 8.3 & Thm. 8.4]). Let \( \mathcal{C} \) be a simplicial complex and \( M \) a smooth manifold. A map \( f : |\mathcal{C}| \to M \) is called smooth relative to \( \mathcal{C} \) if \( f \mid_\sigma \) is smooth for each simplex \( \sigma \) of \( \mathcal{C} \). It is called non-degenerate, if \( f \mid_\sigma \) has rank equal to the dimension of \( \sigma \) for all \( \sigma \in \mathcal{C} \). A non-degenerate smooth homeomorphism is called a (smooth) triangulation.

**Appendix B. Proof of Proposition 1.39**

**Relation (1):** Immediate from (4.40).

**Relation (2):** Follows from \((N \otimes \text{id}) \circ c_{\mu} = c_{-\mu}\) together with the fact that \( N \) is an automorphism of Frobenius algebras (Proposition 4.5).

**Relation (3):** Applying the pairing \( b \) to each leg shows that (4.9) is equivalent to

\[
(B.1) \quad t \circ (N_{-s(e_0)} \otimes N_{-s(e_1)} \otimes N_{-s(e_2)}) = t \circ c_{A,A \otimes A} \circ \left( N_{s(e_0)} \otimes N_{s(e_1)} \otimes N_{s(e_2)} \right).
\]

Cancelling the Nakayama automorphisms gives the following reformulation of (4.9):

\[
(B.2) \quad t \circ (N \otimes \text{id}_{A \otimes A}) = t \circ c_{A,A \otimes A}.
\]

To see that this equality holds, first substitute \( t = b \circ (\text{id}_A \otimes \mu) \) and then use \( b \circ (N \otimes \text{id}_A) = b \circ c_{A,A} \). This last identity follows by first composing the definition
of $N$ in (4.17) with $b$ to get $b \circ (\text{id}_A \otimes N) = b \circ c_{A,A}$ and then noting that $b \circ (\text{id}_A \otimes N) = b \circ (N \otimes \text{id}_A)$. 

**Relation (4):** Recall the calculation in (4.26) which was used to establish associativity. Remove the equal sign labelled by Equation (4.10) and instead use associativity of $\mu$ to equate the first and last expression. Since we have already established Relations 2 and 3, that is, Equations (4.6) and (4.9), this reformulation of the calculation in (4.26) shows that the equality labelled by (4.10) in (4.26) holds. This equality proves a special case of relation (4), i.e. of (4.10): use $b$ to turn the first three outgoing legs into in-going legs and set $s_A = s_B = s_C = s_D = s = 1$. The remaining cases are established by composing with Nakayama automorphisms as appropriate.

**Relation (5):** We have to show the identity (4.11). By composing with Nakayama automorphisms as appropriate, we may assume $s_A = s_B = s_C = -1$. Using $b$ to turn all out-going legs into in-going ones and substituting the definitions of $t$ and $c_{\pm 1}$, we see that (4.11) is equivalent to

\[
(\text{B.3}) \quad - s_{12} - s_{31} - s_{23} (1) (2) (3) = \varepsilon \circ \mu \circ (\mu \otimes \text{id}_A) \circ (\text{id}_A \otimes N_{s_{12}} \otimes N_{-s_{31}}).
\]

To prove this identity, start from the left hand side. Inside the dashed circle 1, move $N_{-s_{12}}$ past the copairing $c_{-1}$ and convert product and copairing to a coproduct by substituting (4.29). In dashed circle 2, remove the braiding by replacing $N_{-s_{31}}$ by $N_{s_{31}}$. Then one can use the duality properties to cancel $c_{-1}$ against $b$. In dashed circle 3, apply associativity. Deforming the resulting string diagram slightly gives the first equality in:

\[
(\text{B.4}) \quad \text{lhs. of (B.3)} \equiv (1) (2) (3)
\]
In the second equality, $b \circ c_{A,A} = b \circ (N \otimes \text{id}_A)$ is used twice, and after one use of associativity, a pairing has been cancelled against a copairing. Step 3 is associativity and the fact that $N$ is an algebra automorphism. Equality 4 uses that $s_{12}s_{23}s_{31} = -1$ and $\Delta$-separability of $A$.

**Appendix C. Evaluation of the TFT on the cylinder**

In this appendix we give some details of how to calculate the morphism $T_A(C_{NS/R}^\pm)$ defined in Section 4.5. We start with the triangulation of the cylinder given in Figure 4.3. The dual triangulation is depicted in Figure C.1 and the corresponding graph $\Gamma(C)$ in Figure C.2. We label the graph in Figure C.2 according to the construction in Section 4.1 and then turn it into a correlator as in Equation (4.41).
This gives the morphism \( T_A \) as a string diagram in \( S \):

\[
T_A(\Sigma) =
\]

\[
\]

The \( \sigma_i \) in \( t(\sigma_i) \) is just a reference to which triangle the map comes from in order to make it easier for the reader to verify; the map is in all cases the same map \( t : A^{\otimes 3} \to 1 \).

Next we replace the morphisms \( t \) and \( c_{\pm 1} \) by structure maps of the Frobenius algebra as in Proposition 4.9. After a tedious but straightforward calculation one arrives at

\[
T_A(\Sigma) =
\]

\[
\]

with the signs \( s' \) and \( s'_1, \ldots, s'_7 \) given by

\[
\begin{align*}
  s'_1 &= -s_1, \\
  s'_2 &= -s_2 s_8 s_9, \\
  s'_3 &= -s_3 s_8 s_9 s_{10} s_{11}, \\
  s'_4 &= s_4, \\
  s'_5 &= s_5 s_{11} s_{12}, \\
  s'_6 &= s_6 s_9 s_{10} s_{11} s_{12}, \\
  s'_7 &= s_7.
\end{align*}
\]

Evaluating this for the signs \( s_i \) given in 4.46 and 4.49 then yields 4.51.

**Appendix D. Evaluation of the TFT on the pair of pants**

In this appendix we compute the value of the TFT on the surface \( \Sigma^{0,3} \). We demand that the \( i \)th boundary component \( B_i \) is of type \( \delta_i \), where \( i = 1, 2, 3 \) and \( \delta_i \in \{ NS, R \} \). Our starting point is the triangulation and marking given in Figure D.1. We determine the possible spin structures with the given boundary types by computing all admissible edge signs (see Section 3.8).

To reduce the number of parameters, use Lemma 3.11(1) to set an edge sign to 1 for each of the triangles \( \sigma_1, \ldots, \sigma_{11} \):
Let $s_i := s(e_i)$. We thus have

$$(\text{D.1}) \quad s_4 = s_5 = s_6 = s_7 = s_8 = s_9 = s_{10} = s_{11} = s_{13} = s_{16} = s_{18} = 1.$$  

We now have to evaluate the vertex rules at vertices $v_1, \ldots, v_9$. These depend on the spin structure on the boundaries. Let

$$(\text{D.2}) \quad \nu_i = \begin{cases} 1 & \text{if } B_i \text{ is of } \text{NS-type} \\ -1 & \text{if } B_i \text{ is of } \text{R-type} \end{cases}$$

for $i = 1, 2, 3$. The conditions at the vertices can then be evaluated to

$$(\text{D.3}) \quad v_1 : s_1 s_3 s_4 s_{13} = -\nu_1, \quad v_2 : s_1 s_2 s_4 s_{12} = -1, \quad v_3 : s_2 s_3 s_4 s_{16} = -1,$$

$$v_4 : s_{12} = \nu_2, \quad v_5 : s_{17} s_{21} = -1, \quad v_6 : s_{19} = -1,$$

$$v_7 : s_{14} s_{21} = -\nu_3, \quad v_8 : s_{15} = -1, \quad v_9 : s_{17} s_{20} = -1.$$  

From these equations it follows that

$$(\text{D.4}) \quad \nu_1 \nu_2 \nu_3 = 1.$$  

**Figure D.1.** A triangulation of the genus 0 surface with 3 boundaries with markings and labels. Boundaries are labelled by $B_1, B_2, B_3$ and correspondingly the edges $e_1, \ldots, e_9$ are boundary edges.
If this is the case, let $\alpha_1, \alpha_2 \in \{1, -1\}$. Then all solutions to these equations are given by

$$
\begin{array}{cccccccccccc}
 s_i & 1 & 2 & 3 & 12 & 14 & 15 & 17 & 19 & 20 & 21 \\
 \alpha_1 & -\nu_2 \alpha_1 & \nu_1 \alpha_1 \alpha_2 & \nu_2 & \alpha_2 & -1 & \nu_3 \alpha_2 & -1 & -\nu_3 \alpha_2 & -\nu_3 \alpha_2 & -\nu_3 \alpha_2 \\
\end{array}
$$

The result of translating the triangulation in Figure D.1 into a string diagram as in Section 4.1 and Equation (4.41) is shown in Figure D.2. We now replace the maps $t$ and $c_{\pm 1}$ as in Proposition 4.9. After a tedious but straightforward calculation one arrives at

$$
T_A = b \circ (\text{id}_A \otimes \mu) \circ (q_{\alpha_1} \otimes q_{\alpha_2} \otimes q_{\alpha_3}) \circ (N_{\alpha_1} \otimes \text{id}_A \otimes N_{-\eta_{\alpha_2}}) \circ (\pi^{31}) \otimes 3.
$$

Two of the identities used to get this result are worth pointing out: firstly, Lemma 4.19 has been used to insert an additional $q$ to make the expression more symmetric; secondly, the Nakayama automorphism satisfies $q_{\nu} \circ N_{-\nu} = q_{\nu}$ (Lemma 4.13).

We now turn to the proofs of Lemmas 4.17 and 4.18 from Section 4.7.
Proof of Lemma 4.17. A spin structure with boundary types $\delta_1, \delta_2, \delta_3$ exists if and only if there are admissible edge signs on the marked triangulation given in Figure [D.1]. The necessary (and sufficient) condition for this stated in (D.4) proves the first part of the lemma.

For the second statement we need to check that up to isomorphism there are exactly four spin structures, and that representatives of these are provided by the four sets of admissible edge signs found above.

All possible spin structures are produced from any one spin structure by composing a boundary parametrisation with a leaf exchange. This gives a transitive action of $(\mathbb{Z}_2)^3$ on the set of spin structures. Since the surface is connected, the only non-trivial automorphism of the spin structure in the interior of $\Sigma_{0,3}$ is leaf exchange. On the boundary, this induces the diagonal $\mathbb{Z}_2$-action. The quotient of $(\mathbb{Z}_2)^3$ by the diagonal $\mathbb{Z}_2$ thus acts transitively and faithfully, showing that there are four spin structures (with parametrised boundary). Finally, since changing $\alpha_1$ and $\alpha_2$ amounts to precomposing two of the three boundaries with a leaf exchange, the four values of $(\alpha_1, \alpha_2)$ precisely give the four possible spin structures. □

Proof of Lemma 4.18. Given the condition in (D.4), we get four spin structures parametrised by $(\alpha_1, \alpha_2)$. The value of the TFT on the corresponding spin surface is given in (D.6). Now substitute

\[(D.7) \quad \alpha_1 = \varepsilon_1 \varepsilon_2, \quad \alpha_2 = -\eta_1 \varepsilon_2,\]

as well as $\text{id} = N_{\varepsilon_2} \circ N_{\varepsilon_2}$. One can then remove one factor of $N_{\varepsilon_2}$ from each leg by moving it through $b \circ (\mu \circ \text{id})$. This results in the expression stated in the lemma. □

The above proof also determines the spin structure of $\Sigma_{0,3}^{\delta_1, \delta_2, \delta_3, \varepsilon_1, \varepsilon_2}$ to be those obtained from the marked triangulation equipped with the edge signs (D.1) and (D.5), where $\alpha_{1,2}$ have been replaced as in (D.7).
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