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Abstract
Robots can benefit from users’ demonstrations to learn motions. To be efficient, a pre-processing phase needs to be performed on data recorded from demonstrations. This paper presents pre-processing methods developed for Learning By Demonstration (LbD). The pre-processing phase consists in methods composed of alignment algorithms and algorithms that select the good demonstrations. In this paper we propose six methods and compare them to select the best one.

Introduction
The field of Learning by Demonstration aims to develop techniques where the movement is programmed by the operator by showing the wanted movement to the robot (Zhu and Hu 2018; Calinon 2009; Argall et al. 2009; Ravichandar et al. 2020; Chernova and Thomaz 2014). It allows a non-expert user to program the robot in an easy practical way. Execution time and speed of demonstrations will not be exactly the same due to the human nature of the demonstrations (Calinon 2009). The operator could eventually make some mistakes and demonstrate movements with noise (Argall et al. 2009; Ravichandar et al. 2020; Chernova and Thomaz 2014). In this paper, we offer alignment algorithms and selection of good demonstrations algorithms. We also propose pre-processing methods to align demonstrations and take the better ones. Demonstrations will be performed by the operator then pre-processed before sending them to the learning phase. The first step is to re-align the demonstrations in duration. Aligned demonstrations are required for a good learning (Calinon 2009). The second step is selecting good demonstrations or only good parts of them to have the best learning phase (Argall et al. 2009; Ravichandar et al. 2020; Chernova and Thomaz 2014). During the experimenting phase, this pre-processing will be tested on three robots, on three different movements which increase in difficulty. For each movement, five data-sets will be created, composed of combinations of good and bad demonstrations to cover a very large panel of cases. At first, we will present the related work. Then we will present pre-processing: alignment, selection and technologies which use both. After, experiments performed and metrics used to get results will be described. Furthermore, these results will be compared to see which method should be used in the context of LbD. As a conclusion, we will explain which technology is the best and present some ideas for future work.

Related Work
In the following sections, the word demonstration is used as an equivalent of the term time-series. One of the most used technologies for this kind of application is called Dynamic Time Warping (DTW) (Müller 2007; Berndt and Clifford 1994; Sabbaghi, Bahrami, and Ghidary 2014). It analyses the similarity in two demonstrations which can include speed variations. A lot of variants of DTW exist, they have specific features for a very large panel of uses. Each version of DTW can improve a specific aspect like the speed (Geler et al. 2019; Sakoe and Chiba 1978; Choi et al. 2020) or the precision (Jeong, Jeong, and Omitaomu 2011; Muscillo et al. 2007; Munich and Perona 1999), but the calculation time and the complexity of the algorithm will also increase. It is possible to use combinations of several versions of DTW to combine advantages. DTW will compare two demonstrations and will get a warping path and a final cost. The warping path represents the best match between the points of the two demonstrations. The final cost represents the sum of the absolute difference between every pair of points of the warping path. The Ramer-Douglas-Peucker also called Douglas-Peucker (Douglas and Peucker 1973; Ramer 1972) algorithm can be used to resize demonstrations to a given number of points. To resize demonstrations, the demonstration with the smallest number of points is taken as reference. The algorithm then deletes the non-important points by using a point-to-edge distance tolerance and preserves the important ones. At the end, all demonstrations have the same number of points and the global aspect of each demonstration is preserved.

Another algorithm was created by (Kyrarini 2019): this method will split the demonstrations following important points and will align them with Douglas-Peucker on the smallest demonstration. Then a cost representing similarity between demonstrations will be calculated with a formula using weight and Manhattan distance. The demonstration with the smaller cost is considered as the reference. Then a K-mean or a threshold is used to select demonstrations considered as good.
The DTW is a lot slower compared to the algorithm created by (Kyrarini 2019). The complexity of the time calculation of the DTW follows an increasing parabolic curve as the time of the two demonstrations compared increases. On the contrary, the algorithm created by (Kyrarini 2019) follows a linear evolution as the time of the two compared demonstrations increases. For the Douglas-Peucker algorithm, it is required to have a constant sampling period to be able to use it. Because we are deleting points during the alignment phase, it is only possible to align demonstrations on the smallest one. Furthermore, the Douglas-Peucker algorithm needs to be used carefully, because over suppression may damage the overall shape of the demonstration. Considering the previously mentioned technologies, algorithms using DTW and the work of (Kyrarini 2019) have been implemented.

Pre-processing for temporal alignment and selection of good demonstrations

In this work, the learning algorithm used after the pre-processing is composed of a Gaussian Mixture Model (GMM) and a Gaussian Mixture Regression (GMR) (Calinon, Guenter, and Billard 2007; Calinon and Billard 2008).

Temporal Alignment

The first temporal alignment algorithm is called DP-N (Elmar de Koning 2011). We propose a second algorithm which has been developed, called Proportional. The DP-N is a variation of the mentioned Douglas-Peucker (Douglas and Peucker 1973; Ramer 1972) called Douglas-Peucker version N. DP-N will be used for the alignment. It takes the smallest demonstration and re-sizes every other demonstration to the smallest demonstration size. By doing that, every demonstration will have the same amount of points. The Proportional algorithm developed is trivial as shown in Equation 1. The alignment is made on a selected demonstration to align on. From the demonstration to align on, the final time called Alignment Time is taken. For each point of each joint of each demonstration, the algorithm divides the time value of each point by the Final Time of its demonstration and multiplies it by the Alignment Time.

\[
Time_{new} = Time \times \frac{Alignment Time}{Final Time} \quad (1)
\]

Selection of good demonstrations

The first selection of good demonstrations' algorithm that we propose is called Point-to-Point (PTP) selection algorithm and works only if we use the temporal alignment DP-N previously mentioned. The second algorithm is based on DTW (Müller 2007) and it is called DTW selection algorithm. The error score is the sum of the absolute difference between each consecutive point for each joint of a demonstration. The demonstration called reference is the demonstration which has the smallest accumulated error score when compared to other demonstrations (Equation 2). Then with the error scores of every demonstration compared to the reference, a one dimension K-mean with two clusters will be set, and 1000 iterations will be done. Finally, only demonstrations situated in the good cluster where the reference is are selected and kept. If the reference is the only demonstration in its cluster, demonstrations are compared to a threshold and only the ones which are below this threshold are selected. The DTW selection algorithm is very similar to the precedent one. The changes are only how the error score is calculated. Where a point to point difference was calculated for the PTP method, the DTW will obtain an error score from the optimal warping path, called final cost previously. As explained on the DTW part, this assures the best alignment between the reference and the selected demonstration.

\[
Ref_{D} = \min_{A \in D} \left( \sum_{d=1}^{D} \sum_{j=1}^{J} \sum_{p=1}^{P_l} |Pt_d - Pt_A| \right) \quad (2)
\]

Where \(D=\text{Demo}, \; J=\text{Joint}, \; Pt=\text{Point (Angular Value)}\)

Pre-processing Methods

The Figure 1 shows the effects of the pre-processing phase and the movement generation obtained after the learning phase. There are 6 methods. Two of them will be control methods which will use alignment algorithms only (called MA1 and MA2) as the learning phase needs aligned demonstrations to work properly. The 4 others are based on combinations of alignment and selection algorithms previously mentioned. There are two categories in addition to the control methods category. The first will impact the demonstration
tions in their entirety. The second will act on part of them: each demonstration will be divided into portions according to specific time markers, provided by the user. This step is called the sub-division step. Method 1 (M1) will combine the DP-N alignment algorithm and the Point-to-Point selection algorithm: the first step is to align demonstrations with the DP-N algorithm; the second step is to select the reference and the third step is to select the good demonstrations. Method 2 (M2) uses the Proportional alignment algorithm and the DTW selection algorithm: at first the reference is selected; alignment between the reference and the other demonstrations is made, and good demonstrations are selected. Method 3 (M3) and method 4 (M4) are the same methods as M1 and M2 respectively but in these two methods, the subdivision aspect is introduced. It allows the selection of a sub-section of a demonstration instead of an entire demonstration.

**Characteristics and constraints of algorithms and methods**

The DP-N alignment algorithm aligns all the demonstrations on the smallest one. The Proportional alignment algorithm can align on any demonstration selected to be the reference. The Point-to-point selection algorithm is used with the DP-N alignment because it requires a constant sampling period and the same amount of points for each demonstration to be able to compare them. Furthermore, use of methods with subdivisions means that important points and where they are in the timeline are acknowledged. If not, these methods would not be appropriate and the methods which use entire demonstrations would be better.

**Experiments**

**Setup**

Experiments will follow this scheme: 3 tasks will be done by 3 robots, Nao, Pepper, YuMi (Figure 2). The data collected are the angular values of the robots joints in time. These values constitute the demonstrations. Nao and Pepper robots have 5 joints per arm and 1 joint per hand to be able to open/close it. YuMi has 7 joints per arm and 1 per gripper. Tasks will be performed with a single arm. There is a difference in frequency between YuMi robot and Nao, Pepper robots. YuMi has a frequency of 250Hz and Nao and Pepper have a frequency of 30Hz. There is no vision system included on robots to help the tasks’ realisation. Conditions are similar for every task. The first task is writing the letter D in the air, the second is to give a glass to a person and the third is to take a goblet and put it in a mug. They are respectively called : Letter D (LD), Give Glass (GG) and Goblet Into Mug (GIM). The tasks demonstrated are increasingly difficult due to spatial and material constraints applied. For the tests, 5 data-sets made of 10 demonstrations will be prepared for every task and for each robot. Different combinations will be tested, from a very good data-set to a data-set that includes a lot of bad demonstrations. The following Table 1 resumes all of these combinations.

**Metrics**

The term ideal demonstration will be used to name a demonstration selected subjectively by the user as a demonstration which represents the best wanted movement. Robot joints don’t have the same motion amplitude, depending on the movement performed. Before each metric, a normalisation is done on every joint to ensure that each joint has the same impact in the error score. Metrics used will be Computing Time (CT) to know which method is the fastest. Final Mean Absolute Error (FMAE) (Equation 3) and Final Mean Squared Error (FMSE) (Equation 4) which are means based on Mean Absolute Error (MAE) (Chai and Draxler 2014) and Mean Squared Error (MSE) (Wang and Bovik 2009). The last metric is the Success Rate (SR). For the metrics before the learning phase, MAE is used to compare two demonstrations and obtain a similarity score for the compared demonstrations. The MSE is similar to the MAE except that the square difference is calculated instead of the absolute difference. This score shows us the disparity between the two demonstrations. The cross information from MAE and MSE provides information about the similarities of the two demonstrations and how errors are distributed throughout the demonstrations.

$$\text{FMAE} = \frac{1}{D} \sum_{d=1}^{D} \sum_{j=1}^{J} \sum_{p=1}^{P} \left| Pt_{demo} - Pt_{ideal} \right|$$ (3)
\[ FMSE = \frac{1}{D} \sum_{d=1}^{D} \left( \frac{1}{J} \sum_{j=1}^{J} \frac{1}{P} \sum_{p=1}^{P} (Pt_{\text{ideal}} - Pt_{\text{demo}})^2 \right) \] (4)

Where : D=Demo, J=Joint, Pt=Point (Angular value).

For the metric after the learning phase, the Success Rate (SR) of the task will be evaluated. The success rate is a value between 0 and 100\% given by the user, where 0\% is an absolute failure and 100\% a perfect success of the task. The value is an addition of several categories as follows in Table 2 : successful task is to ensure that the main goal is reached; no blocking movement means there are no movements which could lead to a task failure (ex: the arm of the robot is blocked under the table); no additional movement means there is no noise in the movement; fluidity is an small criteria in our case due to our choice of movements and because no liquid was manipulated.

| Success Rate | Gradation percentage of the Success Rate |
|--------------|-----------------------------------------|
| 50\%         | Successful Task                         |
| 25\%         | No Blocking Movement                    |
| 20\%         | No Additional Movement                  |
| 5\%          | Fluidity                                |

**Results**

A comparison between methods MA1, MA2, M1, M2, M3, M4 will be presented. Results will be presented as follows : General results, Data-sets, Robots, and Tasks.

**General results** In this section, all the data-sets were merged to have the mean of the results from every data-set. Methods which use the DTW algorithm are the ones which have the highest Computing Time. The method which has the lowest FMAE is M1 closely followed by M2 (Table 3, Table 4). For the FMSE, M1 is overall the best and sometimes M2. For the Success Rate (Table 5), the better results are obtained with M2, followed by MA2, M4, M1, M3, and at the end MA1. It appears that M2 is the best because it is a good compromise between having good FMAE/FMSE even if it is not the best one, and having good Success Rate. M2 has the highest Computing Time but it remains acceptable for LbD.

**Data-sets** Depending on the data-sets (averaged across robots and tasks), the Computing Time decreases when the data-sets deteriorate, but it is probably due to the variable duration of demonstrations and because the bad demonstrations are shorter than the good ones. The FMAE and FMSE (Figure 3) increase according to the deterioration of the demonstrations quality. M1 is the best method closely followed by M2 and M4 even if the gap between them seems more distant for the last data-sets. For the Success Rate (Table 6), M2 is the best and sometimes MA2.

**Robots** Depending on the robots (averaged across data-sets and tasks), Nao and Pepper are close, though Pepper is faster than Nao. YuMi is the one which has the highest Computing Time due to the previously mentioned superior frequency, thus more data to process. The FMAE (Figure 4) is the best with Pepper followed by Nao and then YuMi, except for M3 and M4 where there are some differences due to the sub-divisional aspect. YuMi has more error probably due to its superior amount of data compared to the other two. The FMSE is bad with MA1 and MA2, this is greatly reduced when the method M1, M2, M3 or M4 is used. Overall M3 is the worst. The Success Rate is better with M2, except for YuMi where MA2 is the best, but this could be a bias in the experiments (Table 7, Robots column).
Tasks Depending on the tasks (averaged across data-sets and robots), computing time for each task is directly linked to their duration which is irrelevant to analyse. The FMAE (Figure 5) is the best for GG followed by GIM and then LD. This is a little surprising because LD should be better than the two others due to the lower difficulty of the task. A possible explanation could be that LD has no spatial constraint and so the movement traced in the air to write the letter D could be very different from one movement to another. This is correlated by the FMSE aspect which is huge for LD. Overall M1 has the best error score closely followed by M2. For the Success Rate (Table 7, Tasks column), the best method is M2.

Discussion

There are two methods which stand out from the others, these are methods M1 and M2. M1 is good because it reduces the error the most and, after the selection of good demonstrations, it is with this method that we obtain the smallest error. M2 is the one which has the better results after the learning phase in terms of success rate. But there are some parameters to take into account before choosing which method is the best. First, M1 is based on the DP-N algorithm which has the particularity of reducing the amount of points
by selecting the best ones. This explains the smaller amount of errors but also deteriorates the shape of the movement. On the contrary, M2 does not delete any points which can induce a higher error score, even if M1 and M2 are pretty close in terms of error score. M2 keeps the exact shape and this is why we obtain a better movement generation with this method. For the methods with subdivisions, M4 is viable but not optimal and M3 is the worst method. For the LD task, the highest amount of error with this task is probably due to the non-physical aspect of the movement. Indeed, GG and GIM include movements with physical objects, whereas LD is based on a visual aspect which is more prone to error and more subjective to evaluate. So it appears that M2 is the better compromise between FMAE/FMSE and Success Rate, furthermore, it has a reasonable Computing Time.

Conclusion

Several algorithms and methods where developed and evaluated with precise metrics on 3 robots, 3 movements, and with 5 data-sets from good to worst. It seems that M2 which uses the Proportional alignment algorithm and DTW selection algorithm gives us the best results after the learning phase for movement generation. Globally, it appears that M2 is the overall best method to use. Furthermore, improvement could be added to this present work, if the important points for the subdivision methods are selected with better criteria, this could give us better results. The previous results could also be analysed by splitting them in two kind of data-sets, with and without bad demonstrations, to see a more precise trend. Other learning algorithms could be tested to see if they lead to another method that is more adapted.
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