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Abstract
We compute the CM volume, that is the degree of the descended CM line bundle, of the Fano K-moduli space of Quartic del Pezzo in any dimension, and of the K-moduli space of the log Fano hyperplane arrangements of dimension one and two. Furthermore, we relate these volumes to the Weil-Petersson volumes by extending the notion of Weil-Petersson metric in the log case.

1 Introduction
The aim of this work is to provide a new direction into the study of some geometric properties of K-moduli spaces. Namely, we would like to compute new kind of numbers (invariants) from integration of certain tautological classes on moduli spaces of higher dimensional (stable) varieties $M$, generalizing the well-known curve case. When trying to do so in general there are many issues, e.g. we need compactifications of the K-moduli space, definitions of tautological classes, etc. However, for some K-moduli spaces of Fano varieties the moduli spaces are proper and projective, and it is possible to describe these explicitly, e.g. as GIT quotients. Then, we can try to calculate the volume of such moduli spaces by using a natural class, i.e. the CM line bundle $\lambda_{\text{CM}}$. That is, a functorial line bundle descending on the K-moduli space as a natural $\mathbb{Q}$-polarization. Moreover, such volumes are Weil-Petersson volumes. Indeed, in [37] it is proven, in the absolute case, that the degree of the CM line bundle is related to the Weil-Petersson metric. Here we extend the latter result to the case of moduli of pairs.

When one tries to construct the moduli space of Fano varieties, there are some issues: the automorphism group of some Fano varieties is infinite, and it is in general non separable, a famous counterexample is the Mukai-Umemura 3-fold given in [22]. Thus, in the attempt of constructing a moduli space, we should restrict the class of K-stable Fano varieties. K-stability was firstly introduced by Tian in late ’90s, and later Donaldson gave a reformulation of it in an algebro-geometric fashion. The main philosophy behind it, is encoded in the YTD-conjecture. If $X$ is a Fano variety, then
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\[
\begin{aligned}
K\text{-stable} &= \text{KE} + |\text{Aut}(X)| < \infty, \\
K\text{-polystable} &= \text{KE}.
\end{aligned}
\]

The proof of the YTD conjecture involved deep analytical work. Nevertheless, many constructions of \(K\)-stability motivated the study of the subject in a purely algebro-geometric fashion. In the last ten years, a substantial progress was made towards the construction of the \(K\)-moduli space of Fano varieties. So far, in the general theory of \(K\)-moduli space a good moduli space in the sense of Alper [16] is constructed. Yet, it is still unclear in general if the latter is proper and projective: for smoothable Fanos, it is known that the \(K\)-moduli is proper and projective, but it is still unknown in the general case.

The explicit examples considered in this work, are provided in [33] and [38]. In these examples, the \(K\)-moduli spaces are GIT quotients, whose semistable locus equals the stable locus. In order to briefly explain the machinery adopted for calculating the CM volume, consider \(X\) to be a normal Fano variety endowed with an action of a complex reductive Lie group \(G\). Consider the GIT quotient \(M = X//_LG\) with linearization \(L\). Suppose that the semistable locus of \(M\), denoted by \(X^{ss}\), and the stable locus of \(M\), denoted by \(X^s\), satisfy \(X^{ss} = X^s\). The latter condition gives the surjectivity of the Kirwan map,

\[
\kappa : H^*_G(X) \to H^*(M).
\]

With that map the cohomology ring of \(M\), can be studied via the equivariant cohomology ring of \(X\). When the Kirwan map is surjective, the Jeffrey-Kirwan residue formula [12]

\[
\kappa(\eta)e^{\omega_0}[M] = \frac{C^G}{\text{Vol}(T)} \text{Res} \left( D^2(Y) \sum_{F \in \mathcal{F}} \int_F \frac{i^*_F(qe^\omega(Y))}{e_F(Y)} [dY] \right),
\]

is the best candidate for computing intersection product of classes in this case. In the above formula \(\omega_0\), in the left hand side, denotes the symplectic form of the Marsden-Weinstein reduction coming from the symplectic picture of the GIT quotients [11, Chapter 5]. In the right hand side \(C^G\) is a constant depending on the \(G\)-action on \(X\), \(\tilde{\omega}\) denotes the equivariant extension to the symplectic form on \(X\) [14, Chapter 9, section 9.3]. \(\text{Vol}(T)\), and \([dY]\) are the volume of the maximal torus \(T\) of \(G\), and the measure on its Lie algebra \(t\) induced by the restriction to \(t\) of the fixed inner product on the Lie algebra of \(G, g\). The set \(\mathcal{F}\) is the fixed point set of the maximal torus action, \(i_F : F \to M\) is the inclusion, and \(e_F\) is the equivariant Euler class of the normal bundle to \(F\) in \(M\). Suppose that the GIT-stability conditions matches with the \(K\)-stability conditions. Then, the main strategy for calculating the volume can be outlined as follows:

- The descending CM line bundle on \(M\), is calculated in two steps:

  1. Take proper and flat families in \(M\), \(\pi : \mathcal{X} \to \mathbb{P}^1\) with a \(\pi\)-ample line bundle \(\mathcal{L}\). Compute the following intersection number

    \[
    [\lambda_{CM}](\mathcal{X} \to \mathbb{P}^1) = \pi_*(c_1(\lambda_{CM})) \cdot [\mathbb{P}^1].
    \]
The first Chern class of the CM line bundle depends on $L$.

2. Express the CM line bundle in terms of the generators of Pic, and use the first step to compute the linearization $L$ which is equivalent to $\lambda_{CM}$. Call $\tilde{L}$ the linearization that matches with the CM line bundle on the quotient.

- Compute the following intersection pairing via the Jeffrey-Kirwan non-abelian localization theorem
  $$[\tilde{L}]^{\dim M} \cdot [M] = \kappa(c_1(\tilde{L})^{\dim M}) e^{\omega_0} [M]$$
  to get the CM volume of $M$.

As an outcome of the above strategy we are able to prove the following in the absolute case:

**Theorem 1.1.** The CM volume of $M_{dP^4}$ is given by

$$\text{Vol}(M_{dP^4}, \lambda_{CM}) = \left(\frac{c}{m}\right)^{m-3} \frac{1}{2^{m-1}} \left( \sum_{k:0 < m/2k \leq m} \frac{(m - 2k)^{m-3}}{k!(m-k)!} \right),$$

with $c = 8(n+1)(n-1)^n + \sum_{i=1}^n (-1)^{i-1} \binom{n+1}{i} (n+1)^{n+1-i} (i-1)^{i+1}$, and $m = n + 2$.

The existence of KE metrics in the smooth case of del Pezzo quartic was studied by Arezzo, Ghigi and Pirola in [35]. With this in mind, and the work of [37] the Weil-Petersson volume of the moduli space of KE del-Pezzo Quartics is:

$$\text{Vol}(M_{dP^4}^{KE}, \omega_{WP}) = \text{Vol}(M_{dP^4}, \lambda_{CM}).$$

In the case of pairs, we are able to prove the following:

**Theorem 1.2.** The (log) CM volume of two dimensional log Fano weighted hyperplane arrangements $M_d = (\mathbb{P}^2)^m \cup_{(d_1, \ldots, d_m)} \text{SL}(3)$, where $d_i \in (0, 1) \cap \mathbb{Q}$, and $\sum_{i=1}^m d_i < 3$, is given by:

$$\text{Vol}(M_d, \lambda_{CM}) = - \sum_{f \in A(d)} \frac{(-1)^{m_2(f)}}{6(2m-8)!} \sum_{j=0}^{2m-8} \binom{2m-8}{j} \binom{m + m_2 - 6 - j}{m_2 + m_3 - 3} \xi_j^{2m-8-j} +$$

$$- \sum_{f \in B(d)} \frac{(-1)^{m_2(f)}}{6(2m-8)!} \sum_{j=0}^{2m-8} \binom{2m-8}{j} \binom{m + m_2 - 6 - j}{m_1 + m_2 - 3} \xi_1 \xi_2^{2m-8-j}.$$
We outline this work as follows: The first section is devoted to provide a description of the CM line bundle in the log case by stating the general definition and the main properties. Using the outstanding effort of Guenancia and Paun in understanding the global Monge Ampere equation in the conic Kähler-Einstein case, and the effort of Berman in [26], and lately by Tian and Wang in [29] on understanding the YTD conjecture in the simple normal crossing log case we are able to define the Weil-Peterson metric for the smooth locus of $K$-polystable families of log Fano pairs along the line of Fujiki and Schumacher in [30]. Then, generalising the results given in [37] we are able to extend it to the whole family, and with the same arguments of [37] and [41] we are also able to extend it to the $K$-moduli space. More technically, in Theorem 2.3 we prove that for a family $f: (\mathcal{X}, \mathcal{D}) \to B$ of log $K$-polystable Fano varieties, there exists a continuous Deligne’s Pairing metric $h_{DP}$ on the log CM line bundle $\lambda_{CM, \mathcal{D}}$ such that the Weil-Petersson metric $\omega_{WP}$ extends as a positive current to the whole base $B$.

In the second section, motivated by the work of Spotti and Sun of 2015 [34], Odaka, Spotti and Sun of 2016 [33], we compute the CM volume of the $K$-moduli space of del Pezzo quartics in any dimension using the procedure described before. In Theorem 3.3 we express the CM volume of the $K$-moduli space of quartic del Pezzo, and by [15] we are able to extend the result also in the even case (Remark 3.1).

Finally, in the third and last section we compute the log CM volume of the $K$-moduli space of log Fano hyperplane arrangements, with the procedure described above.
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2 The CM line bundle and the log Weil-Petersson metric

We begin this section by recalling some basis on the CM line bundle also in the case of pairs. Fix $f: \mathcal{X} \to B$ to be a proper flat morphism of scheme of finite type over $\mathbb{C}$. Let $\mathcal{L}$ be a relatively ample on $\mathcal{X}$ and assume that $f$ has relative dimension $n \geq 1$, namely $\forall b \in B$, $(X_b, L_b)$ has constant dimension $n$.

**Definition 2.1.** [47] Let $\mathcal{D}_i, \forall i = 1, 2, \ldots, k$ be a closed subscheme of $\mathcal{X}$ such that $f|_{\mathcal{D}_i}: \mathcal{D}_i \to B$ has relative dimension $n - 1$, and $f|_{\mathcal{D}_i}$ is proper and flat.
Let $d_i \in [0, 1] \cap \mathbb{Q}$ we define the log CM $\mathbb{Q}$–line bundle of the data $(f, D := \sum_{i=1}^{k} d_iD_i, \mathcal{L})$ to be

$$\lambda_{CM,D} := \lambda_{CM} - \frac{n\mathcal{L}_{b}^{n-1} \cdot D_b}{(\mathcal{L}_{b}^{n})} \lambda_{CH} + (n + 1)\lambda_{CH,D},$$

where $\lambda_{CM}$ is the CM line bundle defined in [23] and $\lambda_{CH}$ is the Chow line bundle, defined as the leading order term of the Hilbert Mumford expansion [13], namely $\lambda_{CH} = \lambda_{n+1}$, and $\lambda_{CH,D} = \bigotimes_{i=1}^{k} \lambda_{d_i}^{CH}$. 

**Proposition 2.1.** [41] Let $f : (X, D) \to B$ be a $\mathbb{Q}$–Gorenstein flat family of $n$ dimensional pairs over a normal proper variety $B$. Then for any $\mathcal{L}$ relatively $f$–ample line bundle we have

$$c_1(\lambda_{CM,D}) = \frac{(\mathcal{L}_{b}^{n})}{n(-K_{X_b} - D_b) \cdot \mathcal{L}_{b}^{n-1}} f_* c_1(\mathcal{L})^{n+1} - (n+1)f_* (K_{X/B} - D) c_1(\mathcal{L}) - f_* (-K_{X/B} - D) c_1(\mathcal{L})^{n+1}.$$

(1)

When computing the intersection number of the log CM line bundle on a $\mathbb{Q}$–Gorenstein flat family on the moduli of pairs, it is important to choose a ample line bundle on such family. In the state of the art of these possible choices, mainly we can make two of such. These choices are presented in the following

**Corollary 2.1.** Let $f : (X, D) \to B$ be a $\mathbb{Q}$–Gorenstein flat family over a normal proper variety $B$. We have

1. [39] Given $\mathcal{L} = -K_{X/B} - D$, then
   $$c_1(\lambda_{CM,D}) = -f_* c_1(-K_{X/B} - D)^{n+1}.$$

2. [40] Given $\mathcal{L} = -K_{X/B}$, and $D_{s_b} \in | -K_{X_b} |$, $\forall b \in B$, then
   $$c_1(\lambda_{CM,D}) = f_* (-K_{X/B})^n \cdot (-c_1(-K_{X/B}) + \sum_{i=1}^{k} d_i((n+1)D_i - nc_1(-K_{X/B}))).$$

**Remark 2.1.** In the above, if we put $D = 0$ then we recover the absolute case studied in [23], [36].

### 2.1 On the log Weil-Petersson metric.

Consider a $\mathbb{Q}$-Gorenstein smoothable family $f : (X, D) \to B$ over a complex space $B$. Suppose $f$ is of pure dimension $n$, $(X, D)$ is a log Fano klt Pair. We assume, henceforth, that the divisor $D = \sum_{k}(1 - \beta_k)[s_k = 0]$ is fiberwise simple normal crossing. With this geometric data we have a Kähler metric $\omega$ on $X \setminus \bigcup_{k} D_k$ which is quasi isometric to the model cone metric with cone angles $2\pi \beta_k$ along $[z_k = 0]$. 


\[
\omega_{\text{cone}} = \sum_{k=1}^{m} \frac{1}{|z_k|^{2(1-\beta_k)}} \sqrt{-1}dz_k \wedge d\bar{z}_k + \sum_{k=m+1}^{n} \sqrt{-1}dz_k \wedge d\bar{z}_k.
\]

One might ask whether one can find a Kaehler-Einstein metric (KE) \(\omega\) on \(X \setminus \text{supp}(D)\) having conic singularities along \(D\). This metric will be referred henceforth as conic Kaehler metric (cKE). In [28, Theorem A] it is proven that the answer to that question is positive and it is sufficient to produce a weak solution \(\omega_{\varphi} = \omega + \sqrt{-1}\partial \bar{\partial} \varphi\) of the so called global Monge-Ampere equation

\[
\omega^n = \frac{e^\varphi dV}{\prod_k |s_k|^{2(1-\beta_k)}},
\]

where \(dV\) is a smooth volume form. Moreover it is proven [28, Theorem B] that any solution \(\varphi\) of the above equation is bounded and plurisubharmonic, more precisely \(\varphi \in C^{2,\alpha,\beta}\), where \(C^{2,\alpha,\beta}\) is a conic Hölder space defined in [28, sec. 7.1 Definition 1].

The log K-stability was introduced in [24]. It is proved in [26] that if a log Fano pair \((X, D)\) admits a cKE metric, then it is log K-polystable as defined in [24]. The converse is also true and it has been recently proven by [29]. Therefore we can assume that the above family \(f : (X, D) \to B\) has log K-polystable fibers. Namely, \(\forall b \in B\), \((X_b, D_b)\) is a log K-polystable Fano pair with cKE metric \(\omega_b = \omega_0 + \sqrt{-1}\partial \bar{\partial} \varphi\), where \(\varphi \in C^{2,\alpha,\beta}\), is a solution of the global Monge Ampere equation, and \(\omega_0 \in c_1(-K_{\mathcal{X}/B} - D)\). Let \(A\) be the subset of \(B\) parametrizing the singularities of \(B\), denote its complement, i.e. the smooth locus by \(B^0\) and by \(f^0 : X^0 \to B^0\) the corresponding smooth family. For all \(b \in B^0\) the corresponding cKE metric varies in \(X^0_b\). At every \(b \in B^0\) we obtain a Hermitian metric \(\{\omega^n_b\}\) on \(-K_{X^0/B^0} - D\). At every \(b \in B\) we can produce a map

\[
\mathcal{E} : C^{2,\alpha,\beta} \times [0, 1] \to C^{\alpha,\beta}
\]

defined as

\[
\mathcal{E}(\varphi, \epsilon) = \log \frac{\omega_{b, \varphi, \epsilon}}{\Omega_{b, \epsilon}} - (F_\epsilon + \phi_\epsilon).
\]

Where \(\phi_\epsilon\) is a smooth approximation of the solution \(\varphi\) and

\[
F_\epsilon = -\log \left(\prod_k (\epsilon^2 + |s_k|^2)^{1-\beta_k} / \Omega_{b, \epsilon}\right).
\]

The derivative of \(\mathcal{E}\) in \(\varphi\) leads to the Laplacian operator, which by [23], and [25], it has bounded estimates. Moreover, also in [28] it is proven that \(\omega_{b, \varphi, \epsilon}\) converges smoothly to \(\omega_{b, \varphi}\) outside the support of the divisor and along \(D\) it has only conic singularities. We denote by \(\omega_{X^0}\) its Chern curvature, namely

\[
\omega_{X^0} = -\frac{1}{2\pi} \partial \bar{\partial} \log \{\omega^n_b\}.
\]
Because of [28, Lemma 4, section 7.1.2.] we still have a control on the derivatives of such metrics, namely these latters belong to the class $C^{\alpha,\beta}$. In this setting, we define as in [30], and [37, Theorem 4.1].

**Definition 2.2.** In the above setting, we define the log Weil-Petersson metric as the fiber integral

$$\omega^0_{\text{WP}} := -\int_{X^0/B^0} \omega^{n+1}_{X^0}. \quad (2)$$

In [30] it is proven in the non log case that there exists a Quillen metric $h_{\text{QM}}$ on $\lambda_{\text{CM}}|_{B^0}$ such that its Chern curvature is the Weil-Petersson metric. In [11] Deligne showed how to calculate such Quillen metric, via the so called *metrized Deligne Pairing*. In the next result we collect two results that will be useful for later discussions.

**Theorem 2.1.** Let $g : X \to B$ be a flat projective morphism of integral projective schemes of finite type, of relative dimension $n$. Let $(L_0,h_0),..., (L_n,h_n)$ be a $(n+1)-$tuple of hermitian line bundles on $L$, denote the Deligne pairing associated to that tuples as the symbol $<L_0,...,L_n>$. We have

1. ([31]) Suppose $h_i$ are smooth metrics $\forall i \in \{0,1,...,n\}$. Then the Deligne’s metric $h_{\text{DP}}$ is continuous on $<L_0,...,L_n>$.

2. ([11]) The following curvature formula holds for Deligne’s metric

$$c_1(<L_0,...,L_n>) = \int_{X/B} c_1(L_0) \wedge ... \wedge c_1(L_n).$$

Henceforth, we will denote the Deligne’s Pairing of a repeated line bundle $L$ as

$$L^{<n+1>} = <L,...,L>_{(n+1)-\text{times}}.$$ 

**Theorem 2.2.** The previously defined log CM line bundle can be interpreted with the Deligne Pairing. Namely

$$\lambda_{\text{CM},D} = -(-K_{X/B} - D)^{<n+1>},$$

**Proof** Because of Corollary [24] for a $\mathbb{Q}$-Gorenstein family of log Fano pair $f : (X,D) \to B$ the first Chern class of the log CM line bundle is given by $c_1(\lambda_{\text{CM},D}) = -f_* c_1(-K_{X/B} - D)^{n+1}$. It can be rephrased in the following way

$$c_1(\lambda_{\text{CM},D}) = -\int_{X/B} c_1(-K_{X/B} - D) \wedge ... \wedge c_1(-K_{X/B} - D)_{(n+1)-\text{times}}.$$ 

By point 2 in [24] we have
\[c_1(\lambda_{CM, D}) = c_1 \left( (-K_{X/B} - D)^{<n+1>} \right)\]

Since the considered family is of projective schemes of finite type (e.g. projective varieties) then their Picard group is finitely generated. Thus, in this case tensoring with \(\mathbb{Q}\) is an exact functor over \(\mathbb{Z}\). Hence, the injectivity of the first Chern class is preserved, therefore the claim follows. \(\square\)

Now we are ready to state the main result of this section

**Theorem 2.3.** Let \(f : (X, D) \to B\) as above. Then there exists a continuous metric \(h_{DP}\) on \(\lambda_{CM, D}\) such that

1. \(\omega_{WP} := \sqrt{-1} \frac{\partial \bar{\partial} \log h_{DP}}{2\pi}\) is a positive current.
2. \(\omega_{WP, B^0} = \omega^0_{WP}\).

**Proof** It is proved in [29] that the partial \(C^0\)–estimates naturally extends in the log case for symple normal crossing pairs. Therefore, as in [37] by embedding the total space into a suitable projective space, we can define two sets of metrics along fibers \(\{\omega^n_b\}\), and \(\{\tilde{\omega}^n\}\). By assertion 1 of 2.1 both sets, outside the support of the divisor, define Deligne’s metrics on \(\lambda_{CM, D}\), which we call \(h_{DP}\) and \(\tilde{h}_{DP}\) respectively. Since, the Chern curvature depends fiberwise on the \(\partial \bar{\partial}\) derivatives of \(\omega^n_b\), for all \(b \in B\), then by [28, Lemma 4 in section 7.1.2.] we still have a control on the derivatives of such metrics. Therefore we can consider the Deligne’s metrics \(h_{DP}\), and \(\tilde{h}_{DP}\) to be well defined also along the Divisors.

By the change of metric formula of Deligne’s pairing [37, 11, 31] we have

\[h_{DP} = \tilde{h}_{DP} \cdot e^{-\Phi},\]

Where

\[\Phi = -\frac{1}{(n+1)!} \sum_{i=1}^n \int_{X_b} \tilde{\varphi} \tilde{\omega}^i_b \wedge \omega^{n-i}_b.\]

As it is proved in [27, Proposition 2.14], \(\Phi\) is continuous and uniformly bounded. Notice that over each fiber \((X_b, D_b)\) we have \(\omega_b = \tilde{\omega}_b + \sqrt{-1} \frac{\partial \bar{\partial} \varphi}{2\pi}\). By looking at the curvature data we find

\[\omega_X = \sqrt{-1} \frac{\partial \bar{\partial} \log \{\omega^n_b\}}{2\pi} = \tilde{\omega}_X + \sqrt{-1} \frac{\partial \bar{\partial} \hat{\varphi}}{2\pi}.

In the smooth part we have that the following identity holds:

\[\omega^{n+1}_{X^0} = \tilde{\omega}^{n+1} + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \Phi,\]

where we denoted by \(\tilde{\omega}\) the curvature data of \(\{\tilde{\omega}^n\}\). Notice that both \(\omega_X^0\) and \(\tilde{\omega}\) are smooth \((1, 1)\)-forms over \(X^0\), so we can take fiber integrals
\[
\int_{X^0/B^0} \omega_{X^0}^{n+1} = \int_{X^0/B^0} \tilde{\omega}^{n+1} + \frac{\sqrt{-1}}{2\pi} \partial \overline{\partial} \Phi,
\]

we see that the above identity is nothing but

\[
\omega_{WP}^0 = -\frac{\sqrt{-1}}{2\pi} \partial \overline{\partial} \log \tilde{h}_{DP} + \frac{\sqrt{-1}}{2\pi} \partial \overline{\partial} \Phi = -\frac{\sqrt{-1}}{2\pi} \partial \overline{\partial} \log h_{DP|B^0}.
\]

The claim follows from regularity results in pluripotential theory, see [37, Lemma 4.13]. □

The CM line bundle, since its weight coincides with the Donaldson-Futaki invariant [39], then it is zero on \(K\)-polystable points and descends as a \(\mathbb{Q}\)-line bundle on the \(K\)-proper moduli space and there is a well defined continuous Deligne’s pairing metric whose curvature is a positive current and on families is like in [2.3]. In conclusion, to compute the log Weil-Petersson volume we can simply compute the degree of the descended CM line bundle.

3 The CM Volume of quartic del Pezzo moduli space

A brief description of the intersection of two quadrics

Let \(X = Q_1 \cap Q_2\) be the intersection of two quadrics \(Q_1\) and \(Q_2\), in \(\mathbb{P}(V)\), where \(V\) is a complex vector space of dimension \(n + 1\). Consider a pencil of the quadrics \(Q_1\) and \(Q_2\), that is \(\Phi = \text{Span}\{\phi_\lambda\}_{\lambda \in \mathbb{P}^1}\). Where every \(\phi_\lambda\) denote the bilinear form associated to \(Q_\lambda\). A pencil of quadrics \(\Phi\) is said to be smooth, or non singular, if \(Q_\lambda\) is non singular or have at most simple cones as singularities \(\forall \lambda \in \mathbb{P}^1\), [9]. For the \(\lambda\)'s for which \(Q_\lambda\) is degenerate, if \(e_\lambda\) is a basis for \(\ker(\phi_\lambda)\), then \(\phi_\mu(e_\lambda) \neq 0\) for all \(\lambda \neq \mu\). If \(e \in V\), we define the orthogonal complement of this latter with respect to \(\Phi\) as follows

\[
e^\perp = \cap_{\lambda \in \mathbb{P}^1} e^\perp_{\phi_\lambda} = e^\perp_{\phi_1} \cap e^\perp_{\phi_2}
\]

Note that, for most of \(e\), the above will be of codimension two. If the codimension of \(e^\perp\) is less than two, then \(e \in \ker(\phi_\lambda)\) for some \(\lambda \in \mathbb{P}^1\). Hence \(X\) is nonsingular and of codimension two in \(\mathbb{P}(V)\) if and only if for all \(x \in X\), \(e \in V\) representing \(x\), then \(e\) is not in the kernel of \(\phi_\lambda\) for any \(\lambda \in \mathbb{P}^1\). Smoothness of \(X\) can be characterized trough smoothness of \(\Phi\) as the following proposition shows

**Proposition 3.1.** ([9]) Let \(X\) be as above, then the following conditions are equivalent

1. \(X\) is smooth and of codimension 2,
2. $\Phi$ is non singular,

3. The discriminant $\det(\phi_\lambda) \neq 0$ is a polynomial in $\lambda$ of degree the dimension of $V$ and has $n + 1$ distinct roots,

4. there exists a unique basis of $V \{e_i\}^\dim V_{i=1}$ such that

$$\begin{cases}
\phi_1(\sum_i x_i e_i) = \sum_i x_i^2 \\
\phi_2(\sum_i x_i e_i) = \sum_i \lambda_i x_i^2, \lambda_i \neq \lambda_j, \ i \neq j
\end{cases} \quad (3)$$

3.1 The moduli space of the intersection of Quadrics

Denote by $M_\Phi$ the moduli space of pencils of quadrics. This latter moduli space arises as a GIT quotient as shown by Avritzer and Lange [14] where the stability conditions are described in the following

**Theorem 3.1.** ([14])

a. A pencil $\Phi \in Gr(2, n + 1)$ is semistable if and only if its discriminant admits no roots of multiplicity $> n/2$.

b. A pencil $\Phi \in Gr(2, n + 1)$ is stable if and only if its discriminant admits no multiple roots.

In the previous section we saw that if the discriminant admits no multiple root, then the pencil is smooth, smoothness of pencils are equivalent to the smoothness of the intersection of two quadrics, hence the above theorem says that all smooth intersections of two quadrics are smooth. With this in mind, we can easily see that stable intersection of quadrics are given by all simultaneously diagonalizable quadrics, therefore we can describe the moduli space of quartic del Pezzo’s (intersection of two quadrics) by the roots $\lambda \in \mathbb{P}^1$. Hence, the desired GIT quotients is given by

$$M_{dP^4} = S^m \mathbb{P}^1 / \mathcal{L} \text{SL}(2).$$

Where, the linearization $\mathcal{L}$ is given by $\mathcal{O}(1)$. $M_{dP^4}$ is a genuine $K$-moduli space, as the following result shows

**Theorem 3.2.** ([14], Theorem 1.1) For integer $d \in \{1, 2, 3, 4\}$, there is a compact moduli algebraic space $M_d$, and a homeomorphism $\Phi : M_d^{GH} \to M_d$, such that $[X]$ and $\Phi([X])$ parametrize isomorphic log Del Pezzo surfaces for any $[X] \in M_d^{GH}$. Moreover, $M_d$ contains a (Zariski) open dense subset that parametrizes all smooth degree $d$ Del Pezzo surfaces.

The case of degree $d = 4$ is the case of quartic del Pezzo.
3.2 The intersection number of the CM line bundle with a smooth curve in the moduli of quartic del Pezzo’s

We begin this section computing the intersection number of the CM line bundle with a flat and proper family of intersection of quadrics over a smooth curve.

**Proposition 3.2.** Let $\gamma: \mathcal{X} \to C$ be a flat and proper family of intersection of quadrics of relative dimension $n$, over a smooth curve $C$ of genus $g$. Assume that $-K_{X/C}$ is $\gamma$-ample. Then, the intersection number of the CM line bundle with the above family is given by

$$c_1(\lambda_{CM}) \cdot (\mathcal{X} \to C) = 8(n+1)(n-1)(1-g) - c_1(X)^{n+1}$$  \hfill (4)

**Proof** We apply Equation 2.1 in the case $\mathcal{D} = 0$ to get

$$c_1(\lambda_{CM}) \cdot (\mathcal{X} \to C) = -\gamma^*c_1(-K_{X/C})^{n+1}.$$  

By the definition of relative canonical bundle we find

$$c_1(\lambda_{CM}) \cdot (\mathcal{X} \to C) = -\gamma^*(K_X - \gamma^*K_C)^{n+1} = -\gamma^*(\sum_{i=0}^{n+1} \binom{n+1}{i} c_1(K_X)^{n+1-i} \cdot c_1(\gamma^*(-K_C))^i).$$

Since $C$ is a curve, then higher powers of $c_1(K_C)$ must vanish. Therefore,

$$c_1(\lambda_{CM}) \cdot (\mathcal{X} \to C) = -\gamma^*(c_1(K_X)^{n+1} - (n+1)c_1(K_X)^{n} \cdot c_1(\gamma^*K_C)).$$  \hfill (5)

By the Riemann-Roch theorem for curves we find $c_1(K_C) = (2g-2)H$, where $H$ is the hyperplane class. We shall now prove that $\gamma^*c_1(-K_X)^{n} = 4(n-1)^n$. By substituting these two results in (5) the claim follow. Fiberwise we have that $K_X = K_{Q_0 \cap Q_2}$. Then,

$$K_{Q_0} = (K_{P^n+2} + O_{P^n+2}(Q_0)|_{Q_0}$$

$$= (O_{P^n+2}(-n-1))|_{Q_0} = -O_{Q_0}(n+1).$$

It follows,

$$K_{Q_0 \cap Q_2} = (K_{Q_0} + O_{Q_0}(Q_2))|_{Q_0 \cap Q_2}$$

$$= O_{Q_0 \cap Q_2}(1-n).$$

Then
\[ \gamma_{c_1(-K_X)^n} = \int_{X_c} c_1((n-1)O_X(1))^n \]
\[ = (n-1)^n \int_{X_c} c_1(O_X(1))^n \]
\[ = (n-1)^n H^n \cdot Q_0 \cdot Q_2 = 4(n-1)^n. \]

The family chosen for Equation 4 can be specified by fixing a quadric \( Q_0 \), and considering the following Lefschetz pencil
\[ s(Q_0 \cap Q_1) + t(Q_0 \cap Q_2) = 0, \quad (s : t) \in \mathbb{P}^1. \]
This is by construction a smooth family of intersection of quadrics in \( \mathbb{P}^{n+2} \) that has only nodal singularities. By definition of Lefschetz pencil \( [3] \), the base locus \( B \) is smooth and of codimension two in \( Q_0 \). The total space of the family \( \gamma \) can be specified by considering the blow up in the base locus of the quadric \( Q_0 \), i.e.
\[ \mathcal{X} = Bl_B(Q_0). \]
Because of this construction the family \( \gamma \) becomes a fibration over \( \mathbb{P}^1 \), i.e.
\[ \gamma: \mathcal{X} \to \mathbb{P}^1. \]
Hence, with respect to the above family, equation 4 becomes
\[ c_1(\lambda_{CM}) \cdot (\chi \to C) = 8(n+1)(n-1)^n - c_1(\mathcal{X})^{n+1} \quad (6) \]
Hence, in order to calculate the above intersection number it suffices to calculate the \((n+1)-\)power of the first Chern class of \( \mathcal{X} \). Denoting by \( p \) the blow up map, and using the fact that \( \mathcal{X} \) is Fano we have
\[ c_1(\mathcal{X})^{n+1} = -K_{\mathcal{X}}^{n+1} = ((n+1)H - E)^{n+1}. \]
In order to calculate the contributions of the intersection products of the above we need the following
\textbf{Lemma 3.1.}
\[ c_1(N_{B|Q_0})|_B = 4c_1(O_B(1)) \]
\[ c_2(N_{B|Q_0})|_B = 4c_1(O_B(1))^2 \]
\textbf{Proof} Consider the following chain of inclusions
\[ B \hookrightarrow Q_0 \cap Q_1 \hookrightarrow Q_0, \]
from which follows the short exact sequence of normal bundles
\[ 0 \to N_{B|Q_0 \cap Q_2} \to N_{B|Q_0} \to N_{Q_0 \cap Q_2|Q_0} \to 0. \]

The rest follows easily from the functorial properties of the total Chern class.

\[ \square \]

By the general theory of blow ups, it follows that
\[ c_1(E)^2 = -p^* c_1(N_{B|Q_0}) \cdot c_1(E) - p^* c_2(N_{B|Q_0}). \tag{7} \]

Set \( x = c_1(E)^2. \) By the above Lemma we have \( p^* c_1(N_{B|Q_0}) = 4p^* c_1(O_B(1)) = 4h, \) hence
\[ x^2 = -4hx - 4h^2. \]

Lemma 3.2.
\[ x^k = (-1)^{k-1}(k2^{k-1}h^{k-1} + (k-1)2^k h^k), \quad \forall k \in \mathbb{N}_+ \]

Proof Set \( x^k = A_k h^{k-1}x + B_k h^k, \) where \( A_k = (-1)^{k-1}k2^{k-1} \) and \( B_k = (-1)^k(k-1)2^k \)

For \( k = 1 \) the above is true. Therefore, we can inductively assume that the assertion holds for \( x^k, \) and we prove it for the next step
\[
x^{k+1} = x^k x = A_k h^{k-1}x^2 + B_k h^k x
= A_k h^{k-1}(-4hx - 4h^2) + B_k h^k x
= -4A_k h^k x - 4A_k h^{k+1} + B_k h^k x
= (B_k - 4A_k) h^k x - 4A_k h^{k+1}.
\]

Therefore, the assertion holds if and only if
\[ A_{k+1} = B_k - 4A_k \quad B_{k+1} = -4A_k \tag{8} \]

Using the above definition of \( A_k \) and \( B_k, \) equations (5) hold. Hence, the assertion follows.

\[ \square \]

With this in mind we consider the binomial expansion
\[ c_1(\chi)^{n+1} = -K_\chi^{n+1} = ((n + 1)H - E)^{n+1}
= (n + 1)H^{n+1} - n(n + 1)^n H^n E + \cdots
+ \binom{n + 1 - i}{i}(n + 1)^{n+1-i}H^{n+1-i}(-E)^i
+ \cdots - E^{n+1}.\]
Now, we calculate each contribution of the various intersection products. We note immediately that $H_{n+1} = 1$, and as a consequence of the moving lemma we see that $H^n E = 0$. By using the previous two lemmas we can compute the general term

$$H^{n+1-i} E^i = \int_{H_{n+1-i} E} c_1(E)^{i-1}$$

$$= \int_{H_{n+1-i} E} (-1)^{i-2} [(i - 1)2^{i-2} h^{i-2} x + (i - 2)2^{i-1} h^{i-1}]$$

$$= (-1)^{i-2} \int_{H_{n+1-i} E} (i - 1)2^{i-2} p^* c_1(\mathcal{O}_B(1))^i - 2 c_1(E)$$

$$+ (-1)^{i-2} \int_{H_{n+1-i} E} (i - 2)2^{i-1} p^* c_1(\mathcal{O}_B(1))^i - 1$$

$$= (-1)^{-i}(i - 1)2^{i-2} \int_{H_{n+1-i} B} c_1(\mathcal{O}_B(1))^i - 2$$

$$= (-1)^{-i}(i - 1)2^{i-2} H^{n+i-i} \cdot Q_0 \cdot Q_1 \cdot Q_2 \cdot H^{-2}$$

$$= (-1)^{-i}(i - 1)2^{i-2} \cdot 8 = (-1)^{-i}(i - 1)2^{i+1}.$$ 

Hence the desired intersection number is given by

$$c_1(\lambda_{CM}) \cdot (X \to C) = 8(n + 1)(n - 1)^n$$

$$+ \sum_{i=1}^{n} (-1)^{i-1} \binom{n+1}{i} (n+1)^{n+1-i}(i-1)2^{i+1} \quad (9)$$

### 3.3 The CM volume of the moduli space of quartic del Pezzo

We are now ready to prove our first main result:

**Theorem 3.3.** Let $M_{dP^4}$ be the K-moduli space of quartic del Pezzo’s of odd degree. The CM volume of $M_{dP^4}$ is given by

$$Vol(M_{dP^4}, \lambda_{CM}) = \left( \frac{c}{m} \right)^{m-3} \frac{1}{2^{m-1}} \sum_{k=0}^{m} \frac{(m - 2k)^{m-3}}{k!(m-k)!}. \quad (10)$$

Where $c$ is the intersection number and $m = n + 2$.

**Proof** Observe that, since $S^m \mathbb{P}^1$ can be identified with a $m$-dimensional projective space, then Pic($M_{dP^4}$) = $\mathbb{Z}[h]$. Therefore, $c_1(\lambda_{CM}) = r[h]$, where $r \in \mathbb{Z}$ and $h$ is the tautological class. This latter can be expressed as where $h = c_1(\tau)$, and $\tau$ is the tautological bundle of $S^m \mathbb{P}^1$, i.e. $\tau = \mathcal{O}(1)$. 
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The $r$ coefficient can be easily calculated as follows

$$c = c_1(\lambda_{CM}) \cdot (\mathcal{X} \to \mathbb{P}^1)$$

$$= r \int_{(\mathcal{X} \to \mathbb{P}^1)} c_1(O(1)) = r \cdot m.$$ 

Therefore, $r = c/m$. The volume form of $M_{dP^4}$ is given by

$$\text{vol}(M_{dP^4}, \lambda_{CM}) = \left( \frac{c}{m} \right)^{m-3} (c_1(O(1)))^{m-3}.$$ 

Where $m - 3 = \text{dim}(M_{dP^4})$. The volume will be given by

$$\text{Vol}(M_{dP^4}, \lambda_{CM}) = \int_{M_{dP^4}} \text{vol}(M_{dP^4}, \lambda_{CM}).$$

In order to calculate the above integral we will use the symplectic version of $M_{dP^4}$. We notice that the action of the compactification of SL(2), which is SU(2), is Hamiltonian with moment map $\mu$. By assumption, the dimension of the moduli space is odd, therefore 0 is a regular value of the moment map and the symplectic reduction is an orbifold. In the GIT interpretation this means that the semistable locus is equal to the stable locus. Then, the Kirwan map $k : H^*_SU(2)(S^m \mathbb{P}^1) \to H^*(M_{dP^4})$ is surjective. Therefore, we can apply the nonabelian localization theorem [12]. The latter, for the case of an Hamiltonian SU(2)-action is as follows:

$$k(\eta)e^{\omega_0}[M] = \frac{n_0}{2} \text{Res}_{X=0} \left( 4X^2 \sum_{F \in \mathcal{F}_+} \int_F \frac{i_F^* \eta e^{\omega_0}}{e^{\frac{1}{2} e^{\omega_0}}} dX \right),$$

where $\mathcal{F}_+$ denotes the set of positive fixed cycles. Since the $\mathcal{F}_+$ is given by a finite number of points the integral on the right hand side reduces to a sum. If $\eta$ has degree equal to the real dimension of the quotient, then we can omit the exponential in the right hand side. In our case $\eta = c_1^2(\tau)^{m-3}$, since $\tau$ is a prequantum line bundle then the pullback of the inclusion of $\eta$ is a multiple of the moment map evaluated at the fixed point $F$, see [21] Lemma 9.31. The action of the maximal torus $T = \text{diag}(t, t^{-1})$ on a generic element $p = p(u, v)$ of $S^m \mathbb{P}^1$ is given by

$$T \cdot p(u, v) = p(t^{-1}u, tv) = a_0 t^{-m} u^m + ... + a_k t^{2k-m} u^{m-k} v^k + ... + a_m v^m t^m.$$ 

The symmetric polynomial space $S^m \mathbb{P}^1$ can be canonically identified with $\mathbb{P}^m$, therefore the above action can be specified as

$$T \cdot (z_0, ..., z_m) = (t^{-m} z_0, ..., t^{2k-m} z_k, ..., t^m z_m)$$
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With this prescription, the fixed point set for this latter action is given by the standard basis \( \{ e_i \}_{i=0}^m \) of \( \mathbb{C}^{m+1} \). The moment map \( \mu_T : \mathbb{P}^m \to i^* \) for this action is given by

\[
\mu_T(z_0, ..., z_m) = \sum_{j=1}^m (m - 2j) |z_j|^2 x
\]

Where \( x \) denotes the basis of \( i^* \). The image of the fixed point \( e_k \) is given by

\[
\mu_T(e_k) = (m - 2k)x
\]

Since all the fixed points are isolated and \( \tau \) is a prequantum line bundle we conclude that, at any fixed point \( e_k \) the numerator of the meromorphic function into the localization formula is given by

\[
i^*_{e_k} \eta = (-1)^{m-3}(m - 2k)^{m-3} x^{m-3}
\]

Since the maximal torus is identified with the one dimensional unitary group, the Euler class at the fixed point \( e_k \) to the normal bundle is simply given by the products of the weight, that is

\[
e_{e_k}(X) = \prod_{j \neq k} 2(j - k)x^m = 2^{m+2}(m - k)! (m - k)! (-1)^{m-3}
\]

Thus, the meromorphic form is given by

\[
\frac{i^*_{e_k} \eta(X)}{e_{e_k}(X)} = \frac{(m - 2k)^{m-3}}{2^m k!(m - k)! x^3}
\]

Therefore,

\[
Vol(M_{dP^4}, \lambda_{CM}) = \frac{1}{m} \left( \frac{e}{m} \right)^{m-3} \frac{1}{x^2} \left( \sum_{k : 0 < m - 2k \leq m} \frac{(m - 2k)^{m-3} x^{m-3}}{2^m k!(m - k)! x^m} \right)
\]

Hence, the volume of the moduli space of quartic del Pezzo’s of odd dimension, with respect to the CM line bundle is given by

\[
Vol(M_{dP^4}, \lambda_{CM}) = \frac{1}{m} \left( \frac{e}{m} \right)^{m-3} \frac{1}{2^{m-1}} \left( \sum_{k : 0 < m - 2k \leq m} \frac{(m - 2k)^{m-3}}{k!(m - k)!} \right).
\]
Remark 3.1. In the even case, notice that the semistable locus does not equal the stable locus, therefore in order to apply the localization theorem we should use the Kirwan partial desingularization technique [10]. The semistable elements are fixed by nontrivial connected reductive subgroups of $\text{SL}(2)$ and are those of the form $(z_1, ..., z_m)$ for which there exist distinct points $p$ and $q$ in $\mathbb{P}^1$ with exactly half of the points of the $m$-tuple equal to $p$ and the rest equal to $q$. The partial desingularization is achieved by blowing up, along the orbits corresponding to these latter points, the GIT quotient $S^m\mathbb{P}^1/\text{SL}(2)$. It turns out that result [10] holds as well in the even case. The reason of that is encoded in the nature of the $\text{SL}(2)$ action on the symmetric power of $\mathbb{P}^1$, namely the action is weakly balanced ([15] definition 15, examples 2.4 and 2.5). In [15] (Theorem 25, Example 26) is shown that under the hypothesis of weakly balanced actions then any intersection pairing on the partial desingularization can be localized in the undesingularized GIT quotient.

4 The CM Volume of log Fano hyperplane arrangements moduli space

4.1 Some generalities on the log Fano hyperplane arrangements and their moduli.

In this section, we will give a brief description of the moduli space of log Fano hyperplane arrangements.

Definition 4.1. Let $(X, D)$ be a $n$-dimensional hyperplane arrangement, that is $X = \mathbb{P}^n$ and $D$ is a divisor of $X$ of the form $\sum_{i=1}^m d_i H_i$, where $d_i \in \mathbb{Q}_{>0}$, and the hyperplanes $H_i$ are mutually distinct $\forall i \in \{1, 2, ..., m\}$.

1. $(X, D)$ is said to be a log Fano hyperplane arrangement if $(X, D)$ is a log Fano pair, i.e. $X$ is a normal projective variety over $\mathbb{C}$, $D$ is an effective $\mathbb{Q}$-divisor on $X$ such that, the pair $(X, D)$ is klt and $-(K_X + D)$ is ample.

2. $(X, D)$ is said to be a log Calabi-Yau hyperplane arrangement, i.e. $X$ is a normal projective variety over $\mathbb{C}$, $D$ is an effective $\mathbb{Q}$-divisor on $X$ such that, the pair $(X, D)$ is lc and $K_X + D$ is rationally equivalent to 0.

3. $(X, D)$ is said to be a log general type hyperplane arrangement, i.e. $X$ is a normal projective variety over $\mathbb{C}$, $D$ is an effective $\mathbb{Q}$-divisor on $X$ such that, the pair $(X, D)$ is lc and $K_X + D$ is ample.

Consider a $(X, D)$ $n$-dimensional hyperplane arrangement like in 4.1. From the above conditions, the choices of the weights $d_i \in \mathbb{Q}_{>0}$ determine the nature of the hyperplane arrangement, namely one of the kind defined in 4.1 as the following easy result shows.

Proposition 4.1. Let $(X, D)$ be a $n$-dimensional hyperplane arrangement like in 4.1. Then
• $(X, D)$ is a klt log Fano hyperplane arrangement if and only if
  \[ \sum_{i=1}^{m} d_i < n + 1. \]

• $(X, D)$ is a lc log Calabi-Yau hyperplane arrangement if and only if
  \[ \sum_{i=1}^{m} d_i = n + 1. \]

• $(X, D)$ is a lc log general type hyperplane arrangement if and only if
  \[ \sum_{i=1}^{m} d_i > n + 1. \]

Let $(X, D)$ be a klt log Fano hyperplane arrangement. A hyperplane $H_i \subset \mathbb{P}^n$ correspond to a point $p_i$ in the dual projective space $\mathbb{P}^n^*$, or equivalently in the Grassmannian $\text{Gr}(n-1, n)$. Let $p := (p_1, ..., p_m) \in (\mathbb{P}^n^*)^m$, the group $\text{SL}(n+1)$ acts naturally on $(\mathbb{P}^n^*)^m$ via its linear representation in $\mathbb{C}^{n+1}$. The line bundle $L_d = \mathcal{O}(d_1, ..., d_m)$ admits a unique $\text{SL}(n+1)$-linearization. The moduli space of log Fano hyperplane arrangement can be described in a GIT fashion. The notion of stability on the point $p \in (\mathbb{P}^n^*)^m$ with respect to $L_d$ is the classical one, given in the standard literature [2], [4]. It is proven by Fujita in [38, Theorem 1.5, Corollary 8.3] that the above GIT definitions match with the K-stability conditions. Therefore, the K-moduli of log Fano hyperplane arrangements can be identified with the GIT quotient

\[ M_d := (\mathbb{P}^n)^m//\text{SL}(n+1). \]

In the above GIT setting, we assume that $d_i \in (0, 1) \cap \mathbb{Q}, \forall i \in \{1, 2, ..., m\}$, such that $\sum_{i=1}^{m} d_i < n + 1$.

4.2 The intersection number of the log CM line bundle

In this section we compute the intersection number of the log CM line bundle with a family of log Fano hyperplane arrangements with base $\mathbb{P}^1$. Consider the product $\mathcal{X} := \mathbb{P}^n \times \mathbb{P}^1$. We define a divisor $\mathcal{D} \subset \mathcal{X}$, as

\[ \mathcal{D} := \sum_{i=1}^{m-1} d_i \text{pr}_2^* h + d_m (\text{pr}_1^* l + \text{pr}_2^* h) \]

Where the $\text{pr}_i's$, $i = 1, 2$ denotes the projections onto the first and second factor of $\mathcal{X}$. We can think about $\mathcal{D}$ as $m - 1$ fixed hyperplanes of $\mathbb{P}^n$ together with a line $l$ with weight $d_m$ free to move along the diagonal of $\mathcal{X}$. We assume that $d_i \in (0, 1) \cap \mathbb{Q}, \forall i \in \{1, 2, ..., m\}$, $\sum_{i=1}^{m} d_i < n + 1$, and the chosen line and hyperplanes are in general position.
Proposition 4.2. With the above data we have

\[ c_1(\lambda_{CM,D}) = (n + 1)d_j \left(n + 1 - \sum_{i=1}^{m} d_i\right)^n, \quad \forall j \in \{1, 2, ..., m\}. \]

Proof. We see that the projection \( pr_2 : X \to \mathbb{P}^1 \) gives a proper and flat family of relative dimension \( n \). Choose \( L = -K_X - D \) and use assertion 1. of \( 2.1 \) we find that

\[ L = \left(n + 1 - \sum_{i=1}^{m} d_i\right) pr_2^*h - d_m pr_2^*l. \]

Using the binomial expansion, the only term that survives is

\[ c_1(\lambda_{CM,D}) = -pr_2^*c_1(L)^{n+1} = (n + 1)d_m \left(n + 1 - \sum_{i=1}^{m} d_i\right)^n pr_2^*(pr_1^*h \cdot pr_2^*l). \]

Where \( \text{Vol}(pr_2, t) = \left(n + 1 - \sum_{i=1}^{m} d_i\right)^n \) By using the projection formula and the arbitrariness of the choice of the weight on the line, the claim follows. \( \square \)

We know that \( \text{Pic}(M_d) = \mathbb{Z}^m \), see for example [4, Chapter 11, Lemma 11.1]. Therefore \( c_1(\lambda_{CM,D}) \in \text{Pic}(M_d) \Rightarrow c_1(\lambda_{CM,D}) = O(r_1, ..., r_m) \), for some \( (r_1, ..., r_m) \in \mathbb{Z}^m \). In order to compute the \( r_j \)'s we set

\[ c_1(\lambda_{CM,D}) \cdot (X \to \mathbb{P}^1) = k, \]

that means, \( \forall j \in \{1, 2, ..., m\} \)

\[ \int_{(pr_1)_j} O(r_1, ..., r_m) = r_j = k. \]

Therefore, from \( 4.2 \) we get \( r_j = (n + 1)d_j \text{Vol}(pr_2,t) \). This proves the following

Proposition 4.3. In the above setting, the log CM line bundle on the moduli space of log Fano hyperplane arrangement is given by

\[ c_1(\lambda_{CM,D}) = \text{Vol}(pr_2,t)O((n + 1)d_1, ..., (n + 1)d_m) \]

4.3 The volume of the moduli space of weighted hyperplane arrangements

Consider the GIT quotient

\[ M_d = (\mathbb{P}^n)^m/\mathcal{L}_d\text{SL}(n+1)(\mathbb{C}) \]  

(12)

with linearization \( \mathcal{L}_d = O(d_1, ..., d_m) \). A point in \( M_d \) corresponds to a log Fano hyperplane arrangement. \((\mathbb{P}^n, \sum_{i=1}^{m} d_iH_i)\). When a compact group \( K \) acts on

\[ \mathbb{P}^n \]
a symplectic manifold $X$ and $\mu: X \to \mathfrak{t}^*$ is a moment map for the action, the symplectic form on $M$ induces a symplectic form on the quotient $\mu^{-1}(0)/K$, away from its singularities, which is the Marsden-Weinstein reduction or symplectic quotient of $M$ by the action of $K$. In this setting, the symplectic quotient can be identified with a geometric invariant quotient $X//G$, where $G$ is such that $K^\mathbb{C} = G$, where $K^\mathbb{C}$ is the complexification of $K$. The details of this correspondence can be found in [1, Remark 8.14]. This correspondence applies immediately to Equation 12, indeed $(\mathbb{P}^n)^m$ is a symplectic manifold, and $SU(n+1)^C = G$. The moment map is well known in the literature, see for example [5, Example 5.5].

**Theorem 4.1.** (Residue Theorem) [13]. Let $(M, \omega)$ be a symplectic manifold with a Hamiltonian action of a compact Lie group $G$ with moment map $\mu$. Assume that the center of $\mathfrak{g}$ is a regular value of the moment map. Denote by $M_{\text{red}}$ the corresponding symplectic reduction. Denote by $K$ the Kirwan map. Then, given a formal equivariant class $\eta\omega \in H^*_G(M)$ is given by

$$ k(\eta\omega)[M_{\text{red}}] = n_0 C^G\Res \left( D^2(X) \sum_{F \in F} H^2_F(X)[dX] \right) $$

where $n_0$ denotes the order of the stabilizer in $G$ of a generic point in $\mu^{-1}(0)$, the constant $C^G$ depends on the volume of the maximal torus, on the Weyl factor and on the positive roots, namely

$$ C^G = \frac{(-1)^s + n_+}{|W|\text{vol}(T)} $$

Where $s = \text{dim} G$, $n_+ = \frac{\omega}{2}$ is the number of positive roots, $l = \text{dim} T$ and $W$ is the Weyl group of $G$. The factor $D(X)$ is called the Weyl factor and is defined as the product of the positive roots of $G$. The $H^0_F(X)$ are given by

$$ H^0_F(X) = \int_F i^*_F \eta(X)e\omega $$

Here $F$ is a fixed point for the action of the maximal torus of $G$. The sum runs over the fixed point set $F$ for the maximal torus action.

Theorem 5.3.6 of [6] gives the necessary conditions for applying the Jeffrey-Kirwan residue theorem to $M_0$. For computing the volume, it is sufficient to set $\eta = 1$ in [13] so that the terms $H^0_F$ becomes simply

$$ H_F(X) := H^0_F(X) = \frac{e^{\mu(F)}(X)}{e_F(X)} $$

Indeed, the fixed point set for the maximal torus action consist of points $F$, hence $i^*_F \eta(X)e\omega = (e\omega)_0(F) = 1$. Furthermore, we chose a normalization for which $\text{Vol}(T) = 1$. Hence the formula to apply for calculating the volume will be the following
\[ k(1,e^\omega)[M_{red}] = \frac{n_0(-1)^{s+n_+}}{|W|} \text{Res} \left( D^2(X) \sum_{F \in \mathcal{F}} e^{\mu(F)(X)} e^{\mu(F)(X)}[dX] \right). \] (14)

The fixed points for the maximal torus action on each \( \mathbb{P}^n \) are the standard basis elements of \( \mathbb{C}^{n+1} \), which will be denoted as usual \( \{e_i\}_{i=1}^{n+1} \). Therefore we have \((n+1)^m\) fixed points in \((\mathbb{P}^n)^m\), each of them is a string of elements of the standard basis. For the sake of clarity, we define a general notation that will be used henceforth.

- \( d = (d_1, ..., d_m) \in \mathbb{R}^m_+ \)
- \( \delta := \sum_i d_i \)
- \([m] = \{1, 2, ..., m\}\)
- If \( I \subset [m] \), \( D_I := \sum_{i \in I} d_i \)
- \( n := \dim \mathbb{P}^n \)
- \( f := (f_1, ..., f_m) \in \mathcal{F} := [n+1]^m \), is identified with a fixed point in \((\mathbb{P}^n)^m\) for the \( T \)-action.

- If \( j \in [n+1] \), call \( I_j(f) := \{i \in [n] : f_i = j\} \), \( m_j(f) := |I_j(f)| \)
- \( \sum_{i=1}^{n+1} m_j(f) = m \)
- \( \delta_j(f) := D_{I_j(f)} = \sum_{i \in I_j(f)} d_i \), sometimes this latter will be just denoted by \( \delta_j \).

Set \( h_f(X) := D^2(X) \frac{e^{\mu(F)(X)}}{e^{\mu(F)(X)}} \).

**Proposition 4.4.** The function \( h_f(X) \) with respect to the open cone \( \Lambda_+ \), is given by

\[
    h_f(X) = (-1)^{n \cdot (n+1) - \sum_{j=1}^{n+1} m_j(f)} \frac{\sum_{i=1}^{n+1} \left( \sum_{k=1}^{i} (1 - \frac{k}{n+1}) \delta_k(f) - \sum_{k=i+1}^{n+1} \frac{k}{n+1} \right) \alpha_i}{\prod_{1 \leq i < j \leq n+1} \alpha_{ij}^{m_j + m_i - 2}}.
\]

**Proof** The Weyl factor is \( D^2(X) = \prod_{1<j} (\epsilon_i - \epsilon_j)^2 \). The \( T \)-moment map on each \( \mathbb{P}^n \) is simply given by

\[
    \mu_j(z_1, ..., z_{n+1}) = \sum_{i=1}^{n+1} \frac{|z_i|^2}{|z|^2} \epsilon_i = \sum_{i=1}^{n} \left( \sum_{k=1}^{i} \frac{|z_i|^2}{|z|^2} - \frac{k}{n+1} \right) \alpha_i.
\]
The total moment map is given by the weighted sum of the moment maps over each factor of $\mathbb{P}^n \times \mathbb{P}^n$, namely

$$
\mu(z^1, \ldots, z^j) = \sum_{j=1}^{m} d_j(f) \mu_j(z^j).
$$

We recall that, via the Killing form, a basis for the dual of the Lie algebra of the maximal torus of $SU(n+1)$ can be chosen such that it coincides with the dual basis $\{\epsilon_i\}_{i=1}^{n+1}$ of the Euclidean space $\mathbb{R}^{n+1}$, with the condition that the sum of all the elements of such a basis is equal to zero. Using this basis, we can express the positive roots $\Delta_+$ of $SU(n+1)$, as follows

$$
\Delta_+ := \{\epsilon_i - \epsilon_j \mid 1 \leq i < j \leq n+1\}.
$$

Define $\alpha_{ij} = \epsilon_i - \epsilon_j$, and $\alpha_i = \alpha_{i,i+1}$.

On the fixed point $f$, we have

$$
\mu(f) = \sum_{j=1}^{m} d_j(f) \mu_j(e_j) = \sum_{s=1}^{n+1} \delta_s(f) \mu(e_s). \quad (15)
$$

Moreover,

$$
\mu(e_s) = \sum_{i=1}^{k} \frac{|z_i|^2}{|z|^2} - \frac{k}{n+1} = \begin{cases} 
\frac{-k}{n+1} & \text{if } s > j \\
1 - \frac{i}{n+1} & \text{if } s \leq j.
\end{cases}
$$

Then,

$$
\mu(e_s) = \frac{1}{n+1} (-\alpha_1 - \cdots - (s-1)\alpha_{s-1} + 
(n+1-s)\alpha_s + (n-s)\alpha_{s+1} + \cdots + 1 \cdot \alpha_n).
$$

The coefficient $\alpha_i$ is $\frac{i}{n+1}$, when $i < s$, and when $i \geq s$ is $\frac{n+1-i}{n}$. Therefore the coefficient of $\alpha_i$ is given by

$$
\sum_{k=1}^{i} \left(1 - \frac{i}{n+1}\right) \delta_k(f) - \sum_{k=i+1}^{n+1} \frac{i}{n+1} \delta_k,
$$

\begin{equation}
(16)
\end{equation}

Therefore, we get

$$
\mu(f) = \sum_{i=1}^{n+1} \left(\sum_{k=1}^{i} \left(1 - \frac{i}{n+1}\right) \delta_k(f) - \sum_{k=i+1}^{n+1} \frac{i}{n+1} \delta_k\right) \alpha_i.
$$

Comparing with (15), we get
\[ \mu(f) = \sum_{s=1}^{n+1} \delta_s \left( \sum_{i=s}^{n} \left(1 - \frac{i}{n+1}\right) \alpha_i + \sum_{i \leq s-1} \frac{-i}{n+1} \alpha_i \right) \]

\[ = \sum_{s} \sum_{i \leq s-1} \delta_s \left( \frac{-i}{n+1} \right) \alpha_i + \sum_{s} \sum_{i \geq s} \delta_s \left(1 - \frac{i}{n+1} \right) \alpha_i \]

\[ = \sum_{i=1}^{n} \left[ \sum_{i \leq s-1} \left( \frac{-i}{n+1} \right) \delta_s \right] \alpha_i + \sum_{i=1}^{n} \left[ \sum_{i \geq s} \left(1 - \frac{i}{n+1} \right) \delta_s \right] \alpha_i \]

\[ = \sum_{i=1}^{n} \left[ -\sum_{s>i} \delta_s \frac{i}{n+1} + \sum_{s \leq i} \left(1 - \frac{i}{n+1} \right) \delta_s \right] \alpha_i. \]

Hence,

\[ \mu(f) = \sum_{i=1}^{n} \left[ \left(1 - \frac{i}{n+1}\right) \cdot \sum_{k=1}^{i} \delta_k - \frac{i}{n+1} \cdot \left( \sum_{k=i+1}^{n+1} \delta_k \right) \right] \alpha_i. \]

Now we calculate the Euler class of the normal bundle at the generic fixed point \( f \). The equivariant Euler class of the normal bundle to \( f \) is defined as:

\[ e_f(X) = \prod_j (c_1(\nu_{f,j}) + \beta_{f,j}(X)) \]

Where the \( \nu_{f,j} \) are the line bundles of the formal splitting of the normal bundle to \( f \) given by the splitting principle and the \( \beta_{f,j} \) are the weights of the torus action at the fixed point \( f \). Observe that in our case the terms \( c_1(\nu_{f,j}) \) contributes to zero, and

\[ \nu_f = \bigoplus_{m_1} T_{e_1} \mathbb{P}^n \oplus \bigoplus_{m_2} T_{e_2} \mathbb{P}^n \oplus \ldots \oplus \bigoplus_{m_{n+1}} T_{e_{n+1}} \mathbb{P}^n \]

In order to calculate the weights on the normal bundle we can take the chart on \( \mathbb{P}^n \) such that \( z_1 \neq 0 \), then we define new coordinates \( u_1 = \frac{z_1}{z_i} \) and \( u_2 = \frac{z_2}{z_1}, \ldots, \frac{z_{n+1}}{z_1} \). Thus \( T \cdot (u_1, u_2, \ldots, u_n) = (e^{t_2-t_1}u_1, e^{t_3-t_1}u_2, \ldots, e^{t_{n+1}-t_1}u_n) \). Identifying the \( t_i \) with the \( \epsilon_i \) and noticing that

\[ \sum_{j=k}^{i-1} \alpha_j = \epsilon_k - \epsilon_i, \text{ for } k = 1, \ldots, i - 1, \]

\[ -\sum_{j=i}^{k-1} \alpha_j = \epsilon_k - \epsilon_i, \text{ for } k = i + 1, \ldots, n + 1, \]

we find that the equivariant Euler class at \( e_1 \) is given by
\[
e(T_{e_1} \mathbb{P}^n) = (-1)^n \prod_{k=1}^{n+1} \left( \sum_{j=1}^{k-1} \alpha_j \right).
\]

Similarly, we find, for all \(s \in \{1, 2, ..., n+1\}\)
\[
e(T_{e_s} \mathbb{P}^n) = (-1)^{n-s+1} \prod_{k=1}^{s-1} \left( \sum_{j=k}^{s-1} \alpha_j \right) \cdot \prod_{k=s+1}^{n+1} \left( \sum_{j=k}^{n+1} \alpha_j \right).
\]

(17)

Since
\[
\sum_{j=k}^{s-1} \alpha_j = \alpha_{ks}, \text{ if } k \leq s - 1,
\]
\[
\sum_{j=s}^{k-1} \alpha_j = \alpha_{sk}, \text{ if } k \geq s + 1,
\]
(17) becomes
\[
e(T_{e_s} \mathbb{P}^n) = (-1)^{n-s+1} \prod_{k=1}^{s-1} \alpha_{ks} \cdot \prod_{k=s+1}^{n+1} \alpha_{sk}.
\]

(18)

Let \(f\) be a fixed point, then the Euler class at that point is
\[
e_f(X) = \prod_{s=1}^{n+1} e(T_{e_s} \mathbb{P}^n)^{m_s(f)}.
\]

(19)

Using (18) we can compute (19). Firstly, notice that, since \(\sum_{s=1}^{n+1} m_s(f) = m\) we have the following
\[
\sum_{s=1}^{n+1} m_s(f) (n - s) = (n + 1) \sum_{s=1}^{n+1} m_s(f) - \sum_{i=1}^{n+1} m_i(f) \cdot s
\]
\[
= (n + 1) m - \sum_{s=1}^{n+1} m_s(f) \cdot s.
\]

For later use, we define
\[
\epsilon = (-1)^{(n+1)m} \sum_{s=1}^{n+1} m_s(f) \cdot s.
\]

It remains to calculate the exponent of the remaining factors in (18). In order to do so, suppose we take the positive root \(\alpha_{ij} := \epsilon_i - \epsilon_j\), with \(i < j\). It appears in (18) exactly one time if \(s = j\), and exactly one time if \(i = s\). Hence, the exponent of \(\alpha_{ij}\) is given by \(m_j + m_i\). Thus,
Finally, noticing that the Weyl factor is the product of positive roots, by using the definition of \( h_f(X) \) the claim follows. \( \square \)

In the next two sections we calculate explicitly the GIT volume for \( n = 1 \), and \( n = 2 \).

### 4.4 The dimension one case

The volume formula for \( M_d \), in the one dimensional case, is calculated in many works \([21],[18],[20]\), the case of \( d = 1 \) was calculated in \([17]\). We will now provide a simple proof of the \( M'_d \)'s volume which is coherent with the cited works.

**Theorem 4.2.** The volume of \( M_d \) with \( d_i \in (0,1) \cap \mathbb{Q} \), for all \( i \in \{1,2,\ldots,m\} \), and \( m \geq 4 \) is given by

\[
\text{vol}(M_d) = -\frac{1}{2(m-3)!} \sum_{f \in \mathcal{F}_+} (-1)^{m_1(f)} (\delta_1(f) - \delta_2(f))^{m-3} \tag{20}
\]

Where

\[
\mathcal{F}_+ = \{ f \in \mathcal{F} = [2]^m | \delta_1(f) - \delta_2(f) > 0 \}
\]

**Proof** By a direct application of (4.4) we find that the general term of the residue \( h(X) \) is given by

\[
h(X) = \frac{e^{\mu(f)(X)}}{e^{f}(X)} = (-1)^{m_1(f)} \frac{e^{\lambda \alpha_1}}{\alpha_1^{m_2}}.
\]

Where in the Euler class we used the identity \( m_1(f) + m_2(f) = m \).

We see that the given meromorphic function \( \frac{e^{\lambda \alpha_1}}{\alpha_1^{m_2}} \) as a pole in zero with multiplicity \( m - 2 \). Then the residue at zero is given by

\[
\text{res}_{\alpha_1=0} \left( \frac{e^{\lambda \alpha_1}}{\alpha_1^{m_2}} \right) := \begin{cases} 
\lambda^{m-3}(m-3)! & \text{if } \lambda > 0 \\
0 & \text{else.} 
\end{cases} \tag{21}
\]

The coefficient \( \lambda \) is easily calculated using (4.4) to find

\[
\mu(f) = \frac{1}{2} (\delta_1(f) - \delta_2(f)) \alpha_1, \tag{22}
\]

therefore \( \lambda = \frac{1}{2}(\delta_1(f) - \delta_2(f)) \). The Weyl group \( W \) has dimension 2 and therefore the constant \( C^G \) is equal to \(-1/2\). Since \( n_0 = 2^{m-3} \), by taking the sum over the fixed points such that \( 2\lambda > 0 \) the claim follows immediately.
4.5 The dimension two case

Consider the GIT quotient

\[ M_d = (\mathbb{P}^2)^m / \mathcal{L}_d \text{SU}(3) \]

with linearization \( \mathcal{L} = \mathcal{O}(d_1, \ldots, d_m) \). Where \( d_i \in (0, 1) \cap \mathbb{Q}, \forall i \in \{1, 2, \ldots, m\} \). Points in \( M_d \) are pairs \((X, D)\) where \( X \) is a copy of \( \mathbb{P}^2 \) and \( D \) is a divisor in \( \mathbb{P}^2 \) identified as the weighted sum of the hyperplane classes \( H_i \), that is \( D = \sum_{i=1}^{m} d_i H_i \). Furthermore, we require for each pair \((X, D)\) that the relative log anticanonical bundle \( L = -(K_X + D) \) is ample. This latter leads to require that \( \sum_{i=1}^{m} d_i < 3 \) and therefore every pair is a log Fano pair.

Fix the following notation. Set \( \xi_i := \delta_i - \delta/3 \) for \( i = 1, 2, 3 \). Then \( \xi_1 + \xi_2 + \xi_3 = 0 \) and

\[
\begin{align*}
\lambda_1 &= \frac{2\delta_1 - \delta_2 - \delta_3}{3} = \delta_1 - \delta/3 = \xi_1, \\
\lambda_2 &= \frac{\delta_1 + \delta_2 - 2\delta_3}{3} = \delta/3 - \delta_3 = -\xi_3 = \xi_1 + \xi_2, \\
\lambda_1 - \lambda_2 &= \delta/3 - \delta_2 = -\xi_2.
\end{align*}
\]

(23)

\[ A(d) = \{ f \in [3]^m | \lambda_1 > \lambda_2 > 0 \} = \{ f \in [3]^m | \xi_2 < 0, \xi_3 < 0 \}, \]

\[ B(d) = \{ f \in [3]^m | \lambda_2 > \lambda_1 > 0 \} = \{ f \in [3]^m | \xi_1 > 0, \xi_2 > 0 \}. \]

(24)

This section is dedicated to the proof of the following result.

**Theorem 4.3.** The GIT volume of the moduli space \( M_d \) of line arrangements in \( \mathbb{P}^2 \) is given by

\[
\text{Vol}(M_d) = \sum_{f \in A(d)} \left( \frac{-1}{6(2m-8)!} \sum_{j=0}^{2m-8} \binom{2m-8}{j} \binom{m+m_2-6-j}{m_2+m_3-3} \xi_1^j \xi_3^{2m-8-j} \right)
\]

\[- \sum_{f \in B(d)} \left( \frac{-1}{6(2m-8)!} \sum_{j=0}^{2m-8} \binom{2m-8}{j} \binom{m+m_2-6-j}{m_1+m_2-3} \xi_1^j \xi_2^{2m-8-j} \right).\]

**Proof** We start recalling some elementary combinatorial identities. The *falling factorial powers* are defined as follows [3] p.47-48: for \( k \in \mathbb{Z}, k \geq 0 \) and \( z \in \mathbb{C} \) set

\[
z^k := \begin{cases} 1 & \text{if } k = 0 \\ \prod_{j=0}^{k-1} (z - j) & \text{otherwise}. \end{cases}
\]

(25)
We set \( 0^0 := 1 \), so the function \( x^0 \) is identically \( 1 \) on the real line. Thus for any \( \xi \in \mathbb{R} \) and \( k \in \mathbb{Z}, \ k \geq 0 \) we have
\[
D^k(x^\xi) = \xi^k x^{\xi-k}. \tag{26}
\]
For \( z \in \mathbb{C} \) and \( k \in \mathbb{Z} \) set \[ p. 154\]:
\[
(z^k) := \begin{cases} \frac{z^k}{k!} & \text{if } k \geq 0; \\ 0 & \text{if } k < 0. \end{cases} \tag{27}
\]
We have
\[
z^k = (-1)^k (k - z - 1)^{\xi}, \quad \binom{z}{k} = (-1)^k \binom{k - z - 1}{k}.
\]
(See \[ p. 164\].)
\[
\sum_j (-1)^j \binom{s+j}{n} \binom{l}{m+j} = (-1)^{l+m} \binom{s-m}{n-l}. \tag{28}
\]
See formula (5.24) in \[ p. 169\]. If \( l \geq 0, s, m \) are integers, then
\[
\sum_j \binom{l}{m+j} \binom{s}{n+j} = \binom{l+s}{l-m+n}. \tag{29}
\]
See (5.23) in \[ p. 169\]. If \( n > m \geq 0 \), then
\[
\binom{m}{n} = 0 \tag{30}
\]
For integers \( n, m \geq 0 \) we have
\[
(-1)^m \binom{-n-1}{m} = (-1)^n \binom{-m-1}{n}. \tag{31}
\]
See (5.15) of \[ p. 165\].
\[
\binom{-n}{k} = (-1)^k \binom{n+k-1}{k} \tag{32}
\]
This is (5.14) of \[ p. 164\].
Since we are specializing to \( n = 2 \) we have \( f \in [3]^m \) the formula in Proposition \[ 4.4 \]
becomes
\[
h_f = (-1)^{m-\sum_j j \cdot m_j(f)} \frac{e^{\lambda_1(\alpha_1 + \lambda_2 \alpha_2)}}{\alpha_1^{m_1+2} \alpha_2^{m_2+3} (\alpha_1 + \alpha_2)^{m_1+m_2-2}} \tag{33}
\]
\[
\lambda_1 = \lambda_1(f, d) := \frac{2\delta_1 - \delta_2 - \delta_3}{3} \\
\lambda_2 = \lambda_2(f, d) := \frac{\delta_1 + \delta_2 - 2\delta_3}{3}.
\]
We use \( \{x = \alpha_1, y = \alpha_2\} \) as a basis. For \( \lambda_1, \lambda_2 \in \mathbb{R} \) and \( a, b, c \in \mathbb{Z} \), set

\[
R(\lambda_1, \lambda_2, a, b, c) := \text{res}^x \left[ \frac{e^{\lambda_1 x + \lambda_2 y}}{x^a y^b (x + y)^c} \right]
= R(\lambda_1, \lambda_2, a, b, c) = \text{res}^+_x \text{res}^+_y \left[ \frac{e^{\lambda_1 x}}{x^a} \frac{e^{\lambda_2 y}}{y^b (x + y)^c} \right].
\]  

(34)

The following is well-known.

**Lemma 4.1.** If \( f \) is a meromorphic function which is holomorphic at \( z_0 \), then

\[
\text{res}_{z = z_0} \frac{g(z)}{(z - z_0)^k} = \frac{D^{k-1}g(z_0)}{(k - 1)!} \quad \text{if } k \geq 1
\]

and vanishes otherwise.

For \( n \in \mathbb{Z} \) set

\[
\phi_n(x) := \frac{e^x}{x^n} = x^{-n}e^x.
\]

(36)

By Leibniz formula for higher derivatives we have

\[
D^k \phi_n = D^k(x^{-n}e^x) = e^x \sum_{j=0}^{k} \binom{k}{j} (-n)^j x^{-n-j}.
\]

(37)

For \( \lambda, a \in \mathbb{R} \) and \( n \in \mathbb{Z} \) set

\[
g_{\lambda, a, n}(z) := \frac{e^{\lambda z}}{(z - a)^n} = e^{\lambda a} \lambda^n \phi_n(\lambda z - \lambda a).
\]

Observe that if \( f \) is a function, \( \lambda, b \) are constants and \( h(x) := f(\lambda x + b) \), then for any \( k \)

\[
D^k h(x) = \lambda^k \cdot (D^k f)(\lambda x + b).
\]

Thus

\[
(D^k g_{\lambda, a, n})(z) = \lambda^{n+k} e^{\lambda a} (D^k \phi_n)(\lambda z - \lambda a) =
= (D^k g_{\lambda, a, n})(z) = e^{\lambda z} \sum_{j=0}^{k} \binom{k}{j} (-n)^j \lambda^{k-j} (z - a)^{-n-j}.
\]

(38)

Let us adopt the following convention: if \( P \) is an inequality, then \([P]\) is equal to 1 if \( P \) holds and to 0 otherwise. By Lemma 4.1 for any \( p, q \in \mathbb{Z} \) we have

\[
\text{res}_{y=0} \left[ \frac{e^{\lambda y}}{y^p(x + y)^q} \right] = \text{res}_{y=0} \left[ \frac{g_{\lambda, -x, q}(y)}{y^p} \right] = \left[ p \geq 1 \right] \frac{D^{p-1} g_{\lambda, -x, q}(0)}{(p - 1)!} =
= \frac{1}{(p - 1)!} \sum_{j=0}^{p-1} \binom{p-1}{j} \frac{(-q)^j \lambda^{p-1-j}}{x^{q+j}} =
= \sum_{j=0}^{p-1} \frac{(-q)^j \lambda^{p-1-j}}{j!(p - 1 - j)!x^{q+j}}.
\]

(39)
In the same way
\[
\res_{y=-x} \left[ \frac{e^{\lambda y}}{y^p (x + y)^q} \right] = e^{-\lambda x} \sum_{j=0}^{q-1} \frac{(-1)^p j (-p) \lambda^{q-1-j}}{j! (q-1-j)! x^{p+j}}.
\] (40)

Hence

\[
\res^+_y \left[ \frac{e^{\lambda_2 y}}{y^p (x + y)^q} \right] = \frac{\res_{x=-0} e^{\lambda x}}{x^{a+b+j}} + \frac{\res_{x=-0}^+ e^{\lambda x}}{(x+e)^{a+b+j}}
\]

\[
= [\lambda_2 \geq 0] \sum_{j=0}^{b-1} \frac{(-c) \lambda^{b-1-j}}{j! (b-1-j)! x^{c+j}} + [\lambda_2 \geq 0] \sum_{j=0}^{c-1} \frac{(-1)^{b+j} (-b) \lambda^{c-1-j}}{j! (c-1-j)! x^{b+j}} \cdot e^{-\lambda_2 x}.
\]

We plug this in (31):

\[
R(\lambda_1, \lambda_2, a, b, c) = [\lambda_2 \geq 0] \cdot \sum_{j=0}^{b-1} \frac{(-c) \lambda^{b-1-j}}{j! (b-1-j)!} \cdot \res^+_x \frac{e^{\lambda x}}{x^{a+b+j}}
\]

\[
+ [\lambda_2 \geq 0] \cdot \sum_{j=0}^{c-1} \frac{(-1)^{b+j} (-b) \lambda^{c-1-j}}{j! (c-1-j)!} \cdot \res^+_x \frac{e^{(\lambda_1-\lambda_2) x}}{x^{a+b+j}}.
\] (41)

By Lemma 4.1

\[
\res_{x=0} \frac{e^{\lambda x}}{x^k} = \frac{[k \geq 1]}{(k-1)!}, \quad \res^+_{x=0} \frac{e^{\lambda x}}{x^k} = [\lambda \geq 0] \cdot \frac{\lambda^{k-1}}{(k-1)!}.
\]

So in (41) only the terms with \(a + b + j \geq 1\) survive:

\[
R(\lambda_1, \lambda_2, a, b, c) = \]

\[
= [\lambda_1 \geq 0] \cdot [\lambda_2 \geq 0] \cdot \sum_{j=\max\{0,1-a-c\}}^{b-1} \frac{(-c) \lambda^{a+c+j-1} \lambda^{b-j-1}}{j! (b-j-1)! (a+c+j-1)!} +
\]

\[
+ [\lambda_1 \geq \lambda_2] \cdot [\lambda_2 \geq 0] \cdot \sum_{j=\max\{0,1-a-b\}}^{c-1} \frac{(-1)^{b+j} (-b) \lambda^{c-j-1} (\lambda_1 - \lambda_2)^{a+b+j-1}}{j! (c-j-1)! (a+b+j-1)!}.
\]

We have \(\{ f \in [3]^m : \lambda_1 \geq \lambda_2 \geq 0 \} \subset \{ f \in [3]^m : \lambda_1 \geq 0, \lambda_2 \geq 0 \}.\) Moreover \(\{ f : \lambda_1 \geq 0, \lambda_2 \geq 0 \} = \{ f : \lambda_1 \geq \lambda_2 \geq 0 \} \cup \{ f : \lambda_2 \geq \lambda_1 \geq 0 \}\) and this union is disjoint for generic \(d.\) So (at least for generic \(d\)) we have

\[
R = [\lambda_1 \geq \lambda_2 \geq 0] \cdot \left( R_1 + [\lambda_2 \geq \lambda_1 \geq 0] \cdot R_2 \right)
\]

\[
R_1 := \sum_{j=\max\{0,1-a-c\}}^{b-1} \frac{(-c) \lambda^{a+c+j-1} \lambda^{b-j-1}}{j! (b-j-1)! (a+c+j-1)!} +
\]

\[
+ \sum_{j=\max\{0,1-a-b\}}^{c-1} \frac{(-1)^{b+j} (-b) \lambda^{c-j-1} (\lambda_1 - \lambda_2)^{a+b+j-1}}{j! (c-j-1)! (a+b+j-1)!}.
\]

\[
R_2 := \sum_{j=\max\{0,1-a-c\}}^{b-1} \frac{(-c) \lambda^{a+c+j-1} \lambda^{b-j-1}}{j! (b-j-1)! (a+c+j-1)!}.
\]
By (33)

\[
\text{res}^A h_f = (-1)^{m_2} R(\lambda_1, \lambda_2, a, b, c)
\]

where \( m_j = m_j(f), \delta_j = \delta_j(f), \delta = \delta(f) \) and

\[
a = m_1 + m_2 - 2, \quad b = m_2 + m_3 - 2, \quad c = m_1 + m_3 - 2 \quad a + c - 1 = m + m_1 - 5 \quad a + b - 1 = m + m_2 - 5.
\]

Moreover \( m - \sum_{j=1}^3 j \cdot m_j(f) \equiv_2 -2m_3 \mod 2 \) and \( \epsilon(f) := (-1)^{m - \sum_{j=1}^3 j \cdot m_j(f)} = (-1)^{m_2} \). Notice that \( 1 - a - c = 5 - m - m_1 \leq 5 - m \leq 0 \). So \( \max\{0, 1 - a - c\} = 0 \) and similarly \( \max\{0, 1 - a - b\} = 0 \). Hence

\[
R_1 = R_{11} + R_{12}
\]

\[
R_{11} := \sum_{j=0}^{b-1} \frac{(-c)^j \lambda_1^{a+c-j-1} \lambda_2^{b-j-1}}{j!(b - j - 1)!(a + c + j - 1)!}
\]

\[
R_{12} := \sum_{j=0}^{c-1} \frac{(-1)^{b+j} (-b)^j \lambda_2^{j-1} (\lambda_1 - \lambda_2)^{a+b+j-1}}{j!(c - j - 1)!(a + b + j - 1)!}
\]

\[
R_2 := \sum_{j=0}^{b-1} \frac{(-c)^j \lambda_1^{a+c-j-1} \lambda_2^{b-j-1}}{j!(b - j - 1)!(a + c + j - 1)!}
\]

Let us start from \( R_{11} \). We wish to expand it in powers of \( \xi_2 \) and \( \xi_3 \) instead of \( \xi_1 \) and \( \xi_2 \). Set for simplicity \( \delta := a + c - 1 \). Recall that \( \lambda_1 = -(\xi_2 + \xi_3), \lambda_2 = -\xi_3 \) and \( (a + c + j - 1) + (b - j - 1) = b + \delta - 1 = 2m - 8 \). So

\[
R_{11} = \sum_{j=0}^{b-1} \binom{-c}{j} \frac{(\xi_2 + \xi_3)^{\delta+j} \xi_3^{b-j-1}}{(b - j - 1)!(\delta + j)!} = \\
= \sum_{j=0}^{b-1} \sum_{i=0}^{\delta+j} \binom{\delta + j}{i} \binom{-c}{j} \frac{1}{(b - j - 1)!(\delta + j)!} \xi_2^i \xi_3^{2n-8-i} \\
\left( \begin{array}{c}
\delta + j \\
n + i
\end{array} \right) \frac{1}{(b - j - 1)!(\delta + j)!} = \frac{1}{i!(b + \delta - 1 - i)!} \left( \begin{array}{c}
b + \delta - 1 - i \\
\delta + j - i
\end{array} \right)
\]

\[
R_{11} = \frac{1}{(2m - 8)!} \sum_{j=0}^{b-1} \sum_{i=0}^{\delta+j} z_{ij} \xi_2^i \xi_3^{2n-8-i}
\]

with \( z_{ij} := \binom{-c}{j} \binom{2m - 8}{i} \binom{2m - 8 - i}{\delta + j - i} \ i, j \in \mathbb{Z}. \)
We rearrange by summing first on $i$ next on $j$. The result is as follows:

$$R_{11} = R_{111} + R_{112}$$

$$R_{111} := \frac{1}{(2m-8)!} \sum_{i=0}^{\delta} \sum_{j=0}^{b-1} z_{ij} \xi_2^i \xi_3^{2n-8-i}$$

$$R_{112} := \frac{1}{(2m-8)!} \sum_{i=\delta+1}^{2m-8} \sum_{j=1-\delta}^{b-1} z_{ij} \xi_2^i \xi_3^{2n-8-i}.$$

(43)

**Lemma 4.2.** $z_{ij} = 0$ if $j < 0$ or $j > b - 1$. If $j < i - \delta$, then $z_{ij} = 0$.

**Proof.** If $j < 0$, then $(-\delta)^{-c} = 0$. If $j > b - 1$, then $\delta + j - i > \delta + b - 1 - i = 2m - 8 - i$, so $\binom{2m-8-i}{\delta+j-i} = 0$. Finally if $j < i - \delta$, then $\delta + j - i < 0$, so again $\binom{2m-8-i}{\delta+j-i} = 0$. \hfill \square

It follows that both sums in (43) can be extended over arbitrary integer $j$. Hence

$$R_{111} = \frac{1}{(2m-8)!} \sum_{i=0}^{\delta} \sum_{j=0}^{2m-8} \xi_2^i \xi_2^j \xi_3^{2n-8-i}$$

$$R_{11} = \frac{1}{(2m-8)!} \sum_{i=0}^{2m-8} \xi_2^i \xi_2^j \xi_3^{2n-8-i}$$

with $\xi_i := \sum_j z_{ij}$.

Using (29)

$$\xi_i = \binom{2m-8}{i} \sum_j \binom{2m-8-j}{\delta+j-i} (-c)^j = \binom{2m-8-i}{\delta+j-i} \xi_2^i \xi_3^{2n-8-i}$$

$$= \binom{2m-8}{i} \binom{m+m_2-6-i}{m_2+m_3-3} \xi_3^{2n-8-i}$$

Next we analyse the term $R_{12}$. Set $\gamma := c - 1$, $\epsilon := a + b - 1$. Notice that $\epsilon \geq 0$ and $\gamma + \epsilon = a + b + c - 2 = 2m - 8$. Substituting $\lambda_2 = -\xi_3$ and $\lambda_1 - \lambda_2 = -\xi_2$ we get

$$R_{12} = (-1)^b \sum_{j=0}^{\gamma} \binom{b}{j} \frac{1}{(\gamma-j)!((\epsilon+j)!^2 \xi_2^{\epsilon+j} \xi_3^{-j}}$$

$$= \frac{(-1)^{b+\gamma}}{(2m-8)!} \sum_{i=\epsilon}^{2m-8} (-1)^i \binom{b}{i-\epsilon} \binom{2m-8-i}{i} \xi_2^{\epsilon+j} \xi_3^{-j}.$$
Hence if \((-b) \leq 0\) for \(i < \epsilon\), we have indeed

\[
R_{12} = \frac{(-1)^{b+\epsilon}}{(2m-8)!} \sum_{i=0}^{2m-8} (-1)^i \binom{2m-8}{i} \binom{2m-8}{i} \xi_2^{x_j} \xi_3^{y_j}.
\]

\[
R_1 = R_{11} + R_{12} = \frac{1}{(2m-8)!} \sum_{i=0}^{2m-8} \binom{2m-8}{i} \mathcal{W}_i \xi_i \xi_2^{2m-8-i}
\]

with \(\mathcal{W}_i := \left(\frac{m + m_2 - 6 - i}{m_2 + m_3 - 3}\right) + (-1)^{b+\epsilon+i} \frac{(-b)}{i-\epsilon} = \left(\frac{\epsilon - i - 1}{b-1}\right) + (-1)^{b+\epsilon+i} \frac{(-b)}{i-\epsilon}.
\]

To compute \(\mathcal{W}_i\) we distinguish three cases.

\[
\mathcal{W}_i = \begin{cases} 
(-1)^{b+\epsilon+i} \frac{(-b)}{i-\epsilon} & \text{if } b < 1, \\
\left(\frac{\epsilon - i - 1}{b-1}\right) & \text{if } i - \epsilon < 0.
\end{cases}
\]

If \(b \geq 1\) and \(\epsilon \leq i\), then we can use (31) to get

\[
(-1)^{i-\epsilon} \left(\frac{(-b)}{i-\epsilon} - \frac{(-b)}{i-1} - \frac{b}{i-\epsilon}\right) = (-1)^{b-1} \left(\frac{b}{b-1} - \frac{(i-\epsilon)}{b-1}\right)
\]

\[
(-1)^{i+\epsilon} \left(\frac{(-b)}{i-\epsilon}\right) = (-1)^{b} \left(\frac{\epsilon - i - 1}{b-1}\right)
\]

\(\mathcal{W}_i = 0\).

Hence if \(b \geq 1\)

\[
R_1 = \frac{1}{(2m-8)!} \sum_{i=0}^{\epsilon-1} \binom{2m-8}{i} \left(\frac{\epsilon - i - 1}{b-1}\right) \xi_2^{\epsilon_2} \xi_3^{\epsilon_3} = \frac{1}{(2m-8)!} \sum_{i=0}^{m+m_2-6} \binom{2m-8}{i} \left(\frac{m + m_2 - 6 - i}{m_2 + m_3 - 3}\right) \xi_2^{\epsilon_2} \xi_3^{\epsilon_3}.
\]

If instead \(b < 1\), then \(R_{11} = 0\), so

\[
R_1 = R_{12} = \frac{(-1)^{b+\epsilon}}{(2m-8)!} \sum_{i=0}^{2m-8} (-1)^i \binom{2m-8}{i} \binom{2m-8}{i} \xi_2^{x_j} \xi_3^{y_j}.
\]

By (32)

\[
\left(\frac{(-b)}{i-\epsilon}\right) = (-1)^{i-\epsilon} \left(\frac{b + i - \epsilon - 1}{i-\epsilon}\right),
\]

and this vanishes by (30) since \(b + i - \epsilon - 1 < i - \epsilon\). Hence for \(b < 1\), \(R_1 = 0\). But for \(b < 1\) \(\epsilon \geq i - 1\) is not satisfied. So we have at any case

\[
R_1 = \frac{1}{(2m-8)!} \sum_{i=0}^{m+m_2-6} \binom{2m-8}{i} \left(\frac{m + m_2 - 6 - i}{m_2 + m_3 - 3}\right) \xi_2^{\epsilon_2} \xi_3^{\epsilon_3}. \tag{44}
\]
Finally let us analyse $R_2$. Substituting the expressions for $\lambda_1$ and $\lambda_2$ from (23) we get

$$R_2 := \sum_{j=0}^{b-1} \frac{(-c)^j \xi_1^{a+j-1} (\xi_1 + \xi_2)^{b-j-1}}{j!(b-j-1)!(a+c+j-1)!} =$$

$$= \sum_{j=0}^{b-1} \sum_{i=0}^{b-j-1} \frac{(-c)^j}{j!(b-j-1)!(a+c+j-1)!} \xi_1^{a+c+j-1+b-j-1-i} \xi_2^i.$$

Set

$$z_{ij} := \binom{b-j-1}{i} \frac{(-c)^j}{j!(b-j-1)!(a+c+j-1)!} \xi_2^i.$$

Then

$$R_2 = \sum_{i,j \geq 0} z_{ij} \xi_1^{2m-8-i} \xi_2^j = \sum_{i=0}^{b-1} \mathcal{Z}_i := \sum_{j=0}^{b-i-1} z_{ij} \xi_2^j.$$

Set for simplicity $\beta = b - 1 - i, \gamma = c - 1, \delta = a + c - 1$. Observe that $\beta + \delta = a + b + c - 2 - i = 2m - 8 - i$. Then

$$z_{ij} = \binom{b-j-1}{i} \frac{(-c)^j}{j!(b-j-1)!(a+c+j-1)!} = \binom{-c}{j} \frac{1}{j!(b-j-1)!(a+c+j-1)!} =$$

$$= \binom{-c}{j} \frac{1}{j!} \frac{1}{(\beta + \delta)!} = \frac{1}{(2m-8)!} \binom{2m-8-i}{i} \binom{-c}{j} \frac{1}{(\beta + \delta)!} =$$

$$= \frac{1}{(2m-8)!} \binom{2m-8-i}{i} \sum_{j=0}^{\beta} \binom{\beta + \delta}{\delta + j} \binom{-c}{j}.$$

By definition (26) $(-c)^{\beta+i} = (-c)^{\beta+i} (\beta+i)_0 = 0$ if $j < 0$ or $j > \beta$. Hence using (29) (since $\beta + \delta \geq 0$)

$$\sum_{j=0}^{\beta} \binom{\beta + \delta}{\delta + j} \binom{-c}{j} = \sum_{j=0}^{\beta} \binom{\beta + \delta}{\delta + j} \binom{-c}{j} = \binom{\beta + \delta - c}{\beta}$$

Now $\beta + \delta - c = m + m_2 - 6 - i$ and $\delta - c = a - 1 = m_1 + m_2 - 3$. So

$$\mathcal{Z}_i = \frac{1}{(2m-8)!} \binom{2m-8-i}{i} \binom{m + m_2 - 6 - i}{m_1 + m_2 - 3}.$$
We get

\[ R_2 = \frac{1}{(2m-8)!} \sum_{i=0}^{b-1} \binom{2m-8}{i} \left(\frac{m + m_2 - 6 - i}{m_1 + m_2 - 3}\right) \xi_1^{2m-8-i} \xi_2^i. \] (45)

To conclude we apply the residue theorem, (42), (44) and (45)

\[ \text{Vol}(M_d) = \frac{n_0(-1)^{s+n}}{|W|} \sum_{f \in [3]^m} \text{res}^h h_f(X) = \]

\[ = -\frac{1}{6} \sum_{f \in [3]^m} (-1)^{m_2} \left(\left[\lambda_1 > \lambda_2 > 0\right] \cdot R_1 + \left[\lambda_2 > \lambda_1 > 0\right] \cdot R_2\right) = \]

\[ = -\frac{1}{6} \sum_{A(d)} (-1)^{m_2} R_1 + \frac{1}{6} \sum_{B(d)} (-1)^{m_2} R_2 = \]

\[ = -\sum_{f \in A(d)} \frac{(-1)^{m_2(f)}}{6(2m-8)!} \sum_{j=0}^{2m-8} \binom{2m-8}{j} \left(\frac{m + m_2 - 6 - j}{m_2 + m_3 - 3}\right) \xi_2^j \xi_3^{2m-8-j} + \]

\[ - \sum_{f \in B(d)} \frac{(-1)^{m_2(f)}}{6(2m-8)!} \sum_{j=0}^{2m-8} \binom{2m-8}{j} \left(\frac{m + m_2 - 6 - j}{m_1 + m_2 - 3}\right) \xi_1^j \xi_2^{2m-8-j}. \]

This completes the proof of the Theorem. \[\square\]

**Remark 4.1.** This formula was found in 2008 by Suzuki and Takakura [19] with a different technique. To restore exactly their result of [19, Theorem 5.6], one needs to interchange the index 1 with the index 3. However, our method is more general and in principle can be applied (with longer computations) to any dimension.

## 5 Final Remarks

The main results of this work relies on the study of the geometric properties when the K-moduli is proper, projective and explicit. In [33] it is proven that the K-moduli space of del Pezzo of degree \(d \in \{1, 2, 3, 4\}\) is proper and projective, and moreover when \(d = 3, 4\) there is a nice GIT description of such moduli spaces. In degree 3 we have the moduli space of cubics

\[ M_3 = \mathbb{P}(\text{Sym}^{3}(\mathbb{C}^4)^*)//\text{SL}(4). \]

In this case, the GIT-stability conditions tells that the semistable locus do not match with the stable locus. Then, in this case the Kirwan map is no longer surjective and therefore the Jeffrey-Kirwan non abelian localization can not be
applied. One way to proceed is considering the Kirwan partial desingularization \cite{Kirwan}, and calculate the volume of the desingularized GIT quotient. It may be interesting to compute the volume also in such case.

In Definition \ref{def:log WP metric} we have defined the log Weil-Petersson metric via fiber integral. It would be interesting to restore the classical definition of the log Weil-Petersson metric. That is, define the Weil-Petersson metric as an $L^2$-metric via the Kodaira-Spencer map. For general type geometries, Schumacher and Trapani in \cite{SchumacherTrapani} gave a description of the classical definition of Weil-Petersson metric.
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