Improved GSO Algorithms and Their Applications in Multi-Target Detection and Tracking Field

XINGKUI XU1, QINGYU HOU1, CHUNFENG WU1,2, AND ZHIGANG FAN1
1Research Center for Space Optical Engineering, Harbin Institute of Technology, Harbin 150001, China
2China Space Sanjiang Group Corporation Ltd., Wuhan 430040, China
Corresponding author: Qingyu Hou (houqingyu@126.com)
This work was supported in part by the National Science Foundation of China under Grant 61705052, and in part by the Fundamental Research Funds for the Central Universities under Grant HIT.NSRIF.201630.

ABSTRACT
Fast detection and high-precision tracking of multiple UAVs are the keys to achieving efficient low-altitude defense. However, as there are many hyper-parameters which need to be optimized in target detection network, commonly used methods such as random search method are computationally intensive and cannot quickly obtain multiple optimal hyper-parameters combinations. In addition, angular random walk due to low-frequency noise of speed sensor in servo loop can cause target tracking accuracy to decrease. Fortunately, those two problems can be regarded as a single-mode function optimization problem and a multi-mode function optimization problem, respectively. In the paper, in order to overcome the aforementioned problems, GSOM (glowworm swarm optimization mutation) algorithm and GSOMLDW (glowworm swarm optimization mutation linearly decreasing weight) algorithm are firstly proposed. Furthermore, the global convergence of GSOMLDW has been proven in the paper, which has not been analyzed in currently available literature. Then, experimental results on four multi-modal benchmark functions have strongly illustrated that the novel GSOM algorithm can enhance glowworms’ memory ability and improve peak detection rate effectively. When it is used for optimizing hyper-parameters of multi-target detection network, it can be expected to obtain much more hyper-parameter combination selections. Meanwhile, experimental results on ten uni-modal benchmark functions have obviously demonstrated that GSOMLDW algorithm can balance glowworms’ exploration and exploitation abilities powerfully and obtain superior global solution accuracy at last. When the GSOMLDW algorithm is used for servo system identification and drift error model identification, the final position error fluctuation after compensation is almost zero while it reaches 1500 urad before compensation. Consequently, the proposed method can effectively improve target tracking precision.
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I. INTRODUCTION
With the popularization of UAVs (unmanned aerial vehicles, UAVs) in various fields, their characteristics that they can be equipped with functional equipments casually and are subject to subjective awareness make them to be a serious threat to public safety [1]. Different types of anti-UAV systems exist in various countries around the world. Among them, the laser defense system will be an important development direction of low-altitude defense in the future due to its fast speed, high accuracy, and high cost-effectiveness. It mainly consists of target image detection and target servo tracking [2], [3].

However, there exist problems in both of the two parts. On one hand, current target detection algorithms are mostly based on neural networks, and hyper-parameters selection of neural network models has a great impact on the final target detection results. For example, a complex model may own good expressive ability to process different types of data. However, it may be impossible to be trained as gradient disappears due to too many layers. At present, methods such as grid search and random search methods are often used to select appropriate hyper-parameters. However, those algorithms have disadvantage of large amount of calculation. Thus, unreasonable selection of hyper-parameters may cause unsatisfactory detection results especially when the detection background is complex and there are multiple targets to
be detected. At present, grid search method and random search method are often used to obtain hyper-parameters for target detection network models. Unfortunately, these methods have certain disadvantages such as large calculation amount [4]. On the other hand, affected by non-linear drift error of gyro sensor, servo tracking accuracy is often not ideal. Usually, a low-frequency drift error model is established. Based on the error model and classical control methods, target servo tracking performance can be improved [5]–[7]. Fortunately, the above-mentioned two problems can be classified as a single-objective optimization problem and a multi-objective optimization problem, respectively. Therefore, they can be solved by popular swarm intelligence optimization algorithms.

In fact, swarm intelligence optimization algorithms have developed greatly and have been well applied in many fields [8]–[14] during recent years. For example, bee colony (BC) algorithm is motivated from bee colonies’ nature behaviors. Genetic algorithm (GA) is inspired by natural selection and genetic mechanism [15]. Simulated annealing (SA) algorithm is based on solid annealing principles proposed by Kirkpatrick in 1983 [16]. Glowworm swarm optimization (GSO) algorithm is proposed through simulating nature glowworms’ behavior [17]. Compared with traditional optimization methods, those swarm intelligence algorithms are more effective and have been utilized to solve complex non-linear optimization problems [13], [17]–[23].

Different from other swarm intelligence algorithms, GSO algorithm which is different from FA algorithm [24] owns both local optimum location ability and global optimum location ability. That means it is good at solving not only uni-modal optimization problems but also multi-modal optimization problems. Furthermore, it has many advantages such as powerful local search ability, several parameters to adjust, convenient operation and easy implementation [25].

All the things have made it very popular in many fields. For example, it has been effectively used in aspects of indoor localization [26], dispatching system of public transit vehicles [27], multi-modal functions for collective robotics applications [28], signal source localization for multi-robot system [29], node deployment strategy for WSNs [30], wiener system identification for three-dimensional elliptical vibration cutting [31], three-dimensional path planning for unmanned aerial vehicles [32], CWMN spectrum allocation [33] etc.

Unfortunately, when optimizing multi-mode functions the algorithm has its own shortcomings, such as premature convergence, low peak detection rate and poor convergence accuracy [34]. According to current literature, there are few studies about solving the problem. In this paper, in order to make up for the deficiency, mutation operation is first introduced into the original GSO algorithm to preserve its diversity and enhance its memory ability. Then, based on inertia weight technique [35] glowworm individual’s movement step is adjusted to avoid premature convergence and improve optimization accuracy.

This paper is organized as follows. Firstly, section 2 describes composition of target detection and tracking system. Section 3 introduces the original GSO algorithm and the improved GSO algorithms which include GSOM algorithm and GSOMLDW algorithm. Multi-target detection framework based on GSOM algorithm and target servo tracking framework based on GSOMLDW algorithm are described in section 4. Then, analysis of simulation and experimental results is shown in section 5. Specifically, effectiveness verification of GSOM algorithm and its application in hyper-parameter training for multi-target detection network is shown in section 5.1. Section 5.2 provides effectiveness verification of GSOMLDW algorithm and its application in servo system identification and sensor drift error compensation. Finally, section 6 concludes the work in the paper.

II. COMPOSITION OF TARGET DETECTION AND TRACKING SYSTEM

As shown in Fig. 1, the entire low-altitude defense system can be divided into three parts, i.e., a multi-target detection module based on image processing, a target servo tracking module equipped with a photoelectric turntable, and a mobile vehicle central control system. Among them, image processing based multi-target detection module is mainly composed of a visible light sensor and a GPS sensor. Internal measurement sensor, rater position sensor and motor drivers form the servo tracking module. Additionally, the vehicle-mounted central control system is mainly responsible for upper-layer decision-making processing, and it uses wireless communication equipment to exchange information with vehicle-mounted embedded systems. Furthermore, the vehicle-mounted embedded system contributes to designing the underlying algorithms, which comprises of vision module controller, rough ring U-frame controller, fast mirror controller, transmission system controller and drive system controller.

III. DESCRIPTION OF THE ORIGINAL GSO ALGORITHM, THE PROPOSED GSOM ALGORITHM AND GSOMLDW ALGORITHM

A. GLOWWORM SWARM OPTIMIZATION (GSO) ALGORITHM

In GSO algorithm [17], [18], each glowworm individual has its own perceptual radius which determines its search range. After many iterations, most of glowworms cluster at certain points. These points represent the locally or globally optimal solutions of the considered objective functions. The whole principle is composed of three phases and is described as follows:

1) FLUORESCINE UPDATE PHASE

At the beginning, each glowworm’s value of fluorescein is equal. However, the fluorescein volatilizes over time. In order to simulate the characteristic, at every iteration each glowworm’s fluorescein value is changed according to the
The following equation.

\[ g_i(t) = (1 - d)g_i(t - 1) + \alpha \times f(p_i(t)) \]  

(1)

In the above equation, \( g_i(t) \) represents the \( i \)th glowworm’s fluorescein level at the \( t \)th iteration, \( p_i(t) \) is the \( i \)th glowworm’s location and \( f(p_i(t)) \) is the objective function value of the \( i \)th glowworm at the \( t \)th iteration. Additionally, \( d(0 < d < 1) \) and \( \alpha \) represent decay constant and fluorescein enhancement constant, respectively.

2) MOVEMENT PHASE

Each individual \( i \) needs to select a better individual \( j \) within its sensor radius, and selection probabilistic is depicted as below:

\[ G_{ij}(t) = \frac{g_j(t) - g_i(t)}{\sum_{k \in L_i(t)} g_k(t) - g_i(t)} \]  

(2)

where \( g_i(t) \) represents the fluorescein value of the \( i \)th glowworm individual at the \( t \)th iteration, \( g_j(t) \) represents the fluorescein value of the \( j \)th glowworm individual at the \( t \)th iteration, \( L_i(t) \) represents a set of individuals with larger fluorescein value than glowworm individual \( i \) within its perceived radius at the \( t \)th iteration. \( K \) is the \( K \)th glowworm individual in the \( L \) set.

The detail of \( L_i(t) \) is shown in the following equation:

\[ L_i(t) = \{ j : \| p_j(t) - p_i(t) \| < r_d^i(t); g_j(t) < g_i(t) \} \]  

(3)

It behaves numbers of the \( i \)th glowworm’s neighbors within its decision radius at the \( t \)th iteration. In the equation, \( \| p_j(t) - p_i(t) \| \) is euclidian distance between glowworm \( i \) and glowworm \( j \), and \( r_d^i(t) \) is the \( i \)th glowworm’s decision radius at the \( t \)th iteration. Additionally, \( g_i(t) \) and \( g_j(t) \) are the \( i \)th and \( j \)th glowworm’s fluorescein level at the \( t \)th iteration. According to Eq.(2), glowworm \( i \) will move to the next position,

\[ p_i(t + 1) = p_i(t) + s \times \left( \frac{p_j(t) - p_i(t)}{\| p_j(t) - p_i(t) \|} \right) \]  

(4)

where \( s \) is movement step.

3) LOCAL-DECISION RANGE UPDATE PHASE

Each glowworm \( i \) has its own dynamic decision domain:

\[ r_d^i(t + 1) = \min\{r_s, \max\{0, r_d^i(t) + \beta(t - |L_i(t)|)\}\} \]  

(5)

In the above equation, \( r_d^i(t) \) satisfies \( 0 < r_d^i < r_s \), \( r_s \) is its sensor radius, \( \beta \) is neighborhood’s change rate and \( l_t \) is threshold of neighbor numbers.

B. GLOWWORM SWARM OPTIMIZATION MUTATION (GSOM) ALGORITHM

GSO algorithm has powerful local search ability and it is often utilized to solve multi-modal optimization problems. However, each individual’s movement depends on better individuals’ existence within its perception range. If there is no outstanding ones, the individual will move nowhere. Thus, it may lead to low convergence rate and low peak detection rate when dealing with multi-modal optimization problems. That means it may miss many other locally extreme points.

The part of work introduces mutation operation [17] into GSO algorithm. When a glowworm steps into a trap and there are no better individuals within its perception range, a new individual will be produced according to mutation operation as depicted below:

\[ p_i(t + 1) = p_i(t) + s_1 \times \left( \frac{\text{Globalbest} - p_i(t)}{\|\text{Globalbest} - p_i(t)\|} \right) + s_2 \times \left( \frac{\text{Singlebest} - p_i(t)}{\|\text{Singlebest} - p_i(t)\|} \right) \]  

(6)

where “Globalbest” behaves the best solution ever found by all the glowworms. “Singlebest” behaves the best solution ever found by the currently considered glowworm. \( s_1 \) and \( s_2 \) are both movement steps.

Thus, when the new individual is better, it will replace the old one. From the above equation, it can be easily seen that the behavior can make full use of all the glowworms’ search history to locate local and global solutions.
C. GLOWWORM SWARM OPTIMIZATION MUTATION LINEARLY DECREASING WEIGHT (GSOMLDW) ALGORITHM

During optimization process, each glowworm finds a better neighbor within its perception range and moves close to it with a fixed movement step. With increase of iteration number, the distances between individuals and peaks become smaller and smaller. If the fixed step is larger than distances between individuals and peaks, individuals will move to the other side of a peak. Thus, a shock phenomenon occurs and individuals fail to reach the optimal solutions eventually. Under extreme conditions, when fluorescent values of all the individuals are the same, the algorithm cannot converge to peaks much more likely.

Here, on the basis of GSOM algorithm, we introduces inertia weight factor into position update formulas of individuals to overcome the above-mentioned disadvantage. Inertia weight \([35]\) is described in the following equation:

\[
\omega(t) = \frac{t_{\text{max}} - t}{t_{\text{max}}} (\omega_{\text{max}} - \omega_{\text{min}}) + \omega_{\text{min}}
\]

(7)

where \(t\) behaves current iteration number and \(\omega\) is inertia weight.

At the moment, each glowworm can update its position according to the following formula:

\[
p_i(t + 1) = \omega(t) \times p_i(t) + s \times \left( \frac{p_j(t) - p_i(t)}{||p_j(t) - p_i(t)||} \right)
\]

(8)

where \(\omega(t)\) changes according to Eq. (7).

With technique of linearly decreasing inertia weight, movement step is shortened as iteration increases, which is beneficial to fully balance exploitation ability and exploration ability of GSO algorithm. The adaptive and variable step size can improve the algorithm’s convergence speed, enhance its robustness and improve its convergence precision.

In the following part we will provide a simple proof about the global convergency of the proposed GSOMLDW algorithm:

Case1: \(g[p_i(t + 1)] \leq g[p_i(t)]\) is met, where \(g\) is the fitness function.

Case2: if \(\forall D \in S, \text{there is } M(D) > 0 \text{ and } \prod_{k=0}^{\infty} (1 - p_k(D)) = 0\), where \(p_i(t + 1)\) and \(p_i(t)\) are glowworm \(i\)’s positions at the \((t + 1)\)th and \(t\)th respectively, \(D\) is the search domain, \(M(D)\) is Lebesgue measure of \(D\), \(p_k(D)\) is probability measure of the \(k\)th iterative solution.

Theorem: If both of the above two cases are met, \(E[p_i]\) is guaranteed to converge to the position with the best fitness, where \(E\) represents the finally expected value.

Proof: For case one, as the reason that GSOM algorithm owns mutation operator, the new solution can replace the old solution only when it is better than the old one. That means case one must always be met.

According to the location update equation, the following equation can be easily deduced:

\[
p_i(t + 1) = w(t) \times p_i(t) + s \times \left( \frac{p_j(t) - p_i(t)}{||p_j(t) - p_i(t)||} \right)
\]

(9)

Let \(\frac{s}{L} = \phi\), accordingly,

\[
p_i(t + 1) = [w(t) - \phi] \times p_i(t) + \phi \times p_j(t)
\]

(10)

Thus,

\[
E[p_i(t + 1)] - [w(t) - \phi] \times p_i(t) = 0
\]

(11)

where \(\vartheta = \phi \times p_j(t)\).

If position expectation of each glowworm is calculated, the following equation can be easily obtained:

\[
m^2 - [w(t) - \phi] \times m + \xi = 0
\]

(12)

where \(m = E[p_i(t + 1)]\).

Therefore, the glowworms’ position convergence problem can be transformed into an second-order equation problem.

As long as \(\mid \frac{w(t) - \phi \pm \sqrt{(w(t) - \phi)^2 - 4\xi}}{2} \mid < 1\) is satisfied, position trajectories of glowworms can be expected to converge to an optimal location finally.

Let \(\zeta_i\) is the solution support set when glowworm \(i\) searches at the \(t\)th iteration. Therefore, when a better solution cannot be produced, the algorithm generates a random solution with the proposed method. That will make \(\zeta_i = P\) real and lead to \(\bigcup_{i=1}^{N} \zeta_i \supseteq P\) finally. For further analysis, \(\forall D \in S, 0 < \sum_{i=1}^{N} p_k(D) \leq 1 \text{ and } \prod_{i=0}^{\infty} (1 - p_k(D)) \rightarrow \lim_{i \rightarrow \infty} (1 - 0 < \sum_{i=1}^{N} p_k(D) \leq 1^0 = 0\) can be deduced. At this time, case 2 is met. The conclusion that glowworms will finally converge to the optimal position has been proved so far.

IV. MULTI-TARGET DETECTION AND TRACKING FRAMEWORK BASED ON GSOM AND GSOMLDW ALGORITHMS

On one hand, when the infrared sensor detects multiple targets in space, the targets’ characteristic information can be obtained through signal processing and related algorithms. In order to identify targets in real time and reduce the false alarm rate, it is necessary to collect targets’ off-line feature information, establish a target detection network and train the network based on the proposed GSOM algorithm. Specifically, after initializing GSOM’s parameters, establishing fitness function, updating individuals’ fluorescence and performing mutation operation, the deep network model is trained and the best model is obtained.

On the other hand, as high-frequency noise is mostly white noise, it is easier to remove. However, the low-frequency noise involved in the speed signal is random and uneven, and its energy is mainly concentrated in the low-frequency band. Therefore, conventional band-pass filters perform poorly and a low-frequency drift error compensation model needs to be established. In this paper the proposed GSOMLDW algorithm is used to identify the model’s parameters. As Fig.2 shows, firstly it is necessary to perform frequency sweep processing on the photoelectric turntable to obtain parameters of the servo model. Then, gyroscope’s data in different states is collected and preliminary low-pass filtering is performed. After that, GSOMLDW algorithm is
performed, during which dynamic inertia weight is used to adjust the moving step size in time so as to achieving a high-precision identification model for gyro error compensation. Finally, the steady-state error of the speed loop can be obtained and the target tracking accuracy can be expected.

At last, according to the upper-layer decision-making strategy, the target tracking priority is determined. Immediately,
off-target amount of the selected target is converted into
the azimuth error and elevation error. Then, the turntable is
controlled to continuously point and track the target until the
target detection accuracy meets the requirements.

V. ANALYSIS OF SIMULATION AND
EXPERIMENTAL RESULTS
A. EFFECTIVENESS VERIFICATION OF GSOM ALGORITHM
AND ITS APPLICATION IN MULTI-TARGET DETECTION
1) EFFECTIVENESS VERIFICATION OF GSOM ALGORITHM
In order to test GSOM algorithm’s multi-polar location abil-
ity, this section utilizes four multi-modal benchmark func-
tions. Those functions have been shown in table 1.

| TABLE 1. Multi-modal benchmark functions. |
|------------------------------------------|
| \( f_{f_1} = 200 - (x_1^2 + x_2 - 11)^2 - (x_1 + x_2^2 - 7)^2 \) |
| \( f_{f_2} = -4 \times [(4 - 2 \times 1 \times x_1^2 + x_1) \times x_2^2 + x_1 x_2 + (-4 + 4 x_2^2)] \) |
| \( f_{f_3} = [-cos(2x_1 + 1) + 2 \cos(3x_1 + 2) + 3 \cos(4x_1 + 3) + 4 \cos(5x_1 + 4) + 5 \cos(6x_1 + 5)][\cos(2x_2 + 1) + 2 \cos(3x_2 + 2) + 3 \cos(4x_2 + 3) + 4 \cos(5x_2 + 4) + 5 \cos(6x_2 + 5)] \) |
| \( f_{f_4} = 0.5 \sin(10 \times \log x_1) + \sin(10 \times \log x_2) \) |

As depicted in literature [36], \( f_{f_1} \) contains four optimums
which are located at (3.0, 2.0), (−3.87, −3.28), (3.58, −1.85)
and (−2.81, 3.13), respectively. \( f_{f_2} \) which is ever used as a
benchmark function in literature [9], [10] owns four opti-
mums totally. \( f_{f_3} \) owns 778 unequal maxima [37]. \( f_{f_4} \) has
36 unevenly spaced but similar optimums. For more details
regarding to those functions, please refer to literature [37].

When optimizing the above-mentioned functions, swarm
population is set to be 500. For different functions, search
domain, perception radius \( r_s \) and decision radius \( r_o \) are dif-
erent. When the maximal iteration number is set to be 70,
optimization results for \( f_{f_1} \), \( f_{f_2} \), \( f_{f_3} \) and \( f_{f_4} \) are presented
in Fig.3 and Fig.4, respectively. a and b in Fig.3 exhibit
glowworms’ position distribution for function \( f_{f_1} \) with GSO
algorithm and GSOM algorithm. c and d in Fig.4 exhibit
glowworms’ position distribution for function \( f_{f_2} \) with GSO
algorithm and GSOM algorithm. a and b in Fig.3 exhibit
glowworms’ position distribution for function \( f_{f_3} \) with GSO
algorithm and GSOM algorithm. c and d in Fig.4 exhibit
glowworms’ position distribution for function \( f_{f_4} \) with GSO
algorithm and GSOM algorithm. Additionally, each red star
represents one glowworm’s position.

Optimization results illustrate that both GSOM and GSO
algorithm can locate the four optimal points of function \( f_{f_1} \).
However, optimization results for the other three multi-modal
functions fully illustrate that the improved GSOM algorithm
is more superior than the original GSO algorithm in solving
multi-modal problems.

2) GSOM ALGORITHM FOR MULTI-TARGET DETECTION
NETWORK TRAINING
For detection of multiple UAV targets in the air, the cur-
rent method is to achieve the best combination of hyper-
parameters for the detection network model. This makes
the network detect multiple UAV targets quickly and com-
pletely, facilitating subsequent targeting and tracking. Essen-
tially it is a multi-mode function optimization problem.
In order to simply and intuitively illustrate the superiority of the GSOM algorithm in solving multi-target detection problems, a complex multi-mode function is used here instead of the detection network. The function is shown in Eq.(13). There are 25 maxima in the function and among them only one is the global maxima.

\[
f = 500 - \frac{1}{0.002 + \sum_{i=0}^{24} \frac{1}{1 + (a(i) + x_1)^3 + (b(i) + x_2)^3}},
\]

\[
a(i) = 16 \times ((i \mod 5) - 2), \quad b(i) = 16 \times (\lfloor i/5 \rfloor - 2) \quad (13)
\]

Optimization results of GSOM algorithm and GSO algorithm at different iterations have been shown in Fig.5 and Fig.6. In Fig.5, a, b, c and d exhibit glowworms’ position distribution at iteration 1, 90, 100 and 200 with GSOM algorithm, respectively. In the Fig.6, a, b, c and d exhibit glowworms’ position distribution at iteration 1, 90, 100 and 200 with GSO algorithm, respectively. As can be seen from Fig.5, there are 25 optimal positions found finally by GSOM algorithm while the original GSO algorithm only finds 6 optimal points.

From above discussion, we can deduce that the improved GSOM algorithm is superior in solving multi-modal optimization problems and it strongly indicates that GSOM algorithm has a better application prospect in the field of multi-target detection. Specifically, with the proposed GSOMLDW algorithm many excellent hyper-parameter combinations for multi-target detection network can be obtained. That means an optimal model can be selected as the final network detection model among the obtained models according to our preference for other indicators such as calculation time cost, target detection accuracy, target detection position accuracy, model sensitivity to detection background, and model sensitivity to light interference. For example, among a bunch of effective models with low calculation time cost, a model with a higher accuracy rate may be selected as the final target detection network model for detecting multi-UAVs. Therefore, compared with GSO algorithm, better multi-UAVs detection results can be obtained with help of the proposed GSOM algorithm.

**B. EFFECTIVENESS VERIFICATION OF GSOMLDW ALGORITHM AND ITS APPLICATION IN TARGET TRACKING SERVO SYSTEM**

1) EFFECTIVENESS VERIFICATION OF GSOMLDW ALGORITHM

Ten functions have been given in table 2 to test GSOMLDW algorithm’s performance.

Meanwhile, search domain and minimum value corresponding to each function have also been listed in the same table. Among the ten functions, several functions have a number of different locally optimal points such as f8. The locally optimal points constitute masses of traps. Under the circumstance, it is usually difficult for the primitive GSO algorithm to avoid premature and achieve a globally optimal value. Experimental results have been compared among GSO, LWGSO algorithm [38] and LWGSODE algorithm [38]. For more detailed information about LWGSO (linearly weight glowworm swarm optimization) algorithm
and LWGSODE (linearly weight glowworm swarm optimization differential evolution) algorithm, please refer to literature [38].

In the study, each function is in 20 dimensions and each function’s fitness is its own value. Furthermore, all the functions’ optimization experiments are conducted under the...
same condition, e.g. they all are conducted with the same MATLAB 2009 software and a windows 7 system.

Additionally, each experiment’s swarm size is 40 and maximum iteration is set to be 1000. For GSO algorithm, the position update of each glowworm is based on Eq.(4) while for LWGSO, LWGSODE and GSOMLDW algorithms $\omega$ is adjusted according to Eq.(8). Especially, for GSOMLDW algorithm $s_1$ is set to be 0.001 and $s_2$ is set to be 0.0001.

Statistical results of 30 independent experiments are presented in table 3 and table 4. In the experiment, each function itself is its own objective function. Our aim is to locate the point which makes the function value the smallest. Thus, a smaller optimization result means a better solution, and vice versa. Best solution, worst solution, mean solution, average standard deviation as well as consumed time over 30 runs for each algorithm have been given in the table 3 and table 4. From the numerical optimization results, it can be easily observed that GSOMLDW algorithm greatly outperforms GSO, LWGSO and LWGSODE algorithms with better optimization results. Meanwhile, standard deviations indicate the improved GSOMLDW algorithm has stronger robustness with lower or comparative standard deviations than GSO, LWGSO and LWGSODE algorithms.

Besides, each function’s mobility of average fitness evaluation has been shown in Fig.7-Fig.9. As table 3 and table 4 illustrate, from the figures it can be obviously seen that experimental results are significantly different in aspects of average convergence speed and average convergence precision among the four algorithms.

As a short conclusion, although GSOMLDW needs a litter more time than GSO and LWGSO algorithm, it is faster than LWGSODE algorithm. Furthermore, it has faster convergence speed, higher convergence accuracy and stronger robustness when compared with other algorithms. The main reason exists in that the glowworm swarm diversity is preserved through mutation operation and moving step is adaptive based on dynamic inertia weight.

2) GSOMLDW ALGORITHM FOR SERVO SYSTEM IDENTIFICATION

In order to improve target tracking accuracy, the proposed GSOMLDW algorithm is firstly used to identify servo system. In the part the GSOMLDW algorithm is used to identify a SISO system and a MISO system. In essential, identification is to search for the best non-linear combination of neural network’s parameters so that the objective function value can reach a minimum. Consequently, the identification problem is actually a uni-modal optimization problem. Fortunately, the swarm intelligent algorithms can be used to solve the problem. Specifically, each glowworm individual’s position is considered as a potential solution in the multidimensional solution space.
TABLE 4. The performance comparison of GSO, LWGSO, LWGSODE and GSOMLDW algorithms for ten benchmark functions. In the table “Std. dev.” indicates the standard deviation value over 30 independent experimental runs. “times(s)” denotes time cost by the corresponding function and algorithm.

| Function | Algorithm | Std. dev. | times(s) |
|----------|-----------|-----------|----------|
| f1       | GSO       | 3.3843    | 123.1831 |
|          | LWGSO     | 0.0013    | 90.7048  |
|          | LWGSODE   | 0.0137    | 156.7955 |
|          | GSOMLDW   | 0.0014    | 133.1388 |
| f2       | GSO       | 1.5327e+2 | 115.3498 |
|          | LWGSO     | 2.1340e-6 | 97.7723  |
|          | LWGSODE   | 8.3764e-7 | 159.3936 |
|          | GSOMLDW   | 1.5525e-9 | 150.4111 |
| f3       | GSO       | 4.6253e+3 | 113.2514 |
|          | LWGSO     | 2.4605e-7 | 86.1787  |
|          | LWGSODE   | 1.0452e-8 | 149.9512 |
|          | GSOMLDW   | 9.6060e-9 | 126.6921 |
| f4       | GSO       | 1.3512e+3 | 118.9331 |
|          | LWGSO     | 8.5297e-13| 93.9795  |
|          | LWGSODE   | 2.7308e-14| 155.1737 |
|          | GSOMLDW   | 1.2537e-16| 132.8150 |
| f5       | GSO       | 2.0123    | 115.6748 |
|          | LWGSO     | 4.3210e-8 | 87.8724  |
|          | LWGSODE   | 2.8894e-10| 148.8869 |
|          | GSOMLDW   | 1.1410e-9 | 128.7680 |
| f6       | GSO       | 13.1923   | 108.7731 |
|          | LWGSO     | 5.1485e-5 | 86.2940  |
|          | LWGSODE   | 1.0719e-7 | 149.0257 |
|          | GSOMLDW   | 8.9319e-7 | 130.0784 |
| f7       | GSO       | 0.0791    | 116.2189 |
|          | LWGSO     | 2.1758e-8 | 90.5386  |
|          | LWGSODE   | 6.3033e-10| 151.1552 |
|          | GSOMLDW   | 4.5068e-10| 131.6051 |
| f8       | GSO       | 0.1784    | 115.3765 |
|          | LWGSO     | 3.5480e-4 | 87.4257  |
|          | LWGSODE   | 9.5884e-6 | 151.0561 |
|          | GSOMLDW   | 6.1039e-5 | 129.4013 |
| f9       | GSO       | 1.1177e+7 | 115.5837 |
|          | LWGSO     | 0.0316    | 88.3927  |
|          | LWGSODE   | 2.0463    | 147.5247 |
|          | GSOMLDW   | 0.0318    | 133.7174 |
| f10      | GSO       | 6.1247e+6 | 115.3266 |
|          | LWGSO     | 3.5532e-8 | 90.0290  |
|          | LWGSODE   | 1.2048e-8 | 151.5287 |
|          | GSOMLDW   | 5.8863e-9 | 129.2573 |

where $Q$ is the number of samples, $P_i$ is the target output and $P'_i$ is the output inferred from neural network.

In the glowworms' population, location of each glowworm individual can be expressed using those variables.
Through the whole searching process, glowworm individuals will eventually gather at the position where the fitness function reaches the extreme value. Finally the network can be obtained, which can approximate the identified model.

In the study, except for GSOMLDW algorithm, PSO, GSO and LWGSO [38] algorithms have also been utilized to identify systems.

Here, SISO system is a nonlinear function which is depicted as below:

\[ y = \sin(2x)e^{-2x} \]  

(15)

In order to identify the system, the population size is set to be 30. The maximum iteration is set to be 2000. Moving step \( s \) is set to be 0.01. For the GSOMLDW algorithm, except for the above mentioned parameters, moving step \( s1 \) is set to be 0.02 and moving step \( s2 \) is set to be 0.005. The derived statistical results over 10 times of independent experiments for the four algorithms have been shown in table 5.

| TABLE 5. Training performance comparison for SISO system identification. In the table, “Best”, “Worst”, “Mean” and “Std. dev.” denote the best value, the worst value, the mean value and the standard deviation among multiple runs, respectively. |
|-----------------|---|---|---|---|
|                 | PSO | GSO | LWGSO | GSOMLDW |
| **Best**        | 4.62e-3 | 1.065 | 0.0010 | 8.40e-4 |
| **Worst**       | 0.02 | 63.50 | 0.0036 | 0.0016 |
| **Mean**        | 0.0015 | 28.65 | 0.0022 | 5.33e-4 |
| **Std. dev.**   | 0.05 | 19.02 | 4.83e-4 | 3.10e-4 |
| **Time**        | 355.56 | 45.96 | 47.53 | 79.46 |

From table 5, it can be easily concluded that GSOMLDW is undoubtedly the best one compared with the other four swarm
Specifically, it can be clearly seen from table 4 that the optimal solution obtained during 10 runs is $8.4e^{-5}$. It is the minimum solution obtained among PSO, GSO, LWGSO, and GSOMLDW algorithms. Furthermore, the GSOMLDW algorithm is also one of the best performing algorithms in terms of other items of statistical results, such as worst solution, mean value, and standard deviation. Unfortunately, the original GSO algorithm is worse than other algorithms in terms of worst solution, optimal solution, average value, and standard deviation items. In addition, the time of each simulation run has been recorded for 10 independent simulations. The average running time of each algorithm is obtained. As shown in the last row of table 5, it can be clearly seen from the results that the calculation time of the GSOMLDW algorithm, the GSO algorithm, and the LWGSO algorithm is equivalent.

Fig. 10 shows fluctuation of the fitness function when the SISO system is identified using the GSOMLDW algorithm. Here, the squares sum inverse of the difference between the neural network output and the actual value of the function is selected as the fitness function during the training process. As can be seen from this figure, the function drops rapidly as the number of iterations increases, and it is soon close to zero. This phenomenon fully demonstrates that the search efficiency of the algorithm is high.

In Fig. 10, figure b provides comparison of the real model and the best approximation result. The blue line is relationship of the independent variable $x$ and the dependent variable $y$ for the actual model. The red line is relationship of the independent variable $x$ and the output of a three-layer neural network optimized by GSOMLDW algorithm. It can be easily seen from the figure that the identified model obtained by the proposed algorithm can approximate the actual system.

The approximation error is also shown in Fig. 10. Figure c is the error between actual outputs and outputs of identified model. The figure illustrates that the approximation error is up to 0.05 and the minimum approximation error is below 0.01. Therefore, effectiveness of the proposed identification method is fully explained.

Different from identification of a SISO system, identification of a MISO system is much more complex. The expression of the MISO system is written as below:

$$x(t + 1) = \frac{x(t)x(t - 1)(x(t) + 2.5)}{1 + x^2(t) + x^2(t - 1) + \sin(\frac{4\pi t}{25})}$$

In the identification experiment for MISO system, fifty pairs of data from $t = 0$ to $t = 50$ are used as training samples. Glowworm swarm size and maximum iteration is set 30 and 200, respectively. Moving step $s_1$ is set to be 0.01. For the GSOMLDW algorithm, except for the above mentioned parameters, moving step $s_2$ is set to be 0.008. In the section, when the neural network’s structure is the same as $1 \times 10 \times 1$, optimization results with different intelligence optimization algorithms are compared in table 6.

|        | PSO | GSO | LWGSO | GSOMLDW |
|--------|-----|-----|-------|---------|
| Best   | 0.1399 | 94.91 | 0.1438 | 0.0174  |
| Worst  | 5.387 | 657.98 | 0.3879 | 0.2450  |
| Mean   | 0.6743 | 403.44 | 0.2622 | 0.1232  |
| Std dev| 1.035 | 148.92 | 0.0569 | 0.0557  |
| Time   | 131.83 | 10.8 | 11.17 | 13.8 |

It can be clearly seen from table 6 that during 10 independent runs, the GSOMLDW algorithm obtains the optimal solution of 0.0174, the worst value of 0.2450, and the average...
value of 0.1232. In these three aspects, GSOMLDW performs better than the other three methods. In terms of standard deviation, the results of the GSOMLDW algorithm and the LWGSO algorithm are comparable, and both of them are close to 0.05. However, the GSO algorithm performs the worst, and the result is far worse than the other methods in all aspects. The LWGSO algorithm is relatively better than the PSO algorithm, but is slightly worse than GSOMLDW algorithm. In addition, we recorded the time of each simulation run for 10 independent simulation times and obtained the average running time of each algorithm, as shown in the last row of table 6. It can be clearly seen from the results that calculation time of the GSOMLDW algorithm, the GSO algorithm, and the LWGSO algorithm are equivalent, and the PSO algorithm runs the longest time. Therefore, table 6 illustrates GSOMLDW algorithm is obviously the best one among the four swarm intelligence algorithms.

Fig.11 provides mobility of fitness when using the GSOMLDW algorithm to identify the MISO system. Here again, the inverse square sum of difference between the neural network output and the actual value is selected as the training fitness. As can be seen from the figure, fitness value drops rapidly from 700. After about 25 iterations, fitness value is close to zero. This phenomenon fully demonstrates that search efficiency of the algorithm is high.

In Fig.11, figure b shows the real output and the best identification result by using GSOMLDW algorithm. As can be seen from this figure, the red line and the blue line are
basically coincident. It illustrates that the proposed algorithm is effective for not only SISO system but also MISO system. It fully demonstrates applicability of the proposed algorithm.

The approximation error is shown in Fig. 11. In Fig.11 figure c is approximation error between the actual output and the output of the neural network model. It can be seen from the figure that approximation error is up to 0.5 and at most of time the error is concentrated around 0.3. The result fully explains the effectiveness of the identification algorithm proposed in this paper.

3) GSOMLDW ALGORITHM FOR TRACKING ACCURACY IMPROVEMENT

The closed-loop velocity response of azimuth axis before and after compensation of gyro error and the corresponding spectrum curves have been shown in figure 12. It can be clearly seen from the figure that the steady-state error of the speed step response after compensation is satisfactory. From the spectrum analysis curve in figure b, it is easier to see that the low-frequency energy of the gyro signal after compensation is significantly reduced, indicating that the low-frequency error compensation method is significantly effective. Additionally, position error fluctuation comparison before and after compensation has been shown in figure c. It can be easily concluded that without compensation position error range is within 1500 urad, while the position fluctuation is almost to zero after compensation.

VI. CONCLUSION

In order to improve target detection rate and tracking accuracy, in regard to GSO’s shortcomings of low peak detection rate and low optimization accuracy, there are two methods proposed in the paper to improve GSO’s performance. Firstly, as to GSO’s deficiency of lack of search history memory, a GSOM algorithm is proposed. When an individual gets into traps and there are no better neighborhoods, the proposed GSOM algorithm will produce a new individual according to the best solution found during search history. Experimental results of four multi-modal benchmark functions have illustrated that the proposed GSOM algorithm can make fully use of all glowworms’ search histories and locate more optima than GSO algorithm. Then, based on the proposed GSOM algorithm, a complex multi-modal function is optimized. The optimization results show that GSOM algorithm can obtain more optimal hyper-parameter combinations, which is beneficial for detecting multi-target. Secondly, for the problem that fixed movement step causes shock phenomenon near peaks, which may reduce algorithm’s convergence rate and weaken accuracy of the final optimization result, glowworms’ positions are updated based on dynamic inertia weight. Meanwhile, the proposed GSOMLDW algorithm’s convergence proof has been provided in the paper. Experiments on optimization of ten classic uni-modal benchmark functions have been conducted. After that, aiming at improving target servo tracking accuracy a multi-layer feed-forward network is constructed to identify servo systems. Comparison results with other intelligent algorithms in terms of identification accuracy, fastness, robustness and computational complexity have fully confirmed the proposed GSOMLDW algorithm’s superiority. Importantly, the proposed GSOMLDW algorithm is used to compensate for the drift error. Final results show that the position error fluctuation after compensation is almost zero while before compensation it reaches 1500 urad. Consequently, the proposed methods can effectively improve target detection rate and tracking precision. In future work we will apply both of the improved algorithms to solve many other complex mechanical engineering problems.
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