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Nonlinear Schrödinger equations with spatial modulation associated with integrable Hamiltonian systems of Ermakov-Ray-Reid type are introduced. An algorithmic procedure is presented which exploits invariants of motion to construct exact wave packet representations with potential applications in a wide range of physical contexts such as, ‘inter alia’, the analysis of Bloch wave and matter wave solitonic propagation and pulse transmission in Airy modulated NLS models. A particular Ermakov reduction for Mooney-Rivlin materials is set in the broader context of transverse wave propagation in a class of higher-order hyperelastic models of incompressible solids.
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1. Introduction

Spatially modulated equations arise classically in a range of important physical contexts, such as in the analysis of crack and contact problems in inhomogeneous elastic media. Analytic solution of such problems may, in particular, be obtained for appropriate inhomogeneities via a termination of Bergman series approach as described in Refs. [11, 12, 34]. In elastodynamics and visco-elastodynamics an analogous procedure involves truncation of wave front expansions such as were investigated by Karal and Keller [24]. Exact solution may thereby be obtained to a variety of initial boundary value problems for inhomogeneous elastic and viscoelastic media (see e.g. Refs. [2,27,31,32]). In Ref. [2] connection was made between termination of wave front expansions and the iterated action of Bäcklund-Darboux type transformations. This termination of Bergman series approach has also been applied in the setting of electromagnetic wave propagation in nonlinear dielectric media [33] to isolate $D(E)$ and $B(H)$ constitutive laws for which associated ‘modulation’ hodograph systems admit integration. In a nonlinear elastodynamic context, an analogous
procedure may be used to isolate the constitutive laws introduced by Cekirge and Varley in Ref. [8] and used therein to approximate loading response in a range of materials described by model nonlinear stress-strain laws.

Modulated nonlinear Schrödinger models equations arise most notably in an optics setting, and have an extensive literature (see e.g. Refs. [3, 4, 50, 52–54] and work cited therein). Such models are of importance, in particular, in the area of solitonic management (Malomed [26]). Soliton and large amplitude Bloch wave propagation in optical lattices have been investigated via a modulated nonlinear Schrödinger (NLS) model with external potential by Zhang et al [52]. In that work, a procedure previously introduced by Belmonte-Beitia et al [3,4] was adopted wherein the modulation is driven by the classical Ermakov equation. The latter admits a nonlinear superposition principle and classes of exact solutions relevant to Bloch wave propagation were generated thereby in terms of Mathieu functions.

Here, it is established that the procedure in Ref. [52] may be extended and embedded in an algorithmic procedure wherein the modulation is driven by an integrable system of Ermakov-Ray-Reid type. The latter system, which includes the classical Ermakov equation as a particular reduction, likewise admits nonlinear superposition principles generated via a characteristic invariant of motion.

Nonlinear coupled systems of Ermakov-Ray-Reid type have their roots in the classical work of Ermakov [18] and were introduced by Ray and Reid [29, 30]. Subsequently, 2+1-dimensional Ermakov-Ray-Reid systems were constructed in Ref. [36] and extensions to arbitrary order and dimension which preserve the characteristic Ray-Reid invariants were presented in Ref. [47]. Multi-component Ermakov-Ray-Reid systems were derived in the physical context of N-layer hydrodynamic systems in Ref. [37].

The occurrence of Ermakov-Ray-Reid systems in a nonlinear optics context is well-documented (see e.g. Refs. [13, 19–22, 38, 51]). Such systems have been derived, notably, to describe the evolution of the size and shape of the light spot and wave front in elliptic Gaussian beams [13, 22]. In Ref. [43], a variational approximation approach was adopted to obtain reduction of a class of modulated 3+1-dimensional NLS equations to integrable Hamiltonian systems of Ermakov-Ray-Reid type for the beam widths. These modulated NLS equations incorporated a logarithmic potential such as was proposed by Snyder and Mitchell [49] in an analysis of the propagation of Gaussian beams in a saturable medium. A logarithmic nonlinear Schrödinger equation was originally set down by Bialynicki-Birula and Mycielski [5, 6] in a nonlinear wave mechanics context and it noteworthy for its admittance of gausson-type solutions [7, 45]. The dynamics of the propagation of partially coherent beams has been investigated via a logarithmic nonlinear media model by Królakowski et al [25] while solitonic interaction in such media has been analysed by Christodoulis et al [10] and Hansen et al [23]. Integrable Hamiltonian reductions of Ermakov-Ray-Reid type for 2+1-dimensional hydrodynamic Madelung systems incorporating modulated logarithmic terms together with de-Broglie-Bohm quantum potential have been obtained via an elliptic vortex representation in Ref. [40]. Indeed, integrable Ermakov-Ray-Reid systems have in recent years been shown to arise in a wide range of important physical contexts, including warm-core oceanographic elliptic eddy theory, rotating shallow water hydrodynamics, anisentropic gasdynamics and magnetogasdynamics [39, 41, 42, 48]. They also arise in a spiralling elliptic soliton model of Ref. [17] and its extension in the Bose-Einstein setting in Ref. [1]. The Ermakov-Ray-Reid connections in the latter cases are demonstrated in Ref. [43].
Here, a class of NLS model equations are investigated wherein the spatial modulation of the nonlinear term is driven by an integrable Ermakov-Ray-Reid system with its characteristic invariant of motion. Attention is initially restricted to such systems with underlying Hamiltonian structure and the two key invariants are then used in an algorithmic procedure for the construction of a class of exact wave packet representations for the ‘Ermakov-modulated’ NLS equations. The method is illustrated by application, both to a modulated NLS equation relevant to the analysis of Bloch wave propagation as investigated in Ref. [52] and to a NLS equation with Airy-type spatial modulation.

To conclude, a classical Ermakov reduction for a Mooney-Rivlin material is derived via a wave packet ansatz in the wider setting of propagation in higher-order hyperelastic models of incompressible solids. It is noted that Destrade and Saccomandi [16] recently derived a Ermakov reduction in an investigation of wave propagation in a neo-Hookean material that is stretched linearly with time.

2. Integrable Ermakov-Ray-Reid Reduction

Here, we consider the class of spatially modulated nonlinear Schrödinger (NLS) equations

\[ i U_t + U_{xx} - [\Omega(x) + \Lambda(x)]|U|^2 U = 0, \tag{2.1} \]

where \( \Omega(x) \) is an external potential and \( \Lambda(x) \) is a modulation of the nonlinear term. Introducing the wave packet representation

\[ U = q(x) \exp[i(r(x) - \omega t)], \tag{2.2} \]

\( \omega \) being a constant, into (2.1) and separating the real and imaginary parts lead to the equations for the amplitude \( q \) and the phase \( r \), namely

\[ \ddot{q} + \omega q - \dot{r}^2 q - [\Omega(x) + \Lambda(x)]q^2 |q| = 0, \tag{2.3} \]

\[ 2\dot{r}q + \ddot{r} q = 0, \tag{2.4} \]

where a dot indicates a derivative with respect to the spatial variable \( x \). Integrating (2.4) gives

\[ \dot{r} = \frac{k_l}{q^2}, \tag{2.5} \]

where \( k_l \) is an arbitrary constant of integration.

In the sequel, the modulation \( \Lambda(x) \) is assumed to be of the form

\[ \Lambda(x) = \frac{1}{\rho^6} H \left( \frac{\rho}{q} \right), \tag{2.6} \]

where \( \rho = \rho(x) \) satisfies the equation

\[ \ddot{\rho} + [\omega - \Omega(x)]\rho = \frac{1}{\rho^2 q} \Psi \left( \frac{q}{\rho} \right) \tag{2.7} \]

and \( H \) and \( \Psi \) are arbitrary functions. Thus, inserting (2.5) and (2.6) into (2.3) yields the equation

\[ \ddot{q} + [\omega - \Omega(x)]q = \frac{1}{q^2 \rho} \Phi \left( \frac{\rho}{q} \right), \tag{2.8} \]
where

\[ \Phi \left( \frac{p}{q} \right) = \left( \frac{p}{q} \right)^{-5} H \left( \frac{p}{q} \right) + \frac{k_1^2 p}{q}. \]  

(2.9)

The coupled pair of nonlinear equations (2.7) and (2.8) constitute a Ermakov-Ray-Reid system [29, 30, 36, 37, 47]. On introduction of new dependent and independent variables \( \alpha, \beta \) and \( \zeta \) according to

\[ q = \alpha(\zeta) \phi, \quad p = \beta(\zeta) \phi, \quad \zeta = \psi/\phi, \]  

(2.10)

where \( \phi \), and \( \psi \) are linearly independent solutions with unit Wronskian

\[ \phi \dot{\psi} - \dot{\phi} \psi = 0, \]  

(2.11)

it is seen that the Ermakov-Ray-Reid system reduces to the autonomous canonical form

\[ \alpha'' = \frac{1}{\alpha^2 \beta} \Phi(\beta/\alpha), \quad \beta'' = \frac{1}{\beta^2 \alpha} \Psi(\alpha/\beta), \]  

(2.12)

where the prime denotes a derivative with respect to \( \zeta \). This system admits the characteristic Ermakov-type invariant

\[ J = \frac{1}{2} \left( \alpha \beta' - \beta \alpha' \right)^2 + \int_{\sigma=\beta/\alpha} \Phi(\sigma) d\sigma + \int_{\tau=\alpha/\beta} \Psi(\tau) d\tau. \]  

(2.13)

If, in addition,

\[ \Psi(\tau) - \Phi(\sigma) = \tau \frac{d \Psi}{d \tau}(\tau) - \sigma \frac{d \Phi}{d \sigma}(\sigma), \]  

(2.14)

system (2.12) is Hamiltonian [38, 43] with

\[ \alpha'' = -\frac{\partial V}{\partial \alpha}, \quad \beta'' = -\frac{\partial V}{\partial \beta}, \quad V = \frac{1}{\alpha^2} J(\beta/\alpha), \quad J(\beta/\alpha) = \frac{\alpha}{2\beta} \left[ \Phi(\beta/\alpha) + \Psi(\alpha/\beta) \right]. \]  

(2.15)

Then (2.12) admits the parametrization

\[ \alpha'' = \frac{1}{\alpha^2} \left[ 2J(\sigma) + \sigma \frac{dJ}{d\sigma}(\sigma) \right], \quad \beta'' = -\frac{1}{\alpha^2} \frac{dJ}{d\sigma}(\sigma), \]  

(2.16)

with associated Hamiltonian

\[ H = \frac{1}{2} \left( \alpha^2 + \beta^2 \right) + \frac{1}{\alpha^2} J(\beta/\alpha). \]  

(2.17)

The Ermakov invariant becomes

\[ J = \frac{1}{2} \left( \alpha \beta' - \beta \alpha' \right)^2 + \frac{\alpha^2 + \beta^2}{\alpha^2} J(\beta/\alpha). \]  

(2.18)

This pair of invariant relations in \( J \) and \( H \) may now be adduced to solve the canonical autonomous Ermakov-Ray-Reid system (2.16) for \( \alpha, \beta \) via the algorithmic procedure introduced in Refs. [38,
Thus, application of the identity

$$\left(\alpha^2 + \beta^2\right)\left(\alpha'^2 + \beta'^2\right) - (\alpha\beta' - \alpha'\beta)^2 \equiv (\alpha\alpha' + \beta\beta')^2$$

(2.19)

together with the pair of invariant relations (2.17), (2.18) shows that

$$2\Sigma \left[ \mathcal{H} - \frac{1}{\alpha^2} J(\beta/\alpha) \right] - 2 \left[ \mathcal{I} - \frac{\Sigma}{\alpha^2} J(\beta/\alpha) \right] = \frac{1}{4} \Sigma^2,$$

(2.20)

where $\Sigma = \alpha^2 + \beta^2$. Reduction of (2.20) yields

$$\frac{1}{8} \Sigma^2 = \mathcal{H} \Sigma - \mathcal{I}.$$  

(2.21)

Clearly, equation (2.21) does not admit a solution if $\mathcal{H} < 0$ and $\mathcal{I} \geq 0$, while, on integration,

$$\Sigma = \frac{1}{\mathcal{H}} \left[ \mathcal{I} + 2\mathcal{H}^2(\zeta - \zeta_0)^2 \right],$$

(2.22)

$\zeta_0$ being an integration constant, if $\mathcal{H} > 0$ or $\mathcal{H} < 0$ and $\mathcal{I} \leq 0$. If $\mathcal{H} = 0$ and $\mathcal{I} \leq 0$

$$\Sigma = 2\sqrt{2|\mathcal{I}|} \zeta + \zeta_0.$$  

(2.23)

Now,

$$\frac{d}{d\zeta} \arctan \sigma = \frac{\alpha\beta' - \alpha'\beta}{\Sigma},$$

(2.24)

so that, on introduction of the new independent variable $\tilde{\zeta}$ according to

$$d\tilde{\zeta} = \Sigma^{-1} d\zeta,$$

(2.25)

the invariant relation (2.18) shows that $\sigma = \beta/\alpha$ is given via the constant of motion expression

$$\mathcal{I} = \frac{1}{2} \left( \frac{d}{d\zeta} \arctan \sigma \right)^2 + (1 + \sigma^2)J(\sigma),$$

(2.26)

whence

$$\frac{1}{\sqrt{2}} \int \frac{d\sigma}{\sqrt{\mathcal{I} - (1 + \sigma^2)J(\sigma)}} = \tilde{\zeta} + C.$$  

(2.27)
where, by virtue of (2.22) and (2.25), up to an additive constant,

\[
\tilde{\zeta} = \begin{cases} 
\frac{1}{\sqrt{2J}} \arctan \left[ \sqrt{\frac{2}{J}} (\zeta - \zeta_0) \right], & \text{if } \mathcal{H} > 0, I > 0, \\
-\frac{1}{2\mathcal{H}} (\zeta - \zeta_0), & \text{if } \mathcal{H} > 0, I = 0, \\
-\frac{\zeta}{\zeta_0}, & \text{if } \mathcal{H} = 0, I = 0, \\
\text{sign}(\mathcal{H}) \frac{1}{\sqrt{2|\mathcal{J}|}} \arctanh \left[ \mathcal{H} \sqrt{\frac{2}{|\mathcal{J}|}} (\zeta - \zeta_0) \right], & \text{if } \mathcal{H} \neq 0, I < 0, \\
\frac{1}{\sqrt{2|\mathcal{J}|}} \ln \sqrt{|\zeta - \zeta_0|}, & \text{if } \mathcal{H} = 0, I < 0.
\end{cases}
\] (2.28)

The Ermakov variables \( \alpha \) and \( \beta \) in the autonomised system are given in terms of \( \Sigma \) and \( \sigma \) by the relations

\[
\alpha = \pm \sqrt{\frac{\Sigma}{1 + \sigma^2}}, \quad \beta = \pm \sigma \sqrt{\frac{\Sigma}{1 + \sigma^2}}. \quad (2.29)
\]

In particular, if

\[
J = \frac{\epsilon}{1 + \sigma^2} \quad (\epsilon > 0), \quad (2.30)
\]

the Ermakov-Ray-Reid system (2.16) adopts the symmetric form

\[
\alpha'' = \frac{2\epsilon \alpha}{(\alpha^2 + \beta^2)^2}, \quad \beta'' = \frac{2\epsilon \beta}{(\alpha^2 + \beta^2)^2}, \quad (2.31)
\]

and corresponds to a special case in which the Wronskian in the Ermakov invariant relation (2.18) is constant. The relations (2.27) and (2.28) then together show that

\[
\sigma = \tan \left\{ \sqrt{1 - \frac{\epsilon}{\mathcal{J}}} \arctan \left[ \sqrt{\frac{2}{\mathcal{J}}} (\zeta - \zeta_0) \right] + \tilde{C} \right\}
\] (2.32)

where \( \tilde{C} \) is an arbitrary constant of integration.

In a more general situation wherein \( J(\sigma) \) is such that

\[
\mathcal{J} - (1 + \sigma^2)J = \alpha + \frac{\beta}{1 + \sigma^2} + \frac{\gamma}{(1 + \sigma^2)^2} + \tilde{\delta}(1 + \sigma^2), \quad (2.33)
\]

an elliptic integral representation for \( \sigma \) may be obtained directly via

\[
\left( \frac{d\sigma}{d\zeta} \right)^2 = 2[\alpha(1 + \sigma^2)^2 + \beta(1 + \sigma^2) + \gamma + \tilde{\delta}(1 + \sigma^2)^3]. \quad (2.34)
\]

Various specialisation of (2.34) have previously led to results of physical interest in a wide range of physical contexts with nonlinear Schrödinger-type models. In particular, recently, in Ref. [9] in
the context of dark soliton pulse propagation modelled by a nonic NLS model equation, it was recorded that the nonlinear equation

\[
\left( \frac{d\sigma}{d\xi} \right)^2 = -A_0^2 - (3b + k^2 - 2)\sigma^2 - [3b^2 + 2(k^2 - 2)b + 1 - k^2]\sigma^4/A_0^2 - [b^3 + (k^2 - 2)b^2 + (1 - k^2)b]\sigma^6/A_0^4.
\]  

(2.35)

admits the two-parameter class of exact solutions

\[
\sigma = \frac{A_0}{\sqrt{dn^2(\tilde{\xi}, k) + b}},
\]

(2.36)

where \( \tilde{\xi} \) is given in terms \( \zeta \) by (2.28). Here, the alignment of (2.34) with (2.35) requires that the constant \( \tilde{\alpha}, \tilde{\beta}, \tilde{\gamma} \) and \( \tilde{\delta} \) be such that

\[
\begin{align*}
\tilde{\alpha} &= \frac{3[b^3 + (k^2 - 2)b^2 + (1 - k^2)b]}{2A_0^2} - \frac{3b^2 + 2(k^2 - 2)b + 1 - k^2}{2A_0^2}, \\
\tilde{\beta} &= -\frac{3b + k^2 - 2}{2} + \frac{3b^2 + 2(k^2 - 2)b + 1 - k^2}{A_0^2} - \frac{3[b^3 + (k^2 - 2)b^2 + (1 - k^2)b]}{2A_0^2}, \\
\tilde{\gamma} &= \frac{A_0^2}{2} + \frac{3b + k^2 - 2}{2} - \frac{3b^2 + 2(k^2 - 2)b + 1 - k^2}{2A_0^2} + \frac{b^3 + (k^2 - 2)b^2 + (1 - k^2)b}{2A_0^2}, \\
\tilde{\delta} &= -\frac{b^3 + (k^2 - 2)b^2 + (1 - k^2)b}{2A_0^4}.
\end{align*}
\]

The corresponding solutions \( \alpha, \beta \) of the autonomous Ermakov-Ray-Reid system (2.16) with \( J(\Delta) \) given by (2.33) are determined in terms of \( \Sigma \) and \( \sigma \) by the relations (2.29). For the sake of brevity, we shall henceforth limit our analysis to the case \( \mathcal{H} > 0 \) and \( \mathcal{J} > 0 \). Then, from (2.22), (2.28) and (2.29) we deduce that

\[
\alpha = \pm \sqrt{\frac{[\mathcal{J} + 2\mathcal{H}^2(\zeta - \zeta_0)^2][dn^2(\tilde{\xi}, k) + b]}{\mathcal{H}[A_0^2 + dn^2(\tilde{\xi}, k) + b]}},
\]

\[
\beta = \pm A_0 \sqrt{\frac{\mathcal{J} + 2\mathcal{H}^2(\zeta - \zeta_0)^2}{\mathcal{H}[A_0^2 + dn^2(\tilde{\xi}, k) + b]}}.
\]

(2.38)

The spatial modulation term \( \Lambda(x) \), by virtue of (2.6) and (2.9) is given by

\[
\Lambda(x) = \frac{1}{\rho^6} \left[ \left( \frac{\rho^2}{q^2} \right)^5 \Phi \left( \frac{\rho^2}{q^2} \right) - k_1^2 \left( \frac{\rho^2}{q^2} \right)^6 \right],
\]

(2.39)

where, for the present class of Ermakov-Ray-Reid systems (2.16) with underlying Hamiltonian structure, it is seen that

\[
\Phi \left( \frac{\rho}{q} \right) = \Phi \left( \frac{\beta}{\alpha} \right) = \Phi (\sigma) = \frac{d}{d\sigma} [\sigma^2 J(\sigma)],
\]

(2.40)
The original Ermakov variables $q$ and $\rho$ as given by the relations (2.10) have dependence on the pair of linearly independence solutions $\phi$, $\psi$ with unit Wronskian of the base equation (2.11) which, in turn, depends on the nature of the external potential $\Omega$.

In the absence of an external potential $\Omega$, if $\omega = \lambda^2 > 0$, then (2.11) admits the pair of linearly independent solutions

$$\phi = \cos(\lambda x), \quad \psi = \sin(\lambda x)$$

with unit Wronskian. Accordingly, $q$ and $\rho$ admit the representations

$$q = \alpha(\zeta) \cos(\lambda x), \quad \rho = \beta(\zeta) \cos(\lambda x),$$

where $\zeta = \tan(\lambda x)$ and the Ermakov variables $\alpha$ and $\beta$ are given by the expressions (2.38).

In the case of non-zero $\Omega(x)$, the appropriate representation for this external potential depends on the physical context. In the sequel, two cases of potential interest are summarised.

### 2.1. Bloch Wave Propagation

In Ref. [52], Zhang et al adopted the external potential

$$\Omega(x) = 2V_0 \cos 2x$$

in the context of modulated Bloch wave propagation in optical lattices. In this case, Eq. (2.11) admits the pair of linearly independent solutions

$$\phi = \text{Mathieu } C(\omega, V_0, x), \quad \psi = \text{Mathieu } S(\omega, V_0, x),$$

with unit Wronskian. Accordingly here, in explicit terms

$$q = \pm \text{Mathieu } C(\omega, V_0, x) \sqrt{\mathcal{J} + 2 \mathcal{K}^2 (\zeta - \zeta_0)^2 \left[ \text{dn}^2(\tilde{\zeta}, k) + b \right]}$$

$$\rho = \pm A_0 \text{Mathieu } C(\omega, V_0, x) \sqrt{\mathcal{J} + 2 \mathcal{K}^2 (\zeta - \zeta_0)^2 \left[ \text{dn}^2(\tilde{\zeta}, k) + b \right]},$$

where $\tilde{\zeta}$ is given by (2.28)$_1$ with

$$\zeta = \frac{\text{Mathieu } S(\omega, V_0, x)}{\text{Mathieu } C(\omega, V_0, x)}.$$
Thus, the external potential

$$\Omega(x) = \Omega_0 x$$

(2.47)
is posited in the modulated NLS equation (2.1) so that the linear base equation (2.11) of the present Ermakov reduction procedure becomes the Airy equation

$$\frac{d^2 \phi}{dx^2} - \tilde{x} \phi = 0,$$

(2.48)

where

$$\tilde{x} = \Omega_0^{1/3} (x - \omega \Omega_0^{-1}).$$

(2.49)
The canonical reduction (2.48) admits a pair of linearly independent solutions in terms of modified Bessel functions, or alternatively, in terms of Airy functions $\text{Ai}(\tilde{x}), \text{Bi}(\tilde{x})$. If we proceed with the latter representation, $\phi = \text{Ai}(\tilde{x})$ and $\psi = \pi \text{Bi}(\tilde{x})$ are independent solutions to (2.48) with unit Wronskian and thus the autonomisation relations (2.10) become

$$q = \text{Ai}(\tilde{x}) \alpha(\zeta), \quad \rho = \text{Ai}(\tilde{x}) \beta(\zeta), \quad \zeta = \pi \frac{\text{Bi}(\tilde{x})}{\text{Ai}(\tilde{x})}.$$  

(2.50)

It is recalled that the variables $\alpha$ and $\beta$ in (2.50) are here determined by the Hamiltonian Ermakov-Ray-Reid system (2.16) and are given in terms of $\Sigma$ and $\sigma$ by the relations (2.29). It is noted that $\Sigma$ is independent of $J(\beta/\alpha)$ and is expressed in terms of $\zeta$ by (2.22).

Here, to emphasise the scope of the reduction procedure, we record the solution for $q$ and $\rho$ corresponding to another basic class of solutions for $\sigma = \beta/\alpha$ in terms of Jacobi elliptic functions. Thus, the two-parameter specialisation

$$\left( \frac{d\sigma}{d\zeta} \right)^2 = -\tilde{a} \sigma^4 + \tilde{b} \sigma^2 + \tilde{c},$$

(2.51)

with

$$\tilde{a} = \frac{a}{2}, \quad \tilde{b} = \frac{2a + b}{2}, \quad \tilde{c} = \frac{c - (a + b)}{2}, \quad \tilde{\delta} = 0,$$

(2.52)
is considered.

This reduction was used in Ref. [44] in connection with the application of a variant of the present algorithmic procedure to an unmodulated cubic-quintic NLS equation incorporating both a de Broglie-Bohm quantum potential and a generalised Kaup-Newell type nonlinear dispersion term.

If $\tilde{a}$ and $\tilde{c}$ are positive, then the explicit exact solution of (2.51) can be written in terms of the Jacobi elliptic function $\text{cn}$ as

$$\sigma = \sigma_0 \text{cn} \left( \sqrt{\tilde{c}} \zeta, k \right),$$

(2.53)

where

$$\sigma_0 = \sqrt{\frac{\tilde{b} + \sqrt{4\tilde{a}\tilde{c} + \tilde{b}^2}}{2\tilde{a}}}, \quad s = \frac{\sqrt{4\tilde{a}\tilde{c} + \tilde{b}^2}}{s}, \quad k = \sqrt{\tilde{a} \sigma_0}.$$  

(2.54)
Thus, in this case, the original Ermakov variables \( \rho, q \) are given by

\[
q = \pm \text{Ai}(\bar{x}) \sqrt{\frac{J + 2H^2(\zeta - \zeta_0)^2}{H[1 + \sigma_0^2 \cn^2(s\zeta, k)]}},
\]
\[
\rho = \pm A_0 \text{Ai}(\bar{x}) \cn(s\zeta/k) \sqrt{\frac{J + 2H^2(\zeta - \zeta_0)^2}{H[1 + \sigma_0^2 \cn^2(s\zeta, k)]}},
\]

where \( \bar{x} \) is given in terms of \( x \) by the linear relation (2.49), while \( \bar{\zeta} \) is determined via (2.28) and the relation (2.50). The modulation \( \Lambda(x) \) is obtained via the relations (2.39) and (2.40) with

\[
J \left( \frac{\beta}{\alpha} \right) = J(\sigma) = \frac{1}{(1 + \sigma^2)} \left[ J + \frac{a + b + 2c}{2(1 + \sigma^2)} - \frac{c}{2(1 + \sigma^2)^2} \right].
\]

3. A Classical Ermakov-Type Reduction

Insertion of the relation (2.5) into (2.3) produces the wave amplitude equation, viz

\[
q_{xx} + [\omega - \Omega(x) - \Lambda(x)]q^2q = \frac{k_1^2}{q^2},
\]

and, on change of dependent and independent variables according to

\[
\alpha = \frac{q}{\rho}, \quad dx^* = \rho^{-2}dx,
\]

this becomes

\[
\alpha_{x^* x^*} + \left[ \frac{\rho_{xx}}{\rho} + \omega - \Omega(x) - \Lambda(x)\rho^2 \alpha^2 \right] \rho^4 \alpha = \frac{k_1^2}{\alpha^3}.
\]

If it is now required that

\[
\Lambda(x) = -\frac{\lambda}{\rho^2},
\]

where \( \lambda \) is a constant and \( \rho \) is governed by the classical Ermakov equation

\[
\rho_{xx} + [\omega - \Omega(x)]\rho = \frac{c_1}{\rho^4},
\]

\( c_1 \) being an arbitrary constant. Then the Ermakov-modulated wave amplitude \( \alpha \) is given by an autonomous equation

\[
\alpha_{x^* x^*} + c_1 \alpha + \lambda \alpha^3 = \frac{k_1^2}{\alpha^5}.
\]

A single integration of (3.6) yields

\[
\alpha_{x^*}^2 + c_1 \alpha^2 + \lambda \alpha^4 + \frac{k_1^2}{\alpha^2} = k_{II},
\]

where \( k_{II} \) is an integration constant, and, on setting \( \mathcal{A} = \alpha^2 \), it is seen that

\[
\frac{1}{4} \mathcal{A}_{x^*}^2 = k_{II} \mathcal{A} - \frac{\lambda}{2} \mathcal{A}^3 - c_1 \mathcal{A}^2 - k_1^2 \equiv \mathcal{B}(\mathcal{A}).
\]

A qualitative analysis à la Weierstrass of equation (3.8) reveals that it admits non singular solutions only in the following cases
Fig. 1. The different profiles of the function $\mathcal{B}$ guaranteeing the existence of non singular solutions to equations (3.7) and (3.8) with modulation $\Lambda$ as in (3.4) ($\lambda \neq 0$).

(i) $\lambda > 0$, $c_1 \leq 0$, $k_{\Pi} \geq -c_1^2/(2\lambda)$ and

\[
k_1^2 \leq \frac{8\delta(\sqrt{\delta} - c_1) - 6\lambda c_1 k_{\Pi}}{27\lambda^2},
\]  

where $\delta = c_1^2 + 3\lambda k_{\Pi}/2$;

(ii) $\lambda > 0$, $c_1 > 0$, $k_{\Pi} > 0$ and $k_1$ satisfying inequality (3.9);

(iii) $\lambda < 0$, $c_1 > 0$, $0 < k_{\Pi} < 2c_1^2/(3|\lambda|)$ and

\[
\frac{6|\lambda| c_1 k_{\Pi} - 8\delta(\sqrt{\delta} + c_1)}{27\lambda^2} \leq k_1^2 < \frac{6|\lambda| c_1 k_{\Pi} + 8\delta(\sqrt{\delta} - c_1)}{27\lambda^2};
\]  

(iv) $\lambda = 0$, $c_1 > 0$, $k_{\Pi} > 0$, $k_1^2 \leq k_{\Pi}^2/(4c_1)$.

Setting

\[
\alpha_n^2 = \frac{4\sqrt{\delta}}{|3|\lambda|} \cos \vartheta + \frac{2n\pi}{3} - \frac{2c_1}{3\lambda} \quad (n = 1, 2, 3),
\]  

\[
\vartheta = \arccos \left( -\text{sign}(\lambda) \frac{27\lambda^2 k_1^2 + 18\lambda c_1 k_{\Pi} + 8c_1^3}{8\delta\sqrt{\delta}} \right),
\]  

by using Cardano’s formula one can readily check that $\alpha_2^2$ and $\alpha_3^2$ ($\alpha_2^2 \leq \alpha_3^2$) are the (positive) zeroes of $\mathcal{B}$ in cases (i) and (ii), while $\alpha_1^2 < \alpha_2^2 \leq \alpha_3^2$ ($n = 1, 2, 3$) are the zeroes of $\mathcal{B}$ in case (iii).

It can be also proved that the solution to (3.7) is

\[
\alpha = \sqrt{\alpha_3^2 - (\alpha_2^2 - \alpha_1^2)} \sin^2 \left[ \sqrt{\frac{\lambda(\alpha_1^2 + \alpha_3^2)}{2}} (x^* - x_0^*) \right],
\]  

\[
\frac{\alpha_3^2 - \alpha_1^2}{\alpha_1^2 + \alpha_3^2},
\]  

\[
(3.13)
\]
in the former cases and
\[
\alpha = \sqrt{\alpha_1^2 + (\alpha_2^2 - \alpha_3^2)\text{sn}^2 \left[ \sqrt{\frac{\lambda}{k}} (x^* - x^*_0) \right]} \left( \frac{\alpha_2^2 - \alpha_3^2}{\alpha_3^2 - \alpha_1^2} \right) \]  
(3.14)

in the latter. In the absence of modulation, i.e., $\lambda = 0$, the solution to (3.7) is instead
\[
\alpha = \sqrt{k_{\text{II}} - \frac{k_{\text{II}}^2 - 4c_1k_1^2 \cos \left[ 2\sqrt{c_1}(x^* - x^*_0) \right]}{2c_1}}. \]  
(3.15)

Thus, in general the original wave amplitude $q$ admits a representation
\[
q(x) = \alpha(x^*)\rho(x), \]  
(3.16)

where $\alpha$ is an elliptic or trigonometric function, $x^*$ is the antiderivative of $\rho^{-2}(x)$ and the modulation $\rho(x)$ is driven by the classical Ermakov equation (3.5).

It is remarked that the above procedure with $\Lambda(x) \sim 1/\rho^6$, but with $r(x) \neq 0$ in the wave representation (2.2), corresponds to a natural extension of that of Zhang et al [52] conducted in the context of a modulated NLS model descriptive of large amplitude Bloch wave propagation in optical lattices. That procedure, in turn, is embedded naturally in the reduction procedure presented earlier with modulation $\Lambda(x) = 1/\rho^6 H(\rho/q)$ wherein $\rho(x)$ and wave amplitude $q(x)$ are governed by a Ermakov-Ray-Reid system.

4. Transverse Wave Propagation in Hyperelastic Materials

In a recent work by Destrade and Saccomandi [16] in the setting of nonlinear elastodynamics, a reduction to the classical Ermakov equation was obtained for the wave amplitude in transverse propagation in an incompressible hyperelastic material of neo-Hookean type subject to time-dependent biaxial stretch. In this hyperelastic context, the model coupled elastodynamic system is complex in nature, but not of variant NLS type unless rotatory effects are incorporated as in Ref. [14]. However, the algorithmic Ermakov-Ray-Reid reduction procedure as presented in the previous sections may nevertheless be adapted mutatis mutandis. Here, a reduction to a Ermakov type equation is obtained for Mooney-Rivlin materials via a wave packet ansatz analogous to that of (2.2) (but with the spatial and temporal roles interchanged). This is set in the context of transverse propagation in a class of higher order incompressible hyperelastic materials.

Thus, the class of shearing motions in the $Z$ direction $x = x(X,t)$, with
\[
x = X + f(Z,t), \quad y = Y + g(Z,t), \quad z = Z, \]  
(4.1)
is considered. As usual, we denote by $F = \partial x/\partial X$ the deformation gradient tensor, by $B = FF^T$ the left Cauchy-Green deformation tensor and by $I_1 = \text{tr}B$ and $I_2 = \text{tr}(B^{-1})$ the first and second principal invariants. Since $\det F = 1$ for all $t$, the motion (4.1) is isochoric.
The Cauchy stress tensor $T$, derived from the strain-energy function $W = W(I_1, I_2)$ of an incompressible hyperelastic material, is

$$T = -pI + 2\frac{\partial W}{\partial I_1}B - 2\frac{\partial W}{\partial I_2}B^{-1},$$  
(4.2)

where $p$ is a Lagrange multiplier introduced by the constraint of incompressibility, whence the nominal stress $\mathbf{S} = (\det \mathbf{F})\mathbf{F}^{-1}T$ is given by

$$\mathbf{S} = -p\mathbf{F}^{-1} + 2W_1\mathbf{F}^T - 2W_2\mathbf{F}^{-1}\mathbf{B}^{-1}.$$  
(4.3)

The momentum equation

$$\rho_0 \frac{\partial^2 \mathbf{x}}{\partial t^2} = \text{Div} \mathbf{S}$$

(4.4)

for the class of deformations (4.1) yields

$$\rho_0 f_{tt} = -p_x + 2[(W_1 + W_2)f_Z]_Z, \quad \rho_0 g_{tt} = -p_y + 2[(W_1 + W_2)g_Z]_Z,$$

(4.5)

$$0 = f_Z p_x + g_Z p_y - p_z + 2[W_1 - (1 + f_Z^2 + g_Z^2)W_2]_Z,$$

where subscripts indicate partial derivatives with respect to the indicated arguments.

On introduction of the shear strains $F := f_Z$ and $G := g_Z$, elimination of $p$ in (4.5) leads to a coupled nonlinear system for the strains $F$ and $G$, namely,

$$\begin{cases} 
\rho_0 f_{tt} = (SF)_{ZZ}, \\
\rho_0 g_{tt} = (SG)_{ZZ}, 
\end{cases}$$

(4.6)

where the generalized shear modulus $S = 2(W_1 + W_2)$ is positive for all $Z$ and $t$ as a consequence of the Baker-Ericksen inequalities. Next, for the sake of completeness, from (4.5) and (4.6) the pressure field is found to be

$$p = [(SF)_Z - \rho_0 f_{tt}]x + [(SG)_Z - \rho_0 g_{tt}]y + 2W_1 - 2(1 + F^2 + G^2)W_2 + h(t),$$

(4.7)

$h$ being an arbitrary function of time.

In terms of the quantity $\Theta := F + iG$, the system (4.6) is conveniently encapsulated in the single complex equation

$$\rho_0 \Theta_{tt} = [S(|\Theta|^2)\Theta]_{ZZ},$$

(4.8)

A wave representation is here sought with

$$\Theta(Z,t) = q(t) \exp[i(kZ + r(t))],$$

(4.9)

whence, on substitution into (4.8), it is seen that

$$\ddot{q} - qr^2 + \left(\frac{k^2}{\rho_0}\right)S(q^2)q = 0,$$

(4.10)
where now a dot indicates a derivative with respect to time $t$. The latter relation (4.11) shows that (c.f. (2.5))

$$\ddot{r} = k_1/q^2,$$  \hfill (4.12)

and substitution into (4.10) produces the nonlinear wave amplitude equation

$$\ddot{q} + \left(\frac{k^2}{\rho_0}\right) S(q^2) q = \frac{k^2}{q^3}.$$  \hfill (4.13)

Here, we restrict attention to hyperelastic materials with strain energy potential of the type

$$W(I_1, I_2) = \frac{1}{2} \sum_{m,n=0}^{2} C_{mn} (I_1 - 3)^m (I_2 - 3)^n,$$  \hfill (4.14)

where $C_{00} = 0$ and $C_{mn}$ are material constants. For consistency of the model (4.14) with linear elasticity in the limit of small strains, it is necessary that

$$C_{10} + C_{01} = \mu_0 > 0,$$  \hfill (4.15)

$\mu_0$ being the infinitesimal shear modulus, while requiring that (4.14) meets the strong ellipticity condition implies that (see Ref. [46] for details)

$$\mu_{nl} \equiv C_{20} + 2C_{11} + C_{02} > 0.$$  \hfill (4.16)

For hyperelastic materials with strain energy given by (4.14), the generalized shear modulus $S$ is given by

$$S = \mu_0 + 2\mu_{nl} q^2,$$  \hfill (4.17)

and so the wave amplitude equation (4.13) becomes

$$\ddot{q} + k^2 (c^2 + 2c_{nl}^2 q^2) q = \frac{k^2}{q^3},$$  \hfill (4.18)

where

$$c^2 = \frac{\mu_0}{\rho_0}, \quad c_{nl}^2 = \frac{\mu_{nl}}{\rho_0}.$$  \hfill (4.19)

For a Mooney-Rivlin material ($C_{20} = C_{11} = C_{02} = 0$ in (4.14)), $c_{nl} = 0$ and so equation (4.18) reduces to the classical Ermakov-type equation

$$\ddot{q} + k^2 c^2 q = \frac{k^2}{q^3}.$$  \hfill (4.20)

The nonlinear superposition principle set down in Ref. [28] and subsequently constructed via Lie group methods in Ref. [35], as applied to (4.20) shows that

$$q(t) = \sqrt{q_0^2 \cos^2(kct) + \frac{q_0q_0}{kc} \sin(2kct) + \frac{q_0^2q_0^2}{k^2c^2q_0^2} \sin^2(kct)},$$  \hfill (4.21)
where \( q_0 \neq 0 \) and \( \dot{q}_0 \) are integration constants. Equivalently, \( q \) adopts the form

\[
q(t) = \sqrt{A + \sqrt{A^2 - \frac{k_1^2}{k^2 c^2} \cos[2kc(t - t_0)]}}
\]  
(4.22)

where \( A \geq |k_1|/(|k|c) \) and \( t_0 \) are integration constants. Hence, in view of (4.12), the time-dependent phase \( r \) is given by

\[
r(t) = \text{sign} \left( \frac{k_1}{k} \right) \left\{ n\pi + \arctan \left[ \frac{A - \sqrt{A^2 - \frac{k_1^2}{k^2 c^2}}}{A + \sqrt{A^2 - \frac{k_1^2}{k^2 c^2}}} \tan[kc(t - t_0) - n\pi] \right] \right\}
\]  
(4.23)

for \( kc(t - t_0) \in \left[ \frac{2n-1}{2}\pi, \frac{2n+1}{2}\pi \right] \) and \( n \in \mathbb{Z} \).

In order to ascertain behavior predicted by (4.18) as one departs from the Mooney-Rivlin assumption corresponding to the Ermakov reduction with \( \mu_{nl} = 0 \), we now consider the case \( \mu_{nl} > 0 \).

Equation (4.17) can be integrated once to obtain

\[
\dot{q}^2 = E - k^2(c^2 + c_{nl}^2 q^2)q^2 + \frac{k_1}{q^2} = E - \mathcal{V}(q).
\]  
(4.24)

Obviously, the integrability of (4.24) depends on the positivity of the function \( E - \mathcal{V} \) (Figure 2). If \( k_1 \neq 0 \) and \( E \geq \mathcal{V}_m \equiv \mathcal{V}(q_m) \), where

\[
q_m = \begin{cases} 
\sqrt{\frac{3}{2} \sqrt{\delta - \frac{\xi}{2}} - \frac{3}{2} \sqrt{\delta + \frac{\xi}{2}} - \frac{c^2}{6c_{nl}^2}} & \text{if } k_1^2 \geq \frac{k^2 c^6}{27c_{nl}^4}, \\
\sqrt{\frac{c^2}{6c_{nl}^2} \left( 2 \cos \frac{\vartheta}{3} - 1 \right)} & \text{if } 0 < k_1^2 \leq \frac{k^2 c^6}{27c_{nl}^4},
\end{cases}
\]  
(4.25)

with

\[
\xi = \frac{c^6}{108c_{nl}^6} - \frac{k_1^2}{2k^2 c_{nl}^2}, \quad \delta = \frac{k_1^2}{16k^4 c_{nl}^4} \left( k_1^2 - \frac{k^2 c^6}{27c_{nl}^4} \right), \quad \vartheta = \arccos \left( \frac{54k_1^2 c_{nl}^4}{k^2 c^6} - 1 \right),
\]  
(4.26)
then the third order algebraic equation

\[ \zeta^3 + \frac{c^2}{k^2c_{nl}^2} \zeta^2 - \frac{E}{k^2c_{nl}^2} \zeta + \frac{k_l^2}{k^2c_{nl}^2} = 0 \]  \hspace{1cm} (4.27)

admits three real roots

\[ \zeta_n = \frac{c^2}{3c_{nl}^2} \left( 2\sqrt{\frac{3Ec_{nl}^2}{k^2c^4} + 1 \cos \frac{2n\pi}{3} - 1} \right) \quad (n = 1, 2, 3), \]  \hspace{1cm} (4.28)

where

\[ \phi = \arccos \left[ \frac{k(2k^2c^6 + 9Ec^2c_{nl}^2 + 27k_l^2c_{nl}^4)}{2(k^2c^4 + 3Ec_{nl}^2)^{3/2}} \right]. \]  \hspace{1cm} (4.29)

These roots can be ordered as

\[ \zeta_1 < 0 < \zeta_2 \leq \zeta_3. \]  \hspace{1cm} (4.30)

(It is worth noting that \( \zeta_2 = \zeta_3 \) if and only if \( E = \beta_m \).)

Then, besides the solutions with constant amplitude

\[
\begin{cases}
q = \sqrt{\zeta_n}, \\
r(t) = \frac{k_l}{\zeta_n} (t - t_0),
\end{cases}
\]  \hspace{1cm} (n = 2, 3) \hspace{1cm} (4.31)

equations (4.12) and (4.24) admits a solution that can be written in terms of the Jacobi elliptic function \( \text{sn} \) and the incomplete elliptic integral of the third kind \( \Pi \):

\[ q(t) = \sqrt{\zeta_3 - (\zeta_3 - \zeta_2) \text{sn}^2 \left( \tau(t - t_0), \kappa \right)}, \]  \hspace{1cm} (4.32)

and

\[ r(t) = \frac{k_l}{\zeta_3} \left\{ 2n\Pi(1, \nu, \kappa) + \Pi \left( \text{sn} \left[ \tau(t - t_0) - nT, \kappa \right], \nu, \kappa \right) \right\}, \]  \hspace{1cm} (4.33)

for \( \tau(t - t_0) \in \left[ \frac{(2n-1)T}{2}, \frac{(2n+1)T}{2} \right] \) and \( n \in \mathbb{Z} \), where

\[ \tau = \sqrt{\zeta_3 - \zeta_1} c_{nl} k, \quad \kappa = \sqrt{\frac{\zeta_3 - \zeta_2}{\zeta_3 - \zeta_1}}, \quad \nu = \frac{\zeta_3 - \zeta_2}{\zeta_3}, \quad T = 2K(\kappa), \]  \hspace{1cm} (4.34)

\( K \) being the complete elliptic integral of the first kind. The amplitude of this non-trivial solution oscillates between the constant solutions \( q \equiv \sqrt{\zeta_2} \) and \( q \equiv \sqrt{\zeta_3} \) (Figure 2(a)) with period \( T/\tau \). Both the amplitude (4.32) and the time-dependent phase (4.33) tend respectively to (4.22) and (4.23), with \( A = E/(2k^2c^2) \), as \( \mu_{nl} \) tends to zero (Figure 3).
Fig. 3. Amplitude $q$ and phase $r$ for a Mooney-Rivlin material (solid line) and for a hyperelastic material with strain-energy function of the form (4.14) with $\mu_{nl}/\mu_0 = 0.01$ (dashed line) and $\mu_{nl}/\mu_0 = 0.1$ (dotted line). For the sake of illustration, the integration constants are taken $A = 2$, $E = 4k^2c^2$ and $k_1^2 = k^2c^2$.

Finally, if $k_1 = 0$ the solutions of equations (4.10)-(4.11) are standing waves with amplitude

$$q(t) = q_\ast \operatorname{sn} \left( \frac{k_c}{\sqrt{2E}q_\ast} (t-t_0), i \frac{k_c}{\sqrt{2E}q_\ast} \right),$$

where

$$q_\ast = \frac{c}{\sqrt{2c_{nl}}} \sqrt{\frac{4E_c^2}{k^2c^2} + 1 - 1},$$

oscillating between the constant solutions $\pm q_\ast$ (Figure 2(b)) with period $\frac{4\sqrt{2E}q_\ast}{kc} K \left( i \frac{k_c}{\sqrt{2E}q_\ast} \right)$.

5. Conclusion

Here, integrable reductions of classes of spatially modulated nonlinear Schrödinger equation have been constructed subject to a novel connection between the modulation and Ermakov-Ray-Reid systems. The algorithmic procedure presented may be regarded as a natural extension of previous work in Ref. [52] in the context of Bloch wave and matter wave soliton propagation wherein the spatial modulation in the NLS model was driven by the classical Ermakov equation. It is noted that Ermakov-type reduction procedure may be readily adapted to the nonlinear elastodynamic system (4.6) as encapsulated in the complex representation (4.8).
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