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Abstract. Metaheuristics are a class of algorithms with some intelligence and self-learning capabilities to find solutions to difficult combinatorial problems. Although the promised solutions are not necessarily globally optimal, they are computationally economical. In general, these types of algorithms have been created by imitating intelligent processes and behaviors observed in nature, sociology, psychology and other disciplines. Metaheuristic-based search and optimization is currently widely used for decision making and problem solving in different contexts. The inspiration for metaheuristic algorithms are mainly based on nature’s behaviour or biological behaviour. Designing a good metaheuristics is making a proper trade-off between two forces: Exploration and exploitation. It is one of the most basic dilemmas that both individuals and organizations constantly are facing. But there is a little researched branch, which corresponds to the techniques based on the social behavior of people or communities, which are called Social-inspired. In this paper we explain and compare two socio-inspired metaheuristics solving a benchmark combinatorial problem.
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1 Introduction

From time to time humanity is faced with various problems and within them is the scarcity of resources or problems of daily life that are difficult to solve by the human mind. In this context, optimization constitutes an alternative to give solution to these problems. In general the optimization methods allow to
give solution to engineering problems for which exact or approximate methods can be used. Within the approximate methods we find the metaheuristics that are in charge of giving us good solutions, that eventually can be the optimal one in a limited time of process unlike the use of an exact method that can be non-efficient in computer time.

It cannot be ignored that throughout history there is a direct relationship between technological development and human societies. The human being carries out during his daily life a series of activities that he wants to optimize. Similarly, human societies become a source of inspiration for problem optimization algorithms. This inspiration can be based on the behaviour of societies in the face of external agents that affect them, such as natural phenomena or the same interaction between humans that causes changes in behaviour. Similarly, the human being can have psychological changes considering external agents, as it happens for example with pandemics.

Human behavior can be understood under three perspectives: personal, interpersonal and social. But in practice they are linked since to understand a person’s behavior we must investigate his interpersonal relationships and social factors, as well as to understand social relationships we must understand the relationships between people and the differences or similarities with others. Therefore, individual and society are two inseparable worlds [24].

It is important to consider that social and human phenomena must be evaluated considering the cultural context of the moment. For example, wars, pandemics (as is COVID-19 today) or important revolutions like the industrial one or the current digital transformation [6,37,38]. There are various human and social behaviours that can be used as inspiration. One of them is the natural ambition to achieve a better life. Success in life can be different for each person and for this reason we work to achieve some specific objectives. The path they use to achieve success may be different, but these paths generally take into account the experience that some have over others, for that reason some have the intention of learning from the most experts with the aim of improving their skills. On the other hand, each person during their life contacts others and can use their experiences to improve their life [1].

An overview of various existing Metaheuristics is found in [36].

Metaheuristics have abilities both of exploration and exploitation, exploration is the process of visiting entirely new regions of a search space (Solutions), whilst exploitation is the process of visiting those regions within the neighborhood of previously visited solutions. In order to be successful, a search algorithm needs to establish a good ratio between exploration and exploitation. Moreover, designing a good metaheuristic is making a proper trade-off between these two “Forces” [39]. Unfortunately, there is no complete answer to this question up to now [40].

A general outline for a metaheuristic is presented in the Fig. 1 [34].

The trade-off between the exploration: A Multidisciplinary Dilemma. The trade-off between the exploration of new possibilities and the exploitation of old certainties constitutes one of the most basic dilemmas that both individuals
and organizations constantly are facing. In [13] Duncan proposed the notion of Organizational Ambidexterity, it is understood as the ability of firms to do two different things at the same time, such as exploration and exploitation, efficiency and flexibility, and matching and adaptation.

![General skeleton of the metaheuristic.](image)

**Fig. 1.** General skeleton of the metaheuristic.

In [10] was presented a short paper focusing in a psychological view of metaheuristics in problem resolution. Problem solving from a creative perspective has two key aspects, from the point of view of psychology, as are convergent and divergent thinking. The first one, which corresponds to critical or convergent thinking, is the congenital processing of information around a common point, in other words, it is an attempt to bring thoughts from different conclusions to a common union or conclusion. Creative or divergent thinking, on the other hand, starts from a common point and moves to a variety of perspectives, thus generating a different idea that works as well or better than previous ideas.

Considering the source of inspiration we find an area little explored, such as those based on human and social relations, called socio-cultural inspired [20,21].

In this paper, an implementation of Teaching - Learning - Based Optimization [29] algorithm is presented, solving the Set Covering Problem. Together with this, its results are compared with another social-inspired algorithm, Twitter Optimization [8], in addition to other techniques present in the literature. The results of this type of technique are promising, besides being an interesting line of research, for the implementation of other social-inspired metaheuristics.

The work is structured in the following way, in Sect. 2 the works related to the social-inspired metaheuristics are detailed, in Sect. 3 the algorithm considered are presented, in Sect. 4 the combinatorial problems is presented, in Sect. 5 the results obtained are shown, and finally in Sect. 6 the conclusions and future works are presented.
2 Related Work

In this section the basic concepts to understand the structure and behavior of the metaheuristics will be given, in addition to giving a brief classification of them, to later give a brief review according to what was presented by Kumar and Anand [20], and thus be able to have a better context of the socio-inspired techniques.

2.1 Metaheuristics

The optimization methods can be classified into two large groups, the exact methods, with which we can obtain the optimal value for a given search space, having as main disadvantage that the computation times are increased in large combinatorial problems. While the other group are the approximate methods, which do not evaluate all the search space. Among the approximate methods are the metaheuristics, which have presented high quality results in reasonable computation times for various problems. Metaheuristics can be classified according to their way of operating, that is, based on population or on a single solution. The Fig. 2 below summarizes the classifications of the optimization methods.

![Optimization methods diagram](image)

**Fig. 2.** Optimization methods [35].

Over the years, metaheuristics has become a real alternative solution for everyday problems, for this very reason it becomes an attractive focus for
research using different sources of inspiration such as the processes of biological evolution and natural selection to give rise to Evolution-based, others based on collective behavior or swarming by some animals to give rise to Swarm-based, also others that imitate, there are also some based on physical processes called Physics-based. On the other hand, those inspired by human or social behaviour are called Human-based.

According to Blum and Roli [5], metaheuristics can be defined as an iterative process of generation that guides a subordinate heuristic, generating an efficient combination between exploitation and exploration of the search space, with strategies that structure the information to find almost optimal solutions.

The metaheuristics based on a single solution or also called trajectories, have an approach of exploitation of the search space, where at the level of iteration a solution candidate is evaluated, which was generated by its respective movement or disturbance. While population-based metaheuristics have an exploration approach, which at the iteration level evaluates a set of possible solutions.

### 2.2 Social-Inspired Algorithms

Social-inspired metaheuristics is a relatively new field, but there are reviews of literature that support its classification. One such review is the Kumar and Anand [20], where they present a classification of four sub-categories of Social-inspired. These categories are detailed in Fig. 3.

![Fig. 3. Classification of socio-inspired algorithms [20].](image)

The first category is Socio-Political Ideologies, among the metaheuristics that we can find this Ideology Algorithm (IA) [16], which is based on the interactions and behavior of individuals belonging to political parties, where each party has a certain political ideology. Election Algorithm (ELA) [14], which is inspired by the functioning of political elections, where this population technique is composed of voters and candidates for public office, these candidates belong to different electoral parties. Election Campaign Algorithm (ECO) [25,26], which bases its behavior on how voters choose the candidate with the best prestige (best quality of objective function).

Another category is Sports Competitive, where two techniques stand out, League Championship Algorithm (LCA) [18], which is based on the behavior
formed in the matches of a league, where a team competes with each other to obtain the championship. Another variation is the Soccer League Competition Algorithm (SLC) [28], which is inspired by the relationships between players and teams in a soccer league, where the population represented by each team competes with each other for the best position in the ranking table, while as in real life, the players of each team compete with each other to define which individuals will belong to the starting team or to the substitutes’ team.

The third category is those related to Socio-Cultural, where reference is made to techniques such as Teaching Learning Based Optimization (TLBO) [29], which abstracts the synergy that occurs in classroom teaching, where a teacher influences students and how they learn in community. Twitter Optimization (TO) [27], which is inspired by the behavior of the social network of the same name, where users generate tweets (Solutions), which are also followed among users, which generates celebrities and current users, to determine the operators to use. Cohort Intelligence (CI) [19], is based on the interaction of a group of people with similar qualities, who compete with each other to improve and evolve. Cultural Evolution Algorithm (CEA) [22] which seeks to obtain benefits and improve collectively, leaving individual improvement in the background, with the aim of evolving and surviving through social and multicultural influence. Social Learning Optimization (SLO) [23] is based on three co-spaces in how human intelligence evolves and improves, which are the genetic, cultural and belief levels, which are transmitted to future generations, gradually changing according to cultural changes. Socio-evolution and Learning Optimization Algorithm (SELO) [21], is based on the interaction of family nuclei composed of parents and children, which can improve through the interaction of Father and Son, as in the interaction of Sons with Sons, to obtain individual and collective improvements for each family nucleus. Social Group Optimization (SGO) [31] is based on the human need to overcome the problems for which positive and negative qualities are used, where each person has them in different measures, then it becomes necessary the relationship with other individuals to overcome the problems of life. Also used as a source of inspiration is human behavior that has a diverse variability of behaviors and interests, who try to improve and achieve success by their own knowledge and experience or try to learn from others in order to improve their own experience in life and that of their interest [1,32].

The fourth category corresponds to those based on Colonization, where we have the following techniques. Society and Civilization Algorithm (SCO) [30], which classifies individuals into societies that in turn make up civilization, as is typical of each group of individuals, there are leaders (better fitness), which guide that society, so that each individual tries to imitate their leader, in parallel the leaders of societies can migrate to other societies. Imperialist Competitive Algorithm (ICA) [3,15], which behaves imitating the idea of imperialism, where there are powerful nations that are called empires, while the weaker ones are called colonies, which belong to a certain empire. The determination of the empires and colonies are random at the beginning of the algorithm, but iteratively the colonies begin to be conquered by other empires, until all the nations are colonized by one great empire. Anarchic Society Optimization (ASO) [2] based
on the anarchic behavior of individuals in a society, this algorithm randomly
initiates the generation of solutions, which iteratively explores the search space
based on three movement policies, which are related to the best value in com-
parison with the other solutions at the present time, in the best global and a
third operator that depends on the fitness history of each individual, which is
represented in that the movements will be more anarchic, that is random, when
the solution is far from the best results.

3 Socio-Cultural: Teaching–Learning-Based Optimization
and Twitter Optimization

This section explains the operation of the social-inspired Teaching-Learning-
Based Optimization techniques [29] and Twitter Optimization [27], where the
operators inspired by social interactions are described.

3.1 Teaching–Learning-Based Optimization

TLBO is a population method based on the knowledge that a teacher in a
classroom that is shared with students improves the knowledge level of the class.
Moreover, the students are evaluated by the value of the qualification average of
the students in the class. Additionally, the results can be improved with learning
that occurs with the interaction between students. The population is composed
of a group of students, and the variables constitute the subjects offered; finally,
the fitness corresponds to the learning results of the students. In the entire
population, the best solution is considered the teacher. TLBO is composed of
two phases, the Teacher Phase and the Learner Phase.

Teacher Phase. A random sample and orderly points are generated, which
are the learners in the search space. A point considers the wisest person to be
a teacher who shares his knowledge with students. It is the first part of the
algorithm where the mean of a class increases from $M_A$ to $M_B$ depending upon
the strength of the teacher. The teacher must guide the students in such a way
that they reach their own level of knowledge. In practice, this is not possible, and
a teacher can only move the mean of a class up to a certain extent depending
on the capability of the class. This method follows a random process depending
on many factors. Let $M_i$ be the mean and $T_i$ be the teacher at any iteration $i$.$T_i$ will try to move $M_i$ towards its own level; thus, the new mean will be $T_i$,
designated $M_{new}$. The solution is updated according to the difference between
the existing and the new mean given in Eq. (1):

$$DifferenceMean_i = rand(X_{new} - T_F M_i) \quad (1)$$

Where $T_F$ is a teaching factor that decides the value of the mean to be
changed, and rand is a random value between 0 and 1. The value of $T_F$ can be
either 1 or 2, which is again a heuristic step and is randomly decided with equal
probability using the following Eq. (2) [13]:

$$T_F = \begin{cases} 1 & \text{with probability } \frac{1}{2} \\ 2 & \text{with probability } \frac{1}{2} \end{cases} \quad (2)$$
This difference modifies the existing solution by means of Eq. (3) [14]:

\[ x_{\text{new}} = x_{\text{old},i} + \text{DifferenceMean}_i \]  

(3)

**Learner Phase.** The students increase their knowledge by interactions among themselves. A solution is randomly interacted to learn something new with other solutions in the population. A solution will learn new information if the other solutions have more knowledge than him or her. The learning phenomenon of this phase is expressed by Eq. (4):

\[
\begin{align*}
\text{x}_{\text{new}}^d &= x_i^d + \text{rand}(x_j^d - x_i^d), \quad \text{If} \quad f(x_i) > f(x_j) \\
\text{x}_{\text{new}}^d &= x_i^d + \text{rand}(x_i^d - x_j^d), \quad \text{If} \quad f(x_i) < f(x_j)
\end{align*}
\]  

(4)

At any solution \( x \), considering two different learners \( x_i \) and \( x_j \), where \( i \neq j \). Consequently, we accept \( x_{\text{new}} \) if it gives a better function value. After a number of sequential teaching learning cycles, the teacher passes on knowledge to the learners, and those levels increase towards his or her own level; the randomness distribution within the search space decreases, close to the point of being considered a teacher. The algorithm converges to a solution when the knowledge level of a class shows smoothness. The term criterion can be the number of evaluations or can reach a maximum number of iterations as previously established. The algorithm is shown in Fig. 4.

### 3.2 Twitter Optimization

Twitter Optimization is inspired by the interaction between people in the social network Twitter, where each tweet is a feasible solution to evaluate, while following corresponds to the relationship between users, where each user generates tweets which are retweeted by other users, which is reflected in the use of operators defined below. With this interaction between users, which correspond to a set of solutions, and the relationship between tweets and retweeting, the technique manages to explore and exploit the search space.

Therefore each Tweet represents a solution composed of a binary vector taking the value 0 and 1, of size \( n \), as indicated in the Eq. 5

\[ x = \{x_1, x_2, ..., x_n\}, \forall i \in 1, 2, ..., n \land x_i \in \{0, 1\} \]  

(5)

The algorithm when initialized generates a graph of the relationships between users. The process starts with each user generating a solution, i.e. a tweet, as indicated in the Eq. 6, then the users are followed at random for the first iteration, where each user can only follow \( F \) users. Then for each iteration, users update the list of people \( F \) that follows, retweeting the tweet with the best fitness and following its author, if it wasn’t followed until this moment, after this the user removes the tweet with the worst fitness to keep \( F \).

\[ x_i^k = \min_i + (\max_i - \min_i) \cdot \text{rand}(0, 1) \]  

(6)
Fig. 4. Classification of socio-inspired algorithms [20].

Where \( x^{k}_{i} \) is the value of the dimension \( i \) for the user \( k \), besides that \( \max_{i} \) and \( \min_{i} \) represent the maximum and minimum values for the values of the dimension \( i \).

Moreover, the Twitter Optimization algorithm adds two interaction operators, which are comments and participation, these are applied generating a perturbation at the moment of retweeting, that is, when the user \( k \) retweets to another user \( p \), the user \( k \) has to choose randomly between the operators comments (Eq. 7) and participation (Eq. 8).

\[
x^p_i = x^p_i + \text{Character}^k \cdot \text{rand}(-1, 1) \quad (7)
\]
\[
x^k_i = x^k_i \quad (8)
\]

Another operator is the so-called publishing new tweet, which eliminates the tweet with the worst fitness after having generated a new tweet. On the
other hand there is the classification of celebrities and current, which make a differentiation for the application of a specific operator for the 1% with better fitness in their tweet. This operator takes into consideration if his solution has not been updated during the last times \( W \), where \( W \) corresponds to the number of followers of \( k \) in the current round. The behavior for the averages in each round, will be to generate a new tweet according to the Eq. 9. The celebrity will choose the tweet with the best aptitude and own it.

\[
x^k_i = x^\text{best}_i + \delta \cdot \text{rand}(-1,1)
\]  

Where \( x^\text{best} \) corresponds to the best solution found so far, \( \delta \) is scanning radius. This operator generates solutions close to the best value, performing a local search.

The algorithm is summarized in the flow chart in Fig. 5.

![Fig. 5. Social media optimization workflow [8].](image-url)
4 Combinatorial Problems

Combinatorial problems are in several areas of computer science and their application domains. These problems involve finding a grouping, ordering or assignment of a discrete and finite set of elements, in order to satisfy certain conditions. Candidate solutions do not necessarily have to meet all the conditions, but those that do become feasible, therefore evaluable solutions [5].

The application domains can be discrete, continuous or mixed, therefore they take interest since they can represent diverse problems of the real life, that can be simple to solve when the decision variables are limited, but at the moment of having a relatively great number of variables, the own combinatorial of these problems causes that the possible solutions increase of exponential way, which makes difficult its resolution in time of computation reasons under complete optimization techniques.

Among the classic examples of these problems we can find the Travelling Salesman Problem, Knapsack Problem, in addition to Karp’s 21 famous problems [17].

4.1 Set Covering Problem

Set Covering Problem can be defined as follows, considering a $A$ binary array of m-rows and n-columns size, where $a_{i,j} \in \{0, 1\}$ corresponds to the value of the $A$ binary matrix, while $i$ and $j$ are the size of rows m and columns n respectively (Eq. 10).

$$A = \begin{pmatrix}
a_{1,1} & a_{1,2} & \ldots & a_{1,n} \\
a_{2,1} & a_{2,2} & \ldots & a_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m,1} & a_{m,2} & \ldots & a_{m,n}
\end{pmatrix} \quad (10)$$

If $a_{ij}$ takes the value of 1, this means that the column $j$ satisfies the row $i$, which is related to a cost $c_j \in C$, $C = \{c_1, c_2, \ldots, c_n\}$, besides that $i = 1, 2, \ldots, m$ and $j = 1, 2, \ldots, n$.

SCP aims at minimizing the cost associated to the subset $S \subseteq J$, having as a constraints to satisfy all rows $i \in I$ with at least one column $j \in J$. Where $I = \{1, 2, \ldots, m\}$ and $J = \{1, 2, \ldots, n\}$ The columns $j$ belonging to the subset $S$ are that have value 1, while those with value 0 do not.

The SCP can be defined as follows:

$$\text{Min } \sum_{j=1}^{n} c_j x_j \quad (11)$$

Subject to

$$\sum_{j=1}^{n} a_{ij} x_j \geq 1 \quad \forall i \in I \quad (12)$$

$$x_j \in \{0, 1\} \quad \forall j \in J \quad (13)$$
### Table 1. Instances group 4.

| Instances | Zopt | TLBO | TO  | BCSO | BFO  | BSFLA | BELA | BABC |
|-----------|------|------|-----|------|------|-------|------|------|
| 4.1       | 429  | 430  | 451 | 459  | 429  | 430   | 447  | 430  |
| 4.2       | 512  | 524  | 611 | 570  | 517  | 516   | 559  | 513  |
| 4.3       | 516  | 526  | 522 | 590  | 519  | 520   | 537  | 519  |
| 4.4       | 494  | 501  | 514 | 547  | 495  | 501   | 527  | 495  |
| 4.5       | 512  | 518  | 520 | 545  | 514  | 514   | 527  | 514  |
| 4.6       | 560  | 566  | 566 | 637  | 563  | 563   | 607  | 561  |
| 4.7       | 430  | 433  | 446 | 462  | 430  | 431   | 448  | 431  |
| 4.8       | 492  | 507  | 499 | 546  | 497  | 497   | 509  | 493  |
| 4.9       | 641  | 660  | 644 | 711  | 655  | 656   | 682  | 649  |
| 4.10      | 514  | 524  | 543 | 537  | 519  | 518   | 571  | 517  |
| Avg       | 510  | 518.9| 531.6| 560.4| 513.8| 514.6| 541.4| 512.2|

**Fig. 6.** Averages for metaheuristics.

### 5 Experiments and Results

The experiments were performed using a computer with a Windows 10 operating system, 16 GB of RAM, and an i7-6700 processor are used. The instances from Beasley’s OR-Library are used in the experiments in this study [4]. For the instance group, the algorithm was executed 30 times to use the average of the results obtained. Each instance was pre-processed. In addition to being compared...
with different literature optimization techniques, such as Cat Swarm Optimization (BCSO) [7], Binary Firefly Optimization (BFO) [12], Binary Shuffled Frog Leaping Algorithm (BSFLA) [11], Binary Artificial Bee Colony (BABC) [9] and Binary Electromagnetism-Like Algorithm (BELA) [33].

The results are shown in Table 1 and Fig. 6.

6 Conclusion

In this paper we have made a brief review of the literature related to socio-inspired metaheuristic techniques, where we highlight the work in this area, specifically those related to socio-culture, which is inspired by the behavior of societies and groups of people, such as TLBO and TO techniques, which imitate the behavior of students and teachers in the classroom, as well as interactions in social networks such as Twitter.

Under the current and recurrent scenario, of having scarce resources to manage, it is necessary to use this type of techniques to solve the diverse combinatorial problems present in real life, where the socio-inspired techniques have proven to be participants in diverse implementations, besides being an attractive alternative at present.

In this work, after comparing the performance of TLBO and TO, in benchmark instances of OR-library, a clear superiority of TLBO solving Set Covering Problem is noticed, but at the same time comparing with other techniques of the literature, its results are not the best quality making a comparison of the averages obtained, however this does not mean that this kind of techniques are not a competitive alternative for the resolution of combinatorial problems.

Among the future works for this kind of socio-inspired problems, the use of hybridization techniques to improve the performance of these are denoted, in addition Autonomous Search techniques could be implemented, along with the use of techniques from Machine Learning to improve some of the operators.
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