Optimal cavity design for minimizing errors in cavity-QED-based atom-photon entangling gates with finite temporal duration
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We investigate atom-photon entangling gates based on cavity quantum electrodynamics (QED) for a finite photon-pulse duration, where not only the photon loss but also the temporal mode-mismatch of the photon pulse becomes a severe source of error. We analytically derive relations between cavity parameters, including transmittance, length, and effective cross-sectional area of the cavity, that minimize both the photon loss probability and the error rate due to temporal mode-mismatch by taking it into account as state-dependent pulse delay. We also investigate the effects of pulse distortion using numerical simulations for the case of short pulse duration. We believe that these analyses are the first to suggest that a cavity has an optimal length for the atom-photon gate, providing a fundamental guideline for implementing quantum information processing.

Atom-photon gates are key components for universal quantum computation [1] based on cavity quantum electrodynamics (CQED) [2], as these gates can be used to implement both atom-atom gates [3-6] and atom-photon gates [7, 8], which are expected to enable the construction of scalable distributed quantum computation systems [2]. Recently, one of the entangling gates, a controlled phase flip (CPF) gate between atomic and photonic systems [2], has been experimentally demonstrated [5, 6, 8, 10].

Previous theoretical investigations for atom-photon CPF gates have shown that the error probabilities are characterized by the internal cooperativity parameter $C_{in}$ in the limit where the input-photon pulse duration is infinite [11, 13]. Since $C_{in}$ is proportional to $F/A$ in typical cavities, where $F$ is the finesse and $A$ is the mode area [2, 11, 13], in the long pulse limit, high-finesse cavities with small mode areas are required to suppress errors [16–18].

On the other hand, we have previously shown that the error probabilities in the CPF gate cannot be characterized only by $C_{in}$ when the photon pulse is of a finite duration [13]. This result suggests that the optimal cavity design should be reconsidered for finite pulse duration, which is required to achieve fast gate operation, and represents a more natural experimental description.

In this Letter, we investigate the optimal cavity design for CQED-based CPF gates. In the case of finite pulse duration, the atom-photon gates have two severe error sources: the photon loss and the temporal mode-mismatch of the output photon pulse. Here, the dominant effect of temporal mode-mismatch can be considered as pulse delay. In this approximation, we derive the relations between cavity parameters, including transmittance, length, and effective cross-sectional area of the cavity, that minimize both the photon loss probability and the error rate due to the pulse delay. We also perform numerical simulations of the dynamics of the CQED system and discuss the effect of pulse distortion when the pulse is short. We note that the relationship between the gate error and the cavity length has yet to be discussed in previous studies [19–28]. This is because CPF gates are typically analyzed in the long-pulse limit [29], where the gate error is independent of the cavity length. Here, we investigate the finite-pulse case by extending the analytical treatment of the long-pulse limit. We believe that our analyses with the temporal mode-mismatch error are the first to suggest that a cavity has an optimal length for the atom-photon gate, providing a fundamental guideline for implementing quantum information processing systems based on CQED.

Figure 1 shows a setup to realize the atom-photon CPF gate [9, 11]. An atom in a one-sided cavity has an excited state $|e⟩$, and ground states $|0⟩$ and $|1⟩$, which represent qubit bases. The transition between $|1⟩$ and $|e⟩$ is resonant with the cavity. A photon qubit is represented by its polarization $|H⟩_p$ and $|V⟩_p$. The initial state of the entire system is then written as

$$|Ψ_{in}\rangle = (α_0|0⟩_a + α_1|1⟩_a) ⊗ (α_H|H⟩_p + α_V|V⟩_p), \quad (1)$$

where $α_i$ ($i \in \{0, 1, H, V\}$) are complex amplitudes.

An input single-photon pulse is split into two paths using a polarizing beamsplitter so that only one polarization is incident on the cavity (we choose $|H⟩_p$ here). The other component is reflected by an external mirror. We describe the output state after the atom-photon interaction via the cavity mode as

$$|Ψ_{out}\rangle = L_0α_0α_H|0_H⟩ + α_0α_V|0_V⟩ + L_1α_1α_H|1_H⟩ + α_1α_V|1_V⟩, \quad (2)$$

where $|j⟩ = |j⟩_a ⊗ |k⟩_p$ ($j \in \{0, 1\}, k \in \{H, V\}$). When $L_0 = -1$ and $L_1 = 1$, the ideal CPF gate operation is realized.

* takeru.utsugi.qb@hitachi.com
rui.asaoka@ntt.com
yuuki.tokunaga@ntt.com
FIG. 1. Schematic of the atom-photon CPF gate. The photon carries qubit information represented by the polarization states $\alpha|H\rangle_p + \alpha|V\rangle_p$, and the two ground states of the trapped three-level atom in the cavity represent an atomic qubit $\alpha|0\rangle_a + \alpha|1\rangle_a$. The transition between $|1\rangle_a$ and $|e\rangle_a$ in the atom is resonant with the cavity. Through the polarizing beamsplitter, the input photon having horizontal (vertical) polarization, $|H\rangle_p$ ($|V\rangle_p$), is directed to the one-sided cavity (the external mirror). The cavity length $L_{cav}$, the cavity transmittance $T_{ex}$, and the position of the external mirror are adjustable. The notation $g$ is the atom-cavity coupling constant, $\gamma$ is the atomic polarization decay rate, and $\alpha_{loss}$ is the roundtrip loss rate of the cavity.

Denoting the annihilation (creation) operators inside and outside of the cavity as $a_c(a_c^{\dagger})$ and $a_p(a_p^{\dagger})$, the Hamiltonian of the cavity path including the CQED system and a single-photon pulse is given by

$$H = \hbar \omega_c a_c^{\dagger} a_c + \hbar \omega_0 |e\rangle_{aa} \langle e| - \hbar \omega_0 |0\rangle_{aa} \langle 0| + \int_{-\infty}^{\infty} d\omega \hbar \omega a_c^{\dagger}(\omega) a_p(\omega) + i\hbar g (a_c^{\dagger}|1\rangle_{aa} \langle e| - a_c|e\rangle_{aa} |1\rangle) + i\hbar \sqrt{N_{ex}} \int_{-\infty}^{\infty} d\omega [a_c^{\dagger}(\omega) - a_p^{\dagger}(\omega)] a_c,$$

where $\omega_c$ and $\omega_0$ are the resonant frequencies of the cavity and the transition of $|0\rangle_a - |1\rangle_a$, respectively. System parameters $g$ and $\kappa_{ex}$ are the atom-cavity coupling constant and the external cavity field decay rate associated with the extraction of the cavity photon to the desired external mode. We also take into account the following dissipative processes: atomic spontaneous emission with a polarization decay rate $\gamma$ and unwanted cavity field decay due to the imperfection of the cavity with a rate $\kappa_{in}$. The total cavity decay rate is given by $\kappa = \kappa_{in} + \kappa_{ex}$.

The state of the atom and the photon having horizontal polarization is described as

$$|\psi_H(t)\rangle = |0\rangle_a |0\rangle_c \int_{-\infty}^{\infty} d\omega f_0(t,\omega) a_c^{\dagger}(\omega) |0\rangle_p + \beta_0(t)|0\rangle_a |1\rangle_c |0\rangle_p + |1\rangle_a |0\rangle_c \int_{-\infty}^{\infty} d\omega f_1(t,\omega) a_p^{\dagger}(\omega) |0\rangle_p + \beta_1(t)|1\rangle_a |1\rangle_c |0\rangle_p + \beta_e(t)|e\rangle_a |0\rangle_c |0\rangle_p,$$

where $\omega$ denotes the frequency of the single-photon pulse, and the functions $f_i(t,\omega)$ ($i \in \{0, 1\}$) and $\beta_m(t)$ ($m \in \{0, 1, e\}$) represent time-dependent probability amplitudes.

Here, we consider the case that the single-photon pulse is nearly resonant with the cavity, and we assume that there is no pure dephasing, which holds for typical CQED systems with neutral atoms [30]. We calculate the dynamics of this system by the non-Hermitian Hamiltonian, which is enough to rigorously derive the gate fidelity equivalent to the master equation, in cases where the pure dephasing can be ignored [11]. Furthermore, we also consider the effect of the pure dephasing in Supplemental Material VII [31]. Thus, from the equations of motion of the state $|\psi_H(t)\rangle$ and the input-output relations, we derive response functions in the form of amplitude reflection coefficients, as

$$L_0(\Delta) = \frac{-\kappa_{ex} + \kappa_{in} + i\Delta}{\kappa_{ex} + \kappa_{in} + i\Delta},$$

$$L_1(\Delta) = \frac{-\kappa_{ex} + \kappa_{in} + i\Delta + g^2/(\gamma + i\Delta)}{\kappa_{ex} + \kappa_{in} + i\Delta + g^2/(\gamma + i\Delta)},$$

where $\Delta \equiv \omega_c - \omega$ is the detuning from the resonant frequency (see Supplemental Material I [31] for the derivation of the response functions).

In a typical one-dimensional cavity setup, $g$, $\kappa_{in}$, and $\kappa_{ex}$ are described as

$$g = \sqrt{2\tilde{A}_{eff} L_{cav}},$$

$$\kappa_{in} = \frac{\alpha_{loss}}{4L_{cav}},$$

$$\kappa_{ex} = \frac{cT_{ex}}{4L_{cav}},$$

where $c$, $\tilde{A}_{eff}$, $\alpha_{loss}$, $T_{ex}$, and $L_{cav}$ are the speed of light in vacuum, the effective cavity mode area normalized by a scattering cross-section, the roundtrip loss rate, the coupling mirror transmittance, and the optical length of the cavity, respectively.

We then rewrite Eqs. (5) and (6) using Eqs. (7)-(9) in the form

$$L_0(\Delta) = \frac{-T_{ex} + \alpha_{loss} + i4L_{cav}\Delta/c}{T_{ex} + \alpha_{loss} + i4L_{cav}\Delta/c},$$

$$L_1(\Delta) = \frac{-T_{ex} + \alpha_{loss} + i4L_{cav}\Delta/c + 2/\tilde{A}_{eff}(1 + i\Delta/\gamma)}{T_{ex} + \alpha_{loss} + i4L_{cav}\Delta/c + 2/\tilde{A}_{eff}(1 + i\Delta/\gamma)}.$$

The conditions for an ideal phase flip in the long-pulse limit, i.e., the condition for $L_0 = -1$ and $L_1 = 1$, are derived by substituting $\Delta = 0$ into Eqs. (5) and (6) or Eqs. (10) and (11) as [13]:

$$2C_{in} \gg \frac{\kappa_{ex}}{\kappa_{in}} \gg 1,$$

or

$$\frac{2}{\tilde{A}_{eff}} \gg T_{ex} \gg \alpha_{loss}.$$
where \( C_{\text{in}} = g^2/(2\gamma \kappa_{\text{in}}) = 1/(\tilde{A}_{\text{eff}} \alpha_{\text{loss}}) \) is an internal cooperativity [14, 15].

To analytically estimate the error probability, we expand the response functions by \( \Delta \) as

\[
L_0(\Delta) = \frac{\alpha_{\text{loss}} - T_{\text{ex}}}{\alpha_{\text{loss}} + T_{\text{ex}}} + i \frac{8L_{\text{cav}} T_{\text{ex}}}{c(\alpha_{\text{loss}} + T_{\text{ex}})^2} \Delta + O(\Delta^2),
\]

\[
L_1(\Delta) = \frac{\alpha_{\text{loss}} - T_{\text{ex}} + 2/\tilde{A}_{\text{eff}}}{\alpha_{\text{loss}} + T_{\text{ex}} + 2/\tilde{A}_{\text{eff}}} + i \frac{4T_{\text{ex}}(2\tilde{A}_{\text{eff}} L_{\text{cav}} \gamma - c)}{c\gamma(\alpha_{\text{loss}} + T_{\text{ex}} + 2/\tilde{A}_{\text{eff}})^2} \Delta + O(\Delta^2). \tag{15}
\]

In both equations, the first terms are real and represent the photon loss, i.e., they contribute to the reduction in the norm of the state function. The second terms are imaginary and describe the pulse delay. A schematic diagram of the reduction in the norm and the pulse delay is shown in Fig. 2(a).

When an incident pulse is sufficiently long that the terms higher than the second order are negligible (the validity of this approximation and the effect of the higher order terms are discussed later), the photon loss probabilities when the atom is in \( |0\rangle_a \) or \( |1\rangle_a \) are derived as [12]:

\[
l_0 \equiv 1 - L_0(0)^2 = 1 - \left( \frac{\alpha_{\text{loss}} - T_{\text{ex}}}{\alpha_{\text{loss}} + T_{\text{ex}}} \right)^2, \tag{16}
\]

\[
l_1 \equiv 1 - L_1(0)^2 = 1 - \left( \frac{\alpha_{\text{loss}} - T_{\text{ex}} + 2/\tilde{A}_{\text{eff}}}{\alpha_{\text{loss}} + T_{\text{ex}} + 2/\tilde{A}_{\text{eff}}} \right)^2. \tag{17}
\]

These are equivalent to the norm reduction of the states \( |0H\rangle \) and \( |1H\rangle \), which exist even in the long-pulse limit.

The error due to the photon loss is classified twofold: the reduction in the norm for the total state function, and the unwanted rotation of the state vector due to imbalances in the norm reduction for the bases. The former and latter error probabilities are minimized, respectively, on the condition of \( l_0 + l_1 \) and \( |l_0 - l_1| \) being minimized, respectively.

As shown in Supplemental Material II [31], the pulse delays for the inputs of the \( |0H\rangle \) and \( |1H\rangle \) states are given by

\[
\tau_0 = \frac{i}{L_0(0)} \frac{dL_0(\Delta)}{d\Delta} \bigg|_{\Delta=0} = \frac{8L_{\text{cav}} T_{\text{ex}}}{c(T_{\text{ex}} - \alpha_{\text{loss}})}, \tag{18}
\]

\[
\tau_1 = \frac{i}{L_1(0)} \frac{dL_1(\Delta)}{d\Delta} \bigg|_{\Delta=0} = -\frac{T_{\text{ex}}(2\tilde{A}_{\text{eff}} L_{\text{cav}} \gamma - c)}{c\gamma(\alpha_{\text{loss}} + 1/\tilde{A}_{\text{eff}} - \tilde{A}_{\text{eff}} T_{\text{ex}}^2 - \alpha_{\text{loss}}^2)/4}. \tag{19}
\]

Equation [21] is equivalent to \( g/\kappa \approx 1 \). Figure 3 shows \( \tau_{\text{loss}} \) and \( \tau_{\text{delay}} \) as a function of \( L_{\text{cav}} \). As mentioned above, on the curve of \( T_{\text{ex}} = T_{\text{delay}} \) (dashed curve), the pulse delay causes no error because \( |\tau_0 - \tau_1| = 0 \). On the line \( T_{\text{ex}} = T_{\text{loss}} \), \( l_0 + l_1 \) and \( |l_0 - l_1| \) are constant as seen in Eqs. [10] and [17]. These facts indicate that the total error probability in the CPF gate is minimized at the intersection of the functions, namely \( T_{\text{ex}} = T_{\text{delay}} \). From Eqs. [20] and [21], we obtain the optimal cavity length

\[
L_{\text{opt}} = \frac{c}{4\gamma(\tilde{A}_{\text{eff}} + \alpha_{\text{loss}}^{-1})} \approx \frac{c\alpha_{\text{loss}}}{4\gamma}. \tag{22}
\]
Note that Eq. (22) can be rewritten as $\kappa_{\text{in}} \approx \gamma$. In other words, adjusting the cavity length to balance the internal-loss rate and the atomic polarization decay rate minimizes the total error probability.

From Eq. (13) and the balancing condition $\kappa_{\text{in}}/\gamma = 1$, we establish some guidelines towards optimal cavity design for the CPF gate. For a typical free-space cavity, e.g., $\kappa_{\text{in}}/\gamma = 0.067$ [9], it is desirable to increase $\kappa_{\text{in}}$. However, considering the relation $\kappa_{\text{in}} \propto \alpha_{\text{loss}}/L_{\text{cav}}$, it is challenging to further decrease $L_{\text{cav}}$ or increase $\alpha_{\text{loss}}$ with decreasing $A_{\text{eff}}$ to maintain $C_{\text{in}}$ when using a conventional bulk mirror. In contrast, nanofiber cavities with, e.g., $\kappa_{\text{in}}/\gamma = 0.04$ [13, 33], have small $A_{\text{eff}}$ to the limit, hence shortening $L_{\text{cav}}$ may be the only strategy. For other cavities with large $\kappa_{\text{in}}/\gamma$, such as fiber cavities ($\kappa_{\text{in}}/\gamma = 8.3$ [34]) or nanophotonic cavities ($\kappa_{\text{in}}/\gamma = 460$ [33]), $\alpha_{\text{loss}}/L_{\text{cav}}$ should be reduced.

In the above discussion, we have assumed that the dependence of $A_{\text{eff}}$ and $\alpha_{\text{loss}}$ on the cavity length is negligible. This is justified in typical optical cavities, where the bulk loss of photons (due to absorption and scattering in the cavity medium) is negligible. On the other hand, in some systems, including photonic crystal cavities, the bulk loss cannot be neglected [16, 18]. Due to the bulk loss, the optimal cavity length that minimizes the respective photon loss probability and pulse-delay error differs. Therefore, the optimal cavity length is not uniquely determined and varies depending on the application. We discuss the bulk-loss effect in detail in Supplemental Material III [31].

Here, we discuss the shift of the optimal cavity length due to the effect of the pulse distortion represented by the higher order terms in Eqs. (14) and (15) by numerically solving Eqs. (S.1)-(S.5) in Supplemental Material I [31]. We consider an input photon wave packet having a Gaussian shape as $f_{\text{in}}(t) = \frac{1}{\sqrt{2\pi W_t}} \exp\left(-\frac{t^2}{2 W_t^2}\right)$, where $W_t$ represents the pulse duration [30]. To estimate the total error rate of the CPF gate operation, we calculate mode overlap defined by $|\langle \Psi_{\text{id}} | \Psi_{\text{out}} \rangle|^2$, where $|\Psi_{\text{id}}\rangle$ and $|\Psi_{\text{out}}\rangle$ are an output state of the non-Hermitian Hamiltonian time evolution and an ideal output state, respectively. We assume that the input state is the equal superposition state, which is the worst fidelity estimation of all input states. This is because our error model only includes phase error other than photon loss, and the equal superposition state is most sensitive to the phase error. This mode overlap is also consistent with the entanglement fidelity [37] in the case of CPF gate (see Supplemental Material VI [31]).

Figure 4(a) shows the mode overlap as a function of the Gaussian pulse duration $W_t$ and the cavity length $L_{\text{cav}}$. The red solid line denotes the cavity length in Eq. (22), and the blue dashed curve denotes the cavity length maximizing the mode overlap calculated numerically for each pulse duration. They are in very good agreement for $W_t \geq 0.1 \gamma^{-1}$.

For $W_t < 0.1 \gamma^{-1}$, on the other hand, there is a discrepancy between the red solid line and blue dashed curve due to the effect of the higher-order terms of $\Delta$ in Eqs. (14) and (15). The condition of the pulse duration where the higher order terms can be considered negligible, that is, the pulse duration at the branch of the red solid line and the blue dashed curve in Fig. 4(a), can be roughly estimated from the point where the values of the first and second terms in Eqs. (14) and (15) are equal. From the discussion in Supplemental Material IV [31], this condition can be written as $W_t \gg \max(1/\kappa, \kappa/g^2)$ when the cavity length is optimal as shown in Eq. (22). Then, using Eqs. (12) and (20), we obtain the pulse duration condition where the first-order approximation is valid as

$$W_t \gg \max\left(\frac{1}{\kappa}, \frac{\kappa}{g^2}\right) \approx \frac{1}{\gamma \sqrt{2 C_{\text{in}}}}. \quad (23)$$

When the second-order or higher terms are raised, the mode overlap remarkably drops. Then, the pulse duration should be at least as long as the right-hand side of Eq. (23), indicated by the red star in Fig. 4(a). We note that the speed of the CPF gate is characterized by the right-hand side of Eq. (23), determined by $C_{\text{in}}$ and $\gamma$ under the optimal cavity condition.

Figure 4(b) shows the result of the coupling rate $g/\kappa$ for the same simulation as Fig. 4(a). From Fig. 4(b), we can obtain a hint regarding the optimal cavity design even when the first-order approximation is invalid. The fact that the numerically optimized $L_{\text{cav}}$ (blue dashed curve) is in good agreement with $g/\kappa = 1$ (white region) suggests that the condition for minimizing the temporal mode-mismatch error, i.e., $\tau_{\text{ex}} = \tau_{\text{delay}}$ or Eq. (21), holds even for $W_t \lesssim 0.1 \gamma^{-1}$. In other words, $T_{\text{loss}}$ in Eq. (20) is no longer valid, even though $T_{\text{ex}}$ in Eq. (21) is still valid in this region. Thus, the optimal cavity length becomes shorter than that in Eq. (22) for such short pulses. This argument is supported by the discussion in Supplemental Material V [31], where we show that the higher-order
FIG. 4. (a) Simulation result of the mode overlap as a function of $W_t$ and $L_{\text{cav}}$ when $T_{\text{ex}}$ is optimized numerically. The red solid line represents $L_{\text{cav}} = L_{\text{cav}}^\text{opt}$ in Eq. (22), and the blue dashed curve represents the cavity length optimized numerically for each pulse duration. The red star represents five times the right-hand side of Eq. (23), that is, $W_t = 5/(\gamma \sqrt{2C_{\text{in}}})$. The pulse delay of the photon reflecting the external mirror is set to $\tau_{\text{ref}} = (\tau_0 + \tau_1)/2$, and the internal cooperativity is set to $C_{\text{in}} = 1000$. (b) The coupling rate in the same simulation of (a). The optimized cavity length (blue dashed curve) and $g/\kappa = 1$ region are in good agreement for any pulse duration.

We have investigated the optimal cavity parameters for CQED-based CPF gates with photons having finite pulse duration. From the response function of the CQED system, we formulated two error sources: the photon loss probability and the error rate due to temporal mode-mismatch of the output photon pulse, which we take into account as pulse delay. We then derived the optimal condition of the tunable cavity parameters. As a result, the balance of the photonic and atomic decay rate ($\kappa_{\text{in}} = \gamma$) was derived for optimization of the cavity length. This means that there is an optimal cavity length for finite pulse duration, whereas the error sources do not limit cavity length for the long-pulse limit. Furthermore, we performed a numerical simulation of the dynamics of the CQED system for fast gate operations where temporal mode-mismatch errors beyond the first-order approximation are not negligible. However, in such a regime, error probabilities in the CPF gate are quite high (over five percent), indicating that our optimal cavity design obtained analytically is basically valid for the purpose of scalable quantum computing. Besides, the analytical treatment of temporal mode-mismatch we have constructed will be applicable for general CQED systems in which photons are exchanged in and out of a cavity, including the quantum memory [2], quantum network construction [22], and quantum cluster state generation [28].

Regarding future work, a similar argument should be valid for other CQED-based entangling gates [2]. We note that the optimal cavity parameters and pulse duration condition for CPF gates derived in this work are consistent for single-photon generation [39]. Thus, it is possible to realize both single-photon generation and the CPF gate using the same CQED setup, which appears to be efficient for the construction of CQED-based quantum computing systems.
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SUPPLEMENTAL MATERIAL

I. DERIVATION OF $L_0(\Delta)$ AND $L_1(\Delta)$

Introducing the internal cavity field decay rate $\kappa_{\text{in}}$, the total cavity field decay rate $\kappa = \kappa_{\text{in}} + \kappa_{\text{ex}}$, and the atomic polarization decay rate $\gamma$, we obtain the equations of motion by using Eqs. (3) and (4) in the main text as (see Refs. [11,12] in the main text).

\[
\dot{B}_0(t) = -\kappa_{\text{in}} B_0(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega F_0(t, \omega),
\]

\[
\dot{B}_1(t) = g B_c(t) - \kappa_{\text{in}} B_1(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega F_1(t, \omega),
\]

\[
\dot{\bar{B}}_c(t) = -g B_1(t) - \gamma B_c(t),
\]

\[
\dot{F}_0(t, \omega) = -i(\omega - \omega_c) F_0(t, \omega) - \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} B_0(t),
\]

\[
\dot{F}_1(t, \omega) = -i(\omega - \omega_c) F_1(t, \omega) - \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} B_1(t),
\]

where

\[
B_0(t) = e^{i(\omega_c - \omega_0) t} \beta_0(t),
\]

\[
B_1(t) = e^{i\omega_c t} \beta_1(t),
\]

\[
\bar{B}_c(t) = e^{i\omega_c t} \bar{\beta}_c(t),
\]

\[
F_0(t, \omega) = e^{i(\omega - \omega_0) t} f_0(t, \omega),
\]

\[
F_1(t, \omega) = e^{i\omega_c t} f_1(t, \omega),
\]

By solving these differential equations under input and output conditions, we derive

\[
\begin{align*}
\text{[24] [27]} \rightarrow & \begin{cases} 
\hat{B}_0(t) = -(\kappa_{\text{ex}} + \kappa_{\text{in}}) B_0(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c \omega} F_0(0, \omega), \\
\hat{B}_0(t) = (\kappa_{\text{ex}} - \kappa_{\text{in}}) B_0(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c (t-T)} F_0(T, \omega),
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{[25] [28]} \rightarrow & \begin{cases} 
\hat{B}_1(t) = g B_c(t) - (\kappa_{\text{ex}} + \kappa_{\text{in}}) B_1(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c \omega} F_1(0, \omega), \\
\hat{B}_1(t) = g B_c(t) - (\kappa_{\text{ex}} - \kappa_{\text{in}}) B_1(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c (t-T)} F_1(T, \omega),
\end{cases}
\end{align*}
\]

\[
\text{[26]} \rightarrow \hat{B}_c(t) = -g B_0(t) - \gamma B_c(t),
\]

where $T$ denotes the end time of the CPF gate and $\Delta_c \equiv \omega - \omega_c$. In deriving above equations, we used $\int_{0}^{t} \beta_m(t') \delta(t-t') dt' = \beta_m(t)/2$ ($m \in \{0, 1, \epsilon\}$). Then, we obtain the input-output relation in the rotation frame as

\[
-2\kappa_{\text{ex}} B_0(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c \omega} F_0(0, \omega) = \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c (t-T)} F_0(T, \omega),
\]

\[
-2\kappa_{\text{ex}} B_1(t) + \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c \omega} F_1(0, \omega) = \sqrt{\frac{\kappa_{\text{ex}}}{\pi}} \int_{-\infty}^{\infty} d\omega e^{-i\Delta_c (t-T)} F_1(T, \omega).
\]

By inverse Fourier transform of Eqs. (34)-(38) with $\hat{B}_0(0) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt B_0(t) e^{i\Delta_c \omega}$, $\hat{B}_1(0) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt B_1(t) e^{i\Delta_c \omega}$, and $\hat{B}_c(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt B_c(t) e^{i\Delta_c \omega}$, we obtain

\[
-i\Delta_c \hat{B}_0(\omega) = -\kappa \hat{B}_0(\omega) + \sqrt{2\kappa_{\text{ex}}} F_0(0, \omega),
\]

\[
-i\Delta_c \hat{B}_1(\omega) = g \hat{B}_c(\omega) - \kappa \hat{B}_1(\omega) + \sqrt{2\kappa_{\text{ex}}} F_1(0, \omega),
\]

\[
-i\Delta_c \hat{B}_c(\omega) = -g \hat{B}_1(\omega) - \gamma \hat{B}_c(\omega),
\]

\[
e^{i\Delta_c T} F_0(T, \omega) = F_0(0, \omega) - \sqrt{2\kappa_{\text{ex}}} \hat{B}_0(\omega),
\]

\[
e^{i\Delta_c T} F_1(T, \omega) = F_1(0, \omega) - \sqrt{2\kappa_{\text{ex}}} \hat{B}_1(\omega).
\]
From these equations, we obtain $L_0(\Delta)$ and $L_1(\Delta)$ in Eqs. (5) and (6) in the main text as

$$e^{i\Delta T} F_0(T, \omega) = -\frac{\kappa_{\text{ex}} - \kappa_{\text{in}} + i\Delta_c}{\kappa_{\text{ex}} + \kappa_{\text{in}} - i\Delta_c} F_0(0, \omega) = L_0(\Delta) F_0(0, \omega),$$

$$e^{i\Delta T} F_1(T, \omega) = -\frac{\kappa_{\text{ex}} - \kappa_{\text{in}} + i\Delta_c - \frac{g^2}{\gamma - i\Delta_c}}{\kappa_{\text{ex}} + \kappa - i\Delta_c + \frac{g^2}{\gamma - i\Delta_c}} F_1(0, \omega) = L_1(\Delta) F_1(0, \omega),$$

where $\Delta$ in the main text is defined by $\Delta = -\Delta_c$.

**II. DERIVATION OF PULSE DELAY**

Here, we show that $l_n$ and $\tau_n$ ($n \in \{0, 1\}$) defined by Eqs. (16)-(19) in the main text represent the photon loss probabilities and the pulse delays, respectively. The functions $L_n(\Delta)$ ($n \in \{0, 1\}$) in Eqs. (5) and (6) in the main text are expanded by

$$L_n(\Delta) = L_n(0) + \left. \frac{dL_n(\Delta)}{d\Delta} \right|_{\Delta=0} \Delta + O(\Delta^2).$$

(46)

When $\Delta$ is sufficiently small, this becomes

$$L_n(\Delta) \approx L_n(0) \exp \left[ \frac{1}{L_n(0)} \left. \frac{dL_n(\Delta)}{d\Delta} \right|_{\Delta=0} \Delta \right].$$

(47)

Comparing Eq. (46) and Eqs. (14) and (15) in the main text, we find that the first term of Eq. (46) is real ($L_n(0) \in \mathbb{R}$) and the second term of Eq. (46) is imaginary ($\left. \frac{dL_n(\Delta)}{d\Delta} \right|_{\Delta=0} \in i \mathbb{R}$), thus, the inside of the exponential function in Eq. (47) is imaginary. Then, Eq. (47) is rewritten by

$$L_n(\Delta) \approx L_n(0) \exp(-i\Delta \tau_n).$$

(48)

where we used the relation $-i\tau_n = \left. \frac{1}{L_n(0)} \frac{dL_n(\Delta)}{d\Delta} \right|_{\Delta=0} (n \in \{0, 1\})$ introduced by Eqs. (18) and (19) in the main text.

From the time shifting property of a Fourier transform $F$ on a pulse waveform $f_n(t) (n \in \{0, 1\})$,

$$F[f_n(t - \tau_n)](\Delta) = F[f_n(t)](\Delta) \exp(-i\Delta \tau_n),$$

(49)

we obtain the output pulse waveform $f_n^{\text{out}}(t) (n \in \{0, 1\})$ as

$$f_n^{\text{out}}(t) = F^{-1}\{F[f_n(t)](\Delta) L_n(\Delta)\}
= L_n(0) F^{-1}\{F[f_n(t)](\Delta) \exp(-i\Delta \tau_n)\}
= L_n(0) f(t - \tau_n).$$

(50)

Equation (50) shows that the output pulse is multiplied by $L_n(0)$, i.e., the photon loss probabilities can be represented by $l_n \equiv 1 - L_n(0)^2$ and the output pulse is delayed to $\tau_n$.

**III. EFFECT OF BULK LOSS**

The roundtrip loss in a cavity with non-negligible bulk loss is typically written as $\alpha_{\text{loss}} = 1 - \exp\{-\alpha' + \beta L_{\text{cav}}\} \approx \alpha' + \beta L_{\text{cav}}$, where the approximation holds when $\alpha' + \beta L_{\text{cav}} \ll 1$. The first term is mainly due to scattering by the cavity mirrors, and the second term is mainly due to bulk loss.

Figure 5 shows $T_{\text{loss}}^{\text{ex}}$ and $T_{\text{delay}}^{\text{ex}}$ in the main text as a function of $L_{\text{cav}}$ for $\alpha_{\text{loss}} = \alpha' + \beta L_{\text{cav}}$. For the $\beta = 0$ case, as shown in the main text, any type of error is minimized for $L_{\text{cav}} = L_{\text{cav}}^{\text{opt}}$ in Eq. (22) in the main text, i.e., at the intersection A in Fig. 5. For the $\beta > 0$ case, considering non-negligible bulk loss, the pulse-delay error and the error due to the unwanted state-vector rotation are zero when $T_{\text{ex}} = T_{\text{delay}}^{\text{ex}}$ and $T_{\text{ex}} = T_{\text{loss}}^{\text{ex}}$, respectively, for any cavity length as in the $\beta = 0$ case. However, the measure of the norm reduction $l_0 + l_1$ increases with $L_{\text{cav}}$ when $T_{\text{ex}} = T_{\text{loss}}^{\text{ex}}$. 
Therefore, there is no longer a cavity length that simultaneously minimizes all types of errors. Thus we can only conclude the following: An optimal cavity-parameter set \((T_{\text{ex}}, L_{\text{cav}})\) for each application is always somewhere in the shaded area in Fig. 5. In other words, if a cavity-parameter set outside of the shaded area was chosen, a more suitable set within the shaded area for which at least one of the errors is smaller can be found. The cavity length of the intersection B is derived as

\[ L_{\text{cav}} \approx \frac{c\alpha'}{4\gamma - c\beta} \]  

from Eq. (22) in the main text. For \(\beta > 4\gamma/c\), the intersection no longer exists, and finding an optimal cavity-parameter set is less straightforward. Even in such a case, the optimal \(T_{\text{ex}}\) can be found in the range of \(T_{\text{delay}} \leq T_{\text{ex}} \leq T_{\text{loss}}\).
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**FIG. 5.** Transmittance minimizing the photon-loss error \(T_{\text{ex}} = T_{\text{loss}}\) (blue gradation solid curves) and the transmittance minimizing the pulse-delay error \(T_{\text{ex}} = T_{\text{delay}}\) (red dashed curve), as a function of the cavity length \(L_{\text{cav}}\). \(T_{\text{loss}}\) is plotted for the three cases where \(\beta = 0\), \(0 < \beta < 4\gamma/c\), and \(4\gamma/c < \beta\). These curves are calculated by setting \(C_{\text{in}} = 1000\) when \(\beta = 0\). For \(\beta > 0\), the measure of the norm reduction \(l_0 + l_1\) depends on the cavity length as represented by the color of the curves. The shaded area indicates suitable parameter sets \((T_{\text{ex}}, L_{\text{cav}})\) in the case of \(0 < \beta < 4\gamma/c\), depending on the application.

### IV. CONDITION FOR THE FIRST ORDER APPROXIMATION

We expand Eq. (6) in the main text by \(\Delta\) as

\[ L_1(\Delta) = \left(1 - \frac{2\gamma\kappa_{\text{ex}}}{g^2 + \gamma\kappa}\right) - i \frac{2\kappa_{\text{ex}}(g^2 - \gamma^2)}{(g^2 + \gamma\kappa)^2} \Delta - \frac{2\kappa_{\text{ex}}(2g^2\gamma + g^2\kappa - \gamma^3)}{(g^2 + \gamma\kappa)^3} \Delta^2 + O(\Delta^3). \]  

(52)

Thus, the condition that the higher order terms above second order are negligible is

\[ \left| \frac{2\kappa_{\text{ex}}(g^2 - \gamma^2)}{(g^2 + \gamma\kappa)^2} \right| \Delta \gg \left| \frac{2\kappa_{\text{ex}}(2g^2\gamma + g^2\kappa - \gamma^3)}{(g^2 + \gamma\kappa)^3} \right| \Delta^2 \]  

(53)

\[ \rightarrow \Delta \ll \frac{(g^2 - \gamma^2)(g^2 + \gamma\kappa)}{2g^2\gamma + g^2\kappa - \gamma^3} \approx \frac{g^2}{\kappa}, \]  

(54)

where the approximation in the second line holds when \(g \approx \kappa \gg \gamma \approx \kappa_{\text{in}}\) [the optimal condition as shown in Eqs. (12), (21), and (22) in the main text] is satisfied.

When \(g = 0\), we obtain the condition for \(L_0(\Delta)\) as

\[ \Delta \ll \kappa. \]  

(55)

Since the condition \(\Delta \ll \delta\) means that the pulse duration \(W_t\) is required to be sufficiently longer than \(1/\delta\), we finally obtain the condition on the pulse duration for the first order approximation, \(W_t \gg \max(1/\kappa, \kappa/g^2)\).
V. EFFECT OF HIGHER-ORDER TERMS

We show that the higher-order term effect is corrected by decreasing $L_{\text{cav}}$. First, we consider the optimization of $T_{\text{ex}}$ for a certain cavity length. When the pulse duration is so short that the second-order term of $\Delta$ is not negligible, as shown in Fig. 6, $l_0(\Delta) = 1 - |L_0(\Delta)|^2$ decreases and $l_1(\Delta) = 1 - |L_1(\Delta)|^2$ increases as $|\Delta|$ increases. On the other hand, $\tau_0(\Delta) = |\frac{d}{d\Delta} \arg L_0(\Delta)|$ decreases and $\tau_1(\Delta) = |\frac{d}{d\Delta} \arg L_1(\Delta)|$ increases as $|\Delta|$ increases. Therefore, $T_{\text{ex}}$ needs to be optimized to compensate for this effect. The first derivatives of the photon loss probabilities and the pulse delays for $T_{\text{ex}}$ are given by

$$\frac{d l_0}{dT_{\text{ex}}} = -\frac{4\alpha_{\text{loss}} (T_{\text{ex}} - \alpha_{\text{loss}})}{(T_{\text{ex}} + \alpha_{\text{loss}})^3} < 0,$$

$$\frac{d l_1}{dT_{\text{ex}}} = \frac{4 \left( \frac{2}{\hat{A}_{\text{eff}}} + \alpha_{\text{loss}} \right) \left( \frac{2}{\hat{A}_{\text{eff}}} - T_{\text{ex}} + \alpha_{\text{loss}} \right)} {\left( \frac{2}{\hat{A}_{\text{eff}}} + T_{\text{ex}} + \alpha_{\text{loss}} \right)^3} > 0,$$

$$\frac{d \tau_0}{dT_{\text{ex}}} = -\frac{8L_{\text{cav}} \left( T_{\text{ex}}^2 + \alpha_{\text{loss}}^2 \right)}{c \left( T_{\text{ex}}^2 - \alpha_{\text{loss}}^2 \right)^2} < 0,$$

$$\frac{d \tau_1}{dT_{\text{ex}}} = \frac{4 \left( \frac{c}{\hat{A}_{\text{eff}}} - 2L_{\text{cav}} \gamma \right) \left( \frac{T_{\text{ex}}^2 + \alpha_{\text{loss}}^2 + 4\alpha_{\text{loss}}/\hat{A}_{\text{eff}} + 4/\hat{A}_{\text{eff}}^2}{T_{\text{ex}} + \alpha_{\text{loss}} + 2/\hat{A}_{\text{eff}} \gamma} \right)^2}{c \gamma \left( T_{\text{ex}} - \alpha_{\text{loss}} - 2/\hat{A}_{\text{eff}} \gamma \right)^2 \left( T_{\text{ex}} + \alpha_{\text{loss}} + 2/\hat{A}_{\text{eff}} \gamma \right)^2} > 0,$$

where we used the relation of Eq. (13) in the main text at each inequality and $L_{\text{cav}} \approx L_{\text{opt}}^{\text{cav}} \approx c\alpha_{\text{loss}}/(4\gamma)$ in the inequality of Eq. (59). From these equations, it is expected that a smaller value of $T_{\text{ex}}$ than that obtained using the first-order approximation is optimal for the CPF gate when considering the higher-order terms. Thus, the optimal cavity length becomes shorter than that in Eq. (22) in the main text because $T_{\text{ex}} \propto \sqrt{L_{\text{cav}}}$ [see Eq. (21)]. Thus for short pulses, and therefore for fast gate operations, the temporal mode-mismatch errors beyond the first-order approximation are not negligible.

FIG. 6. The plot of amplitude reflection coefficients: (a) amplitudes and (b) phases of $L_0(\Delta)$ (red solid curve) and $L_1(\Delta)$ (blue dashed curve) in the case of $\kappa_{\text{in}} = \gamma$ and $T_{\text{ex}} = T_{\text{loss}} = T_{\text{delay}}$. The black dashed lines represent a first-order approximation of amplitude and phase. The phase of $L_0(\Delta)$ is shifted by $\pi$ from the original value. The system parameters are set to $(\kappa_{\text{in}}/\gamma, C_{\text{in}}) = (1, 1000)$.

VI. RELATION BETWEEN THE MODE OVERLAP AND THE ENTANGLEMENT FIDELITY IN THE CPF GATE

We used the ”mode overlap” for indicating the CPF gate characteristics in the main text. Here we show that the entanglement fidelity $F_e$ for the CPF gate is consistent with the mode overlap when the input state is equally
The entanglement fidelity $F_e$ can be calculated by the maximally entangling states with target qubits $Q$ and ancillary qubits $R$ (see Ref. [37] in the main text). For the CPF gate in this paper, the coefficients of bases do not mix with each other even if error occurs. We introduce the wavepacket functions reflected from the atom states $|0\rangle_a$ ($|1\rangle_a$) as $f^0(x)$ ($f^1(x)$), and ideal wavepacket function as $f^{id}(x)$ on the basis of the position $x$ on the waveguide, where $\int_{-\infty}^{\infty} dx |f^{id}(x)|^2 = 1$. Note that these functions are different from the $f_0(t, \omega)$ and $f_1(t, \omega)$ of Eq. (4) in the main text because, in this case, we do not need to consider states in the cavity and instead consider both polarization states. Hence, the basis is different from that of the main text. Functions $f^0(x)$ and $f^1(x)$ are affected by CQED parameters and can be directly calculated by using $L_0$ and $L_1$ (Eqs. (5) and (6) in the main text). Then, an input state $|\Psi_{in}\rangle$, an ideal output state $|\Psi_{id}\rangle$, a real output state $|\Psi_{out}\rangle$, and $F_e$ are written as

$$|\Psi_{in}\rangle = \frac{1}{2} \int_{-\infty}^{\infty} dx f^{id}(x) (|0H_x\rangle_Q|00\rangle_R + |0V_x\rangle_Q|01\rangle_R + |1H_x\rangle_Q|10\rangle_R + |1V_x\rangle_Q|11\rangle_R), \quad (60)$$

$$|\Psi_{id}\rangle = \frac{1}{2} \int_{-\infty}^{\infty} dx f^{id}(x) (-|0H_x\rangle_Q|00\rangle_R + |0V_x\rangle_Q|01\rangle_R + |1H_x\rangle_Q|10\rangle_R + |1V_x\rangle_Q|11\rangle_R), \quad (61)$$

$$|\Psi_{out}\rangle = \frac{1}{2} \int_{-\infty}^{\infty} dx [-f^0(x)|0H_x\rangle_Q|00\rangle_R + f^{id}(x)|0V_x\rangle_Q|01\rangle_R + f^1(x)|1H_x\rangle_Q|10\rangle_R + f^{id}(x)|1V_x\rangle_Q|11\rangle_R], \quad (62)$$

$$F_e = |\langle \Psi_{id}|\Psi_{out}\rangle|^2 = \left| \frac{1}{4} \left( \int_{-\infty}^{\infty} dx f^{id}(x)f^0(x) + \int_{-\infty}^{\infty} dx f^{id}(x)f^1(x) + 2 \right) \right|^2, \quad (63)$$

where the basis of qubit states are represented by $|lm_x\rangle \equiv |l\rangle_a \otimes a^\dagger_m(x)|0\rangle_p$, (with $l \in \{0, 1\}$, $m \in \{H, V\}$), and $a^\dagger_m(x)$ denoting the creation operator outside of the cavity. We assume that the vertical polarization remains the ideal wavepacket function since the photon is reflected from the external mirror.

Next, we also calculate the mode overlap when the input state is the equally superposition state $|\Psi'_{in}\rangle$. Then, an ideal output state $|\Psi'_{id}\rangle$ and a real output state $|\Psi'_{out}\rangle$ are written as

$$|\Psi'_{in}\rangle = \frac{1}{2} \int_{-\infty}^{\infty} dx f^{id}(x) (|0H_x\rangle_Q + |0V_x\rangle_Q + |1H_x\rangle_Q + |1V_x\rangle_Q), \quad (64)$$

$$|\Psi'_{id}\rangle = \frac{1}{2} \int_{-\infty}^{\infty} dx f^{id}(x) (-|0H_x\rangle_Q + |0V_x\rangle_Q + |1H_x\rangle_Q + |1V_x\rangle_Q), \quad (65)$$

$$|\Psi'_{out}\rangle = \frac{1}{2} \int_{-\infty}^{\infty} dx [-f^0(x)|0H_x\rangle_Q + f^{id}(x)|0V_x\rangle_Q + f^1(x)|1H_x\rangle_Q + f^{id}(x)|1V_x\rangle_Q]. \quad (66)$$

The mode overlap between $|\Psi'_{id}\rangle$ and $|\Psi'_{out}\rangle$ is calculated as

$$|\langle \Psi'_{id}|\Psi'_{out}\rangle|^2 = \left| \frac{1}{4} \left( \int_{-\infty}^{\infty} dx f^{id}(x)f^0(x) + \int_{-\infty}^{\infty} dx f^{id}(x)f^1(x) + 2 \right) \right|^2 = F_e. \quad (67)$$

The second equation shows that the mode overlap $|\langle \Psi'_{id}|\Psi'_{out}\rangle|^2$ is consistent with $F_e$. In other words, we can calculate $F_e$ by inputting only one pure state to the CPF gate. This case is unique for the CPF gate, where the coefficients of bases do not mix with each other. For other general gates, such as CNOT gates or SWAP gates, this does not apply. Note that this result holds when there is a pure dephasing, as described below.

**VII. EFFECT OF PURE DEPHASING**

We discuss in the main text the case where a pure-dephasing is negligible. This treatment generally holds for CQED systems such as neutral atoms. In the absence of pure dephasing, a non-Hermitian Hamiltonian method used in this paper and the Lindblad master equation give precisely the same conclusions (see Ref. [11] in the main text). Here, we consider the case where pure dephasing cannot be neglected. In this case, we cannot use a non-Hermitian Hamiltonian method. However, assuming that the pure dephasing is independent of the cavity length, there is no impact on our conclusions about the design of the cavity length, even if the total error rate increases due to the pure dephasing. In the following, we explain the details.

We can write the ideal output states $|\Psi_{id}\rangle$ and the real output states $|\Psi_{out}\rangle$ as

$$|\Psi_{id}\rangle = \int_{-\infty}^{\infty} dx [-f^{id}(x)a_{0H}|0H_x\rangle + f^{id}(x)a_{0V}|0V_x\rangle + f^{id}(x)a_{1H}|1H_x\rangle + f^{id}(x)a_{1V}|1V_x\rangle], \quad (68)$$

$$|\Psi_{out}\rangle = \int_{-\infty}^{\infty} dx [-f^0(x)a_{0H}|0H_x\rangle + f^{id}(x)a_{0V}|0V_x\rangle + f^1(x)a_{1H}|1H_x\rangle + f^{id}(x)a_{1V}|1V_x\rangle], \quad (69)$$
where \( \alpha_{lm} = \alpha_l \alpha_m \) represents an amplitude of qubit states. Considering the pure dephasing \( e^\lambda (\lambda \leq 0) \), the density matrix of the real output state is written as

\[
\rho_{\text{out}} = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \left[ f^{0}(x)f^{0*}(y)|\alpha_{0H}\rangle\langle 0H| + f^{0}(x)f^{1*}(y)|\alpha_{0V}\rangle\langle 0V| + f^{1}(x)f^{0*}(y)|\alpha_{1H}\rangle\langle 1H|e^\lambda + f^{1}(x)f^{1*}(y)|\alpha_{1V}\rangle\langle 1V|e^\lambda + f^{1}(x)f^{1*}(y)|\alpha_{1H}\rangle\langle 1H|e^\lambda + f^{1}(x)f^{1*}(y)|\alpha_{1V}\rangle\langle 1V|e^\lambda \right] .
\]

From the discussion in the previous section (VI), the entanglement fidelity \( F_e \) in the CPF gate can be calculated by inputting the one pure state, i.e., \( F_e = \langle \Psi_{id}|\rho_{\text{out}}|\Psi_{id}\rangle \), where \( \rho_{\text{out}} \) is substituted for \( \alpha_{0H} = \alpha_{0V} = \alpha_{1H} = \alpha_{1V} = 1/2 \). Thus, \( F_e \) becomes

\[
F_e = \langle \Psi_{id}|\rho_{\text{out}}|\Psi_{id}\rangle = \frac{1}{4} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \left[ f^{id*}(x)f^{0}(x)f^{0*}(y)f^{id}(y) + f^{id*}(x)f^{0}(x)f^{1*}(y)f^{id}(y)e^\lambda + f^{id*}(x)f^{0}(x)e^\lambda \right] + \left[ f^{id*}(x)f^{1}(x)f^{0*}(y)f^{id}(y)e^\lambda + f^{id*}(x)f^{1}(x)f^{1*}(y)f^{id}(y)e^\lambda + f^{id*}(x)f^{1}(x)e^\lambda \right] + \left[ f^{id*}(x)f^{id}(y)e^\lambda + f^{id*}(x)f^{id}(y)e^\lambda \right] .
\]

Here, the ideal wavepacket function \( f^{id}(x) \) can be a real number without loss of generality. In addition, the discussion in the main text covers the errors by the first-order approximation that includes only photon loss and pulse delay, assuming that the pulse length is long enough for the first-order approximation to be valid. Within this approximation, \( f^{0}(x) \) and \( f^{1}(x) \) can still be real numbers because they are functions applying photon loss and pulse delay to \( f^{id}(x) \). Therefore, from \( [f^{id}(x), f^{0}(x), f^{1}(x)] \in R \), the entanglement fidelity becomes

\[
F_e = \langle \Psi_{id}|\rho_{\text{out}}|\Psi_{id}\rangle = \frac{1}{4} \left[ z_0^2 + z_0 + z_0 z_1 e^\lambda + z_0 e^\lambda + z_0 + 1 + z_1 e^\lambda + e^\lambda \right] + \left[ z_0 z_2 e^\lambda + z_2 e^\lambda + z_2 + z_1 + z_0 e^\lambda + e^\lambda + z_1 + 1 \right] ,
\]

Here, we introduced real numbers \( z_0 \equiv \int_{-\infty}^{\infty} dx f^{id}(x)f^{0}(x) \) and \( z_1 \equiv \int_{-\infty}^{\infty} dx f^{id}(x)f^{1}(x) \), where \( (z_0, z_1) \in R \) and \( 0 \leq (z_0, z_1) \leq 1 \). From \( \frac{dF_e}{dz_0}(z_0, z_1) \geq 0 \) and \( \frac{dF_e}{dz_1}(z_0, z_1) \geq 0 \), \( z_0 \) and \( z_1 \) maximizing \( F_e(z_0, z_1) \) are independent of \( \lambda \). Therefore, we can conclude that the cavity parameters that maximize the gate fidelity are independent of pure dephasing under the first-order approximation.