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Abstract
We develop methods for computation of Poisson vertex algebra cohomology. This cohomology is computed for the free bosonic and fermionic Poisson vertex (super)algebras, as well as for the universal affine and Virasoro Poisson vertex algebras. We establish finite dimensionality of this cohomology for conformal Poisson vertex (super)algebras that are finitely and freely generated by elements of positive conformal weight.
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1 Introduction
In the papers [2–4], we laid down, with our collaborators, the foundations of the cohomology theory of vertex algebras. Recall that, to any linear symmetric (super)operad \( P \) over a field \( \mathbb{F} \), one canonically associates a \( \mathbb{Z} \)-graded Lie superalgebra
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\[ W_P = \bigoplus_{k=-1}^{\infty} W^k_P, \quad \text{where} \quad W^k_P = P(k + 1)^{S_{k+1}}. \quad (1.1) \]

The Lie bracket of \( W_P \) is defined via the \( \circ_i \)-products of the operad \( P \), see [20] or [2] for details. An odd element \( X \in W^1_P \) satisfying \([X, X] = 0\) defines a cohomology complex \((W_P, \text{ad} X)\), which is a differential graded Lie superalgebra.

The most well-known example of this construction is the Lie (super)algebra cohomology. In this case one takes the operad \( \mathcal{H}om(V) \), for which \( \mathcal{H}om(V)(n) = \text{Hom}(V^\otimes n, V) \), where \( V \) is a fixed vector superspace, with the action of \( S_n \) permuting the factors of \( V^\otimes n \), and the well-known \( \circ_i \)-products, see e.g. [2]. Then \( W_{\mathcal{H}om(V)} \) is the Lie superalgebra of polynomial vector fields on \( V \). Furthermore, odd elements \( X \in W^1_{\mathcal{H}om(\Pi V)} \), where \( \Pi \) stands for reversing the parity, such that \([X, X] = 0\), correspond bijectively to Lie superalgebra structures on \( V \), by letting

\[
[a, b] = (-1)^{p(a)}X(a \otimes b), \quad a, b \in V. \quad (1.2)
\]

The complex \((W_{\mathcal{H}om(\Pi V)}, \text{ad} X)\) is then the Chevalley–Eilenberg cohomology complex of the Lie superalgebra \((1.2)\) with coefficients in the adjoint module. Moreover, given a \( V \)-module \( M \), we extend the Lie superalgebra structure on \( V \) to \( V \oplus M \) by making \( M \) to be an abelian ideal. Then the natural reduction of the complex \((W_{\mathcal{H}om(\Pi (V \oplus M))}, \text{ad} X)\) produces the Chevalley–Eilenberg cohomology complex of \( V \) with coefficients in \( M \), see e.g. [14]. Note that, although the cohomology of \( V \) with coefficients in its adjoint module inherits the Lie superalgebra structure from \( W_{\mathcal{H}om(\Pi V)} \), this is not the case for the reduction.

The next example is the Lie conformal superalgebra cohomology developed in [6, 12, 14]. In this case, one considers the operad \( \mathcal{C}hom(V) \), where \( V \) is a vector superspace with an even endomorphism \( \partial \). Introduce the vector superspaces

\[ V_n = V[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n), \quad (1.3) \]

where all \( \lambda_i \) have even parity and \( \langle \Phi \rangle \) stands for the image of the endomorphism \( \Phi \). Then

\[ \mathcal{C}hom(V)(n) \subset \text{Hom}_\mathbb{F}(V^\otimes n, V_n) \quad (1.4) \]

consists of all maps \( Y_{\lambda_1, \ldots, \lambda_n} : V^\otimes n \to V_n \) satisfying the sesquilinearity property \((1 \leq i \leq n)\):

\[
Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes \partial v_i \otimes \cdots \otimes v_n) = -\lambda_i Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n). \quad (1.5)
\]

The action of \( S_n \) on \( \mathcal{C}hom(V)(n) \) is given by the simultaneous permutation of the factors of \( V^\otimes n \) and the \( \lambda_i \)'s. The construction of the products \( \circ_i \) can be found in [2].

Then odd elements \( X \in W^1_{\mathcal{C}hom(\Pi V)} \) bijectively correspond to skewsymmetric \( \lambda \)-brackets on \( V \), i.e., maps \( \langle \cdot, \cdot \rangle : V^\otimes 2 \to V[\lambda] \) satisfying sesquilinearity

\[
[\partial a_i b] = -\lambda [a_i b], \quad [a_i \partial b] = (\partial + \lambda) [a_i b], \quad (1.6)
\]
and skewsymmetry

\[ [a_\lambda b] = -(-1)^{p(a)p(b)} [b_{-\lambda -\partial} a]. \]  

(1.7)

Explicitly, this bijection is given by

\[ [a_\lambda b] = (-1)^{p(a)} X_{\lambda - \lambda - \partial} (a \otimes b). \]

(1.8)

Finally, the condition \([X, X] = 0\) is equivalent to the Jacobi identity

\[ [a_\lambda b_\mu c] - (-1)^{p(a)p(b)} [b_\mu [a_\lambda c]] = [[a_\lambda b]_{\lambda + \mu} c]. \]

(1.9)

Recall that an \(\mathbb{F}[\partial]\)-module \(V\), endowed with a map \(V \otimes V \rightarrow V[\lambda], a \otimes b \mapsto [a_\lambda b]\), satisfying conditions (1.6), (1.7), (1.9), is called a \textit{Lie conformal superalgebra} (LCA) [17]. Thus, taking for \(X \in W^1_{\text{Chom}(\Pi V)}\) the map corresponding to the LCA structure on \(V\) defined by (1.8), we obtain the cohomology complex \((W^1_{\text{Chom}(\Pi V)} \mathbin{\text{ad}} X)\), with the structure of a differential graded Lie superalgebra. The cohomology of this complex is the LCA cohomology complex with coefficients in the adjoint module. By a reduction, mentioned above, one defines the LCA cohomology complex of \(V\) with coefficients in an arbitrary \(V\)-module.

Yet another important to us example is the \textit{variational Poisson vertex (super)algebra} (PVA) cohomology [14]. Recall that a PVA \(\mathcal{V}\) is a vector superspace with an even endomorphism \(\partial\), equipped with a structure of a unital commutative associative differential superalgebra, and a structure of an LCA, such that the Leibniz rule holds:

\[ [a_\lambda b] c = [a_\lambda b] c + (-1)^{p(a)p(b)} b [a_\lambda c], \quad a, b, c \in \mathcal{V}. \]

(1.10)

The variational PVA cohomology complex is constructed for a unital commutative associative differential superalgebra \(\mathcal{V}\) by considering the subalgebra

\[ W_{\text{PV}}(\Pi \mathcal{V}) = \bigoplus_{k=-1}^{\infty} W^k_{\text{PV}}(\Pi \mathcal{V}) \]

(1.11)

of the Lie superalgebra \(W^1_{\text{Chom}(\Pi V)}\), consisting of all maps \(Y\) satisfying, besides the sesquilinearity property (1.5) and the \(S_{k+1}\)-invariance, the Leibniz rule (3.6) below. Then odd elements \(X \in W^1_{\text{PV}}(\Pi \mathcal{V})\) correspond bijectively via (1.8) to skewsymmetric \(\lambda\)-brackets on \(V\) satisfying the Leibniz rule (1.10). The condition \([X, X] = 0\) is again equivalent to the Jacobi identity (1.9); hence such \(X\) correspond bijectively to PVA structures on the differential algebra \(\mathcal{V}\). The resulting complex \((W_{\text{PV}}(\Pi \mathcal{V}) \mathbin{\text{ad}} X)\) is called the \textit{variational PVA cohomology complex} of \(\mathcal{V}\) with coefficients in the adjoint module. As explained above, given a \(\mathcal{V}\)-module \(M\) one defines the corresponding variational PVA cohomology complex with coefficients in \(M\) by a simple reduction procedure. The corresponding cohomology is denoted by

\[ H_{\text{PV}}(\mathcal{V}, M) = \bigoplus_{n=0}^{\infty} H^n_{\text{PV}}(\mathcal{V}, M). \]

(1.12)
We shift the indices by 1 as compared with (1.11) in order to keep the traditional notation.

The main motivation for the present paper is the computation of the vertex algebra cohomology introduced in [2]. It is defined by considering the operad $\mathcal{P}_{ch}(V)$, which is a local version of the chiral operad of Beilinson and Drinfeld [8], associated to a $D$-module on a smooth algebraic curve $X$, in the case when $X = \mathbb{F}$ and the $D$-module is translation equivariant. We showed that in this case the operad $\mathcal{P}_{ch}(V)$ admits a simple description, which is an enhancement of the operad $\mathcal{C}_{hom}(V)$ described above.

In order to describe this construction, let $O_n^{*,T} = \mathbb{F}[z_i - z_j, (z_i - z_j)^{-1}]_{1 \leq i < j \leq n}$. For a vector superspace $V$ with an even derivation $\partial$, the superspace $\mathcal{P}_{ch}(V)(n)$ is defined as the set of all linear maps

$$Y : V^\otimes n \otimes O_n^{*,T} \rightarrow V_n, \quad v_1 \otimes \cdots \otimes v_n \otimes f \mapsto Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f),$$

(1.13)

satisfying the following two sesquilinearity properties ($1 \leq i \leq n$):

$$Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes (\partial + \lambda_i)v_i \otimes \cdots \otimes v_n \otimes f) = Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes \partial f),$$

(1.14)

and

$$Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes (z_i - z_j)f) = \left(\frac{\partial}{\partial \lambda_j} - \frac{\partial}{\partial \lambda_i}\right)Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f).$$

(1.15)

(Note that (1.14) turns into (1.5) if $f = 1$.) In [2] we also defined the action of $S_n$ on $\mathcal{P}_{ch}(V)(n)$ and the $o_i$-products, making $\mathcal{P}_{ch}(V)$ an operad.

As a result, we obtain the Lie superalgebra

$$W_{ch}(V) = \mathcal{W}_{ch}(V) = \bigoplus_{k=-1}^{\infty} W_{ch}^k(V),$$

see (1.1). We show in [2] that odd elements $X \in W_{ch}^1(\Pi V)$ such that $[X, X] = 0$ correspond bijectively to vertex algebra structures on the $\mathbb{F}[\partial]$-module $V$, such that $\partial$ is the translation operator. As before, this leads to the vertex algebra cohomology

$$H_{ch}(V, M) = \bigoplus_{n=0}^{\infty} H_{ch}^n(V, M),$$

for any $V$-module $M$.

Now suppose that the $\mathbb{F}[\partial]$-module $V$ is equipped with an increasing $\mathbb{Z}_+$-filtration by $\mathbb{F}[\partial]$-submodules. Taking the increasing filtration of $O_n^{*,T}$ by the number of divisors, we obtain an increasing filtration of $V^\otimes n \otimes O_n^{*,T}$. This filtration induces a decreasing filtration of the superspace $\mathcal{P}_{ch}(V)(n)$. The associated graded spaces $\text{gr} \mathcal{P}_{ch}(V)(n)$ form a graded operad.
On the other hand, in [2] we introduced the closely related operad \( \mathcal{P}_{cl}(V) \), which “governs” the Poisson vertex algebra structures on the \( \mathbb{F}[^\partial] \)-module \( V \). The vector superspace \( \mathcal{P}_{cl}(V)(n) \) is the space of linear maps (cf. (1.13))

\[
Y : \mathbb{F}G(n) \otimes V^\otimes n \to V_n, \quad \Gamma \otimes v \mapsto Y^\Gamma(v),
\]

(1.16)

where \( \mathbb{F}G(n) \) is the vector superspace with even parity spanned by oriented graphs with \( n \) vertices, subject to certain conditions. The corresponding \( \mathbb{Z} \)-graded Lie superalgebra \( W_{cl}(\Pi V) = \bigoplus_{k=-1}^{\infty} W^k_{cl}(\Pi V) \) is such that odd elements \( X \in W^1_{cl}(\Pi V) \) with \( [X, X] = 0 \) parameterize the PVA structures on the \( \mathbb{F}[^\partial] \)-module \( V \) by (cf. (1.8)):

\[
ab = (-1)^{p(a)} X^* \rightarrow (a \otimes b), \quad [a, b] = (-1)^{p(a)} X^* \rightarrow \lambda \rightarrow \beta (a \otimes b).
\]

(1.17)

This leads to the definition of the classical PVA cohomology.

Assuming that \( V \) is endowed with an increasing \( \mathbb{Z}_+ \)-filtration by \( \mathbb{F}[^\partial] \)-submodules, we have a canonical linear map of graded operads

\[
\text{gr} \mathcal{P}_{ch}(V) \to \mathcal{P}_{cl}(\text{gr} V).
\]

(1.18)

We proved in [2] that the map (1.18) is injective. The main result of [3] is that this map is an isomorphism provided that the filtration of \( V \) is induced by a grading by \( \mathbb{F}[^\partial] \)-modules. If, in addition, this filtration of \( V \) is such that \( \text{gr} V \) inherits from the vertex algebra structure of \( V \) a PVA structure, and \( \text{gr} M \) inherits a structure of a PVA module over \( \text{gr} V \) (see [11,18]), this allows us to compare the vertex algebra cohomology and the classical PVA cohomology via a spectral sequence [5].

Finally, the obvious inclusion of Lie superalgebras \( W_{PV}(\Pi V) \hookrightarrow W_{cl}(\Pi V) \) induces an injective map in cohomology, and we prove in [4] that this map is an isomorphism between the variational PVA cohomology and the classical PVA cohomology if, as a differential algebra, \( V \) is an algebra of differential polynomials. This allows us to relate the vertex algebra cohomology \( H_{ch}(V, M) \) to the variational PVA cohomology \( H_{PV}(\text{gr} V, \text{gr} M) \) provided that, as a differential algebra, \( \text{gr} V \) is an algebra of differential polynomials.

This is one of our motivations to study and compute variational PVA cohomology. Another motivation comes from the theory of integrable systems of Hamiltonian PDE. As explained in the introduction to [14], given a differential algebra \( V \) endowed with two compatible PVA structures, the Lenard–Magri scheme of integrability can be infinitely extended, provided that \( H^1_{PV}(V, V) = 0 \) for one of the PVA structures. Furthermore, the whole cohomology \( H_{PV}(V, V) \) is computed in [14] in the case when the PVA structure is “quasicontant.” The main tool for this computation is the basic complex, which is a covering complex of the complex \( W_{PV}(\Pi V) \). The cohomology of the basic complex is easier to compute; then, using the cohomology long exact sequence, one derives information on the cohomology in question. This idea has been utilized already in [6,7,12].

In the present paper, we use this idea to compute the variational PVA cohomology of the most important examples of PVA’s arising in conformal field theory. All these examples are conformal PVA’s, i.e., there exists a Virasoro element \( L \), so that
\[ [L_\lambda L] = (\partial + 2\lambda)L + \frac{c}{12}\lambda^3, \]

for some \( c \in \mathbb{F} \) (called the central charge), with the properties that

\[ [L_\lambda \cdot]_{\lambda=0} = \partial \quad \text{and} \quad \frac{d}{d\lambda}[L_\lambda \cdot]_{\lambda=0} \quad \text{is diagonalizable.} \]

This allows us to construct the diagonalizable energy operators \( \tilde{E} \) on the basic complex and \( E \) on the variational PVA complex, compatible with the maps of the long exact sequence connecting them. Based on this, we prove the main theorem of the paper (Theorem 3.26) stating that the eigenvalues of the energy operator \( E \) on \( H_{\text{PV}}(\mathcal{V}, M) \) can be only 0 or 1, provided that the conformal PVA \( \mathcal{V} \), as a differential algebra, is an algebra of differential polynomials. This theorem, along with formula (3.39) for the eigenvalues of \( E \) (conformal weights), puts stringent conditions on the variational PVA cohomology.

Using this, we prove, for example, that the variational PVA cohomology of free fermions \( \mathcal{F}_b \) is trivial (Theorem 4.7):

\[ \dim H^n_{\text{PV}}(\mathcal{F}_b, \mathcal{F}_b) = \delta_{n,0}, \quad n \geq 0. \quad (1.19) \]

Another result is the computation of the variational PVA cohomology of the affine PVA \( \mathcal{V}^k_g \) of nonzero level \( k \in \mathbb{F} \), associated to an arbitrary finite-dimensional Lie algebra \( g \) with a non-degenerate invariant symmetric bilinear form (Theorem 4.10):

\[ H^n_{\text{PV}}(\mathcal{V}^k_g, \mathcal{V}^k_g) \simeq H^n_0(g, \mathbb{F}) \oplus H^{n+1}_0(g, \mathbb{F}), \quad n \geq 0. \quad (1.20) \]

In particular, taking for \( g \) an abelian Lie algebra, we recover the variational PVA cohomology of the free boson, described separately for pedagogical reasons in Theorem 4.2, and previously computed in [13].

In a similar way, we compute the variational PVA cohomology of the Virasoro PVA \( \mathcal{V}ir^c \) for any central charge \( c \in \mathbb{F} \) (Theorem 4.17):

\[ \dim H^n_{\text{PV}}(\mathcal{V}ir^c, \mathcal{V}ir^c) = \begin{cases} 1, & \text{for } n = 0, 2, 3, \\ 0, & \text{otherwise.} \end{cases} \quad (1.21) \]

Note that our Theorem 3.13 relates the cohomology of an LCA \( R \) and the variational PVA cohomology of the associated PVA \( S(R) \). The LCA cohomology of the main examples was computed already in [6] for centerless LCA’s, and in Sect. 2 we derive it for the central extensions using Proposition 2.11. This is used in the proof of Theorem 4.17.

The interpretation of the LCA cohomology and the variational PVA cohomology in degrees 0, 1 and 2, given by Theorems 2.9 and 3.12 respectively, allows us to compute the Casimirs, derivations and first-order deformations. For example, formulas (1.19), (1.20) and (1.21) show that the Casimirs are trivial for the PVA’s \( \mathcal{F}_b, \mathcal{V}^k_g \) with \( k \neq 0 \) and \( g \) simple, and for \( \mathcal{V}ir^c \) for any \( c \); all their derivations are inner; the first-order
deformations are trivial for $F_h$ and are the obvious ones for $V^k_g$ with $k \neq 0$ and $g$ simple, and for $V^r_c$.

From Theorem 3.26 and formula (3.39), we deduce Theorem 3.29, which states that for a conformal PVA $V$ which, as a differential algebra, is an algebra of differential polynomials on generators of positive conformal weight, all cohomology spaces $H^n_{PV}(V, V)$ are finite dimensional.

In our next paper [5], we address the problem of exact computation of cohomology of freely generated conformal vertex algebras.

Throughout the paper, the base field $F$ is a field of characteristic 0, and, unless otherwise specified, all vector (super)spaces, their tensor products and Homs are over $F$; the parity of a vector superspace will be denoted by $p$. We denote by $\mathbb{Z}_+$ the set of non-negative integers.

2 Lie conformal algebra cohomology

In this section, we review the definitions of a Lie conformal superalgebra, a module over it, and its cohomology. We also calculate the cohomology in the main examples, based on the results of [6].

2.1 Lie conformal algebras

In this subsection, we recall the definitions of a Lie conformal superalgebra (henceforth abbreviated LCA) and a module over it [10,17]. We also recall the main examples.

**Definition 2.1** Let $R$ be a vector superspace with parity $p$, endowed with an even endomorphism $\partial$. A Lie conformal superalgebra (LCA) structure on $R$ is a bilinear, parity preserving $\lambda$-bracket $R \otimes R \to R$, $a \otimes b \mapsto [a, b]$, satisfying $(a, b, c \in R)$:

L1 $[\partial a, b] = -\lambda[a, b]$, $[a, \partial b] = (\lambda + \partial)[a, b]$ (sesquilinearity);
L2 $[a, b] = -(\lambda + \partial)[a, b]$ (skewsymmetry);
L3 $[a, [b, c]] = -[a, b][a, c]$ (Jacobi identity).

A module over the LCA $R$ is a vector superspace $M$ with an even endomorphism $\partial$, endowed with a bilinear, parity preserving $\lambda$-action $R \otimes M \to M$, $a \otimes m \mapsto a_m$, satisfying $(a, b \in R, m \in M)$:

M1 $(\partial a)_\lambda m = -\lambda a_\lambda m, a_\lambda(\partial m) = (\lambda + \partial)(a_\lambda m)$;
M2 $a_\lambda(b_\mu m) = -[a, b][a, c]$ (Lie superalgebra structure).

Throughout the paper, for an $F[\partial]$-module $R$, we will denote by $\int : R \to R/\partial R$ the canonical quotient map. Recall that when $R$ is an LCA, the vector superspace $R/\partial R$ carries a canonical Lie superalgebra structure with bracket

$[\int a, \int b] = \int [a, b]|_{\lambda = 0}, \quad a, b \in R.$

Moreover, any $R$-module $M$ has the structure of a Lie superalgebra module over $R/\partial R$ given by

$(\int a)m = a_\lambda m|_{\lambda = 0}, \quad a \in R, m \in M.$
Example 2.2 (Free superboson LCA) Let $\mathfrak{h}$ be a finite-dimensional superspace, with parity $p$, and a supersymmetric nondegenerate bilinear form $(\cdot | \cdot)$. By supersymmetry of the form we mean that $(a|b) = (-1)^{p(a)p(b)}(b|a)$ for $a, b \in \mathfrak{h}$ and $(a|b) = 0$ whenever $p(a) \neq p(b)$. The free superboson LCA corresponding to $\mathfrak{h}$ is the $\mathbb{F}[\partial]$-module

$$R^b_{\mathfrak{h}} = \mathbb{F}[\partial] \mathfrak{h} \oplus \mathbb{F}K,$$

where $\partial K = 0$, $p(K) = \bar{0}$, endowed with the $\lambda$-bracket

$$[a_\lambda b] = \lambda (a|b) K \quad \text{for} \quad a, b \in \mathfrak{h}, \quad K \text{ central}$$

(2.1)

(uniquely extended to $R^b_{\mathfrak{h}} \otimes R^b_{\mathfrak{h}}$ by the sesquilinearity axioms). In the case when $\mathfrak{h}$ is purely even, i.e., $p(a) = \bar{0}$ for all $a \in \mathfrak{h}$, the LCA $R^b_{\mathfrak{h}}$ is called the free boson LCA.

Example 2.3 (Free superfermion LCA) Let $\mathfrak{h}$ be a finite-dimensional superspace, with parity $p$, and a super-skewsymmetric nondegenerate bilinear form $(\cdot | \cdot)$. Now we have $(a|b) = -(-1)^{p(a)p(b)}(b|a)$ for $a, b \in \mathfrak{h}$ and $(a|b) = 0$ whenever $p(a) \neq p(b)$. The free superfermion LCA corresponding to $\mathfrak{h}$ is the $\mathbb{F}[\partial]$-module

$$R^f_{\mathfrak{h}} = \mathbb{F}[\partial] \mathfrak{h} \oplus \mathbb{F}K,$$

where $\partial K = 0$, $p(K) = \bar{0}$, endowed with the $\lambda$-bracket

$$[a_\lambda b] = (a|b) K, \quad K \text{ central}$$

(2.2)

(uniquely extended to $R^f_{\mathfrak{h}} \otimes R^f_{\mathfrak{h}}$ by the sesquilinearity axioms). In the case when $p(a) = \bar{1}$ for all $a \in \mathfrak{h}$, the LCA $R^f_{\mathfrak{h}}$ is called the free fermion LCA.

Example 2.4 (Affine LCA) Let $\mathfrak{g}$ be a Lie algebra with a nondegenerate invariant symmetric bilinear form $(\cdot | \cdot)$. The corresponding affine LCA is the purely even $\mathbb{F}[\partial]$-module

$$\text{Cur} \; \mathfrak{g} = \mathbb{F}[\partial] \mathfrak{g} \oplus \mathbb{F}K,$$

where $\partial K = 0$, endowed with the $\lambda$-bracket given on the generators by

$$[a_\lambda b] = [a, b] + \lambda (a|b) K, \quad a, b \in \mathfrak{g}, \quad K \text{ central}.$$ 

(2.3)

Example 2.5 (Virasoro LCA) The Virasoro LCA is the purely even $\mathbb{F}[\partial]$-module

$$R^{\text{Vir}} = \mathbb{F}[\partial] L \oplus \mathbb{F}C,$$

where $\partial C = 0$, endowed with the $\lambda$-bracket

$$[L_\lambda L] = (\partial + 2\lambda)L + \frac{1}{12}\lambda^3 C, \quad C \text{ central}.$$ 

(2.4)
The importance of the last two examples stems from the fact that the LCA’s \( \overline{\text{Cur}} \ g = \text{Cur} g / \mathbb{F} K \) for \( g \) simple and \( \overline{\text{Vir}} = \text{Vir} / \mathbb{F} C \) exhaust all simple LCA’s, which are finitely generated as \( \mathbb{F}[\partial] \)-modules [10].

2.2 LCA cohomology

Throughout the paper, we shall use the following notation: for a vector superspace with parity \( p \), we denote by \( \bar{p} = 1 - p \) the opposite parity. Given a module \( M \) over the LCA \( R \), the corresponding cohomology complex is constructed as follows [6, 14]. For \( n \geq 0 \), an \( n \)-cochain of \( R \) with coefficients in \( M \) is a linear map

\[
Y : R^\otimes n \longrightarrow M[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n),
\]

(2.5)

where \( \langle \Phi \rangle \) denotes the image of the endomorphism \( \Phi \), satisfying the sesquilinearity conditions (1 \( \leq i \leq n \)):

\[
Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes (\partial a_i) \otimes \cdots \otimes a_n) = -\lambda_i Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n),
\]

(2.6)

and the symmetry conditions (1 \( \leq i < n \)):

\[
Y_{\lambda_1, \ldots, \lambda_i, \lambda_{i+1}, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_i \otimes a_{i+1} \otimes \cdots \otimes a_n) = (-1)^{\bar{p}(a_i)\bar{p}(a_{i+1})} Y_{\lambda_1, \ldots, \lambda_{i+1}, \lambda_i, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_{i+1} \otimes a_i \otimes \cdots \otimes a_n). \tag{2.7}
\]

(Note that (2.7) is indeed a symmetry condition with respect to the parity \( \bar{p} \), but in the purely even case \( p = \bar{0} \) it is in fact skewsymmetry.)

We let \( C_{n, \text{LC}}(R, M) \) be the vector superspace of \( n \)-cochains, with parity \( \bar{p} \) induced by the parity \( \bar{p} = 1 - p \) of \( R \) and \( M \), letting all \( \lambda_i \) be even. For example,

\[
C_{0, \text{LC}}(R, M) = M/\partial M, \quad C_{1, \text{LC}}(R, M) = \text{Hom}_{\mathbb{F}[\partial]}(R, M), \quad C_{2, \text{LC}}(R, M) = \text{Hom}_{\mathbb{F}[\partial]}(R, M),
\]

(2.8)

while \( C_{2, \text{LC}}(R, M) \) can be identified with the space of \( \lambda \)-brackets \( Y : R \otimes R \rightarrow M[\lambda] \) that satisfy the sesquilinearity L1 and symmetry with respect to \( \bar{p} \) (cf. L2). We let

\[
C_{\text{LC}}(R, M) = \bigoplus_{n \geq 0} C_{n, \text{LC}}(R, M). \tag{2.9}
\]

Note that in the case when \( R \) and \( M \) are purely even, the parity \( \bar{p} \) of \( C_{n, \text{LC}}(R, M) \) is \( n - 1 \) mod \( 2\mathbb{Z} \).
The LCA cohomology differential \( d: C^n_{\text{LC}}(R, M) \to C^{n+1}_{\text{LC}}(R, M) \), for \( n \geq 0 \), is defined by (cf. [14, Eq. (4.19)]).

\[
(dY)_{\lambda_0, \ldots, \lambda_n}(a_0 \otimes \cdots \otimes a_n) = \sum_{i=0}^{n} (-1)^{\gamma_i a_i} Y_{\lambda_i, \ldots, \lambda_n}(a_0 \otimes \cdots \otimes a_n)
\]

\[
+ \sum_{0 \leq i < j \leq n} (-1)^{\gamma_{ij}} Y_{\lambda_i + \lambda_j, \lambda_0, \ldots, \lambda_n}([a_i a_j] \otimes a_0 \otimes \cdots \otimes a_n),
\]

where

\[
\gamma_i = \bar{p}(a_i)(\bar{p}(Y) + \bar{p}(a_0) + \cdots + \bar{p}(a_{i-1}) + 1) + 1
\]

\[
\gamma_{ij} = \bar{p}(Y) + \bar{p}(a_i)(\bar{p}(a_0) + \cdots + \bar{p}(a_{i-1}) + 1) + \bar{p}(a_j)(\bar{p}(a_0) + \cdots + \bar{p}(a_{j-1})).
\]

In particular, if \( R \) is purely even, then

\[
\gamma_i = n + i + 1 \quad \text{and} \quad \gamma_{ij} = n + i + j + 1.
\]

(note that formulas [14, (2.18) and (4.20)] are not quite correct: the overall factor there should be \((-1)^{n+1}\) instead of \((-1)^n\). If all \( a_i \)'s are odd, then

\[
\gamma_i = 1 \quad \text{and} \quad \gamma_{ij} = \bar{p}(Y).
\]

**Proposition 2.6** [1,6,12] Eq. (2.10) defines an odd endomorphism of the vector super-space \( C_{\text{LC}}(R, M) \) of degree 1, such that \( d^2 = 0 \).

**Definition 2.7** Given a module \( M \) over the LCA \( R \), the cohomology of the complex \((C_{\text{LC}}(R, M), d)\) is called the LCA cohomology of \( R \) with coefficients in \( M \):

\[
H^n_{\text{LC}}(R, M) = \bigoplus_{n \geq 0} H^n_{\text{LC}}(R, M),
\]

\[
H^n_{\text{LC}}(R, M) = \ker(d|_{C^n_{\text{LC}}(R, M)}) / d(C^{n-1}_{\text{LC}}(R, M)).
\]

**Remark 2.8** Recall that, for an operad \( \mathcal{P} \), the subspace \( W_{\mathcal{P}} \subset \mathcal{P} \) of symmetric elements carries the structure of a Lie superalgebra [20]. As explained in the introduction and in [2], for \( M = R \) the space \( \text{Chom}(\Pi R) \) of maps (2.5) satisfying the sesquilinearity conditions (2.6) has the structure of an operad, with parity \( \bar{p} \) induced by the opposite parity of \( R \), with some natural actions of the symmetric groups, and with some natural composition maps. The space \( W_{\text{LC}}(\Pi R) = \bigoplus_{k \geq 1} W^k_{\text{LC}}(\Pi R) \), where \( W^k_{\text{LC}}(\Pi R) \) is the subspace of symmetric elements in \( \text{Chom}(\Pi R)(k + 1) \), is naturally a \( \mathbb{Z} \)-graded Lie superalgebra. Note that \( W^k_{\text{LC}}(\Pi R) = C^{k+1}_{\text{LC}}(R, R) \). LCA structures on \( R \) bijectively correspond to odd (with respect to the parity \( \bar{p} \)) elements \( X \in W^1_{\text{LC}}(\Pi R) \) such that \([X, X] = 0\), and the cohomology differential (2.10) is \( d = \text{ad} \, X \).
2.3 Low degree cohomology

Let \( R \) be an LCA and \( M \) be an \( R \)-module. A Casimir element is an element \( \int m \in M/\partial M \) such that \( R_{-\lambda}m = 0 \). Denote by \( \text{Cas}(R, M) \subset M/\partial M \) the space of Casimir elements. Note that \( \text{Cas}(R, R) = \{ \int a \in R/\partial R \mid [a_\lambda R]_{\lambda=0} = 0 \} \).

A derivation from \( R \) to \( M \) is an \( \mathbb{F}[\partial] \)-module homomorphism \( D: R \to M \) such that

\[
D[a, b] = (-1)^{p(D)p(a)} a_\lambda D(b) + (-1)^{1+(p(D)+p(a))p(b)} b_{-\lambda-\partial} D(a),
\]

for all \( a, b \in R \). We say that a derivation is inner if it has the following form:

\[
D \int m(a) = (-1)^{1+p(m)p(a)} a_{-\lambda} m \quad \text{for some } \int m \in M/\partial M.
\]

Denote by \( \text{Der}(R, M) \) the space of derivations from \( R \) to \( M \), and by \( \text{Inder}(R, M) \) the subspace of inner derivations. In the special case when \( M = R \), we have the usual definition of a derivation and an inner derivation of the LCA \( R \) as an \( \mathbb{F}[\partial] \)-module endomorphism \( D \) such that

\[
D[a, b] = [(Da)_\lambda b] + (-1)^{p(D)p(a)} [a_\lambda (Db)].
\]

and, respectively,

\[
(ad a)b = a_{(0)}b = [a_\lambda b]_{\lambda=0}.
\]

**Theorem 2.9** [6,12] Let \( R \) be a Lie conformal algebra, and \( M \) be an \( R \)-module. Then:

(a) \( H^0_{\text{LC}}(R, M) = \text{Cas}(R, M) \).

(b) \( H^1_{\text{LC}}(R, M) = \text{Der}(R, M)/\text{Inder}(R, M) \).

(c) \( H^2_{\text{LC}}(R, M) \) is the space of isomorphism classes of \( \mathbb{F}[\partial] \)-split extensions of the LCA \( R \) by the \( R \)-module \( M \), where \( M \) is viewed as an LCA with zero \( \lambda \)-bracket. In particular, \( H^2_{\text{LC}}(R, R) \) parameterizes the equivalence classes of first-order deformations of \( R \) that preserve the \( \mathbb{F}[\partial] \)-module structure.

2.4 Central extensions

An element \( C \in R \) is called central if \( [C_\lambda R] = 0 \) (or, equivalently, \( [R_\lambda C] = 0 \)). In particular, \( \mathbb{F}[\partial]C \subset R \) is an LCA ideal and one can consider the quotient LCA \( \bar{R} = R/\mathbb{F}[\partial]C \). The element \( C \in R \) is called torsion if \( P(\partial)C = 0 \) for some nonzero polynomial \( P(\partial) \).

**Lemma 2.10** Let \( R \) be an LCA and \( M \) be an \( R \)-module. Suppose \( C \in R \) is a torsion element and consider \( \bar{R} = R/\mathbb{F}[\partial]C \). Then:

(a) \( C \) acts trivally on any \( R \)-module \( M \). In particular, \( C \) is central in \( R \).

(b) \( \bar{R} \) is an LCA, and an \( R \)-module is the same as an \( \bar{R} \)-module.

(c) For \( n \geq 2 \), any \( n \)-cochain \( Y \in C^n_{\text{LC}}(R, M) \) vanishes when one of its arguments lies in \( \mathbb{F}[\partial]C \).
Proof Part (a) follows from the sesquilinearity axiom (cf. [10]), and part (b) follows immediately from (a). Similarly, if \( P(\partial)C = 0 \), by the sesquilinearity condition (2.6), we have

\[
P(-\lambda_i)Y_{\lambda_1,\ldots,\lambda_n}(a_1 \otimes \cdots \otimes C \otimes \cdots \otimes a_n) = 0 \in M[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle \\
\cong M[\lambda_1, \ldots, \lambda_{n-1}].
\]

This proves (c). □

Proposition 2.11 Let \( R \) be an LCA, let \( C \in R \) be a torsion element, and consider the quotient LCA \( \bar{R} = R/[\partial]C \). Let \( M \) be a module over the LCA \( R \). Then:

(a) We have canonical linear maps

\[
C_1^{\text{LC}}(\bar{R}, M) \hookrightarrow C_1^{\text{LC}}(R, M), \\
C_n^{\text{LC}}(\bar{R}, M) \xrightarrow{\sim} C_n^{\text{LC}}(R, M) \text{ for } n \neq 1.
\]

(b) We have canonical linear maps

\[
H_1^{\text{LC}}(\bar{R}, M) \hookrightarrow H_1^{\text{LC}}(R, M), \\
H_2^{\text{LC}}(\bar{R}, M) \twoheadrightarrow H_2^{\text{LC}}(R, M), \\
H_n^{\text{LC}}(\bar{R}, M) \xrightarrow{\sim} H_n^{\text{LC}}(R, M) \text{ for } n \neq 1, 2.
\]

(c) Let \( P(\partial) \in \mathbb{F}[\partial] \) be the minimal monic polynomial that annihilates \( C \), and let

\[
U = \{ u \in M \mid P(\partial)u = 0 \}.
\]

If \( R \) splits, as an \( \mathbb{F}[\partial] \)-module, as \( R \cong \bar{R} \oplus \mathbb{F}[\partial]C \), then

\[
\left( \dim H_1^{\text{LC}}(R, M) - \dim H_1^{\text{LC}}(\bar{R}, M) \right) \\
+ \left( \dim H_2^{\text{LC}}(\bar{R}, M) - \dim H_2^{\text{LC}}(R, M) \right) = \dim U.
\]

Note that, in the left-hand side of (2.21), both summands are non-negative by part (b).

Proof For every \( n \geq 0 \), we have the canonical injective map

\[
C_n^{\text{LC}}(\bar{R}, M) \hookrightarrow C_n^{\text{LC}}(R, M), \quad \bar{Y} \mapsto Y = \bar{Y} \circ \pi,
\]

obtained by composing with the quotient map \( \pi : R \otimes \bar{R} \twoheadrightarrow \bar{R} \otimes \bar{R} : \)

\[
R \otimes \bar{R} \xrightarrow{\pi} \bar{R} \otimes \bar{R} \xrightarrow{\bar{Y}} M[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle.
\]
For \( n = 0 \), this map is obviously a bijection, since \( C^0_{\text{LC}}(R, M) = C^0_{\text{LC}}(\tilde{R}, M) \cong M/\partial M \). Let \( n \geq 1 \) and let \( Y \in C^n_{\text{LC}}(R, M) \). For \( n \geq 2 \), Lemma 2.10(c) implies that \( Y \) factors to a map \( \bar{Y} \in C^n_{\text{LC}}(\tilde{R}, M) \), hence \((2.22)\) is surjective. For \( n = 1 \), the image of the map \((2.22)\) is

\[
\{ Y \in \text{Hom}_{\mathbb{F}[\partial]}(R, M) \mid Y(\mathbb{F}[\partial]C) = 0 \} \subset \text{Hom}_{\mathbb{F}[\partial]}(R, M) = C^1_{\text{LC}}(R, M).
\]

This proves part (a).

It is immediate to check that the action of the differential \( d \) given by \((2.10)\) commutes with the map \((2.22)\). Claim (b) is then an obvious consequence of (a).

Finally, we prove (c). Under the assumption that \( R \cong \tilde{R} \oplus \mathbb{F}[\partial]C \) as \( \mathbb{F}[\partial] \)-modules, we have

\[
C^1_{\text{LC}}(R, M) = \text{Hom}_{\mathbb{F}[\partial]}(R, M)
= \text{Hom}_{\mathbb{F}[\partial]}(\tilde{R}, M) \oplus \text{Hom}_{\mathbb{F}[\partial]}(\mathbb{F}[\partial]C, M) 
\cong C^1_{\text{LC}}(\tilde{R}, M) \oplus U. \quad (2.23)
\]

By looking at the kernel of \( d \) on both sides of \((2.23)\), we get

\[
\dim(\text{Ker} d|_{C^1_{\text{LC}}(R, M)}) = \dim \{ Y - u \mid Y \in C^1_{\text{LC}}(\tilde{R}, M), u \in U, dY = du \}
= \dim(\text{Ker} d|_{C^1_{\text{LC}}(\tilde{R}, M)}) + \dim(\text{Ker} d|_U) + \dim(dC^1_{\text{LC}}(\tilde{R}, M) \cap dU).
\]

Hence,

\[
\dim H^1_{\text{LC}}(R, M) - \dim H^1_{\text{LC}}(\tilde{R}, M) = \dim(\text{Ker} d|_U) + \dim(dC^1_{\text{LC}}(\tilde{R}, M) \cap dU). \quad (2.24)
\]

By looking at the image of \( d \) on both sides of \((2.23)\), we get

\[
\dim(dC^1_{\text{LC}}(R, M)) = \dim(dC^1_{\text{LC}}(\tilde{R}, M) + dU)
= \dim(dC^1_{\text{LC}}(\tilde{R}, M)) + \dim(dU) - \dim(dC^1_{\text{LC}}(\tilde{R}, M) \cap dU).
\]

Hence,

\[
\dim H^2_{\text{LC}}(R, M) - \dim H^2_{\text{LC}}(\tilde{R}, M) = -\dim(dU) + \dim(dC^1_{\text{LC}}(\tilde{R}, M) \cap dU). \quad (2.25)
\]

Combining Eqs. \((2.24)\) and \((2.25)\), we get \((2.21)\), thus completing the proof. \( \square \)

**Corollary 2.12** Consider an LCA \( R \) that splits, as an \( \mathbb{F}[\partial] \)-module, as \( R \cong \tilde{R} \oplus \mathbb{F}[\partial]C \), where \( C \in R \) is a torsion element. Let \( M \) be an \( R \)-module, which is torsion-free as an \( \mathbb{F}[\partial] \)-module. Then \( H^n_{\text{LC}}(R, M) \cong H^n_{\text{LC}}(\tilde{R}, M) \) for all \( n \geq 0 \).

### 2.5 Basic LCA cohomology complex

In this subsection, we review the basic LCA cohomology complex, which was introduced in [6] in the purely even case. As before, let \( R \) be an LCA and \( M \) be an \( R \)-module.
For \( n \geq 0 \), a basic \( n \)-cochain of \( R \) with coefficients in \( M \) is a linear map (cf. (2.5))
\[
\widetilde{Y}: R^\otimes n \longrightarrow M[\lambda_1, \ldots, \lambda_n],
\] (2.26)
satisfying the sesquilinearity conditions (2.6) and the symmetry conditions (2.7). We let \( \widetilde{C}^n_{\text{LC}}(R, M) \) be the superspace of basic \( n \)-cochains, with parity \( \bar{p} \) induced by the opposite parities \( \bar{p} = 1 - p \) of \( R \) and \( M \), and let
\[
\widetilde{C}^n_{\text{LC}}(R, M) = \bigoplus_{n \geq 0} \widetilde{C}^n_{\text{LC}}(R, M).
\] (2.27)

For a basic \( n \)-cochain \( \widetilde{Y} \), we define
\[
(\partial \widetilde{Y})_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n) = (\partial + \lambda_1 + \cdots + \lambda_n)\widetilde{Y}_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n), \quad (2.28)
\]
which is obviously again a basic \( n \)-cochain. Thus, we have even endomorphisms \( \partial \) of \( \widetilde{C}^n_{\text{LC}}(R, M) \) for all \( n \geq 0 \).

**Lemma 2.13** [6] The endomorphism \( \partial \) of \( \widetilde{C}^n_{\text{LC}}(R, M) \) is injective for all \( n \geq 1 \).

**Proof** See [6, Proposition 2.1]. \( \square \)

Consider the quotient map
\[
\pi: M[\lambda_1, \ldots, \lambda_n] \rightarrow M[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n). \quad (2.29)
\]
Clearly, if \( \widetilde{Y} \) satisfies Eqs. (2.6) and (2.7) in \( M[\lambda_1, \ldots, \lambda_n] \), then so does \( \pi \circ \widetilde{Y} \) in \( M[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n) \). Hence, composing with \( \pi \) gives a well-defined linear map
\[
\widetilde{C}^n_{\text{LC}}(R, M) \rightarrow C^{n+1}_{\text{LC}}(R, M), \quad \widetilde{Y} \mapsto Y = \pi \circ \widetilde{Y}. \quad (2.30)
\]
Since \( \pi \circ (\partial \widetilde{Y}) = 0 \), it induces a linear map
\[
\widetilde{C}^n_{\text{LC}}(R, M)/\partial \widetilde{C}^n_{\text{LC}}(R, M) \rightarrow C^n_{\text{LC}}(R, M), \quad \widetilde{Y} + (\partial) \mapsto Y = \pi \circ \widetilde{Y}. \quad (2.31)
\]

**Lemma 2.14** [14]

(a) The map (2.31) is injective for all \( n \geq 0 \).
(b) Suppose that, as an \( \mathbb{F}[\partial] \)-module, \( R \) is a direct sum of a torsion module and a free module. Then the map (2.31) is surjective for \( n = 0 \) and all \( n \geq 2 \).
(c) If \( R \) is free as an \( \mathbb{F}[\partial] \)-module, then the map (2.31) is surjective for \( n = 1 \) as well.

**Proof** See Proposition 6.5 and Remark 6.6 in [14]. \( \square \)

The basic LCA cohomology differential \( \widetilde{d} \) is defined again by (2.10), viewed as an equation in \( M[\lambda_0, \ldots, \lambda_n] \).

**Lemma 2.15**

(a) Formula (2.10) defines a map \( \widetilde{d}: \widetilde{C}^n_{\text{LC}}(R, M) \rightarrow \widetilde{C}^{n+1}_{\text{LC}}(R, M) \).
(b) \( \widetilde{d}(\partial \widetilde{Y}) = \partial(\widetilde{d} \widetilde{Y}) \).
\( \tilde{d}^2 = 0 \).

(d) \( \pi \circ (\tilde{d} \tilde{Y}) = d(\pi \circ \tilde{Y}) \).

**Proof** Parts (a), (b) and (c) are proved in [6, Lemma 2.1] in the even case, and in [14] in the super case. Part (d) is obvious. \( \square \)

**Definition 2.16** Given a module \( M \) over the LCA \( R \), the cohomology of the complex \( (\tilde{C}_{LC}(R, M), \tilde{d}) \) is called the basic LCA cohomology of \( R \) with coefficients in \( M \):

\[
\tilde{H}_{LC}(R, M) = \bigoplus_{n \geq 0} \tilde{H}_{n, LC}(R, M),
\]

\[
\tilde{H}_{n, LC}(R, M) = \text{Ker} \left( \tilde{d} \big|_{\tilde{C}_{n, LC}(R, M)} \right) / \tilde{d}(\tilde{C}_{n-1, LC}(R, M)).
\] (2.32)

Due to Lemma 2.15, we have a short exact sequence of complexes

\[
0 \to \partial \tilde{C}_{LC}(R, M) \to \tilde{C}_{LC}(R, M) \to \tilde{C}_{LC}(R, M) / \partial \tilde{C}_{LC}(R, M) \to 0,
\] (2.33)

which leads to a long exact sequence of cohomology. By Lemma 2.14, in the case when \( R \) is free as an \( \mathbb{F}[\partial] \)-module, we obtain the long exact sequence [6]:

\[
0 \to H^0(\partial \tilde{C}_{LC}(R, M)) \to \tilde{H}_{n}^0(R, M) \to H^0(\tilde{C}_{LC}(R, M)) \to H^1(\partial \tilde{C}_{LC}(R, M)) \to \tilde{H}_{n}^1(R, M) \to H^1(\tilde{C}_{LC}(R, M)) \to \cdots .
\] (2.34)

Note that, by Lemma 2.13, we also have \( H^n(\partial \tilde{C}_{LC}(R, M)) \simeq \tilde{H}_{n}^n(R, M) \) for all \( n \geq 1 \). As a consequence, we obtain the following result.

**Proposition 2.17** (cf. [6]) Let \( R \) be an LCA, which is free as an \( \mathbb{F}[\partial] \)-module, and let \( M \) be an \( R \)-module. Suppose that \( \tilde{H}_{n}^n(R, M) = 0 \) for all \( n \geq 0 \). Then \( \tilde{H}_{n}^n(R, M) = 0 \) for all \( n \geq 0 \).

### 2.6 Lie derivatives, contractions and Cartan's formula

For \( a \in R \) and \( \tilde{Y} \in \tilde{C}_{LC}(R, M) \), we define the Lie derivative of \( \tilde{Y} \) by \( a \), as the linear map

\[
a \lambda \tilde{Y} : R^{\otimes n} \to M[\lambda_1, \ldots, \lambda_n, \lambda],
\]

given by the formula (cf. [6, Section 5]):

\[
(a \lambda \tilde{Y})_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n) = a_\lambda (\tilde{Y}_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n))
\]

\[
+ \sum_{i=1}^{n} (-1)^i \tilde{Y}_{\lambda_1, \ldots, \lambda_i + \lambda_j, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes [a_i a_j] \otimes \cdots \otimes a_n),
\] (2.35)
where
\[ \delta_i = p(a)(\tilde{\delta}(\tilde{Y}) + \tilde{p}(a_1) + \cdots + \tilde{p}(a_{i-1}) + 1) + 1. \] (2.36)

In particular,
\[ \delta_i = 1 \text{ if } p(a) = \tilde{0}, \] (2.37)

and
\[ \delta_i = \tilde{p}(\tilde{Y}) \text{ if } p(a) = p(a_1) = \cdots = p(a_n) = \tilde{1}. \] (2.38)

It is easy to check that \( a_\lambda \tilde{Y} \) satisfies the sesquilinearity (2.6) and symmetry (2.7); hence, \( a_\lambda \tilde{Y} \) can be viewed as an element of \( \tilde{C}^n_{LC}(R, M)[[\lambda]] \). Note that the linear map \( a_\lambda : \tilde{C}^n_{LC}(R, M) \to \tilde{C}^n_{LC}(R, M)[[\lambda]] \) has parity \( p(a) \).

**Proposition 2.18** For \( a \in R \) and \( \tilde{Y} \in \tilde{C}^n_{LC}(R, M) \), we have:

(a) \((\partial a)_\lambda \tilde{Y} = -\lambda a_\lambda \tilde{Y} \) and \( a_\lambda (\partial \tilde{Y}) = (\partial + \lambda)(a_\lambda \tilde{Y}) \) in \( \tilde{C}^n_{LC}(R, M)[[\lambda]] \);

(b) \( a_\lambda (b_\mu \tilde{Y}) - (-1)^{p(a)p(b)} b_\mu (a_\lambda \tilde{Y}) = [a_\lambda b]_{\lambda + \mu} \tilde{Y} \) in \( \tilde{C}^n_{LC}(R, M)[[\lambda, \mu]] \).

In other words, formula (2.35) endows \( \tilde{C}^n_{LC}(R, M) \) with the structure of an \( R \)-module, for every \( n \geq 0 \), if we allow formal power series in \( \lambda \) for the action.

**Proof** This can be checked by a straightforward computation, which is left to the reader. Another proof can be obtained by using the relationship to the cohomology of the annihilation Lie algebra and the well-known action of a Lie algebra on its cohomology complex (see [6]). \( \square \)

We also define the *contraction* of \( \tilde{Y} \in \tilde{C}^n_{LC}(R, M) \) by \( a \in R \), as the linear map
\[ \iota_\lambda(a)\tilde{Y} : R^{\otimes(n-1)} \to M[\lambda_1, \ldots, \lambda_{n-1}, \lambda], \]
given by
\[
(\iota_\lambda(a)\tilde{Y})_{\lambda_1,\ldots,\lambda_{n-1}}(a_1 \otimes \cdots \otimes a_{n-1})
= (-1)^{\tilde{p}(a)\tilde{p}(\tilde{Y})} \tilde{Y}_{\lambda,\lambda_1,\ldots,\lambda_{n-1}}(a \otimes a_1 \otimes \cdots \otimes a_{n-1}). \] (2.39)

As before, it is easy to check that \( \iota_\lambda(a)\tilde{Y} \) satisfies the sesquilinearity (2.6) and symmetry (2.7); hence, we can view \( \iota_\lambda(a) \) as a map
\[ \iota_\lambda(a) : \tilde{C}^n_{LC}(R, M) \to \tilde{C}^{n-1}_{LC}(R, M)[[\lambda]], \quad a \in R, \] (2.40)

Note that \( \iota_\lambda(a) \) is a linear map of parity \( \tilde{p}(a) \).

**Proposition 2.19** (cf. [6]) On the basic complex \( \tilde{C}_{LC}(R, M) \), we have Cartan’s formula
\[ a_\lambda = [\iota_\lambda(a), \tilde{d}] := \iota_\lambda(a) \tilde{d} - (-1)^{\tilde{p}(a)\tilde{d}} \iota_\lambda(a), \quad a \in R. \] (2.41)

**Proof** Same as the proof of Proposition 2.18. \( \square \)
Corollary 2.20 The action of the LCA \( R \) on the basic complex \( \widetilde{C}_{LC}(R, M) \) given by the Lie derivatives commutes with the differential \( \widetilde{d} \), and it induces a trivial action on its cohomology. In other words, if we write \( a_\lambda = \sum_{n \geq 0} a(n) \lambda^n / n! \) for \( a \in R \), then all linear operators \( a_{(n)} \) act as zero on \( \widetilde{H}_{LC}(R, M) \).

By Proposition 2.18(a), for \( a \in R \) we have \([\partial, a_\lambda] = -\lambda a_\lambda\). Hence, the zero mode \( a(0) = a_\lambda|_{\lambda=0} \in \text{End} \widetilde{C}_n(R, M)\) commutes with \( \partial \). In fact, the formula (2.35) for the 0-th mode gives a well-defined linear operator, of parity \( p(a) \), on the complex \( C_{LC}(R, M) \):

\[
(a(0) Y)_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n) = a(0) \left( Y_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n) \right) + \sum_{i=1}^{n} (-1)^{\delta_i} Y_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a(0) a_i) \otimes \cdots \otimes a_n), \tag{2.42}
\]

where \( \delta_i \) are as in (2.36). By Proposition 2.18(b), we also have \([a(0), b(0)] = (a(0)b)(0)\). Hence, (2.42) gives a representation of the Lie superalgebra \( R/\partial R \) on the complex \( C_{LC}(R, M) \).

For \( a \in R \), we also have a well-defined contraction operator \( \iota_0(a) : C_{LC}^n(R, M) \to C_{LC}^{n-1}(R, M) \), of parity \( \bar{p}(a) \), given by (cf. (2.39))

\[
\left( \iota_0(a) Y \right)_{\lambda_1, \ldots, \lambda_{n-1}} (a_1 \otimes \cdots \otimes a_{n-1}) = (-1)^{\bar{p}(a)} \bar{p}(Y) Y_{0, \lambda_1, \ldots, \lambda_{n-1}} (a \otimes a_1 \otimes \cdots \otimes a_{n-1}). \tag{2.43}
\]

Proposition 2.21 We have Cartan’s formula on \( C_{LC}(R, M) \):

\[
a(0) = [\iota_0(a), d] := \iota_0(a) d - (-1)^{\bar{p}(a)} d \iota_0(a), \quad a \in R. \tag{2.44}
\]

Consequently, the action of the Lie superalgebra \( R/\partial R \) on \( C_{LC}(R, M) \) by zero modes commutes with the differential \( d \) and induces the trivial action on the cohomology \( H_{LC}(R, M) \).

Proof The proof is straightforward from the definitions.

For the rest of this section, we discuss the cohomology of the Virasoro and the affine LCA’s.

### 2.7 Cohomology of the Virasoro LCA

In this subsection, we will compute the cohomology of the Virasoro LCA \( R_{\text{Vir}} \) from Example 2.5. First, consider the Virasoro LCA at central charge zero, namely \( \widetilde{R}_{\text{Vir}} = R_{\text{Vir}}/\mathbb{F}[\partial] = \mathbb{F}[\partial] L \) with the \( \lambda \)-bracket \([L_\lambda, L] = (\partial + 2\lambda)L\). Its cohomology was computed in [6]. The coefficients will be taken in the trivial \( \widetilde{R}_{\text{Vir}} \)-module \( \mathbb{F} \) (where both \( L \) and \( \partial \) act by zero) or in the modules \( M_\Delta \) for \( \Delta \in \mathbb{F} \). The latter are free of rank one over \( \mathbb{F}[\partial] \) and are given by:

\[
M_\Delta = \mathbb{F}[\partial] v, \quad L_\lambda v = (\partial + \Delta \lambda)v, \quad \Delta \in \mathbb{F}. \tag{2.45}
\]
Proposition 2.22 ([6]) We have

\[
\dim H_{LC}^n(\tilde{R}_\text{Vir}, \mathbb{F}) = \begin{cases} 
1, & \text{for } n = 0, 2, 3, \\
0, & \text{otherwise}, 
\end{cases}
\tag{2.46}
\]

\[
\dim H_{LC}^n(\tilde{R}_\text{Vir}, M_{1-(3r^2\pm r)/2}) = \begin{cases} 
2, & \text{for } n = r + 1, \\
1, & \text{for } n = r + 2, \\
0, & \text{otherwise}, 
\end{cases}
\tag{2.47}
\]

and \( H_{LC}^n(\tilde{R}_\text{Vir}, M_\Delta) = 0 \) if \( \Delta \neq 1 - (3r^2 \pm r)/2 \) for any \( r \in \mathbb{Z} \).

The cohomology of the LCA \( R_{\text{Vir}} \) can be obtained from Propositions 2.11 and 2.22.

Theorem 2.23 We have

\[
\dim H_{LC}^n(R_{\text{Vir}}, \mathbb{F}) = \begin{cases} 
1, & \text{for } n = 0, 3, \\
0, & \text{otherwise}, 
\end{cases}
\tag{2.48}
\]

\[
\dim H_{LC}^n(R_{\text{Vir}}, M_{1-(3r^2\pm r)/2}) = \begin{cases} 
2, & \text{for } n = r + 1, \\
1, & \text{for } n = r + 2, \\
0, & \text{otherwise}, 
\end{cases}
\tag{2.49}
\]

and \( H_{LC}^n(R_{\text{Vir}}, M_\Delta) = 0 \) if \( \Delta \neq 1 - (3r^2 \pm r)/2 \) for any \( r \in \mathbb{Z} \).

Proof Due to Proposition 2.11 and Corollary 2.12, we only need to consider the cohomology \( H_{LC}^n(R_{\text{Vir}}, \mathbb{F}) \) for \( n = 1, 2 \). For the \( R_{\text{Vir}} \)-module \( M = \mathbb{F} \), we have \( U = \mathbb{F} \) and

\[
\left( \dim H_{LC}^1(R_{\text{Vir}}, \mathbb{F}) - \dim H_{LC}^1(\tilde{R}_\text{Vir}, \mathbb{F}) \right) + \left( \dim H_{LC}^2(\tilde{R}_\text{Vir}, \mathbb{F}) - \dim H_{LC}^2(R_{\text{Vir}}, \mathbb{F}) \right) = 1 \tag{2.50}
\]

(see (2.21)). By Theorem 2.9(c) and Proposition 2.22, we have \( H_{LC}^2(\tilde{R}_\text{Vir}, \mathbb{F}) = \mathbb{F}Y \), where

\[
Y_{\lambda_1, \lambda_2}(L \otimes L) = \frac{\lambda_1^2}{12} + (\lambda_1 + \lambda_2)
\]

is the 2-cocycle giving the central extension \( R_{\text{Vir}} \). However, the image of \( Y \) in \( H_{LC}^2(R_{\text{Vir}}, \mathbb{F}) \) under the surjective map (2.20) is trivial, because \( Y = dZ \) for the 1-cochain \( Z \) on \( R_{\text{Vir}} \) defined by

\[
Z_\lambda(L) = (\lambda), \quad Z_\lambda(C) = 1 + (\lambda).
\]

Therefore, \( H_{LC}^2(R_{\text{Vir}}, \mathbb{F}) = 0 \). Then (2.50) gives \( H_{LC}^1(R_{\text{Vir}}, \mathbb{F}) = H_{LC}^1(\tilde{R}_\text{Vir}, \mathbb{F}) = 0 \). \( \square \)
Remark 2.24 By the proof of Theorem 7.1 in [6], the nontrivial 3-cocycle $Y \in H^3_{LC}(\bar{R}^{Vir}, \mathbb{F})$ is given explicitly by

$$Y_{\lambda_1, \lambda_2, \lambda_3}(L \otimes L \otimes L) = (\lambda_1 - \lambda_2)(\lambda_1 - \lambda_3)(\lambda_2 - \lambda_3) + \langle \lambda_1 + \lambda_2 + \lambda_3 \rangle.$$ 

As a special case of Theorem 2.23, since the adjoint representation of $\bar{R}^{Vir}$ is $M_2$, we deduce that its cohomology is trivial:

$$H^n_{LC}(\bar{R}^{Vir}, \bar{R}^{Vir}) = H^n_{LC}(\bar{R}^{Vir}, \bar{R}^{Vir}) = 0, \quad \text{for all } n \geq 0. \quad (2.51)$$

2.8 Cohomology of the affine LCA

Throughout this subsection, $\mathfrak{g}$ will be a finite-dimensional simple Lie algebra. We will compute the cohomology of the affine LCA $\text{Cur} \mathfrak{g}$ from Example 2.4. Denote by $\overline{\text{Cur}} \mathfrak{g} = \mathbb{F}[\partial] \mathfrak{g}$ the affine LCA at level 0, with the $\lambda$-bracket $[a, b] = [a, b]$ for $a, b \in \mathfrak{g}$.

First, consider the trivial module $\mathbb{F}$, where $\partial$ also acts by zero. It is well known (see e.g. [9]) that the Lie algebra cohomology of $\mathfrak{g}$ with coefficients in $\mathbb{F}$ is given by the $\mathfrak{g}$-invariants in the exterior algebra:

$$H^\bullet(\mathfrak{g}, \mathbb{F}) = \bigwedge^\bullet \mathfrak{g}^*, \quad (2.52)$$

and is generated as an algebra by homogeneous elements of degrees $2m_i + 1$ ($i = 1, \ldots, \text{rank } \mathfrak{g}$), where $m_i$ are the exponents of $\mathfrak{g}$.

Proposition 2.25 [6] If $\mathfrak{g}$ is a finite-dimensional simple Lie algebra, we have

$$H^n_{LC}(\overline{\text{Cur}} \mathfrak{g}, \mathbb{F}) \simeq H^n(\mathfrak{g}, \mathbb{F}) \oplus H^{n+1}(\mathfrak{g}, \mathbb{F}), \quad n \geq 0.$$

Explicitly, under this isomorphism, a Lie algebra $n$-cocycle $\alpha \in H^n(\mathfrak{g}, \mathbb{F})$ corresponds to the $n$-cocycle $Y \in C^n_{LC}(\overline{\text{Cur}} \mathfrak{g}, \mathbb{F})$ defined by

$$Y_{\lambda_1, \ldots, \lambda_n}(u) = \alpha(u) + \langle \lambda_1 + \cdots + \lambda_n \rangle, \quad u \in \mathfrak{g}^\otimes n.$$

A Lie algebra $(n + 1)$-cocycle $\varphi \in H^{n+1}(\mathfrak{g}, \mathbb{F})$ corresponds to the unique $n$-cocycle $Y = \pi \circ \widetilde{Y} \in C^n_{LC}(\overline{\text{Cur}} \mathfrak{g}, \mathbb{F})$, where $\widetilde{Y} \in \widetilde{C}^n_{LC}(\overline{\text{Cur}} \mathfrak{g}, \mathbb{F})$ has the form

$$\widetilde{Y}_{\lambda_1, \ldots, \lambda_n}(u) = \sum_{j=1}^{n} f_j(u) \lambda_j, \quad u \in \mathfrak{g}^\otimes n, \quad f_j \in (\mathfrak{g}^\otimes n)^*,$$

and satisfies

$$(d \widetilde{Y})_{\lambda_0, \ldots, \lambda_n}(v) = (\lambda_0 + \cdots + \lambda_n)\varphi(v), \quad v \in \mathfrak{g}^\otimes(n+1).$$

Proof This follows from [6, Theorem 8.1] and its proof. \qed
Using Proposition 2.11, we can find the cohomology of $\text{Cur} \ g$ with trivial coefficients.

**Theorem 2.26** If $g$ is a finite-dimensional simple Lie algebra, then

$$\dim H_{LC}^0(\text{Cur} \ g, \mathbb{F}) = 1, \quad H_{LC}^1(\text{Cur} \ g, \mathbb{F}) = H_{LC}^2(\text{Cur} \ g, \mathbb{F}) = 0$$  \hspace{1cm} \text{(2.53)}

and

$$H_{LC}^n(\text{Cur} \ g, \mathbb{F}) = H_{LC}^n(\overline{\text{Cur}} \ g, \mathbb{F}) \simeq H^n(g, \mathbb{F}) \oplus H^{n+1}(g, \mathbb{F}), \quad n \geq 3. \hspace{1cm} \text{(2.54)}$$

**Proof** The proof is the same as that of Theorem 2.23.

For any $g$-module $V$, we have the $\overline{\text{Cur}} \ g$-module $M_V$ defined by

$$M_V = \mathbb{F}[[\partial]]V, \quad a_\lambda v = av, \quad a \in g, \ v \in V.$$ \hspace{1cm} \text{(2.55)}

In the case when $V$ is an irreducible $g$-module, the cohomology of $\overline{\text{Cur}} \ g$ with coefficients in $M_V$ was computed in [6, Section 8.2]. In order to recall the result, we first need to remind some notation and results on affine Lie algebras (see [16]).

Let us denote by $\mathfrak{h}$, $W$, $\rho$, $\theta$, $h^\vee$, respectively, a fixed Cartan subalgebra, the Weyl group, the half-sum of positive roots, the highest root, and the dual Coxeter number of $g$. Let $\hat{g} = g[t, t^{-1}] \oplus FK \oplus Ft$ be the affine Kac–Moody algebra associated to $g$. Let $\hat{\mathfrak{h}} = \mathfrak{h} \oplus FK \oplus Ft$, and denote by $\hat{\lambda} \in \hat{\mathfrak{h}}^*$ the restriction of $\lambda \in \mathfrak{h}^*$ to $\mathfrak{h}$. Recall that the simple roots of $\hat{g}$ are $\hat{\alpha}_0 = \delta - \theta$ and $\hat{\alpha}_i = \alpha_i$ ($i = 1, \ldots, \text{rank} \ g$), where $\alpha_i$ are the simple roots of $g$ and $\delta$ is the null root of $\hat{g}$ (which corresponds to the central element $K$ under the isomorphism $\hat{\mathfrak{h}}^* \simeq \mathfrak{h}$). Then $\hat{\rho} \in \hat{\mathfrak{h}}^*$ is defined by the property that $\langle \hat{\rho}, \hat{\alpha}_i \rangle = 1$ for all $i$. We can take $\hat{\rho} = \rho + h^\vee \Lambda_0$, where $\Lambda_0$ is the 0-th fundamental weight, defined by $\langle \Lambda_0, \hat{\alpha}_i \rangle = \delta_{i,0}$ for all $i$. The affine Weyl group $\hat{W}$ is the semidirect product of $W$ and the group of translations $t_\gamma$, where $\gamma$ is in the $\mathbb{Z}$-span of the long roots of $g$. Recall that $t_{\gamma} = \lambda + \langle \lambda, K \rangle \gamma$ for $\lambda \in \hat{\mathfrak{h}}^*$. Finally, for $\hat{w} \in \hat{W}$, we denote by $\ell(\hat{w})$ the length of $\hat{w}$.

For $\Lambda \in \mathfrak{h}^*$, we define $\ell(\Lambda)$ as $\ell(\hat{w})$ if we can write $\Lambda = \overline{\hat{w} \hat{\rho}} - \hat{\rho}$ for some $\hat{w} \in \hat{W}$, and $\ell(\Lambda) = +\infty$ if such $\hat{w}$ does not exist. Note that

$$\overline{\hat{w} \hat{\rho}} - \hat{\rho} = w \rho - \rho + h^\vee \gamma, \quad \text{for} \quad \hat{w} = t_\gamma w, \ w \in W. \hspace{1cm} \text{(2.56)}$$

An important special case is when $\Lambda = \theta$, the highest weight of the adjoint representation. Then the simple reflection $r_{\hat{\alpha}_0} \in \hat{W}$ satisfies $r_{\hat{\alpha}_0} \hat{\rho} = \hat{\rho} - \hat{\alpha}_0$. Hence, $\theta = r_{\hat{\alpha}_0} \hat{\rho} - \hat{\rho}$ and

$$\ell(\theta) = 1. \hspace{1cm} \text{(2.57)}$$

For an irreducible $g$-module $V$, we let $\ell(V) = \ell(\Lambda)$ if $V$ is finite dimensional with highest weight $\Lambda$. When $V$ is an infinite-dimensional irreducible $g$-module, we let $\ell(V) = +\infty$. 
Proposition 2.27 [6] With the above notation, for any irreducible \( g \)-module \( V \), we have

\[
H^n_{\text{LC}}(\text{Cur} \ g, M_V) \cong H^{n-\ell(V^*)}(g, \mathbb{F}), \quad n \geq 0,
\]

where \( V^* \) is the contragredient \( g \)-module, and we let \( H^n = 0 \) for all \( n < 0 \), including \( n = -\infty \).

Proposition 2.28 We have

\[
H^n_{\text{LC}}(\text{Cur} \ g, \text{Cur} \ g) \cong H^{n-1}(g, \mathbb{F}), \quad n \geq 0,
\]

(2.58)

where we let \( H^n = 0 \) for \( n < 0 \). In particular, all derivations of \( \text{Cur} \ g \) are inner and all first-order deformations are trivial.

Explicitly, for a Lie algebra \( (n-1) \)-cocycle \( \beta \in (\bigwedge^{n-1} g^*)^g \), the corresponding \( n \)-cocycle \( Y \in C^n_{\text{LC}}(\text{Cur} \ g, \text{Cur} \ g) \) is given by

\[
Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n) = \sum_{i=1}^n (-1)^{i+1} \beta(a_1 \wedge \cdots \wedge a_n) \lambda_i a_i, \quad a_i \in g.
\]

(2.59)

**Proof** The adjoint module is \( \text{Cur} \ g = M_g \). For \( V = g \), we have \( V^* \cong V \) and \( \Lambda = \theta \). Then (2.58) follows from Proposition 2.27 and (2.57). One can check that the isomorphism is given by (2.59) by a direct calculation. We will give a more conceptual proof later, by using variational PVA cohomology (see Remark 4.16 below). \( \square \)

The following result is an immediate consequence of Corollary 2.12 and Proposition 2.27.

**Theorem 2.29** With the above notation, for any finite-dimensional simple Lie algebra \( g \) and an irreducible \( g \)-module \( V \), we have

\[
H^n_{\text{LC}}(\text{Cur} \ g, M_V) \cong H^{n-\ell(V^*)}(g, \mathbb{F}), \quad n \geq 0,
\]

(2.60)

where we let \( H^n = 0 \) for all \( n < 0 \), including \( n = -\infty \). In particular,

\[
H^n_{\text{LC}}(\text{Cur} \ g, \text{Cur} \ g) \cong H^{n-1}(g, \mathbb{F}), \quad n \geq 0.
\]

(2.61)

### 3 Variational PVA cohomology

In this section, we review the definitions of Poisson vertex algebra (PVA), its modules and the corresponding variational PVA cohomology. We establish a relationship between LCA and variational PVA cohomology. We prove a theorem that the Virasoro conformal weight in cohomology can be only 0 or 1, which is used in the next Sect. 4 to compute the cohomology of our main examples.
3.1 Poisson vertex algebras

We start by recalling the basic definitions.

**Definition 3.1** Let \( \mathcal{V} \) be a commutative associative unital differential superalgebra with parity \( p \), with an even derivation \( \partial \). A *Poisson vertex superalgebra* (PVA) structure on \( \mathcal{V} \) is an LCA \( \lambda \)-bracket \( \mathcal{V} \otimes \mathcal{V} \rightarrow \mathcal{V}[\lambda] \), \( a \otimes b \mapsto [a_\lambda b] \), such that the following left Leibniz rule holds (\( a, b, c \in R \)):

\[
L_4 \ [a_\lambda bc] = [a_\lambda b] c + (-1)^{p(b)p(c)}[a_\lambda c] b.
\]

By the skewsymmetry \( L_2 \), this axiom is equivalent to the right Leibniz rule

\[
L'_4 \ [ab_\lambda c] = (\partial\partial_\lambda a)[b_\lambda c] + (-1)^{p(a)p(b)}(\partial\partial_\lambda b)[a_\lambda c].
\]

A module \( M \) over the PVA \( \mathcal{V} \) is a vector superspace endowed with a structure of a module over the differential algebra \( \mathcal{V} \), denoted by \( a \otimes m \mapsto am \), and with a structure of a module over the LCA \( \mathcal{V} \), denoted by \( a \otimes m \mapsto a_\lambda m \), satisfying

\[
M_3 \ a_\lambda (bm) = [a_\lambda b] m + (-1)^{p(a)p(b)} b(a_\lambda m);
M'_3 \ (ab)_\lambda m = (\partial\partial_\lambda a)(b_\lambda m) + (-1)^{p(a)p(b)}(\partial\partial_\lambda b)(a_\lambda m).
\]

A PVA \( \mathcal{V} \) is called *graded* if there is a grading by \( \mathbb{F}[\partial] \)-submodules

\[
\mathcal{V} = \bigoplus_{n \in \mathbb{Z}_+} \mathcal{V}[n],
\]

such that \( (m, n \in \mathbb{Z}_+) \)

\[
\mathcal{V}[m]\mathcal{V}[n] \subset \mathcal{V}[m+n], \quad [\mathcal{V}[m], \mathcal{V}[n]] \subset (\mathcal{V}[m+n-1])[\lambda]. \tag{3.1}
\]

If \( \mathcal{V} \) is a graded PVA, a \( \mathcal{V} \)-module \( M \) is *graded* if there is a grading by \( \mathbb{F}[\partial] \)-submodules

\[
M = \bigoplus_{n \in \mathbb{Z}_+} M[n],
\]

such that \( (m, n \in \mathbb{Z}_+) \)

\[
\mathcal{V}[m]M[n] \subset M[m+n], \quad [\mathcal{V}[m], M[n]] \subset (M[m+n-1])[\lambda]. \tag{3.2}
\]

Notice that every PVA is a module over itself, called the adjoint module.

3.2 Universal PVA over an LCA

Given an LCA \( R \), there is the canonical universal PVA \( \mathcal{V}(R) \) over \( R \) constructed as follows. As a commutative associative superalgebra it is \( \mathcal{V}(R) = S(R) \), the symmetric superalgebra over \( R \), viewed as a vector superspace. The endomorphism \( \partial \in \text{End} R \) uniquely extends to an even derivation of the superalgebra \( \mathcal{V}(R) \). Moreover, the \( \lambda \)-bracket on \( R \) extends uniquely to a PVA \( \lambda \)-bracket on \( \mathcal{V}(R) \) by the Leibniz rules L4
and \( L4' \). Note that the universal PVA \( \mathcal{V}(R) \) over the LCA \( R \) is automatically graded, by the usual symmetric superalgebra degree.

If \( C \in R \) is such that \( \partial C = 0 \) and \( c \in \mathbb{F} \), then \( C \) is central and \( \mathcal{V}(R)(C - c) \subset \mathcal{V}(R) \) is a PVA ideal, so we can consider the quotient PVA

\[
\mathcal{V}^c(R) = \mathcal{V}(R)/\mathcal{V}(R)(C - c).
\]

Using the above constructions, we obtain, starting from Examples 2.2–2.5, the corresponding PVA's.

**Example 3.2** (Free superboson PVA) Let \( \mathfrak{h} \) be a finite-dimensional superspace, with parity \( p \), and a supersymmetric nondegenerate bilinear form \( (\cdot | \cdot) \), as in Example 2.2. The universal PVA over the free superboson LCA \( R^b_\mathfrak{h} \) is the symmetric superalgebra

\[
\mathcal{V}(R^b_\mathfrak{h}) = S(\mathbb{F}[\partial] \mathfrak{h} \oplus \mathbb{F} K),
\]

endowed with the \( \lambda \)-bracket defined on generators by (2.1) and extended uniquely to \( \mathcal{V}(R^b_\mathfrak{h}) \) by the left and right Leibniz rules \( L4 \) and \( L4' \) and the sesquilinearity conditions \( L1 \). This is a graded PVA by the usual polynomial degree, where \( \deg(\partial^n a) = \deg K = 1 \) for \( a \in \mathfrak{h} \).

The *free superboson PVA* is the quotient of \( \mathcal{V}(R^b_\mathfrak{h}) \) by the ideal \( \mathcal{V}(R^b_\mathfrak{h})(K - 1) \):

\[
\mathcal{B}_{\mathfrak{h}} = \mathcal{V}^1(R^b_\mathfrak{h}) = S(\mathbb{F}[\partial] \mathfrak{h}),
\]

with the \( \lambda \)-bracket as in (2.1) with \( K = 1 \). Note that, since the relation \( K - 1 \) is not homogeneous, the free superboson PVA \( \mathcal{B}_{\mathfrak{h}} \) is not graded (though \( \mathcal{V}(R^b_\mathfrak{h}) \) is).

When \( \mathfrak{h} \) is purely even, \( \mathcal{B}_{\mathfrak{h}} \) is called the *free boson PVA*. In that case, it is isomorphic, as a differential algebra, to the algebra of differential polynomials in \( N \) generators:

\[
\mathcal{B}_{\mathfrak{h}} = \mathbb{F}[u_i^{(n)} | i = 1, \ldots, N, n \in \mathbb{Z}_+] , \quad u_i^{(n)} = \partial^n u_i,
\]

where \( \{u_1, \ldots, u_N\} \) is an \( \mathbb{F} \)-basis of \( \mathfrak{h} \).

**Example 3.3** (Free superfermion PVA) Let \( \mathfrak{h} \) be a finite-dimensional superspace, with parity \( p \), and a super-skewsymmetric nondegenerate bilinear form \( (\cdot | \cdot) \), as in Example 2.3. The universal PVA over the free superfermion LCA \( R^f_\mathfrak{h} \) is the symmetric superalgebra

\[
\mathcal{V}(R^f_\mathfrak{h}) = S(\mathbb{F}[\partial] \mathfrak{h} \oplus \mathbb{F} K),
\]

with the \( \lambda \)-bracket defined on generators by (2.2) and extended uniquely to \( \mathcal{V}(R^f_\mathfrak{h}) \) by the left and right Leibniz rules \( L4 \) and \( L4' \) and the sesquilinearity conditions \( L1 \). This is a graded PVA by the usual polynomial degree, where \( \deg(\partial^n a) = \deg K = 1 \) for \( a \in \mathfrak{h} \).
The free superfermion PVA is the quotient of $\mathcal{V}(R_{\mathfrak{h}}^{\mathbb{F}})$ by the ideal $\mathcal{V}(R_{\mathfrak{h}}^{\mathbb{F}})(K - 1)$:

$$\mathcal{F}_{\mathfrak{h}} = \mathcal{V}^1(R_{\mathfrak{h}}^{\mathbb{F}}) = S(\mathbb{F}[\partial]\mathfrak{h}),$$

with the $\lambda$-bracket as in (2.2) with $K = 1$. When $\mathfrak{h}$ is purely odd, $\mathcal{F}_{\mathfrak{h}}$ is called just the free fermion PVA. In that case, it is isomorphic, as a differential algebra, to the algebra of differential polynomials in $N$ odd generators:

$$\mathcal{F}_{\mathfrak{h}} = \wedge \left( u_i^{(n)} \mid i = 1, \ldots, N, n \in \mathbb{Z}_+ \right), \quad u_i^{(n)} = \partial^n u_i,$$

where $\{u_1, \ldots, u_N\}$ is an $\mathbb{F}$-basis of $\mathfrak{h}$.

**Example 3.4 (Affine PVA)** As in Example 2.4, let $\mathfrak{g}$ be a Lie algebra with a nondegenerate symmetric invariant bilinear form $\langle \cdot | \cdot \rangle$. The universal PVA over the affine LCA $\text{Cur} \mathfrak{g}$ is the (purely even) symmetric algebra

$$\mathcal{V}(\text{Cur} \mathfrak{g}) = S(\mathbb{F}[\partial]\mathfrak{g} \oplus \mathbb{F} K),$$

endowed with the $\lambda$-bracket defined on generators by (2.3) and extended uniquely to $\mathcal{V}(\text{Cur} \mathfrak{g})$ by the left and right Leibniz rules $L4$ and $L4'$ and the sesquilinearity conditions $L1$. This is a graded PVA by the usual polynomial degree, where $\deg (\partial^n a) = \deg K = 1$ for $a \in \mathfrak{g}$.

The affine PVA at level $k \in \mathbb{F}$ is defined as the quotient of $\mathcal{V}(\text{Cur} \mathfrak{g})$ by the ideal $\mathcal{V}(\text{Cur} \mathfrak{g})(K - k)$:

$$\mathcal{V}^k(\text{Cur} \mathfrak{g}) = \mathcal{V}^k(\text{Cur} \mathfrak{g}) = S(\mathbb{F}[\partial]\mathfrak{g}),$$

with the $\lambda$-bracket as in (2.3) with $K = k$. As a differential algebra, it is isomorphic to the algebra of differential polynomials

$$\mathcal{V}^k(\mathfrak{g}) = \mathbb{F}[u_i^{(n)} \mid i = 1, \ldots, N, n \in \mathbb{Z}_+], \quad u_i^{(n)} = \partial^n u_i,$$

where $\{u_1, \ldots, u_N\}$ is an $\mathbb{F}$-basis of $\mathfrak{g}$.

**Example 3.5 (Virasoro PVA)** The universal PVA over the Virasoro LCA $R^{\text{Vir}}$ from Example 2.5 is the (purely even) algebra of polynomials

$$\mathcal{V}(R^{\text{Vir}}) = \mathbb{F}[C, L^{(n)} \mid n \in \mathbb{Z}_+],$$

with the even derivation $\partial$ given by

$$L^{(n)} = \partial^n L, \quad \partial C = 0,$$

endowed with the $\lambda$-bracket defined on generators by (2.4) and extended uniquely to $\mathcal{V}(R^{\text{Vir}})$ by the left and right Leibniz rules $L4$ and $L4'$ and the sesquilinearity conditions $L1$. This is a graded PVA by the usual polynomial degree, where $\deg L^{(n)} = \deg C = 1$. 
The Virasoro PVA of central charge \( c \in \mathbb{F} \) is the quotient of \( \mathcal{V}(R^{\text{Vir}}) \) by the ideal \( \mathcal{V}(R^{\text{Vir}})(C - c) \):

\[
\mathcal{V}^c = \mathcal{V}(R^{\text{Vir}}) = \mathbb{F}[L^{(n)} \mid n \in \mathbb{Z}_+] , \quad L^{(n)} = \partial^n L ,
\]

with the \( \lambda \)-bracket as in (2.4) with \( C = c \).

**Proposition 3.6** Let \( R \) be an LCA and consider the universal PVA \( \mathcal{V}(R) \). Let \( M \) be an \( \mathbb{F}[\partial] \)-module.

(a) A structure of a PVA \( \mathcal{V}(R) \)-module on \( M \) is the same as a structure of an LCA \( R \)-module on \( M \), \( R \otimes M \to M[\lambda] \), \( a \otimes m \mapsto a_\lambda m \), together with an \( \mathbb{F}[\partial] \)-module homomorphism \( R \otimes M \to M \), \( a \otimes m \mapsto am \), such that (a, \( b \in R \), \( m \in M \)):

\[
a(bm) = (-1)^{p(a)p(b)}b(am), \quad (3.3)
\]

satisfying the compatibility condition given by the left Leibniz rule M3 (a, \( b \in R \), \( m \in M \)):

\[
a_\lambda(bm) = [a_\lambda b]m + (-1)^{p(a)p(b)}b(a_\lambda m). \quad (3.4)
\]

(b) Let \( C \in R \) be such that \( \partial C = 0 \) and let \( c \in \mathbb{F} \). A structure of a PVA \( \mathcal{V}(R) \)-module on \( M \) is the same as a structure of an LCA \( R \)-module on \( M \), \( R \otimes M \to M[\lambda] \), \( a \otimes m \mapsto a_\lambda m \), together with an \( \mathbb{F}[\partial] \)-module homomorphism \( R \otimes M \to M \), \( a \otimes m \mapsto am \), satisfying conditions (3.3) and (3.4), and such that \( Cm = cm \) for every \( m \in M \).

**Proof** The proof is straightforward. It is omitted since we will not use the statement in the rest of the paper. \( \square \)

### 3.3 Variational PVA cohomology

As in Sect. 2.2, for a vector superspace with parity \( p \), we denote by \( \bar{p} = 1 - p \) the opposite parity. Given a module \( M \) over the PVA \( \mathcal{V} \), the corresponding cohomology complex \((C_{\mathcal{PV}}(\mathcal{V}, M), d)\) is defined as follows. We let

\[
C_{\mathcal{PV}}(\mathcal{V}, M) = \bigoplus_{n \geq 0} C^n_{\mathcal{PV}}(\mathcal{V}, M), \quad (3.5)
\]

where \( C^n_{\mathcal{PV}}(\mathcal{V}, M) \subset C^n_{\mathcal{LC}}(\mathcal{V}, M) \) is the subspace of cochains \( Y \) satisfying the Leibniz rules:

\[
Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes b_i c_i \otimes \cdots \otimes a_n)
\]

\[
= (-1)^{p(b_i)(\bar{p}(Y) + \bar{p}(a_1) + \cdots + \bar{p}(a_{i-1}))} \left( e^{\bar{p} \bar{\partial}_i} b_i \right) Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes c_i \otimes \cdots \otimes a_n)
\]

\[
+ (-1)^{p(c_i)(\bar{p}(b_i) + \bar{p}(Y) + \bar{p}(a_1) + \cdots + \bar{p}(a_{i-1}))} \left( e^{\bar{p} \bar{\partial}_i} c_i \right) Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes b_i \otimes \cdots \otimes a_n), \quad (3.6)
\]

for all \( i = 1, \ldots, n \) and \( a_j, b_i, c_i \in \mathcal{V} \).
For example (cf. (2.8)):

\[ C^0_{\text{PV}}(V, M) = M / \partial M, \quad C^1_{\text{PV}}(V, M) = \text{Der}^\partial(V, M), \tag{3.7} \]

where the second space is the space of linear maps \( Y : V \to M \), commuting with \( \partial \) and satisfying the Leibniz rule

\[ Y(ab) = (-1)^{p(a)p(Y)} a Y(b) + (-1)^{p(b)(p(a)+p(Y))} b Y(a). \tag{3.8} \]

Furthermore, \( C^2_{\text{PV}}(V, M) \) can be identified with the space of \( \lambda \)-brackets \( Y : V \otimes V \to M[\lambda] \) satisfying the sesquilinearity conditions L1, symmetry with respect to the opposite parity \( \bar{p} = 1 - p \) (cf. L2), and the right Leibniz rule L4'.

**Lemma 3.7** (a) Let \( R \) be a subset of a PVA \( V \), which generates it as a differential algebra. Then any \( n \)-cochain \( Y \in C^n_{\text{PV}}(V, M) \) is uniquely determined by its restriction to \( R^\otimes n \).

(b) Any \( n \)-cochain \( Y \in C^n_{\text{PV}}(V, M) \), with \( n \geq 1 \), vanishes whenever one of its arguments is the unit \( 1 \in V \).

**Proof** Part (a) follows immediately from the Leibniz rule (3.6) and the sesquilinearity conditions (2.6). For part (b), the case \( n \geq 2 \) follows from Lemma 2.10 since \( \partial 1 = 0 \). For \( n = 1 \), we plug \( a = b = 1 \) in (3.8) and obtain \( Y(1) = 0 \).

**Proposition 3.8** [14] The differential \( d \) in Eq. (2.10) preserves the subspace \( C_{\text{PV}}(V, M) \subset C_{\text{LC}}(V, M) \), which then becomes a cohomology complex.

**Definition 3.9** Given a module \( M \) over the PVA \( V \), the cohomology of the complex \( (C_{\text{PV}}(V, M), d) \) is called the \textit{variational PVA cohomology} of \( V \) with coefficients in \( M \):

\[ H_{\text{PV}}(V, M) = \bigoplus_{n \geq 0} H^n_{\text{PV}}(V, M), \tag{3.9} \]

\[ H^n_{\text{PV}}(V, M) = \text{Ker}(d|_{C^n_{\text{PV}}(V, M)}) / d(C^{n-1}_{\text{PV}}(V, M)). \tag{3.10} \]

**Remark 3.10** There are three closely related types of cohomology attached to a PVA \( V \). The first is the \textit{variational PVA cohomology} of Definition 3.9, which is defined in [14] under the name of PVA cohomology. The second is the \textit{variational Poisson cohomology}, defined in [14] when \( V \) is an algebra of differential functions, which coincides with the variational PVA cohomology of Definition 3.9 when \( V \) is an algebra of differential polynomials. Finally, the third is the \textit{classical PVA cohomology}, defined in [2]; it appears naturally as a classical limit of the chiral cohomology of vertex algebras. As shown in [4], all three cohomology theories are isomorphic when \( V \) is an algebra of differential polynomials.
3.4 Low degree cohomology

Let $V$ be a PVA and $M$ be a $V$-module. As in Sect. 2.3, a \textit{Casimir element} is an element $\int m \in M/\partial M$ such that $V - \partial m = 0$. Denote by $\text{Cas}(V, M) \subset M/\partial M$ the space of Casimir elements.

A \textit{derivation} from the PVA $V$ to the $V$-module $M$ is an $F[\partial]$-module homomorphism $D: R \to M$ satisfying the Leibniz rule (3.8), which is also a derivation from the LCA $V$ to $M$, i.e., it satisfies (2.15). We say that a derivation is \textit{inner} if it has the form (2.16). Denote by $\text{Der}(V, M)$ the space of derivations from $V$ to $M$, and by $\text{Inder}(V, M)$ the subspace of inner derivations. Note that $D \in \text{Der}(V)$ if and only if $D$ is a derivation of both the product and the $\lambda$-bracket of $V$, commuting with $\partial$. The inner derivations of $V$ are those of the form $a(0) = [a, \cdot]|_{\lambda=0}$.

\textbf{Remark 3.11} Writing

$$[a, b] = \sum_{n \geq 0} \frac{\lambda^n}{n!}a_{(n)}b, \quad a, b \in V,$$

we see from the Leibniz rule that the linear operators $a_{(n)}$ are derivations of the product of $V$, for every $n \geq 0$.

The following result is an exact analogue of Theorem 2.9.

\textbf{Theorem 3.12} [14] Let $V$ be a PVA and $M$ be a $V$-module. Then:

(a) $H^0_{PV}(V, M) = \text{Cas}(V, M)$.
(b) $H^1_{PV}(V, M) = \text{Der}(V, M)/\text{Inder}(V, M)$.
(c) $H^2_{PV}(V, M)$ is the space of isomorphism classes of $F[\partial]$-split extensions of the PVA $V$ by the $V$-module $M$, where $M$ is viewed as a (non-unital) PVA with zero associative product and $\lambda$-bracket. In particular, $H^2_{PV}(V, V)$ parameterizes the equivalence classes of first-order deformations of $V$ that preserve the product and the $F[\partial]$-module structure (cf. [19]).

3.5 Relation between LCA cohomology and variational PVA cohomology

\textbf{Theorem 3.13} Let $R$ be an LCA and consider the universal PVA $V(R)$.

(a) For every module $M$ over the PVA $V(R)$, we have a canonical isomorphism of complexes

$$(C_{LC}(R, M), d) \simto (C_{PV}(V(R), M), d).$$

(b) Let $C \in R$ be such that $\partial C = 0$, let $\tilde{R} = R/FC$ be the corresponding quotient LCA, and let $V^C(R) = V(R)/V(R)(C - c)$ be the corresponding quotient PVA. Let $M$ be a module over the PVA $V^C(R)$. Then, we have natural embeddings of complexes (cf. Proposition 2.11)

$$C_{LC}^{\sim}(\tilde{R}, M) \subset C_{LC}(R, M) \quad \text{and} \quad C_{PV}(V^C(R), M) \subset C_{PV}(V(R), M),$$
and the isomorphism (3.12) restricts to an isomorphism of complexes

\( (C_{\text{LC}}(\bar{R}, M), d) \xrightarrow{\sim} (C_{\text{PV}}(\mathcal{V}^c(R), M), d). \) (3.13)

**Proof** By definition, an element \( Y \in C^n_{\text{LC}}(R, M) \) for \( n \geq 0 \) is a linear map

\[ Y : R \otimes^n \rightarrow M[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle \]

satisfying the sesquilinearity and symmetry conditions (2.6), (2.7). Note that the Leibniz rule (3.6) is symmetric with respect to exchanging \( b_i \) and \( c_i \). Moreover, if we plug in the \( i \)-th position in \( Y \) the product \( b_i(c_id_i) \) or \( (b_ic_i)d_i \), we get the same answer:

\[ \pm (e^{\partial \lambda_i} b_i)(e^{\partial \lambda_i} c_i) Y_{\lambda_1,\ldots,\lambda_n}(a_1 \otimes \cdots \otimes d_i \otimes \cdots \otimes a_n) \]
\[ \pm (e^{\partial \lambda_i} b_i)(e^{\partial \lambda_i} d_i) Y_{\lambda_1,\ldots,\lambda_n}(a_1 \otimes \cdots \otimes c_i \otimes \cdots \otimes a_n) \]
\[ \pm (e^{\partial \lambda_i} c_i)(e^{\partial \lambda_i} d_i) Y_{\lambda_1,\ldots,\lambda_n}(a_1 \otimes \cdots \otimes b_i \otimes \cdots \otimes a_n). \]

Hence, by the universal property of the symmetric algebra \( S(R) \), the map \( Y \) uniquely extends to a linear map

\[ \hat{Y} : \mathcal{V}(R) \otimes^n \rightarrow M[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle, \]

which vanishes when one of its arguments lies in \( \mathbb{F}1 \) and satisfies the Leibniz rules (3.6). It is not hard to check, inductively on the polynomial degrees, that the resulting map \( \hat{Y} \) still satisfies the sesquilinearity and symmetry conditions (2.6), (2.7). Hence, \( \hat{Y} \) lies in \( C^n_{\text{PV}}(\mathcal{V}(R), M) \). This gives a bijection \( C^n_{\text{LC}}(R, M) \rightarrow C^n_{\text{PV}}(\mathcal{V}(R), M) \), mapping \( Y \mapsto \hat{Y} \), thanks to Lemma 3.7. The fact that the differential \( d \) defined by (2.10) commutes with taking the restriction to \( R \otimes^n \) is immediate. Hence, we have an isomorphism of complexes, as claimed in (a).

To say that \( Y \) lies in \( C^n_{\text{LC}}(\bar{R}, M) \subset C_{\text{LC}}(R, M) \) is the same as saying that \( Y \) vanishes when one of its arguments is \( C \). But by Lemma 3.7(b) this is the same as saying that \( \hat{Y} \) vanishes when one of its arguments lies in \( \mathcal{V}(R)(C - c) \). In turn, this is equivalent to say that \( \hat{Y} \) lies in \( C^n_{\text{PV}}(\mathcal{V}^c(R), M) \). Claim (b) follows. \( \square \)

We have the following analogue of Proposition 2.11.

**Proposition 3.14** Let \( \mathcal{V} \) be a PVA and \( C \in \mathcal{V} \) be such that \( \partial C = 0 \). Consider the quotient PVA \( \mathcal{V}^c = \mathcal{V}/\mathcal{V}(C - c) \), where \( c \in \mathbb{F} \). Let \( M \) be a module over the PVA \( \mathcal{V} \) such that \( Cm = cm \) for every \( m \in M \). Then:

(a) We have canonical linear maps

\[ C^1_{\text{PV}}(\mathcal{V}^c, M) \hookrightarrow C^1_{\text{PV}}(\mathcal{V}, M), \]
\[ C^n_{\text{PV}}(\mathcal{V}^c, M) \xrightarrow{\sim} C^n_{\text{PV}}(\mathcal{V}, M) \text{ for } n \neq 1. \] (3.14)
(b) We have canonical linear maps
\[
\begin{align*}
H_1^1(\mathcal{V}, M) &\hookrightarrow H_1^1(\mathcal{V}, M), \\
H_2^2(\mathcal{V}, M) &\to H_2^2(\mathcal{V}, M), \\
H_1^n(\mathcal{V}, M) &\sim H_1^n(\mathcal{V}, M) \text{ for } n \neq 1, 2. 
\end{align*}
\]
(3.15)

(c) Let \( U = \ker(\partial|_M) \), and assume that, as a differential algebra, \( \mathcal{V} \simeq \mathbb{F}[C] \otimes \mathcal{V}^c \).
Then
\[
\begin{align*}
&\left( \dim H_1^1(\mathcal{V}, M) - \dim H_1^1(\mathcal{V}^c, M) \right) \\
&\quad + \left( \dim H_2^2(\mathcal{V}, M) - \dim H_2^2(\mathcal{V}^c, M) \right) = \dim U. 
\end{align*}
\]
(3.16)

Note that, in the left-hand side of (3.16), both summands are non-negative by part (b).

**Proof** The proof is the same as the proof of Proposition 2.11. For part (c) we use the fact that, under the assumption that \( \mathcal{V} \) splits as \( \mathcal{V} \simeq \mathbb{F}[C] \otimes \mathcal{V}^c \), we have (cf. (2.23))
\[
C_1^1(\mathcal{V}, M) = C_1^1(\mathcal{V}^c, M) \oplus U, 
\]
by the Leibniz rule (3.8) and Lemma 3.7. \( \blacksquare \)

**Proposition 3.15** Let \( \tilde{\mathcal{R}} \) be a Lie conformal algebra that is free as an \( \mathbb{F}[\partial]\)-module, and let \( R = \tilde{\mathcal{R}} \oplus \mathbb{F}C \) be its LCA central extension by an element \( C \) such that \( \partial C = 0 \). Consider the universal enveloping PVA \( \mathcal{V} = \mathcal{V}(R) \) and its quotient \( \mathcal{V}^c = \mathcal{V}/\mathcal{V}(C-c) \), for \( c \in \mathbb{F} \).

(a) If the central extension \( R \) of \( \tilde{\mathcal{R}} \) is trivial, then
\[
\dim H_1^n(\mathcal{V}, \mathcal{V}^c) = \dim H_1^n(\mathcal{V}^c, \mathcal{V}^c) + \delta_{n,1}, \quad n \geq 0. 
\]
(3.18)

(b) If the central extension \( R \) of \( \tilde{\mathcal{R}} \) is nontrivial, then
\[
\dim H_1^n(\mathcal{V}, \mathcal{V}^c) = \dim H_1^n(\mathcal{V}^c, \mathcal{V}^c) - \delta_{n,2}, \quad n \geq 0. 
\]
(3.19)

**Proof** Note that, as differential algebras, \( \mathcal{V} \simeq \mathbb{F}[C] \otimes \mathcal{V}^c \) and \( \mathcal{V}^c \simeq S(\tilde{\mathcal{R}}) \) is an algebra of differential polynomials. In particular, \( U = \ker(\partial|_{\mathcal{V}^c}) = \mathbb{F}1 \). We can then apply Proposition 3.14 to get that either (3.18) or (3.19) holds. Moreover, by (3.14) and (3.17), \( C^n_P(\mathcal{V}, \mathcal{V}^c) \) and \( C^n_P(\mathcal{V}, \mathcal{V}^c) \) differ only at \( n = 1 \), and
\[
C_1^1(\mathcal{V}, \mathcal{V}^c) = C_1^1(\mathcal{V}^c, \mathcal{V}^c) \oplus \mathbb{F}Z, 
\]
where \( Z \) is uniquely defined by \( Z_\lambda(\tilde{\mathcal{R}}) = 0 \) and \( Z_\lambda(C) = 1 \). For \( a, b \in \tilde{\mathcal{R}} \), we have
\[
(dZ)_{\lambda, \mu}(a \otimes b) = Z_{\lambda+\mu}([a\lambda b]) = \alpha_\lambda(a \otimes b) + \langle \partial + \lambda + \mu \rangle,
\]
where \( \alpha : \bar{R} \otimes \bar{R} \to \mathbb{F}[\lambda] \) is the 2-cocycle defining the central extension \( R \):

\[
[a \lambda b]^R = [a \lambda b] + \alpha(a \otimes b)C, \quad a, b \in \bar{R}.
\]

The claim follows. \( \square \)

## 3.6 Basic PVA cohomology complex

Now we will review the basic PVA cohomology complex introduced in [14]. The discussion in this subsection will be similar to the case of basic LCA cohomology from Sect. 2.5.

Let \( V \) be a PVA and \( M \) be a \( V \)-module. We let \( \tilde{C}^n_{PV}(V, M) \) be the vector superspace, with parity \( \tilde{p} \) induced by the opposite parities \( \tilde{p} = 1 - p \) of \( V \) and \( M \), consisting of all linear maps

\[
\tilde{Y} : V^\otimes n \to M[\lambda_1, \ldots, \lambda_n],
\]

satisfying the sesquilinearity conditions (2.6), the symmetry conditions (2.7) and the Leibniz rules (3.6) (where all the equations are now in the space \( M[\lambda_1, \ldots, \lambda_n] \)). Elements of \( \tilde{C}^n_{PV}(V, M) \) are called basic \( n \)-cochains of \( V \) with coefficients in \( M \).

**Remark 3.16** Suppose that the PVA \( V \) is a superalgebra of differential polynomials in the even or odd variables \( u_i \), where \( i \) is in some (possibly infinite) index set \( I \). Then, by sesquilinearity and Leibniz rules, an element \( \tilde{Y} \in \tilde{C}^n_{PV}(V, M) \) is uniquely determined by its values on the generators \( u_i \). In other words, \( \tilde{Y} \) is uniquely determined by the (arbitrary) collection of polynomials

\[
\tilde{Y}_{\lambda_1, \ldots, \lambda_n}(u_{i_1} \otimes \cdots \otimes u_{i_n}) \in M[\lambda_1, \ldots, \lambda_n],
\]

for \( i_1, \ldots, i_n \in I \), satisfying only the symmetry condition (2.7).

The same formula (2.28), as in the LCA case, defines an action of \( \partial \) on the spaces \( \tilde{C}^n_{PV}(V, M) \). Moreover, \( \partial \) is injective on \( \tilde{C}^n_{PV}(V, M) \) for \( n \geq 1 \) by Lemma 2.13. Recall the map \( \pi \) defined by (2.29). Then we have the following analogue of Lemma 2.14.

**Lemma 3.17** We have a well-defined linear map

\[
\tilde{C}^n_{PV}(V, M) \to C^n_{PV}(V, M), \quad \tilde{Y} \mapsto \pi \circ \tilde{Y}.
\]

(a) The map (3.22) has kernel \( \partial \tilde{C}^n_{PV}(V, M) \). Hence (3.22) induces an injective linear map

\[
\tilde{C}^n_{PV}(V, M)/\partial \tilde{C}^n_{PV}(V, M) \hookrightarrow C^n_{PV}(V, M).
\]

(b) Suppose that, as a differential superalgebra, \( V \) is a superalgebra of differential polynomials in even or odd variables. Then (3.22) is surjective for all \( n \geq 0 \). Hence, we get an isomorphism

\[
\tilde{C}^n_{PV}(V, M)/\partial \tilde{C}^n_{PV}(V, M) \sim C^n_{PV}(V, M).
\]
Proof Clearly, if \( \tilde{Y} \) satisfies Eqs. (2.6), (2.7) and (3.6) in \( M[\lambda_1, \ldots, \lambda_n] \), so does \( \pi \circ \tilde{Y} \) in \( M[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n) \). Hence, composing with \( \pi \) defines a linear map \( \tilde{C}_{PV}^n(\mathcal{V}, M) \rightarrow C_{PV}^n(\mathcal{V}, M) \). Claim (a) is proved in [14, Proposition 7.3(c)].

Claim (b) is obvious for \( n = 0 \), hence to prove it we may assume that \( n \geq 1 \). Let \( Y \in C_{PV}^n(\mathcal{V}, M) \). We construct its preimage \( \tilde{Y} \in \tilde{C}_{PV}^n(\mathcal{V}, M) \) as follows. For every \( \ell = 1, \ldots, n \), we have the identification

\[
\iota_\ell: M[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n) \xrightarrow{\sim} M[\lambda_1, \ldots, \lambda_n] \subset M[\lambda_1, \ldots, \lambda_n], \tag{3.23}
\]

obtained by replacing \( \lambda_\ell \) by \(-\lambda_1 - \cdots - \lambda_n - \partial\). Obviously, we have

\[
\pi \circ \iota_\ell = \text{id} \quad \text{for every} \quad \ell = 1, \ldots, n. \tag{3.24}
\]

By assumption, \( \mathcal{V} = F[u_1^{(k)}] \) is a superalgebra of differential polynomials. We let (cf. [14, Remark 6.6]):

\[
\tilde{Y}_{\lambda_1, \ldots, \lambda_n}(u_{i_1} \otimes \cdots \otimes u_{i_n}) = \frac{1}{n} \sum_{\ell=1}^n \iota_\ell(Y_{\lambda_1, \ldots, \lambda_n}(u_{i_1} \otimes \cdots \otimes u_{i_n})) \in M[\lambda_1, \ldots, \lambda_n].
\]

It is immediate to check that \( \tilde{Y} \) satisfies the symmetry conditions (2.7), since \( Y \) does. By Remark 3.16, \( \tilde{Y} \) extends uniquely to a linear map \( \tilde{Y}: \mathcal{V}^\otimes n \rightarrow M[\lambda_1, \ldots, \lambda_n] \) using the sesquilinearity conditions and the Leibniz rules. Hence, \( \tilde{Y} \) is a well-defined element of \( \tilde{C}_{PV}^n(\mathcal{V}, M) \). By Eq. (3.24), \( \pi \circ \tilde{Y} \) and \( Y \) have the same value on all \( u_{i_1} \otimes \cdots \otimes u_{i_n} \); therefore they must coincide: \( \pi \circ \tilde{Y} = Y \). This proves surjectivity.

The basic PVA cohomology differential \( \tilde{d}: \tilde{C}_{PV}^n(\mathcal{V}, M) \rightarrow \tilde{C}_{PV}^{n+1}(\mathcal{V}, M) \) is defined again by (3.10), viewed as an equation in \( M[\lambda_0, \ldots, \lambda_n] \). Then Lemma 2.15 holds as well. We let

\[
\tilde{C}_{PV}(\mathcal{V}, M) = \bigoplus_{n \geq 0} \tilde{C}_{PV}^n(\mathcal{V}, M). \tag{3.25}
\]

Definition 3.18 Given a module \( M \) over the PVA \( \mathcal{V} \), the cohomology of the complex \( (\tilde{C}_{PV}(\mathcal{V}, M), \tilde{d}) \) is called the basic PVA cohomology of \( \mathcal{V} \) with coefficients in \( M \):

\[
\tilde{H}_{PV}(\mathcal{V}, M) = \bigoplus_{n \geq 0} \tilde{H}_{PV}^n(\mathcal{V}, M),
\]

\[
\tilde{H}_{PV}^n(\mathcal{V}, M) = \text{Ker} (\tilde{d}|_{\tilde{C}_{PV}^n(\mathcal{V}, M)})/\tilde{d}(\tilde{C}_{PV}^{n-1}(\mathcal{V}, M)). \tag{3.26}
\]

Remark 3.19 Note that, by definition, the basic PVA complex \( (\tilde{C}_{PV}(\mathcal{V}, M), \tilde{d}) \) is a subcomplex of the basic LCA complex \( (\tilde{C}_{LC}(\mathcal{V}, M), \tilde{d}) \), where in the latter, \( \mathcal{V} \) is viewed as an LCA.

Having a short exact sequence of complexes

\[
0 \rightarrow \delta \tilde{C}_{PV}(\mathcal{V}, M) \rightarrow \tilde{C}_{PV}(\mathcal{V}, M) \rightarrow \tilde{C}_{PV}(\mathcal{V}, M)/\delta \tilde{C}_{PV}(\mathcal{V}, M) \rightarrow 0 \tag{3.27}
\]
leads to a long exact sequence of cohomology. Under the assumptions of Lemma 3.17 we obtain the long exact sequence

$$0 \to H^0(\partial \tilde{C}_{PV}(\mathcal{V}, M)) \to \tilde{H}^0_{PV}(\mathcal{V}, M) \to H^0_{PV}(\mathcal{V}, M) \to \cdots$$

By Lemmas 2.13 and 2.15(b), we have

$$H^n(\partial \tilde{C}_{PV}(\mathcal{V}, M)) \simeq \tilde{H}^n_{PV}(\mathcal{V}, M), \quad n \geq 0.$$  \hspace{1cm} (3.29)

Hence, as an immediate consequence, we obtain from (3.28) the following.

**Proposition 3.20** Assume that, as a differential superalgebra, $\mathcal{V}$ is a superalgebra of differential polynomials in even or odd variables, and that $\tilde{H}^0_{PV}(\mathcal{V}, M) = 0$ for all $n \geq 0$. Then $H^n_{PV}(\mathcal{V}, M) = 0$ for all $n \geq 0$.

For $\alpha \in \mathcal{V}$ and $\tilde{Y} \in \tilde{C}^n_{PV}(\mathcal{V}, M)$, we define $a_\alpha \tilde{Y}$ and $\iota_\alpha(a) \tilde{Y}$ by the same formulas (2.35) and (2.39), respectively, as in the LCA case. Obviously, if $\tilde{Y}$ satisfies the Leibniz rule (3.6), then so does $\iota_\alpha(a) \tilde{Y}$. By Cartan’s formula (2.41), the same holds for $a_\alpha \tilde{Y}$ (or this can be easily checked directly). Thus, we obtain an LCA action of $\mathcal{V}$ (viewed as an LCA) on the basic PVA complex $\tilde{C}_{PV}(\mathcal{V}, M)$, where the $\lambda$-action is by formal power series in $\lambda$. As before, this induces a trivial action on the basic PVA cohomology $\tilde{H}_{PV}(\mathcal{V}, M)$; see Corollary 2.20. To summarize, we get the following PVA analogue of Corollary 2.20 and Proposition 2.21.

**Proposition 3.21** (a) The $\lambda$-action $a_\lambda \tilde{Y}$ of $\mathcal{V}$ on the basic complex $\tilde{C}_{PV}(\mathcal{V}, M)$ commutes with the differential $\tilde{d}$, and it induces a trivial action on its cohomology.

(b) We have a Lie algebra action of $\mathcal{V}/\partial \mathcal{V}$ on $C_{PV}(\mathcal{V}, M)$, given by the zero modes (of parity $p(a)$):

$$(a(0)Y)_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n) = a(0) \left( Y_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n) \right)$$

$$+ \sum_{i=1}^n (-1)^{\delta_i} Y_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes (a(0) a_i) \otimes \cdots \otimes a_n).$$  \hspace{1cm} (3.30)

where $\delta_i$ are as in (2.36). We also have well-defined contraction operators $\iota_0(a) : C^n_{PV}(\mathcal{V}, M) \to C^{n-1}_{PV}(\mathcal{V}, M)$, of parity $\tilde{p}(a)$, given by:

$$(\iota_0(a)Y)_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_{n-1})$$

$$= (-1)^{\tilde{p}(a)\tilde{p}(Y)} Y_{0, \lambda_1, \ldots, \lambda_n} (a \otimes a_1 \otimes \cdots \otimes a_{n-1}).$$  \hspace{1cm} (3.31)

The following Cartan’s formula holds on $C_{PV}(\mathcal{V}, M)$:

$$a_0 = [\iota_0(a), d] := \iota_0(a) d - (-1)^{\tilde{p}(a)} d \iota_0(a), \quad a \in \mathcal{V}.$$  \hspace{1cm} (3.32)
Thus, the action of the Lie algebra $\mathcal{V}/\partial \mathcal{V}$ on $C_{PV}(\mathcal{V}, M)$ by the zero modes (3.30) commutes with the differential $d$ and induces the trivial action on the cohomology $H_{PV}(\mathcal{V}, M)$.

### 3.7 Virasoro element and conformal weights

The following notion will play an important role through the rest of the paper.

**Definition 3.22** A *Virasoro element* in a PVA $\mathcal{V}$ is an even element $L \in \mathcal{V}$ such that

$$[L, L] = (\partial + 2\lambda)L + \frac{c}{12} \lambda^3,$$

for some $c \in \mathbb{F}$ (the *central charge* of $L$),

(cf. Examples 2.5 and 3.5), and such that

$$L(0) := [L, \cdot]_{\lambda = 0} = \partial, \quad \text{and} \quad L(1) := \frac{d}{d\lambda} [L, \cdot]_{\lambda = 0} \in \text{End } \mathcal{V} \text{ is diagonalizable.} \quad (3.33)$$

A PVA $\mathcal{V}$ is called *conformal* if it is endowed with a Virasoro element $L \in \mathcal{V}$. One also says that $a \in \mathcal{V}$ has *conformal weight* $\Delta(a) \in \mathbb{F}$ if it is an eigenvector of $L(1)$ of eigenvalue $\Delta(a)$. A PVA-module $M$ over $\mathcal{V}$ is called *conformal* with respect to the Virasoro element $L \in \mathcal{V}$ if

$$L_M(0) := (L, \cdot)_{\lambda = 0} = \partial M, \quad \text{and} \quad L_M(1) := \frac{d}{d\lambda} (L, \cdot)_{\lambda = 0} \in \text{End } M \text{ is diagonalizable.} \quad (3.34)$$

As before, one says that $m \in M$ has *conformal weight* $\Delta(m) \in \mathbb{F}$ if it is an eigenvector of $L_M(1)$ of eigenvalue $\Delta(m)$.

We also extend the notion of conformal weight to the spaces of polynomials $\mathcal{V}[\lambda]$ and $M[\lambda]$ by letting $\Delta(a\lambda^n) = \Delta(a) + n$ (i.e., we assign to $n$ conformal weight 1 and extend in the obvious way). In other words, the conformal weights in $M[\lambda]$ are the eigenvalues of the operator

$$E := L_M(1) + \lambda \frac{d}{d\lambda}. \quad (3.35)$$

Throughout the remainder of this subsection, we let $\mathcal{V}$ be a conformal PVA and $M$ be a conformal $\mathcal{V}$-module.

**Lemma 3.23** Let $a \in \mathcal{V}$ and $m \in M$ have conformal weights $\Delta(a)$ and $\Delta(m)$. Then:

(a) the unit element $1 \in \mathcal{V}$ has conformal weight $\Delta(1) = 0$;
(b) $\Delta(\partial a) = \Delta(a) + 1$, and $\Delta(\partial m) = \Delta(m) + 1$;
(c) $\Delta(a_m) = \Delta(a) + \Delta(m) - 1$;
(d) $\Delta(am) = \Delta(a) + \Delta(m)$.
Proof Part (a) is obvious, and (b) follows from the sesquilinearities \( L_1 \) and \( M_1 \). For part (c), by the Jacobi identity \( M_2 \), we have

\[
L^M_{(1)}(a_\mu m) = \frac{d}{d\lambda} ([L_\lambda a|_{\lambda=\mu} m] |_{\lambda=0} + \frac{d}{d\lambda} a_\mu (L_\lambda m) |_{\lambda=0} \\
= (L_{(1)}a)_\mu m + \frac{d}{d\mu} (L_{(0)}a)_\mu m + a_\mu (L^M_{(1)} m) \\
= (\Delta(a) + \Delta(m)) a_\mu m - \frac{d}{d\mu} (\mu a_\mu m) \\
= (\Delta(a) + \Delta(m) - 1) a_\mu m - \mu \frac{d}{d\mu} (a_\mu m).
\]

Then (c) follows from (3.35). Claim (d) is an immediate consequence of the Leibniz rule \( M_3 \).

\[ \Box \]

Lemma 3.24 The linear operator

\[ E := L^M_{(1)} + \sum_{i=1}^n \frac{d}{d\lambda_i}, \quad (3.36) \]

is a diagonalizable even endomorphism of \( M[\lambda_1, \ldots, \lambda_n] \), which leaves invariant the image of the operator \( \partial + \lambda_1 + \cdots + \lambda_n \). Hence, it induces a diagonalizable even endomorphism, still denoted by \( E \), on the quotient space

\[ M[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle. \]

Proof By Lemma 3.23(b), we have the following commutation rule

\[ E \circ (\partial + \lambda_1 + \cdots + \lambda_n) = (\partial + \lambda_1 + \cdots + \lambda_n) \circ (E + 1). \quad (3.37) \]

The claim follows. \[ \Box \]

We will call the operator \( E \) given by (3.36) the energy operator, and its eigenvalues will be called conformal weights. We denote by \( \Delta(P(\lambda_1, \ldots, \lambda_n)) \) the eigenvalue of the eigenvector \( P(\lambda_1, \ldots, \lambda_n) \).

Consider the cohomology complex \( C_{PV}(\mathcal{V}, M) \) and define the linear operator \( E \) on it by

\[
(EY)_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n) = (E + n)(Y_{\lambda_1, \ldots, \lambda_n} (a_1 \otimes \cdots \otimes a_n)) \\
- \sum_{i=1}^n Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes L_{(1)}a_i \otimes \cdots \otimes a_n),
\]

which we will call again the energy operator. By Lemma 3.24, \( E \) is diagonalizable on \( C_{PV}(\mathcal{V}, M) \). As before, we call conformal weights the eigenvalues of the energy
operator $E$ in (3.38), and we denote by $\Delta(Y)$ the eigenvalue of the eigenvector $Y \in C^n_{\text{PV}}(\mathcal{V}, M)$. By (3.38), we have:

$$\Delta(Y_{1,\ldots,n} (a_1 \otimes \cdots \otimes a_n)) = \Delta(Y) + \Delta(a_1) + \cdots + \Delta(a_n) - n. \quad (3.39)$$

**Lemma 3.25** The energy operator $E \in \text{End} C^n_{\text{PV}}(\mathcal{V}, M)$, defined by (3.38), commutes with the differential $d : C^n_{\text{PV}}(\mathcal{V}, M) \to C^{n+1}_{\text{PV}}(\mathcal{V}, M)$ in (2.10). As a consequence, $E$ induces a diagonalizable endomorphism in cohomology:

$$E \in \text{End} H^n_{\text{PV}}(\mathcal{V}, M).$$

**Proof** Since the linear operator $E \in \text{End} C^n_{\text{PV}}(\mathcal{V}, M)$ is diagonalizable, it suffices to prove that if $Y \in C^n_{\text{PV}}(\mathcal{V}, M)$ is an eigenvector of $E$ with eigenvalue $\Delta(Y)$, then $dY \in C^{n+1}_{\text{PV}}(\mathcal{V}, M)$ is also an $E$-eigenvector with the same eigenvalue. Let then $a_0, \ldots, a_n \in \mathcal{V}$ have conformal weights $\Delta(a_0), \ldots, \Delta(a_n)$. By Eq. (3.39) and Lemma 3.23, we have:

$$\Delta \left( a_i \lambda_i Y_{\lambda_0,\ldots,\lambda_n} \right) (a_0 \otimes \cdots \otimes a_n) = \Delta(a_i) + \Delta(Y_{\lambda_0,\ldots,\lambda_n}) (a_0 \otimes \cdots \otimes a_n) - 1$$

$$= \Delta(Y) + \Delta(a_0) + \cdots + \Delta(a_n) - n - 1,$$

(3.40)

and

$$\Delta \left( Y_{\lambda_i + \lambda_j, \lambda_0,\ldots,\lambda_n} \right) ([a_i \lambda_i, a_j] \otimes a_0 \otimes \cdots \otimes a_n) = \Delta(Y) + \Delta([a_i \lambda_i, a_j])$$

$$+ \Delta(a_0) + \cdots + \Delta(a_n) - n = \Delta(Y) + \Delta(a_0) + \cdots + \Delta(a_n) - n - 1.$$

(3.41)

Combining (3.40) and (3.41), and recalling the definition (2.10) of the differential $d$, we get that

$$\Delta((dY)_{\lambda_0,\ldots,\lambda_n} (a_0 \otimes \cdots \otimes a_n)) - \Delta(a_0) - \cdots - \Delta(a_n) + n + 1$$

is well defined, it is independent of the $L(1)$-eigenvectors $a_0, \ldots, a_n$, and it is equal to $\Delta(Y)$. Recalling (3.39), this precisely means that $dY$ is an eigenvector of $E$ of eigenvalue $\Delta(Y)$, i.e., $dY$ has conformal weight $\Delta(dY) = \Delta(Y)$. \hfill \Box

As before, we call conformal weights the eigenvalues of $E$ in $H^n_{\text{PV}}(\mathcal{V}, M)$ and we denote by $\Delta([Y])$ the conformal weight of the cohomology class $[Y] \in H^n_{\text{PV}}(\mathcal{V}, M)$.

The following result will be the main tool, in the next Sect. 4, for computing the variational PVA cohomology in all the examples considered.

**Theorem 3.26** Let $\mathcal{V}$ be a conformal PVA and $M$ be a conformal $\mathcal{V}$-module. Assume that, as a differential superalgebra, $\mathcal{V}$ is a superalgebra of differential polynomials in
even or odd variables. Then the energy operator \( E \in \text{End} \, H_{PV}(V, M) \) is diagonalizable with only eigenvalues 0 and 1.

In the proof of the theorem, we will use the LCA action \( L_\lambda \) of the element \( L \in \mathcal{V} \) on the basic PVA complex \( \tilde{C}_{PV}(V, M) \); see Sect. 3.6. We define the energy operator on \( \tilde{C}_{PV}(V, M) \) by

\[
\tilde{E} = \frac{d}{d\lambda} L_\lambda \bigg|_{\lambda=0} = L_{(1)},
\]

(3.42)

the coefficient of \( \lambda \) in the map \( L_\lambda \) defined by (2.35). Note that, by Cartan’s formula (2.41), \( \tilde{E} \) commutes with the action of \( \tilde{d} \) (cf. Corollary 2.20).

**Lemma 3.27** The energy operator \( \tilde{E} \) is given explicitly by (3.38), where we replace \( E \) with \( \tilde{E} \) and view both sides as elements of \( M[\lambda_1, \ldots, \lambda_n] \).

**Proof** By (3.42) and (2.35), we have

\[
(\tilde{E} \tilde{Y})_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n) = \frac{d}{d\lambda}(L_\lambda \tilde{Y})_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n) \bigg|_{\lambda=0}
\]

\[
= L_{(1)}^M(\tilde{Y}_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n)) - \sum_{i=1}^{n} \frac{d}{d\lambda} \tilde{Y}_{\lambda_1, \ldots, \lambda_i}(a_1 \otimes \cdots \otimes L_\lambda a_i) \otimes \cdots \otimes a_n \bigg|_{\lambda=0}
\]

\[
= L_{(1)}^M(\tilde{Y}_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n)) - \sum_{i=1}^{n} \tilde{Y}_{\lambda_1, \ldots, \lambda_i}(a_1 \otimes \cdots \otimes L_\lambda a_i) \otimes \cdots \otimes a_n
\]

\[
- \sum_{i=1}^{n} \frac{d}{d\lambda_i} \tilde{Y}_{\lambda_1, \ldots, \lambda_i, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes (\partial a_i) \otimes \cdots \otimes a_n).
\]

By the sesquilinearity condition (2.6), the last term above becomes

\[
\left( n + \sum_{i=1}^{n} \lambda_i \frac{d}{d\lambda_i} \right) \tilde{Y}_{\lambda_1, \ldots, \lambda_i, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes a_n),
\]

thus proving the claim. \( \square \)

**Lemma 3.28**

(a) The energy operator \( \tilde{E} \) is diagonalizable on \( \tilde{C}_{PV}^n(V, M) \).

(b) If \( \tilde{Y} \in \tilde{C}_{PV}^n(V, M) \) is an eigenvector of \( \tilde{E} \) with eigenvalue \( \Delta \), then \( \partial \tilde{Y} \) is an eigenvector of \( E \) with eigenvalue \( \Delta + 1 \).

(c) For \( \tilde{Y} \in \tilde{C}_{PV}^n(V, M) \), we have

\[
\pi \circ (\tilde{E} \tilde{Y}) = E(\pi \circ \tilde{Y}).
\]

(3.43)

(d) As a consequence, if \( \tilde{Y} \in \tilde{C}_{PV}^n(V, M) \) is an eigenvector of \( \tilde{E} \) with eigenvalue \( \Delta \), then \( \pi \circ \tilde{Y} \) is an eigenvector of \( E \) with the same eigenvalue \( \Delta \).

**Proof** All of these claims are immediate consequences of the definitions and of Lemma 3.27. \( \square \)
Proof of Theorem 3.26 By Corollary 2.20, the energy operator $\tilde{E}$ induces a trivial action on the basic PVA cohomology. Hence, for any cohomology class $[\tilde{Y}] \in \tilde{H}^n_{PV}(V, M)$, its representative $\tilde{Y} \in \tilde{C}^n_{PV}(V, M)$ is a sum of $\tilde{E}$-eigenvectors and we can pick them of eigenvalue 0, i.e., $\tilde{E}\tilde{Y} = 0$.

Recall that, by Lemmas 2.13 and 2.15(b), the map $\partial$ is an isomorphism of complexes from $\tilde{C}^n_{PV}(V, M)$ to $\partial\tilde{C}^n_{PV}(V, M)$ in degree $\geq 1$. Then, for $n \geq 1$, a cohomology class $[\tilde{Z}] \in H^n(\partial\tilde{C}^n_{PV}(V, M))$ has a representative of the form $\tilde{Z} = \partial\tilde{Y}$ for some $\tilde{Y} \in \tilde{C}^n_{PV}(V, M)$ with $\tilde{E}\tilde{Y} = 0$. Hence, by Lemma 3.28(b), we get $\tilde{E}\tilde{Z} = \tilde{Z}$.

As part of the long exact sequence (3.28), we have for each $n \geq 1$:

$$\tilde{H}^n_{PV}(V, M) \xrightarrow{\varphi} H^n_{PV}(V, M) \xrightarrow{\psi} H^{n+1}(\partial\tilde{W}_{PV}(V, M)).$$

Let us prove that the maps $\varphi$ and $\psi$ are compatible with the actions of the energy operators $E$ and $\tilde{E}$:

$$\varphi(\tilde{Y}) = [\pi \circ \tilde{Y}].$$

By definition, the map $\varphi$ is given by

$$(\varphi \circ \tilde{E})(\tilde{Y}) = \varphi(E\tilde{Y}) = [\pi \circ E\tilde{Y}] = [E(\pi \circ \tilde{Y})] = (E \circ \varphi)(\tilde{Y}),$$

proving the first equation in (3.44). Next, recall the definition of the connecting homomorphism $\psi$. By the surjectivity of $\pi$, any element of $H^n_{PV}(V, M)$ is of the form $[\pi \circ \tilde{Y}]$ for some $\tilde{Y} \in \tilde{C}^n_{PV}(V, M)$, and $\tilde{d}\tilde{Y}$ lies in $\partial\tilde{C}^{n+1}_{PV}(V, M)$. Then,

$$\psi([\pi \circ \tilde{Y}]) = [\tilde{d}\tilde{Y}].$$

Again by Lemma 3.28(c), we have

$$(\psi \circ E)([\pi \circ \tilde{Y}]) = \psi([E(\pi \circ \tilde{Y})]) = \psi([\pi \circ E\tilde{Y}]) = [\tilde{d}(E\tilde{Y})] = \tilde{E}[\tilde{d}\tilde{Y}] = (\tilde{E} \circ \psi)([\pi \circ \tilde{Y}]),$$

proving the second equation in (3.44).

Now consider an element $[\tilde{Y}] \in \tilde{H}^n_{PV}(V, M)$ with $E\tilde{Y} = \Delta\tilde{Y}$, where $\Delta \in F$ and assume that $\Delta \neq 0$ or 1. Since $\Delta \neq 1$, we have $\psi([\tilde{Y}]) = 0$. Hence, $[\tilde{Y}] = \varphi([\tilde{Y}])$ is in the image of $\varphi$. But $\Delta \neq 0$ implies $[\tilde{Y}] = 0$; therefore, $[\tilde{Y}] = 0$, completing the proof of the theorem.

\[ \square \]

Theorem 3.29 Let $\mathcal{V}$ be a conformal PVA, which as a differential superalgebra is a superalgebra of differential polynomials in finitely many even or odd variables with positive (rational or real if $\mathbb{R} \subset \mathbb{F}$) conformal weights. Let $M$ be a conformal $\mathcal{V}$-module, which is finitely generated as a module over the differential superalgebra $\mathcal{V}$. Then $\dim H^n_{PV}(\mathcal{V}, M) < \infty$ for all $n \geq 0$. 
Proof By assumption, as a differential superalgebra,
\[ \mathcal{V} = \mathbb{F}[u_i^{(k)} \mid i = 1, \ldots, N, k \in \mathbb{Z}_+] , \quad u_i^{(k)} = \partial^k u_i. \]

Let \( \Delta_1 \in \mathbb{Q} \) (or \( \mathbb{R} \)) be such that \( 0 < \Delta(u_i) \leq \Delta \mathcal{V} \) for all \( i = 1, \ldots, N \). Let \( \{ m_1, \ldots, m_L \} \) be a set of generators of \( M \) as a module over the differential superalgebra \( \mathcal{V} \), which are eigenvectors of \( L^{(1)}_M \). Every vector in \( M \) is a linear combination of monomials of the form
\[ m = u_i^{(k_1)} \cdots u_j^{(k_s)} m_j, \quad 0 \leq s, 1 \leq j \leq L, 0 \leq k_t, 1 \leq i_t \leq N \quad (1 \leq t \leq s). \]

By Lemma 3.23, we have
\[ \Delta(m) = \Delta(m_j) + \sum_{t=1}^{s} (\Delta(u_{i_t}) + k_t). \]

This implies that \( \dim M_{\delta} < \infty \) for every \( \delta \in \mathbb{F} \), where \( M_{\delta} \) is the span of all vectors \( m \in M \) such that \( \delta - \Delta(m) \) is a positive (rational or real) number.

By Lemma 3.7(a), any \( n \)-cocycle \( Y \in C^n_{PV}(\mathcal{V}, M) \) is uniquely determined by its values on the generators:
\[ Y^{i_1 \ldots i_n}_{\lambda_1 \ldots \lambda_n} := Y_{\lambda_1, \ldots, \lambda_n}(u_{i_1} \otimes \cdots \otimes u_{i_n}) \in M[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n). \]

By (3.39) and Theorem 3.26, we can replace \( Y \) with an equivalent cocycle (denoted again \( Y \)) such that \( \Delta(Y) = 0 \) or 1, hence
\[ \Delta(Y^{i_1 \ldots i_n}_{\lambda_1, \ldots, \lambda_n}) = \Delta(Y) + \Delta(u_{i_1}) + \cdots + \Delta(u_{i_n}) - n \leq n(\Delta \mathcal{V} - 1) + 1. \]

Thus,
\[ Y^{i_1 \ldots i_n}_{\lambda_1, \ldots, \lambda_n} \in M_n(\Delta \mathcal{V} - 1 + 1)[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n). \]

Hence, the space of all such \( n \)-cocycles is finite dimensional. \( \square \)

4 Computations of variational PVA cohomology

In this section, we compute the variational PVA cohomology of several examples of Poisson vertex algebras. For each of them, we first show that the PVA is conformal (see Definition 3.22) and then use Theorem 3.26.

4.1 Cohomology of the free superboson PVA

Consider the free superboson PVA \( B_{\mathfrak{h}} \) introduced in Example 3.2. We shall denote by \( \Pi \mathfrak{h} \) the vector superspace \( \mathfrak{h} \) with reversed parity. Recall that, by assumption, the bilinear form \((\cdot | \cdot)\) is supersymmetric and \( \mathfrak{h}_0 \perp \mathfrak{h}_1 \). This implies
\[(a|b) = (-1)^{p(a)}(b|a), \quad a, b \in \mathfrak{h}. \quad (4.1)\]

Moreover, since \((\cdot|\cdot)\) is nondegenerate, it induces an isomorphism of vector super-spaces \(\mathfrak{h}^* \cong \mathfrak{h}\).

Let \(\{u_1, \ldots, u_N\}\) be a basis for \(\mathfrak{h}\) homogeneous with respect to parity, and \(\{u^1, \ldots, u^N\}\) be its dual basis, so that \((u_i|u^j) = \delta_i^j\). Then for every \(a \in \mathfrak{h}\), we have

\[a = \sum_{j=1}^{N}(u_j|a)u^j = \sum_{j=1}^{N}(a|u^j)u_j. \quad (4.2)\]

**Proposition 4.1** The PVA \(B_{\mathfrak{h}}\) is conformal with central charge 0 and the Virasoro vector

\[L = \frac{1}{2} \sum_{j=1}^{N}u^j u_j \quad (4.3)\]

(which is independent of the choice of basis). The generators \(a \in \mathfrak{h}\) of \(B_{\mathfrak{h}}\) have conformal weight \(\Delta(a) = 1\).

**Proof** First, in order to check (3.33), we compute for \(a \in \mathfrak{h}\), using the left Leibniz rule L4, (2.1) and (4.2):

\[[a_\lambda L] = \frac{1}{2} \sum_{j=1}^{N} [(a_\lambda u^j)u_j + (-1)^{p(u^j)}[a_\lambda u_j]u^j] \\
= \frac{1}{2} \sum_{j=1}^{N} ((a|u^j)u_j + (-1)^{p(u^j)}(a|u_j)u^j) \lambda = a_\lambda.\]

Hence, by skewsymmetry, \([L_\lambda a] = (\partial + \lambda)a\), so that \(L_{(0)}a = \partial a\) and \(L_{(1)}a = a\). Then (3.33) follows from the fact that \(L_{(0)}\) and \(L_{(1)}\) are derivations of the product in \(B_{\mathfrak{h}}\) and \(B_{\mathfrak{h}}\) is generated as a differential algebra by \(\mathfrak{h}\).

Next, we compute \([L_\lambda L]\) using the Leibniz rule L4 and the fact that \(\partial\) is a derivation of the product:

\[[L_\lambda L] = \frac{1}{2} \sum_{j=1}^{N} [L_\lambda u^j]u_j + \frac{1}{2} \sum_{j=1}^{N} u^j [L_\lambda u_j] \\
= \frac{1}{2} \sum_{j=1}^{N} ((\partial + \lambda)u^j)u_j + \frac{1}{2} \sum_{j=1}^{N} u^j ((\partial + \lambda)u_j) \\
= (\partial + 2\lambda)L.\]

This completes the proof. \(\square\)

**Theorem 4.2** For the free superboson PVA \(B_{\mathfrak{h}}\), we have

\[H^n_{PV}(B_{\mathfrak{h}}, B_{\mathfrak{h}}) \simeq (S^n(\Pi\mathfrak{h}))^* \oplus (S^{n+1}(\Pi\mathfrak{h}))^*, \quad n \geq 0.\]
Explicitly, an element \( \alpha + \beta \in (S^n(\Pi \mathfrak{h}))^* \oplus (S^{n+1}(\Pi \mathfrak{h}))^* \) corresponds under this isomorphism to the \( n \)-cocycle \( Y \in C^n_{PV}(B_{\mathfrak{h}}, B_{\mathfrak{h}}) \), uniquely defined by

\[
Y_{\lambda_1, \ldots, \lambda_n}(u) = \alpha(u) + \sum_{j=1}^N \beta(u \otimes u^j)u_j + \langle \partial + \lambda_1 + \cdots + \lambda_n \rangle, \quad u \in \mathfrak{h}^\otimes n.
\]

**Proof** First, note that by Lemma 3.7(a), every \( n \)-cochain \( Y \) is uniquely determined by its restriction to \( \mathfrak{h}^\otimes n \). By (3.39) and Theorem 3.26, every cohomology class in \( H^n_{PV}(B_{\mathfrak{h}}, B_{\mathfrak{h}}) \) has a representative \( Y \) such that

\[
\Delta(Y_{\lambda_1, \ldots, \lambda_n}(u)) = \Delta(Y) = 0 \text{ or } 1, \quad u \in \mathfrak{h}^\otimes n.
\]

By definition (see (3.36)), this means that \( Y \) has the form

\[
Y_{\lambda_1, \ldots, \lambda_n}(u) = \alpha(u) + \sum_{j=1}^N \beta(u \otimes u^j)u_j + \sum_{i=1}^n \gamma(u \otimes e_i)\lambda_i + \langle \partial + \lambda_1 + \cdots + \lambda_n \rangle,
\]

(4.4)

for \( u \in \mathfrak{h}^\otimes n \) and for some linear maps

\[
\alpha : \mathfrak{h}^\otimes n \to \mathbb{F}, \quad \beta : \mathfrak{h}^\otimes (n+1) \to \mathbb{F}, \quad \gamma : \mathfrak{h}^\otimes n \otimes \mathbb{F}^n \to \mathbb{F},
\]

where \( \{e_1, \ldots, e_n\} \) is the standard basis for \( \mathbb{F}^n \). Notice that \( \alpha \) and \( \beta \) are uniquely determined from \( Y \), while \( \gamma \) is determined up to adding \( \tilde{\gamma} \otimes \epsilon \), where \( \tilde{\gamma} : \mathfrak{h}^\otimes n \to \mathbb{F} \) is an arbitrary linear map and \( \epsilon : \mathbb{F}^n \to \mathbb{F} \) is the linear map given by \( \epsilon(e_i) = 1 \) for all \( i = 1, \ldots, n \).

The symmetry conditions (2.7) for \( Y \) can be translated in terms of the linear maps \( \alpha, \beta \) and \( \gamma \) as follows. The maps \( \alpha \) and \( \beta \) are invariant with respect to the usual action of the symmetric group \( S_n \) on the vector superspace \( (\Pi \mathfrak{h})^\otimes n \) (where we add a minus sign every time we exchange two odd factors):

\[
\alpha \in (S^n(\Pi \mathfrak{h}))^*, \quad \beta \in (S^n(\Pi \mathfrak{h}) \otimes \Pi \mathfrak{h})^*,
\]

while \( \gamma \) satisfies the \( S_n \)-equivariance

\[
\gamma(\sigma(u) \otimes e_{\sigma(i)}) = \gamma(u \otimes e_i), \quad \sigma \in S_n, \ u \in (\Pi \mathfrak{h})^\otimes n, \ i = 1, \ldots, n.
\]

(4.5)

The map \( \gamma \) is defined modulo elements of the form \( \tilde{\gamma} \otimes \epsilon \), where \( \tilde{\gamma} \in (S^n(\Pi \mathfrak{h}))^* \).
Using the definition of the differential (2.10), the \( \lambda \)-bracket (2.1), and Lemma 3.7(b), we can write down an explicit formula for \( dY \). If \( Y \) is as in (4.4), we have for \( a_i \in \mathfrak{h} \):

\[
(dY)_{\lambda_0, \ldots, \lambda_n}(a_0 \otimes \cdots \otimes a_n) \\
= \sum_{i=0}^{n} \sum_{j=1}^{N} (-1)^{j} \lambda_j (a_i | u_j) \beta(a_0 \otimes \cdots \otimes a_n \otimes u^j) + (\partial + \lambda_1 + \cdots + \lambda_n) \\
= \sum_{i=0}^{n} (-1)^{i} \bar{\rho}(a_i) \beta(a_0 \otimes \cdots \otimes a_n \otimes a_i) \lambda_i + (\partial + \lambda_1 + \cdots + \lambda_n),
\]

(4.6)

where \( \gamma_i \) is given by (2.11). For the last equality, we used (2.11), (4.1), (4.2), and the fact that all nonzero summands satisfy \( \bar{\rho}(Y) = \bar{\rho}(\beta) + \bar{\rho}(u_j) \), \( \bar{\rho}(\beta) = \bar{\rho}(a_0) + \cdots + \bar{\rho}(a_n) \), and \( \bar{\rho}(u_j) = \bar{\rho}(a_i) \).

Let us denote by \( A^n \), \( B^n \) and \( C^n \) the subspaces of \( C^n_{PV}(B_\mathfrak{h}, B_\mathfrak{h}) \) consisting of \( n \)-cochains \( Y \) corresponding to maps \( \alpha, \beta \) and \( \gamma \), respectively. By (4.6), we have

\[
d(A^n) = 0, \quad d(B^n) \subset C^{n+1}, \quad d(C^n) = 0.
\]

Hence,

\[
H^n_{PV}(B_\mathfrak{h}, B_\mathfrak{h}) \simeq A^n \oplus \text{Ker}(d : B^n \to C^{n+1}) \oplus C^n/d(B^{n-1}).
\]

By definition, \( dY = 0 \) if and only if all coefficients in front of \( \lambda_i \) in the right-hand side of (4.6) are equal. This is equivalent to the condition that \( \beta \in (S^{n+1}(\Pi_\mathfrak{h}))^* \).

Finally, we claim that \( d(B^n) = C^{n+1} \). Indeed, denote the standard basis for \( \mathbb{F}^{n+1} \) by \( \{e_0, \ldots, e_n\} \). By (4.5) (with \( n \) replaced by \( n + 1 \)), an \( S_{n+1} \)-equivariant linear map \( \gamma : (\Pi_\mathfrak{h})^\otimes(n+1) \otimes \mathbb{F}^{n+1} \to \mathbb{F} \) is uniquely determined by the linear map

\[
\beta \in ((S^n \Pi_\mathfrak{h}) \otimes \Pi_\mathfrak{h})^*, \quad \beta(u \otimes a) = \gamma(u \otimes a \otimes e_n).
\]

Then, by (4.6), the element \( Y \in B^n \) associated to \( \beta \) maps to \( \gamma \) under the differential \( d \). This completes the proof of the theorem. \( \square \)

**Remark 4.3** When \( \mathfrak{h} \) is purely even, we can identify the symmetric powers \( S^n(\Pi_\mathfrak{h}) \) with the exterior powers \( \bigwedge^n \mathfrak{h} \). In this case, Theorem 4.2 was proved in [13].

**Corollary 4.4** (a) Every Casimir element of the PVA \( B_\mathfrak{h} \) is a linear combination of \( \int \frac{1}{u_i} \) \((i = 1, \ldots, N)\).

(b) Every derivation of the PVA \( B_\mathfrak{h} \) is a linear combination of an inner derivation and derivations of the form

\[
\frac{\partial}{\partial u_i} \sum_{n \in \mathbb{Z}^+} \left( u^{i(n)} \frac{\partial}{\partial u^{(n)}_j} + (-1)^{\bar{\rho}(u_j)} \bar{\rho}(a_j) u^{i(n)} \frac{\partial}{\partial u^{(n)}_i} \right), \quad 1 \leq i \leq j \leq N,
\]

where, as before, \( a^{(n)} = \bar{a}^n a \).
4.2 Cohomology of the free superfermion PVA

Consider now the free superfermion PVA \( \mathcal{F}_h \), defined in Example 3.3. Let again \( \{u_1, \ldots, u_N\} \) be a basis for \( h \), which is homogeneous with respect to parity, and let \( \{u^1, \ldots, u^N\} \) be its dual basis, so that \( (u_i|u^j) = \delta_i^j \). Note that (4.2) still holds, but now

\[
(a|b) = -(-1)^{p(a)}(b|a), \quad a, b \in h. \tag{4.7}
\]

**Proposition 4.5** The PVA \( \mathcal{F}_h \) is conformal with central charge 0 and the Virasoro vector

\[
L = \frac{1}{2} \sum_{j=1}^{N} (\partial u^j) u_j \tag{4.8}
\]

(which is independent of the choice of basis). The generators \( a \in h \) of \( \mathcal{F}_h \) have conformal weight \( \Delta(a) = 1/2 \).

**Proof** The proof is similar to that of Proposition 4.1. First, by the left Leibniz rule L4, the sesquilinearity L1, (2.2), (4.2) and (4.7), we have for \( a \in h \):

\[
[a_\lambda L] = \frac{1}{2} \sum_{j=1}^{N} (\lambda(a|u^j) u_j + (-1)^{p(u^j)}(a|u_j)\partial u^j) = \frac{1}{2}(\lambda - \partial)a.
\]

Hence, from skewsymmetry, \([L_\lambda a] = (\partial + \frac{1}{2}\lambda)a\), which implies (3.33) and \( \Delta(a) = 1/2 \).

Next, using the Leibniz rule L4 and the sesquilinearity L1, we compute:

\[
[L_\lambda L] = \frac{1}{2} \sum_{j=1}^{N} [L_\lambda(\partial u^j)] u_j + \frac{1}{2} \sum_{j=1}^{N} (\partial u^j)[L_\lambda u_j]
\]

\[
= \frac{1}{2} \sum_{j=1}^{N} ((\partial + \lambda)(\partial + \frac{1}{2}\lambda)u^j) u_j + \frac{1}{2} \sum_{j=1}^{N} (\partial u^j)((\partial + \frac{1}{2}\lambda)u_j)
\]

\[
= (\partial + 2\lambda)L.
\]

For the last equality, we used that \( \partial \) is a derivation of the product and that

\[
\sum_{j=1}^{N} u^j u_j = 0. \tag{4.9}
\]

To prove (4.9), notice that its left side is independent of the choice of basis. If we start with the basis \( \{u^j\}_{j=1,\ldots,N} \), then its dual basis is \( \{(-1)^{p(u^j)+1}u_j\}_{j=1,\ldots,N} \). Hence,

\[
\sum_{j=1}^{N} u^j u_j = \sum_{j=1}^{N} (-1)^{p(u^j)+1} u_j u^j = -\sum_{j=1}^{N} u^j u_j.
\]
which completes the proof. □

Let $\Phi : \mathfrak{h} \to \mathfrak{h}^*$ be the vector superspace isomorphism given by $\Phi(v)(a) = (v|a)$ for $v, a \in \mathfrak{h}$. The Lie superalgebra $\mathfrak{gl}(\mathfrak{h})$ can be identified with $\mathfrak{h} \otimes \mathfrak{h}^*$, so that its standard representation on $\mathfrak{h}$ is given by $(u \otimes \varphi) \cdot a = \varphi(a)u$. After applying $\Phi$, we have $\mathfrak{gl}(\mathfrak{h}) \simeq \mathfrak{h} \otimes \mathfrak{h}$ and it acts on $\mathfrak{h}$ by $(u \otimes v) \cdot a = (v|a)u$. Let us embed the symmetric square $S^2 h$ into $\mathfrak{h} \otimes \mathfrak{h}$ via the map

$$uv \mapsto u \otimes v + (-1)^{p(u)p(v)} v \otimes u, \quad u, v \in \mathfrak{h}.$$ 

Then $S^2 \mathfrak{h}$ is a subalgebra of the Lie superalgebra $\mathfrak{gl}(\mathfrak{h})$, isomorphic to

$$\mathfrak{sp}(\mathfrak{h}) = \{ x \in \mathfrak{gl}(\mathfrak{h}) \mid (x \cdot a|b) + (-1)^{p(x)p(a)} (a|x \cdot b) = 0 \text{ for all } a, b \in \mathfrak{h} \} \quad (4.10)$$

(see [15]). We shall need the following lemma.

**Lemma 4.6** The map that sends $x \in S^2 \mathfrak{h} \subset \mathcal{F}_\mathfrak{h}$ to $x_{(0)} \in \text{End} \mathcal{F}_\mathfrak{h}$ corresponds, via the identification $S^2 \mathfrak{h} \simeq \mathfrak{sp}(\mathfrak{h})$, to a representation of the Lie superalgebra $\mathfrak{sp}(\mathfrak{h})$ on $\mathcal{F}_\mathfrak{h}$, which coincides with the standard representation when restricted to $\mathfrak{h}$.

**Proof** Take $x = uv \in S^2 \mathfrak{h} \subset \mathcal{F}_\mathfrak{h}$, where $u, v \in \mathfrak{h}$. Using again the right Leibniz rule L4′, the sesquilinearity L1, and (2.2), we see that

$$[x_\lambda, a] = [(uv)x_\lambda]a = (e^{\partial_\lambda} u)(v|a) + (-1)^{p(u)p(v)} (e^{\partial_\lambda} v)(u|a)$$

$$= (v|a)u + (-1)^{p(u)p(v)} (u|a)v = x \cdot a$$

is precisely the standard action of $x \in \mathfrak{sp}(\mathfrak{h})$ on $a \in \mathfrak{h}$. Then, in particular, $x_{(0)} a = x \cdot a$ as claimed.

To show that we have a representation of $\mathfrak{sp}(\mathfrak{h})$ on $\mathcal{F}_\mathfrak{h}$, notice that $[x_{(0)}, y_{(0)}] = (x_{(0)} y)_{(0)}$, so we only need to prove that $x_{(0)} y = [x, y]$ for $x, y \in \mathfrak{sp}(\mathfrak{h})$. Taking $y = ab$ for $a, b \in \mathfrak{h}$, we find:

$$[x_\lambda, y] = [x_\lambda(ab)] = [x_\lambda a]b + (-1)^{p(x)p(a)} a [x_\lambda, b]$$

$$= (x \cdot a)b + (-1)^{p(x)p(a)} a(x \cdot b) = [x, y],$$

which completes the proof. □

Now we can determine the variational PVA cohomology of the free superfermion PVA $\mathcal{F}_\mathfrak{h}$.

**Theorem 4.7** We have

$$H^0_{\text{PV}}(\mathcal{F}_\mathfrak{h}, \mathcal{F}_\mathfrak{h}) \simeq \mathbb{F} \int 1, \quad H^n_{\text{PV}}(\mathcal{F}_\mathfrak{h}, \mathcal{F}_\mathfrak{h}) = 0, \quad n \geq 1.$$
Proof By Lemma 3.7(a), any $n$-cochain $Y$ is uniquely determined by its restriction to $\mathfrak{h}^\otimes n$. By (3.39) and Theorem 3.26, every cohomology class in $H^0_{\mathcal{P}V}(\mathcal{F}_\mathfrak{h}, \mathcal{F}_\mathfrak{h})$ has a representative $Y$ such that

$$\Delta(Y_{\lambda_1, \ldots, \lambda_n}(u)) + \frac{n}{2} = \Delta([Y]) = 0 \text{ or } 1, \quad u \in \mathfrak{h}^\otimes n. \quad (4.11)$$

Since $\Delta(Y_{\lambda_1, \ldots, \lambda_n}(u)) \geq 0$ (see (3.36)), we obtain that $Y$ is trivial for $n \geq 3$. We will consider separately the three cases $n = 0, 1$ and 2.

For $n = 0$, a 0-cocycle $Y \in \mathcal{F}_\mathfrak{h}/\partial \mathcal{F}_\mathfrak{h}$ is the same as a Casimir element (see Theorem 3.12(a)). Since $\Delta(Y) = 0$ or 1, we have that $Y \in \mathbb{F}\int 1$ or $Y = \int x$ for some $x \in S^2\mathfrak{h}$. But, by Lemma 4.6, $x(0) \neq 0$ for every nonzero $x \in S^2\mathfrak{h}$. Hence, any Casimir element is a scalar multiple of $\int 1$. This proves that $H^0_{\mathcal{P}V}(\mathcal{F}_\mathfrak{h}, \mathcal{F}_\mathfrak{h}) \simeq \mathbb{F}/\int 1$, as claimed.

For $n = 1$, formula (4.11) implies that $Y_\lambda(u) = \beta(u)$ for $u \in \mathfrak{h}$, where $\beta: \mathfrak{h} \to \mathfrak{h}$ is a linear map. A simple calculation using (2.10), (2.2) and Lemma 3.7(b) gives

$$(dY)_{\lambda_0, \lambda_1}(a_0 \otimes a_1) = (-1)^{\gamma_0}(a_0|\beta(a_1)) + (-1)^{\gamma_1}(a_1|\beta(a_0)) + \langle \lambda_0 + \lambda_1 \rangle$$

$$= (-1)^{p(a_1)}((\beta(a_0)|a_1) + (-1)^{p(\beta)p(a_0)}(a_0|\beta(a_1))) + \langle \lambda_0 + \lambda_1 \rangle, \quad (4.12)$$

where $a_i \in \mathfrak{h}$ and the $\gamma_i$ are given by (2.11). Hence, $dY = 0$ if and only if $\beta \in \mathfrak{sp}(\mathfrak{h})$. However, all elements of $\mathfrak{sp}(\mathfrak{h})$ correspond to coboundaries, because they give inner derivations, due to Lemma 4.6. We conclude that $H^1_{\mathcal{P}V}(\mathcal{F}_\mathfrak{h}, \mathcal{F}_\mathfrak{h}) = 0$.

Finally, consider the case $n = 2$. In this case (4.11) implies that any 2-cocycle $Y$ is equivalent to a cocycle of the form

$$Y_{\lambda_0, \lambda_1}(a_0 \otimes a_1) = \gamma(a_0 \otimes a_1) + \langle \lambda_0 + \lambda_1 \rangle, \quad a_0, a_1 \in \mathfrak{h},$$

for some linear map $\gamma: S^2(\Pi\mathfrak{h}) \to \mathbb{F}$. All such maps are cocycles. By (4.12), the vector space of coboundaries is isomorphic to $\mathfrak{gl}(\mathfrak{h})/\mathfrak{sp}(\mathfrak{h})$. Since

$$\dim S^2(\Pi\mathfrak{h}) = \dim \mathfrak{gl}(\mathfrak{h}) - \dim \mathfrak{sp}(\mathfrak{h}),$$

we conclude that $H^2_{\mathcal{P}V}(\mathcal{F}_\mathfrak{h}, \mathcal{F}_\mathfrak{h}) = 0$. This completes the proof. \hfill {\Box}

Corollary 4.8  (a) Every Casimir element of the PVA $\mathcal{F}_\mathfrak{h}$ is a scalar multiple of $\int 1$.
(b) Every derivation of the PVA $\mathcal{F}_\mathfrak{h}$ is inner.
(c) Any first-order deformation of $\mathcal{F}_\mathfrak{h}$ that preserves the product and the $\mathbb{F}[\partial]$-module structure is trivial.

4.3 Cohomology of the affine PVA

Consider now the affine PVA $\mathcal{P}_\mathfrak{g}^k$ at level $k \in \mathbb{F}$ from Example 3.4, where $\mathfrak{g}$ is a finite-dimensional Lie algebra with a nondegenerate symmetric invariant bilinear form $(\cdot|\cdot)$. Let $\{u_1, \ldots, u_N\}$ be a basis for $\mathfrak{g}$, and $\{u^1, \ldots, u^N\}$ be its dual basis with respect to $(\cdot|\cdot)$.
Proposition 4.9 For \( k \neq 0 \), the PVA \( \mathcal{V}_g^k \) is conformal with central charge 0 and the Virasoro vector
\[
L = \frac{1}{2k} \sum_{j=1}^N u^j u_j
\]
(4.13)
(which is independent of the choice of basis). The generators \( a \in \mathfrak{g} \) of \( \mathcal{V}_g^k \) have conformal weight \( \Delta(a) = 1 \).

Proof Using the left Leibniz rule \( L4, (2.3) \) and \( (4.2) \), we compute for \( a \in \mathfrak{g} \):
\[
[a_L L] = \frac{1}{2k} \sum_{j=1}^N \left( [a, u^j] u_j + u^j [a, u_j] + k \lambda (a | u^j) u_j + k \lambda (a | u_j) u^j \right) = \lambda a.
\]
In the second equality, we used that the Casimir element \( \sum_{j=1}^N u^j u_j \in S^2 \mathfrak{g} \) is invariant under the adjoint action of \( \mathfrak{g} \):
\[
\sum_{j=1}^N \left( [a, u^j] u_j + u^j [a, u_j] \right) = 0.
\]
Hence, by skewsymmetry, \( [L_\lambda a] = (\partial + \lambda a) \). The rest of the proof is exactly the same as for Proposition 4.1.

\[ \Box \]

Theorem 4.10 For any finite-dimensional Lie algebra \( \mathfrak{g} \) with a nondegenerate symmetric invariant bilinear form, and any nonzero level \( k \in \mathbb{F} \), we have
\[
H_{PV}^n(\mathcal{V}_g^k, \mathcal{V}_g^k) \cong H^n(\mathfrak{g}, \mathbb{F}) \oplus H^{n+1}(\mathfrak{g}, \mathbb{F}), \quad n \geq 0.
\]
Explicitly, an element \([\alpha] + [\beta] \in H^n(\mathfrak{g}, \mathbb{F}) \oplus H^{n+1}(\mathfrak{g}, \mathbb{F})\) corresponds under this isomorphism to the \( n \)-cocycle \( Y \in C_{PV}^n(\mathcal{V}_g^k, \mathcal{V}_g^k) \), uniquely defined by
\[
Y_{\lambda_1, \ldots, \lambda_n}(u) = \alpha(u) + \sum_{j=1}^N \beta(u \otimes u^j) u_j + (\partial + \lambda_1 + \cdots + \lambda_n), \quad u \in \mathfrak{g}^\otimes n.
\]

Proof Since \( \Delta(a) = 1 \) for all \( a \in \mathfrak{g} \), the portion of the proof of Theorem 4.2 that does not involve the differential \( d \) translates verbatim to the current case. In particular, every \( n \)-cocycle \( Y \) is equivalent to one of the form
\[
Y_{\lambda_1, \ldots, \lambda_n}(u) = \alpha(u) + \sum_{j=1}^N \beta(u \otimes u^j) u_j + \sum_{i=1}^n \gamma(u \otimes e_i) \lambda_i + (\partial + \lambda_1 + \cdots + \lambda_n), \quad (4.14)
\]
for \( u \in \mathfrak{g}^\otimes n \) and some linear maps
\[
\alpha: \bigwedge^n \mathfrak{g} \to \mathbb{F}, \quad \beta: (\bigwedge^n \mathfrak{g}) \otimes \mathfrak{g} \to \mathbb{F}, \quad \gamma: \left((\Pi \mathfrak{g})^\otimes n \otimes \mathbb{F}^n\right) S^n \to \mathbb{F},
\]
where \( \{e_1, \ldots, e_n\} \) is the standard basis for \( \mathbb{F}^n \).

Denote by \( A^n, B^n \) and \( C^n \) the subspaces of \( C^n_P(V^k, V^k) \) consisting of \( n \)-cochains \( Y \) corresponding to maps \( \alpha, \beta \) and \( \gamma \), respectively. Using (2.10), (2.3), and Lemma 3.7(b), we see that

\[
\begin{align*}
&d(A^n) \subset A^{n+1}, \quad d(B^n) \subset B^{n+1} \oplus C^{n+1}, \quad d(C^n) \subset C^{n+1}.
\end{align*}
\]

Notice that the action of \( d \) on \( A^n \) corresponds to applying the Lie algebra cohomology differential to \( \alpha \), viewed as an \( n \)-cochain for the Lie algebra \( g \) with coefficients in \( \mathbb{F} \). As in the proof of Theorem 4.2, this gives the summand \( H^n(g, \mathbb{F}) \) inside \( H^n_P(V^k, V^k) \).

We next concentrate on the subcomplex \( B^\bullet \oplus C^\bullet \). For \( Y \in B^n \), denote by \( d_1Y \in B^{n+1} \) and \( d_2Y \in C^{n+1} \) the projections of \( dY \) on \( B^{n+1} \) and \( C^{n+1} \), respectively. Notice that \( d_2 : B^n \to C^{n+1} \) coincides with the map \( d \mid_{B^n} \) from the proof of Theorem 4.2. In particular, \( d_2 \) is surjective. As a consequence, we can assume that

\[
Y_{\lambda_1, \ldots, \lambda_n}(u) = \sum_{j=1}^N \beta(u \otimes u^j)u_j + (\partial + \lambda_1 + \cdots + \lambda_n), \quad u \in g^\otimes n, \quad (4.15)
\]

where \( d_2Y = 0 \).

Recall from the proof of Theorem 4.2 that the condition \( d_2Y = 0 \) is equivalent to the skewsymmetry of \( \beta \), i.e., \( \beta \in (\bigwedge^{n+1} g)^\ast \). Then for \( Y \) as in (4.15) and \( a_i \in g \), we find

\[
(d_1Y)_{\lambda_0, \ldots, \lambda_n}(a_0 \otimes \cdots \otimes a_n) = \sum_{i=0}^n (-1)^{n+i+1} \sum_{\ell=1}^N \beta(a_0 \otimes \cdots \otimes a_i \otimes u^\ell) [a_i, u_\ell] + \sum_{0 \leq i < j \leq n} (-1)^{n+i+j+1} \sum_{\ell=1}^N \beta([a_i, a_j] \otimes a_0 \otimes \cdots \otimes a_n \otimes u^\ell)u_\ell.
\]

Using that

\[
\sum_{\ell=1}^N u^\ell \otimes [a, u_\ell] = -\sum_{\ell=1}^N [a, u^\ell] \otimes u_\ell, \quad a \in g,
\]

we see that the restriction of \( d_1 \) to \( (\bigwedge^{n+1} g)^\ast \) coincides with the Lie algebra cohomology differential for \( g \) with coefficients in \( \mathbb{F} \). This completes the proof. \( \square \)

**Remark 4.11** Theorem 4.10 can be easily generalized to the superalgebra case. In the special case when \( g \) is an abelian Lie superalgebra, we recover Theorem 4.2.

**Remark 4.12** Assume that \( g \) is a finite-dimensional simple Lie algebra. Note that \( \beta \) in (4.14) can also be viewed as a linear map \( \beta : \bigwedge^n g \to g \), and the differential \( d_1 \) coincides with the Lie algebra cohomology differential with coefficients in \( g \). Using
that $H^n(g, g) = 0$, we can therefore assume that $\beta = 0$ in Eq. (4.14). In this way one can prove directly that
\[
H^0_{PV}(\gamma^k_g, \gamma^k_g) \simeq H^n_{LC}(\text{Cur } g, \mathbb{F}),
\]
which is consistent with Proposition 2.25. However, this isomorphism does not hold when $g$ is abelian.

**Corollary 4.13** Let $g$ be a finite-dimensional Lie algebra with a nondegenerate symmetric invariant bilinear form, and $k \in \mathbb{F}$ be nonzero.

(a) Every Casimir element of the PVA $\mathcal{V}_g^k$ has the form $\int (\alpha 1 + c)$, where $\alpha \in \mathbb{F}$ and $c \in Z(g)$, the center of the Lie algebra $g$.

(b) Every derivation of the PVA $\mathcal{V}_g^k$ is a sum of an inner derivation and a derivation that acts on the generators of $\mathcal{V}_g^k$ as $D_1(a) + D_2(a)$, $a \in g$, where $D_1 : g \rightarrow \mathbb{F}$ is such that $D_1([g, g]) = 0$ and $D_2 : g \rightarrow g$ is such that
\[
D_2[a, b] = [D_2a, b] + [a, D_2b], \quad (D_2a|b) + (a|D_2b) = 0, \quad a, b \in g,
\]
i.e., $D_2 \in \text{Der}(g) \cap o(g)$.

**Proof** This follows from the definitions and the proof of Theorem 4.10. $\square$

**Remark 4.14** Let $g$ be a finite-dimensional Lie algebra with a nondegenerate symmetric invariant bilinear form. Then Corollary 4.13 and Theorem 4.10 imply the following well-known isomorphisms:
\[
\begin{align*}
H^1(g, \mathbb{F}) &= (g/[g, g])^* \simeq Z(g), \\
H^2(g, \mathbb{F}) &\simeq (\text{Der}(g) \cap o(g))/\text{Inder}(g).
\end{align*}
\]
Explicitly, $c \in Z(g)$ corresponds to the 1-cocycle $\alpha(a) = (a|c)$, and $D \in \text{Der}(g) \cap o(g)$ corresponds to the 2-cocycle $\beta(a \otimes b) = (Da|b)$, for $a, b \in g$.

**Corollary 4.15** Let $g$ be a finite-dimensional simple Lie algebra, and $k \in \mathbb{F}$ be nonzero.

(a) Every Casimir element of the PVA $\mathcal{V}_g^k$ is a scalar multiple of $\int 1$.

(b) Every derivation of the PVA $\mathcal{V}_g^k$ is inner.

(c) Up to equivalence, any first-order deformation of $\mathcal{V}_g^k$, which preserves the product and the $[\partial]$-module structure, corresponds to a scalar multiple of the 2-cocycle given by $Y_{\lambda_1, \lambda_2}(a_1 \otimes a_2) = \lambda_1(a_1|a_2) + \langle \partial + \lambda_1 + \lambda_2 \rangle$ for $a_1, a_2 \in g$.

**Remark 4.16** Let $g$ be a finite-dimensional simple Lie algebra. Any Lie algebra cocycle $\beta \in (\bigwedge^{n-1} g^*)_g$ gives a PVA cochain $Z \in C_{PV}^{n-1}(\gamma^k_g, \gamma^k_g)$ defined by
\[
Z_{\lambda_1, \ldots, \lambda_{n-1}}(a_1 \otimes \cdots \otimes a_{n-1}) = \beta(a_1 \wedge \cdots \wedge a_{n-1})L + \langle \partial + \lambda_1 + \cdots + \lambda_{n-1} \rangle, \quad a_i \in g.
\]
Using that $d \beta = 0$ in the Lie algebra cohomology complex and $[a_\lambda L] = \lambda a$ for $a \in g$, we find that $dZ = Y$ is given by Eq. (2.59) from Proposition 2.28. This
proves that \( dY = 0 \) in both the variational PVA and LCA cohomology complexes. We claim that \( Y \) is not exact in LCA cohomology. Indeed, if \( Y = dX \) for some \( X \in C^{n-1}_L(Cur\, g, Cur\, g) \), then \( \Delta(X) = \Delta(Y) = 2 \) implies that \( X \) has the form

\[
X_{\lambda_1,\ldots,\lambda_{n-1}}(u) = \partial f(u) + \sum_{i=1}^{n-1} g_i(u) \lambda_i + \langle \partial + \lambda_1 + \cdots + \lambda_{n-1} \rangle, \quad u \in g^{\otimes(n-1)},
\]

for some linear maps \( f, g_i : g^{\otimes(n-1)} \to g \). Setting \( \partial = -\lambda_1 - \cdots - \lambda_{n-1} \), we can assume that \( f = 0 \). Then it is straightforward to compute \( dX \) and see that \( dX \neq Y \).

### 4.4 Cohomology of the Virasoro PVA

Recall the Virasoro PVA \( Vir^c \) of central charge \( c \in \mathbb{R} \), defined in Example 3.5. Obviously, it is conformal with Virasoro vector \( L \) and \( \Delta(L) = 2 \).

**Theorem 4.17** For every central charge \( c \in \mathbb{R} \), we have:

\[
H^n_{PV}(Vir^c, Vir^c) \simeq H^n_{LC}(\hat{K}^{Vir}, \mathbb{R}) = \begin{cases} \mathbb{R}[Y^n], & \text{for } n = 0, 2, 3, \\ 0, & \text{otherwise}, \end{cases}
\]

where

\[
Y^0 = 1 + \langle \partial \rangle = \int 1, \\
Y^2_{\lambda_1, \lambda_2}(L \otimes L) = \lambda_1^3 + \langle \partial + \lambda_1 + \lambda_2 \rangle, \\
Y^3_{\lambda_1, \lambda_2, \lambda_3}(L \otimes L \otimes L) = (\lambda_1 - \lambda_2)(\lambda_1 - \lambda_3)(\lambda_2 - \lambda_3) + \langle \partial + \lambda_1 + \lambda_2 + \lambda_3 \rangle.
\]

**Proof** By (3.39) and Theorem 3.26, every cohomology class in \( H^n_{PV}(Vir^c, Vir^c) \) has a representative \( Y \) such that

\[
\Delta(Y_{\lambda_1,\ldots,\lambda_n}(L^{\otimes_n})) - n = \Delta(Y) = 0 \text{ or } 1,
\]

hence

\[
\Delta(Y_{\lambda_1,\ldots,\lambda_n}(L^{\otimes_n})) \leq n + 1. \quad (4.17)
\]

Recall that, as a differential algebra,

\[
Vir^c = \mathbb{R}[L^{(i)} \mid i \in \mathbb{Z}_+], \quad L^{(i)} = \partial^i L,
\]

and \( \Delta(L^{(i)}) = i + 2 \). Moreover, \( \Delta(ab) = \Delta(a) + \Delta(b) \).

For \( n = 0 \), we have \( Y \in Vir^c/\partial Vir^c \), and (4.16) implies \( \Delta(Y) = 0 \) or 1. Hence, \( Y \) is a scalar multiple of \( Y^0 = \int 1 \), which is a Casimir element for \( Vir^c \).

Suppose now that \( n \geq 1 \). Note that, by (2.7),

\[
Y_{\lambda_1,\ldots,\lambda_n}(L^{\otimes_n}) \in Vir^c[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle.
\]
is skew-symmetric with respect to $\lambda_1, \ldots, \lambda_n$. Under the isomorphism
\[ \mathcal{V}ir^c[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n) \simeq \mathcal{V}ir^c[\lambda_1, \ldots, \lambda_{n-1}], \]
we can replace $\lambda_n$ by $-\partial - \lambda_1 - \cdots - \lambda_{n-1}$ and assume that
\[ Y_{\lambda_1, \ldots, \lambda_n} (L^{\otimes n}) \in \mathcal{V}ir^c[\lambda_1, \ldots, \lambda_{n-1}] \]
is independent of $\lambda_n$, and that it is skew-symmetric with respect to $\lambda_1, \ldots, \lambda_{n-1}$. Every skew-symmetric polynomial of $\lambda_1, \ldots, \lambda_{n-1}$ is divisible by $\prod_{1 \leq i < j \leq n-1} (\lambda_i - \lambda_j)$; hence, has degree $\gamma \geq (n-2)$. Since $\binom{n-1}{2} \geq n-2$ for all $n \geq 1$, we see from (4.17) that $Y$ has the form
\[
Y_{\lambda_1, \ldots, \lambda_n} (L^{\otimes n}) = \alpha(\lambda_1, \ldots, \lambda_n) 1 + \beta(\lambda_1, \ldots, \lambda_n) L \\
+ \gamma(\lambda_1, \ldots, \lambda_n) \partial L + \langle \partial + \lambda_1 + \cdots + \lambda_n \rangle. \tag{4.18}
\]
Here $\alpha$, $\beta$ and $\gamma$ are polynomials with coefficients in $\mathbb{F}$. Note that $\alpha$ is defined and is skew-symmetric modulo $\lambda_1 + \cdots + \lambda_n$. After replacing $\partial L$ with $-(\lambda_1 + \cdots + \lambda_n) L$ in (4.18), we can assume that $\gamma = 0$. Then $\beta$ is uniquely determined and is skew-symmetric in $\mathbb{F}[\lambda_1, \ldots, \lambda_n]$.

As above, we have $\deg \beta \geq \binom{n}{2} \geq n-1$, with equality only for $n = 2$. But (4.17) implies
\[ n + 1 \geq \deg \beta + \Delta(L) \geq (n-1) + 2, \]
which means that if $\beta \neq 0$, then $\deg \beta = n - 1$, hence $n = 2$ and $\beta(\lambda_1, \lambda_2) = (\lambda_1 - \lambda_2) b$ for some $b \in \mathbb{F}$. Consider the 1-cocycle $Z \in C^1_{PV}(\mathcal{V}ir^c, \mathcal{V}ir^c)$ defined by $Z_\lambda(L) = L + \langle \partial + \lambda \rangle$. Then
\[
(dZ)_{\lambda_1, \lambda_2} (L \otimes L) = [L_{\lambda_1} Z_{\lambda_2}(L)] - [L_{\lambda_2} Z_{\lambda_1}(L)] - Z_{\lambda_1 + \lambda_2}([L_{\lambda_1} L]) \\\n= (\lambda_1 - \lambda_2) L + \frac{c}{12} (\lambda_1^3 - \lambda_2^3) + \langle \partial + \lambda_1 + \lambda_2 \rangle. \tag{4.19}
\]
Replacing $Y$ with $Y - b d Z$, we can assume that $\beta = 0$ in (4.18).

We have shown that every $n$-cocycle for $\mathcal{V}ir^c$ is equivalent to a cocycle $Y$ such that
\[
Y_{\lambda_1, \ldots, \lambda_n} (L^{\otimes n}) = \alpha(\lambda_1, \ldots, \lambda_n) 1 + \langle \partial + \lambda_1 + \cdots + \lambda_n \rangle. \tag{4.20}
\]
We claim that if $Y = dX$ for some $(n-1)$-cochain $X$, then $X$ can be replaced with a cochain that also satisfies (4.20) for some $\alpha$ (with $n$ replaced by $n-1$). Since $\Delta(Y) = \Delta(X) = 0$ or 1, by the above discussion, we see that $X$ has the form (4.18) with $\gamma = 0$, for some $\alpha$, $\beta$ (again with $n$ replaced by $n-1$). But, as above, $\beta$ may be nonzero only when $n-1 = 2$. In this case,
\[
X_{\lambda_1, \lambda_2} (L \otimes L) = \alpha(\lambda_1, \lambda_2) 1 + (\lambda_1 - \lambda_2) b L + \langle \partial + \lambda_1 + \lambda_2 \rangle,
\]
for some \( b \in \mathbb{F} \). Comparing this with (4.19), we obtain that \( X - b dZ \) has no \( L \)-term. This proves the claim, as \( Y = dX = d(X - b dZ) \).

Therefore, we can reduce the coefficients in the cohomology to \( \mathbb{F} \). By Theorem 3.13(b), we obtain \( H^n_{PV}(Vir^c, Vir^c) \cong H^n_{LC}(\bar{R}Vir, \mathbb{F}) \). The rest of the proof follows immediately from Proposition 2.22 and Remark 2.24. □

**Corollary 4.18** For every \( c \in \mathbb{F} \), we have:

(a) Every Casimir element of the PVA \( Vir^c \) is a scalar multiple of \( \int 1 \).
(b) Every derivation of the PVA \( Vir^c \) is inner.
(c) Up to equivalence, any first-order deformation of \( Vir^c \), which preserves the product and the \( \mathbb{F}[\partial] \)-module structure, corresponds to a scalar multiple of the 2-cocycle given by \( Y_{\lambda_1, \lambda_2}(L \otimes L) = \lambda_1^2 + \langle \partial + \lambda_1 + \lambda_2 \rangle \).
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