Artificial Neural Network for Monthly Rainfall Rate Prediction
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Abstract. Rainfall rate forecasting plays an important role in various human activities. Rainfall forecasting is a challenging task due to the uncertainty of natural phenomena. In this paper, two neural network models are proposed for monthly rainfall rate forecasting. The performance of the proposed model is assessed based on monthly rainfall rate in Ampel, Boyolali, from 2001-2013. The experiment results show that the accuracy of the first model is much better than the accuracy of the second model. Its average accuracy is just above 98%, while the accuracy of the second model is approximately 75%. In additional, both models tend to perform better when the fluctuation of rainfall is low.

1. Introduction
Rainfall is a result of complex nature processes and become one of the main concerns in meteorological services. Rainfall forecasting is part of weather forecasting and is crucial for various sectors, such as agriculture [1-4], water resource management, flood management [5] as well as transportation. Rainfall prediction is useful to warn about natural disaster such as flood and to plan a head activity such as cropping pattern scheduling. Rainfall forecasting still become a challenging task due to the uncertainty of natural phenomena. It involves multiple specialized fields of expertise [6].

Many studies have been conducted on rainfall forecasting, however, success model of rainfall forecasting are rarely visible [6]. There are various categories of forecasting methods, such as Naïve approach, Judgmental methods, Quantitative and Qualitative methods, time series methods and artificial intelligence methods [7]. According to Shrivastava et al [7], there are two main approaches in rainfall forecasting, numerical and statistical methods. The performance of the numerical method depends on the initial condition, which is inherently incomplete. The method is poor for long-range prediction. On the other hand, the statistical method is widely used for long-term rainfall prediction. In their studies, [6] stated that statistical method performance were successful in normal monsoon rainfall but fail in extreme monsoon years [6]. In addition, the statistical method is useless for highly nonlinear relationship between rainfall and its predictors and there is no ultimate end in finding the best predictors [6].
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For decades, artificial neural network (ANN) has been applied for rainfall forecasting. The Artificial Neural Network analyzes the trend of existing data (such as historical set of rainfall rate data) and uses the trend for prediction [8]. It able to approximate the uncertain function that related forecast data to the actual weather and the non-linear relationship between predictors and predictant [9]. Large number of predictors can easily be implemented in neural network.

In this study, multi layer perceptron architecture with back propagation is proposed to predict monthly rainfall rate. The result can be used as a basis of crop plantation scheduling. The rest of the paper is organized as follow; related work in this field is described in section 2, the proposed artificial neural network is explained in section 3, experiments result and discussion is provided in section 4 and conclusion and future research direction is given in section 5.

2. Literature Review
Researchers have proposed various artificial neural network model of weather forecasting. Several parameters of weather have been modeled using artificial neural network, such as temperature, relative humidity and rainfall. Hu [10] implemented ADALINE system for weather forecasting, which became one of the earliest applications of artificial neural network in weather forecasting. Narvekar and Fargose [7] used artificial neural network with back propagation for daily weather forecasting. They use weather data in a certain region. The outputs of their model are the minimum and maximum temperature of the day, relative humidity and rainfall. Kaur et.al. [11] implemented artificial neural network to predict hourly temperature, relative humidity and wind speed for 24 hour ahead. The data is separated for winter, spring, summer and fall seasons. Based on their experiment, Kaur et al. stated that Radial Basis Function Network (RBFN) perform the best compared to the Multi Layer Perceptron (MLP), Elman Recurrent Neural Network (ERNN), and Hopfield Model (HFN). RBFN and MLP have relatively the same accuracy, but MLP consume more time in learning phase.

Harshani et al [8] proposed an ensemble neural network (ENN) for daily rainfall forecasting. ENN combine a finite number of ANNs that are trained for the same task. The result of the ANNs is combined using weighted average method. Their study uses forty-one years of daily data from the area of Colombo. The data is divided into four climates season every year with twenty-six variables. [8] stated that ENN gives more accuracy than individual Back Propagation Network (BPN), RBFN and General Regression Neural Network (GRNN).

Mekanik et al. proposed a long-term rainfall forecasting using large scale climate modes [5]. They select El Nino Southern Oscillation (ENSO) and Indian Ocean dipole (IOD) as predictors of rainfall. The data sample was obtained from three regions of Victoria, each having three rainfall stations. ANN with MLP architecture and Multi Regression (MR) were chosen in the study. The authors stated that their proposed ANN model shows higher correlation compared to MR model. The ANN also produces lower error than the MR.

Weather data over a long period of observation in specific area is sometime difficult to obtain. Missing data is often occurs in the data set. This could lead in difficulty in predicting the rainfall in the area. Several researchers develop models to reconstruct the missing data. Michaelides et al [12] implement ANN and multiple linear regressions to estimate missing rainfall data. Kalogirou [13] reconstruct the rainfall over time series using ANN.

Even though there are many researches on rainfall forecasting, identifying and predicting rainfall still become a challenging task. New models are continuously proposed and more intelligent computing methods are involved.

3. The Neural Network Configuration
Artificial Neural Network is a soft computing method that mimics the behavior of biological neural processing [3,14]. The method mainly used for classification and predictions. In this study, multi-layer perceptron (MLP) is chosen as the network for rainfall predictions. MLP is selected due to its ability for solving complex and non-linear problems. Backpropagation is used as the learning method [3].
backpropagation method consists of three steps: feed forward, calculating the error and feed backward.

Two neural networks models are proposed. Both models consist of input layer, one hidden layer and output layer. In the first network model, there are \( n \) input nodes, \( x_1, x_2, \ldots, x_n \) which denotes the rainfall rate of \( n \) previous years of the same months of the month that will be predicted. For example, if rainfall rate of Dec 2016 is predicted, the input is the data of rainfall rate of month December in the year of 2015, 2014, 2013, etc. The number of hidden nodes is set the same as the number of the input nodes. The output is the estimated rainfall rate of the month, \( o \). The network of the first model is illustrated in figure 1.

In the second model, the input nodes denotes the rainfall rate from the previous \( n \) years of the same months and the rainfall rate from previous \( m \) months from the last year of the selected month of the training data. For example, if rainfall rate of Dec 2016 is predicted, the input is the data of rainfall rate of month December in the year of 2015, 2014, 2013, etc and the data of the rainfall rate of month November 2015, October 2015, September 2015, etc. The network of the second model is illustrated in figure 2.

The transfer function and the activation function in the hidden layer nodes are given as follow:

\[
\begin{align*}
z_j &= b_jw_j + \sum x_iw_{ij}, \quad i = 1 : n \\
f_j(z_j) &= \frac{1}{1 + e^{-z_j}}
\end{align*}
\]
\[ f_j'(z_j) = \sigma f_j(z_j) \{1 - f_j(z_j)\} \]
\[ y_k = b \cdot w_b + \sum x_j w_{jk}, \ j = 1 : n \]
\[ O_k(y_k) = y_k \]
\[ O_k'(y_k) = 1 \]

The weight adjustment between the output layer and the hidden layer is given as follow:
\[ w_{jk}(t) = w_{jk}(t-1) + \Delta w_{jk} \]
\[ \Delta w_{jk} = \alpha \phi_{jk} \]
\[ \phi_{jk} = \delta_k y_k \]
\[ \delta_k = (T_k - Y_k) O_k'(y_k) \]

The weight adjustment between the hidden layer and the input layer is given as follow:
\[ w_{ij}(t) = w_{ij}(t-1) + \Delta w_{ij} \]
\[ \Delta w_{ij} = \alpha \phi_{ij} \]
\[ \phi_{ij} = \delta_i x_i \]
\[ \delta_i = f_j'(z_j) \sum \delta_k w_{jk}, \ k = 1 : n \]

where
\[ z_j = \text{transfer function in the hidden nodes} \]
\[ y_k = \text{transfer function in the output node} \]
\[ b = \text{bias} \]
\[ w_b = \text{weight of the bias} \]
\[ x_i = \text{input i} \]
\[ w_{ij} = \text{weight of node i to node j} \]
\[ f_j = \text{activation function in the hidden nodes} \]
\[ f_j' = \text{first derivatives of } f_j \]
\[ \sigma = \text{slope parameter of sigmoid function} \]
\[ O_j = \text{activation function in the output node} \]
\[ O_j' = \text{first derivatives of } O_j \]
\[ w_{ia}(t) = \text{weight of node i to node j at time t} \]
\[ \Delta w_{jk} = \text{delta of weight} \]
\[ \alpha = \text{learning rate} \]
\[ T = \text{output target} \]
\[ Y_k = \text{output estimation based on the calculation} \]

Mean square error (MSE) is used to evaluate the performance of the proposed network, and is given as:
\[ \text{MSE} = \frac{(\sum (T_i - Y_i)^2)}{l}, \ i = 1, 2, ..., l \]
where \( l \) is the number of training data.

4. Experiments Result
The performances of the proposed networks are evaluated based on the historical monthly rainfall data from 2001 to 2013 in Ampel, Boyolali, Central Java. The experiments were run on Intel ® Core™ i5-2410, 2.30 GHz, 4 GB RAM, and coded using Matlab R 2009a.

The data were normalized
\[ x_i = (x_i - \text{xmin}) / (\text{xmax} - \text{xmin}) \]

The normalized data is shown in figure 3.
In order to observe the effect of parameter setting, experiments on parameter sensitivity are conducted. The experiment is implemented on network model 1. The first observation was directed to investigate the value of initial weight, \( w \). The parameters were set as follow: \( n = 5 \), \( \alpha = 0.1 \), \( w = 0.1 \). Each parameter setting is run for each month in a year and is repeated 50 times. The maximum epoch for each run is 20. The result is then averaged for the whole months in a year. The experiment result show that the best result is obtained at approximately \( w = 0.5 \). The result is given in figure 4.

![Figure 3. The monthly average rainfall after normalized](image)

![Figure 4. The MSE for various weight](image)

The second observation is focused to examine the number of input \( n \). The parameters setting for the observation was set as follow: \( n = 2-12 \), \( \alpha = 0.1 \), \( w = 0.5 \). The experiment result show that there is slightly performance improvement where the number of input \( n \) increase from 2 to 7. Further increment of \( n \) will significantly improve the performance of the model. The result is shown in figure 5.

![Figure 5. The MSE for various number of input \( n \)](image)

The third observation is focused to examine the values of learning rate \( \alpha \). The parameters setting for the observation was set as follow: \( n = 8 \), \( \alpha = 0.00-1.00 \), \( w = 0.5 \). The experiment result show that there
is significant improvement for $\alpha = 0.00$ to $\alpha = 0.05$. Further increase in $\alpha$ will slightly decrease its performance. The experiment result is shown in figure 6.

![Figure 6. The MSE for various number of learning rate](image)

Based on the parameter sensitivity analysis, the parameter setting for model 1 is determined as follow: $n = 8$, $\alpha = 0.05$ and $w = 0.5$, while the parameter setting for network model 2 is determined as follow: $n = 8$, $m = 8$, $\alpha = 0.05$ and $w = 0.5$. The run is applied for each monthly data and is repeated 100 times. The maximum epoch for each run is 200 times. The result is then averaged. The experiments results for network model 1 are shown in figure 7.

![Figure 7. The MSE vs epoch](image)

The network model 1 calculates the rainfall rate of the same months from the previous $n$ years. The model only considers the annual cyclic of rainfall rate. On the other hand, the network model 2 considers both the annual cyclic of rainfall rate and the influence of rainfall rate from the $m$ previous months of the selected month. The average and deviation standard for model 1 and model 2 are shown in table 1. Table 1 show that the network model 1 is better than the network model 2 in term of accuracy and precision. The average accuracy of the first model is slightly higher than 98%, with the worst accuracy is just above 95%. On the other hand, the average accuracy of the second model is just
under 75%. Its MSE is approximately 20 times worse than the MSE of the first model. The experiment result reveals that the annual cyclic of seasons is a preponderant variable in determining the rainfall rate. It is superior compared to the effect of rainfall rate of the previous $m$ months.

Table 1. The average and deviation standard for model 1 and model 2

| Month | ANN Model 1 | ANN Model 2 |
|-------|-------------|-------------|
|       | Avg MSE     | stdev       | Avg MSE | stdev       |
| Jan   | 4.19E-03    | 8.72E-18    | 2.57E-01 | 0.00E-00    |
| Feb   | 4.37E-03    | 8.72E-19    | 1.93E-01 | 2.23E-16    |
| Mar   | 3.32E-02    | 4.18E-17    | 4.78E-01 | 5.58E-16    |
| Apr   | 3.43E-02    | 4.88E-17    | 4.08E-01 | 4.46E-16    |
| May   | 6.32E-03    | 7.85E-18    | 2.32E-01 | 2.79E-16    |
| Jun   | 7.22E-03    | 1.48E-17    | 2.26E-01 | 3.35E-16    |
| Jul   | 6.30E-03    | 1.74E-18    | 1.98E-01 | 1.95E-16    |
| Aug   | 2.64E-03    | 3.05E-18    | 1.39E-01 | 2.79E-16    |
| Sept  | 1.37E-02    | 3.49E-18    | 2.93E-01 | 3.35E-16    |
| Oct   | 3.96E-03    | 6.10E-18    | 1.91E-01 | 1.67E-16    |
| Nov   | 8.17E-03    | 1.05E-17    | 1.50E-01 | 1.95E-16    |
| Dec   | 2.49E-02    | 4.18E-17    | 3.23E-01 | 5.58E-17    |
| Avg   | 1.24E-02    | 1.58E-17    | 2.57E-01 | 2.56E-16    |

In order to support the comparison of both models, two-tailed t-test is conducted to determine the significance different of the methods. In the two tailed $t$-test, the value of $\alpha$ is divided in half, placing half in each tail. The null hypothesis in two tailed $t$-test is a particular value (based on table look up). There are two alternative hypotheses, one positive and one negative. The critical value of $t$, called $t_{critical}$, is written in plus and minus sign ($\pm$). The value of $t$ can be calculated as follow:

$$ t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}}} $$

Where $\bar{x}_1$ and $\bar{x}_2$ are the mean of experiment results for method 1 and method 2 respectively. $\sigma_1$ and $\sigma_2$ are the variance of experiment results for method 1 and method 2 while $n$ is the number of observation. In this study, the degrees of freedom equal to 6. The critical value $t_{critical}$ for $df=21$ and $\alpha = 0.05$ is 2.080. Three sign is used to indicate the results; ‘~’ indicate that there is no significant difference in the means, ‘+’ sign indicates that the mean value of model 1 is better (smaller) than model 2, and ‘-’ sign indicates that the mean value of model 1 is worse (larger) than model 2. The t-test result is given in table 2.

Table 2. t-test result

| Month | model 1 vs model 2 |
|-------|-------------------|
| Jan   | +                 |
| Feb   | +                 |
| Mar   | +                 |
| Apr   | +                 |
| May   | +                 |
| Jun   | +                 |
The t-test result show that model 1 is better that model 2 in all months. The first and the second models are performing the best in predicting the rainfall rate in August and performing the worst in predicting the rainfall rate in April and March respectively. Figure 8 shows that the MSE tends to increase when the deviation standard of the rainfall rate is high. In month March to April and September to October, the rainfall rate varies a lot. It might have the correlation with the climate change, from wet season to dry season in March to April, and from dry season to wet season in September to October.

![Figure 8. Stdev of monthly rainfall rate vs MSE](image)

5. Conclusion
In this paper, two novel artificial neural network models are proposed. The model is used to predict monthly rainfall rate. The performance of the proposed model is evaluated based on the monthly rainfall rate in Ampel, Boyolali, Central Java, from 2001 to 2013. The parameter setting is determined through parameter sensitivity analysis.

The experiment result shows that the accuracy of the first model is significantly better than the second model. It MSE is approximately 20 times better than the MSE of the second model. The results also reveals that the models will perform better if the rainfall fluctuation is smaller, e.g. rainfall in August. In months March, April and December, the accuracy of the proposed models tends to be low as the fluctuation of rainfall is high.

Future research can be extended in several ways. The proposed models could be extended in order to improve its accuracy. The performances of the proposed models need to be evaluated based on larger data, such as daily or weekly rainfall rate.

References
[1] N. Kumar and G. K. Jha, "A time series ANN approach for weather forecasting," International Journal of Control and Computer Modelling, vol. 13, pp. 19-25, 1 January 2013.
[2] M. Narvekar and P. Fargose, "Daily weather forecasting using artificial neural network," International Journal of Computer Applications, vol. 121, pp. 0975-8887, 2015.
[3] Paras, S. Mathur, A. Kumar, and M. Chandra, "A Feature Based Neural Network Model for Weather Forecasting," International Journal of Computational Intelligence, vol. 4, pp. 209-216, 2007.

[4] Abhisek K, Singh M.P., Ghosh, S., Anand A., “Weather forecasting model using artificial Neural Network”, Procedia Technology, vol 4, pp. 311-318, 2012

[5] F. Mekanik, M. A. Imteaz, S. Gato-Trinidad, and A. Elmahdi, "Multiple regression and artificial neural network for long-term rainfall forecasting using large scale climate modes," Journal of Hydrology, vol. 503, pp. 11-21, 2013.

[6] Shrivastava, G., Karmakar, S., Guhathakurta, P., Kowar, M.K., “Application of Artificial Neural Networks in Weather Forecasting: A Comprehensive Literature review, International Journal of Computer Applications, vol 51, no 18, pp. 17-29, 2012

[7] Narvekar, M., Fargose, P., “Daily weather forecasting using artificial neural network”, International Journal of Computer Applications, vol 121, no 22, pp. 9-13, 2015.

[8] Harshani R.K. Nagahamulla, Uditha R. Ratnayake, Asanga Ratnaweera, “An ensemble of artificial neural network in rainfall forecasting”, The International Conference on Advances in ICT for Emerging Regions - , pp. 176-181, 2012.

[9] Koizumi, K., “ An objective method to modify numerical model forecast with newly given weather data using an Artificial Neural network”, Weather and forecasting, American Meteorological Society, vol 14, pp. 109-118, 1999.

[10] Hu, M.J.C., “Application of ADALINE system to weather forecasting", Technical report, Stanford Electron, 1964.

[11] Kaur, A., Sharma, J.K., Agrawal, S., “Artificial neural network in forecasting maximum and minimum relative humidity”, International journal of Computer Science and Network Security, vol 11, no 5, pp. 197-199, 2011

[12] Michaelides, S.C., Neocleous, C.C., Schizas, C.N. “Artificial neural networks and multiple linear regression in estimating missing rainfall data”, International Conference on Digital Signal Processing, pp. 668-673, Limassol, Cyprus, 1995.

[13] Kalogirou, S.A., Neocleous, C., Constantinou, C.N., Michaelides, S.C., Schizas, C.N., “ A time series construction of precipitation records using artificial neural networks”. Proceeding of EUFIT ‘97, pp. 2409-2413, Germany, 1997.

[14] Graupe, D., 2013," Principle of Artificial Neural Networks”, 3rd edition, World Scientific, UK.