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\begin{abstract}
Objective: To demonstrate how non-negative matrix factorization can be used to learn a temporal topic model over a large collection of primary care clinical notes, characterizing diverse COVID-19 pandemic effects on the physical/mental/social health of residents of Toronto, Canada.

Materials and Methods: The study employs a retrospective open cohort design, consisting of 382,666 primary care progress notes from 44,828 patients, 54 physicians, and 12 clinics collected 01/01/2017 through 31/12/2020. Non-negative matrix factorization uncovers a meaningful latent topical structure permeating the corpus of primary care notes. The learned latent topical basis is transformed into a multivariate time series data structure. Time series methods and plots showcase the evolution/dynamics of learned topics over the study period and allow the identification of COVID-19 pandemic effects. We perform several post-hoc checks of model robustness to increase trust that descriptive/unsupervised inferences are stable over hyper-parameter configurations and/or data perturbations.

Results: Temporal topic modelling uncovers a myriad of pandemic-related effects from the expressive clinical text data. In terms of direct effects on patient-health, topics encoding respiratory disease symptoms display altered dynamics during the pandemic year. Further, the pandemic was associated with a multitude of indirect patient-level effects on topical domains representing mental health, sleep, social and familial dynamics, measurement of vitals/labs, uptake of prevention/screening maneuvers, and referrals to medical specialists. Finally, topic models capture changes in primary care practice patterns resulting from the pandemic, including changes in EMR documentation strategies and the uptake of telemedicine.

Conclusion: Temporal topic modelling applied to a large corpus of rich primary care clinical text data, can identify a meaningful topical/thematic summarization which can provide policymakers and public health stakeholders a passive, cost-effective, technology for understanding holistic impacts of the COVID-19 pandemic on the primary healthcare system and community/public-health.
\end{abstract}

1. Introduction

The coronavirus disease 2019 (COVID-19) pandemic is associated with the viral respiratory pathogen severe acute respiratory syndrome coronavirus-2 (SARS-CoV2). COVID-19 infection is known to cause a spectrum of acute symptoms and long-term health consequences [1,2]. Some infected individuals experience asymptomatic or mild disease [3,4]. Many COVID-19 infections result in moderate disease, with patients displaying symptoms consistent with acute respiratory disease and/or viral pneumonia (fever, cough, shortness of breath, sore throat, headache, tiredness) [5]. A small proportion of COVID-19 infections result in severe, life-threatening symptoms (e.g. acute respiratory...
Patients can experience a spectrum of symptoms long after recovering from COVID-19 infection (post-acute COVID-19 syndrome and “long COVID”) [1].

Across the globe, governments in concert with their public health institutions have experimented with a multitude of non-pharmaceutical interventions to mitigate the spread of COVID-19 within their jurisdictions [7,8]. Large scale public health communication efforts have promoted the importance and benefits of social distancing, mask wearing and hand washing as simple effective measures to reduce COVID-19 transmission risks. Contact tracing has been used to identify and quarantine infected persons and their contacts. In certain circumstances, governments have implemented targeted “stay-at-home orders”, and other “lockdown measures”. Oftentimes, these lockdown orders include a combination of non-essential business closures, school closures, limits on large scale gatherings, closure of government and civic institutions, and restricted inter-jurisdictional travel. These blunt policy-instruments aim to directly reduce viral disease transmission through reduced person-to-person contact. The indirect consequences of these policy interventions can include side-effects, such as social isolation and disrupted familial relationships, reduced employment and loss of income, decreased access to essential services including healthcare, and changes to health behaviours, lifestyle factors (e.g. diet/food-security, exercise), substance use patterns, and overall physical and mental health [9]. COVID-19 can impact individual and population health in many ways; and an improved understanding of the myriad of mechanisms through which the COVID-19 pandemic has impacted lives will help in planning for a post-COVID recovery.

To date, primary care clinical text data has been a relatively under-utilized data source for evaluating and monitoring COVID-19 pandemic effects. With increased adoption of electronic medical record (EMR) systems, primary care physicians are amassing large quantities of longitudinal digital health information on their patients. A large proportion of the patient EMR data exists in an unstructured free-text format captured in clinical notes. The clinical narratives consist of rich and expressive information capturing important patient information and activities performed by the primary healthcare system, providing unique insights regarding patient symptoms, disease diagnosis and prognosis, and disease prevention and management. This includes the management of COVID-19 in community-based primary care. We posit that primary care practice patterns will have evolved over the pandemic to address changing local and community needs and EMR clinical text data can be used to characterize this evolution.

The objective of this study is to demonstrate how unsupervised temporal topic models can be applied to a large body of primary care clinical text data, to generate a meaningful characterization of the impact of the COVID-19 pandemic on the primary healthcare system in Toronto, Canada. We illustrate how the learned topic model characterizes dominant activities performed by primary care physicians; and encodes acute and chronic health conditions commonly encountered in patients. Given the learned latent topical basis over the corpus, we apply a straightforward multivariate data transformation to the resulting parameter estimates, yielding a multivariate time series data structure. Using time series methods and visualizations, we monitor the evolution of primary care topical series over time, and we identify direct and indirect COVID-19 pandemic effects on primary care practice patterns. We conduct several robustness checks to illustrate the stability of the resulting inferences across model hyper-parameter configurations and/ or data perturbations. We posit that the proposed methodology can be used as a cost-effective technology for passive surveillance of the primary health care system, characterizing changing primary healthcare practice patterns during the pandemic and identifying a myriad of direct and indirect pandemic effects on community physical, mental, and social health.

2. Methods

2.1. Study setting and context

The study setting was Toronto, Canada – the fourth most populous city in North America [10]. The study was conducted by the University of Toronto Practice Based Research Network (UTOPIAN, https://www.dcfm.utoronto.ca/landing-page/utopian) using free-text data from North York Family Health Team (NYFHT, https://www.nyfht.com). NYFHT is one of the largest primary care teams in Canada; 91 family physicians are members, with over 90,000 patients. These family physicians work in twelve clinic locations geographically distributed across the north-central part of Toronto, Canada. NYFHT provides primary healthcare services to patients living in some of Canada’s most densely populated, ethnically, and economically diverse and multicultural neighborhoods.

As of writing, Toronto, Canada has experienced three waves of COVID-19 infection since the WHO declared COVID-19 a global pandemic in March 2020. The first wave of COVID-19 infections occurred between March-2020 and July-2020. The second wave of COVID-19 infections occurred between September-2020 and March-2021. A third wave of COVID-19 began in March-2021 and has resolved in early June-2021 [11]. This study focuses on data extracted from the EMR up to December 31, 2020.

Toronto has been considered a “hot spot” for COVID-19 infections in Canada. It had high per-capita rates of lab-confirmed COVID-19 infections, and extensive government-imposed lockdown measures. Each pandemic wave has been associated with attempts to reduce person-to-person contacts and population mobility through “stay-at-home orders”, “shutdowns” or “lockdowns”, where non-essential services operated at reduced capacity or were closed entirely. Specific restrictions have included non-essential business closures, work/learn from home mandates, reduced access (or closures) of many public/civic services (e.g., schools, daycares, libraries, etc.) and limitations on inter-jurisdictional travel/mobility.

2.2. Study design & study population

The study employs a retrospective open cohort design. We included information from the records of physicians consenting to share their EMR data with the University of Toronto Practice Based Research Network (UTOPIAN) for the purposes of research and quality improvement. All patients contributing at least one primary care clinical note between Jan-01-2017 through Dec-31-2020 were included in the study sample. The clinical note was the primary unit of analysis. Clinical notes include digital narratives arising from in-person visits, emails, telephone calls and other communications, whether entered by the family physician or other member of the primary care team. Clinical notes were excluded if there was missing information on any of the following variables: physician ID, patient ID, note ID, note date, patient age, patient sex, or patient postal code. We only included clinical notes with forward sortation areas (the first elements of the postal code) beginning with M (Toronto, Canada) or L (Greater Toronto Area outside of the city of Toronto). We limit our analysis to primary care physicians who on average wrote at least one note per day over the study period.

2.3. Computationally processing the primary care clinical note text corpora

Raw text data is digitally stored as a flat file/list/vector (with n=1…N elements); each clinical note is a sequence of digital characters of varying length; we map each clinical note to a P-dimensional term-frequency vector. Mapping each clinical note (n=1...N) to a unique vector yields an N-by-P array of data (X ∈ R^{N×P}). A given element of the matrix, X_{np}, is a non-negative count variable, denoting the number of
times a given token/word \((p)\) occurs in each clinical note \((n)\). The data structure is colloquially known as a “document-term-matrix” (DTM) \cite{12,13}.

The chief problem associated with construction of the DTM is specification of the set of tokens \((p=1…P)\) included in the final dictionary of the corpus. Below we summarize key steps in our sequential text tokenization and normalization pipeline:

- We tokenize text strings on white space boundaries (i.e. spaces, tabs, newlines, etc.).
- We normalize tokens using lowercase conversion.
- We normalize tokens, keeping only alphabetic characters (removing digits/punctuation).
- We remove single character tokens from our final dictionary.
- We normalize tokens using lowercase conversion.
- We tokenize text strings on white space boundaries (i.e. spaces, tabs, newlines, etc.).

Following manual review we identified \(P=2210\) distinct tokens for inclusion in the final vocabulary/dictionary. The total number of tokens in the reduced corpus was 10,574,614. The tokens included were mainly medical terms (e.g. disease names, disease symptoms, drug names, medical procedures, medical specialties, anatomical locations, etc.). We excluded stop words/tokens (syntactic/functional tokens containing little clinical semantic meaning). Words with low occurrence frequency were excluded (to save time/resources in our manual review; and, for computational considerations related to NMF model fitting). The entire list of \(P=2210\) tokens is included in supplemental Appendix A.

All text processing was conducted using 64-bit R version 4.0.2. We used the following base R string processing functions (i.e. no external packages) to carry out tokenization and vocabulary normalization: strsplit(), gsub(), nchar(), length(), table(), match().

2.4. Non-Negative matrix factorization and topic models

Non-Negative Matrix Factorization (NMF) is a statistical model which seeks to factorize or decompose a non-negative input matrix into two non-negative sub-matrices \cite{14,15}. When NMF is applied to an input DTM, the resulting matrix factorization results in a topic model interpretation \cite{16,17}.

More specifically, NMF factorizes the \(N\)-by-\(P\) dimensional DTM into two sub-matrices of dimension \(N\)-by-\(K\) (\(\theta\)) and \(K\)-by-\(P\) (\(\phi\)), respectively. The DTM \((X)\) consists of non-negative integers (i.e. word frequency counts) whereas the learned matrices \((\theta, \phi)\) consist of non-negative real values. Mathematically the goal is to learn the values of the latent matrices \((\theta, \phi)\) that best approximate the input dataset \((X)\), subject to the non-negativity constraints \((X \approx \theta\phi)\). Details on iterative estimation routines for NMF models are covered in \cite{18,19}.

The statistical quantities returned from fitting a NMF model to the input DTM include a \(N\)-by-\(K\) dimensional matrix of per-document topic weights/distributions \((\theta)\) and a \(K\)-by-\(P\) dimensional matrix of per-topic word weights/distributions \((\phi)\). The matrix of per-document topic weights/distributions \((\theta)\) act to indicate which topics are important to a given document. The matrix of per topic word weights \((\phi)\), describe a distribution over words/tokens empirically observed in the vocabulary. Individual vectors of the matrix \((\phi_k)\) for \(k=1…K\) cluster semantically correlated words/tokens and can be used to characterize the topical/thematic content of the document corpora.

Non-negative matrix factorization models were fit in 64-bit Python version 3.6 using the function sklearn.decomposition.NMF() from sklearn version = 0.24.2 module. Our primary analytic model contains \(K=50\) latent topical/thematic bases. We do not regularize the latent parameter matrices. Parameter matrices are randomly initialized. Parameter matrices are updated using a gradient descent method on an Frobenius-norm loss function. We employ a loss function convergence tolerance of 1e-5 for terminating iterative updates.

2.5. Time series analysis and temporal topic modelling methodology

The matrix of per-note topical prevalence weights \((\theta \in \mathbb{R}^{NX})\) provides a low-dimensional representation of each input clinical note in the corpus \((n=1…N)\). After transformation, the NMF model can be thought of representing each clinical note as a \(K\)-dimensional categorical probability vector, expressing the affinity of a given note to a given latent topic. For each primary care clinical note in this study, we know the associated date between Jan-01-2017 through Dec-31-2020 which the note was recorded. We discretize the time scale into 208 weekly intervals (indexed \(t=1…T\)). In a given weekly interval, we observe a sub-sample \(N_t\) clinical notes, each represented in their \(K\)-dimensional topical space. For each interval \(t=1…T\), we compute a multivariate (length-\(K\)) topical mean vector using the sample of \(N_t\) notes in the particular weekly interval. Following such a transformation, we arrive at a multivariate time series data structure \((\bar{\theta}_{NT})\). Each column \((k=1…K)\) represents a length-\(T\) time series object, describing how the average topical prevalence varies over weekly intervals in our study. We plot each of the \(k=1…K\) topical time series functions, qualitatively exploring topical evolution/dynamics through time. We are interested in describing trends, seasonal harmonic patterns, and identifying/exploring COVID-19 pandemic effects in each of these time series. Additionally, we partition each latent topical series into two distinct strata: 1) 156 weekly measures observed between 01-Jan-2017 through 31-Dec-2019 (a pre-pandemic period); and 2) 52 weekly measures observed between 01-Jan-2020 through 31-Dec-2020 (the first COVID-19 pandemic year). Using data from 2017 to 2019 we fit an additive linear model including year/week as discrete covariates to each of the \(k=1…50\) univariate time series (we use an AR-1 correlation structure to account for residual
dependence in the time series). For each of the k=1…50 series, we estimate/plot the mean topical prevalence and associated 95% confidence interval for each of the 156 weekly intervals in the pre-pandemic period. Using these models, we project/forecast topical prevalence estimates into the 2020 pandemic year. For each of the 52 weeks under consideration we compare observed versus predicted values and assess whether observed values are contained within model-implied 95% prediction limits. These analyses complement the descriptive time series plots, and assist stakeholders identify which univariate topical prevalence series are potentially “out-of-control” during the pandemic period. The results/visualizations are reported in appendices E1-E50.

2.6. Evaluating model stability and robustness

The primary analytic model reported in this study included K=50 latent topical bases. We arrive at the final model (of complexity K=50) using a human-in-the-loop approach, where subject matter experts and analysts review aspects of learned matrices (θ and φ); ultimately selecting a model which appropriately trades off complexity and quality (noting by Occam’s razor, that we prefer simpler models; provided they fit the underlying data structures with reasonable fidelity). The subjective “eyeballing” approach is commonly employed in applied topic modelling communities, however, lacks a sense of empirical rigor. To enhance confidence in the robustness of proposed inferences, we fit several additional temporal topic models under different hyper-parameters and/or data perturbations, illustrating stability of conclusions across a variety of model fits.

The most important hyper-parameter in any topic model is the choice of model complexity (K). If K is chosen to be too small, the model will lack capacity to provide a holistic summary of complex document collections; and returned topical vectors may combine semantically unrelated words/tokens. Conversely, if K is chosen to be too large, the returned topical vectors may be redundant and a parsimonious explanation of a complex phenomena may not be achieved. In this study, we report on a model with K=50 latent topical bases; however, in supplemental appendices B1-B6 we also report on models trained with several additional temporal topic models under different hyperparameter configurations and/or data perturbations, illustrating stability of conclusions across a variety of model fits.

Latent parameter matrices in temporal topic models are learned using iterative algorithms (in this study we use gradient descent). Initialization conditions for latent parameter matrices often play an important role in determining final model estimates (as the model loss landscape is high-dimensional and non-convex). In supplemental appendices C1-C5 we fit models using five different random seeds (resulting in five different random initializations of θ and φ) and investigate stability/robustness of resulting multivariate time series as a function of the matrix initialization hyper-parameter.

Lastly, we bootstrap five separate DTM’s (sampling documents with replacement, from the empirically observed corpus). Large-sample bootstrap theory suggests each bootstrap replicate sample will contain 63.2% of the unique documents contained in the original collection (whereas; the remaining 36.8% of documents will not be included for analysis in a given bootstrap replicate sample). For each of the five bootstrap replicate samples, we fit five separate NMF models (with five different initialization seeds). We construct five separate multivariate time series data structures (using the learned latent matrices, from the five independent NMF fits) and assess stability/robustness of inferences under bootstrap data perturbation. The results of the bootstrap stability analysis are presented in appendices D1-D5.

2.7. Research ethics

This study received ethics approval from North York General Hospital Research Ethics Board (REB ID: NYGH #20–0014).

Table 1

descriptive statistics for primary care clinical note corpus (note level unit of analysis) and contributing patient sample (patient level unit of analysis).

| Age          | N = 382,666 Unique Notes | N = 44,828 Unique Patients |
|--------------|--------------------------|----------------------------|
| - 0 to 20 years | 36,344 (9.5%)             | 6,412 (14.3%)              |
| - 20 to 40 years | 71,481 (18.7%)            | 10,704 (23.9%)             |
| - 40 to 65 years | 130,172 (34.0%)           | 16,117 (35.9%)             |
| - 65 to 85 years | 112,293 (29.3%)           | 9,411 (21.0%)              |
| > 85 years     | 32,376 (8.5%)             | 2,184 (4.9%)               |

| Sex          | N = 382,666 Unique Notes | N = 44,828 Unique Patients |
|--------------|--------------------------|----------------------------|
| - Male       | 123,093 (32.2%)          | 16,929 (37.8%)             |
| - Female     | 259,573 (67.8%)          | 27,899 (62.2%)             |

* Note: The number of unique patients in each year of study does not sum to N = 44,828 (number of unique patients in overall sample).

3. Results

3.1. Descriptive characteristics and corpus summary statistics

Our transformed and processed primary care clinical note corpus was comprised of 382,666 unique clinical notes, observed on 44,828 unique patients. The youngest patient in the sample was a few days old, and the oldest patient in the sample was 110 years old. Female patients are observed more frequently than male patients. Table 1 describes the characteristics of the corpus and our patient sample.

3.2. An NMF topic model of the primary care system in Toronto, Canada

The input DTM is of dimension 382,666 (rows/notes) by 2210 (columns/tokens). The corpus is comprised of 10,574,614 total tokens. The DTM is 99.1% sparse (i.e. contains few non-zero elements). The top-50 most frequently occurring words in the initial and final corpora are given in Table 2 below. The most frequently occurring words in the initial corpus are dominated by syntactic/functional words whereas, the most frequently occurring words in the manually curated dictionary include medical words with relatively precise semantic meanings (apart from issues of polysemy). We note the term “covid” appears as one of the top-50 most frequent words, in spite of the pandemic only commencing in 2020.

We fit a NMF model with 50 latent topical bases to the primary care clinical note corpus. Table 3 lists the top-10 words loading most strongly on each of the K=50 learned latent topics. Tokens loading strongly on a specific topic tend to be semantically correlated. We use the learned topical basis vectors to characterize the major activities performed by the primary care physicians, and further provide an unsupervised representation of community health/well-being of those residing in Toronto, Canada.

NMF learns a topical summarization that meaningfully characterizes a diverse array of clinical activities which the archetypical primary care physician orchestrates on a daily basis, including: disease prevention (e.g. lifestyle monitoring, cancer screening, annual influenza programs), monitoring and management of chronic physical and mental health conditions (e.g. depression/anxiety, cardiovascular disease, arthritis, etc.), management of acute physical health conditions (e.g. cough/cold/flu, urinary tract infections, lesions/swelling, localized pain, etc.), medication prescribing, medical specialist referral coordination and handling of other social/familial-dynamic issues (e.g. patients/families, work, school, life-events, etc.).
Table 2
Top-50 most frequently occurring tokens/words in the final analytic primary care clinical note corpora.

| Token    | Occurrence Frequency | Percentage of Total Tokens |
|----------|----------------------|---------------------------|
| pain     | 316,634              | 2.99                      |
| bp       | 234,785              | 2.22                      |
| mg       | 222,084              | 2.13                      |
| back     | 154,809              | 1.27                      |
| work     | 104,072              | 0.99                      |
| feels    | 96,593               | 0.91                      |
| fever    | 87,352               | 0.83                      |
| chest    | 83,473               | 0.79                      |
| symptoms | 78,641               | 0.74                      |
| medications | 77,904          | 0.74                      |
| weight   | 72,072               | 0.68                      |
| blood    | 69,853               | 0.66                      |
| systolic | 66,768               | 0.63                      |
| heart    | 65,568               | 0.62                      |
| tablets  | 65,231               | 0.62                      |
| diastolic| 64,739               | 0.61                      |
| flu      | 63,821               | 0.60                      |
| bw       | 63,391               | 0.60                      |
| tablet   | 61,908               | 0.59                      |
| cough    | 59,615               | 0.56                      |
| feeling  | 58,823               | 0.56                      |
| sleep    | 58,224               | 0.55                      |
| meds     | 57,090               | 0.54                      |
| referral | 54,869               | 0.52                      |
| bpm      | 51,979               | 0.49                      |
| rx       | 50,555               | 0.48                      |
| anxiety  | 50,398               | 0.48                      |
| bp       | 48,583               | 0.46                      |
| mood     | 48,029               | 0.45                      |
| vaccine  | 47,387               | 0.45                      |
| dose     | 44,956               | 0.43                      |
| tylenol  | 44,586               | 0.42                      |
| shot     | 44,329               | 0.42                      |
| family   | 43,117               | 0.41                      |
| swelling | 41,702               | 0.39                      |
| abdo     | 41,582               | 0.39                      |
| knee     | 41,376               | 0.39                      |
| skin     | 41,041               | 0.39                      |
| rn       | 40,282               | 0.38                      |
| throat   | 40,177               | 0.38                      |
| er       | 39,119               | 0.37                      |
| diet     | 38,814               | 0.37                      |
| covid    | 38,502               | 0.36                      |
| exercise | 38,465               | 0.36                      |
| neck     | 38,082               | 0.36                      |
| health   | 38,078               | 0.36                      |
| ear      | 37,501               | 0.35                      |
| urine    | 36,143               | 0.34                      |
| felt     | 35,531               | 0.34                      |

3.3. Time series analysis characterizing evolution of mean topical prevalence vectors in Toronto, Canada

We transform the latent matrix of per-note topical prevalence vectors ($\theta \in \mathbb{R}^K$) into a multivariate time series data structure ($\tilde{\mathbf{D}} \in \mathbb{R}^{KT}$). We use a heatmap to visualize the evolution of latent primary care topics over the study timeframe (Fig. 1). We note that year-over-year dynamics of the latent primary care topical series appear roughly stable between 2017 and 2019. Following March 2020, when COVID-19 “lockdown measures” were initiated, we observe a myriad of changes in select latent primary care topical series. Each of the $K=50$ independent time series plots, depicting the evolution of topical prevalence over time, is included in Appendix Figures E1-E50. Observed values from each latent topical series can be compared against AR1 dynamic regression model predicted values; and provide a sense of which series exhibit meaningful COVID-19 related impacts. In general, four qualitative patterns of change are observed following March-2020 COVID-19 restrictions in the K=50 latent topical series: 1) in certain topical series the COVID-19 pandemic has resulted in altered seasonal/harmonic patterns, 2) other series demonstrate short-term COVID-19 pandemic effects which temper over-time eventually returning to pre-COVID-19 baseline, 3) select series exhibit COVID-19 pandemic related level-shifts in topical prevalence which have not trended towards baseline levels, and finally 4) few series suggest the COVID-19 pandemic has resulted in little/no change.

3.4. Robustness and stability analyses of learned NMF temporal topic models

We perform an extensive series of post-hoc robustness analyses to demonstrate the stability of temporal topic model inferences generated in this study. All the robustness/stability analyses conducted follow a similar template: we alter important model hyper-parameters and/or stochastically perturb the underlying DTM, we re-estimate NMF models and their latent parameter matrices ($\theta$ and $\phi$), and critically re-interpret the resulting multivariate time series data structures ($\tilde{\mathbf{D}} \in \mathbb{R}^{KT}$) used for inferring COVID-19 effects on primary care and community health. Each re-analysis results in generation of a unique heatmap used for visualizing the multivariate topical time series data structure (containing $K=\{25,40,45,50,55,60,75\}$ rows/topics depending on the NMF model fit; and all containing $T=208$ weekly time strata). The exhibits generated in the sensitivity analyses replicate Fig. 1 illustrated above. Appendices B1-B6 display the results of varying the NMF model complexity parameter over the grid $K=\{25,40,45,55,60,75\}$. Appendices C1-C5 display the results of varying random initialization seeds for the latent parameter matrices estimated by NMF. And appendices D1-D5 display the results of randomly perturbing the input DTM using a stochastic bootstrap methodology. Nearly all descriptive inferences derived from Fig. 1 above are corroborated over the 16 sensitivity analyses conducted in this section, building trust that the inferences generated by the study are stable/robust (i.e. the temporal dynamics of the latent topical series observed in the sensitivity analysis appear qualitatively similar to what was observed on the original analysis presented in Fig. 1).

4. Discussion

This study has demonstrated how NMF temporal topic modelling can be applied to a large corpus of primary care clinical notes to: 1) extract an informative latent thematic basis which meaningfully summarizes clinical practice patterns and identifies physical/mental/social-health issues permeating the large text dataset, and 2) characterize the evolution of the latent topics over time, hence, permitting a holistic understanding of how the COVID-19 pandemic impacted primary care practice patterns in Toronto, Canada. The rich primary care clinical note data capture a myriad of pandemic-related effects. In terms of direct effects, topics encoding respiratory disease symptoms display altered practice patterns in Toronto, Canada. The rich primary care clinical note corpora public-health (before/during/after the pandemic).
identifies a myriad of primary care topics which have been substantially altered by the COVID-19 pandemic. We divide the K=50 latent primary care topical series into 4 groups displaying similar temporal dynamics: 1) series which the COVID-19 pandemic has resulted in altered seasonal/harmonic patterns, 2) series demonstrating short-term COVID-19 pandemic effects which temper over-time eventually returning to baseline, 3) series exhibiting COVID-19 pandemic related level-shifts in topical prevalence which have not trended towards baseline levels, and finally 4) series for which the COVID-19 pandemic has resulted in little/no change.

Topic 37 (covid, health, physical, emergency, pandemic) demonstrates the most noticeable change in temporal dynamics pre-vs-post COVID-19. We note the string “covid” occurred over 38,000 times in the corpus. The observed “covid” topic likely encodes direct COVID-19 related symptoms of COVID-19 infection (Topic 3: fever, diarrhea, vomiting; Topic 15 sore, throat, viral; Topic 23 cough, sob). The token “covid” is the most-probable word under Topic 37, and appears in the top-5% of tokens of lockdown measures in the city of Toronto (March 2020), with effects mediating in the summer of 2020 as social activities were permitted to resume. The value in parentheses () next to a given word denotes the extent to which that word loads onto the specific topic.

Topical prevalence which have not trended towards baseline levels, and personal harmonic disruptions in primary care topical series characterizing symptoms of acute respiratory disease and viral infection, characteristic symptoms of COVID-19 infection (Topic 3: fever, diarrhea, vomiting; Topic 15 sore, throat, viral; Topic 23 cough, sob). The token “covid” is the most-probable word under Topic 37, and appears in the top-5% of tokens of lockdown measures in the city of Toronto (March 2020), with effects mediating in the summer of 2020 as social activities were permitted to resume. The value in parentheses () next to a given word denotes the extent to which that word loads onto the specific topic.

Topical prevalence which have not trended towards baseline levels, and personal harmonic disruptions in primary care topical series characterizing symptoms of acute respiratory disease and viral infection, characteristic symptoms of COVID-19 infection (Topic 3: fever, diarrhea, vomiting; Topic 15 sore, throat, viral; Topic 23 cough, sob). The token “covid” is the most-probable word under Topic 37, and appears in the top-5% of tokens of lockdown measures in the city of Toronto (March 2020), with effects mediating in the summer of 2020 as social activities were permitted to resume. The value in parentheses () next to a given word denotes the extent to which that word loads onto the specific topic.
that few other data sources, apart from primary care clinical text data, would contain rich/expressive information on mental health conditions and social/familial dynamics (or if the data were available from self-reported surveys, it would be subject to self-report bias, and lack the scientific/clinical precision of an expert primary care physician observer/monitor). Further, we notice short-term pandemic effects, followed by regression to baseline or over-compensation, in preventative care and screening topics (Topic 18: pap, bleeding, vaginal; Topic 20: injections/immunizations, cancer screening; and Topic 35: rn, immunization, baby). Similarly topics encoding labs/blood-work (Topic 5) and topics loading on referrals to medical specialists (Topic 45) also show short-term effects in line with wave-01 lockdowns; which reverse as restrictions are lifted. Finally, a number of topics characterizing chronic physical health conditions also illustrate short-term pandemic effects which remediate following the reversal of wave-01 lockdown measures (Topic 4: neuro, headache; Topic 12: pain, physio; Topic 13: ears, hearing; Topic 38: back, spine, physio; and Topic 40: knee, swelling, oa).

Of greater interest are the latent primary care topical series which exhibit COVID-19 induced changes, but for which no return to baseline is observed over the pandemic year. Specific topics with sustained decreases in topical prevalence during the 2020 pandemic year include blood pressure screening/monitoring and cardiovascular disease screening/monitoring topics (Topic 7: bp, systolic, diastolic, htn; Topic 25: heart, bpm, systolic, diastolic, cardiovascular disease screening/monitoring; Topic 25: heart, bpm, systolic, diastolic, cardiovascular disease screening/monitoring; Topic 40: chest, sob, cvs). If structured EMR data, and/or billing/referral data could corroborate the finding that primary care screening/monitoring/management of cardiovascular disease may be delayed during the pandemic, this would be an important area for the primary healthcare system to consider re-prioritizing scarce resources in the near future. Persistent decreases in topical prevalence were also observed for topics encoding prescription medications (Topic 2), weight monitoring (Topic 11: weight, kg, bmi), and neurological symptoms/findings (Topic 24).

Finally, we note that many primary care topical series demonstrated stable patterns throughout the pandemic year, illustrating similar patterns as were observed 2017—2019. For example, Topic 10 and Topic 19 encode the primary healthcare system role in annual immunization programs - with peaks in topical prevalence being noted in October/November/December each year—these patterns are maintained during the pandemic year. Topics encoding specific aspects of medication management (Topic 16, Topic 17, and Topic 34) illustrate roughly flat dynamics over the study time period. Similarly, lifestyle monitoring topics (Topic 14 and Topic 33) illustrate flat topical prevalence patterns through time. We did not observe meaningful temporal variation with respect to Topic 21 representing breast health (and possibly mammography). We note that the token “breast” occurs when discussing “breast feeding”; and so the topic itself may encode a variety of breast health issues. That said, anecdotal evidence from Ontario suggests that breast

Fig. 1. A heatmap of the multivariate topical time series data structure (K = 50 rows/topics; and T = 208 weekly time strata). Each row of the heatmap denotes a distinct latent primary care topical time series. Color is used to signify variation in topical prevalence/importance over time. Solid vertical lines denote the start of a new calendar year (2017, 2018, 2019, 2020); and the dashed vertical line indicates the date the WHO declared COVID-19 a global pandemic (i.e. March 11, 2020).
In this study we apply a non-negative matrix factorization temporal topic model to a large expressive corpus of primary care clinical notes to investigate COVID-19 pandemic effects on the physical, mental, and social health of individuals from Toronto, Canada. Our study, however, is not without limitations. Below, we speak to some general methodological limitations of our study and discuss how these might be re-framed as areas for future work.

To begin, it is possible that we could have pre-processed our text data using a different computational pipeline. While we have attempted to be explicit and transparent with respect to how our final vocabulary of words/tokens was chosen, different computational pipelines could have been employed to pre-process our text corpus. For instance, differing approaches to tokenization, lemmatization, stemming, stop-word removal, and/or frequency-based word/token removal could have been implemented yielding a different analytic vocabulary. Further, rather than working with a “bag of words”, we could have attempted to map documents — represented as digital character sequences — onto a finite code-set, using a pre-defined external ontology/nomenclature (e.g. ICD codes, UMLS codes, MESH codes, SNOMED codes, etc.). In this case, rather than working with collections of high dimensional term-frequency vectors, one could work with a collection of high-dimensional code-frequency vectors. A “document code matrix” could be constructed, factorized, and latent topical matrices could be generated (where topical vectors would be comprised of semantically correlated codes rather than words/tokens). It is arguable whether the resulting topical-code vectors may be more post-hoc interpretable than the topical-word vectors. Further, it may be interesting to (qualitatively) compare inferences resulting from a bag-of-words vs. a bag-of-codes topic modelling approach.

As a result of using a word/token-based approach to topic modelling, a challenge emerges with regards to how we ought to interpret the estimated topical summary vectors. Each vector represents the extent to which a collection of semantically correlated words/tokens load onto a given (probability) vector. However, human judgement/interpretation is required to interpret the returned collection of topical vectors. Novel methods exist which purport to provide an automatic algorithmic summarization of the returned topical vectors, such that subjective human-judgement can be circumvented. Different methods exist for automatic labelling of topic models. Certain methods attempt to extract representative summaries from observed text [23]. Related methods attempt to algorithmically generate representative summaries using neural language modelling techniques [24]. Alternative classes of models attempt to augment observed text data with external meta-data (in the form of large knowledge bases and ontologies) which can be used for automatic labelling generated topics [25,26]. Future work should continue to investigate how individuals engage with topic models and attempt to derive topical summaries which are most useful/engaging for end users (possibly via the use of automatic labelling techniques).

Finally, we note that the non-negative matrix factorization approach we employed to temporal topic model estimation is not the only/best methodology, alternative methods exist. A simple alternative might involve utilizing alternative linear algebraic models (e.g. Latent Semantic Analysis [16]) or probabilistic graphical models (e.g. Latent Dirichlet Allocation [27]) in place of our NMF model. Alternatively, we could consider more sophisticated probabilistic graphical models designed explicitly to model the dynamic evolution of topical vectors (e. g. Dynamic Topic Modelling [28]) or for which covariates can be readily included in order to model how topical content changes as a function of observed covariates (e.g. Structural Topic Modelling [29]). An altogether different, albeit applicable method, would involve representing our dataset as a ragged 3-way/3-mode tensor (i.e. row-mode = documents, column-mode = word/tokens; and depth-mode = time-slices) and using a tensor decomposition model to investigate evolution of latent topical vectors trough time (e.g. the PARAFAC2 model [30,31]). Lastly, deep learning researchers are beginning to explore techniques which jointly embed words, documents and topics in a shared space, enabling neural approaches to topic modelling (e.g. TOP2VEC [32], LDA2VEC [33], and BERTopic) which may also be useful as core modules for temporal topic modelling. Future studies which compare several of the aforementioned methods and aim to develop conclusions regarding strengths/weaknesses of the above methods for temporal topic modelling (using a combination of empirical and simulated datasets) would represent a contribution to the research community.

5. Conclusions

Primary care clinical text data contain unique and expressive information, which can be used to characterize, monitor, and evaluate a myriad of impacts the COVID-19 pandemic has had on patient/public-health. Non-negative matrix factorization temporal topic modelling of
unstructured clinical text data provides a scalable and straightforward methodology for characterizing and monitoring COVID-19 pandemic impacts on the primary healthcare system and community public health. Although inferences from this unsupervised machine learning study are necessarily descriptive and hypothesis generating, the findings generated from this study are robust/stable and can provide complementary information which can be used to assist stakeholders in understanding diverse COVID-19 pandemic effects on the primary healthcare system and prioritize scarce healthcare resources as part of post-COVID-19 pandemic planning.
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