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**Abstract**

In this paper, we introduce a technique to enhance the computational efficiency of solution algorithms for high-dimensional discrete simulation-based optimization problems. The technique is based on innovative adaptive partitioning strategies that partition the feasible region using solutions that have already been simulated as well as prior knowledge of the problem of interest. We integrate the proposed strategies with the Empirical Stochastic Branch-and-Bound framework proposed by [Xu and Nelson](2013). This combination leads to a general-purpose discrete simulation-based optimization algorithm that is both globally convergent and has good small sample (finite-time) performance. The proposed general-purpose discrete simulation-based optimization algorithm is validated on a synthetic discrete simulation-based optimization problem and is then used to address a real-world car-sharing fleet assignment problem. Experiment results show that the proposed strategy can increase the algorithm efficiency significantly.

**1 Introduction**

Simulation-based optimization (SO), also referred as optimization via simulation (OvS), is the optimization of the performance of a stochastic system, where the objective function and/or
constraints can only be estimated through stochastic simulations. SO is often used to study complex systems, such as transportation (Osorio and Bierlaire, 2013; Zhou et al., 2019; Lu, 2020), petroleum and gas production (Wang, 2013; Li et al., 2016), building performance analysis (Nguyen et al., 2014), semiconductor manufacturing (Lin and Chen, 2015) and supply chain design (Xu, 2009).

Based on the problem feasible region structures, Hong and Nelson (2009) divide SO problems into three categories: ranking and selection, continuous SO, and discrete SO. A ranking and selection problem usually have a relatively small number of feasible solutions, and all feasible solutions can be simulated at least once and the (near) best solution is chosen with a given confidence interval (e.g., Kim and Nelson (2006)). For a continuous SO problem, the decision variables are continuous, while for a discrete SO problem is one with discrete decision variables. Methods developed to tackle continuous SO problems include stochastic approximation methods (e.g., Robbins and Monro (1951); Bhatnagar et al. (2011)) and surrogate-based methods where one or more analytical models are used to approximate a simulated value (e.g., Barton and Meckesheimer (2006); Angün et al. (2009); Regis and Shoemaker (2013); Wang and Ierapetritou (2018)). Osorio and Bierlaire (2013) propose metamodel SO, which use a surrogate model that combine a problem specific analytical model with a general purpose surrogate model.

For a discrete SO problem, the number of feasible solutions is usually too large for each one to be simulated. The existing algorithms usually seek to leverage anticipated spatial structure in the solution space such as the clustering of good feasible solutions (Nelson, 2010). Some methods that aim at identifying solutions with good performances within small sampling budgets do not guarantee global convergence. Examples of this type of algorithms include Heuristic Constrained Genetic Algorithm (HCGA) (Tsai and Fu, 2014), Convergent Optimization via Most-Promising-Area Stochastic Search (COMPASS) (Hong and Nelson, 2006), Adaptive Hyperbox Algorithm (AHA) (Xu et al., 2013), R-SPLINE (Wang et al., 2013) and cgR-SPLINE (Nagaraj, 2014). Other discrete SO algorithms focus on global convergence to the optimal solution(s) with unlimited computational resources. Shi and Olafsson (2000); Andradóttir (2006); Xu and Nelson (2013) are example methods that rely on iteratively partition the feasible region into subregions and mainly search within some promising subregions. Some methods use a probabilistic model to compute the probability to sample each feasible solution. Commonly used probabilistic model includes Gaussian process (Sun et al., 2014) or Gaussian Markov random fields (Salemi et al., 2019). Surrogate-based methods are also used in discrete SO. Commonly used surrogate models include low-order polynomial model, Kriging model (Kleijnen, 2009) and radial-basis model (Wild et al., 2008). When certain problem specific information is available, metamodel SO algorithms can be used to efficiently solve a discrete SO problem (Zhou et al., 2019; Zhou, 2020). Nevertheless, developing discrete SO algorithms that can efficiently tackle high-dimensional problems remains a challenge. Detailed overviews of SO literature are provided by Fu (2002); Amaran et al. (2016); Bhosekar and Ierapetritou (2018).

Xu and Nelson (2013) propose an Empirical Stochastic Branch-and-Bound (ESB&B) framework for discrete SO problems based on the nested partitions method of Shi and Olafsson (2000) and stochastic branch-and-bound (Norkin et al., 1998). It takes advantage of the partitioning structure of stochastic branch-and-bound method and empirically estimates the bounds based on sampled solutions. The ESB&B algorithm also uses improvement bounds to repre-
sent the potential of each subregion to guide the sampling strategy in the next iteration. The ESB&B algorithm is globally convergent, i.e., given infinite simulation budget, it converges asymptotically to the global optimum. As mentioned in Xu and Nelson (2013), there are many valid partitioning strategies; however, a good partitioning strategy can usually improve the algorithm efficiency. Most partitioning strategies developed in the literature are generic and heuristic, for example, dividing the feasible region equally into $k$ subregions along a randomly chosen dimension (Xu and Nelson, 2013).

In this paper, we propose an innovative adaptive partitioning strategy. It is embedded within the ESB&B framework (Xu and Nelson, 2013) and forms a globally convergent algorithm for discrete SO problems. The proposed partitioning strategy iteratively divides the feasible region in a fashion such that previously sampled solutions with similar performances are located in the same subregion. It is an adaptive sample-based partitioning strategy that enhances small sample (finite-time) performances of the ESB&B framework of Xu and Nelson (2013). This proposed partitioning strategy can take on problem-specific structures known a priori, such as spatial dependence in car-sharing fleet assignment problems, to further enhance the algorithm efficiencies without significant modifications.

This paper is organized as follows. Section 2 reviews the ESB&B algorithm by Xu and Nelson (2013). Section 3 presents the proposed adaptive partitioning strategy and its solving method developed by Dunn (2018). Section 4 validates the proposed partitioning strategy on one synthetic and one real-world discrete SO problems. Section 5 concludes this paper.

2 ESB&B framework

Let us first define the discrete SO problem. The goal is to find $\mathbf{x}$ that solves

$$\max_{\mathbf{x} \in \mathcal{X}} E[Y(\mathbf{x})]$$

where $\mathbf{x} = [x_1, ..., x_p]$ are the discrete decision variables, and $\mathcal{X}$ is a convex feasible region that contains finite but a large number of feasible solutions, which can be represented by constraints of the form:

$$l_i \leq x_i \leq u_i, \quad i = 1, ..., p$$

$$g_j(\mathbf{x}) \leq 0, \quad j = 1, ..., q$$

$$l_i, x_i, u_i \in \mathbb{Z}, \quad i = 1, ..., p.$$  (4)

The objective function $E[Y(\mathbf{x})]$ is the expected performance at point $\mathbf{x}$, which can only be estimated by generating observations of $Y(\mathbf{x})$ via simulation.

To solve the discrete SO problems of the above format, Xu and Nelson (2013) propose the Empirical Stochastic Branch-and-Bound (ESB&B) framework, which converges to the globally optimal solution(s) asymptotically (i.e., under unlimited sampling budgets and simulation efforts). The ESB&B algorithm is detailed in Algorithm 1. The algorithm terminates when the total sampling budget is used up. Whenever the algorithm is terminated, the final solution is the one with the maximum cumulative sample average.
Algorithm 1 ESB&B framework

0. Initialization: set iteration counter \( k = 0 \), initial sampled solution set \( \Phi^0 = \emptyset \), initial partition \( \mathcal{P}_0 = \{ \mathcal{X} \} \), initial best subregion \( \mathcal{R}^0 = \mathcal{X} \)

1. Partitioning:
   If the best subregion \( \mathcal{R}^k \) is singleton:
   (a) set the new full partition \( \mathcal{P}'_k = \mathcal{P}_k \)
   else:
   (a) construct a partition of the best subregion \( \mathcal{P}(\mathcal{R}^k) \)
   (b) define the new full partition by \( \mathcal{P}'_k = (\mathcal{P}_k \setminus \{ \mathcal{R}^k \}) \cup \mathcal{P}(\mathcal{R}^k) \)
   (c) denote \( \mathcal{X}' \) the elements of \( \mathcal{P}'_k \)

2. Sampling and bounding:
   2.1 Solution sampling:
      i. for each subregion \( \mathcal{X}' \in \mathcal{P}(\mathcal{R}^k) \), randomly sample \( \nu_R \) solutions
      ii. if \( k > 0 \), for each subregion \( \mathcal{X}' \in \mathcal{P}_k \setminus \{ \mathcal{R}^k \} \), sample \( \theta(\mathcal{X}') \) solutions, where \( \theta(\mathcal{X}') \) is computed in Step 2.3 of iteration \( k - 1 \) based on information in \( \Phi^{k-1} \)
      iii. aggregate all of the sampled solutions into set \( S^k \), and set \( \Phi^k = \Phi^{k-1} \cup S^k \)
   2.2 Bound estimation:
      i. for each \( x \in S^k \), simulate \( \Delta n_F \) replications if \( x \notin \Phi^{k-1} \), simulate \( \Delta n_A \) additional replications if \( x \in \Phi^{k-1} \)
      ii. for \( \mathcal{X}' \in \mathcal{P}'_k \), calculate estimated upper bound \( \eta^{k+1}(\mathcal{X}') \)
   2.3 Sample allocation: compute the number of solutions to be sampled, \( \theta(\mathcal{X}') \), for all \( \mathcal{X}' \in \mathcal{P}'_k \) for iteration \( k + 1 \) based on information in \( \Phi^k \)

3. Updating partition and best subregion:
   (a) update the best subregion \( \mathcal{R}^{k+1} = \arg\max_{\mathcal{X}' \in \mathcal{P}'_k} \{ \eta^{k+1}(\mathcal{X}') \} \)
   (b) partition \( \mathcal{P}_{k+1} = \mathcal{P}'_k \)
   (c) set \( k = k + 1 \), go to Step 1.
There are two important steps within each iteration: i) sampling and bounding (Step 2), ii) and partitioning (Step 3). For details regarding the sampling and bounding step, we refer to Section 3 of Xu and Nelson (2013). We discuss in details the partitioning step.

**Partitioning**

Partitioning is the step that divides the estimated best subregion into a set of smaller subregions that are disjoint and nonempty. In the ESB&B implementation of Xu and Nelson (2013), the embedded generic partitioning strategy chooses (either deterministically or randomly) a variable $x_i$ and divide the best subregion equally along this dimension into $\omega$ disjoint subregions. A detailed description of this partitioning strategy is given by the online Appendix A of Xu and Nelson (2013).

However, there exists many valid partitions for a given subregion. A good partitioning strategy can help locate the most promising subregion more efficiently, and hence allocate the sampling budget more efficiently. Let us take the following illustrative example to discuss the pros and cons of the current generic partitioning strategy used in ESB&B and potential directions of improvement.

**Illustrative example**

Consider the maximization of a 2-dimensional deterministic function $f(x_1, x_2)$, for which neither the closed-form nor any structural information about the function is known. The ground truth of $f(x_1, x_2)$ in the current best subregion is shown in Figure 1. However, the values of the function can only be known through sampling. Figure 2 shows samples that have already been evaluated in the current best subregion.

We need to further partition this region and sample from each new subregion. Figure 3(a) shows the generic partitioning strategy used in the ESB&B framework, which divides this region into equal parts along the chosen $x_1$ dimension. This partitioning strategy requires the users to pre-define the number of subregions to be divided into (denoted $\omega$), and it does not utilize any information from the solutions that have already been sampled. After partitioning, each new subregion gets an equal amount of sampling budget. Based on the performances of the sampled solutions, a new best subregion will be selected and further explored. In this case, the middle and right subregions both have the chance to be selected as the next best subregion as they both contains the peaks of the underlying function. If the right subregion is chosen as the next best subregion, it can take a while for the algorithm to return to explore the middle subregion where the true global maximum solution locates. This is because the sampling budget assigned to the best subregions are usually higher than that to the other subregions.

On the other hand, there is another potential partition of the current best subregion given in Figure 3(b). Note that this partition divides the subregion into three parts: two that contains the underlying function’s basins and one contains all the peaks. This partition is better in the sense that it successfully identifies the patterns of the underlying function. It is obtained by grouping sampled solutions with similar performances in the same subregion.
In Section 3, we propose an adaptive partitioning strategy which is defined by the previously sampled solutions in the subregion.

Figure 1: The ground truth values of $f(x_1, x_2)$ in the current best subregion.

3 Adaptive partitioning strategy

The main idea underlying the proposed partitioning strategy is to find a partition of the current best subregion $R^k$ in which the sampled solutions with similar performances are divided in the same subregion. In this section, we introduce two sets of adaptive partitioning strategies: (i) parallel partition in Section 3.1 which applies to any problems, and (ii) hyperplane partition in Section 3.2 which applies when splitting features in the form of linear combinations of decision variables can be obtained from prior knowledge (e.g., spatial dependence in car-sharing fleet assignment problem).

3.1 Parallel partition

A parallel partition is one that only contains cuts of the form $a^T x < b$ or $a^T x \geq b$ where $a_i \in \{0, 1\}$ and $\sum_{i=1}^{p} a_i = 1$. The subregions resulting from a parallel partition are in the form of the intersection of a hyperbox with the best subregion. This family of partitions are favorable in the sense that it directly maps to the bounds of each decision variable and hence is easy to interpret and draw feasible uniform random samples from. A parallel partitioning strategy can be applied to any discrete SO problem, thus it is a generic partitioning strategy.
Figure 2: The sampled solutions of $f(x_1, x_2)$ in the current best subregion.

We formulate the search for such a parallel partition as a minimization problem:

$$\min_{\mathcal{P}(\mathcal{R}^k)} \sum_{\mathcal{X}^P \in \mathcal{P}(\mathcal{R}^k)} \sum_{\mathcal{X} \in \mathcal{X}^P \cap \Phi^k} (\bar{Y}(\mathbf{x}) - \bar{Y})^2$$  \quad (5)

s.t. $|\mathcal{X}^P \cap \Phi^k| \geq N_{\min}, \quad \forall \mathcal{X}^P \in \mathcal{P}(\mathcal{R}^k)$,  

$|\mathcal{P}(\mathcal{R}^k)| \leq d,$  \quad (6)

where $\mathcal{P}(\mathcal{R}^k)$ is a valid parallel partition of the current best subregion $\mathcal{R}^k$, $\bar{Y}(\mathbf{x})$ is the cumulative sample mean of all $n(\mathbf{x})$ observations at solution $\mathbf{x}$:

$$\bar{Y}(\mathbf{x}) = \frac{1}{n(\mathbf{x})} \sum_{s=1}^{n(\mathbf{x})} Y_s(\mathbf{x}).$$  \quad (8)

$\bar{Y}$ is average estimated mean performances of all sampled points in subregion $\mathcal{X}^P$:

$$\bar{Y} = \frac{1}{|\mathcal{X}^P \cap \Phi^k|} \sum_{\mathbf{x} \in \mathcal{X}^P \cap \Phi^k} \bar{Y}(\mathbf{x})$$  \quad (9)

Therefore, the objective function is the sum over all subregions the squared deviation from the mean. Constraint (6) states that at least $N_{\min}$ already sampled solutions must be clustered in one subregion of the partition, otherwise the optimization problem (5) is solved to minimum by a partition in which each subregion contains exactly one sample and the objective function value will be zero. An alternative is to limit the number of subregions to be divided into,
(a) A naive partition of the current best subregion.

(b) A better partition of the current best subregion.

Figure 3: Different partitions of the current best subregion.
denoted \( d \) (Constraint (7)). The partition derived by solving problem (5) with constraints on the partition structure (e.g., \( N_{\text{min}} \) or/and \( d \)), denoted \( P^*(\mathcal{R}^k) \), is one that optimally groups sampled points with similar performances. Next, we discuss the solution algorithm for the proposed minimization problem (5)-(7).

The proposed partition problem (5)-(7) is similar to the underlying optimization problem of the decision tree model (e.g., Breiman et al. (1984); Dunn (2018)) with decision variables as input variables (features) and performances as dependent variables. The decision tree model is mainly used for prediction purposes. The underlying optimization problem of training a decision tree is to find both a tree-structured split of the training samples based on input variables and labels for classification (or constant values for regression) of leaf nodes so that the prediction error is minimized, given some constraints on the tree structures (e.g., minimum leaf size and/or maximum tree depth) and restrictions against overfitting. The decision tree method CART by Breiman et al. (1984) is a top-down greedy algorithm that does not guarantee a globally optimal decision tree. A recent work of Dunn (2018) proposes an algorithm that solves the decision tree problem at least locally optimally, and by initiating with multiple starting points, it attempts for global optimality. They formulate the decision tree problem as an mixed integer programming problem and the objective function can be written as follows:

\[
\min_{\mathcal{T}} \quad R(\mathcal{T}) + \alpha|\mathcal{T}|
\]

s.t. \( N(\ell) \geq N_{\text{min}}, \quad \forall \ \ell \in \text{leaves}(\mathcal{T}) \),
\( \text{depth}(\mathcal{T}) \leq D \),

where \( R(\mathcal{T}) \) represents the prediction error of the tree \( \mathcal{T} \) made on the training data. \( |\mathcal{T}| \) denotes the number of branch node in tree \( \mathcal{T} \). It is a representation of the tree complexity. \( N(\ell) \) represents the number of samples in each leaf node \( \ell \) of the tree \( \mathcal{T} \), and hence the constraint (11) restricts each leaf node to contain at least \( N_{\text{min}} \) samples. One can also restricts the maximum depth of the tree (Constraint (11)). It sets an upper bound on the number of leaf nodes (i.e., \( 2^D \)). In other words, the goal is to find a decision tree model that balances the prediction accuracy and the model complexity. The optimal decision tree method is shown to perform robustly to noisy training data (both feature and label noises).

Note that a given tree \( \mathcal{T} \) creates a unique partitioning on the feature space and hence a unique division of the samples. For regression tasks, the constant prediction value of a leaf node that minimizes the mean squared error is the mean performance of the samples in that leaf node. Thus, by setting \( \alpha = 0 \) and choosing the mean squared error as the error metric (i.e., \( R(\cdot) \)), we retrieve an optimization problem that is equivalent to (5). In other words, the proposed partitioning problem (5) is equivalent to the optimal parallel regression tree optimization (Dunn, 2018, Chapter 4) with complexity penalty coefficient \( \alpha = 0 \). The optimization problem (10)-(12) can be solved efficiently with their local search algorithm coupled with multiple start points for sample sizes up to hundreds of thousands. This is more than enough for discrete SO problems, in which samples are usually more time-consuming to simulate and hence limited in size.
3.2 Hyperplane partition

A hyperplane partition is one that contains cuts of the form $a^T x < b$ or $a^T x \geq b$ where $a_i \in \mathbb{R}$. The subregions resulting from a hyperplane partition are polyhedrons. The sampling strategy MIX-D algorithm (Pichitlamken and Nelson, 2003) can efficiently sample uniformly from such subregion. Hence, although more complicated than parallel partition, this family of partitions are also practical, especially when problem-specific structures of such form is known a priori.

Assume that variables $y_j = a_j^T x$ for $j = 1, ..., q$ are known in advance to be potentially important splitting factors other than the decision variables $x_i$ for $i = 1, ..., p$. Let us take the car-sharing fleet assignment problem as an example. The car-sharing service provider wants to find a fleet assignment to stations across the network that maximizes their profit. Geographically nearby stations often share demands among one another (i.e., spatial dependence), since customers are often willing to walk short distances for available vehicles if their target station runs out of vehicle. Thus, the total number of vehicles in the cluster of nearby stations is potentially a more important factor that influences the profit generated than the number of vehicles in each individual station. Therefore, a partition based on the total number of vehicles in the clusters of nearby stations can more effectively divide the feasible region and lead to a more effective search for subregions with higher profits. This can result in a further improved finite-time performances and algorithm efficiency. In this example, $y_j$ is the total number of vehicles assigned in the cluster of nearby stations $C_j$ as $y_j = \sum_{i \in C_j} x_i$ where $x_i$ are the number of vehicle assigned to station $i$.

The modification in order to incorporate such a hyperplane cut is minor. We simply treat $y_j$ as candidates that the partitioning algorithm can split on together with all the decision variables $x_i$. The proposed partitioning strategy by solving the optimization (5)-(7) is robust to correlated splitting features such as $y_j$ and $x_i$, since it naturally includes a splitting feature selection process. One other benefit the proposed adaptive partitioning strategy brings is that each subregion constructed contains at least one previously sampled solution, which can be used directly to initiate the MIX-D sampling scheme.

3.3 Adaptive partitioning ESB&B algorithm

The proposed adaptive partitioning ESB&B algorithm is given by Algorithm 2. The parameters related to partitioning strategy that need to be specified are the maximum tree depth $D$ and/or minimum number of points each subregion contains $N_{\text{min}}$, both are related to the number of subregions the current best subregion can be divided into. The algorithm chooses the number of subregions to divide the region into optimally, given the predetermined parameters $D$ and/or $N_{\text{min}}$. Different from other generic partitioning strategies, the derived partition from the proposed adaptive partitioning strategy ensures that each new subregions contains at least one sampled points, or at least $N_{\text{min}}$ if this parameter is stated. This benefits the MIX-D sampling scheme in the sense that these interior sampled points can be used directly to initiate random walk. The termination of the algorithm is usually when the simulation budget is exhausted. We select the final solution $x^*$ as the one with the maximum cumulative sample average.
Algorithm 2 Adaptive partitioning ESB&B algorithm

0. Initialization:
   (a) set iteration counter \( k = 0 \), initial partition \( \mathcal{P}_0 = \{ \mathcal{X} \} \), best subregion \( \mathcal{R}_0 = \mathcal{X} \)
   (b) sample uniformly at random the initial \( n_0 \) solutions in the feasible region \( \mathcal{X} \), simulate \( \Delta n_F \) replications of each sample, and record them in set \( \Phi^0 \).
   (c) set training set \( \Psi^0 = \Phi^0 \)

1. Partitioning:
   If the best subregion \( \mathcal{R}^k \) is singleton:
      (a) set the new full partition \( \mathcal{P}'_k = \mathcal{P}_k \)
   else:
      (a) construct a partition of the best subregion \( \mathcal{P}(\mathcal{R}^k) \) using the proposed adaptive partitioning strategy with training set \( \Psi^k \), splitting features \( x_i \), predetermined parameters \( D \) and/or \( N_{min} \) and/or additional splitting features \( y_j \)
      (b) define the new full partition by \( \mathcal{P}'_k = (\mathcal{P}_k \setminus \{ \mathcal{R}^k \}) \cup \mathcal{P}(\mathcal{R}^k) \)
      (c) denote \( \mathcal{X}'^P \) the elements of \( \mathcal{P}'_k \)

2. Sampling and bounding:
   2.1 Solution sampling:
      i. for each subregion \( \mathcal{X}'^P \in \mathcal{P}(\mathcal{R}^k) \), randomly sample \( \nu_R \) solutions
      ii. if \( k > 0 \), for each subregion \( \mathcal{X}'^P \in \mathcal{P}_k \setminus \{ \mathcal{R}^k \} \), sample \( \theta(\mathcal{X}'^P) \) solutions, where \( \theta(\mathcal{X}'^P) \) is computed in Step 2.3 of iteration \( k - 1 \) based on information in \( \Phi^{k-1} \)
      iii. aggregate all of the sampled solutions into set \( S^k \), and set \( \Phi^k = \Phi^{k-1} \cup S^k \)
   2.2 Bound estimation:
      i. for each \( \mathbf{x} \in S^k \), simulate \( \Delta n_F \) replications if \( \mathbf{x} \notin \Phi^{k-1} \), simulate \( \Delta n_A \) additional replications if \( \mathbf{x} \in \Phi^{k-1} \)
      ii. for all \( \mathcal{X}'^P \in \mathcal{P}'_k \), calculate estimates \( \eta^{k+1}(\mathcal{X}'^P) \)
   2.3 Sample allocation: compute the number of solutions to be sampled, \( \theta(\mathcal{X}'^P) \), for all \( \mathcal{X}'^P \in \mathcal{P}'_k \) for iteration \( k + 1 \) based on information in \( \Phi^k \)

3. Updating partition and best subregion:
   (a) update the best subregion \( \mathcal{R}^{k+1} = \text{arg max}_{\mathcal{X}'^P \in \mathcal{P}'_k} \{ \eta^{k+1}(\mathcal{X}'^P) \} \)
   (b) partition \( \mathcal{P}_{k+1} = \mathcal{P}'_k \)
   (c) training set \( \Psi^{k+1} = \{ \mathbf{x} : \mathbf{x} \in \mathcal{R}^{k+1} \cap \Phi^k \} \)
   (d) set \( k = k + 1 \), go to Step 1.
4 Numerical examples

In this section, we consider two sets of numerical examples to illustrate the proposed adaptive partitioning ESB&B algorithm. The first example, Griewank function, has many local minima which makes it a challenging test function. This low-dimensional example illustrates how the proposed method can escape tricky local minima by adaptively partitioning the feasible region with problem structure inferred from previously sampled points. The second example is a real-world car-sharing case study in Zhou et al. (2019) for which the optimal solutions are not known, it is used to explore the performance of the proposed algorithm on high-dimensional discrete SO problems. In this example, we also demonstrate the use of hyperplane partition resulting from additional splitting variables $y_j$, which are derived from prior knowledge on the geographical locations of the stations. For both examples, we benchmark the proposed algorithm against the original ESB&B algorithm with the generic partitioning strategy.

4.1 The Griewank function

We consider the Griewank function, which is commonly used as a test case for optimization algorithms (Salemi et al., 2019). This function has a single global minimum and many local minima, which makes it a challenging test for optimization algorithms.

4.1.1 Global minimum at the center of the feasible space

Figure 4 displays the contour plot of the two-dimensional Griewank function on domain $[-5, 5] \times [-5, 5]$. The global minimum of the function is at the origin $(0, 0)$ with response value 0 and there are four local minima near the four corners of the domain with response values 0.0086.

We first consider a minimization of the Griewank function with feasible region $[-5, 5] \times [-5, 5]$, where the globally optimal solution $(0, 0)$ is at the center of the feasible region. To make it a discrete SO problem, the feasible region is divided into a $101 \times 101$ lattice, and the function value at each solution is given by the Griewank function plus a normally distributed noise with mean zero and variance $\sigma^2$. In this numerical example, we take $\sigma = 0.01$, which is relative to the difference between local minima 0.0086 and global minimum 0. The number of replications for each non-encountered sample is set at $\Delta n_F = 10$, and encountered sample $\Delta n_A = 2$. For both algorithms, we initiate with the same uniformly randomly sampled pool of size 10 (asterisks in Figure 4). At each iteration, the total sampling budget for subregions other than the current best (denoted $\nu_O$) is 5, and that for the current best subregion (denoted $|P(R^k)|\nu_R$) is 10; the budget limit is 40 iterations. Thus, at the end of each run, roughly 5% of all feasible solutions are sampled and evaluated. For the generic partitioning scheme used in the original ESB&B algorithm, the current best subregion $R^k$ is divided into $\omega = 2$ subregions equally along the longest dimension of $R^k$. For the proposed adaptive partitioning scheme, the maximum tree depth $D$ is set at 2, i.e., $R^k$ can be at most divided into 4 subregions, and the minimum number of sampled points grouped in one subregion is set at 2, i.e., $N_{\text{min}} = 2$. We run each algorithm 50 times.
Figure 4: The contour plot of two-dimensional Griewank function on $[-5, 5] \times [-5, 5]$.

Figure 5 shows the current best estimate of the objective value across iterations of five randomly selected runs of each algorithm (i.e., five sample paths of each algorithm). The solid black lines display the results for the proposed algorithm, and the dashed red lines for the original ESB&B algorithm. As the iteration advances, the current best estimate of the objective value has a general decreasing trend for both algorithms, although there are temporary increases due to stochasticity. Figure 6 (resp. Figure 7) plots a zoomed version of the current best estimate of the objective value with 95% confidence intervals, so as to clearly show the performance of the ESB&B algorithm (resp. proposed algorithm) close to the global minimum function value at zero (solid blue line). Note that at each iteration, the current best solution is simulated at least 10 replications, since each non-encountered sample will be simulated $\Delta n_F = 10$ replications, and if it is sampled again, an additional $\Delta n_A = 2$ replications will be simulated. There is only one run of the ESB&B algorithm that ends up with an estimated objective value that cannot be rejected at confidence level 95% to be different from the true global minimum value 0. On the other hand, four runs of the proposed algorithm end up with estimated objective values that are statistically indifferent from the true global minimum after iteration 15 at confidence level 95%.

Figure 8 shows the distance between current best solution and the global minimum solution across iterations. The solid black lines display the results for the proposed algorithm and dashed red lines for the ESB&B algorithm. Four runs of the proposed algorithm end up with solutions close to the true global minimum at $(0, 0)$, whereas only one run of the ESB&B algorithm ends up close to $(0, 0)$. Based on these five experiment runs, the proposed method tends to find
solutions that are closer to the global minimum.

Figure 5: Objective function estimate of the current iterate across iterations.

Figures 9 and 11 show the experiment results for the first run of the original ESB&B algorithm, which is a typical run of ESB&B getting trapped at a local minimum solution. In both figures, the final partition of the feasible region and the contour plot of the Griewank function are displayed. Figure 9 plots the path of the best solution at current iterate across iterations in the feasible domain, the path is plotted with blue arrows, and Figure 10 displays the zoomed-in results. The asterisk points plotted are the initial sampled set Φ₀. The generic partitioning strategy used in the ESB&B algorithm missed the subregion that contains the global minimum in the first iteration and left it near the boundary of a subregion. The algorithm gets trapped to the lower right local minimum. Figure 11 displays the sampling budget allocation in the feasible domain at the end of iteration 40, in which each black dot represents a sampled solution. As discussed, much less sampling budget is allocated to subregions that have been discarded earlier.

Figures 12 and 14 show the experiment results for first run of the proposed algorithm. As before, the final partition of the feasible region and the contour plot of the Griewank function are displayed in both figures. Figure 12 plots the path of the current best solution across iterations in the feasible domain, and Figure 13 displays the zoomed-in results. Figure 14 displays the sampling budget allocation in the feasible domain. These figures have similar layouts as Figure 9 and 11 respectively. Different from the generic partitioning strategy, the proposed adaptive partitioning strategy divides the feasible region along x₂ initially and note that the globally optimal solution is placed in the interior of one of the subregion. At iteration 24, the algorithm escapes the lower right local minimum and starts to explore the middle subregion. The final partition of the feasible region identifies the underlying function’s peaks and basins successfully.
Figure 6: Objective function estimate of the current iterate with 95% confidence interval across iterations of ESBB algorithm (zoomed-in results).

Figure 7: Objective function estimate of the current iterate with 95% confidence interval across iterations of the proposed algorithm (zoomed-in results).
Figure 8: Distance between current best solution and the global minimum solution across iterations.

The sampling budgets are allocated more to the subregions that contain the basins than those containing the peaks as expected.

An average sample-path performance (over the 50 runs) for each algorithm is constructed; this performance metric is used to compare against other algorithms, e.g., Xu et al. (2010, 2013); Xu and Nelson (2013). Figure 15 plots the objective value of the estimated optimal solution across iterations (averaged over 50 algorithm runs) for the ESB&B algorithm (red line with shaded 95% confidence boundary) and the proposed algorithm (black line with shaded 95% confidence boundary). Figure 16 zooms in on the average performance close to the global minimum function value at zero. Since this is a minimization problem, the lower the curve, the better the algorithm performance in terms of estimated objective value. Note that the curve for the proposed algorithm is lower than that for the ESB&B algorithm except for iterations 10 to 25 where they overlap with each other. This indicates: (i) at early stage, the proposed algorithm find solutions with improved performances faster; (ii) during iterations 10 to 25, both algorithm reaches solutions with similar performances around local optimal objective values; (iii) as the iteration number increases, the proposed algorithm continues to find solutions with improved performances whereas the ESB&B algorithm mostly gets stuck around the locally optimal solutions. At the termination of the algorithms (i.e., iteration 40), the proposed algorithm ends up with an average estimated objective value that is statistically lower than that of the ESB&B algorithm. Additionally, the proposed algorithm finds the true globally optimal solution (i.e., (0,0)) for 27 out of 50 runs, whereas the ESB&B algorithm finds it for 3 out of 50 runs. The propose algorithm finds a final solution with mean performances statistically indifferent from the true optimal value (i.e., 0) for 41 out of 50 runs at significance level 0.05, whereas the
Figure 9: The path of best solution at current iterate across iterations in the feasible domain of the original ESB&B algorithm.

Figure 10: The path of best solution at current iterate across iterations in the feasible domain of the original ESB&B algorithm (zoomed-in results).
Figure 11: Allocation of sampling budget in the feasible domain of the original ESBB&B algorithm.

Figure 12: The path of best solution at current iterate across iterations in the feasible domain of the proposed algorithm.
Figure 13: The path of best solution at current iterate across iterations in the feasible domain of the proposed algorithm (zoomed-in results).

Figure 14: Allocation of sampling budget in the feasible domain of the proposed algorithm.
Figure 15: Objective function estimate of the current iterate across iterations averaged over 50 algorithm runs.

Figure 16: Objective function estimate of the current iterate across iterations averaged over 50 algorithm runs (zoomed-in results).
ESB&B algorithm finds it for 4 out of 50 runs.

4.1.2 Global minimum away from center of the feasible space

Next, we consider a minimization of the Griewank function with feasible region $[-1, 9] \times [-1, 9]$, where the globally optimal solution $(0, 0)$ is no longer at the center of the feasible region. In this example, the generic partitioning strategy of ESB&B algorithm does not end up with an initial cut close to globally optimal solution. Figure 17 displays the contour plot of the two-dimensional Griewank function on domain $[-1, 9] \times [-1, 9]$ together with a uniformly random generated initial sample set (displayed in asterisks) for both algorithms. Parameters of the algorithms are set the same as in the previous experiment. We run each algorithm 50 times.

![2D Griewank Function](https://example.com/griewank.png)

**Figure 17:** The contour plot of two-dimensional Griewank function on $[-1, 9] \times [-1, 9]$.

Figure 18 plots the current best estimate of objective value across iterations of five randomly selected runs of each algorithm (i.e., five sample paths of each algorithm). As before, we observe that the current best estimate of the objective value inherits a decreasing trend for both algorithms. Figure 19 (resp. Figure 20) plots the current best estimate of objective value with 95% confidence interval of ESB&B algorithm (resp. proposed algorithm) and zooms in on the performance close to the global minimum function value at zero (solid blue line). There is only one run of the ESB&B algorithm that ends up with estimated objective values that cannot be rejected at confidence level 95% to be different from the true global minimum value 0. Meanwhile, all five runs of the proposed algorithm end up with estimated objective values.
that are statistically indifferent from the true global minimum after iteration 25 at confidence level 95%.

Figure 21 shows the distance between current best solution and the global minimum solution across iterations. This figure has a similar layout as Figure 8. All runs of the proposed algorithm end up with solutions close to the true global minimum at (0, 0), whereas only one run of the ESB&B algorithm ends up close to (0, 0). Based on these five experiment runs, the proposed methods tends to find solutions that are closer to the global minimum.

Figure 18: Objective function estimate of the current iterate across iterations.

Figure 22 plots the average estimate of the objective value across iterations for the ESB&B algorithm (red line with shaded 95% confidence boundary) and the proposed algorithm (black line with shaded 95% confidence boundary). Figure 23 zooms in on the average performance close to the global minimum function value of zero. As before, the curve for the proposed algorithm is lower than that of the ESB&B algorithm. In other words, the proposed algorithm has a better performance than the ESB&B algorithm on average. The initial decrease in estimated objective value of the proposed algorithm is faster than that of the ESB&B algorithm, this indicates a faster exploring speed of solutions with improved performances. At termination (i.e., iteration 40), the proposed algorithm ends up with an average estimated objective value that is statistically lower than that of the ESB&B algorithm. Additionally, 35 runs of the proposed algorithm end up with true globally optimal solution at (0, 0), whereas only 14 runs for the ESB&B algorithm obtain the true globally optimal solution. Moreover, 46 runs of the proposed algorithm end with a solution with mean performance statistically indifference from the true optimal value 0 at significance level 0.05, whereas only 14 runs for the ESB&B algorithm achieve this.
Figure 19: Objective function estimate of the current iterate with 95% confidence interval across iterations of ESBB algorithm (zoomed-in results).

Figure 20: Objective function estimate of the current iterate with 95% confidence interval across iterations of the proposed algorithm (zoomed-in results).
In summary, the proposed adaptive partitioning ESB&BB algorithm is a globally convergent algorithm, meanwhile it has an improved finite-time (limited sample budget) performance in terms of finding improved solutions faster, better estimated final objective values and higher likelihood of finding the true global optimal solutions.

### 4.2 The car-sharing fleet assignment problem

In this section, we apply the proposed algorithm to a real-world car-sharing fleet assignment problem. This case study problem is adopted from Zhou et al. (2019). It considers a two-way car-sharing system from the perspective of the service operator. Essentially, it consists of finding an assignment of a fleet of vehicles across the network of stations that maximizes the expected profit over a given finite time horizon, denoted as the planning period. Instead of using a simplified description of demand and of demand-supply interactions, this case study relies on a demand simulator of Fields et al. (2017) developed based on the rich high-resolution reservation data from Zipcar’s Boston market. This car-sharing fleet assignment problem is formulated as a discrete SO problem in Zhou et al. (2019), where the objective function value (i.e., the expected profit of a given fleet assignment) can only be obtained via the demand simulation.
Figure 22: Objective function estimate of the current iterate across iterations averaged over 50 algorithm runs.

Figure 23: Objective function estimate of the current iterate across iterations averaged over 50 algorithm runs (zoomed-in results).
The discrete SO problem is formulated as follows:

$$\max_x E[R(x; q_1)] - \sum_{i \in I} c_i x_i$$ (13)

subject to

$$\sum_{i \in I} x_i \leq N$$ (14)

$$x_i \leq N^i, \quad \forall \ i \in I$$ (15)

$$x_i \in \mathbb{Z}_{\geq 0}, \quad \forall \ i \in I$$ (16)

where $x = [x_i]$ are the decision variables and $x_i$ is the number of vehicles assigned to station $i$. $R(x; q_1)$ is the random variable representing the revenue with fleet assignment $x$ and exogenous simulation parameter vector (e.g., reservation pricing) $q_1$. $c_i$ is the exogenous cost, over the planning period, of a parking space at station $i$, $N$ is the total number of vehicles to assign, $N^i$ is the capacity of station $i$, and $I$ is the set of all stations. The objective function (13) represents the expected profit for a given fleet assignment $x$ as the difference between the expected revenue $E[R(x; q_1)]$ and costs $\sum_{i \in I} c_i x_i$. The estimates of the expected revenue $E[R(x; q_1)]$ can only be obtained via simulations. Constraint (14) bounds the total number of vehicles assigned across all the stations. Constraint (15) bounds the number of vehicles assigned to each individual station $i$ by the capacity of the station. Finally, the number of vehicles assigned to each station must be an non-negative integer (Constraint (16)).

As discussed in Section 3.2 in the car-sharing fleet assignment problem, the total number of vehicles assigned to a cluster of nearby stations (i.e., $y_j = \sum_{i \in C_j} x_i$) may form a more efficient cut of the feasible region, since stations nearby usually share demands as customers are likely to search nearby stations for substitutions if the target station runs out of vehicles. Therefore, to address the formulated discrete SO problem (13), we apply the following three algorithms: the original ESB&B algorithm, the proposed algorithm with parallel partition, and the proposed algorithm with hyperplane partition. The potential splitting factors $y_j$ for hyperplane partition are generated as follows: for each stations $i$, form a cluster of stations center at station $i$ with a given radius, and eliminate replications. In this section, we choose the radius of 1 in the distance unit used in the simulator when calculating the spillover effect from one station to another.

We consider the fleet assignment problem of Boston south end area which contains 23 stations, i.e., the decision vector is of dimension 23 (shown in Figure 24). Each station $i$ has a space capacity $N^i = 16$ and the total number of cars to assign is $N = 211$. All other exogenous variables (e.g., $c_i$) other than demand level of the simulator are set the same as in Zhou et al. (2019). We tested the algorithms on one low-demand level and one high-demand level case. The maximum number of algorithm iterations is set to 40. At every iteration, the number of solutions to be sampled from subregions other than the current best subregion is set to 10 (i.e., $\nu_O = 10$), and the total number of solutions to be sampled from the current best subregion is set to 20 (i.e., $|\mathcal{P}(R_k)| \nu_R = 20$). The number of replications for each non-encountered sample is set at $\Delta n_F = 5$, encountered sample $\Delta n_A = 2$. For all algorithms, we initialize with 20 randomly uniformly sampled solutions plus one solution with relatively good performance, which can be considered as a warm start. This warm-start solution is obtained by solving the analytical car-sharing fleet assignment model formulated as an Mixed Integer Programming (MIP) in Zhou et al. (2019).
For the original ESB&B algorithm, the best subregion is divided into 3 new subregions at each iteration (i.e., $\omega = 3$). For the proposed algorithm with both parallel partition and hyperplane partition, the maximum tree depth is set at 2 (i.e., $D = 2$), and hence the current best subregion can be divided into at most 4 subregions. The minimum number of sampled points grouped in one subregion is set at 2, i.e., $N_{\text{min}} = 2$. Note that the computational time spend on simulation per iteration in this experiment setting is roughly 500 seconds, the proposed partitioning strategy with both parallel and hyperplane partitions finishes within 2 seconds, which is comparably trivial. We run each algorithm five times.

Figure 24: Zipcar stations in Boston South End neighborhood (Google Maps, 2017)

Figure 25 compares the objective estimate across iterations for each algorithm run of the low-demand experiment. The x-axis displays the iteration index and the y-axis displays the performance estimate of the current iterate (i.e., simulation-based estimate of the objective function of the best point). The red dashed lines displays the results for the ESB&B algorithm, the black solid lines for the proposed algorithm with parallel partition, and the blue asterisk lines for the proposed algorithm with hyperplane partition. Figure 26 displays the aggregated average performance for each algorithm. It plots the objective value of estimated optimal solution at each iteration (averaged over 5 algorithm runs) for the ESB&B algorithm (red line with shaded 95% confidence boundary), the proposed algorithm with parallel partition (black line with shaded 95% confidence boundary), and the proposed algorithm with parallel partition
In both figures, we observe the following trends. Initially, all algorithms start at a position similar to each other, which is the warm-start solution. As iteration advances, both the proposed algorithms with parallel and hyperplane partition identify solutions with improved performance faster than the ESB&B algorithm.

To further evaluate the performances of the solutions derived, we simulate each derived solution for 50 replications. Table 1 displays the performance statistics of the derived solutions from different algorithm runs. The first and second columns show the algorithm name and run id. The third and fourth columns show the mean and standard deviation of profits generated by each derived solution. We conduct a two-sample t-test between each derived solution from the proposed algorithm (with parallel and hyperplane partitions) and each derived solution from the ESB&B algorithm. The null hypothesis is that the average profit generated by the derived solutions from both algorithms are the same. The corresponding alternative hypothesis is that the average profit generated by the solution derived from the proposed algorithm is higher. Table 2 and 3 display the p-values for the 50 tests. The null hypothesis cannot be rejected if the p-value is greater than the significant level 0.05 (colored red in the tables). The null hypothesis is rejected for all tests, except for the one which compares the derived solution from run 4 of the ESB&B algorithm and that from run 3 of the proposed algorithm with parallel partition. In other words, at the end of last iteration, the performances of the solutions derived from the proposed algorithm are mostly better than those derived from the ESB&B algorithm.

To investigate the added value of hyperplane cuts in the proposed algorithm, we conduct a two-sample t-test for each solution derived from the proposed algorithm with parallel partition and each solution derived from the proposed algorithm with hyperplane partition. As before, our null hypothesis is that the average profits generated by both solutions are the same, and the alternative hypothesis is that the average profit generated by the solution derived from the proposed algorithm with hyperplane partition is higher. Table 4 displays the p-values for all 25 two-sample t-tests. The red cell in the table represents the test in which the null hypothesis cannot be rejected at significance level 0.05 and there are 10 of those. The rest 15 tests reject the null hypothesis and suggest that solution derived by the proposed algorithm with hyperplane partition generates higher profits.

Figure 27 compares the objective estimate of the current iterate across iterations for each algorithm run of the high-demand experiment. This figure has a similar layout as Figure 25. Figure 28 displays the aggregated average performance for each algorithm. It has a similar layout as Figure 26. From the beginning to the end, the ESB&B algorithm does not find any solution with improved performance for four algorithm runs. On the other hand, both the proposed algorithm with parallel and hyperplane partition do make improvement as iteration advances. The proposed algorithm with hyperplane partition starts to find better solutions earlier than the one with parallel partition.

To further evaluate the performances of the solutions derived, we simulate each derived solution for 50 replications. Table 5 displays the performance statistics of the derived solutions from different algorithm runs. This table has a similar layout as Table 1. We first conduct a two-sample t-tests between each solution derived from the ESB&B algorithm and each solution derived from the proposed algorithm (with parallel and hyperplane partition). As before, the
Figure 25: The objective function estimate of the current iterate across iterations for low-demand experiment.

Figure 26: Objective function estimate of the current iterate across iterations (averaged over the 5 algorithm runs) for the low-demand experiment.
| Algorithm                | Run | Mean   | Standard deviation |
|-------------------------|-----|--------|-------------------|
| ESB&B algorithm         | 1   | 63066.95 | 173.73           |
|                         | 2   | 63001.90 | 174.63           |
|                         | 3   | 63056.80 | 175.06           |
|                         | 4   | 63138.56 | 184.42           |
|                         | 5   | 63076.53 | 174.82           |
| Proposed algorithm      | 1   | 63204.83 | 175.60           |
| Parallel partition      | 2   | 63220.92 | 161.94           |
|                         | 3   | 63169.15 | 180.09           |
|                         | 4   | 63244.88 | 150.86           |
|                         | 5   | 63223.98 | 169.94           |
| Proposed algorithm      | 1   | 63260.53 | 204.98           |
| Hyperplane partition    | 2   | 63265.89 | 174.31           |
|                         | 3   | 63247.42 | 168.43           |
|                         | 4   | 63302.07 | 188.59           |
|                         | 5   | 63322.54 | 180.93           |

Table 1: Performance statistics of the derived final solutions in the low-demand case.

| Run | Proposed algorithm with parallel partition |
|-----|--------------------------------------------|
|     | 1  | 2  | 3  | 4  | 5  |
| 1   | 0.0001 | 0.0000 | 0.0024 | 0.0000 | 0.0000 |
| 2   | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 3   | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 4   | 0.0344 | 0.0098 | 0.2017 | 0.0011 | 0.0089 |
| 5   | 0.0002 | 0.0000 | 0.0052 | 0.0000 | 0.0000 |

Table 2: P-values of the two-sample t-test comparing the solutions derived by ESB&B algorithm and the proposed algorithm with parallel partition in the low-demand experiment.

| Run | Proposed algorithm with hyperplane partition |
|-----|-----------------------------------------------|
|     | 1  | 2  | 3  | 4  | 5  |
| 1   | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 2   | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 3   | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 4   | 0.0011 | 0.0003 | 0.0013 | 0.0000 | 0.0000 |
| 5   | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Table 3: P-values of the two-sample t-test comparing the solutions derived by ESB&B algorithm and the proposed algorithm with hyperplane partition in the low-demand experiment.
Figure 27: The objective function estimate of the current iterate across iterations for high-demand experiment.

Figure 28: Objective function estimate of the current iterate across iterations (averaged over the 5 algorithm runs) for the high-demand experiment.
null hypothesis is that average profits generated by the solutions derived from both algorithms are the same, and the alternative hypothesis is that the solution derived from the proposed algorithm generates a higher profit. Table 3 and 7 display the p-values for the 50 tests. For all tests, the null hypothesis is rejected at significance level 0.05. In other words, the proposed algorithm ends up with solutions with higher profits.

To validate the added value of hyperplane cuts in the proposed algorithm, we conduct a two-sample t-test between each solution derived with parallel partition and each solution derived with hyperplane partition. The null hypothesis is that the average profits generated by both solutions are the same. The alternative hypothesis is that the solution derived by the proposed algorithm with hyperplane partition generates a higher profit. Table 8 displays the p-values for the 25 two-sample t-tests. For all the 25 t-tests, we reject the null hypothesis at significance level 0.05. Hence, the proposed algorithm with hyperplane partition ends up with derived solutions with better performances than those derived by the proposed algorithm with parallel partition. This obvious improvement in the proposed algorithm’s finite-time performance is because under high demand condition, customer spillover from one station to another happens more frequently and hence a hyperplane cut based on the total number of vehicles in a cluster of nearby stations forms a more efficient way of dividing the feasible region.

In summary, compared to the ESB&B algorithm, the proposed algorithm can improve the finite-time performances by exploring the underlying function structure through sampled points and incorporating prior knowledge of the problem-specific structures.

### Table 4: P-values of the two-sample t-test comparing the solutions derived by the proposed algorithm with parallel and hyperplane partition in the low-demand experiment.

| Run | Proposed algorithm with parallel partition | Proposed algorithm with hyperplane partition |
|-----|-------------------------------------------|---------------------------------------------|
| 1   | 0.0739 0.0420 0.1093 0.0045 0.0007         |
| 2   | 0.1433 0.0922 0.2123 0.0116 0.0019         |
| 3   | 0.0099 0.0037 0.0135 0.0002 0.0000         |
| 4   | 0.3325 0.2604 0.4684 0.0487 0.0109         |
| 5   | 0.1672 0.0000 0.2451 0.0160 0.0030         |

5 Conclusion

In this paper, we propose an adaptive partitioning strategy and combine it with the ESB&B framework developed by Xu and Nelson (2013). This proposed partitioning strategy is a sample-driven approach that explores the structure of the underlying objective function by iteratively dividing the feasible region into subregions such that sampled points within the same subregion have similar performances. The proposed partitioning strategy can be integrated with prior knowledge of specific problem structures to form more efficient hyperplane partitions. Solving the proposed partitioning problem is fast and efficient through solving the formulated MIP via the local search algorithm developed by Dunn (2018). The proposed algorithm combines the...
| Algorithm          | Run | Mean       | Standard deviation |
|-------------------|-----|------------|--------------------|
| ESB&B algorithm   | 1   | 138420.78  | 177.05             |
|                   | 2   | 138420.06  | 190.27             |
|                   | 3   | 138390.60  | 158.24             |
|                   | 4   | 138357.82  | 171.41             |
|                   | 5   | 138357.76  | 210.50             |
| Proposed algorithm| 1   | 138669.72  | 184.94             |
| Parallel partition| 2   | 138703.72  | 166.58             |
|                   | 3   | 138723.02  | 201.85             |
|                   | 4   | 138751.44  | 204.59             |
|                   | 5   | 138666.18  | 206.07             |
| Proposed algorithm| 1   | 139502.98  | 196.23             |
| Hyperplane partition| 2   | 139340.78  | 206.50             |
|                   | 3   | 139188.80  | 212.03             |
|                   | 4   | 139468.24  | 224.51             |
|                   | 5   | 139272.32  | 195.04             |

Table 5: Performance statistics of the derived final solutions in the high-demand case.

| Algorithm          | Run | Proposed algorithm with parallel partition |
|-------------------|-----|-------------------------------------------|
|                   | 1   | 0.0000 0.0000 0.0000 0.0000 0.0000        |
|                   | 2   | 0.0000 0.0000 0.0000 0.0000 0.0000        |
|                   | 3   | 0.0000 0.0000 0.0000 0.0000 0.0000        |
|                   | 4   | 0.0000 0.0000 0.0000 0.0000 0.0000        |
|                   | 5   | 0.0000 0.0000 0.0000 0.0000 0.0000        |

Table 6: P-values of the two-sample t-test comparing the solutions derived by ESB&B algorithm and the proposed algorithm with parallel partition in the high-demand experiment.

| Algorithm          | Run | Proposed algorithm with hyperplane partition |
|-------------------|-----|---------------------------------------------|
|                   | 1   | 0.0000 0.0000 0.0000 0.0000 0.0000          |
|                   | 2   | 0.0000 0.0000 0.0000 0.0000 0.0000          |
|                   | 3   | 0.0000 0.0000 0.0000 0.0000 0.0000          |
|                   | 4   | 0.0000 0.0000 0.0000 0.0000 0.0000          |
|                   | 5   | 0.0000 0.0000 0.0000 0.0000 0.0000          |

Table 7: P-values of the two-sample t-test comparing the solutions derived by ESB&B algorithm and the proposed algorithm with hyperplane partition in the high-demand experiment.
Table 8: P-values of the two-sample t-test comparing the solutions derived by the proposed algorithm with parallel and hyperplane partition in the high-demand experiment.

| Run | Proposed algorithm with hyperplane partition |
|-----|---------------------------------------------|
|     | 1 0.0000 0.0000 0.0000 0.0000 0.0000       |
|     | 2 0.0000 0.0000 0.0000 0.0000 0.0000       |
|     | 3 0.0000 0.0000 0.0000 0.0000 0.0000       |
|     | 4 0.0000 0.0000 0.0000 0.0000 0.0000       |
|     | 5 0.0000 0.0000 0.0000 0.0000 0.0000       |

proposed adaptive partitioning strategy within the ESB&B framework. It is a general-purpose algorithm that converges globally for discrete SO problems with finite and convex feasible region, and it can be applied to general SO problems without significant amount of modification. The proposed algorithm improves the finite-time performances of the original ESB&B algorithm with equal partitioning strategy.

For SO problems with tight sampling budget at each iteration, a smart sampling strategy other than uniform sampling is important. This can be a potential research direction to explore. Currently, the adaptive partitioning strategy supports parallel partition and only hyperplane partitions with potential hyperplane cuts known in advance. It is an interesting research direction to automatically generate hyperplane cuts for any problems without such prior knowledge or such prior knowledge indicates non-hyperplane relations (Lu and Osorio, 2018, 2022, 2024).
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