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Abstract

Although Behavioral Cloning (BC) in theory suffers compounding errors, its scalability and simplicity still makes it an attractive imitation learning algorithm. In contrast, imitation approaches with adversarial training typically does not share the same problem, but necessitates interactions with the environment. Meanwhile, most imitation learning methods only utilises optimal datasets, which could be significantly more expensive to obtain than its suboptimal counterpart. A question that arises is, can we utilise the suboptimal dataset in a principled manner, which otherwise would have been idle? We propose a scalable model-based offline imitation learning algorithmic framework that leverages datasets collected by both suboptimal and optimal policies, and show that its worst case suboptimality becomes linear in the time horizon with respect to the expert samples. We empirically validate our theoretical results and show that the proposed method always outperforms BC in the low data regime on simulated continuous control domains.

1 Introduction

Imitation Learning (IL) refers to the setting where a policy does not have access to the ground truth reward function but instead has expert demonstrations. It has shown to be an efficient approach to policy optimization that has been extensively tested on real world applications[14, 12]. Most previous works on IL focuses on settings where it has limited access to expert demonstrations, where the general strategies include i) BC[26, 12] when no environment interactions are allowed ii) Interactive IL with an expert[39] iii) Adversarial IL[9, 5, 4], by minimizing some form of divergence between the expert and learner’s state action distribution. In this paper, we consider an entirely offline setting as in i).

In many practical real world cases, we make the realistic assumption that the set of logged datasets is pyramidal[25]: there are an enormous number of bad trajectories, many mediocre trajectories, a few good trajectories, etc. It follows that when imitation learning algorithms only make usage of the optimal trajectories, it disregards the information stored in the suboptimal trajectories. How best is it then, to utilise those suboptimal trajectories? While there were some works that attempts to learn from suboptimal demonstrations[30, 8, 26, 27], there were limited works that focuses on the complete offline setting.

As in i), offline reinforcement learning (RL)[22] is a setting where the agent only has access to a fixed dataset of experience, and where interactions with the environment are not permitted. It is a setting of great interest when considering applications where deploying suboptimal policies might be costly, for example in healthcare and self-driving[12]. Although it is fair to assume that such settings has accumulated a vast amount of behavior dataset over the years, be it optimal or suboptimal, offline RL entails the additional assumption of the availability of a reward function, or that such experiences are labeled with rewards. Here, we consider a slightly different setting, where we replace the necessity of reward labels with that of a modest amount of expert demonstrations.
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That is, the setting where the behavior dataset does not include any reward labels, but instead is composed of both suboptimal and (a lot less) optimal trajectories. Our motivations are akin to that of inverse RL [16, 11, 14], and we consider its offline analogue where reward functions are difficult to engineer [11] but it is relatively easier to provide expert demonstrations instead.

We also formulate connections with imitation learning and offline RL and present an imitation learning algorithm where, by utilising suboptimal demonstrations, its performance is less dependent on the amount of optimal demonstrations. We approach this problem by utilising a learned model trained on the behavior dataset. Previously, imitation learning with offline model estimation [40] has not been studied thoroughly, as in the infinite state action space regime, a model trained with limited and narrow coverage datasets, such as those that are exclusively comprised of expert demonstrations, is almost guaranteed empirically to be too incorrect for reliable usage [35, 18].

We then argue that, if we cannot do substantially better with respect to the algorithm, why don’t we change the setting itself? Namely, we change it to the one presented in the paragraph above, and utilise suboptimal data that is potentially idle. From this stems our motivation; in such instances, can we statistically and empirically demonstrate that, by solely interacting with an estimated transition from such idle data, that we can do better than BC?

Under what hopefully a promising setting, our primary contribution is a general algorithmic framework for offline imitation where a policy is trained adversarially with a discriminator in an estimated model, which is trained a priori. We first demonstrate its statistical benefits over behavioral cloning, and its practical instantiation that outperforms BC on all our evaluations. Indeed, offline estimation and usage of a model comes with its own set of difficulties [23, 18, 24], as the model only has access to data with limited support and cannot improve its accuracy using additional experience. It is also well known that a policy optimizing in such a model could learn to exploit where it is inaccurate, which degrades the evaluated performance [24, 23]. We provide justifiable remedies that are motivated by recent works in model based offline RL [18, 23, 17], where our algorithm also estimates and penalizes model uncertainty.

It is also well known that a policy optimizing in such a model could learn to exploit where it is inaccurate, which degrades the evaluated performance [24, 23]. We provide justifiable remedies that are motivated by recent works in model based offline RL [18, 23, 17], where our algorithm also estimates and penalizes model uncertainty.

2 Preliminaries

We consider a γ discounted infinite horizon Markov Decision Process (MDP) $M = (S, A, T, r, d_0, \gamma)$ where $S$ and $A$ denotes the state and action space respectively, $T(s'|s, a)$ the transition dynamics, $r(s, a)$ the reward function, $d_0(s)$ the initial state distribution, and $\gamma \in (0, 1)$ the discount factor. We denote the policy $\pi(a|s)$ as a state conditional action distribution, and $d_T^\pi(s)$ as the state distribution induced by $\pi$ in the dynamics $T$, where $p_T^\pi$ as its state action analogue. We denote $T_t, T_l \in \mathbb{T}$, as the true dynamics and the learned dynamics, respectively in the set of transitions $\mathbb{T}$.

We denote the expert policy as $\pi^*$, the learner policy as $\hat{\pi}$, and the behavior policy as $\pi^\mu$. In the imitation learning setting, the goal is to find a policy $\hat{\pi} \in \Pi$ that minimizes the difference in expected discounted sum of rewards with that of the expert policy $V^{\pi^*} - V^{\hat{\pi}}$, where we consider $V^{\pi^*}$ to be fixed. In our analysis, $\Pi$ and $\mathbb{T}$ are discrete sets of policies and transitions respectively and we assume a realizable setting for the policy, where $\Pi$ is rich enough for $\pi^* \in \Pi$.

We follow the conventions in [34], where for any two policies $\pi, \hat{\pi}$ and dynamics $T, \hat{T}$ we define a discriminating function $f_{\pi, \hat{\pi}}^{T, \hat{T}}$:

$$f_{\pi, \hat{\pi}}^{T, \hat{T}} = \arg\max_{f : ||f||_1 \leq 1} \mathbb{E}_{s \sim d_T^\pi} [f(s)] - \mathbb{E}_{s \sim d_T^{\hat{\pi}}} [f(s)]$$

and the set of discriminating functions: $F = \{ f_{\pi, \hat{\pi}}^{T, \hat{T}} : \pi, \hat{\pi} \in \Pi, T \in \mathbb{T}, \pi \neq \hat{\pi} \}$.

Note that each $f \in F$ defines an Integral Probability Metric (IPM) of the Total Variation (TV) distance for the two distributions. We also define the data coverage of $p_T^\mu(s, a)$, $C := \sup_{\pi \in \Pi, s \in S, a \in A} \nu_T^{\pi}(s, a)$, where $\nu_T^{\pi}(s, a)$ denotes an admissible state action density by any $\pi \in \Pi$ in the transition $T_t$, and, $p_T^{\pi}(s, a)$ denotes the state action distribution of the behavior policy. Unless otherwise stated, we assume $C$ is bounded. We define the model training loss taken with respect to the behavior distribution, $e_T = \mathbb{E}_{s,a \sim p_T^{\pi^*}(s, a)} [||T_t(s'|a, s) - T_l(s'|a, s)||_1]$, and the expected distance of
any two policies $\pi, \pi'$ where the expectation is taken with respect to the state visitation distribution of $\pi$ as $\epsilon_{\pi, \pi'} = \mathbb{E}_{s \sim d^\pi} [||\pi(a|s) - \pi'(a|s)||_1]$. For simplicity, we assume the existence of an optimization oracle for all optimization problems that follow. We also assume that $p_T^\pi(s, a)$ is computable when $\pi$ and $T$ is given. Note that in general we can get arbitrarily close to the true distribution by sacrificing more compute.

Data Assumption In our work we assume access to a finite collection of $M$ optimal state action pairs and $N$ suboptimal state action pairs that are generated by the expert and the behavior policy respectively, when rolling out their policy on the true dynamics, i.e. $\{s^*_i, a^*_i\}_{i=1..M} \sim p_T^{\pi^*}$, $\{s^i, a^i\}_{i=1..N} \sim p_T^{\pi}$. Although we focus on instances where $N >> M$, our work is not restricted on that setting.

3 Existing Algorithms

BC One of the more traditional approaches to imitation learning, behavioral cloning[12] trains a function approximator to replicate the expert under the state distribution induced by the expert. A well known result is that the worst case expected suboptimality for any BC learner scales quadratically in the time horizon with respect to the training error[19][14]. We further elucidate by presenting a general bound for the difference in expected returns for any two policies $\pi$ and $\hat{\pi}$.

Lemma 1:

$$V^\pi - V^{\hat{\pi}} \leq \frac{1}{(1-\gamma)^2} \epsilon_{\pi, \hat{\pi}}$$

Proof and further details in Appendix. When $\pi$ and $\hat{\pi}$ are $\pi^*$ and $\pi^{BC}$ respectively, the bound reduces to the well studied error bounds of behavioral cloning under the infinite horizon setting[19]. The difficulty here is that behavioral cloning does not directly minimize the difference in state visitation densities, $\epsilon_{d^{\pi, \hat{\pi}}} := |d_T^{\pi}(s) - d_T^{\hat{\pi}}(s)|$, between the learner and the expert. As a result, the error from $\epsilon_{\pi, \hat{\pi}}$ is summed over all timesteps when it propagates to $\epsilon_{d^{\pi, \hat{\pi}}}$, which is also known as covariate shift in the literature[14]. Furthermore, $\epsilon_{d^{\pi, \hat{\pi}}}$ is also summed over all timesteps when it propagates to $\epsilon_V := V^\pi - V^{\hat{\pi}}$.

$$\epsilon_{d^{\pi, \hat{\pi}}} \leq \mathcal{O}\left(\frac{1}{1-\gamma} \epsilon_{\pi, \hat{\pi}}\right) \quad \epsilon_V \leq \mathcal{O}\left(\frac{1}{1-\gamma} \epsilon_{d^{\pi, \hat{\pi}}}\right)$$

In other words, the error’s compounding nature can be attributed to the inability to minimize $\epsilon_{d^{\pi, \hat{\pi}}}$ directly. We can then deduce that if there were indeed a measure of minimizing $\epsilon_{d^{\pi, \hat{\pi}}}$, we would obtain a $\mathcal{O}\left(\frac{1}{1-\gamma}\right)$ factor improvement in $\epsilon_V$.

Adversarial Imitation As shown previously, one gets an unfavorable guarantee on BC when $\epsilon_{\pi, \hat{\pi}}$ is large, which generally occurs when $M$ is small. We also showed that one can reduce the expected worst case error by a factor of $\frac{1}{1-\gamma}$ when the difference in the state marginals are directly minimized.

In this section we point out the successes in recent adversarial IL methods[9,5,4,33,32] and remind that its success over behavioral cloning, particularly in the low-data regime, can simply be attributed to its access to more information. While seemingly an obvious statement, the imitation learning literature seems to have overlooked this notion[6][19]. Precisely, this additional information comes by the form of $T_i$, which grants them the ability to minimize $\epsilon_{d^{\pi, \hat{\pi}}}$ directly. This is in contrast to the hypothesis presented in [6], where they assign credit to particular differences in formulations of loss functions.

Information theoretically, when the algorithm has access to a true model of its MDP, i.e. knowledge of $T_i$, it can compute $d_T^\pi(s)$. Subsequently, a rather straightforward routine to compute and minimize $\epsilon_{d^{\pi, \hat{\pi}}}$ is a min-max optimization procedure.

Theorem 2: Let

$$\hat{\pi} = \arg\min_{\pi \in \Pi} \max_{f \in F} \frac{1}{M} \sum_{m=1}^M f(s^m, a^m) - \mathbb{E}_{s, a \sim p_T^{\pi^*}(s, a)}[f(s, a)]$$

Then with probability at least $1 - \delta$, 

$$V^{\pi^*} - V^{\hat{\pi}} \leq \frac{2}{1-\gamma} \epsilon_s$$
where $\epsilon_s = \sqrt{\frac{\ln \left( \frac{1}{\gamma} \right)}{M}}$. Proof and further details in Appendix.[34]

Quite simplistically, $\hat{\pi}$ in the algorithm above is directly minimizing $\|p_T^\pi(s, a) - p_T^{\pi_\ast}(s, a)\|_{TV}$, albeit in its approximated form. As a result, there is only one stage of error propagation from the policy’s objective to $\epsilon_V$. Note that the algorithm shares the same essential qualities of most adversarial IL methods.[9][5][4], in that additional data are generated via interactions, after which min-max optimization procedure follows. Essentially, the reduction of dependency on $M$ comes at the cost of the assumption of a known $T_\pi$, as opposed to the BC setting, where the algorithm only has access to a limited, and usually expensive, samples of expert data. We can then deduce that BC without any new information is a fundamentally limited setting, especially in the low data regime. The recently constructed lower bound on BC constitutes confirmatory evidence of this statement, where the lower bound also scales quadratic in the horizon.[20]. However note that such online samples are typically considered expensive and even the most sophisticated algorithms specified for sample efficiency.[38][29] generally requires orders of magnitude more number of interactions than $M$.

4 Model-based Offline Imitation Learning

In previous sections we briefly analysed the properties of BC and adversarial IL methods. We concluded that the latter comes with better theoretical guarantees, albeit at the cost of interacting with the environment, or access to a true model. However, BC is still widely used due to its simplicity and scalability[41]. An immediate question that arises is whether existing and tested methods as the ones discussed can be repurposed for sample efficient learning in a complete offline setting, while conserving the generality and scalability of BC.

4.1 Algorithm 1

We first begin with a simple extension of Theorem 2, namely how its bound differs when the rollouts from the learner is generated from a learned model $T_{l}$ instead of $T_{\pi}$. In both Algorithm 1 and Algorithm 2, a model $T_{l}$ is trained at initialization from samples $s, a \sim p_T^\pi$. Observing that the expectation in the objective of $\pi$ is taken over $p_T^\pi(s, a)$ instead of $p_T^{\pi_\ast}(s, a)$, we then obtain the following sample complexity of this modified algorithm.

Theorem 3: Let

$$\hat{\pi} = \arg\min_{\pi \in \Pi} \max_{f \in F} \frac{1}{M} \sum_{m=1}^{M} f(s^*, a^*) - \mathbb{E}_{s, a \sim p_{T_{l}}}(s, a)[f(s, a)]$$

Then with probability at least $1 - \delta$,

$$V^{\pi_\ast} - V^{\hat{\pi}} \leq \frac{1}{1 - \gamma} (2\epsilon_s + \frac{1}{1 - \gamma} 2C\epsilon_T)$$

where $\epsilon_s = \sqrt{\frac{\ln \left( \frac{1}{\gamma} \right)}{M}}$. Proof and further details in Appendix.

As in section 3, $\epsilon_s$ is the sampling error that has a $\sqrt{1/M}$ dependency on the number of expert samples. It is precisely the term that we aim to reduce the suboptimality’s dependency on. $\epsilon_T$ denotes the training loss of the model. $C$ is the importance weight which serves as a bias correction term. Given a model $T_l$, it accounts for the distributional shift that occurs between the training and evaluation stage, since the distribution in which $T_l$ was trained on, $p_T^\pi(s, a)$, differs from the distributions on which it is evaluated. If our assumption on the bounded $C$ holds, both of the error terms are guaranteed to converge to 0 in the limit of infinite samples. However its scaling factor $O((1-\gamma)^2)$ implies the coverage of the behavior dataset plays an essential role in algorithm 1’s performance, more so than the expert dataset size.

Note that Algorithm 1’s error, unlike that of BC, incur no dependence on $\epsilon_{\pi, \hat{\pi}}$, and only has a $O(1/M)$ dependency on $M$, albeit at the cost of introducing a model error term $C\epsilon_T$. Intuitively, we ‘shift’ the quadratic dependency on $M$ obtained in behavioral cloning to the model training loss $\epsilon_T$ in Algorithm 1. Why would this be favorable? Consider the definition of the error term. As an empirical
Then with probability at least $1 - \delta$, where $\epsilon$ is such that it is minimizing its upper bound (approximated by samples) under its IPM form, the dependency on $M$ is reduced, but can be easily integrated with a BC loss, in the following form:

$$\text{loss}(\pi) = \epsilon_{\pi^*, \pi} + \text{loss}_{\text{auxillary}}$$

This is motivated by the fact that relying solely on $\tilde{f}$ for policy optimization might not be ideal when given a finite dataset, where it is easy to overfit to the discriminator. We are able to achieve this by modifying the discriminator function. Algorithm 1 focuses on the setting where $\tilde{f}$ takes in both states and actions as inputs. In this subsection, we study its variant, Algorithm 2, where $\tilde{f}$ instead only discriminates on the state space, while the learner $\hat{\pi}$ also directly minimizes a behavioral cloning loss

$$\frac{1}{M} \sum_{m=1}^{M} ||\pi^*(s|a) - \pi(a|s)||_1$$

such that its final objective becomes a two-way trade off problem

$$\text{loss}(\pi) = \frac{1}{M} \sum_{m=1}^{M} ||\pi^*(s|a) - \pi(a|s)||_1 - \mathbb{E}_{s \sim d_{\pi^*}} [\hat{f}(s)]$$

where $\hat{f} = \arg\max_{f \in F} \frac{1}{M} \sum_{m=1}^{M} f(s^*) - \mathbb{E}_{s \sim d_{\pi^*}} [f(s)]$. We then again bound the algorithm’s suboptimality using terms of interest.

**Theorem 4:** Let

$$\hat{\pi} = \arg\min_{\pi \in \Pi} \max_{f \in F} \frac{1}{M} \sum_{m=1}^{M} f(s^*) - \mathbb{E}_{s \sim d_{\pi^*}} [f(s)] + \frac{1}{M} \sum_{m=1}^{M} ||\pi^*(s|a) - \pi(a|s)||_1$$

Then with probability at least $1 - \delta$,

$$V_{\pi^*} - V_{\hat{\pi}} \leq \frac{1}{1 - \gamma} (2\epsilon_s + 1 - \gamma^2 C \epsilon_T + \epsilon)$$

where $\epsilon_s = \sqrt{\frac{\ln(\frac{4}{\delta})}{M}}$ and $\epsilon_{\pi} = \sqrt{\frac{\ln(\frac{4}{\delta})}{M}}$. Proof and further details in Appendix.

As in Algorithm 1, both $\epsilon_T$ and $\epsilon_s$ approaches 0 in the limit of infinite samples from the behavior distribution $\pi^*$. The third term is the sampling error of $\frac{1}{M} \sum_{m=1}^{M} ||\pi^*(s|a) - \pi(a|s)||_1$ from the true expectation $\epsilon_{\pi^*, \pi}$, which also approaches 0 as $M \to \infty$. Thus the derived bound indeed becomes a valid sample complexity of Algorithm 2. As in Algorithm 1, the dependence on $M$ is linear in the time horizon, at the cost of introducing the model error $C \epsilon_T$.

In the previous section we discussed that the error in the conditional action distribution $\epsilon_{\pi^*, \hat{\pi}}$ of two policies $\pi^*$ and $\hat{\pi}$ adds linearly each consecutive timestep over the time horizon when it propagates to $||d_{\pi^*}(s) - d_{\hat{\pi}}(s)||_1$, and a tighter bound over $V_{\pi^*} - V_{\hat{\pi}}$ necessitates the direct minimization of the error in state densities. A rather simplistic view of Algorithm 2 is that it is minimizing its upper bound (approximated by samples) under its IPM form, $\epsilon_{\pi^*, \hat{\pi}} = ||d_{\pi^*}(s) - d_{\hat{\pi}}(s)||_1 + \frac{1}{M} \sum_{m=1}^{M} f(s^*) - \mathbb{E}_{s \sim d_{\pi^*}} [f(s)] + \frac{1}{M} \sum_{m=1}^{M} f(s^*) - \mathbb{E}_{s \sim d_{\pi^*}} [f(s)]$ (further details in Appendix), where the bound all consists of terms of minimization. From this perspective we can attribute Algorithm 2’s sample efficiency over BC by its ability to minimize $\epsilon_{\pi^*, \hat{\pi}}$ (almost) directly, which mitigates covariate shift. We also argue that despite the fact that our analysis focuses on a linear loss function for the discriminator $\hat{f}$, a practical algorithm we propose...
is quite general. We do not injure its essence by say, using a different loss function. Rather quite simplistically, its crux is as follows; first train a model, after which, at each iteration, a discriminator and a policy is trained adversarially with \( \{ s_i^* \}_{i=1}^{M} \sim d_T^\pi \) and \( \{ S_i \}_{i=1}^{M} \sim d_T^\pi \), where \( M \) could be arbitrarily large since we have access to \( T_1 \). In addition, \( \hat{\pi} \) has an additional behavioral cloning loss term to minimize. Full algorithm is detailed in Algorithm 2 in Appendix.

4.3 The C term and its repercussions

Recall the second term from Theorem 4, \( \frac{1}{1-\gamma}2C\epsilon_T \). When training \( T_1 \) with ERM, the training loss minimized is \( \epsilon_T = \mathbb{E}_{s,a \sim p^\pi_{T_1}(s,a)}[||T_\ell(s'|a,s) - T_1(s'|a,s)||_1] \). where the training distribution is limited only to \( p^\pi_{T_1}(s,a) \). However when we bound the difference of the witness functions \( f \) induced by the the model error (detail in Appendix)

\[
\mathbb{E}_{s \sim d^\pi_{T_1}(s)}[\hat{f}(s)] - \mathbb{E}_{s \sim d^\pi_{T_1}(s)}[\hat{f}(s)] \leq f_{\max} \ \frac{1}{1-\gamma} \ \mathbb{E}_{s,a \sim p^\pi_{T_1}(s,a)}[||T_\ell(s'|a,s) - T_1(s'|a,s)||_1]
\]

we observe a different distribution \( p^\hat{\pi}_{T_1}(s,a) \) at the expectation instead of \( p^\pi_{T_1}(s,a) \), i.e. a different train and test set for \( T_1 \). A conventional approach to such case is introducing a concentration coefficient \( C \) that is assumed to be bounded uniformly for all \( \pi \in \Pi, s,a \in S,A \), such that

\[
\mathbb{E}_{s,a \sim p^\hat{\pi}_{T_1}(s,a)}[||T_\ell(s'|a,s) - T_1(s'|a,s)||_1] \leq C\epsilon_T, \text{ ensuring the convergence properties during finite sample analysis, a form of insurance against any distribution shift if you will. Such simple algebraic trick, however, neglects what potentially is a ‘make or break’ in an offline learning algorithm in a practical setting} \ [22] [18] [23]. It has been empirically observed \[22\] that a combination of infinite state-action space and function approximation likely causes divergence while training, due to the policy exploiting the errors in the model, which is expected to be large with such bias in the distributions.

As alluded before, our analysis elucidates this notion, as \( C \) compounds at a quadratic rate, which means for very large \( C \), the second error term from Theorem 4 will dominate the other terms and the bound will become very loose in the worst case. By its definition, this occurs when any \( \pi \in \Pi \) admits \( s,a \) such that \( p^\pi_{T_1}(s,a) \) is large but \( p^{\hat{\pi}}_{T_1}(s,a) \) is small, for all \( s,a \in S,A \). As a result, the worst case bound becomes uncontrollably large when any rollouts from \( T_1 \) diverges too much from the behavior dataset.

What happens then if our assumption on \( C \) doesn’t hold? This implies that the previous worst case error becomes unbounded. A simple algebraic modification in the proof, however resolves this issue, albeit at a cost of losing our convergence guarantees. But first we define a new term \( U \), that attempts to capture an intuitive notion of uncertainties \[25\] induced by the error in the learned model. We define

\[
U(\pi) := \mathbb{E}_{s,a \sim p^\pi_{T_1}(s,a)}[||T_\ell(s'|a,s) - T_1(s'|a,s)||_1] - \mathbb{E}_{s,a \sim p^\hat{\pi}_{T_1}(s,a)}[||T_\ell(s'|a,s) - T_1(s'|a,s)||_1],
\]

the difference in the model error induced by \( \pi \) when evaluated at \( p^\pi_{T_1}(s,a) \) and \( p^{\hat{\pi}}_{T_1}(s,a) \). From its definition, we can observe that \( \sup_{\pi \in \Pi} U(\pi) \) determines a property related to the global accuracy of \( T_1 \). We then utilize this term to bypass the unboundedness of \( C \) in Theorem 2.

**Corollary 2:** Algorithm 2 returns a policy \( \hat{\pi} \) such that

\[
V^{\hat{\pi}} \leq V^\pi + \frac{1}{1-\gamma}2\epsilon_s + \frac{1}{(1-\gamma)^2} (2\epsilon_T + U(\hat{\pi}) + U(\pi^*)) + \frac{1}{1-\gamma} \epsilon_{\pi^*,\hat{\pi}}.
\]

In words, the suboptimality increases when either \( \hat{\pi} \) or \( \pi^* \) visits states that incur larger model error than \( \epsilon_T \). Given that \( T_1 \) attempts to minimize \( \epsilon_T \), we can expect that it is relatively more accurate on \( s,a \sim p^\pi_{T_1}(s,a) \). Consequently, \( U(\hat{\pi}) \) and \( U(\pi^*) \) is small when \( \hat{\pi} \) and \( \pi^* \) doesn’t erroneously lead to states that incur large model error. However, note that \( U(\pi^*) \) is an uncontrollable term, and signifies a fundamental property of the provided dataset. Therefore any attempt to ensure the error is bounded should be realized by controlling \( U(\hat{\pi}) \).

In practical settings, to avoid degenerate solutions caused by the potentially unbounded model bias, we instead want to solve the optimization problem of the following form,

\[
\min \pi \in \Pi \ \frac{1}{M} \sum_{m=1}^{M} f(s^*) - \mathbb{E}_{s \sim d^\pi_{T_1}}[f(s)] + \frac{1}{M} \sum_{m=1}^{M} ||\pi^*(a|s^*) - \pi(a|s^*)||_1
\]
where $c$ is some sufficiently small constant. An immediate question is then how best do we ensure a sufficiently small $U(\hat{\pi})$? By its definition, we know $U(\hat{\pi})$ will be small when the learner $\hat{\pi}$ visits states that the model is relatively more accurate in. Certainly, we cannot formulate this as a Lagrangian to directly minimize $U(\hat{\pi})$, as no such oracle exists. In section 5, we provide some practical remedies which proves to be essential to Algorithm 2’s practical performance.

5 Practical Implementation and Experiments

Up to this point our theoretical results indicates that in the offline imitation learning setting, using a learned model from suboptimal datasets reduces the dependence on the number of expert samples, provided that the algorithm can control its degree of distributional shift (bounded $C$). Given that the results were based on certain idealizations and assumptions, can we still empirically validate this claim?

Uncertainty Penalization In section 4 we discussed how the sample complexity of Algorithm 1 and 2 crucially depends on the uncertainty of $T_l$ in the states induced by $\hat{\pi}$ and $\pi^*$. Instead of relying on the assumption on $C$, we decompose the model’s uncertainty into $U(\hat{\pi})$ and $U(\pi^*)$, and argue that while $U(\pi^*)$ is a fundamental property of the dataset, we can attempt to control the value of $U(\hat{\pi})$. In our experiments, we utilise uncertainty quantification techniques[18, 23, 17, 22] to estimate and control $U(\hat{\pi})$. Following works in the model based offline reinforcement learning literature[24], we train $T_l$ as an ensemble of $K$ probabilistic neural networks that each outputs a mean and a covariance matrix $\Sigma$ to estimate the transition from the behavior dataset, and use the discrepancies in their predictions to estimate uncertainty. While there are a myriad of possible techniques for this endeavor, for our main evaluations we use the one presented in [18] and observe that it is sufficient to obtain good results. Specifically, we define the state-action wise estimated uncertainty $\hat{U}(s, a) := \max_{i=1}^K ||\Sigma_i(s, a)||$ and the uncertainty penalized discriminator $f_u(s, a) = f(s, a) - \lambda \hat{U}(s, a)$ where the objective of the policy then becomes(with our previously defined $\hat{f}$)

$$\text{loss}(\hat{\pi}) = \frac{1}{M} \sum_{m=1}^{M} ||\pi^*(a|s^*) - \hat{\pi}(a|s^*)||_1 - \mathbb{E}_{s \sim d_T^\pi} [\hat{f}_u(s)]$$

In our experiments we attempt to answer the following questions: i) In the offline setting, does Algorithm 2 outperform BC in the low data regime? ii) Is Algorithm 2 competitive with Adversarial IL methods that are trained online? iii) To what extent does $U(\hat{\pi})$ affect the algorithm’s performance and can we validate that we can indeed control $U(\hat{\pi})$ with the proposed methods? We answer the above questions with standard benchmark tasks from OpenAi gym[2] with the Mujoco[28] simulator. We collect both expert and behavior datasets using SAC[8]. All behavior datasets are collected for 1M time steps, after which the collection terminates. We then evaluate our algorithm along with BC and Adversarial IL from section 3. We implement our own Adversarial IL algorithm and practice fair comparison by training it on an identical codebase and hyperparameters(where they apply) as on Algorithm 2, except that it uses a true model $T_l$ to sample rollouts instead. BC also shares the same policy architecture with Adversarial IL and Algorithm 2.

We first highlight several factors that are expected to affect the magnitude of $U(\hat{\pi})$. They include:

1) **Dataset Size:** The number of state action pairs used to train the model
2) **Dataset Coverage:** The degree of exploration or the number of policies used to collect the data.
3) **Uncertainty Penalization:** This requires uncertainty quantification techniques.
4) **Starting State:** As alluded before, the starting state of rollouts directly affects the model’s uncertainty.

Note that 1) and 2) are both determined prior running the algorithm. Assuming 1) and 2) are known, we can use this prior to determine the degree of 3). In order to evaluate the severity of 2), we collect two different behavior datasets to train the model. Dataset $p_w^{\pi^*}$ is collected by a slow learning policy that upon termination, obtains medium level performance, or approximately half the returns of the $\pi^*$. We deliberately induce slow learning so that the best performing policy in $p_w^{\pi^*}$ is still suboptimal. Dataset $p_w^{\pi^*}$ is collected entirely by a random policy. Note that in the evaluated
We now briefly discuss prior works that motivated this work. Traditionally, IL focuses on learning with fixed expert demonstrations\cite{12, 41}, while\cite{39, 14} formalized the compounding error bound of Algorithm 2 were averaged over 3 seeds. For all 1 Expert Traj experiments, different trajectory was used each trial. We observe that Algorithm 2 outperforms BC with large margin on the 1, 3, 10 Expert Traj settings, while they both become near optimal when provided 30 expert trajectories. We also empirically study the effect of different starting states from section 5. Results are presented in Table 2. We find that the performance heavily relies on where \( \hat{\pi} \) begin its rollouts on \( T_i \). During experiments, we find that \( T_i \)'s low accuracy on states other than from \( \pi^* \) leads to unstable policy learning. This result aligns with our theoretical findings, and it suggests that different starting states could potentially lead to stronger model-based offline RL results. Additional implementation details/evaluations are provided in the Appendix.

### 6 Related Works

We now briefly discuss prior works that motivated this work. Traditionally, IL focuses on learning with fixed expert demonstrations\cite{12, 41}, while\cite{39, 14} formalized the compounding error bound of
BC. Subsequently they introduce Dagger, which necessitates interactions with the expert and the environment, and shows that it breaks the quadratic bound. [10] present methods that address the distribution shift of IL by attempting to match the state visitation density of the expert. [36] recently proposed algorithms for offline imitation learning, but they are only restricted to discrete action spaces. [9, 5, 4] first derived adversarial IL from the principle of maximum entropy [16] in the deep RL setting, and demonstrated that it significantly outperforms BC.

Here we highlight works that attempts IL with suboptimal demonstrations [3, 27, 30, 26]. [26] presents an alternative BC algorithm that learns from noisy logged demonstrations, by filtering out data with low modes. [3] showed that, given performance rankings of the suboptimal demonstrations, their algorithm obtains better performance than the demonstration. However, their algorithm relies on the assumption that the reward in the MDP of interest is easily ‘extrapolatable’, which is not a fair assumption to make on all MDPs, such as ones that require a fair amount of exploration.

We also highlight some theoretical contributions that motivated our work, namely [20][31][19][31] presents a provably efficient imitation learning algorithm on settings where the actions are not provided in the expert dataset. In the tabular setting [20] showed that with knowledge of the true dynamics one can obtain a subquadratic error bound with respect to the horizon. [19] illustrates a unified view on error bound analysis for imitation learning. While [19][20] does not present any practical algorithms, our theoretical results were greatly inspired by their works. In that sense, our work can be considered an extension of their works.

In its essence, our empirical work most resembles the recent works in model based offline learning [17][23][18], which have shown promising results. Therefore, any further developments in this area could potentially benefit our work. To combat the issue of distribution shift, [18][23] has relied on uncertainty penalization using the discrepancies in the ensemble predictions, while [17] has relied on penalizing the Q function for state action pairs that are generated by the model. In particular, [18][17] builds on the work of [24] that uses an ensemble of model to estimate epistemic uncertainty. Outside offline RL, [1] also utilises ensemble disagreement of policies to penalize visiting uncertain regions.

7 Conclusion

Addressing sample efficiency and covariate shift has been a long standing challenge in IL. In our work, we present principled remedies by finding usage of suboptimal demonstrations. We show that training a model from a suboptimal dataset and adversarial training in the estimated MDP yields an algorithm that requires much lower amount of expert samples. As the algorithms we present are general and backed with theory, it could potentially have real world use cases. It shares the same promise with offline RL, but without requiring reward labels.

It is also worthy to share some limitations in our work. Notably, our algorithm relies on the sufficient coverage assumption of the behavior dataset along with less principled approaches to estimate uncertainty. In that perspective, our work shares the same obstacles as model based offline RL algorithms, and future works on these limitations could benefit them both.
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higher when rollouts start from \( \pi \) is a term that we can control. Now recall the definition of \( C \) as discussed before, the policy performs \( \pi \) is computable for a given policy \( \tilde{\pi} \). However, with infinite state action spaces, naively rolling out the entire trajectory for \( \tilde{\pi} \) might not be desirable\(^{24}\) as the model’s error compounds as shown in section 4\(^{34}\). Meanwhile too short of a rollout from \( T_i \) such as in\(^{18}\) \(^{24}\) increases the sampling bias from not sampling from \( d_{T_i}^\pi \), and the resulting algorithm strays too much from our analysis. In our experiments, we find that a certain range of rollout lengths \( H \) works well, namely \( 5 \leq H \leq 15 \). However we perform all our experiments with \( H \) fixed with 10, which is typically longer than most model based RL experiments. As opposed to standard model based RL\(^{24}\), in the imitation learning setting we provide some additional justifications as to why a longer \( H \) (up to a certain point) might be desirable in section B.1.

**Rollout Length** For sake of simplicity our analysis relied on the assumption that \( d_{T_i}^\pi \) is computable for a given policy \( \tilde{\pi} \). However, with infinite state action spaces, naively rolling out the entire trajectory for \( \tilde{\pi} \) might not be desirable\(^{24}\) as the model’s error compounds as shown in section 4\(^{34}\). Meanwhile too short of a rollout from \( T_i \) such as in\(^{18}\) \(^{24}\) increases the sampling bias from not sampling from \( d_{T_i}^\pi \), and the resulting algorithm strays too much from our analysis. In our experiments, we find that a certain range of rollout lengths \( H \) works well, namely \( 5 \leq H \leq 15 \). However we perform all our experiments with \( H \) fixed with 10, which is typically longer than most model based RL experiments. As opposed to standard model based RL\(^{24}\), in the imitation learning setting we provide some additional justifications as to why a longer \( H \) (up to a certain point) might be desirable in section B.1.

**Starting State** As discussed before, the policy performs \( H \) step rollouts in \( T_i \) where we then estimate \( d_{T_i}^\pi \). However, from what state distribution do we actually begin the rollout? This stems a fairly important discussion, as our experiments showed that it is a large controlling factor on the algorithm’s performance. We first discuss several available options: i) \( d_0(s) \); Initial States: we assume samples from \( d_0(s) \) are available as initial states in the provided dataset, ii) \( d_{T_i}^\pi(s) \); Expert States, iii) \( d_{T_i}^\pi(s) \); Behavior States, iii) \( d(s) \); Arbitary States: these refers to any states that are sampled from the observation space.

We first state that we chose iii) for our evaluations, motivated from our theoretical results. We also experimentally confirm that iii) is indeed the best option. In section 4, we showed that the algorithm’s performance relies crucially on the magnitudes of the term \( C \) or \( U(\tilde{\pi}) \). While \( C \) is a property of the dataset, \( U(\tilde{\pi}) \) is a term that we can control. Now recall the definition of \( U(\tilde{\pi}) \). Since we expect \( T_i \) to be relatively more accurate on \( d_{T_i}^\pi(s) \) than others, a policy that begins from \( d_{T_i}^\pi(s) \) will also likely end up in states that \( T_i \) is more accurate in, which results in a lower \( U(\tilde{\pi}) \). Explained differently, the algorithm’s performance depends on the accuracy of \( T_i \) during rollouts, which is expected to be higher when rollouts start from iii). In a sense, choosing the starting state iii) is an additional strategy that controls \( U(\tilde{\pi}) \), as is uncertainty penalization. We corroborate this hypothesis in our experiments in section 5.

### A Additional Implementation Details

#### Algorithm 1: Algorithm 2

| Input: Optimal trajectories \( D(\pi^*) = \{s_i^*,a_i^*\}_{i=1..M} \), Suboptimal trajectories \( D(\tilde{\pi}) = \{\tilde{s}_i,\tilde{a}_i\}_{i=1..N} \); |
|---------------------------------------------------------------|
| **Result:** \( \tilde{\pi}, T_i, \) and \( f \) parameters |
|---------------------------------------------------------------|
| Train model \( T_i \) with \( D := D(\pi^*) \cup D(\tilde{\pi}) \); |
|---------------------------------------------------------------|
| for epoch = 1,2,...,T do |
|---------------------------------------------------------------|
| Collect Data: Run current policy(in parallel) \( \tilde{\pi} \) in \( T_i \) for \( H \) horizon length and obtain dataset \( D(\tilde{\pi}) = \{\tilde{s}_i,\tilde{a}_i,\tilde{r}_i\}_{i=1..B} \) with batch size \( B \) and scores \( \tilde{r} \) from \( f \); |
|---------------------------------------------------------------|
| Discriminator: Update \( f \) with \( D(\tilde{\pi}) \) and \( D(\pi^*) \); |
|---------------------------------------------------------------|
| Policy: Take policy gradient step to maximise \( \tilde{r} \) from \( f \) and minimize BC loss from \( D(\pi^*) \); |
|---------------------------------------------------------------|
| end |

#### A.1 Additional Training Details

**Discriminator** We train the function \( f \) with 2 layers and 64 units. To mitigate overfitting, we regularize it by enforcing a lipschitz constant of 0.05 on the network parameters. We find this to be significantly more beneficial than gradient penalty based regularizations.
We refer readers to Section E, Theorem 21 in [43] for detailed proofs on maximum likelihood (MLE). Also, let
\( R \) and predict with a random sample from the ensemble predictions.

**Policy**  We optimize the policy with PPO [42]. Although we can in principle backpropagate through time in \( T_t \), we believed policy gradients would be a better choice since we can get a gradient arbitrarily close to the true gradient by simply sacrificing more compute. For all our experiments, we collect 5000 samples in parallel for a horizon length of 10, which results in 50000 total samples per epoch.

### B Proofs

**Proof of Lemma 1** (Performance Difference of Two Policies): This is a simple application of the performance difference lemma [34] of any two policies \( \pi, \hat{\pi} \). Let \( R_{\max} \leq 1/2 \), then it follows that for all \( s, a \) such that
\[
\max_{\pi} E_{s, a} \gamma^t r(s, a) \leq E_{a \sim \hat{\pi}, T_t} \gamma^t r(s, a),
\]
where only the first action is averaged over \( \hat{\pi} \). Then it follows that
\[
V^\pi - V^{\hat{\pi}} = \frac{1}{1 - \gamma} E_{s \sim d_{T_t}^\pi} [-Q^\pi(s, \hat{\pi}(s)) + Q^\pi(s, \pi(s))]
\leq Q_{\max} \frac{1}{1 - \gamma} E_{s \sim d_{T_t}^\pi} ||\pi - \hat{\pi}||_1
\leq \frac{1}{(1 - \gamma)^2} E_{s \sim d_{T_t}^\pi} ||\pi - \hat{\pi}||_1
\]
We refer readers to Section E, Theorem 21 in [43] for detailed proofs on maximum likelihood (MLE) guarantees on \( E_{s \sim d_{T_t}^\pi} ||\pi - \hat{\pi}||_1 \), such that the bound becomes a valid sample complexity after a MLE training procedure.

**Proof of Theorem 2**: The proof can be found in [34], but we also present here for completeness. It is a direct application of a uniform convergence argument for all \( f \in F \). For Theorem 2 and 3, we define \( f \) slightly differently from its definition presented in section 2, namely \( f \) takes both \( s, a \) as inputs. We then define \( \hat{f} := \arg\max_{f \in F} \frac{1}{M} \sum_{m=1}^M f(s^*, a^*) - E_{s \sim p_{T_t}^\pi} [f(s, a)] \) and \( \hat{f} := \arg\max_{f \in F} E_{s \sim p_{T_t}^\pi} [f(s, a)] - E_{s \sim p_{T_t}^\pi} [f(s, a)] \).

Then it follows that for all \( \pi \in \Pi, \max_{f \in F} (E_{s, a \sim p_{T_t}^\pi} [f(s, a)] - E_{s \sim p_{T_t}^\hat{\pi}} [f(s, a)]) = \max_{f : \|f\|_{\infty} \leq 1} (E_{s, a \sim p_{T_t}^\pi} [f(s, a)] - E_{s \sim p_{T_t}^\hat{\pi}} [f(s, a)]) = \|p_{T_t}^\pi(s, a) - p_{T_t}^\hat{\pi}(s, a)\|_1 \)

Also, let \( R_{\max} \leq 1 \). It is then straightforward to see that
\[
V^\pi - V^{\hat{\pi}} \leq \frac{1}{1 - \gamma} \|p_{T_t}^\pi(s, a) - p_{T_t}^\hat{\pi}(s, a)\|_1
\]

We now bound the distance of the state-action visitation densities,
\[
\|p_{T_t}^\pi(s, a) - p_{T_t}^\hat{\pi}(s, a)\|_1 = E_{s, a \sim p_{T_t}^\pi} [\hat{f}(s, a)] - E_{s \sim p_{T_t}^\hat{\pi}} [\hat{f}(s, a)]
\leq \frac{1}{M} \sum_{m=1}^M \hat{f}(s^*, a^*) - E_{s, a \sim p_{T_t}^\pi} [\hat{f}(s, a)] + \epsilon_s
\leq \frac{1}{M} \sum_{m=1}^M \hat{f}(s^*, a^*) - E_{s \sim p_{T_t}^\pi} [\hat{f}(s, a)] + \epsilon_s
\[
\leq \frac{1}{M} \sum_{m=1}^{M} \tilde{f}(s^*, a^*) - \mathbb{E}_{s,a \sim p_{T_{\hat{\pi}}}^*} \left[ \tilde{f}(s, a) \right] + \epsilon_s \\
\leq 2\epsilon_s
\]

Utilising
\[
V^{\pi^*} - V^{\hat{\pi}} \\
\leq \frac{1}{1 - \gamma} \left| \left| p_{T_{\hat{\pi}}}^*(s, a) - p_{T_{\hat{\pi}}}^*(s, a) \right| \right|
\]

we conclude our proof. The first and last inequality is from Hoeffding’s inequality taken union bound for all \( f \in \mathcal{F} \), where with probability at least 1 - \( \delta \), \[ \mathbb{E}_{s \sim p_{T_{\hat{\pi}}}^*} [f(s, a)] - \frac{1}{M} \sum_{m=1}^{M} f(s^*, a^*) \leq 2\sqrt{\frac{\ln(\frac{1}{\delta})}{M}}, \forall f \in \mathcal{F}, \epsilon_s := 2\sqrt{\frac{\ln(\frac{1}{\delta})}{M}}, \] and the third inequality is from the optimality of \( \hat{\pi} \).

**Proof of Theorem 3:** The proof is an adaptation of Theorem 2 in the case where the expectation over \( p_{T_{\hat{\pi}}}^* \) is replaced with \( p_{T_{\hat{\pi}}}^* \), then with the same definitions as in the proof of Theorem 2,
\[
|p_{T_{\hat{\pi}}}^*(s, a) - p_{T_{\hat{\pi}}}^*(s, a)|_1 \\
= \mathbb{E}_{s,a \sim p_{T_{\hat{\pi}}}^*} [\tilde{f}(s, a)] - \mathbb{E}_{s,a \sim p_{T_{\hat{\pi}}}^*} [\hat{f}(s, a)] \\
\leq \frac{1}{M} \sum_{m=1}^{M} \tilde{f}(s^*, a^*) - \mathbb{E}_{s,a \sim p_{T_{\hat{\pi}}}^*} [\tilde{f}(s, a)] + \epsilon_s
\]

\[
\leq \frac{1}{M} \sum_{m=1}^{M} \tilde{f}(s^*, a^*) - \mathbb{E}_{s,a \sim p_{T_{\hat{\pi}}}^*} [\hat{f}(s, a)] + \epsilon_s + \frac{C}{1 - \gamma} \epsilon_T
\]

\[
\leq \frac{1}{M} \sum_{m=1}^{M} \tilde{f}(s^*, a^*) - \mathbb{E}_{s,a \sim p_{T_{\hat{\pi}}}^*} [\hat{f}(s, a)] + \epsilon_s + \frac{2C}{1 - \gamma} \epsilon_T
\]

\[
\leq \frac{1}{M} \sum_{m=1}^{M} \tilde{f}(s^*, a^*) - \mathbb{E}_{s,a \sim p_{T_{\hat{\pi}}}^*} [\hat{f}(s, a)] + \epsilon_s
\]

The third inequality is from the optimality of \( \hat{\pi} \). For the second and fourth inequality we use lemma 6 presented below to bound \( ||d_{T_{\hat{\pi}}}^*(s) - d_{T_{\hat{\pi}}}^*(s)||_1 \leq \frac{1}{1 - \gamma} \epsilon_T \). Consequently, using
\[
V^{\pi^*} - V^{\hat{\pi}} \\
\leq \frac{1}{1 - \gamma} |p_{T_{\hat{\pi}}}^*(s, a) - p_{T_{\hat{\pi}}}^*(s, a)|_1
\]

we conclude our proof

**Proof of Theorem 4:**

We can decompose the state action distribution distance by the following,
\[
|p_{T_{\hat{\pi}}}^*(s, a) - p_{T_{\hat{\pi}}}^*(s, a)|_1 \\
\leq ||d_{T_{\hat{\pi}}}^*(s) - \hat{d}_{T_{\hat{\pi}}}^*(s)||_1 + \mathbb{E}_{s \sim d_{T_{\hat{\pi}}}^*(s)} [||\pi^*(a|s) - \hat{\pi}(a|s)||_1]
\]

Define
\[
\hat{f} = \arg\max_{f \in \mathcal{F}} \mathbb{E}_{s \sim d_{T_{\hat{\pi}}}^*(s)} [f(s)] - \mathbb{E}_{s \sim d_{T_{\hat{\pi}}}^*(s)} [\tilde{f}(s)]
\]
\[
\hat{f} = \arg\max_{f \in \mathcal{F}} \frac{1}{M} \sum_{m=1}^{M} f(s^*) - \mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)]
\]

Using Hoeffding's inequality and taking the union bound for all discriminator functions \( f \in \mathcal{F} \) (where we have defined in section 2), we have that with probability at least \( 1 - \delta \),

\[
|\mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)] - \frac{1}{M} \sum_{m=1}^{M} \hat{f}(s^*)| \leq 2\sqrt{\frac{\ln(\frac{1}{\delta})}{M}}, \forall f \in \mathcal{F}
\]

Now, bounding the difference in the two state distributions,

\[
||d_{\pi}^{\ast} - d_{\hat{\pi}}^{\ast}||_1 = \mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)] - \mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)]
\]

\[
\leq \frac{1}{M} \sum_{m=1}^{M} \hat{f}(s^*) - \mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)] + \epsilon_s + \frac{C\epsilon_T}{1 - \gamma}
\]

\[
= \frac{1}{M} \sum_{m=1}^{M} \hat{f}(s^*) - \mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)] + \epsilon_s + \frac{C\epsilon_T}{1 - \gamma} + \frac{1}{M} \sum_{m=1}^{M} ||\pi^{\ast}(a|s) - \hat{\pi}(a|s^*)||_1 - \frac{1}{M} \sum_{m=1}^{M} ||\pi^{\ast}(a|s) - \hat{\pi}(a|s^*)||_1
\]

\[
\leq 2\epsilon_s + \frac{2C\epsilon_T}{1 - \gamma} - \frac{1}{M} \sum_{m=1}^{M} ||\pi^{\ast}(a|s^*) - \hat{\pi}(a|s^*)||_1
\]

Where the first equality holds from our definition of the set of discriminators \( \mathcal{F} \). For the second and sixth inequality we again use lemma 6. The fifth inequality holds due to the optimality of \( \hat{\pi} \).

Returning to our original bound on expected returns,

\[
V^{\pi^{\ast}} - V^{\hat{\pi}}
\]

\[
\leq \frac{1}{1 - \gamma} ||p^{\pi^{\ast}}_T(s, a) - p^{\hat{\pi}}_T(s, a)||_1
\]

\[
\leq \frac{1}{1 - \gamma} (||d_{\pi}^{\ast}(s) - d_{\hat{\pi}}^{\ast}(s)||_1 + \mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[||\pi^{\ast}(a|s) - \hat{\pi}(a|s)||_1])
\]

\[
\leq \frac{1}{1 - \gamma} (2\epsilon_s + \frac{2C\epsilon_T}{1 - \gamma} + \epsilon_\pi)
\]

where we have \( |\mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[||\pi^{\ast}(a|s) - \hat{\pi}(a|s)||_1] - \frac{1}{M} \sum_{m=1}^{M} ||\pi^{\ast}(a|s) - \hat{\pi}(a|s)||_1| \leq 2\sqrt{\frac{\ln(\frac{1}{\delta})}{M}} := \epsilon_\pi \) with probability at least \( 1 - \delta \).

**Proof of Corollary 2** This follows from a slight modification in the proof of Theorem 4, where we bound

\[
|\mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)] - \mathbb{E}_{s \sim d_{\hat{T}_T}^{\pi}(s)}[\hat{f}(s)]|
\]
\[ \leq \frac{1}{1 - \gamma} \mathbb{E}_{d^\pi_{T_1}} \| |T_1(s'|s, a) - T_1(s'|s, a)||_1 \leq \frac{1}{1 - \gamma} (\epsilon_T + U(\hat{\pi})) \]

and equivalently for \( \pi^* \)

**Lemma 6 (Error Propagations of difference in transitions and policies):** [19] has presented the state distribution error propagation bound for two differing policies. The bound for two differing transitions is trivially similar, and we present it here. We denote the transition operator \( P_T^\pi := \sum_a T(s'|s, a)\pi(a|s) \) and \( G_T^\pi := (I - \gamma P_T^\pi)^{-1} \), where we then have \( (1 - \gamma)G_T^\pi d_0 = d_T^\pi \).

Then it follows that, for two transitions \( T_1 \) and \( T_i \),

\[ d_{T_1}^\pi(s) - d_{T_i}^\pi(s) = (1 - \gamma)((I - \gamma P_T^\pi)^{-1} - (I - \gamma P_T^\pi))d_0 \]

\[ = (1 - \gamma)\gamma G_T^\pi (P_T^\pi - P_T^\pi)G_T^\pi d_0 \]

\[ = \gamma G_T^\pi (P_T^\pi - P_T^\pi)d_{T_i}^\pi \]

Where we then have

\[ ||d_{T_1}^\pi(s) - d_{T_i}^\pi(s)||_1 = ||\gamma G_T^\pi (P_T^\pi - P_T^\pi)d_{T_1}^\pi||_1 \]

\[ \leq \gamma ||G_T^\pi||_1 ||(P_T^\pi - P_T^\pi)d_{T_1}^\pi||_1 \]

where we can further bound the two terms individually,

\[ ||G_T^\pi||_1 \leq \frac{1}{1 - \gamma} \]

and

\[ ||(P_T^\pi - P_T^\pi)d_{T_1}^\pi||_1 \]

\[ = \sum_{s'} \sum_s ||(P_T^\pi - P_T^\pi)d_{T_1}^\pi||_1 \]

\[ = \sum_{s'} \sum_s d_{T_1}^\pi(s)\sum_a (T_i(s'|s, a) - T_i(s'|s, a))\pi(a|s) \]

\[ \leq \sum_{s'} \sum_s \sum_a p_T^\pi(s, a) |T_i(s'|s, a) - T_i(s'|s, a)| \]

\[ = \mathbb{E}_{p_T^\pi} \| |T_i(s'|s, a) - T_i(s'|s, a)||_1 \]

Then it follows that

\[ ||d_{T_1}^\pi(s) - d_{T_i}^\pi(s)||_1 \leq \frac{1}{1 - \gamma} \mathbb{E}_{p_T^\pi} \| |T_i(s'|s, a) - T_i(s'|s, a)||_1 \]

**State Visitation difference minimization** We previously mentioned that \( \hat{\pi} \) is minimizing the approximated state visitation difference, we clarify this notion here.

\[ ||d_{T_1}^\pi(s) - d_{T_i}^\pi(s)||_1 \]

\[ \leq ||d_{T_1}^\pi(s) - d_{T_i}^\pi(s)||_1 + ||d_{T_1}^\pi(s) - d_{T_i}^\pi(s)||_1 \]

\[ \leq ||d_{T_1}^\pi(s) - d_{T_i}^\pi(s)||_1 + \frac{1}{1 - \gamma} \epsilon_T \]

\[ \leq \frac{1}{M} \sum_{m=1}^M \hat{f}(s^*) - \mathbb{E}_{s \sim d_{T_1}^\pi} [\hat{f}(s)] + \frac{1}{1 - \gamma} C \epsilon_T + \epsilon_s \]

The last inequality follows from our definition of \( \hat{f} \) in Theorem 4. Intuitively, the distributional information of states is encoded in \( \hat{f} \), which \( \hat{\pi} \) can exploit by maximising \( \hat{f} \). Maximising \( \hat{f} \) becomes identical to minimizing \( ||d_{T_1}^\pi(s) - d_{T_i}^\pi(s)||_1 \) when the model training error \( \epsilon_T \) is 0, or equivalently when there is an infinite number of behavior state action pairs.
B.1 Recovery

In this subsection we comment on a direct consequence of our choice in the starting state, namely the recovery behavior of our algorithm, which solidifies our intuition on its empirical success over behavioral cloning. Imitation Learning also concerns the problem of mitigating covariate shift, which occurs when the learner deviates from the expert’s state distribution \( d_{T_i} \) during the evaluation stage. Naive BC methods does not prepare the policy to recover to \( d_{T_i}^{\pi^*} \) in such instances. We argue that our model based approach acts to resolve this issue.

We define \( v^k_\pi \) as an unique recovery variable for every policy \( \pi \) in an MDP of interest.

\[
v^k_\pi := ||d_{T_i}^{\pi^*} - (P_{T_i}^\pi)^k \nu||
\]

where \( P_{T_i}^\pi \) is the transposed transition matrix \( \sum_{a \in A} T(s'|a, s)\pi(a|s) \) induced by \( \pi \) in the dynamics \( T \), and \( \nu(s) \) denotes the density of any admissible states by \( \pi \in \Pi \). Under the assumption of irreducibility and aperiodicity of \( P_{T_i}^\pi \), \((P_{T_i}^\pi)^k \nu(s)\) will converge to its stationary distribution \( d_{T_i}(s) \) as \( k \to \infty \). Intuitively, the finiteness of \( k \) allows \( v^k_\pi \) to represent the ability of \( \pi \) to ‘direct’ itself to \( d_{T_i}^{\pi^*}(s) \) in under \( k \) transitions, starting from any admissible state \( s \sim \nu(s) \). A policy that is sufficiently trained to minimize this objective could endow \( \pi \) the ability to recover from any arbitrary admissible state back to the expert distribution in finitely many steps. It then follows that we can bound \( v^k_\pi \) with certain terms of interest.

**Proposition 1**

\[
v^k_\pi \leq ||d_{T_i}^{\pi^*}(s) - (P_{T_i}^\pi)^k \pi^*(s)|| + k\epsilon_T + \sqrt{2 \log C}
\]

Where \( \epsilon_T = \max_{i=1:k} E_{s,a \sim \pi^*(s,a)} ||T_i(s_{i+1}|a_i, s_i) - T_i(s_{i+1}|a_i, s_i)||_1 \). The first two terms of this bound are approximately the minimization variables in Algorithm 2. While we do not directly minimize \( C \), we attempt to control a related variable \( U(\hat{\pi}) \) to ensure \( C \) does not get too large.

**Proof of Proposition 1:**

\[
|d_{T_i}^{\pi^*} - (P_{T_i}^\pi)^k \nu||_1
\]

\[
= |d_{T_i}^{\pi^*} - (P_{T_i}^\pi)^k \pi^* + (P_{T_i}^\pi)^k \pi^* - (P_{T_i}^\pi)^k \pi^* + (P_{T_i}^\pi)^k \pi^* - (P_{T_i}^\pi)^k \nu||_1
\]

\[
\leq |d_{T_i}^{\pi^*} - (P_{T_i}^\pi)^k \pi^*||_1 + |(P_{T_i}^\pi)^k \pi^* - (P_{T_i}^\pi)^k \pi^*||_1 + |(P_{T_i}^\pi)^k \pi^* - (P_{T_i}^\pi)^k \nu||_1
\]

\[
\leq |d_{T_i}^{\pi^*} - (P_{T_i}^\pi)^k \pi^*||_1 + k\epsilon_T + |(P_{T_i}^\pi)^k \pi^* - \nu||_1
\]

\[
\leq |d_{T_i}^{\pi^*} - (P_{T_i}^\pi)^k \pi^*||_1 + k\epsilon_T + \sqrt{2 \log C}
\]

In the second inequality, we bound the \( k \) step induced state divergence from two different transition \( T_i \) and \( T_i \) \(|(P_{T_i}^\pi)^k \pi^* - (P_{T_i}^\pi)^k \pi^*||_1 \) using the second inequality follows from applying lemma B.2 from [24]. Also note that \(|(P_{T_i}^\pi)^k \pi^*||_1 = 1 \) as \( P_{T_i}^\pi \) is a left-stochastic matrix. The last inequality follows from Pinsker’s inequality and the definition of \( C \). We also point out a trade-off between \( k \) and \( \pi \)’s recovery property. As \( k \) decreases it is quite possible that \( \pi \) fails to learn to direct itself to \( d_{T_i}^{\pi^*} \) from any \( s \sim \nu(s) \), especially if the MDP of interest has a large state space. However, increasing \( k \) loosens the bound for any non-zero \( \epsilon_T \). This may explain the range of horizon \( H \) that we found works well, as explained in section A.

Recall from section A that \( \pi \) begin its rollouts from \( d_{T_i}^{\pi^*}(s) \). We then provide a consequential argument that arises from proposition 1; if \( d_{T_i}^{\pi^*}(s) \) sufficiently represents the state space that is generated by a learner \( \pi \) from making a mistake, or equivalently when \( C \) is bounded, then given a sufficiently accurate \( T_i \), our practical instatiation of Algorithm 2 trains \( \pi \) to direct itself back to \( d_{T_i}^{\pi^*}(s) \) in \( k \) transitions.
B.2 Reduction to offline RL

In this section we study the setting where we are given additional information, namely i) when the true reward function is given and ii) when its empirical samples are given corresponding to the behavior dataset. Given the true reward function or labels, the problem then reduces to offline RL. In i, the policy π generates rollouts in the learned dynamics Takhir with the true reward function r : S × A → R, after which π maximises its collected reward in this fake environment. In ii, the setting is identical to i except that its reward function ṛ : S × A → R is an empirical risk minimizing function of reward labels obtained from the behavior dataset \{s_i, a_i, r_{s_i, a_i}\}_i=1..N \sim p_{T_l}^\pi. This is in contrast to the imitation learning setting where we don’t have access to either r_{s_i, a_i} or r. Despite the simple analysis, it is insightful to compare how the bound compares to the previous setting under the same assumptions, since we can observe what differs when the true reward is replaced with a discriminator function f.

**Theorem 5 (When True Reward Function is Given(i))**: Let

\[ \hat{π} = \arg\max_{\pi \in \Pi} \mathbb{E}_{s, a \sim p_{T_l}^\pi(s, a)}[r(s, a)] \]

Then

\[ V^{π^*} \leq V^{\hat{π}} + \frac{2Cε_T}{(1 − γ)^2} \]

An almost identical proof is used for ii, where we take into account the approximation error for the reward function, εr := \mathbb{E}_{s, a \sim p_{T_l}^\pi}[\hat{r}(s, a) − r(s, a)]], so we just state the proof for ii.

**Corollary 4 (When Only Reward Labels are Given(ii))**: Let

\[ \hat{π} = \arg\max_{\pi \in \Pi} \mathbb{E}_{s, a \sim p_{T_l}^\pi(s, a)}[\hat{r}(s, a)] \]

Then

\[ V^{π^*} \leq V^{\hat{π}} + \frac{2Cε_T}{(1 − γ)^2} + \frac{2Cε_r}{1 − γ} \]

**Proof of Theorem 5/Corollary 4**

\[ (1 − γ)(V^{π^*} − V^{\hat{π}}) \leq \mathbb{E}_{p_{T_l}^\pi(s, a)}[r(s, a)] − \mathbb{E}_{p_{\hat{T}_l}^\pi(s, a)}[\hat{r}(s, a)] \]

\[ \leq \mathbb{E}_{p_{T_l}^\pi(s, a)}[r(s, a)] − \mathbb{E}_{p_{\hat{T}_l}^\pi(s, a)}[\hat{r}(s, a)] + \frac{Cε_T}{1 − γ} + Cε_r \]

\[ \leq \mathbb{E}_{p_{T_l}^\pi(s, a)}[r(s, a)] − \mathbb{E}_{p_{\hat{T}_l}^\pi(s, a)}[\hat{r}(s, a)] + \frac{Cε_T}{1 − γ} + Cε_r \]

\[ \leq \mathbb{E}_{p_{T_l}^\pi(s, a)}[r(s, a)] − \mathbb{E}_{p_{\hat{T}_l}^\pi(s, a)}[\hat{r}(s, a)] + \frac{2Cε_T}{1 − γ} + 2Cε_r \]

Compared to Theorem 3, given a true reward function, we are able to purge the high probability error term εs. As in the imitation learning setting. Note that for both i and ii the suboptimality is still dependent on the concentrability coefficient. Analogous to Theorem 3 and 4, for ii the dependence on εr significantly outweighs that of the reward function approximation error εr, which signifies the importance of an accurate model and data coverage over the reward function.

C Additional Experiments

In section 5 we saw that Algorithm 2 outperforms BC on all domains. In this section we provide some additional empirical analysis that serves to answer the following questions:

i) Compared to BC, does Algorithm 2 mitigate compounding errors?

ii) Compared to BC, does the policy trained with Algorithm 2 admit the recovery behavior outlined in section B.1?

iii) How does Algorithm 2 perform when the model is trained solely from expert demonstrations?
In order to evaluate i), we use a separate model \( \dot{T}_l \) that is trained solely from expert demonstrations \( d^\pi_{T_l}(s) \), and estimate its uncertainty when both \( \hat{\pi} \) and \( \pi^{BC} \) perform rollouts in \( \dot{T}_l \). \( \hat{\pi} \) and \( \pi^{BC} \) is the output policy of Algorithm 2 and behavioral cloning, respectively. Both \( \hat{\pi} \) and \( \pi^{BC} \) begin their rollouts in \( T_l \) from the same sampled state \( s^* \sim d^\pi_{T_l}(s) \) (where \( \dot{T}_l \) admits low uncertainty), and by quantifying its rise throughout the rollout, we estimate which policy becomes more divergent from \( d^\pi_{T_l}(s) \). (recall \( \dot{T}_l \) only encountered \( d^\pi_{T_l}(s) \) while training). In particular, we estimate both \( \dot{T}_l \)’s aleatoric and epistemic uncertainty by measuring

\[
U_t(s_t, a_t; \dot{T}_l) := \alpha \max_{i=1,k} ||\dot{\Sigma}_i(s, a)|| - \beta \log P(s'_{\text{pred}}|s_t, a_t)
\]

\[
\log P(s'_{\text{pred}}|s_t, a_t) \text{ is } \dot{T}_l \text{'s estimated log-probability of the next state generated by } \dot{T}_l, \dot{\Sigma}_i(s, a) \text{ is the covariance matrix predicted by each member of the ensemble } \dot{T}_l, \text{ and } \alpha \text{ and } \beta \text{ are appropriate scaling terms. } t \text{ indexes the timesteps elapsed after beginning the rollouts.}
\]

Similarly, we evaluate ii) by letting both both \( \hat{\pi} \) and \( \pi^{BC} \) begin their rollouts from the same sampled state from \( d^\pi_{T_l}(s) \), i.e \( \hat{s} \sim d^\pi_{T_l}(s) \). Indeed, \( \dot{T}_l \) was not trained on \( d^\pi_{T_l}(s) \) so it will admit high \( U_t \) on \( \hat{s} \) at \( t = 1 \). However we predict that a policy that admits recovery behavior will learn to direct itself back towards \( d^\pi_{T_l}(s) \) regardless of the starting state, which would in turn correlate with a decreasing \( U_t \) along \( t \).

We provide confirmatory evidence of this hypothesis in figure 1 where we’ve outlined results for evaluating i) and ii). Recall that \( \hat{\pi} \) and \( \pi^{BC} \) generates rollouts in \( \dot{T}_l \). For each chart the x-axis represents the elapsed timestep \( t \) during the rollout after initial sampling, and the y-axis represents the uncertainty \( U_t \) as measured by \( \dot{T}_l \). The lines for \( \hat{\pi} \) and \( \pi^{BC} \) are denoted by Algorithm 2 and BC respectively. As the lines deviate more from the x-axis, the evaluated policy is visiting more uncertain states, which implies increased divergence from \( d^\pi_{T_l}(s) \), and vice versa.

For i), the results are presented in the first two charts. Note that the BC agent admits a much more divergent behavior than Algorithm 2 when they both begin \( s \sim d^\pi_{T_l}(s) \). The third and fourth charts outline the evaluation results for ii). As opposed to i), both BC and Algorithm 2 begins its rollouts from a state sampled from \( d^\pi_{T_l}(s) \). As a result, the initial uncertainty measured by \( \dot{T}_l \) is greater than in i). We observe that in ii) \( \pi^{BC} \) diverges even more so than in i) but \( \hat{\pi} \) succeeds in visiting states that obtain gradually lower uncertainty. This result provides evidence to \( \hat{\pi} \)’s recovery behavior. We also remind the readers that as \( \dot{T}_l \) becomes more accurate, this comparison would correlate greater with the true divergence behavior in \( T_l \).

**Expert Only** So far, we’ve only discussed circumstances where we assume access to a behavior dataset sampled from \( d^\pi_{T_l}(s) \), while being agnostic to its optimality. While it is indeed a practical setting, we also want to evaluate Algorithm 2 when we are provided only expert demonstrations. In such setting, we can still apply results Theorem 4 without loss of its generality, but as a result some of its terms will depend on different distributions and we cannot guarantee a linear dependence on the \( M \). Namely, \( \epsilon_f \) would instead depend on the number of expert demonstrations, and \( C := \sup_{\pi \in \Pi, s \in S, a \in A} \frac{\nu^\pi_{T_l}(s,a)}{p^\pi_{T_l}(s,a)} \), where they both scale in \( O\left(\frac{1}{\ell(1-\gamma)^2}\right) \).

Observing the newly defined \( C \), we suspect the algorithm’s performance would depend on the learner’s ability to generate states that is covered by \( p^\pi_{T_l}(s,a) \). However, recall that Algorithm 2 minimizes the estimated uncertainty of \( T_l \), which is trained with samples \( s^*, a^* \sim p^\pi_{T_l}(s,a) \). In other words, \( T_l \) admits less uncertainty on \( p^\pi_{T_l}(s,a) \). One could then argue that in such case, by minimizing \( T_l \)’s uncertainty, \( \hat{\pi} \) could learn to match its visitation density with \( p^\pi_{T_l}(s,a) \). Additionally, as alluded in section A, the function \( f \) could capture distributional information of states that \( \hat{\pi} \) can utilise.

We evaluate this intuition and present its results on Table 3, where the scores are presented in the column labeled Algorithm2_expert. Indeed, we see that even if \( T_l \) is trained solely with expert samples, Algorithm 2 outperforms BC. In the paragraph above, we attribute this to providing the learner with more information that naive BC algorithms fails to utilise. This implies that usage of a estimated model in imitation learning in general could be beneficial.
Figure 1: Average uncertainty measurements as a function of timesteps rolled out in the model. where the shaded area represents the std of 5 random seed trials. Uncertainty values are scaled such that states from expert demonstrations obtains 0.

| Algorithms       | $BC$   | Algorithm 2_expert | Algorithm 2_w  |
|------------------|--------|--------------------|----------------|
| Hopper-v2        | 0.14 ± 0.18 | 0.68 ± 0.05       | 0.78 ± 0.11    |
| HalfCheetah-v2   | 0.55 ± 0.21 | 0.60 ± 0.05       | 0.72 ± 0.11    |
| Walker2d-v2      | 0.10 ± 0.16 | 0.71 ± 0.14       | 0.73 ± 0.22    |

Table 3: Performance evaluations of Algorithm2_expert compared to BC, where for all experiments 3 expert trajectories are provided.