High-dimensional percolation criticality and hints of mean-field-like caging of the random Lorentz gas
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The random Lorentz gas (RLG) is a minimal model for transport in disordered media. Despite the broad relevance of the model, theoretical grasp over its properties remains weak. For instance, the scaling with dimension $d$ of its localization transition at the void percolation threshold is not well controlled analytically nor computationally. A recent study [Biroli et al. Phys. Rev. E L030104 (2021)] of the caging behavior of the RLG motivated by the mean-field theory of glasses has uncovered physical inconsistencies in that scaling that heighten the need for guidance. Here, we first extend analytical expectations for asymptotic high-$d$ bounds on the void percolation threshold, and then computationally evaluate both the threshold and its criticality in various $d$. In high-$d$ systems, we observe that the standard percolation physics is complemented by a dynamical slowdown of the tracer dynamics reminiscent of mean-field caging. A simple modification of the RLG is found to bring the interplay between percolation and mean-field-like caging down to $d = 3$.

I. INTRODUCTION

The broad reach of the simple percolation universality class [1, 2] enables the effective use of simple physical models to capture features of systems as varied and complex as fractured geological formations [3], molecular transport in cells [4], and epidemic spreading [5]. Percolation physics indeed unifies key aspects of critical clustering, conductance, and anomalous transport in heterogeneous media. Yet not all critical aspects of percolation are universal. Exponents associated with conductance and transport, for instance, are not. The value of the critical exponent for conductance and diffusion, $\mu$, is affected by the distribution of bond strengths in a random resistor network [6], or equivalently, by the distribution channel widths in continuous space models [7]. Critical thresholds also strongly depend on microscopic details. As a result, certain key features of even simple percolation models remain poorly characterized.

In general, continuous-space percolation is less well understood than its lattice counterpart. While ever more accurate critical exponents and thresholds keep being reported for lattice percolation [8–10], inconsistent theoretical predictions about diffusion and subdiffusion critical exponents for dynamical processes in continuous space persisted for decades [11, 12], before Höfling et al. [13, 14] could validate the proposal of Machta et al. in $d = 3$ [11]. Similar inconsistencies for $d > 3$ remain unexamined, and still sharper incongruities between descriptions of percolation in $d \rightarrow \infty$ continuous space have recently emerged [15].

Before going any further, let us describe the specific continuous-space model of interest: $N$ spherical obstacles of radius $\sigma_{\text{obs}}$ placed uniformly at random within a box of volume of $V$. A unitless density can then be defined,

$$\Phi = \rho V d \sigma_{\text{obs}}^d, \quad (1)$$

where $\rho = N/V$ is the number density of spheres, and $V_d = \pi^{d/2}/\Gamma(1 + d/2)$ is the $d$-dimensional volume of a ball of unit radius. The thermodynamic limit for this model consists of having $N$ and $V$ both diverge, while keeping $\rho$ (and thus $\Phi$) constant. By contrast to lattice models, which offer a simple duality between occupied and unoccupied sites, two nonequivalent types of percolation can here be identified: (i) the direct percolation of the overlapping sphere network; (ii) the percolation of the interstitial void (or vacant [16]) space. Despite the superficial similarities between the two phenomena, our understanding of them differs markedly. The asymptotic, high-dimensional scaling of the direct percolation threshold has been physically argued [17], rigorously proven [18], and numerically assessed up to $d = 11$ [19]. By contrast, reports of percolation thresholds for $d > 3$ are limited [20], and the asymptotic high-dimensional scaling of that threshold remains an open question.

Another way of characterizing void percolation is to consider a point-like tracer, with radius $\sigma_{\text{tracer}} = 0$, traveling within that void space. (For a reason that will become obvious below, we set $\sigma = \sigma_{\text{obs}} + \sigma_{\text{tracer}}$ as the unit of length. In the rest of this paper, $r$ denotes unitless lengths, i.e., scaled by $\sigma$.) This transport process defines the random Lorentz gas (RLG), which can be construed as a minimal model of structural glasses. As a result the RLG and its variants have been extensively studied by the mode-coupling theory of glasses [20–27] and, more recently, by the mean-field theory of glasses [15, 28]. Although these descriptions are generally consistent with numerics away from the perco-
loration threshold—both in the diffusive and the localized regimes—percolation criticality is not well captured by either.

A recent study suggests that in finite $d$, percolation criticality controls the long-time dynamics, whereas glassy dynamics intervenes at intermediate time scales. This scenario motivates a more detailed characterization of the intermediate-time dynamical slowdown, which although a mere pre-asymptotic feature of percolation theory, is fundamental to understanding finite-dimensional glass physics. As further motivation for considering this regime, we note that active colloids evolving within soft obstacles slow down at intermediate times but without affecting the long-time localization transition, and that replacing the hardcore by a Lennard-Jones-like repulsion retains the subdiffusion criticality. In addition, although the glassy behavior of the RLG is only transient in finite $d$, it is conceivable that small modifications to the model could enhance its glass-like features, and thus strengthen the physical analogy with glasses.

In this paper, we detail and use recent numerical advances to study the caging regime of the RLG and to evaluate its percolation threshold and criticality in high dimension, paying particular attention to the intermediate-time dynamical regime. The plan for the rest of this article is as follows. Section briefly reviews critical scaling relations for the RLG around the void percolation threshold, then Sec. describes our conjecture for (loose) $d \to \infty$ asymptotic bounds for that threshold. Section details the computational schemes used to evaluate both the percolation threshold and some of its critical properties, and Sec. presents and discusses the associated numerical results. In light of these findings, Sec. proposes and studies a modified RLG that enhances the intermediate-time glass-like dynamical caging regime. We briefly conclude in Sec.

II. PERCOLATION CRITICALITY AND SCALING ANALYSIS

In this section we briefly review the main critical exponents that describe void percolation as well as scaling relations between them. Beforehand, note that although the volume fraction of void space, $\eta = e^{-\Phi}$, is formally equivalent to the covering fraction in lattice percolation and thus may seem to be a natural choice to describe the critical around the percolation threshold, $\eta_p = e^{-\Phi_p}$, numerical studies use $\Phi$, which is linearly related to $\eta$ to the lowest order, $\eta - \eta_p = -\eta_p(\Phi - \Phi_p + \mathcal{O}((\Phi - \Phi_p)^2))$, because it leads to less pronounced pre-asymptotic scaling corrections. We thus here define the distance to the percolation threshold as $\epsilon = (\Phi - \Phi_p)/\Phi_p$.

Upon approaching $\Phi_p$, the long-time behavior of the mean squared displacement (MSD) of the tracer, $\Delta(t, \epsilon) = \langle r^2(t) \rangle$ is expected to scale as

$$\Delta(t, \epsilon) \sim \begin{cases} |\epsilon|^{\mu_+}, & \epsilon > 0, \\ t^{d \epsilon_d^w}, & \epsilon < 0, \\ t^{2/d \epsilon_d^w}, & \epsilon = 0, \end{cases}$$

where $\mu_+$ is the localization exponent for the cage size $\Delta(t \to \infty)$, $\mu$ is the diffusion exponent, and $d \epsilon_d^w > 2$ is the subdiffusion exponent. Combining the critical scaling forms of the localization and of the diffusion regimes then leads to a scaling collapse of the MSD.

$$\Delta(t, \epsilon) = |\epsilon|^{-\mu} \times f|\epsilon|^{(\mu_+ - \mu)d \epsilon}.$$  \hspace{1cm} \text{(4)}$$

For the localization and subdiffusion exponents, the critical scaling analysis further predicts that $d \epsilon_d^w = 2\left(\frac{\mu}{\mu_+} + 1\right)$.

At the percolation threshold, the cluster size distribution, here given by the distribution of cavity volumes, $V_{cavity}$, is thus expected to scale as

$$P(V_{cavity}; \epsilon = 0) \sim V_{cavity}^{-\tau}$$

where $\tau$ is the Fisher exponent.

Although geometric critical exponents, including $\tau$, $\mu_-$ and the correlation length exponent $\nu$ are universal within the simple percolation universality class, the conduction and transport exponent $\mu$ may differ from one model to another and may even depend on the specifics of the dynamics. The general form is $\mu = \frac{\nu(d-2)+1/(1-\alpha)}{\max[\nu(d-2)+1/(1-\alpha), 3, 2+1/(1-\alpha)]}$.

$$\mu = \begin{cases} \max[\mu_{lattice}, \nu(d-2)+1/(1-\alpha)], & d < d_u, \\ \max[3, 2+1/(1-\alpha)], & d \geq d_u \end{cases}$$

where $d_u = 6$ is the upper critical dimension for percolation, and $0 < \alpha < 1$ is a model-dependent factor originating from the continuous distribution of bond strengths in the percolated cluster. For the RLG with ballistic dynamics, in particular, Ref. predicts that $\alpha = (d-2)/(d-1)$, and thus

$$\mu = \begin{cases} \mu_{lattice}, & d = 2, \\ \nu(d-2)+d-1, & 2 < d < 6, \\ d+1, & d \geq 6. \end{cases}$$

This prediction is supported by numerical studies in $d = 2$ and $d = 3$, but no numerical assessment exists for $d \geq 4$. Interestingly, we also have that for $d \geq d_u$, $\mu_-$ vanishes and $d \epsilon_d^w$ diverges. The divergence of the cage size upon approaching $\Phi \to \Phi_p^+$ and the long time limit of the subdiffusion at $\Phi_p$ then both scale logarithmically.
III. PERCOLATION THRESHOLD BOUND CONJECTURES

In this section we first review known and then derive tighter asymptotic $d \to \infty$ scalings of both lower and upper bounds to the (void hence RLG) percolation threshold. Note that for this system the probability that no obstacle center lies within a volume $V$ (of arbitrary shape) is given by $e^{-\rho V}$, because the randomly distributed obstacles form a Poisson point process. It immediately follows that: (i) the volume fraction of vacant space of obstacles is $e^{-\rho V} \sigma_{\text{obs}}^d$ and (ii) the volume fraction available to the tracer center is $\eta = e^{-\Phi(r_{\text{obs}} + r_{\text{tracer}})^d}$. Note also that in the original RLG setting, $r_{\text{obs}} = 1, r_{\text{tracer}} = 0$, which properly recovers $\eta = e^{-\Phi}$ from Sec. II, but other equivalent choices are possible.

A. Prior work

While the scaling of the direct (occupied space) percolation threshold is under analytical control, $\lim_{d \to \infty} \Phi_c \sim 2^{-d}$ [18, 36] (see also Refs. 17 and 19), little is formally known about the void (vacant space) percolation threshold, $\Phi_p$, other than that $\Phi_c$ provides a lower bound for it,

$$\Phi_p = \Omega(\Phi_c) = \Omega(2^{-d}). \quad (9)$$

Numerical results for $d = 2$ to 9 [15, 20], however, suggest that this bound is very loose, with $\Phi_p$ growing increasingly distant from $\Phi_c$ as $d$ increases.

No asymptotic upper bound is known. Asymptotic results for the volume fraction threshold for a Poisson point process, such as $\lim_{d \to \infty} \Phi_v(d) = O(1)$ [18], do not help. Even when all points of space are covered by an obstacle with probability one, a tenuous pathway of voids can still percolate. The percolation universality class (in physics) indeed suggests that at $\Phi_c$, the percolating cluster is a giant component with fractal dimension $d_f = 4$ for $d \geq d_u = 6$, and hence the volume fraction of vacant space at that threshold is expected to vanish in the limit of $d \to \infty$. Unsurprisingly, numerical results strongly suggest that $\Phi_p(d) \gtrsim O(d) \gg \Phi_v(d)$.

B. Upper bound

We here propose a physically motivated upper bound for $\Phi_p$. First, we note that the obstacle and tracer radii can be changed—as long as their sum remains $\sigma$—without changing the volume fraction of space available to the tracer center, $e^{-\Phi}$. Consider now a tracer whose center lies in this available space and, for convenience, defines the origin. In other words, within a ball of radius $r_{\text{tracer}} + r_{\text{obs}} \equiv 1$ around the origin, no obstacle center can be found. The volume fraction of space vacant of obstacles, however, does then vary as $e^{-\Phi r_{\text{obs}}^d}$. We wish to find an asymptotic bound, $\Phi_u(d)$, such that a potential pathway from the origin to a far away point, i.e., a percolating path, is infinitely suppressed in the limit $d \to \infty$. Because the contrapositive statement, the probability that such a pathway exists vanishes is a sufficient condition for void space then not to percolate, we have that $\Phi_u(d)$ must be an upper bound for the percolation threshold.

From percolation theory, we know that for $\Phi \to \Phi_p$ the fraction of vacant space belonging to the (unique) percolated cluster scales as $(1 - \Phi/\Phi_p)\beta$ with $\beta = 1$ for $d \geq d_u = 6$ [11]. Hence, if a percolating cluster exists, i.e., for $\Phi < \Phi_p$, then the probability that a random uncovered point belongs to the infinite percolated cluster of void space is finite. Because this critical scaling is physically motivated rather than a mathematical theorem, however, the following demonstration remains but a conjecture.

To enable the tracer to leave a spherical shell situated a distance $r_s$ from the origin, there must exist at least one sufficiently large hole within that shell. Denoting $A_s$ the expected area on this shell that lies within the vacant space, and $A_b$ the area of the intersection between the shell surface and the tracer, the probability that a shell has such a hole is then bounded by

$$P_h \leq \min(1, A_u/A_b). \quad (10)$$

As can be seen in Fig. 1(a), $A_h$ depends on both $r_s$ and $r_{\text{tracer}}$ as long as $r_s > r_{\text{tracer}}$. From Fig. 1(b), we see that $A_u$ also depends on $r_s$ and $r_{\text{obs}}$, as well as on $\Phi$. For $A_s > A_h$, Eq. (10) reduces to $P_h \leq 1$ and thus contains no useful information about the tracer escaping the shell. For example, when $r_{\text{tracer}} = 0$ we have $A_h = 0$. Hence this construction fails under the standard formulation of the RLG with an infinitely small tracer. Adjusting $r_{\text{obs}} \in (0, 1)$ keep the model equivalent to the RLG, but $A_h$ then takes a nonzero finite value as long as $r_s > r_{\text{tracer}} = 1 - r_{\text{obs}}$. Because $A_u$ vanishes as $\Phi \to \infty$, there exists a dimensional scaling of $\Phi \sim f_u(d)$ for $A_s/A_h$ that vanishes in the limit $d \to \infty$. Here, we specifically seek the largest lower bound on $f_u(d)$ among all valid choices of $(r_s, r_{\text{obs}})$, namely,

$$\Phi_u(d) = \inf_{(r_s, r_{\text{obs}})} f_u(d), \quad r_s > 1 - r_{\text{obs}} \text{ and } 0 < r_{\text{obs}} < 1. \quad (11)$$

The $\Phi_u(d)$ that gives the smallest upper bound on $\Phi_p$ can then be obtained by an asymptotic calculation, as detailed in Appendix A,

$$\Phi_p(d) \leq \Phi_u(d) = O(d \log d). \quad (12)$$

Note, however, that this upper bound may not be tight because the inequality in Eq. (10) may itself not be tight.
FIG. 1. Spherical cap geometry. (a) A tracer initially situated at the origin $O$ passes through a shell of radius $r_s=OB$ as its center moves to point $Q$ with $r_{tracer}=QB$. Because the tracer center fits at $Q$, a spherical cap of sufficient area (red) must be devoid of obstacles. (b, c) Point $A$ on the spherical shell of radius $r_s=OA$ lies within the void space if no obstacle center appears in the shaded area (Because the origin is available for the tracer center, no obstacle center can lie within a radius $r=OE=1$ from the origin.) which is the set minus of a sphere centered on A of radius $AE=r_{obs}$ to the unit sphere centered at origin of radius $OE=1$ (E denotes a point on the intersection of these two spheres). In (b) the spherical caps on sphere $OE$ have base radius $OE=1$ from the origin.) which is the set minus of a sphere centered on A of radius $AE=r_{obs}$ to the unit sphere centered at origin of radius $OE=1$ (E denotes a point on the intersection of these two spheres). In both cases, these spherical caps have base radius $r_{cap}=PE$.

C. Lower bound

Physically-motivated improvements can also be made to the lower bound by noting that a simple sufficient condition for a $d$-dimensional system to percolate is that an $n$-dimensional subsystem, with $n < d$, should also percolate. Obstacles in this low-dimensional subsystem are cross-sections of $d$-dimensional balls of unit radius with an $n$-dimensional hyperplane and are thus randomly distributed obstacles with unitless radii $r_{obs} \in (0,1]$. (Note that this definition differs from that in Sec. IIIB.) Once the number density and radius distribution of these obstacles are known, then we can examine if the vacant space in the subsystem percolates.

For simplicity we consider $n \sim O(1)$. The number of obstacle centers on this hyperplane is then the expected number of obstacles in the $d$-dimensional system intersecting this plane. These obstacles lie in a “hypercubinder” which is the Cartesian product of the hyperplane and a $(d-n)$-dimensional unit sphere. The number density of obstacles on this hyperplane (of area $S_n$) is then

$$\rho_n = \rho S_n V_{d-n}/S_n = \rho d V_{d-n} = \Phi V_{d-n} \frac{\Gamma(\frac{d}{2}+1)}{\Gamma(\frac{d-n}{2}+1)\Gamma(\frac{d}{2}+1)}$$

and the (dimensionless) density of obstacles in the subsystem is

$$\Phi_n = \rho_n V_n \sigma^n = \Phi V_n V_{d-n} \frac{\Gamma(\frac{d}{2}+1)}{\Gamma(\frac{d-n}{2}+1)\Gamma(\frac{d}{2}+1)} = \Phi d^\frac{d}{2} \left[ \frac{2\zeta}{\Gamma(1+\frac{n}{2})} + O(\frac{1}{d}) \right].$$

(13)

The radius of an obstacle on the hyperplane, $r_{obs}$, corresponds to the distance of this obstacle from the hyperplane, $h$, with $h = \sqrt{1-r_{obs}^2}$. The probability density that a random obstacle is at distance $h$ to the hyperplane is proportional to the surface area of a $(d-n)$-dimensional shell of radius $h$ and centered at the projection of the obstacle center on the hyperplane, i.e., $P(h) \propto h^{d-n-1}$. The radius distribution of the obstacles on $n$-dimensional hyperplane is thus

$$P_n(r_{obs}) = P_n(h) \left| \frac{dh}{dr_{obs}} \right| \propto \left(\sqrt{1-r_{obs}^2}\right)^{d-n-1} \frac{r_{obs}}{\sqrt{1-r_{obs}^2}}$$

(14)

$$= (1-r_{obs}^2)^{\frac{d-n-2}{2} - \frac{1}{2}} r_{obs}.$$

Scaling $\hat{r} = r_{obs}\sqrt{d}$ (hence $\hat{r} \in (0,\infty)$) in the large-$d$ limit gives

$$P_n(\hat{r}) \propto \left(1-\hat{r}^2\right)^{\frac{d-n-1}{2}} \hat{r}.$$ 

(15)

For $n = O(1)$ and $d \to \infty$, the probability density function of $\hat{r}$ is thus

$$P_n(\hat{r}) = \hat{r} \exp\left(-\frac{\hat{r}^2}{2}\right),$$

(16)

which is proportional to the derivative of a Gaussian function.

To the best of our knowledge, the void percolation threshold for obstacles with such a radius distribution (denoted $\Phi_{p,g1}(n)$) has not been investigated in finite $d$. Although we physically expect this threshold to be a nonzero finite constant for any given $n \geq 2$, this expectation cannot yet be formalized. Assuming it to hold, we then have that the $n$-dimensional subsystem is percolated if the obstacle density, after rescaling, is smaller than $\Phi_{p,g1}(n)$, such that

$$\Phi_n < \Phi_{p,n} = \Phi_{p,g1}(n) \cdot d^{\frac{d}{2}}.$$
Invoking Eq. (14) we have that the full $d$-dimensional system is also percolated when

$$\frac{\Phi_0^\frac{2}{n}}{\Gamma(1+\frac{2}{n})} < \Phi_{\text{p,g1}}(n) \cdot d^\frac{2}{n}$$

$$\Phi < \Phi_{\text{p,g1}}(n)2^\frac{2}{n} \Gamma\left(\frac{n}{2} + 1\right) = \mathcal{O}(1),$$

A plausibly (although not completely) rigorous lower bound then immediately follows,

$$\Phi_{\text{p}}(d) = \Omega(1).$$

Choosing $n$ that grows with $d$ might result in a tighter lower bound, but evaluating this possibility would require solving for the dimensional scaling of $\Phi_{\text{p,g1}}(n)$, which is seemingly a more involved problem than the original one. We thus leave this possibility for future consideration.

IV. NUMERICAL METHODS

In this section we detail the various numerical methods used to study the percolation threshold and the accompanying critical exponents.

A. Percolation threshold detection

One of the arguments for including void percolation in the simple percolation universality class also leads to an efficient algorithm for determining the void percolation threshold [37]. The process entails mapping a configuration of obstacles onto a network that can then be analyzed using standard percolation criteria. The computational optimizations that enable us to consider systems up to $d = 9$ with this algorithm are described below.

More specifically, the network of edges of the Voronoi tessellation obtained from the obstacle positions is used to map the void percolation determination onto a bond percolation problem [37]. Each edge is then weighted by the circumscribed radius of the facet in the Delaunay triangulation that is dual to that edge. This weight thus corresponds to the minimum radius of the obstacles that can block this edge, and can be used to determine the percolation threshold. Computational implementations of Delaunay triangulation under periodic boundary conditions are, however, currently only available for $\mathbb{Z}^d$ lattices in dimensions, $d = 2$ and 3. For instance, for $d = 3$, the periodic Delaunay triangulation can be built using CGAL’s 3D periodic triangulation package [35]. The tessellation of the largest investigated system size ($N = 10^5$), then takes several minutes per sample for a single-threaded implementation on a contemporary (Intel Xeon 6154) CPU architecture. For $d > 3$, although a comparable algorithm has been proposed [39, 40], no implementation is yet available. Even if one were, because for a fixed $N$ the number of Delaunay cells and facets grows exponentially with $d$, a full tessellation would rapidly fall beyond computational reach—limited by the available working memory—as $d$ increases.

This memory constraint is here sidestepped using two key optimizations. First, the tessellation is built locally, point-by-point [41, 42]. For each obstacle, $p_i$, we collect all nearby obstacles (and their periodic images) within a preassigned distance that guarantees all Voronoi neighbors to be included. Then, the convex hull [43] of the inverse coordinates of the other obstacles is obtained after translating $p_i$ to the origin. The vertices of this convex hull construction are then the same as the neighbors of $p_i$ in the Voronoi tessellation, but can be determined using less working memory [44]. Second, local tessellation enables us to drop on-the-fly edges and vertices with such small weights that in a percolating network they are guaranteed to be blocked. Visited but dropped elements can be distinguished from non-visited elements through careful bookkeeping. As an illustration, a $d = 8$ system with $N = 10^6$ obstacles only needs 0.5% of the vertices to be explicitly stored, which then take up at most 10 GB of memory. In total, these algorithmic improvements reduce memory usage by more than two orders of magnitude, without significantly increasing the overall computational burden.

Once the tessellation is obtained, the percolation threshold is determined using an algorithm akin to that used for sphere percolation [45, 46]. The approach uses a disjoint-set forest data structure, which efficiently organizes Voronoi vertices. For each vertex, we maintain a parent pointer and the displacement vector to its parent node. The structure thus traces back to a unique root node of the set, and each disjoint-set corresponds to a single cavity. A high-level description of the algorithm is as follows:

Algorithm 1 Percolation detection

Input: Graph $G(X, E)$ of the Voronoi tessellation

Output: Percolating obstacle radius $\sigma_{\text{obs}}$

1: Sort $E$ in descending order by weight $w_i$
2: for $e_i \in E$ do
3: \hspace{1em} Get vertices $(X_1, X_2)$ and $w_i \leftarrow e_i$
4: \hspace{1em} if $\text{root}(X_1) \neq \text{root}(X_2)$ then
5: \hspace{2em} \text{MERGE}(\text{root}(X_1), \text{root}(X_2))
6: \hspace{1em} else if $\text{CHECKPERCOLATION}(X_1, X_2)$ then
7: \hspace{2em} $\sigma_{\text{obs}} \leftarrow w_i$
8: \hspace{1em} \textbf{break}
9: \hspace{1em} end if
10: \hspace{1em} end if
11: end for

In other words, if two vertices, $X_1$ and $X_2$, do not yet belong to a same cavity, then a standard merging operation is conducted; otherwise, percolation is checked as follows:

1. calculate the displacement vector (under periodic condition) $r_0 = X_1 - X_2$;
2. calculate the displacement vectors $r_1$ and $r_2$, from $X_1$ and $X_2$ to the root, respectively;
3. test \( r_1 - r_2 \neq r_0 \).

If the displacements obtained from the two methods differ (necessarily, by an integer multiple of the box side), then the cavity must form a cycle across the periodic boundary and thus percolate. If percolation is detected, then the threshold is calculated by Eq. (11) setting the obstacle diameter to be the weight of last merged edge, i.e., \( \sigma_{\text{obs}} = \sigma_i \).

For a finite-size periodic system, different definitions of the percolation threshold have been suggested \([46]\), including

- \( \Phi_p^c(N) \) – there exists a percolated cavity in any coordinate;
- \( \Phi_p^h(N) \) – there exists a percolated cavity in a specific coordinate;
- \( \Phi_p^L(N) \) – there exists a percolated cavity in all \( d \) coordinates.

These definitions are expected to converge to a same threshold value in the thermodynamic limit, \( \Phi_p = \Phi_p(\infty) \). From the critical analysis, they are also all expected to asymptotically scale, albeit with different prefactors, as \([1]\),

\[
\Phi_p(N) - \Phi_p(\infty) \sim N^{-1/\nu},
\]

where the reference values for the simple percolation universality class are taken for \( \nu \) (see Table I).

A periodic Delaunay triangulation (as well as its dual Voronoi tessellation) is valid if the intersection of any two intersecting Delaunay cells is a simplex \([39]\). In particular, we expect \( D_d \) boxes to have

\[
\text{RP}(D_d) = 2^{(d-2)/2},
\]

and \( D_n^+ / D_n^{0+} \) boxes in \( d \geq 8 \) to have

\[
\text{RP}(D_n^+ / D_n^{0+}) = 2^{d/2}.
\]

The associated methodological improvement extends the length of the computationally accessible asymptotic regimes to smaller system sizes, resulting in over an order of magnitude speed up in extracting \( \Phi_p \) in \( d = 8 \) and 9. The computational complexity of the tessellation, however, appears to be super-exponential with \( d \). Because evaluating a single local convex hull costs 20 s in \( d = 8 \) and 3 min in \( d = 9 \) on a contemporary (Intel Xeon 6154) CPU architecture, higher dimensions are thus computationally inaccessible at this time.

### B. Cavity reconstruction

In order to assess the caging criticality, we notably consider the cavity volume distribution. While infinite systems below the percolation threshold contain both an infinite volume cavity as well as large finite cavities, those above the percolation threshold contain cavities that are mostly small. Sampling them is then amenable to a cavity reconstruction scheme that is a limit case of the approach used for the Mari-Kurchan model \([45]\). (Obstacles are here hard and monodisperse in size, instead of soft and size polydisperse.) This approach offers a marked computational advantage over standard simulations boxes in that it eliminates any putative sampling bias introduced by the use of periodic boundary conditions.

The overall procedure consists of placing obstacles within a finite spherical shell centered around the origin, with unit inner radius—to makes sure the origin is uncovered—and outer radius \( r_{\text{max}} > 1 \), and of considering only the cavity that contains the origin. The properties of such reconstructed cavities track those of an infinite system within the shell of thickness \( r_{\text{max}} - 1 \). More specifically, like the clusters generated by the Leath algorithm for a lattice systems \([49]\), the cavities generated by cavity reconstruction for the RLG are evenly sampled in a site base. In other words, the probability of generating a cavity of volume \( V_{\text{cavity}} \) is proportional to \( V_{\text{cavity}} P(V_{\text{cavity}}) \), where \( P(V_{\text{cavity}}) \) is the probability of having a cavity of volume \( V_{\text{cavity}} \) in the thermodynamic
limit. Rare large cavities that are not closed at \( r_{\text{max}} \), however, give rise to an undersampling bias. In order to limit this effect, \( r_{\text{max}} \) is chosen such that fewer than 0.2\% of the cavities are not closed. The largest achievable \( r_{\text{max}} \) nonetheless limits how close the percolation threshold can be approached with this scheme, because upon approaching \( \Phi \), increasingly large cavities dominate.

To account for obstacle number fluctuations within finite volumes, the number of obstacles \( N \) to be placed within a shell is chosen at random from the Poisson distribution

\[
p(N) = \frac{N_0^N e^{-N_0}}{N!},
\]

with \( N_0 = \Phi(r_{\text{max}}^d - 1) \), the expected number of obstacles for the system size and density considered. These \( N \) obstacles are then placed uniformly at random within the hyperspherical shell, which is achieved by sequentially generating vectors of random orientation and of norm

\[
|r| = \left[x(r_{\text{max}}^d - 1) + 1\right]^{1/d},
\]

where \( x \) is a random variable uniformly distributed over [0, 1).

The span of the cavity can then be obtained using an algorithm adapted from Sastry et al., who showed that all and only the void space that belongs to a given cavity is obtained from this approach [50]. A Delaunay triangulation, which divides space into \( d \)-simplicial cells, is first established using CGAL’s \( d \)D Triangulation library [51]. The cavity is then constructed by running a graph search using cells as vertices and facets as edges. Starting from the cell that contains the origin, an edge (facet) is connected if the circumcenter of two cells are on same side of that facet, or if the circumcenters are on opposite sides of that facet and the facet’s circumb radius is greater than \( \sigma_{\text{obs}} \). All visited cells are added to the cavity. Sastry et al., also introduced an exact algorithm for determining the cavity volume through a recursive division of \( d \)-simplices, but this decomposition into simple primitives is quite involved in general \( d \). We thus instead use a random sampling algorithm. The idea is to generate points (samples) uniformly at random within the cavity and to use these samples to approximate the cavity volume and other physical quantities, as illustrated in Figure 2a. The high-level description of the algorithm is as follows:

### Algorithm 2 Sampling a cavity

1: for \( C_i \in \text{visited cells} \) do
2: \( V_i \leftarrow \text{SIMPLEXVOLUME}(C_i) \)
3: Increment \( V_{\text{cells}} \)
4: end for
5: for \( j = 1 \) to \( N_{\text{samples}} \) do
6: Randomly select simplex \( C_k \in \{C_i\} \) with probability \( V_i/V_{\text{cells}} \)
7: Place sample \( S \leftarrow \text{SAMPLESIMPLEX}(C_k) \) uniformly at random
8: if \( S \) in the void space then
9: Add \( S \) to the void sample list, \( S_{\text{voids}} \)
10: Increment \( N_{\text{voids}} \)
11: end if
12: end for

Basically, for each sample point we first choose one of the constitutive simplices with probability proportional to its volume

\[
V_{\text{simplex}} = \frac{1}{d!} \det(p_1 - p_0, p_2 - p_0, ..., p_d - p_0),
\]

and then choose a random position within the selected simplex. Obtaining uniformly distributed samples within a \( d \)-simplex is equivalent to generating \( d+1 \) random spacings, \( x_0, ..., x_d \), with unit sum [52, p. 568]. The latter step involves first generating \( d \) independent and uniformly distributed random variables \( y_1, ..., y_d \) in \([0, 1]^d\) and then sorting them in place. Taking \( y_0 = 0 \) and \( y_{d+1} = 1 \), one then has \( x_i = y_{i+1} - y_i \). The random sample in this simplex is finally \( S = \sum_{i=0}^{d} x_i p_i \). Determining whether \( S \) is part of the void space requires a nearest-neighbor query of the obstacles. Note that although the obstacle nearest to \( S \) is most likely one of the vertices of \( C_i \), outliers are possible. This determination is accelerated by pre-computing the point-to-simplex distances for obstacles other than the simplex vertices, and storing obstacles with distance less than \( \sigma_{\text{obs}} \) as candidate nearest neighbors.

As the obstacle density increases, the fraction and size of the voids become increasingly small. Because the probability of a sample lying in a void follows the binomial distribution, the variance for the number of voids \( N_{\text{voids}} \) (out of \( N_{\text{samples}} \) samples) is \( \text{var}(N_{\text{voids}}) \approx N_{\text{voids}} (1 - N_{\text{voids}}/N_{\text{samples}}) \), and the sampling error then also grows large. For sufficiently small cavities, we consider an alternate sampling scheme that sidesteps this difficulty. As illustrated in Figure 2b, the approach consists of identifying the vertices of this cavity, building a triangulation over them, and then running the cavity sampling algorithm for the new triangulation. The fraction of void samples \( (N_{\text{voids}}/N_{\text{samples}}) \) then markedly increases, which reduces the sampling error. Because a simplex generated this way may lie completely in occupied space or even contain the voids of other cavities, however, a certain caution must be exercised. Here, it is only invoked if the original sampling first failed to find fewer than 1000 void samples out \( N_{\text{samples}} = 2 \times 10^5 \), which corresponds to a relative error of about \( \sim 3\% \) per cavity in the original sampling scheme. In practice, this stringent criterion suffices to completely prevent geometrical complications.

Given samples inside the void space, \( S_i (i \in [1, N_{\text{voids}}]) \), different observables (with length still given in units of \( \sigma \)) can be computed:
The tracer dynamics is obtained from a high-dimensional generalization of the simulation scheme described by Höfling et al. [13][14]. Specifically, \( N \) obstacles are placed uniformly at random within a \( d \)-dimensional periodic box, where \( N = 10^5 - 10^6 \), with the upper system size limit only being used for \( \Phi \) close to \( \Phi_p \) (6 \( \leq \Phi \leq 7 \) in \( d = 4 \) and 8.5 \( \leq \Phi \leq 9.5 \) in \( d = 5 \)). (Unlike for the cavity reconstruction scheme, \( N \) is here kept fixed, because relative size fluctuations under a Poisson field scale as \( o(N^{-1/2}) \), and are thus negligible.) A tracer is then placed at the origin and assigned an initial velocity \( \dot{r} = 1 \) with random orientation, and event-driven molecular dynamics then identifies the elastic collisions of the tracer with the obstacles, until the simulation ends at time \( t_{\text{max}} \).

To accelerate simulations, obstacle neighbor lists are used. (So are cell lists when system sizes warrant it, but this only happens in \( d \leq 4 \).) Because the computational performance in high \( d \) depends sensitively on choice of cutoff radius for the neighbor list, \( r_{\text{cut}} \) and that the optimal \( r_{\text{cut}} \) depends strongly on cavity geometry, for \( d \geq 5 \) dynamical adjustments are made to \( r_{\text{cut}} \), such that neighbor list updates occupy 20% - 50% of the overall simulation time. In order to average over thermal noise, the MSD of a given sample at each sampled time (except \( t_{\text{max}} \)) is averaged over \( 2^{10} \) initial times; the MSD is further averaged over at least 100 independent replicates (and up to 200 for the quantitative determination of critical exponents).

We also investigate the effect of the local obstacle configuration on the tracer dynamics. Seen from the origin, the random Poisson field that controls the distribution of obstacles is akin to the potential field of a hard-sphere range \( r \). To increase caging, we include an attractive square-well potential of relative thermal strength \( \xi \) and range \( \lambda \). The local density of the obstacles then becomes

\[
\Phi'(r) = \begin{cases} 0, & r < 1, \\ \Phi e^\xi, & 1 \leq r < 1 + \lambda, \\ \Phi, & r \geq 1 + \lambda, \end{cases}
\]

as illustrated in Fig. 3.

The tracer dynamics is then run as above, but because the system is no longer translationally invariant, averaging over thermal disorder is no longer possible within a single trajectory. To compensate, at least \( 10^4 \) replicates are used to improve the averaging.

V. RESULTS AND DISCUSSION

In this section, we evaluate the percolation threshold and critical properties of the RLG and void percolation.
by the numerical methods described in Sec. IV and compare the results with theoretical predictions described in Sec. II and III.

A. Percolation threshold

Our percolation threshold detection algorithm increases the upper range of accessible system size by orders of magnitude compared to earlier works, which makes the asymptotic power-law fitting regime to Eq. (18) fairly robust in all dimensions considered (Fig. 4). As further validation, we make sure that the percolation thresholds evaluated through the three criteria described in Section IV A all coincide in the thermodynamic $N \to \infty$ limit. However, only the extrapolation results of $\Phi_p(N)$, which offers the smallest variance and the widest asymptotic regime [20, 53], are used to estimate $\Phi_p$ (Table I).

The numerical estimates for the percolation threshold are generally consistent with previously reported results (Table I). As described in Sec. IV A in $d = 2$ the percolation thresholds of the spheres and their void spaces are provably the same, hence an algorithmic route much more efficient than the Voronoi construction can be used [46]. Our direct result is consistent with that estimate, albeit orders of magnitude less accurate. In $d = 3$ and above, the two percolation thresholds are no longer identical. In fact, void percolation thresholds are significantly larger than those from direct percolation, which further hampers their computation. Void percolation thresholds can nonetheless be determined up to a few parts in a hundred up to $d = 9$. In $d = 3$, our results, while still consistent with published results, are the most accurate of the lot. For $4 \leq d \leq 6$, our results are systematically larger than the only reported values [20], a discrepancy likely arising from that earlier effort having included systems with $N < N_{\text{min}}$ in fitting the asymptotic scaling form.

Because results smoothly evolve across dimension, and because no finite dimension above $d_u$ is expected to exhibit singularly new physics, we attempt to extrapolate our results to higher $d$. In the context of the mean-field theory for the RLG [15], a natural asymptotic $d \to \infty$ scaling is $\Phi_p(d) \sim d$. Fitting the results (excluding $d = 9$ which has a relatively large uncertainty) to a cubic form of this type then nicely gives (Fig. 5(a))

$$\Phi_p = d \left[ 3.42(8) - 10.3(9)/d + 13(3)/d^2 - 9(4)/d^3 \right],$$

while still consistent with published results, are the most accurate of the lot. For $4 \leq d \leq 6$, our results are systematically larger than the only reported values [20], a discrepancy likely arising from that earlier effort having included systems with $N < N_{\text{min}}$ in fitting the asymptotic scaling form.

Because results smoothly evolve across dimension, and because no finite dimension above $d_u$ is expected to exhibit singularly new physics, we attempt to extrapolate our results to higher $d$. In the context of the mean-field theory for the RLG [15], a natural asymptotic $d \to \infty$ scaling is $\Phi_p(d) \sim d$. Fitting the results (excluding $d = 9$ which has a relatively large uncertainty) to a cubic form of this type then nicely gives (Fig. 5(a))

$$\Phi_p = d \left[ 3.42(8) - 10.3(9)/d + 13(3)/d^2 - 9(4)/d^3 \right],$$
with $\Phi_p(d \to \infty) = d \cdot 3.40(5)$. Note that because $\Phi_p/d$ grows convexly with $1/d \to 0$, this form provides a lower bound to the actual asymptotic $d \to \infty$ result. An alternate possibility would be to use a scaling that saturates the upper bound from in Sec. IIIB. As shown in Fig. 5(b), the prefactor to this second scaling grows smoothly and monotonically with dimension; in (b), however, the dimensional dependence of the prefactor is non-monotonic.

As shown in Fig. 5(b), the prefactor to this second scaling decreases for $d > 5$, suggesting that this proposed form is indeed an (possibly saturated) upper bound to the actual asymptotic $d \to \infty$ result. The lower and upper bounds suggested from numerical simulation, $3.60d \leq \Phi_p \leq d \log d$ thus lie between the analytical bounds of Section IIIB (In all cases, they grow more than exponentially faster than direct sphere percolation threshold, $\Phi_c \sim 2^d$ [71]). These findings motivate fully formalizing these bounds as well as attempting to tighten them further.

**B. Structural percolation exponents**

The cavity reconstruction scheme described in Section VD is used to examine the criticality of the percolating cluster at $\Phi_p$ as well as the growth of the mean cluster size upon approaching $\Phi_p$ from above. Because void percolation is part of the simple percolation universality class, its critical exponents associated with structure are expected to match those of lattice percolation. Dynamical results roughly support this expectation for $\nu$ and $\mu_-$ in $d = 3$ [14] and $\nu$ in $d = 2, 3$ [14, 31], but few other exponents have been considered, and in $d \geq 4$ none have been considered. We here more carefully evaluate some of the geometric exponents without explicitly resorting to dynamics.

Recall that the cavity volume distribution at $\Phi_p$ is expected to scale as $P(V_{\text{cavity}}) \sim V_{\text{cavity}}^{-\tau}$ for large cavities (Eq. 6), and that the cavity reconstruction scheme generates cavities with a probability proportional to $V_{\text{cavity}}P(V_{\text{cavity}})$. We can thus extract the Fisher exponent by reconstructing cavities at $\Phi_p$. Numerically, it is convenient to evaluate the complementary cumulative cavity volume distribution

$$Q(V_{\text{cavity}}) = \int_{V_{\text{cavity}}}^{\infty} V'P(V')dV', \quad (30)$$

with open cavities taken as having an infinite volume. This function is then expected to scale as

$$Q(V_{\text{cavity}}) = CV_{\text{cavity}}^{-2-\tau} (1 + F_VV_{\text{cavity}}^{-\Omega}),$$

with asymptotic and leading pre-asymptotic contributions [9], and $C_V, F_V, \Omega$ as fit parameters. The logarithmic form [9]

$$\ln Q(V_{\text{cavity}}) = (2 - \tau) \ln V_{\text{cavity}} + \ln \left(1 + F_VV_{\text{cavity}}^{-\Omega}\right) + \ln C_V. \quad (31)$$

is plotted Fig. 6 and the fitted values of the critical exponents are given in Table I. The extracted $\tau$ for $d = 2$ is fully consistent with the exact value from lattice models, $\tau = 187/91$. In $d = 3, 4$, the extracted exponents are also very close to the most accurate exponents extracted from lattice models [9]. Although the 1% deviation lies outside the error range, the difference likely reflects our inclusion of pre-asymptotic points within the limited available fitting regime. In $d = 5$ and beyond, however, quantitative extraction of the Fisher exponent is not possible because cavities sufficiently large to even approach the critical regime lie beyond computational reach.

Upon approaching $\Phi_p$ from above, the mean cavity volume $\bar{V}_{\text{cavity}} = \int_{0}^{\infty} V^{\Omega}P(V')dV'$ is expected to diverge as $\bar{V}_{\text{cavity}}(\epsilon) \sim \epsilon^{-\gamma}$, where $\gamma$ is the mean cluster size exponent. In addition, Eq. 6 can be used to evaluate $\mu_-$ from $\Delta$. We thus implement variants of Eq. (31) as fitting forms

$$\ln \bar{V}_{\text{cavity}} = -\gamma \ln \epsilon + F_{\gamma} \epsilon + C_{\gamma} \quad (32)$$

$$\ln \Delta = -\mu_- \ln \epsilon + F_{\Delta} \epsilon + C_{\Delta} \quad (33)$$

where we have approximated $\ln(1 + F_{\epsilon}^{\Omega}) \approx F_{\epsilon}$ with $-\Omega = 1$ compared to Eq. (31). Eliminating the logarithmic operation and higher-order corrections in the fit stabilizes the regression procedure over the ~10 available data points, which range over one and a half decade. The resulting form is plotted in Fig. 7 and the extracted $\gamma, \mu_-$ are reported in Table II.

For both $d = 2$ and $3$, the extracted critical exponents are fully consistent with their lattice percolation counterpart. For $d = 4$, although the regression window available presents some numerical challenges, the results are consistent with the expected scaling from the lattice exponent values. In short, our analysis strongly supports the universality of the geometric critical exponent, including $\tau, \gamma$ and $\mu_-$, for both lattice and void percolation.
### TABLE II. Geometric critical exponents in void and lattice percolation

| Dimension | $\nu$ | $\tau$ | $\gamma$ | $\mu$ |
|-----------|-------|--------|---------|-------|
| 2         | $4/3$ | 2.0549 | 23.38(2) | 44.50(3) |
| 3         | 0.8774(13) | 2.179(1) | 1.76(4) | 1.80 |
| 4         | 0.6852(28) | 2.295(2) | 1.44 | 0.73(1) |
| 5         | 0.5723(18) | - | 1.18 | 0.31(2) |
| $\geq 6$  | 1/2 | 5/2 | 1 | 0 (logarithmic) |

FIG. 6. The complementary cumulative cavity volume distribution $Q(V_{\text{cavity}})$ at $\Phi_p$ exhibits the Fisher power-law scaling. $V_{\text{cavity}}$ is in units of $\sigma^d$. Black solid lines are fits to Eq. 31 for $d = 2$ and 3. A simple linear regression is used for $d = 4$ because the nonlinear fit is unstable for this limited range. In $d = 5$ a quantitative regression is not possible, hence the expected scaling is only given as reference (dashed line, see text).

### C. Transport percolation exponents

With accurate percolation thresholds in hand, we can also evaluate transport exponents in $d > 3$, and compare the results with the theoretical prediction from Eq. (8) and with lattice simulation results. Simulation results in $d = 4$ and 5 are shown in Fig. 8.

We again adapt the power-law scaling form with subleading correction of Eq. (31) to analyze the subdiffusion at $\Phi_p$,

$$\ln \Delta(t) = \frac{2}{d''_w(t - t)} + \ln(1 + F_t(t - t)) + \ln C_t.$$  \hspace{0.5cm} (34)

Fitting the time range $t > 10^3$ gives $d''_w(d = 4) = 12.5(8)$, which is consistent with the prediction in Table III, and clearly distinct from the corresponding lattice exponent. In $d = 5$, however, the associated subdiffusion exponent, $d''_w(d = 5) \approx 39$, leads to a fairly flat curve, making this exponent too numerically challenging to evaluate quantitatively.

For the diffusion criticality, we extract the diffusion constant $D = \lim_{t \to \infty} d\Delta/dt$ by linearly fitting the long-time results, and then adapting the fitting form of Eq. (32) as

$$\ln D(\epsilon) = \mu \ln |\epsilon| + F_D t + C_\epsilon.$$  \hspace{0.5cm} (35)

Fitting the range $|\epsilon| < 0.5$ gives $\mu(d = 4) = 4.28(8)$, and $\mu(d = 5) = 5.6(2)$, fully consistent with the theoretical prediction in Table III.

Knowing the expected localization and diffusion scaling, the MSD around $\Phi_p$ is expected to follow the collapse form of Eq. (4). Specifically, time and MSD are rescaled with

$$\tilde{t} = |\epsilon|^{(\mu - + \mu)} t,$$

$$\tilde{\Delta} = |\epsilon|^\mu \Delta,$$
TABLE III. Transport critical exponents in void and lattice percolation

| Dimension | $\mu$ | Eq. (8) | $\mu_{\text{lattice}}$ | $d_w$ | Eq. (8) | $d_{w,\text{lattice}}$ | $\Phi_c$ |
|-----------|-------|---------|------------------------|-------|---------|------------------------|---------|
| 2         | 2.88  | $3.04^a$ | 3.036 $3.11^a$ | 3.11  | 4.94    | 4.94                  | 39      |
| 3         | 4.28(8)| 6.25    | 6.30(1)                | 6.30  | 8.64    | 8.64                  | 20(3)   |
| 4         | 5.6(2) | 12.5(8) | 14(1)                  | 14    | 28(8)   | 28(8)                 | 34      |
| 5         | 6     | $\approx$39 | $\approx$39 | $\approx$39 | 6       | 6                     | 3       |

$^a$ Reference $31^a$ did not extract critical exponents from its data, hence the precision estimates are not given.

FIG. 8. MSD in (a) $d = 4$ and (b) $d = 5$ under various obstacle densities $\Phi$. For (a), fitting the subdiffusion scaling form, Eq. (54) (dashed line), at the threshold gives $d_w = 12.5(8)$. For (b), the dashed line denotes the expected long-time subdiffusion scaling $d_w \approx 39$ which is not yet met. (inset) The diffusion coefficients (markers) in both (a) and (b) vanishes as a power law $D \sim |\epsilon|^\mu$ upon approaching $\Phi_c$. Fitting diffusion constants with $|\epsilon| < 0.5$ using the critical form, Eq. (55) gives $\mu(d = 4) = 4.28(8)$ and $\mu(d = 5) = 5.6(2)$.

FIG. 9. Rescaled time and MSD for (a) $d = 4$ and (b) $d = 5$ in various obstacle densities $\Phi$. The dashed line denotes the subdiffusive scaling of $\tilde{\Delta} \sim t^{2/d_w}$ at $\Phi_p = 6.248$ and 9.170 in $d = 4, 5$, respectively (Table I).

not yet reached. Such delayed onset of the asymptotic scaling regime is a signature of approaching $d_c = 6$, as can also be observed in lattice models $35^a$.

Above $d_c$, the power-law scaling of both localization and subdiffusion is expected from percolation theory to be replaced by a logarithmic growth. As dimension increases, the asymptotic regime is generally observed to widen as pre-asymptotic corrections diminish in range also in this direction $14, 35^a$. In lattice systems, this effect even partly cancels the computational challenge of studying higher-dimensional systems, and has made possible a clear quantitative examination of the logarithmic scaling up to $d = 13$ $35^a$. In the RLG, however, the dynamics intermediate between the short-time ballistic growth $\Delta = t^2$ and the long-time diffusion or localization regimes, grows more rather than less complex as dimension increases above $d_c$ (Fig. 10). In particular, the expected logarithmic subdiffusion regime is not observed at $\Phi_p$ over the computationally accessible time range. As dimension increases, an intermediate dynamical slowdown clearly develops (see arrows in Fig. 10(e, f)). A pre-asymptotic logarithmic growth is also clearly observed in $\Phi > \Phi_p$ at intermediate times. For instance, for $2.4d \leq \Phi \leq 2.5d$, the logarithmic growth of MSD survives over four decades in $d = 6$ and over more than seven decades in $d = 8$ (and similarly in $d = 10$, although at higher $\Phi$ because the percolation threshold grows larger).

In Ref. $15^a$ these features, which have no equivalent in lattice models, were interpreted as a finite-dimensional echo of the mean-field dynamical caging
transition around $\Phi_d = d \cdot 2.40339…$, which is near $\Phi_p$ in this dimensional range. As a result, the onset of the percolation criticality is pushed beyond the computationally accessible regime. The difference between void and lattice percolation suggests that new physics emerges from the interplay of mean-field caging and percolation at these intermediate times. Further discussing the details of the mean-field description of the RLG can be found in [28]. Here, we instead consider a scheme for enhancing the interplay between caging and percolation by slightly modifying the RLG in Sec. VI.

VI. INHOMOGENEOUS RLG

Motivated by the above results, we consider the impact of the local distribution of obstacles on the interplay between caging and percolation physics. Increasing caging by reaching higher spatial dimensions is out of computational reach, hence we instead consider a three-dimensional systems modified so as to enhance caging. The inhomogeneous RLG has obstacles distributed around the initial tracer position following the spatial probability distribution described by Eq. (27). The inner shell with an excess density of obstacles around the origin is then expected to make caging more prominent at intermediate times. But because the obstacle density remains unchanged beyond this inner shell, the percolation threshold, which is here defined as the onset $\Phi$ where $\Delta$ diverges in the long-time limit, is not expected to change.

Figure 11 illustrates the impact of increasing the local obstacle density on three different regimes of percolation physics.

(a) For $\Phi = 3.2 < \Phi_p$, enhanced local caging slows the intermediate-time dynamics. The resulting long-time diffusion constant $D = \lim_{t \to \infty} \Delta / t$ thus decreases as $\xi$ grows.

(b) For $\Phi = \Phi_p$, enhanced local caging also slows the intermediate-time dynamics, but leaves the subdiffusion scaling unchanged. Only the prefactor to that scaling, $D' = \lim_{t \to \infty} \Delta / t^{d'_c}$, decreases as $\xi$ grows.

(c) For $\Phi = 3.6 > \Phi_p$, the long-time cage size shrinks as $\xi$ increases.

FIG. 11. Tracer dynamics in the inhomogeneous RLG given by Eq. (27) with $\lambda = 2$ and various $\xi$ for (a) $\Phi = 3.2 < \Phi_p$, (b) $\Phi = \Phi_p$, and (c) $\Phi = 3.6 > \Phi_p$. Inclined dashed lines denote the long-time diffusion and subdiffusion regimes in (a) and (b), respectively. Horizontal dashed lines denote the height of long-persisting plateau given by the cage size in homogeneous RLG with $\Phi' = \Phi e^\xi$. For $\xi = 0$ the original RLG model is recovered. (d) Both the apparent diffusion constant $D$ at $\Phi = 3.2$ (blue) and the subdiffusion prefactor $D'$ at $\Phi = \Phi_p$ (red) shrink with increasing $\xi$ faster than the exponential decay of $e^{-\phi \exp(\xi)}$.
As expected, a dense inner shell affects the intermediate-time dynamics, but leaves the percolation threshold $\Phi_p = 3.510$ unchanged.

For $\Phi \leq \Phi_p$, the diffusion and subdiffusion prefactors diminish fairly abruptly. The precise decay form is not here determined, but Fig. 11(d) shows that decrease to be faster than exponential with $\Phi e^d$. Consequently, cage escapes fall out of the accessible simulation time for $\xi \geq 1$. No sharp transition is however observed. $\Delta$ must still diffuse (or subdiffuse) in the infinite-time limit, because the probability that a cavity reaches beyond the inner shell is nonzero. A long-persisting “intermediate time” plateau can thus be observed for high enough $\xi$, e.g., $\xi = 1.2$ in Fig. 11(a, b). The height of the long-persisting plateau is given by the long-time limit of the MSD for an homogeneous RLG where $\Phi' = \Phi e^d$. This large $\xi$ regime gives an effective obstacle density well above the percolation threshold, where mean-field theory is known to give robust predictions for the scaling of the cage size $\xi$. Changing $\xi$ therefore provides a continuous way to tune from a mean-field-like to a percolation-like regime, while remaining in physical $d = 3$.

We note that the temperature dependence of these constants on the obstacle distribution is also encoded in $\xi$, and hence this behavior is reminiscent of the super-Arrhenius scaling observed in fragile glasses. It is remarkable that such a modest modification in RLG can apparently capture such characteristic features of glasses. Pursuing this analogy further is, however, left as future work.

VII. CONCLUSION

We have obtained the void percolation threshold of the RLG using both an asymptotic scaling analysis and numerics up to $d = 9$. The numerically determined thresholds suggest a dimensional scaling between $\Phi \sim d$ and $d \log d$, which falls between the conjectured bounds, $O(d) \leq \Phi_p \leq O(d \log d)$. We hope that these results will inspire more formal mathematical derivations of (possibly tighter) bounds. We have also examined the percolation criticality beyond $d = 3$ using advanced simulation techniques and extensive computations. We confirm that the geometric critical exponents, including $\tau$, $\gamma$ and $\mu_-$ are identical with those of lattice models, which is consistent with the physical expectation that void percolation belongs to the simple percolation universality class. We also find that the diffusion exponent $\mu$ in $d = 4.5$ and the subdiffusion exponent $d'_s$ in $d = 4$ are consistent with the theoretical prediction of Machta et al.

Interestingly, for $d \geq 8$ an additional intermediate-time dynamical slowdown is found to intervene. This phenomenon is absent in lattice percolation, but is a known characteristic of mean-field caging in structural glasses. Mean-field-like caging thus seem to grow more significant and percolation physics to be correspondingly eclipsed as $d$ increases, as reported in Refs. [15] and [28].

This finding motivated our consideration of a modified version of the $d = 3$ RLG that tunes the spatial profile of the obstacle distribution. This model, which enhances the intermediate-time dynamical slowdown while keeping the percolation transition unchanged, further motivates the importance of the mean-field scenario, and offers interesting parallels with structural glass formers. In summary, our work clarifies various aspects of the void percolation and of the interplay between percolation and glass physics in the RLG.
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Appendix A: Void percolation upper bound

In this appendix we detail the derivation of the asymptotic upper bound for void percolation following the formalism outlined in Section [11]. Recall that all areas and volumes are here scaled by $\sigma^{d-1}$ and $\sigma^d$ for convenience.

1. Area arithmetic

We first analyze the expression for $A_s$ and $A_b$ for general $d$ (Eq. (10)). From the construction in Fig. 1(a), the area of the smallest relevant hole on a shell of radius $r_s$ can be described as a spherical cap with base radius $r_{\text{tracer}}$. Its area is [61]:

$$A_h = \frac{1}{2} A_{d'} s^{d-1} I_{2\theta} \left( \frac{d-1}{2}, \frac{1}{2} \right),$$

where $A_d = dV_d$ is the area of $d$-dimensional unit sphere, $I_{2\theta}(a, b)$ is the regularized incomplete beta function and

$$z_0 = \frac{r_{\text{tracer}}^2}{r_s^2} = \frac{(1 - r_{\text{obs}})^2}{r_s^2}.$$

We also have that the expected total void area on the shell (Fig. 1(b, c)) is

$$A_s = A_d r_s^{d-1} P_s(r_s),$$

where $P_s$ is the (conditional) probability that a point at distance $r_s$ from the origin lies in the vacant space. The
probability that no obstacle center is found the shaded area of Fig. 1(b,c) is thus

\[
P_s = \begin{cases} 
  e^{-\rho(V_2 - V_1)}, & 1 - r_{\text{obs}} < r_s \leq \sqrt{1 - r_{\text{obs}}^2} \\
  e^{-\rho d(V_r - V_{r_{\text{obs}}})}, & 1 - r_{\text{obs}} < r_s < 1 + r_{\text{obs}} \\
  e^{-\rho d r^2_{\text{obs}}}, & r_s \geq 1 + r_{\text{obs}} 
\end{cases} 
\]  

(A4)

where \( V_1 \) and \( V_2 \) are the volumes of the spherical caps on the spheres centered at \( O \) and at \( A \) with radii \( OE \) and \( AE \), respectively [Fig. 1(b, c)], that share the same base with radius (PE), such that

\[
r_{\text{cap}} = \frac{1}{2r_s} \sqrt{(1 + r_s + r_{\text{obs}})(1 + r_s - r_{\text{obs}})} 
\]  

(A5)

Given the volume of \( d \)-dimensional spherical caps for a sphere of radius \( r \) and base radius \( r_{\text{cap}} \),

\[
V_{\text{cap}} = \frac{1}{2} V_d d r_{\text{cap}}^2 \left( \frac{d+1}{2}, \frac{1}{2} \right) 
\]  

(A6)

allows us to rewrite Eq. (A4) as

\[
P_s = e^{-\Phi r_{\text{obs}}^d f_s(r_s, r_{\text{obs}})} 
\]  

(A7)

with the ratio of shaded volume over the whole sphere (AE) volume,

\[
f_s(r_s, r_{\text{obs}}) = \begin{cases} 
  \frac{1}{2} \left[ I_{2z} \left( \frac{d+1}{2}, \frac{1}{2} \right) - r_{\text{obs}}^d I_{2z} \left( \frac{d+1}{2}, \frac{1}{2} \right) \right], & \text{Case 1}, \\
  1 - \frac{1}{2} \left[ I_{2z} \left( \frac{d+1}{2}, \frac{1}{2} \right) + r_{\text{obs}}^d I_{2z} \left( \frac{d+1}{2}, \frac{1}{2} \right) \right], & \text{Case 2}, \\
  1, & \text{Case 3}, 
\end{cases} 
\]  

(A8)

where

\[
z_1 = \left( \frac{r_{\text{cap}}}{r_s} \right)^2 = \frac{1 + r_{\text{obs}}^2}{2} - \frac{(r_{\text{obs}}^2 - 1)^2}{4r_s^2} = \frac{r_s^2}{4z_2}, 
\]  

(A9)

\[
z_2 = \left( \frac{r_{\text{cap}}}{r_{\text{obs}}} \right)^2 = \frac{1 + 2 - r_{\text{obs}}^2}{4r_s^2} + \frac{2 - r_s^2}{4r_{\text{obs}}^2} - \frac{4r_{\text{obs}}^2}{4r_{\text{obs}}^2 r_s^2}. 
\]  

(A10)

The area ratio in Eq. (10) can thus be written as

\[
A_s = \frac{A_d r_s^{d-1} e^{-\Phi r_{\text{obs}}^d f_s}}{A_d r_{\text{obs}}^{d-1} e^{-\Phi r_{\text{obs}}^d f_s} + \ln I_{2z} \left( \frac{d+1}{2}, \frac{1}{2} \right)} / 2 
\]  

(A11)

\[
\equiv 2 e^{-\Phi r_{\text{obs}}^d f_s + \ln I_{2z} \left( \frac{d+1}{2}, \frac{1}{2} \right)} 
\equiv 2 \exp \left[ -F_s(r_s, r_{\text{obs}}; \Phi, d) \right], 
\]

where the function \( F_s \) is implicitly defined. If \( F_s \) diverges (with any order that grows with \( d \)) in the limit \( d \to \infty \), then equivalently \( A_s/A_b \) vanishes. If \( F_s = O(1) \) then \( A_s/A_b \) persists and \( P_s \) may not vanish. (Recall that the inequality in Eq. (10) may not be tight.) These two regimes are separated by a saddle point with \( F_s = \Omega(1) \) under the scaling of \( \Phi \sim f_u(d) \).

2. Asymptotic scaling analysis

A standard approach for obtaining a bound on \( F_s = \Omega(1) \) with \( d \to \infty \) is to find \( (r_s, r_{\text{obs}}) \) which maximizes \( F_s \) for a given \( d \) and \( \Phi \), and identify the dimensional scaling of \( \Phi \sim f_u(d) \), where \( F_s = \Omega(1) \) in the limit \( d \to \infty \). Here, we follow a different approach. We first propose a choice of \( (r_s, r_{\text{obs}}) \), and then demonstrate its optimality by showing that it gives the lowest-order growth of \( \Phi \). (Through this section and next ones, we use the asymptotic notation \( g(d) \sim h(d) \) quite loosely to mean \( \lim_{d \to \infty} g(d)/h(d) \) is finite and non-zero. This helps us avoid carrying constants.)

In particular, motivated to achieve the optimum at the boundary of the piece-wise function Eq. (A9), we propose \( r_s = \sqrt{1 - r_{\text{obs}}^2} \). This choice maximizes the base radius of spherical caps in Fig. 1 such that \( r_{\text{cap}} = r_{\text{obs}} \). We then evaluate how the bound on \( \Phi \) evolves with \( d \) under different \( r_{\text{obs}} \) cases, and find the smallest \( f_u(d) \) among them.

The expression for \( F_s \) involves a couple of regularized incomplete beta functions. We here briefly review these functions, and simplify expressions for \( F_s \) in the asymptotic \( d \to \infty \) limit. This analysis allows us to identify the maximum of \( F_s \) with respect to \( (r_s, r_{\text{obs}}) \) in that limit. Regularized incomplete beta functions are defined as

\[
I_z(a, b) = \frac{B_z(a, b)}{B(a, b)} = \frac{B_z(a, b)\Gamma(a + b)}{\Gamma(a)\Gamma(b)} 
\]  

(A12)

where \( B_z(a, b) \) is the incomplete beta function, \( B(a, b) = B_1(a, b) \) is the complete beta function, and \( \Gamma(a) \) is the gamma function. For fixed \( a, b > 0 \), \( I_z(a, b) \) monotonically grows over the interval \( z \in [0, 1] \) and in particular, \( I_0(a, b) = 0 \) and \( I_1(a, b) = 1 \). In the context of Eqs. (A1) and (A6), we seek, for \( b = 1/2, z \in (0, 1) \), asymptotic scaling forms for \( a \to \infty \) of \( I_z(a, 1/2) \). From Ref. [22] Eq. (2), we have

\[
I_z(a, 1/2) = \Gamma \left( \frac{1}{2}, -a \ln z \right) \frac{(-\ln z)^{1/2} + O(a^{-1})}{B(a, 1/2)\sqrt{a}} 
\]  

(A13)

where \( \Gamma(b, c) \) is the incomplete gamma function.

In the derivation below, we provide different asymptotic scaling forms of \( I_z(a, 1/2) \) depending on how the function \( 1/(1 - z) \) acts with \( a \).

1. For \( a \gg 1/(1 - z) > 0 \), expanding the gamma and beta functions around \( +\infty \) in Eq. (A13) gives

\[
I_z(a, 1/2) = \frac{z^a}{\sqrt{\pi(a(1 - z))}} \left( 1 - O[a(1 - z)]^{-1} \right). 
\]  

(A14)
2. For $a \sim 1/(1 - z) \gg 1$, $I_z$ converges to a nonzero finite value. Denoting the scaled variable $a' = a(1 - z)$ and taking $a \to \infty$ (equivalently, $z \to 1^{+}$),

$$I_z(a, 1/2) = \frac{\Gamma(\frac{1}{2}, a'/\pi)}{\sqrt{\pi} [1 + O(a^{-1})]}. \quad (A15)$$

3. For $1 \ll a \ll 1/(1 - z)$, i.e., $a' = a(1 - z) \ll 1$, expanding the gamma function around 0 and the beta function around $+\infty$ in Eq. (A13) gives

$$1 - I_z(a, 1/2) = 2\sqrt{\frac{2a'}{\pi}} [1 + O(\frac{1}{a}) + O(a^{-2}). \quad (A16)$$

a. Evaluation of $f_s$

The function $f_s$ is bounded over the range $f_s \in (0, 1]$ and grows monotonically with $r_s$. At $r_s = \sqrt{1 - r_{obs}^2}$, in particular,

$$f_s = \frac{1}{2} \left[ 1 - r_{obs}^{-d} I_{z_0}(\frac{d}{2} + 1, \frac{1}{2}) \right]. \quad (A17)$$

Inserting Eq. (A14) to (A16) gives:

1. for $d \gg \frac{2}{1 - r_{obs}^2} - 1$,

$$f_s \approx \frac{1}{2}; \quad (A18)$$

2. for $a' = \frac{d + 1}{2}(1 - r_{obs}^2) = O(1)$,

$$f_s \approx \frac{1}{2} \left[ 1 - \left( \frac{r_{obs}^{-d} + 1}{r_{obs}^{-d} - 1} \right) \Gamma(\frac{1}{2}, a') \right] = O(1); \quad (A19)$$

3. for $d \ll \frac{2}{1 - r_{obs}^2} - 1$,

$$f_s \approx \frac{1}{2} \left\{ 1 - \left[ 1 + \frac{d - 1}{2} (1 - r_{obs}^2) \right] \left[ 1 - \sqrt{\frac{2(1 - r_{obs}^2)(d + 1)}{\pi}} \right] \right\} \quad (A20)$$

$$\approx \sqrt{\frac{2(1 - r_{obs}^2)(d + 1)}{\pi}}.$$

b. Evaluation of $I_{z_0}$

The function $I_{z_0} = I_{(1 - r_{obs})^2/r_{obs}}$ monotonically decreases with $r_s$. At $r_s = \sqrt{1 - r_{obs}^2}$, specifically, $z_0 = (1 - r_{obs})/(1 + r_{obs})$. Unless $1/(1 - z_0) \gg (d - 1)/2$, i.e., $1/r_{obs} \ll d$, in the large $d$ limit we can apply Eq. (A14) to obtain

$$\ln I_{z_0} \left( \frac{d - 1}{2}, \frac{1}{2} \right) \approx \ln \left[ \frac{1 - r_{obs}}{1 + r_{obs}} \right]^{d - 1} \sqrt{\frac{1 + r_{obs}}{\pi(d - 1)r_{obs}}}$$

$$= \frac{d - 1}{2} \ln(1 - r_{obs}) - \frac{d - 2}{2} \ln(1 + r_{obs})$$

$$- \frac{1}{2} \ln(d - 1) - \frac{1}{2} \ln(\pi r_{obs}), \quad (A21)$$

where the four terms on the right-hand size grow as $\Omega(d), \Omega(d), \Omega(\log d)$ and $\Omega(1)$, respectively. Dropping the sub-leading terms as $d \to \infty$ then gives

$$\ln I_{z_0} \left( \frac{d - 1}{2}, \frac{1}{2} \right) \approx \frac{d - 1}{2} \ln(1 - r_{obs}). \quad (A22)$$

Before going further we shall check the resulting percolation upper bound for the case $1/r_{obs} \gg d$ for a moment, for which $\ln I_{z_0}$ can no longer be approximated by Eq. (A22). Because $f_s \leq 1$ and $I_{z_0} < 1$, we always have $F_s \leq \Phi r_{obs}^d$. To make $F_s = \Omega(1)$ we need $\Phi = \Omega((1/r_{obs})^d) \geq \Omega(d^d)$, which grows super-exponentially with $d$. Ruling out this case, in the following we only consider $1/r_{obs} < d$, for which Eq. (A22) can always be used to approximate $I_{z_0}$. This consideration greatly simplifies the discussion below.

3. Bound determination

With the asymptotic expressions of $f_s$, we can now obtain the condition for $F_s = \Omega(1)$ with $d \to \infty$ under different choices of $r_{obs}$.

1. For $d \gg \frac{2}{1 - r_{obs}^2} - 1$, we have

$$F_s \approx \Phi r_{obs}^d \cdot \frac{1}{2} + \frac{d - 1}{2} \ln(1 - r_{obs})$$

$$\leq \Phi r_{obs}^d \cdot \frac{1}{2} - C_1 d \quad (A23)$$

$$\approx \frac{1}{2} (\Phi r_{obs}^d - C_1 d).$$

where $C_1$ is a positive constant of order unity. To make $F_s = \Omega(1)$, $\Phi$ needs to grows at least as $\Phi = \Omega((1/r_{obs})^d)$, which is a super-exponential bound.

2. For $a' = \frac{d + 1}{2}(1 - r_{obs}^2) = O(1)$, we have that

$$\lim_{d \to \infty} r_{obs}^d = e^{-a'}$$

is a constant, and thus

$$F_s \approx \Phi \cdot e^{-a'} f_s + \frac{d - 1}{2} \ln(1 - r_{obs})$$

$$\approx \Phi \cdot C_2 - \frac{d - 1}{2} \ln \left( \frac{d + 1}{a'} \right)$$

$$\approx \Phi \cdot C_2 - d \ln d/2, \quad (A24)$$

with $C_2 = e^{-a'} f_s$ a positive constant of order unity. To make $F_s = \Omega(1)$, we need at least $\Phi = \Omega(d \log d)$. 
3. In the case $a’ = o(1)$, we have that $d \ll \frac{2}{1-r_o^2} - 1$ then $r_{\text{obs}}^d \approx 1$, and $f_s$ also follows Eq. (A20) and vanishes in the limit of $d \to \infty$. Therefore,

$$F_s \approx \Phi f_s + \frac{d-1}{2} \ln(1-r_{\text{obs}}^d)$$

$$\approx \Phi f_s - \frac{d-1}{2} \ln(d+1) + \ln(1+r_{\text{obs}})$$

$$-2\ln f_s - \ln(\pi/2) \right) \right).$$

and we need that $F_s = \Omega(1)$. If $f_s$ vanishes under any polynomial order $f_s \sim d^{-n}$ with $n > 0$, then we need $\Phi \sim d^{1+n} \ln d$. In the limit of $n \to 0$ the previous scaling is recovered. If $f_s$ vanishes faster than polynomial, then $\Phi \sim d \ln f / f_s(d)$. For example, if $f_s \sim e^{-d}$, $\Phi \sim d^2 e^d$. Because $-\log f_s > \log d$ and $1/f_s = \Omega(1)$, however, $\Phi \sim d \ln f / f_s(d) > d \log d$.

In summary, we have shown that for $r_s = \sqrt{1 - r_{\text{obs}}^2}$, the tightest bound for $F_s = \Omega(1)$ in the asymptotic $d \to \infty$ is $\Phi \sim d \ln d$, and that this bound is achieved by choosing $\frac{d-1}{2} (1 - r_{\text{obs}}^2) = \Theta(1)$, or, in other words, that $r_{\text{obs}} \sim \sqrt{\frac{1}{d+1}}$. Under this choice of $(r_s, r_{\text{obs}})$, $P_h$ vanishes in $\Phi = \Omega(d \ln d)$. Because this condition is sufficient for void percolation not to occur, we have therefore obtained an upper bound for the void percolation threshold,

$$\Phi_p(d) = \Omega(d \ln d). \quad (A26)$$

4. Bound validation

As a complement, we here confirm that the bound obtained by choosing $r_s = r^*_s = \sqrt{1 - r_{\text{obs}}^2}$ is optimal. Again, denoting $a’ = \frac{d-1}{2} (1 - r_{\text{obs}}^2) = \Theta(1)$ and $r_s = r^*_s (1 + \epsilon)$, we have

$$F_s \approx \Phi e^{-a’} f_s + \ln I_{z_0}. \quad (A27)$$

Because $F_s$ depends on the scalings of both $f_s$ and $\ln I_{z_0}$, we propose the following strategy: (i) when $\ln I_{z_0} = \Theta(1)$, we show that $f_s = \Theta(1/(d \ln d))$; (ii) when $f_s = \Theta(1)$, we show that $\ln I_{z_0} = -\Theta(d \log d)$. Then, $F_s = \Theta(1)$ only when $\Phi = \Omega(d \log d)$.

1. When $r_{\text{tracer}} < r_s < r^*_s$ (case 1 in Eq. (A8)), i.e., $-\epsilon < 0$. For notational convenience, we write $1+\epsilon = b’\sqrt{z_0}$, where $1 < b’ < 1/\sqrt{z_0} \approx \sqrt{d+1}/d’$. Inserting

$$r_s = r^*_s b’\sqrt{z_0} \text{ into Eq. (A10) gives}$$

$$z_2 = \frac{1}{4} \left(1 - \frac{1}{b^2}\right) \left[\left(1 + \frac{1}{r_{\text{obs}}^d}\right)^2 - b^2 \left(1 - \frac{1}{r_{\text{obs}}^d}\right)^2\right]$$

$$= 1 - \frac{1}{b^2} + \mathcal{O}(1/d). \quad (A28)$$

Assuming $b’ \leq \sqrt{d} / \ln d$, which satisfies $b^2 \ll \frac{d+1}{d}$, so we can apply Eq. (A14) and then Eq. (A8) (Case 1),

$$f_s < 2\ln I_{z_0} (\frac{d+1}{2}, \frac{1}{2}) \sim \sqrt{\frac{2b’}{d+1}} \exp \left(-\frac{d+1}{2b’^2}\right). \quad (A29)$$

Then,

$$F_s < \Phi e^{-a’} f_s \leq \frac{\Phi e^{-a’}}{\ln d \cdot \ln d^2} < \frac{\Phi e^{-a’}}{d \ln d} \quad (A30)$$

A necessary condition for $F_s = \Omega(1)$ is then $\Phi = \Omega(d \log d)$.

When $b’ > \sqrt{d} / \ln d$, we simply use the fact that $f_s \sim \Theta(1)$ and investigate the scaling on $\ln I_{z_0}$. Since $z_0 = z_0/\sqrt{1+\epsilon^2} = 1/b^2 \ll 1$, we can again apply Eq. (A14) and obtain

$$\ln I_{z_0} = -\frac{1}{2} \ln \left[\pi \left(1 - \frac{1}{b^2}\right) \left(\frac{d-1}{2}\right) - \frac{d-1}{2} \ln (b^2)\right]$$

$$< -\frac{d-1}{2} \ln \left(\frac{d}{\ln d^2}\right)$$

$$= -\frac{d-1}{2} \ln d + (d-1) \ln \ln d, \quad (A31)$$

where the second term is sub-dominant, and hence $\ln I_{z_0} = -\Theta(d \log d)$. Therefore, for $F_s = \Theta(1)$, $\Phi$ should grow at least as $\Phi = \Omega(d \log d)$.

2. $r_s > r^*_s$ (cases 2, 3 in Eq. (A8)), i.e. $\epsilon > 0$. Because $0 < f^*_s < f_s < 1$, and $I_{z_0} < I_{z_0^*}$, we have

$$F_s < \Theta(1) e^{-a’} \ln I_{z_0}^* \quad (A32)$$

$$\approx \Phi e^{-a’} - d \ln d/2.$$

For $F_s = \Theta(1)$, $\Phi$ should grow at least as $\Phi = \Omega(d \log d)$.

Combining these two cases, we conclude that the bound $\Phi = \Omega(d \log d)$, obtained by the choice $r_s = r^*_s$, is optimal.
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