Fast Antenna Far-Field Measurement for Sparse Sampling Technology
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Abstract—A main defect of far-field (FF) measurement techniques is long measurement time, which often leads to the problem of inefficient use of measurement facilities that is a strong limiting factor in many measurements. To solve this problem, in this study, we propose a technique to accelerate the antenna measurement that is achieved by sparse test results in the FF measurement system. In the data processing part of the measurement, the concept of the quadrature analog-to-information conversion (QAIC), which make the approach both efficient and easy to implement in existing FF measurement facilities, is discussed. Simulations are provided to show this low-speed uniform sampling approach. The proposed strategy is then applied to measure the pattern of a standard rectangular horn antenna in an anechoic chamber. The experimental results demonstrate that our technique can reduce the measuring time by at least 34.4% while guaranteeing the measurement accuracy. These results demonstrate the potentials of the method.

1. INTRODUCTION

Antenna measurements have become increasingly elaborate and time-consuming because the number of required sampling points grows quadratically with frequency in large size antenna development. Far-field (FF) measurement requires a large amount of data; consequently, the reduction of measurement time is a pivotal factor [1, 2]. Different techniques to reduce the overall test time in antenna measurements have been proposed. One approach is based on source reconstruction method [3, 4], in which the number of near-field (NF) samples is reduced, using a bisection method-based adaptive sampling scheme.

In this paper, a means to accelerate the antenna characterization in the FF measurements is proposed. Enlightened by the recent advances in compressive sensing, the main idea is to utilize the sparsity of the received signal to obtain the observation data of the reflected signal at a low rate and then solve the optimization problem by detecting the received data in the computer.

During the past decade, the development of the compressed sensing has undergone major changes in many aspects of data acquisition and processing [5–7]. Based on the method, many acquisition random measurement techniques have emerged [8–11]. One approach is based on “quadrature analog-to-information conversion (QAIC)” [12]; this approach is characterized by flexible bandwidth and blind sub-Nyquist sampling means and has the ability to optimize the system’s energy consumption and sensitivity performance and uses frequency down conversion to limit the RF bandwidth. In many applications such as signal processing, information theory, and electrical engineering, the idea of using sparsity to achieve low sampling rates has been found significant [13–16].
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In recent years, the application of the compressive sensing method in electromagnetics is relatively new, as described in [17]. Progress has been made in antenna measurement and diagnosis. In the case of NF measurements, [18] proposed an approach that exploits existing measurement capabilities and allows a radical under-sampling via insertion of a priori information by suitable use of advanced numerical modeling tools. Another technique was reported in [19] that employs a technique to accelerate the NF antenna measurement via sparse \( E \)-field sampling in the region where the \( E \)-field changes smoothly and dense sampling in the region where the field changes rapidly. In [20], with a priori knowledge of the failure-free array radiation pattern, it is possible to reformulate the diagnosis problem, e.g., only the faulty elements or the localized field differences must be retrieved. A similar introduction can be found in [21, 22]. One approach [23] is to reduce the measurements points, by exploiting the sparsity of the spherical wave spectrum of antennas.

In this work, we propose to improve the FF measurement efficiency by employing sparse sampling of the measurement. The QAIC technique was added to regulate the collection of test data at the signal acquisition and processing section of the measurement system structure. To verify our design, the FF pattern of the horn antenna was measured in an anechoic chamber. The method of the proposed measurement system was preset to rapidly turn the turret while sparsely sampling and reconstructing the data. Furthermore, the proposed structure was characterized in terms of test efficiency and accuracy. The system sets different sampling sparse ratios and compares the error and timeliness with traditional measurement results.

2. QUADRATURE ANALOG-TO-INFORMATION CONVERT

QAIC is a full-blind system that does not require knowledge of spectral information and spectral settings when sampling and recovering signals. By adding a pair of quadrature bases (\( \sin(\omega_c t) \) and \( \cos(\omega_c t) \)) at the front end of the modulated wideband converter (MWC) [24], the flexibility of the analog front-end bandwidth is increased; however, the complexity of the system is also increased. The block diagram of QAIC is shown in Fig. 1. The proposed QAIC system first multiplies the analog signal by a bank of periodic waveforms. The product is then low-pass filtered and sampled uniformly at a low rate.

Figure 1. Sparse sampling acquisition using the QAIC technique.

QAIC consists of three main functional blocks — RF downconverter, modulator (mixer, filter and analog-to-digital converters (ADCs)) and paired composite combiner. The bandpass filtered signal \( X(t) \) is first downconverted and lowpass filtered to generate output signals \( Q_2(t) \) and \( I_2(t) \). The downconverter outputs and multiplies by pseudo-random sequences (PRBSs), which uses shorter length and lower frequency PRBS to filter and sample at low rates in the \( I \) and \( Q \) path modulator groups. The two outputs \( Q(t) \) and \( I(t) \) are passed through the two \( M \)-channel MWCs separately. The outputs of MWCs are given to a pairwise complex combiner to select higher or lower band and to generate \( M \) outputs \( y_1[n] \cdots y_M[n] \), and we can recover the sparse signal \( X(t) \) from it.
The set of model equations that describe the QAIC system discussed below is the key new subsystem block introduced, for which the QAIC is the downconverter impaired by image interference resulting in gain imbalance and phase imbalance in the frequency domain model. The frequency dependent $Q$, $I$ mismatch and impairments are ignored in this work. $p_i(t)$ is a periodic PRBS, and its length is $l = 2l_0$; therefore,

$$p_i(t) = e^{j2\pi fn \Delta} \sum_{n=-\infty}^{\infty} \left\{ \frac{1}{l} \sum_{k=0}^{L-1} \alpha_{i,k} \right. \quad n = 0$$

$$= \left. \frac{1}{l} \sum_{k=0}^{L-1} \alpha_{i,k} \beta_n \varphi_{n,k} \right. \quad n \neq 0$$

\(\alpha_{i,k}\) are the amplitudes of the branch PRBS; \(\beta_n = (1 - e^{-j(2\pi/l)n})/j2\pi n\) and \(\varphi_{n,k} = e^{(-j(2\pi/l)nk)}\) refer to Eq. (1). The \(h(t)\) signal is lowpass filtered. The samples \(I_i[n]\) and \(Q_i[n]\) are aggregated, and the output of the complex combiner \(y_i[n]\) is used to recover the support of the input signal \(X(t)\). The Fourier transform of the signals \(y_i[n]\) is given as Eq. (2).

$$Y_i = \frac{1}{T_s} \sum_{n=-l_0}^{l_0} \sum_{k=0}^{l} \left\{ \alpha_{i,n,k} \beta_n \varphi_{n,k} \left[ X_I(f - n \Delta f_p) + X_Q(f - n \Delta f_p) \right] \right. \quad n \neq 0$$

The system model of QAIC is given by Eq. (3), where \(\tilde{\Phi}\) is the sensing matrix, \(\tilde{\Psi}\) the dictionary matrix, and \(\tilde{\Theta}\) the diagonal matrix.

$$Y = A\hat{s} = \tilde{\Phi}\tilde{\Psi}\tilde{\Theta}\hat{s}(f)$$

\(\tilde{\Phi}\), \(\tilde{\Psi}\), and \(\tilde{\Theta}\), described in Eq. (5) consist of matrices \(\Phi \in R^{m \times l}\) in Eq. (4). The rows of the matrix \(\Phi\) contain the amplitudes of the \(m\) unique pseudorandom bit sequences in the QAIC. \(\Psi \in C^{l \times l}\) is a discrete Fourier transform matrix, and \(\Theta \in C^{l \times l}\) is a diagonal matrix.

$$\tilde{\Phi} = \begin{bmatrix} \Phi & 0 \\ 0 & \tilde{\Phi} \end{bmatrix}, \quad \tilde{\Psi} = \begin{bmatrix} \Psi & 0 \\ 0 & \tilde{\Psi} \end{bmatrix}, \quad \tilde{\Theta} = \begin{bmatrix} \Theta & 0 \\ 0 & \tilde{\Theta} \end{bmatrix}$$

The vector \(\hat{s}(f) \in C^{2l}\) is described in Eq. (5).

$$\hat{s} = \begin{bmatrix} \frac{1}{2} [X(f - f_c + l_0f_p) + X(f + f_c + l_0f_p)] \\ \vdots \\ \frac{1}{2} [X(f - f_c - l_0f_p) + X(f + f_c - l_0f_p)] \\ \vdots \\ \frac{1}{2j} [X(f - f_c + l_0f_p) - X(f + f_c + l_0f_p)] \\ \vdots \\ \frac{1}{2j} [X(f - f_c - l_0f_p) - X(f + f_c - l_0f_p)] \end{bmatrix}$$

We can easily recover the sparse vectors \(\hat{s}(f)\), thereby fixing the input signal \(X(t)\). It is efficient to use techniques from convex optimization if the matrix \(A\) in Eq. (3) reflects the geometry of the sparse vector \(\hat{s}(f)\).

$$(1 - \delta)\|s\|^2_2 \leq \|As\|^2_2 \leq (1 + \delta)\|s\|^2_2 \quad \forall 2K_0 \text{ — sparse } s$$

In particular, if a small constant \(\delta\) satisfies Eq. (6), then the sampling and reconstruction procedure will succeed.

In [12], orthogonal matching pursuit (OMP) is supported by the recovery module. OMP is a simple greedy heuristic algorithm for sparse recovery. OMP constitutes a signal that supports the estimation of one element at a time. OMP provides an attractive tradeoff between algorithmic simplicity and recovery guarantees. Our goal is to demonstrate that successful recovery is possible with uncorrected frequency-independent and frequency-dependent $I$, as well as $Q$ imbalances at a realistic level.
3. ANTENNA FAR-FIELD MEASUREMENT SYSTEM

The traditional antenna measurement system is shown in Fig. 2. The source antenna (SA) and the antenna under test (AUT) are connected to the transmit port and input port of the source and the microwave receiver, respectively. The test is controlled by the host computer. One of the main shortcomings of FF measurement methods is the large amount of data required, and consequently, a substantial amount of measurement time is required to collect these data. If the number of acquisitions can be reduced while retaining more useful information, then the measurement time can be decreased. By analyzing the operating mode of the system, it is possible to artificially control the signals collected between the microwave receiver and computer, and reduce the number of sampling points. The QAIC system model has two types of schemes: one involves processing before the receiver via direct sparse sampling; the other involves output signal processing after the receiver reduce to output.

This paper chooses the latter scheme to combine the uniform sparse sampling measurement technique with the anechoic chamber measurement system technology. The computer control signal generator sends a signal through the transmitting antenna. The microwave receiver receives the signal through the antenna under test, and the received signal acquires the observation data through the QAIC structure. A “pseudo-random modem” and “low-speed sampler (ADC)” are used to form a set of converters that can sample low-speed analog information and ensure that the sampled signal is not lost.

The above-described method involves the design of data processing software for the anechoic chamber measurement system based on QAIC structure in a computer based on the original measurement system. In the experiment, the sparse ratio of the signal acquisition is adjusted (the actual conversion is to control the turntable controller to send the acquisition command), the number of sampling points controlled, the corresponding observation data value generated, and the sparse data restored by the convex optimization calculation method. In this experiment, the commonly used OMP algorithm is used to recover the observed data.

4. EXPERIMENTAL ANALYSIS AND SIMULATION

A rectangular horn antenna is taken as an example in this paper. Far-field data of the antenna are tested according to the standard of measurement in the anechoic chamber. Simultaneously, the system
performance of QAIC structure is verified. For the FF measurement of antenna, it is generally necessary to test many parameters, including pattern, coefficient, gain, and polarization. The performances of the traditional FF measurements and measurements using the proposed system are compared; the pattern of the amplitude data is used as an example to verify the proposed approach. In this work, the calculation has been repeated 30 times.
The FF pattern was measured using a horn antenna in the actual test. The entire measurement time was 360 seconds. The traditional antenna measurement required 1800 points (in a 360° range), and the measurement time was longer. The system reduces the sampling points and restores the measurement data. The data of the antenna azimuth plane pattern (in the range of −60° ∼ 60°) are measured in this paper. The measurement results of far-field pattern are shown in Fig. 3.

The system and reconstruction of the FF pattern for different sampling numbers (sparse ratios) are analyzed, as shown in Fig. 4. The number of high-speed ADC samples \(N = 600\) points was reconstructed with sparse ratios of 10%, 30%, and 50%, i.e., the sampling test points were 60, 180, and 300, respectively. The sampling sparse ratio is taken as 10%, and the reconstructed and recovered data are in the zero point of the pattern and the position of the side lobes in Fig. 4(a). The error is large, and the specific data information cannot be clearly determined. The maximum relative error is 6.9 dB at 39° azimuth. The sampling sparse ratio is taken as 30% in Fig. 4(b). The reconstructed data are in good agreement with the standard measurement data. The maximum relative error is at 47° azimuth, and the error value is reduced to 3.1 dB. The sampling sparse ratio is taken as 50% in Fig. 4(c). The reconstructed data are basically the same as the standard measurement data. The maximum relative error is at two zero positions of −60° and 47° at the azimuth, and the error value is reduced to 1.31 dB, which satisfies error requirements for the antenna measurement.

Experiments based on different sampling sparse ratios, new structure reconstruction measurement errors and time-consuming are analyzed in Fig. 5. The sampling sparse ratios were taken as 10%, 20%, 30%, 40%, and 50%. The reconstruction error is less than 0.01 when the sparse ratio is 50%, which satisfies the implied test error requirement. The total time of the entire system measurement and signal reconstruction recovery is proportional to the sampling compression ratio. The total measurement time is 236 seconds, when the system sampling sparse ratio is 50%. The measurement time of the proposed system is less than that of the traditional measurement of 360 seconds, and the test efficiency of the proposed system is increased by 34.4% compared to the traditional measurement.

![Figure 5. Measurement error and time for different sparse ratio sampling cases.](image)

5. CONCLUSION

The quadrature analog-to-information converter was applied to speed up the far-filed measurement of an antenna in an anechoic chamber test. The system reduces the data collected by implanting the sparsity of the antennas measurement data and restores the far-field pattern with a satisfactory result. These data can be recovered with high probability, and the test time efficiency can be improved by 34.4% when the sparse ratio is taken as 50%. Finally, the method significantly reduces the number of data points to be measured and can be applied in existing far-field measurement equipment.
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