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Abstract
This paper studies the life-cycle profiles of small firms’ cost and use of credit using a panel of Finnish firms. The choice of method matters for the conclusions drawn about the relationship between firm age and financing costs; the cross-sectional age profiles of financing costs are hump-shaped and consistent with hold-up theories, whereas methods that control for cohort fixed effects demonstrate that the financing costs decrease monotonically as the firms mature. The life-cycle profiles of the use of credit also indicate that firms are more dependent on financial intermediaries in the early periods of their lives. Furthermore, the cohorts born during recessions pay higher financing costs and use smaller amounts of bank loans, even after their creditworthiness is controlled for. The recession cohort effect appears to be more related to the experience of starting-up the firm in the recession than to the CEOs growing up in a recession during their early adulthood.
1. Introduction

How do the cost of credit and the use of bank finance evolve over the life cycle in small business finance? The theories of financial intermediation, including that of Diamond (1989), predict that informational asymmetries are most severe in the early periods of firms’ lives and that such problems diminish over time as the firms mature (see also Boot and Thakor 1994). Diamond (1991) also predicts that firms are more dependent on the monitoring provided by banks early in their lives and switch to other sources of finance when their reputation improves (see also Berger and Udell 1998). These theoretical frameworks suggest that the cost of credit would decrease and the availability of finance would improve as the firm gets older and does not default. Hold-up theories proposed by Sharpe (1990), Rajan (1992), von Thadden (2004) and Kim et al. (2012) imply an alternative life-cycle profile for financing costs: In a two-period framework, the competition between banks prompts them to offer low borrowing rates to new firms in the first period. The firms become locked in after obtaining the loan, however, as the bank gains an information monopoly over them. The bank then extracts rents from the firms in the form of higher borrowing rates, which implies rising financing costs in the next period. Kim et al. (2012) predict the full life-cycle profile. In their model, there are rising interest rate mark-ups in the early periods of firms’ lives and decreasing mark-ups for older firms whose quality has been revealed.
Previous empirical studies that have analyzed the effects of firm age on the availability and cost of credit have largely used cross-sectional datasets or short panels.¹ For instance, Petersen and Rajan (1994, 1995) utilize cross-sectional data and find a negative correlation between firm age and the cost and use of credit. Hyytinen and Pajarinen (2007) study a panel of Finnish firms over the period 1999-2002 and find that the cost of credit is higher for younger firms even after controlling for the observed and unobserved creditworthiness of the firms. Sakai et al. (2010) suggest that the cost of credit is lower for older firms in their panel of Japanese firms from 1997-2002. Kim et al. (2012) study Norwegian small business data from 2000-2001, analyzing the life-cycle patterns of interest rate mark-ups. They find evidence in favor of lock-in theories; young firms face a low mark-up, whereas there is a rising mark-up for middle-aged firms and a falling mark-up for older firms.

The identification of the life-cycle profiles is difficult, however. To begin with, age effects cannot be distinguished from unobserved firm-specific heterogeneity, including firm quality, in cross-sectional data. Importantly, if there are cohort-specific differences in the firms’ cost and use of credit, it is not possible to distinguish them from the age effects in the cross-section. Additionally, in the presence of time- and cohort-specific effects, an identification problem arises in the repeated cross-sections or panel data. Because there is a linear relationship between age, period, and cohort effects (i.e., age=period-cohort), it is not

¹ Degryse et al. (2009) summarize findings from the closely related literature on relationship banking. Many studies that evaluate the effects of lending relationships on the cost or availability of credit are cross-sectional. Firm age is a typical control variable in these studies, but there is also another problem: it is difficult to distinguish bank relationship length effects from age effects (see, e.g., Petersen and Rajan 1994).
possible to identify all these effects in the same model without some restrictions (see, e.g., Hall et al. 2005). The existence of unobserved firm-specific heterogeneity results in another problem; firm fixed effects remove the cohort effects but do not eliminate the problem of identifying the age and time effects simultaneously (Hall et al. 2005). All these issues would have to be tackled to identify the life-cycle profiles of the cost and use of credit. This study takes several steps in this direction and supplements the scarce corporate finance literature on this largely unexplored issue.

Whether there are significant time and cohort effects in the cost and use of small business loans is a policy-relevant issue that would benefit from further empirical research. Time effects could arise from fluctuations in the macroeconomic and financial environment, while there remains a question whether such effects would affect each age group equally. Holmström and Tirole (1997) predict that poorly capitalized firms, such as start-ups, are most hurt by credit tightening. The empirical evidence indeed suggests that bank-dependent firms are most affected by the tightening of monetary policy and by negative shocks faced by the banking sector (e.g., Gertler and Gilchrist 1994; Kroszner et al. 2007; Dell’Ariccia et al. 2008; Khwaja and Mian 2008; Chava and Purnanandam 2011). The literature on the micro foundations of credit cycles also suggests that financial market imperfections could have significant real effects; shocks to collateral values and their interaction with credit limits could affect borrower net worth and result in large and persistent fluctuations in the output and asset prices (Bernanke and Gertler 1989; Kiyotaki and Moore 1997).

Where could cohort-specific effects arise in small business finance? Building on the analogue from the labor economics literature (see, e.g., Kahn 2010; Oyer 2006), firms established during weak economic times could be perceived as a different quality than otherwise identical firms born during stronger times. The corporate finance literature also
highlights the adverse effects suffered by bank-dependent borrowers who lose their banking relationships or become otherwise credit-constrained during recessions and financial crises (e.g., Slovin et al. 1993; Kashyap et al. 1994; Kroszner et al. 2007). Corporate managers who started their businesses during a recession may also have less faith in financial markets. Graham and Narasimham (2004) find that publicly listed U.S. firms that experienced the U.S. Great Depression use less leverage in the 1940s than other firms. Malmendier et al. (2011) suggest that the CEOs of publicly listed U.S. firms who grew up during the Great Depression lean excessively towards internal finance. Schoar and Zuo (2016) observe in their sample of publicly listed U.S. firms that CEOs who started their careers during recessions use more conservative management approaches, including the lower use of leverage. Malmendier and Nagel (2011) provide complementary evidence suggesting that macroeconomic shocks faced earlier in life could affect the financial risk taking of individuals (see also Knüpfer, Rantapuska and Sarvimäki 2016). Giuliano and Spilimbergo (2014) study the impressionable years hypothesis of social psychology, which suggests that economic and political beliefs are formed during the early adulthood and change only slowly after this critical age. They indeed find that the experience of a recession during the critical years of early adulthood has a long-lasting effect on the beliefs and preferences of individuals.

The development of the financial markets and improvements in the informational environment could also be potential sources of cohort effects. For instance, the younger cohorts may benefit from improved bank screening technologies, such as credit scoring and the better availability of high-quality credit information (cf. Petersen and Rajan 2002). The improved availability of borrower-specific information from credit bureaus and credit rating agencies could reduce adverse selection, lower the informational rents banks can extract from borrowers, and improve borrower discipline (Jappelli and Pagano 1993, 2000; Padilla and
Pagano 1997, 2000). The development of financial markets would generally predict the availability of lower cost external finance for firms (Rajan and Zingales 1998).

This study analyzes the life-cycle profiles of financing costs and the use of credit using a large register-based panel of Finnish firms. This new dataset covers the period 1999-2013 and provides a longer and more recent study period than used in the previous studies. The firms in the sample are on average very small – most of them are micro firms – and thus provide an effective testing ground for the theories of asymmetric information. In addition, the Finnish financial system is bank-based, an institutional setup that provides a good comparison point to the studies on more market-orientated financial systems, including the U.S system. The study also differentiates itself from the previous literature by paying careful attention to disentangling age, period, and cohort effects. This identification problem has been largely ignored in the previous corporate finance studies, which have relied on cross-sectional data and short panels. The current study utilizes a number of alternative methods to overcome the identification problem. In particular, the life-cycle profiles estimated from the cross-sectional data and models are compared to more appropriate methods that control for cohort or firm fixed effects. An important feature of the current dataset is that it also includes the widely used commercial credit scores of the firms in the dataset. Thus, the observed creditworthiness of the firms can be controlled in the analysis among other key variables.

The findings of the paper suggest that the choice of the method affects the conclusions drawn about the relationship between the firm age and the financing costs. The cross-sectional age profiles of financing costs are hump-shaped and consistent with hold-up theories. In contrast, the regressions that control for the cohort or firm fixed effects suggest that the financing costs decrease monotonically as the firms mature, in line with the prediction of Diamond (1989). The findings suggest that these differences in the age profiles
relate to cohort effects. After controlling for the cohort or firm fixed effects that are essential in capturing the firm-specific heterogeneity, the baseline findings point more towards the reputational theories than towards the hold-up theories as an explanation for the life-cycle profiles of financing costs. Moreover, the age profiles of the use of credit indicate that firms are more dependent on financial intermediaries in the early periods of their lives.

A few main findings are made about the cohort effects. First, the younger cohorts face lower costs of credit than the older cohorts. While the source of this cohort effect was not formally tested, the longer-term trend of decreasing cohort-specific financing costs would generally appear to be consistent with the hypothesis about the improvements in the financial system and the information environment. Second, the findings suggest that cohorts born in recessions, particularly the Finnish Great Depression and the banking crisis of the 1990s and the more recent international financial crisis, face higher financing costs and use a smaller amount of bank loans in a persistent fashion. This effect is robust to controlling for the observed creditworthiness of the firms with commercial credit scores. The recession-born firm effect is larger for younger CEOs, in line with the prediction that macroeconomic shocks have a more significant effect on young individuals. However, the recession cohort effect appears to be more related to the experience of starting-up the firm in the recession than to the CEOs growing up in a recession during their early adulthood. Overall, these findings suggest that recessions and periods of financial instability could have a lasting impact on the perceived riskiness of the firms and their use of external finance in the future.

The remainder of the paper is organized as follows: Section 2 presents the dataset. Section 3 provides an overview of the empirical methods. Sections 4-6 present the empirical results, and Section 7 concludes.
2. Data

2.1. Data sources

The dataset used in this study consists of a register-based panel of Finnish firms from the period 1999-2013. The panel design is unbalanced and therefore allows firms to enter into and exit from the sample (e.g., because of bankruptcy) during the study horizon. The dataset consists of financial statements and related data compiled from official sources by Asiakastieto Ltd, an information provider of firm and credit data in Finland. The financial statement data originate from the Finnish Trade Register, an official register of Finnish firms. The dataset also contains the commercial credit scores and associated credit ratings of the firms computed by Asiakastieto. Several macroeconomic variables were matched to the dataset, including the aggregate country-level unemployment rates, GDP growth, house prices, and consumer prices, which were obtained from the databases of Statistics Finland. The Finnish government bond yields were obtained from the database of the Bank of Finland.

The estimation sample is restricted to non-farm and non-financial corporations. This restriction helps avoid issues such as differences in the accounting practices from affecting the results. The sample is restricted to small businesses by removing firm-year observations exceeding the EU-level small and medium-sized firm thresholds in terms of employment.

---

2 The majority of the observations (i.e., about 98%) in the original data belong to corporations. The following industries are dropped from the sample: Agriculture, forestry and fishing; Financial and insurance activities; Electricity, gas, steam and air conditioning supply; Water supply; sewerage, waste management and remediation activities; Activities of membership organizations; Operation of dwellings and residential real estate; Management activities of holding companies; Public administration and defense; compulsory social security; Activities of extraterritorial organizations and bodies; Industry unknown.
(less than 250 persons), net sales (50 million euros) or total assets (43 million euros). The estimation sample concentrates on the cohorts born between the periods 1960-2012. Because the informational asymmetries are likely to be the most relevant for relatively young firms, the firms older than 40 years are dropped from the sample. This helps to control for the additional noise caused by the relatively few firm observations among the older firms in the age distribution. Firm observations with negative total assets are dropped from the sample. The CEO characteristics focus on working-age CEOs younger (or not older) than 74 years.

2.2. Variable definitions

The study analyzes the life-cycle profiles of small firms’ cost and use of credit. These measures are computed from the financial statement data. Financing costs are measured as financial expenses at period $t$ divided by the average outstanding interest-bearing debt between periods $t-1$ and $t$. Bank debt is a ratio of outstanding debt from financial institutions scaled by total assets at period $t$.

---

3 In the robustness tests, start-up firms born potentially because of mergers or spinoffs were removed from the sample based on a mechanical rule of dropping firms with net sales larger than or equal to the 99th percentile of the start-up firm distribution, which includes the firms of age one year or less. This did not materially change the estimated life-cycle profiles.

4 The financing cost measure is computed only for the observations in which the financial expenses are positive and non-zero. Indeed, it would be conceptually problematic to evaluate the effects of firm age on the financing costs if the firms have no financial expenses (see, e.g., Hyytinen and Pajarinen 2007).

5 For convenience, loans obtained from financial institutions are referred to as bank financing in the text. This seems a reasonable shortcut definition because bank loans represent a major fraction of
The previous empirical banking literature suggests that age, size, and type of business are three key determinants of firms that rely on banking relationships: In particular, younger, smaller, and less transparent firms that have more intangible assets are more difficult to screen successfully (see, e.g., Freixas and Rochet 2008, 105). *Firm age* is a key variable of interest in this study. It is also a measure that has been considered as a good proxy for informational asymmetries in the previous corporate finance literature (e.g., Beck et al. 2006; Hyytinen and Pajarinen 2008; Hyytinen and Väänänen 2006). The firm age is calculated by subtracting the year of birth from the current year. The year of birth is defined as the year the firm was registered in the Finnish Trade Register. The current year refers to the year of the financial statement.\(^6\) Firm size is proxied with \(\ln(Sales)\), which is a natural logarithm of net sales at *t*-1. *Tangibility* is a proxy for collateralizable assets and defined as a ratio of fixed to total assets at *t*-1. *Profitability* is measured as earnings before interest, taxes, depreciation, and amortization divided by total assets at *t*-1. *Credit score* measures the observed creditworthiness of the firms (i.e., the probability of default) at *t*-1 computed by Asiakastieto. This commercial credit score is defined at the interval 3-100, where low values indicate high creditworthiness and high values indicate low creditworthiness. The credit scores for 2006 are not available in the data because of changes in the dataset; therefore, values from the previous period are used in that particular year. If the values from the previous period are not

\[^6\] In some instances, the method of calculating the firm age resulted in negative ages, in which case, the observation was dropped.
available, the values from the following period are used instead to avoid losing startup firms.\(^7\)

Recession-born is a dummy that takes a value equal to one if the firm is born during a period of negative real GDP growth (years 1991, 1992, 1993, 2009, and 2012) and zero otherwise.

The information on defaults and bankruptcies is available in the data since 2005. Default measures the number of missed debt payments at \(t-1\). Bankruptcy is an indicator for bankruptcy applications made by the debtor or creditors at \(t\).

The entrepreneur-specific information is obtained from the social security numbers of the CEOs of the firms. The entrepreneur’s age is controlled with \(\ln(\text{CEO age})\), which is a natural logarithm of the age of the CEO. It is computed as a difference between the current year and the birth year obtained from the social security number. The gender of the entrepreneur is controlled with an indicator Female, taking a value one for female CEOs, and zero otherwise. The gender is obtained from the first three numbers of the final part of the social security number, where odd and even numbers define male and female, respectively.

Recession-grown CEO is an indicator for CEOs who experienced a recession during the impressionable years of their early adulthood (i.e., between 18 and 25 years).\(^8\) The social security numbers are available in the data since 2003, although not for all entrepreneurs.\(^9\)

---

\(^7\) The transition matrices of the credit ratings and the serial correlations of the credit scores indicate that there is considerable persistence in the creditworthiness of the firms. This suggests that the above approach provides a reasonable solution for the missing data issue.

\(^8\) Since the study focuses on working-age CEO cohorts whose early adulthood took place in the post-war period, the recession years for this measure are the same as for the firm-level recession-born indicator (i.e., the first negative post-war GDP growth took place in 1991; see, e.g., Hjerppe 1989, 2010). That is, the CEO cohorts born in 1966-1975 and 1984-1995 are defined as recession-grown
The industry-specific characteristics are controlled using two-digit-level industry dummies. There was a change in the industry classifications in 2008 that affects the classifications used in the data. Specifically, firms that existed in the earlier periods but did not exist anymore in 2008 were classified using the previous standard industrial classification (SIC) version. In the following analysis, industries are classified using SIC 2008 when available and using SIC 2002 in the other instances. A dummy for the firms classified using SIC 2002 is included in the regressions to take into account the scale differences in the different versions of the classifications. Regional dummies measured at the two-digit zip-code level based on the firms’ addresses are also included in the regressions. Petersen and Rajan (1995) argue that the life-cycle profiles of financing costs could differ between competitive and non-competitive markets because monopolistic banks may be able to subsidize younger firms. It is also worth taking into account that firms in certain areas of the country are eligible for more government subsidies than others, which could be reflected in the financing costs. The regional fixed effects provide a way to control for the fixed regional characteristics, including these local credit market characteristics.

The macroeconomic control variables used in some of the specifications are defined as follows: *Unemployment* measures the country-level unemployment rates at period $t$. *Term spread* measures the difference in the yields of the Finnish government bonds of the maturity

---

$^{9}$ One potential reason for missing social security numbers (besides not having a formal CEO) could be foreign CEOs, who do not have a Finnish social security number. In a few thousand instances the social security numbers in the data only have a birth date and not the final part defining the gender.
of ten and five years at period \( t \), respectively. House prices growth measures the growth of the house prices index defined in natural logarithms between periods \( t-1 \) and \( t \). CPI growth measures the growth of consumer prices defined in natural logarithms between periods \( t-1 \) and \( t \). GDP growth measures the growth of gross domestic product defined in natural logarithms between periods \( t-1 \) and \( t \). The time fixed effects used in other panel specifications provide an alternative way to control for the macroeconomic conditions of the period.

To avoid issues related to large outliers, some of the key variables are trimmed or winsorized as follows: Financing costs are trimmed at the 5th and 95th percentile of the distribution because of the large outliers typical for this kind of data.\(^{10}\) In this type of measure, outliers could arise, for example, because of large changes in the amount of outstanding debt near the end of the period that are not reflected in the financial expenses accrued over the year (see, e.g., Bernhardsen and Larsen 2003; Kim et al. 2012).\(^{11}\) Bank debt is trimmed at the values below zero and above one. Profitability and Tangibility are winsorized at the 1st and 10th percentiles as such are more conservative than the ones used by Kim et al. (2012), who remove observations outside the 10th and 90th percentiles.

\(^{10}\) This drops out (erroneous) negative values, some unrealistically small (but positive) values and very large values. Note that this trimming does not remove any zero values, which are already removed in the process of forming the variable. The trimming percentiles as such are more conservative than the ones used by Kim et al. (2012), who remove observations outside the 10th and 90th percentiles.

\(^{11}\) In the robustness tests, Financing costs were alternatively trimmed at the 1st and 99th percentile of the distribution, which resulted in similar albeit noisier profiles of financing costs. However, this alternative trimming strategy cannot completely deal with some unreasonably large values despite setting the value of interest-bearing debt to missing when its value was non-positive (zero) in either of the two subsequent periods used in the computation of the measure. It remains possible that the financial expenses could reflect foreign exchange losses, while this issue is probably less acute among domestically orientated small businesses.
99th percentiles to ensure that outliers in the control variables are not confounding the results. These control variables are winsorized rather than trimmed to avoid any unnecessary loss of observations.

2.3. Descriptive statistics

The panel statistics are provided in table A1 in the appendix. They indicate that the number of firms covered by the data has increased over the years. The descriptive statistics are provided in table 1. The statistics are reported separately for the estimation samples analyzing financing costs and bank debt because of different sample sizes.\footnote{The financing cost sample has a lower number of observations than the bank debt sample particularly for the reason that many firms do not report positive (non-zero) financial expenses, indicating that they tend to rely on other forms of finance than interest-bearing debt.} The baseline samples cover the 1999-2013 period. The average financing costs shown in panel A are 5.3\% p.a. (median: 4.4\%). The firm-level statistics shown in panel B are as follows: The mean percentage of bank debt is 13.7\% based on the definition of a ratio of loans from financial institutions to total assets. The firms in the sample are on average a bit more than 13 years old. The average net sales are approximately 1.2 million euros, whereas the median net sales are approximately 280,000 euros. The number of employees, not reported in the table, confirms that the firms are mostly very small; the average number of workers is about eight persons, while the median is only three persons. The average ratio of fixed assets to total assets in the balance sheet is 0.255. The profitability measure indicates that the average return on assets before interest, taxes, depreciation and amortization is 17.4\%. The average credit score suggests that the firms are on average rated as A+ (i.e., “Satisfactory+”) on the seven-step rating scale
AAA, AA+, AA, A+, A, B, C. The indicator for recession-born cohorts indicates that 14.7% of the firm-year observations belong to firms born during the periods of negative real GDP growth. The average and median number of missed debt payments are 0.130 and zero, respectively, whereas 0.3% of the firm-year observations belong to firms applied to bankruptcy. The mean CEO age is 49 years, whereas 16% of the firm-year observations belong to firms with female CEOs.

Table 1 Descriptive statistics

Panel A: Financing cost sample

| variable               | mean  | sd    | min   | p25   | p50   | p75   | max   | NT    |
|------------------------|-------|-------|-------|-------|-------|-------|-------|-------|
| Financing costs        | 0.053 | 0.038 | 0.006 | 0.028 | 0.044 | 0.065 | 0.238 | 435690|
| Sample period: 1999-2013 |  |      |      |       |       |       |       |       |
| Age                    | 13.268| 8.498 | 1.000 | 6.000 | 12.000| 19.000| 40.000| 435690|
| ln(Sales)              | 13.000| 1.545 | 2.708 | 11.964| 12.941| 13.988| 17.727| 435690|
| Tangibility            | 0.316 | 0.281 | 0.000 | 0.066 | 0.235 | 0.529 | 0.979 | 435690|
| Profitability          | 0.163 | 0.257 | -1.500| 0.060 | 0.162 | 0.287 | 0.967 | 435690|
| Credit score           | 0.313 | 0.212 | 0.030 | 0.160 | 0.270 | 0.410 | 1.000 | 435690|
| Recession-born         | 0.144 | 0.351 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 435690|
| Unemployment           | 0.082 | 0.008 | 0.064 | 0.077 | 0.082 | 0.088 | 0.098 | 435690|
| Term spread            | 0.007 | 0.003 | 0.001 | 0.005 | 0.009 | 0.010 | 0.012 | 435690|
| House prices growth    | 0.042 | 0.030 | -0.005| 0.016 | 0.053 | 0.071 | 0.084 | 435690|
| CPI growth             | 0.018 | 0.011 | 0.001 | 0.009 | 0.015 | 0.028 | 0.039 | 435690|
| GDP growth             | 0.030 | 0.032 | -0.068| 0.015 | 0.033 | 0.049 | 0.078 | 435690|
| Sample period: 2005-2013|  |      |      |       |       |       |       |       |
| Default                | 0.185 | 1.727 | 0.000 | 0.000 | 0.000 | 0.000 | 135.000| 273738|
| Bankruptcy             | 0.005 | 0.074 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 273738|
| Sample period: 2003-2013|  |      |      |       |       |       |       |       |
| ln(CEO age)            | 3.849 | 0.214 | 2.890 | 3.714 | 3.871 | 4.007 | 4.304 | 254737|
| Female                 | 0.140 | 0.347 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 254737|
| Recession-grown CEO    | 0.253 | 0.435 | 0.000 | 0.000 | 0.000 | 1.000 | 1.000 | 254737|

Panel B: Bank debt sample

| variable    | mean  | sd    | min   | p25   | p50   | p75   | max   | NT    |
|-------------|-------|-------|-------|-------|-------|-------|-------|-------|
| Bank debt   | 0.137 | 0.219 | 0.000 | 0.000 | 0.000 | 0.217 | 1.000 | 746299|
| Age         | 13.435| 8.456 | 1.000 | 6.000 | 12.000| 19.000| 40.000| 746299|
The table reports the descriptive statistics for the unbalanced panel of Finnish corporations. Panels A and B report separate statistics for the estimation samples analyzing financing costs and bank debt, respectively. The statistics include mean, standard deviation, minimum, 25th percentile, 50th percentile, 75th percentile and the maximum of the variables, respectively. \( NT \) is the number of firm-year observations.

3. Empirical approach

3.1. Identification of age, period, and cohort effects

The fundamental problem of identifying age, period, and cohort effects is well known in the economics literature, but the issue has been left almost unaddressed in the corporate finance literature.\(^{13}\) The identification problem is stated as follows: because there is a linear

\(^{13}\) Sakai et al. (2010) provide a short discussion about the issue. Otherwise, the identification problem has been largely ignored in the empirical corporate finance research. Notably, Petersen and Rajan (1995, 419) claim that they can identify the age effects in cross-sectional data under certain assumptions, namely the stationarity of the survival process of firms.
relationship between the age, period, and cohort effects (based on the identity: 
\[ Age = Period - Cohort \]), it is not possible to identify all of them in the same model without some restrictions (see, e.g., Hall et al. 2005). This makes it difficult to evaluate the life-cycle profiles of small firms’ cost and use of credit. Indeed, the modeling and identification of such relationships is complicated for an obvious reason: it is impossible to observe two firms (or entrepreneurs) at the same point in time that have the same age but who are born at different periods (cf. Hall et al. 2005). This is problematic because the otherwise identical firms that belong to different cohorts could face very different economic environments. This problem could be acute, for instance, if the stage of the business cycle during which the firm is born has persistent effects on the firm for the rest of the periods. The identification problem is equally complicated if the younger cohorts face fundamentally different financial environments than the older cohorts. Such cohort-specific differences could arise because of certain factors, including differences in the availability of credit information, developments in bank screening methods and general developments in the financial system.

The previous economic literature suggests several solutions to the identification problem in various other contexts. Deaton and Paxson (1992) and Attanasio (1998) identify the life-cycle effects as follows: they use a polynomial of age or age dummies, together with cohort effects, and normalize the time dummies to sum to zero and to be orthogonal to a linear time trend (see also Deaton 1997). Hall et al. (2005) analyze the identification problem related to the life-cycle effects in another context and discuss various approaches for addressing the issue, such as testing which effects are present and constraining some of the cohort, time or age dummies to have equal effects in the same dimension. They also highlight the problems that arise in the presence of unobserved firm-specific heterogeneity; for example, including firm fixed effects removes the cohort effects and renders some of the
cohort-based approaches unavailable. However, the firm fixed effects do not eliminate the problem of identifying the age and period effects simultaneously (cf. Hall et al. 2005).

In the context of corporate finance, Sakai et al. (2010) argue that the empirical approach suggested by Deaton and Paxton (1992), Attanasio (1998) and Deaton (1997) could result in the unstable age profiles of financing costs in short panels. They, in turn, focus on analyzing the slope of the age profile of financing costs and control the year effects using a prime lending rate. However, their study does not analyze other aspects of life-cycle effects in small business finance, such as the use of credit, nor does it provide measurements of the magnitude of the age or cohort effects. The current study aims to overcome these shortages by building on the alternative methods suggested in the earlier cohort literature.

3.2. Estimation of life-cycle profiles

The empirical analysis of the study proceeds as follows: First, the age profiles of the cost and use of credit are estimated from yearly cross-sections. This method has been a common practice in the previous corporate finance studies that have often used cross-sectional data because of the limitations of the survey datasets (see, e.g., Petersen and Rajan 1994, 1995). This study investigates whether the cross-sectional age profiles are stable over time and whether there are significant biases in the cross-sectional estimates in comparison to the estimates obtained from other methods. This analysis should help to consider the relevance of cross-sectional age profiles in comparison to the profiles obtained from more appropriate cohort methods.

Second, several alternative identification assumptions are considered in the analysis of the life-cycle profiles, building on the earlier suggested cohort methods and full panel dataset.
Consider a general age, period, and cohort effects model (adopted from Hall et al. 2005) assuming the additively separable nature of the equation defined as follows:

\[ y_{it} = \mu_{\text{constant}} + \alpha_c + \beta_t + \gamma_a + X_{it}'\delta + \varepsilon_{it} \]  

(1)

where \( y_{it} \) measures the cost or use of credit, \( \mu \) is a constant, \( \alpha_c \) is the cohort effect, \( \beta_t \) is the period effect, \( \gamma_a \) is the age effect, \( X_{it} \) is a vector of control variables, \( \varepsilon_{it} \) is an error term and \( i = 1, ..., N; c = 1, ..., C; t = 1, ..., T \) and \( a = 1, ..., A \) index firms, cohorts, time periods, and ages, respectively. The estimation of the above model requires that the indicator variables are estimated relative to their reference values. This is implemented by imposing nullity on the coefficients \( \alpha_1, \beta_1, \) and \( \gamma_1 \) that measure the first cohort, period, and age, respectively. This, however, does not remove the collinearity between the age, period, and cohort effects because the variables in the equation are not linearly independent (Hall et al. 2005). Consider the following modifications on equation (1) that allow the identification of the model based on the several alternative identification assumptions:

In the baseline case, the models that contain age dummies (and controls) together with either time or cohort dummies are compared to each other (cf. Heathcote et al. 2005). This comparison provides a useful starting point for the analysis and evaluates the relevance of the time versus cohort effects. These first two models are defined in more detail as follows:

The first model includes time dummies but leaves out all the cohort dummies (i.e., \( \alpha_c \) is dropped from equation (1)). That is, this model assumes that there are no cohort effects and treats the dataset as a pooled cross-section. The time dummies included in the regressions
control for the period-specific effects that might arise, e.g., because of macroeconomic or financial factors such as the market level of interest rates or changes in the supply of credit.

The second model includes cohort dummies but no time dummies (i.e., $\beta_t$ is dropped from equation (1)). This model accounts for the possibility of the existence of cohort effects but assumes away any time effects, in contrast to the earlier model. The comparison between these first two models provides an informal evaluation about whether the time or cohort dimension is a more important factor influencing the age profiles of the cost and use of credit. However, these baseline models could as such provide an unsatisfactory solution to the identification problem of the age, period, and cohort effects; that is, failure to control one of these distinct dimensions (period or cohort) could result in spurious findings (Mason et al. 1973). Because of this, the baseline models are compared to other models that aim to identify age, period, and cohort effects in several alternative ways.

In the third model, the identification is achieved by aggregating the cohorts into groups by grouping the cohorts at the four-year level. The grouping of single-year cohorts in this way overcomes the fundamental identification problem (see, e.g., Hall et al. 2005; Levin and Stephan 1991). Hall et al. (2005) note that the grouping of cohorts is equivalent to obtaining the identification of the age effect by comparing closely adjacent ages to each other and assuming that they come from the same cohort. They note, however, that the grouping of cohorts at multi-year intervals may be a less satisfactory solution than utilizing a priori information about the cohorts or time periods in the identification of the models, as suggested by Rodgers (1982). In the current study, special attention is paid to make sure that the cohort groups are natural and match some key macroeconomic and financial regimes observed, for instance, during the Finnish Great Depression and the banking crisis of the 1990s.
In the fourth model, the time effects are controlled by replacing the time dummies $\beta_t$ with macroeconomic control variables following the suggestion of Rodgers (1982) (see also Hall et al. 2005; Gourinchas and Parker 2002). Specifically, Rodgers (1982) advocates the inclusion of such measures correlated with the time effects instead of time dummies to circumvent the identification problem. The macroeconomic controls used here include the aggregate country-level unemployment rates, the house prices growth, the spread in the yields of the ten- and five-year Finnish government bonds, the consumer prices index growth and the GDP growth. These variables should capture some key measures of the macroeconomic conditions that are relevant from the point of view of the financial conditions of the firms.

In the fifth model, the identification is obtained by constraining two time dummy coefficients equal to each other. This approach builds on the suggestion of Mason et al. (1973), who note that it is possible to identify the three sets of dummy variables for age, period, and cohort by setting two coefficients equal to each other in the same dimension (see also Hall et al. 2005). In the current study, this approach is implemented by dropping both the first and last time dummies from the model (i.e., setting both $\beta_1$ and $\beta_T$ to zero in equation (1)). This allows for the inclusion of the single-year cohort dummies into the model. Recall that the first cohort dummy is dropped from the model to avoid the dummy variable trap because of the constant term.

In the sixth model, the cohort effects $\alpha_c$ are replaced with firm fixed effects $\mu_i$ in equation (1). The identification is obtained by setting two time dummies equal to each other. As was done earlier, the first and last time dummies are dropped from the model, which
allows the identification of the model. In each specification, the standard errors of the panel data models are adjusted for the firm-level clustering. The cross-sectional regressions based on yearly cross-sections use heteroskedasticity robust standard errors.

4. Life-cycle profiles of financing costs

4.1. Cross-sectional analysis

The regression results for the life-cycle profiles of financing costs estimated from yearly cross-sections are provided in table 2. The firm age is modeled using a third-order polynomial. The coefficient of age is positive and significant in each yearly cross-section, with the exception of years 2012 and 2013. The coefficients of age squared and age cubed are negative and positive, respectively, and highly significant in most cases. These results indicate a non-linear relationship between the firm age and the financing costs. The fitted age profiles based on these models are shown in figure 1. The findings suggest that the life-cycle profiles obtained from the cross-sectional data are hump-shaped. That is, the financing costs of young and old firms are on average lower than those of intermediate age (approximately 10 years). The profiles are relatively similar in different years, although casual examination

14 The consideration of alternative restrictions suggests that the results remain somewhat sensitive to the choice of the identification assumption. The robustness tests analyzed two alternative assumptions, which dropped consecutive time dummies either from the start or from the end of the sample. The shapes of the profiles remained relatively similar, whereas the confidence intervals widened from both ends. The identification approach used in the paper aims to take into account the unbalanced nature of the data by dropping the time dummies from both ends of the sample.
would suggest that the profiles are somewhat flatter in the years when the monetary policy rates are exceptionally high or low. In particular, years 2012 and 2013 show flat profiles, whereas the higher interest rate periods of 2000-2001 or 2008 also show flatter or less accurate profiles.

Table 2 Cross-sectional life-cycle profiles of financing costs

Panel A: Years 2000-2006

| Year | (1) 2000 | Financing costs | (2) 2001 | Financing costs | (3) 2002 | Financing costs | (4) 2003 | Financing costs | (5) 2004 | Financing costs | (6) 2005 | Financing costs | (7) 2006 | Financing costs |
|------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|
| Age  | 0.0009*** | (0.0003) | 0.0009*** | (0.0002) | 0.0009*** | (0.0002) | 0.0012*** | (0.0002) | 0.0013*** | (0.0002) | 0.0012*** | (0.0002) | 0.0012*** | (0.0002) |
| Age² | -0.0063*** | (0.0003) | -0.0066*** | (0.0002) | -0.0066*** | (0.0002) | -0.0082*** | (0.0002) | -0.0080*** | (0.0002) | -0.0075*** | (0.0002) | 0.0000*** | (0.0002) |
| Age³  | 0.0011*** | (0.0004) | 0.0011*** | (0.0002) | 0.0011*** | (0.0002) | 0.0013*** | (0.0002) | 0.0013*** | (0.0002) | 0.0012*** | (0.0002) | 0.0012*** | (0.0002) |
| ln(Sales) | 0.0003 | (0.0002) | 0.0007*** | (0.0002) | 0.0005*** | (0.0002) | -0.0013*** | (0.0002) | -0.0013*** | (0.0002) | -0.0011*** | (0.0002) | -0.0011*** | (0.0002) |
| Tangibility | 0.0050*** | (0.0014) | 0.0080*** | (0.0011) | 0.0047*** | (0.0008) | 0.008*** | (0.0008) | -0.0080*** | (0.0008) | -0.0074*** | (0.0008) | -0.0064*** | (0.0008) |
| Profitability | -0.0074*** | (0.0017) | -0.0037*** | (0.0013) | -0.0037*** | (0.0009) | 0.0001 | (0.0010) | 0.0008 | (0.0011) | 0.0013 | (0.0011) | 0.0013 | (0.0011) |
| Credit score | 0.0301*** | (0.0020) | 0.0284*** | (0.0015) | 0.0281*** | (0.0012) | 0.0312*** | (0.0012) | 0.0292*** | (0.0012) | 0.0278*** | (0.0013) | 0.0254*** | (0.0013) |
| Industry FE | YES | | YES | | YES | | YES | | YES | | YES | | YES | | YES |
| Region FE | YES | | YES | | YES | | YES | | YES | | YES | | YES | | YES |
| N | 14214 | | 21906 | | 34683 | | 35432 | | 30889 | | 24828 | | 26362 | |
| r² | 0.0499 | | 0.0457 | | 0.0354 | | 0.0421 | | 0.0537 | | 0.0535 | | 0.0409 | |

Panel B: Years 2007-2013

| Year | (1) 2007 | Financing costs | (2) 2008 | Financing costs | (3) 2009 | Financing costs | (4) 2010 | Financing costs | (5) 2011 | Financing costs | (6) 2012 | Financing costs | (7) 2013 | Financing costs |
|------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|---------|-----------------|
| Age  | 0.0011*** | (0.0002) | 0.0012*** | (0.0002) | 0.0010*** | (0.0002) | 0.0006*** | (0.0002) | 0.0001 | (0.0002) | -0.0004 | (0.0002) | -0.0004 | (0.0002) |
| Age² | -0.0065*** | (0.0014) | -0.0070*** | (0.0014) | -0.0058*** | (0.0012) | -0.0036*** | (0.0012) | -0.0009 | (0.0012) | -0.0001 | (0.0012) | -0.0001 | (0.0012) |
| Age³  | 0.0010*** | (0.0003) | 0.0011*** | (0.0003) | 0.0009*** | (0.0002) | 0.0005*** | (0.0002) | 0.0001 | (0.0002) | -0.0002 | (0.0002) | -0.0002 | (0.0002) |
| ln(Sales) | -0.0007*** | (0.0002) | -0.0009*** | (0.0002) | -0.0012*** | (0.0002) | -0.0014*** | (0.0002) | -0.0010*** | (0.0002) | -0.0007*** | (0.0002) | -0.0007*** | (0.0002) |
| Tangibility | -0.0031*** | (0.0009) | -0.0080*** | (0.0008) | -0.091*** | (0.0007) | -0.0105*** | (0.0007) | -0.0126*** | (0.0007) | -0.0164*** | (0.0007) | -0.0164*** | (0.0007) |
| Profitability | -0.0015 | (0.0012) | 0.0009 | (0.0011) | 0.026*** | (0.0009) | 0.051*** | (0.0009) | 0.062*** | (0.0009) | 0.052*** | (0.0009) | 0.052*** | (0.0009) |
| Credit score | 0.0274*** | (0.0029) | 0.0293*** | (0.0029) | 0.0272*** | (0.0029) | 0.0239*** | (0.0029) | 0.0303*** | (0.0029) | 0.0294*** | (0.0029) | 0.0294*** | (0.0029) |
The table shows the estimates for the financing costs obtained from the separate yearly cross-sections from the 1999-2013 period. The dependent variable Financing costs is financial expenses divided by the average interest-bearing debt between t-1 and t. The independent variables are defined as follows: Age, modeled as a third-order polynomial, is the age of the firm defined as the years since the initial incorporation at t. Ln(Sales) is a natural logarithm of net sales at t-1. Tangibility is a ratio of fixed to total assets at t-1. Profitability is EBITDA divided by total assets at t-1. Credit score measures the observed creditworthiness of the firms (i.e., the probability of default) at the scale 3-100 (scaled by dividing by 100), where higher values mean lower creditworthiness. The models also include industry dummies measured at the two-digit level, regional dummies measured at the two-digit zip-code level, and a constant. N is the number of observations.

R² stands for R-squared. Heteroskedasticity robust standard errors are in parentheses: * p < 0.10, ** p < 0.05, *** p < 0.01. (a), (b) The coefficients and standard errors of age^2 and age^3 have been multiplied by 100 and 1000, respectively.
Figure 1 Cross-sectional life-cycle profiles of financing costs

The figures show the fitted life-cycle profiles of financing costs and associated 95% confidence intervals estimated from the yearly cross-sections of the 1999-2013 period. The models include a third-order polynomial of firm age and the following controls: \(\ln(Sales)\), Tangibility, Profitability, Credit score, two-digit industry dummies and two-digit zip-code-level regional dummies.

4.2. Cohort analyses

The summary of the models that analyze the life-cycle profiles of financing costs using the full dataset and alternative identification assumptions is provided in table 3. Firm age is modeled using dummies for each age in each specification. Note that the time fixed effects and macro controls absorb the overall level of market interest rates. The fitted age profiles obtained from the models are presented in figure 2. The pooled panel model (model 1) that
controls the time fixed effects provides a hump-shaped age profile, which is very similar to the ones observed in the cross-sectional data. Model 2 replaces the time fixed effects with cohort fixed effects, which results in a downward-sloping age profile. Both models 1 and 2 overcome the fundamental identification problem by assuming away one of the dimensions, i.e., time or cohort effects. However, this assumption could result in biased findings if the ignored distinct dimension remains important for the age profiles.

The next models address the identification problem in the following alternative ways: Model 3 includes time dummies together with aggregated cohort dummies, where the birth years are grouped at the four-year level. This model provides somewhat imprecise results in comparison to other cohort models; the findings based on the grouped cohorts suggest a more hump-shaped age profile than with the single-year cohort dummies. Hence, the aggregation of the cohort groups does not seem to provide a particularly accurate way to control for the cohort effects. Model 4 includes single-year cohort dummies and replaces the time dummies with macroeconomic controls, which results in a downward-sloping age profile of financing costs. This relationship is somewhat more pronounced than in model 2, which lacked the period-specific controls. Model 5 includes both time and cohort dummies and obtains the identification by dropping both the first and last of the time dummies. This results in a downward-sloping age profile of financing costs. Finally, model 6 replaces the cohort fixed effects with firm fixed effects. The identification is obtained by dropping both the first and last time dummies. This model provides a somewhat steeper but otherwise similar age profile as the previous model with cohort dummies.\(^{16}\)

\(^{16}\) Note that the industry and region dummies are dropped from the fixed effects model given the limited time variation of these variables.
The control variable estimates seem sensible and provide statistically highly significant findings in most cases. Larger firms pay lower financing costs. Profitability, however, shows positive and negative relationship with financing costs in specifications (1)-(5) and (6), respectively. Firms with more tangible assets in their balance sheet face lower financing costs.

Firms with lower credit quality, as indicated by their credit scores, pay more for their credit.

### Table 3 Life-cycle profiles of financing costs: model summary

| Model | Dependent variable | (1) Age, period | (2) Age, cohort | (3) Age, period, cohort group | (4) Age, cohort, macro | (5) Age, period, cohort | (6) Age, period, firm |
|-------|--------------------|-----------------|-----------------|-----------------------------|------------------------|------------------------|------------------------|
|       | Financing costs    | Financing costs | Financing costs | Financing costs             | Financing costs        | Financing costs        | Financing costs        |
| ln(Sales) | -0.0005*** | -0.0004*** | -0.0005*** | -0.0005*** | -0.0005*** | -0.0004*** |
|        | (0.0001)     | (0.0001)       | (0.0001)       | (0.0001)                   | (0.0001)               | (0.0001)               |
| Tangibility | -0.0063*** | -0.0065*** | -0.0063*** | -0.0063*** | -0.0062*** | -0.0029*** |
|        | (0.0003)     | (0.0003)       | (0.0003)       | (0.0003)                   | (0.0003)               | (0.0006)               |
| Profitability | 0.0007*** | 0.0010*** | 0.0007*** | 0.0006*** | 0.0007*** | 0.0016*** |
|        | (0.0003)     | (0.0003)       | (0.0003)       | (0.0003)                   | (0.0003)               | (0.0003)               |
| Credit score | 0.0285*** | 0.0279*** | 0.0284*** | 0.0282*** | 0.0283*** | 0.0075*** |
|        | (0.0005)     | (0.0005)       | (0.0005)       | (0.0005)                   | (0.0005)               | (0.0005)               |
| Age dummies | YES | YES | YES | YES | YES | YES |
| Firm FE | NO | NO | NO | NO | NO | YES |
| Cohort FE | NO | YES | YES | YES | YES | NO |
| Industry FE | YES | YES | YES | YES | YES | NO |
| Region FE | YES | YES | YES | YES | NO | NO |
| Time FE | YES | NO | YES | NO | YES | YES |
| Macro controls | NO | NO | NO | YES | NO | NO |
| NT | 435690 | 435690 | 435690 | 435690 | 435690 | 435696 |
| rho | 0.0568 | 0.0483 | 0.0572 | 0.0556 | 0.0575 | 0.0371 |

The table shows the estimates for the financing costs obtained from the panel regressions over the 1999-2013 period. The dependent variable Financing costs is financial expenses divided by the average interest-bearing debt between t and t-1. The independent variables are defined as follows: Age, modeled using dummies for each age, is the age of the firm defined as the years since the initial incorporation at t. Ln(Sales) is a natural logarithm of net sales at t-1. Tangibility is a ratio of fixed to total assets at t-1. Profitability is EBITDA divided by total assets at t-1. Credit score measures the observed creditworthiness of the firms (i.e., the probability of default) at the scale 3-100 (scaled by dividing by 100), where higher values mean lower creditworthiness. All the models include a constant. The table also reports whether the firm, cohort,
industry, region, and time fixed effects, and macro controls, are included in the models. $NT$ is the number of firm-year observations. $Rho$ measures the intra-class error correlation. $R^2$ stands for R-squared. Standard errors clustered at the firm level are reported in parentheses: * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$.

**Figure 2**: Life-cycle profiles of financing costs

The figures show the fitted life-cycle profiles of financing costs and associated 95% confidence intervals from the panel regressions over the 1999-2013 period. The models include firm age dummies and the following controls: $\ln(Sales)$, Tangibility, Profitability and Credit score.

In addition, two-digit-level industry dummies and two-digit zip-code-level regional dummies are included in specifications 1-5. The models with the following additional controls are estimated: 1) time fixed effects 2) cohort fixed effects 3) cohort fixed effects (birth years grouped at the four-year level) and time fixed effects 4) cohort fixed effects and macro controls 5) cohort and time fixed effects 6) firm and time fixed effects.
The study considers a number of robustness tests (available on request): First, figure A1 in the appendix shows the age profiles for the 2005-2013 period for which the data on defaults and bankruptcies are available. This analysis considers whether the downward-sloping profile of financing costs could be related to selection effects (e.g., badly performing firms dropping from the sample) even though the creditworthiness of the firms is already controlled with commercial credit scores. To address this issue, the number of missed debt payments and the indicator for bankruptcy applications are included as additional controls. The life-cycle profiles remain similar to the baseline results, while models 5 and 6 show flatter or even a bit hump-shaped profiles for the young firms. However, dropping the survival-related variables suggests that these differences seem to be driven by the sample period rather than the survival-related additional controls.\footnote{Another issue worth considering is whether the hump-shaped profile of financing costs could be related to the possibility that young firms may not be able to secure loans at all and those that do may be of exceptional quality. The following factors should diminish this concern: First, all the sample firms analyzed here have positive financial expenses at t and a positive average amount of interest-bearing debt during t and t-1. Second, there are thousands (or tens of thousands) of observations in each age group of firms younger than five years in the full sample, indicating that the number of young firms obtaining interest-bearing debt is not trivial. Third, including an indicator for the availability of audited financial statements as an additional control provides virtually identical financing cost profiles. Finally, the credit score already controls the observed creditworthiness of firms.} Second, the analysis is repeated for the balanced panel of firms that survived the 2005-2013 period to study whether the results remain similar in a
consistent sample of firms where the composition of cohort groups does not change. The life-cycle profiles indeed show similarities with the earlier results, while the profiles are flatter or somewhat hump-shaped for the young firms. However, the data requirements (i.e., nine years of existence) restrict the number of young firms lower than previously and make the estimates less precise. Overall, controlling for the defaults and bankruptcies and restricting the panel to the surviving firms provides quite similar age profiles as the baseline results. On the other hand, there are some signs of hump-shaped or flatter profiles, suggesting that the study period and sample composition also have a role in the shape of the life-cycle profiles. To further inspect the issue, the models for the 2005-2013 period are re-estimated using the CEO age, gender and birth cohort as additional controls beside the survival-related measures. The profiles steepen somewhat and become less accurate but retain similarities with the baseline findings.

The financing cost estimates suggest several key implications: First, the life-cycle profiles of financing costs obtained from the cross-sectional models are in line with the predictions of hold-up theories (e.g., Sharpe 1990, Rajan 1992, von Thadden 2004, and Kim 1998). The survival-related control variables are retained among controls because a bankruptcy application or missed payments do not necessarily result in the (immediate) disappearance of firm from the data; the bankruptcy process could take some time and might not result in a bankruptcy in the end. Finally, while this surviving firm sample is indeed a balanced panel for the bank debt sample, there can be holes in the time series for the financing cost sample because firms may have zero or missing financing costs for some periods (e.g., they could have refrained from using interest-bearing debt). The firms aged 1-5 years cover about 6% of the total estimation sample in the balanced panel compared to the about 22% observed in the unbalanced samples 1999-2013 and 2005-2013, respectively.
et al. 2012). That is, new firms face lower financing costs, which then rise in the following periods until the firm age of these firms reaches approximately ten years. After that, the financing costs begin to decrease. These findings would be consistent with the situation in which banks compete for new customers, who then become locked in after accepting the loan contract. Over time, the informational asymmetry would start to diminish once the firms reach the intermediate age and would become more transparent. Second, the models that control for cohort or firm fixed effects and use the full sample suggest, in contrast, that the financing costs decrease approximately monotonically when the firms mature. This downward-sloping age profile of financing costs is in line with the prediction of Diamond (1989). Taken together, the findings suggest that the alternative methods in disentangling age, period, and cohort effects provide conflicting implications about the relationship between

---

20 The two-period hold-up models of Sharpe (1990), Rajan (1992) and von Thadden (2004) focus on banks’ private information and do not concentrate explicitly on firm age. Ioannidou and Ongena (2010) also suggest that the hold-up problem could arise each time after the firms switch banks. However, concentration on the firm age rather than other proxies of banks’ private information (for example, relationship length) should make little difference in the current context. First, firm age is a well-reasoned proxy for asymmetric information (see, e.g., Hyytinen and Pajarinen 2008). Second, even an assumption that the firms would on average borrow only from one bank does not seem unreasonable. Niskanen and Niskanen (2000) utilize cross-sectional Finnish survey data and provide evidence that the average number of firms’ banking relationships (including non-borrowers) is 0.85. The recent survey results support the view that the majority of the firms have few, and in many cases one, bank relationships. Almost 80% of the micro firms and about 50% of the small firms that responded to the survey have only one main lending bank (Business Financing Survey 2012).
firm age and financing costs. Finally, while the baseline results are perhaps more supportive of the predictions of Diamond (1989) compared to the hold-up theories, the findings from the more recent subsamples are not quite as clear-cut in distinguishing between the theories.

The comparison between the age profiles obtained from the cross-sectional models and the models that control for cohort or firm fixed effects suggests that the differences between the profiles are related to cohort effects. The following analysis examines the cohort effects in more detail. The fitted cohort-specific financing costs evaluated at the cohort years between 1970 and 2011 are shown in figure 3. This figure shows the mean predicted financing costs for a four-year-old firm born during the period 1970-2011 and based on the 2009 economic environment as captured by time dummies. The findings suggest that the financing costs have a rather smooth downward-sloping profile in terms of cohort year.

The differences between the predictions from the alternative models are not economically trivial. The spread between the financing costs of one- and ten-year-old firms is about -0.5 and 0.8 percentage points in models (1) and (4), respectively. The mean interest-bearing debt of about 385,000 euros suggests that one-year-old firms pay about 2000 euros lower and 3000 euros higher financing costs per annum than ten-year-old in models (1) and (4), respectively.

The Finnish banking sector is highly concentrated having three major banking groups. Both the reputational and hold-up theories could provide reasonable descriptions of the markets. The models that control for the cohort or firm fixed effects, which are essential in capturing the unobserved firm heterogeneity, point more in favor of reputational theories, even if the recent sample periods suggest a less clear-cut distinction. It remains an issue worth considering whether changes in the banking environment in more recent periods could explain some differences related to the sample periods.

The alternative (unreported) cohort profiles, including those averaged over all firm ages and using macro controls instead of time dummies, provide similarly shaped profiles.
despite some bumps observed, for instance, in 2009. That is, holding other things constant, the younger cohorts face lower financing costs than the older cohorts. For instance, the predictions suggest that two identical four-year-old firms born in 1975 and 2005 would face financing costs of approximately 8.6% p.a. and 5.3% p.a., respectively, in this economic environment. This is a sizable difference in the cost of credit between the different cohort groups.

Figure 3 Cohort profile of financing costs

The figure shows the predicted financing costs and associated 95% confidence intervals for a four-year-old firm evaluated at the cohort years from 1970 to 2011 and year 2009 economic environment. The estimates are based on the panel regressions over the 1999-2013 period. The model includes firm age dummies, single-year cohort dummies and the following controls: ln(Sales), Tangibility, Profitability, Credit score, two-digit-level industry dummies, two-digit zip-code-level regional dummies and time dummies.

While this analysis does not formally analyze the source of these cohort effects, the previous literature suggests some potential explanations for the findings. The earlier international literature, including a study by Jappelli and Pagano (2000), suggests that the availability of
borrower-specific credit information has improved over time because of the birth of credit bureaus and credit rating agencies. Such an improved information environment could generally reduce the adverse selection, lower the informational rents banks can extract from borrowers, and improve borrower discipline (Jappelli and Pagano 1993, 2000; Padilla and Pagano 1997, 2000). Moreover, in the U.S. context, Petersen and Rajan (2002) suggest that in the banking sector, technological innovations, such as credit scoring, have improved the availability of credit for more distant firms. In general, the financial development would reduce the cost of the external finance available to firms (Rajan and Zingales 1998). These predictions from the previous literature appear to be consistent with the observed trend of decreasing cohort-specific financing costs. \(^{24}\)

5. Life-cycle profiles of bank financing

5.1. Cross-sectional analysis

The cross-sectional estimates of the life-cycle profiles of bank debt, scaled by total assets, are provided in table 4. The coefficient of age is negative and statistically highly significant, with the exception of 2000 and 2001, where the coefficient is weakly significant and insignificant, respectively. The coefficients of age squared and age cubed are positive and negative, respectively. The nonlinear terms are also significant, with few exceptions. The fitted life-cycle profiles obtained from the cross-sectional models are shown in figure 4. The findings

\(^{24}\) While some financial environment-related factors could be interpreted as time effects, others could show themselves as cohort effects, say, in the form of sticky old credit terms (e.g., higher interest rates).
indicate that the age profiles of bank debt are s-shaped in the earlier periods, and the downward-sloping relationship is more pronounced in the later years.

Table 4 Cross-sectional life-cycle profiles of bank debt

Panel A: Years 2000-2006

| Year | (1)    | (2)    | (3)    | (4)    | (5)    | (6)    | (7)    |
|------|--------|--------|--------|--------|--------|--------|--------|
|      | Bank debt | Bank debt | Bank debt | Bank debt | Bank debt | Bank debt | Bank debt |
| Age  | 0.0024   | -0.0006  | -0.0029  | **-0.0038** | **-0.0039** | -0.0042  | -0.0041  |
|      | (0.0013) | (0.0011) | (0.0009) | (0.0009) | (0.0009) | (0.0010) | (0.0009) |
| Age^2 | 0.0184   | 0.0097   | 0.0192   | **0.0219** | **0.0223** | **0.0241** | **0.0204** |
|      | (0.0083) | (0.0068) | (0.0055) | (0.0055) | (0.0055) | (0.0059) | (0.0058) |
| Age^3 | -0.0038  | -0.0024  | -0.0037  | -0.0039  | -0.0039  | -0.0044  | -0.0034  |
|      | (0.0015) | (0.0012) | (0.0010) | (0.0010) | (0.0010) | (0.0011) | (0.0010) |
| ln(Sales) | 0.0040  | 0.0063   | 0.0085   | 0.0088   | 0.0096   | 0.0104   | **0.0113** |
|      | (0.0009) | (0.0007) | (0.0006) | (0.0006) | (0.0006) | (0.0005) | (0.0006) |
| Tangibility | 0.2505  | 0.2445   | 0.2260   | **0.2345** | **0.2345** | **0.2496** | **0.2436** |
|      | (0.0075) | (0.0059) | (0.0045) | (0.0044) | (0.0044) | (0.0049) | (0.0048) |
| Profitability | -0.0855 | -0.0794  | -0.0571  | -0.0601  | -0.0642  | -0.0706  | -0.0659  |
|      | (0.0059) | (0.0047) | (0.0034) | (0.0034) | (0.0034) | (0.0037) | (0.0037) |
| Credit score | 0.1783  | 0.2188   | 0.2226   | **0.2483** | **0.2709** | **0.2705** | **0.2384** |
|      | (0.0087) | (0.0068) | (0.0055) | (0.0053) | (0.0053) | (0.0058) | (0.0058) |
| Industry FE | YES    | YES     | YES     | YES     | YES     | YES     | YES     |
| Region FE  | YES    | YES     | YES     | YES     | YES     | YES     | YES     |
| N        | 45826  | 44435   | 53083   | 76584   | 79833   | 76645   | 77551   |
| r2       | 0.1968 | 0.2078  | 0.1928  | 0.1903  | 0.1899  | 0.2023  | 0.2039  |

Panel B: Years 2007-2013

| Year | (1)    | (2)    | (3)    | (4)    | (5)    | (6)    | (7)    |
|------|--------|--------|--------|--------|--------|--------|--------|
|      | Bank debt | Bank debt | Bank debt | Bank debt | Bank debt | Bank debt | Bank debt |
| Age  | -0.0073  | -0.0074  | -0.0089  | -0.0076  | -0.0046  | -0.0047  | -0.0042  |
|      | (0.0009) | (0.0011) | (0.0010) | (0.0008) | (0.0008) | (0.0008) | (0.0008) |
| Age^2 | 0.0368   | 0.0356   | 0.0409   | **0.0322** | **0.0164** | **0.0165** | **0.0136** |
|      | (0.0058) | (0.0063) | (0.0061) | (0.0050) | (0.0048) | (0.0048) | (0.0047) |
| Age^3 | -0.0060  | -0.0055  | -0.0060  | -0.0046  | -0.0020  | -0.0019  | -0.0015  |
|      | (0.0010) | (0.0011) | (0.0011) | (0.0009) | (0.0008) | (0.0008) | (0.0008) |
| ln(Sales) | 0.0114  | 0.0141   | 0.0158   | 0.0161   | 0.0158   | 0.0155   | 0.0165   |
|      | (0.0006) | (0.0006) | (0.0006) | (0.0005) | (0.0005) | (0.0005) | (0.0004) |
| Tangibility | 0.2597  | 0.2664   | 0.2683   | **0.2414** | **0.2419** | **0.2438** | **0.2481** |
|      | (0.0050) | (0.0051) | (0.0046) | (0.0038) | (0.0037) | (0.0038) | (0.0038) |
| Profitability | -0.0767 | -0.0772  | -0.0834  | -0.0528  | -0.0488  | -0.0527  | -0.0411  |
|      | (0.0039) | (0.0041) | (0.0038) | (0.0028) | (0.0028) | (0.0028) | (0.0026) |
| Credit score | 0.2058  | 0.2213   | 0.2329   | **0.2233** | **0.2198** | **0.2082** | **0.2073** |
|      | (0.0057) | (0.0066) | (0.0063) | (0.0048) | (0.0046) | (0.0047) | (0.0043) |
| Industry FE | YES    | YES     | YES     | YES     | YES     | YES     | YES     |
| Region FE  | YES    | YES     | YES     | YES     | YES     | YES     | YES     |
| N        | 45826  | 44435   | 53083   | 76584   | 79833   | 76645   | 77551   |
The table shows the estimates for the bank debt obtained from the separate yearly cross-sections from the 1999-2013 period. The dependent variable *Bank debt* is a ratio of outstanding loans from financial institutions divided by total assets at t. The independent variables are defined as follows: *Age*, modeled as a third-order polynomial, is the age of the firm defined as the years since the initial incorporation at t. *

*Ln(Sales)* is a natural logarithm of net sales at t-1. *Tangibility* is a ratio of fixed to total assets at t-1. *Profitability* is EBITDA divided by total assets at t-1. *Credit score* measures the observed creditworthiness of the firms (i.e., the probability of default) at the scale 3-100 (scaled by dividing by 100), where higher values mean lower creditworthiness. The models also include industry dummies measured at the two-digit level, regional dummies measured at the two-digit zip-code level, and a constant. N is the number of observations. R² stands for R-squared. Heteroskedasticity robust standard errors are in parentheses: * p < 0.10, ** p < 0.05, *** p < 0.01. (a), (b) The coefficients and standard errors of age² and age³ have been multiplied by 100 and 1000, respectively.
Figure 4 Cross-sectional life-cycle profiles of bank debt

The figures show the fitted life-cycle profiles of bank debt and associated 95% confidence intervals estimated from the yearly cross-sections of the 1999-2013 period. The models include a third-order polynomial of firm age and the following controls: \( \ln(\text{Sales}) \), Tangibility, Profitability, Credit score, two-digit industry dummies and two-digit zip-code-level regional dummies.

5.2. Cohort analyses

The summary of the models for bank debt used based on the full dataset and alternative identification assumptions is provided in table 5. The fitted life-cycle profiles obtained from these models are shown in figure 5. The findings suggest that the age profiles of bank debt are generally downward sloping. The pooled panel model (model 1) and the models with the single-year cohort fixed effects (models 2, 4, 5) provide rather similar profiles. Model 3, which uses the cohort fixed effects based on the grouped cohorts, provides somewhat imprecise results. The downward-sloping age profile becomes steeper when the firm fixed effects are controlled for (model 6). The findings suggest that firms are more dependent on bank financing in the earlier periods of their lives.

The control variable estimates are in line with the expectations. Larger firms and firms with more tangible assets use more bank debt. More-profitable firms and firms of higher observed creditworthiness use less bank debt. The findings seem consistent with the hypothesis that borrowers with lower credit ratings are more dependent on the monitoring provided by banks, as predicted by Diamond (1991).

Table 5 Life-cycle profiles of bank debt: model summary

| Model               | (1)   | (2)      | (3)               | (4)      | (5)                 | (6)      |
|---------------------|-------|----------|-------------------|----------|---------------------|----------|
| Dependent variable  | Bank debt | Bank debt | Age, period, cohort group, macro Bank debt | Age, cohort Bank debt | Age, period, firm, Bank debt |
| ln(Sales)           | 0.0129*** | 0.0128*** | 0.0128***          | 0.0128*** | 0.0128***          | 0.0099*** |
| Variable       | Estimate 1 | Estimate 2 | Estimate 3 | Estimate 4 | Estimate 5 | Estimate 6 |
|----------------|------------|------------|------------|------------|------------|------------|
| Tangibility    | 0.2458***  | 0.2458***  | 0.2459***  | 0.2458***  | 0.2457***  | 0.1263***  |
|                | (0.0023)   | (0.0023)   | (0.0023)   | (0.0023)   | (0.0023)   | (0.0028)   |
| Profitability  | -0.0596*** | -0.0595*** | -0.0597*** | -0.0597*** | -0.0596*** | -0.0459*** |
|                | (0.0011)   | (0.0011)   | (0.0011)   | (0.0011)   | (0.0011)   | (0.0010)   |
| Credit score   | 0.2145***  | 0.2138***  | 0.2144***  | 0.2141***  | 0.2144***  | 0.0618***  |
|                | (0.0024)   | (0.0024)   | (0.0024)   | (0.0024)   | (0.0024)   | (0.0021)   |

Age dummies: YES
Firm FE: NO
Cohort FE: NO
Industry FE: YES
Region FE: YES
Time FE: YES
Macro controls: NO

NT: 746299
rho: 0.1920
r2: 0.1925

The table shows the estimates for the bank debt obtained from the panel regressions over the 1999-2013 period. The dependent variable

Bank debt is a ratio of outstanding loans from financial institutions divided by total assets at t. The independent variables are defined as follows: Age, modeled using dummies for each age, is the age of the firm defined as the years since the initial incorporation at t. Ln(Sales) is a natural logarithm of net sales at t-1. Tangibility is a ratio of fixed to total assets at t-1. Profitability is EBITDA divided by total assets at t-1.

Credit score measures the observed creditworthiness of the firms (i.e., the probability of default) at the scale 3-100 (scaled by dividing by 100), where higher values mean lower creditworthiness. All the models include a constant. The table also reports whether the firm, cohort, industry, region and time fixed effects, and macro controls, are included in the models. NT is the number of firm-year observations. Rho measures the intra-class error correlation. R2 stands for R-squared. Standard errors clustered at the firm level are reported in parentheses: * p < 0.10, ** p < 0.05, *** p < 0.01.
Figure 5 Life-cycle profiles of bank debt

The figures show the fitted life-cycle profiles of bank debt and associated 95% confidence intervals for the panel regressions over the 1999-2013 period. The models include firm age dummies and the following controls: ln(Sales), Tangibility, Profitability and Credit score. In addition, two-digit-level industry dummies and two-digit zip-code-level regional dummies are included in specifications 1-5. The models with the following additional controls are estimated: 1) time fixed effects 2) cohort fixed effects 3) cohort fixed effects (birth years grouped at the four-year level) and time fixed effects 4) cohort fixed effects and macro controls 5) cohort and time fixed effects 6) firm and time fixed effects.

A number of robustness tests are considered. First, the analysis for the 2005-2013 period using the additional controls for defaults and bankruptcies are shown in figure A2 in the appendix. The life-cycle profiles of bank debt over this sample period are even more
downward sloping than previously. Second, the balanced panel of surviving firms provides downward-sloping albeit less accurately measured age profiles. Finally, controlling for the age, gender, and cohort of the CEOs besides the survival-related variables results in similarly shaped albeit less accurately measured profiles that vary in the degree of steepness. Overall, the findings on the robustness tests do not change the baseline conclusions.

Figure 6 shows the predicted cohort profile of the amount of bank debt used for a four-year-old firm born between the periods 1970-2011, and based on the economic environment of year 2009. The findings on this measure suggest that the cohorts born in the 1970s use more bank debt than the cohorts born in the 1980s and in the 1990s. The predicted values are lowest among the cohorts born in the 1990s, which is also the period of the Finnish Great Depression and banking crisis. The figure also indicates that the use of bank debt increases among the cohorts born in the early or mid-2000s and then decreases sharply among the cohorts born closer to the end of the decade. The predicted values of bank debt for two identical four-year-old firms born in 1975 and 2005 are 0.158 and 0.165, respectively, in the year 2009 economic environment. In comparison, an identical four-year-old firm from the intermediate cohort of 1995 has a predicted value of 0.146 in this environment, which is a lower estimate than obtained for the other two cohorts. The following section complements the analysis by focusing in more detail on the cohorts born during recessions and financial crises.
Figure 6 Cohort profile of bank debt

The figure shows the predicted bank debt and associated 95% confidence intervals for a four-year-old firm evaluated at the cohort years from 1970 to 2011 and year 2009 economic environment. The estimates are based on the panel regressions over the 1999-2013 period. The model includes firm age dummies, single-year cohort dummies and the following controls: ln(Sales), Tangibility, Profitability, Credit score, two-digit-level industry dummies, two-digit zip-code-level regional dummies and time dummies.

6. Recession cohorts

This section provides a further evaluation of the sources of the cohort effects. The following analysis studies whether the firm cohorts born or the CEO cohorts grown during severe recessions show persistent differences in their costs and use of credit. The focus of the analysis is on the two alternative recession cohort indicators. The first measure is the recession-born dummy, which takes a value equal to one if the firm was born during recession, and zero otherwise. The second measure is the recession-grown CEO dummy, which takes a value equal to one if the CEO experienced a recession during the impressionable years of early adulthood (i.e., between 18 and 25 years). Recessions are
defined in this context as a year of negative real GDP growth. Based on this definition, the years 1991, 1992, 1993, 2009, and 2012 are defined as recession years. The real GDP contracted during these years by 5.9%, 3.3%, 0.7%, 8.3% and 1.4%, respectively, according to data from Statistics Finland. These economic contractions reflect two major financial crises that are described in more detail below.

Finland suffered a great depression and banking crisis in the 1990s after the collapse of the Soviet Union – its trade partner – and the boom and bust followed by the liberalization of the Finnish financial markets. The resulting economic contraction in Finland during the period 1991-1993 turned out to be the deepest contraction experienced by an industrialized country since the 1930s (see, e.g., Gorodnichenko et al. 2012). Honkapohja and Koskela (1999) document that trade with the Soviet Union collapsed almost overnight by 70% in 1991. Their analysis suggests that financial factors were a key propagation mechanism for the crisis. After the revaluation of the currency in 1989, Finland had to defend its currency peg from speculative attacks, which kept real interest rates high and short-term rates volatile. The household and firm sectors had become highly indebted because of rapid lending growth in the boom period. Moreover, a large fraction of the corporate borrowing was in foreign currency terms. The hard currency policy was eventually abandoned, which resulted in the depreciation of the Finnish markka in 1991 and 1992 after the forced devaluation and floatation of the currency, respectively. The asset price collapse and the corporate bankruptcies resulted in a banking crisis. Real house prices had risen rapidly in the boom period, only to collapse from the top observed at the end of 1980s to approximately half of their previous value after the financial crisis that accompanied the depression (see, e.g., Honkapohja 2009).
The Finnish banking sector came close to collapse during the worst years of the depression in 1991-1993, requiring a massive government intervention and restructuring with capital injections and guarantees. The situation stabilized somewhat in 1993, although the banks continued to post losses in 1994 and 1995 despite the improvements in the overall economic situation. The final cost of the banking sector interventions amounted to approximately ten percent of the Finnish annual GDP. (Vihriälä 1997, 37-40.)

More recently, the international financial crisis that followed the collapse of the U.S. investment bank Lehman Brothers caused a large contraction in the Finnish GDP in 2009. The side effects of the crisis were also reflected in the Finnish credit markets, with surveys reporting that approximately 40 percent of micro firms and more than one-fourth of other firms reported financing difficulties – a sharp increase from the previous years (Business Financing Survey 2009). After a rebound, the Finnish economy slipped back into recession in 2012-2014 because of the weak global and domestic economy in the post-crisis period. Taken together, these economic contractions and the accompanying financial crises provide an effective testing ground for analyzing the effects of negative shocks faced by the real economy and the banking sector on the firms established during that period.

Because the recession-born dummy is time-invariant, the firm fixed effects must be dropped in the following models. However, the cohort fixed effects based on the aggregated cohorts, in which the single-year cohorts are grouped at the four-year level, are included in the models. This grouping follows the same approach as used in the earlier analysis. In the current analysis, such grouping is implemented to diminish the multicollinearity between the
cohort and recession-born dummies. The inclusion of the aggregated cohort dummies is advantageous because they can be used to control for other cohort-specific trends in the cost and use of credit. Hence, in these cohort models, the recession effects are identified from within the cohort group variation between the firms born in the recession and non-recession years. Recall that industry, region and time fixed effects are included in each model in addition to the firm characteristics, such as the observed creditworthiness. The further specifications also include the age, gender, and birth cohort of the firm CEOs as controls.

The further specifications also include an interaction between the recession-born firm dummy and the recession-grown CEO dummy to study the role of firm- and CEO-specific

---

25 The correlation remains high (that is, close but below 0.80) between the recession-born dummy and the cohort group 1990-1993 containing the firms born during the worst depression years of the 1990s. However, the grouping of cohorts at this interval results in natural and balanced cohort groups, which still avoid the perfect multicollinearity while retaining more accuracy than more coarse groupings, such as the decade fixed effects used by Schoar and Zuo (2016).

26 As a reminder, the age profiles based on the grouped cohorts are less precise than the ones based on the individual birth-year dummies as observed in the earlier analysis.

27 In the case of the Finnish Great Depression of the 1990s, the identification comes from the differences between the cohort born in 1990, a year of modest, close-to-zero growth, and the cohorts of 1991-1993, born after the sudden collapse of the Soviet Union and in the middle of the banking crisis. Indeed, comparisons of these particular years are common (cf. Gorodnichenko et al. 2012).

28 Even though the data consist of corporations rather than proprietorships, it is worth noting the following factors: First, the sample firms are mostly very small (median firm size: three persons), suggesting that the firm behavior and personal traits of the CEOs are likely to be more closely linked than among larger firms. Furthermore, the line between personal and corporate assets is more blurred among micro-sized corporations compared to larger, publicly listed firms.
factors in the recession cohort effects. Furthermore, an interaction between the recession-born dummy and the CEO age analyze whether the effects are different for young and old cohorts.

The previous literature suggests that young individuals could react more strongly to macroeconomic shocks than older ones because the recent experiences constitute a more significant part of their lifetime (see Giuliano and Spilimbergo 2014).

Table 6 Cost and use of credit: cohorts born during recessions

Panel A: Financing costs

| Dependent variable | (1) Financing costs | (2) Financing costs | (3) Financing costs | (4) Financing costs | (5) Financing costs | (6) Financing costs |
|--------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| ln(Sales)          | -0.0005***         | -0.0006***         | -0.0006***         | -0.0006***         | -0.0006***         | -0.0006***         |
|                    | (0.0001)           | (0.0001)           | (0.0001)           | (0.0001)           | (0.0001)           | (0.0001)           |
| Tangibility        | -0.0063***         | -0.0088***         | -0.0089***         | -0.0089***         | -0.0089***         | -0.0088***         |
|                    | (0.0003)           | (0.0004)           | (0.0004)           | (0.0004)           | (0.0004)           | (0.0004)           |
| Profitability      | 0.0007**           | 0.0008**           | 0.0008**           | 0.0008**           | 0.0008**           | 0.0008**           |
|                    | (0.0003)           | (0.0004)           | (0.0004)           | (0.0004)           | (0.0004)           | (0.0004)           |
| Credit score       | 0.0284***          | 0.0278***          | 0.0278***          | 0.0278***          | 0.0278***          | 0.0278***          |
|                    | (0.0005)           | (0.0006)           | (0.0006)           | (0.0006)           | (0.0006)           | (0.0006)           |
| Recession-born     | 0.0020***          | 0.0011             | 0.0014**           | 0.0057             | 0.0056             | 0.0056             |
|                    | (0.0005)           | (0.0006)           | (0.0006)           | (0.0006)           | (0.0006)           | (0.0006)           |
| ln(CEO age)        | 0.0091             | -0.0032***         | -0.0033***         | -0.0028***         | 0.0091             |
|                    | (0.0069)           | (0.0006)           | (0.0006)           | (0.0006)           | (0.0069)           |
| Female             | 0.0003             | 0.0003             | 0.0003             | 0.0003             | 0.0003             |
|                    | (0.0004)           | (0.0004)           | (0.0004)           | (0.0004)           | (0.0003)           |
| Recession-grown CEO| -0.0003            | -0.0002            | -0.0003            | -0.0003            | -0.0003            |
|                    | (0.0003)           | (0.0003)           | (0.0003)           | (0.0003)           | (0.0003)           |
| Recession-grown CEO × Recession-born | -0.0010 | (0.0008) | -0.0012 | (0.0016) | -0.0012 | (0.0016) |
| Age dummies        | YES                | YES                | YES                | YES                | YES                | YES                |
| Cohort group FE    | YES                | YES                | YES                | YES                | YES                | YES                |
| CEO cohort FE      | NO                 | YES                | NO                 | NO                 | NO                 | YES                |
| Industry FE        | YES                | YES                | YES                | YES                | YES                | YES                |
| Region FE          | YES                | YES                | YES                | YES                | YES                | YES                |
| Time FE            | YES                | YES                | YES                | YES                | YES                | YES                |
| NT                 | 435690             | 254737             | 254737             | 254737             | 254737             | 254737             |
| r2                 | 0.0573             | 0.0573             | 0.0573             | 0.0573             | 0.0573             | 0.0579             |

Panel B: Bank debt

| Dependent variable | (1) Bank debt | (2) Bank debt | (3) Bank debt | (4) Bank debt | (5) Bank debt | (6) Bank debt |
|--------------------|--------------|--------------|--------------|--------------|--------------|--------------|
| ln(Sales)          | 0.0128**     | 0.0119***    | 0.0122       | 0.0122       | 0.0122       | 0.0119***    |
The table shows the estimates for the financing costs and bank debt from the panel regressions over the 1999-2013 period (column (1)) and the 2003-2013 period (columns (2)-(6)). The dependent variables are defined as follows: Financing costs is financial expenses divided by the average interest-bearing debt between t and t-1. Bank debt is a ratio of outstanding loans from financial institutions divided by total assets at t. The independent variables are defined as follows: Age, modeled using dummies for each age, is the age of the firm defined as the years since the initial incorporation at t. Ln(Sales) is a natural logarithm of net sales at t-1. Tangibility is a ratio of fixed to total assets at t-1. Profitability is EBITDA divided by total assets at t-1. Credit score measures the observed creditworthiness of the firms (i.e., the probability of default) at the scale 3-100 (scaled by dividing by 100), where higher values mean lower creditworthiness. Recession-born is an indicator equal to one, if the firm was born during the period of negative real GDP growth (years 1991, 1992, 1993, 2009, and 2012), and zero otherwise. Ln(CEO age) is a natural logarithm of the age of the CEO. Female is an indicator for female CEOs. Recession-grown CEO is an indicator equal to one if the CEO experienced a recession in the early adulthood (ages between 18 and 25), and zero otherwise. The cohort dummies, where the birth year is grouped at the four-year level, are included in the models. Specifications (2) and (6) also include CEO

| Variable                  | Column 1 | Column 2 | Column 3 | Column 4 | Column 5 | Column 6 |
|---------------------------|----------|----------|----------|----------|----------|----------|
| Tangibility               | 0.2458***| 0.2551***| 0.2551***| 0.2550***| 0.2550***| 0.2550***|
| Profitability             | -0.0597***| -0.0645***| -0.0645***| -0.0646***| -0.0646***| -0.0646***|
| Credit score              | 0.2144***| 0.2398***| 0.2399***| 0.2399***| 0.2398***| 0.2398***|
| Recession-born            | -0.0088***| -0.0058** | -0.0044 | -0.0089***| -0.0097***|          |
| ln(CEO age)               | 0.1053***| -0.0434***| -0.0434***| -0.0455***| 0.1069***|          |
| Female                    | 0.0012 | 0.0016 | 0.0016 | 0.0016 | 0.0016 | 0.0013 |
| Recession-grown CEO       | 0.0006 | 0.0017 |          |          |          |          |
| Recession-grown CEO ×     |          |          |          |          |          |          |
| Recession-born × ln(CEO age) | 0.0218***| 0.0237***|          |          |          |          |
| Age dummies               | YES      | YES      | YES      | YES      | YES      | YES      |
| Cohort group FE           | YES      | YES      | YES      | YES      | YES      | YES      |
| CEO cohort FE             | NO       | YES      | NO       | NO       | YES      |          |
| Industry FE               | YES      | YES      | YES      | YES      | YES      | YES      |
| Region FE                 | YES      | YES      | YES      | YES      | YES      |          |
| Time FE                   | YES      | YES      | YES      | YES      | YES      | YES      |
| NT                        | 746299   | 431666   | 431666   | 431666   | 431666   | 431666   |
| r2                        | 0.1924   | 0.2070   | 0.2063   | 0.2064   | 0.2064   | 0.2071   |
birth cohort dummies. All the models include industry, region and time dummies, and a constant. NT is the number of firm-year observations. R2 stands for R-squared. Standard errors clustered at the firm level are reported in parentheses: * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$.

The results are shown in table 6. In the case of financing costs, the recession-born dummy is positive and statistically highly significant in the baseline model. This estimate suggests that the cohorts born during recessions and financial crises pay approximately 20 basis points more for their credit, when the observed creditworthiness of the firms is held constant. When the entrepreneur-specific controls (i.e., the age, gender, and birth cohort of the CEO) are included in the model, the recession-born dummy is positive but weakly significant. The coefficient is somewhat more conservative, suggesting 11 basis points higher financing costs in this subsample for which the entrepreneur-specific controls are available.

The recession-grown CEO dummy is insignificant in column (3), suggesting that the financing costs are not significantly different for the recession-grown CEOs. Columns (4)-(6) analyze whether the recession-born firm effects are different for recession-grown (or young) CEOs, by including the interactions between the recession-born dummy and the recession-grown CEO dummy (or the measure of CEO age). The interactions are both insignificant, suggesting that the recession cohort effects on financing costs are limited to the starting period of the firm.

29 The cohort profiles provided earlier suggest that the recession-born effect on financing costs is most pronounced among the recent financial crisis cohort of 2009, showing an upward bump in financing costs. The slightly different assumptions used in that model might explain the less pronounced recession-born effect for the 1991-1993 cohort compared to the estimates shown above.
Regarding the use of bank loans, the recession-born dummy is negative and highly statistically significant. That is, the recession-born cohorts use lower amounts of bank loans than the non-recession cohorts. The coefficient remains negative and statistically significant, albeit somewhat more conservative, after the entrepreneur-specific controls are included.\footnote{The age of the CEO is negatively and significantly related to financing costs albeit this effect is not robust to the inclusion of the CEO birth cohort dummies. On the other hand, the age of the CEO is significantly related to the use of bank loans, whereas the sign of the effect depends on whether the CEO birth cohort dummies are included in the model. Furthermore, the gender of the CEO is not significantly related to either the cost or use of credit.} The recession-grown CEO dummy is insignificant, suggesting that the experience of a recession in the yearly adulthood is not significantly reflected in the use of bank loans for these particular cohorts and time periods. Columns (4) shows that the interaction between the recession-born dummy with the recession-grown CEO dummy is negative albeit insignificant, suggesting that the recession-born effects are not significantly larger for firms with CEOs grown during recessions in the full sample. Columns (5)-(6) analyze whether the recession effects are different between old and young CEOs by including the interactions between the recession-born dummy and the age of the CEO. The interactions are positive and highly significant for bank loans, indicating that the recession-born effects on the use of bank loans are larger in absolute terms for the firms with younger CEOs. The average marginal effects for the recession-born dummy from specifications (1) and (3) evaluated at the (log of) CEO ages 25 and 45 are -0.021 and -0.007, indicating that the recession-born effects are three times as large for the younger CEOs as for the older CEOs.
Table 7 Cost and use of credit: the Finnish Great Depression cohorts

Panel A: Financing costs

| Dependent variable | (1) Financing costs | (2) Financing costs | (3) Financing costs | (4) Financing costs | (5) Financing costs | (6) Financing costs |
|--------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| ln(Sales)          | -0.0002***          | -0.0003***          | -0.0003***          | -0.0003***          | -0.0003***          | -0.0003***          |
|                    | (0.0001)            | (0.0001)            | (0.0001)            | (0.0001)            | (0.0001)            | (0.0001)            |
| Tangibility        | -0.0012***          | -0.0049***          | -0.0049***          | -0.0048***          | -0.0049***          | -0.0049***          |
|                    | (0.0004)            | (0.0006)            | (0.0006)            | (0.0006)            | (0.0006)            | (0.0006)            |
| Profitability      | -0.0027***          | -0.0028***          | -0.0028***          | -0.0028***          | -0.0028***          | -0.0028***          |
|                    | (0.0004)            | (0.0006)            | (0.0006)            | (0.0006)            | (0.0006)            | (0.0006)            |
| Credit score       | 0.0285***           | 0.0282***           | 0.0282***           | 0.0282***           | 0.0282***           | 0.0282***           |
|                    | (0.0006)            | (0.0006)            | (0.0006)            | (0.0006)            | (0.0006)            | (0.0006)            |
| Recession-born     | 0.0018***           | 0.0014              | 0.0016              | 0.0016              | 0.0034              | 0.0044              |
|                    | (0.0007)            | (0.0010)            | (0.0010)            | (0.0010)            | (0.0093)            | (0.0093)            |
| ln(CEO age)        | -0.0194             | -0.0025***          | -0.0425***          | 0.0018***           | -0.0192             |                     |
|                    | (0.0150)            | (0.0009)            | (0.0009)            | (0.0008)            | (0.0150)            |                     |
| Female             | 0.0005              | 0.0005              | 0.0005              | 0.0005              | 0.0005              | 0.0005              |
|                    | (0.0005)            | (0.0005)            | (0.0005)            | (0.0005)            | (0.0005)            | (0.0005)            |
| Recession-grown CEO| -0.0005             | -0.0004             |                     |                     |                     |                     |
|                    | (0.0005)            | (0.0005)            |                     |                     |                     |                     |
| Recession-grown CEO × Recession-born |                     |                     |                     |                     |                     |                     |
| Recession-born × ln(CEO age) |                     |                     |                     |                     | -0.0005             | -0.0008             |
|                    | (0.0012)            |                     |                     |                     | (0.0024)            | (0.0024)            |
| Age dummies        | YES                 | YES                 | YES                 | YES                 | YES                 | YES                 |
| Cohort group FE    | YES                 | YES                 | YES                 | YES                 | YES                 | YES                 |
| CEO cohort FE      | NO                  | YES                 | NO                  | NO                  | NO                  | NO                  |
| Industry FE        | YES                 | YES                 | YES                 | YES                 | YES                 | YES                 |
| Region FE          | YES                 | YES                 | YES                 | YES                 | YES                 | YES                 |
| Time FE            | YES                 | YES                 | YES                 | YES                 | YES                 | YES                 |
| N                  | 241106              | 115723              | 115723              | 115723              | 115723              | 115723              |
| r²                 | 0.0477              | 0.0524              | 0.0514              | 0.0515              | 0.0514              | 0.0524              |

Panel B: Bank debt

| Dependent variable | (1) Bank debt | (2) Bank debt | (3) Bank debt | (4) Bank debt | (5) Bank debt | (6) Bank debt |
|--------------------|--------------|--------------|--------------|--------------|--------------|--------------|
| ln(Sales)          | 0.0099***    | 0.0086**     | 0.0089***    | 0.0089***    | 0.0089***    | 0.0086***    |
|                    | (0.0004)     | (0.0005)     | (0.0005)     | (0.0005)     | (0.0005)     | (0.0005)     |
| Tangibility        | 0.2431***    | 0.2538***    | 0.2538***    | 0.2537***    | 0.2537***    | 0.2538***    |
|                    | (0.0029)     | (0.0040)     | (0.0040)     | (0.0040)     | (0.0040)     | (0.0040)     |
| Profitability      | -0.0680***   | -0.0735***   | -0.0736***   | -0.0736***   | -0.0736***   | -0.0736***   |
|                    | (0.0016)     | (0.0023)     | (0.0023)     | (0.0023)     | (0.0023)     | (0.0023)     |
| Credit score       | 0.2152***    | 0.2351***    | 0.2353***    | 0.2353***    | 0.2353***    | 0.2351***    |
|                    | (0.0031)     | (0.0042)     | (0.0042)     | (0.0042)     | (0.0042)     | (0.0042)     |
| Recession-born     | -0.0088***   | -0.0046     | -0.0034     | -0.0953**    | -0.0900**    | -0.0086***   |
|                    | (0.0033)     | (0.0045)     | (0.0046)     | (0.0046)     | (0.0429)     | (0.0429)     |
| ln(CEO age)        | 0.2914***    | -0.0421***   | -0.0422***   | -0.0414***   | 0.2851***    |                     |
|                    | (0.0677)     | (0.0047)     | (0.0047)     | (0.0041)     | (0.0677)     |                     |
| Female             | 0.0024       | 0.0027       | 0.0028       | 0.0028       | 0.0028       | 0.0024       |
|                    | (0.0023)     | (0.0023)     | (0.0023)     | (0.0023)     | (0.0023)     | (0.0023)     |
| Recession-grown CEO| -0.0032      | -0.0018      |                     |                     |                     |                     |
The table shows the estimates for the financing costs and bank debt from the panel regressions over the 1999-2008 period (column (1)) and the 2003-2008 period (columns (2)-(6)). *Recession-born* is an indicator equal to one if the firm was born during the Finnish Great Depression (years 1991, 1992, and 1993), and zero otherwise. **Recession-grown CEO** is an indicator equal to one if the CEO experienced the Finnish Great Depression in the early adulthood (ages between 18 and 25), and zero otherwise. See the previous table for the rest of the definitions. Standard errors clustered at the firm level are reported in parentheses: * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$.

Table 7 reproduces the baseline results for the 1999-2008 period before the international financial crisis with the recession-born indicator now focusing solely on the cohorts born during the Finnish Great Depression and the accompanying banking crisis of the 1990s. In a similar fashion, the recession-grown CEO indicator focuses on the CEO cohorts who lived through the Finnish Great Depression during the impressionable years of their early adulthood. These cohorts should provide useful information for drawing inference about the long-term effects of severe economic depressions and banking crises. This newly defined recession-born indicator takes a value equal to one if the firm is born during the crisis years 1991, 1992 or 1993, and zero otherwise. This should provide a useful robustness test because the estimates of the younger cohorts observed for a shorter period of time and during the

|                         | (0.0025) | (0.0026) | (0.0059) | 0.0232** | 0.0220** |
|-------------------------|----------|----------|----------|----------|----------|
| Recession-grown CEO × Recession-born | -0.0111* | 0.0059   | 0.0025   | 0.0026   | 0.0025   |
| Recession-born × ln(CEO age) | 0.0232** | 0.0220** | 0.0110   | 0.0232** | 0.0220** |

Age dummies: YES, YES, YES, YES, YES, YES, YES

Cohort group FE: YES, YES, YES, YES, YES, YES, YES

CEO cohort FE: NO, YES, NO, NO, NO, YES, YES

Industry FE: YES, YES, YES, YES, YES, YES, YES

Region FE: YES, YES, YES, YES, YES, YES, YES

Time FE: YES, YES, YES, YES, YES, YES, YES

$N$: 382603, 184919, 184919, 184919, 184919, 184919, 184919

$r^2$: 0.1945, 0.2117, 0.2104, 0.2105, 0.2104, 0.2118, 0.2118
financial market turbulence might be less accurate in comparison to their older counterparts.\textsuperscript{31} The concentration on the older cohorts born in the 1990s should provide further insights on whether the recession effects have a lasting rather than transitory impact on the firms.

The results that focus on the depression cohorts of the 1990s in the pre-2008 period remain very similar to the previous estimates as can be seen from specification (1). The additional specifications with the entrepreneur-specific controls also show similar albeit statistically insignificant estimates. The recession-born effect in the financing costs of these cohorts is 18 basis points, in line with the results observed in the case of the more broadly defined recession cohort.

In the case of bank loans, the interaction between the recession-born dummy and the recession-grown CEO dummy is negative and now weakly significant in column (4), suggesting that the recession-born firm effects are larger in absolute term for the CEO cohorts grown during the Finnish Great Depression. The average marginal effects of the recession-born dummy for the recession-grown CEOs are -0.014 and significant at the 5\% level. The economic magnitude of the effect appears to be significant; the predicted values of the bank debt (0.124) for the recession-grown CEOs in the recession-born firms are more than nine percent lower than for the non-recession-grown CEOs (0.137). The interactions between the recession-born firm dummy and the CEO age remain positive and significant in columns (5)-(6). The average marginal effects for the recession-born dummy in column (6) evaluated at

\textsuperscript{31} The correlation coefficient between the recession-born indicator and the cohort group dummy containing cohorts 1990-1993 rises from the previous less than 0.80 to 0.84, which might as such call for some caution, while the above estimates seem to provide no obvious reasons for concern.
the (log of) CEO ages 25 and 45 are about -0.019 and -0.006, respectively. They are significant at the 5% level for the younger cohort and insignificant for the older cohort.

Overall, these findings suggest that the depression cohorts of the 1990s are a key group behind the persistent differences between the recession and the non-recession cohorts observed previously in the analysis. However, the further (unreported) analysis suggests that the significance of the younger recession cohorts has risen relative to the older depression cohorts during the more recent periods in the aftermath of the international financial crisis.\(^\text{32}\)

The magnitude of the recession-born effect on the financing costs (up to 20 basis points) roughly matches and even exceeds the magnitude of a five-point change in the credit score from the lower bound of the credit rating class AA+ (credit score: 20) to the lower bound of the credit rating class AA (credit score: 25). This credit rating change would increase the predicted financing costs approximately 14 basis points (i.e., from 4.97% p.a. to 5.11% p.a).

The persistent recession-born effect of a similar magnitude is intriguing because the observed creditworthiness of the firms is controlled for in the regressions. The recession-born effect on the amount of bank debt used also appears to be significant in economic terms. Because the mean value of bank debt is 0.137, the baseline recession-born estimate of approximately -0.009 suggests that the recession cohorts use an amount of bank debt that is more than six percent lower than the amount used by the non-recession cohorts. The observation of such a

\(^{32}\) The baseline estimates for the Finnish Great Depression cohort remain quite robust up to year 2010. The statistical significance and size of the estimates for this cohort is weaker and more conservative, respectively, in the sample covering the later years of the post-crisis period. This could indicate that the younger recession cohorts start to dominate in the sample during the more recent years and that ignoring them would underestimate the effect. Indeed, the prolonged Finnish recession that began in 2012 has continued in 2013-2014, already matching the length of the 1990s depression.
lasting impact suggests persistent differences either in the firms’ perceived riskiness or in the entrepreneurs’ attitudes towards bank finance. This result suggests that severe recessions and periods of financial instability could have scarring effects.

The previous literature suggests that certification provided by banks is particularly important for firms that do not have access to public debt markets (see, e.g., Diamond 1991; Slovin et al. 1993). This suggests that any problems in the lending relationships could have potentially far-reaching implications for the firms. Indeed, the cohorts born during the Finnish Great Depression in the middle of the banking crisis of the 1990s could have lost their access to intermediated credit. The previous literature indicates that the lost access to financial intermediates and the termination of lending relationships because of the banking crises could be damaging to the firms (e.g., Bernanke 1983; Slovin et al. 1993; Peek and Rosengren 2000; Kroszner et al 2007; Khwaja and Mian 2008). The firms could also have suffered financially because of steep and prolonged economic contraction. The disruptions in lending relationships and other financial problems could explain why the firms might be perceived as of lower quality from the lenders’ point of view than otherwise identical firms born during stronger economic times.33

Second, the earlier literature suggests that corporate managers who started out during recessions could have less faith in financial markets and could utilize external finance more conservatively (cf. Graham and Narasimhan 2004; Malmendier and Nagel 2011; Malmendier

33 Alternatively, one could also make an argument that these firms at least survived the depression, unlike other potentially lower quality firms. This potential selection effect is worth entertaining in the interpretation. However, a survivorship bias of this kind could in fact predict an opposite sign for the estimates and suggest even larger absolute effects than observed here.
Malmendier et al. (2011) suggest that recession cohorts, having witnessed a major financial crisis, may be debt averse and lean excessively towards internal finance. Schoar and Zuo (2016) also suggest that recession-born managers make more conservative capital structure choices, including lower use of leverage. Indeed, these differences in the attitude towards bank finance could explain why the recession cohorts use bank loans in smaller amounts than other cohorts.

The findings of this study also indicate that the recession-born effects are largest among the young CEOs, suggesting that the scarring effects are most damaging for them. These findings appear to be in line with the psychological and economic literature that suggests that macroeconomic shocks have a more significant effect on young individuals (see Giuliano and Spilimbergo 2014). However, the recession cohort effect appears to be more related to the firms started during recessions rather than to the earlier experiences of the CEOs grown up in recessions, at least in the sample covering also the recent post-crisis years of the international financial crisis. Meanwhile, the analysis of the Finnish Great Depression cohorts in the pre-2008 period suggests that the long-term impact of the recession-born firm effect on the use of bank loans is larger for the recession-grown (and young) CEOs (i.e., those, who were still young adults when their firm was started). Taken together, the findings of the study suggest that the experience of a recession during the (early years of) entrepreneurship appears to be an important factor driving the findings on the long-lasting recession impact.\footnote{34} The previous studies that analyze the cohort-specific effects of the Great Depression and other U.S. recessions have focused on publicly listed firms. The current study suggests that similar

\footnote{34} Although the intergenerational transmission of the recession effect may not be ruled out, say, in the case of family firms.
persistent effects are observed among privately held small businesses in a different institutional environment in Finland.

7. Conclusions

This paper studied the life-cycle profiles of small firms’ financing costs and the use of bank financing. The study used an extensive panel of Finnish firms from the 1999-2013 period and paid attention to disentangling age, period, and cohort effects in the empirical models. This identification problem has been largely ignored in the earlier corporate finance literature. The findings of the current study suggest that the choice of method affects the conclusions drawn about the relationship between financing costs and firm age. The cross-sectional age profiles of financing costs are hump-shaped and consistent with the hold-up theories. In contrast, the methods that control for cohort or firm fixed effects suggest that the financing costs decrease monotonically as the firms mature, in line with the prediction of Diamond (1989). The findings suggest that these differences in the life-cycle profiles relate to cohort effects. Moreover, the age profiles of the use of credit indicate that firms are more dependent on financial intermediaries in the early periods of their lives.

A few main findings are made about the cohort effects. First, the younger cohorts face lower costs of credit than the older cohorts. While the source of this cohort effect was not formally tested, the longer-term trend of decreasing cohort-specific financing costs would generally appear to be consistent with the hypothesis regarding improvements in the financial system and information environment. Second, the findings suggest that the cohorts born in recessions, particularly the Finnish Great Depression and accompanying banking crisis of the 1990s and the more recent international financial crisis, face higher financing costs and use lower amounts of bank loans in a persistent fashion. This effect is robust to controlling for the
creditworthiness of the firms with commercial credit scores. The recession-born firm effect is larger for younger CEOs, in line with the prediction that macroeconomic shocks have a more significant effect on young individuals. However, the recession cohort effect appears to be more related to the experience of starting-up the firm in the recession than to the CEOs growing up in a recession during their early adulthood. Overall, these findings suggest that recessions and periods of financial instability could have a lasting impact on the perceived riskiness of the firms and their use of external finance in the future. Such persistent effects, observed even many years after the depression and banking crisis of the 1990s, are intriguing and might call for additional research to further understand their causes.

The findings could also prove useful in the designing of policies to avoid lasting adverse effects from recessions and periods of financial instability. First, the decrease in the cost of credit has diminished the case for government intervention. Second, the life-cycle profiles of the cost and use of credit indicate that potential policy interventions would likely have best rationalization when targeting younger firms. Finally, the long-lasting recession effects faced by the recession cohorts imply that the periods of financial instability might call for some policy measures targeted to bank-dependent small businesses. However, an effective implementation of the policy measures remains a key challenge.

Taken together, the findings of the paper suggest that the choice of method in disentangling age, period, and cohort effects matters for the conclusions drawn about the life-cycle effects in small business finance. One key implication from the analysis is that the life-cycle profiles estimated from cross-sectional datasets, whose use has been a common practice in the previous corporate finance literature, should be interpreted with caution. Moreover, the existence of cohort effects in the cost and use of credit observed in this study also suggests that the identification problem should not be overlooked either in the repeated cross-section
or in the panel datasets. The future literature could further study the scope of the cohort effects in various institutional environments.
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Appendix

Table A 1 Panel statistics

| Year   | Freq. | Percent | Cum. | Year   | Freq. | Percent | Cum. |
|--------|-------|---------|------|--------|-------|---------|------|
| 2000   | 14214 | 3.26    | 3.26 | 2000   | 19379 | 2.6     | 2.6  |
| 2001   | 21906 | 5.03    | 8.29 | 2004   | 30161 | 4.04    | 6.64 |
| 2002   | 34683 | 7.96    | 16.25| 2002   | 48662 | 6.52    | 13.16|
| 2003   | 35432 | 8.13    | 24.38| 2003   | 51756 | 6.94    | 20.09|
| 2004   | 30889 | 7.09    | 31.47| 2004   | 52982 | 7.1     | 27.19|
| 2005   | 24828 | 5.7     | 37.17| 2005   | 43285 | 5.8     | 32.99|
| 2006   | 26362 | 6.05    | 43.22| 2006   | 46117 | 6.18    | 39.17|
| 2007   | 26741 | 6.14    | 49.36| 2007   | 45826 | 6.14    | 45.31|
| 2008   | 26051 | 5.98    | 55.34| 2008   | 44435 | 5.95    | 51.27|
| 2009   | 29914 | 6.87    | 62.2 | 2009   | 53083 | 7.11    | 58.38|
| 2010   | 40874 | 9.38    | 71.59| 2010   | 76584 | 10.26   | 68.64|
| 2011   | 42680 | 9.8     | 81.38| 2011   | 79833 | 10.7    | 79.34|
| 2012   | 40885 | 9.38    | 90.77| 2012   | 76645 | 10.27   | 89.61|
| 2013   | 40231 | 9.23    | 100  | 2013   | 77551 | 10.39   | 100  |
| Total  | 435690| 100     |      | Total  | 746299| 100     |      |

The table reports the panel statistics for each year, including the number of firm observations and the associated percentages of the sample.
Figure A 1 Life-cycle profiles of financing costs (2005-2013) (defaults and bankruptcies)

The figures show the fitted life-cycle profiles of financing costs and associated 95% confidence intervals from the panel regressions over the 2005-2013 period. The models include firm age dummies and the following controls: $\ln(Sales)$, Tangibility, Profitability, Credit score, Default and Bankruptcy. In addition, two-digit-level industry dummies and two-digit zip-code-level regional dummies are included in specifications 1-5. The models with the following additional controls are estimated: 1) time fixed effects 2) cohort fixed effects 3) cohort fixed effects (birth years grouped at the four-year level) and time fixed effects 4) cohort fixed effects and macro controls 5) cohort and time fixed effects 6) firm and time fixed effects.
Figure A 2 Life-cycle profiles of bank debt (2005-2013) (defaults and bankruptcies)

The figures show the fitted life-cycle profiles of bank debt and associated 95% confidence intervals for the panel regressions over the 2005-2013 period. The models include firm age dummies and the following controls: \(\ln(Sales)\), Tangibility, Profitability, Credit score, Default and Bankruptcy. In addition, two-digit-level industry dummies and two-digit zip-code-level regional dummies are included in specifications 1-5. The models with the following additional controls are estimated: 1) time fixed effects 2) cohort fixed effects 3) cohort fixed effects (birth years grouped at the four-year level) and time fixed effects 4) cohort fixed effects and macro controls 5) cohort and time fixed effects 6) firm and time fixed effects.