Evolution of amorphous carbon across densities: an inferential study
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In this paper, we offer large and realistic models of amorphous carbon spanning densities from 0.95 \( \text{g/cm}^3 \) to 3.5 \( \text{g/cm}^3 \). The models are designed to agree as closely as possible with experimental diffraction data while simultaneously attaining a local minimum of a density functional Hamiltonian. The structure varies dramatically from interconnected wrapped and defective \( sp^2 \) sheets at 0.95 \( \text{g/cm}^3 \) to a nearly perfect tetrahedral topology at 3.5 \( \text{g/cm}^3 \). Force Enhanced Atomic Refinement (FEAR) was used and is shown here to be computationally superior and more experimentally realistic than conventional \textit{ab initio} melt quench methods. We thoroughly characterize our models by computing structural, electronic and vibrational spectra. The vibrational density of states of the 0.95 \( \text{g/cm}^3 \) model is strikingly similar to monolayer amorphous graphene. Our \( sp^2/\text{sp}^3 \) ratios are close to experimental predictions where available, a consequence of compelling a satisfactory fit for pair correlation function.

I. INTRODUCTION

Amorphous materials are exploited for myriad applications such as thin-film transistors, solar photovoltaics, coatings and artificial heart-valves.\cite{1,2} However, a lack of long range order in amorphous solids impose a challenge for a condensed matter theorists. A logical approach for determining structure is to use experiment to infer structure. This is accepted practice for crystals, even those with extremely large unit cells. For amorphous materials, a unique inversion is impossible because of the smooth structure factors and pair-correlation functions. The key shortcoming of such an approach is the unbiased inclusion of chemical information. A long used alternative: the method of “melt quenching” is limited by fast quenching rates and ignores a priori experimental information in the process of model formation.\cite{2}

We have implemented Force Enhanced Atomic Refinement (FEAR)\cite{17,18} method in amorphous carbon (a-Carbon). FEAR has advantages over other contemporary inversion methods. It’s ability to predict accurate structure with correct chemical composition gives us computation time benefit. Often these models result in highly-constrained or under-constrained structures, which may turn out be inaccurate or totally unrealistic.\cite{9,10} To resolve these in-adequacies different experimentally motivated constraints have been proposed such as: multiple scattering data\cite{11,13}, bond-angle constraints \cite{14}, coordination constraints \cite{6} and so on, which can be quite effective.\cite{9}

The real concern about constraints is that they introduce bias into the modeling scheme. Alternatively, energy functional based constraints involve minimization of total energy and total forces. Numerous approaches\cite{15,19} depending upon stage for implementing minimization have been explored using empirical/DFT interactions along with several other methods.\cite{20,26}

We have implemented Force Enhanced Atomic Refinement (FEAR)\cite{17,19} method in amorphous carbon (a-Carbon). FEAR has advantages over other contemporary inversion methods. It’s ability to predict accurate structure with correct chemical composition, starting from a random structure without any constraints has been a feature of this approach. We have used FEAR with state of the art \textit{ab initio} interactions for our calculations. FEAR has been tested in several materials, it is a robust and efficient method to model different amorphous systems.\cite{17,18}

In this paper, we present a series of models of a-Carbon at various densities using the same approach for all. We systematically report the dependence of observables on the density. The paper is organized as follows, In section 2 we discuss the computational methodology. In section 3, we report our models and the methods of preparation. Section 4, mainly focuses on the structural properties of the models and comparisons to experiments. Section 5 is devoted to the electronic properties of the system. Section 6 we describe the vibrational properties of these carbons. In section 7, we summarize our findings and
discuss the effectiveness of our approach by comparing it to the other known results.

II. METHODOLOGY

We have prepared four models of a-Carbon with 648 atoms at densities (3.50 g/cm$^3$, 2.99 g/cm$^3$, 2.44 g/cm$^3$ and 0.951 g/cm$^3$) using FEAR. In FEAR, we begin with randomly chosen coordinates which are subjected to partial structural refinement with “M” accepted RMC steps and partial relaxations with conjugate gradient (CG) method for “N” relaxation steps. This cycle is repeated until the model is fully converged (fitting the data and a minimum of the DFT interactions).[17] [18] To our knowledge, these are the largest ab initio models offered to date for a-Carbon.

The relaxation step was performed with single-ζ basis, periodic boundary conditions and Harris functional at constant volume using SIESTA[27]. As an additional check of our models, we have relaxed the converged models using the ab initio package VASP[28] with plane wave basis[29], $\Gamma (k = 0)$, plane-wave cutoff of 400 eV and an energy convergence tolerance of 10$^{-6}$ eV. To compare and contrast, we have also prepared ab initio based MQ models. We have prepared three models (160 atom) each using SIESTA (LDA, Harris functional) and VASP (LDA, self-consistency).[29] [30]

III. MODELS

The starting random configuration is fitted to appropriate experimental data with RMCPProfile[31]. After every $\sim$100 accepted RMC moves[17–19], the total energy and forces were evaluated (using a single force call) and the atoms were moved along the gradient to reduce the total energy. We have chosen a maximum RMC step size of 0.25 Å⋅0.375 Å, a minimum approach of 1.05 Å⋅1.20 Å, with a fixed spacing of 0.02 Å and 0.04 – 0.085 weight of the experimental data. Meanwhile, relaxation (CG) is carried out in SIESTA using a force tolerance of 0.01 eV/Å and maximum CG displacement of 0.70 Å.

In the meantime, we implemented MQ calculations with random coordinates, which were equilibrated at 7000 K, then cooled to 300 K, further equilibrated at 300 K and finally relaxed using CG method. This process employed a time step of 1.0 fs for a total time of 26 ps. We have also prepared a self-consistent MQ model using VASP. These models were started from random, then heated to 8000 K, equilibrated at 8000 K, cooled to 300 K and finally relaxed with CG method. A time step of 1.5 fs was used for total time of 24 ps.

These models will hereafter be identified as (F648, S160 and V160). The assigned nomenclature indicates: method of preparation (FEAR-SIESTA-VASP) and number of atoms in the cell of each model. We have used our previous VASP prepared model (V72 at 0.92 g/cm$^3$)[32] to compare the result of our lowest density model. Our models are summarized in Table. 1.

IV. STRUCTURAL PROPERTIES

Structurally, amorphous carbon at density 3.50 g/cm$^3$ is diamond-like ($sp^3$) bonded whereas near graphitic density 2.27 g/cm$^3$ it is mostly $sp^2$ bonded and further at low densities (< 2.0 g/cm$^3$) we observe a few $sp$-bonding of mostly $sp^2$ bonded carbon structures.[33] This change in bonding preferences with density is shown in Fig. 1. We have assigned different color codes (via. Jmol[32]) for varying bonding and it reveals at high densities $sp^2$ mainly inter-connects $sp^3$ networks while at low densities it is exactly vice-versa. Our $sp^2/ sp^3$ ratios are close to experimental findings.[40] [41] In Fig. 2, we show a comparison of experimental static structure factor ($S(Q)$) and radial distribution function (RDF, $g(r)$) with our FEAR models.

At density 3.50 g/cm$^3$, we have used a Wooten-Wearie-Winer (WWW)[34] model as our input experimental diffraction data as no data is available for this density. The WWW model is obtained with bond-switching-algorithm[42] with perfect (100 % $sp^3$) bonding and has been an ideal model for tetrahedral amorphous systems.[43] We have close agreement for both $S(Q)$ and $g(r)$ with the WWW model, further we reproduce 96 % of the $sp^3$ content in our model (Table 1). In contrast, earlier finding[44] report a lower concentration of $sp^3$ at this density.

We have used experimental diffraction data as our RMC input for next three calculations. At a density 2.99 g/cm$^3$, we employed the neutron diffraction data of Gilkes et al.[35] which is estimated to have 84% $sp^3$ bonding and a coordination-number (n) of 3.84. Our obtained $S(Q)$ and $g(r)$ are in an excellent agreement with experiment and we reproduce 82.70 % $sp^3$ bonding with a coordination(n) of 3.83. Similarly, at density 2.44 g/cm$^3$, we have used experimental diffraction data of Li and Lannin[36] as our RMC input. We again obtain good agreement with the experimental diffraction data ($S(Q)$ and $g(r)$) while some deviations are seen in MQ models. These results for densities (2.99 g/cm$^3$ and 2.44 g/cm$^3$) are in better agreement with the experiment compared to some earlier work.[33] [38] [44]

Finally, at density 0.95 g/cm$^3$, we employed neutron diffraction data obtained for silicon carbide-derived nanoporous carbon(SIC-CDC)[37] as FEAR input. Amorphous carbon at this density is also known as glassy carbon, a bit of a misnomer as the materials are not conventional glasses. The uncertainty of density, structure and significant H-content makes it difficult to study glassy carbons.[6] [10] [45] [47] Most calculations include strong assumptions, such as choosing a perfect graphitic or graphene sheets, co-ordination restrictions, bond-angle restrictions and so on.[6] [45] [47] [48] Some of these constrained models were found to be unstable.
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FIG. 1: (Color online) Visualization of the different bonding in amorphous carbon (F648): purple ($sp^3$), orange ($sp^2$), green ($sp$) and red (singly bonded). Periodic boundary condition were used, only atoms in reference cell are shown.

TABLE I: Nomenclature and details of our models: Position of first minimum of RDF ($r_{min}$), average co-ordination number ($n$), percentage of $sp^3$, $sp^2$ and $sp$ and total CPU time for the simulation ($T_0$).

| Models | $\rho = 3.50 \text{ (g/cm}^3$) | $\rho = 2.99 \text{ (g/cm}^3$) | $\rho = 2.44 \text{ (g/cm}^3$) | $\rho = 0.95 \text{ (g/cm}^3$) |
|--------|-----------------|-----------------|-----------------|-----------------|
| F648   | 3.96            | 3.98            | 3.83            | 3.41            |
| V160   | 3.94            | 3.75            | 3.85            | 3.26            |
| S160   | 3.83            | 3.70            | 4.14            | 3.58            |
| F648   | 4.00            | 2.50            | 6.25            | 0.60            |
| V160   | 6.25            | 25.00           | 15.00           | 0.63            |
| S160   | 17.30           | 25.00           | 15.00           | 0.62            |
| F648   | 57.40           | 72.50           | 41.25           | 9.60            |
| V160   | 72.50           | 41.25           | 79.00           | 33.33           |
| S160   | 58.13           | 10.80           | 66.67           | —               |

$^a$ at density 0.92 g/cm$^3$, $^{10}$

$^b$ CPU time for fixed number of total cores.

and were subjected to change upon relaxation. Additionally, accurate “ab initio” (complete basis DFT) based calculations of these glassy carbons have been limited to a few hundred atoms until this work. To check this sig-
significant inferences we repeated the calculation with a different random starting point and received a statistically equivalent model.

Our F648 model depicts the best extant picture of glassy carbon starting from random and without any bias. We have a credible agreement with the experiment as we have successfully reproduced major RDF peaks for glassy carbon occurring at, 1.42 Å, 2.46 Å, 2.84 Å and so on. [49] There is a slight deviation in the low Q range which was also observed in previous work [6, 37] done with (> 3200 atoms), concluding that it’s not a finite size limitation.

A. Bond Angle Distribution and Ring statistics

Bond angle distribution (BAD) and ring statistics provide vital information about microstructure. In a typical RMC simulation with a perfect fit to experiment, a peak near ~ 60.0° is observed in BAD [17]. This is one of the major drawbacks of using RMC which FEAR avoids. Although, constraints have been suggested [33] to avoid these unrealistic cases, FEAR achieves it without external bias. We have reported our result for BAD and ring statistics in Fig. 3.

At the high density the BAD peak is close to the tetrahedral angle of 109.5°, with small deviation. At low densities the BAD peak is closer to 120.0°, indicating trigonal symmetry is dominant in these structures. It is reported that even with high sp² content BAD peak at low density is close to 117.0° [50].

We have shown in Fig. 3 that amorphous carbons mostly prefer 5-7 membered ring structures. This is also true for the high sp² concentration structures which further clarifies that these a-C structures are different from graphite (only 6 membered rings). A negligible fraction of smaller ring structures were also observed but these are less than MD and other calculations. [33] The ring statistics were evaluated with King’s shortest path method [51] using ISAACS software. [52]

B. Convergence and stability of FEAR carbon

In FEAR, we obtain low values of χ² in conjunction with a local energy minimum [53]. Our plot of variation of total energy (E) and χ² is shown in Fig. 3. The results obtained shows that a initial structure in formed within few hundred FEAR steps where the system has attained the energy landscape for a-Carbon with some defects. These states have more or less the same average energy and as we move along with FEAR steps these defects are removed, thus leading to a chemically realistic structure.

V. ELECTRONIC DENSITY OF STATES

The concentration of sp, sp² and sp³ states strongly influence the nature of the electronic density of states (EDOS). As in the case of diamond, a-Carbon with high sp³ is non-conducting. We have presented plots of the EDOS of our F648 models in Fig. 4, where we have also decomposed the total EDOS by sp³, sp² and sp contributions. We can clearly see that that the sp² states for density 3.50 g/cm³ act as a defect and leads to formation of a pseudo-gap. [54] Subsequently, a-Carbon models at lower density are conducting as expected. [38] [55] In Fig. 4 (Right panel) we show the plot of Inverse Participation Ratio (IPR) [56], IPR gives information about the spatial localization of electronic states. As seen in Fig. 4,
the gap states for high density are highly localized while the lower two density have much more extended states. This supports our observation that low density a-Carbon are conducting.

![Graph](image)

**FIG. 3:** (Color online) **Left panel** Bond angle distribution (BAD) and Ring statistics of F648 models. **(Right panel)** Plot of total energy (SIESTA) per atom (red line, F648) and cost function (blue line, F648) ($\chi^2$) versus number of FEAR steps ($N_0$). Final relaxed MQ energies are shown for comparison (green line, S160).

VI. VIBRATIONAL PROPERTIES

The vibrational density of states (VDOS) provides crucial information about changes in local bonding environment which is very effective test for theoretical models and offers a remarkably direct comparison between experiment and theory. It is well known that a-Carbon exhibits two major peaks in VDOS and Raman spectra show these occurring at: $\sim 1500 \text{ cm}^{-1}$ and $\sim 800 \text{ cm}^{-1}$.\[60\] In contrast, several theoretical models show a single broad peak occurring roughly at $\sim 1100 \text{ cm}^{-1}$.\[54, 58\]

We have calculated the vibrational density of states (VDOS) of our four F648 models. The dynamical matrix was obtained by displacing each atom in 6-directions ($\pm x, \pm y, \pm z$) by a small displacement of 0.015Å (see details).\[59\] We have used Harris functional to our advantage for accelerating these computationally intensive calculations. Our VDOS plot for the four models are shown in Fig.5.

Our results show reasonable agreement with the literature. There is distinct bifurcation seen in our F648 models as seen in several experiments. At 3.50 g/cm$^3$, we compare our result with VDOS obtained for 216-WWW model.\[54\] We observed a slight shift for 2.99 g/cm$^3$ as compared to model at 3.50 g/cm$^3$. At 2.44 g/cm$^3$, we have compared our results (sp$^3$ fraction 42.0%) with experimental data obtained for amorphous carbon containing sp$^3$ fraction at 60% $\pm$ 10%, we have a qualitative match with the experimental finding. The position of two peaks and their relative intensity is reported to slightly differ for different incident energies and sp$^3$ fraction.\[57, 61\]

At low density 0.95 g/cm$^3$, our model resembles distorted graphene structures (see Fig.1). We have compared our results with 2D a-graphene result of Li and Drabold.\[60\] The plots bear a remarkable similarity, most notably the peak occurring at $\sim 700\text{ cm}^{-1}$ and $\sim 1400\text{ cm}^{-1}$. This is surprising in view of the two models have different topology (one is 3-D, the other one 2-D).
FIG. 5: (Color online) Plot of Vibrational density of states (VDOS) (black line, F648), comparison with previous literatures (red dots and lines) \cite{34, 57, 60}, and Inverse participation ratio (IPR) (orange dots) for F648 models.

We have also computed the inverse participation ratio (IPR) for our F648 models. IPR, gives localization of these vibrational modes.\cite{32, 59} Our obtained result for IPR shows that vibrational modes are extended at the low frequency regime and localized modes are only observed at a higher frequency than $\sim 1500\text{ cm}^{-1}$, which are likely to be localized stretching modes.\cite{32, 58}

VII. CONCLUSIONS

We have used a uniform approach to model a-Carbon using FEAR at various densities. We have used the FEAR efficiency to obtain large size (648 atom) “ab initio” based models. FEAR allows system to evolve on its own to find the appropriate energy minimum based on the force direction evaluated at each relaxation step. This inclusion of ab initio interactions not only guides us towards a chemically correct structures, it directly helps us to avoid high energy small ring structures. A typical RMC based calculation fails to accurately model amorphous systems without the addition of experimental based constraints. FEAR models yield a lower DFT energy minimum and take less time to converge as compared to the regular models obtained via method of “melt and quench” with same interactions.

We have established a set of accurate ab initio models for amorphous carbon that we hope will serve as a benchmark for future modeling studies.
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