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Abstract. We give a lower bound on the spectral gap for a class of stochastic energy exchange models. In 2011, Grigo et al. introduced the model and showed that, for a class of stochastic energy exchange models with a uniformly positive rate function, the spectral gap of an \(N\)-component system is bounded from below by a function of order \(N^{-2}\). In this paper, we consider the case where the rate function is not uniformly positive. For this case, the spectral gap depends not only on \(N\) but also on the averaged energy \(E\), which is the conserved quantity under the dynamics. Under some assumption, we obtain a lower bound of the spectral gap which is of order \(C(E)N^{-2}\) where \(C(E)\) is a positive constant depending on \(E\). As a corollary of the result, a lower bound of the spectral gap for the mesoscopic energy exchange process of billiard lattice studied by Gaspard and Gilbert (2008, 2009) and the stick process studied by Feng et al. (1997) are obtained.

1. Introduction

1.1. Background and model. Recently, Grigo et al. introduced a class of stochastic energy exchange models, which are pure jump Markov processes with a continuous state space in [10]. The model is a generalization of the mesoscopic energy exchange process of billiard lattice studied in [7] and [8] by Gaspard and Gilbert. Showing the hydrodynamic limit for such a mesoscopic model of mechanical origin is a very important step for a rigorous derivation of a diffusion equation or Fourier law from a system which is purely deterministic.

One of the key estimates required for the hydrodynamical limit is a sharp lower bound on the spectral gap of the finite coordinate process (cf. [12]). What is needed is that the gap, for the process confined to cubes of size \(N\), shrinks at a rate \(N^{-2}\). Up to constants, this is heuristically the best possible...
lower bound. For a wide class of interacting particle systems or diffusion processes, the desired spectral gap estimates have been obtained (cf. [12, 13]). On the other hand, for pure jump processes with a continuous state space, this type of estimate has been scarcely shown. To our knowledge, only for the Kac walk and its generalizations (cf. [6, 3]), the sharp estimate of the spectral gap have been shown before the result [10] by Grig et al. for stochastic energy exchange models. Our goal is, as a first step for proving the hydrodynamic limit, to extend the result in [10] to the class including the mesoscopic energy process of the billiard lattice.

The dynamics of the stochastic energy exchange model introduced by Grigo et al. is described as follows: For each integer \( N \geq 2 \), denote by \( \Lambda_N \), the one-dimensional cube \( \{1, 2, \ldots, N\} \). A Configuration of the state space \( \mathbb{R}^{\Lambda_N}_+ \) is denoted by \( x \), so that \( x_i \) indicates the energy at site \( i \in \Lambda_N \), which is a positive real number. Fix a nonnegative function \( \Lambda : \mathbb{R}_+^2 \to \mathbb{R}_+ \), which is called a rate function, and a continuous function \( P : \mathbb{R}_+^2 \to \mathcal{P}([0,1]) \) where \( \mathcal{P}([0,1]) \) is the set of probability measures on \([0,1]\). At each nearest neighbor pair of the lattice \((i, i+1)\), energy exchange independently happens with rate \( \Lambda(x_i, x_{i+1}) \). When the energy exchange happens between the pair \((i, i+1)\), a number \( 0 \leq \alpha \leq 1 \) is drawn, independently of everything else, according to a distribution \( P(x_i, x_{i+1}, d\alpha) \) and the energy at site \( i \) becomes \( \alpha(x_i + x_{i+1}) \), the energy at site \( i + 1 \) becomes \( (1 - \alpha)(x_i + x_{i+1}) \), and all other energies remain unchanged.

More precisely, we consider a continuous time Markov jump process \( x(t) \) on \( \mathbb{R}_N^+ \) by its infinitesimal generator \( \mathcal{L} \), acting on measurable bounded functions \( f : \mathbb{R}_N^+ \to \mathbb{R} \) as

\[
\mathcal{L}f(x) = \sum_{i=1}^{N-1} \Lambda(x_i, x_{i+1}) \int P(x_i, x_{i+1}, d\alpha)[f(T_{i,i+1,\alpha}x) - f(x)]
\]

where

\[
(T_{i,i+1,\alpha}x)_k = \begin{cases} 
x_k & \text{if } k \neq i, i+1 \\
\alpha(x_i + x_{i+1}) & \text{if } k = i \\
(1 - \alpha)(x_i + x_{i+1}) & \text{if } k = i+1.
\end{cases}
\]

Obviously, the process preserves the total energy \( \sum_{i=1}^{N} x_i \). Therefore, for each \( \mathcal{E} > 0 \), the set of configurations with mean energy \( \mathcal{E} \) per site

\[
\mathcal{S}_{\mathcal{E},N} = \{ x \in \mathbb{R}_N^+ : \frac{1}{N} \sum_{i=1}^{N} x_i = \mathcal{E} \}
\]

is invariant for the process. Since \( \mathcal{S}_{\mathcal{E},N} \) is compact and invariant, the assumed continuity of \( \Lambda \) and \( P \) guarantees the existence of at least one stationary distribution \( \pi_{\mathcal{E},N} \) for \( x(t) \) on each \( \mathcal{S}_{\mathcal{E},N} \). As mentioned, the scaling of the rate of convergence towards the stationary distribution in terms of the lattice size \( N \) is of crucial importance in studying the hydrodynamic limit of this model, especially if the system is of non-gradient type.
Under certain conditions, Grigo et al. proved that the spectral gap of the generator \( \mathcal{L} \) on \( \mathcal{S}_{\mathcal{E},N} \) is of order \( N^{-2} \) uniformly in the mean energy \( \mathcal{E} \) \((10)\). Since their proof used the weak convergence in Vaserstein distance, it applies very general rate functions \( \Lambda \) and transition kernels \( P \). The existence of a lower bound on the rate function \( \Lambda \) and the reversibility of the process are keys of their assumptions. However, as pointed out by themselves, since the mesoscopic energy exchange process of billiard lattice does not satisfy the first assumption, it was desirable to remove the assumption on the existence of a uniform lower bound of the rate function. In this paper, we relax the assumption and study the case where a rate function satisfies \( \Lambda(a,b) \geq C(a+b)^m \) for some \( C > 0 \) and \( m \geq 0 \) intuitively. We give a precise assumption later, which is satisfied by the mesoscopic energy exchange process of billiard lattice.

To weaken the condition on the rate function \( \Lambda \), we need a stronger condition on the reversible measure. Precisely, we assume that our process is reversible with respect to a product Gamma-distribution. This condition is satisfied for general mechanical models and hence mesoscopic energy exchange processes of mechanical origin, such as the mesoscopic energy exchange process of billiard lattice. See also Remark 1.2 below to understand why this condition is natural from a physical point of view.

1.2. Notations and main result. For each \( \gamma > 0 \), let \( \nu_\gamma \) denote a Gamma distribution on \( \mathbb{R}_+ \) with a scale parameter 1 and a shape parameter \( \gamma \), i.e.

\[
\nu_\gamma(dx) = x^{\gamma-1} \frac{e^{-x}}{\Gamma(\gamma)} dx.
\]

Let \( \nu_\gamma^N \) denote the product measure of \( \nu_\gamma \) on \( \mathbb{R}_+^N \) and \( \nu_{\mathcal{E},N}^\gamma := \nu_\gamma^N|_{\mathcal{S}_{\mathcal{E},N}} \) denote the conditional probability measure of \( \nu_\gamma^N \) on \( \mathcal{S}_{\mathcal{E},N} \). From now on, we fix an arbitrary \( \gamma > 0 \) and assume that \( \nu_{\mathcal{E},N}^\gamma \) is a reversible measure for \( \mathcal{L} \). We also denote \( \nu_{\mathcal{E},N}^\gamma \) by \( \nu_{\mathcal{E},N} \) when there is no confusion.

Denote by \( L^2(\nu_{\mathcal{E},N}) \) the Hilbert space of functions \( f \) on \( \mathcal{S}_{\mathcal{E},N} \) such that \( E_{\nu_{\mathcal{E},N}}[f^2] < \infty \). Then, the associated Dirichlet form is given by

\[
\mathcal{D}(f) = \mathcal{D}_{\mathcal{E},N}(f) := \int \nu_{\mathcal{E},N}(dx)[-\mathcal{L}f](x)f(x)
\]

\[
= \frac{1}{2} \sum_{i=1}^{N-1} \int \nu_{\mathcal{E},N}(dx)\Lambda(x_i, x_{i+1}) \int P(x_i, x_{i+1}, d\alpha)[f(T_{i,i+1,\alpha}x) - f(x)]^2
\]

for all \( f \in L^2(\nu_{\mathcal{E},N}) \).

We define

\[
\lambda(\mathcal{E}, N) := \inf \left\{ \frac{\mathcal{D}_{\mathcal{E},N}(f)}{E_{\nu_{\mathcal{E},N}}[f^2]} \mid E_{\nu_{\mathcal{E},N}}[f] = 0, \ f \in L^2(\nu_{\mathcal{E},N}) \right\}
\]

(1.2)

and call \( \lambda(\mathcal{E}, N) \) the spectral gap of \( -\mathcal{L} \) on \( \mathcal{S}_{\mathcal{E},N} \) in \( L^2(\nu_{\mathcal{E},N}) \).
Theorem 1. Assume that there exist a positive constant $\tilde{C} > 0$ and a real number $m \geq 0$ such that the following holds:
\[
\lambda(E, 2) \geq \tilde{C} E^m \quad \text{for all} \quad E > 0. \tag{1.3}
\]
Then, there exists a positive constant $C > 0$ depending only on $m$ and $\gamma$ such that
\[
\lambda(E, N) \geq C \frac{\tilde{C} E^m}{N^2} \tag{1.4}
\]
for all $E > 0$ and $N \geq 2$.

Remark 1.1. For simplicity, we state the result in one-dimensional setting. However, since our proof relies on the spectral gap estimate for the long-range model and the kind of “moving particle lemma” in the continuous state space, the result is extended to the case in any dimension immediately, with a positive constant $C > 0$ depending on $m$, $\gamma$ and $d$ the dimension of the lattice. This is one of the advantage of our proof compared to the preceding study.

Grigo et al. call $(\Lambda, P)$ is of mechanical form if the rate function $\Lambda$ and the transition kernel $P$ are of the form
\[
\Lambda(a, b) = \Lambda_s(a + b) \Lambda_r \left( \frac{a}{a + b} \right), \quad P(a, b, d\alpha) = P \left( \frac{a}{a + b}, d\alpha \right) \tag{1.5}
\]
and studied the processes of this form in detail in [10] Section 4. The form naturally occurs in models originating from mechanical systems. Actually, the rate function and the probability kernel of the mesoscopic energy exchange models of billiard lattice satisfies (1.5) and $\Lambda_s(s) = \sqrt{s}$ while $\Lambda_r$ is a uniformly positive continuous function on $[0, 1]$. See the explicit expression in Section 5.

Remark 1.2. One of the splendid result of [10] is that if a stochastic energy exchange model of mechanical form admits a reversible product distribution, then this measure must necessarily be a product Gamma-distributions (or a single atom). This is the reason why we concentrate to study the process reversible with respect to a product measure whose marginal is a Gamma distribution.

If the process is of mechanical form, then by the definition, $\lambda(E, 2) = \Lambda_s(2E) \tilde{C}$ holds where
\[
\tilde{C} = \inf \left\{ \int_0^1 \mu(d\beta) \Lambda_r(\beta) \int_0^1 P(\beta, d\alpha) \left| f(\alpha) - f(\beta) \right|^2 d\rho_\mu[f^2] \left| E_\mu[f] = 0, \ f \in L^2(\mu) \right. \right\}
\]
and $\mu = \mu^\gamma$ is the beta distribution on $[0, 1]$ with parameters $(\gamma, \gamma)$. Therefore, if the above $\tilde{C}$ is strictly positive and $\Lambda_s(s) \geq s^m$ for some $m \geq 0$, then (1.3) is satisfied. Moreover, if $(\Lambda, P)$ is of mechanical form and $\Lambda_s(s) = s^m$ for some $m \geq 0$, then $\lambda(E, N) = E^m \lambda(1, N)$ holds for all $E > 0$ and $N \in \mathbb{N}$ (cf. Lemma 2.1). Namely, we cannot expect an order $N^{-2}$ bound of the spectral gap to hold uniformly in $E$. Then, it is natural to ask whether such
Proposition 1.1. Assume that \((\Lambda, P)\) is of mechanical form and \(\Lambda_s(s) = s^m\) for some \(m \geq 0\). Then, if
\[
\inf \left\{ \int_0^1 \mu^\gamma(d\beta) \int_0^1 P(\beta, d\alpha) \left[ f(\alpha) - f(\beta) \right]^2 \right\} > 0
\]
holds, there exists a positive constant \(C\) independent of \(E\) and \(N\) such that
\[
\lambda(E, N) \geq C \frac{E^m}{N^2}
\]
for all \(E > 0\) and \(N \geq 2\).

The lack of a uniform lower bound complicates the rigorous analysis of the rate of convergence to equilibrium. Similar problem was found in the zero-range process with constant rate, and it had been an open problem for decades. In 2005, Morris ([14]) showed that the spectral gap of that model is of order \((1 + \rho)^{-2}N^{-2}\) where \(\rho\) is the density of particles and \(N\) is the size of the system. In the context of exclusion processes, it has been known that if the jump rates are degenerate, the spectral gap does not have uniform lower bound of order \(N^{-2}\), and instead has a lower bound of order \(C(\rho)N^{-2}\) where \(C(\rho)\) is a positive constant depending on \(\rho\), the density of particles (cf [9, 15]). Recently, the spectral gap for the Kac model with hard sphere collisions is studied by Calren et.al in [4]. By projecting their model to the energy coordinates, we obtain the process called \(L^*_LR\) in our paper with parameters \(\gamma = \frac{1}{2}\) and \(0 \leq m \leq 1\) (\(\gamma\) in [4] corresponds to \(m\) in our paper). \(L^*_LR\) is a long-range (or equivalently, mean field) version of our process with specific \((\Lambda, P)\), which we will denote by \((\Lambda^*, P^*)\). However, since we study the spectral gap in the whole \(L^2\)-space, we cannot apply directly their result, which is for the spectral gap in the symmetric sector. A classical spectral gap for the gradient operator of the product Gamma-distribution was studied by Barthe and Wolff in [1], and they showed that it is of order \(E^{-2}\) for \(\gamma \geq 1\).

We also remark that the hydrodynamic limit for a special class of our processes, which are gradient, was studied by Feng et al in [5]. The process is called the stick process and of mechanical form with \(\Lambda_s(s) = s^m\) where \(m > 0\) is a fixed model parameter. We show that we can apply the main result of this paper to this class of models in Section 5. As the hydrodynamic equation of the stick process, the porous medium equation
\[
\partial_t \mathcal{E}(t, u) = \text{const.} \partial_u(\mathcal{E}(t, u)^m \partial_u \mathcal{E}(t, u))
\]
was derived. Gaspard and Gilbert conjectured that the hydrodynamic equation of the mesoscopic energy exchange models of billiard lattice is also the porous medium equation with \(m = \frac{1}{2}\). By the scaling property of the generator and the reversible measure, the same equation should be derived from the stochastic energy exchange models of mechanical form with \(\Lambda_s(s) = s^m\).
(under the condition that the process is reversible with respect to a product Gamma-distribution). The same equation is derived also from an exclusion process with degenerate jump rates in \cite{9}.

The rest of the article is organized as follows: In Section 2, we give a whole story of the proof of Theorem \cite{1}. Precisely, we reduce the spectral gap estimate of the original process to that of a long-range version of our process with specific $(\Lambda, P)$, which we will denote by $(\Lambda^*, P^*)$. In Section 3, we justify this reduction, and in Section 4 we give an estimate for this specific model. In Section 5, we show that we can apply our result to the mesoscopic energy exchange models of billiard lattice and the stick process. In Appendix, we give a sharp estimate of the spectral gap of the specific model with $N = 3$. This sharp estimate is the key of our proof.

\section{2. Proof of Theorem \cite{1}}

Our basic idea of the proof is to introduce a few suitably chosen reference processes and compare the Dirichlet forms associated with them and that with the original process. First, we introduce a special process given by a generator $L^*$ with

$$\Lambda^*(x_i, x_{i+1}) = (x_i + x_{i+1})^m, \quad P^*(x_i, x_{i+1}, d\alpha) = \frac{\alpha(1 - \alpha)}{B(\gamma, \gamma)}d\alpha = \mu^\gamma(d\alpha)$$

(2.1)

where $m \geq 0$ and $\gamma > 0$ are the constants given in the assumption.

We can rewrite the generator $L^* = L^{*, m, \gamma}$ given by (2.1) as

$${\mathcal{L}}^* f(x) = \sum_{i=1}^{N-1} (x_i + x_{i+1})^m \{ E_{i,i+1} f(x) - f(x) \} = \sum_{i=1}^{N-1} (x_i + x_{i+1})^m D_{i,i+1} f(x)$$

where $E_{i,j} f = E_{\nu_{E,N}} [f | {\mathcal{F}}_{i,j}]$, $D_{i,j} f = E_{i,j} f - f$ and $F_{i,j}$ is the $\sigma$-algebra generated by variables $\{x_k\}_{k \neq i,j}$. Here we follow the notations used in \cite{2} (see also \cite{17}). Note that $x_i + x_j$ is measurable with respect to $F_{i,j}$. Using the above expression, we can easily check that $\nu_{E,N}^\gamma = \nu_{E,N}$ is a reversible measure for the process. The associated Dirichlet form is given by

$$D^*(f) = {\mathcal{D}}^*_{E,N}(f) := \int \nu_{E,N}(dx) [-{\mathcal{L}}^* f](x) f(x)$$

$$= \sum_{i=1}^{N-1} E_{\nu_{E,N}}[(x_i + x_{i+1})^m (E_{i,i+1} f - f)^2] = \sum_{i=1}^{N-1} E_{\nu_{E,N}}[(x_i + x_{i+1})^m (D_{i,i+1} f)^2]$$

for all $f \in L^2(\nu_{E,N})$. We use notations $D^*$ or $D^{*, m}$ when there is no confusion.

We denote the spectral gap of $L^*$ in $L^2(\nu_{E,N}^\gamma)$ by $\lambda^{*, m}(E, N)$. Here we abbreviate $\gamma$. Note that $\lambda^{*, m}(E, 2) = 2^m \lambda^m$ since $E_{\nu_{E,2}}[(x_1 + x_2)^m (D_{1,2} f)^2] = (2^m) E_{\nu_{E,2}}[(D_{1,2} f)^2] = (2^m)^m Var[f^2]$. Namely, this special model satisfies the assumption (1.3) of Theorem \cite{1}. Moreover, the model is of mechanical form with $\Lambda_s(s) = s^m$, $\Lambda_r(\beta) = 1$ and $P(\beta, d\alpha) = \mu^\gamma(d\alpha)$. 

Remark 2.1. The model defined by the generator $\mathcal{L}_{x,0,1}$ (namely, the above process with parameters $m = 0$ and $\gamma = 1$) was studied by Kipnis et al. in [11] as an exactly solvable model which describes the heat flow.

We consider this special model because of the following guess: Under the assumption (1.3), the state of each pair of sites achieves the equilibrium (with respect to the state of this pair of sites) at least with the rate proportional to the $m$-th power of the sum of their energies under the dynamics given by $\mathcal{L}$. Namely, the spectral gap of $\mathcal{L}$ can be bounded from below up to constant by that of the process where the state of any pair of sites achieves the equilibrium exactly with the rate proportional to the $m$-th power of the sum of their energies. Next proposition shows that the guess truly holds.

**Proposition 2.1.** Under the assumption of Theorem 1 for any $\mathcal{E} > 0$ and $N \geq 2$,

$$\lambda(\mathcal{E}, N) \geq \frac{\tilde{C}}{2m} \lambda^{*,m}(\mathcal{E}, N)$$  \hspace{1cm} (2.2)

holds.

**Proof.** Define an operator $\mathcal{L}_0$ on $L^2(\nu_{\mathcal{E},2})$ acting on $f$ as

$$\mathcal{L}_0 f(z_1, z_2) = \Lambda(z_1, z_2) \int P(z_1, z_2, d\alpha) [f(T_{1,2,\alpha}) - f(z)]$$

where $z = (z_1, z_2) \in \mathbb{R}_+^2$. For $N \geq 3$, $x \in \mathbb{R}_+^N$, $1 \leq i < j \leq N$ and $f : \mathbb{R}_+^N \rightarrow \mathbb{R}$, define $f^{i,j}_x : \mathbb{R}_+^2 \rightarrow \mathbb{R}$ as

$$f^{i,j}_x(p, q) = f(x_1, x_2, \ldots, x_{i-1}, p, x_{i+1}, \ldots, x_{j-1}, q, x_{j+1}, \ldots, x_N).$$

Note that the function $f^{i,j}_x$ does not depend on $x_i$ nor $x_j$. Then, we can rewrite our generator as follows:

$$\mathcal{L} f(x) = \sum_{i=1}^{N-1} \mathcal{L}_{i,i+1} f(x)$$

where $\mathcal{L}_{i,i+1} f(x) = (\mathcal{L}_0 f^{i,i+1}_x)(x_i, x_{i+1})$. Then, we have

$$E_{\nu_{\mathcal{E},N}}[f(-\mathcal{L}_{i,i+1}) f|\mathcal{F}_{i,i+1}] = E_{\nu_{\mathcal{E},N}}[f^{i,i+1}_x(x_i, x_{i+1})((-\mathcal{L}_0 f^{i,i+1}_x)(x_i, x_{i+1}))|\mathcal{F}_{i,i+1}]$$

$$= E_{\nu_{x_i+x_{i+1}}} [f^{i,i+1}_x(-\mathcal{L}_0) f^{i,i+1}_x].$$

Here we use the non-interference property of $\nu_{\mathcal{E},N}$, which is mentioned in [2]. Namely, the conditional distribution with respect to the pair $(x_i, x_{i+1})$ of $\nu_{\mathcal{E},N}$ on the configuration space with a fixed value $x_i + x_{i+1}$ is $\nu_{x_i+x_{i+1},2}$ for any $\mathcal{E} > 0$ and $N \geq 2$.

Now, since $\mathcal{L} = \mathcal{L}_0$ for $N = 2$, by the definition of the spectral gap, we have for any $\mathcal{E} > 0$ and $g \in L^2(\nu_{\mathcal{E},2})$,

$$\lambda(\mathcal{E}, 2) E_{\nu_{\mathcal{E},2}} [(g - E_{\nu_{\mathcal{E},2}}[g])^2] \leq E_{\nu_{\mathcal{E},2}}[g(-\mathcal{L}_0)g].$$
On the other hand, since $E_{i,i+1}$ is the integral operator with respect to $\nu_{x_{i}+x_{i+1}}$, we have

\[ E_{\nu_{x_{i}+x_{i+1}}^2}([f^{i,i+1} - E_{\nu_{x_{i}+x_{i+1}}^2} [f^{i,i+1}])^2] = E_{\nu_{x_{i},N}} [(D_{i,i+1} f)^2 | F_{i,i+1}] . \]

Combining the above equations, we have for any $E > 0$ and $N \geq 2$,

\[ \lambda \left( \frac{x_{i} + x_{i+1}}{2} \right) E_{\nu_{x_{i},N}} [(D_{i,i+1} f)^2 | F_{i,i+1}] \leq E_{\nu_{x_{i},N}} [f (-L_{i,i+1}) f] | F_{i,i+1}] . \]

Then, by the assumption \((1.3)\), we have

\[ \frac{C}{2m} E_{\nu_{x_{i},N}} [(x_{i} + x_{i+1})^m (D_{i,i+1} f)^2] \]

\[ = E_{\nu_{x_{i},N}} \left[ C \left( \frac{x_{i} + x_{i+1}}{2} \right)^m \nu_{x_{i},N} [(D_{i,i+1} f)^2 | F_{i,i+1}] \right] \]

\[ \leq E_{\nu_{x_{i},N}} \left[ \lambda \left( \frac{x_{i} + x_{i+1}}{2} \right) E_{\nu_{x_{i},N}} [(D_{i,i+1} f)^2 | F_{i,i+1}] \right] \leq E_{\nu_{x_{i},N}} [f (-L_{i,i+1}) f] . \]

Finally, by summing up the terms for $1 \leq i \leq N - 1$, we have $\frac{C}{m} D^*(f) \leq D(f)$ and complete the proof. \( \square \)

**Remark 2.2.** *The similar idea to the proof of Proposition 2.7 was already used in [16, 17].*

Hereafter, we only work on the process $L^*$. The following scaling relation is simple but the key of the rest of the paper.

**Lemma 2.1.** *For any $E > 0$ and $N \geq 2$,*

\[ \lambda^{*m}(E, N) = E^{m} \lambda^{*m}(1, N) . \] \((2.3)\)

**Proof.** Recall that for any $E > 0$, $\nu_{1,N}$ is the image of $\nu_{E,N}$ under the map $S : x \to \frac{1}{E}x$, the unitary change of scale from $S_{E,N}$ to $S_{1,N}$. Therefore, for any $f \in L^2(\nu_{E,N})$, let $f_E(x) = f(Ex)$, then $f_E \in L^2(\nu_{1,N})$ and

\[ E_{\nu_{x_{i},N}} [f (-L^*) f] = E^{m} E_{\nu_{1,N}} [f_E (-L^*) f_E] \] \((2.4)\)

holds. Then, the statement follows immediately from the definition of the spectral gap. \( \square \)

To estimate $\lambda^{*m}(E, N)$, we introduce a long-range version of the process $L^*$, which is defined by the generator $L_{LR}^*(= L_{LR}^{*,m})$ as

\[ L_{LR}^* f(x) = \frac{1}{N} \sum_{i<j} (x_i + x_j)^m \{ E_{i,j} f(x) - f(x) \} = \frac{1}{N} \sum_{i<j} (x_i + x_j)^m D_{i,j} f(x) . \]

It is easy to see that $\nu_{E,N}^2$ is a reversible measure of $L_{LR}^*$ and the associated Dirichlet form is given by

\[ D_{LR}^*(f) = D_{LR}^{*,m}_{E,N}(f) := \int \nu_{E,N} (dx) [-L_{LR}^* f] (x) f(x) \]

\[ = \frac{1}{N} \sum_{i<j} E_{\nu_{x_{i},N}} [(x_{i} + x_{j})^m (E_{i,j} f - f)^2] = \frac{1}{N} \sum_{i<j} E_{\nu_{x_{i},N}} [(x_{i} + x_{j})^m (D_{i,j} f)^2] \]
for all $f \in L^2(\nu_{E,N})$. We use notations $D_{LR}^*$ or $D_{LR}^{*,m}$ when there is no confusion and denote the spectral gap of $L_{LR}^*$ in $L^2(\nu_{E,N})$ by $\lambda_{LR}^{*,m}(E,N)$.

Comparison techniques between the spectral gap of a nearest-neighbor interaction process and that of its long-range version are known for general interacting particle systems, or a class of continuous spin systems with uniformly positive rate function (e.g. [15, 17]). However, to apply them to our process, we need to combine their ideas cleverly because of the non-uniformly positive rate function. In fact, unlike general comparison theorems, the spectral gap of $L_{LR}^*$ is bounded from below by the spectral gap of $L_{LR}^*\|_{L^2(\nu_{E,N})}^*$ multiplied by $N^{-2}$ and the spectral gap of 3-site system. Denote $\kappa_m = \lambda_{LR}^{*,m}(\frac{1}{3}, 3)$ and $\tilde{\kappa}_m = \lambda_{LR}^{*,m}(\frac{1}{3}, 3)$. Remind that $\kappa_m$ and $\tilde{\kappa}_m$ depend also on $\gamma$. Our comparison theorem is precisely given in the following way:

**Theorem 2.** For any $m \geq 0$, there exists a positive constant $C = C(m, \gamma)$ such that

$$\lambda^{*,m}(E,N) \geq C\kappa_m N^{-2} \lambda_{LR}^{*,m}(E,N)$$

for all $E > 0$ and $N \geq 2$.

We give a proof of this theorem in the next section.

Once we have Theorem 2 and the scaling relation (2.3), then all we have to show is that $\kappa_m > 0$ and $\lambda_{LR}^{*,m}(1, N)$ is uniformly positive in $N$. $\kappa_m > 0$ follows from Corollary 2.1 below. The main work of this paper is to give a uniform lower bound for the spectral gap of $L_{LR}^*$ in the size of the system with a fixed mean energy $E$. It is already done for the case $m = 0$ in [6] (also in [17] by a different proof):

**Theorem 3** ([6], [17]). For any $E > 0$ and $N \geq 2$,

$$\lambda_{LR}^{*,0}(E,N) = \frac{\gamma N + 1}{N(2\gamma + 1)}. \tag{2.5}$$

In particular, $\inf_N \lambda_{LR}^{*,0}(E,N) = \gamma \frac{\gamma}{2\gamma + 1} > 0$ for any $E > 0$.

To obtain a uniform bound for positive $m$, we prove a comparison theorem between the spectral gap of the process with $m \geq 1$ and with $m = 0$. To do this, we use the convexity of the function $x^m$ as a function of $x \in \mathbb{R}_+$, which is true only for $m \geq 1$.

**Theorem 4.** For any $m \geq 1$, $E > 0$ and $N \geq 2$,

$$\lambda_{LR}^{*,m}(E,N) \geq \frac{E^m \kappa_m}{2} \lambda_{LR}^{*,0}(E,N).$$

In this estimate, the spectral gap of 3-site system appears again. A proof of the Theorem 4 is given in Section 4.

The analysis of the case $0 < m < 1$ is more difficult and complicate. First, we give a new type of comparison theorem between $\lambda_{LR}^{*,m}(E,N)$ and $\lambda_{LR}^{*,2m}(E,N)$:
Proposition 2.2. For any \( m \geq 0 \), if \( \kappa_m \geq \frac{1}{3} \), then
\[
\lambda_{LR}^m(\mathcal{E}, N) \geq \sqrt{\left(3\kappa_m - 1\right)(1 - \frac{2}{N}) + \frac{1}{N}} \lambda_{LR}^{2m}(\mathcal{E}, N)
\] (2.6)
holds for all \( \mathcal{E} > 0 \) and \( N \geq 2 \).

We give a proof of this proposition in Section 4. Obviously, to use the inequality (2.6) we need the following key lemma and the corollary:

Lemma 2.2. For any \( \gamma > 0 \),
\[
\kappa_1 > \frac{1}{\gamma^3}.
\]

Here, we emphasize that \( \kappa_m \) depends on \( \gamma \). A proof of this lemma is given in Appendix. Next corollary is shown easily from this lemma.

Corollary 2.1. For any \( m \geq 0 \) and \( \gamma > 0 \),
\[
3\kappa_m \geq \kappa_m > 0.
\]
Moreover for any \( m \leq 1 \),
\[
\kappa_m > \frac{1}{3}.
\]

Proof. Recall that \( \kappa_m = \lambda^*(\frac{1}{3}, 3) \) and \( \tilde{\kappa}_m = \lambda_{LR}^*(\frac{1}{3}, 3) \). By the explicit expressions
\[
D^*(f) = \left( E_\nu[(x_1 + x_2)^m(D_{1,2}f)^2] + E_\nu[(x_2 + x_3)^m(D_{2,3}f)^2] \right),
\]
\[
D_{LR}^*(f) = \frac{1}{3} \left( E_\nu[(x_1 + x_2)^m(D_{1,2}f)^2] + E_\nu[(x_2 + x_3)^m(D_{2,3}f)^2]
\]
\[
+ E_\nu[(x_1 + x_3)^m(D_{1,3}f)^2] \right)
\]
for all \( f \in L^2(\nu) \) where \( \nu = \nu_{\frac{1}{3}, 3}^2 \), the inequality \( 3\kappa_m \geq \kappa_m \) follows directly. Note that \( \nu \) does not depend on \( m \).

Next, we show that \( \kappa_1 > 0 \). By the definition, for any \( f \in L^2(\nu) \) satisfying \( E_\nu[f] = 0 \), we have
\[
3\kappa_1 E_\nu[f^2]
\]
\[
\leq E_\nu[(x_1 + x_2)(D_{1,2}f)^2] + E_\nu[(x_2 + x_3)(D_{2,3}f)^2] + E_\nu[(x_1 + x_3)(D_{1,3}f)^2].
\]
Noting \( E_\nu[(x_i + x_j)(D_{i,j}f)^2] = E_\nu[(x_i + x_j)f^2] - E_\nu[(x_i + x_j)(E_{i,j}f)^2] \), we have
\[
E_\nu[(x_1 + x_2)(E_{1,2}f)^2] + E_\nu[(x_2 + x_3)(E_{2,3}f)^2] + E_\nu[(x_1 + x_3)(E_{1,3}f)^2]
\]
\[
\leq \left( 2 - 3\kappa_1 \right) E_\nu[f^2]
\]
since for any \( x = (x_1, x_2, x_3) \in S_{\frac{1}{3}, 3} \), \( x_1 + x_2 + x_3 = 1 \). Therefore,
\[
E_\nu[(x_1 + x_2)(E_{1,2}f)^2] + E_\nu[(x_2 + x_3)(E_{2,3}f)^2] \leq \left( 1 - (3\kappa_1 - 1) \right) E_\nu[f^2]
\]
\[
\leq E_\nu[(x_1 + x_2)f^2] + E_\nu[(x_2 + x_3)f^2] - (3\kappa_1 - 1) E_\nu[f^2]
\]
which implies $(3\kappa_1 - 1)E_\nu[f^2] \leq E_\nu[(x_1 + x_2)(D_{1,2}f)^2] + E_\nu[(x_2 + x_3)(D_{2,3}f)^2]$ and hence $\kappa_1 \geq 3\kappa_1 - 1$. Then, by Lemma 2.2, $\kappa_1 > 0$ follows.

Now, since $(x_i + x_j)^m$ is decreasing in $m$ for any fixed $x \in S_{2,3}$ and $1 \leq i < j \leq 3$, we have $\kappa_m$ and $\tilde{\kappa}_m$ are both decreasing in $m$. Therefore, for any $m \leq 1$, $\kappa_m > 0$ and $\tilde{\kappa}_m > \frac{1}{3}$ holds.

On the other hand, for $m > 1$, by the Hölder’s inequality,

$$E_\nu[(x_1 + x_2)(D_{1,2}f)^2] + E_\nu[(x_2 + x_3)(D_{2,3}f)^2] \leq E_\nu[(x_1 + x_2)^m(D_{1,2}f)^2]^{\frac{1}{m}} E_\nu[(D_{1,2}f)^2]^{\frac{1}{m}} + E_\nu[(x_2 + x_3)^m(D_{2,3}f)^2]^{\frac{1}{m}} E_\nu[(D_{2,3}f)^2]^{\frac{1}{m}} \leq \{E_\nu[(x_1 + x_2)^m(D_{1,2}f)^2] + E_\nu[(x_2 + x_3)^m(D_{2,3}f)^2]\}^{\frac{1}{m}} \{E_\nu[(D_{1,2}f)^2] + E_\nu[(D_{2,3}f)^2]\}^{\frac{1}{m}} \{2E_\nu[f^2]\}^{\frac{1}{m}}$$

where $\frac{1}{m} + \frac{1}{m'} = 1$. For the second inequality, we use the inequality $a^{1/m}b^{1/m'} + c^{1/m}d^{1/m'} \leq (a + c)^{1/m}(b + d)^{1/m'}$ for any nonnegative numbers $a, b, c$ and $d$, which is obtained by the Hölder’s inequality for a two point space equipped with the counting measure.

Then, combining the above inequality with the fact that $\kappa_1 = \lambda^*(\frac{1}{3}, 3)$, we have

$$\kappa_1 E_\nu[f^2] \leq 2\frac{\sqrt{m'}}{m'} \left(\mathcal{D}^{*,m}(f)\right)^{\frac{1}{m}} \left(\mathcal{D}_\nu[f^2]\right)^{\frac{1}{2}}$$

which implies $\kappa_m \geq \frac{\kappa_m'}{2} > 0$. \(\square\)

**Proof of Theorem 7** Combining Theorem 3, Theorem 4 and Corollary 2.1 for any $m \geq 1$, there exists a positive constant $C = C(m, \gamma)$ such that

$$\lambda_{LR}^{*,m}(\mathcal{E}, N) \geq C\mathcal{E}^m$$

(2.7)

for all $\mathcal{E} > 0$ and $N \geq 2$. Then, applying Proposition 2.2 and Corollary 2.1 for any $\frac{1}{2} \leq m < 1$,

$$\lambda_{LR}^{*,m}(\mathcal{E}, N) \geq \mathcal{E}^m \sqrt{\left((3\kappa_m - 1)(1 - \frac{2}{N}) + \frac{1}{N}\right)C(2m, \gamma) \geq C(m, \gamma)\mathcal{E}^m}$$

where $C(2m, \gamma)$ is the constant in the inequality (2.7) and

$$C(m, \gamma) = \sqrt{C(2m, \gamma)} \inf_{N \geq 2} \sqrt{\left((3\kappa_m - 1)(1 - \frac{2}{N}) + \frac{1}{N}\right)} > 0.$$

Repeating the same argument, we have for any $\frac{1}{2k+1} \leq m < \frac{1}{2k}$ with some $k \in \mathbb{N}$, there exists a positive constant $C = C(m, \gamma)$ such that

$$\lambda_{LR}^{*,m}(\mathcal{E}, N) \geq C\mathcal{E}^m$$

for all $\mathcal{E} > 0$ and $N \geq 2$. Therefore, it holds for any $m > 0$ and also for $m = 0$ by Theorem 4.
Now, combining this inequality with Proposition \ref{prop1} and Theorem \ref{thm2} we complete the proof of Theorem \ref{thm1}.

\begin{remark}
We can also consider the process generated by $L^*_{LR,m}$ with negative $m$. However, for this case, the statement “$\lambda^*_{LR}(E,N) \geq CE^m$ for some positive constant C” or the equivalent statement “$\lambda^*_{LR}(1,N) \geq C$ for some positive constant C” turns out to be false. Actually, fix $E = 1$ and consider the function $f_N(x) = 1_{\{x_1 > \frac{N}{2}\}} \in L^2(\nu_1,N)$, then

$$E[(x_i + x_j)^m(D_{i,j}f_N)^2] = 0 \quad \text{for} \quad i, j \neq 1,$$

$$E[(x_1 + x_j)^m(D_{1,j}f_N)^2] = E[(x_1 + x_2)^m(D_{1,2}f_N)^2] \quad \text{for} \quad j \geq 2$$

and

$$E[(x_1 + x_2)^m(D_{1,2}f_N)^2] = E[1_{\{x_1 + x_2 > \frac{N}{2}\}}(x_1 + x_2)^m(D_{1,2}f_N)^2] + E[1_{\{x_1 + x_2 \leq \frac{N}{2}\}}(x_1 + x_2)^m(D_{1,2}f_N)^2]$$

$$= \left(\frac{N}{2}\right)^m E[(D_{1,2}f_N)^2] \leq \left(\frac{N}{2}\right)^m Var(f_N)$$

where $Var(f_N)$ is the variance of $f_N$. Namely, $\lambda^*_{LR}(1,N) \leq 2^{-m}N^m$ which means there is no uniform spectral gap for the case where $m$ is negative.

\end{remark}

3. Reduction to the long-range model

In this section, we estimate the spectral gap $\lambda^*_{LR}(E,N)$ from below by $\lambda^*_{LR}(E,N)$ by comparing the associated Dirichlet forms.

We first give simple but useful lemmas.

\begin{lemma}
For any $x \in \mathbb{R}^N_+$,

$$\left(\sum_{i=1}^N x_i\right)^m \lambda^*_{LR}(\frac{1}{N},N) = \lambda^*_{LR}(\sum_{i=1}^N \frac{x_i}{N},N).$$

In particular, applying the equality for $N = 3$, we have

$$\kappa_m(a + b + c)^m = \lambda^*_{LR}(\frac{a+b+c}{3},3) \quad (3.1)$$

for any $a, b, c > 0$.

\end{lemma}

\begin{proof}
It follows from Lemma \ref{lem1} directly.
\end{proof}

\begin{lemma}
For any $m \geq 0$, $\kappa_m \leq \frac{3}{7}$.

\end{lemma}

\begin{proof}
Since $\kappa_m$ is decreasing in $m$, $\kappa_m \leq \kappa_0$ and by Corollary \ref{cor1} and Theorem \ref{thm3} $\kappa_0 \leq 3\kappa_0 = \frac{3^{3+1}}{2^{3+1}} \leq \frac{3}{7}$.
\end{proof}
To compare $\mathcal{D}_{LR}(f)$ and $\mathcal{D}^*(f)$, we introduce operators $\pi_{i,j}: \mathcal{S}_{E,N} \to \mathcal{S}_{E,N}$ which exchange the energies of sites $i$ and $j$:

$$
(\pi_{i,j}x)_k = \begin{cases} 
  x_k & \text{if } k \neq i, j, \\
  x_j & \text{if } k = i, \\
  x_i & \text{if } k = j,
\end{cases}
$$

and $\pi_{i,i}x = x$.

Before going to the main result in this section, we prepare the following key lemma.

**Lemma 3.3.** There exists a universal positive constant $C$ such that for any $m \geq 0$, $\mathcal{E} > 0$, $N \geq 2$ and $1 \leq i < j \leq N$,

$$
\kappa_m \mathcal{E}_{\nu,E,N}[x_i^m (f \circ \pi^{ij} - f)^2] \leq C |j-i| \sum_{k=i}^{j-1} \mathcal{E}_{\nu,E,N}[(x_k + x_{k+1})^m(D_{k,k+1}f)^2] \tag{3.2}
$$

holds for all $f \in L^2(\nu_{E,N})$.

**Proof.** Following the strategy used in the study of the spectral gap for multispecies exclusion processes ([15]), we express the exchange $\pi_{i,j}$ with rate $x_i^m$ by a sequence of neighboring exchange $\pi_{k,k+1}$ with rate $x_k^m$ or $x_{k+1}^m$, and $\pi_{k,k+2}$ with rate $x_k^m$ or $x_{k+2}^m$. Note that if $m = 0$, then we only need to use $\pi_{k,k+1}$ but for positive $m$, $\pi_{k,k+2}$ is needed. More precisely, for $i < j$, we denote $K = j - i$ and define a sequence of sites $n_0 = i, n_1, n_2, \ldots, n_{4K-3}$ by

$$
n_k = \begin{cases} 
  i + k & \text{if } 0 \leq k \leq K, \\
  j - 2 - l & \text{if } k = K + 2l + 1, 0 \leq l \leq K - 2, \\
  j - l & \text{if } k = K + 2l, 1 \leq l \leq K - 1, \\
  i + k - 3K + 3 & \text{if } 3K - 1 \leq k \leq 4K - 3.
\end{cases}
$$

We define operators $S_k: \mathcal{S}_{E,N} \to \mathcal{S}_{E,N}$ for $0 \leq k \leq 4K - 3$ by $S_0 = Id$ and $S_{k+1} = \pi_{n_k,n_{k+1}} \circ S_k$ for $0 \leq k \leq 4K - 4$. By the construction, $S_{4K-3} = \pi_{i,j}$ and for all $0 \leq k \leq 4K - 3$, $(S_k x)_{n_k} = x_i$ and $|n_k - n_{k+1}| = 1$ or 2. Therefore, by Schwarz inequality,

$$
\mathcal{E}_{\nu,E,N}[x_i^m \{ f(\pi^{ij}x) - f(x) \}^2] \leq (4K - 3) \sum_{k=0}^{4K-4} \mathcal{E}_{\nu,E,N}[x_i^m \{ f(S_{k+1}x) - f(S_kx) \}^2]
$$

$$
= (4K - 3) \sum_{k=0}^{4K-4} \mathcal{E}_{\nu,E,N}[x_{n_k}^m \{ f(\pi_{n_k,n_{k+1}}x) - f(x) \}^2]
$$

$$
\leq (4K - 3) \sum_{k=0}^{j-1} \mathcal{E}_{\nu,E,N}[x_k^m \{ f(\pi_{k,k+1}x) - f(x) \}^2]
$$

$$
+ \sum_{k=0}^{j-2} \mathcal{E}_{\nu,E,N}[x_k^m \{ f(\pi_{k,k+2}x) - f(x) \}^2].
$$
Here, we use the fact that $i \leq n_k \leq j$ for all $0 \leq k \leq 4K - 4$ and for each $l$ satisfying $i \leq l < j$, $\sharp \{k; \{n_k, n_k+1\} = \{l, l + 1\}\} \leq 3$ and $\sharp \{k; \{n_k, n_k+1\} = \{l, l + 2\}\} \leq 1$ by the construction. We also use the invariance of $\nu_{\mathcal{E},N}$ under the permutation of coordinates, which we will use repeatedly without notice.

Now, since $E_{k,k+1}(\pi^{k,k+1}x) = E_{k,k+1}f(x)$, we obtain that

$$E_{\nu_{\mathcal{E},N}}[x_k^m \{f(\pi_{k,k+1}) - f(x)\}^2] = E_{\nu_{\mathcal{E},N}}[x_k^m \{f(\pi_{k,k+1}) - (E_{k,k+1}f)(\pi_{k,k+1}x) + (E_{k,k+1}f)(x) - f(x)\}^2] \leq 2E_{\nu_{\mathcal{E},N}}[x_k^m \{f(x) - (E_{k,k+1}f)(x)\}^2] + 2E_{\nu_{\mathcal{E},N}}[x_k^m \{(E_{k,k+1}f)(x) - f(x)\}^2] \leq 4E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+1})^m (D_{k,k+1}f)^2].$$

By the same argument,

$$E_{\nu_{\mathcal{E},N}}[x_k^m \{f(\pi_{k,k+2}x) - f(x)\}^2] \leq 4E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+2})^m (D_{k,k+2}f)^2].$$

Then, by the definition of the spectral gap and the scaling relation (3.1), we have

$$\kappa_m E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+1} + x_{k+2})^m (D_{k,k+2}f)^2] = \lambda_m^* \frac{(x_k + x_{k+1} + x_{k+2})^m (D_{k,k+2}f)^2}{3} |\mathcal{F}_{k,k+1,k+2}|
= \lambda_m^* \frac{(x_k + x_{k+1} + x_{k+2})^m (D_{k,k+2}f - f)^2}{3} |\mathcal{F}_{k,k+1,k+2}|
\leq \lambda_m^* \frac{(x_k + x_{k+1} + x_{k+2})^m (D_{k,k+2}f - f)^2}{3} |\mathcal{F}_{k,k+1,k+2}|
\leq E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+1})^m (D_{k,k+1}f)^2] |\mathcal{F}_{k,k+1,k+2}|
+ E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+1})^m (D_{k,k+2}f)^2] |\mathcal{F}_{k,k+1,k+2}|$$

where $E_{i,j,k}f = E_{\nu_{\mathcal{E},N}}[f] |\mathcal{F}_{i,j,k}|$ and $\mathcal{F}_{i,j,k}$ is the $\sigma$-algebra generated by variables $\{x_l\}_{l \neq i,j,k}$. At the first inequality, we use the relation that

$$E_{\nu_{\mathcal{E},N}}[(E_{i,j,k}f - f)^2] |\mathcal{F}_{i,j,k}| = E_{\nu_{\mathcal{E},N}}[(E_{i,j,k}f - E_{i,j}f)^2] |\mathcal{F}_{i,j,k}| + E_{\nu_{\mathcal{E},N}}[(E_{i,j}f - f)^2] |\mathcal{F}_{i,j,k}|.$$

Then, by taking the expectation, we have

$$\kappa_m E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+1} + x_{k+2})^m (D_{k,k+2}f)^2] \leq E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+1})^m (D_{k,k+1}f)^2] + E_{\nu_{\mathcal{E},N}}[(x_k + x_{k+1})^m (D_{k,k+2}f)^2].$$
Then, combing the inequalities, we have
\[
\kappa_m E_{\nu,E,N}[x_i^m (f \circ \pi_{1j} - f)^2] \\
\leq \kappa_m (4K - 3) \{ 3 \sum_{k=1}^{j-1} E_{\nu,E,N}[x_k^m \{ f(\pi_{k,k+1}x) - f(x) \}^2] \\
+ \sum_{k=i}^{j-2} E_{\nu,E,N}[x_{k+2}^m \{ f(\pi_{k,k+2}x) - f(x) \}^2] \} \\
\leq \kappa_m (4K - 3) 12 \sum_{k=i}^{j-1} E_{\nu,E,N}[(x_k + x_{k+1})^m (D_{k,k+1} f)^2] \\
+ 8(4K - 3) \sum_{k=i}^{j-1} E_{\nu,E,N}[(x_k + x_{k+1})^m (D_{k,k+1} f)^2] \\
\leq |j - i|(48\kappa_m + 32) \sum_{k=i}^{j-1} E_{\nu,E,N}[(x_k + x_{k+1})^m (D_{k,k+1} f)^2] \\
\leq 104|j - i| \sum_{k=i}^{j-1} E_{\nu,E,N}[(x_k + x_{k+1})^m (D_{k,k+1} f)^2]
\]
where we use \( \kappa_m \leq \frac{3}{2} \) in the last inequality.

Next is the main result in this section, which allows us to compare the Dirichlet forms associated with the nearest neighbor interaction model and the long-range interaction model.

**Proposition 3.1.** There exists a positive constant \( C \) depending only on \( m \) such that for any \( m \geq 0 \), \( \mathcal{E} > 0 \), \( N \geq 2 \), and \( 1 \leq i < j \leq N \),
\[
\kappa_m E_{\nu,E,N}[(x_i + x_j)^m (D_{i,j} f)^2] \leq C |j - i| \sum_{k=i}^{j-1} E_{\nu,E,N}[(x_k + x_{k+1})^m (D_{k,k+1} f)^2]
\]
holds for all \( f \in L^2(\nu_{E,N}) \).

**Proof.** Since if \( i = j - 1 \), taking \( C = \frac{3}{2} \), the statement is obvious (with the fact \( \kappa_m \leq \frac{3}{2} \)), we assume \( i < j - 1 \). First, we remind that
\[
E_{\nu,E,N}[(x_i + x_j)^m (D_{i,j} f)^2] = E_{\nu,E,N}[(x_i + x_j)^m \left\{ \int_0^1 P^*(d\alpha) f(T_{i,j,\alpha}x) - f(x) \right\}^2]
= \frac{1}{2} E_{\nu,E,N}[(x_i + x_j)^m \int_0^1 P^*(d\alpha) \{ f(T_{i,j,\alpha}x) - f(x) \}^2].
\]
Since \( (x_i + x_j)^m \leq 2^m (x_i^m + x_j^m) \), the last term of (3.3) is bounded from above by
\[
2^{m-1} E_{\nu,E,N}[x_i^m \int_0^1 P^*(d\alpha) \{ f(T_{i,j,\alpha}x) - f(x) \}^2]
\]
+ 2^{m-1} E_{\nu, N}[x_j^m \int_0^1 P^* (d\alpha) \{ f(T_{i,j,\alpha} x) - f(x) \}^2 ]. \tag{3.4}

Since the second term of (3.4) can be estimated in the same manner as the first term, we only estimate the first term of (3.4). Rewrite the term $f(T_{i,j,\alpha} x) - f(x)$ as

$$f(T_{i,j,\alpha} x) - f(x) = \{ f(\pi_{i,j}(T_{j-1,j,\alpha}(\pi_{i,j-1} x))) - f(T_{j-1,j,\alpha}(\pi_{i,j-1} x)) \}
+ \{ f(T_{j-1,j,\alpha}(\pi_{i,j-1} x)) - f(\pi_{i,j-1} x) \} + \{ f(\pi_{i,j-1} x) - f(x) \}. $$

Then, using Schwarz inequality, we can bound the first term of (3.4) from above by

$$E_{\nu, N}[x_i^m \int_0^1 P^* (d\alpha) \{ f(\pi^{i,j-1}(T_{j-1,j,\alpha}(\pi^{i,j-1} x))) - f(T_{j-1,j,\alpha}(\pi^{i,j-1} x)) \}^2 ]
+ E_{\nu, N}[x_i^m \int_0^1 P^* (d\alpha) \{ f(T_{j-1,j,\alpha}(\pi^{i,j-1} x)) - f(\pi^{i,j-1} x) \}^2 ]
+ E_{\nu, N}[x_i^m \int_0^1 P^* (d\alpha) \{ f(\pi^{i,j-1} x) - f(x) \}^2 ] \tag{3.5}
$$

up to constant depending only on $m$. We estimate three terms of (3.5) separately.

The last term of (3.5) is equal to

$$E_{\nu, N}[x_i^m \{ f(\pi^{i,j-1} x) - f(x) \}^2 ]$$

and therefore we can apply Lemma 3.3.

By the change of variable, the second term of (3.5) is rewritten as

$$E_{\nu, N}[x_j^m \int_0^1 P^* (d\alpha) \{ f(T_{j-1,j,\alpha} x) - f(x) \}^2 ]$$

which is obviously bounded from above by

$$E_{\nu, N}[(x_{j-1} + x_j)^m \int_0^1 P^* (d\alpha) \{ f(T_{j-1,j,\alpha} x) - f(x) \}^2 ]
= 2 E_{\nu, N}[(x_{j-1} + x_j)^m (D_{j-1,j} f)^2].$$

Finally, we study the first term of (3.5). By the same way as the second term, the term is rewritten as

$$E_{\nu, N}[x_j^m \int_0^1 P^* (d\alpha) [f(\pi_{i,j}(T_{j-1,j,\alpha} x)) - f(T_{j-1,j,\alpha} x)]^2 ]
= E_{\nu, N}[x_j^m E_{\nu, N}[(f \circ \pi_{i,j-1} - f)^2 | \mathcal{F}_{j-1,j}] ]$$

and since $x_{j-1} + x_j$ is measurable with respect to $\mathcal{F}_{j-1,j}$, the last expression is bounded from above by

$$E_{\nu, N}[(x_{j-1} + x_j)^m E_{\nu, N}[(f \circ \pi_{i,j-1} - f)^2 | \mathcal{F}_{j-1,j}] ]
= E_{\nu, N}[(x_{j-1} + x_j)^m (f \circ \pi_{i,j-1} - f)^2].$$
Then, using the trivial inequality again, we conclude that the last term is bounded by
\[ 2^m E_{\nu, N} [x_{ij}^m (f \circ \pi_{i,j} - x_j)^2] + 2^m E_{\nu, N} [x_{ij}^m (f \circ \pi_{i,j} - f)^2]. \] (3.6)

Though the first term of (3.6) is directly estimated by Lemma 3.3, we need to treat the second term carefully. Precisely, since \( \pi_{i,j-1} = \pi_{i,j} \circ \pi_{i,j-1} \circ \pi_{j-1,j} \), we have
\[ E_{\nu, N} [x_j^m (f(\pi_{i,j-1}x) - f(x))^2] \leq 3E_{\nu, N} [x_j^m (f(\pi_{j-1,j}x) - f(x))^2] \]
\[ + 3E_{\nu, N} [x_{ij}^m (f(\pi_{i,j-1}x) - f(x))^2] + 3E_{\nu, N} [x_{ij}^m (f(\pi_{j-1,j}x) - f(x))^2]. \]
Then, we can apply Lemma 3.3 to complete the proof.

**Proof of Theorem 4.** Noting the explicit expressions of \( D^*(f) \) and \( D_{LR}^*(f) \), by Proposition 3.1, we have
\[ \kappa_m D_{LR}^*(f) \leq \frac{C}{N} \sum_{i < j} \sum_{k=1}^{j-1} E_{\nu, N} [(x_k + x_{k+1})^m (D_{k,k+1} f)^2] \leq C' N^2 D^*(f) \]
for any \( f \in L^2(\nu, N) \) with positive constants \( C \) and \( C' \) depending only on \( m \). Then, by the definition of the spectral gap, the proof is complete.

**4. Spectral gap for the long-range model**

In this section, to show that \( \inf_N \lambda_{LR}^{m,N}(1, N) > 0 \), we give a proof of Theorem 4 and Proposition 2.2.

**Proof of Theorem 4.** By the definition of the spectral gap, it is sufficient to show that for all \( \mathcal{E} > 0 \), \( N \geq 2 \) and \( f \in L^2(\nu, N) \),
\[ \kappa_m \frac{1}{N} \sum_{i < j} E_{\nu, N} [(D_{i,j} f)^2] \leq 2\mathcal{E} m \frac{1}{N} \sum_{i < j} E_{\nu, N} [(x_i + x_j)^m (D_{i,j} f)^2] \]
holds.

For \( m \geq 1 \), since \( x^m \) is a convex function, we have \( \mathcal{E}^m \leq \frac{1}{N} \sum_{k=1}^{N} x_k^m \) and therefore
\[ \frac{1}{N} \sum_{i < j} E_{\nu, N} [(D_{i,j} f)^2] \leq \frac{1}{N} \sum_{i < j} \sum_{k=1}^{N} \frac{\mathcal{E} m}{N} E_{\nu, N} [x_k^m (D_{i,j} f)^2]. \]
If \( k \neq i, j \), we have
\[ E_{\nu, N} [x_k^m (D_{i,j} f)^2] = E_{\nu, N} [x_k^m (E_{i,j} f - f)^2] \]
\[ \leq E_{\nu, N} [(x_i + x_j + x_k)^m (E_{i,j} f - f)^2] \]
\[ = E_{\nu, N} [(x_i + x_j + x_k)^m E_{\nu, N} [(E_{i,j} f - f)^2 | F_{i,j,k}]] \]
\[ \leq E_{\nu, N} [(x_i + x_j + x_k)^m E_{\nu, N} [(E_{i,j} f - f)^2 | F_{i,j,k}]] \]
where we use the relation
\[ E_{\nu, N} [(E_{i,j,k} f - f)^2 | F_{i,j,k}] = E_{\nu, N} [(E_{i,j,k} f - E_{i,j} f)^2 | F_{i,j,k}] + E_{\nu, N} [(E_{i,j} f - f)^2 | F_{i,j,k}] \]
again.
Then, by the definition of the spectral gap for 3-site system and the scaling relation (3.1),
\[\kappa_m E_{\nu,N}[(x_i + x_j + x_k)^m E[(f - E_{i,j,k}f)^2 | \mathcal{F}_{i,j,k}]] \leq E_{\nu,N}[(x_i + x_k)^m (D_{i,k}f)^2 + (x_k + x_j)^m (D_{k,j}f)^2].\]

Therefore, noting \(x_i^m + x_j^m \leq (x_i + x_j)^m\) for \(m \geq 1\) and \(\kappa_m \leq \frac{3}{2}\), by summing terms, we obtain
\[\frac{\kappa_m}{N} \sum_{i<j} E_{\nu,N}[(D_{i,j}f)^2] \leq \frac{\xi^{-m}}{N} \sum_{i<j} \frac{1}{N} \left( \frac{3}{2} + 2(N - 2) \right) E_{\nu,N}[(x_i + x_j)^m (D_{i,j}f)^2] \leq \frac{2\xi^{-m}}{N} \sum_{i<j} E_{\nu,N}[(x_i + x_j)^m (D_{i,j}f)^2].\]

\[\square\]

**Proof of Proposition 2.2.** Here, we use the idea developed by Caputo in [2] and generalize it. First, remind a well known equivalent characterization of the spectral gap of a generator \(\mathcal{L}\) in \(L^2(\nu)\) as the largest constant \(\lambda\) that the inequality
\[E_\nu[(\mathcal{L}f)^2] \geq \lambda E_\nu[f(-\mathcal{L})f] \tag{4.1}\]
holds for all \(f \in L^2(\nu)\). Then, by the Schwarz’s inequality, we have
\[
\lambda = \inf \left\{ \frac{E_\nu[(\mathcal{L}f)^2]}{E_\nu[f(-\mathcal{L})f]} \left| E_\nu[f] = 0, f \in L^2(\nu) \right. \right\}
\geq \inf \left\{ \sqrt{\frac{E_\nu[(\mathcal{L}f)^2]}{E_\nu[f]^2}} \left| E_\nu[f] = 0, f \in L^2(\nu) \right. \right\}.
\]

Now, we have
\[E_{\nu,N}[(\mathcal{L}_{LR}^m f)^2] = \frac{1}{N^2} \sum_{b,b'} E_{\nu,N}[h_b h_{b'} D_b f D_{b'} f]\]
where the sum runs over all \(\binom{N}{2}\) unordered pairs \(b\) and \(b'\), and \(h_b(x) = (x_i + x_j)^m\) if \(b = \{i,j\}\). We write \(b \sim b'\) when two unordered pairs have at least one common vertex (including the case \(b = b'\)). Otherwise, we write \(b \sim b'\). We observe that if \(b \sim b'\), then \(E_b\) and \(E_{b'}\) commute. Moreover, \(h_b\) and \(h_{b'}\) are both measurable with respect to \(\mathcal{F}_b\) and \(\mathcal{F}_{b'}\) where \(\mathcal{F}_b = \mathcal{F}_{i,j}\) for \(b = \{i,j\}\). Therefore, using \(D_{b}^2 = -D_{b}\) and self-adjointness of \(D_{b}\) and \(D_{b'}\), for \(b \sim b'\)
\[E_{\nu,N}[h_b h_{b'} D_b f D_{b'} f] = -E_{\nu,N}[h_b h_{b'} (D_{b'} D_b f)(D_{b'} f)] = E_{\nu,N}[h_b h_{b'} (D_{b'} D_b f)^2] \geq 0.
\]

Therefore, it follows that
\[E_{\nu,N}[(\mathcal{L}_{LR}^m f)^2] \geq \frac{1}{N^2} \sum_{b,b'; b \sim b'} E_{\nu,N}[h_b h_{b'} D_b f D_{b'} f].\]
Now, we denote unordered triples \( \{i, j, k\} \) of distinct vertices by \( T \) (triangles). We say that \( b \in T \) if \( b = \{i, j\} \) and \( i, j \in T \). Clearly, if \( b \sim b' \) and \( b \neq b' \) there is only one triangle \( T \) such that \( b, b' \in T \). We may therefore write

\[
\sum_{b,b':b\sim b'} E_{\nu_{E,N}}[h_b h_{b'} D_b f D_{b'} f]
\]

\[
= \sum_{b,b':b\sim b', b \neq b'} E_{\nu_{E,N}}[h_b h_{b'} D_b f D_{b'} f] + \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2]
\]

\[
= \sum_{T} \sum_{b \in T} E_{\nu_{E,N}}[h_b h_{b'} D_b f D_{b'} f] - (N - 3) \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2]
\]

since for every \( b \) there are exactly \( N - 2 \) triangles \( T \) such that \( b \in T \).

Let us now apply the inequality \( (\ref{eq:4.1}) \) for \( \mathcal{L}^{m,*}_{LR} \) to a fixed triangle \( T \). Let \( \mathcal{F}_T \) denote the \( \sigma \)-algebra generated by \( \{x_i, l \notin T\} \). Then,

\[
\frac{1}{3} \sum_{b,b' \in T} E_{\nu_{E,N}}[h_b h_{b'} D_b f D_{b'} f|\mathcal{F}_T] \geq \lambda^{*,m}_{LR} \left( \frac{\sum_{i \in T} x_i}{3} \right) \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2|\mathcal{F}_T]
\]

\[
= \tilde{\kappa}_m (\sum_{i \in T} x_i)^m \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2|\mathcal{F}_T] \geq \tilde{\kappa}_m \sum_{b} E_{\nu_{E,N}}[(\sum_{i \in T} x_i)^m h_b (D_b f)^2|\mathcal{F}_T]
\]

\[
\geq \tilde{\kappa}_m \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2|\mathcal{F}_T]
\]

where we use \((\sum_{i \in T} x_i)^m \) is measurable with respect to \( \mathcal{F}_T \) and \((\sum_{i \in T} x_i)^m \geq h_b \) for any \( b \in T \). Taking \( \nu_{E,N} \)-expectation to remove the condition on \( \mathcal{F}_T \), we obtain that

\[
E_{\nu_{E,N}}[(\mathcal{L}^{*,m}_{LR} f)^2] \geq \frac{1}{N^2} \left( (3\tilde{\kappa}_m - 1)(N - 2) + 1 \right) \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2].
\]

On the other hand, since

\[
E_{\nu_{E,N}}[f(-\mathcal{L}^{2m,*}_{LR}) f] = \frac{1}{N} \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2],
\]

we have

\[
\frac{1}{N} \sum_{b} E_{\nu_{E,N}}[h_b^2 (D_b f)^2] \geq \lambda^{*,2m}_{LR}(E, N) E_{\nu_{E,N}}[f^2].
\]

Therefore, combining the above inequalities, we complete the proof. \( \square \)

5. Examples

In this section, we present two interesting classes of stochastic energy exchange models for which we can apply Theorem \( \square \)
5.1. the rarely interacting billiard lattice. As mentioned in Introduction, the main motivation of the article [10] was to study the models studied in [7], [8]. Gaspard and Gilbert argued that in the limit of rare collisions, the dynamics of a billiard lattice becomes a Markov jump process. The limiting process is actually in the class considered in this paper. As shown in [10], the process studied in [8] has the generator of the mechanical form
\[ \Lambda_s(s) = s^{1/2}, \quad \Lambda_r(\beta) = \frac{\sqrt{2\pi} \frac{1}{2} + \beta \vee (1-\beta)}{\sqrt{\beta \vee (1-\beta)}}, \]
\[ P(\beta, d\alpha) = \frac{3}{2} \frac{1}{\beta + \beta \vee (1-\beta)} \alpha \wedge (1-\alpha) \, d\alpha. \]

The symbol \( \vee \) denotes the maximum and \( \wedge \) denotes the minimum. This process is reversible with respect to the product Gamma-distribution with \( \gamma = \frac{3}{2} \). Moreover, it is shown in [10] that this measure is also reversible for the process given by the generator corresponding to any other function \( \Lambda_s \) (while keeping \( \Lambda_r \) and \( P \) unchanged). Therefore, we consider the generator given by \( \Lambda_s(s) = s^m \) for \( m \geq 0 \), and denote the spectral gap on \( \mathcal{S}_{E,N} \) of the process by \( \lambda_{GG3}(E,N) \) where \( 3 \) represents the dimension of the original mechanical model.

Here, we also consider the process obtained from the two-dimensional billiard lattice studied in [7]. Changing equations (3) and (5) in [7] to our notation yields that
\[ \Lambda_s(s) = s^{1/2}, \quad \Lambda_r(\beta) = \frac{8(\beta \vee (1-\beta))}{\pi^3} \left( 2E(\beta^*) - (1-\beta^*)K(\beta^*) \right), \]
\[ P(\beta, d\alpha) = \frac{\tilde{P}(\beta, \alpha)}{\Lambda_r(\beta)} \, d\alpha \]
where \( \beta^* = \frac{\beta}{1-\beta} \wedge \frac{1-\beta}{\beta} \),
\[ \tilde{P}(\beta, \alpha) = \sqrt{\frac{2}{\pi^3}} \times \begin{cases} \sqrt{\frac{1}{1-\beta}} K(\sqrt{\frac{\alpha}{1-\beta}}) & \text{if } 0 \leq \alpha \leq (\beta \wedge (1-\beta)) \\ \sqrt{\frac{1}{1-\alpha}} K(\sqrt{\frac{\beta}{1-\alpha}}) & \text{if } \beta \leq \alpha \leq (1-\beta) \\ \sqrt{\frac{1}{\alpha}} K(\sqrt{\frac{1-\beta}{\alpha}}) & \text{if } (1-\beta) \leq \alpha \leq \beta \\ \sqrt{\frac{1}{\beta}} K(\sqrt{\frac{1-\alpha}{\beta}}) & \text{if } (\beta \vee (1-\beta)) \leq \alpha \leq 1, \end{cases} \]
and
\[ K(t) = \int_0^\frac{\pi}{2} \frac{1}{\sqrt{1-t^2 \sin^2 \theta}} \, d\theta, \quad E(t) = \int_0^\frac{\pi}{2} \sqrt{1-t^2 \sin^2 \theta} \, d\theta. \]

Since the underlying mechanical model has a two-dimensional configuration space for each of the constituent particles, this process is reversible with respect to the product Gamma-distribution with \( \gamma = 1 \). In the same manner as before, this measure is also reversible for the process given by the
generator corresponding to any other function $\Lambda_s$ (while keeping $\Lambda_r$ and $P$ unchanged). So, we consider the generator given by $\Lambda_s(s) = s^m$ for $m \geq 0$, and denote the spectral gap on $\mathcal{S}_{E,N}$ of the process by $\lambda_{GG}^m(E,N)$.

Since these processes are of the mechanical form (1.5), $\lambda_{GG}^m(E,N) = \Lambda_s(2E)\tilde{C}_{GG} = (2E)^m\tilde{C}_{GG}$ and $\lambda_{GG}^m(E,2) = \Lambda_s(2E)\tilde{C}_{GG} = (2E)^m\tilde{C}_{GG}$ where $\tilde{C}_{GG} = \lambda_{GG}^0(1,2)$ and $\tilde{C}_{GG} = \lambda_{GG}^0(1,2)$.

**Lemma 5.1.**

$\tilde{C}_{GG} > 0$, $\tilde{C}_{GG} > 0$

**Proof.** The fact $\lambda_{GG}^0(1,2) > 0$ is shown in [10] since the case $m = 0$ satisfies the condition assumed in Lemma 5.1 of [10]. To show $\tilde{C}_{GG} > 0$, we write down the explicit Dirichlet form associated to the two-dimensional model:

$$\tilde{C}_{GG} = \inf \left\{ \int_0^1 d\beta \int_0^1 \tilde{P}(\beta, \alpha) d\alpha [f(\alpha) - f(\beta)]^2 : f \in L^2([0, 1]) \right\}.$$  

Then, since $\tilde{P}(\beta, \alpha) \geq \sqrt{1/2\pi} K(0) = \sqrt{1/2\pi}$ for all $0 \leq \alpha, \beta \leq 1$, we have $\tilde{C}_{GG} \geq \sqrt{1/2\pi}$.  

With this result, we can apply Proposition 1.1 to these models directly and obtain the following corollary:

**Corollary 5.1.** For any $m \geq 0$, there exists positive constants $C$ and $C'$ independent of $E$ and $N$ such that

$$\lambda_{GG}^m(E,N) \geq C E^m \frac{1}{N^2}, \quad \lambda_{GG}^m(E,N) \geq C'E^m \frac{1}{N^2}.$$  

5.2. stick processes. The class of stick processes studied in [5] is another interesting example in the class we considered. The model was first introduced as the microscopic model which scales to the porous medium equations. The generator of the model is described by the rate function and the probability kernel of the mechanical form as

$$\Lambda_s(s) = s^m, \quad \Lambda_r(\beta) = \beta^m + (1 - \beta)^m, \quad P(\beta, d\alpha) = \frac{m|\beta - \alpha|^{m-1}}{\Lambda_r(\beta)} d\alpha$$

where $m$ is a positive parameter. $\alpha - 1$ in [5] is associated to $m$ here. The process is reversible with respect to a product Gamma-distribution with $\gamma = 1$.

Denote the spectral gap for the stick process with parameter $m$ on $\mathcal{S}_{E,N}$ by $\lambda_{st}^m(E,N)$. By the definition,

$$\lambda_{st}^m(1,2) = \inf \left\{ \frac{m \int_0^1 \int_0^1 (f(t) - f(s))^2 |t - s|^{m-1} ds dt}{\int_0^1 \int_0^1 (f(t) - f(s))^2 ds dt} : f \in L^2(\nu_{1,2}) \right\}.$$
Therefore, it is obvious that $\lambda_{st}^1(1, 2) = 1$ and $\lambda_{st}^m(1, 2) > 0$ for $0 < m \leq 1$ as $|t - s|^m \geq |t - s|$ for any $0 \leq t, s \leq 1$ and $0 < m \leq 1$.

On the other hand, for $m > 1$, we need to show $\lambda_{st}^m(1, 2) > 0$ more carefully. Let $k = m - 1 > 0$. For $f$ satisfying $E_{\nu, 2}[f] = \int_0^1 f(t)dt = 0$, we have

$$
\int_0^1 \int_0^1 \{f(t) - f(s)\}^2|t - s|^kdsdt
= \frac{2}{k + 1} \int_0^1 f(t)^2(t^{k+1} + (1 - t)^{k+1})dt - 2 \int_0^1 \int_0^1 f(t)f(s)|t - s|^kdsdt.
$$

Then, for any $a > 0$,

$$
\left| \int_0^1 \int_0^1 f(t)f(s)|t - s|^kdsdt \right| = \left| \int_0^1 \int_0^1 f(t)f(s)(|t - s|^k - a^k)dsdt \right|
\leq \int_0^1 \int_0^1 |f(t)||f(s)|||t - s|^k - a^k|dsdt
\leq \int_0^1 \int_0^1 \frac{1}{2}(|f(t)|^2 + |f(s)|^2)||t - s|^k - a^k|dsdt
= \int_0^1 f(t)^2 \int_0^1 ||t - s|^k - a^k|dsdt.
$$

By simple calculations,

$$
\int_0^1 ||t - s|^k - a^k|ds = \int_0^{1-t} |q^k - a^k|dq + \int_t^1 |q^k - a^k|dq
= \int_0^{1-t} (q^k - a^k)dq - \int_0^{(1-t)\wedge a} (q^k - a^k)dq
+ \int_{(1-t)\wedge a}^t (q^k - a^k)dq - \int_0^{t\wedge a} (q^k - a^k)dq
= \frac{1}{k + 1} \left( (1 - t)^{k+1} + t^{k+1} - 2((1 - t) \wedge a)^{k+1} - 2(t \wedge a)^{k+1} \right)
- a^k \left( 1 - 2((1 - t) \wedge a) - 2(t \wedge a) \right)
\leq \frac{1}{k + 1} \left( (1 - t)^{k+1} + t^{k+1} \right) - a^k(1 - 4a)
$$

Therefore,

$$
\int_0^1 \int_0^1 \{f(t) - f(s)\}^2|t - s|^kdsdt
\geq \frac{2}{k + 1} \int_0^1 f(t)^2(t^{k+1} + (1 - t)^{k+1})dt
- 2 \int_0^1 f(t)^2 \left( \frac{(1 - t)^{k+1} + t^{k+1}}{k + 1} - a^k(1 - 4a) \right)dt
= 2 \int_0^1 f(t)^2a^k(1 - 4a)dt.
$$
Namely, for any $0 < a < \frac{1}{4}$, we have $\lambda_{st}^m(1,2) \geq a^{m-1}(1 - 4a) > 0$.

With this result, we can apply Proposition 1.4 to the stick process directly and obtain the following corollary:

**Corollary 5.2.** For any $m > 0$, there exists a positive constant $C$ independent of $E$ and $N$ such that

$$\lambda_{st}^m(E,N) \geq C E^m \frac{1}{N^2}.$$

**APPENDIX A. SPECTRAL GAP FOR 3-SITE SYSTEM**

In this appendix, we give a proof of Lemma 2.2. From now on, we fix $\nu = \nu_{1,3,3}$ and denote by $E$ the integration with respect to $\nu$. For each $n \in \mathbb{N}$, let $P_n$ be the set of polynomials of three variables of degree less than or equal to $n$ and $\bar{P}_n$ be the set of polynomials of one variable of degree less than or equal to $n$.

Since $P_n$ is dense in $L^2(\nu)$, we have

$$\tilde{\kappa}_1 = \inf \left\{ \frac{D_{LR}^1(f)}{E[f^2]} ; E[f] = 0, f \in L^2(\nu) \right\} = \inf_{n \in \mathbb{N}} \inf \left\{ \frac{D_{LR}^1(f)}{E[f^2]} ; E[f] = 0, f \in P_n \right\}.$$

Then, since $D_{LR}^1(f) = \frac{1}{2} \sum_{i=1}^{3} E[(1-x_i)(f - E[f|x_i])]^2$ where $E[f|x_i] = E[f|\mathcal{G}_i]$ and $\mathcal{G}_i$ is the $\sigma$-algebra generated by $x_i$,

$$\tilde{\kappa}_1 = \frac{1}{3} \inf_{n \in \mathbb{N}} inf \left\{ \frac{2E[f^2] - \sum_{i=1}^{3} E[(1-x_i)E[f|x_i]^2]}{E[f^2]} ; E[f] = 0, f \in P_n \right\}.$$

Therefore, to show $\tilde{\kappa}_1 > \frac{1}{3}$, we only need to show that

$$\sup_{n \in \mathbb{N}} \sup \left\{ \frac{\sum_{i=1}^{3} E[(1-x_i)E[f|x_i]^2]}{E[f^2]} ; E[f] = 0, f \in P_n \right\} < 1. \quad (A.1)$$

Now, we construct a set of special functions which generates $P_n$.

First, for each $n \in \mathbb{N}$, let $J_n \in \bar{P}_n$ be

$$J_n(u) = \frac{\Gamma(n+\gamma)}{n!\Gamma(n+3\gamma-1)} \sum_{m=0}^{n} (-1)^m \binom{n}{m} \frac{\Gamma(n+m+3\gamma-1)}{\Gamma(m+\gamma)} u^m. \quad (A.2)$$

$\{J_n\}_{n \in \mathbb{N}}$ are orthogonal polynomials called the Jacobi polynomials with parameters $(\gamma - 1, 2\gamma - 1)$ on the interval $[0,1]$. We choose the parameter since $\{J_n\}_{n \in \mathbb{N}}$ are orthogonal with respect to the marginal of $x_1$ under $\nu$, or precisely the beta distribution of parameters $(\gamma, 2\gamma)$. By the construction, for $1 \leq i \leq 3$,

$$E[J_n(x_i)] = 0 \quad (n \in \mathbb{N}), \quad E[J_n(x_i)J_m(x_i)] = 0 \quad (n \neq m). \quad (A.3)$$

**Lemma A.1.** For any $n \in \mathbb{N}$,

$$E[J_n(x_i)|x_j] = \nu_n J_n(x_j) \quad \text{for} \quad i \neq j$$

where $\nu_n = (-1)^n \frac{\Gamma(2\gamma)\Gamma(n+\gamma)}{\Gamma(\gamma)\Gamma(n+2\gamma)}.$
Proof. We first remark that for any \( f \in \hat{P}_n \), \( E[f(x_i)|x_j] \in \hat{P}_n \) as a function of \( x_j \). Moreover, as shown in the proof of Theorem 3.2 in [1], there exists a set of polynomials \( \psi_n \) which satisfies \( E[\psi_n(x_i)|x_j] = \nu_n \psi_n(x_j) \) for \( i \neq j \) and \( \psi_n \in \hat{P}_n \) where \( \nu_n = (-1)^{n} \frac{\Gamma(2) \Gamma(n+2)}{\Gamma(n+2)^2} \). Then, since

\[
\nu_n E[\psi_n(x_1)\psi_m(x_1)] = E[\psi_n(x_2)\psi_m(x_1)] = \nu_m E[\psi_n(x_2)\psi_m(x_2)]
\]  

(A.4)

and \( \nu_n \neq \nu_m \) for \( n \neq m \). \( \{ \psi_n \}_{n \in \mathbb{N}} \) are orthogonal polynomials with respect to the marginal of \( x_1 \) under \( \nu \), which implies \( J_n = c_n \psi_n \) for some \( c_n \neq 0 \) and \( E[J_n(x_i)|x_j] = \nu_n J_n(x_j) \) for \( i \neq j \).

Next, we consider following polynomials \( F_n, G_n, H_n \in P_n \):

\[
F_n(x_1, x_2, x_3) = J_n(x_1) + J_n(x_2) + J_n(x_3), \\
G_n(x_1, x_2, x_3) = J_n(x_1) - J_n(x_2), \\
H_n(x_1, x_2, x_3) = J_n(x_1) - 2J_n(x_2) + J_n(x_3).
\]

(A.5) (A.6) (A.7)

For any \( n \in \mathbb{N} \), let \( Q_n \) denote a subspace of \( P_n \) generated by \( F_0 := 1 \) and \( \{ F_k, G_k, H_k \}_{1 \leq k \leq n} \) and \( Q_n^\perp \) be the orthogonal complement of \( Q_n \) of \( P_n \) equipped with the inner product induced from \( L^2(\nu) \).

**Proposition A.1.** For any \( n \in \mathbb{N} \) and \( f \in Q_n^\perp \),

\[
E[f|x_i] = 0, \quad 1 \leq i \leq 3.
\]

(A.8)

Proof. For any \( f \in P_n \), by the explicit expression of the integration over two variables, it is not hard to show that \( E[f|x_i] \in \hat{P}_n \). The same property was pointed out in [3]. Therefore, \( E[f|x_i] = \sum_{k=1}^{n} t_k J_k(x_i) + t_0 \) with some constants \( t_k \). On the other hand, since \( 1, J_k(x_i) \in Q_n \) for \( 1 \leq k \leq n \) and by the assumption \( f \in Q_n^\perp \), we have \( t_k = 0 \) for \( 0 \leq k \leq n \).

For any \( f \in P_n \), we can write \( f = \sum_{i=0}^{n} a_i F_i + \sum_{i=1}^{n} b_i G_i + \sum_{i=1}^{n} c_i H_i + K \) with some \( K \in Q_n^\perp \) and constants \( a_i, b_i \) and \( c_i \). In particular, if \( E[f] = 0 \), then \( a_0 = 0 \). Moreover, since \( F_1 = 0 \) on \( \mathbb{S}_3^2 \), we take \( a_1 = 0 \). Then, for any \( f \in P_n \) satisfying \( E[f] = 0 \),

\[
\sum_{i=1}^{3} E[(1-x_i)E[f|x_i]^2]
\]

\[
= \sum_{i=1}^{3} E[(1-x_i)E[\sum_{k=2}^{n} a_k F_k + \sum_{k=1}^{n} b_k G_k + \sum_{k=1}^{n} c_k H_k|x_i]]^2
\]

\[
= E[(1-x_1)^2] \left( \sum_{k=2}^{n} a_k (1+2\nu_k) J_k(x_1) + \sum_{k=1}^{n} (b_k+c_k)(1-\nu_k) J_k(x_1) \right)^2
\]

\[
+ E[(1-x_2)^2] \left( \sum_{k=2}^{n} a_k (1+2\nu_k) J_k(x_2) - \sum_{k=1}^{n} 2c_k (1-\nu_k) J_k(x_2) \right)^2
\]

\[
+ E[(1-x_3)^2] \left( \sum_{k=2}^{n} a_k (1+2\nu_k) J_k(x_3) + \sum_{k=1}^{n} (-b_k+c_k)(1-\nu_k) J_k(x_3) \right)^2
\]
\[= 3E[(1 - x_1) \left( \sum_{k=2}^{n} a_k (1 + 2\nu_k) J_k(x_1) \right)^2] + 2E[(1 - x_1) \left( \sum_{k=1}^{n} b_k (1 - \nu_k) J_k(x_1) \right)^2] + 6E[(1 - x_1) \left( \sum_{k=1}^{n} c_k (1 - \nu_k) J_k(x_1) \right)^2].\]

On the other hand,
\[
E[f^2] = E\left[ \left( \sum_{k=2}^{n} a_k F_k + \sum_{k=1}^{n} b_k G_k + \sum_{k=1}^{n} c_k H_k + K \right)^2 \right] = 3 \sum_{k=2}^{n} a_k^2 (1 + 2\nu_k) E[J_k(x_1)^2] + 2 \sum_{k=1}^{n} b_k^2 (1 - \nu_k) E[J_k(x_1)^2] + 6 \sum_{k=1}^{n} c_k^2 (1 - \nu_k) E[J_k(x_1)^2] + E[K^2].
\]

Therefore, to show (A.1) we only need to show that
\[
\sup_{n \in \mathbb{N}} \sup_{a=(a_k)} \frac{E_\mu[(1 - u) \left( \sum_{k=2}^{n} a_k (1 + 2\nu_k) J_k(u) \right)^2]}{\sum_{k=2}^{n} a_k^2 (1 + 2\nu_k) E_\mu[J_k(u)^2]} < 1 \tag{A.9}
\]
and
\[
\sup_{n \in \mathbb{N}} \sup_{b=(b_k)} \frac{E_\mu[(1 - u) \left( \sum_{k=1}^{n} b_k (1 - \nu_k) J_k(u) \right)^2]}{\sum_{k=1}^{n} b_k^2 (1 - \nu_k) E_\mu[J_k(u)^2]} < 1 \tag{A.10}
\]
where \(\mu\) is the beta distribution with parameters (\(\gamma, 2\gamma\)).

Since \(\{J_n\}\) is a series of orthogonal polynomials, we have
\[E_\mu[(1 - u) \left( \sum_{k=2}^{n} a_k (1 + 2\nu_k) J_k(u) \right)^2] = \sum_{k=2}^{n} a_k^2 (1 + 2\nu_k)^2 E_\mu[(1 - u) J_k(u)^2] - 2 \sum_{k=2}^{n-1} a_k a_{k+1} (1 + 2\nu_k)(1 + 2\nu_{k+1}) E_\mu[u J_k(u) J_{k+1}(u)]\]

Define \(J_{n,m} \in \mathbb{R}\) for \(n \in \mathbb{N}\) and \(1 \leq m \leq n\) as
\[J_n(u) = \sum_{m=0}^{n} J_{n,m} u^m.\]

Then, we have
\[E_\mu[u J_k(u)^2] = E_\mu[u^{k+1} J_{k,k} J_k(u)] + E_\mu[u^k J_{k,k-1} J_k(u)]\]
\[
= \frac{J_{k,k}}{J_{k+1,k+1}} E_\mu \left( J_{k+1}(u) - J_{k+1,k} u^k \right) J_k(u) \right] + \frac{J_{k,k-1}}{J_{k,k}} E_\mu [J_k(u)^2] \\
= -\frac{J_{k+1,k}}{J_{k+1,k+1}} E_\mu [J_k(u)^2] + \frac{J_{k,k-1}}{J_{k,k}} E_\mu [J_k(u)^2]
\]

and

\[
E_\mu [u J_k(u) J_{k+1}(u)] = E_\mu [u^{k+1} J_{k,k} J_{k+1}(u)] = \frac{J_{k,k}}{J_{k+1,k+1}} E_\mu [J_{k+1}(u)^2].
\]

Therefore, we have

\[
E_\mu [(1-u) \left( \sum_{k=2}^n a_k(1 + 2\nu_k) J_k(u) \right)^2] = \sum_{k=2}^n a_k^2 (1 + 2\nu_k)^2 \left( 1 + \frac{J_{k+1,k}^2}{J_{k+1,k+1}^2} - \frac{J_{k,k-1}^2}{J_{k,k}^2} \right) E_\mu [J_k(u)^2] \quad \text{(A.11)}
\]

\[
= \sum_{k=1}^n b_k^2 (1 - \nu_k)^2 \left( 1 + \frac{J_{k+1,k}^2}{J_{k+1,k+1}^2} - \frac{J_{k,k-1}^2}{J_{k,k}^2} \right) E_\mu [J_k(u)^2] \quad \text{(A.12)}
\]

\[
- 2 \sum_{k=2}^{n-1} a_k a_{k+1} (1 + 2\nu_k)(1 + 2\nu_{k+1}) \frac{J_{k,k}}{J_{k+1,k+1}} E_\mu [J_{k+1}(u)^2]. \quad \text{(A.13)}
\]

In the same manner, we have

\[
E_\mu [(1-u) \left( \sum_{k=1}^n b_k(1 - \nu_k) J_k(u) \right)^2] = \sum_{k=1}^n b_k^2 (1 - \nu_k)^2 \left( 1 + \frac{J_{k+1,k}^2}{J_{k+1,k+1}^2} - \frac{J_{k,k-1}^2}{J_{k,k}^2} \right) E_\mu [J_k(u)^2] \]

\[
- 2 \sum_{k=1}^{n-1} b_k b_{k+1} (1 - \nu_k)(1 - \nu_{k+1}) \frac{J_{k,k}}{J_{k+1,k+1}} E_\mu [J_{k+1}(u)^2].
\]

Now, we change variables as \( \tilde{a}_k = a_k \sqrt{(1 + 2\nu_k) E_\mu [J_k(u)^2]} \) and \( \tilde{b}_k = b_k \sqrt{(1 - \nu_k) E_\mu [J_k(u)^2]} \). Note that \( 1 + 2\nu_k > 0 \) for \( k \geq 2 \) and \( 1 - \nu_k > 0 \) for \( k \geq 1 \).

Then, the conditions (A.9) and (A.10) can be rewritten as

\[
\sup_{n \in \mathbb{N}} \sup_{\tilde{a}=(\tilde{a}_k)} \left\{ \sum_{k=2}^n a_k^2 (1 + 2\nu_k) p_k - 2 \sum_{k=2}^{n-1} \tilde{a}_k \tilde{a}_{k+1} \sqrt{(1 + 2\nu_k)(1 + 2\nu_{k+1}) q_k} \right\} < 1 \quad \text{(A.14)}
\]

and

\[
\sup_{n \in \mathbb{N}} \sup_{b=(b_k)} \left\{ \sum_{k=1}^n b_k^2 (1 - \nu_k) p_k - 2 \sum_{k=1}^{n-1} b_k b_{k+1} \sqrt{(1 - \nu_k)(1 - \nu_{k+1}) q_k} \right\} < 1 \quad \text{(A.15)}
\]

where \( p_k = 1 + \frac{J_{k+1,k}}{J_{k+1,k+1}} - \frac{J_{k,k-1}}{J_{k,k}} \) and \( q_k = \frac{J_{k,k}}{J_{k+1,k+1}} \sqrt{\frac{E_\mu [J_{k+1}(u)^2]}{E_\mu [J_k(u)^2]}} \). Note that \( |q_k| = -q_k \) for all \( k \in \mathbb{N} \).
Since for any sequence of positive numbers \( \{\alpha_k\}_{k \geq 2} \)
\[
\sum_{k=2}^{n-1} \left( \hat{a}_k \sqrt{\frac{(1 + 2\nu_k)|q_k|}{\alpha_k}} - a_{k+1} \sqrt{\frac{(1 + 2\nu_{k+1})|q_k|\alpha_k}{|\alpha_k|}} \right)^2 \geq 0
\]
we have
\[
-2 \sum_{k=2}^{n-1} \hat{a}_k a_{k+1} \sqrt{(1 + 2\nu_k)(1 + 2\nu_{k+1})q_k}
\]
\[
= 2 \sum_{k=2}^{n-1} \hat{a}_k a_{k+1} \sqrt{(1 + 2\nu_k)(1 + 2\nu_{k+1})|q_k|}
\]
\[
\leq \sum_{k=2}^{n-1} \left( \hat{a}_k^2 \frac{(1 + 2\nu_k)|q_k|}{\alpha_k} + a_{k+1}^2 (1 + 2\nu_{k+1})|q_k|\alpha_k \right).
\]
Namely,
\[
\sup_{n \geq 2} \sup_{\alpha} \left\{ \sum_{k=2}^{n} \hat{a}_k^2 (1 + 2\nu_k)p_k - 2 \sum_{k=2}^{n-1} \hat{a}_k a_{k+1} \sqrt{(1 + 2\nu_k)(1 + 2\nu_{k+1})q_k} \right\}
\]
\[
\leq \sup_{n \geq 2} \sup_{\alpha} \left\{ \sum_{k=2}^{n} \hat{a}_k^2 (1 + 2\nu_k) \left( p_k + \frac{|q_k|}{\alpha_k} + |q_{k-1}|\alpha_{k-1} \right) \right\}
\]
where \( \alpha_1 = 0 \) for convention. Therefore, we can conclude (A.14) if we succeed to show the following proposition.

**Proposition A.2.** There exists a sequence of positive numbers \( \{\alpha_n\}_{n=2}^{\infty} \) which satisfying
\[
\sup_{n \geq 2} \left\{ (1 + 2\nu_n) \left( p_n + \frac{|q_n|}{\alpha_n} + |q_{n-1}|\alpha_{n-1} \right) \right\} < 1
\]
where \( \alpha_1 = 0 \) for convention.

In the same manner, to show (A.15), we only need to show the following proposition.

**Proposition A.3.** There exists a sequence of positive numbers \( \{\beta_n\}_{n=1}^{\infty} \) which satisfying
\[
\sup_{n \geq 1} \left\{ (1 - \nu_n) \left( p_n + \frac{|q_n|}{\beta_n} + |q_{n-1}|\beta_{n-1} \right) \right\} < 1
\]
where \( \beta_0 = 0 \) for convention.

**A.1. Some properties of constants.** To prove the desired propositions, we first study some properties of constants \( \nu_n, p_n \) and \( q_n \). Hereafter, to emphasize the fact that \( \nu_n, p_n \) and \( q_n \) depend not only on \( n \) but also \( \gamma \), we denote them by \( \nu_n(\gamma), p_n(\gamma) \) and \( q_n(\gamma) \).
Lemma A.2. For each fixed $\gamma > 0$, $|\nu_n(\gamma)|$ is decreasing as a function of $n$ for $n \geq 1$. Moreover, for each fixed $n \in \mathbb{N}$, $|\nu_n(\gamma)|$ is decreasing as a function of $\gamma$ for $\gamma > 0$.

Proof. Since $|\nu_n(\gamma)| = \prod_{k=0}^{n-1} \frac{\gamma + k}{2\gamma + k}$, it is obvious. \qed

Lemma A.3. $p_n(\gamma) > 0$ for any $n \in \mathbb{N}$ and $\gamma > 0$. Moreover, for each fixed $\gamma < \frac{2}{3}$, $p_n(\gamma)$ is increasing as a function of $n$ for $n \geq 1$ and $p_n(\gamma) < \frac{1}{2}$ for any $n \in \mathbb{N}$. If $\gamma = \frac{2}{3}$, then $p_n(\gamma) = \frac{1}{2}$ for all $n \in \mathbb{N}$. For each fixed $\gamma > \frac{2}{3}$, $p_n(\gamma)$ is decreasing as a function of $n$ for $n \geq 1$.

Proof. By the definition, $p_n(\gamma) = 1 + \frac{-(n+1)(n+\gamma)}{2n+3\gamma} - \frac{n(n+\gamma-1)}{2n+3\gamma-2}$

$= \frac{2n(n-1) + (6n-4)\gamma + 6\gamma^2}{(2n+3\gamma)(2n+3\gamma-2)} = \frac{1}{2} + \frac{-\gamma + 3/2\gamma^2}{(2n+3\gamma)(2n+3\gamma-2)}$. \qed

Lemma A.4. For each fixed $n \in \mathbb{N}$, $p_n(\gamma)$ is increasing as a function of $\gamma$ for $\gamma \geq \frac{1}{3}$.

Proof. By the definition, $\frac{d}{d\gamma} p_n(\gamma) = \frac{d}{d\gamma} \left( \frac{6\gamma^2 + (6n-4)\gamma + 2n(n-1)}{(2n+3\gamma)(2n+3\gamma-2)} \right)$

and the numerator of the derivative is

$(12\gamma + 6n - 4)(2n + 3\gamma)(2n + 3\gamma - 2)$

$- 3(6\gamma^2 + (6n-4)\gamma + 2n(n-1))(4n + 6\gamma - 2)$

$= 2n \left( 9\gamma^2 + 6\gamma(n-1) - 2(n-1) \right) > 0$

for $\gamma \geq \frac{1}{3}$. \qed

Lemma A.5. For each fixed $\frac{2}{3} \leq \gamma \leq 2$, $|q_n(\gamma)|$ is decreasing as a function of $n$ for $n \geq 2$. For each fixed $2 < \gamma \leq \frac{7}{3}$, $|q_n(\gamma)|$ is decreasing as a function of $n$ for $n \geq 3$. For each fixed $\gamma < \frac{2}{3}$, $|q_n(\gamma)|$ is decreasing as a function of $n$ for $n \geq 2$.

Proof. First, note that by the definition,

$q_n(\gamma) = -\frac{\Gamma(2n+3\gamma-1) (n+1)! \Gamma(n+3\gamma)}{n! \Gamma(2n+3\gamma-1) \Gamma(n+3\gamma+1)}$

$\times \sqrt{\frac{\Gamma(n+1+\gamma)(2n+3\gamma-1)n! \Gamma(n+3\gamma-1)}{(2n+3\gamma+1)(n+1)! \Gamma(n+3\gamma) \Gamma(n+\gamma)}}$
\[
\frac{n + 1(n + 3\gamma - 1)}{(2n + 3\gamma)(2n + 3\gamma - 1)} \sqrt{\frac{(n + \gamma)(2n + 3\gamma - 1)}{(2n + 3\gamma + 1)(n + 3\gamma - 1)}}
\]

\[
= -\frac{1}{(2n + 3\gamma)} \sqrt{\frac{(n + \gamma + 1)(n + 3\gamma - 1)(n + 3\gamma + 1)(2n + 3\gamma - 1)}{(2n + 3\gamma + 1)(n + 3\gamma - 1)}}
\]

For each \( n \in \mathbb{N} \), we have

\[
\frac{|q_{n+1}(\gamma)|^2}{|q_n(\gamma)|^2} = \frac{(2n + 3\gamma)^2(2n + 3\gamma - 1)(n + 2)(n + 3\gamma)(n + \gamma + 1)}{(2n + 3\gamma + 2)^2(2n + 3\gamma + 3)(n + 1)(n + 3\gamma - 1)(n + \gamma)}.
\]

For any \( \gamma > 0 \), \((2n + 3\gamma + 3)(n + \gamma) - (2n + 3\gamma)(n + \gamma + 1) = n\), so

\[
\frac{(2n + 3\gamma)(n + \gamma + 1)}{(2n + 3\gamma + 3)(n + \gamma)} < 1.
\]

On the other hand, for \( 2/3 \leq \gamma \), since \((2n + 3\gamma + 2)(n + 3\gamma - 1) - (2n + 3\gamma)(n + 3\gamma) = 3\gamma - 2\),

\[
\frac{(2n + 3\gamma)(n + 3\gamma)}{(2n + 3\gamma + 2)(n + 3\gamma - 1)} \leq 1.
\]

In the same manner, \((2n + 3\gamma + 2)(n + 1) - (2n + 3\gamma - 1)(n + 2) = n - 3\gamma + 4\), then if \( \gamma \leq \frac{n + 4}{3} \), then

\[
\frac{(2n + 3\gamma - 1)(n + 2)}{(2n + 3\gamma + 2)(n + 1)} \leq 1.
\]

Next, we assume that \( \gamma < 2/3 \). As in the same way, since \((2n + 3\gamma + 2)(n + 3\gamma - 1) - (2n + 3\gamma - 1)(n + 3\gamma) = n + 6\gamma - 2\), for any \( n \geq 2\),

\[
\frac{(2n + 3\gamma - 1)(n + 3\gamma)}{(2n + 3\gamma + 2)(n + 3\gamma - 1)} < 1
\]

and \((2n + 3\gamma - 2)(n + 1) - (2n + 3\gamma)(n + 2) = 2 - 3\gamma\),

\[
\frac{(2n + 3\gamma)(n + 2)}{(2n + 3\gamma + 2)(n + 1)} < 1
\]

\[\square\]

**Lemma A.6.** For each fixed \( n \geq 3 \), \(|q_n(\gamma)|\) is decreasing as a function of \( \gamma \) for \( \gamma > 0 \) and \(|q_2(\gamma)|\) is decreasing as a function of \( \gamma \) for \( \gamma \geq \frac{1}{10} \).

**Proof.** Instead of \(|q_n(\gamma)|\) itself, we will consider the derivative of \(|q_n(\gamma)|^2\). By the definition,

\[
\frac{d}{d\gamma}|q_n(\gamma)|^2 = \sqrt{n + 1} \frac{d}{d\gamma} \left( \frac{(n + \gamma)(n + 3\gamma - 1)}{(2n + 3\gamma)^4 - (2n + 3\gamma)^2} \right)
\]

The numerator of the derivative is

\[
(4n + 6\gamma - 1)(2n + 3\gamma)^4 - (2n + 3\gamma)^2) - (n + \gamma)(n + 3\gamma - 1)\left(12(2n + 3\gamma)^2 - 6(2n + 3\gamma)\right)
\]
Now, for any \( \gamma \) with \( \gamma < 0 \), and at least for \( \gamma \geq \frac{1}{10} \) if \( n = 2 \). \( \square \)

**Lemma A.7.** For any \( \gamma \geq \frac{1}{3} \) and \( n \in \mathbb{N} \), \( |q_n(\gamma)| \leq \frac{1}{4\sqrt{n+\gamma}} \).

**Proof.** For any positive numbers \( a, b, \sqrt{ab} \leq \frac{1}{2}(a + b) \). Therefore,
\[
|q_n(\gamma)| = \frac{\sqrt{n + \gamma}}{(2n + 3\gamma)} \sqrt{(n + 1)(n + 3\gamma - 1)} \leq \frac{\sqrt{n + \gamma}}{2\sqrt{(2n + 3\gamma)^2 - 1}}.
\]

Now, for any \( \gamma \geq \frac{1}{3} \),
\[
(2n + 3\gamma)^2 - 1 = 4n^2 + 12n\gamma + 9\gamma^2 - 1 \geq 4(n + \gamma)^2 + (5\gamma - 1)(\gamma + 1) \geq 4(n + \gamma)^2.
\]

**A.2. Proof of Proposition [A.2] for \( \gamma \geq \frac{2}{3} \).** Here, we give a proof of Proposition [A.2] for the case \( \gamma \geq \frac{2}{3} \).

**Lemma A.8.** For any fixed \( \gamma \geq 2 \), \( \frac{1}{4\sqrt{4 + \gamma}} + \frac{1}{4\sqrt{\gamma + 3}} < \frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma) \).

**Proof.** By the definition, for any \( \gamma \geq 2 \),
\[
\frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma) = \frac{2(2\gamma + 1)(2\gamma + 3)}{2(\gamma + 1)(2\gamma + 3) + (\gamma + 2)(\gamma + 3)} - \frac{6\gamma^2 + 20\gamma + 24}{(3\gamma + 8)(3\gamma + 6)}
\]
\[
= \frac{2(46 + 67\gamma + 29\gamma^2 + 3\gamma^3)}{3(\gamma + 2)(3\gamma + 8)(3\gamma + 4)(\gamma + 1)}
\]
\[
= \frac{2}{9} + \frac{2(-64 - 30\gamma + 43\gamma^2 + 24\gamma^3)}{9(\gamma + 2)(3\gamma + 8)(3\gamma + 4)(\gamma + 1)} > \frac{2}{9}.
\]

On the other hand, for any \( \gamma \geq 2 \),
\[
\frac{1}{4\sqrt{4 + \gamma}} + \frac{1}{4\sqrt{\gamma + 3}} < \frac{1}{4\sqrt{6}} + \frac{1}{4\sqrt{5}} < \frac{2}{9},
\]
and the lemma follows. \( \square \)

**Lemma A.9.** For any fixed \( \frac{2}{3} \leq \gamma \leq 2 \), \( |q_6(\gamma)| + |q_5(\gamma)| < \frac{1}{1 + 2\nu_6(\gamma)} - p_6(\gamma) \).

**Proof.** By Lemma [A.2] A.4 and A.6
\[
\sup_{\frac{2}{3} \leq \gamma \leq 2} (|q_6(\gamma)| + |q_5(\gamma)|) = |q_6(\frac{2}{3})| + |q_5(\frac{2}{3})|
\]
and
\[
\inf_{\frac{2}{3} \leq \gamma \leq 2} \left( \frac{1}{1 + 2\nu_6(\gamma)} - p_6(\gamma) \right) \geq \frac{1}{1 + 2\nu_6(\frac{2}{3})} - p_6(2).
\]

Then, the exact calculation shows
\[
|q_6(\frac{2}{3})| + |q_5(\frac{2}{3})| < \frac{1}{1 + 2\nu_6(\frac{2}{3})} - p_6(2).
\]

\( \square \)
Lemma A.10. For $\frac{2}{5} \leq \gamma \leq 2$, let $\alpha_2(\gamma) = |q_2(\gamma)| \left( \frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma) \right)^{-1}$, $\alpha_3(\gamma) = \frac{1}{1 + 2\nu_3(\gamma)} - p_4(\gamma)$, $\alpha_4(\gamma) = 2|q_4(\gamma)| \left( \frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma) \right)^{-1}$ and $\alpha_5(\gamma) = 1$.

Then,

\[
(1 + 2\nu_2(\gamma))(p_2(\gamma) + \frac{|q_2(\gamma)|}{\alpha_2(\gamma)}) = 1 \tag{A.16}
\]

\[
(1 + 2\nu_4(\gamma))(p_4(\gamma) + \frac{|q_4(\gamma)|}{\alpha_4(\gamma)} + |q_3(\gamma)|\alpha_3(\gamma)) = 1 \tag{A.17}
\]

and

\[
\max_{n=3,5}\{(1 + 2\nu_n(\gamma))(p_n(\gamma) + \frac{|q_n(\gamma)|}{\alpha_n(\gamma)} + |q_{n-1}(\gamma)|\alpha_{n-1}(\gamma))\} < 1 \tag{A.18}
\]

hold.

Proof. Equations (A.16) and (A.17) hold by the choice of $\{\alpha_n(\gamma)\}_{n=2}^4$. Therefore, we only need to show (A.18). For $n = 3$,

\[
(1 + 2\nu_3(\gamma))(p_3(\gamma) + \frac{|q_3(\gamma)|}{\alpha_3(\gamma)} + |q_2(\gamma)|\alpha_2(\gamma))
\]

\[
= \frac{3\gamma}{4\gamma + 2} \left( p_3(\gamma) + 2|q_3(\gamma)|^2 \left( \frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma) \right)^{-1} + |q_2(\gamma)|^2 \left( \frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma) \right)^{-1} \right),
\]

\[
= \alpha_3(\gamma) + |q_2(\gamma)|^2 \left( \frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma) \right)^{-1} \leq \alpha_3(\gamma) + |q_2(\gamma)|^2 \left( \frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma) \right)^{-1} \leq \frac{6\gamma}{4\gamma + 2}|q_3(\gamma)|^2 \left( \frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma) \right)^{-1}
\]

\[
\leq \frac{3\gamma}{2\gamma + 1} \left( \frac{3\gamma + 2}{2\gamma(46 + 67\gamma + 29\gamma^2 + 3\gamma^3)} |q_3(\gamma)|^2 \right)
\]

\[
= \left( \frac{27}{4} + \frac{351}{124(1 + 2\gamma)} - \frac{9(1052 + 1388\gamma + 471\gamma^2)}{62(46 + 67\gamma + 29\gamma^2 + 3\gamma^3)} \right) \frac{11}{756}
\]

\[
< \left( \frac{27}{4} + \frac{351}{124} \right) \frac{11}{756} = \frac{121}{868}
\]

\[
\leq \frac{3\gamma}{4\gamma + 2}|q_2(\gamma)|^2 \left( \frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma) \right)^{-1} \leq \frac{3\gamma}{4\gamma + 2} \left( \frac{3\gamma + 4}{3\gamma} \right) |q_2(\gamma)|^2 = \left( \frac{27}{8} + \frac{9\gamma}{4} + \frac{5}{8(1 + 2\gamma)} \right) \frac{2}{105} < \frac{17}{105}
\]

for the last inequality we use the fact that $\gamma \leq 2$. For $n = 5$,

\[
(1 + 2\nu_5(\gamma))(p_5(\gamma) + \frac{|q_5(\gamma)|}{\alpha_5(\gamma)} + |q_4(\gamma)|\alpha_4(\gamma))
\]
\[
(1 + 2\nu_5(\gamma))(p_5(\gamma) + |q_5(\gamma)| + 2|q_4(\gamma)|^2\left(\frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma)\right)^{-1}).
\]

Here,
\[
(1 + 2\nu_5(\gamma))p_5(\gamma) \leq (1 + 2\nu_5(\gamma))p_5(2) = \frac{1529}{2656} < \frac{1}{3},
\]
\[
(1 + 2\nu_5(\gamma))|q_5(\gamma)| \leq |q_5(\gamma)| \leq |q_5(\gamma)| = \sqrt{\frac{17}{1716}} < \frac{1}{10},
\]
\[
(1 + 2\nu_5(\gamma))2|q_4(\gamma)|^2\left(\frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma)\right)^{-1} \leq \frac{25}{18}(1 + 2\nu_5(\gamma))|q_3(\gamma)|^2\left(\frac{1}{1 + 2\nu_4(\gamma)} - p_4(\gamma)\right)^{-1} \leq \frac{25121}{18868} < \frac{2}{9}.
\]

\[
\text{Lemma A.11. For } \gamma \geq 2, \text{ let } \alpha_2(\gamma) = |q_2(\gamma)|\left(\frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma)\right)^{-1}, \text{ and } \alpha_3(\gamma) = 1. \text{ Then,}
\]
\[
(1 + 2\nu_2(\gamma))(p_2(\gamma) + \frac{|q_2(\gamma)|}{\alpha_2(\gamma)}) = 1 \quad \text{(A.19)}
\]
\[
\{(1 + 2\nu_3(\gamma))(p_3(\gamma) + \frac{|q_3(\gamma)|}{\alpha_3(\gamma)} + |q_2(\gamma)|\alpha_2(\gamma))\} < 1 \quad \text{(A.20)}
\]

hold.

\textbf{Proof.} Equation (A.19) holds by the choice of \(\alpha_2(\gamma)\). Therefore, we only need to show (A.20). Note that
\[
(1 + 2\nu_3(\gamma))(p_3(\gamma) + \frac{|q_3(\gamma)|}{\alpha_3(\gamma)} + |q_2(\gamma)|\alpha_2(\gamma))
\]
\[
= \frac{3\gamma}{4\gamma + 2}(p_3(\gamma) + |q_3(\gamma)| + |q_2(\gamma)|^2\left(\frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma)\right)^{-1}).
\]

Then, since
\[
\frac{3\gamma}{4\gamma + 2}p_3(\gamma) = \frac{3\gamma}{4\gamma + 2}(3\gamma + 6)(3\gamma + 4) = \frac{\gamma(3\gamma^2 + 7\gamma + 6)}{6\gamma^3 + 23\gamma^2 + 26\gamma + 8} < \frac{1}{2},
\]
\[
\frac{3\gamma}{4\gamma + 2}|q_3(\gamma)| \leq \frac{3}{4}|q_3(2)| = \frac{1}{3}\sqrt{\frac{10}{143}} < \frac{1}{9},
\]
\[
\frac{3\gamma}{4\gamma + 2}|q_2(\gamma)|^2\left(\frac{1}{1 + 2\nu_2(\gamma)} - p_2(\gamma)\right)^{-1} \leq \frac{3\gamma}{4\gamma + 2}\frac{(3\gamma + 4)(3\gamma + 2)}{3\gamma}|q_2(\gamma)|^2 = \frac{(3\gamma + 1)(3\gamma + 2)(3\gamma + 6)}{(4\gamma + 2)(3\gamma + 3)(3\gamma + 4)(3\gamma + 5)}
\]
\[ < \frac{1}{4\gamma + 2} \leq \frac{1}{10}. \]

the lemma follows. \(\square\)

Proof of Proposition A.2 for \(\gamma \geq \frac{2}{3}\). First, assume that \(\gamma \geq 2\). Take \(\alpha_2(\gamma) = \frac{|q_2(\gamma)|}{\sqrt{\nu_2(\gamma)}} \rho_2(\gamma) + \epsilon(\gamma)\) where \(\epsilon(\gamma) > 0\) will be specified later, and \(\alpha_n(\gamma) = 1\) for \(n \geq 3\). By Lemma A.2, A.3, A.7 and A.8,

\[
\sup_{n \geq 4} \left\{ (1 + 2\nu_n(\gamma))(p_n(\gamma) + |q_n(\gamma)| + |q_n-1(\gamma)|\alpha_n(\gamma)) \right\}
\]

\[
= \sup_{n \geq 4} \left\{ (1 + 2\nu_n(\gamma))(p_n(\gamma) + |q_n(\gamma)| + |q_n-1(\gamma)|) \right\}
\]

\[
\leq \sup_{n \geq 4} \left\{ (1 + 2\nu_n(\gamma))(p_n(\gamma) + |q_n(\gamma)| + |q_2(\gamma)| + |q_n-1(\gamma)|) \right\}
\]

\[
= (1 + 2\nu_4(\gamma))(p_4(\gamma) + \frac{1}{4\sqrt{2} + \gamma} + \frac{1}{4\sqrt{3} + \gamma}) < 1
\]

holds. On the other hand, by Lemma A.11, for sufficiently small \(\epsilon(\gamma) > 0\)

\[
(1 + 2\nu_2(\gamma))(p_2(\gamma) + |q_2(\gamma)|) < 1
\]

and

\[
(1 + 2\nu_3(\gamma))(p_3(\gamma) + |q_3(\gamma)| + |q_2(\gamma)| < 1
\]

holds. Therefore, the proof is complete. The same argument works for the case \(\frac{2}{3} \leq \gamma \leq 2\) with Lemmas A.10 and A.8. \(\square\)

A.3. Proof of Proposition A.3 for \(\gamma \geq \frac{2}{3}\). Here, we give a proof of Proposition A.3 for the case \(\gamma \geq \frac{2}{3}\).

Lemma A.12. For any fixed \(\gamma \geq 2\), \(\frac{1}{4\sqrt{3} + \gamma} + \frac{1}{4\sqrt{2} + \gamma} < \frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma)\).

Proof. By the definition,

\[
\frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma) = \frac{8 + 40\gamma + 38\gamma^2 + 6\gamma^3}{48 + 132\gamma + 108\gamma^2 + 27\gamma^3}
\]

\[
= \frac{2}{9} + \frac{2(-4 + 16\gamma + 21\gamma^2)}{9(16 + 44\gamma + 36\gamma^2 + 9\gamma^3)}
\]

Therefore, for any \(\gamma \geq 3\),

\[
\frac{1}{4\sqrt{3} + \gamma} + \frac{1}{4\sqrt{2} + \gamma} < \frac{2}{9} < \frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma).
\]

On the other hand,

\[
\frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma) = \frac{1}{4} + \frac{-16 + 28\gamma + 44\gamma^2 - 3\gamma^3}{12(16 + 44\gamma + 36\gamma^2 + 9\gamma^3)}
\]
and since \(-16 + 28\gamma + 44\gamma^2 - 3\gamma^3 > 0\) for any \(2 \leq \gamma \leq 3\), we have
\[
\frac{1}{4\sqrt{3 + \gamma}} + \frac{1}{4\sqrt{2 + \gamma}} < \frac{1}{4} < \frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma)
\]
for \(2 \leq \gamma \leq 3\).

\[\square\]

**Lemma A.13.** For any fixed \(\frac{2}{3} \leq \gamma \leq 2\), \(|q_3(\gamma)| + |q_2(\gamma)| < \frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma)\).

**Proof.** By Lemma A.2, A.4 and A.6,
\[
\sup_{\frac{2}{3} \leq \gamma \leq 2} (|q_3(\gamma)| + |q_2(\gamma)|) = |q_3|\left(\frac{2}{3}\right) + |q_2|\left(\frac{2}{3}\right) = \frac{1}{6}\sqrt{\frac{11}{21}} + \frac{1}{3}\sqrt{\frac{6}{35}} < \frac{13}{50}
\]
and
\[
\frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma) = \frac{13}{50} + \frac{-224 + 284\gamma + 496\gamma^2 - 51\gamma^3}{150(16 + 44\gamma + 36\gamma^2 + 9\gamma^3)}.
\]
Then, since \(-224 + 284\gamma + 496\gamma^2 - 51\gamma^3 > 0\) for \(\frac{2}{3} \leq \gamma \leq 2\),
\[
|q_3(\gamma)| + |q_2(\gamma)| < \frac{1}{1 - \nu_3(\gamma)} - p_3(\gamma).
\]
\[\square\]

**Lemma A.14.** Let \(0 < \epsilon(\gamma) < \frac{2}{1 + 3\gamma}\) and \(\beta_1(\gamma) = \frac{|q_1(\gamma)|3(3\gamma + 2)}{2 - \epsilon(\gamma)}\) and \(\beta_2(\gamma) = 1\).
Then,
\[
(1 - \nu_1(\gamma))\left(p_1(\gamma) + \frac{|q_1(\gamma)|}{\beta_1(\gamma)}\right) < 1
\]
and
\[
(1 - \nu_2(\gamma))\left(p_2(\gamma) + \frac{|q_2(\gamma)|}{\beta_2(\gamma)} + |q_1(\gamma)|\beta_1(\gamma)\right) < 1 \quad (A.21)
\]
hold.

**Proof.** By the definition,
\[
(1 - \nu_1(\gamma))\left(p_1(\gamma) + \frac{|q_1(\gamma)|}{\beta_1(\gamma)}\right) = \frac{3}{2}\left(\frac{2(3\gamma + 1)}{3(3\gamma + 2)} + \frac{2 - \epsilon(\gamma)}{3(3\gamma + 2)}\right) = \frac{(3\gamma + 1)}{(3\gamma + 2)} + \frac{2 - \epsilon(\gamma)}{2(2 + 3\gamma)} < 1.
\]
On the other hand,
\[
1 - \nu_2(\gamma) = \frac{3\gamma + 1}{2(2\gamma + 1)},
\]
\[
p_2(\gamma) = \frac{2(3\gamma^2 + 4\gamma + 2)}{(4 + 3\gamma)(2 + 3\gamma)} = \frac{2\gamma}{2 + 3\gamma} + \frac{4}{(4 + 3\gamma)(2 + 3\gamma)},
\]
\[
|q_1(\gamma)|\beta_1(\gamma) = \frac{|q_1(\gamma)|2\gamma(3\gamma + 2)}{2 - \epsilon(\gamma)} = \frac{18(\gamma + 1)(\gamma + 2)}{(3 + 3\gamma)(2 + 3\gamma)(2 - \epsilon(\gamma))}(1 + 3\gamma)(2 - \epsilon(\gamma)).
\]
\[
= \frac{6\gamma}{(2 + 3\gamma)(1 + 3\gamma)(2 - \epsilon(\gamma))} < \frac{1}{2 + 3\gamma},
\]

and
\[
|q_2(\gamma)| = \frac{\sqrt{3(\gamma + 2)(3\gamma + 1)}}{\sqrt{(3 + 3\gamma)(4 + 3\gamma)^2(5 + 3\gamma)}} < \frac{\sqrt{3}(3 + 4\gamma)}{2(4 + 3\gamma)(2 + 3\gamma)}.
\]

Therefore,
\[
(1 - \nu_2(\gamma)) \left( p_2(\gamma) + \frac{|q_2(\gamma)|}{\beta_2(\gamma)} + |q_1(\gamma)|\beta_1(\gamma) \right)
\]
\[
< \frac{3\gamma + 1}{2(2\gamma + 1)} \left( \frac{2\gamma + 1}{2 + 3\gamma} + \frac{4}{(4 + 3\gamma)(2 + 3\gamma)} + \frac{\sqrt{3}(3 + 4\gamma)}{2(4 + 3\gamma)(2 + 3\gamma)} \right)
\]
\[
= \frac{3\gamma + 1}{2(2 + 3\gamma)} + \frac{3\gamma + 1}{2(2\gamma + 1)} \cdot \frac{8 + \sqrt{3}(3 + 4\gamma)}{2(4 + 3\gamma)(2 + 3\gamma)}
\]

Now, to show (A.21), we only need to show that
\[
\frac{(8 + \sqrt{3}(3 + 4\gamma))(3\gamma + 1)}{4(2\gamma + 1)(4 + 3\gamma)(2 + 3\gamma)} \leq 1 - \frac{3\gamma + 1}{2(2 + 3\gamma)} = \frac{3\gamma + 3}{2(2 + 3\gamma)}
\]

which is equivalent to
\[
(8 + 3\sqrt{3} + 4\sqrt{3}\gamma)(3\gamma + 1) \leq 2(3\gamma + 3)(2\gamma + 1)(4 + 3\gamma).
\]

Then, by comparing coefficients of both sides, we conclude the proof.

**Proof of Proposition A.3 for \( \gamma \geq \frac{2}{3} \).** First, assume that \( \gamma \geq 2 \). Take \( \beta_1(\gamma) \) as in Lemma A.14 and \( \beta_n(\gamma) = 1 \) for \( n \geq 2 \). By Lemma A.2, A.3, A.7 and A.12,
\[
\sup_{n \geq 3} \{(1 - \nu_n(\gamma))(p_n(\gamma) + |q_n(\gamma)|\beta_n(\gamma)) + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\}
\]
\[
= \sup_{n \geq 3} \{(1 - \nu_n(\gamma))(p_n(\gamma) + |q_n(\gamma)| + |q_{n-1}(\gamma)|)\}
\]
\[
\leq \sup_{n \geq 3} \{(1 + |\nu_n(\gamma)|)(p_n(\gamma) + \frac{1}{4\sqrt{n + \gamma}} + \frac{1}{4\sqrt{n - 1 + \gamma}})\}
\]
\[
= (1 - \nu_3(\gamma))(p_3(\gamma) + \frac{1}{4\sqrt{3 + \gamma}} + \frac{1}{4\sqrt{2 + \gamma}}) < 1
\]

holds. Therefore, with Lemma A.14 we have
\[
\sup_{n \geq 1} \{(1 - \nu_n(\gamma))(p_n(\gamma) + |q_n(\gamma)|\beta_n(\gamma)) + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\} < 1.
\]

The same argument works for the case \( \frac{2}{3} \leq \gamma \leq 2 \) with Lemmas A.5, A.13 and A.14.
A.4. Proof of Proposition A.2 and A.3 for $\gamma < \frac{2}{3}$. Here, we give a proof of Proposition A.2 and A.3 for the case $\gamma < \frac{2}{3}$.

For any $\gamma > 0$, $(\frac{1}{1+2\nu_n(\gamma)} - \frac{1}{2})$ is positive for any $n \geq 2$ and increasing for $n \geq 2$. Therefore, by Lemma A.5, $|q_n(\gamma)|((\frac{1}{1+2\nu_n(\gamma)} - \frac{1}{2}))^{-1}$ is decreasing for $n \geq 2$ and

$$\lim_{n \to \infty} |q_n(\gamma)|\left(\frac{1}{1+2\nu_n(\gamma)} - \frac{1}{2}\right)^{-1} = 0$$

holds. Therefore, there exists $n_0 = n_0(\gamma) \in \mathbb{N}$ satisfying for any $n \geq n_0$,

$$|q_n(\gamma)|\left(\frac{1}{1+2\nu_n(\gamma)} - \frac{1}{2}\right)^{-1} < \frac{1}{2}.$$

Then, it is obvious that

$$\sup_{n \geq n_0+1} \{(1 + 2\nu_n(\gamma))\left(\frac{1}{2} + |q_n(\gamma)| + |q_{n-1}(\gamma)|\right)\} < 1$$

and

$$\sup_{n \geq n_0+1} \{(1 - \nu_n)\left(\frac{1}{2} + |q_n(\gamma)| + |q_{n-1}(\gamma)|\right)\} < 1.$$

Define $\alpha_n(\gamma)$ as follows:

$$\alpha_n(\gamma) = \begin{cases} \max\{|q_2(\gamma)|((\frac{1}{1+2\nu_2(\gamma)} - \frac{1}{2}))^{-1}, 1\} & \text{if } n = 2 \\ \max\{2|q_n(\gamma)|((\frac{1}{1+2\nu_n(\gamma)} - \frac{1}{2}))^{-1}, 1\} & \text{if } n \geq 4 \text{ and } n \text{ is even} \\ \left(\max\{2|q_n(\gamma)|((\frac{1}{1+2\nu_{n+1}(\gamma)} - \frac{1}{2}))^{-1}, 1\}\right)^{-1} & \text{if } n \geq 3 \text{ and } n \text{ is odd} \end{cases}$$

and $\alpha_1 = 0$. Obviously, $\alpha_n(\gamma) = 1$ for any $n \geq n_0 = n_0(\gamma)$.

Lemma A.15. For any $n \geq 2$

$$(1 + 2\nu_n(\gamma))\left(\frac{1}{2} + \frac{|q_n(\gamma)|}{\alpha_n(\gamma)} + |q_{n-1}(\gamma)|\alpha_{n-1}(\gamma)\right) \leq 1.$$

Proof. In this proof, we denote $\nu_n(\gamma)$, $p_n(\gamma)$ and $q_n(\gamma)$ by $\nu_n$, $p_n$ and $q_n$ when there is no confusion.

By the definition,

$$(1 + 2\nu_2)\left(\frac{1}{2} + \frac{|q_2|}{\alpha_2}\right) \leq (1 + 2\nu_2)\left(\frac{1}{2} + \frac{(\frac{1}{1+2\nu_2} - \frac{1}{2})|q_2|}{|q_2|}\right) = 1$$

and for any even number $n \geq 4$,

$$(1 + 2\nu_n)\left(\frac{1}{2} + \frac{|q_n|}{\alpha_n} + |q_{n-1}|\alpha_{n-1}\right) \leq (1 + 2\nu_n)\left(\frac{1}{2} + \frac{(\frac{1}{1+2\nu_n} - \frac{1}{2})|q_n|}{2|q_n|} + \frac{(\frac{1}{1+2\nu_{n+1}} - \frac{1}{2})|q_{n-1}|}{2|q_{n-1}|}\right) = 1.$$
To conclude the proof, we will show that
\[
(1 + 2\nu_3) \left( \frac{1}{2} + \frac{|q_3|}{\alpha_3} + |q_2|\alpha_2 \right) \leq \\
(1 + 2\nu_3) \left( \frac{1}{2} + \max \left\{ 2|q_3|^2 \left( \frac{1}{1 + 2\nu_4} - \frac{1}{2} \right) - 1, \frac{1}{2} \left( \frac{1}{1 + 2\nu_4} - \frac{1}{2} \right) \right\} \right) \\
+ \max \left\{ |q_2|^2 \left( \frac{1}{1 + 2\nu_2} - \frac{1}{2} \right) - 1, \left( \frac{1}{1 + 2\nu_2} - \frac{1}{2} \right) \right\}
\]
and for any odd number \( n \geq 5, \)
\[
(1 + 2\nu_n) \left( \frac{1}{2} + \frac{|q_n|}{\alpha_n} + |q_{n-1}|\alpha_{n-1} \right) \leq \\
(1 + 2\nu_n) \left( \frac{1}{2} + \max \left\{ 2|q_n|^2 \left( \frac{1}{1 + 2\nu_{n+1}} - \frac{1}{2} \right) - 1, \frac{1}{2} \left( \frac{1}{1 + 2\nu_{n+1}} - \frac{1}{2} \right) \right\} \right) \\
+ \max \left\{ 2|q_{n-1}|^2 \left( \frac{1}{1 + 2\nu_{n-1}} - \frac{1}{2} \right) - 1, \left( \frac{1}{1 + 2\nu_{n-1}} - \frac{1}{2} \right) \right\}
\]
To conclude the proof, we will show that
\[
\max \left\{ 2|q_3|^2 \left( \frac{1}{1 + 2\nu_4} - \frac{1}{2} \right) - 1, \frac{1}{2} \left( \frac{1}{1 + 2\nu_4} - \frac{1}{2} \right) \right\} \leq \frac{1}{2} \left( \frac{1}{1 + 2\nu_3} - \frac{1}{2} \right)
\]
\[
\max \left\{ |q_2|^2 \left( \frac{1}{1 + 2\nu_2} - \frac{1}{2} \right) - 1, \left( \frac{1}{1 + 2\nu_2} - \frac{1}{2} \right) \right\} \leq \frac{1}{2} \left( \frac{1}{1 + 2\nu_3} - \frac{1}{2} \right)
\]
and for any odd number \( n \geq 5, \)
\[
\max \left\{ 2|q_n|^2 \left( \frac{1}{1 + 2\nu_{n+1}} - \frac{1}{2} \right) - 1, \frac{1}{2} \left( \frac{1}{1 + 2\nu_{n+1}} - \frac{1}{2} \right) \right\} \leq \frac{1}{2} \left( \frac{1}{1 + 2\nu_n} - \frac{1}{2} \right)
\]
\[
\max \left\{ 2|q_{n-1}|^2 \left( \frac{1}{1 + 2\nu_{n-1}} - \frac{1}{2} \right) - 1, \left( \frac{1}{1 + 2\nu_{n-1}} - \frac{1}{2} \right) \right\} \leq \frac{1}{2} \left( \frac{1}{1 + 2\nu_n} - \frac{1}{2} \right)
\]
Note that for any odd number \( n \geq 3, \)
\[
\frac{1}{1 + 2\nu_n} - \frac{1}{2} > \frac{1}{2} \quad \text{and even number} \quad n \geq 4, \quad \frac{1}{1 + 2\nu_n} - \frac{1}{2} < \frac{1}{2} \quad \text{and} \quad \frac{1}{1 + 2\nu_n} - \frac{1}{2} = \frac{3}{8\gamma + 4} < \frac{1}{4}.
\]
Namely we only need to show that
\[
4|q_3|^2 \left( \frac{1}{1 + 2\nu_4} - \frac{1}{2} \right) - 1 \leq \left( \frac{1}{1 + 2\nu_3} - \frac{1}{2} \right), \quad 2|q_2|^2 \left( \frac{1}{1 + 2\nu_2} - \frac{1}{2} \right) - 1 \leq \left( \frac{1}{1 + 2\nu_3} - \frac{1}{2} \right)
\]
\[
4|q_n|^2 \left( \frac{1}{1 + 2\nu_{n+1}} - \frac{1}{2} \right) - 1 \leq \left( \frac{1}{1 + 2\nu_n} - \frac{1}{2} \right), \\
4|q_{n-1}|^2 \left( \frac{1}{1 + 2\nu_{n-1}} - \frac{1}{2} \right) - 1 \leq \left( \frac{1}{1 + 2\nu_n} - \frac{1}{2} \right).
\]
We can rewrite these inequalities as
\[
16|q_3|^2 \frac{1 + 2|\nu_4|}{1 - 2|\nu_4|} \leq \frac{1 + 2|\nu_3|}{1 - 2|\nu_3|}, \quad 8|q_2|^2 \frac{1 + 2|\nu_2|}{1 - 2|\nu_2|} \leq \frac{1 + 2|\nu_3|}{1 - 2|\nu_3|}
\]
\[
16|q_n|^2 \frac{1 + 2|\nu_{n+1}|}{1 - 2|\nu_{n+1}|} \leq \frac{1 + 2|\nu_n|}{1 - 2|\nu_n|}, \quad 16|q_{n-1}|^2 \frac{1 + 2|\nu_{n-1}|}{1 - 2|\nu_{n-1}|} \leq \frac{1 + 2|\nu_n|}{1 - 2|\nu_n|}.
\]
Combing the fact that $|q_4|^2$ is decreasing in $n \geq 2$ and $|\nu_n(\gamma)|$ is also decreasing in $n$, we only need to prove that
\[ 16|q_4|^2 \leq 1, \quad 8|q_2|^2 \frac{1 + 2|\nu_2|}{1 - 2|\nu_2|} \leq \frac{1 + 2|\nu_3|}{1 - 2|\nu_3|} \]
and for any odd number $n \geq 5$,
\[ 16|q_4|^2 \frac{1 + 2|\nu_{n-1}|}{1 - 2|\nu_{n-1}|} \leq \frac{1 + 2|\nu_n|}{1 - 2|\nu_n|}. \]
Since $|q_3(\gamma)|^2 < |q_3(0)|^2 = \frac{2}{105}$, the first inequality holds for all $\gamma > 0$. The second inequality is rewritten as
\[ |q_2(\gamma)|^2 = \frac{(3\gamma + 1)(3\gamma + 6)}{(3\gamma + 3)(3\gamma + 4)^2(3\gamma + 5)} \leq \frac{5\gamma + 4}{24(3\gamma + 2)} \]
and since the coefficients of the polynomial
\[ (5\gamma + 4)(3\gamma + 3)(3\gamma + 4)^2(3\gamma + 5) - 24(3\gamma + 2)(3\gamma + 1)(3\gamma + 6) \]
are all positive, it is satisfied for any $\gamma > 0$.

Finally, by Lemma A.16 below, to show the last inequality we only need to show that
\[ 16|q_4(\gamma)|^2 \leq \frac{1 + 2|\nu_3(\gamma)|}{1 - 2|\nu_3(\gamma)|} \frac{1 - 2|\nu_2(\gamma)|}{1 + 2|\nu_2(\gamma)|}, \]
and it follows from the fact
\[ 16|q_4(\gamma)|^2 \leq 16|q_4(0)|^2 = \frac{5}{21} < \frac{1}{3} < \frac{5\gamma + 4}{3(3\gamma + 2)} = \frac{1 + 2|\nu_3(\gamma)|}{1 - 2|\nu_3(\gamma)|} \frac{1 - 2|\nu_2(\gamma)|}{1 + 2|\nu_2(\gamma)|}. \]

\section*{Lemma A.16. For any $n \geq 2$,}
\[ \frac{1 + 2|\nu_{n+1}(\gamma)|}{1 - 2|\nu_{n+1}(\gamma)|} \frac{1 - 2|\nu_n(\gamma)|}{1 + 2|\nu_n(\gamma)|} \geq \frac{1 + 2|\nu_3(\gamma)|}{1 - 2|\nu_3(\gamma)|} \frac{1 - 2|\nu_2(\gamma)|}{1 + 2|\nu_2(\gamma)|}. \]

\begin{proof}
Consider a function $f(x, a) = \frac{(1 + ax)(1 - a)}{(1 - ax)(1 + a)}$ for $0 < a < 1$ and $0 < x < 1$. Then, it is easy to see that $\partial_x f(x, a) > 0$ and $\partial_a f(x, a) < 0$ for all $0 < x < 1$ and $0 < a < 1$. Therefore, for any $n \geq 2$,
\[ \frac{1 + 2|\nu_{n+1}(\gamma)|}{1 - 2|\nu_{n+1}(\gamma)|} \frac{1 - 2|\nu_n(\gamma)|}{1 + 2|\nu_n(\gamma)|} = f\left(\frac{n + \gamma}{n + 2\gamma}, 2|\nu_n(\gamma)|\right) \]
\[ \geq f\left(\frac{2 + \gamma}{2 + 2\gamma}, 2|\nu_n(\gamma)|\right) \geq f\left(\frac{2 + \gamma}{2 + 2\gamma}, 2|\nu_2(\gamma)|\right) = \frac{1 + 2|\nu_3(\gamma)|}{1 - 2|\nu_3(\gamma)|} \frac{1 - 2|\nu_2(\gamma)|}{1 + 2|\nu_2(\gamma)|}. \]
\end{proof}

\begin{proof}[Proof of Proposition A.3 for $\gamma < \frac{2}{3}$] Define $\{\alpha_n(\gamma)\}$ as (A.22). Then, for sufficiently large $n \in \mathbb{N}$, $\alpha_n(\gamma) = 1$. Therefore,
\[ \limsup_{n \to \infty} \left( \left(1 + 2\nu_n(\gamma)\right) \left( p_n + \frac{|q_n(\gamma)|}{\alpha_n(\gamma)} + |q_{n-1}(\gamma)|\alpha_{n-1}(\gamma) \right) \right) \]

and for any odd number \( n \) holds. Then, to show Proposition \([A.2] \) we only need to show that with this \( \alpha_n(\gamma) \),

\[
(1 + 2\nu_n(\gamma))(p_n(\gamma) + \frac{|q_n(\gamma)|}{\alpha_n(\gamma)} + |q_{n-1}(\gamma)|\alpha_{n-1}(\gamma)) < 1
\]

for all \( n \geq 2 \). Then, since for any \( \gamma < \frac{2}{3} \) and \( n \geq 2 \), \( p_n(\gamma) < \frac{1}{2} \), the proof is complete with Lemma \([A.1] \).

Define \( \beta_n \) as follows:

\[
\beta_n = \begin{cases} 
\max\{(1 - \nu_1(\gamma))\left(1 + \frac{1}{2} + \frac{|q_1(\gamma)|}{\beta_1(\gamma)} + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\} & \text{if } n = 1 \\
\max\{2|q_n(\gamma)|\left(1 + \frac{1}{2} + \frac{|q_n(\gamma)|}{\beta_n(\gamma)} + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\} & \text{if } n \geq 3 \text{ and } n \text{ is odd} \\
\max\{2|q_n(\gamma)|\left(1 + \frac{1}{2} + \frac{|q_n(\gamma)|}{\beta_n(\gamma)} + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\}^{-1} & \text{if } n \geq 2 \text{ and } n \text{ is even}
\end{cases}
\]

(A.23)

and \( \beta_0 = 0 \). Obviously, \( \beta_n = 1 \) for any \( n \geq n_0 \).

**Lemma A.17.** For any \( n \geq 1 \)

\[
(1 - \nu_n(\gamma))\left(1 + \frac{|q_1(\gamma)|}{\beta_1(\gamma)} + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\right) \leq 1.
\]

**Proof.** By the definition,

\[
(1 - \nu_1(\gamma))\left(1 + \frac{|q_1(\gamma)|}{\beta_1(\gamma)}\right) \leq 1
\]

and for any odd number \( n \geq 3 \),

\[
(1 - \nu_n(\gamma))\left(1 + \frac{|q_n(\gamma)|}{\beta_n(\gamma)} + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\right) \leq (1 - \nu_n(\gamma))\left(1 + \frac{1}{2} + \frac{|q_n(\gamma)|}{2|q_n(\gamma)|} + \frac{|q_{n-1}(\gamma)|}{2|q_{n-1}(\gamma)|}\right) = 1.
\]

Next, for \( n = 2 \),

\[
(1 - \nu_2(\gamma))\left(1 + \frac{|q_2(\gamma)|}{\beta_2(\gamma)} + |q_1(\gamma)|\beta_1(\gamma)\right) \leq
\]

\[
(1 - \nu_2(\gamma))\left(1 + \max\left\{2|q_2(\gamma)|^2\left(1 + \frac{1}{2} - \frac{1}{2}\right)^{-1}, \frac{1}{2}\left(1 - \nu_3(\gamma) - \frac{1}{2}\right)\right\}\right) + \max\left\{|q_1(\gamma)|^2\left(1 + \frac{1}{2} - \frac{1}{2}\right)^{-1}, \frac{1}{2}\left(1 - \nu_1(\gamma) - \frac{1}{2}\right)\right\}\right)
\]

and for any even number \( n \geq 4 \),

\[
(1 - \nu_n(\gamma))\left(1 + \frac{|q_n(\gamma)|}{\beta_n(\gamma)} + |q_{n-1}(\gamma)|\beta_{n-1}(\gamma)\right) \leq
\]
\[(1 - \nu_n(\gamma)) \left( \frac{1}{2} + \max \left\{ 2|q_n(\gamma)|^2 \left( \frac{1}{1 - \nu_{n+1}(\gamma)} - \frac{1}{2} \right)^{-1} \right. \right. \]
\[+ \max \left\{ 2|q_{n-1}(\gamma)|^2 \left( \frac{1}{1 - \nu_{n-1}(\gamma)} - \frac{1}{2} \right)^{-1} \right. \]
\[\left. \left. \left. \frac{1}{2} \left( \frac{1}{1 - \nu_{n+1}(\gamma)} - \frac{1}{2} \right) \right\} \right\}.\]

To conclude the proof, we will show that
\[
\max \left\{ 2|q_2(\gamma)|^2 \left( \frac{1}{1 - \nu_2(\gamma)} - \frac{1}{2} \right)^{-1}, \frac{1}{2} \left( \frac{1}{1 - \nu_2(\gamma)} - \frac{1}{2} \right) \right\} \leq \frac{1}{2} \left( \frac{1}{1 - \nu_2(\gamma)} - \frac{1}{2} \right),
\]
\[
\max \left\{ |q_1(\gamma)|^2 \left( \frac{1}{1 - \nu_1(\gamma)} - \frac{1}{2} \right)^{-1}, \frac{1}{2} \left( \frac{1}{1 - \nu_1(\gamma)} - \frac{1}{2} \right) \right\} \leq \frac{1}{2} \left( \frac{1}{1 - \nu_2(\gamma)} - \frac{1}{2} \right),
\]
and for any even number \( n \geq 4, \)
\[
\max \left\{ 2|q_n(\gamma)|^2 \left( \frac{1}{1 - \nu_{n+1}(\gamma)} - \frac{1}{2} \right)^{-1}, \frac{1}{2} \left( \frac{1}{1 - \nu_{n+1}(\gamma)} - \frac{1}{2} \right) \right\} \]
\[
\leq \frac{1}{2} \left( \frac{1}{1 - \nu_{n}(\gamma)} - \frac{1}{2} \right),
\]
\[
\max \left\{ 2|q_{n-1}(\gamma)|^2 \left( \frac{1}{1 - \nu_{n-1}(\gamma)} - \frac{1}{2} \right)^{-1}, \frac{1}{2} \left( \frac{1}{1 - \nu_{n-1}(\gamma)} - \frac{1}{2} \right) \right\} \]
\[
\leq \frac{1}{2} \left( \frac{1}{1 - \nu_{n}(\gamma)} - \frac{1}{2} \right),
\]

Note that for any even number \( n \geq 2, \frac{1}{1 - \nu_n(\gamma)} - \frac{1}{2} > \frac{1}{2} \) and odd number \( n \geq 3, \frac{1}{1 - \nu_n(\gamma)} - \frac{1}{2} < \frac{1}{2} \) and \( \frac{1}{1 - \nu_1(\gamma)} - \frac{1}{2} = \frac{1}{6} < \frac{1}{4} \). Namely we only need to show that
\[
4|q_2(\gamma)|^2 \left( \frac{1}{1 - \nu_2(\gamma)} - \frac{1}{2} \right)^{-1} \leq \left( \frac{1}{1 - \nu_2(\gamma)} - \frac{1}{2} \right),
\]
\[
2|q_1(\gamma)|^2 \left( \frac{1}{1 - \nu_1(\gamma)} - \frac{1}{2} \right)^{-1} \leq \left( \frac{1}{1 - \nu_2(\gamma)} - \frac{1}{2} \right),
\]
\[
4|q_n(\gamma)|^2 \left( \frac{1}{1 - \nu_{n+1}(\gamma)} - \frac{1}{2} \right)^{-1} \leq \left( \frac{1}{1 - \nu_{n}(\gamma)} - \frac{1}{2} \right),
\]
\[
4|q_{n-1}(\gamma)|^2 \left( \frac{1}{1 - \nu_{n-1}(\gamma)} - \frac{1}{2} \right)^{-1} \leq \left( \frac{1}{1 - \nu_{n}(\gamma)} - \frac{1}{2} \right)
\]
for any even number \( n \geq 4 \). We can rewrite these inequalities as
\[
16|q_2(\gamma)|^2 \left( 1 + |\nu_3(\gamma)| \right) \leq \left( 1 + |\nu_2(\gamma)| \right), \quad 8|q_1(\gamma)|^2 \left( 1 + |\nu_1(\gamma)| \right) \leq \left( 1 + |\nu_2(\gamma)| \right),
\]
\[
16|q_n(\gamma)|^2 \left( 1 + |\nu_{n+1}(\gamma)| \right) \leq \left( 1 + |\nu_n(\gamma)| \right), \quad 16|q_{n-1}(\gamma)|^2 \left( 1 + |\nu_{n-1}(\gamma)| \right) \leq \left( 1 + |\nu_n(\gamma)| \right).
\]

Combining the fact that \( |q_n(\gamma)|^2 \) is decreasing in \( n \geq 2 \) and \(|\nu_n(\gamma)| \) is also decreasing in \( n \), we only need to prove that
\[
16|q_2(\gamma)|^2 \leq 1, \quad 8|q_1(\gamma)|^2 \left( 1 + |\nu_1(\gamma)| \right) \leq \left( 1 + |\nu_2(\gamma)| \right).
\]
and for any even number $n \geq 4$,
\[
16|q_3(\gamma)|^2 \frac{1 + |\nu_{n-1}(\gamma)|}{1 - |\nu_{n-1}(\gamma)|} \leq \frac{1 + |\nu_n(\gamma)|}{1 - |\nu_n(\gamma)|}.
\]
Since $|q_2(\gamma)|^2 = \frac{3\gamma + 1}{(3\gamma + 6)(3\gamma + 4)^2(\gamma + 1)} < \frac{3\gamma + 1}{16(3\gamma + 5)(\gamma + 1)} = \frac{3\gamma + 2 + 7\gamma + 3}{16(3\gamma + 5)(\gamma + 1)}$, the first inequality holds. The second inequality is rewritten as
\[
|q_1(\gamma)|^2 = \frac{6\gamma(\gamma + 1)}{(3\gamma + 1)(3\gamma + 2)(3\gamma + 3)} = \frac{2\gamma}{(3\gamma + 1)(3\gamma + 2)^2} < \frac{5\gamma + 3}{24(3\gamma + 1)}
\]
and since the coefficients of the polynomial $(5\gamma + 3)(3\gamma + 2)^2 - 48\gamma$
are all positive, it is satisfied for any $\gamma > 0$.

Finally, by the same argument of the proof of Lemma A.16 to prove the
last inequality we only need to show that
\[
16|q_3(\gamma)|^2 \leq \frac{1 + |\nu_{n}(\gamma)|}{1 - |\nu_{n}(\gamma)|} + \frac{1 + |\nu_{n-1}(\gamma)|}{1 - |\nu_{n-1}(\gamma)|}
\]
and it follows from the fact
\[
16|q_3(\gamma)|^2 \leq 16|q_3(0)|^2 = \frac{32}{105} < \frac{1}{3} < \frac{5\gamma + 3}{3(3\gamma + 1)} = \frac{1 + |\nu_{n}(\gamma)|}{1 - |\nu_{n}(\gamma)|} + \frac{1 + |\nu_{n-1}(\gamma)|}{1 - |\nu_{n-1}(\gamma)|}.
\]

**Proof of Proposition A.3** for $\gamma < \frac{2}{3}$. Define $\{\beta_n(\gamma)\}$ as (A.23). Then, for sufficiently large $n \in \mathbb{N}$, $\beta_n(\gamma) = 1$. Therefore,
\[
\limsup_{n \to \infty} \left( (1 - \nu_n(\gamma)) \left( p_n(\gamma) + \frac{|q_n(\gamma)|}{\beta_n(\gamma)} + |q_{n-1}(\gamma)|/\beta_{n-1}(\gamma) \right) \right)
\]
\[
\leq \limsup_{n \to \infty} \left( (1 - \nu_n(\gamma)) \left( \frac{1}{2} + |q_n(\gamma)| + |q_{n-1}(\gamma)| \right) \right) = \frac{1}{2} < 1
\]
holds. Then, to show Proposition A.3 we only need to show that with this $\beta_n(\gamma)$,
\[
(1 - \nu_n(\gamma)) \left( p_n(\gamma) + \frac{|q_n(\gamma)|}{\beta_n(\gamma)} + |q_{n-1}(\gamma)|/\beta_{n-1}(\gamma) \right) < 1
\]
for all $n \geq 1$. Then, since for any $\gamma < \frac{2}{3}$ and $n \geq 1$, $p_n(\gamma) < \frac{1}{2}$, the proof is complete with Lemma A.17.
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