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We construct an Ising Hamiltonian with an engineered energy landscape such that it has a local energy minimum which is near to the true global minimum solution, and further away from a false minimum. Using a technique established in previous experiments, we design our experiment such that (at least on timescales relevant to our study) the false minimum is reached preferentially in forward annealing due to high levels of quantum fluctuations. This allows us to demonstrate the key principle of reverse annealing, that the solution space can be searched locally, preferentially finding nearby solutions, even in the presence of a false minimum. We perform these experiments on two flux qubit quantum annealers, one with higher noise levels than the other. We find evidence that the lower noise device is more likely to find the more distant energy minimum (the false minimum in this case), suggesting that reducing noise fundamentally increases the range over which flux qubit quantum annealers are able to search. Our work explains why reducing the noise leads to improved performance on these quantum annealers. This supports the idea that they may be able to search over broad regions of the solution space quickly, one of the core reasons why quantum annealers are viewed as a potential avenue for a quantum computational advantage.

Introduction and background

Quantum annealing, an approach to quantum computing where optimisation and other problems are mapped directly to the ground and low energy states of a Hamiltonian and quantum fluctuations are used to solve the problem, has been a subject of much interest recently. They are potential candidates to solve a wide variety of real problems, with applications as diverse as cryptography [1], design of radar waveforms [2], protein folding [3], air traffic control [4], scheduling [5–7], and hydrology [8].

A driving force behind interest in quantum annealing is the development of large scale superconducting flux qubit quantum annealers. While it is possible to build quantum annealers using other technologies such as trapped atoms [9], by far the largest and most technologically mature quantum annealing devices currently available are the superconducting flux qubit quantum processing units (QPUs) produced by D-Wave Systems Inc., which are the subject of the experiments described here. In these devices, the low energy subspace of superconducting flux qubits is used to implement an Ising Hamiltonian described by a coupling matrix $J$ and a field vector $h$, which is subject to quantum fluctuations which flip single bits. The total effective Hamiltonian can be expressed as a transverse Ising Hamiltonian,

$$H(s) = -A(s) \sum_i \sigma^z_i + B(s) \left( \sum_{i,j \in \chi} J_{ij} \sigma^z_i \sigma^z_j \sum_i h_i \sigma^x_i \right),$$

where $\sigma^{x(z)}_i$ is the Pauli $x(z)$ spin operator acting on qubit $i$, and $A(s)$ and $B(s)$ are time dependent real parameters. The annealing parameter $0 \leq s \leq 1$ controls the schedule such that in a traditional annealing protocol $s \propto t$. This parameterization is chosen so that reverse annealing protocols can be more easily described mathematically. In this paper, we choose a convention where $J_{ij}$ and $h_i$ from Eq. (1) are dimensionless, while the control parameters, $A$, $B$ have dimensions of frequency. Coupling between pairs of qubits is restricted to a graph $\chi$ determined by the hardware. A quantum annealing protocol is specified by the variation in time of the annealing parameters $A$ and $B$. Traditional quantum annealing is performed by starting the system in an equal positive superposition of all computational basis states with $\frac{1}{A} \gg 1$ and varying the parameters continuously until $\frac{1}{B} \ll 1$. In principle, in the absence of noise, and if the parameters are changed slowly enough, this protocol finds the solution state with a probability approaching one. In practice, the noise on the QPUs cannot be neglected, so the picture of how they operate is significantly more complicated. However, given that the dominant noise source on these devices is coupling to the low temperature substrate of the qubits, the net effect of noise is not always detrimental. This is emphasized by the result in [10], where it was found that thermal fluctuations can lead to a large enhancement of success probability over what is expected from a purely adiabatic protocol run over short timescales.

Since late 2017, a new protocol has become available to users of D-Wave devices, known as reverse annealing [11]. The QPU is initialized in a user defined computational basis state, with $\frac{A}{B} \ll 1$. The parameters are then changed to $\frac{A}{B} \sim 1$ to allow quantum fluctuations. Finally, the parameters are switched back to $\frac{A}{B} \ll 1$, so each qubit can be measured.

These protocols were motivated by the idea that a quantum annealer could be a more useful algorithmic tool if it were able to incorporate known information, either from classical algorithms, or from previous annealing runs [12]. Since the introduction of the reverse annealing feature, there have indeed been promising experimental results. These include: quantum simulation of the cel-
erated Kosterlitz-Thouless phase transition [13] which would not have been possible with traditional forward annealing; experiments showing that seeding the protocol with the result of a classical greedy search may improve portfolio optimisation [14]; evidence that repeated reverse anneals can improve performance in matrix factorization, [15, 16]; and evidence that reverse annealing calls can improve genetic algorithms [17]. While these results are highly promising, they all focus on the improvements which reverse annealing can provide, rather than verifying that it actually searches locally, as predicted. In this paper we fill this gap by verifying that reverse annealing does indeed perform the kind of local search predicted in [12]. The reverse annealing protocol, as it has been implemented on these devices, fundamentally relies on dissipation to find low energy states. If all noise was removed and these protocols were run adiabatically starting from a unique classical basis state, they would return to the state in which they were initialized. If run non-adiabatically, the protocol would incorporate nearby states, but there is no apparent mechanism for such a protocol to preferentially reach higher quality solution states, as there is for traditional non-adiabatic protocols [18]. There are other biased search protocols which work in the adiabatic limit [19–21], and recent work [18] suggests that the protocol explored in [20, 21] will also perform well far from the adiabatic, limit in the rapid quench regime.

Since dissipation plays such an important role in the reverse annealing protocols studied here, they are a natural tool for studying the effect of noise. The underlying protocol is very similar to the one used in macroscopic resonant tunnelling experiments [22] to characterize noise on flux qubits. Our experiments are not intended to examine single resonant tunnelling events, rather, they test the range of the local search which the annealer performs at two different noise levels, corresponding to the two different QPUs we are able to access. What we find is that, when the noise is reduced, the effective range of the local search is increased. Long range quantum tunnelling is a key feature of quantum annealers, that may one day allow them to obtain a quantum advantage. The increased range we observe here is a sign of the beneficial effects of noise reduction on quantum annealers. It also provides an explanation for the improved performance on the lower noise QPU observed in [23].

I. EXPERIMENTAL SETUP

The D-Wave Systems programmable annealer that we used has a reverse annealing capability that works as follows. The annealing parameters $A$ and $B$ are defined to be functions which depend on a single parameter $s$, which is in turn time dependent. The functional dependence of $A(s)$ and $B(s)$ is known [32] but is non-linear and dependent on the physical device parameters. A key feature is that $A$ and $B$ are both monotonic in $s$, decreasing and increasing respectively, $A(s_1) > A(s_2)$ and $B(s_1) < B(s_2)$, if $s_1 > s_2$. An initial state is pre-programmed into the annealer with control parameter $s = 1$. The control parameter $s$ is then linearly reduced until a value $s = s^*$ is reached, where the annealing protocol is paused for a period $\tau$. The protocol is finished by annealing back to $s = 1$, and read out is performed normally. An example of a reverse annealing protocol is depicted in Fig. 1.

These experiments were performed in a period of 2019 during which a new model of QPU was being introduced, which had been re-engineered to reduce the noise. During this period, the older, higher noise model was still available to use, allowing a unique opportunity to experimentally study the effect of noise on these devices.

As depicted in Fig. 2, the high and low noise QPUs have different annealing schedules, so directly comparing behaviour at the same value of $s$ does not provide a fair comparison. We instead define a single parameter $\Gamma(s) = A(s)/B(s)$ which encodes the ratio of fluctuation terms to problem Hamiltonian terms: this allows the results from the two devices to be compared on an equal footing.

A. Energy landscape design

Since the goal of this experiment is to study local searches of solution spaces of optimisation problems, we construct a Hamiltonian where the energy landscape has the following features:

1. a broad false energy minimum which will be found with high probability using a traditional forward annealing protocol;

2. a narrow true minimum;
3. a local energy minimum (starting state) which sits relatively near (in Hamming distance) to the true minimum and far from the false minimum;

4. controllable barrier height between the starting state and the true minimum.

Hamiltonians with the first two of these features are already known, and have been used experimentally in [10, 24]. We adapt the Hamiltonian used in [10] to include a local minimum for the starting state. The Hamiltonian we use, along with the the starting state, the unique state defining the true minimum, and the manifold of states which comprise the false minimum, are all represented pictorially in Fig. 3.

Transitioning from the starting state (Fig. 3 middle) to the true minimum energy state (Fig. 3 top) can be achieved by flipping the state of only four qubits. Furthermore, if the two qubits on the outer ring are flipped first, the system only needs to pass through one state which has higher energy than the initial value. This higher energy state has the two qubits on the inner ring taking their initial value, but the two on the outer ring disagreeing, and this state will only have $2J_1$ more energy than the initial state. If $J_1 = 0$, the true minimum can be reached without passing through any higher energy states.

On the other hand, to reach the false minimum (Fig. 3 bottom) from either the starting state or the true minimum, six spins on the inner rings need to be flipped, and the system must pass through states with a higher energy than the initial value regardless of the value of $J_1$. Compared to the transition between the starting state and the true minimum, more bit flips are required, and the system needs to pass through more than one state with a higher energy than the starting state. It is thus fair to characterize the transition between the starting state and the false minimum as being longer range (in Hamming distance) than the transition to the true minimum.

From summing the energy contributions from fields and couplers (and assuming that the two qubits coupled by the coupler with strength $J_1$ take the same value in the case of the false minimum), we see that the expectation value of the true and false minimum with respect to the dimensionless Hamiltonian $\hat{H}_{\text{prob}}$ only differs by 0.2. This implies that an avoided crossing between the true and false minima will occur relatively late in a traditional anneal, when the transverse field is very weak.
and the time scale for resonant tunnelling will be very long. This is by design, since our experiment is intended to study local search around the starting state, not resonant tunnelling between the two minima. We can confirm this numerically, to rule out the possibility of resonant tunnelling between the true and false minima. Fig. 4 depicts the energy gap between the ground and first excited state around the avoided crossing for different values of $J_t$. Due to the closeness of the avoided crossing, we were not able extract the exact gap values, but were able to numerically upper bound the minimum dimensionless gap to be of the order $10^{-9}$, using bisection based on numerical derivatives, for all values of $J_t$. This implies that the gap will be of the order $10^{-9} B(s\{\Gamma\})$, where $s(\Gamma)$ is defined as the value of $s$ corresponding to $\Gamma$. The monotonicity of $A(s)$ and $B(s)$ implies that $\Gamma(s)$ will also be monotonic, and therefore $s(\Gamma)$ will be uniquely defined. From Fig. 4, we see that $B(s\{\Gamma\})$ is of the order of GHz around the crossing point, for both the higher and lower noise QPUs. This means that the timescale related to resonant tunnelling can be lower bounded to a range of noise QPUs. This means that the timescale related to around the crossing point, for both the higher and lower multi qubit macroscopic resonant tunnelling rates. This does not preclude non-resonant tunnelling at larger $\Gamma$ values, the indirect thermally assisted processes observed in [10], or other complex processes involving more than two energy levels. Ruling out direct resonant tunnelling is important because it provides a contrast between our experiment and [25], where reduced noise on the QPU leads to an increase in single and multi qubit macroscopic resonant tunnelling rates.

We first show that the results from the experiments reported here demonstrate that the reverse annealing protocol does indeed perform searches locally in solutions space, as argued in [12]. It is valuable to directly verify this behaviour experimentally in small systems. In this setting, what we expect is that for intermediate values of $s^*$ (equivalently, intermediate $\Gamma^*$), the system should find the true minimum with reasonable probability. In contrast, for too large a value of $s^*$ (small $\Gamma^*$), the system will remain frozen in its initial state, and for too small a value of $s^*$ (large $\Gamma^*$), the system will search the solution space globally and become trapped in the false minimum. Fig. 5 shows that this is indeed the case for both QPUs. For intermediate values of $0.5 \lesssim s^* \lesssim 0.7$, the true minimum (green) is found preferentially. Above and below this range, the initial state (blue) and false minimum (red) are observed respectively, with near unit probability. If $J_t = 0$ then no energy barrier needs to be overcome to transfer from the starting state to the true minimum and therefore nearly all of the probability amplitude is able to be transferred. A large peak in the probability to be in a state which is neither the true minimum, the false minimum, nor the starting state can also be observed for some values of $s^*$ at the edges of the range, $s^* \simeq 0.5$ and $s^* \simeq 0.7$. This is likely due to slow dynamics leading to the system becoming stuck in

**Figure 4**: Upper: dimensionless gap versus $\Gamma$, for different values of $J_t$, as colour coded in the lower plot. Inset: same figure plotted on a larger scale. Lower: position of the crossing versus $J_t$, the dimensionless ratio $\Gamma$ is on the left axis, while the values of $B(\Gamma)$ corresponding to these $\Gamma$ values for the different QPUs is given on the right axes, with the inner (outer) axis representing the lower (higher) noise model.

**Figure 5**: Probability of the system to be in different states at the end of the anneal versus $s^*$ for lower and higher noise QPUs and different local barrier heights set by $J_t$. Top row: $J_t = 1$, bottom row: $J_t = 0$, left (right) column: lower (higher) noise QPU. Probability to be in the initial state (blue squares), the true minimum energy state (green circles), the false minimum energy state (red crosses), and any other state (black diamonds). All data in these plots were taken with a hold time of $\tau = 5 \mu s$. Note that the schedules are different for the two QPUs, so a direct comparison at the same value of $s^*$ is not immediately meaningful; this plot uses $s^*$ rather than $\Gamma^*$ so that the behaviour at large $s^*$ is more readily visible. Statistical error bars are smaller than the symbols.

II. RESULTS

A. Local search by reverse annealing
Figure 6: Probability of the system to be in different states versus $s^*$ for lower and higher noise QPUs and two different hold times $\tau$. Top row: $\tau = 5 \mu$s, bottom row: $\tau = 100 \mu$s, left (right) column: lower (higher) noise QPU. Probability to be in the initial state (blue squares), the true minimum energy state (green circles), the false minimum energy state (red crosses), and any other state (black diamonds). All plots here are for $J_t = 1$. Statistical error bars are smaller than the depicted symbols.

A larger barrier $J_t = 1$ seems to trap the amplitude in the initial state until a relatively smaller value of $s^*$ is used. This leads to less than 100% of the probability to be found in the true minimum since at smaller $s$ (larger $\Gamma$), the amplitude is able to tunnel to the false minimum more effectively. This feature is more pronounced in the lower noise QPU.

The plots in Fig. 5 are all for a fixed hold time $\tau = 5 \mu$s (see Fig. 1). The effect of varying the hold time $\tau$ is shown in Fig. 6, which is plotted against $\Gamma^*$ instead of $s^*$. The top row shows the same data as the top row of Fig. 5, while the bottom row is for hold time $\tau = 100 \mu$s. Longer hold times reduce the value of $\Gamma^*$ (equivalently, increase $s^*$) above which the system is no longer found in the global minimum, and also reduce the value of $\Gamma^*$ (increase $s^*$) at which the system leaves the initial state. Both of these effects make intuitive sense, as the system is more likely to transition to a lower energy state given more time. Two further observations are also worth making. Firstly, the QPU with higher noise levels makes these transitions at lower values of $\Gamma^*$ than the QPU with lower noise levels (note the different scales for $\Gamma^*$ in Fig. 6). This again makes intuitive sense. The computation is driven by thermal dissipation mediated by coupling between the substrate of the QPU and the qubits. This coupling will be stronger in the higher noise QPU, and therefore the timescales associated with dissipation will be shorter, allowing dissipation to happen at lower values of $\Gamma^*$ for the same hold time $\tau$. Secondly, the peak value of the probability to be found in the true minimum is very similar for both hold times. This suggests that, at relatively low $\Gamma^*$ (but still large enough to leave the initial state), the timescale associated with transferring from the true minimum to the false minimum is much longer than even the longest hold time of $\tau = 100 \mu$s. Thus, we have a picture of fast transfer out of the initial state, followed by relatively slow transfer between the other minima. Furthermore, the initial transfer strongly favours the nearby true minimum over the false minimum further away. This demonstrates that the reverse annealing protocol does indeed search the solution space locally, validating the conceptual argument that the performance increases seen in reverse annealing protocols are due to an ability to preferentially search locally in promising areas of the solution space.

### B. Search range and noise levels

Having demonstrated that reverse annealing performs a local search on QPUs with both higher and lower noise levels, we now look at the differences in the behaviour of the two devices. We have already observed two basic effects. Firstly, the effective timescale for transferring between states is shorter for the higher noise QPU. Secondly, and more interestingly, we observe that the low noise system appears to have a relatively higher probability to transfer amplitude to the false minimum, which is further in Hamming distance from the initial state than the true minimum. Although in this engineered problem, this means that the probability of “success” is lower in our experiment, it hints at something very important, namely that the transfer between states has a longer range character in the lower noise QPU. The use of quantum coherence for long range exploration of a solution space is one of the attributes which should be able to give quantum annealing an advantage over classical methods. It is thus worth examining the search range on both QPUs more carefully.

First, we examine what happens as we change $J_t$, the strength of the barrier between the initial state and the true minimum. As Fig. 7 illustrates, the probability to reach the true solution (and therefore not end up in the false minimum) is roughly the same for both QPUs if the barrier between the initial state and true solution state is small. The behaviour of the two QPUs starts to diverge around $J_t = 0.4$, with the higher noise QPU showing a lower probability of finding the true minimum for $J_t > 0.4$. This intuitively makes sense: without a barrier preventing rapid decay into the true minimum, this decay will happen before $\Gamma$ is large enough to reach the false minimum. As Fig. 8 demonstrates, the state is tunnelling into the false minimum preferentially on the lower noise device, indicating a longer range character to the search.

We now more carefully examine the effect of the hold time $\tau$ on the peak probability to be found in the true minimum. As the data in the previous section suggest, the peak value seems to be unaffected by the hold time, consistent with a separation of time scales between tun-
In this model, we consider an initial transfer which occurs instantaneously and leaves the system in the false minimum with probability $R_{\text{false}}$, and the true minimum with probability $\approx (1 - R_{\text{false}})$. After this initial transfer, there is a slow decay from the true minimum into the false minimum, this decay is responsible for the difference in probabilities at different values of hold time $\tau$. Given this separation of timescales, we can directly estimate the branching ratio $R_{\text{false}}$ from the initial state into the false minimum for both the lower and higher noise QPUs. To do this, we take data at many values of $\tau$ for $s^* = 0.57$ on both the higher and lower noise QPUs. The value of $s^* = 0.57$ was chosen because on one hand even for the smallest $\tau$, this is well above the value of $\Gamma$ where there is any chance to remain in the initial state, so we are justified in approximating the initial transfer as instantaneous. On the other hand there is still significant probability to be in the true minimum even for the largest value of $\tau$, so the process of transfer between the true and false minima is well captured and can be accurately fit. From these data, we are able to fit the following simplified model

$$P_{\text{false}}(\tau) = 1 - [1 - R_{\text{false}}] \exp(-\kappa \tau)$$

where $P_{\text{false}}(\tau)$ is the probability of being in the false minimum, observed at a given hold time $\tau$. In this simplified model, there is one timescale $\kappa$ which determines the rate at which amplitude decays from other states (mostly the true minimum) into the the false minimum. As Fig. 10 demonstrates, the branching ratio extracted by fitting does indeed show that the lower noise QPU favours longer range transport of probability amplitude, because it has a larger value of the branching ratio $R_{\text{false}}$ for $J_t > 0.4$, i.e., when the barrier height is significant. Although the branching ratio depends on the barrier height, the decay rate $\kappa$ does not (within errors). This is expected, since
Figure 10: Top: Fits to extract the branching ratio from the initial state to the false minimum at \( s^* = 0.57 \) corresponding to \( \Gamma^* = 0.31 \) for the lower noise QPU and \( \Gamma^* = 0.089 \) for the higher noise QPU. Left (right) is lower (higher) noise QPU. Lines represent the fits, while points represent the individual measurements values of \( J_t \) are colour coded in a way which corresponds to the bottom plot. Bottom main: Extracted values of the branching ratios for the higher and lower noise QPUs (\( \Gamma_{\text{false}} \) from Eq. 2). Bottom inset: Extracted values of \( \kappa \). Circles (squares) represent higher (lower) noise QPU. Error bars are the square root of the variance (i.e. the diagonal elements of the covariance matrix) for each parameter in the non-linear fit. Note that while the statistical error bars on the upper plots are smaller than the symbols, there is clearly some more systematic error present, possibly related to long timescale noise on the device.

there is no obvious mechanism through which the barrier height should have strong effect on the rate of transfer between the true and false minima.

III. METHODS

The experimental data presented in this paper were obtained using using the Matlab API to remotely access the QPUs on September 21st and September 22nd 2019. Numerical analysis and creation of plots was performed in Python [26] using the numpy [27], scipy [28], and matplotlib [29] packages as well as Jupyter notebooks [30]. Data are publicly available [31].

For each raw data point, 1,000 annealing runs were performed. Multiple copies of the gadget were embedded into the QPU for each run, allowing all 11 values of \( J_t \) to be annealed simultaneously. A 16 × 16 chimera graph QPU could accommodate 128 copies of the experimental Hamiltonian, if all qubits were functioning. However, both devices contain a small number of qubits which are non-functional due to failed calibration. For this reason, only 118 total copies of the Hamiltonian were used per run for the higher noise QPU, and 116 for the lower noise QPU. After dividing as evenly as possible over the 11 values of \( J_t \), this still leaves at least 10 copies for each value of \( J_t \) on each QPU, and therefore at least 10,000 individual samples for each data point. The standard error for each data point is therefore at most 0.5% (this assuming the worst case scenario of a result which occurs 50% of the time). As this is smaller than the symbols depicted in our plots, statistical error bars resulting from sampling errors have been omitted from all figures. Error bars calculated using different methods are depicted in some figures, as explained in the captions. The definitions of logical 1 and 0 were chosen randomly to avoid systematic errors from uniform fields (this process is sometimes referred to as gauge averaging).

Avoided crossing location and estimated gaps were calculated using numerical bisection on numerically calculated derivatives of the gap. To obtain the gap using reasonable computational resources, the lobpcg function (which can be found in scipy.sparse.linalg) was used to calculate the gaps. This function takes as inputs estimates of the eigenstates. We used the first 5 eigenstates found at \( \Gamma = 1 \), using the known state which comprises the true minimum as a sixth state. We have verified by plotting points near the gap location which our bisection has found, that it was not able to fully converge, but is still close enough to the avoided crossing that there is no visible difference between the location it found and the true avoided crossing on the scale plotted in Fig. 4. However, this does mean that the gaps found by bisection should be treated as upper bounds, since they do not lie directly at the crossing. Since tighter bounds on these gaps would not change our interpretation of the experiments, we have elected not to pursue a higher quality estimate.

IV. DISCUSSION AND CONCLUSIONS

In this work, we have presented the results of a small system reverse annealing experiment using an engineered energy landscape, run on D-Wave QPUs which have different noise levels. Our experiment demonstrates the operating principles behind the reverse annealing protocol and verifies that it does indeed perform a local search as predicted in [12]. To our knowledge, this is the most direct demonstration of this behaviour to appear in the literature. More importantly, these experiments have allowed us to examine the effect of reducing the noise on these devices. Crucially, in addition to the expected reduction in dissipation driven state transfer rates, we find that reducing the noise levels results in local searches which are effectively longer range. Since long range quantum tunnelling is necessary for annealers to obtain a quantum advantage, the increase in range which we observe is a positive sign for improving the performance of these devices by reducing noise levels. In the interest of transparency and because re-analysis of our data may be important in understanding open quantum system models of flux qubit quantum devices, we have made our data publicly available [31].

Our results suggest a potential mechanism for the performance improvement associated with reduced noise ob-
served in [23], namely, that noise reduction fundamentally improves the range in solution space over which these devices are able to search. Our results support the evidence in [23] which suggests that reducing noise on flux qubit quantum annealers can provide improved performance on these devices and is therefore important in moving toward a potential quantum advantage. While this may seem like an obvious statement, it is actually far from trivial, as dissipation is actually the driving mechanism behind the currently implemented reverse annealing protocols, and thermal noise has been observed to improve performance [10]. It is therefore not clear whether the best performance could be obtained by removing all coupling to the thermal bath, or whether there is a “sweet spot” where a low (we would speculate still lower than the best performance) could be obtained by removing all  

still significant level of dissipation actually improves device performance. What we can definitely say from our experiments is that the most recent noise reduction has improved an important aspect on the device performance, the range of the local searching, and this therefore suggests that further noise reduction is an interesting route towards device improvement.
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