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Abstract

We show that every two-player stochastic game with finite state and action sets and bounded, Borel-measurable, and shift-invariant payoffs, admits an \(\varepsilon\)-equilibrium for all \(\varepsilon > 0\).
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1 Introduction

Stochastic games form a classical and central area of dynamic games. In each stage of a stochastic game, the play is in a given state, and each player chooses an action from her set of available actions. The actions chosen by the players, together with the current state, determine a probability distribution according to which the new state for the next stage is chosen. The payoff of each player is a function of the infinite sequence consisting of all states visited and all actions chosen during the play of the game.

It is a long-standing open problem whether each stochastic game with a finite number of players, finite state and action sets, and bounded Borel-measurable payoff functions admits an \(\varepsilon\)-equilibrium for all \(\varepsilon > 0\). While an affirmative answer has been given in the context of zero-sum games by the celebrated result of Martin [18] and its extension due to Maitra and Sudderth [17], for the non-zero-sum case only partial answers are available.
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Traditionally, stochastic games were considered in the presence of stage payoffs, where players evaluate the infinite stream of stage payoffs in a certain way, e.g., the discounted, $T$-stage, or long-term average evaluations. In his seminal paper, Shapley [26] showed that zero-sum discounted stochastic games admit a stationary 0-equilibrium. Fink [8] and Takahashi [31] extended this result, and proved that a stationary 0-equilibrium exists in all multiplayer discounted stochastic games.

With respect to the long-term average evaluation, Mertens and Neyman [21] proved that in the zero-sum case, an $\varepsilon$-equilibrium exists for all $\varepsilon > 0$. The $\varepsilon$-equilibrium strategies are complex and the recommended actions may depend on the entire history. Vieille [34, 35] proved that all two-player stochastic games with long-term average evaluation also admit an $\varepsilon$-equilibrium, for all $\varepsilon > 0$, which is one of the foremost results for the existence of $\varepsilon$-equilibrium in stochastic games. In fact, Mertens and Neyman, as well as Vieille, showed a stronger statement: the constructed strategy pairs are not only an $\varepsilon$-equilibrium on the infinite horizon, but also on all finite but sufficiently long horizons when each player maximizes her average payoff. For games with more than two players and the long-term average payoff, the existence of $\varepsilon$-equilibrium is only known in special cases, see, e.g., Solan [28], Thuijsman and Raghavan [33], and Flesch, Schoenmakers, Vrieze [11]. For an overview we refer to Solan and Vieille [30], Jaśkiewicz and Nowak [14], and Levy and Solan [15].

There are various other payoff functions that play a prominent role in the literature. For instance, the limsup and the liminf payoffs (e.g., Maitra and Sudderth [16]), where the payoff is equal to the limit superior or limit inferior of the stream of stage payoffs, respectively. Another important group of payoffs are the ones used in the computer science literature, including reachability, safety, Büchi, co-Büchi, parity, Streett, and Müller payoffs (e.g., Grädel and Ummels [12], Chatterjee and Henzinger [6], Bruyère [4]). Also here, the existence of $\varepsilon$-equilibrium has only been established in special cases, for example for two-player stochastic games with parity payoffs, cf. Chatterjee [5].

Many of the previously mentioned payoff functions share a common feature: the payoff is fully determined by the tail of the infinite play. This property is called shift-invariance (or prefix-independence); we refer to Section 2.1 for the formal definition. Indeed, the long-term average payoff, the limsup and liminf payoffs, the Büchi, co-Büchi, parity, Streett, and Müller payoffs are all shift-invariant. One should note that, although a shift-invariant payoff is determined by the tail of the play, single stages remain to play a role, as moving to unfavorable states in the game can limit the possibilities of the players for the remaining part of the infinite play, and thereby having an effect on its tail. The discounted payoff, and also the reachability and safety payoffs, are not shift-invariant.

The main result of the paper is the following existence result: All two-player stochastic games with finite state and action sets and bounded, Borel-measurable, and shift-invariant payoffs, admit an $\varepsilon$-equilibrium for all $\varepsilon > 0$. This result is an extension of Vieille [34, 35], who proved the result for the long-term average payoff.
The main line of the proof follows that of Vieille [34] and directly invokes the result of Vieille [35]. There are however major differences between our proof and that of Vieille. In both proofs, an important technique is to use related zero-sum games in which one of the players is maximizing her own payoff while her opponent is minimizing the same. In the proof of Vieille, the results of Mertens and Neyman [21] are used to obtain good strategies in these zero-sum games. In our proof, where the payoff functions are more general, we rely on the result of Martin [18] for zero-sum games with general payoff functions. As a particular consequence, the limit of \( \delta \)-optimal strategies in these zero-sum games, as \( \delta \) vanishes, is a single stationary strategy in Vieille’s proof, whereas we obtain an entire collection of mixed actions in each state in the limit. This difference makes several arguments in Vieille’s proof inapplicable in our setup.

Another essential difference appears in the part of the construction where the players need to detect deviations of their opponents. In Vieille’s proof, each player needs to check the action frequencies of her opponent to detect deviations. Since the players use almost stationary strategies, this can be done by using statistical tests based on the law of large numbers. In our proof, due to the complexity of the payoff functions, the players need to detect deviations from non-stationary strategies. This is a major complication, and this part of the proof requires new ideas and techniques. In particular, we make use of inner-regularity of probability measures and Lévy’s zero-one law for the detection of deviations. We will provide a more detailed account of the main ideas and steps of our proof in Section 2.

We remark that tail-measurability of the payoffs, which is slightly weaker than shift-invariance (see also Section 4), was recently used in two related papers for repeated games, i.e., stochastic games with only one state. In Ashkenazi-Golan, Flesch, Predtetchinski, and Solan [1], it is shown that every repeated game with countably many players, finite action sets, and bounded, Borel-measurable, and tail-measurable payoffs, admits an \( \varepsilon \)-equilibrium for all \( \varepsilon > 0 \). In Ashkenazi-Golan, Flesch, Predtetchinski, and Solan [2], the regularity properties of the minmax and maxmin values are investigated in multiplayer repeated games, and they are applied to show the existence of \( \varepsilon \)-equilibria in different classes of repeated games. In particular, it is shown that every repeated game with finitely many players, finite action sets and bounded, upper semi-analytic, and tail-measurable payoffs, admits an \( \varepsilon \)-equilibrium for all \( \varepsilon > 0 \).

The paper is structured as follows. In Section 2 we present the model and the main result. In Section 3 we provide the proof. Additional discussions appear in Section 4.
2 Model and Main Result

2.1 The game

Let \( \mathbb{N} = \{1, 2, \ldots \} \). For a nonempty finite set \( X \), let \( \Delta(X) \) denote the set of probability distributions on \( X \).

Definition 2.1 (stochastic game) A two-player stochastic game is a tuple \( \Gamma = (I, S, (A_i)_{i \in I}, p, (f_i)_{i \in I}) \), where

- \( I = \{1, 2\} \) is the set of players.
- \( S \) is a nonempty finite set of states.
- \( A_i \) is a nonempty and finite set of actions of player \( i \), for each \( i \in I \). Let \( A = A_1 \times A_2 \) denote the set of action pairs.
- \( p : S \times A \to \Delta(S) \) is the transition function. For states \( s, s' \in S \) and action pair \( a \in A \), we denote by \( p(s' \mid s, a) \) the probability of state \( s' \) under \( p(s, a) \). Let \( \mathcal{R} \) denote the set of runs, i.e., all sequences \( (s^1, a^1, s^2, a^2, \ldots) \in (S \times A)^\infty \) such that \( p(s^{t+1} \mid s^t, a^t) > 0 \) for each \( t \in \mathbb{N} \).
- \( f_i : \mathcal{R} \to \mathbb{R} \) is a payoff function for player \( i \), for each \( i \in I \).

The game is played in stages in \( \mathbb{N} \). The play starts in a given initial state \( s^1 \). In each stage \( t \in \mathbb{N} \) the play is in some state \( s^t \in S \). Each player \( i \in I \) selects an action \( a^t_i \in A_i \), simultaneously with the other player. This induces an action pair \( a^t = (a^t_i)_{i \in I} \), which is observed by both players. Then, the state \( s^{t+1} \) for stage \( t+1 \) is drawn from the distribution \( p(\cdot \mid s^t, a^t) \) and is observed by both players.

Remark 2.2 (state independent actions) In our model, the action sets \( A_1 \) and \( A_2 \) are independent of the state. This assumption is used to simplify the exposition, and all the statements and proofs in the paper can be extended to stochastic games in which the action sets are finite yet depend on the state.

2.2 Histories

Definition 2.3 (history) A history in stage \( t \in \mathbb{N} \) is a sequence \( (s^1, a^1, \ldots, s^{t-1}, a^{t-1}, s^t) \in (S \times A)^{t-1} \times S \) such that \( p(s^{k+1} \mid s^k, a^k) > 0 \) for each \( k = 1, \ldots, t-1 \). The set of histories in stage \( t \) is denoted by \( H^t \) and the set of histories is denoted by \( H = \bigcup_{t=1}^\infty H^t \). The current

\(^{1}\text{Since the payoff function is not derived from stage payoffs, this model is also called a multistage stochastic game.}\)
stage (or length) of a history $h \in H^t$ is denoted by $\text{length}(h) = t$ and the final state of $h$ is denoted by $s_h$.

**Remark 2.4 (on positive transitions)** According to the definition, a finite sequence $(s^1, a^1, \ldots, s^{t-1}, a^{t-1}, s^t) \in (S \times A)^{t-1} \times S$ where $p(s^{k+1} | s^k, a^k) = 0$ for some $k = 1, \ldots, t-1$ is not a history. Similarly, an infinite sequence $(s^1, a^1, s^2, a^2, \ldots) \in (S \times A)^\infty$ such that $p(s^{t+1} | s^t, a^t) = 0$ for some $t \in \mathbb{N}$ is not a run, and the payoff functions are not defined over such infinite sequences. We selected this definition for convenience only. For example, under this definition, we do not need to define strategies when play leaves an absorbing state; a state is absorbing if the play remains in this state with probability 1 regardless the action pair.

**Notation 2.5 ($h \preceq h'$, $hh'$)** For two histories $h, h' \in H$, we write $h \preceq h'$ if $h'$ extends $h$ (with possibly $h = h'$), and we write $h \prec h'$ if $h \preceq h'$ and $h \neq h'$. If the final state $s_h$ of $h$ coincides with the first state of $h'$, then we write $hh'$ for the concatenation of $h$ with $h'$. Similarly, for a history $h \in H$ and a run $r \in \mathcal{R}$, we write $h \prec r$ if $r$ extends $h$, and if the final state $s_h$ of $h$ coincides with the first state of $r$, then we write $hr$ for the concatenation of $h$ with $r$.

**Definition 2.6 (history remaining in a set of states)** For a nonempty set $C \subseteq S$ of states, we say that a history $h$ remains in $C$ if all states along $h$ are in $C$.

**Definition 2.7 (subgame)** Each history induces a subgame of $\Gamma$. Given $h \in H$, the subgame that starts at $h$ is the game $\Gamma^h = (I, S, (A_i)_{i \in I}, \mathbb{P}, (f_{i,h})_{i \in I})$ having $s_h$ as the initial state, where $f_{i,h}(r) := f_i(hr)$ for each run $r \in \mathcal{R}$ that starts in state $s_h$.

### 2.3 Strategies

**Notation 2.8 ($\mathcal{B}(\mathcal{R})$)** We endow the set $S$ of states and the set $A$ of action pairs with the discrete topology and the set $(S \times A)^\infty$ with the product topology. Thus, the open sets of $(S \times A)^\infty$ are the unions of cylinder sets, i.e., sets of the form $\{r \in (S \times A)^\infty : h \prec r\}$, where $h \in H$. The set $\mathcal{R}$ of runs is a closed subset of $(S \times A)^\infty$, which we endow with the subspace topology. We denote by $\mathcal{B}(\mathcal{R})$ the corresponding Borel sigma-algebra on $\mathcal{R}$.

A payoff function $f_i$ is called Bo"{e}rel-measurable if it is measurable w.r.t. $\mathcal{B}(\mathcal{R})$.

**Definition 2.9 (mixed action)** A mixed action for player $i \in I$ in state $s \in S$ is a probability distribution $x_i(s)$ on $A_i$. The set of mixed actions for player $i$ in state $s$ is thus $\Delta(A_i)$. The probability that $x_i(s)$ places on action $a_i \in A_i$ is denoted by $x_i(s, a_i)$. The support of the mixed action $x_i(s)$ is $\text{supp}(x_i(s)) := \{a_i \in A_i : x_i(s, a_i) > 0\}$. The support of a pair of mixed actions $x(s) = (x_1(s), x_2(s))$ in state $s$ is $\text{supp}(x(s)) := \text{supp}(x_1(s)) \times \text{supp}(x_2(s)) \subseteq A$. 
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Notation 2.10 \((p(s' \mid s, x(s)))\) For a pair of mixed actions \(x(s) = (x_1(s), x_2(s))\), we denote the probability of moving from state \(s\) to state \(s'\) under \(x(s)\) by

\[
p(s' \mid s, x(s)) := \sum_{(a_1, a_2) \in A} x_1(s, a_1) \cdot x_2(s, a_2) \cdot p(s' \mid s, a_1, a_2).
\]

Definition 2.11 (strategy) A (behavior) strategy of player \(i\) is a function \(\sigma_i : H \rightarrow \Delta(A_i)\). We denote by \(\sigma_i(a_i \mid h)\) the probability on the action \(a_i \in A_i\) under \(\sigma_i(h)\). The interpretation of \(\sigma_i\) is that if history \(h\) arises, then \(\sigma_i\) recommends to select an action according to the mixed action \(\sigma_i(h)\). We denote by \(\Sigma_i\) the set of strategies of player \(i\).

Definition 2.12 (stationary strategy) A strategy \(\sigma_i\) of player \(i\) is called stationary, if the mixed actions prescribed by \(\sigma_i\) only depend on the current state. Thus, a stationary strategy of player \(i\) can be identified with an element of \(\prod_{s \in S} \Delta(A_i)\).

Definition 2.13 (continuation strategy) The continuation of a strategy \(\sigma_i\) in the subgame that starts at a history \(h \in H\) is denoted by \(\sigma_{i,h}\); this is a function that maps each history \(h'\) having \(s_h\) as its first state to the mixed action \(\sigma_{i,h}(h') = \sigma_i(hh') \in \Delta(A_i)\).

2.4 Expected payoffs and equilibrium

Notation 2.14 \((P_{s,\sigma_1,\sigma_2}, E_{s,\sigma_1,\sigma_2})\) By Kolmogorov’s extension theorem, each strategy pair \((\sigma_1, \sigma_2)\) together with an initial state \(s\) induces a unique probability measure \(P_{s,\sigma_1,\sigma_2}\) on \((\mathcal{R}, \mathcal{B}(\mathcal{R}))\). The corresponding expectation operator is denoted by \(E_{s,\sigma_1,\sigma_2}\).

If player \(i\)'s payoff function \(f_i\) is bounded and Borel-measurable, then player \(i\)'s expected payoff under \((\sigma_1, \sigma_2)\) is

\[
E_{s,\sigma_1,\sigma_2}[f_i] = \int_{r \in \mathcal{R}} f_i(r) \cdot P_{s,\sigma_1,\sigma_2}(dr).
\]

Notation 2.15 \((P_{h,\sigma_1,\sigma_2}, E_{h,\sigma_1,\sigma_2})\) In the subgame \(\Gamma^h\), for any history \(h \in H\), each strategy pair \((\sigma_1, \sigma_2)\) induces a unique probability measure \(P_{h,\sigma_1,\sigma_2}\) on \((\mathcal{R}, \mathcal{B}(\mathcal{R}))\). The corresponding expectation operator is denoted by \(E_{h,\sigma_1,\sigma_2}\).

If player \(i\)'s payoff function \(f_i\) is bounded and Borel-measurable, then player \(i\)'s expected payoff under \((\sigma_1, \sigma_2)\) in \(\Gamma^h\) is

\[
E_{h,\sigma_1,\sigma_2}[f_i] = \int_{r \in \mathcal{R}} f_i,h(r) \cdot P_{s_h,\sigma_1,h,\sigma_2,h}(dr).
\]
Definition 2.16 ($\varepsilon$-equilibrium) Suppose that each player $i$’s payoff $f_i$ is bounded and Borel-measurable. Let $\varepsilon \geq 0$. A strategy pair $(\sigma_1^*, \sigma_2^*)$ is called an $\varepsilon$-equilibrium for the initial state $s \in S$, if we have

$$E_{s, \sigma_1^*, \sigma_2^*}[f_1] > E_{s, \sigma_1, \sigma_2^*}[f_1] - \varepsilon$$

for each strategy $\sigma_1 \in \Sigma_1$ and

$$E_{s, \sigma_1^*, \sigma_2}[f_2] > E_{s, \sigma_1^*, \sigma_2^*}[f_2] - \varepsilon$$

for each strategy $\sigma_2 \in \Sigma_2$. A strategy pair $(\sigma_1^*, \sigma_2^*)$ is called an $\varepsilon$-equilibrium if it is an $\varepsilon$-equilibrium for each initial state $s \in S$.

Definition 2.17 (shift-invariance) A payoff function $f_i$ is called shift-invariant (or prefix-independent), if

$$f_i(s^1, a^1, s^2, a^2, s^3, a^3, \ldots) = f_i(s^2, a^2, s^3, a^3, \ldots)$$

holds for every run $(s^1, a^1, s^2, a^2, s^3, a^3, \ldots) \in \mathcal{R}$.

Equivalently, $f_i$ is shift-invariant if whenever two runs have the form $hr$ and $h'r$, i.e., they only differ in the prefixes $h$ and $h'$, then $f_i(hr) = f_i(h'r)$. The set of shift-invariant functions is not included by, neither does it include, the set of Borel-measurable functions, see Rosenthal [25] and Blackwell and Diaconis [3].

Many evaluation functions in the literature of dynamic games are shift-invariant, such as the long-term average payoffs (e.g., Mertens and Neyman [21, 22]) and the limsup of stage payoffs (e.g., Maitra and Sudderth [16]). Various classical winning conditions in the computer science literature, such as the Büchi, co-Büchi, parity, Streett, and Muller (e.g., Horn and Gimbert [13], Chatterjee and Henzinger [6], Bruyère [4]) are also shift-invariant.

The discounted payoff (e.g., Shapley [26]) is not shift-invariant.

2.5 Maxmin value

Definition 2.18 (maxmin value) Suppose that player $i$’s payoff function $f_i$ is bounded and Borel-measurable. The maxmin value of player $i$ for initial state $s \in S$ is the quantity

$$v_i(s) := \sup_{\sigma_i \in \Sigma_i} \inf_{\sigma_j \in \Sigma_j} E_{s, \sigma_i, \sigma_j}[f_i] = \inf_{\sigma_j \in \Sigma_j} \sup_{\sigma_i \in \Sigma_i} E_{s, \sigma_i, \sigma_j}[f_i],$$

where player $j$ denotes player $i$’s opponent.

The second equality in Eq. (1) follows by Martin [18] or by Maitra and Sudderth [17]. In other words, $v_i(s)$ is the value of the zero-sum game that is derived from the stochastic game by assuming that player $i$ is maximizing her payoff given by $f_i$ whereas her opponent is minimizing player $i$’s payoff. The maxmin value $v_i(h)$ of player $i$ in the subgame that starts at history $h$ is defined similarly.

If the payoff function $f_i$ is also shift-invariant, then the payoff given by $f_i$ is independent of the initial segment of the play, and hence the maxmin value of player $i$ is equal across subgames that start in the same state. Formally, the following statement holds.
Lemma 2.19 Suppose that player $i$’s payoff function $f_i$ is bounded, Borel-measurable, and shift-invariant. Then, for each state $s \in S$ and each history $h \in H$ with $s_h = s$, it holds that $v_i(h) = v_i(s)$.

2.6 Main Result

The main result of the paper is the following existence result.

Theorem 2.20 Every two-player stochastic game $\Gamma$ with finite state and action sets and bounded, Borel-measurable, and shift-invariant payoffs, admits an $\varepsilon$-equilibrium for all $\varepsilon > 0$.

As described in the introduction, Theorem 2.20 was proven by Vieille [34, 35] for the case when $f_i$ is the long-term average payoff. In fact, Vieille [34, 35] proved a stronger statement: a uniform $\varepsilon$-equilibrium exists, namely, a strategy profile that is an $\varepsilon$-equilibrium in every $T$-stage game, provided $T$ is sufficiently large, and also in every discounted game, provided the players are sufficiently patient.

We will now give a detailed account of the main ideas and steps of our proof. As the description reveals, our proof follows that of Vieille [34] and directly uses the main result of Vieille [35]. Yet, there are major differences between the two proofs, as already indicated in Section 1. To describe Vieille’s proof, we need the concepts of absorbing and nonabsorbing states.

Definition 2.21 (absorbing state, nonabsorbing state) A state $s \in S$ is called absorbing if $p(s \mid s, a) = 1$ for each action pair $a \in A$. Otherwise, the state is called nonabsorbing. We denote by $S^*$ the set of absorbing states, and by $S_0 = S \setminus S^*$ the set of nonabsorbing states.

Comparison with Vieille’s proof. The proof of Vieille has two major steps:

(V.1) In [35], Vieille proves that every stochastic game with the long-term average payoff that satisfies the following properties admits an $\varepsilon$-equilibrium, for every $\varepsilon > 0$: (a) in nonabsorbing states, the stage payoffs of both players are 0; (b) in absorbing states, the stage payoff of player 2 is positive; and (c) player 2 has a stationary strategy such that regardless of the initial state and player 1’s strategy, the play eventually reaches an absorbing state with probability 1.

(V.2) In [34], Vieille proves that (V.1) implies that every stochastic game with the long-term average payoff admits an $\varepsilon$-equilibrium, for every $\varepsilon > 0$. 
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To prove Theorem 2.20 for shift-invariant payoffs, we rely on (V.1), and prove that (V.1) also implies the statement of Theorem 2.20. In other words, we prove an implication that is stronger than the one in (V.2).

The heart of the proof of (V.2) is the following property of the alternatives, see Proposition 32 in [34]. Let $\pi_i$ be an accumulation point of discounted stationary optimal strategies of player $i$, as the players become more patient. Let $C \subseteq S_0$ be a set of nonabsorbing states with the following properties:

(1) Communication: The set $C$ communicates under $(\pi_1, \pi_2)$; namely, for every two distinct states $s, s' \in C$ there is a stationary strategy pair $(y_1, y_2)$ that (i) ensures that the play never leaves $C$, (ii) ensures that the play reaches $s'$ with probability 1, when the initial state is $s$, and (iii) satisfies that the support of $y_i(s)$ contains the support of $\pi_i(s)$, for each player $i \in \{1, 2\}$ and each state $s \in C$.

(2) The maxmin value of each player $i \in \{1, 2\}$ is constant over $C$, denoted by $v_i(C)$, i.e., $v_i(s) = v_i(C)$ for each state $s \in C$.

(3) Blocking to player 2: When player 1 plays the stationary strategy $\pi_1$, for each state $s \in C$ and each action $a_2 \in A_2$ that leads the play outside $C$ with positive probability, the expected continuation maxmin value of player 2 is strictly smaller than $v_2(C)$.

(4) Blocking to player 1: The property analogous to (3) holds, with the roles of the two players exchanged.

The property of the alternatives states that in this case, at least one of the following alternatives holds:

(A.1) For every initial state in $C$, the game admits an $\varepsilon$-equilibrium for every $\varepsilon > 0$.

(A.2) The set $C$ is jointly controlled: Roughly speaking, there is a probability distribution $q$ on the set of states outside $C$, i.e., $q \in \Delta(S \setminus C)$, and for every $\lambda > 0$ there is a strategy pair $(\sigma_1, \sigma_2)$, such that whenever the initial state is in $C$, the following properties hold under $(\sigma_1, \sigma_2)$:

(i) The play leaves $C$ with probability 1 and the probability that first state the play reaches outside $C$ is $s$ is equal to $q(s)$, for every $s \not\in C$, and

(ii) For each $i \in \{1, 2\}$, the expectation of player $i$’s maxmin value in the first state the play reaches outside $C$ is at least $v_i(C)$ and also at least the payoff that player $i$ could gain by deviating from $\sigma_i$ before the play leaves $C$, up to $\lambda$.

Conditions (1)–(4) and property (A.2) depend on the transition function and on the maxmin values of the players, but are independent of the actual payoff function. Hence,
to prove the analog of the main step of [34] for shift-invariant payoff functions, it is sufficient to prove that if conditions (1)–(4) hold and property (A.2) does not hold, then property (A.1) holds. The main challenge in our proof is to prove this implication, and it arises since when payoffs are shift-invariant, there is no analogue to the discounted payoff.

To prove the property of the alternatives, Vieille [34] uses a celebrated result of Mertens and Neyman [21], stating that when the payoff function is the long-term average payoff, each player $i$ has a $\delta$-optimal strategy that is a perturbation of $x_i$. When the payoff function is shift-invariant, a $\delta$-optimal strategy exists by Martin [18] or Maitra and Sudderth [17], yet this strategy need not be a perturbation of a stationary strategy. In particular, the proof of Vieille [34] for the property of the alternatives does not carry over to shift-invariant payoffs. Below we will expand on the way we overcome this issue, see Remark 3.30. We now turn to explain the structure of the proof.

**Structure and sketch of the proof.** We start with some simplifying assumptions (Assumptions 3.1 and 3.2 below), which we can make without loss of generality. Most importantly, we assume that each initial state for which an $\varepsilon$-equilibrium exists for all $\varepsilon > 0$ is absorbing. Our proof is by contradiction: We assume that there is an initial state for which there is no $\varepsilon$-equilibrium for small $\varepsilon > 0$. That is, we assume that there is at least one nonabsorbing state.

Section 3.1 is devoted to preliminary notations. In Section 3.2, we define the notion of a communicating set of states, which formalizes the idea that the players can reach any state from any other state inside this set, without leaving it. In Section 3.3, we categorize mixed action pairs under which a set of states is left with a positive probability, into so-called unilateral exits and joint exits: the mixed action pair is a unilateral exit if leaving the set of states is due to the action of one of the players, and it is a joint exit if the set of states is left when both players play certain actions. In Section 3.4, we examine when such an exit is satisfactory, that is, it yields a high expected continuation maxmin value. If an exit is satisfactory to both players, then we call the set of states controlled; either unilaterally controlled by one of the players or jointly controlled. If a player has no satisfactory unilateral exit, then the set of states is called blocked to this player.

In Section 3.5, we define the concept of subgame-perfect $\delta$-maxmin strategies, namely, a strategy of a player that guarantee that her expected payoff in each subgame is at least her maxmin value up to an error-term $\delta > 0$. We invoke results from Martin [18] to construct for each player a specific subgame-perfect $\delta$-maxmin strategy that is suited for our purposes. These subgame-perfect $\delta$-maxmin strategies will be analogous to the strategies constructed by Mertens and Neyman [21] and used in [34].

In Section 3.6, we relate these strategies to controllability of a set of states. This section contains one of the key steps of our proof, Lemma 3.29, which is the analog of the property of the alternatives mentioned earlier. We discuss the proof of this lemma in detail in.
Section 3.6

The rest of the construction follows the arguments in Vieille [34]. In Sections 3.8, 3.9, and 3.10, we define three families of sets of states. In the $\varepsilon$-equilibrium that we will construct, states in these sets will be dummy: the play will visit them finitely many times so they will not affect the overall payoff. In Section 3.11 we define an auxiliary recursive game. By Vieille [35] this auxiliary game admits an $\varepsilon$-equilibrium for every $\varepsilon > 0$, and we will show that this $\varepsilon$-equilibrium can be adapted to an $\varepsilon$-equilibrium in the original game. Since this is in contradiction with our initial assumption, the proof of Theorem 2.20 will be complete.

3 Proof

In this section we prove Theorem 2.20. To simplify the exposition of the proof, we will make two assumptions without loss of generality.

Assumption 3.1 The payoff functions satisfy the following properties: $f_1 \leq -1$, $f_2 \geq 1$, and $f_1$ and $f_2$ have a finite range.

We argue why this assumption can be made without loss of generality. The requirement that $f_1 \leq -1$ and $f_2 \geq 1$ can be achieved by adding a constant to the payoffs, which do not affect the set of $\varepsilon$-equilibria. The requirement that $f_1$ and $f_2$ have a finite range can be achieved by rounding $f_i(r)$ to the largest multiple of $\varepsilon$ smaller than or equal to $f_i(r)$, for each run $r \in \mathcal{R}$. This operation does not affect the shift-invariance of the function $f_i$, and any $\varepsilon$-equilibrium in the game with payoffs rounded down is a $3\varepsilon$-equilibrium of the original game.

Assumption 3.2 Let $s \in S_0$. If for every $\varepsilon > 0$ there exists an $\varepsilon$-equilibrium for the initial state $s$, then $s$ is absorbing, i.e., $s \in S^\ast$. Moreover, all runs that reach state $s$ give the same payoff, denoted by $(\gamma^1_s, \gamma^2_s)$: for every run $r \in \mathcal{R}$ that reach state $s$ and for every player $i \in \{1, 2\}$ we have $f_i(r) = \gamma^i_s$.

The idea behind this assumption is standard (e.g., Vieille [34]). We argue briefly why it can be made without loss of generality.

Take a two-player stochastic game $\Gamma$ satisfying the conditions of Theorem 2.20. Fix an accumulation point $(\gamma^1_s, \gamma^2_s)$ of the sets of $\varepsilon$-equilibrium payoffs, as $\varepsilon \to 0$, when the initial state is $s$. We turn state $s$ into an absorbing state and, if the play visits state $s$, we let the payoff be $(\gamma^1_s, \gamma^2_s)$. More precisely, let $\Gamma' = (I, S, (A_i)_{i \in I}, p', (f'_i)_{i \in I})$ be the stochastic game that is derived from $\Gamma$ as follows: (i) $p'(s \mid s, a) = 1$ for all $a \in A$, and $p'(\cdot \mid w, a) = p(\cdot \mid w, a)$, for all $w \in S \setminus \{s\}$ and $a \in A$, (ii) for each player $i$, $f'_i(r) = \gamma^i_s$ if the run $r \in \mathcal{R}'$ in $\Gamma'$ visits state $s$, and otherwise $f'_i(r) = f_i(r)$. Then, (i) the game $\Gamma'$ satisfies
the conditions of Theorem 2.20 and (ii) if \( \Gamma' \) admits an \( \varepsilon \)-equilibrium for some initial state \( s \) for all \( \varepsilon > 0 \), then \( \Gamma \) admits an \( \varepsilon \)-equilibrium for the initial state \( s \) for all \( \varepsilon > 0 \). To see (ii), notice that any \( \varepsilon \)-equilibrium in \( \Gamma' \) can be turned into an \( (\varepsilon + \delta) \)-equilibrium in \( \Gamma \), for any \( \delta > 0 \). Indeed, once the play reaches state \( s \), by using shift-invariance, we can replace the continuation strategies with a \( \frac{\delta}{2} \)-equilibrium for the initial state \( s \) with payoff \( \delta \)-close to \( (\gamma_1, \gamma_2) \). Consequently, for the proof of Theorem 2.20 we can make Assumption 3.2 without loss of generality.

**Remark 3.3** If \( s \) is an absorbing state, then by Ashkenazi-Golan, Flesch, Predtetchinski, and Solan [1], there exists an \( \varepsilon \)-equilibrium for the initial state \( s \), for every \( \varepsilon > 0 \). Hence, by Assumption 3.2, (i) a state \( s \) is absorbing if and only there exists an \( \varepsilon \)-equilibrium for the initial state \( s \), for every \( \varepsilon > 0 \), and (ii) once the run reaches an absorbing state, the payoffs do not depend on the continuation of the run.

We fix a stochastic game \( \Gamma \) satisfying the conditions of Theorem 2.20 and Assumptions 3.1 and 3.2 for the rest of the proof. As mentioned earlier, the proof of Theorem 2.20 is by contradiction, and we make the following contrapositive assumption.

**Assumption 3.4 (by contradiction)** The set \( S_0 \) of nonabsorbing states is nonempty: For some initial state and some \( \varepsilon > 0 \), the game \( \Gamma \) does not admit an \( \varepsilon \)-equilibrium.

### 3.1 Preliminary Notations

We will denote a general player by \( i \), and the other player by \( j \).

**Notation 3.5 (bound on payoffs)** Let \( M \in \mathbb{R} \) be a bound on the payoffs:

\[
M := \max_{i \in \{1, 2\}} \max_{r \in \mathbb{R}} |f_i(r)|.
\]

**Notation 3.6 (\( L_\infty \)-distance)** For two vectors \( \xi, \xi' \in \mathbb{R}^k \), where \( k \in \mathbb{N} \), we denote by \( d(\xi, \xi') \) the \( L_\infty \)-distance between \( \xi \) and \( \xi' \):

\[
d(\xi, \xi') := \max_{\ell \in \{1, \ldots, k\}} |\xi(\ell) - \xi'(\ell)|.
\]

For a state \( s \in S \), mixed action \( x_i(s) \in \Delta(A_i) \) of player \( i \), and a nonempty set of mixed actions \( X_i(s) \subseteq \Delta(A_i) \) of player \( i \), we denote the \( L_\infty \)-distance of \( x_i(s) \) from \( X_i(s) \) by

\[
d(x_i(s), X_i(s)) := \inf_{y_i(s) \in X_i(s)} d(x_i(s), y_i(s)).
\]
Given, in addition, another nonempty set of mixed actions \( Y_i(s) \subseteq \Delta(A_i) \), we define
\[
d(X_i(s), Y_i(s)) := \sup_{x_i(s) \in X_i(s)} d(x_i, Y_i(s)).
\]
This should not be confused with the Hausdorff distance between sets.

**Notation 3.7 (expectation given state and actions)** For every function \( g : S \to \mathbb{R} \), state \( s \in S \), and mixed actions \( x_1(s) \in \Delta(A_1) \) and \( x_2(s) \in \Delta(A_2) \), we define
\[
E[g \mid s, x_1(s), x_2(s)] := \sum_{s' \in S} p(s' \mid s, x_1(s), x_2(s)) \cdot g(s'),
\]
which is the expected value of \( g \) in the state that is visited in one step from state \( s \) if the players use the mixed actions \( x_1(s) \) and \( x_2(s) \).

In particular, \( E[v_i \mid s, x_1(s), x_2(s)] \) is the expected maxmin value of player \( i \) in the next state if the players use the mixed actions \( x_1(s) \) and \( x_2(s) \) in state \( s \). By the definition of the maxmin value, for every state \( s \in S \), player \( i \in \{1, 2\} \), and mixed action \( x_j(s) \in \Delta(A_j) \), there exists \( a_i \in A_i \) such that
\[
E[v_i \mid s, a_i, x_j(s)] \geq v_i(s).
\]
Indeed, suppose the opposite: for some state \( s \in S \), player \( i \in \{1, 2\} \), and mixed action \( x_j(s) \in \Delta(A_j) \), we have \( \delta := v_i(s) - \max_{a_i \in A_i} E[v_i \mid s, a_i, x_j(s)] > 0 \). Suppose that the game starts in state \( s^1 = s \) and player \( j \) plays the following strategy \( \sigma_j \): in stage 1, \( \sigma_j \) uses the mixed action \( x_j(s) \), and from stage 2 on \( \sigma_j \) makes sure that player \( i \)'s payoff is at most \( v_i(s^2) + \frac{\delta}{2} \) (recall that \( s^2 \) denotes the state in stage 2). Against \( \sigma_j \), player \( i \)'s payoff is at most \( \max_{a_i \in A_i} E[v_i + \frac{\delta}{2} \mid s, a_i, x_j(s)] = \max_{a_i \in A_i} E[v_i \mid s, a_i, x_j(s)] + \frac{\delta}{2} = v_i(s) - \frac{\delta}{2} \), which contradicts the definition of \( v_i(s) \), cf. Eq. (1).

**Notation 3.8 (expectation given history and actions)** For every function \( D : H \to \mathbb{R} \), history \( h \in H \), and mixed actions \( x_1(s_h) \in \Delta(A_1) \) and \( x_2(s_h) \in \Delta(A_2) \), define
\[
E[D \mid h, x_1(s_h), x_2(s_h)] := \sum_{(s', a) \in S \times A} x_1(s_h, a_1) \cdot x_2(s_h, a_2) \cdot p(s' \mid s_h, a_1, a_2) \cdot D(h, a_1, a_2, s'),
\]
which is the expected value of \( D \) at the history in the next stage if at history \( h \) the players use the mixed actions \( x_1(s_h) \) and \( x_2(s_h) \).

**Notation 3.9 (\( G_i(d, h), \val_i(D, h) \))** For a function \( D : H \to \mathbb{R} \), a player \( i \in \{1, 2\} \), and a history \( h \in H \), let \( G_i(D, h) \) denote the one-shot zero-sum game in which the players’ action
sets are $A_1$ and $A_2$, the payoff is given by Eq. (II), and player $i$’s goal is to maximize the payoff (and player $j$’s goal is to minimize it). Let $\text{val}_i(D,h)$ denote the value of $G_i(D,h)$.

**Notation 3.10 (exit time $\theta_C^{\text{exit}}$)** For a nonempty set $C \subseteq S_0$, we denote the exit time from $C$ by

$$\theta_C^{\text{exit}} := \min\{t \in \mathbb{N}: s^t \not\in C\},$$

with the convention that the minimum of the empty set is infinity.

### 3.2 Communicating Sets

In this subsection, we define the notion of communicating sets. Intuitively, a communicating set is a set of states in which, without leaving the set, it is possible to move, possibly in a number of steps, from any state to any other state using mixed action pairs that lie in a pre-specified set of mixed-action pairs.

Let $\mathcal{X}$ denote the collection of all nonempty sets $X$ of the form $X = \prod_{s \in S_0} \prod_{i=1,2} X_i(s)$, where $X_i(s) \subseteq \Delta(A_i)$ for each state $s \in S_0$ and each player $i \in \{1,2\}$. Each element of $X$ can be seen as a stationary strategy pair in the game, as the actions in absorbing states do not matter. We denote $X(s) = X_1(s) \times X_2(s)$ for each $s \in S_0$ and $X_i = \prod_{s \in S_0} X_i(s)$ for each $i \in \{1,2\}$.

**Definition 3.11 (perturbation)** Let $X \in \mathcal{X}$.

1. Consider a state $s \in S_0$ and a mixed action $y_i(s) \in \Delta(A_i)$ for player $i \in \{1,2\}$. We say that $y_i(s)$ is a perturbation of a mixed action $y'_i(s) \in \Delta(A_i)$ if $\text{supp}(y'_i(s)) \subseteq \text{supp}(y_i(s))$. We say that $y_i(s)$ is a perturbation of $X_i(s)$ if $y_i(s)$ is a perturbation of some $x_i(s) \in X_i(s)$.

2. Consider a stationary strategy $y_i = (y_i(s))_{s \in S_0}$ of player $i \in \{1,2\}$. We say that $y_i$ is a perturbation of a stationary strategy $y'_i = (y'_i(s))_{s \in S_0}$ if $y_i(s)$ is a perturbation of $y'_i(s)$ for each state $s \in S_0$. We say that $y_i$ is a perturbation of $X_i$ if $y_i$ is a perturbation of some $x_i \in X_i$.

3. Perturbations for pairs of mixed actions and for stationary strategy pairs is defined similarly, by requiring the corresponding property for each player separately.

Note that if $y_i(s)$ is a perturbation of $X_i(s)$, then for every $\rho > 0$ there is a perturbation $y'_i(s)$ of $X_i(s)$ such that $\text{supp}(y'_i(s)) = \text{supp}(y_i(s))$ and $d(y'_i(s), X_i(s)) \leq \rho$. Indeed, let $x_i(s) \in X_i(s)$ satisfy $\text{supp}(x_i(s)) \subseteq \text{supp}(y_i(s))$, and for $\rho \in (0,1)$, take $y'_i(s) = \rho \cdot y_i(s) + (1-\rho) \cdot x_i(s)$. A similar statement holds if $y$ is a perturbation of $X$.

**Definition 3.12 (communicating set)** A nonempty set $C \subseteq S_0$ is $X$-communicating, where $X \in \mathcal{X}$, if the following two conditions hold:
1. Under mixed actions in $X$, the set $C$ cannot be left: $p(C \mid s, x(s)) = 1$ for every $s \in C$ and every $x(s) \in X(s)$.

2. For every $s, s' \in C$, there exists a perturbation $y$ of $X$ that allows moving from $s$ to $s'$ without leaving $C$:

$$
P_{s,y}(\theta_{C}^{\text{exit}} = \infty \text{ and } \exists t \in \mathbb{N} : s^t = s') = 1. \quad (5)
$$

We mention equivalent alternatives for the conditions in Definition 3.12. Condition 1 of Definition 3.12 could be equivalently stated as follows: For every stationary strategy pair $x(s) \in X$ and every initial state $s \in C$ we have $P_{s,x}(\theta_{C}^{\text{exit}} < \infty) = 0$. Condition 2 of Definition 3.12 could be equivalently stated as follows: For every $s, s' \in C$ and every $\rho > 0$, there exists a perturbation $y$ of $X$ such that Eq. (5) holds, and in addition $d(y_i(s), X_i(s)) \leq \rho$ for every state $s \in S_0$ and every player $i \in \{1, 2\}$.

3.3 Exits from Subsets of States

In this subsection, we define two related notions of exit. The terminology of exit was first used by Solan [28], and it refers to a pair of actions or mixed actions in a state under which a set of states is left with a positive probability. First we define unilateral exits, where an action of one of the players is used to leave the set of states under consideration.

**Definition 3.13 (unilateral exit)** Let $C \subseteq S_0$ be a nonempty set, $X \in \mathcal{X}$, and $i \in \{1, 2\}$. A triplet $(s, a_i, x_j(s)) \in C \times A_i \times X_j(s)$ is an $X$-unilateral exit of player $i$ from $C$ if there exists $x_i(s) \in X_i(s)$ such that $p(C \mid s, x_i(s), x_j(s)) = 1$ and $p(C \mid s, a_i, x_j(s)) < 1$.

Thus, the set $C$ can be left through the pair $(a_i, x_j(s))$ at state $s$. It is also required that player $i$ has a mixed action $x_i(s)$ that keeps the play in $C$ against $x_j(s)$. Let $E_i(C, X)$ denote the set of all $X$-unilateral exits of player $i$ from the set $C$. Note that the set $E_i(C, X)$ is not necessarily compact.

Now we define joint exits, where the exit only takes place if both players use a certain action pair.

**Definition 3.14 (joint exit)** Let $C \subseteq S_0$ be a nonempty set and $X \in \mathcal{X}$. A triplet $(s, a_1, a_2) \in C \times A_1 \times A_2$ is an $X$-joint exit from $C$ if there exist $x_1(s) \in X_1(s)$ and $x_2(s) \in X_2(s)$ such that

- $p(C \mid s, x_1(s), x_2(s)) = 1$,
- $p(C \mid s, a_i, x_j(s)) = 1$ for each $i \in \{1, 2\}$,
- $p(C \mid s, a_i, a_j) < 1$. 
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Let $\mathcal{E}_{12}(C, X)$ denote the set of all $X$-joint exits from the set $C$. Note that $\mathcal{E}_{12}(C, X)$ is a finite set, which might be empty.

The next lemma provides a sufficient condition under which a player has a best unilateral exit, which maximizes her continuation maxim value among all her unilateral exits.

**Lemma 3.15** Let $C \subseteq S_0$ be $X$-communicating for some $X \in \mathcal{X}$. Suppose that $X(s)$ is compact for each $s \in C$ and that there is an exit $(s, x_i(s), a_j) \in \mathcal{E}_j(C, X)$ such that

\[
E[v_j \mid s, x_i(s), a_j] \geq \max_{s' \in C} v_j(s').
\]  

(6)

Then, there is an exit $(s^*, x_i^*(s^*), a_j^*) \in \mathcal{E}_j(C, X)$ that maximizes $E[v_j \mid \cdot]$ among all exits in $\mathcal{E}_j(C, X)$: for each exit $(s', x'_i(s'), a'_j) \in \mathcal{E}_j(C, X)$

\[
E[v_j \mid s^*, x_i^*(s^*), a_j^*] \geq E[v_j \mid s', x'_i(s'), a'_j].
\]

(7)

**Proof.** Let

\[
\gamma := \sup_{(s', x'_i(s'), a'_j) \in \mathcal{E}_j(C, X)} E[v_j \mid s', x'_i(s'), a'_j].
\]

By Eq. (6), we have $\gamma \geq \max_{s' \in C} v_j(s')$. We argue that the maximum in Eq. (7) is attained at some exit.

If $\gamma = \max_{s' \in C} v_j(s')$, then by Eq. (6), the maximum in Eq. (7) is attained at $(s, x_i(s), a_j)$.

So, assume that $\gamma > \max_{s' \in C} v_j(s')$. Let $((s^n, x_i^n(s^n), a_j^n))_{n \in \mathbb{N}}$ be a sequence of exits in $\mathcal{E}_j(C, X)$ such that $\lim_{n \to \infty} E[v_j \mid s^n, x_i^n(s^n), a_j^n] = \gamma$. Let $(s^*, x_i^*(s^*), a_j^*)$ be an accumulation point of the sequence $((s^n, x_i^n(s^n), a_j^n))_{n \in \mathbb{N}}$. Since $C$ and $A_2$ are finite, we can assume w.l.o.g. that $s^n = s^*$ and $a_j^n = a_j^*$ for every $n \in \mathbb{N}$, and since $X_i(s^*)$ is compact, we have $x_i^*(s^*) \in X_i(s^*)$. Consider the triplet $(s^*, x_i^*(s^*), a_j^*)$. By continuity we have

\[
E[v_j \mid s^*, x_i^*(s^*), a_j^*] = \lim_{n \to \infty} E[v_j \mid s^*, x_i^n(s), a_j^n] = \gamma > \max_{s' \in C} v_j(s').
\]

(8)

It remains to show that $(s^*, x_i^*(s^*), a_j^*) \in \mathcal{E}_j(C, X)$. By Eq. (8), we have $p(C \mid s^*, x_i^*(s^*), a_j^*) < 1$. So we only need to check that there exists $x_j^*(s^*) \in X_j(s^*)$ such that

\[
p(C \mid s^*, x_i^*(s^*), x_j^*(s^*)) = 1.
\]

(9)

For each $n \in \mathbb{N}$ we have $(s^*, x_i^n(s^*), a_j^n) \in \mathcal{E}_j(C, X)$, and therefore there is $x_j^n(s^*) \in X_j(s^*)$ such that $p(C \mid s^*, x_i^n(s^*), x_j^n(s)) = 1$. As $X_j(s^*)$ is compact, the sequence $(x_j^n(s^*))_{n \in \mathbb{N}}$ has an accumulation point $x_j^*(s^*) \in X_j^*(s^*)$. By continuity, Eq. (9) follows. □

### 3.4 Controllable and Blocked Sets

In this subsection, we define the notions of controllable sets and blocked sets.
**Notation 3.16** ($H_i(C, X)$) For every nonempty set $C \subseteq S_0$, every player $i \in \{1, 2\}$, and every $X \in \mathcal{X}$, define

$$H_i(C, X) := \sup_{(s, a_i, x_j(s)) \in C \times A_i \times X_j(s)} \mathbb{E}[v_i \mid s, a_i, x_j(s)].$$

(10)

The quantity $H_i(C, X)$ is the maximal expected continuation maxmin value for player $i$ such that she can have when the current state is in $C$ and the other player is restricted to using mixed actions in $X_j(s)$, for $s \in C$. Note that $H_i(C, X)$ is independent of $X_i(s)$, for $s \in C$. By Eq. (3) we have

$$H_i(C, X) \geq \max_{s \in C} v_i(s).$$

(11)

**Definition 3.17** (set controlled by a player) Let $C \subseteq S_0$ be $X$-communicating for some $X \in \mathcal{X}$, and let $i \in \{1, 2\}$. The set $C$ is $X$-controlled by player $i$ if there exists an exit $(s, a_i, x_j(s)) \in \mathcal{E}_i(C, X)$ such that $\mathbb{E}[v_k \mid s, a_i, x_j(s)] \geq H_k(C, X)$ for each $k \in \{1, 2\}$.

The set $C$ is $X$-controlled by player $i$ if she has an $X$-unilateral exit from $C$ that is beneficial to both players: this unilateral exit gives each player $k$ an expected continuation maxmin value that is at least $H_k(C, X)$, and therefore by Eq. (11), at least player $k$’s maximal maxmin value in $C$. Note that if this $X$-unilateral exit is $(s, a_i, x_j(s))$, then by Eq. (10), we have $\mathbb{E}[v_i \mid s, a_i, x_j(s)] = H_i(C, X)$.

**Definition 3.18** (jointly controlled set) Let $C \subseteq S_0$ be $X$-communicating for some $X \in \mathcal{X}$, and let $i \in \{1, 2\}$. The set $C$ is $X$-jointly controlled if there exists a probability distribution $\mu$ over $\mathcal{E}_{12}(C, X)$ such that for each $k \in \{1, 2\}$,

$$\sum_{(s, a_1, a_2) \in \mathcal{E}_{12}(C, X)} \mu(s, a_1, a_2) \cdot \mathbb{E}[v_k \mid s, a_1, a_2] \geq H_k(C, X).$$

(12)

In words, the set $C$ is $X$-jointly controlled if there is a probability distribution over the $X$-joint exits from $C$ such that the expectation of each player $k$’s continuation maxmin value is at least $H_k(C, X)$.

**Definition 3.19** (set blocked to a player) Let $C \subseteq S_0$ be a nonempty set, $X \in \mathcal{X}$, and $i \in \{1, 2\}$. The set $C$ is $X$-blocked to player $i$ if for each $X$-unilateral exit $(s, a_i, x_j(s)) \in \mathcal{E}_i(C, X)$ of player $i$,

$$\mathbb{E}[v_i \mid s, a_i, x_j(s)] < \max_{s' \in C} v_i(s').$$

(13)

The set $C$ is blocked to player $i$ if she has no good unilateral exit: each unilateral exit of player $i$ yields to her an expected continuation maxmin value that is strictly below her best maxmin value in the set $C$. 
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Lemma 3.20  Let \( C \subseteq S_0 \) be \( X \)-blocked to player \( i \), for some \( X \in \mathcal{X} \) and \( i \in \{1, 2\} \). Then,

1. \( C \) is not \( X \)-controlled by player \( i \).

2. Assume, in addition, that \( C \) is closed under \( X \), i.e., \( p(C | s, x(s)) = 1 \) for each \( s \in C \) and \( x(s) \in X(s) \). Then \( H_i(C, X) = \max_{s \in C} v_i(s) \).

Proof. Let \( C \subseteq S_0 \) be \( X \)-blocked to player \( i \).

Proof of 1. For every \( (s, a_i, x_j(s)) \in \mathcal{E}_i(C, X) \), we have by Eqs. (13) and (11),

\[
\mathbb{E}[v_i | s, a_i, x_j(s)] < \max_{s' \in C} v_i(s') \leq H_i(C, X).
\]

Hence, \( C \) is not \( X \)-controlled by player \( i \).

Proof of 2. Assume, in addition, that \( C \) is closed under \( X \). By Eq. (11), it suffices to show that \( H_i(C, X) \leq \max_{s' \in C} v_i(s') \). To this end, we take an arbitrary \( (s, a_i, x_j(s)) \in C \times A_i \times X_j(s) \), and prove that

\[
\mathbb{E}[v_i | s, a_i, x_j(s)] \leq \max_{s' \in C} v_i(s').
\] (14)

If \( p(C | s, a_i, x_j(s)) = 1 \), then Eq. (14) holds by Eq. (2). So, suppose that \( p(C | s, a_i, x_j(s)) < 1 \). Since \( C \) is closed under \( X \), for any \( x_i(s) \in X_i(s) \) we have \( p(C | s, x_i(s), x_j(s)) = 1 \). Hence, \( (s, a_i, x_j(s)) \in \mathcal{E}_i(C, X) \), and therefore Eq. (13) implies Eq. (14). \( \blacksquare \)

### 3.5 Subgame-Perfect \( \delta \)-Maxmin Strategies

A strategy for a player is called subgame-perfect \( \delta \)-maxmin if it ensures that this player’s expected payoff is at least her maxmin value minus \( \delta \) in all subgames.

**Definition 3.21 (subgame-perfect \( \delta \)-maxmin strategy)** Let \( \delta > 0 \) and \( i \in \{1, 2\} \). A strategy \( \sigma_i^\delta \) for player \( i \) is subgame-perfect \( \delta \)-maxmin if for every history \( h \in H \) and every strategy \( \sigma_j \) of player \( j \)

\[
\mathbb{E}_{h, \sigma_i^\delta, \sigma_j}[f_i] \geq v_i(s_h) - \delta.
\]

Each player has a subgame-perfect \( \delta \)-maxmin strategy, for each \( \delta > 0 \), by Mashiah-Yaakovi [20] or by Flesch, Herings, Maes, and Predtetchinski [9]. Note that if \( \sigma_i^\delta \) is subgame-perfect \( \delta \)-maxmin, then for every history \( h \in H \) and every action \( a_j \in A_j \) of player \( j \),

\[
\mathbb{E}[v_i | s_h, \sigma_i^\delta(h), a_j] \geq v_i(s_h) - \delta.
\] (15)

Indeed, if this inequality was not true, then \( \sigma_i^\delta \) would not guarantee a payoff of at least \( v_i(s_h) - \delta \) in the subgame starting at \( h \); the formal proof is similar to that of Eq. (3).
We now define for each player and each $\delta > 0$ a subgame-perfect $\delta$-maxmin strategy that has specific properties. The definition is based on the following lemma, which follows from Martin [18] and Maitra and Sudderth [17]; see also Theorem 3.6 in Ashkenazi-Golan, Flesch, Predtetchinski, and Solan [1].

**Lemma 3.22** Let $\delta > 0$ and $i \in \{1, 2\}$. There is a function $D_i^\delta : H \to [-M, M]$ with the following properties:

1. $D_i^\delta(h) \leq v_i(s_h)$ for every $h \in H$.
2. $D_i^\delta(h) \leq \text{val}_i(D_i^\delta, h)$ for every $h \in H$.
3. $v_i(s_h) - \delta \leq \text{val}_i(D_i^\delta, h)$ for every $h \in H$.
4. Let $h' \in H$ be a history. If a strategy pair $(\sigma_i, \sigma_j) \in \Sigma_i \times \Sigma_j$ satisfies

   $\text{val}_i(D_i^\delta, h) \leq \mathbf{E}[D_i^\delta | h, \sigma_i(h), \sigma_j(h)], \quad \forall h \in H$ with $h' \preceq h$, \quad (16)

   then

   $\text{val}_i(D_i^\delta, h) \leq \mathbf{E}_{h, \sigma_i, \sigma_j}[f_i], \quad \forall h \in H$ with $h' \preceq h$.

Lemma 3.22 states that, for each $\delta > 0$ and player $i$, there is a function $D_i^\delta$ that assigns a real number $D_i^\delta(h)$ to each history $h$ with the following properties: (1) $D_i^\delta(h)$ is not more than player $i$’s maxmin value at history $h$, (2) the value $\text{val}_i(D_i^\delta, h)$ of the one-shot game $G_i(D_i^\delta, h)$, which is induced by $D_i^\delta$ at history $h$, is at least $D_i^\delta(h)$, (3) and $\text{val}_i(D_i^\delta, h)$ is also at least the maxmin value of player $i$ at history $h$, up to $\delta$, (4) under a pair of strategies $(\sigma_i, \sigma_j)$ in the subgame at $h'$, if in each one-shot game $G_i(D_i^\delta, h)$, the mixed actions played give an expected payoff of at least $\text{val}_i(D_i^\delta, h)$, then in the stochastic game, for each history $h$ extending $h'$, player $i$’s expected payoff in the subgame at $h$ is also at least $\text{val}_i(D_i^\delta, h)$.

Note that if we set $D_i^\delta(h) = v_i(s_h)$, then properties (1)–(3) hold, yet property (4) does not hold. To ensure that property (4) holds as well we have to set $D_i^\delta(h)$ to be slightly lower than $v_i(s_h)$, as expressed by properties (1) and (3).

Lemma 3.22 follows from Martin [18] for repeated games, i.e., when $|S| = 1$. Indeed, Martin [18] considers an auxiliary win-lose game between two artifical players, called player I and player II. The function $D_i^\delta$ is in essence a strategy of player I in this game such that this strategy is winning in each subgame. For a precise exposition, we refer to Ashkenazi-Golan, Flesch, Predtetchinski, and Solan [1]; properties (2)–(4) directly follow from their lemma, whereas property (1) follows from their construction. The extension to a finite state space $S$ follows by the arguments of Maitra and Sudderth [17].

From now on we fix a specific function $D_i^\delta$ for each $\delta > 0$ and each player $i \in \{1, 2\}$ given by Lemma 3.22. We now describe a specific subgame-perfect $\delta$-maxmin strategy that is based on $D_i^\delta$. 
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Lemma 3.23 Let $\delta > 0$ and $i \in \{1, 2\}$. Let $\sigma_i^\delta$ be a strategy for player $i$ such that, for every history $h \in H$, $\sigma_i^\delta(h)$ is an optimal mixed action of player $i$ in the one-shot zero-sum game $G_i(D_i^\delta, h)$. Then, the strategy $\sigma_i^\delta$ is subgame-perfect $\delta$-maxmin. Moreover, for every history $h$ and every action $a_j \in A_j$,

$$D_i^\delta(h) \leq \text{val}_i(D_i^\delta, h) \leq \mathbb{E}[D_i^\delta \mid h, \sigma_i^\delta(h), a_j].$$  \hspace{1cm} (17)

**Proof.** For every history $h \in H$ and action $a_j \in A_j$, Eq. (17) follows by property 2 of Lemma 3.22 and by the fact that $\sigma_i^\delta(h)$ is an optimal mixed action of player $i$ in $G_i(D_i^\delta, h)$.

It remains to prove that $\sigma_i^\delta$ is subgame-perfect $\delta$-maxmin. Take any strategy $\sigma_j$ for player $j$. For each history $h$, as $\sigma_i^\delta(h)$ is an optimal mixed action of player $i$ in $G_i(D_i^\delta, h)$,

$$\text{val}_i(D_i^\delta, h) \leq \mathbb{E}[D_i^\delta \mid h, \sigma_i^\delta(h), \sigma_j(h)].$$

Since $h$ is arbitrary, the strategy pair $(\sigma_i, \sigma_j)$ satisfies Eq. (16) for each history $h$ (when $h'$ is the initial history, consisting of the initial state only). Hence, by properties 3 and 4 of Lemma 3.22, for each history $h$, we have $v_i(s_h) - \delta \leq \text{val}_i(D_i^\delta, h) \leq \mathbb{E}_{h, \sigma_i^\delta, \sigma_j}([f_i])$. Thus, $\sigma_i^\delta$ is subgame-perfect $\delta$-maxmin. \[\blacksquare\]

**Notation 3.24 (the strategy $\sigma_i^\delta$)** For each $\delta > 0$ and each player $i \in \{1, 2\}$ fix a strategy $\sigma_i^\delta$ given by Lemma 3.23. These strategies will be fixed from now on.

### 3.6 Controllability w.r.t. Subgame-Perfect $\delta$-Maxmin Strategies

**Notation 3.25 (The sets $Y_i^\delta(s)$ and $Y_i(s)$)** For each payer $i \in \{1, 2\}$, each $\delta > 0$, and each state $s \in S_0$, let $Y_i^\delta(s)$ denote the range of $\sigma_i^\delta$, restricted to histories that end in state $s$:

$$Y_i^\delta(s) := \{\sigma_i^\delta(h) : h \in H, s_h = s\} \subseteq \Delta(A_i),$$

where $\sigma_i^\delta$ is defined in Notation 3.24. Let $Y_i(s)$ denote the set of all accumulation points of $(Y_i^\delta(s))_{\delta > 0}$ as $\delta$ goes to $0$:

$$Y_i(s) := \lim_{\delta \to 0} Y_i^\delta(s) = \bigcap_{\delta > 0} \bigcup_{\delta' \in (0, \delta)} Y_i^{\delta'}(s) \subseteq \Delta(A_i),$$

where $\bigcup_{\delta' \in (0, \delta)} Y_i^{\delta'}(s)$ is the closure of $\bigcup_{\delta' \in (0, \delta)} Y_i^{\delta'}(s)$. The set $Y_i(s)$ is compact and

$$\lim_{\delta \to 0} d(Y_i^\delta(s), Y_i(s)) = 0. \hspace{1cm} (18)$$

We briefly argue that Eq. (18) holds. Indeed, suppose by way of contradiction that $\eta := \limsup_{\delta \to 0} d(Y_i^\delta(s), Y_i(s)) > 0$. Then, there exist a sequence $(\delta_n)_{n \in \mathbb{N}}$ of positive reals
converging to 0 and a sequence \((x^n_i(s))_{n \in \mathbb{N}}\) such that \(x^n_i(s) \in Y^a_i(s)\) for each \(n \in \mathbb{N}\) and \(\lim_{n \to \infty} d(x^n_i(s), Y_i(s)) = \eta\). By taking a subsequence if necessary, we can assume that \((x^n_i(s))_{n \in \mathbb{N}}\) converges to some \(x_i(s) \in Y_i(s)\). By continuity, we obtain \(d(x_i(s), Y_i(s)) = \eta > 0\), which is a contradiction.

**Notation 3.26 (The product set \(Y\))** Let

\[
Y := \prod_{s \in S_0} \prod_{i=1,2} Y_i(s) \in \mathcal{X}.
\]

The following result is based on continuity and compactness of \(Y\). It states that if \(C \subseteq S_0\) is \(Y\)-communicating, then for \(\delta > 0\) small, whenever an action \(a_i \in A_i\) is played with large probability under some \(y^j_i(s) \in Y^a_i(s)\), the action \(a_i\) keeps the play in \(C\) with large probability against any mixed action \(y_j(s) \in Y_j(s)\) of player \(j\).

**Lemma 3.27** Let \(C \subseteq S_0\) be \(Y\)-communicating, and let \(i \in \{1,2\}\). For every \(\eta_1, \eta_2 > 0\) there is \(w = w(\eta_1, \eta_2) > 0\) such that for every \(\delta \in (0, w)\), every \(s \in C\), every \(y^j_i(s) \in Y^a_i(s)\), every \(y_j(s) \in Y_j(s)\), and every \(a_i \in A_i\), if \(y^j_i(s) \geq \eta_1\) then \(p((S \setminus C) | s, a_i, y_j(s)) \leq \eta_2\).

**Proof.** Suppose the opposite. Then, there are \(\eta_1, \eta_2 > 0\), \(s \in C\), \(a_i \in A_i\), and a sequence \((\delta_k)_{k \in \mathbb{N}}\) converging to 0, such that for every \(k \in \mathbb{N}\) there are \(y^j_i(s) \in Y^a_i(s)\) and \(y^j_i(s) \in Y_j(s)\) that satisfy \(y^j_i(s, a_i) \geq \eta_1\) and \(p((S \setminus C) | s, a_i, y^j_i(s)) \geq \eta_2\).

Assume w.l.o.g. that the sequences \((y^j_i(s))_{k \in \mathbb{N}}\) and \((y^j_i(s))_{k \in \mathbb{N}}\) converge to some \(y^*_i(s) \in \Delta(A_i)\) and \(y^*_j(s) \in \Delta(A_j)\), respectively. Since \(\lim_{k \to \infty} \delta_k = 0\) and since \(Y_j(s)\) is compact, we have \(y^*_i(s) \in Y_i(s)\) and \(y^*_j(s) \in Y_j(s)\). Hence, because \(C\) is \(Y\)-communicating, \(p((S \setminus C) | s, y^*_i(s), y^*_j(s)) = 0\).

On the other hand,

\[
p((S \setminus C) | s, y^j_i(s), y^j_i(s)) \geq y^j_i(s, a_i) \cdot p((S \setminus C) | s, a_i, y^j_i(s)) \geq \eta_1 \cdot \eta_2,
\]

and letting \(k \to \infty\) we obtain \(p((S \setminus C) | s, y^*_i(s), y^*_j(s)) \geq \eta_1 \cdot \eta_2 > 0\), a contradiction. 

The next result states that when at state \(s\) player \(j\) plays a mixed action in \(Y_j(s)\), she guarantees that the expected continuation maxmin value is at least \(v_j(s)\).

**Lemma 3.28** For every \(s \in S\), every \(i \in \{1,2\}\), every \(a_i \in A_i\), and every \(y_j(s) \in Y_j(s)\),

\[
E[v_j | s, a_i, y_j(s)] \geq v_j(s).
\]  

(19)

**Proof.** Since \(y_j(s) \in Y_j(s)\), there is a sequence \((\delta_k)_{k \in \mathbb{N}}\) converging to 0 and a sequence \((h_k)_{k \in \mathbb{N}}\) of histories ending in state \(s\), such that \(y_j(s) = \lim_{k \to \infty} \sigma_j^{\delta_k}(h_k)\). Because \(\sigma_j^{\delta_k}\) is
subgame-perfect $\delta^k$-maxmin, by Eq. (15) we have for every $k \in \mathbb{N}$ and action $a_i \in A_i$ of player $i$, 

$$E[v_{j} \mid s, a_i, \sigma_j^{\delta_k}(h_k)] \geq v_j(s) - \delta_k.$$ 

The claim follows by taking the limit as $k \to \infty$. ■

The following result states that if $C$ is $Y$-communicating, neither player has a good $Y$-unilateral exit from $C$, and the maxmin value of each player is constant over $C$, then $C$ must be $Y$-jointly controlled. It is the analog of Proposition 32 in Vieille [34], called the property of alternative. Yet, our proof greatly differs from that of Proposition 32 in Vieille [34].

Lemma 3.29 Let $C \subseteq S_0$ be such that (1) $C$ is $Y$-communicating, (2) $C$ is $Y$-blocked to each player, and (3) $v_1$ and $v_2$ are constant over $C$, i.e., $v_i(s) = v_i(s')$ for all $s, s' \in C$ and $i \in \{1, 2\}$. Then, the set $C$ is $Y$-jointly controlled.

Remark 3.30 We here explain the most important differences between our proof and the proof of Proposition 32 in Vieille [34]. These two proofs differ in two main aspects: (i) As mentioned in Section 2.6, in the setup of Vieille [34], the set $Y$ is a singleton. In particular, this implies that the difference between the right-hand side and the left-hand side of Eq. (13) has a uniform positive lower-bound. In our setup, there is no such uniform positive lower-bound. (ii) Both proofs contain an important step showing that, if the set $C$ is not jointly controlled, then there is an $\varepsilon$-equilibrium for the initial states in the set $C$, for each $\varepsilon > 0$. In Vieille [34], payoffs are long-run average, and such an $\varepsilon$-equilibrium can be constructed using a periodic construction, which cycles among the states in $C$. In our setup, payoffs are general, and so no periodic construction will do. We therefore use tools developed by Martin [18], as discussed in Section 3.5.

Now we further discuss each proof separately with respect to these aspects.

The proof of Proposition 32 in Vieille [34]. In Vieille [34], each player is maximizing the long-run average of her stage payoffs. In this case, each player $i$ has a subgame-perfect $\delta$-maxmin strategy $\sigma_i^\delta$ for each $\delta > 0$ with the following properties: (1) At each history $h$, the mixed action $\sigma_i^\delta(h)$ is optimal for player $i$ in the zero-sum stochastic game $\Gamma_i,\lambda_{h,\delta}$, where $\Gamma_i,\lambda_{h,\delta}$ is derived from the original game $\Gamma$ as follows: $\lambda_{h,\delta}$ is a fictitious discount factor depending on $h$ and $\delta$, player $i$ is maximizing her own $\lambda_{h,\delta}$-discounted payoff, while her opponent is minimizing player $i$’s $\lambda_{h,\delta}$-discounted payoff. (2) As $\delta$ goes to 0, the maximal fictitious discount factor that is used by $\sigma_i^\delta$ goes to 0, i.e., $\lim_{\delta \to 0} \sup \{\lambda_{h,\delta} : h \in H\} = 0$. The existence of such a strategy $\sigma_i^\delta$ is due to the results of Mertens and Neyman [21]; see also Section 6.2 in Vieille [34].

(i) In a zero-sum stochastic game, there is a semi-algebraic function that assigns a stationary discounted optimal strategy to each discount factor, see for instance Neyman.
Section 6.3.1 in Vieille [34], or Chapter 7 in Solan [19]. It follows that the set $Y_i(s)$ can be taken to be a singleton for each player $i \in \{1, 2\}$ and each state $s \in C$. Hence, the set $Y$ is a singleton as well.

In particular, as $Y$ is a singleton, the number of $Y$-unilateral exits of each player is finite. As a result, because $C$ is $Y$-blocked to player $i$, the difference between the right-hand side and the left-hand side of in Eq. (13) has a uniform positive lower-bound.

(ii) In Lemma 37 in Vieille [34], the following claim is shown under conditions similar to the ones in our Lemma 3.29: if the set $C$ is not jointly controlled, then there is an $\varepsilon$-equilibrium for the initial states in the set $C$, for each $\varepsilon > 0$. Assuming that $C$ is not jointly controlled, for large discount factors, under the pair of stationary discounted optimal strategies, the play remains forever in the set $C$ with positive probability. Using this, Vieille’s proof is based on analysing the behavior of the stationary discounted optimal strategies of the players and their limit, the unique stationary strategy in $Y$.

The proof of Lemma 3.29. In this case, the payoff functions of the players are only assumed to be bounded, Borel-measurable, and shift-invariant.

(i) The set $Y$ need not be a singleton, in contrast with Vieille’s proof. As a consequence, the number of $Y$-unilateral exits of a player may be infinite, and hence the difference between the right-hand side and the left-hand side of in Eq. (13) may not have a uniform positive lower-bound.

(ii) As in the proof in Vieille [34], we need to show a similar claim, cf. Step 3 in the proof of Lemma 3.29: if the set $C$ is not jointly controlled, then there is an $\varepsilon$-equilibrium for the initial states in the set $C$, for each $\varepsilon > 0$ (which leads to a contradiction with Assumption 3.4). In our proof, if $C$ is not jointly controlled, then, for small $\delta > 0$, under some modifications of the pair $(\sigma^1_\delta, \sigma^2_\delta)$ of subgame-perfect $\delta$-optimal strategies, the play remains forever in the set $C$ with positive probability. Our proof to show that an $\varepsilon$-equilibrium exists in this case relies on different techniques: inner regularity of probability measures and Lévy’s zero-one law.

Proof of Lemma 3.29. Let $C \subseteq S_0$ satisfy Conditions (1), (2), and (3) in the statement of Lemma 3.29. For each $i \in \{1, 2\}$, we denote by $v_i(C)$ the common maxmin value of player $i$ for the initial states in $C$.

Step 0: Fixing a constant $\alpha$, and for all $\rho > 0$ fixing positive reals $\eta^\rho$, $\kappa^\rho$, and $\delta^\rho$.

Fixing $\alpha$: Fix $\alpha := \max_{i \in \{1, 2\}} |A_i|$.

Fixing $\eta^\rho$ for each $\rho > 0$: Take any $\rho > 0$. For every $i \in \{1, 2\}$, the set of $Y$-unilateral exits of player $i$ that lead the play outside $C$ with probability at least $\rho$ is

$$E_i^\rho(C, Y) := \{(s, a_i, y_j(s)) \in C \times A_i \times Y_j(s) : p(C \mid s, a_i, y_j(s)) \leq 1 - \rho\};$$

thus $E_i^\rho(C, Y) \subseteq E_i(C, Y)$. Note that $E_i^\rho(C, Y)$ is compact, as $C$ and $A_i$ are finite, $Y_j(s)$ is
compact, and \( p(C \mid s, a_i, \cdot) \) is continuous. For each \((s, a_i, y_j(s)) \in \delta_i^\rho(C, Y)\), it holds that \( \mathbb{E}[v_i \mid s, a_i, y_j(s)] < v_i(C) \), because \( C \) is \( Y \)-blocked to player \( i \). Let

\[
\eta^\rho := \min_{i \in \{1, 2\}} \min_{(s, a_i, y_j(s)) \in \delta_i^\rho(C, Y)} \left( v_i(C) - \mathbb{E}[v_i \mid s, a_i, y_j(s)] \right) > 0,
\]

where the inequality holds by continuity and the compactness of \( \delta_i^\rho(C, Y) \). The function \( \rho \mapsto \eta^\rho \) is monotone nondecreasing: if \( 0 < \rho' \leq \rho \) then \( \delta_i^{\rho'}(C, Y) \supseteq \delta_i^\rho(C, Y) \), and hence \( \eta^{\rho'} \leq \eta^\rho \). By definition, for each player \( i \in \{1, 2\} \) and each exit \((s, a_i, y_j(s)) \in \delta_i^\rho(C, Y)\) we have

\[
\mathbb{E}[v_i \mid s, a_i, y_j(s)] \leq v_i(C) - \eta^\rho.
\]

**FIXING \( \kappa^\rho \) FOR EACH \( \rho > 0 \).** Take any \( \rho > 0 \). Let \( \kappa^\rho \in (0, 1) \) be small enough so that

\[
\rho - (\alpha + 1)\kappa^\rho > 0 \quad \text{and} \quad \alpha \kappa^\rho \cdot 4M - \eta^\rho^* < 0,
\]

where \( \rho^* = \rho - \alpha \kappa^\rho \). We argue briefly that the second inequality is satisfied for small \( \kappa^\rho \in (0, 1) \). Indeed, choose \( \kappa^\rho \in (0, 1) \) sufficiently small so that \( \alpha \kappa^\rho \cdot 4M - \eta^\rho^* < 0 \) and \( \rho^* \geq \frac{1}{2} \rho \). Then, \( \eta^\rho^* \geq \frac{1}{2} \rho^* \), and hence \( \alpha \kappa^\rho \cdot 4M - \eta^\rho^* \leq \alpha \kappa^\rho \cdot 4M - \eta^\rho^* < 0 \), as desired.

**FIXING \( \delta^\rho \) FOR EACH \( \rho > 0 \).** Take any \( \rho > 0 \). By Eq. (18), there is \( \delta^\rho \in (0, \kappa^\rho) \) such that for every \( \delta \in (0, \delta^\rho) \), every state \( s \in S_0 \), and each player \( i \in \{1, 2\} \), we have

\[
d(Y_i^\delta(s), Y_i(s)) < \kappa^\rho.
\]

Assume w.l.o.g. that \( \delta^\rho > 0 \) is sufficiently small such that

\[
\delta^\rho < w\left( \frac{\kappa^\rho}{\alpha}, \rho - (\alpha + 1)\kappa^\rho \right),
\]

where the function \( w(\cdot, \cdot) \) is given in Lemma 3.27 and

\[
\delta^\rho + \alpha \kappa^\rho \cdot 4M - \eta^\rho^* < 0,
\]

which is possible due to Eq. (21). By Lemma 3.27 and Eq. (23), for every \( \delta \in (0, \delta^\rho) \), every \( s \in C \), every \( y_i^\delta(s) \in Y_i^\delta(s) \), every \( y_j(s) \in Y_j(s) \), and every \( a_i \in A_i \) such that \( y_i^\delta(s, a_i) \geq \kappa^\rho / \alpha \), we have

\[
p\left( (S \setminus C) \mid s, a_i, y_j(s) \right) \leq \rho - (\alpha + 1)\kappa^\rho < \rho.
\]

**Step 1:** Definition of a strategy pair \( \pi^\rho, \delta = (\pi_1^\rho, \pi_2^\rho, \delta) \) for each \( \rho > 0 \) and \( \delta \in (0, \delta^\rho) \).

Let \( \rho > 0 \) and \( \delta \in (0, \delta^\rho) \). In this step we define a strategy pair \( \pi^\rho, \delta \), which is derived from \( \sigma^\delta \) by setting to 0 the probability to play actions that lead outside \( C \) with high
probability under $\sigma^\delta(h)$, for every history $h$ (and normalizing the remaining probabilities).

For each history $h \in H$, denote by $B^{\rho,\delta}_i(h)$ the set of actions of player $i$ that, when faced with $\sigma^\delta_j(h)$, lead the play outside the set $C$ with probability at least $\rho$:

$$B^{\rho,\delta}_i(h) := \{ a_i \in A_i : p((S \setminus C) | s_h, a_i, \sigma^\delta_j(h)) \geq \rho \}.$$  \hfill (26)

We argue that, for each $h \in H$ with final state $s_h \in C$, the mixed action $\sigma^\delta_i(h)$ assigns a low probability to actions in $B^{\rho,\delta}_i(h)$:

$$\sigma^\delta_i(B^{\rho,\delta}_i(h) | h) < \kappa^\rho.$$  \hfill (27)

Indeed, let $a_i \in B^{\rho,\delta}_i(h)$, so that $p((S \setminus C) | s_h, a_i, \sigma^\delta_j(h)) \geq \rho$. By Eq. (22), there is $y_j(s_h) \in Y_j(s_h)$ satisfying $d(\sigma^\delta_j(h), y_j(s_h)) < \kappa^\rho$. Then

$$p((S \setminus C) | s_h, a_i, y_j(s_h)) \geq p((S \setminus C) | s_h, a_i, \sigma^\delta_j(h)) - \alpha \kappa^\rho \geq \rho - \alpha \kappa^\rho > \rho - (\alpha + 1) \kappa^\rho > 0,$$  \hfill (28)

where the last inequality is by Eq. (21). Eq. (25) implies that $\sigma^\delta_i(a_i | h) < \kappa^\rho/\alpha$. Eq. (27) follows since $\alpha \geq |A_i|$.

For each $i \in \{1,2\}$, we now define a strategy $\pi^{\rho,\delta}_i$ that follows $\sigma^\delta_i$, except that at each history $h$ the strategy $\pi^{\rho,\delta}_i$ does not play actions in $B^{\rho,\delta}_i(h)$. Recall that a history is said to remain in $C$ if all states along this history belong to $C$. We define $\pi^{\rho,\delta}_i(h) := \sigma^\delta_i(h)$ for all histories that do not remain in $C$, and for histories $h$ that remain in $C$ we define

$$\pi^{\rho,\delta}_i(a_i | h) := \begin{cases} 0, & \text{if } a_i \in B^{\rho,\delta}_i(h), \\ \frac{\sigma^\delta_i(a_i | h)}{\sigma^\delta_i(A_i \setminus B^{\rho,\delta}_i(h) | h)}, & \text{if } a_i \not\in B^{\rho,\delta}_i(h), \end{cases}$$  \hfill (29)

which is exactly the mixed action $\sigma^\delta_i(h)$ conditioned on not choosing actions in $B^{\rho,\delta}_i(h)$. Eq. (27) implies that the denominator in Eq. (29) is positive, hence $\pi^{\rho,\delta}_i$ is well defined. Eq. (27) also implies that for each player $i \in \{1,2\}$ and each history $h \in H$,

$$d(\sigma^\delta_i(h), \pi^{\rho,\delta}_i(h)) \leq \kappa^\rho.$$  \hfill (30)

For each history $h \in H$ and each action $a_i \in A_i \setminus B^{\rho,\delta}_i(h)$, we have

$$p((S \setminus C) | s_h, a_i, \pi^{\rho,\delta}_i(h)) \leq p((S \setminus C) | s_h, a_i, \sigma^\delta_j(h)) + \alpha \kappa^\rho \leq \rho + \alpha \kappa^\rho,$$  \hfill (31)

where the first inequality is by Eq. (30) and the second inequality is by Eq. (26).

**Step 2:** For every $\rho > 0$ and every $\delta \in (0, \delta^\rho)$, the following properties hold for the strategy
pair \((\pi_1^\rho, \delta, \pi_2^\rho, \delta)\):

1. The payoff is high: for each player \(i \in \{1, 2\}\) and each history \(h' \in H\),

\[
E_{h', \pi_1^\rho, \delta, \pi_2^\rho, \delta}[f_i] \geq \text{val}_i(D_1^\delta, h'),
\]

and if, moreover, \(h'\) remains in \(C\), then

\[
E_{h', \pi_1^\rho, \delta, \pi_2^\rho, \delta}[f_i] \geq v_i(C) - \delta.
\]

2. The maxmin values cannot decrease in expectation much during the play: Consider any random variable \(\xi : \mathcal{R} \to \mathbb{N}\) with the following property\(^2\): For every run \(r = (s^1, a^1, s^2, a^2, \ldots)\), if \(\xi(r) = t\), then \(\xi(r') = t\) for every run \(r' = (s'^1, a'^1, s'^2, a'^2, \ldots)\) that coincides with \(r\) up to the state in stage \(t\), i.e., \(s^1 = s'^1, a^1 = a'^1, \ldots, s^t = s'^t\).

Let \(h \in H\) be a history such that \(\xi(r) > \text{length}(h)\) for all (or equivalently, for some) run \(r > h\). Then, for each player \(i \in \{1, 2\}\),

\[
v_i(s_h) - \delta \leq E_{h, \pi_1^\rho, \delta, \pi_2^\rho, \delta}[v_i(s^\xi)];
\]

here \(s^\xi\) is the state in stage \(\xi\).

Fix \(\rho > 0\), \(\delta \in (0, \delta^\rho)\), and \(i \in \{1, 2\}\).

First we prove that for each history \(h \in H\) we have

\[
\text{val}_i(D_1^\delta, h) \leq E[D_1^\delta \mid h, \pi_1^\rho, \delta(h), \pi_2^\rho, \delta(h)].
\]

Let \(h \in H\). If \(h\) does not remain in \(C\), then \(\pi_1^\rho, \delta(h) = \sigma_1^\rho(h)\), and hence Eq. (35) follows from the choice of \(\sigma_1^\rho\), cf. Lemma 3.23.

Assume now that \(h\) remains in \(C\), and let \(a_i \in B_i^\rho(h)\). By Eq. (22), there is \(y_j(s_h) \in Y_j(s_h)\) such that \(d(\sigma_j^\rho(h), y_j(s_h)) < \kappa^\rho\). By the definition of \(B_i^\rho(h)\) and Eq. (21),

\[
p((S \setminus C) \mid s_h, a_i, y_j(s_h)) \geq p((S \setminus C) \mid s_h, a_i, \sigma_j^\rho(h)) - \alpha \kappa^\rho \geq \rho - \alpha \kappa^\rho > 0.
\]

\(^2\)This property means that \(\xi\) is a finite stopping time where stopping in stage \(t\) is independent of the actions in stage \(t\).
This implies that \((s_h, a_i, y_j(s_h)) \in \sigma_i^\rho(C, Y)\) for \(\bar{\rho} = \rho - \alpha \kappa^\rho\). We then have

\[
\mathbb{E}[D_i^\delta | h, a_i, \pi_j^\rho(h)] \leq \mathbb{E}[D_i^\delta | h, a_i, \sigma_j^\delta(h)] + \alpha \kappa^\rho \cdot 2M \tag{37}
\]

\[
\leq \mathbb{E}[D_i^\delta | h, a_i, y_j(s_h)] + \alpha \kappa^\rho \cdot 4M \tag{38}
\]

\[
\leq \mathbb{E}[v_i | s_h, a_i, y_j(s_h)] + \alpha \kappa^\rho \cdot 4M \tag{39}
\]

\[
\leq v_i(C) - \eta^\rho + \alpha \kappa^\rho \cdot 4M \tag{40}
\]

\[
\leq \mathbb{E}[v_i(D_i^\delta, h) + \delta - \eta^\rho + \alpha \kappa^\rho \cdot 4M \tag{41}
\]

\[
\leq \mathbb{E}[v_i(D_i^\delta, h)], \tag{42}
\]

where Eq. (37) holds by Eq. (30); Eq. (38) holds by the choice of \(y_j(s_h)\); Eq. (39) holds by Property 1 of Lemma 3.22; Eq. (40) holds since \(C\) is \(Y\)-blocked to player \(i\), see Eq. (20); Eq. (41) holds by Property 3 of Lemma 3.22; and Eq. (42) holds by Eq. (24).

By Lemma 3.23 and since the expectation is linear, it follows that

\[
\mathbb{E}[D_i^\delta | h, a_i, \pi_j^\rho(h)] = \sum_{a_i \in B_i^\rho(h)} \sigma_i^\delta(a_i | h) \cdot \mathbb{E}[D_i^\delta | h, a_i, \pi_j^\rho(h)] + \sigma_i^\delta(A_i \setminus B_i^\rho(h) | h) \cdot \mathbb{E}[D_i^\delta | h, \pi_j^\rho(h), \pi_j^\delta(h)].
\]

In view of Eqs. (37)–(42), we conclude that Eq. (35) holds, as desired.

We now prove Property 1 of Step 2. For every history \(h' \in H\), Eq. (32) holds by Property 4 of Lemma 3.22 and Eq. (35). Subsequently, for every history \(h' \in H\), Eq. (33) follows by Property 3 of Lemma 3.22.

We turn to prove Property 2 of Step 2. Fix any random variable \(\xi\) and any history \(h \in H\) satisfying the conditions in Property 2 of Step 2, and any player \(i \in \{1, 2\}\). By Property 2 of Lemma 3.22 and by Eq. (33), for every history \(h' \in H\)

\[
D_i^\delta(h') \leq \mathbb{E}[D_i^\delta, h') \leq \mathbb{E}[D_i^\delta | h', \pi_i^\rho(h'), \pi_j^\rho(h')], \tag{43}
\]

which implies that \(D_i^\delta(\cdot)\) is a submartingale under \((\pi_i^\rho, \pi_j^\rho)\). We therefore have

\[
v_i(s_h) - \delta \leq \mathbb{E}[D_i^\delta, h) \leq \mathbb{E}[D_i^\delta | h, \pi_i^\rho(h), \pi_j^\rho(h)] \leq \mathbb{E}_{h, \pi_i^\rho, \pi_j^\rho}[D_i^\delta(h^\xi)] \leq \mathbb{E}_{h, \pi_i^\rho, \pi_j^\rho}[v_i(s^\xi)],
\]

where the first inequality follows by Property 3 of Lemma 3.22, the second inequality
follows by Eq. (43), the third inequality follows by the optional stopping theorem for submartingales, and the last inequality follows by Property 1 of Lemma 3.2. The proof of Property 2, and thereby also the proof of Step 2, are complete.

For every initial state \( s \in C \), every \( \rho > 0 \), and every \( \delta \in (0, \delta^0) \), the probability under \((\pi_1^{\rho, \delta}, \pi_2^{\rho, \delta})\) that the play eventually leaves \( C \) is

\[
\nu_s^{\rho, \delta} := \mathbb{P}_{s, \pi_1^{\rho, \delta}, \pi_2^{\rho, \delta}} (\theta_C^{exit} < \infty).
\] (44)

For every initial state \( s \in C \) and every \( \rho > 0 \), let \( \nu_s^{\rho} \) be an accumulation point of \((\nu_s^{\rho, \delta})_{\delta \in (0, \delta^0)}\) as \( \delta \) goes to 0. For every initial state \( s \in C \), let \( \nu_s \) be an accumulation point of \((\nu_s^{\rho})_{\rho > 0} \) as \( \rho \) goes to 0.

**Step 3:** \( \nu_s = 1 \) for each initial state \( s \in C \).

Assume by way of contradiction that there is an initial state \( s \in C \) such that \( \nu_s < 1 \). We will prove that, for each \( \varepsilon > 0 \), there exists a state \( s^* \in C \) such that if the initial state is \( s^* \), then there exists an \( \varepsilon \)-equilibrium. Since \( C \) is finite, this will imply that there is an initial state \( s^{**} \in C \) for which there is an \( \varepsilon \)-equilibrium for each \( \varepsilon > 0 \). As \( s^{**} \in C \subseteq S_0 \), this will lead to a contradiction with Assumption 3.2.

The idea of the argument is as follows. Since \( \nu_s < 1 \), it follows that for \( \rho \) and \( \delta \) sufficiently small, \( \nu_s^{\rho, \delta} \) is bounded away from 1. Thus, under \((\pi_1^{\rho, \delta}, \pi_2^{\rho, \delta})\) the play always remains in \( C \) with probability bounded away from 0. This implies that there is a history \( h = h(\rho, \delta) \) that starts at \( s \) and such that, in the subgame that starts at \( h \), under \((\pi_1^{\rho, \delta}, \pi_2^{\rho, \delta})\) the play remains in \( C \) with probability arbitrarily close to 1. Since \( \pi_1^{\rho, \delta} \) and \( \pi_2^{\rho, \delta} \) are subgame-perfect \( \delta \)-maxmin strategies, the payoff to each player in the subgame that starts at \( h \) under \((\pi_1^{\rho, \delta}, \pi_2^{\rho, \delta})\) is at least the maxmin value at \( s_h \) minus \( \delta \). Since \( C \) is blocked to both players, no player can improve her payoff by much by playing an action she is not supposed to play, provided such a deviation triggers punishment at the maxmin level (which coincides with the minmax level as the game involves two players). A deviation that may be profitable to player \( i \) is to play within the support of \( \pi_i^{\rho, \delta} \) in a way that increases her expected payoff. When the payoff function is the long-term average payoff, standard statistical tests can be employed to guarantee that no player \( i \) deviates from \( \pi_i^{\rho, \delta} \) in a way that improves her payoff. In our case, the payoff function is general, hence standard statistical tests will not do. We therefore use a new statistical test, that is suited for general payoff functions. Since the payoff function is Borel measurable with finite range (cf. Assumption 3.1), there is a history \( h' \) that extends \( h \) such that, in the subgame that starts at \( h' \), with high probability under \((\pi_1^{\rho, \delta}, \pi_2^{\rho, \delta})\) the payoff is some constant \( g \in \mathbb{R}^2 \). That is, if the history \( h' \) occurs, and the players follow \((\pi_1^{\rho, \delta}, \pi_2^{\rho, \delta})\), then with high probability their payoff will be \( g \). Since \( \pi_1^{\rho, \delta} \) and \( \pi_2^{\rho, \delta} \) are subgame-perfect \( \delta \)-maxmin strategies, \( g_i \geq v_i - \delta \) for \( i \in \{1, 2\} \). Since the space \( \mathcal{R} \) is a Polish space, the measure \( \mathbb{P}_{h', \pi_1^{\rho, \delta}, \pi_2^{\rho, \delta}} \) is regular, and there is a closed subset \( R \)
of the set \( \{ r \in \mathcal{R} : r > h', f_1(r) = g_1, f_2(r) = g_2 \} \) whose measure under \( P_{h', \pi_1^{0, \delta}, \pi_2^{0, \delta}} \) is high. Since \( R \) is closed, its complement is open – it is the union of cylinder sets. This means that if the run generated by the players is outside \( R \), we know it in finite time. When this happens, the players will switch to punishment strategies. This threat of punishment will ensure that no player has an incentive to deviate. Since payoffs are shift-invariant, if the initial state is \( s_{h'} \) and each player \( i \) follows the strategy \( \pi_{\rho, \delta}^i \) induced in the subgame that starts at \( h' \) while utilizing the test described above, the resulting strategy profile is an \( \varepsilon \)-equilibrium.

We will now formalize the ideas described above. Fix \( \varepsilon > 0 \). Let \( \rho > 0 \) and \( \delta \in (0, \delta^0) \) be sufficiently small such that \( \nu_{\rho, \delta}^S < 1 \) and for each player \( i \in \{1, 2\} \),

\[
(1 - \rho - \alpha \kappa^0) \cdot v_i(C) + (\rho + \alpha \kappa^0) \cdot M < v_i(C) + \frac{\varepsilon}{2} \tag{45}
\]

and

\[
\max \{ f_i(r) : r \in \mathcal{R}, f_i(r) < v_i(C) \} < v_i(C) - \delta. \tag{46}
\]

Eq. (45) holds for small \( \rho > 0 \) as \( \kappa^0 < \rho \) by Eq. (21), and Eq. (46) holds for small \( \delta > 0 \), as by Assumption 3.1, the range of each payoff function \( f_i \) is finite.

In the proof of this step, the parameters \( s, \rho, \) and \( \delta \) are fixed, and hence we will not stress the dependency on these parameters of new quantities and objects that are defined below.

Let \( \mu \in (0, 1) \) be small enough so that

\[
\sqrt{\mu} + \mu < \frac{\varepsilon}{4M}, \tag{47}
\]

and for each player \( i \in \{1, 2\} \) the following inequality hold:

\[
(1 - \sqrt{\mu} - \rho - \alpha \kappa^0) \cdot v_i(C) + (\sqrt{\mu} + \rho + \alpha \kappa^0) \cdot M + \mu \leq v_i(C) + \frac{\varepsilon}{2} \tag{48}
\]

and

\[
(1 - \mu) \cdot \max \{ f_i(r) : r \in \mathcal{R}, f_i(r) < v_i(C) \} + \mu \cdot M < v_i(C) - \delta; \tag{49}
\]

such a \( \mu \) exists due to Eqs. (45) and (46). By Eq. (47) and Assumption 3.1 we have \( \mu < \sqrt{\mu} < \frac{\varepsilon}{4M} \), and therefore by Eq. (21),

\[
- \eta^f + \mu + \alpha \kappa^0 \cdot 4M \leq \frac{\varepsilon}{4}. \tag{50}
\]

**Step 3.1.** Selecting a state \( s^* \in C \).

Because \( \nu_{\rho, \delta}^S < 1 \) and the payoff function \( f = (f_1, f_2) \) has finite range, there is a payoff
pair \( g \in \mathbb{R}^2 \) in the range of \( f \) such that

\[
P_{s,\pi_1^{\rho,\delta},\pi_2^{\rho,\delta}}(\theta_{C}^{\text{exit}} = \infty \text{ and } f(r) = g) > 0,
\]

where \( r \) denotes the random variable for the run, taking value in \( \mathcal{R} \). It follows from Lévy’s zero-one law that there exists a history \( h^* \in H \) that starts at state \( s \) and satisfies the following conditions:

(a) \( h^* \) remains in \( C \);

(b) in the subgame starting at \( h^* \), with high probability under \((\pi_1^{\rho,\delta}, \pi_2^{\rho,\delta})\), the run always remains in \( C \) and the payoff is equal to \( g \):

\[
P_{h^*,\pi_1^{\rho,\delta},\pi_2^{\rho,\delta}}(\theta_{C}^{\text{exit}} = \infty \text{ and } f(r) = g) > 1 - \mu.
\]

Denote by \( s^* = s_{h^*} \) the final state of the history \( h^* \). By condition (a) for \( h^* \), we have \( s^* \in C \). We argue that for each player \( i \in \{1, 2\} \),

\[
g_i \geq v_i(C).
\]

Indeed, suppose by way of contradiction that \( g_i < v_i(C) \). Then, by property (b) for \( h^* \) and Eq. (49), we have

\[
E_{h^*,\pi_1^{\rho,\delta},\pi_2^{\rho,\delta}}[f_i] \leq (1 - \mu) \cdot g_i + \mu \cdot M < v_i(C) - \delta.
\]

This however contradicts Eq. (33).

**Step 3.2.** Defining tests to detect deviations.

Let \( \tilde{\sigma} \) denote the continuation of the strategy pair \((\pi_1^{\rho,\delta}, \pi_2^{\rho,\delta})\) at history \( h^* \), that is, \( \tilde{\sigma} = (\pi_1^{\rho,\delta}, \pi_2^{\rho,\delta}) \). We will show that \( \tilde{\sigma} \), once supplied with tests and threats of punishment, is an \( \epsilon \)-equilibrium, and thereby complete the proof of Step 3.

There are three ways in which a player, say, player \( j \), can deviate from \( \tilde{\sigma} \):

D0) Player \( j \) may play an action that she is not supposed to play, that is, at a history \( h \) that remains in \( C \), she may play an action \( a_j \) satisfying \( \tilde{\sigma}_j(a_j \mid h) = 0 \). Such a deviation is identified immediately, and since \( C \) is blocked to player \( j \), it is not profitable as soon as it triggers punishment at the maxmin level.

D1) Player \( j \) may play in such a way that (a) the play remains in \( C \), yet (b) her payoff is higher than \( g_j \). We will see that such a deviation can be detected in finite time, in a way that a false detection of deviation occurs with small probability.

D2) Player \( j \) may play in such a way that she increases the probability to leave \( C \). To deter such a deviation, player \( i \) will calculate at each stage \( t \) a certain quantity, which roughly measures the probability that the play leaves \( C \) if the players play the
actions given by the actual history. Under \( \tilde{\sigma} \), with high probability this quantity is small throughout the play. Once this quantity is large, player \( j \) will be punished. Since at stage \( t \) player \( i \) plays actions not in \( B^\rho_\delta_i(h^t) \), this quantity cannot increase significantly in a single stage, which will imply that player \( j \) cannot make the play leave \( C \) with high probability without being detected and punished.

While detection of deviations of type (D0) is standard, detection of deviations of types (D1) and (D2) is new as far as we know.

**Identifying deviations of type (D0)**

Let \( \theta_0 \) denote the stopping time that indicates that at the previous stage the history remained in \( C \) but an action was played that has probability 0 under \( \tilde{\sigma} \):

\[
\theta_0 := \min \{ t \geq 2 : h^{t-1} \text{ remains in } C \text{ and } \tilde{\sigma}_k(a_k^{t-1} \mid h^{t-1}) = 0 \text{ for some } k \in \{1, 2\} \},
\]

with the convention that the minimum of the empty set is infinity. Thus, \( \theta_0 \) identifies the stage right after a deviation of type (D0).

**Identifying deviations of type (D1)**

Since \( \mathcal{R} \) is a Polish space, the measure \( P_{\ast, \tilde{\sigma}} \) is regular. By property (b) for \( h^* \), there exists a closed set

\[
R \subseteq \{ \theta_C^{\text{exit}} = \infty \text{ and } f(r) = g \}
\]

such that

\[
P_{\ast, \tilde{\sigma}}(R) \geq 1 - \mu.
\]

The complement \( \mathcal{R} \setminus R \) of the set \( R \) is an open set. Consider all histories \( h \in H \) for which the cylinder set \( C(h) = \{ r \in \mathcal{R} : h \prec r \} \) is included in \( \mathcal{R} \setminus R \), i.e., \( C(h) \subseteq \mathcal{R} \setminus R \), and let \( H_R \) denote the set of minimal histories among these for the extends-relation \( \prec \). Thus,

\[
\mathcal{R} \setminus R = \bigcup_{h \in H_R} C(h).
\]

By definition, the set \( H_R \) does not contain two histories \( h \) and \( h' \) such that \( h' \) strictly extends \( h \), i.e., \( h \prec h' \). Also, there is no history \( h \notin H_R \) such that each extension of \( h \) with one stage, i.e., each history \( h' \) with \( h \prec h' \) and \( \text{length}(h') = \text{length}(h) + 1 \), is contained in \( H_R \). Intuitively, a history in \( H_R \) arises as soon as the play leaves the set \( C \), or if the history remains in \( C \) but it becomes unlikely that the payoff \( g \) will be realized. For deviations of type (D1), we are interested in the latter.

Let \( \theta_1 \) be the stopping time for the first stage in which the history remains in \( C \) and it belongs to \( H_R \):

\[
\theta_1 := \min \{ t \in \mathbb{N} : h^t \text{ remains in } C \text{ and } h^t \in H_R \}.
\]
The stopping time \( \theta_1 \) will be used to identify deviations of type (D1).

The following property of \( \theta_1 \) will be useful: if for a run \( r \in \mathcal{R} \) we have \( \theta_1(r) = \infty \), then either \( r \) leaves the set \( C \) or \( f(r) = g \). We argue by contradiction. Suppose that \( r \) remains in \( C \) and \( f(r) \neq g \). We will show that \( \theta_1(r) < \infty \). Since \( f(r) \neq g \), we have \( r \notin R \) by Eq. (53). This means that there is a history \( h \prec r \) such that \( h \in H_R \). Since \( r \) remains in \( C \), so does \( h \). But then \( \theta_1(r) = \text{length}(h) < \infty \) by the definition of \( \theta_1 \).

### Identifying deviations of type (D2)

For an initial state \( s^1 \in C \), let \( H_{s^1} \) denote the set of histories that start in state \( s^1 \). For each player \( i \in \{1, 2\} \) and strategy \( \sigma_i \) of player \( i \), we will define a function \( \zeta_{i,\sigma_i} : H_{s^1} \to [0, 1] \), which will in some sense measure the probability that the play could have left \( C \) along the given history.

Consider a player \( i \in \{1, 2\} \), a strategy \( \sigma_i \) of player \( i \), and a history \( h = (s^1, a_1^1, a_2^1, \ldots, s^{t-1}, a_1^{t-1}, a_2^{t-1}, s^t) \). Let \( k_h \) denote the number of stages in which the play along \( h \) stays in \( C \): if the history \( h \) remains in \( C \) then \( k_h = t \), and otherwise \( k_h < t \) is such that \( s^1, s^2, \ldots, s^{k_h} \in C \) yet \( s^{k_h+1} \notin C \). Define

\[
\zeta_{i,\sigma_i}(h) := \sum_{\ell=1}^{k_h} p((S \setminus C) \mid s^\ell, \sigma_i(s^1, a_1^1, a_2^1, \ldots, s^\ell, a_j^\ell)). \tag{55}
\]

The quantity \( \zeta_{i,\sigma_i}(h) \) should be thought of as a fictitious probability; intuitively, it expresses the probability of the counter-factual event that along \( h \), although the play did not leave the set \( C \) in the first \( k_h \) stages, it could have left it, when player \( i \) follows \( \sigma_i \) and the other player, player \( j \), follows her actions in \( h \). The quantity \( \zeta_{i,\sigma_i}(h) \) takes the realized actions of player \( j \) into account and not her strategy, so that we can use it to detect deviations of type (D2) by player \( j \).

The relation between \( \zeta_{i,\sigma_i}(\cdot) \) and the probability to leave the set \( C \) is captured by the following property: for every bounded stopping time \( \theta \in \mathcal{R} \to \mathbb{N} \), and every strategy pair \( \sigma \in \Sigma_1 \times \Sigma_2 \),

\[
\mathbf{E}_{s^1,\sigma}[\zeta_{i,\sigma_i}(h^\theta)] = \mathbf{P}_{s^1,\sigma}(\theta_C^{exit} < \theta). \tag{56}
\]

Eq. (56) can be verified by induction on the stopping time \( \theta \). Indeed, recalling that \( s^1 \in C \), Eq. (56) holds for \( \theta \equiv 1 \) (i.e., the function being constant 1), as in this case both sides of the equation are equal to 0. Suppose that \( \theta \geq 2 \) and we have already proven Eq. (56) for all strategy pairs \( \sigma \in \Sigma_1 \times \Sigma_2 \) and all stopping times \( \theta' < \theta \) (i.e., \( \theta'(r) \leq \theta(r) \) for all \( r \in \mathcal{R} \), and with a strict inequality for at least one \( r \in \mathcal{R} \)). In particular, Eq. (56) holds
for \( \theta \) when the initial history is \((s^1, a, s)\) for some \( a \in A \) and \( s \in C \). Then

\[
P_{s^1, \sigma}(\theta^{exit} < \theta) = p((S \setminus C) | s^1, \sigma(s^1)) \\
+ \sum_{a \in A, s \in C} \sigma(a) \cdot p(s | s^1, a) \cdot P_{s^1, \sigma_{(s^1, a, s)}(\theta^{exit}) < \theta} \\
= p((S \setminus C) | s^1, \sigma(s^1)) \\
+ \sum_{a \in A, s \in C} \sigma(a) \cdot p(s | s^1, a) \cdot E_{s^1, \sigma_{(s^1, a, s)}}[\zeta_{i, \sigma_i(h^\theta)}] \\
= E_{s^1, \sigma}[\zeta_{i, \sigma_i(h^\theta)}].
\]

This proves Eq. (56), as desired.

To detect deviations of type (D2), we will be interested in the quantity \( \zeta_{i, \tilde{\sigma}_i(h)} \) when the initial state is \( s^* \) and player \( i \) follows the strategy \( \tilde{\sigma}_i \), which was defined at the beginning of Step 3.2. In fact, a deviation of player \( j \) will be announced as soon as \( \zeta_{i, \tilde{\sigma}_i(h)} \) becomes high. To ensure that this test is proper, we will prove the following: (i) Under \( \tilde{\sigma} \), the probability that \( \zeta_{i, \tilde{\sigma}_i(h)} \) is high, is low (cf. Eq. (57)). By Markov inequality this will imply that a false detection of deviation is low. (ii) For any profitable deviation of player \( j \), the increase in \( \zeta_{i, \tilde{\sigma}_i} \) in any single stage is low (cf. Eq. (58)). This will imply that in any single stage, player \( j \) cannot significantly increase the probability that the play leaves \( C \), and so by punishing player \( j \) once \( \zeta_{i, \tilde{\sigma}_i(h)} \) surpasses some properly chosen threshold, we can ensure that her payoff is not much higher than her maxmin value in \( C \).

The next inequality shows that if the initial state is \( s^* \) and the players follow the strategy pair \( \tilde{\sigma} \) defined at the beginning of Step 3.2, then with high probability, \( \zeta_{i, \tilde{\sigma}_i} \) remains small during the game. For every bounded stopping time \( \theta \) we have

\[
P_{s^*, \tilde{\sigma}}(\zeta_{i, \tilde{\sigma}_i(h^\theta)} \geq \sqrt{\mu}) \leq \frac{E_{s^*, \tilde{\sigma}}[\zeta_{i, \tilde{\sigma}_i(h^\theta)}]}{\sqrt{\mu}} = \frac{P_{s^*, \tilde{\sigma}}(\theta^{exit} < \theta)}{\sqrt{\mu}} \leq \frac{P_{s^*, \tilde{\sigma}}(\theta^{exit} < \infty)}{\sqrt{\mu}} \leq \sqrt{\mu},
\]

where the first inequality is by Markov’s inequality, the equality is by Eq. (56), and the last inequality follows as Eq. (57) implies that \( P_{s^*, \tilde{\sigma}}(\theta^{exit} < \infty) = P_{h^\ast, \pi_1^\ast, \pi_2^\ast}(\theta^{exit} < \infty) \leq \mu \).

Let \( \theta_2 \) be the stopping time that indicates the first stage in which \( \zeta_i(h) \) exceeds \( \sqrt{\mu} \):

\[
\theta_2 := \min\{t \in \mathbb{N} : \zeta_{i, \tilde{\sigma}_i(h^t)} > \sqrt{\mu}\}.
\]

The stopping time \( \theta_2 \) will be used to identify deviations of type (D2).
Note that if $\theta_2 = t$ and $\theta_0 > t$, then by Eq. (51) we have
\[
\zeta_{i, \tilde{\sigma}}(h^t) \leq \sqrt{\mu} + \rho + \alpha \kappa \rho;
\] (58)
that is, as long as $\theta_0$ does not occur, $\zeta_{i, \tilde{\sigma}}(\cdot)$ can increase in each stage by at most $\rho + \alpha \kappa \rho$.

**Step 3.3.** Definition of a strategy pair $\sigma^* = (\sigma_1^*, \sigma_2^*)$.

Let $\sigma^* = (\sigma_1^*, \sigma_2^*)$ be the strategy pair that follows $\tilde{\sigma}$ until time $\theta_{\text{pun}} := \min\{\theta_0, \theta_1, \theta_2\}$.

At stage $\theta_{\text{pun}}$, each player $i \in \{1, 2\}$ switches to a punishment strategy against the other player, that is, to a strategy that guarantees that player $j$’s payoff is at most $v_j(s^{\theta_{\text{pun}}}) + \mu$ (recall that $s^{\theta_{\text{pun}}}$ is the state at stage $\theta_{\text{pun}}$).

We note that by Eq. (54) and Eq. (57), $P_{s^*, \sigma^*}(\theta_0 = \infty) = 1$, $P_{s^*, \sigma^*}(\theta_1 = \infty) \geq 1 - \mu$, $P_{s^*, \sigma^*}(\theta_2 = \infty) \geq 1 - \sqrt{\mu}$. It follows that under $\sigma^*$, each player $i$’s expected payoff satisfies
\[
E_{s^*, \sigma^*}[f_i] \geq P_{s^*, \sigma^*}(\theta_{\text{pun}} = \infty) \cdot g_i - (1 - P_{s^*, \sigma^*}(\theta_{\text{pun}} = \infty)) \cdot M
\geq (1 - \sqrt{\mu} - \mu) \cdot g_i - (\sqrt{\mu} + \mu) \cdot M
= g_i - (\sqrt{\mu} + \mu) \cdot (g_i + M) \geq g_i - \frac{\epsilon}{2},
\] (59)
where the last inequality holds by Eq. (47).

**Step 3.4.** $\sigma^*$ is an $\epsilon$-equilibrium for the initial state $s^*$.

We will show that neither player can profit more than $\epsilon$ by deviating individually from $\sigma^*$. Fix a player $i \in \{1, 2\}$ and a strategy $\sigma_i$ of player $i$. Define the following four exhaustive and pairwise disjoint events, which indicate which test has failed:

- $A_0 := \{\theta_{\text{pun}} = \theta_0 < \infty\}$,
- $A_1 := \{\theta_{\text{pun}} = \theta_1 < \theta_0\}$,
- $A_2 := \{\theta_{\text{pun}} = \theta_2 < \min\{\theta_0, \theta_1\}\}$,
- $A_3 := (A_0 \cup A_1 \cup A_2)^c = \{\theta_{\text{pun}} = \infty\}$.

We examine player $i$’s expected payoff under $(\sigma_i, \sigma_j^*)$ conditioned on each of these events separately, and prove that for each $k = 0, 1, 2$, if $P_{s^*, \sigma_i, \sigma_j^*}(A_k) > 0$ then
\[
E_{s^*, \sigma_i, \sigma_j^*}[f_i \mid A_k] \leq v_i(C) + \frac{\epsilon}{2}
\] (60)
and if $P_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}(A_{3}) > 0$ then

$$P_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}(A_{3}) \cdot E_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}[f_{i} \mid A_{3}] \leq P_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}(A_{3}) \cdot g_{i} + \frac{\varepsilon}{2}. \quad (61)$$

Since

$$E_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}[f_{i}] = \sum_{\ell=0}^{3} P_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}(A_{\ell}) \cdot E_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}[f_{i} \mid A_{\ell}],$$

Eq. (52), Eq. (60), and Eq. (61) will imply that

$$E_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}[f_{i}] \leq g_{i} + \frac{\varepsilon}{2}.$$  

Hence, by Eq. (59), we will obtain

$$E_{s^{*}, \sigma^{*}}[f_{i}] \geq E_{s^{*}, \sigma^{*}, \sigma^{*}_{j}}[f_{i}] - \varepsilon,$$

which will complete the proof of Step 3.4, and thereby the proof of Step 3 as well.

Conditioning on $A_{0}$. To show that Eq. (60) holds for $A_{0}$, suppose that player $i$ deviates at stage $\theta_{pun} - 1 = \theta_{0} - 1$ from $\sigma^{*}_{i}$ by choosing an action $a_{i} \in A_{i}$ with $\sigma_{i}(a_{i} \mid h) = 0$, where for simplicity we denote by $h = h^{\theta_{0} - 1}$ the history at stage $\theta_{0} - 1$. Since $\sigma^{*}_{j}$ switches from $\sigma_{j}$ to a punishment strategy at stage $\theta_{pun}$, to prove Eq. (60) for $A_{0}$ we need to verify that

$$E[v_{i} + \mu \mid s_{h}, a_{i}, \sigma^{*}_{j}(h)] \leq v_{i}(C) + \frac{\varepsilon}{2}. \quad (62)$$

By the definitions of $\sigma^{*}_{j}$ and $\tilde{\sigma}_{j}$ in Steps 3.3 and 3.2, respectively, we have

$$\sigma^{*}_{j}(h) = \tilde{\sigma}_{j}(h) = \pi^{\rho, \delta}_{j}(h^{*}h); \quad (63)$$

here as usual, $h^{*}h$ denotes the concatenation of $h^{*}$ with $h$. The histories $h^{*}h$ and $h$ have the same final state, i.e., $s_{h^{*}h} = s_{h}$, and since $\theta_{pun} = \theta_{0}$, the history $h$ remains in $C$, and in particular, $s_{h} \in C$. We show that Eq. (62) holds by distinguishing between two cases, depending on the action $a_{i}$.

Suppose first that $a_{i} \in B^{\rho, \delta}_{i}(h^{*}h)$. By Eq. (22), there is $y_{j}(s_{h}) \in Y_{j}(s_{h})$ such that

$$d(\sigma^{\delta}_{j}(h^{*}h), y_{j}(s_{h})) < \kappa^{\rho}. \quad \text{Similarly to Eq. (28),}$$

$$p((S \setminus C) \mid s_{h}, a_{i}, y_{j}(s_{h})) \geq \rho - \alpha \kappa^{\rho} > 0. \quad (64)$$
This implies that \((s_h, a_i, y_j(s_h)) \in \delta_i^\rho(C, Y)\) for \(\rho = \rho - \alpha \kappa^\rho\). We then have

\[
E[v_i + \mu \mid s_h, a_i, \sigma_j^*(h)] = E[v_i + \mu \mid s_h, a_i, \pi_j^\rho(h^\ast h)] = (65)
\]

\[
\leq E[v_i + \mu \mid s_h, a_i, \sigma_j^*(h)] + \alpha \kappa^\rho \cdot 2M = (66)
\]

\[
\leq E[v_i + \mu \mid s_h, a_i, y_j(s_h)] + \alpha \kappa^\rho \cdot 4M = (67)
\]

\[
= E[v_i \mid s_h, a_i, y_j(s_h)] + \mu + \alpha \kappa^\rho \cdot 4M
\]

\[
\leq v_i(s_h) - \eta \rho + \mu + \alpha \kappa^\rho \cdot 4M = (68)
\]

\[
= v_i(C) - \eta \rho + \mu + \alpha \kappa^\rho \cdot 4M = (69)
\]

\[
\leq v_i(C) + \frac{\varepsilon}{2} = (70)
\]

where Eq. (65) holds by Eq. (63); Eq. (66) holds by Eq. (30); Eq. (67) holds by the choice of \(y_j(s_h)\); Eq. (68) holds since \((s_h, a_i, y_j(s_h)) \in \delta_i^\rho(C, Y)\) and by Eq. (20); Eq. (69) holds as \(v_i\) is a constant over \(C\) by assumption; and Eq. (70) holds by Eq. (50). Thus, Eq. (62) is proven in this case.

Suppose now that \(a_i \in A_1 \setminus B^\rho_{\delta}(h^\ast h)\). By Eqs. (31) and (63), under \((a_i, \sigma_j^*(h))\) the next state is in \(C\) with probability at least \(1 - \rho - \alpha \kappa^\rho\). Hence, by applying Eq. (48) we have

\[
E[v_i + \mu \mid s_h, a_i, \sigma_j^*(h)] \leq (1 - \rho - \alpha \kappa^\rho) \cdot v_i(C) + (\rho + \alpha \kappa^\rho) \cdot M + \mu
\]

\[
\leq v_i(C) + \frac{\varepsilon}{2}.
\]

Thus, Eq. (62) is proven in this case as well.

**Conditioning on** \(A_1\). We show that Eq. (60) holds for \(A_1\). We have

\[
E_{s^*, \sigma_i, \sigma_j^*}[f_i \mid A_1] \leq v_i(C) + \mu \leq v_i(C) + \frac{\varepsilon}{2}.
\]

Indeed, the first inequality holds because when \(A_1\) occurs, the history \(h^\theta_{\text{pun}}\) at stage \(\theta_{\text{pun}} = \theta_1\) is in \(C\), and at \(h^\theta_{\text{pun}}\) the strategy \(\sigma_j^*\) switches to a punishment strategy. The second inequality holds since \(\mu \leq \varepsilon/2\); cf. the beginning of Step 3.

**Conditioning on** \(A_2\). We show that Eq. (60) holds for \(A_2\). We have

\[
E_{s^*, \sigma_i, \sigma_j^*}[f_i \mid A_2] \leq (1 - \sqrt{\mu} - \rho - \alpha \kappa^\rho) \cdot (v_i(C) + \mu) + (\sqrt{\mu} + \rho + \alpha \kappa^\rho) \cdot M
\]

\[
\leq v_i(C) + \frac{\varepsilon}{2}.
\]

Indeed, the first inequality holds, because when \(A_2\) occurs, by Eq. (58), the state at stage \(\theta_{\text{pun}} = \theta_2\) is in \(C\) with probability at least \(1 - \sqrt{\mu} - \rho - \alpha \kappa^\rho\). The second inequality holds by Eq. (48).

**Conditioning on** \(A_3\). We show that Eq. (61) holds. On the event \(A_3\) we have \(\theta_1 = \infty\).
Hence, as mentioned above, either the play leaves the set $C$ or the payoff is equal to $g$.

Partition $A_3$ into two sets:

\[ A_3^1 := \{ r \in A_3 : r \text{ leaves } C \} \quad \text{and} \quad A_3^2 := \{ r \in A_3 : r \text{ remains in } C \text{ and } f(r) = g \}. \]

On $A_3$ we have $\theta_2 = \infty$. Hence, Eq. (56) and Eq. (47) imply that

\[ P_{s^*,a_i,a_j^*}(A_3^1) \leq \sqrt{\mu} \leq \frac{\varepsilon}{4M}. \]

Let $1_W : \mathcal{R} \to \{0, 1\}$ denote the characteristic function of a set $W \subseteq \mathcal{R}$. We have

\[
P_{s^*,a_i,a_j^*}(A_3) \cdot E_{s^*,a_i,a_j^*}[f_i | A_3] = E_{s^*,a_i,a_j^*}[f_i \cdot 1_{A_3}]
\]

\[
\leq P_{s^*,a_i,a_j^*}(A_3^1) \cdot M + P_{s^*,a_i,a_j^*}(A_3^2) \cdot g_i
\]

\[
= P_{s^*,a_i,a_j^*}(A_3^1) \cdot M + \left( P_{s^*,a_i,a_j^*}(A_3) - P_{s^*,a_i,a_j^*}(A_3^1) \right) \cdot g_i
\]

\[
\leq P_{s^*,a_i,a_j^*}(A_3) \cdot g_i + P_{s^*,a_i,a_j^*}(A_3^2) \cdot 2M
\]

\[
\leq P_{s^*,a_i,a_j^*}(A_3) \cdot g_i + \frac{\varepsilon}{2},
\]

which proves Eq. (61).

To complete the proof of Lemma 3.29 we will prove the following.

**Step 4:** The set $C$ is $Y$-jointly controlled.

The idea of the proof of Step 4 is as follows. For every $\rho > 0$ and $\delta \in (0, \delta^0)$, we will define the mapping $\lambda^{\rho,\delta}$ on the triplets $(s, a_1, a_2) \in C \times A$, where $\lambda^{\rho,\delta}(s, a_1, a_2)$ is the probability under $(s^1, \pi_1^{\rho,\delta}, \pi_2^{\rho,\delta})$ that the play will eventually leave the set $C$ from state $s$ through the action pair $(a_1, a_2)$, where $s^1$ is some fixed state in $C$. By taking an accumulation point of $\lambda^{\rho,\delta}$, as $\rho$ and $\delta$ go to 0, we obtain a probability distribution that, as we show, only places positive probability on triplets $(s, a_1, a_2)$ that are $Y$-joint exits from $C$. A variation of this probability distribution will be the one that we need to show that $C$ is $Y$-jointly controlled.

Define the random variable $t_*$ by

\[ t_* = \theta_C^{exit} - 1. \]

If the play leaves $C$ (that is, $\theta_C^{exit} < \infty$) then $t_*$ is the stage when this happens; if the play does not leave $C$, then $t_* = \infty$. Note that $t_*$ is not measurable w.r.t. the information that the players have at the end of stage $t_*$, because the transition may be random.
Fix an initial state $s^1 \in C$. Let $L_C$ be the set of triplets $(s, a_1, a_2) \in C \times A$ such that $p((S \setminus C) \mid s, a_1, a_2) > 0$.

**Step 4.1: Defining probability distributions $\lambda$ and $\tilde{\lambda}$ over $L_C$.**

For every $\rho > 0, \delta \in (0, \delta^\rho)$, and $(s, a_1, a_2) \in L_C$, define

$$\lambda^{\rho, \delta}(s, a_1, a_2) := P_{s^1, \pi_{s^1}^{\rho, \delta}, \pi_{s^1}^{\rho, \delta}}(s_{t^*} = s, a_{t^*_1} = a_1, a_{t^*_2} = a_2).$$

By the definition of $\nu_{s^1}^{\rho, \delta}$, cf. Eq. (71), we have

$$\lambda^{\rho, \delta}(L_C) = P_{s^1, \pi_{s^1}^{\rho, \delta}, \pi_{s^1}^{\rho, \delta}}(h_{exit}^C < \infty) = \nu_{s^1}^{\rho, \delta}. \quad (71)$$

For every $\rho > 0$, let $\lambda^\rho$ be an accumulation point of $(\lambda^{\rho, \delta})_{\delta \in (0, \delta^\rho)}$ as $\delta$ goes to 0. Let $\lambda$ be an accumulation point of $(\lambda^\rho)_{\rho > 0}$ as $\rho$ goes to 0.

For every $\rho > 0, \delta \in (0, \delta^\rho)$, and $(s, a_1, a_2) \in L_C$, define

$$\tilde{\lambda}^{\rho, \delta}(s, a_1, a_2) := \frac{\lambda^{\rho, \delta}(s, a_1, a_2)}{\sum_{(s', a'_1, a'_2) \in L_C} \frac{\lambda^{\rho, \delta}(s', a'_1, a'_2)}{p((S \setminus C) | s', a'_1, a'_2)}}. $$

Note that $p((S \setminus C) | s, a_1, a_2) > 0$ for every $(s, a_1, a_2) \in L_C$, hence $\tilde{\lambda}^{\rho, \delta}$ is well defined, and by definition it is a probability distribution.

The quantity $\lambda^{\rho, \delta}(s, a_1, a_2)$ is the probability that the triplet $(s, a_1, a_2)$ is played just before the play leaves $C$; the quantity $\tilde{\lambda}^{\rho, \delta}(s, a_1, a_2)$ is the frequency of times needed to play the triplet $(s, a_1, a_2)$ to ensure that the probability that the triplet $(s, a_1, a_2)$ is played just before the play leaves $C$ is exactly $\lambda^{\rho, \delta}(s, a_1, a_2)$.

**Step 4.2: $\lambda$ is a probability distribution supported by the set $\mathcal{E}_{12}(C, Y)$ of $Y$-joint exits from $C$.**

We have

$$\lambda(L_C) = \lim_{\rho \to 0} \left( \lim_{\delta \to 0} \lambda^{\rho, \delta}(L_C) \right) = \lim_{\rho \to 0} \left( \lim_{\delta \to 0} \nu_{s^1}^{\rho, \delta} \right) = \nu_{s^1} = 1, \quad (72)$$

where the second equality follows by Eq. (71), and the last equality is due to Step 3. Consequently, $\lambda$ is a probability distribution over the set $L_C$. It remains to prove that if $(s, a_1, a_2) \in L_C$ satisfies $\lambda(s, a_1, a_2) > 0$, then $(s, a_1, a_2) \in \mathcal{E}_{12}(C, Y)$.

Let $(s, a_1, a_2) \in L_C$ such that $\lambda(s, a_1, a_2) > 0$. For convenience, assume that $\lambda^\rho(s, a_1, a_2) > 0$ for each $\rho > 0$ and $\lambda^{\rho, \delta}(s, a_1, a_2) > 0$ for each $\rho > 0$ and $\delta \in (0, \delta^\rho)$.

For each $\rho > 0$ and $\delta \in (0, \delta^\rho)$, as $\lambda^{\rho, \delta}(s, a_1, a_2) > 0$, there is a history $h^{\rho, \delta} \in H$ that remains in $C$ such that (a) $s_{h^{\rho, \delta}} = s$, (b) $\pi_{s}^{\rho, \delta}(a_1 \mid h^{\rho, \delta}) > 0$, and (c) $\pi_{s}^{\rho, \delta}(a_2 \mid h^{\rho, \delta}) > 0$. By
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Eq. (29), $a_i \not\in B_i^{0,\delta}(h^{0,\delta})$ for each $i \in \{1, 2\}$, and hence by Eq. (26) we obtain
\[
p((S \setminus C) \mid s, a_i, \sigma^\delta_j(h^{0,\delta})) < \rho. \tag{73}
\]

For each player $i \in \{1, 2\}$ and each $\rho > 0$, let $y^\rho_i(s)$ be an accumulation point of $(\sigma^\delta_j(h^{0,\delta}))_{\delta \in (0, \delta^\rho)}$ as $\delta$ goes to 0. Since $Y_i(s)$ is compact, $y^\rho_i(s) \in Y_i(s)$, and by Eq. (73),
\[
p((S \setminus C) \mid s, a_i, y_i^\rho(s)) \leq \rho.
\]

Let $y_i(s)$ be an accumulation point of $(y_i^\rho(s))_{\rho > 0}$ as $\rho$ goes to 0. We have $y_i(s) \in Y_i(s)$ because $Y_i(s)$ is compact, and moreover for each player $i \in \{1, 2\}$,
\[
p((S \setminus C) \mid s, a_i, y_i(s)) = 0. \tag{74}
\]

Since Eq. (74) holds for $i \in \{1, 2\}$, it follows that $(s, a_1, a_2) \in \mathcal{E}_{12}(C, Y)$, as desired.

**Step 4.3:** The set $C$ is $Y$-jointly controlled.

By Step 4.2, $\lambda$ can be viewed as a probability distribution over $\mathcal{E}_{12}(C, Y)$. We will show that $C$ is $Y$-jointly controlled with the probability distribution $\tilde{\lambda} \in \Delta(\mathcal{E}_{12}(C, Y))$, defined for each $(s, a_1, a_2) \in \mathcal{E}_{12}(C, Y)$ by
\[
\tilde{\lambda}(s, a_1, a_2) := \frac{\lambda(s, a_1, a_2)}{\sum \left\{ \frac{\lambda(s', a_1', a_2')}{p((S \setminus C) \mid s', a_1', a_2')} : (s', a_1', a_2') \in \mathcal{E}_{12}(C, Y) \right\}}.
\]

Note that $\tilde{\lambda}(s, a_1, a_2) = \lim_{\rho \to 0} \left( \lim_{\delta \to 0} \lambda^{0,\delta}(s, a_1, a_2) \right)$ for each $(s, a_1, a_2) \in \mathcal{E}_{12}(C, Y)$. To show that $C$ is $Y$-jointly controlled with $\tilde{\lambda}$, we need to verify that for each player $i \in \{1, 2\}$ we have
\[
H_i(C, Y) \leq \sum_{(s, a_1, a_2) \in \mathcal{E}_{12}(C, Y)} \tilde{\lambda}(s, a_1, a_2) \cdot E[v_i \mid s, a_1, a_2]. \tag{75}
\]

Fix $i \in \{1, 2\}$. For each $n \in \mathbb{N}$, let $\xi_n$ be the random variable defined by $\xi_n := \min\{\theta^{\text{exit}}_C, n\}$. By Property 2 of Step 2 (with $h$ being the history at stage 1 and thus $s_h = s^1$), for each $\rho > 0$ and each $\delta \in (0, \delta^\rho)$,
\[
v_i(C) - \delta \leq E_{s^1, \pi^{0,\delta}_i, \pi_j^{0,\delta}}[v_i(s^{\xi_n})] = P_{s^1, \pi^{0,\delta}_i, \pi_j^{0,\delta}}(\theta^{\text{exit}}_C \leq n) \cdot E_{s^1, \pi^{0,\delta}_i, \pi_j^{0,\delta}}[v_i(s^{\theta^{\text{exit}}_C}) \mid \theta^{\text{exit}}_C \leq n] \tag{76}
\]

+ $P_{s^1, \pi^{0,\delta}_i, \pi_j^{0,\delta}}(\theta^{\text{exit}}_C > n) \cdot v_i(C)$.

For each $(s, a_1, a_2) \in L_C$, let $\ell(s, a_1, a_2)$ denote the expected maxmin value at the first state
reached once the play leaves $C$, conditionally on leaving $C$ through $(s, a_1, a_2)$:

$$\ell(s, a_1, a_2) = \sum_{s' \in S \setminus C} v_i(s') \cdot \frac{p(s' | s, a_1, a_2)}{p((S \setminus C) | s, a_1, a_2)}.$$

Then,

$$E_{s^i, \pi^i, \rho, \delta}[v_i(s^{\text{exit}}_C) | \theta^{\text{exit}}_C < \infty] = \frac{\sum_{(s,a_1,a_2) \in L_C} \lambda^{\rho,\delta}(s, a_1, a_2) \cdot \ell(s, a_1, a_2)}{P_{s^i, \pi^i, \rho, \delta}(\theta^{\text{exit}}_C < \infty)}.$$

By taking the limit as $n$ goes to infinity in Eq. (76), and by Eq. (71),

$$v_i(C) - \delta \leq \frac{\sum_{(s,a_1,a_2) \in L_C} \lambda^{\rho,\delta}(s, a_1, a_2) \cdot \ell(s, a_1, a_2)}{P_{s^i, \pi^i, \rho, \delta}(\theta^{\text{exit}}_C = \infty) \cdot v_i(C)} + \frac{\sum_{(s,a_1,a_2) \in L_C} \lambda^{\rho,\delta}(s, a_1, a_2) \cdot \ell(s, a_1, a_2)}{P_{s^i, \pi^i, \rho, \delta}(\theta^{\text{exit}}_C < \infty) \cdot v_i(C)}\left(\mathbb{E}[v_i | s, a_1, a_2] - p(C | s, a_1, a_2) \cdot v_i(C)\right)$$

$$= \sum_{(s,a_1,a_2) \in L_C} \lambda^{\rho,\delta}(s, a_1, a_2) \cdot \mathbb{E}[v_i | s, a_1, a_2] - p(C | s, a_1, a_2) \cdot v_i(C)$$

By taking the limit in Eq. (74) as $\rho$ and $\delta$ go to 0, and denoting

$$Z := \sum_{(s',a'_1,a'_2) \in \delta_{12}(C,Y)} \frac{\lambda(s, a'_1, a'_2)}{p((S \setminus C) | s, a'_1, a'_2)},$$
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we obtain

\[ 0 \leq Z \cdot \left( \sum_{(s,a_1,a_2) \in \mathcal{E}_{12}(C,Y)} \tilde{\lambda}(s,a_1,a_2) \cdot \mathbb{E}[v_i \mid s,a_1,a_2] - \sum_{(s,a_1,a_2) \in \mathcal{E}_{12}(C,Y)} \tilde{\lambda}(s,a_1,a_2) \cdot v_i(C) \right). \]

Since \( Z > 0 \) and \( \tilde{\lambda} \) is a probability distribution over \( \mathcal{E}_{12}(C,Y) \),

\[ v_i(C) \leq \sum_{(s,a_1,a_2) \in \mathcal{E}_{12}(C,Y)} \tilde{\lambda}(s,a_1,a_2) \cdot \mathbb{E}[v_i \mid s,a_1,a_2]. \]

By Lemma 3.20, \( H_i(C,Y) = v_i(C) \), and Eq. (75) follows.

### 3.7 Notations and definitions for different transition functions

In the following sections, we will construct auxiliary transition functions for the stochastic game that differ from \( p \) in some states. In this section, as a preparation, we fix the notations and definitions for such new transition functions. Let \( p' : S \times A \to \Delta(S) \) be an arbitrary transition function.

Instead of \( P \) and \( E \), we will use \( P_{p'} \) to refer to a probability measure under \( p' \) on the set \( R \) of runs, and use \( E_{p'} \) to denote the expectation operator under \( p' \); cf. Eq. (2).

**Definition 3.31 (communicating set under \( p' \))** A nonempty set \( C \subseteq S_0 \) is \( X \)-communicating under \( p' \), where \( X \in X' \), if the conditions of Definition 3.12 hold when \( p \) is replaced with \( p' \) in Condition 1 and \( P_{s,y} \) is replaced with \( P_{p',s,y} \) in Condition 2.

**Definition 3.32 (unilateral exit under \( p' \))** Let \( C \subseteq S_0 \) be a nonempty set, \( X \subseteq X' \), and \( i \in \{1,2\} \). A triplet \( (s,a_i,x_j(s)) \in C \times A_i \times X_j(s) \) is an \( X \)-unilateral exit of player \( i \) from \( C \) under \( p' \) if the conditions of Definition 3.13 hold under \( p' \): there exists \( x_i(s) \in X_i(s) \) such that \( p'(C \mid s,x_i(s),x_j(s)) = 1 \) and \( p'(C \mid s,a_i,x_j(s)) < 1 \).

Let \( \mathcal{E}_{i,p'}(C,X) \) denote the set of \( X \)-unilateral exits of player \( i \) from \( C \) under \( p' \).

**Definition 3.33 (blocked set under \( p' \))** Let \( C \subseteq S_0 \) be a nonempty set, \( X \subseteq X' \), and \( i \in \{1,2\} \). The set \( C \) is \( X \)-blocked to player \( i \) under \( p' \) if for each exit \( (s,a_i,x_j(s)) \in \mathcal{E}_{i,p'}(C,X) \),

\[ E_{p'}[v_i \mid s,a_i,x_j(s)] < \max_{s' \in C} v_i(s'). \]  

(78)

Note that in Eq. (78) we use the maxmin value \( v_i \) for player \( i \) with respect to the original transition function \( p \).
3.8 Constructing a First Family of Sets

In this section, we define a family consisting of certain sets of states, which is an analog of the family defined on page 81 in Vieille [34]. This family will be used to construct an \( \varepsilon \)-equilibrium in Section 3.12.

Definition 3.34 (the family of sets \( \mathcal{F}_1 \)) Let \( \mathcal{F}_1 \) be the family of all nonempty sets \( C \subseteq S_0 \) that satisfy the following properties:

(P1) \( C \) is \( Y \)-communicating.

(P2) For each \( k \in \{1, 2\} \), player \( k \)'s maxmin value is constant over \( C \), denoted by \( v_k(C) \).

(P3) \( C \) is \( Y \)-blocked to player 1.

(P4) No strict superset of \( C \) satisfies (P1)–(P3).

The sets in \( \mathcal{F}_1 \) are pairwise disjoint. This claim follows from the fact that if \( C \) and \( C' \) both satisfy (P1)–(P3) and \( C \cap C' \neq \emptyset \), then \( C \cup C' \) also satisfies (P1)–(P3).

The following lemma is the analog of Lemma 38 in Vieille [34].

Lemma 3.35 Each \( C \in \mathcal{F}_1 \) is \( Y \)-controlled by player 2 or \( Y \)-jointly controlled.

Since each set in \( \mathcal{F}_1 \) is \( Y \)-controlled by player 2 or \( Y \)-jointly controlled, we will show that whenever the play reaches one of these sets, the players can ensure that the play leaves the set in a properly chosen way. This will allow us to turn all states that lie in some set in \( \mathcal{F}_1 \) into dummy states. This will produce a simplified auxiliary stochastic game with the property that all \( \varepsilon \)-equilibria of this auxiliary game can be transformed into \( \varepsilon \)-equilibria of the original game.

Proof of Lemma 3.35. If \( C \) is \( Y \)-blocked to player 2, then Lemma 3.29 implies that \( C \) is \( Y \)-jointly controlled.

Assume then that \( C \) is not \( Y \)-blocked to player 2. It follows that for some exit \( (s, y_1(s), a_2) \in \mathcal{E}_2(C, Y) \) we have \( E[v_2 \mid s, y_1(s), a_2] \geq v_2(C) \). Hence, by Lemma 3.15 there is an exit \( (s^*, y_1^*(s), a_2^*) \in \mathcal{E}_2(C, Y) \) that maximizes \( E[v_2 \mid \cdot] \) among all exits in \( \mathcal{E}_2(C, Y) \), and thus also

\[
E[v_2 \mid s^*, y_1^*(s^*), a_2^*] \geq v_2(C). \tag{79}
\]

We show that \( C \) is \( Y \)-controlled by player 2, by verifying that \( E[v_k \mid s^*, y_1^*(s), a_2^*] \geq H_k(C, Y) \) for each player \( k \in \{1, 2\} \). For \( k = 2 \), this inequality follows by the choice of \( (s^*, y_1^*(s), a_2^*) \) and by Eq. (79). For \( k = 1 \), this follows by Lemmas 3.28 and 3.20.

Notation 3.36 (the exit distribution \( q^{\mathcal{F}_1}_C \)) Based on Lemma 3.35, for each \( C \in \mathcal{F}_1 \) we choose an exit distribution \( q^{\mathcal{F}_1}_C \in \Delta(S) \) as follows:
• If \( C \) is \( Y \)-controlled by player 2, we set
\[
q^F_C := p(\cdot \mid s, x_1(s), a_2),
\]
for some \( Y \)-unilateral exit \((s, x_1(s), a_2) \in \mathcal{E}_2(C, Y)\) of player 2 from \( C \) such that for each player \( k \in \{1, 2\} \)
\[
E[v_k \mid s, x_1(s), a_2] \geq H_k(C, Y). \tag{80}
\]
Note that \( H_1(C, Y) = v_1(C) \) by Lemma 3.20.

• If \( C \) is not \( Y \)-controlled by player 2, then \( C \) is \( Y \)-jointly controlled, and we set
\[
q^F_C := \sum_{(s, a_1, a_2) \in \mathcal{E}_{12}(C, Y)} \mu(s, a_1, a_2) \cdot p(\cdot \mid s, a_1, a_2),
\]
for some probability distribution \( \mu \) over \( \mathcal{E}_{12}(C, Y) \) such that for each player \( k \in \{1, 2\} \),
\[
\sum_{(s, a_1, a_2) \in \mathcal{E}_{12}(C, Y)} \mu(s, a_1, a_2) \cdot E[v_k \mid s, a_1, a_2] \geq H_k(C, Y). \tag{81}
\]
In both cases, we define for each player \( k \in \{1, 2\} \),
\[
E[v_k \mid q^F_C] := \sum_{s' \in S} q^F_C(s') \cdot v_k(s'),
\]
which is the expectation of player \( k \)'s maxmin value in the next state if the transition is according to the exit distribution \( q^F_C \).

By Eqs. (11), (80), and (81), for each player \( k \in \{1, 2\} \),
\[
E[v_k \mid q^F_C] \geq H_k(C, Y) \geq v_k(C). \tag{82}
\]

**Notation 3.37 (the sets of states \( S_{\mathcal{F}_1} \) and \( \widehat{S}_0 \))** Let \( S_{\mathcal{F}_1} \) denote the set of states \( s \in S_0 \) that belong to some \( C \in \mathcal{F}_1 \):
\[
S_{\mathcal{F}_1} := \bigcup_{C \in \mathcal{F}_1} C.
\]
Denote \( \widehat{S}_0 := S_0 \setminus S_{\mathcal{F}_1} \), which is the set of nonabsorbing states that do not lie in any set in \( \mathcal{F}_1 \).

Thus, the set of states \( S \) is partitioned into \( \{S^*, \widehat{S}_0, S_{\mathcal{F}_1}\} \); recall that \( S^* \) is the set of absorbing states.
Notation 3.38 (uniform distribution $U_C$) For every nonempty set $C \subseteq S$ of states, let $U_C \in \Delta(S)$ be the uniform distribution over $C$, i.e., $U_C(s) = 1/|C|$ if $s \in C$ and $U_C(s) = 0$ otherwise.

Notation 3.39 (the transition function $\widehat{\mu}$) Let $\widehat{\mu} : S \times A \to \Delta(S)$ denote the following transition function: for each state $s \in S$ and action pair $a \in A$,

$$\widehat{\mu}(\cdot \mid s, a) := \begin{cases} \frac{1}{2} q^{F_1}_C + \frac{1}{2} U_C, & \text{if } s \in S_{\mathcal{F}_1}, \text{ i.e., } s \in C \text{ for some } C \in \mathcal{F}_1 \\ p(\cdot \mid s, a), & \text{if } s \in S^* \cup \hat{S}_0. \end{cases}$$

Thus, $\widehat{\mu}$ coincides with $\mu$ at states that are not in $S_{\mathcal{F}_1}$, and $\widehat{\mu}$ ensures that the play leaves $C$ according to $q^{F_1}_C$ at states in $C \in S_{\mathcal{F}_1}$.

Note that $\widehat{\mu}$ is well defined, because the sets in $\mathcal{F}_1$ are pairwise disjoint. By definition, the transitions under $\widehat{\mu}$ in states in $S_{\mathcal{F}_1}$ are independent of the players’ actions. Whenever we make statements that refer to the transition function $\widehat{\mu}$, we will explicitly mention that.

The following lemma is the analog of Lemma 42 in Vieille [34].

Lemma 3.40 There is no subset $D \subseteq S_0$ that satisfies the following three properties simultaneously:

(C1) $\widehat{\mu}(D \mid s, y(s)) = 1$, for every $s \in D$ and every $y(s) \in Y(s)$.

(C2) $D$ is $Y$-blocked to player 1.

(C3) For each $k \in \{1, 2\}$, player $k$’s maxmin value $v_k$ is constant over $D$.

Proof. We argue by contradiction, and assume that $D \subseteq S_0$ satisfies (C1)–(C3).

Step 1: Constructing a $Y$-communicating set $\overline{D}$ under $\widehat{\mu}$.

By (C1), there exists a nonempty subset $\overline{D} \subseteq D$ such that

(a) $\overline{D}$ is $Y$-communicating under $\widehat{\mu}$,

(b) $\widehat{\mu}(\overline{D} \mid s, y(s)) = 1$ for every $s \in \overline{D}$ and every perturbation $y(s)$ of $Y(s)$ such that $\widehat{\mu}(D \mid s, y(s)) = 1$.

Indeed, for states $s, s' \in D$, write $s \rightarrow s'$ if there is a perturbation $y(s)$ of $Y(s)$ such that $\widehat{\mu}(D \mid s, y(s)) = 1$ and $\widehat{\mu}(s' \mid s, y(s)) > 0$. In the directed graph with $D$ as the set of vertices and arcs given by $\rightarrow$, any set $\overline{D}$ of vertices that forms a maximal strongly connected component satisfies (a) and (b); cf. also Lemma 41 in Vieille [34].

Step 2: Two properties of $\overline{D}$.

We will use two properties of the construction regularly:
(i) $\hat{p}$ coincides with $p$ in states belonging to $\overline{D} \cap \hat{S}_0$.

(ii) For each $C \in \mathcal{F}_1$ we have $C \subseteq \overline{D}$ or $C \cap \overline{D} = \emptyset$.

Property (i) holds by definition of $\hat{p}$. To see that property (ii) holds, assume that $C \cap \overline{D} \neq \emptyset$ for some set $C \in \mathcal{F}_1$. Fix $s \in C \cap \overline{D}$. At state $s$, the transition function $\hat{p}$ places a positive probability to moving to all states in $C$ (through $U_C$). By property (b), we have $C \subseteq \overline{D}$.

We next show that $\overline{D}$ satisfies (P1)–(P3) and that $\overline{D}$ is disjoint from each $C \in \mathcal{F}_1$, and then we derive a contradiction to the minimality of $\mathcal{F}_1$.

**Step 3: $\overline{D}$ satisfies (P1)–(P3).**

**Property (P1) for $\overline{D}$:** By property (a), we already know that $\overline{D}$ is $Y$-communicating under $\hat{p}$. We need to prove that $\overline{D}$ is also $Y$-communicating under $p$; cf. also Lemma 40 in Vieille [34].

First we show that $\overline{D}$ satisfies Condition 1 of Definition 3.12 under $p$: for every $s \in \overline{D}$ and every $y(s) \in Y(s)$ we have $p(\overline{D} \mid s, y(s)) = 1$. Let $s \in \overline{D}$ and $y(s) \in Y(s)$. If $s \in \hat{S}_0$, then by (i) and (b) above, $p(\overline{D} \mid s, y(s)) = \hat{p}(\overline{D} \mid s, y(s)) = 1$. If $s \in C$ for some $C \in \mathcal{F}_1$, then by (ii) above, $C \subseteq \overline{D}$, and hence (P1) for the set $C$ implies $p(\overline{D} \mid s, y(s)) = 1$.

We next argue that $\overline{D}$ satisfies Condition 2 of Definition 3.12 under $p$: for every $s, s' \in \overline{D}$, there exists a perturbation of $Y$ that allows moving from $s$ to $s'$ under $p$ without leaving $\overline{D}$. Recalling (a), this holds due to (i) and (ii) above. Indeed, first, in states belonging to $\overline{D} \cap \hat{S}_0$, the same transitions are possible under $\hat{p}$ and $p$. Second, in each set $C \in \mathcal{F}_1$ with $C \subseteq \overline{D}$, $\hat{p}$ is an average of $U_C$ and $q_{C}^{\mathcal{F}_1}$. By property (P1) for $C$, it is possible also under $p$ to move from any state to any other state within $C$ using mixed actions in $Y$, and under $p$ the set $C$ can be left with the distribution $q_{C}^{\mathcal{F}_1}$ using a perturbation of $Y$.

**Property (P2) for $\overline{D}$:** The property holds since $\overline{D} \subseteq D$ and by (C3).

**Property (P3) for $\overline{D}$:** Take an arbitrary unilateral $Y$-exit $(s, a_1, y_2(s)) \in \varepsilon_1(\overline{D}, Y)$ of player 1 from $\overline{D}$. In particular, $s \in \overline{D}$. We distinguish between two cases.

**Case 1:** $s \in C$ for some $C \in \mathcal{F}_1$.

By (ii) above, $C \subseteq \overline{D}$. Hence, $(s, a_1, y_2(s))$ is a $Y$-unilateral exit of player 1 from $C$, i.e., $(s, a_1, y_2(s)) \in \varepsilon_1(C, Y)$. Thus, we have

$$E[v_1 \mid s, a_1, y_2(s)] < \max_{s' \in C} v_1(s') = \max_{s' \in \overline{D}} v_1(s'),$$

where the inequality is by Property (P3) for $C$, and the equality is by Property (C3) together with $C \subseteq \overline{D} \subseteq D$.

**Case 2:** $s \in \hat{S}_0$.

In this case, by (i), at state $s$ the transitions by $\hat{p}$ and by $p$ coincide.
First we argue that \( p(D \mid s, a_1, y_2(s)) < 1 \). Assume by contradiction the opposite: \( p(D \mid s, a_1, y_2(s)) = 1 \). For any \( y_1(s) \in Y_1(s) \), the mixed action \( y_1'(s) = \frac{1}{2} \cdot a_1 + \frac{1}{2} \cdot y_1(s) \) is a perturbation of \( Y_1(s) \), and \( p(D \mid s, y_1'(s), y_2(s)) = 1 \). Hence, by property (b) above, \( p(\overline{D} \mid s, y_1'(s), y_2(s)) = 1 \), and in particular, \( p(\overline{D} \mid s, a_1, y_2(s)) = 1 \). This, however, contradicts \( (s, a_1, y_2(s)) \in \mathcal{E}_1(\overline{D}, Y) \). Thus, \( p(D \mid s, a_1, y_2(s)) < 1 \) as claimed.

Therefore, \( (s, a_1, y_2(s)) \) is a \( Y \)-unilateral exit of player 1 from \( D \), i.e., \( (s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y) \). Then,

\[
E[v_1 \mid s, a_1, y_2(s)] < \max_{s' \in D} v_1(s') = \max_{s' \in \overline{D}} v_1(s'),
\]

where the inequality is by Property (C2), and the equality is by Property (C3) together with \( \overline{D} \subseteq D \).

These two cases show that property (P3) holds for \( \overline{D} \), as claimed.

**Step 4:** The contradiction.

We argue that \( \overline{D} \) is disjoint from each \( C \in \mathcal{F}_1 \). Indeed, suppose by way of contradiction that \( \overline{D} \cap C \neq \emptyset \) for some \( C \in \mathcal{F}_1 \). Then, by (ii) above, \( C \subseteq \overline{D} \). Since no set in \( \mathcal{F}_1 \) is closed under \( \hat{\rho} \), by (b) we conclude that \( \overline{D} \) is a strict superset of \( C \). This contradicts the fact that \( C \) satisfies Property (P4).

By Step 3, \( \overline{D} \) satisfies (P1)–(P3). Hence, there is a set \( \tilde{D} \subseteq S_0 \) such that \( \tilde{D} \) contains \( \overline{D} \) and \( \tilde{D} \) satisfies (P1)–(P4), i.e., \( \tilde{D} \in \mathcal{F}_1 \). But then \( \overline{D} \) is not disjoint from \( \tilde{D} \in \mathcal{F}_1 \), which contradicts the previous argument of the proof. ■

### 3.9 Constructing a Second Family of Sets

In this section, we construct a second family of sets, denoted \( \mathcal{F}_2 \). As an auxiliary step to define this family, we will define another family of sets, denoted \( \mathcal{F}_2' \).

**Notation 3.41 (the set \( Y_1^D(s) \))** Let \( D \subseteq S_0 \) be a nonempty set, and let \( s \in D \). Let \( Y_1^D(s) \subseteq \Delta(A_1) \) be the set defined as follows:

- If \( s \not\in S_{\mathcal{F}_1} \), then \( Y_1^D(s) \) is the set of mixed actions \( x_1(s) \in \Delta(A_1) \) of player 1 with the following property: whenever an action \( a_2 \in A_2 \) of player 2 satisfies \( p(D \mid s, x_1(s), a_2) < 1 \) then \( E[v_2 \mid s, x_1(s), a_2] < v_2(s) \).

- If \( s \in S_{\mathcal{F}_1} \), then \( Y_1^D(s) := Y_1(s) \).

In words, whenever \( s \not\in S_{\mathcal{F}_1} \), the set \( Y_1^D(s) \) contains all mixed actions of player 1 at state \( s \) such that all actions of player 2 that cause the game to leave \( D \) with positive probability, lower the expected maxmin value of player 2. The set \( Y_1^D(s) \) can be empty for certain sets \( D \subseteq S_0 \) and states \( s \in D \setminus S_{\mathcal{F}_1} \).
Notation 3.42 (the product set $Y^D$) Let $D \subseteq S_0$ be a nonempty set. Denote

$$Y^D := \prod_{s \in D} \left( Y^D_1(s) \times Y^D_2(s) \right).$$

The set $Y^D$ is nonempty if and only if $Y^D_1(s)$ is nonempty for each $s \in D \setminus S_F$. 

Definition 3.43 (the family of sets $\overline{F}_2$) Let $\overline{F}_2$ be the family of all nonempty sets $D \subseteq S_0$ for which the following properties hold:

(P’1) Player 2’s maxmin value $v_2(s)$ is constant over $D$, denoted by $v_2(D)$.

(P’2) The set $Y^D$ is nonempty, and for every $s, s' \in D$, there exists a perturbation $y$ of $Y^D$ that, under $\hat{\nu}$, allows moving from $s$ to $s'$ without leaving $D$:

$$P_{\hat{\nu}, y}(t_{D}^{\text{exit}} = \infty \text{ and } \exists t \in \mathbb{N} \text{ such that } s_t = s') = 1. \quad (83)$$

The family $\overline{F}_2$ is closely related to the family defined in Section 6.4.2 in Vieille [34]. However, our definition is somewhat different. The main reason is that our definition has to accommodate an entire set of mixed actions in each state in $S_0$, rather than single stationary strategies. In addition, our definition, which was partially suggested to us by Nicolas Vieille, circumvents a slight inaccuracy in Lemma 43 in Vieille [34].

Remark 3.44 (independence of $y$ in (P’2) from $s$) Note that if (P’2) holds for some $D \subseteq S_0$, then given any fixed $s' \in D$, the perturbation $y$ in (P’2) can be chosen independently from the initial state $s \in S$; that is, there is a perturbation $y$ of $Y^D$ that satisfies Eq. (83) for all initial states $s \in D$. Indeed, let $y$ be a perturbation of $Y^D$ such that $y$ satisfies Eq. (83) for some arbitrary initial state $s \in D$. Let $Q$ denote the set of all initial states in $D$ for which $y$ satisfies Eq. (83); thus $s \in Q$. If $Q = D$ then we are done. Otherwise, take $w \in D \setminus Q$ and a perturbation $y^w$ of $Y^D$ such that $y^w$ satisfies Eq. (83) for the initial state $w$. Playing $y$ in states in $Q$ and playing $y^w$ in states in $D \setminus Q$ satisfies Eq. (83) for all initial states in $Q \cup \{w\}$. Continuing this argument recursively, we obtain the desired perturbation that works for all initial states in $D$.

The following lemma establishes a relation between the families $\overline{F}_1$ and $\overline{F}_2$, and states a number of properties of the sets in $\overline{F}_2$.

Lemma 3.45

1. Let $C \in \overline{F}_1$ and $D \in \overline{F}_2$. Then, either $C \subseteq D$ or $C \cap D = \emptyset$.

2. Let $D \in \overline{F}_2$. Then $p(D \mid s, y(s)) = \hat{p}(D \mid s, y(s)) = 1$ for all $s \in D$ and $y(s) \in Y^D(s)$. 
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3. Each set $D \in \overline{F}_2$ is $Y^D$-communicating.

4. Let $D, D' \in \overline{F}_2$ such that $D \cap D' \neq \emptyset$. Then, $D \cup D' \in \overline{F}_2$.

Proof.

**Proof of Part 1.** Let $C \in \mathcal{F}_1$ and $D \in \overline{F}_2$, and suppose that $C \cap D \neq \emptyset$. We will show that $C \subseteq D$.

Fix then $s \in C \cap D$ and $s' \in C$. As $s, s' \in C$, we have $\hat{p}(s' \mid s, a) > 0$ for every action pair $a \in A$. Since $s \in D$ and by property $(P'2)$, we have $s' \in D$. Since $s' \in C$ is arbitrary, the claim follows.

**Proof of Part 2.** Let $D \in \overline{F}_2$, $s \in D$, and $y(s) \in Y^D(s)$. We distinguish between two cases.

Assume first that $s \in S_{\mathcal{F}_1}$, i.e., $s \in C$ for some $C \in \mathcal{F}_1$. Then, $y(s) \in Y(s)$ and by Part 1 we have $C \subseteq D$. By $(P1)$ for $C$, we obtain $p(C \mid s, y(s)) = 1$, hence a fortiori $p(D \mid s, y(s)) = 1$. The transition in state $s$ under $\hat{p}$ is independent of the actions. Hence, by $(P'2)$ for $D$, we have $\hat{p}(D \mid s, y(s)) = 1$ as well.

Assume now that $s \notin S_{\mathcal{F}_1}$. Since $\hat{p}$ and $p$ coincide in state $s$, it suffices to show $p(D \mid s, y(s)) = 1$. Denote

$$B_2(s) = \{a_2 \in A_2 : p(D \mid s, y_1(s), a_2) = 1\}.$$ 

By $(P'1)$ we have $E[v_2 \mid s, y_1(s), a_2] = v_2(D)$ for each $a_2 \in B_2(s)$ and by the definition of $Y^D_1(s)$ we have $E[v_2 \mid s, y_1(s), a_2] < v_2(D)$ for each $a_2 \in A_2 \setminus B_2(s)$. Hence, by Lemma 3.28 we obtain $\text{supp}(y_2(s)) \subseteq B_2(s)$, which implies $p(D \mid s, y(s)) = 1$.

**Proof of Part 3.** Let $D \in \overline{F}_2$. By Part 2, we have $p(D \mid s, y(s)) = 1$ for all $s \in D$ and $y(s) \in Y^D(s)$. Hence, Condition 1 of Definition 3.12 is satisfied.

We next verify that Condition 2 of Definition 3.12 holds for each two distinct states $s, s' \in D$. Consider the perturbation $y$ of $Y^D$ given by $(P'2)$ for these states. We will define a perturbation $y'$ of $Y^D$ that ensures that under $p$ the play moves from $s$ to $s'$ without leaving $D$. By Part [1] it is sufficient to define $y'$ for every $C \in \mathcal{F}_1$ such that $C \subseteq D$, and on $D \setminus S_{\mathcal{F}_1}$. Define then $y'$ as follows:

- **Definition of $y'$ on $D \setminus S_{\mathcal{F}_1}$:** Let $y'(s) = y(s)$ for all states $s \in D \setminus S_{\mathcal{F}_1}$. Note that, in these states, $p$ and $\hat{p}$ coincide.

- **Definition of $y'$ on each $C \in \mathcal{F}_1$ such that $C \subseteq D$:** We distinguish between two cases. If $s' \in C$, then $y'$ uses a perturbation of $Y$ to move to state $s'$ from all other states in $C$ without leaving $C$, which is possible by $(P1)$ for $C$. If $s' \notin C$, then $y'$ uses a perturbation of $Y$ to leave $C$ according to the exit distribution $q_C^{\mathcal{F}_1}$. Note that $Y^D$ coincides with $Y$ on $C$.
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By construction, $y'$ is a $Y^D$-perturbation, and $y'$ satisfies Eq. (5).

**Proof of Part 4.** Let $D, D' \in \mathcal{F}_2$ such that $D \cap D' \neq \emptyset$. Plainly, $D \cup D'$ satisfies (P'1), and $v_2(D) = v_2(D') = v_2(D \cup D')$. Thus, we only need to argue that $D \cup D'$ satisfies (P'2).

First we prove that $Y^{D \cup D'}$ is nonempty. It is enough to verify that $Y^{D \cup D'}_1(s)$ is nonempty for each $s \in D \cup D'$. Let $s \in D \cup D'$. If $s \in S_{\mathcal{F}_1}$ then $Y^{D \cup D'}_1(s) = Y_1(s)$ is nonempty. Assume next that $s \in D \setminus S_{\mathcal{F}_1}$; the argument is similar when $s \in D' \setminus S_{\mathcal{F}_1}$. To prove that $Y^{D \cup D'}_1(s)$ is nonempty, we show that $Y^{D}_1(s) \subseteq Y^{D \cup D'}_1(s)$. Let $y_1(s) \in Y^{D}_1(s)$, and assume that for some action $a_2 \in A_2$ of player 2 we have $p((D \cup D') \mid s, y_1(s), a_2) < 1$. Then, $p(D \mid s, y_1(s), a_2) < 1$, and since $y_1(s) \in Y^{D}_1(s)$ we obtain $E[v_2 \mid s, y_1(s), a_2] < v_2(D) = v_2(D \cup D')$. This implies that $y_1(s) \in Y^{D \cup D'}_1(s)$, which yields $Y^{D}_1(s) \subseteq Y^{D \cup D'}_1(s)$, as desired.

We next prove the second part of (P'2). Let $s, s' \in D \cup D'$. If both $s$ and $s'$ belong to $D$ or both belong to $D'$, then Eq. (83) follows from (P'2) for $D$ or from (P'2) for $D'$, respectively. So, assume that, say, $s \in D \setminus D'$ and $s' \in D' \setminus D$. Let $s'' \in D \cap D'$. Let $y$ be a perturbation of $Y^D$ such that $y$ satisfies Eq. (83) for the set $D$, for initial state $s$ and target state $s''$. As mentioned in Remark 3.44, given $s'$, there is a perturbation $y'$ of $Y^{D'}$ such that $y'$ satisfies Eq. (83) for the set $D'$, for all initial states in $D'$, and target state $s'$. Then, playing $y$ in $D \setminus D'$ and playing $y'$ in $D'$ satisfies Eq. (83) for the set $D \cup D'$, for initial state $s$, and target state $s'$. Thus, $D \cup D'$ also satisfies (P'2). ■

**Notation 3.46 (the family of sets $\mathcal{F}_2$)** Let $\mathcal{F}_2$ be the family of maximal sets in $\overline{\mathcal{F}}_2$ with respect to set inclusion.

By Lemma 3.45(4), the sets in $\mathcal{F}_2$ are disjoint, and each set in $\overline{\mathcal{F}}_2$ is a subset of some set in $\mathcal{F}_2$.

**Notation 3.47 (the set of states $S_{\mathcal{F}_2}$)** Let

$$S_{\mathcal{F}_2} := \cup_{D \in \mathcal{F}_2} D$$

be the set of all states that belong to some set in $\mathcal{F}_2$.

The following lemma is the analog of Lemma 44 in Vieille [34].

**Lemma 3.48** For every $D \in \mathcal{F}_2$, the set $D$ is $Y^D$-controlled by player 1.

**Proof.** Fix $D \in \mathcal{F}_2$. As $\mathcal{F}_2 \subseteq \overline{\mathcal{F}}_2$, we have $D \in \overline{\mathcal{F}}_2$. Denote $w_1^D = \max_{s \in D} v_1(s)$.

**Step 1:** If a triplet $(s, a_1, y_2(s)) \in D \times A_1 \times Y_2(s)$ satisfies $p(D \mid s, a_1, y_2(s)) < 1$, then $(s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y^D)$. 
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Assume that for some \((s, a_1, y_2(s)) \in D \times A_1 \times Y_2(s)\) we have \(p(D \mid s, a_1, y_2(s)) < 1\). Let \(y_1(s) \in Y_1^D(s)\). By Lemma 3.45(2), \(p(D \mid s, y_1(s), y_2(s)) = 1\). This implies that \((s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y^D)\).

**Step 2:** There is a unilateral exit \((s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y^D)\) such that \(\mathbb{E}[v_1 \mid s, a_1, y_2(s)] \geq w_1^D\).

Suppose the opposite: for each \((s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y^D)\),

\[
\mathbb{E}[v_1 \mid s, a_1, y_2(s)] < w_1^D.
\]

Denote the set of states in \(D\) where player 1’s maxmin value is maximal by

\[
D^{\text{max}} := \{s \in D: v_1(s) = w_1^D\}.
\]

We will prove that \(D^{\text{max}}\) satisfies (C1)–(C3), which is impossible due to Lemma 3.40.

**Property (C3) for** \(D^{\text{max}}\): The property holds for player 1 by the definition of \(D^{\text{max}}\) and for player 2 by (P'1).

**Property (C2) for** \(D^{\text{max}}\): Take an arbitrary unilateral exit \((s, a_1, y_2(s)) \in \mathcal{E}_1(D^{\text{max}}, Y)\). We need to show that

\[
\mathbb{E}[v_1 \mid s, a_1, y_2(s)] < w_1^D.
\]

If \(p(D \mid s, a_1, y_2(s)) < 1\), then by Step 1, \((s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y^D)\), and consequently, Eq. (84) implies Eq. (85). Otherwise, \(p(D \mid s, a_1, y_2(s)) = 1\) holds, and then \(p(D^{\text{max}} \mid s, a_1, y_2(s)) < 1\) implies Eq. (85).

**Property (C1) for** \(D^{\text{max}}\): Take \(s \in D^{\text{max}}\) and \(y(s) \in Y(s)\). We need to show that \(\hat{p}(D^{\text{max}} \mid s, y(s)) = 1\). We distinguish between two cases.

Case 1: \(s \in S_{\mathcal{F}_1}\), i.e., \(s \in C\) for some \(C \subseteq \mathcal{F}_1\). In this case, (i) by the definition of \(\hat{p}\), we have \(\hat{p}((s, y(s)) = \frac{1}{2}q_{C_1} + \frac{1}{2}U_C\); (ii) by Lemma 3.45(1) we have \(C \subseteq D\), and therefore, since \(s \in D^{\text{max}}\) and by (P2) for \(C\), we have \(C \subseteq D^{\text{max}}\); and (iii) by (P’2) for \(D\) and the fact that the actions in states in \(C\) do not influence the transitions under \(\hat{p}\), it follows that \(\hat{p}(D \mid s, y(s)) = 1\).

By Eq. (82), the fact that \(U_C\) only induces transitions to states in \(C\), and points (i) and (ii),

\[
\mathbb{E}[v_1 \mid s, y(s)] \geq v_1(C) = w_1^D.
\]

Hence, by point (iii), we have \(\hat{p}(D^{\text{max}} \mid s, y(s)) = 1\), as desired.

Case 2: \(s \notin S_{\mathcal{F}_1}\). In this case, \(\hat{p}(\cdot \mid s, y(s)) = p(\cdot \mid s, y(s))\). By Eq. (19),

\[
\mathbb{E}[v_1 \mid s, y(s)] \geq v_1(s).
\]

Take any \(a_1 \in \text{supp}(y_1(s))\).
We show that: (a) if \( p(D \mid s, a_1, y_2(s)) = 1 \) then \( E[v_1 \mid s, a_1, y_2(s)] \leq v_1(s) \), while (b) if \( p(D \mid s, a_1, y_2(s)) < 1 \) then \( E[v_1 \mid s, a_1, y_2(s)] < v_1(s) \). By Eq. (86) and the fact that \( s \in D^{\text{max}} \), these will imply that \( \hat{p}(D^{\text{max}} \mid s, y(s)) = p(D^{\text{max}} \mid s, y(s)) = 1 \), as desired.

As \( s \in D^{\text{max}} \), the claim of (a) follows. To show that (b) holds, assume \( p(D \mid s, a_1, y_2(s)) < 1 \). By Step 1 and Eq. (84), \( E[v_1 \mid s, a_1, y_2(s)] < w_1^D = v_1(s) \).

**Step 3:** The set \( D \) is \( Y^D \)-controlled by player 1.

By Lemma 3.35,3 the set \( D \) is \( Y^D \)-communicating. It remains to show that there is a unilateral exit in \( \mathcal{E}_1(D, Y^D) \) that yields to both players high payoff.

In view of Step 2, we can apply Lemma 3.15 and therefore there is an exit \((s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y^D) \) that maximizes \( E[v_1 \mid \cdot] \) among all exits in \( \mathcal{E}_1(D, Y^D) \). By Step 2 and respectively Eq. (19) and (P'1),

\[
E[v_1 \mid s, a_1, y_2(s)] \geq w_1^D \quad \text{and} \quad E[v_2 \mid s, a_1, y_2(s)] \geq v_2(D).
\] (87)

It remains to show that for each player \( k \in \{1, 2\} \),

\[
E[v_k \mid s, a_1, y_2(s)] \geq H_k(D, Y^D),
\] (88)

which will complete the proof of Step 3.

First we prove Eq. (88) for \( k = 1 \) by showing a stronger statement: \( E[v_1 \mid s, a_1, y_2(s)] = H_1(D, Y^D) \). By Eq. (10), we need to show that for each \((s', a'_1, y'_2(s')) \in D \times A_1 \times Y_2(s') \) we have

\[
E[v_1 \mid s, a_1, y_2(s)] \geq E[v_1 \mid s', a'_1, y'_2(s')].
\] (89)

If \( p(D \mid s', a'_1, y'_2(s')) = 1 \) then \( E[v_1 \mid s', a'_1, y'_2(s')] \leq w_1^D \), and Eq. (87) implies Eq. (89). If \( p(D \mid s', a'_1, y'_2(s')) < 1 \), then by Step 1 we have \((s', a'_1, y'_2(s')) \in \mathcal{E}_1(D, Y^D) \), and hence the choice of \((s, a_1, y_2(s)) \) implies Eq. (89).

Next we prove Eq. (88) for \( k = 2 \). By Eq. (87), it suffices to show that \( H_2(D, Y^D) \leq v_2(D) \), i.e., that for each \((s', y'_1(s'), a'_2) \in D \times Y_1^D(s') \times A_2 \) we have

\[
E[v_2 \mid s', y'_1(s'), a'_2] \leq v_2(D).
\] (90)

We distinguish between three cases.

**Case 1:** \( p(D \mid s', y'_1(s'), a'_2) = 1 \). In this case, Eq. (90) holds with equality because \( v_2(s) \) is constant over \( D \).

**Case 2:** \( p(D \mid s', y'_1(s'), a'_2) < 1 \) and \( s' \notin S_\mathcal{F}_1 \). In this case, as \( y'_1(s') \in Y_1^D(s') \) we obtain Eq. (90) by the definition of \( Y_1^D(s') \).

**Case 3:** \( p(D \mid s', y'_1(s'), a'_2) < 1 \) and \( s' \in C \) for some \( C \in \mathcal{F}_1 \). In this case, \( y'_1(s') \in Y_1^D(s') = Y_1(s') \) by the definition of \( Y_1^D(s') \). Note that \( q_C^{\mathcal{F}_1}(D) = 1 \), i.e., \( q_C^{\mathcal{F}_1} \) only induces transitions to \( D \), which follows by (P'2) and by the fact that \( \hat{p} \) assigns probability \( \frac{1}{2} \) to \( q_C^{\mathcal{F}_1} \).
in state \( s' \). Therefore,

\[
E[v_2 \mid s', y'_1(s'), a'_2] \leq H_2(C, Y) \leq E[v_2 \mid q^{\mathcal{F}_1}] \leq v_2(D),
\]

where the first inequality holds by Eq. (10), the second inequality holds by Eq. (82), and the last inequality holds since \( q^{\mathcal{F}_1}(D) = 1 \). Eq. (90) follows. \( \blacksquare \)

**Notation 3.49 (the exit distribution \( q^{\mathcal{F}_2}_D \))** By Lemma 3.48, for every \( D \in \mathcal{F}_2 \) there exists a unilateral exit \((s, a_1, y_2(s)) \in \mathcal{E}_1(D, Y^D)\) such that \( E[v_k \mid s, a_1, y_2(s)] \geq H_k(D, Y^D) \) for each player \( k \in \{1, 2\} \). Let \( q^{\mathcal{F}_2}_D \in \Delta(S) \) be the corresponding exit distribution from \( D \):

\[
q^{\mathcal{F}_2}_D := p(\cdot \mid s, a_1, y_2(s)). \tag{91}
\]

Thus, we have for each \( D \in \mathcal{F}_2 \) and each player \( k \in \{1, 2\} \),

\[
E[v_k \mid q^{\mathcal{F}_2}_D] \geq H_k(D, Y^D) \geq \max_{s' \in D} v_k(s'), \tag{92}
\]

where the last inequality holds by Eq. (11). We note that if \((s, a_1, y_2(s))\) is the exit on the right-hand side of Eq. (91), then \( s \notin S_{\mathcal{F}_1} \). Indeed, assume the opposite: \( s \in C \) for some \( C \in \mathcal{F}_1 \). Then, \( Y^D_1(s) = Y_1(s) \) and by Lemma 3.45(1) we have \( C \subseteq D \). Hence, \((s, a_1, y_2(s)) \in \mathcal{E}_1(C, Y)\), and then (P3) implies \( E[v_1 \mid s, a_1, y_2(s)] < v_1(C) \). This is impossible due to Eq. (87).

**Notation 3.50 (the perturbation \( y^D \) and the stationary strategy \( z_1 \))** By Remark 3.44, there is a perturbation \( y^D \) of \( Y^D \) that satisfies Eq. (83) for all initial states \( s' \in D \) and for state \( s \) as the target state:

\[
P_{\tilde{p}, s', y^D}(\theta^\text{exit}_D = \infty \text{ and } \exists t \in \mathbb{N} : s' = s) = 1. \tag{93}
\]

That is, \( y^D \) allows moving from any state in \( D \) to \( s \) under \( \tilde{p} \) without leaving \( D \).

Since \( y^D \) is a perturbation of \( Y^D \), for each state \( s' \in D \) there is a mixed action \( \gamma^D_1(s') \in Y^D_1(s') \) such that \( \text{supp}(\gamma^D_1(s')) \subseteq \text{supp}(y^D(s')) \). Note that, for each \( s' \in D \cap S_{\mathcal{F}_1} \), we have \( \gamma^D_1(s') \in Y^D_1(s') = Y_1(s') \) by the definition of \( Y^D_1(s') \).

Let \( z^D_1 \) be a stationary strategy for player 1 such that \( z^D_1 \) coincides with \( \gamma^D_1 \) on \( D \setminus \{s\} \) and \( z^D_1(s) \in Y^D_1(s) \) is arbitrary. Since the elements of \( \mathcal{F}_2 \) are pairwise disjoint, we can assume that \( z^D_1 \) is independent of \( D \in \mathcal{F}_2 \), and we denote this stationary strategy by \( z_1 \).

**Lemma 3.51** The following properties hold for \( z_1 \):

1. For each \( D \in \mathcal{F}_2 \) and each \( s \in D \) we have \( z_1(s) \in Y^D_1(s) \).
2. For each \( s \in S_{\mathcal{F}_1} \cap S_{\mathcal{F}_2} \) we have \( z_1(s) \in Y_1(s) \).
3. For each $D \in \mathcal{F}_2$ there is a perturbation $w_1$ of $z_1$ and a perturbation $w_2$ of $Y_2$ such that:

(a) In each state $s \in D$, under $\hat{p}$, the pair of mixed action $(w_1(s), w_2(s))$ induces transitions to states in $D \cup \text{supp}(\hat{q}_D)$ only:

$$\hat{p}(D \cup \text{supp}(\hat{q}_D) \mid s, w_1(s), w_2(s)) = 1.$$  

(b) Regardless of the initial state in $D$, the strategy pair $(w_1, w_2)$ leads outside of $D$ with probability 1 under $\hat{p}$: For each $s \in D$,

$$P_{\hat{p},s,(w_1,w_2)}(\hat{q}_D^{\text{exit}} < \infty) = 1.$$  

**Proof.** Properties 1 and 2 follow directly from the definition of $z_1$.

We argue that Property 3 holds as well. Let $(s, a_1, y_2(s))$ be the exit chosen for $D$ in Eq. (91). Recall that $s \notin S_{\mathcal{F}_1}$. This implies that $\hat{p}$ and $p$ coincide in state $s$. Define $(w_1(s'), w_2(s')) = y^D(s')$ for each $s' \in D \setminus \{s\}$, and $(w_1(s), w_2(s)) = ( \frac{1}{2} z_1(s) + \frac{1}{2} a_1, y_2(s))$.

Part (a) of Property 3 follows (i) for states in $D \setminus \{s\}$ by Eq. (93), (ii) for $(z_1(s), y_2(s))$ in state $s$ by Lemma 3.45(2), and (iii) for $(a_1, y_2(s))$ in state $s$ since $\hat{p}(\cdot \mid s, a_1, y_2(s)) = q_{\mathcal{F}_2}^D$.

Part (b) of Property 3 follows by Eq. (93) and since $\hat{p}(\cdot \mid s, a_1, y_2(s)) = q_{\mathcal{F}_2}^D$. □

### 3.10 Constructing a Third Family of Sets

In this section, we construct a third and final family of subsets of $S_0$.

In view of Lemma 3.45(1), and because the elements of $\mathcal{F}_2$ are pairwise disjoint, it follows that for every $C \in \mathcal{F}_1$, we have either $C \subseteq D$ for a unique $D \in \mathcal{F}_2$ or $C \cap D = \emptyset$ for all $D \in \mathcal{F}_2$. The latter condition is equivalent to $C \cap S_{\mathcal{F}_2} = \emptyset$.

**Definition 3.52 (the family of sets $\mathcal{F}_3$)** Let $\mathcal{F}_3$ be the family of sets that consists of all sets in $\mathcal{F}_2$ and all sets $C \in \mathcal{F}_1$ that are disjoint of $S_{\mathcal{F}_2}$:

$$\mathcal{F}_3 := \mathcal{F}_2 \cup \{C \in \mathcal{F}_1 : C \cap S_{\mathcal{F}_2} = \emptyset\}.$$  

By definition, the elements of $\mathcal{F}_3$ are pairwise disjoint.

**Notation 3.53 (the set of states $S_{\mathcal{F}_3}$)** Let

$$S_{\mathcal{F}_3} := \bigcup_{E \in \mathcal{F}_3} E = S_{\mathcal{F}_1} \cup S_{\mathcal{F}_2}$$

be the set of all states that belong to some set in $\mathcal{F}_3$.  
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Notation 3.54 (the transition function $\tilde{p}$) Define a transition function $\tilde{p}$ as follows: for each state $s \in S$ and each action pair $a \in A$,

$$\tilde{p}(s \mid a) := \begin{cases} 
\frac{1}{2} q_D + \frac{1}{2} U_D, & \text{if } s \in D \text{ for some } D \in S_2 \text{ (i.e., if } s \in S_{S_2}), \\
\frac{1}{2} q_C + \frac{1}{2} U_C, & \text{if } s \in C \in S_1 \text{ with } C \cap S_{S_2} = \emptyset, \\
p(s, a), & \text{otherwise (i.e., if } s \notin S_{S_2}).
\end{cases}$$

The transition function $\tilde{p}$ is well defined, because the elements of $S_{S_3}$ are pairwise disjoint. Two useful properties of $\tilde{p}$ that are evident from its definition are the following:

- $\tilde{p}$ coincides with $\hat{p}$ on $S \setminus S_{S_2}$.
- $\tilde{p}$ is independent of the players’ actions on $S_{S_3}$.

Notation 3.55 (the set $Y^{x_1}$) When $x_1 = (x_1(s))_{s \in S}$ is a stationary strategy of player 1, we denote

$$Y^{x_1} := \prod_{s \in S_0} \left( \{x_1(s)\} \times Y_2(s) \right).$$

Since $Y$ is compact, so is $Y^{x_1}$.

The following lemma is the analog of Lemma 3.40 to the family $\mathcal{F}_3$, see Lemma 45 in Vieille [34].

Lemma 3.56 There exist no set $F \subseteq S_0$ and no stationary strategy $x_1$ of player 1 such that the following three properties are satisfied simultaneously:

(C’1) $\tilde{p}(F \mid s, y(s)) = 1$ for every $s \in F$ and every $y(s) \in Y^{x_1}(s)$.

(C’2) $F$ is $Y^{x_1}$-blocked to player 2 under $\tilde{p}$.

(C’3) Player 2’s maxmin value $v_2$ is constant over $F$, denoted by $v_2(F)$.

Proof. Assume to the contrary that there exist $F$ and $x_1$ with the properties above. Since $\tilde{p}$ is independent of the players’ actions on $S_{S_3}$, we can assume without loss of generality that

(i) $x_1(s) \in Y_1(s)$ for each $s \in S_{S_1},$

(ii) $x_1(s) = z_1(s)$ for each $s \in S_{S_2}$; see Notation 3.50 for the definition of $z_1$.

These two conditions do not contradict, because $z_1(s) \in Y_1(s)$ whenever $s \in S_{S_1} \cap S_{S_2}$ by Lemma 3.51(2). Note that $x_1(s) \in Y_1^D(s)$ for each $D \in S_2$ and each $s \in D$ by assumption (ii) above and by Lemma 3.51(1).
Step 1: For each $D \in \mathcal{F}_2$ such that $D \cap F \neq \emptyset$, we have $D \subseteq F$ and $q_D^{F_2}(F) = 1$, i.e., $q_D^{F_2}$ induces transitions only to states in $F$.

Let $D \in \mathcal{F}_2$ such that $D \cap F \neq \emptyset$. Let $s \in D \cap F$. By (C'1) and since $\tilde{p}$ in state $s$ assigns probability $\frac{1}{2}$ to $U_D$ and probability $\frac{1}{2}$ to $q_D^{F_2}$, we have $D \subseteq F$ and $q_D^{F_2}(F) = 1$.

Step 2: For every $s \in F$ and every $y(s) \in Y^{x_1}(s)$ we have

$$\hat{p}(F \mid s, y(s)) = 1.$$  \hfill (94)

Let $s \in F$ and $y(s) \in Y^{x_1}(s)$, so that $y_1(s) = x_1(s)$. We distinguish between two cases.

Case 1: $s \notin S_{\mathcal{F}_2}$. Then $\overline{p}$ and $\hat{p}$ coincide in state $s$, and hence (C'1) implies Eq. (94). Case 2: $s \in S_{\mathcal{F}_2}$. In this case $s \in D$ for some $D \in \mathcal{F}_2$. By Step 1, $D \subseteq F$. Since $x_1(s) \in Y_1^D(s)$ by assumption, Lemma 3.45 implies that $\hat{p}(D \mid s, y(s)) = 1$, and Eq. (94) follows.

Step 3: There exists a nonempty subset $\overline{F} \subseteq F$ such that

(a) $\overline{F}$ is $Y^{x_1}$-communicating under $\hat{p}$.

(b) $\hat{p}(\overline{F} \mid s, y(s)) = 1$ for every $s \in \overline{F}$ and every perturbation $y(s)$ of $Y^{x_1}(s)$ such that $\hat{p}(F \mid s, y(s)) = 1$.

(c) There is no $D \in \mathcal{F}_2$ such that $\overline{F} \subseteq D$.

For $s, s' \in F$, write $s \rightarrow s'$ if there is a perturbation $y(s)$ of $Y^{x_1}(s)$ such that $\hat{p}(F \mid s, y(s)) = 1$ and $\hat{p}(s' \mid s, y(s)) > 0$. Step 2 implies that in the directed graph with $F$ as the set of vertices and arcs given by $\rightarrow$, there is a maximal strongly connected component $\overline{F}$. It follows that $\overline{F}$ satisfies (a) and (b); cf. also Lemma 41 in Vieille [34].

We next show that $\overline{F}$ also satisfies (c). Assume by way of contradiction that $\overline{F} \subseteq D$ for some $D \in \mathcal{F}_2$. Let $(w_1, w_2)$ be as in Lemma 3.51(3) for this set $D$. Then, by Lemma 3.51(3a) and Step 1 above, $\hat{p}(F \mid s, w_1(s), w_2(s)) = 1$ for each $s \in D$. Hence, by condition (b) of Step 3 we have $\hat{p}(\overline{F} \mid s, w_1(s), w_2(s)) = 1$ for each $s \in D$. Since by assumption $\overline{F} \subseteq D$, this implies $\hat{p}(D \mid s, w_1(s), w_2(s)) = 1$ for each $s \in D$. This however contradicts of Lemma 3.51(3b).

Step 4: $\overline{F} \in \mathcal{F}_2$.

We verify that $\overline{F}$ satisfy the conditions of Definition 3.43. Property (P'1) for $\overline{F}$ holds since $\overline{F} \subseteq F$ and by (C'3).

We next verify that Property (P'2) for $\overline{F}$ holds as well. In view of condition (a) of Step 3, we only need to check that $x_1(s) \in Y_1^{\overline{F}}(s)$ for each $s \in \overline{F}$ (for the definition of $Y_1^{\overline{F}}(s)$, see Notation 3.41). Fix $s \in \overline{F}$. We distinguish between three cases, which are not necessarily mutually exclusive.
Case 1: \( s \in S \setminus F_1 \), i.e., \( s \in C \) for some \( C \in \mathcal{F}_1 \). Then, \( Y^F_1(s) = Y_1(s) \) by the definition of \( Y^F_1(s) \), and by assumption, \( x_1(s) \in Y_1(s) \). Hence, \( x_1(s) \in Y^F_1(s) \), as desired.

Case 2: \( s \in S \setminus F_2 \), i.e., \( s \in D \) for some \( D \in \mathcal{F}_2 \). Then, \( x_1(s) \in Y^D_1(s) \) by assumption.

Case 3: \( s \not\in S \setminus F_3 \). Let \( a_2 \in A_2 \) such that \( p(F \mid s, x_1(s), a_2) < 1 \). We need to show that

\[
E[v_2 \mid s, x_1(s), a_2] < v_2(F).
\]  \hspace{1cm} (95)

Note that \( \tilde{p}, \hat{p}, \) and \( p \) all coincide in state \( s \).

We argue that \( p(F \mid s, x_1(s), a_2) < 1 \). Indeed, let \( y_2(s) \in Y_2(s) \), and consider the perturbation \( y'(s) = (x_1(s), \frac{1}{2}y_2(s) + \frac{1}{2}a_2) \) of \( Y^{x_1}(s) \). By the choice of \( a_2 \) we have \( p(F \mid s, y'(s)) < 1 \). Hence, condition (b) of Step 3 implies that \( p(F \mid s, y'(s)) < 1 \). By condition (a) of Step 3, \( p(F \mid s, x_1(s), y_2(s)) = 1 \) and this yields \( p(F \mid s, x_1(s), a_2) < 1 \), as desired.

Condition (a) of Step 3 implies that \( (s, x_1(s), a_2) \in \mathcal{E}_2(F, Y^{x_1}) \). Thus, by (C'2) we have

\[
E[v_2 \mid s, x_1(s), a_2] = E_{\hat{p}}[v_2 \mid s, x_1(s), a_2] < v_2(F),
\]  \hspace{1cm} (95)

which proves Eq. (95).

**Step 5:** The contradiction.

By Step 4 and the definition of \( \mathcal{F}_2 \), there is a set \( D \in \mathcal{F}_2 \) such that \( F \subseteq D \). This is however in contradiction with property (c) of Step 3. ■

### 3.11 An Auxiliary Stochastic Game

In this section we will define an auxiliary stochastic game, and compare the players’ maxmin values in this game to their maxmin values in the original game.

**Notation 3.57 (the auxiliary stochastic game \( \Gamma^R \))** Let \( \Gamma^R \) be the following two-player stochastic game:

1. The set of states is \( S \).

2. In each state \( s \in S \setminus \mathcal{F}_3 \), each player has a single action, so these states are dummy states in \( \Gamma^R \).

3. In each state \( s \not\in S \setminus \mathcal{F}_3 \), the sets of actions of the two players are \( A_1 \) and \( A_2 \).

4. The transition function is \( \tilde{p} \). Note that here we made a slight abuse of notation: in states in \( S \setminus \mathcal{F}_3 \) the players have a single action, yet in those states the transition is independent of the action pair.

5. The payoff function of each player \( i \), denoted by \( f^R_i \), is defined as follows: Let \( r \in \mathcal{R} \).

- If the run \( r \) never reaches an absorbing state, then \( f^R_i(r) = 0 \).
If the run \( r \) reaches an absorbing state \( s \in S^* \), then \( f_i^R(r) = (\gamma_1^s, \gamma_2^s) \); recall the definition of \((\gamma_1^s, \gamma_2^s)\) in Assumption 3.2.

**Remark 3.58** In a stochastic game as defined in Definition 2.1, the sets of actions of the players are state independent. In \( \Gamma^R \), some states may be dummy states, where the action set of both players is a singleton. Since the transition out of these states is predetermined, one can remove these states from the game by incorporating the transitions out of them in the transition that leads to them. Therefore, to prove the existence of \( \varepsilon \)-equilibria in \( \Gamma^R \), we can assume that the actions are state-independent.

The game \( \Gamma^R \) is a recursive game: the payoff is 0 if no absorption occurs, and otherwise it is fully determined by the state where the run is absorbed; cf. Everett [7]. A similar game is defined on page 85 in Vieille [34].

**Notation 3.59** (the probability measure \( P^R \), the expectation \( E^R \)) Every strategy pair \((\sigma_1, \sigma_2)\) in \( \Gamma^R \), together with the initial state \( s \in S \), induce a probability measure \( P^R_{s, \sigma_1, \sigma_2} \) on the set \( \mathcal{R} \) of runs in \( \Gamma^R \). Denote by \( E^R_{s, \sigma_1, \sigma_2} \) the corresponding expectation operator.

**Notation 3.60** (the maxmin values \( v_i^R \)) For each \( s \in S \) and each \( i \in \{1, 2\} \), denote by \( v_i^R(s) \) player \( i \)'s maxmin value at the initial state \( s \) in \( \Gamma^R \).

**Definition 3.61** (absorbing stationary strategy pair) A stationary strategy pair \((x_1, x_2)\) is called absorbing in a stochastic game if under \((x_1, x_2)\), regardless of the initial state, the run eventually reaches an absorbing state with probability 1.

The next lemma shows that in \( \Gamma^R \), for every stationary strategy of player 1, there is a stationary strategy of player 2 such that the arising stationary strategy pair is absorbing, and player 2’s expected absorbing payoff in \( \Gamma^R \) is at least her maxmin value in \( \Gamma \). This is the analog of Lemma 46 in Vieille [34]. One consequence of this result is that the set \( S^* \) of absorbing states is nonempty.

**Lemma 3.62** The following property holds for the game \( \Gamma^R \): For every stationary strategy \( x_1 \) of player 1, there exists a stationary strategy \( x_2 \) of player 2 such that:

1. \((x_1, x_2)\) is absorbing in \( \Gamma^R \).
2. \( E^R_{s, x_1, x_2}[J^R_2] \geq v_2(s) \) for each \( s \in S_0 \).
Proof. Fix a stationary strategy $x_1$ of player 1.

**Step 1:** The definition of the stationary strategy $x_2^*$ for player 2.

For every state $s \in S_0$ define

$$B_2(s) := \{ a_2 \in A_2 : \mathbb{E}_p[v_2 \mid s, x_1(s), a_2] \geq v_2(s) \}.$$ 

We argue that $B_2(s) \neq \emptyset$ for each $s \in S$. Indeed, suppose first that $s \in S^{x_1}$, i.e., $s \in E$ for some $E \in \mathcal{F}_3$. Then $E \in \mathcal{F}_\ell$ for some $\ell \in \{1,2\}$, and for every $a_2 \in A_2$ we have

$$\mathbb{E}_p[v_2 \mid s, x_1(s), a_2] = \frac{1}{2} \mathbb{E}[v_2 \mid q^{x_1}_E] + \frac{1}{2} \mathbb{E}[v_2(E)] \geq v_2(E) = v_2(s),$$

where the inequality is by Eqs. (82) and (92). Since at each state $s$ Step 1 is independent of the players’ actions, in this case, $B_2(s)$ for some $E$ by Eq. (3).

**Step 2:** $(x_1, x_2^*)$ is absorbing in $\Gamma^R$.

If $(x_1, x_2^*)$ is not absorbing in $\Gamma^R$, then there is a nonempty set $F \subseteq S_0$ such that $\tilde{p}(F \mid s, x_1(s), x_2^*(s)) = 1$ for each state $s \in F$.

Let $w^2_F = \max_{s \in F} v_2(s)$, and define

$$F^\text{max} = \left\{ s \in F : v_2(s) = w^2_F \right\}.$$ 

We will use the following facts: (i) $\tilde{p}(F^\text{max} \mid s, x_1(s), x_2^*(s)) = 1$ for each $s \in F^\text{max}$, by the definition of $x_2^*$; (ii) $\mathbb{E}_p[v_2 \mid s, x_1(s), a_2] = w^2_F$ for each $s \in F^\text{max}$ and $a_2 \in B_2(s)$; and (iii) $\mathbb{E}_p[v_2 \mid s, x_1(s), a_2] < w^2_F$ and $\tilde{p}(F^\text{max} \mid s, x_1(s), a_2) < 1$ for each $s \in F^\text{max}$ and each $a_2 \in A_2 \setminus B_2(s)$.

We focus on the conditions of Lemma 3.56. Note that $F^\text{max}$ satisfies (C’3) by definition.

We now argue that $F^\text{max}$ satisfies (C’1). To this end, we fix $s \in F^\text{max}$ and $y_2(s) \in Y_2(s)$, and show that

$$\tilde{p}(F^\text{max} \mid s, x_1(s), y_2(s)) = 1.$$ (97)

If $s \in S^{x_1}$, then $B_2(s) = A_2$, and hence (i) implies Eq. (97). So, assume that $s \notin S^{x_1}$. Then $\tilde{p}$ coincides with $p$ in state $s$, and Eq. (19) yields $\mathbb{E}_p[v_2 \mid s, x_1(s), y_2(s)] \geq v_2(s) = w^2_F$. Hence, by (ii) and (iii) we have $\text{supp}(y_2(s)) \subseteq B_2(s)$, and then by (i) we obtain Eq. (97).

In view of Lemma 3.56, $F^\text{max}$ cannot satisfy (C’2); that is, $F^\text{max}$ is not $Y^{x_1}$-blocked to
player 2 under \( \tilde{p} \). Hence, there are \( s \in F^{\text{max}} \) and \( a_2 \in A_2 \) such that \( \tilde{p}(F^{\text{max}} \mid s, x_1(s), a_2) < 1 \) and
\[
E_{\tilde{p}}[v_2 \mid s, x_1(s), a_2] \geq w^F_2.
\]
This implies that \( \tilde{p}(F \mid s, x_1(s), a_2) \) and \( a_2 \in B_2(s) \). This, however, contradicts the assumption that \( \tilde{p}(F \mid s, x_1(s), x^*_2(s)) = 1 \).

**Step 3:** \( E^{R}_{s,x_1,x^*_2}[f^R_2] \geq v_2(s) \) for each \( s \in S_0 \).

Let \( \theta \) denote the stage of absorption; if no absorption occurs then \( \theta = \infty \). For every \( s \in S_0 \), we have
\[
E^R_{s,x_1,x^*_2}[f^R_2] = E^R_{s,x_1,x^*_2}[v_2(s^\theta)] \geq v_2(s);
\]
here the equality holds because by Step 2 \( (x_1, x^*_2) \) is absorbing in \( \Gamma^R \), and the inequality holds because, as mentioned above, the process \( (v_2(s^t))_{t \in \mathbb{N}} \) of player 2’s maxmin values is a submartingale under \( P^R_{s,x_1,x^*_2} \).

The next lemma compares each player’s maxmin values in the games \( \Gamma \) and \( \Gamma^R \). This is the analog of Lemma 47 in Vieille [34].

**Lemma 3.63** \( v^R_i(s) \geq v_i(s) \) for each player \( i \in \{1, 2\} \) and each state \( s \in S_0 \).

**Proof.** Fix \( s \in S_0 \).

We start by proving the lemma for player 2. Let \( \varepsilon > 0 \). In the game \( \Gamma^R \), by Everett [7] or by Thuijsman and Vrieze [32], player 1 has a stationary strategy \( x_1 \) such that \( E^R_{s,x_1,y_2}[f^R_2] \leq v^R_2(s) + \varepsilon \) for every stationary strategy \( y_2 \) of player 2. Let \( x_2 \) be as in Lemma 3.62 for \( x_1 \).

By property 2 of Lemma 3.62, we have \( v_2(s) \leq E^R_{s,x_1,x_2}[f^R_2] \leq v^R_2(s) + \varepsilon \). As \( \varepsilon > 0 \) is arbitrary, we have \( v_2(s) \leq v^R_2(s) \) as desired.

We next prove the claim for player 1. Our proof will use the assumption that player 1’s absorbing payoffs are negative, see Assumption 3.1. Let \( y_1 \in Y_1 \) be a stationary strategy for player 1. We first argue that for every stationary strategy \( x_2 \) for player 2,
\[
E^R_{s,y_1,x_2}[f^R_1] \geq v_1(s).
\]

Fix then a stationary strategy \( x_2 \) for player 2. Let \( \theta \) denote the stage of absorption; if no absorption occurs then \( \theta = \infty \). By Lemma 3.28 the process \( (v_1(s^t))_{t \in \mathbb{N}} \) of player 1’s maxmin values is a submartingale under \( P^R_{s,y_1,x_2} \), and hence by Eqs. (82) and (92), \( (v_1(s^t))_{t \in \mathbb{N}} \) is also a submartingale under \( P^R_{s,y_1,x_2} \). Let \( v^\infty_1 \) denote its limit. Note that
\( v_1^\infty \leq 0 \) by Assumption 3.1 and also that \( v_1^\infty = v_1(s^\theta) \) if \( \theta < \infty \). Hence,

\[
\begin{align*}
\mathbb{E}_{s,y_1,x_2}^R[f^R] &= \mathbb{P}_{s,y_1,x_2}(\theta < \infty) \cdot \mathbb{E}_{s,y_1,x_2}^R[v_1(s^\theta) | \theta < \infty] \\
&= \mathbb{E}_{s,y_1,x_2}^R[1_{\{\theta < \infty\}}v_1(s^\theta)] \\
&\geq \mathbb{E}_{s,y_1,x_2}^R[v_1^\infty] \\
&\geq v_1(s),
\end{align*}
\]

which proves Eq. (98).

As \( \Gamma^R \) is a recursive game, player 2 has a stationary best response in \( \Gamma^R \) against the stationary strategy \( y_1 \); cf. for example, Everett \[7\] or Thuijsman and Vrieze \[32\]. Hence, Eq. (98) implies that \( v_1^R(s) \geq v_1(s) \), as desired. ■

### 3.12 Completing the Proof of Theorem 2.20

In this section, we complete the proof of Theorem 2.20. We show that, for any initial state in \( S_0 \), the game \( \Gamma \) admits an \( \varepsilon \)-equilibrium for all \( \varepsilon > 0 \). Since this is in contradiction with Assumption 3.4, the proof of Theorem 2.20 will be complete. Our arguments are similar to those in Vieille \[34\], hence we only sketch the construction.

The recursive game \( \Gamma^R \), defined in Section 3.11, has the following properties:

- \( \Gamma^R \) is positive in the sense of Vieille \[34, 35\]: \( v_2^R(s) \geq v_2(s) \geq 1 > 0 \) for each absorbing state \( s \in S^* \), where the inequalities hold by Assumption 3.1 and Lemma 3.63.
- \( \Gamma^R \) has the absorbing property in the sense of Vieille \[34, 35\]: player 2 has a stationary strategy \( x_2 \) such that for each stationary strategy \( x_1 \) of player 1, the pair \( (x_1, x_2) \) is absorbing in \( \Gamma^R \). Indeed, by Lemma 3.62(1), any stationary strategy for player 2 that uses each action with positive probability will do.

In view of these properties, player 2 wants to reach absorption in \( \Gamma^R \), and she can also force it. The following statement follows from the main result in Vieille \[35\].

**Lemma 3.64** The recursive game \( \Gamma^R \) admits an \( \varepsilon \)-equilibrium for every \( \varepsilon > 0 \).

Fix \( \varepsilon \in (0, \frac{1}{2}) \), and let \( \sigma^R \) be an \((\frac{\varepsilon}{2})\)-equilibrium for \( \Gamma^R \). The next statement is Lemma 48 in Vieille \[34\]. As before, \( \theta \) denotes the stage of absorption, with the convention that \( \theta = \infty \) if the play is never absorbed.

**Lemma 3.65** The strategy pair \( \sigma^R \) leads to absorption in \( \Gamma^R \) with probability at least \( 1 - \frac{\varepsilon}{2} \), i.e., \( \mathbb{P}_{s,\sigma^R}(\theta < \infty) \geq 1 - \frac{\varepsilon}{2} \) for each initial state \( s \in S \).
In Section 7 of [34], based on $\sigma^R$, Vieille defines a strategy pair $\sigma^*$ for the original game $\Gamma$, and shows that $\sigma^*$ is an $\varepsilon$-equilibrium for $\Gamma$. Roughly speaking, the play according to $\sigma^*$ has the following properties, for any initial state $s \in S_0$:

- For any absorbing state $s' \in S^*$, the probability under $\sigma^*$ of absorption in $s'$ is close to the corresponding probability under $\sigma^R$ in the game $\Gamma^R$. Consequently, each player $i$'s expected payoff is close to the corresponding payoff under $\sigma^R$ in the game $\Gamma^R$.

- If the play enters a set $E \in \mathcal{F}_3$, then the players switch to a strategy pair that implements the exit distribution $q_{E}^{F_1}$ (if $E \in \mathcal{F}_1$) or $q_{E}^{F_2}$ (if $E \in \mathcal{F}_2$). If a player is suspected of deviation, the opponent switches to a punishment strategy.

- Whenever the play is in $S_0 \setminus S_{\mathcal{F}_3}$, the players follow $\sigma^R$.

- Whenever the play reaches an absorbing state $s \in S_*$, the players forget past play and follow an $\varepsilon$-equilibrium for the initial state $s$ that yields payoffs $\varepsilon$-close to $(\gamma_1, \gamma_2)$.

In the game $\Gamma$, the play under $\sigma$ may need some time to exit a set $E \in \mathcal{F}_3$, whereas in the game $\Gamma^R$, the sets $E \in \mathcal{F}_3$ are artificially exited by the transition function. This creates a difference between histories in $\Gamma$ and $\Gamma^R$. Therefore, when the play is outside $S_{\mathcal{F}_3}$, the players should not follow $\sigma^R$ with the actual history in $\Gamma$, but rather they should delete the part of the history that was spent on leaving the set $S_{\mathcal{F}_3}$.

To deal with this problem, Vieille [34] defines a mapping that identifies histories in $\Gamma$ with histories in $\Gamma^R$, by using a deletion operation. We do the same. Since the payoff (or in Vieille’s case, the long-term average payoff) is shift-invariant, this deletion of finitely many stages does not affect the payoffs.

Therefore, Vieille’s [34] construction and arguments lead to the following statement.

**Lemma 3.66** The game $\Gamma$ admits an $10\varepsilon$-equilibrium.

Since $\varepsilon \in (0, \frac{1}{2})$ was arbitrary, this is in contradiction with Assumption [34]. Hence, the proof of Theorem 2.20 is complete.

## 4 Discussion

**Finiteness of the set of states.** Our proof relies on the assumption that the set of states $S$ is finite. Indeed, we closely follow the main lines of the proof of Vieille [34, 35], and his proof makes strong use of this assumption. Also, the crucial Lemma 3.29 uses this assumption at several places; for example, in Step 0 to obtain a uniform bound of loss $\eta^0$ for exits, and in Step 3 to find a state $s^{**}$ satisfying certain properties.
For a countably infinite set of states $S = \mathbb{N}$, additional difficulties arise. Even for a fixed pair of stationary strategies, the induced Markov chain on the set of states $\mathbb{N}$ can generally no longer be classified into transient states and ergodic sets of states. In particular, it would not be sufficient to work with communicating sets as defined in Definition 3.12. It is not known if Vieille’s result [34, 35] can be extended to stochastic games with a countable set of states, and a fortiori the same holds for our result.

**Finiteness of the action sets.** We assumed that the action sets are finite. The reason is that even one-shot games with countably infinite action sets may fail to have an $\varepsilon$-equilibrium. A well-known example is the zero-sum game with action sets $A_1 = A_2 = \mathbb{N}$ in which player 1 wins when her action is larger than player 2’s action, and loses otherwise.

**Boundedness and Borel-measurability of the payoffs.** These two assumptions are standard. They are used to guarantee that each strategy pair induces a well-defined expected payoff, and they are needed for the application of the results of Martin [18] or Maitra and Sudderth [17].

**Shift-invariance of the payoffs.** In the main result, Theorem 2.20, we assumed that the payoff functions are shift-invariant. This assumption was used at various places:

- It ensured that the maxmin values only depend on the state, cf. Lemma 2.19
- Without this assumption, whether an $\varepsilon$-equilibrium exists in the subgame that starts at a certain state may depend on past play, so the proper set of states is the set of finite histories, which is countably infinite. In addition, in Step 3 of the proof of Lemma 3.29 we used the finiteness of the set of states to find a state $s^{**}$ satisfying certain properties.

We now briefly discuss a condition that is slightly weaker than shift-invariance. A payoff function $f_i$ is called *tail-measurable* if whenever two runs $r = (s^1, a^1, s^2, a^2, \ldots) \in \mathcal{R}$ and $r' = (s'^1, a'^1, s'^2, a'^2, \ldots) \in \mathcal{R}$ satisfy $s^t = s'^t$ and $a^t = a'^t$ for every $t$ sufficiently large, we have $f_i(r) = f_i(r')$. Intuitively, $f_i$ is tail-measurable if the payoff remains the same when we change finitely many coordinates of the run.

Every shift-invariant payoff function is also tail-measurable. Indeed, suppose that $f_i$ is shift-invariant, and consider two runs $r = (s^1, a^1, s^2, a^2, \ldots)$ and $r' = (s'^1, a'^1, s'^2, a'^2, \ldots)$ satisfying $s^t = s'^t$ and $a^t = a'^t$ for every $t \geq T$, for some $T \in \mathbb{N}$. Then, by shift-invariance, $f_i(r) = f_i(s^T, a^T, s^{T+1}, a^{T+1}, \ldots) = f_i(r')$, as desired.

The opposite is however not true: there are tail-measurable but not shift-invariant payoff functions. For example, consider a repeated game (that is, a stochastic game with a single state) with a single player who has two actions: $A_1 = \{a, b\}$. Suppose that

- $f_i(r) = 1$ if there is $t_0 \in \mathbb{N}$ such that $a_{1}^{2t} = a$ and $a_{1}^{2t+1} = b$ for every $t \geq t_0$. 
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• \( f_1(r) = 0 \) otherwise.

Then \( f_1 \) is tail-measurable but not shift-invariant.

As the following example shows, tail-measurable payoffs pose difficulty for our proof technique: in such a case, the maximin value of a player in a subgame does not only depend on the current state, but also on the current stage. Therefore, studying the slightly more general tail-measurable payoffs leads us to stochastic games with countably many states, and entails additional technical difficulties.

**Example 4.1** Consider a game with three states \( S = \{1, 2, 3\} \), with state 1 being the initial state. Player 1 has two actions \( T \) and \( B \) in state 1 and only one action \( B \) in states 2 and 3, while player 2 has only one action in each state (i.e., player 2 is dummy). In state 1, the action \( T \) of player 1 keeps the play in state 1 whereas the action \( B \) leads to state 2 with probability 1. From state 2 the play moves to state 3 with probability 1, and from state 3 the play moves to state 2 with probability 1. The transition function appears graphically in Figure 1. The payoff of player 1 is equal to 1 if state 2 is reached at an even stage, and it is equal to 0 otherwise.

![Figure 1: The transition function in the game in Example 4.1.](image)

Player 1’s payoff function is tail-measurable, since it is determined by the parity of the stage in which we leave state 1. Since player 2 is a dummy player, the transitions are deterministic, and no two actions lead to the same transition, we can identify a run with the sequence of states. Note that the sequence of states \( (1, 1, 3, 2, 3, 2, 3, 2, 3, \ldots) \) is not a run, as it does not respect the transitions in the game.

Player 1’s payoff function is not shift-invariant though, as \( f_1(1, 1, 3, 2, 3, 2, 3, 2, 3, \ldots) = 0 \) while \( f_1(1, 2, 3, 2, 3, 2, 3, \ldots) = 1 \).

The maximin value of player 1 does not only depend on the current state, but also on the current stage. For example, if \( h \) is a history with final state \( s_h = 2 \), then player 1’s maximin value in the subgame that starts at \( h \) is equal to 1 if length(\( h \)) is even, and to 0 if length(\( h \)) is odd.

**More than two players.** The existence of \( \varepsilon \)-equilibrium for stochastic games with more than two-players is an open problem, and it is already challenging in games with a simple structure (e.g., in quitting games, see Solan and Vieille [29] or Simon [27]).

Let us provide some more details in terms of our proof techniques. For two-player stochastic games with the long-term average payoff, Vieille [34] uses auxiliary zero-sum
games, and relies on Mertens and Neyman [21] for the existence and structure of $\varepsilon$-optimal strategies in these zero-sum games. For bounded and Borel-measurable payoffs, Martin [18] or Maitra and Sudderth [17] provide an analog to Mertens and Neyman [21], and this is an important building block in our proof.

For more than two players, however, the maxmin value and the minmax value of a player are generally different (i.e., the last inequality in Eq. (1) fails). As a consequence, the results of Mertens and Neyman [21], Martin [18], and Maitra and Sudderth [17] only take a weaker form, cf. Neyman [24] and Ashkenazi-Golan, Flesch, Predtetchinski, and Solan [2]. In particular, in the auxiliary zero-sum games where one player maximizes her own payoff and the opponents minimize the same (without correlation), one cannot take $\delta$-optimal strategies as we do in Section 3.5.

In certain classes of games with more than two players and the long-term average payoff, $\varepsilon$-equilibria have been established by using limit properties of discounted equilibria as the discount factor vanishes, as in Solan [28], which rely on the existence of discounted equilibria by Fink [8] or Takahashi [31]. However, at the moment, Fink [8] and Takahashi [31] have no analog for bounded and Borel-measurable payoffs. Perhaps a suitable approximation of the bounded and Borel-measurable payoffs, as in Ashkenazi-Golan, Flesch, Predtetchinski, and Solan [2], can pave the way forward.

**The choice of the subgame-perfect $\delta$-maxmin strategies.** In Section 3.5, we constructed a subgame-perfect $\delta$-maxmin strategy for each player through the functions $D_{i}^{\delta}$ given by Lemma 3.22. This very specific construction was used in Step 2 of the proof of Lemma 3.29 to ensure that the strategy pair $(\pi_{1}^{\rho,\delta}, \pi_{2}^{\rho,\delta})$, which was derived from the subgame-perfect $\delta$-maxmin strategies, still yields high expected payoffs to the players. We do not know whether the same would remain true for $(\pi_{1}^{\rho,\delta}, \pi_{2}^{\rho,\delta})$ if one defines them using arbitrary subgame-perfect $\delta$-maxmin strategies for the players.

**Subgame-perfect $\varepsilon$-equilibrium.** The main result of the paper, Theorem 2.20, cannot be strengthened to the existence of subgame-perfect $\varepsilon$-equilibrium. Indeed, Flesch, Kuipers, Mashiah-Yaakovi, Schoenmakers, Shmaya, Solan, and Vrieze [10] presented a two-player stochastic game with two states and bounded, Borel-measurable, and shift-invariant payoffs that admits no subgame-perfect $\varepsilon$-equilibrium for small $\varepsilon > 0$.
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