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Abstract

In this thesis, new generalizations of the Bethe approximation and new understanding of the replica method are proposed. The Bethe approximation is an efficient approximation for graphical models, which gives an asymptotically accurate estimate of the partition function for many graphical models. The Bethe approximation explains the well-known message passing algorithm, belief propagation, which is exact for tree graphical models. It is also known that the cluster variational method gives the generalized Bethe approximation, called the Kikuchi approximation, yielding the generalized belief propagation. In the thesis, a new series of generalization of the Bethe approximation is proposed, which is named the asymptotic Bethe approximation. The asymptotic Bethe approximation is derived from the characterization of the Bethe free energy using graph covers, which was recently obtained by Vontobel. The asymptotic Bethe approximation can be expressed in terms of the edge zeta function by using Watanabe and Fukumizu’s result about the Hessian of the Bethe entropy. The asymptotic Bethe approximation is confirmed to be better than the conventional Bethe approximation on some conditions. For this purpose, Chertkov and Chernyak’s loop calculus formula is employed, which shows that the error of the Bethe approximation can be expressed as a sum of weights corresponding to generalized loops, and generalized for non-binary finite alphabets by using concepts of information geometry.

The replica method is a method invented in statistical physics for analyzing typical behaviors of random statistical models. Although the replica method is non-rigorous, it gives empirically correct results for various problems. However, many involved techniques employed in the replica method prevent study and understanding of it. The contribution of the second part of the thesis is regarding clarification of the replica method. The main tool for the purpose is the method of types, which is a well-known elementary tool in information theory. From the method of types, clear derivation and interpretation of the replica method are obtained. As a consequence, it is revealed that the replica method gives the same results as the cavity method, and that the replica method on the replica symmetry assumption implies the validity of Bethe approximation.
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1 Introduction

1.1 Graphical model and factor graph

The graphical model is a model for representing a probability measure with intuitive understanding. There are several ways for representing a probability measure by a graph. In this thesis, we deal with a factor graph as a graphical model for representing a probability measure. Let $\mathcal{X}$ be an alphabet for which probability measure is defined. A factor graph is a bipartite graph $G = (V, F, E, (f_a)_{a \in F})$ where $V$ is a set of variable nodes, $F$ is a set of factor nodes, $E \subseteq V \times F$ is a set of edges, and $f_a: \mathcal{X}^{d_a} \rightarrow \mathbb{R}_{\geq 0}$ is a non-negative function associated with a factor node $a \in F$. The neighborhoods of a factor node $a \in F$ and a variable node $i \in V$ are denoted by $\partial a \subseteq V$ and $\partial i \subseteq F$, respectively. Let $|\mathcal{A}|$ be the size of a set $\mathcal{A}$ and $N := |V|$. Here, $d_i$ and $d_a$ are the degrees of a variable node $i \in V$ and a factor node $a \in F$, respectively, i.e., $d_i = |\partial i|$ and $d_a = |\partial a|$. We also use notations $V(G)$, $F(G)$ and $E(G)$ for the set of variable nodes, the set of factor nodes and the set of edges in a factor graph $G$. For a discrete alphabet $\mathcal{X}$, the probability mass function $p(x; G)$ defined by the factor graph $G$ is

$$
p(x; G) = \frac{1}{Z(G)} \prod_{a \in F} f_a(x_{\partial a}), \quad Z(G) = \sum_{x \in \mathcal{X}^N} \prod_{a \in F} f_a(x_{\partial a}). \quad (1.1)
$$

Here, the constant $Z(G)$ for the normalization is called a partition function. For a continuous alphabet $\mathcal{X}$, the probability density function $p(x; G)$ defined by the factor graph $G$ is the same as (1.1) except that the sum $\sum_{x \in \mathcal{X}^N}$ is replaced by $\int_{\mathcal{X}^N} dx$. In this thesis, the alphabet $\mathcal{X}$ is assumed finite unless otherwise stated. One of the most classic and simplest examples of graphical models is the Ising model represented by a (non-factor) graph $G' = (V, E', ((J_{i,j} \in \mathbb{R})_{(i,j) \in E'}, (h_i \in \mathbb{R})_{i \in V}))$. The probability mass function $p_{\text{Ising}}(x; G', \beta)$ on $\{+1, -1\}^N$ is defined by a graph $G'$ and a parameter $\beta \in \mathbb{R}_{\geq 0}$ as

$$
p_{\text{Ising}}(x; G', \beta) = \frac{1}{Z_{\text{Ising}}(G', \beta)} \exp \left\{ \beta \left( \sum_{(i,j) \in E'} J_{i,j} x_i x_j + \sum_{i \in V} h_i x_i \right) \right\},
$$

$$
Z_{\text{Ising}}(G', \beta) = \sum_{x \in \{+1, -1\}^N} \exp \left\{ \beta \left( \sum_{(i,j) \in E'} J_{i,j} x_i x_j + \sum_{i \in V} h_i x_i \right) \right\}. \quad (1.2)
$$

1
A graph $G = (V, E, (J_{i,j})_{(i,j) \in E}, (h_i)_{i \in V})$ can be translated to a factor graph

$$
G = \left( V, F = E' \cup V, E = \{(i, (j,k)) \subseteq V \times E' \mid i = j \text{ or } i = k \}, \left((f_{(i,j)}(x_i, x_j) = \exp\{\beta J_{i,j}x_i x_j\}\right)_{(i,j) \in E'}, \left(f_i(x_i) = \exp\{\beta h_i x_i\}\right)_{i \in V}\right).
$$

When $J_{i,j} \geq 0$ ($J_{i,j} \leq 0$) for all $(i, j) \in E$, the Ising model is said to be ferromagnetic (antiferromagnetic). The parameters $(h_i)_{i \in V}$ are called (external) magnetic fields. The Ising model is a simple model but often exhibits non-trivial behaviors in large-size limit, i.e., $N \to \infty$ as shown in Section 1.3. The parameter $\beta$ is called inverse temperature.

A family of probability measures with a parameter $\beta \in \mathbb{R}_{\geq 0}$ defining a probability mass function $p(x; G, \beta)$

$$
p(x; G, \beta) = \frac{1}{Z(G, \beta)} \prod_{a \in F} f_a(x_{\partial a})^\beta, \quad Z(G, \beta) = \sum_{x \in \mathcal{X}^N} \prod_{a \in F} f_a(x_{\partial a})^\beta \quad (1.3)
$$

is called the Boltzmann-Gibbs distribution. For the Boltzmann-Gibbs distribution, the partition function $Z(G, \beta)$ of a fixed factor graph $G$ can be regarded as a function of $\beta \in \mathbb{R}_{\geq 0}$ (or more broadly $\beta \in \mathbb{C}$). This is the reason why $Z(G)$ in (1.1) is generally called a partition “function.”

Another important class of factor graphs is a constraint satisfaction problem (CSP). When $f_a(x_{\partial a})$ takes values in $\{0, 1\}$ for all $a \in F$, the probability measure defined by the factor graph is given as $p(x; G) = 1/Z(G)$ if $f_a(x_{\partial a}) = 1$ for all $a \in F$ and $p(x; G) = 0$ otherwise. In this case, $Z(G)$ is the number of solutions of CSP, which is of great interest in theoretical computer science.

### 1.2 Partition function

The partition function plays a fundamental role in statistical physics. For the Boltzmann-Gibbs distribution (1.3), it holds

$$
\frac{\partial \log Z(G, \beta)}{\partial \beta} = \left\langle \sum_{a \in F} \log f_a(X_{\partial a}) \right\rangle = -\mathcal{U}'(G, \beta)
$$

where $X_{\partial a}$ denotes a random variable corresponding to $x_{\partial a}$ and where $\langle \cdot \rangle$ denotes the expectation with respect to $p(\cdot ; G, \beta)$. The quantity $\mathcal{U}'(G, \beta)$ is called the internal energy in thermodynamics and statistical physics. Similarly, it holds

$$
\frac{\partial^\frac{1}{2} \log Z(G, \beta)}{\partial \beta} = \frac{1}{\beta^2} \left\langle \log p(X; G, \beta) \right\rangle = -\frac{1}{\beta^2} \mathcal{H}(p(\cdot ; G, \beta))
$$

\(^{1}\)In this paper, $0 \log 0$ is regarded as $0$. 

2
1.3 Phase transition

Phase transition is an important phenomenon well considered in statistical physics. Let \((G_N)_{N=1,2,...}\) be a deterministic or probabilistic sequence of factor graphs where the
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Figure 1.1: The Curie-Weiss model.

where \(X\) denotes a random variable corresponding to \(x \in \mathcal{X}^N\). The quantity \(\mathcal{F}(G, \beta) := -(1/\beta) \log Z(G, \beta)\) is called the Helmholtz free energy in thermodynamics and statistical physics. The value \(\mathcal{H}(\cdot)\) is called the Shannon entropy in information theory and the (canonical) entropy in thermodynamics and statistical physics. In physics, the entropy is often denoted by \(S(\cdot)\) rather than \(\mathcal{H}(\cdot)\). The Helmholtz free energy, the internal energy and the entropy satisfy the equation

\[
\mathcal{F}(G, \beta) = \mathcal{U}(G, \beta) - \frac{1}{\beta} \mathcal{H}(p(\cdot, G, \beta)).
\]  

Furthermore, the second derivative of the logarithm of the partition function gives the variance of energy

\[
\frac{\partial^2 \log Z(G, \beta)}{(\partial \beta)^2} = \left\langle \left( - \sum_{a \in F} \log f_a(X_{\partial a}) - \mathcal{U}(G, \beta) \right)^2 \right\rangle.
\]

Since the internal energy and the Shannon entropy are of great interest in both statistical physics and information theory, the Helmholtz free energy and equivalently the partition function are also meaningful. Due to the reason, analysis of the Helmholtz free energy is one of the central problems in information theory and statistical physics.
number of variable nodes in $G_N$ is $N$. For a finite $N$, $Z(G_N, \beta)$ is analytic in the whole complex plane $\beta \in \mathbb{C}$. However, in the limit $N \to \infty$, the analyticity can be lost at some point $\beta = \beta_c \in \mathbb{R}$. Such $\beta_c$ is called critical temperature and this phenomenon of lost analyticity is called phase transition. In the following, we review one of the most classic and simplest example including phase transition in statistical physics called the Curie-Weiss model. The Curie-Weiss model is the Ising model (1.2) where the graph is the complete graph, i.e., $V = \{1, \ldots, N\}$, $E = \{(i, j) \in V \times V \mid i < j\}$, and where $J_{i,j} = 1/N$ for all $(i, j) \in E$. The partition function of the Curie-Weiss model of size $N$, denoted by $Z_{CW}(N, \beta)$, is

$$Z_{CW}(N, \beta) = \sum_{k=0}^{N} \binom{N}{k} \exp \left\{ \frac{\beta}{2N} \left( k(k-1) + (N-k)(N-k-1) - 2k(N-k) \right) \right\}$$

$\doteq \max_{k=0, \ldots, N} \left[ \exp \left\{ N \left( H \left( \frac{k}{N} \right) + \frac{\beta}{2} \left( \frac{k}{N} \frac{k-1}{N} + \frac{N-k}{N} \frac{N-k-1}{N} - 2 \frac{k}{N} \frac{N-k}{N} \right) \right) \right\} \right]$ where $H(\alpha) := -\alpha \log \alpha - (1-\alpha) \log(1-\alpha)$ is the binary entropy function for $\alpha \in [0, 1]$. Here, $A(N) \doteq B(N) \iff \lim_{N \to \infty} (1/N) \log A(N) = \lim_{N \to \infty} (1/N) \log B(N)$. In the above equation, $k \in \{0, 1, \ldots, N\}$ corresponds to the number of 1s in an assignment $x \in \{+1, -1\}^N$. The derivation of the above equation will be explained in Section 4.1 in a more general setting. Then, the exponent of the partition function is obtained as

$$\phi(\beta) := \lim_{N \to \infty} \frac{1}{N} \log Z_{CW}(N, \beta) = \max_{\alpha \in [0, 1]} \left\{ H(\alpha) + \frac{\beta}{2} (\alpha^2 + (1-\alpha)^2 - 2\alpha(1-\alpha)) \right\}$$

$$= \max_{\alpha \in [0, 1]} \left\{ H(\alpha) + \frac{\beta}{2} (1-2\alpha)^2 \right\} =: \frac{\beta}{2} + \max_{\alpha \in [0, 1]} \left\{ \psi_\beta(\alpha) \right\}.$$ The function $\psi_\beta(\alpha)$ is depicted in Figure 1.1. Let $\alpha(\beta) := \arg \max_{\alpha} \psi_\beta(\alpha)$. Then, $\alpha(\beta)$ must satisfy

$$\log \frac{1 - \alpha(\beta)}{\alpha(\beta)} = 2\beta(1-2\alpha(\beta))$$

for the condition $d\psi_\beta(\alpha)/d\alpha = 0$. The left-hand side and the right-hand side of the above equation are depicted in Figure 1.2 as functions of $\alpha$. For $\beta \leq 1$, $\alpha(\beta) = 1/2$ is the unique solution. For $\beta > 1$, there is a pair of non-trivial solutions, which must be chosen as shown in Figure 1.1. Then, the exponent of the partition function is

$$\phi(\beta) = \begin{cases} \log 2, & \beta \leq 1 \\ H(\alpha(\beta)) + \frac{\beta}{2} (1-2\alpha(\beta))^2, & \beta > 1 \end{cases}$$

which is shown in Figure 1.3. Hence, the critical temperature of the Curie-Weiss model
is $\beta_c = 1$. While the first derivative of $\phi(\beta)$

$$\frac{d\phi(\beta)}{d\beta} = \frac{1}{2}(1 - 2\alpha(\beta))^2$$

is a continuous function, the second derivative of $\phi(\beta)$ is discontinuous at $\beta = \beta_c$ since

$$\alpha^{-1}(x) = \frac{1}{2(1 - 2x)} \log \frac{1 - x}{x}$$

has zero slope at $x = 1/2$. When $d\phi(\beta)/d\beta$ is discontinuous at $\beta_c$, a model is said to have a first-order phase transition. When $d\phi(\beta)/d\beta$ is continuous but $d^2\phi(\beta)/d\beta^2$ is discontinuous at $\beta_c$, a model is said to have a second-order phase transition.

1.4 Complexities of computation and approximation of the partition function

Valiant defined the complexity class $\#P$ and showed that the computation of the permanents of $(0,1)$-matrices is $\#P$-complete [Valiant, 1979]. The permanent of an $N \times$
A square matrix $A$, which is similar to the determinant, is

$$\text{perm}(A) = \sum_{\sigma} \prod_{i=1}^{n} A_{i,\sigma(i)}$$

where $\sigma$ runs over all permutations on $\{1, 2, \ldots, n\}$. The permanent of a non-negative matrix can be regarded as a partition function as follows

$$Z(G) = \sum_{x \in \{0,1\}^n} \prod_{i=1}^{n} \left\{ \sum_{j=1}^{n} x_{i,j} = 1 \right\} \prod_{j=1}^{n} \left\{ \sum_{i=1}^{n} x_{i,j} = 1 \right\} \prod_{i=1}^{n} \prod_{j=1}^{n} A_{i,j}x_{i,j}.$$

Hence, the computation of partition function includes $\#P$ problems, which are considered to be harder than NP-complete problems due to Toda’s theorem [Toda, 1991]. Even if the degrees of variable and factor nodes are bounded by a finite constant, counting the number of solutions for CSP is still $\#P$-complete [Vadhan, 2001]. Hence, an accurate approximation is considered to be a realistic goal. For accurate and efficient approximations, the notion of fully polynomial-time randomized approximation scheme (FPRAS) is useful, which is a randomized algorithm computing an approximation $\hat{Z}$ for a partition function $Z$ in polynomial time with respect to the size of the problem and with respect also to $1/e$ where $e$ satisfies $Z(1 + e)^{-1} \leq \hat{Z} \leq Z(1 + e)$. Although some $\#P$-complete problems do not have FPRAS unless NP $=$ RP, fortunately, some $\#P$-complete problems have FPRAS [Dyer et al., 2004]. Most of FPRAS for $\#P$-complete problems are based on the Markov chain Monte Carlo (MCMC) approach. The MCMC algorithm gives FPRAS for the computation of permanent of non-negative matrix [Jerrum and Sinclair, 1989; Jerrum et al., 2004] and the computation of partition function of the ferromagnetic Ising model [Jerrum and Sinclair, 1993]. Even if the degrees are bounded, there are $\#P$-complete problems which do not admit an FPRAS unless NP $=$ RP, e.g., counting number of independent sets on $\Delta$-regular graph for $\Delta \geq 6$ [Dyer et al., 2002; Sly and Sun, 2012]. Other properties of graph, e.g., girth, expander, etc., may be useful for

Figure 1.3: Free energy of the Curie-Weiss model.
admitting FPRAS \cite{Chandrasekaran2011}. Fully polynomial-time approximation scheme (FPTAS), which is the deterministic version of FPRAS, is also found for the independent set problem \cite{Weitz2006} and the Ising model \cite{Sinclair2012}.

### 1.5 Background and contributions of the thesis

#### 1.5.1 Background

**Bethe approximation:** The Bethe approximation is a popular approximation invented in statistical physics for the partition function of many graphical models, e.g., low-density parity-check codes \cite{Richardson2008}, code division multiple access channel \cite{Kabashima2003}, compressed sensing \cite{Donoho2010}, etc. The Bethe approximation yields the well-known efficient message passing algorithm belief propagation. Although theoretical aspects of the Bethe approximation have not been well understood, recently it is proved that for some models, the Bethe approximation gives exact asymptotic behaviors of the partition function in the large-size limit \cite{Dembo2010}, \cite{Dembo2011}. Since the belief propagation is a more efficient algorithm than MCMC algorithms, studies of the Bethe approximation are considered to be useful also in a practical point of view although no FPTAS using the Bethe approximation has been known. Recently, the Bethe approximation is analyzed for some problems in computer science \cite{Vontobel2011}, \cite{Chandrasekaran2011}. In this thesis, theoretical aspects of the Bethe approximation are discussed.

**Replica method:** The replica method is a non-rigorous method invented in statistical physics for evaluation of $\lim_{N \to \infty} (1/N) \mathbb{E}[\log Z(G)]$ where $\mathbb{E}[\cdot]$ denotes the expectation with respect to a random factor graph $G$ \cite{Meyard1987}. In the replica method, first $\lim_{N \to \infty} (1/N) \log \mathbb{E}[Z(G)^n]$ is evaluated for $n \in \mathbb{N}$. Then, $\lim_{N \to \infty} (1/N) \mathbb{E}[\log Z(G)]$ is obtained as $\lim_{n \to 0} (1/n) \lim_{N \to \infty} (1/N) \log \mathbb{E}[Z(G)^n]$ on the basis of several ansatz. Although the replica method is not rigorous, empirically it always gives correct results \cite{Meyard1987}, \cite{Monasson1997}, \cite{Nishimori2001}, \cite{Tanaka2002}. It is empirically known that the replica method on the replica symmetry assumption implies the asymptotic exactness of the Bethe approximation \cite{Nishimori2001}, \cite{Meyard2009}. However, the relationship between the replica method and the Bethe approximation has not been clearly understood.
1.5.2 Contributions of the thesis

**Generalization of the loop calculus formula:** Recently, an exact equality called the *loop calculus formula* between the true partition function and its Bethe approximation for binary models is found in [Chertkov and Chernyak, 2006a]. This result is useful for improvement of the Bethe approximation [Chertkov and Chernyak, 2006c], [Gómez et al., 2007] and analysis of errors of the Bethe approximation [Chandrasekaran et al., 2011]. Generalization of the formula for non-binary finite alphabets is considered in [Chernyak and Chertkov, 2007]. However, this result does not give an explicit representation of the formula. In this thesis, explicit representations of the loop calculus formula for non-binary finite alphabets are given by using concepts of information geometry. This result is useful for many purposes similarly to the binary case. This result is presented in Chapter 3.

**Proposal of new generalizations of the Bethe approximation:** New series of generalizations of the Bethe approximation is proposed. The idea of the generalizations is based on the method of graph covers [Vontobel, 2010b]. The generalized Bethe approximations are represented by using the edge zeta function. For some problems, the new generalized Bethe approximation is provably better than the original Bethe approximation. In order to explain the relationship between the new generalized Bethe approximation and the true partition function, the loop calculus formula for non-binary finite alphabets is used, which is obtained in Chapter 3. This result is presented in Chapter 5.

**New derivations of expected log-partition function by the replica method:** New derivations of expected log-partition function by the replica method are proposed. In the derivation, the method of types for a factor graph is used, which is introduced in [Vontobel, 2010b]. From this derivation, one can understand that the replica symmetry assumption implies the asymptotic exactness of the Bethe approximation. This understanding is considered to be useful for study of the replica method for non-physicists. This result is presented in Chapter 6.

1.6 Organization of the thesis

**Chapter 2:** The Bethe approximation is introduced by the commonly accepted cluster variation method. The relationship between the Bethe approximation and the belief propagation is also shown.
Chapter 3: The characterization of the Bethe approximation using loop calculus is introduced, which is recently obtained by [Chertkov and Chernyak, 2006a]. Equalities between the partition function and the Bethe approximated partition function are also obtained. Here, the loop calculus formula is generalized for non-binary finite alphabets by using tools of information geometry.

Chapter 4: The method of graph covers, used in [Vontobel, 2010b], is reviewed, which gives a novel characterization of the Bethe entropy and the Bethe free energy. This idea is used for generalization of the Bethe approximation in Chapter 5.

Chapter 5: New generalizations of the Bethe approximation are introduced by using the method of graph covers. In the new generalization, the prefactor for improving the Bethe approximation is represented by the edge zeta function. The representation by the edge zeta function is obtained from the formula between the edge zeta function and the determinant of the Hessian of the Bethe free energy shown in [Watanabe, 2010]. It is shown that the new approximation is better than the Bethe approximation on some problem settings both theoretically and empirically.

Chapter 6: New calculations in the replica method is proposed in this chapter which clarify the relationship between the replica symmetric free energy and the Bethe free energy.
Part I

The Bethe Approximation
2 Definition of the Bethe Free Energy by the Cluster Variation Method

In this chapter, the Bethe approximation is introduced for an efficient approximation of the partition function. The cluster variation method is used for the definition of the Bethe free energy, which is the most traditional and commonly accepted definition. Furthermore, the belief propagation is introduced as an algorithm that tries to find the minimum of the Bethe free energy.

2.1 Exactly solvable factor graphs

2.1.1 Tree factor graph

In this section, the computation of the partition function of a tree factor graph is considered. A leaf variable node is defined as a degree-one variable node. When factor node $a \in F$ has one and only one neighboring variable node $i \in \partial a$ which is not a leaf variable node, $a$ is said to be a leaf factor node. A tree factor graph $G$ includes a leaf factor node unless $G$ only includes the unique factor node. The following tree decimation algorithm outputs the partition function $Z(G)$ of a tree factor graph $G$.

Step 0: If the factor graph includes the unique factor node $a$, output $Z(G) = \sum_{x_{\partial a} \in \mathcal{X}_{\partial a}} f_a(x_{\partial a})$.

Step 1: Choose a leaf factor node $a \in F$.

Step 2: If the degree of $a$ is not one, remove all leaf variable nodes connected to $a$ and replace $f_a(x_{\partial a})$ by $\sum_{x_{\partial a \setminus \{i\}}} f_a(x_{\partial a})$ where $i \in \partial a$ is the non-leaf variable node connected to $a$. Now, $a$ is a degree-one factor node.

Step 3: Choose a factor node $b \in \partial i \setminus \{a\}$ where $\{i\} = \partial a$. Remove a factor node $a$ and replace $f_b(x_{\partial b})$ by $f_b(x_{\partial b})f_a(x_i)$.

Step 4: Go to Step 0.

The complexity of this algorithm is $O(|E|)$.
2.1.2 Single-cycle factor graph

By using the tree decimation algorithm in the previous section, without loss of generality, a single-cycle factor graph $G$ can be assumed to be a cycle graph, i.e., all variable nodes and all factor nodes in a factor graph are degree-two. For a chain factor graph, i.e., all variable nodes and all factor nodes in a factor graph are degree-two except for two degree-one variable nodes at the ends of the chain, the partition function can be easily calculated by the method of transfer matrix.

**Lemma 2.1** (Partition function of a chain factor graph).

\[
\sum_{x \in \mathcal{X}^N, x_1 = x, x_N = x'} \prod_{i=1}^{N-1} f_i(x_i, x_{i+1}) = (F^{(1)} F^{(2)} \cdots F^{(N-1)})_{x,x'}
\]

where $F^{(i)}$ is a $|\mathcal{X}| \times |\mathcal{X}|$ matrix with $F^{(i)}_{x,x'} = f_i(x, x')$

**Proof.** Let $Z^{(k)}$ be a $|\mathcal{X}| \times |\mathcal{X}|$ matrix whose $(x_1, x_k)$-element is

\[
Z_{x_1,x_k}^{(K)} := \sum_{(x_2,x_3,\ldots,x_{k-1}) \in \mathcal{X}^{K-2}} \prod_{i=1}^{k-1} f_i(x_i, x_{i+1}).
\]

Then, it holds

\[
Z^{(2)} = F^{(1)}, \quad Z^{(K)} = Z^{(K-1)} F^{(K-1)}.
\]

From this lemma, the partition function of a cycle factor graph can be easily calculated.

**Lemma 2.2** (Partition function of a cycle factor graph).

\[
\sum_{x \in \mathcal{X}^N} f_N(x_N, x_1) \prod_{i=1}^{N-1} f_i(x_i, x_{i+1}) = \text{tr}(F^{(1)} F^{(2)} \cdots F^{(N)})
\]

**Proof.** The lemma is obtained from

\[
\sum_{x \in \mathcal{X}^N} f_N(x_N, x_1) \prod_{i=1}^{N-1} f_i(x_i, x_{i+1}) = \sum_{x \in \mathcal{X}} \sum_{x \in \mathcal{X}^{N+1}, x_N = x_N+1} \prod_{i=1}^{N} f_i(x_i, x_{i+1})
\]

\[
= \sum_{x \in \mathcal{X}} (F^{(1)} \cdots F^{(N)})_{x,x} = \text{tr}(F^{(1)} F^{(2)} \cdots F^{(N)}).
\]
2.1.3 Planar factor graph without magnetic field

A partition function of two-dimensional Ising model without magnetic field is for the first time shown by [Onsager, 1944]. Generally a partition function of the Ising model with a planar factor graph can be calculated in polynomial time if it does not have magnetic field. A combinatorial method for the problems is shown by [Kac and Ward, 1952]. Another method is invented and conjectured by Feynman and proved by [Sherman, 1960]. The method of dimer statistics and Pfaffian is shown by [Kasteleyn, 1961] and [Fisher, 1961]. Here, the result of [Kac and Ward, 1952] is shown without a proof.

**Lemma 2.3** ([Kac and Ward, 1952]). The partition function of the Ising model without magnetic field represented by a planar graph is

\[
Z_{\text{Ising}}(G', \beta) = 2^N \prod_{(i,j) \in E} \cosh(\beta J_{i,j}) \sqrt{\det(I_2 - M)}
\]

where \(M\) is a square matrix whose rows and columns are indexed by directed edges and is defined by

\[
M_{i \to j, k \to l} = \begin{cases} 
\exp \left\{ \sqrt{-1} \gamma_{i \to j, k \to l}/2 \right\} \tanh(\beta J_{i,j}), & \text{if } j = k, i \neq l \\
0, & \text{otherwise.}
\end{cases}
\]

Here, \(\gamma_{i \to j, k \to l}\) is the angle of the edge connection between \(i \to j\) and \(k \to l\).

2.2 Exponential family and Legendre transform

2.2.1 Legendre transform

**Definition 2.4** (Legendre transform). For a continuous function \(f : U \to \mathbb{R}\) where \(U\) is an open subset of \(\mathbb{R}^d\), the Legendre transform \(f^*\) of \(f\) is defined as

\[
f^*(\eta) := \sup_{\theta} \left\{ \sum_{k=1}^{d} \eta_k \theta_k - f(\theta) \right\}.
\]

From the definition, \(f^*\) is always convex.

**Lemma 2.5** (Duality of Legendre transform).

\[
f^{**} = \operatorname{conv}(f)
\]

where \(\operatorname{conv}(f)\) denotes the convex hull of \(f\).
Proof. Since $f^{**}$ is convex, it is sufficient to prove
\[ \text{conv}(f)(\theta) \leq f^{**}(\theta) \leq f(\theta). \]

Since
\[
f^{**}(\theta) = \sup_{\eta} \left\{ \sum_{k=1}^{d} \theta_k \eta_k \right\} = \sup_{\eta} \left\{ \inf_{\theta'} \left\{ \sum_{k=1}^{d} \theta_k \eta_k \theta_k' \right\} \right\}
\]

the upper bound $f^{**} \leq f$ is obtained by fixing $\theta' = \theta$ and the lower bound $\text{conv}(f) \leq f^{**}$ is obtained by restricting $\eta_k$ to the left or the right partial derivatives of $\text{conv}(f)$ at $\theta$ with respect to $\theta_k$. \hfill \Box

When $f(\theta)$ is strictly convex, the supremum in (2.1) is achieved at the unique point, say $\theta(\eta)$. In this case, if $f(\theta)$ is differentiable, $\theta(\eta)$ must satisfy
\[
\frac{df(\theta)}{d\theta} \bigg|_{\theta=\theta(\eta)} = \eta
\]
where $\frac{df(\theta)}{d\theta}$ is the gradient vector, i.e., its $k$-th element is $\frac{\partial f(\theta)}{\partial \theta_k}$. In the same way, $\eta(\theta)$ is defined by
\[
\frac{df^{*}(\eta)}{d\eta} \bigg|_{\eta=\eta(\theta)} = \theta
\]
when $f^{*}(\eta)$ is strictly convex and differentiable. Let $\frac{\partial^2 f(\theta)}{d\theta^2}$ be the Hessian matrix of $f(\theta)$, i.e., its $(k, l)$-element is $\frac{\partial^2 f(\theta)}{\partial \theta_k \partial \theta_l}$ and $\frac{\partial \theta(\eta)}{\partial \eta}$ be the Jacobian matrix, i.e., its $(k, l)$-element $\frac{\partial \theta_k(\eta)}{\partial \eta_l}$ where $\theta_k(\eta) := (\theta(\eta))_k$. If $f$ is a $C^2$ function and the Hessian matrix of $f$ is positive-definite, $\theta(\eta)$ is differentiable since $\theta(\eta) = f'^{-1}(\eta)$ where $f'(\theta) := \frac{df(\theta)}{d\theta}$.

Lemma 2.6. If $f$ is a $C^2$ function with positive-definite Hessian matrix,
\[
\frac{df(\theta)}{d\theta} = \eta(\theta), \hspace{1cm} \frac{df^{*}(\eta)}{d\eta} = \theta(\eta).
\]

Hence, $\theta(\eta)$ is the inverse function of $\eta(\theta)$. Furthermore, it holds
\[
\frac{\partial f(\theta)}{\partial \theta^2} = \frac{\partial \eta(\theta)}{\partial \theta} = \left( \frac{\partial \theta(\eta)}{\partial \eta} \right)^{-1} = \left( \frac{\partial f^{*}(\eta)}{\partial \eta^2} \right)^{-1}.
\]

Proof. It is sufficient to prove the first equation. The first equation is obtained by
\[
\frac{df(\theta)}{d\theta} = \left[ \sum_{k=1}^{d} \theta_k \eta_k(\theta) - f^{*}(\eta(\theta)) \right]
\]
\[
= \eta(\theta) + \sum_{k=1}^{d} \theta_k \frac{\partial \eta_k(\theta)}{\partial \theta} - \frac{\partial f^{*}(\eta)}{\partial \eta} \bigg|_{\eta=\eta(\theta)} \frac{\partial \eta(\theta)}{\partial \theta} = \eta(\theta). \hspace{1cm} \Box
\]
2.2.2 Exponential family

In this section, the exponential family is introduced, which is a class of parametric families of probability measures. The domain of the probability measures is assumed to be $\mathcal{X}$ rather than $\mathcal{X}^N$ since any graphical structure is not assumed in this section. The parametric family of probability measures is a family of probability measures having a parameter $\mathbf{\theta} \in \Lambda \subseteq \mathbb{R}^d$ where $d \in \mathbb{N}$ is the dimension of the parameters and where $\Lambda$ is a space of the parameters which is an open subset of $\mathbb{R}^d$. Usually, the existence of the first and the second derivatives of probability mass (density) functions with respect to the parameter is assumed.

**Definition 2.7 (Fisher information matrix).** The Fisher information matrix $\mathcal{J}(\theta)$ is a $d \times d$ matrix whose $(k, l)$ element is

$$
\mathcal{J}_{k,l}(\mathbf{\theta}) := \left\langle \frac{\partial \log p(X | \mathbf{\theta})}{\partial \theta_k} \frac{\partial \log p(X | \mathbf{\theta})}{\partial \theta_l} \right\rangle
$$

where $X \sim p(x | \mathbf{\theta})$.

**Definition 2.8 (Exponential family).** The exponential family is a parametric family of probability measures whose probability mass (density) functions can be expressed in the form

$$
p_E(x; \mathbf{\theta}) = \frac{1}{Z_E(\mathbf{\theta})} \exp \left\{ C(x) + \sum_{k=1}^d \theta_k t_k(x) \right\}, \quad Z_E(\mathbf{\theta}) = \sum_{x \in \mathcal{X}} \exp \left\{ C(x) + \sum_{k=1}^d \theta_k t_k(x) \right\}
$$

using a set of functions $(t_k : \mathcal{X} \rightarrow \mathbb{R})_{k=1,...,d}$ called a sufficient statistic and a function $C(x) : \mathcal{X} \rightarrow \mathbb{R}$.

The Ising model can be regarded as the exponential family with the single parameter $\beta$. For an exponential family, it holds

$$
\frac{\partial \log Z_E(\mathbf{\theta})}{\partial \theta_k} = \langle t_k(X) \rangle_{\mathbf{\theta}}
$$

$$
\frac{\partial^2 \log Z_E(\mathbf{\theta})}{\partial \theta_k \partial \theta_l} = \left\langle \left( t_k(X) - \langle t_k(X) \rangle_{\mathbf{\theta}} \right) \left( t_l(X) - \langle t_l(X) \rangle_{\mathbf{\theta}} \right) \right\rangle_{\mathbf{\theta}} = \mathcal{J}(\mathbf{\theta})_{k,l}.
$$

In the following, we assume that $C(x) = 0$ and consider the Legendre transform of $f(\mathbf{\theta}) := \log Z_E(\mathbf{\theta})$. Since $\mathcal{J}(\mathbf{\theta})$ is positive-semidefinite, $f(\mathbf{\theta})$ is convex. The supremum of $\sum_{k=1}^d \eta_k \theta_k - f(\mathbf{\theta})$ is taken at the stationary points $\{ \theta \in \Theta | \langle t(X) \rangle_{\theta} = \eta \}$. Hence, the Legendre transform is obtained as

$$
f^*(\eta) = \sum_{k=1}^d \eta_k \theta_k^* - \log Z_E(\theta^*) = \langle \log p_E(X; \theta^*) \rangle_{\theta^*}
$$
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which is the minus Shannon entropy of \( p_E(x; \theta^*) \) where \( \theta^* \in \{ \theta \in \Theta \mid \langle t(X) \rangle_\theta = \eta \} \).

When the Fisher information matrix \( J(\theta) \) is positive-definite, \( f(\theta) \) is strictly convex. In this case, \( \eta(\theta) \) is called an expectation parameter. From Lemma 2.6 one obtains the following lemma.

**Lemma 2.9.** If \( J(\theta) \) is positive-definite, it holds

\[
\frac{d \log Z_E(\theta)}{d \eta} = \eta(\theta), \quad \frac{d^2 \log Z_E(\theta)}{d \eta^2} = J(\theta),
\]

and hence, \( J(\eta) = J(\theta)^{-1} \).

**Example 2.10** (Distribution on a finite alphabet). The family of distributions on a finite set \( \mathcal{X} = \{0, 1, \ldots, |\mathcal{X}| - 1\} \) can be regarded as the exponential family with a sufficient statistic \( t_z(x) = \{x = z\}_{z \in \mathcal{X} \setminus \{0\}} \). In this case, \( \eta_z = p(z \mid \theta) \) for \( z \in \mathcal{X} \setminus \{0\} \).

### 2.3 Gibbs free energy, mean-field approximation and variational bounds

#### 2.3.1 Gibbs free energy

As shown in the previous section, for the exponential family, \( \log Z_E(\theta) \) is the Legendre transform of the negative Shannon entropy \( \langle \log p(X; \theta^*) \rangle \). Assume that alphabet \( \mathcal{X} \) is finite. Then, from Lemma 2.3 it holds

\[
\log Z(G) = \log Z_E(\theta) = \sup_{\eta} \left\{ \sum_{k=1}^{d} \eta_k \theta_k - \langle \log p_E(X; \theta^*) \rangle_{\theta^*} \right\}
\]

where \( d = |\mathcal{X}|^N \), \( C(x) = 0 \), \( t_z(x) = \{x = z\} \) and \( \theta_z = \log \prod_{a \in F} f_a(z_{a|a}) \) for \( z \in \mathcal{X}^N \) in the exponential family. Here, \( \theta^* \) is an arbitrary value satisfying \( \langle t_z(X) \rangle_{\theta^*} = p_E(z; \theta^*) = \eta_z \) for \( z \in \mathcal{X}^N \). The above equation can be rewritten as

\[
\log Z(G) = - \min_{q \in P(\mathcal{X}^N)} F_{\text{Gibbs}}(q)
\]

for \( q \in P(\mathcal{X}^N) \) where \( F_{\text{Gibbs}}(q) := U_{\text{Gibbs}}(q) - H_{\text{Gibbs}}(q) \), and where

\[
U_{\text{Gibbs}}(q) := - \sum_{x \in \mathcal{X}^N} q(x) \log \prod_{a \in F} f_a(x_{a|a}), \quad H_{\text{Gibbs}}(q) := - \sum_{x \in \mathcal{X}^N} q(x) \log q(x).
\]
2.3. GIBBS FREE ENERGY, MEAN-FIELD APPROXIMATION AND VARIATIONAL BOUNDS

The quantities $\mathcal{U}_{\text{Gibbs}}(q)$, $\mathcal{H}_{\text{Gibbs}}(q)$ and $\mathcal{F}_{\text{Gibbs}}(q)$ are called the Gibbs average energy, the Gibbs entropy and the Gibbs free energy, respectively. The Gibbs free energy $\mathcal{F}_{\text{Gibbs}}(q)$ takes the minimum $- \log Z(G)$ at $q = p$. For $q = p$, the equation $\mathcal{F}_{\text{Gibbs}}(p) = \mathcal{U}_{\text{Gibbs}}(p) - \mathcal{H}_{\text{Gibbs}}(p)$ is equivalent to (1.4) for $\beta = 1$. In the variational method, we deal with $\min_{q \in \mathcal{P}(\mathcal{X}^N)} F_{\text{Gibbs}}(q)$ instead of $- \log Z(G)$. In [Yedidia et al., 2005], this representation is explained as the minimization of the Kullback-Leibler divergence.

By restricting the domain of the minimization problem (2.3), an upper bound of $- \log Z(G)$ can be obtained. The most popular bound is called the mean-field approximation, which is

$$
\min_{(q_i \in \mathcal{P}(\mathcal{X}))_{i \in V}} \mathcal{F}_{\text{Gibbs}} \left( \prod_{i \in V} q_i \right) \geq \min_{q \in \mathcal{P}(\mathcal{X}^N)} \mathcal{F}_{\text{Gibbs}}(q) = - \log Z(G).
$$

2.3.2 Variational lower bound

In this section, the variational lower bound considered in [Wainwright et al., 2005] is introduced. Let $\Gamma$ be a sample space and $\rho$ be a probability measure on $\Gamma$. Let $(e(x; \Theta) : \mathcal{X}^N \rightarrow \mathbb{R})_{\Theta \in \Gamma}$ be a list of functions satisfying

$$
\langle e(x; \Theta) \rangle_{\rho} = \log \prod_{a \in F} f_a(x_{da}).
$$

Then, one obtains

$$
\mathcal{F}_{\text{Gibbs}}(q) = - \sum_{x \in \mathcal{X}^N} q(x) \langle e(x; \Theta) \rangle_{\rho} + \sum_{x \in \mathcal{X}^N} q(x) \log q(x)
= \left\langle - \sum_{x \in \mathcal{X}^N} q(x) e(x; \Theta) + \sum_{x \in \mathcal{X}^N} q(x) \log q(x) \right\rangle_{\rho} = : \langle \mathcal{F}_{\text{Gibbs}}(q; \Theta) \rangle_{\rho}.
$$

From this representation of the Gibbs free energy, a lower bound of the Helmholtz free energy $- \log Z(G)$ is obtained by exchanging the expectation and the minimization as

$$
\min_{q \in \mathcal{P}(\mathcal{X}^N)} \mathcal{F}_{\text{Gibbs}}(q) = \min_{q \in \mathcal{P}(\mathcal{X}^N)} \langle \mathcal{F}_{\text{Gibbs}}(q; \Theta) \rangle_{\rho} \geq \left( \min_{q \in \mathcal{P}(\mathcal{X}^N)} \mathcal{F}_{\text{Gibbs}}(q; \Theta) \right)_{\rho}.
$$

If $\min_{q \in \mathcal{P}(\mathcal{X}^N)} \mathcal{F}_{\text{Gibbs}}(q; \Theta)$ can be evaluated efficiently for each $\Theta \in \Gamma$, the lower bound (2.4) can be evaluated practically. Now, we assume that $e(x; \Theta) = \sum_{a \in F} e_a(x_{da}; \Theta)$. In [Wainwright et al., 2005], decomposition to spanning trees is suggested. For a given distribution over spanning trees, by optimizing the upper bound with respect to the energy $e(x; \Theta)$ for each spanning tree, it is shown that one does not have to solve the maximization problems for each spanning tree and that the optimized upper bound is expressed
by a solution of a single convex optimization problem. The obtained free energy is also generalized as the parameterized Bethe free energy (without theoretical motivation) \cite{Wiegerinck2003}. In \cite{Globerson2007}, decomposition to planar factor graphs is suggested.

2.4 Cluster variation method

In this section, the cluster variation method (CVM) is introduced, which is closely related to the Bethe approximation. In contrast to the variational lower bound in the previous section, the entropic term is approximated in the CVM. The CVM is for the first time suggested by \cite{Kikuchi1951}, reformulated by \cite{Morita1957} and further simplified by \cite{An1988} by using the Möbius inversion formula, whose relationship with the CVM was mentioned by \cite{Schrijver1983}. In CVM, the Shannon entropy is approximated by using the Möbius inversion formula.

Definition 2.11 (Poset). A poset is a set $P$ with a binary relation $\leq$ which is reflective, antisymmetric and transitive, i.e.,

- (reflective): $a \leq a$.
- (antisymmetric): if $a \leq b$ and $b \leq a$, then $a = b$.
- (transitive): if $b \leq a$ and $c \leq b$, then $c \leq a$.

A poset $P$ is said to be locally finite if an interval $[x, y] := \{z \in P | x \leq z, z \leq y\}$ is finite for any $x, y \in P$.

Lemma 2.12 (Möbius inversion formula). Let $P$ be a locally finite poset. Let $\omega : (P \to \mathbb{R}) \to (P \to \mathbb{R})$ be defined as

$$(\omega f)(x) = \sum_{y \leq x} f(y).$$

Then, the inverse function $\omega^{-1}$ of $\omega$ is

$$(\omega^{-1} g)(y) = \sum_{x \leq y} \mu_{x,y} g(x)$$

where $(\mu_{x,y})_{x \leq y}$ is determined from

$$\sum_{x \leq z \leq y} \mu_{x,z} = \sum_{x \leq z \leq y} \mu_{z,y} = \delta(x, y), \quad \text{for } x \leq y$$

where $\delta(x, y)$ denotes the function which takes 1 if $x = y$ and takes 0 otherwise for $x, y \in \mathcal{X}$.
Let \( S_A(q) := -q_A(x_A) \log q_A(x_A) \) for \( A \in 2^V \setminus \{\emptyset\} \) and \( S_\emptyset(q) := 0 \) where \( q_A \) be the marginal probability mass function for \( x_A \), i.e., \( q_A(x_A) := \sum_{x_{\bar{A}}} q(x) \). Let \( \mathcal{R} \subseteq 2^V \setminus \{V\} \) be a set of clusters. Then, \( (\mathcal{R} \cup \{V\}, \subseteq) \) is a finite poset. Then, \( S_F(q) = H_{\text{Gibbs}}(q) \) and hence, \( H_{\text{Gibbs}}(q) = \sum_{B \in \mathcal{R}} \tilde{S}_B(q) \) from Lemma 2.12 where \( \tilde{S}_B(q) := \sum_{C \subseteq B} \mu_{C,B} S_C(q) \). The partial sum \( \sum_{B \in \mathcal{R}} \tilde{S}_B(q) \) is regarded as an efficient approximation for the Gibbs entropy in the CVM. The approximation for the Gibbs entropy is

\[
\sum_{B \in \mathcal{R}} \tilde{S}_B(q) = \sum_{B \in \mathcal{R}} \sum_{C \subseteq B} \mu_{C,B} S_C(q) = \sum_{C \in \mathcal{R}} S_C(q) \sum_{C \subseteq B \in \mathcal{R}} \mu_{C,B}.
\]

Let \( C : = \sum_{C \subseteq B \in \mathcal{R}} \mu_{C,B} \). Then, for any \( A \in \mathcal{R} \), it holds

\[
\sum_{A \subseteq C \in \mathcal{R}} C_C = \sum_{A \subseteq B \in \mathcal{R}} \sum_{A \subseteq C \subseteq B} \mu_{C,B} = \sum_{A \subseteq B \in \mathcal{R}} \delta(A, B) = 1
\]

from Lemma 2.12.

**Definition 2.13** (The CVM/Kikuchi free energy). The CVM (or Kikuchi) free energy is defined for a set of clusters \( \mathcal{R} \) satisfying \( \{\partial a \mid a \in \mathcal{F}\} \subseteq \mathcal{R} \) and

\[
\bigcap_{A \subseteq S} A \in \mathcal{R} \quad \text{for any } S \subseteq \mathcal{R} \tag{2.5}
\]

as

\[
P_{\text{CVM}}((q_A)_{A \in \mathcal{R}}) := U_{\text{CVM}}((q_A)_{A \in \mathcal{R}}) - H_{\text{CVM}}((q_A)_{A \in \mathcal{R}})
\]

for \( (q_A \in P(\mathcal{X}^{\mid A\mid}))_{A \in \mathcal{R}} \) satisfying

\[
q_c(x_c) = \sum_{x_{\bar{C}}} q_B(x_B) \quad \text{for } C \subseteq B
\]

where \( U_{\text{CVM}}((q_A)_{A \in \mathcal{R}}) \) and \( H_{\text{CVM}}((q_A)_{A \in \mathcal{R}}) \) are the CVM average energy and the CVM entropy, respectively, defined by

\[
U_{\text{CVM}}((q_A)_{A \in \mathcal{R}}) := -\sum_{a \in \mathcal{F}} \sum_{x_a \in \mathcal{X}_a} q_{\partial a}(x_{\partial a}) \log f_a(x_{\partial a})
\]

\[
H_{\text{CVM}}((q_A)_{A \in \mathcal{R}}) := \sum_{A \in \mathcal{R}} C_A S_A(q_A)
\]

and where \( (C_A)_{A \in \mathcal{R}} \) is defined by \( \sum_{A \subseteq C \in \mathcal{R}} C_C = 1 \) for any \( A \in \mathcal{R} \).

Here, \( (q_A \in P(\mathcal{X}^{\mid A\mid}))_{A \in \mathcal{R}} \) are called pseudo-marginals. Generally, the CVM entropy \( H_{\text{CVM}}((q_A)_{A \in \mathcal{R}}) \) is not concave, and hence the minimization of the CVM free energy is not easy. In [Pakzad and Anantharam 2002], a sufficient condition for the concavity of the CVM entropy is shown without using the condition (2.5) as

\[
\sum_{A \in \mathcal{R}} C_A \geq 0 \tag{2.6}
\]
Figure 2.1: Example of factor graph

for any $S \subseteq R$. In [Pelizzola, 2005], examples for which the CVM is exact are shown. If one chooses $R$ as the minimum set of clusters including $\{\partial a \mid a \in F\}$ and satisfying (2.5), the CVM is closely related with the Bethe approximation. For the factor graph in Figure 2.1 the maximal sets are $\{j, k, l\}$, $\{i, j, l\}$ and $\{i, k, l\}$. In this case,

$$R = \{\{j, k, l\}, \{i, j, l\}, \{i, k, l\}, \{j, l\}, \{i, l\}, \{k, l\}, \{l\}\}$$

and the approximation of entropy is

$$\sum_{\mathcal{B} \in R} \tilde{S}_B(q) = S_{\{a,j,k,l\}}(q) + S_{\{b,i,j,l\}}(q) + S_{\{c,i,k,l\}}(q) - S_{\{j,l\}}(q) - S_{\{i,l\}}(q) - S_{\{k,l\}}(q) + 2S_{\{l\}}(q).$$

In the next section, the Bethe free energy is introduced on the basis of the CVM with the above choice of the maximal clusters.

### 2.5 Bethe approximation

In the Bethe approximation, the condition (2.5) of CVM is violated. The set of clusters is $\mathcal{R} = \{\partial a \mid a \in F\} \cup \{\{i\} \mid i \in V\}$ in the Bethe approximation. For the factor graph shown in Figure 2.1, the approximated entropy is

$$\sum_{\mathcal{B} \in \mathcal{R}} \tilde{S}_B(q) = S_{\{a,j,k,l\}}(q) + S_{\{b,i,j,l\}}(q) + S_{\{c,i,k,l\}}(q) - S_{\{i\}}(q) - S_{\{j\}}(q) - S_{\{k\}}(q) - 2S_{\{l\}}(q).$$

If any two factor nodes $a, b \in F$ do not connect to more than one common variable node, i.e., $|\partial a \cap \partial b| \leq 1$, the Bethe approximation is equivalent to the CVM in the last of the previous section. The general form of the Bethe free energy is defined in the following.
**Definition 2.14** (The Bethe free energy). The Bethe free energy is defined as

\[
\mathcal{F}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in E}) = \mathcal{U}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in E}) - \mathcal{H}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in E})
\]

for \((b_i)_{i \in V}, (b_a)_{a \in E}\) satisfying

\[
b_i(z_i) = \sum_{x_{\partial i} \in \mathcal{X}_{\partial i}} b_a(x_{\partial i}), \quad \text{for } (i, a) \in E.
\]

where

\[
\mathcal{U}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in E}) := - \sum_{a \in F} \sum_{x_a \in \mathcal{X}_a} b_a(x_a) \log f_a(x_a)
\]

\[
\mathcal{H}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in E}) := - \sum_{a \in F} \sum_{x_a \in \mathcal{X}_a} b_a(x_a) \log b_a(x_a)
\]

\[
+ \sum_{i \in V} (d_i - 1) \sum_{x_i \in \mathcal{X}_i} b_i(x_i) \log b_i(x_i).
\]

From the sufficient condition (2.6) for concavity of the approximated entropy, the Bethe entropy is concave if the factor graph \(G\) has at most one cycle. In fact, this is also a necessary condition if \(f(x_{\partial a}) > 0\) for all \(x_{\partial a} \in \mathcal{X}_{\partial a}\) [Watanabe, 2010] where the Watanabe-Fukumizu formula, introduced in Appendix A, is used for the proof.

### 2.6 Belief propagation

It is shown that the fixed point of the message passing algorithm, belief propagation (BP), is a stationary point of the Bethe free energy in [Yedidia et al., 2005]. In the followings of the thesis, the factor graph model (1.1) is modified for the BP as follows

\[
p(x; G) = \frac{1}{Z(G)} \prod_{a \in F} f_a(x_{\partial a}) \prod_{i \in V} f_i(x_i), \quad Z(G) = \sum_{x \in \mathcal{X}} \prod_{a \in F} f_a(x_{\partial a}) \prod_{i \in V} f_i(x_i). \tag{2.8}
\]

Here, a degree of any factor node indexed by \(a \in F\) is greater than one, i.e., \(|\partial a| \geq 2\). The set \(E\) of edges only includes edges between \(i \in V\) and \(a \in F\). Then, the Lagrangian of the Bethe free energy is

\[
\mathcal{L}_{\text{Bethe}}((b_m)_{m \in F}; (\lambda_m)_{m \in F}, (\rho_{i,a})_{(i,a) \in E}) = - \sum_{a \in F} \sum_{x_a \in \mathcal{X}_a} b_a(x_a) \log f_a(x_a)
\]

\[
- \sum_{i \in V} \sum_{x_i \in \mathcal{X}_i} \log f_i(x_i) + \sum_{a \in F} \sum_{x_a \in \mathcal{X}_a} b_a(x_a) \log b_a(x_{\partial a})
\]

\[
- \sum_{i \in V} (d_i - 1) \sum_{x_i \in \mathcal{X}_i} b_i(x_i) \log b_i(x_i) + \sum_{i \in V} \lambda_i \left( \sum_{x_i \in \mathcal{X}_i} b_i(x) - 1 \right)
\]

\[
+ \sum_{a \in F} \lambda_a \left( \sum_{x_{\partial a} \in \mathcal{X}_{\partial a}} b_a(x_{\partial a}) - 1 \right) + \sum_{(i,a) \in E} \rho_{i,a}(x_i) \left( \sum_{x_{\partial a}(i) \in \mathcal{X}_{\partial a}} b_a(x_{\partial a}) - b_i(x) \right).
\]
The partial derivatives of the Lagrangian are

\[
\frac{\partial \mathcal{L}_{\text{Bethe}}}{\partial b_i(x_i)} = -\log f_i(x_i) - (d_i - 1)(1 + \log b_i(x_i)) + \lambda_i - \sum_{a \in \partial i} \rho_{i,a}(x_i)
\]

\[
\frac{\partial \mathcal{L}_{\text{Bethe}}}{\partial b_a(x_{da})} = -\log f_a(x_{da}) + (1 + \log b_a(x_{da})) + \lambda_a + \sum_{i \in \partial_a} \rho_{i,a}(x_i)
\]

for \( i \in V, a \in F \). The conditions of stationary point are

\[
\Rightarrow b_i(x_i) = \exp \left\{ -\frac{1}{d_i - 1} \left( \sum_{a \in \partial i} \rho_{i,a}(x_i) + \log f_i(x_i) - \lambda_i \right) - 1 \right\}
\]

\[
\Rightarrow b_a(x_{da}) = f_a(x_{da}) \exp \left\{ -\lambda_a - \sum_{i \in \partial a} \rho_{i,a}(x_i) - 1 \right\}.
\]

Let \( m_{i \rightarrow a}(x_i) := C_{i,a}f_i(x_i)\exp\{-\rho_{i,a}(x_i)\} \) satisfying the condition \( \sum_{x_i \in X} m_{i \rightarrow a}(x_i) = 1 \) for all \((i, a) \in E\) and \( m_{i \rightarrow a}(x_i) := \frac{1}{Z_i} f_i(x_i) \prod_{b \in \partial i \setminus \{a\}} m_{b \rightarrow i}(x_i) \) satisfying the condition \( \sum_{x_i \in X} m_{a \rightarrow i}(x_i) = 1 \) for all \((i, a) \in E\). Then, it holds

\[
b_i(x_i) = \exp \left\{ \frac{\lambda_i - \sum_{a \in \partial i} \log C_{i,a}Z_i}{d_i - 1} \right\} \prod_{a \in \partial i} f_i(x_i)m_{a \rightarrow i}(x_i)
\]

\[
b_a(x_{da}) = \exp \left\{ -\lambda_a - 1 \right\} f_a(x_{da}) \prod_{i \in \partial a} m_{i \rightarrow a}(x_i).
\]

For satisfying the conditions \( \sum_{x_i \in X} b_i(x_i) = 1 \) and \( \sum_{x_{da} \in X_{da}} b_a(x_{da}) = 1 \), \((\lambda_i)_{i \in V}\) and \((\lambda_a)_{a \in E}\) are determined by \((m_{i \rightarrow a}, (i, a) \in E)\) and \((m_{a \rightarrow i}, (i, a) \in E)\) and hence

\[
b_i(x_i) = \frac{1}{Z_i} f_i(x_i) \prod_{a \in \partial i} m_{a \rightarrow i}(x_i)
\]

\[
= \frac{1}{Z_{i,a}(m_{i \rightarrow a}, m_{a \rightarrow i})} m_{a \rightarrow i}(x_i)m_{i \rightarrow a}(x_i), \quad \text{for any } a \in \partial i \quad (2.9)
\]

\[
b_a(x_{da}) = \frac{1}{Z_a(m_{a \rightarrow i}, (a \in \partial a))} f_a(x_{da}) \prod_{i \in \partial a} m_{i \rightarrow a}(x_i).
\]

where

\[
Z_a((m_{a \rightarrow i})_{i \in \partial a}) := \sum_{x_{da} \in X_{da}} f_a(x) \prod_{i \in \partial a} m_{i \rightarrow a}(x_i),
\]

\[
Z_i((m_{i \rightarrow a})_{a \in \partial i}) := \sum_{x_i \in X} f_i(x) \prod_{a \in \partial i} m_{a \rightarrow i}(x)
\]

\[
Z_{i,a}(m_{i \rightarrow a}, m_{a \rightarrow i}) := \sum_{x \in X} m_{a \rightarrow i}(x)m_{i \rightarrow a}(x).
\]
Here, \((m_{i\rightarrow a})_{(i,a)\in E}\) and \((m_{a\rightarrow i})_{(i,a)\in E}\) must satisfy
\[
\begin{align*}
  m_{i\rightarrow a}(x) & \propto f_i(x) \prod_{b\in \partial i\setminus a} m_{b\rightarrow i}(x) \\
  m_{a\rightarrow i}(x) & \propto \sum_{x_j \in \mathcal{X}_a, x_i = x} f_a(x) \prod_{j \in \partial a\setminus \{i\}} m_{j\rightarrow a}(x_j)
\end{align*}
\]
for their definition and the condition \(\sum_{x_{da} \in \mathcal{X}_{da}} b_a(x_{da}) = b_i(x_i)\). The equation (2.10) is the equation for fixed points of a well-known message passing algorithm, the belief propagation.

**Definition 2.15** (Belief propagation). Choose initial messages \((m_{i\rightarrow a}^{(0)})_{(i,a)\in E}\) and \((m_{a\rightarrow i}^{(0)})_{(i,a)\in E}\) arbitrarily. For \(t = 1, 2, \ldots\), the messages are updated by the following rule
\[
\begin{align*}
  m_{i\rightarrow a}^{(t)}(x) & \propto f_i(x) \prod_{b\in \partial i\setminus a} m_{b\rightarrow i}^{(t-1)}(x) \\
  m_{a\rightarrow i}^{(t)}(x) & \propto \sum_{x_j \in \mathcal{X}_a, x_i = x} f_a(x) \prod_{j \in \partial a\setminus \{i\}} m_{j\rightarrow a}^{(t-1)}(x_j).
\end{align*}
\]
Belief propagation does not necessarily converge while sufficient conditions of convergence have been well investigated [Tatikonda and Jordan, 2002], [Mooij, 2008]. In [Heskes, 2002], it is shown that a locally stable fixed point of BP is a local minimum of the Bethe free energy. This relationship between local stability of BP and local convexity of the Bethe free energy is clarified in [Watanabe, 2010].

Let
\[
\text{Int}(\mathcal{F}_{\text{Bethe}}) := \left\{ \left( (b_i)_{i \in V}, (b_a)_{a \in F} \right) \in \text{Stat}(\mathcal{F}_{\text{Bethe}}) \mid b_i(x_i) > 0, b_a(x_{da}) > 0, \right. \\
\left. \forall x_i \in \mathcal{X}, \forall x_{da} \in \text{Supp}(f_a), \forall i \in V, \forall a \in F \right\}
\]
where \(\text{Stat}(\mathcal{F}_{\text{Bethe}})\) denotes the set of stationary points of the Bethe free energy and \(\text{Supp}(f_a) \subseteq \mathcal{X}_d\) denotes the support of \(f_a\). From (2.9) and (2.10), it holds
\[
\text{Int}(\mathcal{F}_{\text{Bethe}}) = \left\{ \left( (b_i)_{i \in V}, (b_a)_{a \in F} \right) \in \text{Stat}(\mathcal{F}_{\text{Bethe}}) \mid b_i(x_i) > 0, \forall x_i \in \mathcal{X}, \forall i \in V \right\}
\]
Note that if \(\text{Supp}(f_a) = \mathcal{X}_d\) for all \(a \in F\), it obviously holds \(\text{Stat}(\mathcal{F}_{\text{Bethe}}) = \text{Int}(\mathcal{F}_{\text{Bethe}})\). By substituting (2.9) to Definition 2.14, one obtains the following alternative definition of the Bethe free energy for \((b_i)_{i \in V}, (b_a)_{a \in F}) \in \text{Int}(\mathcal{F}_{\text{Bethe}})\).
Definition 2.16 (Alternative definition of the Bethe free energy). For \((b_i)_{i \in V}, (b_a)_{a \in F} \) \( \in \text{Int}(\mathcal{F}_{\text{Bethe}}) \),
\[
\mathcal{F}_{\text{Bethe}}((m_{i\rightarrow a}, m_{a\rightarrow i})_{(i,a)\in E}) = -\sum_{i \in V} \log Z_i((m_{a\rightarrow i})_{a \in \partial i}) - \sum_{a \in F} \log Z_a((m_{i\rightarrow a})_{i \in \partial a}) + \sum_{(i,a) \in E} \log Z_{i,a}(m_{i\rightarrow a}, m_{a\rightarrow i}).
\]

Note that (2.10) is also the stationary condition of \(\mathcal{F}_{\text{Bethe}}((m_{i\rightarrow a}, m_{a\rightarrow i})_{(i,a)\in E})\). Since the minimum of the Bethe free energy is an approximation of \(-\log Z(G)\), the Bethe partition function \(Z_{\text{Bethe}}((m_{i\rightarrow a}, m_{a\rightarrow i})_{(i,a)\in E})\) is defined as
\[
Z_{\text{Bethe}}((m_{i\rightarrow a}, m_{a\rightarrow i})_{(i,a)\in E}) := \prod_{i \in V} Z_i((m_{a\rightarrow i})_{a \in \partial i}) \prod_{a \in F} Z_a((m_{i\rightarrow a})_{i \in \partial a}) \cdot \prod_{(i,a) \in E} \frac{1}{Z_{i,a}(m_{i\rightarrow a}, m_{a\rightarrow i})}. \tag{2.11}
\]

We also use the notations \(Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F})\) for the Bethe partition function, and \(Z_{\text{Bethe}}\) and \(Z_{\text{Bethe}}(G)\) for the maximum of \(Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F})\) among all stationary points \((b_i)_{i \in V}, (b_a)_{a \in F}\) of the Bethe free energy. Then, one obtains the following lemma.

Lemma 2.17 ([Wainwright et al., 2003]). For \((b_i)_{i \in V}, (b_a)_{a \in F} \) \( \in \text{Int}(\mathcal{F}_{\text{Bethe}}) \), it holds
\[
\prod_{i \in V} f_i(x_i) \prod_{a \in F} f_a(x_{da}) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \prod_{i \in V} b_i(x_i) \prod_{a \in F} \frac{b_a(x_{da})}{\prod_{i \in \partial a} b_i(x_i)}
\]
and hence
\[
Z(G) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{x \in \mathcal{X}^V} \prod_{i \in V} b_i(x_i) \prod_{a \in F} \prod_{i \in \partial a} b_i(x_i) \frac{b_a(x_{da})}{\prod_{i \in \partial a} b_i(x_i)}, \tag{2.12}
\]
\[
Z(G)p_A(z) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{x \in \mathcal{X}^V} \prod_{i \in V} b_i(x_i) \prod_{a \in F} \prod_{i \in \partial a} b_i(x_i) \frac{b_a(x_{da})}{\prod_{i \in \partial a} b_i(x_i)} \tag{2.13}
\]
for any \(A \subseteq V, z \in \mathcal{X}^{|A|}\).

Proof. It is sufficient to prove the first equality. The first equality is obtained by
\[
\prod_{i \in V} b_i(x_i) \prod_{a \in F} \frac{b_a(x_{da})}{\prod_{i \in \partial a} b_i(x_i)} = \prod_{i \in V} f_i(x_i) \prod_{a \in \partial i} m_{a\rightarrow i}(x_i) \frac{1}{Z_i} \prod_{a \in F} \frac{1}{Z_a} \frac{f_a(x_{da}) \prod_{i \in \partial a} m_{i\rightarrow a}(x_i)}{Z_{i,a}}\]
\[
= \prod_{i \in V} \frac{f_i(x_i)}{Z_i} \prod_{a \in \partial i} m_{a\rightarrow i}(x_i) \frac{1}{Z_a} \frac{f_a(x_{da})}{Z_{a,a}} = \prod_{i \in V} \frac{f_i(x_i)}{Z_i} \frac{f_a(x_{da}) \prod_{i \in \partial a} Z_{i,a}}{Z_{\text{Bethe}}},
\]
\[
\square
\]
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Lemma 2.18 (The Bethe approximation is exact for a tree factor graph). For a tree factor graph, if \(|\text{Int}(\mathcal{F}_{\text{Bethe}})| \geq 1\), it holds \(|\text{Int}(\mathcal{F}_{\text{Bethe}})| = 1\). On the unique stationary point in \(\text{Int}(\mathcal{F}_{\text{Bethe}})\), the Bethe approximation is exact, i.e., \(Z(G) = Z_{\text{Bethe}}(G)\).

Proof. First, it is proved that the Bethe approximation is exact for an arbitrary stationary point in the Bethe free energy. For any pseudo-marginals \((b_i)_{i \in V}, (b_a)_{a \in F}\), it holds

\[
\sum_{x \in \mathcal{X}^|V|} \prod_{i \in V} b_i(x_i) \prod_{a \in F} \frac{b_a(x_{\partial a})}{\prod_{i \in \partial a} b_i(x_i)} = \sum_{x \in \mathcal{X}^|V|} \prod_{i \in V} b_i(x_i) \prod_{a \in F} \left[ 1 + \frac{b_a(x_{\partial a}) - \prod_{i \in \partial a} b_i(x_i)}{\prod_{i \in \partial a} b_i(x_i)} \right]
\]

\[
= \sum_{x \in \mathcal{X}^|V|} \prod_{i \in V} b_i(x_i) \prod_{F' \subseteq F} \sum_{a \in F'} \frac{b_a(x_{\partial a}) - \prod_{i \in \partial a} b_i(x_i)}{\prod_{i \in \partial a} b_i(x_i)} =: \sum_{F' \subseteq F} Z(F').
\] (2.14)

Let \(d_i(F') := |\partial i \cap F'|\) for \(F' \subseteq F\). For any \(F' \subseteq F\), if there exists \(a \in F'\) such that all but at most one \(i \in \partial a\) satisfy \(d_i(F') = 1\), then \(Z(F') = 0\) when the pseudo-marginals satisfy (2.7). Hence, for a tree factor graph, \(Z(F') = 0\) unless \(F' \neq \emptyset\). Then, one obtains

\[
\sum_{x \in \mathcal{X}^|V|} \prod_{i \in V} b_i(x_i) \prod_{a \in F} \frac{b_a(x_{\partial a})}{\prod_{i \in \partial a} b_i(x_i)} = Z(\emptyset) = 1.
\]

From (2.12), it holds \(Z(G) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F})\). Similarly, from (2.13), all pseudo-marginals \((b_i)_{i \in V}, (b_a)_{a \in F}\) must be the true marginal. Hence, \(|\text{Int}(\mathcal{F}_{\text{Bethe}})| = 1\). \(\square\)

Example 2.19 (Ising model). By letting

\[
h_{a \rightarrow i} := \frac{1}{2} \log \frac{m_{a \rightarrow i}(+1)}{m_{a \rightarrow i}(-1)}, \quad h_{i \rightarrow a} := \frac{1}{2} \log \frac{m_{i \rightarrow a}(+1)}{m_{i \rightarrow a}(-1)}
\]

for \((i, a) \in E\), the Bethe free energy in Definition 2.16 can be written as

\[
\mathcal{F}_{\text{Bethe}}((h_{i \rightarrow a}, h_{a \rightarrow i})_{(i, a) \in E}) = -\sum_{i \in V} \log \left( e^{h_i} \prod_{a \in \partial i} \frac{1 + \tanh(h_{a \rightarrow i})}{2} + e^{-h_i} \prod_{a \in \partial i} \frac{1 - \tanh(h_{a \rightarrow i})}{2} \right)
\]

\[
-\sum_{a \in F} \log \left( \cosh(J_{i,j}) + \sinh(J_{i,j}) \prod_{i \in a} \tanh(h_{i \rightarrow a}) \right)
\]

\[
+ \sum_{(i, a) \in E} \log \left( \frac{1 + \tanh(h_{a \rightarrow i}) \tanh(h_{i \rightarrow a})}{2} \right).
\]

The stationary condition (2.10) is

\[
h_{i \rightarrow (i,j)} = h_i + \sum_{k \neq j} h_{(i,k) \rightarrow i}, \quad h_{(i,j) \rightarrow i} = \tanh^{-1} \left( \tanh \left( J_{i,j} \right) \tanh(h_{j \rightarrow a}) \right).
\]
2.7 Thouless-Anderson-Palmer approximation

If a factor graph is dense, belief propagation can be further approximated by using asymptotic analysis. The Sherrington-Kirkpatrick (SK) model is known as a good example, which is the fully connected pairwise Ising model defined by

$$p_{SK}(x) \propto \exp \left\{ \frac{1}{\sqrt{N}} \sum_{i<j} J_{i,j} x_i x_j + \sum_{i} h_i x_i \right\}$$

where \((J_{i,j})_{i<j}\) are i.i.d. random variables obeying the normal distribution with the mean zero and the variance \(J_0\). Let

$$m_i = b_i(1) - b_i(-1) = \tanh \left( h_i + \sum_{j \neq i} h_{(i,j) \rightarrow i} \right) = \tanh \left( h_{i \rightarrow (i,j)} + h_{(i,j) \rightarrow i} \right).$$

From

$$h_{(i,j) \rightarrow i} = \tanh^{-1} \left( \tanh \left( \frac{J_{i,j}}{\sqrt{N}} \right) \tanh(h_{j \rightarrow (i,j)}) \right)$$

$$= \frac{J_{i,j}}{\sqrt{N}} \tanh(h_{j \rightarrow (i,j)}) + O \left( \frac{1}{N^{\frac{3}{2}}} \right)$$

it holds \(h_{(i,j) \rightarrow i} = O(1/\sqrt{N})\). Furthermore, one obtains

$$h_{(i,j) \rightarrow i} = \frac{J_{i,j}}{\sqrt{N}} \left( m_j - \tanh' (h_{j \rightarrow (i,j)} + h_{(i,j) \rightarrow j}) h_{(i,j) \rightarrow j} + O \left( \frac{1}{N} \right) \right) + O \left( \frac{1}{N^{\frac{3}{2}}} \right)$$

$$= \frac{J_{i,j}}{\sqrt{N}} \left( m_j - (1 - m_j^2) h_{(i,j) \rightarrow j} \right) + O \left( \frac{1}{N^{\frac{3}{2}}} \right).$$

By using the same asymptotic equality again, one obtains

$$h_{(i,j) \rightarrow i} = \frac{J_{i,j}}{\sqrt{N}} \left( m_j - (1 - m_j^2) \frac{J_{i,j}}{\sqrt{N}} m_i \right) + O \left( \frac{1}{N^{\frac{7}{2}}} \right).$$

Hence,

$$m_i = \tanh \left( h_i + \sum_{j \neq i} h_{(i,j) \rightarrow i} \right)$$

$$= \tanh \left( h_i + \sum_{j \neq i} \frac{J_{i,j}}{\sqrt{N}} m_j - \sum_{j \neq i} \left( \frac{J_{i,j}}{\sqrt{N}} \right)^2 (1 - m_j^2) m_i + O \left( \frac{1}{N^{\frac{3}{2}}} \right) \right)$$

$$= \tanh \left( h_i + \sum_{j \neq i} \frac{J_{i,j}}{\sqrt{N}} m_j - J_0 \frac{1}{N} \sum_{j \neq i} (1 - m_j^2) m_i + O \left( \frac{1}{N^{\frac{3}{2}}} \right) \right).$$
In the last equality, the law of large numbers is used. This equation is called the Thouless-
Anderson-Palmer (TAP) equation. The TAP equation can also be obtained by the cavity
method [Opper and Winther, 2001] and Plefka expansion [Plefka, 1982].

## 2.8 Applications

### 2.8.1 Low-density parity-check codes

The most popular and practical application of the Bethe approximation is low-density
parity-check (LDPC) codes [Richardson and Urbanke, 2008]. A binary LDPC code of
rate $1 - (M/N)$ is a binary linear code defined by an $M \times N$ binary parity-check ma-
trix $H$. The set of codewords of an LDPC code is defined as the kernel of $H$, i.e.,
$\{ x \in \{0, 1\}^N \mid H x = 0 \}$ where the operations are taken on the binary field. Each of
the $M$ linear constraints corresponds to a factor node. Let the set of factor nodes be $F = \{ a_1, a_2, \ldots, a_M \}$. A factor node $a_k$ is connected to variable nodes corresponding to
non-zero entries of the $k$-th row of $H$ for $k \in \{1, 2, \ldots, M\}$. For binary LDPC codes,
the a posteriori distribution given $y \in \mathcal{Y}^N$ over memoryless symmetric channel $P_{Y|X}$ is

$$p_{LDPC}(x; y) \propto \prod_{i=1}^N P_{Y|X}(y_i \mid x_i)$$

$$\propto \prod_{a \in F} \prod \left\{ \sum_{i \in da} x_i = 0 \right\} \prod_{i=1}^N e^{h_i(1-2x_i)}$$

for $x \in \{0, 1\}^N$ where $h_i = \frac{1}{2} \log (P_{Y|X}(y \mid 0)/P_{Y|X}(y \mid 1))$ [Murayama et al., 2000],
[Vicente et al., 2003]. Since the alphabet is binary, each message of BP can be expressed
by a single parameter. Let

$$h_{a \rightarrow i} := \frac{1}{2} \log \frac{m_{a \rightarrow i}(0)}{m_{a \rightarrow i}(1)}, \quad h_{i \rightarrow a} := \frac{1}{2} \log \frac{m_{i \rightarrow a}(0)}{m_{i \rightarrow a}(1)}$$

for $(i, a) \in E$. The Bethe free energy is expressed as

$$F_{\text{Bethe}}((h_{i \rightarrow a}, h_{a \rightarrow i})_{(i,a) \in E}) = - \sum_{i \in V} \log \left( e^{h_i} \prod_{a \in di} \frac{1 + \tanh(h_{a \rightarrow i})}{2} + e^{-h_i} \prod_{a \in di} \frac{1 - \tanh(h_{a \rightarrow i})}{2} \right)$$

$$- \sum_{a \in F} \log \left( \frac{1 + \prod_{b \in a} \tanh(h_{b \rightarrow a})}{2} \right) + \sum_{(i,a) \in E} \log \left( \frac{1 + \tanh(h_{a \rightarrow i}) \tanh(h_{i \rightarrow a})}{2} \right).$$

Then, the stationary condition (2.10) can be written as

$$h_{i \rightarrow a} = h_i + \sum_{b \in da \setminus \{a\}} h_{b \rightarrow i}, \quad h_{a \rightarrow i} = \tanh^{-1} \left( \prod_{j \in da \setminus \{i\}} \tanh(h_{j \rightarrow a}) \right).$$
For LDPC codes on memoryless symmetric channel, it is believed and partially proved that the Bethe approximation is asymptotically exact \cite{Montanari2001,Measson2009,Montanari2005,Macris2007,Kudekar2009}.

2.8.2 Code division multiple access channel and compressed sensing

In \cite{Kabashima2003}, the TAP equation is derived for code division multiple access (CDMA) channel on binary phase-shift-keying (BPSK) modulation, whose probabilistic model is

\[
p_{\text{CDMA}}(x \mid y) = \frac{1}{Z_{\text{CDMA}}} \int \delta(z - Sx) \prod_{a=1}^{K} P_{Y \mid Z}(y_a \mid z_a) \, dz
\]

where \(x \in \{+1, -1\}^N\) and \(P_{Y \mid Z}(y_a \mid z_a)\) denotes the transition probability of a channel. Here, \(S\) is a \(K \times N\) matrix on \(\mathbb{R}\) corresponding to spreading codes. Similarly, the probabilistic model of compressed sensing \cite{Donoho2010} is

\[
p_{\text{CS}}(x \mid y ; \beta) = \frac{1}{Z_{\text{CS}}(\beta)} \int \delta(z - Sx) \prod_{i=1}^{N} e^{-\beta \|x_i\|_1} \prod_{a=1}^{K} P_{Y \mid Z}(y_a \mid z_a) \, dz
\]

where \(S\) is a \(K \times N\) matrix on \(\mathbb{R}\) corresponding to a sensing matrix. Here, one has to take the limit \(\beta \to \infty\). The difference between the two models lies in the prior distributions of the original signal \(x\). In the probabilistic model of CDMA with BPSK modulation, the prior distribution is the uniform distribution on \(\{+1, -1\}^N\). In the probabilistic model of compressed sensing, the prior distribution is the Laplace distribution \(e^{-\beta \|x\|_1}\). In both the models, the channel is usually assumed to be the additive white Gaussian noise channel.

2.9 Additional historical remarks on the Bethe approximation

The Bethe free energy is suggested in \cite{Bethe1935} and \cite{Peierls1936}. The message passing algorithm, belief propagation, is proposed in the area of artificial intelligence \cite{Pearl1988}. In \cite{Yedidia2005}, it is revealed that the belief propagation algorithm can be regarded as a simple algorithm which tries to find the minimum of the Bethe free energy. Other algorithms have been considered for minimization of the Bethe free energy, e.g., concave-convex procedure (CCCP) \cite{Yuille2002}, unified propagation and scaling (UPS) \cite{Teh2002}, etc. Remarks about convexity of the Bethe free energy and local stability of belief propagation are mentioned in Appendix A.
In this chapter, the characterization of the Bethe free energy using loop calculus is introduced, which is obtained by Chertkov and Chernyak. The expression of loop calculus formula for non-binary finite alphabets is shown by using tangent vectors of information manifolds for exponential family.

### 3.1 Linear transform

The basic and general idea of this chapter is the use of linear transform. Let \( \mathcal{V} \) be a linear space and \( x \in \mathcal{V} \) be a vector. By using an invertible linear transform \( A : \mathcal{V} \rightarrow \mathcal{W} \) for some linear space \( \mathcal{W} \), one obtains the trivial equation

\[
    x = A^{-1}Ax
\]

(3.1)

where \( A^{-1} \) is the inverse transform of \( A \). This idea can yield a non-trivial equality. The most popular one is the method of generating function, i.e.,

\[
    (Ap)(z) = \sum_{n=1}^{\infty} p(n)z^n
\]

\[
    (A^{-1}g)(n) = \frac{1}{2\pi i} \oint g(z)z^{n+1} \, dz.
\]

The method of generating function is useful for many problems in number theory and combinatorial theory [Flajolet and Sedgewick 2009]. The Riemann prime number formula is also obtained by (3.1), which shows that the number of prime numbers can be expressed as a sum with respect to zeros of the Riemann zeta function.

The equation (3.1) gives a non-trivial equality even when \( A \) is a linear transform between finite-dimensional linear spaces. Now, we consider (3.1) for the partition function of factor graph defined in (2.8). Assume that \( f_a \) for \( a \in F \) has the following expression

\[
    f_a(x_{da}) = \sum_{y_{da} \in \mathcal{Y}_d} f_a(y_{da}) \prod_{i \in da} \phi_{l,a}(x_i, y_i).
\]

(3.2)
When $\mathcal{Y} = \mathcal{X}$, this representation is obtained by letting

$$
\hat{f}_a(y_{da}) = \sum_{x_{da} \in \mathcal{X}^{da}} f_a(x_{da}) \prod_{i \in da} \phi_{i,a}(y_i, x_i)
$$

for $\{ (\phi_{i,a}, \hat{\phi}_{i,a}) \}_{i \in da}$ satisfying

$$
\sum_{y \in \mathcal{X}} \phi_{i,a}(x, y) \hat{\phi}_{i,a}(y, z) = \delta(x, z)
$$
or equivalently

$$
\sum_{x \in \mathcal{X}} \hat{\phi}_{i,a}(y, x) \phi_{i,a}(x, u) = \delta(y, u). \tag{3.3}
$$

Then, the partition function can be rewritten by using the transform (3.2) as

$$
Z(G) = \sum_{x \in \mathcal{X}^N} \prod_{a \in F} \left( \sum_{y_{da} \in \mathcal{Y}^{da}} \hat{f}_a(y_{da}) \prod_{i \in da} \phi_{i,a}(x_i, y_i) \right) \prod_{i \in V} f_i(x_i)
= \sum_{y \in \mathcal{Y}^{|E|}} \prod_{a \in F} \hat{f}_a(y_{da,a}) \prod_{i \in V} \left( \sum_{x \in \mathcal{X}} f_i(x) \prod_{a \in \partial i} \phi_{i,a}(x, y_{i,a}) \right)
= : \sum_{y \in \mathcal{Y}^{|E|}} \prod_{a \in F} \hat{f}_a(y_{da,a}) \prod_{i \in V} \hat{f}_i(y_{i,di}). \tag{3.4}
$$

Although $\hat{f}_a(y_{da,a})$ and $\hat{f}_i(y_{i,di})$ are not necessarily non-negative, the representation (3.4) can be regarded as a partition function of another factor graph if one ignores the sign of the functions. In the new factor graph associated with the representation (3.4), the variables $y \in \mathcal{Y}^{|E|}$ are associated with edges of the original factor graph. Both the variable nodes and factor nodes in the original graph can be regarded as factor nodes in the new representation (3.4). When $Z(G)$ is the number of solutions of CSP, (3.4) is called the Holant theorem and used for polynomial-time algorithm called the holographic algorithm in theoretical computer science \cite{Valiant}. In \cite{Al-Bashabsheh-Mao}, (3.4) for normal factor graphs is called the generalized Holant theorem. In mathematics, this kind of formula is generally understood as the trace formula, which, roughly speaking, states

$$
\text{tr}(X) = \text{tr}(AXA^{-1})
$$

for linear operators $X : \mathcal{V} \to \mathcal{V}$ and $A : \mathcal{V} \to \mathcal{W}$ on Hilbert spaces $\mathcal{V}, \mathcal{W}$. 
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3.2 Linear constraints and the MacWilliams identity

The most popular application of the transform of the partition function (3.4) is the MacWilliams identity. Assume that an alphabet \( \mathcal{X} \) is a prime ring \( \mathbb{Z}/p\mathbb{Z} \) for a prime number \( p \). The Fourier transform is suitable for linear function, i.e., \( f_a(x_{\partial a}) \) depends on \( x_{\partial a} \) only through some linear combination of \( x_i \) for \( i \in \partial a \).

Lemma 3.1 (Poisson summation formula). Let \( \omega_p \in \mathbb{C} \) be a \( p \)-th root of unity for a prime number \( p \). Then, it holds

\[
\mathbb{I}\{x = 0\} = \frac{1}{p} \sum_{w \in \mathbb{Z}/p\mathbb{Z}} \omega_p^{w \cdot x}
\]

Proof. When \( x = 0 \) the equation is trivial. When \( x \neq 0 \), the statement is obtained from

\[
\{w \cdot x \mid w \in \mathbb{Z}/p\mathbb{Z}\} = \mathbb{Z}/p\mathbb{Z} \quad \text{and} \quad \sum_{w \in \mathbb{Z}/p\mathbb{Z}} \omega_p^{w} = 0.
\]

The following lemma is easy to confirm.

Lemma 3.2 (Fourier transform and inverse Fourier transform). For \( f(x) : \mathcal{X} \to \mathbb{C} \), the Fourier transform \( \tilde{f} \) of \( f \) is defined by

\[
\tilde{f}(y) : = \frac{1}{p} \sum_{x \in \mathcal{X}} \omega_p^{-x} f(x).
\]

Then, the original function \( f \) can be obtained from \( \tilde{f} \) by the inverse Fourier transform

\[
f(x) : = \sum_{y \in \mathcal{X}} \omega_p^{-x \cdot y} \tilde{f}(y).
\]

Then, MacWilliams identity can be obtained as follows.

Lemma 3.3 (Generalized MacWilliams identity).

\[
\sum_{v \in (\mathbb{Z}/p\mathbb{Z})^N} \sum_{x \in (\mathbb{Z}/p\mathbb{Z})^V} \mathbb{I}\{H x = v\} \prod_{i \in V} \lambda_i(x_i) \prod_{a \in F} \rho_a(v_a)
= p^N \sum_{z \in (\mathbb{Z}/p\mathbb{Z})^N} \sum_{y \in (\mathbb{Z}/p\mathbb{Z})^V} \mathbb{I}\{H' y = z\} \prod_{i \in V} \tilde{\lambda}_i(-z_i) \prod_{a \in F} \tilde{\rho}_a(y_a)
\]

where \( \tilde{\lambda}_i(z) \) and \( \tilde{\rho}_a(y) \) are the Fourier transforms of \( \lambda_i(x) \) and \( \rho_a(v) \), respectively, for \( i \in V \) and \( a \in F \).

Proof. Since

\[
\mathbb{I}\left\{ \sum_{i \in \partial a} H_{a, i} \cdot x_i = v_a \right\} = \frac{1}{p} \sum_{w \in \mathcal{X}} \omega_p^{w \cdot (\sum_{i \in \partial a} H_{a, i} \cdot x_i - v_a)}
\]
the result is obtained from Lemmas 3.1 and 3.2 as

$$Z(G) = \sum_{v \in \mathcal{X}^F} \sum_{x \in \mathcal{X}^N} \prod_{a \in \mathcal{F}} \left( \frac{1}{p} \sum_{w \in \mathcal{X}} \omega^w (\sum_{a \in \mathcal{E}} H_{a,i} x_i - v_a) \right)$$

$$\cdot \prod_{i \in \mathcal{V}} \left( \sum_{z \in \mathcal{X}} \bar{\lambda}_i(z) \omega^{-x_i,z} \right) \prod_{a \in \mathcal{F}} \left( \sum_{y \in \mathcal{X}} \bar{\tilde{\rho}}_a(y) \omega^{-v_a,y} \right)$$

$$= \frac{1}{p^{|\mathcal{F}|}} \sum_{z \in \mathcal{X}^N} \sum_{y \in \mathcal{X}^F} \sum_{w \in \mathcal{X}^F} \prod_{i \in \mathcal{V}} \bar{\lambda}_i(z_i) \prod_{a \in \mathcal{F}} \bar{\tilde{\rho}}_a(y_a)$$

$$\cdot \prod_{i \in \mathcal{V}} \left( \sum_{z \in \mathcal{X}} \omega^z (\sum_{a \in \mathcal{E}} H_{a,i} w_a - z_i) \right) \prod_{a \in \mathcal{F}} \left( \sum_{w \in \mathcal{X}} \omega^{-v_a} (y_a + w_a) \right)$$

$$= \frac{1}{p^{|\mathcal{F}|}} \sum_{z \in \mathcal{X}^N} \sum_{y \in \mathcal{X}^F} \sum_{w \in \mathcal{X}^F} \prod_{i \in \mathcal{V}} \bar{\lambda}_i(z_i) \prod_{a \in \mathcal{F}} \bar{\tilde{\rho}}_a(y_a)$$

$$\cdot \prod_{i \in \mathcal{V}} \left[ p \mathbb{P} \left\{ \sum_{a \in \mathcal{E}} H_{a,i} \cdot w_a = z_i \right\} \right] \prod_{a \in \mathcal{F}} \left[ p \mathbb{P} \{ y_a + w_a = 0 \} \right]. \quad \Box$$

The dual factor graph obtained by the Fourier transform is described in the right of Fig. 3.1. While the MacWilliams identity was obtained in the context of coding theory [MacWilliams and Sloane, 1977], it is also used in statistical physics as the high temperature expansion and the duality transformation.
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3.3 Loop calculus for the binary alphabet

Let \( \mathcal{Y} = \mathcal{X} \). We now consider the following additional conditions on \( ((\Phi_{i,a}, \hat{\Phi}_{i,a}))_{(i,a) \in E} \).

For each \( i \in V \) and \( a \in F \), the additional conditions are

\[
\sum_{x \in \mathcal{X}} f_i(x) \prod_{a \in \partial i} \Phi_{i,a}(x, y_a) = 0, \quad \exists! b \in \partial i, y_b \neq 0
\]

\[
\sum_{x_a \in \mathcal{X}^{\bar{a}}} f_a(x_{ba}) \prod_{i \in \partial a} \Phi_{i,a}(y_i, x_i) = 0, \quad \exists! j \in \partial a, y_j \neq 0.
\]

(3.5)

On these conditions, the term in (3.4) corresponding to \( y \) is zero, if the subset \( \{(i, a) \in E \mid y_{i,a} \neq 0\} \subseteq E \) of edges generates degree-one variable nodes or degree-one factor nodes. Hence, in (3.4), we only have to take the sum over \( \mathcal{Y} \mid E \) satisfying \( \{(i, a) \in E \mid y_{i,a} \neq 0\} \in \mathcal{G} \) where \( \mathcal{G} \) is the set of generalized loops defined as

\( \mathcal{G} := \{ E' \subseteq E \mid d_a(E') \neq 1, \forall s \in V \cup F \} \). Here, \( d_a(E') := |\{(i, a) \in E' \mid a \in \partial i\}| \) and \( d_a(E) := |\{(i, a) \in E \mid i \in \partial a\}| \). The conditions (3.3) and (3.5) are equivalent to the condition (3.3) together with

\[
\hat{\Phi}_{i,a}(0, x) = \frac{1}{f_i(0)} f_i(x) \prod_{b \in \partial i \backslash \{a\}} \Phi_{i,b}(x, 0)
\]

\[
\Phi_{i,a}(x, 0) = \frac{1}{f_a(0)} \sum_{x_a \in \mathcal{X}^{\bar{a}}} f_a(x_{ba}) \prod_{j \in \partial a \backslash \{i\}} \hat{\Phi}_{j,a}(0, x_j)
\]

(3.6)

where 0 denotes the all-zero assignment.

For \( ((m_{a\rightarrow i}, m_{i\rightarrow a}))_{(i,a) \in E} \) which satisfies the BP equations (2.10),

\[
\Phi_{i,a}(x, 0) = \hat{c}_{i,a} m_{a\rightarrow i}(x), \quad \hat{\Phi}_{i,a}(0, x) = \hat{c}_{i,a} m_{i\rightarrow a}(x)
\]

(3.7)

provides a solution of (3.6) where \( \hat{c}_{i,a} \hat{c}_{i,a} = 1 / Z_{i,a}(m_{i\rightarrow a}, m_{a\rightarrow i}) \). In this case, the contribution of the all-zero assignment in (3.4) is the Bethe partition function \( Z_{\text{Bethe}}((m_{i\rightarrow a}), (m_{a\rightarrow i})) \) since

\[
\hat{f}_a(0) = Z_a((m_{a\rightarrow i})_{i \in \partial a}) \prod_{i \in \partial a} \hat{c}_{i,a}, \quad \hat{f}_i(0) = Z_i((m_{i\rightarrow a})_{a \in \partial i}) \prod_{a \in \partial i} c_{i,a}.
\]

For the binary case, i.e., \( \mathcal{X} = \{0, 1\} \), \( (\Phi_{i,a}(x, 1), \hat{\Phi}_{i,a}(1, x))_{x \in \mathcal{X}} \) satisfying the condition (3.3) is uniquely determined up to a constant

\[
\Phi_{i,a}(x, 1) = (-1)^{\bar{x}} c_{i,a} m_{i\rightarrow a}(\bar{x}), \quad \hat{\Phi}_{i,a}(1, x) = (-1)^{\bar{x}} \hat{c}_{i,a} m_{a\rightarrow i}(\bar{x})
\]

where \( \bar{x} := 1 - x \). In this case, one obtains the following lemma by substituting the above values of \( (\Phi_{i,a}, \hat{\Phi}_{i,a})_{(i,a) \in E} \) to (3.4).
Lemma 3.4 ([Chertkov and Chernyak 2006a], [Sudderth et al. 2008]). Assume that the alphabet is binary, i.e., $\mathcal{X} = \{0, 1\}$. Let $\eta_i := \langle X_i \rangle_{b_i} = b_i(1)$. For any $((b_i), (b_a)) \in \text{Int}(\mathcal{F}_\text{Bethe})$, \[ Z(G) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{E' \subseteq E} Z_G(E') \] (3.8)

where \[ Z_G(E') := \prod_{a \in F} \left( \prod_{i \in a} \prod_{i' \in a} \frac{X_i - \eta_i}{\sqrt{(X_i - \eta_i)^2}} \prod_{i \in V} \left( \frac{(X_i - \eta_i)^2}{\sqrt{(X_i - \eta_i)^2}} \right) b_i \right) \]

Proof. It holds \[ Z = \sum_{y \in \{0,1\}^{E}} \prod_{a \in F} f_a(y_{\partial a, a}) \prod_{i \in V} f_i(y_{i,a}) \]
\[ = Z_{\text{Bethe}} \sum_{y \in \{0,1\}^{E}} \prod_{a \in F} \left( \frac{\phi_{i,a}(X_i, y_{i,a})}{\phi_{i,a}(X_i, 0)} \right) \prod_{i \in V} \left( \frac{\phi_{i,a}(X_i, y_{i,a})}{\phi_{i,a}(X_i, 0)} \right) b_i \]
\[ = Z_{\text{Bethe}} \prod_{E' \subseteq E} \sum_{a \in F} \prod_{i \in a} \left( \frac{\phi_{i,a}(X_i, 1)}{\phi_{i,a}(X_i, 0)} \right) \prod_{i \in V} \left( \frac{\phi_{i,a}(X_i, 1)}{\phi_{i,a}(X_i, 0)} \right) b_i \]
\[ = Z_{\text{Bethe}} \prod_{E' \subseteq E} \sum_{a \in F} \prod_{i \in a} \left( \frac{m_{i-a}(X_i)}{m_{i-a}(0)} \right) \prod_{i \in V} \left( \frac{m_{i-a}(X_i)}{m_{i-a}(1)} \right) b_i \]
\[ \cdot \prod_{E' \subseteq E} \sum_{a \in F} \prod_{i \in a} \left( \frac{m_{i-a}(X_i)}{m_{i-a}(0)} \right) \prod_{i \in V} \left( \frac{m_{i-a}(X_i)}{m_{i-a}(1)} \right) b_i \]

Finally, equations (2.9), $X_i - \eta_i = (-1)^{k_i} b_i(\bar{X}_i)$ and $((X_i - \eta_i)^2) b_i = b_i(0)b_i(1)$ complete the proof.

3.4 Loop calculus for non-binary finite alphabets

For non-binary finite alphabets, the conditions (3.3) and (3.5) do not fix $(\phi_{i,a}, \hat{\phi}_{i,a})_{(i,a) \in E}$ uniquely. In [Chernyak and Chertkov 2007], it is suggested to use loop calculus iteratively for each $Z(E')$. Here, a representation of $(\phi_{i,a}, \hat{\phi}_{i,a})$ is given, which includes the full degree of freedom. As shown in Example 2.10, the family of distributions on a finite alphabet can be regarded as an exponential family. Let $\theta_i$ and $\eta_i$ be a natural parameter and an expectation parameter of $b_i$, respectively. Then, $\phi_{i,a}(x,y)$ and $\hat{\phi}_{i,a}(x,y)$ for $x \in \mathcal{X}$ and $y \in \mathcal{X} \setminus \{0\}$ can be represented as \[ \frac{\phi_{i,a}(x,y)}{c_{i,a}m_{a \rightarrow i}(x)} = \frac{\partial \log b_i(x)}{\partial \eta_i y}, \quad \frac{\hat{\phi}_{i,a}(y,x)}{\hat{c}_{i,a}m_{a \rightarrow i}(x)} = \frac{\partial \log b_i(x)}{\partial \theta_i y}. \] (3.9)
3.4. LOOP CALCULUS FOR NON-BINARY FINITE ALPHABETS

The partial derivatives in the first and second equations in the above are those with respect to the coordinate systems \((\eta_{i,y})_{y \in \mathcal{X} \setminus \{0\}}\) and \((\theta_{i,y})_{y \in \mathcal{X} \setminus \{0\}}\), respectively. One can easily confirm that these \((\phi_{i,a}, \hat{\phi}_{i,a})\) satisfy the condition (3.5) as follows. For \(w \in \mathcal{X} \setminus \{0\}\), it holds
\[
\sum_{x \in \mathcal{X}} \hat{\phi}_{i,a}(0, x)\phi_{i,a}(x, w) = \sum_{x \in \mathcal{X}} b_i(x) \frac{\partial \log b_i(x)}{\partial \eta_{i,w}} = 0.
\]
Similarly, \(\sum_{x \in \mathcal{X}} \hat{\phi}_{i,a}(y, x)\phi_{i,a}(x, 0) = 0\) for any \(y \in \mathcal{X} \setminus \{0\}\). For \(y, w \in \mathcal{X} \setminus \{0\}\), it holds
\[
\sum_{x \in \mathcal{X}} \hat{\phi}_{i,a}(y, x)\phi_{i,a}(x, w) = \sum_{x \in \mathcal{X}} b_i(x) \frac{\partial \log b_i(x)}{\partial \eta_{i,y}} \frac{\partial \log b_i(x)}{\partial \theta_{i,w}} = \sum_{x \in \mathcal{X}} \frac{\partial b_i(x)}{\partial \eta_{i,y}} \left[ t_{i,w}(x) - \eta_{i,w} \right] = \eta_{i,w} \sum_{x \in \mathcal{X}} \frac{\partial b_i(x)}{\partial \eta_{i,y}} = \delta(y, w).
\]

In this representation, the degree of freedom for \((\phi_{i,a}, \hat{\phi}_{i,a})_{(i,a) \in E}\) satisfying (3.3) and (3.5) is regarded as the degree of freedom for choice of sufficient statistic \((t_{i,y}(x))_{x \in \mathcal{X}}\). Any function \(t : \mathcal{X} \rightarrow \mathbb{R}\) can be represented as a linear combination of \((|\{x = z\}|)_{z \in \mathcal{X} \setminus \{0\}}\) up to a translation. Hence, in both the cases, \((|\mathcal{X}| - 1) \times (|\mathcal{X}| - 1)\) invertible matrix represents the degrees of freedom, and hence, the representation (3.9) does not lose the degree of freedom for \((\phi_{i,a}, \hat{\phi}_{i,a})_{(i,a) \in E}\) satisfying (3.3) and (3.5). Note that the relationship
\[
\left\langle \frac{\partial \log b_i(X_i)}{\partial \eta_{i,y}} \frac{\partial \log b_i(X_i)}{\partial \theta_{i,Y_i,a}} \right\rangle_{b_i} = \delta(y, w)
\]
is well known in theory of information geometry [Amari and Nagaoka 2000]. From this representation, one obtains the following theorem.

**Theorem 3.5 ([Mori and Tanaka 2012b])**. For any \(((b_i), (b_j)) \in \text{Int}(F_{\text{Bethe}})\), (3.8) holds where
\[
Z_G(E') = \sum_{y \in (\mathcal{X} \setminus \{0\})^{E'}} \prod_{a \in F} \left( \prod_{i \in \delta_a \setminus \{i\} \in E'} \frac{\partial \log b_i(X_i)}{\partial \theta_{i,Y_i,a}} \right) \prod_{a \in V} \left( \prod_{i \in \delta_a \setminus \{i\} \in E'} \frac{\partial \log b_i(X_i)}{\partial \eta_{i,Y_i,a}} \right)_{b_i}.
\]
If one chooses a sufficient statistic \(t_{i,x_i}\) for \(i \in V\) such that the Fisher information matrix is diagonal at \(b_i\), it holds
\[
Z_G(E') = \sum_{y \in (\mathcal{X} \setminus \{0\})^{E'}} \prod_{a \in F} \left( \prod_{i \in \delta_a \setminus \{i\} \in E'} \frac{t_{i,y_{i,a}}(X_i) - \eta_{i,Y_i,a}}{\sqrt{\left( t_{i,y_{i,a}}(X_i) - \eta_{i,Y_i,a} \right)^2 b_i} } \right)_{b_i} \cdot \prod_{i \in V} \left( \prod_{a \in \delta_i \setminus \{i\} \in E'} \frac{t_{i,y_{i,a}}(X_i) - \eta_{i,Y_i,a}}{\sqrt{\left( t_{i,y_{i,a}}(X_i) - \eta_{i,Y_i,a} \right)^2 b_i} } \right)_{b_i}.
\]
When the Fisher information matrix is diagonal, it holds the second result, it generally holds the equation (3.11) is obtained by substituting (3.9) into the above formula. For the second result, it generally holds

$$
\frac{\partial \log b_i(X_i)}{\partial \eta_{i,y_{i,a}}} = \sum_{w \in \mathcal{X}_i \setminus \{0\}} \frac{\partial \theta_{i,w}}{\partial \eta_{i,y_{i,a}}} \frac{\partial \log b_i(X_i)}{\partial \theta_{i,w}}.
$$

From Lemma 2.9 $\frac{\partial \theta_{i,w}}{\partial \eta_{i,y_{i,a}}}$ is the $(w, y_{i,a})$-element of the Fisher information matrix $\mathbf{J}(\eta)$. Therefore, when the Fisher information matrix is diagonal, it holds

$$
\frac{\partial \log b_i(X_i)}{\partial \eta_{i,y_{i,a}}} = \mathbf{J}(\eta)^{-1}_{y_{i,a}y_{i,a}} \frac{\partial \log b_i(X_i)}{\partial \theta_{i,y_{i,a}}} = \left< \left( t_{i,y_{i,a}}(X_i) - \eta_{i,y_{i,a}} \right)^2 \right>_{b_i}
$$

for $(i, a) \in E'$. \hfill $\square$

In fact, the weight $Z_G(E')$ of each generalized loop $E' \in \mathcal{G}$ does not depend on the choice of sufficient statistics.

**Lemma 3.6.** The weight $Z_G(E')$ in (3.11) of each generalized loop $E' \in \mathcal{G}$ does not depend on the choice of sufficient statistics. In fact, it holds

$$
Z_G(E') = \sum_{x \in (\mathcal{X} \setminus \{0\})^{E'}} \prod_{i \in E'} \left< \prod_{i \in d_{i}(i,a) \in E'} \frac{\delta \left( z_{(i,a),a}, X_i \right) - b_i(z_{(i,a),a})}{\sqrt{b_i(z_{(i,a),a})}} \right>_{b_i} \prod_{i \in E'} \left< \prod_{i \in d_{i}(i,a) \in E'} \frac{\delta \left( z_{(i,a),i}, X_i \right) - b_i(z_{(i,a),i})}{\sqrt{b_i(z_{(i,a),i})}} \right>_{b_i} \prod_{i,a \in E'} \left< \frac{\delta \left( z_{(i,a),a}, X_i \right) - b_i(z_{(i,a),a})}{b_i(z_{(i,a),a})} \right>_{b_i}.
$$

**Proof.** This lemma is easily obtained by using the generalized Holant theorem (3.4) based on (3.10). It holds

$$
\sum_{y_{i,a} \in \mathcal{X}_i \setminus \{0\}} \frac{\partial \log b_i(X_i)}{\partial \eta_{i,y_{i,a}}} \frac{\partial \log b_i(z_i)}{\partial \eta_{i,y_{i,a}}} = \delta(x_i, z_i) \frac{1}{b_i(z_i)} - 1
$$

for arbitrary choice of sufficient statistics since (3.9) satisfies (3.3). Hence, it holds

$$
\sum_{y \in (\mathcal{X}_i \setminus \{0\})^{E'}} \left< \prod_{i \in d_{i}(i,a) \in E'} \frac{\delta \left( z_{(i,a),a}, X_i \right) - b_i(z_{(i,a),a})}{\sqrt{b_i(z_{(i,a),a})}} \right>_{b_i} \prod_{i \in d_{i}(i,a) \in E'} \frac{\partial \log b_i(z_{(i,a),a})}{\partial \eta_{i,y_{i,a}}}
$$

for arbitrary choice of sufficient statistics since (3.9) satisfies (3.3). Hence, it holds

$$
= \left< \prod_{i \in d_{i}(i,a) \in E'} \frac{\delta \left( z_{(i,a),a}, X_i \right) - b_i(z_{(i,a),a})}{b_i(z_{(i,a),a})} \right>_{b_i}.
$$
and
\[
\sum_{y \in (X \setminus \{0\})^{(E')}} \left\langle \prod_{a \in \partial_i,(i,a) \in E'} \frac{\partial \log b_i(X_i)}{\partial \eta_{i,Y_{ia}}} \right\rangle \prod_{b \in \partial_i,(i,a) \in E'} \frac{\partial \log b_i(z_{i,a},i)}{\partial \eta_{i,Y_{ia}}} = \left\langle \prod_{a \in \partial_i,(i,a) \in E'} \frac{\delta(z_{i,a},i, X_i) - b_i(z_{i,a},i)}{b_i(z_{i,a},i)} \right\rangle_{y_i}.
\]

Finally, the lemma is obtained from
\[
\sum_{y_{ia} \in X_{\{0\}}^E} b_i(z_{i,a},i) \frac{\partial \log b_i(z_{i,a},i)}{\partial \eta_{i,Y_{ia}}} \prod_{a \in \partial_i,(i,a) \in E'} \frac{\partial \log b_i(z_{i,a},i)}{\partial \eta_{i,Y_{ia}}} = \delta(z_{i,a},i, X_i) - b_i(z_{i,a},i) b_i(z_{i,a},i)
\]
\[
= \left\langle \delta(z_{i,a},i, X_i) - b_i(z_{i,a},i) \right\rangle_{y_i}.
\]

\[
3.5 \quad \text{Loop calculus for arbitrary alphabet}
\]

On the other hand, a similar result is known for arbitrary alphabet $X'$.

**Lemma 3.7** ([Xiao and Zhou 2011]). Assume that the alphabet $X$ is not necessarily finite. For any $(b_i, b_a) \in \text{Int}(F_{\text{Bethe}})$,
\[
Z(G) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{E' \subseteq E} \tilde{Z}_G(E')
\]

where
\[
\tilde{Z}_G(E') := \sum_{w \in X'^{E'}} \prod_{a \in F} b_a(w_{\delta a}) \prod_{i \in V} \left\langle \prod_{a \in \partial_i,(i,a) \in E'} \frac{\delta(w_{i,a} X_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right\rangle_{y_i}.
\]

Here, $\sum_{x \in X^N}$ and $\delta(x_i, X_i)$ are replaced by $\int_{X^N} dx$ and $\delta(x_i - X_i)$ when the alphabet is continuous where $\delta(\cdot)$ denotes the Dirac delta function.

**Proof.** The proof is almost the same as [2.14].

\[
Z(G) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{x \in X^N} \prod_{a \in F} b_a(x_{\delta a}) \prod_{i \in V} b_i(x_i)
\]
\[
= Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{x \in X^N, w \in X'^{E'}} \prod_{i \in V} b_a(w_{\delta a}) \prod_{(i,a) \in E} \frac{\delta(w_{i,a} X_i)}{b_i(w_{i,a})}
\]
\[
= Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{x \in X^N, w \in X'^{E'}} \prod_{i \in V} b_a(w_{\delta a}) \prod_{(i,a) \in E} b_i(x_i)
\]
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\[
\begin{align*}
&\prod_{(i,a) \in E} \left[ 1 + \frac{\delta(w_{i,a}, x_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right] \\
&= Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{x \in \mathcal{X}} \prod_{i \in V} b_a(w_{\delta a,a}) \prod_{i \in V} b_i(x_i) \\
&\cdot \sum_{E' \subseteq E} \prod_{(i,a) \in E'} \frac{\delta(w_{i,a}, x_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \\
&= Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{E' \subseteq E} \prod_{(i,a) \in E'} \left( \prod_{i \in V} \frac{\delta(w_{i,a}, X_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right) b_i.
\end{align*}
\]

Lemma 3.7 is generalized for CVM free energies in [Zhou et al., 2011]. It is not obvious whether or not Lemma 3.7 is useful for finite alphabets. While in Theorem 3.5 the alphabet for \( Z_G(E') \) is \( \mathcal{X} \setminus \{0\} \), the alphabet for \( \tilde{Z}_G(E') \) is \( \mathcal{X} \) in Lemma 3.7. The difference of the alphabets is significant when \( \mathcal{X} \) is the binary alphabet since \( \mathcal{X} \setminus \{0\} \) is the unary alphabet and the summation disappears as shown in Lemma 3.4. Interestingly, the weight \( \tilde{Z}_G(E') \) in Lemma 3.7 is equal to the weight \( Z_G(E') \) in Theorem 3.5.

**Lemma 3.8.** Lemma 3.6 holds also for infinite alphabet \( \mathcal{X} \). Furthermore, it holds \( Z_G(E') = \tilde{Z}_G(E') \) for \( E' \subseteq E \) for arbitrary alphabet.

**Proof.** It holds

\[
\begin{align*}
\tilde{Z}_G(E') &= \sum_{w \in \mathcal{X}^E} \prod_{a \in F} b_a(w_{\delta a,a}) \prod_{i \in V} \left\langle \prod_{a \in \delta_i, (i,a) \in E'} \frac{\delta(w_{i,a}, X_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right\rangle b_i \\
&= \sum_{y \in \mathcal{X}^E} \prod_{a \in F} b_a(y_{\delta a,a}) \prod_{i \in V} \left\langle \prod_{a \in \delta_i, (i,a) \in E'} \frac{\delta(w_{i,a}, X_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right\rangle b_i \\
&= \sum_{y \in \mathcal{X}^E} \prod_{a \in F} b_a(y_{\delta a,a}) \prod_{i \in V} \left\langle \prod_{a \in \delta_i, (i,a) \in E'} \frac{\delta(w_{i,a}, X_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right\rangle b_i \\
&\cdot \prod_{(i,a) \in E} \left[ 1 + \frac{\delta(w_{i,a}, y_{i,a}) - b_i(w_{i,a})}{b_i(w_{i,a})} \right] \\
&= \sum_{y \in \mathcal{X}^E} \prod_{a \in F} b_a(y_{\delta a,a}) \prod_{i \in V} \left\langle \prod_{a \in \delta_i, (i,a) \in E'} \frac{\delta(w_{i,a}, X_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right\rangle b_i \\
&= \sum_{y \in \mathcal{X}^E} \prod_{a \in F} b_a(y_{\delta a,a}) \prod_{i \in V} \left\langle \prod_{a \in \delta_i, (i,a) \in E'} \frac{\delta(w_{i,a}, X_i) - b_i(w_{i,a})}{b_i(w_{i,a})} \right\rangle b_i \\
&\cdot \sum_{E' \subseteq E} \prod_{(i,a) \in E'} \frac{\delta(w_{i,a}, y_{i,a}) - b_i(w_{i,a})}{b_i(w_{i,a})}.
\end{align*}
\]

From

\[
\frac{\delta(w_{i,a}, y_{i,a}) - b_i(w_i)}{b_i(w_i)} = \sum_{v_{i,a} \in \mathcal{X}} b_i(v_{i,a}) \left( \frac{\delta(y_{i,a}, v_{i,a})}{b_i(v_{i,a})} - 1 \right) \left( \frac{\delta(v_{i,a}, v_{i,a})}{b_i(v_{i,a})} - 1 \right)
\]
it holds

\[
\hat{Z}_G(E') = \sum_{E'' \subseteq E} \sum_{v \in \mathcal{X}^{(E')} \setminus a \in F} \prod_{i \in V} \left( \prod_{v \in \partial a \setminus (i,a) \in E''} \frac{\delta(v_{i,a}, X_i) - b_i(v_{i,a})}{b_j(v_{i,a})} \right)_{b_a}
\cdot \prod_{i \in V} \left( \prod_{v \in \partial a \setminus (i,a) \in E'} \frac{\delta(w_{i,a}, X_i) - b_j(w_{i,a})}{b_j(w_{i,a})} \right)_{b_j}
\cdot \prod_{(i,a) \in E'} \left( (\delta(v_{i,a}, X_i) - b_i(v_{i,a})) (\delta(w_{i,a}, X_i) - b_j(w_{i,a})) \right)_{b_i}.
\]

For \( E'' \neq E' \), the weight corresponding to \( E'' \) is zero. Hence, it holds

\[
\hat{Z}_G(E') = \sum_{v \in \mathcal{X}^{(E')} \setminus a \in F} \prod_{i \in V} \left( \prod_{v \in \partial a \setminus (i,a) \in E'} \frac{\delta(v_{i,a}, X_i) - b_i(v_{i,a})}{b_j(v_{i,a})} \right)_{b_a}
\cdot \prod_{i \in V} \left( \prod_{v \in \partial a \setminus (i,a) \in E'} \frac{\delta(w_{i,a}, X_i) - b_j(w_{i,a})}{b_j(w_{i,a})} \right)_{b_j}
\cdot \prod_{(i,a) \in E'} \left( (\delta(v_{i,a}, X_i) - b_i(v_{i,a})) (\delta(w_{i,a}, X_i) - b_j(w_{i,a})) \right)_{b_i}.
\]

This coincides with the expression of \( Z_G(E') \) in Lemma 3.6 \( \square \)

### 3.6 Loop calculus for marginal distributions

Similarly to the previous section, loop calculus formula for marginal distributions can be obtained as follows.

**Lemma 3.9.** Assume that the alphabet is binary, i.e., \( \mathcal{X} = \{0, 1\} \). Let \( C \subseteq V \), \( F_C := \{ a \in F \mid \partial a \subseteq C \} \), \( E(F_C) := \{ (i,a) \in E \mid a \in F_C \} \) and \( g : \mathcal{X}^{|C|} \rightarrow C \). For any \( ((b_i), (b_a)) \in \text{Int}(F_{\text{Bethe}}) \),

\[
Z(G)(g(X_C))_p = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{E' \subseteq E \setminus E(F_C)} Z_G(E') \tag{3.12}
\]

where

\[
Z_G(E') := \prod_{a \in F \setminus F_C} \left( \prod_{i \in \partial a \setminus (i,a) \in E'} \frac{X_i - \eta_i}{\sqrt{\langle (X_i - \eta_i)^2 \rangle}_{b_i}} \right)_{b_a} \prod_{i \in V \setminus C} \left( \frac{X_i - \eta_i}{\sqrt{\langle (X_i - \eta_i)^2 \rangle}_{b_i}} \right)_{b_i}^{d_i(E')}
\cdot \left( g(X_C) \prod_{i \in C} \left( \frac{X_i - \eta_i}{\sqrt{\langle (X_i - \eta_i)^2 \rangle}_{b_i}} \right)_{b_C}^{d_i(E')} \right).
\]
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Here, \( \langle \cdot \rangle_{bc} \) is a pseudo-expectation with respect to an un-normalized distribution

\[
{b_C(x_C)} = \prod_{i \in C} b_i(x_i) \prod_{a \in F_C} \frac{b_a(x_{ba})}{\prod_{i \in \partial a} b_i(x_i)}.
\]

**Proof.** By transforming \( f_a \) only for \( a \notin F_C \), one obtains

\[
Z \langle g(X_C) \rangle_p = \sum_{y \in \{0,1\}^{V \setminus F_C}} \prod_{a \in F \setminus F_C} \hat{f}_a(y_{ba}) \prod_{i \in V \setminus C} \hat{f}_i(y_{ai}) \cdot \left( \sum_{x_C} g(x_C) \prod_{i \in C} \prod_{a \in \partial i, a \notin F_C} \phi_{i,a}(x_i, y_{i,a}) \prod_{a \in F_C} f_a(x_{ba}) \right).
\]

One obtains the lemma from

\[
\prod_{a \in F_C} f_a(x_{ba}) \prod_{i \in C} \prod_{a \in \partial i, a \notin F_C} m_{a \to a}(x_i) = \prod_{i \in C} Z_i \prod_{a \in F_C} Z_a \prod_{i \in \partial a} b_i(x_i) \prod_{a \in F_C} \frac{b_a(x_{ba})}{\prod_{i \in \partial a} b_i(x_i)}.
\]

\[\square\]

In the same way, the following lemma is obtained for non-binary finite alphabets.

**Lemma 3.10.** Let \( C \subseteq V \) and \( g : \mathcal{X}^{|C|} \to \mathbb{C} \). For any \((b_i), (b_a)\) \( \in \text{Int}(F_{\text{Bethe}}) \), it holds (3.12) where

\[
Z_G(E') := \sum_{y \in (\{0\}^{V \setminus \{0\}})^{E'}} \prod_{a \in F \setminus F_C} \left\langle \prod_{i \in \partial a, (i,a) \in E'} \frac{\partial \log b_i(X_i)}{\partial \theta_{i,y_{i,a}}} \right\rangle_{b_a}
\]

\[
\cdot \left[ \prod_{i \in V \setminus C} \left\langle \prod_{a \in \partial i, (i,a) \in E'} \frac{\partial \log b_i(X_i)}{\partial \eta_{i,y_{i,a}}} \right\rangle \right] \left\langle g(X_C) \prod_{i \in C, (i,a) \in E'} \frac{\partial \log b_i(X_i)}{\partial \eta_{i,y_{i,a}}} \right\rangle_{b_C}.
\]

If one chooses a sufficient statistic \( t_i(x_i) \) for \( i \in V \) such that the Fisher information matrix is diagonal at \( b_i \), it holds

\[
Z_G(E') = \sum_{y \in (\{0\}^{V \setminus \{0\}})^{E'}} \prod_{a \in F \setminus F_C} \left\langle \prod_{i \in \partial a, (i,a) \in E'} \frac{t_{i,y_{i,a}}(X_i) - \eta_{i,y_{i,a}}}{\sqrt{\left( t_{i,y_{i,a}}(X_i) - \eta_{i,y_{i,a}} \right)^2}} \right\rangle_{b_a}
\]

\[
\cdot \prod_{i \in V \setminus C} \left\langle \prod_{a \in \partial i, (i,a) \in E'} \frac{t_{i,y_{i,a}}(X_i) - \eta_{i,y_{i,a}}}{\sqrt{\left( t_{i,y_{i,a}}(X_i) - \eta_{i,y_{i,a}} \right)^2}} \right\rangle_{b_i}
\]

\[
\cdot \left\langle g(X_C) \prod_{i \in C, (i,a) \in E'} \frac{t_{i,y_{i,a}}(X_i) - \eta_{i,y_{i,a}}}{\sqrt{\left( t_{i,y_{i,a}}(X_i) - \eta_{i,y_{i,a}} \right)^2}} \right\rangle_{b_C}.
\]
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The weight of the empty set $\emptyset$ of edges is $Z_G(\emptyset) = \langle g(X_C) \rangle_{b_C}$. Even if a factor graph is tree, $\emptyset$ is not a unique subset of edges with non-zero weight since even if variable nodes in $C$ have degree one the weight can be non-zero. Lemmas 3.6 and 3.8 can be generalized in a similar way.

Let $\text{Var}_p[t_i(X_i)]$ and $\text{Cov}_p[t_i(X_i), t_j(X_j)]$ be a $(|\mathcal{X}| - 1) \times (|\mathcal{X}| - 1)$-matrix whose $(k, l)$-elements are $\langle (t_{i,k}(X_i) - \eta_{i,k})(t_{j,l}(X_j) - \eta_{j,l}) \rangle_p$ and $\langle (t_{i,k}(X_i) - \eta_{i,k})(t_{j,l}(X_j) - \eta_{j,l}) \rangle_p$, respectively. Let $\text{Cor}_p[t_i(X_i), t_j(X_j)] := \text{Var}_p[t_i(X_i)]^{-1/2}\text{Cor}_p[t_i(X_i), t_j(X_j)]\text{Var}_p[t_j(X_j)]^{-1/2}$. The matrices $\text{Var}_p[t_i(X_i)]$, $\text{Cov}_p[t_i(X_i), t_j(X_j)]$ and $\text{Cor}_p[t_i(X_i), t_j(X_j)]$ are called variance matrix, covariance matrix and correlation matrix, respectively.

**Corollary 3.11** (Correlation matrix on a tree factor graph [Watanabe 2010]). For a tree factor graph $G$, the correlation matrix for $i, j \in V$ is decomposed to $\text{Cor}_p[t_i(X_i), t_j(X_j)] = \text{Cor}_p[t_i(X_i), t_{i_1}(X_{i_1})]\text{Cor}_p[t_{i_1}(X_{i_1}), t_{i_2}(X_{i_2})] \cdots \text{Cor}_p[t_{i_{l-1}}(X_{i_{l-1}}), t_{i_l}(X_{i_l})]\text{Cor}_p[t_{i_l}(X_{i_l}), t_j(X_j)]$ where $(i, i_1 \in V, i_2 \in V, \ldots, i_l \in V, j)$ is the unique path of variable nodes between $i$ and $j$.

**Proof.** When $l = 0$, i.e., $i$ and $j$ are adjacent, the lemma is trivial. It is sufficient to prove

$$\text{Cov}_p[t_i(X_i), t_j(X_j)] = \text{Cov}_p[t_i(X_i), t_{i_1}(X_{i_1})]\text{Cov}_p[t_{i_1}(X_{i_1}), t_{i_2}(X_{i_2})] \cdots \text{Cov}_p[t_{i_{l-1}}(X_{i_{l-1}}), t_{i_l}(X_{i_l})]\text{Cov}_p[t_{i_l}(X_{i_l}), t_j(X_j)]$$

for $l \geq 1$. For a tree factor graph, the stationary point of the Bethe free energy is unique and the pseudo-marginals $(b_e)_{e \in V}, (b_a)_{a \in E}$ on the stationary point are exact marginal distributions. Let $C = \{i, j\}$ and

$$(x_i, x_j) = (t_{i,k}(x_i) - \eta_{i,k})(t_{j,l}(x_j) - \eta_{j,l}) = \frac{\partial \log b_j(x_j)}{\partial \theta_j} \frac{\partial \log b_j(x_j)}{\partial \theta_j}$$

for Lemma 3.10. In this case, $F_C$ is the set of degree-one factor nodes connected to $i$ or $j$. Since $Z_G(E') = 0$ for $E' \subseteq E$ generating degree-one variable node or degree-one factor node except for $i$ and $j$, we only have to consider the empty set and the set of edges in the unique path between $i$ and $j$. Since $b_C(x_i, x_j) = b_i(x_i)b_j(x_j)$, the weight of the empty set is zero. The lemma is obtained from

$$\left\langle \frac{\partial \log b_i(x_i)}{\partial \eta_{i,k}} \frac{\partial \log b_j(x_j)}{\partial \eta_{j,l}} \right\rangle_{b_C} = \left\langle \frac{\partial \log b_i(x_i)}{\partial \eta_{i,k}} \frac{\partial \log b_j(x_j)}{\partial \eta_{j,l}} \right\rangle_{b_i} \left\langle \frac{\partial \log b_j(x_j)}{\partial \eta_{j,l}} \frac{\partial \log b_j(x_j)}{\partial \eta_{j,l}} \right\rangle_{b_j} = \delta(k, y_{i,a})\delta(l, y_{j,b})$$

and Lemma 2.1.
Lemma 3.10 can be used also for generalizing Corollary 3.11 to general factor graphs. The results are considered to be useful for proving the decay of correlations in factor graphs [Kudekar and Macris, 2011], [Kudekar, 2009], [Weitz, 2006].

3.7 Historical remarks on the loop calculus

The loop calculus formula, Lemma 3.4, is obtained in [Chertkov and Chernyak, 2006a], [Chertkov and Chernyak, 2006b]. In [Sudderth et al., 2008], a simple proof and a simple expression are obtained. Furthermore, it is proved that for some Ising model, all weights in the loop calculus formula are non-negative, and hence, the Bethe partition function is a lower bound of the true partition function. A clear derivation using (3.1) is obtained in [Chertkov and Chernyak, 2006c] and [Chernyak and Chertkov, 2007], and mentioned in [Forney and Vontobel, 2011] using the concept of the holographic transformation for normal factor graphs proposed in [Al-Bashabsheh and Mao, 2011].

The formula are generalized for continuous alphabets in [Xiao and Zhou, 2011] and for CVM free energies in [Zhou et al., 2011]. An improvement of the Bethe approximation by taking partial sum among generalized loops is considered in [Chertkov and Chernyak, 2006c], [Gómez et al., 2007]. The loop calculus formula has been used not only for Ising model but also for the permanent problem [Watanabe and Chertkov, 2010] and the independent set problem [Chandrasekaran et al., 2011]. Almost simultaneously with the loop calculus formula, a similar method based on the cavity method is proposed in [Montanari and Rizzo, 2005].
4 Characterization of the Bethe Entropy by Graph Covers

In this chapter, characterization of the Bethe entropy using graph cover is introduced, which is shown by Vontobel. The method of graph covers is also useful for considering relationship between true partition function and its Bethe approximation as shown in the next chapter.

4.1 Method of types

In this section, the method of types is introduced, which is an intuitive combinatorial tool invented by Csiszár and Körner [Csiszár 1998], [Csiszár and Körner 2011]. Here, the key lemma in the method of types is proved without using Stirling’s formula.

Lemma 4.1. Let \((N(x))_{x=1,...,q}\) be natural numbers satisfying \(\sum_{x=1}^{q} N(x) = N\). When \(\lim_{N \to \infty} N(x)/N = \nu(x)\), it holds

\[
\lim_{N \to \infty} \frac{1}{N} \log \left( \frac{N}{N(1) N(2) \cdots N(q)} \right) = \mathcal{H}(\nu).
\]

Proof. From

\[
\log \left( \frac{N}{N(1) N(2) \cdots N(q)} \right) = \log N! - \sum_{x=1}^{q} \log N(x)! = \sum_{k=1}^{N} \log k - \sum_{x=1}^{q} \sum_{k=1}^{N(x)} \log k
\]

\[
= \sum_{k=1}^{N} \log \frac{k}{N} - \sum_{x=1}^{q} \sum_{k=1}^{N(x)} \log \frac{k}{N(x)} - \sum_{x=1}^{q} N(x) \log \frac{N(x)}{N}
\]

\[
= N \left[ \sum_{k=1}^{N} \frac{1}{N} \log \frac{k}{N} - \sum_{x=1}^{q} \frac{N(x)}{N} \sum_{k=1}^{N(x)} \frac{1}{N(x)} \log \frac{k}{N(x)} - \sum_{x=1}^{q} \frac{N(x)}{N} \log \frac{N(x)}{N} \right]
\]

one obtains

\[
\lim_{N \to \infty} \frac{1}{N} \log \left( \frac{N}{N(1) N(2) \cdots N(q)} \right) = \int_{0}^{1} \log z \, dz - \sum_{x=1}^{q} \nu(x) \int_{0}^{1} \log z \, dz - \sum_{x=1}^{q} \nu(x) \log \nu(x) = \mathcal{H}(\nu). \]
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The idea of the method of types is the following. Assume that a function \( f_N : \{1, 2, \ldots, q\}^N \to \mathbb{R}_{\geq 0} \) depends on the argument \( x \in \{1, 2, \ldots, q\}^N \) only through the frequency of occurrences \( N_x(x) \) of the symbols \( x \in \{1, 2, \ldots, q\} \) in \( x \). Here, \((N_x(x)/N)_{x=1,\ldots,q}\) is called a type of \( x \in \{1, 2, \ldots, q\}^N \). Then, one obtains an equation
\[
\sum_{x \in \{1, 2, \ldots, q\}^N} f_N(x) = \sum_{N_{(1)},N_{(2)},\ldots,N_{(q)}} U_N \left( \left( (N(x)/N)_{x=1,\ldots,q} \right) f \left( \frac{N(1)}{N}, \frac{N(2)}{N}, \ldots, \frac{N(q)}{N} \right) \right)
\]
where \( U_N((N(x)/N)_{x=1,\ldots,q}) \) is the number of sequences \( x \) with type \((N(x)/N)_{x=1,\ldots,q}\), where \( f(N(1)/N, N(2)/N, \ldots, N(q)/N) \) is equal to \( f_N(x) \) for \( x \in \{1, 2, \ldots, q\}^N \) with type \((N(x)/N)_{x=1,\ldots,q}\) and where the sum is taken among the set of \( N \)-length types \( P_N(\{1, 2, \ldots, q\}) := \{(N(x)/N)_{x=1,\ldots,q} \mid \sum_{x=1}^q N(x) = N\} \). From,
\[
U_N((N(x)/N)_{x=1,\ldots,q}) = \left( \begin{array}{c} N \\ N_{(1)} N_{(2)} \ldots N_{(q)} \end{array} \right)
\]
one obtains lower and upper bounds
\[
\max_{N(1),N(2),\ldots,N(q)} \left( \frac{N}{N_{(1)} N_{(2)} \ldots N_{(q)}} \right) f \left( \frac{N(1)}{N}, \frac{N(2)}{N}, \ldots, \frac{N(q)}{N} \right) \leq \sum_{x \in \{1, 2, \ldots, q\}^N} f_N(x) \leq |P_N(\{1, 2, \ldots, q\})|
\]
\[
\cdot \max_{N(1),N(2),\ldots,N(q)} \left( \frac{N}{N_{(1)} N_{(2)} \ldots N_{(q)}} \right) f \left( \frac{N(1)}{N}, \frac{N(2)}{N}, \ldots, \frac{N(q)}{N} \right)
\]
Since the number of \( N \)-length types is \(|P_N(\{1, 2, \ldots, q\})| = (N+q-1)\) and hence polynomial in \( N \), when \( f \) is continuous, it holds that
\[
\lim_{N \to \infty} \frac{1}{N} \log \sum_{x \in \{1, 2, \ldots, q\}^N} f_N(x)
\]
\[
= \lim_{N \to \infty} \frac{1}{N} \max_{N(1),N(2),\ldots,N(q)} \log \left[ \left( \frac{N}{N_{(1)} N_{(2)} \ldots N_{(q)}} \right) f \left( \frac{N(1)}{N}, \frac{N(2)}{N}, \ldots, \frac{N(q)}{N} \right) \right]
\]
\[
= \max_{v(1),v(2),\ldots,v(q)} \{H(v) + \log f(v(1), v(2), \ldots, v(q))\}.
\]
In the last equality, Lemma 4.1 is used. This method is called the Laplace method [Flajolet and Sedgewick, 2009].

**Example 4.2** (Sanov’s theorem for a finite alphabet). Let \((X_i)_{i=1,\ldots,N}\) be i.i.d. random variables on a finite alphabet \(\{1, 2, \ldots, q\}\). For any open subset \(S\) of \(P(\{1, 2, \ldots, q\})\), it holds
\[
\Pr \left( \left( \frac{1}{N} \sum_{j=1}^N 1\{X_j = x\} \right)_{x=1,2,\ldots,q} \in S \right) = \sum_{(v(x))_{x=1,\ldots,q} \in S} \left( \frac{N}{N(v(x))} \right)^q P_X(x)^{N(v(x)}
\]
\[
= \exp \left\{ \sup_{v \in S} - \sum_{x=1}^q v(x) \log \frac{v(x)}{P_X(x)} \right\} = : \exp \left\{ \sup_{v \in S} -D_{\text{KL}}(v || P_X) \right\}.
\]
Here, \( D_{\text{KL}}(v\|P_X) \) is called a *Kullback-Leibler divergence.*

### 4.2 Graph covers

A graph cover has been well considered in graph theory [Stark and Terras 2000]. Let \( G = (V, F, E, (f_a)_{a \in F}) \) be a factor graph. Then, its \( M \)-copied factor graph is denoted by \( G^{\oplus M} \). Let \( i^{(k)} \) be a \( i \)-th variable node in \( k \)-th copy of \( G \). A notation \( a^{(k)} \) is defined in the same way. Then, \( G^{\oplus M} = (V^{\oplus M}, F^{\oplus M}, E^{\oplus M}, (f_{a^{(k)}})_{a \in F, k \in M}) \). Its partition function is

\[
Z(G^{\oplus M}) = \sum_{x \in (\{0,1\}^N)^M} \prod_{k=1}^M \prod_{a \in F} f_a(x_{a^{(k)}}) = \left( \sum_{x \in \{0,1\}^N} \prod_{a \in F} f_a(x_a) \right)^M = Z(G)^M.
\]

Let \( \sigma_{i,a} : \{1,2,\ldots,M\} \mapsto\{1,2,\ldots,M\} \) be a permutation on \( \{1,2,\ldots,M\} \) for \( (i,a) \in E \). Let \( G_{\sigma} \) be a factor graph in which the set of edges \( \{(i^{(k)},a^{(k)}) \mid (i,a) \in E, k = 1,2,\ldots,M\} \) in \( G^{\oplus M} \) is replaced by \( \{(i^{(k)},a^{(\sigma_{i,a}(k))}) \mid (i,a) \in E, k = 1,2,\ldots,M\} \) for \( \sigma := (\sigma_{i,a})_{(i,a)\in E} \). The factor graph \( G_{\sigma} \) is called an \( M \)-fold graph cover of \( G \). Note that there exist \( (M!)^{|E|} \) graph covers without any identification among factor graphs.

Since the belief propagation (2.10) for an \( M \)-fold graph cover \( G_{\sigma} \) of \( G \) is the same as that for \( G \) except for the existence of indices \( k \in \{1,\ldots,M\} \) for copies in \( i^{(k)} \) and \( a^{(k)} \), the projection \( ((b_{i^{(k)}},(b_{a^{(k)}}))_{i \in V^{\oplus M}},(b_{a^{(k)}})_{a \in F^{\oplus M}}) \) of a fixed point \( ((b_{i})_{i \in V},(b_{a})_{a \in F}) \) for \( G \) is a stationary point of the Bethe free energy for \( G_{\sigma} \). On the other hand, for large \( M \) and small \( d \), any depth-\( d \) neighborhood of \( i^{(k)} \) does not include cycles for almost all \( M \)-fold graph covers. Hence, the Bethe approximation is considered to be accurate for almost all \( M \)-fold graph covers for large \( M \). From these observations, it is expected that the partition functions of \( M \)-fold graph covers \( G_{\sigma} \) for large \( M \) is related to the Bethe partition function for the original factor graph \( G \).

### 4.3 Expected number sequences on random graph covers and the Bethe entropy

In this section, characterization of the Bethe entropy by graph covers is introduced, which is recently obtained by [Vontobel 2010b]. For the identity permutation \( \sigma_0 \), it holds \( Z(G_{\sigma_0}) = Z(G)^M \) as shown in the previous section. For other \( \sigma \), generally \( Z(G_{\sigma}) \neq Z(G)^M \). The partition function \( Z(G_{\sigma}) \) of a graph cover \( G_{\sigma} \) is

\[
Z(G_{\sigma}) = \sum_{x \in (\{0,1\}^N)^M} \prod_{k=1}^M \prod_{a \in F} f_a(x_{a^{(k)}}).
\]
From this result, when \( N_i \in \mathbb{N} \) is not determined only by a frequency of occurrences of each symbol in \( x \), one has to consider more detailed types for (4.1). Let \( N_{i,x}(z) \) be the number of \( z \in \mathcal{X} \) in \((x_1^{(1)}, \ldots, x_i^{(M)}) \in \mathcal{X}^M \) for \( x \in (\mathcal{X}^M)^N \). Furthermore, \( N_{a,x}(z_{da}) \) be the number of \( z_{da} \in \mathcal{X}^{da} \) in \((x_{da}^{(1)}, \ldots, x_{da}^{(M)}) \in (\mathcal{X}^{da})^M \) for \( x \in (\mathcal{X}^M)^N \). They must satisfy the condition
\[
N_{i,x}(z) = \sum_{z_{da} \in \mathcal{X}^{da}, x_{i}=z} N_{a,x}(z_{da}). \tag{4.2}
\]

Here, \(((N_i/x)/M)_{i \in V}, (N_{a,x}/M)_{a \in F})\) is called a type of \( x \in (\mathcal{X}^M)^N \) for a factor graph \( G \). According to the type, it holds
\[
Z(G_a) = \sum_{(N_i/N_a)_{i \in \mathcal{V}} \in \mathcal{V}, (N_{a,x}/M)_{a \in F}} U_{M,G_a}((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F}) \prod_{a \in F} f_a(x_{da})^{N_a(x_{da})}. \tag{4.3}
\]

where \( U_{M,G_a}((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F}) \) is the number of sequences \( x \in (\mathcal{X}^M)^N \) with type \(((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F})\). For each factor graph \( G_a \), it is difficult to calculate \( U_{M,G_a}((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F}) \). However, its expectation taken over all graph covers has a simple expression
\[
\langle U_{M,G_a}((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F}) \rangle_{x_{i,a}} = \prod_{i \in V} \left( \frac{M}{(N_i(x))_{x \in \mathcal{X}}} \right) \prod_{a \in F} \left( \frac{M}{(N_a(x_{da}))_{x_{a} \in \mathcal{X}^{da}}} \right) \cdot \prod_{(i,a) \in E} \left( \frac{M}{(N_i(x))_{x \in \mathcal{X}}} \right)^{-1} \tag{4.4}
\]

where \( \Sigma_M \) is a uniform random permutation among all \((M!)^{|E|}\) possible permutations of edges and where \( \langle \cdot \rangle_{x_{i,a}} \) is an expectation with respect to \( \Sigma_M \). When \( N_i(z)/M \rightarrow b_j(z) \) and \( N_{a}(z_{da})/M \rightarrow b_{ja}(z_{da}) \), it holds
\[
\langle U_{M,G_a}((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F}) \rangle_{x_{i,a}} \exp \left\{ M \left[ \sum_{a \in F} H(b_a) - \sum_{i \in V} (d_i - 1) H(b_i) \right] \right\} = \exp \left\{ M \sum_{(i,a) \in E} (b_{ja}(z_{da}) \log f(x_{da})) \right\}. \]

This is a novel characterization of the Bethe entropy, obtained by \cite{Vontobel2010}. From this result, when \( Z(G) > 0 \), one obtains
\[
\langle Z(G_a) \rangle_{x_{i,a}} = \sum_{(N_i)_{i \in \mathcal{V}}, (N_{a})_{a \in F}} \left( U_{M,G_a}((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F}) \right) \prod_{a \in F} f_a(x_{da})^{N_a(x_{da})} \]
\[
\max_{(b_{ja})_{ja}} \exp \left\{ M \left[ H_{Bethe}(b_{ja} - b_{ja} \log f(x_{da})) + \sum_{a \in F} b_{ja}(x_{da}) \log f(x_{da}) \right] \right\}.
\]

This is a novel characterization of the Bethe entropy, obtained by \cite{Vontobel2010}. From this result, when \( Z(G) > 0 \), one obtains
\[
\langle Z(G_a) \rangle_{x_{i,a}} = \sum_{(N_i)_{i \in \mathcal{V}}, (N_{a})_{a \in F}} \left( U_{M,G_a}((N_i/M)_{i \in V}, (N_{a}/M)_{a \in F}) \right) \prod_{a \in F} f_a(x_{da})^{N_a(x_{da})} \]
\[
\max_{(b_{ja})_{ja}} \exp \left\{ M \left[ H_{Bethe}(b_{ja} - b_{ja} \log f(x_{da})) + \sum_{a \in F} b_{ja}(x_{da}) \log f(x_{da}) \right] \right\} = \exp \left\{ -M \min_{(b_{ja})_{ja}} P_{Bethe}(b_{ja} - b_{ja} \log f(x_{da})) \right\}.
\]
4.4. HISTORICAL REMARKS ON THE METHOD OF GRAPH COVERS

When $Z(G) = 0$, it holds $\langle Z(G_{\Sigma M}) \rangle_{\Sigma M} = 0$ for some $M$ including 1. In this case,

$$\limsup_{M \to \infty} \frac{1}{M} \log(\langle Z(G_{\Sigma M}) \rangle_{\Sigma M}) = - \min_{(b_i)_{i \in V}, (b_a)_{a \in F}} \mathcal{F}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}).$$

Here, the minimization of the Bethe free energy appears naturally as well. The following theorem is the summary of this chapter.

**Theorem 4.3** ([Vontobel, 2010b]).

$$\langle U_{M,G_{\Sigma M}}, (N_i/M)_{i \in V}, (N_a/M)_{a \in F} \rangle_{\Sigma M} = \exp \left\{ M \mathcal{H}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \right\}$$

$$\limsup_{M \to \infty} \frac{1}{M} \log(\langle Z(G_{\Sigma M}) \rangle_{\Sigma M}) = - \min_{(b_i)_{i \in V}, (b_a)_{a \in F}} \mathcal{F}_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}).$$

4.4 Historical remarks on the method of graph covers

The method of graph covers is introduced for analyzing linear programming (LP) decoding for LDPC codes [Vontobel and Köetter, 2005]. The new characterization of the Bethe entropy and the Bethe free energy is obtained in [Vontobel, 2010b]. In [Vontobel, 2011b], it is conjectured that for the permanent problem, defined in (1.5), it holds $Z(G_\sigma) \leq Z(G_{\sigma_0})$ for arbitrary permutations $\sigma$ of edges where $(i,j)$-element of the matrix is a variable $z_{i,j}$ and where $p((z_{i,j})_{(i,j) \in V}) \leq q((z_{i,j})_{(i,j) \in V})$ means that the coefficient of an arbitrary monomial in $p$ is equal to or smaller than the coefficient of the same monomial in $q$. If the conjecture is true, it shows $Z_{\text{Bethe}}(G) \leq Z(G)$ for the permanent problem for non-negative matrices, which is proved by [Gurvits, 2011] in a different way. In [Watanabe, 2011], it is conjectured that for the problem of independent set, which is a pairwise binary model defined by

$$f_{i,j}(x_i, x_j) = \begin{cases} 0, & x_i = x_j = 1 \\ 1, & \text{otherwise} \end{cases}, \quad \text{for } (i,j) \in E$$

$$f_i(x_i) = z_i^{x_i}, \quad \text{for } i \in V$$

where $(z_i)_{i \in V}$ are variables, it holds $Z(G_\sigma) \leq Z(G_{\sigma_0})$ for arbitrary permutations $\sigma$ of edges. In [Watanabe, 2011], it is shown that if the conjecture is true, for any binary pairwise attractive model, it holds $Z(G_\sigma) \leq Z(G)^M$ and hence $Z_{\text{Bethe}}(G) \leq Z(G)$, which is conjectured in [Sudderth et al., 2008]. In [Ruozzi, 2012], it is proved that for some class of factor functions $(f_a)_{a \in F}$ including the binary pairwise attractive model, it holds $Z(G_\sigma) \leq Z(G)^M$ for arbitrary permutations $\sigma$ of edges, which proves the conjecture.
for the binary pairwise attractive model in [Sudderth et al., 2008]. The characterization of the Bethe entropy is generalized to the fractional Bethe entropy and the CVM entropy [Vontobel, 2011a].
In this chapter, new series of the generalized Bethe approximations is introduced on the basis of an asymptotic expansion of the partition function of graph covers.

5.1 Loop calculus for graph covers

From the discussion in Section 4.2, any \((b_i)_{i \in V}, (b_a)_{a \in F}\) ∈ Int(\(F_{\text{Bethe}}\)) for \(G\) gives a stationary point of the Bethe free energy for any \(M\)-fold graph cover \(G\). On the choice of the stationary point, the Bethe partition function for \(G\) is \(Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F})^M\). Hence, from Theorem 3.5, it holds

\[
Z(G) = Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F}) \sum_{E' \subseteq E(G)} Z_G(E')
\]

\[
Z(G) = Z_{\text{Bethe}}\left((b_{i^k} = b_i)_{i^k \in V} \oplus M, (b_{a^k} = b_a)_{a^k \in F} \oplus M\right) \sum_{E' \subseteq E(G_\alpha)} Z_{G_\alpha}(E')
\]

\[
= Z_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F})^M \sum_{E' \subseteq E(G_\alpha)} Z_{G_\alpha}(E')
\]

Let \(\text{Min}(F_{\text{Bethe}}) := \arg \min \{F_{\text{Bethe}}((b_i)_{i \in V}, (b_a)_{a \in F})\}\). Theorem 4.3 implies that for \(((b^*_i)_{i \in V}, (b^*_a)_{a \in F}) \in \text{Min}(F_{\text{Bethe}}) \cap \text{Int}(F_{\text{Bethe}})\) for \(G\),

\[
\left\langle \frac{Z(G_{G_\alpha})}{Z_{\text{Bethe}}((b^*_i)_{i \in V}, (b^*_a)_{a \in F})^M} \right\rangle_{G_\alpha} = \left\langle \sum_{E' \subseteq E(G_{G_\alpha})} Z_{G_\alpha}(E') \right\rangle_{G_{G_\alpha}} = \exp\{o(M)\} \quad (5.1)
\]

as \(M \to \infty\). Let a circuit rank \(c(E')\) of a connected subset \(E' \subseteq E\) of edges be \(|E'| - |V(E')| - |F(E')| + 1\) where \(V(E')\) and \(F(E')\) be the subsets of variable nodes and factor nodes connected to \(E'\), respectively. The circuit rank \(c(E')\) equals 0 if and only if \(E'\) induces a tree and equals 1 if and only if \(E'\) includes one cycle. Let \(L_1(G)\) be the set of generalized loops whose connected components are with circuit rank 1, i.e.,

\[
L_1(G) := \{ E' \subseteq E(G) \mid c(E') = 0 \text{ or } 2, \forall s \in V(G) \cup F(G) \}
\]

Let \(E^* \in L_1(G)\) be a connected subset of edges with circuit rank 1. The expected number of such structures in uniform \(M\)-fold graph covers is exactly 1 since among \(M\) copies
e^{(1)}, e^{(2)}, \ldots, e^{(M)} of edge e \in E' the probability that e^{(1)} participates in the generalized loop is 1/M. More generally, for any connected generalized loop E' \subseteq E(G_\sigma) in any M-fold graph cover G_\sigma, the expected number of the same type of generalized loops is \Theta(M^{1-c(E')}). Similar analyses have been considered for neighborhood graphs in LDPC codes [Montanari 2006], [Mori et al. 2013]. On the other hand, the number of types of generalized loops in M-fold graph covers grows as M \to \infty. If this behavior of growing number of types of generalized loops can be neglected, the contributions of generalized loops with circuit rank greater than 1 is \Theta(1/M) and hence,

\[
\left< \sum_{E' \subseteq E(G_{G_2M})} Z_{G_{G_2M}}(E') \right>_{\Sigma_M} = 1 + \left< \sum_{E' \in \mathcal{L}_1(G_{G_2M})} Z_{G_{G_2M}}(E') \right>_{\Sigma_M} + \Theta \left( \frac{1}{M} \right) .
\]

Let \( \hat{\mathcal{L}}_1(G) \) be a set of simple loops in G which are connected subsets \( E' \in \mathcal{L}_1(G) \) of edges with circuit rank 1, i.e., \( \hat{\mathcal{L}}_1(G) := \{ E' \in \mathcal{L}_1(G) \mid E' \text{ is connected} \} \). From Lemmas 2.2 and 2.9 one obtains \( Z_G(E') \) in Theorem 3.5 for any simple loop \( E' = \{(i_1, a_1), (i_2, a_1), (i_2, a_2), (i_3, a_2), \ldots, (i_\epsilon, a_\epsilon), (i_1, a_\epsilon)\} \in \hat{\mathcal{L}}_1(G) \) as

\[
Z_G(E') = \text{tr} \left( \text{Cor}_{b_{i_1}}[t_{i_1}(X_{i_1}), t_{i_2}(X_{i_2})] \text{Cor}_{b_{i_2}}[t_{i_2}(X_{i_2}), t_{i_3}(X_{i_3})] \cdots \text{Cor}_{b_{i_\epsilon}}[t_{i_\epsilon}(X_{i_\epsilon}), t_{i_1}(X_{i_1})] \right) .
\]

A backtrackless closed walk \( \omega \in \mathfrak{C} \) on G can be naturally projected onto \( E' \in \hat{\mathcal{L}}_1(G_\sigma) \) for some graph cover \( G_\sigma \) of G where \( \sim \) is an equivalence relation on \( \mathfrak{C} \) up to cyclic permutations and reversal of direction. Hence, it is expected that the edge zeta function in Appendix A is related to the above quantity.

**Theorem 5.1.** Let \( \omega '_{i \to j} = \text{Cor}_{b_{i_1}}[t_i(X_i), t_j(X_j)] \) for arbitrary choice of sufficient statistics. If \( |u| \) is smaller than the radius of convergence of \( \zeta(u) \) at \( u = 0 \), it holds

\[
1 + \lim_{M \to \infty} \left< \sum_{E' \in \mathcal{L}_1(G_{G_2M})} Z_{G_{G_2M}}(E') \right>_{\Sigma_M} = \sqrt{\zeta(u)} .
\]

**Proof.** Let \( N_{G_\sigma} \left( (k_{p,t})_{p \in \mathfrak{P}, t \in \mathbb{N}} \right) \) be the number of generalized loops in \( G_\sigma \) which consist of \( k_{p,t} \) connected generalized loops corresponding to the backtrackless closed walk \( \omega' \) for \( p \in \mathfrak{P} \) and \( t \in \mathbb{N} \). Then, it holds

\[
1 + \lim_{M \to \infty} \left< \sum_{E' \in \mathcal{L}_1(G_{G_2M})} Z_{G_{G_2M}}(E') \right>_{\Sigma_M}
= \sum_{k_{p,t}=0; p \in \mathfrak{P}, t \in \mathbb{N}} \left( \lim_{M \to \infty} \left< N_{G_{G_2M}} \left( (k_{p,t})_{p \in \mathfrak{P}, t \in \mathbb{N}} \right) \right>_{\Sigma_M} \right) \prod_{p \in \mathfrak{P}} \prod_{t=1}^{\infty} \zeta(\mathfrak{P})^{k_{p,t}} .
\]
5.1. LOOP CALCULUS FOR GRAPH COVERS

For fixed $p \in \mathcal{P}/d \sim d$ and $t \in \mathbb{N}$, when $p$ visits each variable node at most once, it holds

$$
\left\langle N_{G_{\Sigma}}(k_{p,t}) \right\rangle_{\Sigma M} = \frac{M!}{k_{p,t}!(t-k_{p,t})!(M-k_{p,t})!} \cdot \prod_{j=1}^{k_{p,t}} \left( \frac{1}{M-(j-1)t-(t-1)} \prod_{s=0}^{t-2} \frac{t-1-s}{M-(j-1)t-s} \right) \cdot \frac{1}{t^{k_{p,t}}k_{p,t}!}.
$$

Moreover, it generally holds

$$
\lim_{M \to \infty} \left\langle N_{G_{\Sigma}}((k_{p,t})_{p \in \mathcal{P}/d}, t \in \mathbb{N}) \right\rangle_{\Sigma M} = \prod_{p \in \mathcal{P}/d} \prod_{t=1}^{\infty} \frac{1}{t^{k_{p,t}}k_{p,t}!}.
$$

Hence, it holds

$$
1 + \lim_{M \to \infty} \left\langle \sum_{E' \in \mathcal{L}(G_{\Sigma_M})} Z_{G_{\Sigma_M}}(E') \right\rangle_{\Sigma M} = \prod_{p \in \mathcal{P}/d} \prod_{t=1}^{\infty} \left( \sum_{k=0}^{\infty} \frac{Z(p')^k}{t^k k!} \right) = \prod_{p \in \mathcal{P}/d} \prod_{t=1}^{\infty} \exp \left\{ \frac{Z(p')}{t} \right\}.
$$

In coding theory, the edge zeta function is used in [Köetter et al., 2004] and [Vontobel, 2010a]. In [Köetter et al., 2004], it is shown that the existence of monomial in the edge zeta function implies the existence of the corresponding pseudo-codeword. In [Vontobel, 2010a], it is shown that the growth rate of coefficients of monomial (i.e., the logarithm of inverse of the radius of convergence) in the edge zeta function is equal to the slope at zero of the exponent of the number of codewords in a cycle code. In my knowledge, Theorem 5.1 for the first time uses the value of $\zeta(u)$ in this area. One may regard

$$
1 + \lim_{M \to \infty} \left\langle \sum_{E' \in \mathcal{L}(G_{\Sigma_M})} Z_{G_{\Sigma_M}}(E') \right\rangle_{\Sigma M} = \sqrt{\zeta(u)}
$$

as an approximation of

$$
1 + \sum_{E' \in \mathcal{L}(G)} Z_G(E').
$$

On the basis of this idea, a new series of generalized Bethe approximations will be proposed.
5.2 Asymptotic analysis of the partition function of graph covers

In this section, (5.1) is evaluated. First, useful tools for detailed analysis are introduced.

**Lemma 5.2** (Stirling’s formula).

\[
N! = \sqrt{2\pi N} \left( \frac{N}{e} \right)^N \left( 1 + \Theta \left( \frac{1}{N} \right) \right).
\]

**Lemma 5.3** (Local approximation). Let \((N(x))_{x \in \mathcal{X}}\) be natural numbers satisfying \(\sum_{x \in \mathcal{X}} N(x) = N\). Assume \(\lim_{N \to \infty} N(x)/N = \nu(x)\) where \(\nu(x)\) is a probability measure on \(\mathcal{X}\) satisfying \(\nu(x) > 0\) for all \(x \in \mathcal{X}\). For a function \(n(x)\) satisfying \(\sum_{x \in \mathcal{X}} n(x) = 0\) and \(n(x) = o(N^{\frac{3}{2}})\),

\[
\left( \frac{N}{(N(x) + n(x))_{x \in \mathcal{X}}} \right) = \frac{\sqrt{2\pi N}}{\prod_{x \in \mathcal{X}} \sqrt{2\pi N(x)}} \exp \{ N \mathcal{H}(\nu) \} \\
\cdot \exp \left\{ -\sum_{x \in \mathcal{X}} n(x) \log \nu(x) + \frac{n(x)^2}{2N \nu(x)} \right\} \left( 1 + \sum_{x \in \mathcal{X}} \Theta \left( \frac{n(x)}{N} \right) + \Theta \left( \frac{n(x)^3}{N^2} \right) \right).
\]

**Proof.** From Stirling’s formula, it holds

\[
\frac{N!}{\prod_{x \in \mathcal{X}} (N(x) + n(x))!} = \frac{\sqrt{2\pi N} N^N}{\prod_{x \in \mathcal{X}} \sqrt{2\pi (N(x) + n(x))(N(x) + n(x))^{N(x) + n(x)}}} \left( 1 + \Theta \left( \frac{1}{N} \right) \right).
\]

The lemma is obtained from

\[
\log \frac{N^N}{\prod_{x \in \mathcal{X}} (N(x) + n(x))^{N(x) + n(x)}} = -\sum_{x \in \mathcal{X}} (N(x) + n(x)) \log \frac{N(x) + n(x)}{N} \\
= -\sum_{x \in \mathcal{X}} N(x) \log \frac{N(x)}{N} - \sum_{x \in \mathcal{X}} \left[ n(x) \log \frac{N(x) + n(x)}{N} + \frac{(N(x) + n(x))n(x)}{N(x)} - \frac{n(x)^2}{2N(x)} \right] + \Theta \left( \frac{n(x)^3}{N^2} \right).
\]

Let \(A(M) \approx B(M) \iff A(M) = B(M)(1+o(1))\) as \(M \to \infty\). Let \(\nabla^2 F_{\text{Bethe}}(b^*_i)_{i \in V}\), \((b^*_a)_{a \in F}\) be the Hessian matrix of the Bethe free energy with respect to an arbitrary sub-
set $B$ of $\{b_a(x_{da}) \mid x_{da} \in \text{Supp}(f_a), a \in F\}$ which forms a basis of the linear space

$$V := \left\{ \sum_{x_{i'} \in \mathcal{X}} b_{i'}(x_{i'}) \in \mathbb{R}, b_d(x_{da}) \in \mathbb{R} \mid i \in V, a \in F, x_i \in \mathcal{X}, x_{da} \in \text{Supp}(f_a), \sum_{x_{i'} \in \mathcal{X}} b_{i'}(x_{i'}) = 0, \forall i' \in V, \sum_{x_{da'} \in \text{Supp}(f_{a'})} b_{a'}(x_{da'}) = 0, \forall a' \in F, \right\}$$

(5.4)

at $((b^*_i)_{i \in V}, (b^*_a)_{a \in F})$. The dimension of the linear space $V$, which is equal to $|B|$, is at least $\sum_{a \in F} (|\text{Supp}(f_a)| - 1) - (|E| - |V|)(|\mathcal{X}| - 1)$ which is achieved when all constraints in (5.4) are linearly independent. The following theorem gives a more detailed asymptotic result than Theorem 4.3.

**Theorem 5.4** ([Mori and Tanaka 2012a], [Mori and Tanaka 2012b]). Assume that $|\text{Min}(F_{\text{Bethe}})| < \infty$ and $\text{Min}(F_{\text{Bethe}}) \subseteq \text{Int}(F_{\text{Bethe}})$. Furthermore, assume $|B| = \sum_{a \in F} (|\text{Supp}(f_a)| - 1) - (|E| - |V|)(|\mathcal{X}| - 1)$ and $\det (\nabla^2 F_{\text{Bethe}}((b^*_i)_{i \in V}, (b^*_a)_{a \in F})) > 0$ for all $((b^*_i)_{i \in V}, (b^*_a)_{a \in F}) \in \text{Min}(F_{\text{Bethe}})$. Then, for $M \in \mathbb{N}$ such that $\langle Z(G_{\Sigma_M}) \rangle_{\Sigma_M} > 0$, it holds

$$\langle Z(G_{\Sigma_M}) \rangle_{\Sigma_M} \approx \exp \left\{ -M \min_{F_{\text{Bethe}}} \langle (b_i)_{i \in V}, (b_a)_{a \in F} \rangle \right\} \cdot \sum_{((b^*_i)_{i \in V}, (b^*_a)_{a \in F}) \in \text{Min}(F_{\text{Bethe}})} \frac{\det (\nabla^2 F_{\text{Bethe}}((b^*_i)_{i \in V}, (b^*_a)_{a \in F}))^{-1}}{\prod_{i \in V} \prod_{x_i \in \mathcal{X}} b^*_i(x_i)^{1-d} \prod_{a \in F} \prod_{x_{da} \in \text{Supp}(f_a)} b^*_a(x_{da})}.$$ 

**Proof.** The proof is based on the Laplace method and central approximation [Flajolet and Sedgewick 2009]. Here, the proof is given for the case $|\text{Min}(F_{\text{Bethe}})| = 1$. For other cases, a similar proof works. From (4.3) and (4.4),

$$\langle Z(G_{\Sigma_M}) \rangle_{\Sigma_M} = \sum_{(N_i(x))_{i \in V}, (N_a(x_{da}))_{a \in F}} \left\langle U_M G_{\Sigma_M} ( (N_i/M)_{i \in V}, (N_a/M)_{a \in F} ) \right\rangle_{\Sigma_M} \cdot \prod_{a \in F} f_a(x_{da})^{N_a(x_{da})} = \sum_{(N_i(x))_{i \in V}, (N_a(x_{da}))_{a \in F}} \prod_{i \in V} \left( \frac{M}{N_i(x)} \right) \prod_{a \in F} \left( \frac{M}{N_a(x_{da})} \right) \cdot \prod_{(i,a) \in E} \left( \frac{M}{N_i(x)} \right)^{-1} \prod_{a \in F} f_a(x_{da})^{N_a(x_{da})}.$$
Let \( \alpha \in (1/2, 2/3) \). From the assumption \( \text{Min}(F_{\text{Bethe}}) = 1 \), from Lemma \[5.3\] it holds
\[
\sum_{(n_i(x_i), n_a(x_{da})) \in \mathcal{V}} \prod_{i \in \mathcal{V}} \left( (N_i(x_i) + n_i(x_i))_{x_i \in \mathcal{X}} \right) \prod_{a \in \mathcal{E}} \left( (N_a(x_{da}) + n_a(x_{da}))_{x_{da} \in \mathcal{V}'_a} \right) \\
\cdot \prod_{(i,a) \in \mathcal{E}} \left( (N_i(x_i) + n_i(x_i))_{x_i \in \mathcal{X}} \right)^{-1} \prod_{a \in \mathcal{E}} f_a(x_{da})^{N_a(x_{da}) + n_a(x_{da})} \\
= \exp \left\{ -MF_{\text{Bethe}}((b_i^*), (b_a^*)) - CM^{2\alpha - 1} + \Theta(M^{3\alpha - 2}) \right\}.
\]

On the other hand, it holds
\[
\sum_{(n_i(x_i), n_a(x_{da})) \in \mathcal{V}} \prod_{i \in \mathcal{V}} \left( (N_i(x_i) + n_i(x_i))_{x_i \in \mathcal{X}} \right) \prod_{a \in \mathcal{E}} \left( (N_a(x_{da}) + n_a(x_{da}))_{x_{da} \in \mathcal{V}'_a} \right) \\
\cdot \prod_{(i,a) \in \mathcal{E}} \left( (N_i(x_i) + n_i(x_i))_{x_i \in \mathcal{X}} \right)^{-1} \prod_{a \in \mathcal{E}} f_a(x_{da})^{N_a(x_{da}) + n_a(x_{da})} \\
\approx \sum_{(n_i(x_i), n_a(x_{da})) \in \mathcal{V}} \prod_{i \in \mathcal{V}} \left( \frac{\sqrt{2\pi M}}{\prod_{x_i \in \mathcal{X}} \sqrt{2\pi M b_i^*(x_i)}} \exp \left\{ - \sum_{x_i \in \mathcal{X}} n_i(x_i) \log b_i^*(x_i) + \frac{n_i(x_i)^2}{2Mb_i^*(x_i)} \right\} \right)^{1-d_i} \\
\cdot \prod_{a \in \mathcal{E}} \left( \frac{\sqrt{2\pi M}}{\prod_{x_{da} \in \text{Supp}(f_a)} \sqrt{2\pi M b_a^*(x_{da})}} \exp \left\{ - \sum_{x_{da} \in \text{Supp}(f_a)} n_a(x_{da}) \log b_a^*(x_{da}) + \frac{n_a(x_{da})^2}{2Mb_a^*(x_{da})} \right\} \right)^{1-d_i} \\
\cdot \exp \left\{ -MF_{\text{Bethe}}((b_i^*), (b_a^*)) \right\} \\
\cdot \int \exp \left\{ -\frac{1}{2} e^T \nabla^2 F_{\text{Bethe}}((b_i^*), (b_a^*)) e \right\} \prod_{\{a \in \mathcal{E}, x_{da} \in \text{Supp}(f_a)\} | b_a(x_{da}) \in B} \text{de}_a(x_{da}) \\
= \prod_{i \in \mathcal{V}} \prod_{x_i \in \mathcal{X}} \left( \frac{1}{\sqrt{b_i^*(x_i)}} \right)^{1-d_i} \prod_{a \in \mathcal{E}} \prod_{x_{da} \in \text{Supp}(f_a)} \left( \frac{1}{\sqrt{b_a^*(x_{da})}} \right) \\
\cdot \exp \left\{ -MF_{\text{Bethe}}((b_i^*), (b_a^*)) \right\} \sqrt{\det \left( \nabla^2 F_{\text{Bethe}}((b_i^*), (b_a^*)) \right)^{-1}}
\]

where \( e \) denotes the column vector \( [e_a(x_{da})]_{a \in \mathcal{E}, x_{da} \in \text{Supp}(f_a)} | b_a(x_{da}) \in B' \).

From the Watanabe-Fukumizu formula, Corollary \[A.10\] the constant coefficient can be represented by using the edge zeta function.
5.2. ASYMPTOTIC ANALYSIS OF THE PARTITION FUNCTION OF GRAPH COVERS

Corollary 5.5. Assume the conditions in Theorem 5.4. Let

\[ \mathcal{V}_a := \left\{ n_a(x_{da}) \in \mathbb{R} \middle| x_{da} \in \text{Supp}(f_a), \sum_{x_{da} \in \text{Supp}(f_a)} n_a(x_{da}) = 0 \right\}. \]

Assume that variables in

\[ \left\{ n_i(z) := \sum_{x_{da} \in \text{Supp}(f_a), x_i = z} n_a(x_{da}) \middle| i \in \partial a, z \in \mathcal{X} \setminus \{0\} \right\} \]

are independent on the linear space \( \mathcal{V}_a \). Then, it holds

\[ \langle Z(G_{\Sigma f}) \rangle_{\Sigma_M} \approx \exp \left\{ -M \min F_{\text{Bethe}}((b)_i \in \mathcal{V}, (b_a)_{a \in F}) \right\} \cdot K(G) \left( \sum_{((b)')_{i \in \mathcal{V}}, (b')_{a \in F} \in \min(F_{\text{Bethe}})} \sqrt{\zeta(u)} \right) \]

where \( K(G) \) is a positive constant determined by the structure of a factor graph \( G \) and \( (\text{Supp}(f_a))_{a \in F} \), and \( u''_{i,j} = \text{Cor}_{b_a}[t_i(X), t_j(X)] \) for arbitrary choice of sufficient statistics. When \( \text{Supp}(f_a) = \mathcal{X}_{d_a} \) for all \( a \in F \), it holds \( K(G) = 1 \).

Proof. From Corollary A.10 it holds

\[ \zeta(u)^{-1} = \det \left( \nabla^2 \left( -H_{\text{Bethe}}((\eta)_{i \in \mathcal{V}}, (\eta(a))_{a \in F}) \right) \right) \cdot \prod_{i \in \mathcal{V}} \det(\text{Var}_{b_i}[t_i(X_i)])^{1-d_i} \prod_{a \in F} \det(\text{Var}_{b_a}[t_a(X_{da})]). \]

When a sufficient statistic for \( b_i \) is \( (t_{i,z_i}(x_i) = \mathbb{1}[x_i = z_i]) \) \( z_i \in \mathcal{X} \setminus \{0\} \) for \( i \in \mathcal{V} \), it holds

\[ \text{Var}_{b_i}[t_i(X_i)] = \begin{bmatrix} b_i(1) & \cdots & 0 & \cdots & b_i(1) \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & b_i(1) & \cdots & 0 \\ \vdots & \cdots & \vdots & \ddots & \vdots \\ b_i(|\mathcal{X}| - 1) & \cdots & b_i(1) & \cdots & b_i(|\mathcal{X}| - 1) \end{bmatrix} - \begin{bmatrix} b_i(1) \\ \vdots \\ b_i(1) \\ \vdots \\ b_i(1) \end{bmatrix} \begin{bmatrix} b_i(|\mathcal{X}| - 1) \end{bmatrix}^{\top} = \det(\text{Var}_{b_i}[t_i(X_i)]) = \prod_{x_i \in \mathcal{X}} b_i(x_i). \]

On the other hand, it holds that

\[ \det(J)^2 \det \left( \nabla^2 \left( -H_{\text{Bethe}}((\eta)_{i \in \mathcal{V}}, (\eta(a))_{a \in F}) \right) \right) = \det \left( \nabla^2 \left( F_{\text{Bethe}}((b)_{i \in \mathcal{V}}, (b_a)_{a \in F}) \right) \right) \]

for sufficient statistics satisfying \( ((\eta)_{i \in \mathcal{V}}, (\eta(a))_{a \in F}) = J[b_a(x_{da})]_{b_a(x_{da}) \in B} \), and that

\[ \det(\text{Var}_{b_a}[t_a(X_{da})]) = \det(J_a)^2 \prod_{x_{da} \in \text{Supp}(f_a)} b_a(x_{da}). \]
for sufficient statistics satisfying \((\eta, \eta_{\partial a}) = \sum_{x_{\partial a} \in \text{Supp}(f_a \setminus \{z_{\partial a}\})} f_a(x_{\partial a})\) for any \(z_{\partial a} \in \text{Supp}(f_a)\). Hence, one obtains

\[
\zeta^{-1}(u) = K(G)^2 \det \left( \nabla^2 (\mathcal{F}_\text{Bethe}((b_i)_i, (b_a)_a)) \right) \prod_{u \in V} \prod_{x_i \in \mathcal{X}} b_i(x_i)^{1-d_i} \prod_{a \in F} \prod_{x_{\partial a} \in \text{Supp}(f_a)} b_a(x_{\partial a})
\]

for a constant \(K(G) := \left| \det(J)^{-1} \prod_{a \in F} \det(J_a) \right|\). When \(\text{Supp}(f_a) = \mathcal{X}^{d_a}\) for all \(a \in F\), one can choose \(t_{(a)}(x_{\partial a})\) such that \(\det(J_a) = 1\) for all \(a \in F\), e.g., \(t_{(a)}(x_{\partial a}) = (b_a(x_{\partial a}))_{x_{\partial a} \in \mathcal{X}^{d_a}\setminus\emptyset \cup S}\) where \(S := \{x_{\partial a} \in \mathcal{X}^{d_a} \mid \exists i \in \partial a, x_i \neq 0\}\). In this case, it also holds \(\det(J) = 1\).

When the minimum of the Bethe free energy is unique and \(K(G) = 1\), one can expect that (5.2) is correct. For permanents of positive matrix \([\text{Vontobel}, 2011b]\), the factor graph satisfies the condition \(|B| = \sum_{a \in F}(|\text{Supp}(f_a)| - 1) - (|E| - |V|)(|V| - 1)\) in Theorem 5.4 but does not satisfy the condition in Corollary 5.5. In this case, Theorem 5.4 should be used directly.

### 5.3 Series of approximations via asymptotic expansion

#### 5.3.1 Asymptotic Bethe approximations

From Theorem 5.4 on the same conditions, it holds

\[
\log(Z(G_{\Sigma_{\mathcal{L}}}))_{\Sigma_{\mathcal{L}}} = -MF_{\text{Bethe}}((b^*_i)_i, (b^*_a)_a) + \log \left( K(G) \sum_{((b^*_i)_i, (b^*_a)_a) \in \text{Min}(F_{\text{Bethe}})} \sqrt{\zeta(u)} \right) + o(1)
\]

By considering complete asymptotic expansion \([\text{Flajolet and Sedgewick}, 2009] [\text{Boyd}, 1999] [\text{Butler}, 2007]\), one obtains

\[
\log(Z(G_{\Sigma_{\mathcal{L}}}))_{\Sigma_{\mathcal{M}}} \sim -MF_{\text{Bethe}}((b^*_i)_i, (b^*_a)_a) + \sum_{k=0}^{\infty} \frac{g_k}{M^k}
\]

where \(g_0 := \log(K(G) \sum_{((b^*_i)_i, (b^*_a)_a) \in \text{Min}(F_{\text{Bethe}})} \sqrt{\zeta(u)})\) and where \((g_k)_{k=1,2,\ldots}\) are some constants unless the problem includes a kind of singularity. From the discussion in Section 5.1, we propose the following series of approximations

**Definition 5.6 (Asymptotic Bethe approximation).** For \(m = 0, 1, \ldots\), the asymptotic Bethe approximation of order \(m\) is defined as

\[
Z_{\text{AB}}^{(m)}(G) := Z_{\text{Bethe}}(G) \exp \left\{ \sum_{k=0}^{m-1} g_k \right\}
\]
Here, one can guess that \( Z^{(m)}_{AB}(G) \) takes account of the contributions of generalized loops in graph covers whose connected components have circuit rank at most \( m \). When \( f_a(x_{da}) \) represents a linear constraint for all \( a \in F \), the Bethe free energy is minimized by the uniform messages. In this case, if all degrees of factor nodes are greater than two, it holds \( \sqrt{\zeta(u)} = 1 \) and \( K(G) = |\mathcal{X}|^{-r} \) which represents the rate loss where \( r \) is the rank of the linear constraints while the Bethe approximation gives the design rate, i.e., \( Z_{\text{Bethe}}(G) = |\mathcal{X}|^{N-|F|} \). Hence, \( Z^{(1)}_{AB}(G) = Z(G) = |\mathcal{X}|^{N-r} \) when there exists at least one solution for the linear constraints.

5.3.2 Asymptotic exactness of the asymptotic Bethe approximation of order 1

In this section, examples of factor graphs are given, in which the asymptotic Bethe approximation \( Z^{(1)}_{AB}(G) \) of order 1 is asymptotically better in some limit than the Bethe approximation \( Z_{\text{Bethe}}(G) \).

Example 5.7 (Single-cycle factor graph). Single-cycle graphs are considered to be the simplest non-trivial example. Assume that \( f_a(x_{da}) > 0 \) for all \( a \in F \) and \( x_{da} \in \mathcal{X}^{d_a} \). In this case, the Bethe free energy is convex with respect to the expectation parameters and hence the stationary point is unique [Watanabe, 2010]. For the unique solution \(((b^*_i)_{i \in V}, (b^*_a)_{a \in F})\), one obtains from Theorem 3.5 and (5.3) that

\[
Z(G) = Z_{\text{Bethe}}(G) (1 + \text{tr}(A))
\]

where

\[
A := \text{Cor}_{t_1} [t_1(X_1), t_2(X_2)] \text{Cor}_{t_2} [t_2(X_2), t_3(X_3)] \cdots \text{Cor}_{t_N} [t_N(X_N), t_1(X_1)]
\]

since the set of generalized loops for a single-cycle factor graph only includes the empty set and the unique cycle. On the other hand, the square root of the edge zeta function is

\[
\sqrt{\zeta(u)} = \frac{1}{\det(I_{|\mathcal{X}|} - A)}.
\]

From \( \det(I_{|\mathcal{X}|} - A) = 1 - \text{tr}(A) + O(\rho(A)^2) \) as \( A \to 0 \), where \( \rho(A) \) denotes the spectral radius of \( A \), one obtains the following asymptotic equality

\[
\sqrt{\zeta(u)} = \frac{1}{1 - \text{tr}(A) + O(\rho(A)^2)} = 1 + \text{tr}(A) + O(\rho(A)^2) = \frac{Z(G)}{Z_{\text{Bethe}}(G)} + O(\rho(A)^2).
\]

Hence, \( \sqrt{\zeta(u)} \) is an accurate approximation for \( Z(G)/Z_{\text{Bethe}}(G) \) whenever the matrix \( A \) is close to zero. \( \Box \)
The asymptotic Bethe approximation of order 1 is asymptotically better than the Bethe approximation for the Ising model (1.2) in the high-temperature limit.

**Lemma 5.8.** For the Ising model (1.2), it holds

\[ Z(G) = Z_{\text{Bethe}}(G) \left( 1 + \left( \sqrt{\xi(u)} - 1 \right) + o \left( \left( \sqrt{\xi(u)} - 1 \right) \right) \right), \quad \text{as } \beta \to 0. \]

**Proof.** The correlation coefficient evaluated by the pseudo-marginal \( b_a \) at an arbitrary saddle point of the Bethe free energy is represented as

\[ \text{Cor}_{b_a}[X_i, X_j] = \frac{\sinh(2\beta J_{i,j})}{\sqrt{\cosh(2h_{i-a}) + \cosh(2\beta J_{i,j})} \cdot \sqrt{\cosh(2h_{j-a}) + \cosh(2\beta J_{i,j})}} \]

where \( m_{i\to a}(x) \propto \exp\{h_{i-a}x\} \) and \( m_{j\to a}(x) \propto \exp\{h_{j-a}x\} \) [Watanabe, 2010]. Since \(|\text{Cor}_{b_a}[X_i, X_j]|\) takes the maximum \(|\tanh(\beta J_{i,j})|\) at \( h_{i-a} = h_{j-a} = 0 \), \( \text{Cor}_{b_a}[X_i, X_j] \to 0 \) as \( \beta \to 0 \). From Lemma 5.4, it holds \( Z_G(E') = o(Z_G(E'')) \) for \( E'' \subsetneq E' \) where \( E', E'' \in \mathcal{G} \). Since an arbitrary generalized loop includes some simple loops, it holds

\[ Z(G) = Z_{\text{Bethe}}(G) \left( 1 + \sum_{E' \in \mathcal{L}_1(G)} Z_G(E') + o \left( \sum_{E' \in \mathcal{L}_1(G)} Z_G(E') \right) \right), \quad \text{as } \beta \to 0. \]

On the other hand, from Lemma A.5 it holds

\[ \sqrt{\xi(u)} = \exp \left\{ \sum_{\mathbf{e}=(e_1, e_2, \ldots, e_n) \in \mathcal{G}} \frac{1}{2n} \text{tr} \left( u_{e_1, e_2} u_{e_2, e_3} \cdots u_{e_n, e_1} \right) \right\} = \left( 1 + \sum_{E' \in \mathcal{L}_1(G)} Z_G(E') + o \left( \sum_{E' \in \mathcal{L}_1(G)} Z_G(E') \right) \right), \quad \text{as } \beta \to 0. \quad \Box \]

On the basis of the proof of Lemma 5.8, \( 1 + \log \sqrt{\xi(u)} \) is also considered as good approximation for \( Z(G)/Z_{\text{Bethe}}(G) \). In Figure 5.1, the Bethe approximation \( Z_{\text{Bethe}}(G) \) and the asymptotic Bethe approximation \( Z_{\text{AB}}^{(1)}(G) \) are compared on the Ising model defined on a randomly generated graph. The errors \( ( \log Z(G) - \log Z_{\text{Bethe}}(G) )/N \) and \( ( \log Z(G) - \log Z_{\text{AB}}^{(1)}(G) )/N \) of approximations are plotted. The stationary point of the Bethe free energy is obtained by simple BP iterations. Hence, it is not necessarily the exact minimum of the Bethe free energy. As shown in Lemma 5.8, the asymptotic Bethe approximation is accurate in high temperature region. Furthermore, it can be confirmed that approximations are improved for the whole region of \( \beta \geq 0 \) from Figure 5.1. Even if each \( \text{Cor}_{b_a}[X_i, X_j] \) does not go to 0, if the product of them along a loop goes to 0, the Bethe approximation can be accurate. Some factor graphs with diverging girth satisfy
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Figure 5.1: Comparisons of $Z_{\text{Bethe}}(G)$ and $Z^{(1)}_{\text{AB}}(G)$ for the ferromagnetic Ising model by numerical experiment. The graph is generated by Erdős-Rényi law. The average degree is 3.25. The number $N$ of variables is 24, $J_{i,j} = 1$ for all $(i,j) \in E$ and $h_i = 0.5$ for all $i \in V$.

this condition in the large-size limit $N \to \infty$ [Chandrasekaran et al., 2011]. Justification of the approximation $Z^{(1)}_{\text{AB}}(G)$ for some factor graphs with diverging girth is an open problem. In [Sudderth et al., 2008] and [Ruozzi, 2012], it is proved that the Bethe approximation gives an exact lower bound of the partition function of Ising model with $\beta \geq 0$. However, the experimental results show that $Z^{(1)}_{\text{AB}}(G)$ is neither lower bound nor upper bound.

When the Hessian of the Bethe free energy is not positive definite at some critical temperature $\beta_c$, the edge zeta function diverges. This situation is considered as a finite-size analogue of the second-order phase transition. Similarly, if the minimum point of the Bethe free energy discontinuously jumps at $\beta_c$, $Z^{(m)}_{\text{AB}}(G)$ is discontinuous at $\beta_c$ for $m \geq 1$. This situation is considered as a finite-size analogue of the first-order phase transition. In these cases, it is better to consider another limit for $\beta$ around $\beta_c$, e.g., $\delta = (\beta - \beta_c)/M^c$ is fixed for some $c > 0$ [Parisi et al., 1993].
Part II

The Replica Method
6 New Derivations of the Replica Free Energies

In this chapter, new derivations of expected log partition function is proposed using the replica method. In the derivation, an analogue of the minimization problem of the Bethe free energy appears. From this fact, it is easy to understand why the replica symmetric assumption implies asymptotic exactness of the Bethe approximation.

6.1 Random factor graph and the replica method

In this part, we analyze typical behaviors of a probability distribution defined by a random factor graph. For the purpose, the replica method is introduced, which is a non-rigorous method invented in statistical physics. This second part of this thesis gives a new understanding of the replica method based on the method of types for factor graphs similarly to Chapter 4. In this part, we also deal with the factor graph model (2.8). The replica method is a non-rigorous method for the derivation of \( \lim_{N \to \infty} \frac{1}{N} \mathbb{E} \left[ \log Z(G) \right] \) where \( \mathbb{E} [ \cdot ] \) denotes the expectation with respect to a probability measure on a random factor graph \( G \). In the replica method, the following equality is used.

\[
\lim_{N \to \infty} \frac{1}{N} \mathbb{E} [ \log Z(G) ] = \lim_{N \to \infty} \frac{1}{N} \lim_{n \to 0} \frac{1}{n} \log \mathbb{E} [ Z(G)^n ] = \lim_{n \to 0} \frac{1}{n} \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} [ Z(G)^n ].
\]

In the last equation, the exchange of limits is assumed to be valid. This is the first ansatz in the replica method. The second ansatz is concerned with \( n \) in the above equation. Here, one only derives \( \mathbb{E} [ Z(G)^n ] \) for \( n \in \mathbb{N} \). Then, the result is analytically extended for \( n \in \mathbb{R} \) (or more generally \( n \in \mathbb{C} \)) in a natural way. This interpolation is similar to the analytic continuation in complex analysis. However, in this case the analytic continuation is not rigorous. The third ansatz is about computation of \( \lim_{N \to \infty} \left( 1/N \right) \log \mathbb{E} [ Z(G)^n ] \). Here, the ansatz called replica symmetry assumption is used. The free energies \( \lim_{N \to \infty} \left( 1/N \right) \log \mathbb{E} [ Z(G) ] \) and \( \lim_{N \to \infty} \left( 1/N \right) \mathbb{E} [ \log Z(G) ] \) are called annealed free energy and quenched free energy, respectively.
6.2 Random sparse factor graph

6.2.1 Annealed free energy

In this section, we deal with random regular sparse factor graph. Let \( l \) and \( r \) denote degrees of variable and factor nodes. Connection of edges is chosen uniformly from all \((NI)!\) connections. For simplicity, it is assumed that \( f_a(x) \) does not depend on a factor node \( a \in F \) and is denoted by \( f(x) \). Similarly, it is also assumed that \( f_i(x_i) \) does not depend on a variable node \( i \in V \) and is denoted by \( h(x_i) \). The basic idea of the calculation is type classification of \( x \in \mathcal{X}^N \) as in Chapter 4. Let \( v(x) \) denote the number of variable nodes of value \( x \in \mathcal{X} \). Let \( u(x) \) denote the number of factor nodes connecting to \( r \) variable nodes of value \( x \in \mathcal{X}^r \). Then, \( (v(x)/N)_{x \in \mathcal{X}} \) and \( (u(x)/((l/r)N))_{x \in \mathcal{X}^r} \) are called a type of \( x \in \mathcal{X}^N \) for a factor graph \( G \). Let \( U_N(v/N, u/N; G) \) denote the number of assignments with type \( v/N \) and \( u/N \) on factor graph \( G \). We can consider the classification according to the type of \( x \in \mathcal{X}^N \) in the partition function, namely,

\[
Z(G) = \sum_{x \in \mathcal{X}^N} \prod_{a \in F} f(x_a) \prod_{i \in V} h(x_i) = \sum_{v, u} U_N(v/N, u/N; G) \prod_{x \in \mathcal{X}^r} f(x)^u(x) \prod_{x \in \mathcal{X}} h(x)^v(x).
\]

In the above equation, \( v \) and \( u \) must satisfy the condition for consistency

\[
\sum_{z \in \mathcal{X}^r} N_x(z) u(z) = l v(x) \tag{6.1}
\]

where \( N_x(z) \) denotes the number of occurrences of \( x \in \mathcal{X} \) in \( z \in \mathcal{X}^r \). Both of the sides count the number of edges connected to variable nodes with value \( z \in \mathcal{X}^r \). The expected number of assignments with type \( v \) and \( u \) is

\[
\mathbb{E}[U_N(v/N, u/N; G)] = \left( \frac{N}{r} \right)^v \left( \frac{N}{r} \right)^u \prod_{x \in \mathcal{X}} \frac{(v(x))!}{r \sum_{x \in \mathcal{X}^r} (v(x))! / (NI)!}.
\]

Now, we consider the exponent of the contribution of types \( v \) and \( \mu \) where \( v(x) := v(x)/N \) and \( \mu(x) := u(x)/((l/r)N) \), respectively. From the Laplace method, it holds

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z(\nu, \mu)] = \frac{l}{r} H(\mu) - (l - 1) H(\nu) + \frac{l}{r} \sum_{x \in \mathcal{X}^r} \mu(x) \log f(x) + \sum_{x \in \mathcal{X}} v(x) \log h(x)
\]

\[= -F_{\text{Bethe}}(\nu, \mu).\]

Note that \( F_{\text{Bethe}} \) has a form similar to the Bethe free energy. It holds

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z(G)] = \max_{\nu, \mu} \left\{ -F_{\text{Bethe}}(\nu, \mu) \right\}
\]
where, $\nu$ and $\mu$ have to satisfy the following conditions.

$$
\nu(x) \geq 0, \quad \forall x \in \mathcal{X}, \quad \mu(x) \geq 0, \quad \forall x \in \mathcal{X}'
$$

$$
\sum_{x \in \mathcal{X}} \nu(x) = 1, \quad \sum_{x \in \mathcal{X}'} \mu(x) = 1,
$$

$$
\frac{1}{r} \sum_{i=1}^{r} \sum_{x \in \mathcal{X}'} \mu(z) = \nu(x), \quad \forall z \in \mathcal{X}.
$$

The last condition comes from (6.1). The above maximization problem is similar to the minimization problem of Bethe free energy in Definition 2.14. More precisely, $F_{\text{Bethe}}$ is the Bethe free energy of a small factor graph divided by $r$ which is the complete bipartite factor graph including $r$ variable nodes and $l$ factor nodes, in which all pseudo-marginals for variable nodes and factor nodes do not depend on indices of variable nodes and indices of factor nodes, respectively.

In the same way, the exponent of the $n$-th moment $\mathbb{E}[Z(G)^n]$ can be calculated for $n \in \mathbb{N}$ since $Z(G)^n$ can be regarded as a partition function of a factor graph on alphabet $\mathcal{X}^n$ and factors $\prod_{k=1}^{n} f(x^{(i)})$ and $\prod_{k=1}^{n} h(x)$, where $x_i$ denotes vector $(x^{(i)}_1, \ldots, x^{(i)}_r)$ where $x_j$ is $j$-th elements of $x \in (\mathcal{X}^n)'$ and $x^{(i)}_j$ denotes $i$-th element of $x_j \in \mathcal{X}^n$. For generality, from now on, it is assumed that $f_{ai}(x)$ and $h_i(x)$ are i.i.d. drawings of random functions $f(x)$ and $h(x)$, respectively. Furthermore, the parameter of the inverse temperature $\beta$ is also introduced. Then, we now consider the $n$-th moment $\mathbb{E}[Z(G, \beta^n)]$ in which $\mathbb{E}[:]$ denotes the expectation with respect to both connections of edges and random functions. Since the random functions are i.i.d., in the derivation $\prod_{k=1}^{n} f(x^{(i)})$ and $\prod_{k=1}^{n} h(x)$ are simply replaced by $\left[ \prod_{k=1}^{n} f(x^{(i)}) \right]_f$ and $\left[ \prod_{k=1}^{n} h(x) \right]_h$, respectively where $[\cdot]_f$ and $[\cdot]_h$ denote the expectations for $f$ and $h$, respectively. Similarly to the derivation of (2.10) and Definition 2.16, the following theorem is obtained.

**Theorem 6.1** ([Mori, 2011]).

$$
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z(G, \beta^n)] = \max_{(m_{v \to f}(x), m_{f \to v}(x)) \in \mathcal{S}} \left\{ \frac{1}{r} \log Z_f + \log Z_v - l \log Z_c \right\}.
$$

where $\mathcal{S}$ denotes the set of saddle points of the function for which the maximization is taken and where

$$
Z_f := \sum_{x \in (\mathcal{X})^r} \left[ \prod_{k=1}^{n} f(x^{(k)}) \right]_f \prod_{j=1}^{r} m_{v \to f}(x_j), \quad Z_v := \sum_{x \in \mathcal{X}^n} \left[ \prod_{k=1}^{n} h(x^{(k)}) \right]_h m_{f \to v}(x),
$$

$$
Z_c := \sum_{x \in \mathcal{X}^n} m_{f \to v}(x)m_{v \to f}(x).
$$
The conditions of saddle point are

\[ m_{\nu \to f}(x) \propto \prod_{k=1}^{n} h(x^{(k)})^{\beta} m_{f \to \nu}(x)^{-1} \]  
(6.2)

\[ m_{f \to \nu}(x) \propto \sum_{i=1}^{r} \sum_{z \in \mathcal{X}^i} \left[ \prod_{k=1}^{n} f(z^{(k)})^{\beta} \right] \prod_{j=1, j \neq i}^{r} m_{\nu \to f}(z_j). \]  
(6.3)

The equations (6.2), (6.3) are the BP equation for the small factor graph. From the proof of Theorem 6.1, we can easily understand why BP equation appears in the calculation of the exponent of moments since the problem is formulated as an analogue of the minimization of Bethe free energy. This result can be generalized straightforwardly for irregular factor graphs [Mori, 2011].

### 6.2.2 Replica symmetric free energy

From Theorem 6.1, \( \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z(G, \beta)^n] \) can be computed for \( n \in \mathbb{N} \). For \( n \in (0, 1) \) (or more generally \( n \in \mathbb{C} \)), the replica symmetric (RS) assumption, \( k \)-step replica symmetry breaking (RSB) assumption or full-step replica symmetry breaking assumption is introduced. Replica symmetric assumption is the simplest assumption in which solutions \( m_{\nu \to f}(x^{(1)}, \ldots, x^{(n)}) \) and \( m_{f \to \nu}(x^{(1)}, \ldots, x^{(n)}) \) of the maximization problem are invariant under permutations on \( (x^{(1)}, \ldots, x^{(n)}) \). In that case, there are the representations

\[ m_{\nu \to f}(x) = \int d\Psi(M_{\nu \to f}) \prod_{k=1}^{n} M_{\nu \to f}(x^{(k)}) \]  
(6.4)

\[ m_{f \to \nu}(x) = \int d\hat{\Psi}(M_{f \to \nu}) \prod_{k=1}^{n} M_{f \to \nu}(x^{(k)}) \]

where \( \Psi \) and \( \hat{\Psi} \) denote probability measures on \( P(\mathcal{X}) \), i.e., \( \Psi \) and \( \hat{\Psi} \) are elements of \( P(P(\mathcal{X})) \) [Mottishaw and de Dominicis, 1987]. [Wong and Sherrington, 1988]. By substituting them to Theorem 6.1, one obtains the following definition of \( \phi_{RS}(n, \beta) \) for \( (1/n) \lim_{N \to \infty} (1/N) \log \mathbb{E}[Z(G, \beta)^n] \) on the RS assumption. Let \( \langle \cdot \rangle \) be the expectation with respect to \( \Psi \) or \( \hat{\Psi} \). Let \( \text{extr}_{\Psi, \hat{\Psi}} \{ \} \) denote an appropriately chosen extremal point. In this thesis, criterion of choice of extremal point is not discussed.

**Definition 6.2.** For \( n \in \mathbb{C} \),

\[ \phi_{RS}(n, \beta) := \frac{1}{\beta} \text{extr}_{\Psi, \hat{\Psi}} \left\{ \frac{1}{n} \left( \frac{1}{r} \log([Z^n]_{\nu}) + \log([Z^n]_{f}) - l \log([Z^n]_{e}) \right) \right\} \]
where

\[
\mathcal{Z}_f := \sum_{x \in \mathcal{X}} f(x) \prod_{k=1}^{r'} M_{v \rightarrow f}(x_k), \quad \mathcal{Z}_v := \sum_{x \in \mathcal{X}} h(x) \prod_{k=1}^{l} M_{f \rightarrow v}(x)
\]

\[
\mathcal{Z}_c := \sum_{x \in \mathcal{X}} M_{v \rightarrow f}(x) M_{f \rightarrow v}(x).
\]

Here, \((M_{v \rightarrow f})_{k=1}^{r'}\) and \((M_{f \rightarrow v})_{k=1}^{l}\) are i.i.d. random messages obeying \(\Psi\) and \(\hat{\Psi}\), respectively. The saddle point equations are

\[
\psi(m_{v \rightarrow f}) = \frac{\langle Z^n \rangle}{\langle [Z^n]_h \rangle} \left( \left[ \sum_{x \in \mathcal{X}} h(x)^{\beta} \prod_{k=1}^{l-1} M_{f \rightarrow v}(x) \right] \right)^n \cdot \delta \left( m_{v \rightarrow f}, \frac{h(x)^{\beta} \prod_{k=1}^{l-1} M_{f \rightarrow v}(x)}{\sum_{x \in \mathcal{X}} h(x)^{\beta} \prod_{k=1}^{l-1} M_{f \rightarrow v}(x)} \right)
\]

\[
\hat{\psi}(m_{f \rightarrow v}) = \frac{\langle Z^n \rangle}{\langle [Z^n]_f \rangle} \frac{1}{r} \sum_{i=1}^{r} \left( \left[ \sum_{x \in \mathcal{X}} f(x)^{\beta} \prod_{k=1 \neq i}^{r} M_{v \rightarrow f}(x_k) \right] \right)^n \cdot \delta \left( m_{f \rightarrow v}, \frac{\sum_{x \in \mathcal{X} \setminus x_i} f(x)^{\beta} \prod_{k=1 \neq i}^{r} M_{v \rightarrow f}(x_k)}{\sum_{x \in \mathcal{X}} f(x)^{\beta} \prod_{k=1 \neq i}^{r} M_{v \rightarrow f}(x_k)} \right)
\]

Now, one can substitute any \(n \in \mathbb{C}\) to \(\phi_{\text{RS}}(n, \beta)\). By letting \(n \rightarrow 0\), one obtains the following definition.

**Definition 6.3.**

\[
\phi_{\text{RS}}(\beta) := \lim_{n \rightarrow 0} \phi_{\text{RS}}(n, \beta) = \frac{1}{\beta} \text{extr} \left\{ \int \langle \log \mathcal{Z}_f \rangle_f + \langle \log \mathcal{Z}_v \rangle_h - l(\log \mathcal{Z}_c) \right\}
\]

The saddle point conditions are

\[
\psi(m_{v \rightarrow f}) = \left( \left[ \sum_{x \in \mathcal{X}} h(x)^{\beta} \prod_{k=1}^{l-1} M_{f \rightarrow v}(x) \right] \right)^n \cdot \delta \left( m_{v \rightarrow f}, \frac{h(x)^{\beta} \prod_{k=1}^{l-1} M_{f \rightarrow v}(x)}{\sum_{x \in \mathcal{X}} h(x)^{\beta} \prod_{k=1}^{l-1} M_{f \rightarrow v}(x)} \right)
\]

\[
\hat{\psi}(m_{f \rightarrow v}) = \frac{1}{r} \sum_{i=1}^{r} \left[ \delta \left( m_{f \rightarrow v}, \frac{\sum_{x \in \mathcal{X} \setminus x_i} f(x)^{\beta} \prod_{k=1 \neq i}^{r} M_{v \rightarrow f}(x_k)}{\sum_{x \in \mathcal{X}} f(x)^{\beta} \prod_{k=1 \neq i}^{r} M_{v \rightarrow f}(x_k)} \right) \right] - \log \mathcal{Z}_c
\]

This derivation of the RS solution is simpler than previously known ones in which complicated tools are used [Condamin 2002], [Montanari 2001] e.g., integral expression of the delta function. Another advantage of this proof is that we can understand why the saddle point equation in the RS solution is equal to the density evolution equation. Note that the RS assumption is correct for many problems [Montanari 2001], [Tanaka 2002].
6.2.3 One-step replica symmetry breaking free energy

The RS assumption is not generally correct. The next simplest assumption is the one-step replica symmetry breaking (1RSB) assumption. Let $m \in \mathbb{N}$ be a divisor of $n$. On the 1RSB assumption, $n$ variables $x^{(1)}, \ldots, x^{(n)}$ is classified to $n/m$ groups each of which includes $m$ variables. Then, it is assumed that $m_{\psi^{-1}}(x^{(1)}, \ldots, x^{(n)})$ and $m_{f^{-1}}(x^{(1)}, \ldots, x^{(n)})$ are invariant under any permutation among $m$ variables in each group and under any group-wise permutation for $n/m$ groups. In that case, there are the representations

\[
m_{\psi^{-1}}(x) = \int \mathcal{D}\Psi \prod_{k=1}^{n/m} \int \mathcal{D}\theta_0(M_{\psi^{-1}}(x^{(k_1/k_2)}))
\]

\[
m_{f^{-1}}(x) = \int \mathcal{D}\hat{\Psi} \prod_{k=1}^{n/m} \int \mathcal{D}\hat{\theta}_0(M_{f^{-1}}(x^{(k_1/k_2)}))
\]

where $\Psi$ and $\hat{\Psi}$ are elements of $\mathcal{P}(\mathcal{P}(\mathcal{X}))$. Let $\langle \cdot \rangle_0$ be expectations with respect to $\Psi_0$ or $\hat{\Psi}_0$ and $\langle \cdot \rangle_1$ be expectations with respect to $\Psi_1$ or $\hat{\Psi}_1$.

**Definition 6.4.**

\[
\phi_{\text{1RSB}}(n, m, \beta) := \frac{1}{\beta} \mathop{\text{extr}}_{\Psi_1, \hat{\Psi}_1} \left\{ \frac{1}{n} \left( \frac{1}{r} \log \left( \langle \bar{Z}^m_0 \rangle_0 \right) \right)_1 + \frac{1}{m} \left( \frac{1}{r} \log \left( \langle \bar{Z}^m_0 \rangle_0 \right) \right)_1 \right\}
\]

On the 1RSB assumption, one has to take infimum for $m \in (0, 1]$ after taking $n \to 0$.

**Definition 6.5.**

\[
\phi_{\text{1RSB}}(\beta) := \inf_{m \in (0, 1]} \lim_{n \to 0} \phi_{\text{1RSB}}(n, m, \beta)
\]

\[
= \frac{1}{\beta} \mathop{\text{extr}}_{\Psi_1, \hat{\Psi}_1} \left\{ \frac{1}{m} \left( \frac{1}{r} \log \left( \langle \bar{Z}^m_0 \rangle_0 \right) \right)_1 + \frac{1}{m} \left( \frac{1}{r} \log \left( \langle \bar{Z}^m_0 \rangle_0 \right) \right)_1 \right\}
\]

The saddle point equations are

\[
\psi_1(\Psi_0) = \left\langle \left( \delta \left( \frac{1}{\langle \sum_{x \in \mathcal{X}} h(x)^{\beta} \prod_{i=1}^{l-1} M_{1^{-1}}^{(i)}(x) \rangle_0} \right) \prod_{x \in \mathcal{X}} h(x)^{\beta} \prod_{i=1}^{l-1} M_{1^{-1}}^{(i)}(x) \right)^{m} \delta \left( m_{\psi^{-1}}, \frac{h(x)^{\beta} \prod_{i=1}^{l-1} M_{1^{-1}}^{(i)}(x)}{\sum_{x \in \mathcal{X}} h(x)^{\beta} \prod_{i=1}^{l-1} M_{1^{-1}}^{(i)}(x)} \right) \right\rangle_1
\]

\[
(6.9)
\]
\[ \hat{\psi}_1(\hat{\Psi}_0) = \frac{1}{r} \sum_{k=1}^{r} \left\langle \left( \frac{1}{\delta} \right) \left( \sum_{x \in \mathcal{X}^r} f(x) \prod_{i=1, i \neq k}^{r} M^{(i)}_{v \rightarrow i}(x_i) \right)^{m} \right\rangle_{0} \]

\[ = \left( \sum_{x \in \mathcal{X}^r} f(x) \prod_{i=1, i \neq k}^{r} M^{(i)}_{v \rightarrow i}(x_i) \right)^{m} \cdot \delta \left( m_{1 \rightarrow v}, \frac{\sum_{x \in \mathcal{X} \setminus x_k} f(x) \prod_{i=1, i \neq k}^{r} M^{(i)}_{v \rightarrow i}(x_i)}{\sum_{x \in \mathcal{X}} f(x) \prod_{i=1, i \neq k}^{r} M^{(i)}_{v \rightarrow i}(x_i)} \right) \right)_{0} \right\rangle_{0} \]  

(6.10)

When \( m = 0 \) or \( m = 1 \), the above equations can be further simplified \[ \text{Montanari et al. 2008} \] \[ \text{Mézard and Montanari 2009} \]. The above results about regular random factor graphs can be generalized to irregular random factor graphs \[ \text{Mori 2011} \].

### 6.2.4 Trivial solutions of the saddle point equations

#### 6.2.4.1 Fixed points for the replica symmetry free energy

In this section, two types of trivial solutions of (6.5) and (6.6) are considered. Let \( \phi_A(\beta) := \lim_{N \to \infty} (1/N) \log \mathbb{E}[Z(G, \beta)] \). In the derivation of \( \phi_A(\beta) \), let \( m_{v \rightarrow i}^{(\beta)} \) and \( m_{1 \rightarrow v}^{(\beta)} \) be the solution of (6.2) and (6.3) for \( n = 1 \) and inverse temperature \( \beta \). Assume that for any \( t = 1, \ldots, r \) and \( (x_k \in \mathcal{X})_{k \in \{1, 2, \ldots, r \} \setminus \{t\} \} \), it holds \( \{ x_t \in \mathcal{X} \ | \ f(x) > 0 \} \leq 1 \). The condition is called hard constraints in \[ \text{Martin et al. 2004, Martin et al. 2005} \]. In this case, there is a solution \( \psi, \hat{\psi} \) of (6.5) and (6.6) whose support is restricted to deterministic messages. More precisely, there is a solution \( \psi(\delta_x) = m_{v \rightarrow i}^{(\beta)}(x) \) and \( \hat{\psi}(\delta_x) = m_{1 \rightarrow v}^{(\beta)}(x) \) where \( \delta_x \) is the deterministic message for \( x \in \mathcal{X} \). If the extremization can be regarded as maximization, \( \phi_{RS}(n, \beta) = \phi_A(n \beta) \).

If \( f(x) \) is deterministic and invariant under permutations on \( x \in \mathcal{X}^r \), there is another type of solutions for (6.5) and (6.6), namely \( \psi(m_{v \rightarrow i}) = \delta(m_{v \rightarrow i}) \), \( \psi(m_{1 \rightarrow v}) = \delta(m_{1 \rightarrow v}) \). For this solution, \( \phi_{RS}(n, \beta) = \phi_A(\beta) \) for any \( n \in \mathbb{C} \). This result is well known for regular LDPC codes \[ \text{Condamin 2002} \].

#### 6.2.4.2 Fixed points for the one-step replica symmetry breaking free energy

Similarly to the previous section, in this section, three types of trivial solutions for \( 1\text{RSB} \) free energy in Definition 6.4 are considered. Let \( (\psi^{(s)}(\beta), \hat{\psi}^{(s)}(\beta)) \) be the RS solution (6.1) and (6.8). There exists a trivial solution \( \psi_1(\delta_{m_{1 \rightarrow v}}) = \psi^{(s)}(m_{1 \rightarrow v}), \hat{\psi}_1(\delta_{m_{v \rightarrow i}}) = \hat{\psi}^{(s)}(m_{v \rightarrow i}) \). In this case, \( \phi_{1\text{RSB}}(n, m, \beta) = \phi_{RS}(n, \beta) \) for any \( m \in (0, 1] \).

Assume that \( f(x) \) is a hard constraint. There exists a trivial fixed point \( \Psi_1(\Psi_0) = \Psi_0^{(\beta)}(m_{v \rightarrow i}), \hat{\Psi}_1(\hat{\Psi}_0) = \hat{\Psi}_0^{(\beta)}(m_{1 \rightarrow v}) \) where \( \Psi_0(\delta_x) = m_{v \rightarrow i}(x) \) and \( \hat{\Psi}_0(\delta_x) = m_{1 \rightarrow v}(x) \).
This type of solutions is called a frozen solution [Krauth and Mézard 1989], [Montanari 2001], [Martin et al. 2004]. For this type of solutions, it holds $\phi_{1RSB}(n, m, \beta) = \phi_{RS}(n/m, m\beta)$. Hence, if this type of solution is appropriate, one has to take extremal value of the RS free energy with respect to the inverse temperature.

If $f(x)$ is deterministic and invariant under permutation on $x \in \mathcal{X}$, there is a solution $\psi_1(\psi_0) = \delta(\psi_0^{*}(\beta), \psi_0), \hat{\psi}_1(\hat{\psi}_0) = \delta(\psi_0^{*}(\beta), \hat{\psi}_0)$. This type of solution is called a factorized solution [Wong and Sherrington 1988], [Franz et al. 2001], [Nakajima and Hukushima 2009]. For this type of solutions, it holds $\phi_{1RSB}(n, m, \beta) = \phi_{RS}(m, \beta)$. Hence, if this type of solution is appropriate, one has to take extremal value of the RS free energy with respect to the replica number.

### 6.3 Poisson model

In this section, another type of random factor graph ensemble is introduced, which is called Poisson model. There are $N$ variable nodes and $\alpha N$ factor nodes. The degree of factor nodes is $p$. For each factor node, a list of variable nodes $(x_1, \ldots, x_p)$ is chosen independently and uniformly from $N(N-1) \cdots (N-(p-1))$ choices. Degrees of variable nodes are distributed according to a Poisson distribution under this rule, and hence the name Poisson model. For a type of variable nodes $v(x)$ and a type of factor nodes $u(x)$, one obtains

$$
\mathbb{E}[U_N(v/N, u/N; G)] = \left( \begin{array}{c} N \\ (u(x))_{x \in \mathcal{X}^p} \end{array} \right) \left( \begin{array}{c} \alpha N \\ (u(x))_{x \in \mathcal{X}^p} \end{array} \right) \prod_{x \in \mathcal{X}^p} \frac{\left( \prod_{k \in x} v(x)(v(x) - 1) \cdots (v(x) - (N_x(x) - 1)) \right)^u(x)}{N(N-1) \cdots (N-(p-1))}
$$

where $N_x(x)$ denotes the number of occurrences of $x$ in $x$. Hence, one obtains

$$
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z(v, \mu)] = \alpha \mathcal{H}(\mu) + \mathcal{H}(v) + \alpha \sum_{x \in \mathcal{X}^p} \mu(x) \log \left( \prod_{k=1}^{p} v(x_k) \right) + \alpha \sum_{x \in \mathcal{X}^p} \mu(x) \log f(x)
$$

$$
= -\alpha \sum_{x \in \mathcal{X}^p} \mu(x) \log \frac{\mu(x)}{\prod_{k=1}^{p} v(x_k)} + \mathcal{H}(v) + \alpha \sum_{x \in \mathcal{X}^p} \mu(x) \log f(x).
$$

The Lagrangian is

$$
L(v, \mu; \lambda, \rho) = -\alpha \sum_{x \in \mathcal{X}^p} \mu(x) \log \frac{\mu(x)}{\prod_{k=1}^{p} v(x_k)} + \mathcal{H}(v) + \alpha \sum_{x \in \mathcal{X}^p} \mu(x) \log f(x)
$$
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\[ + \lambda \left( \sum_{x \in X} v(x) - 1 \right) + \alpha \rho \left( \sum_{x \in X^p} \mu(x) - 1 \right). \]

Since the partial derivatives are

\[ \frac{\partial L(v, \mu; \lambda, \rho)}{\partial \mu(x)} = -\alpha (\log \mu(x) + 1) + \alpha \log \prod_{k=1}^{p} v(x_k) + \alpha \log f(x) + \alpha \rho \]

\[ \frac{\partial L(v, \mu; \lambda, \rho)}{\partial \nu(x)} = -(\log v(x) + 1) + \alpha \sum_{k=1}^{p} \sum_{x \in X^p \atop x_k = x} \mu(x) \frac{1}{v(x)} + \lambda \]

the stationary conditions are

\[ \mu(x) = f(x) \prod_{k=1}^{p} v(x_k) \exp \{-1 + \rho\} \quad (6.11) \]

\[ \alpha \sum_{k=1}^{p} \sum_{x \in X^p \atop x_k = x} \mu(x) = v(x) \log v(x) + (1 - \lambda) v(x). \quad (6.12) \]

By taking summations for both of the sides, \( \rho \) and \( \lambda \) are determined uniquely as

\[ \rho = 1 - \log \left( \prod_{x \in X^p} v(x) \prod_{k=1}^{p} v(x_k) \right), \quad \lambda = 1 - \alpha p - \mathcal{H}(v). \]

By substituting (6.11) to (6.12),

\[ \alpha \sum_{k=1}^{p} \sum_{x \in X^p \atop x_k = x} f(x) \prod_{j=1, j \neq k}^{p} v(x_j) \exp \{-1 + \rho\} = \log v(x) + (1 - \lambda) v(x). \]

By defining the variables,

\[ m_{v \rightarrow f}(x) := v(x), \quad m_{f \rightarrow v}(x) := \frac{1}{d} \left( \log v(x) + \alpha p + \mathcal{H}(v) \right) \]

\[ d := |X| (\alpha p + \mathcal{H}(v)) + \sum_{x \in X} \log m_{v \rightarrow f}(x) \]

the stationary condition can be written as

\[ m_{f \rightarrow v}(x) = \frac{\alpha}{d Z_f} \sum_{k=1}^{p} \sum_{x \in X^p \atop x_k = x} f(x) \prod_{j=1, j \neq k}^{p} m_{v \rightarrow f}(x_j) \]

\[ m_{v \rightarrow f}(x) = \frac{1}{Z_v} \exp \{d m_{f \rightarrow v}(x)\} \]

where

\[ Z_f := \sum_{x \in X^p} f(x) \prod_{k=1}^{p} m_{v \rightarrow f}(x_k), \quad Z_v := \sum_{x \in X} \exp \{d m_{f \rightarrow v}(x)\}. \]
Here, $d$ can be regarded as the mean of the Poisson distribution expressing the degree distribution of variable nodes. Similarly to Theorem 6.1, the $n$-th moment is obtained in the following lemma.

**Lemma 6.6.**
\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z^n] = \max_{(m_{f \to v}, m_{v \to f}, d) \in S} \left\{ \alpha \log Z_f + \log Z_v - d Z_e \right\}
\]
where $S$ denotes the set of saddle points of the function for which the maximization is taken, and where
\[
Z_f := \sum_{x \in \mathcal{X}^p} \left( \prod_{t=1}^n f(x^{(t)}) \right)^p \prod_{k=1}^p m_{v \to f}(x_k), \quad Z_v := \sum_{x \in \mathcal{X}^n} \exp\{d m_{v \to f}(x)\}
\]
\[
Z_e := \sum_{x \in \mathcal{X}^n} m_{v \to f}(x)m_{v \to f}(x).
\]

The conditions of saddle point are
\[
m_{f \to v}(x) = \frac{d}{dZ_f} \sum_{x \in \mathcal{X}} \sum_{t=1}^n \left( \prod_{t=1}^n f(x^{(t)}) \right)^p \prod_{j=1, j \neq k}^p m_{v \to f}(x_j)
\]
\[
m_{v \to f}(x) = \frac{1}{Z_v} \exp\{d m_{v \to f}(x)\}, \quad d = \frac{\alpha p}{Z_v}.
\]

On the RS assumption (6.4), one obtains
\[
Z_v = \sum_{x \in \mathcal{X}^n} \left( 1 + d m_{v \to f}(x) + \frac{(d m_{v \to f}(x))^2}{2!} + \cdots \right)
\]
\[
= |\mathcal{X}|^n + d + d^2 \left\{ \frac{\sum_{x \in \mathcal{X}} \prod_{k=1}^2 M_{v \to f}(x)}{2!} \right\} + d^3 \left\{ \frac{\sum_{x \in \mathcal{X}} \prod_{k=1}^3 M_{v \to f}(x)}{3!} \right\} + \cdots
\]
\[
= (\exp d) \left\{ \left\langle \sum_{x \in \mathcal{X}} M_{v \to f}(x) \right\rangle \right\}_{D-Poisson(d)}.
\]

In the following, we use a simple notation $\langle \cdot \rangle_{D-d}$ instead of $\langle \cdot \rangle_{D-Poisson(d)}$ Then, the following lemma is obtained.

**Lemma 6.7.**
\[
\phi_{RS}(n) := \extr_{(d, m_{f \to v}, m_{v \to f})} \left\{ \alpha \log \left\langle Z^n_f \right\rangle + \log \left\langle Z^n_v \right\rangle_{D-d} - d \left( \left\langle Z^n_e \right\rangle - 1 \right) \right\}
\]
where
\[
Z_f = \sum_{x \in \mathcal{X}^p} f(x) \prod_{k=1}^p M_{v \to f}(x_k), \quad Z_v = \sum_{x \in \mathcal{X}^n} \prod_{k=1}^D M_{v \to f}^{(k)}(x)
\]
\[
Z_e = \sum_{x \in \mathcal{X}^n} M_{f \to v}(x) M_{v \to f}(x).
\]
6.4 $p$-spin model

6.4.1 The $p$-spin model

In this section, other examples of the replica method are introduced. The $p$-spin model is represented by a factor graph including $N$ variable nodes and $N(N-1) \cdots (N-(p-1))$ factor nodes. Each factor node connects to $p$ variable nodes $(x_1, \ldots, x_p)$, in which order of variable nodes is distinguished. In the $p$-spin model, the factor function depends on $N$ in order to obtain finite normalized free energy $\lim_{N \to \infty} (1/N) \log Z_N$. The $p$-spin model is defined by

$$
p_{p\text{-spin}}(x) := \frac{1}{Z_N} \prod_{(i_1,\ldots,i_p)} f_{N,(i_1,\ldots,i_p)}(x_{i_1,\ldots,i_p})
$$

where $f_{N,(i_1,\ldots,i_p)}$ is i.i.d. random function for all tuples $(i_1,\ldots,i_p)$. For the $p$-spin model, $\mathbb{E}[Z_N]$ is determined only by the type of variable nodes. More precisely, it holds

$$
\mathbb{E}[Z_N] = \sum_{\nu} \left(\frac{N}{(\nu(x))_{x \in \mathcal{X}}} \prod_{x \in \mathcal{X}^p} f_N(x) \prod_{x \in \mathcal{X}^p} \nu(x)(\nu(x)-1) \cdots \nu(x)-N_i(x)+1\right).
$$

Let $\phi(x) := \lim_{N \to \infty} (1/N) \log \mathbb{E}[f_N(x)]^N$. Then, it holds

$$
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z_N] = \sup_{\nu \in \mathcal{P}(\mathcal{X})} \left\{ \mathcal{H}(\nu) + \sum_{x \in \mathcal{X}^p} \nu(x) \phi(x) \right\}.
$$

The Lagrangian for this problem is

$$
L(\nu; \lambda) := \mathcal{H}(\nu) + \sum_{x \in \mathcal{X}^p} \nu(x) \phi(x) + \lambda \left( \sum_{x \in \mathcal{X}} \nu(x) - 1 \right).
$$

The stationary condition is

$$
\frac{\partial L(\nu; \lambda)}{\partial \nu(x)} = - \log \nu(x) - 1 + \sum_{i=1}^p \sum_{x \in \mathcal{X}^p, x_i=x} \phi(x) \prod_{k \neq i} \nu(x_k) + \lambda = 0.
$$

Hence, $\nu(x) \in \mathcal{P}(x)$ must satisfy

$$
\nu(x) \propto \exp \left\{ \sum_{i=1}^p \sum_{x \in \mathcal{X}^p, x_i=x} \phi(x) \prod_{j \neq i} \nu(x_j) \right\}. \quad (6.13)
$$
Let \( m_{\rightarrow f}(x) := v(x) \) and

\[
m_{\rightarrow v}(x) := \frac{1}{d} \sum_{i=1}^{p} \sum_{x \in \mathcal{X}^p, x_i = x} \phi(x) \prod_{j \neq i} m_{\rightarrow f}(x_j),
\]

\[
d := \sum_{i=1}^{p} \sum_{x \in \mathcal{X}^p} \phi(x) \prod_{j \neq i} m_{\rightarrow f}(x_j).
\]

(6.14)

Then, (6.13) is rewritten as

\[
m_{\rightarrow f}(x) \propto \exp\{dm_{\rightarrow v}(x)\}.
\]

(6.15)

Similarly to Theorem 6.1, one obtains the following lemma.

Lemma 6.8. Let \( \phi_n(x) := \lim_{N \to \infty} (1/N) \log \mathbb{E}[\prod_{k=1}^{n} f_N(x^{(k)})]^{N^p} \) for \( x \in (\mathcal{X}^n)^p \).

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z_n^v] = \max_{(d,m_{\rightarrow f},m_{\rightarrow v}) \in \mathcal{S}} \{Z_f + \log Z_v - d Z_e\}
\]

where \( \mathcal{S} \) denotes the set of saddle points of the function for which the maximization is taken and where

\[
Z_f = \sum_{x \in (\mathcal{X}^n)^p} \phi_n(x) \prod_{k=1}^{p} m_{\rightarrow f}(x_k), \quad Z_v = \sum_{x \in \mathcal{X}^n} \exp\{dm_{\rightarrow v}(x)\}
\]

\[
Z_e = \sum_{x \in \mathcal{X}^n} m_{\rightarrow v}(x) m_{\rightarrow f}(x).
\]

The stationary conditions are (6.14) and (6.15).

Then, similarly to Lemma 6.7, the following general result for the \( p \)-spin model is obtained.

Lemma 6.9.

\[
\phi_{RS}(n) := \text{extr}_{d,m_{\rightarrow f},m_{\rightarrow v}} \{ \langle \tilde{Z}_f^n \rangle + \log \langle \tilde{Z}_v^n \rangle \}^{D-d} - d \langle \tilde{Z}_e^n \rangle - 1 \}
\]

(6.16)

where

\[
\tilde{Z}_f = \sum_{x \in \mathcal{X}^p} \phi_n(x) \prod_{k=1}^{p} M_{\rightarrow f}(x_k), \quad \tilde{Z}_v = \sum_{x \in \mathcal{X}^n} \prod_{k=1}^{D} M^{(k)}_{\rightarrow v}(x)
\]

\[
\tilde{Z}_e = \sum_{x \in \mathcal{X}} M_{\rightarrow v}(x) M_{\rightarrow f}(x).
\]
6.4.2 The Viana-Bray model

The Viana-Bray model is a diluted Ising p-spin model [Viana and Bray, 1985]. For each factor node, \( f_{N,i_1,\ldots,i_p}(x) = \exp \left\{ J_{N,i_1,\ldots,i_p} \prod_{k=1}^{p} x_k \right\} \) where \( J_{N,i_1,\ldots,i_p} \) is an i.i.d. random variable for all \( p \)-tuples obeying

\[
J_N = \begin{cases} 
0, & \text{with probability } 1 - \frac{a}{N^{p-1}}, \\
J_0, & \text{with probability } \frac{a}{N^{p-1}}. 
\end{cases}
\]

Here, \( J_0 \) is some random variable independent of \( N \). Then, it holds

\[
\phi_f(x) = \lim_{N \to \infty} N^{p-1} \log \left\langle \exp \left\{ J_N \sum_{k=1}^{n} \prod_{i=1}^{p} x_i^{(k)} \right\} \right\rangle_{J_N} \\
= \lim_{N \to \infty} N^{p-1} \log \left( 1 - \frac{a}{N^{p-1}} + \frac{a}{N^{p-1}} \left\langle \exp \left\{ J_0 \sum_{k=1}^{n} \prod_{i=1}^{p} x_i^{(k)} \right\} \right\rangle_{J_0} \right) \\
= a \left( \left\langle \exp \left\{ J_0 \sum_{k=1}^{n} \prod_{i=1}^{p} x_i^{(k)} \right\} \right\rangle_{J_0} - 1 \right).
\]

Hence,

\[
\langle \hat{Z}_f^n \rangle = a \left( \left\langle \left\langle \sum_{x \in \mathbb{X}^p} \exp \left\{ J_0 \prod_{i=1}^{p} x_i \right\} \prod_{i=1}^{p} M_{i-t}(x_i) \right\rangle \right\rangle_{J_0} - 1 \right)
\]

Then, for the Viana-Bray model, (6.16) is

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z_N^n] = \operatorname{extr}_{d,\Psi,\Psi} \left\{ \alpha \left( \langle \hat{Z}_f^n \rangle - 1 \right) + \log \langle \hat{Z}_v^n \rangle D - d \langle \hat{Z}_e^n \rangle - 1 \right\}.
\]

This result is similar to but different from the results for irregular random factor graphs

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z_N^n] = \operatorname{extr}_{d,\Psi,\Psi} \left\{ \alpha \log \langle \hat{Z}_f^n \rangle + \langle \log \hat{Z}_v^n \rangle D - d \langle \hat{Z}_e^n \rangle \right\}
\]

and the result for Poisson random factor graphs in Lemma 6.7

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z_N^n] = \operatorname{extr}_{d,\Psi,\Psi} \left\{ \alpha \log \langle \hat{Z}_f^n \rangle + \log \langle \hat{Z}_v^n \rangle D - d \langle \hat{Z}_e^n \rangle - 1 \right\}.
\]

In the limit \( n \to 0 \), however, the three models yield the same result.

\[
\lim_{n \to 0} \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z_N^n] = \operatorname{extr}_{d,\Psi,\Psi} \left\{ \langle \log \hat{Z}_v \rangle D - d \langle \log \hat{Z}_e \rangle + \alpha \langle \log \hat{Z}_f \rangle - d \langle \log \hat{Z}_e \rangle \right\}
\]

This derivation is clearer than that in [Monasson, 1998].
6.4.3 The TAP model

In this section, the replica method for the TAP model, which includes the SK model as a special case, is discussed.

Definition 6.10 (TAP model). The $p$-spin model satisfying

$$\lim_{N \to \infty} N^{p-1} \mathbb{E} \left[ \log f_N(x) \right] = g_0(x)$$

$$\lim_{N \to \infty} N^{p-1} \mathbb{E} \left[ \left( \log f_N(x) - \mathbb{E} \left[ \log f_N(x) \right] \right)^2 \right] = g(x)$$

$$\lim_{N \to \infty} N^{p-1} \mathbb{E} \left[ \left( \log f_N(x) - \mathbb{E} \left[ \log f_N(x) \right] \right)^k \right] = 0, \text{ for } k = 3, 4, \ldots$$

is called a TAP model.

Lemma 6.11. For the TAP model, it holds

$$\lim_{N \to \infty} \mathbb{E} \left[ f_N(x) \right]^{N^{p-1}} = \exp \left\{ g_0(x) + \frac{1}{2} g(x) \right\} = \mathbb{E}_{X(x) \sim N\left(g_0(x), g(x)\right)} \left[ \exp \{ X(x) \} \right].$$

for $x \in \mathcal{X}^p$ where $N(a, b)$ denotes the normal distribution with mean $a$ and variance $b$.

Proof.

$$\mathbb{E} \left[ f_N(x) \right]^{N^{p-1}} = \exp \left\{ g_0(x) \right\} \mathbb{E} \left[ \exp \left\{ \log f_N(x) - \frac{1}{N^{p-1}} g_0(x) \right\} \right]^{N^{p-1}}$$

$$= \exp \left\{ g_0(x) \right\} \left( 1 + \frac{1}{2} \mathbb{E} \left[ \left( \log f_N(x) - \frac{1}{N^{p-1}} g_0(x) \right)^2 \right] + o \left( \frac{1}{N^{p-1}} \right) \right)$$

$$= \exp \left\{ g_0(x) + \frac{1}{2} g(x) \right\} + o(1). \quad \square$$

Example 6.12. For $\mathcal{X} = \{+1, -1\}$,

$$f_N(x) = \exp \left\{ J_0 \left( \frac{J}{N^{p-1}} + \frac{J}{\sqrt{N^{p-1}}} Y \right) \prod_{i=1}^p x_i \right\}$$

where $J_0$ and $J$ are constants and where $Y$ is a random variable which is independent of $N$ and has zero mean and unit variance. In this case, the Ising model is the TAP model with $g_0(x) = J_0 \prod_{i=1}^p x_i$, $g(x) = J^2$.

Counterexample 6.13. For the $p$-spin Ising model,

$$f_N(x) = \exp \left\{ J_N \prod_{i=1}^p x_i \right\}.$$
When $J_N$ obeys Poisson($\alpha/N^{p-1}$) and Gamma($\theta$, $\alpha/N^{p-1}$)

\[
\lim_{N \to \infty} \mathbb{E}[f_N(x)]^{N^{p-1}} = \exp\left\{ \alpha \left( \exp \left\{ \prod_{i=1}^{p} x_i \right\} - 1 \right) \right\}
\]

and

\[
\lim_{N \to \infty} \mathbb{E}[f_N(x)]^{N^{p-1}} = \left( 1 - \theta \prod_{i=1}^{p} x_i \right)^{-\alpha}
\]

respectively. These are not the TAP model. The former case is equivalent to the Viana-Bray model.

For the TAP model, it holds

\[
\lim_{N \to \infty} N^{p-1} \mathbb{E} \left[ \log \prod_{k=1}^{n} f_N(x^{(k)}) \right] = \sum_{k=1}^{n} g_0(x^{(k)})
\]

\[
\lim_{N \to \infty} N^{p-1} \mathbb{E} \left[ \left( \log \prod_{k=1}^{n} f_N(x^{(k)}) - \sum_{k=1}^{n} g_0(x^{(k)}) \right)^2 \right]
\]

\[
= \sum_{k=1}^{n} \sum_{l=1}^{n} \mathbb{E} \left[ \left( \log f_N(x^{(k)}) - g_0(x^{(k)}) \right) \left( \log f_N(x^{(l)}) - g_0(x^{(l)}) \right) \right]
\]

\[
= : \sum_{k=1}^{n} \sum_{l=1}^{n} g_2(x^{(k)}, x^{(l)}).
\]

Hence,

\[
\lim_{N \to \infty} \mathbb{E} \left[ \prod_{k=1}^{n} f_N(x^{(k)}) \right]^{N^{p-1}} = \exp \left\{ \sum_{k=1}^{n} g_0(x^{(k)}) + \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{1}{2} g(x^{(k)}, x^{(l)}) \right\}
\]

\[
= \mathbb{E}_{\{X(x)\sim N(g_0, g_2)\}} \left[ \exp \left\{ \sum_{k=1}^{n} X(x^{(k)}) \right\} \right].
\]

For the TAP model, it holds on the RS assumption that

\[
Z_f = \sum_{x \in (\mathcal{X}^p)^p} \prod_{j=1}^{p} m_{v \to f}(x_j) \log \mathbb{E} \left[ \prod_{k=1}^{n} f_N(x^{(k)}) \right]^{N^{p-1}}
\]

\[
= \lim_{y \to 0} \frac{1}{y} \log \left( \sum_{x \in (\mathcal{X}^p)^p} \prod_{j=1}^{p} m_{v \to f}(x_j) \mathbb{E} \left[ \prod_{k=1}^{n} f_N(x^{(k)}) \right]^{yN^{p-1}} \right)
\]

\[
= \lim_{y \to 0} \frac{1}{y} \log \left( \sum_{x \in (\mathcal{X}^p)^p} \prod_{j=1}^{p} m_{v \to f}(x_j) \mathbb{E}_{\{X(x)\sim N(g_0, g_2)\}} \left[ \exp \left\{ \sum_{k=1}^{n} X(x^{(k)}) \right\} \right]^y \right)
\]

\[
= \lim_{y \to 0} \frac{1}{y} \log \left( \sum_{x \in (\mathcal{X}^p)^p} \prod_{j=1}^{p} m_{v \to f}(x_j) \mathbb{E}_{\{X(x)\sim N(0, g_2)\}} \left[ \exp \left\{ \sum_{k=1}^{n} X(x^{(k)}) \right\} \right]^y \right)
\]
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\[
= \lim_{y \to 0} \frac{1}{y} \log \left( \mathbb{E}_{[X(x) \sim N(\gamma;\gamma,\gamma)]} \left[ \left( \sum_{x \in A^x} \prod_{j=1}^{\rho} M_{y \mapsto f}(x_j) \exp \{ X(x) \} \right)^y \right] \right)
\]

\[
= : \lim_{y \to 0} \frac{1}{y} \log \left( \mathbb{E}_y [Z^n_t] \right).
\]

Hence, it holds

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z^n_N] = \lim_{y \to 0} \text{extr} \left\{ \frac{1}{y} \log \mathbb{E}[Z^n_t] \right\} + \log \langle \langle Z^n_t \rangle \rangle_{D \to d} - d \left( \langle Z^n_t \rangle - 1 \right)
\]

if one can exchange the order of the extremization and the limit \(y \to 0\). This result can be regarded as the dense limit of the free energy of the Viana-Bray or Poisson model. This relationship is rigorously proved in [Guerra and Toninelli 2004].

6.5 Markov model

6.5.1 The method of types for Markov chain

In this section, the method of types for Markov chain is introduced. Let \( M_{xy}(x) \) be the number of pairs \((x, x_{i+1}) = (x, y) \in \mathcal{A}^2 \) for \( i = 1, \ldots, N - 1 \). The second-order type \( P_x \) of a sequence \( x \in \mathcal{A}^N \) is defined as the empirical distribution of a pair, i.e.,

\[ P_x = \left( M_{xy}(x)/(N-1) \right) \]

Let \( \mathcal{P}^{(2)}_N \) be the number of second-order types of length \( N \). Let \( U_N(x_1, P_{X,Y}) \) be the number of \( N \) length sequence of second-order type \( P_{X,Y} \in \mathcal{P}^{(2)}_N \) with the first element \( x_1 \in \mathcal{A} \). In [Whittle 1955], [Billingsley 1961], it is shown that

\[ U_N(x_1, P_{X,Y}) = F_{x_1,x_n}(P_{X,Y}) \prod_{x \in \mathcal{A}} \left( \frac{N P_x(x)}{(N P_{X,Y}(x,y))_{y \in \mathcal{A}}} \right) \]

where \( F_{x_1,x_n}(P_{X,Y}) \) is a subexponential factor. For an irreducible Markov source, it holds

\[
\sum_{x \in \mathcal{A}^N, P_x \in \Sigma} Q(x) = \sum_{P_{X,Y} \in \mathcal{P}^{(2)}_N \cap \Sigma} U_N(P_{X,Y}) Q_0(x_0) \prod_{(x,y) \in \mathcal{A}^2} Q(y \mid x)^{N P_{X,Y}(x,y)}
\]

\[
\geq \exp \left\{ N \sup_{P_{X,Y} \in \Sigma} \left[ \mathcal{H}(Y \mid X) + \sum_{(x,y) \in \mathcal{A}^2} P_{X,Y}(x,y) \log Q(y \mid x) \right] \right\}
\]

\[
= : \exp \left\{ -N \inf_{P_{X,Y} \in \Sigma} D(Y \parallel Q \mid X) \right\}.
\]

This is Sanov’s theorem for Markov chain.
6.5.2 One-dimensional Ising model and classical derivation

The one-dimensional Ising model is defined as

\[
p_{1d\text{-}Ising}(x) \propto \exp \left\{ -J \sum_{i=1}^{N-1} x_i x_{i+1} - h \sum_{i=1}^{N} x_i \right\}, \quad \text{for } x \in \{+1, -1\}^N
\]

\[
Z_N := \sum_{x \in \{+1, -1\}^N} \exp \left\{ -J \sum_{i=1}^{N-1} x_i x_{i+1} - h \sum_{i=1}^{N} x_i \right\}
\]

for \(J, h \in \mathbb{R}\). First, the classical derivation using the transfer matrix is introduced in order to compare it with the derivation using the method of types for Markov chain. Let

\[
Z_N(x_1, x_N) := \sum_{(x_2, \ldots, x_{N-1}) \in \{+1, -1\}^{N-2}} \exp \left\{ -J \sum_{i=1}^{N} x_i x_{i+1} - h \sum_{i=1}^{N} x_i \right\}
\]

Then, from Lemma 2.1 one obtains

\[
\begin{pmatrix}
Z_N(+1, +1) & Z_N(+1, -1) \\
Z_N(-1, +1) & Z_N(-1, -1)
\end{pmatrix} = \begin{pmatrix}
\exp\{-h\} & \exp\{0\} \\
\exp\{0\} & \exp\{+h\}
\end{pmatrix} \begin{pmatrix}
\exp\{-J - h\} & \exp\{+J - h\} \\
\exp\{+J + h\} & \exp\{-J + h\}
\end{pmatrix}^{N-1}
\]

In the above equation, the rightmost matrix is called a transfer matrix. Then, one obtains

\[
\lim_{N \to \infty} \frac{1}{N} \log Z_N = \lim_{N \to \infty} \frac{1}{N} \log \sum_{(x_0, x_N) \in \{+1, -1\}^2} Z_N(x_0, x_N) = \log \lambda_{\text{max}} \quad (6.17)
\]

where \(\lambda_{\text{max}}\) denotes the largest eigenvalue of the transfer matrix.

6.5.3 Derivation from the method of types for Markov chain

In this section, we introduce the derivation using the method of types for Markov chain. From the method of types for Markov chain,

\[
\lim_{N \to \infty} \frac{1}{N} \log Z_N = \sup_{P_{ST} \in P\{+1, -1\}^2, P_S = P_T} \{ H(S \mid T) - J \mathbb{E}[ST] - h\mathbb{E}[T] \}
\]

\[
= \sup_{P_{ST} \in P\{+1, -1\}^2, P_S = P_T} \{ H(S, T) - H(T) - J \mathbb{E}[ST] - h\mathbb{E}[T] \}
\]
The Lagrangian of the supremum problem is

\[ L(\omega, v; \lambda_S, \lambda_T, \rho_w, \rho_v) = - \sum_{(s,t) \in \{+1,-1\}^2} \omega(s,t) \log \omega(s,t) + \sum_{t \in \{+1,-1\}} v(t) \log v(t) \]

\[ - J \sum_{(s,t) \in \{+1,-1\}^2} \omega(s,t)st - h \sum_{t \in \{+1,-1\}} v(t)t \]

\[ + \sum_{t \in \{+1,-1\}} \lambda_T(t) \left( \sum_{s \in \{+1,-1\}} \omega(s,t) - v(t) \right) + \sum_{s \in \{+1,-1\}} \lambda_S(s) \left( \sum_{t \in \{+1,-1\}} \omega(s,t) - v(s) \right) \]

\[ + \rho_w \left( \sum_{s,t} \omega(s,t) - 1 \right) + \rho_v \left( \sum_{t} v(t) - 1 \right). \]

By solving \( \partial L/\partial \omega(s,t) = 0 \) and \( \partial L/\partial v(t) = 0 \), one respectively obtains

\[ \omega(s,t) \propto \exp \left\{ - Jst + \lambda_T(t) + \lambda_S(s) \right\} \]

\[ v(t) \propto \exp \left\{ ht + \lambda_T(t) + \lambda_S(t) \right\}. \]

From the equality of marginals, we can let \( \lambda_T = \lambda_S = \lambda \). By letting a distribution \( m_{\text{LR} \rightarrow v}(t) \propto \exp \{ \lambda(t) \} \), the normalization constants are

\[ Z_w = \sum_{(s,t) \in \{+1,-1\}^2} m_{\text{LR} \rightarrow v}(t)m_{\text{LR} \rightarrow v}(s) \exp \{ -Jst \} \]

\[ Z_v = \sum_{t \in \{+1,-1\}} m_{\text{LR} \rightarrow v}(t)^2 \exp \{ ht \}. \]

Then, one obtains the following lemma.

**Lemma 6.14.**

\[ \lim_{N \to \infty} \frac{1}{N} \log Z_N = \max_{m_{\text{LR} \rightarrow v} \in S} \{ \log Z_w - \log Z_v \}. \]

where \( S \) denotes the set of saddle points of the function for which the maximization is taken.

The saddle point condition is

\[ \frac{2 \sum_{s \in \{+1,-1\}} m_{\text{LR} \rightarrow v}(s) \exp \{ -Jst \}}{\sum_{(s,t) \in \{+1,-1\}^2} m_{\text{LR} \rightarrow v}(t)m_{\text{LR} \rightarrow v}(s) \exp \{ -Jst \}} = \frac{2m_{\text{LR} \rightarrow v}(t) \exp \{ ht \}}{\sum_{t \in \{+1,-1\}} m_{\text{LR} \rightarrow v}(t)^2 \exp \{ ht \}} \]

which is equivalent to the condition of the consistency between \( \omega \) and \( v \). The saddle point condition can be read as

\[ m_{\text{LR} \rightarrow v}(t) \propto \sum_{s \in \{+1,-1\}} m_{\text{LR} \rightarrow v}(s) \exp \{ -Jst - ht \} \quad (6.18) \]
which means that \( m_{\text{LR} \rightarrow v} \) is the eigenvector of the matrix

\[
\begin{bmatrix}
\exp(-J - h) & \exp(J - h) \\
\exp(J + h) & \exp(-J + h)
\end{bmatrix}.
\] (6.19)

Equation (6.18) can be also regarded as the forward-backward algorithm for the model. When \( m_{\text{LR} \rightarrow v} \) satisfies (6.18),

\[
\log \frac{Z_w}{Z_v} = \log \frac{\sum_{(t,s) \in \{\pm 1\}^2} m_{\text{LR} \rightarrow v}(t)m_{\text{LR} \rightarrow v}(s) \exp \left\{ -Jst \right\}}{\sum_{t \in \{\pm 1\}} m_{\text{LR} \rightarrow v}(t) \exp \left\{ -Jst \right\}} = \log Z_{\text{LR} \rightarrow v}
\]

where \( Z_{\text{LR} \rightarrow v} \) is the normalization constant for \( m_{\text{LR} \rightarrow v} \), which is the eigenvalue of (6.19) corresponding to the eigenvector \( m_{\text{LR} \rightarrow v} \). Hence, Lemma 6.14 gives the largest eigenvalue of the transfer matrix, which is the same result (6.17). From the Perron-Frobenius theorem, the condition \( m_{\text{LR} \rightarrow v}(x) \geq 0 \) is not restrictive. Note that the simple iteration algorithm obtained by (6.18) is nothing but the power iteration with \( \ell_1 \) normalization. Similarly to Theorem 6.1, (6.18) is the forward-backward algorithm for the small factor graph. The benefit of the use of the method of types is much clearer for more complicated problems including randomness which cannot be solved without the non-rigorous methods such as replica method and cavity method [Mori and Tanaka, 2011]. The method of types and large deviation for two-dimensional Markov models are open problems [Touchette, 2009].

6.6 Detailed asymptotic analysis

In the previous sections, we consider the exponent of the partition function. In the following sections, we consider more detailed analysis similarly to Chapter 5 for some simple model. Let \( \mathcal{X} \subseteq \mathbb{R} \) be a finite set. In this chapter, it is assumed that \( n \)-th moment of the partition function has the form

\[
\mathbb{E}[Z^n] := \sum_{x \in (\mathcal{X}^n)^N} \exp \left\{ \sum_{i=1}^{N} f \left( x_i^{(a)} \right) a \in [1, \ldots, n] \right\} + N g \left( \left( \frac{1}{N} \sum_{i=1}^{N} x_i^{(a)} \right) b \in [a, \ldots, n] \right) \}
\] (6.20)

where \( f \) and \( g \) are bounded continuous functions taking \( n \) and \( n(n + 1)/2 \) arguments, respectively. The function \( g \) is assumed to be invariant under permutations of the replica
indices $a, b$, and to have a Hessian matrix $\nabla^2 g$. This model includes as special cases various models often studied in statistical physics and information theory, e.g., the SK model [Mezard and Montanari, 2009], random matrices [Edwards and Jones, 1976], CDMA channels [Tanaka, 2002], etc. By using the method of types, one obtains

$$F := \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}[Z^n] = \max_{\nu(x) \in \mathcal{P}(\mathcal{X})} \left\{ \mathcal{H}(\nu) + \left( f \left( \left( X^{(a)} \right)_{a \in \llbracket 1, \ldots, n \rrbracket} \right) \right)_\nu + g \left( \left( \langle X^{(a)} X^{(b)} \rangle \right)_{a \in \llbracket 1, \ldots, n \rrbracket, b \in \{a, \ldots, n\}} \right) \right\} \quad (6.21)$$

where $\nu(x)$ denotes a probability measure on $\mathcal{X}^n$ and where $\langle h(X) \rangle_\nu := \sum_{x \in \mathcal{X}^n} \nu(x) h(x)$ for any function $h(x)$. First, we consider the following maximization problem with respect to $\nu \in \mathcal{P}(\mathcal{X}^n)$ for given $(q_{ab} \in \mathbb{R})_{a \in \{1, \ldots, n\}, b \in \{a, \ldots, n\}}$

$$\text{maximize : } \mathcal{H}(\nu) + f \left( \left( X^{(a)} \right)_{a \in \{1, \ldots, n\}} \right)$$

subject to : $$\langle X^{(a)} X^{(b)} \rangle_\nu = q_{ab}, \quad \text{for } a \in \{1, \ldots, n\}, b \in \{a, \ldots, n\}.$$ 

From the method of Lagrange multiplier, the solution of the maximization problem has the following form for Lagrange multiplier $(\lambda_{ab} \in \mathbb{R})_{a \in \{1, \ldots, n\}, b \in \{a, \ldots, n\}}$

$$\nu(x) = \frac{1}{Z_\nu} \exp \left\{ f \left( \left( X^{(a)} \right)_{a \in \{1, \ldots, n\}} \right) - \frac{1}{2} \sum_{a,b} \lambda_{ab} x^{(a)} x^{(b)} \right\}$$

$$Z_\nu := \sum_{x \in (\mathcal{X}^n)^N} \exp \left\{ f \left( \left( X^{(a)} \right)_{a \in \{1, \ldots, n\}} \right) - \frac{1}{2} \sum_{a,b} \lambda_{ab} x^{(a)} x^{(b)} \right\}$$

where $(\lambda_{ab})_{a \in \{1, \ldots, n\}, b \in \{a, \ldots, n\}}$ must satisfy

$$\frac{1}{Z_\nu} \sum_{x \in (\mathcal{X}^n)^N} x^{(a)} x^{(b)} \exp \left\{ f \left( \left( X^{(a)} \right)_{a \in \{1, \ldots, n\}} \right) - \frac{1}{2} \sum_{a,b} \lambda_{ab} x^{(a)} x^{(b)} \right\} = q_{ab}.$$

By substituting this form of $\nu(x)$ to (6.21), one obtains

$$F = \max_{(\lambda_{ab}, q_{ab}) \in S} \left\{ \log Z_\nu + \frac{1}{2} \sum_{a,b} \lambda_{ab} q_{ab} + g \left( (q_{ab})_{a \in \{1, \ldots, n\}, b \in \{a, \ldots, n\}} \right) \right\}$$
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where \( S \) denotes the set of saddle points of the function for which the maximization is taken.

**Theorem 6.15** (Central approximation for the dense model [Mori and Tanaka 2012a]). Assume that the solution of the maximization problem (6.21) is unique and is denoted by \( v^*(x) \). Furthermore, assume \( v^*(x) > 0 \) for all \( x \in X^n \) and 

\[
\det \left( \frac{I_{n+1}}{2} - \nabla^2 g(v^*)(U' - U) \right) > 0
\]

where \( U' \) and \( U \) are \( n(n+1)/2 \times n(n+1)/2 \) matrices defined by 

\[
\begin{align*}
U'_{(a,b),(c,d)} &= \langle X^{(a)}X^{(b)}X^{(c)}X^{(d)} \rangle_{v^*} \\
U_{(a,b),(c,d)} &= \langle X^{(a)}X^{(b)} \rangle_{v^*} \langle X^{(c)}X^{(d)} \rangle_{v^*}.
\end{align*}
\]

Then, 

\[
\mathbb{E}(Z^n) \approx e^{NF} \det \left( \frac{I_{n+1}}{2} - \nabla^2 g(v^*)(U' - U) \right)^{-\frac{1}{2}}
\]

where \( F \) is given by (6.21).

**Proof.** Similarly to the proof of Theorem 5.4, one obtains 

\[
\mathbb{E}(Z^n) \approx e^{NF} \prod_{x \in X^n} \frac{1}{\sqrt{v^*(x)}} \det \left( H'(B - J \nabla^2 g(v^*)J')H \right)^{-\frac{1}{2}}
\]

\[
= e^{NF} \det \left( \frac{I_{|X^n|-1}}{2} - H'J(\nabla^2 g(v^*))J'H(H'BH)^{-1} \right)^{-\frac{1}{2}}
\]

where \( H \) is the \( |X^n| \times (|X^n| - 1) \) matrix defined by 

\[
H_{x,x'} = \begin{cases} 
-1, & \text{if } x = x_0 \\
1, & \text{if } x = x' \quad \text{for } x \in X^n, \ x' \in X^n \setminus \{x_0\} \\
0, & \text{otherwise}
\end{cases}
\]

for any fixed \( x_0 \in X^n \), \( B \) is the \( |X^n| \times |X^n| \) diagonal matrix defined by \( B_{x,x} = 1/v^*(x) \), and \( J \) is the \( |X^n| \times n(n+1)/2 \) matrix defined by \( J_{x,(a,b)} = x^{(a)}x^{(b)} \). One obtains 

\[
\det \left( \frac{I_{|X^n|-1}}{2} - H'J(\nabla^2 g(v^*))J'H(H'BH)^{-1} \right) = \det \left( \frac{I_{n+1}}{2} - \nabla^2 g(v^*)(U' - U) \right)
\]

by using Sylvester's determinant theorem (Lemma A.4) and the following equations, which can be verified easily 

\[
H(H'BH)^{-1}H' = S' - S, \quad J'(S' - S)J = U' - U
\]

where \( S' = B^{-1} \) and \( S_{x,x'} = v^*(x)v^*(x') \). \( \square \)
CHAPTER 6. NEW DERIVATIONS OF THE REPLICA FREE ENERGIES

Note that if the solution of the maximization problem (6.21) is not unique but finite, the constant factor is

\[ \sum_{\nu^*(x)} \det \left( I_{n(n+1)/2} - \nabla^2 g(\nu^*)(U' - U) \right)^{-\frac{1}{2}} \]

where the contributions from all solutions \( \nu^*(x) \) of the maximization problem (6.21) are summed up. For the \( p \)-spin model [Mézard and Montanari, 2009], \( \nabla^2 g(\nu^*) \) is a diagonal matrix whose diagonal elements are \( \nabla^2 g(\nu^*)_{(a,b),(a,b)} = \beta^2 (p) \langle X^{(a)} X^{(b)} \rangle^p_{\nu^*} \) where \( \beta > 0 \) is the inverse temperature. The positive definiteness of the matrix for which the determinant is taken is equivalent to the Almedia-Thouless (AT) condition [Almeida and Thouless, 1978], which is a condition for local convexity of a RS solution.

6.7 The replica symmetry assumption and \( n \to 0 \)

In the replica theory, we often assume the RS assumption, i.e., \( \nu^*(x) \) is invariant under permutations of the \( n \) variables in \( x \in \mathcal{X}^n \). In this section, for simplicity, it is assumed that the alphabet is \( \mathcal{X} = \{+1, -1\} \). The matrices \( \nabla^2 g(\nu^*) \), \( U' \) and \( U \) can thus be reduced to \( n(n-1)/2 \times n(n-1)/2 \) matrices since \( x^{(a)} x^{(a)} = 1 \) always holds. It is known that \( \nabla^2 g(\nu^*) \) and \( U' - U \) share the same eigenspaces [Almeida and Thouless, 1978]. [Nishimori, 2001], [Tanaka, 2002], [Mézard and Montanari, 2009]. Let \( A \) be the \( n(n-1)/2 \times n(n-1)/2 \) matrix with elements

\[
A_{(a,b),(c,d)} = \begin{cases} 
P, & \text{if } |\{a, b\} \cap \{c, d\}| = 2 \\
Q, & \text{if } |\{a, b\} \cap \{c, d\}| = 1 \\
R, & \text{if } |\{a, b\} \cap \{c, d\}| = 0. 
\end{cases} \quad (6.22)
\]

Both \( U' - U \) and \( \nabla^2 g(\nu^*) \) are of this form on the RS assumption. The eigenvectors of \( A \) does not depend on \( P, Q \) and \( R \). From this observation, one obtains

\[
\det \left( I_{n(n-1)/2} - \nabla^2 g(\nu^*)(U' - U) \right) = 
\left( 1 - \left( 1 - q^2 + 2(n-2)q(1-q) + \frac{(n-2)(n-3)}{2}(r-q^2) \right) \cdot \left( P + 2(n-2)Q + \frac{(n-2)(n-3)}{2} R \right) \right)^{n-1} 
\cdot \left( 1 - (1 - q^2 + (n-4)q(1-q) - (n-3)(r-q^2)) (P + (n-4)Q - (n-3)R) \right)^{\frac{n(n-1)}{2}} 
\cdot \left( 1 - (1 - q^2 - 2q(1-q) + r-q^2) (P - 2Q + R) \right)^{\frac{n(n-1)}{2}}
\]
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where \( P, Q \) and \( R \) are \((6.22)\) for \( \nabla^2 g(v^*) \) and where \( q := \langle X^{(a)} X^{(b)} \rangle^*, r := \langle X^{(a)} X^{(b)} X^{(c)} X^{(d)} \rangle^* \). In the definitions of \( q \) and \( r \), the indices \( a, b, c \) and \( d \) are all different. In the limit \( n \to 0 \), the finite-size correction term of the RS free energy 

\[
\frac{1}{nN} \log \det \left( I_{n(n-1)/2} - \nabla^2 g(v^*)(U' - U) \right)^{-1/2}
\]

where the variables \( q, r, P, Q \) and \( R \) are to be determined by the saddle point condition of the RS free energy [Mézard and Montanari, 2009]. For the SK model where \( P = \beta^2, Q = R = 0 \), in the paramagnetic phase \( \beta < 1 \) where \( q = r = 0 \), the finite-size correction term is \((1/(4N)) \log(1 - \beta^2)\). This result is known in [Parisi et al., 1993]. For the SK model, at the critical temperature \( \beta = \beta_c := 1 \), eigenvalues of the Hessian include zero, i.e., the phase transition is the second order. For \( \beta > 1 \) where the full-step replica symmetry breaking must be considered, the Hessian also includes zero eigenvalue. Hence, for \( \beta \geq 1 \), the second derivative analysis is not sufficient and the analysis of third or higher-order derivative is needed [Flajolet and Sedgewick, 2009]. For \( \beta = 1 \), the results are partially obtained in [Parisi et al., 1993].

6.8 Perturbation of the empirical joint distribution from the i.i.d. Boltzmann distributions

For \( x \in (\chi^m)^N \), let the \( m \)-joint empirical distribution be

\[
v_m^*(z) := \frac{1}{N} \sum_{i=1}^N \prod_{a=1}^m \mathbb{1}_{\{ x_i^{(a)} = z^{(a)} \}}, \quad \text{for } z \in \chi^m.
\]

For a probability distribution \( p(x) \propto \exp\{-E(x)\} \), the probability distribution of the empirical joint distribution is defined as

\[
P_E((v(z))) := \sum_{x \in (\chi^m)^N} \prod_{a=1}^m \frac{\exp\{-E(x^{(a)})\}}{Z_m} \prod_{z \in \chi^m} \mathbb{1}_{\{ v_m^*(z) \leq v(z) \}}.
\]

Here, we consider randomness of the energy function and the expectation of \( P_E((v(z))) \) with respect to it, i.e., \( P((v(z))) := \mathbb{E}[P_E((v(z)))]. \) By the replica method, it can be calculated as [Mézard and Montanari, 2009]

\[
P((v(z))) = \lim_{n \to 0} \sum_{x \in (\chi^n)^N} \mathbb{E} \left[ \prod_{a=1}^n \exp\{-E(x^{(a)})\} \right] \frac{1}{n} \sum_{A \subseteq \{1, \ldots, n\}, |A| = m} \prod_{z \in \chi^m} \mathbb{1}_{\{ \sum_{a \in A} x_m^{(a)}(z) \leq v(z) \}}.
\]
Almost the same calculation as that of $E[Z^n]$ shows that it tends to the delta distribution on the RS assumption \cite{MezardMontanari2009}

$$\lim_{N \to \infty} P(\nu(z)) = \prod_{z \in \mathcal{X}^n} \mathbb{1}\{\nu_{RS}^{(m)}(z) \leq \nu(z)\}$$

where $\nu_{RS}^{(m)}(x)$ is the $m$-joint distribution determined from the RS solution. For the dense model, i.e., $E[Z^n]$ is of the form of (6.20), by the same calculation as that of $E[Z^n]$, the distribution around the expectation can be obtained from

$$P'(s(z)) := \lim_{N \to \infty} \sum_{x \in (\mathcal{X}^n)^m} \mathbb{E}\left[\prod_{a=1}^{n} \exp\{-E(x^{(a)})\}\right] \cdot \prod_{z \in \mathcal{X}^n} \mathbb{1}\left\{\sqrt{N}(\nu_{m}^{(1),\ldots,m}(z) - \nu_{RS}^{(m)}(z)) \leq s(z)\right\}.$$ 

**Theorem 6.16** (Central limit theorem for the dense model \cite{MoriTanaka2012a}).

It is assumed that the replica method on the RS assumption gives a correct result. On the assumption of Theorem 6.15, $\left\{\sqrt{N}\left(\nu_{m}^{(z)} - \nu_{m}^{RS}(z)\right)\right\}_{z \in \mathcal{X}^n}$ weakly converges to the degenerate Gaussian distribution of zero mean and the covariance matrix $(S' - S)(I_{|\mathcal{X}|^m} - J\nabla^2 g(\nu^*)J'(S' - S))^{-1}$ evaluated at the RS solution.

Let the overlaps $q_{ab} = \langle X^{(a)} X^{(b)} \rangle_{\nu_{m}^{(z)}}$. As a consequence of Theorem 6.16, $\left\{\sqrt{N}(q_{ab} - q_{RS}^{(m)})\right\}_{a \in \{1, \ldots, m\}, b \in \{a, \ldots, m\}}$ weakly converges to the Gaussian distribution of zero mean and the covariance matrix $(U' - U) (I_{m(m+1)/2} - \nabla^2 g(\nu^*)(U' - U))^{-1}$. This result is known for SK model at high temperature $\beta < 1$ rigorously (without replica method nor cavity method) \cite{CometNeveu1995} where the covariance matrix is $1/(1 - \beta^2)I_{m(m-1)/2}$. Obviously, a local limit theorem also holds although it is not explicitly stated here. Furthermore, finite-size scaling can be generally obtained on the basis of this analysis by choosing $\beta$ dependently on $N$ for problems including the second-order phase transition similarly to the SK model \cite{Parisi1993,Billoire2008}. At the critical temperature of the first-order phase transition, i.e., there are two solutions for (6.21), $\left\{\sqrt{N}(\nu_{m}^{(z)} - \nu_{m}^{RS}(z))\right\}_{z \in \mathcal{X}^n}$ converges to mixture of two Gaussian distributions. The weight of each Gaussian distribution is determined by the determinants of the variance–covariance matrices. Similarly to the second-order phase transition, by choosing $\beta$ dependently on $N$, one can control the weights of Gaussian distributions. This idea gives finite-size scaling for the first-order phase transition.
A Edge Zeta Function and Hessian of the Bethe Entropy

In this appendix, the Watanabe-Fukumizu formula is introduced, which shows that the determinant of the Hessian of the Bethe entropy can be expressed by using the edge zeta function.

A.1 Edge zeta function

Definition A.1. For \((i, a) \in E\) and \((j, b) \in E\), \((i \to a) \Rightarrow (j \to b) \iff j \in \partial a, i \neq j, a \neq b\).

The set of backtrackless closed walks is defined as \(\mathcal{C} := \{(e_1, \ldots, e_n) \in E^n \mid e_1 \rightarrow e_2 \rightarrow \ldots \rightarrow e_n \rightarrow e_1\}\). We say \(w_1 \sim w_2\) for \(w_1, w_2 \in \mathcal{C}\) if and only if \(w_1\) is a cyclic permutation of \(w_2\). Let \(\mathcal{D}/\sim\) be the set of all equivalence classes for \(\mathcal{D} \subseteq \mathcal{C}\).

Definition A.2 (Prime cycle). The backtrackless closed walk \(e_1 \rightarrow e_2 \rightarrow \ldots \rightarrow e_n \rightarrow e_1\) is said to be a prime cycle if and only if it cannot be expressed as a power of another walk. Let \(\mathcal{P}\) be the set of prime cycles.

Definition A.3 (Edge zeta function [Watanabe, 2010]). Let \(r_{i \rightarrow a}\) be a natural number associated with an edge \((i, a) \in E\) and \(u_{(i \to a), (j \to b)}\) be an \(r_{i \rightarrow a} \times r_{j \rightarrow b}\) matrix for \((i \to a) \Rightarrow (j \to b)\). Then, the edge zeta function is defined as

\[
\zeta(u) := \prod_{p=(e_1 \rightarrow e_2 \rightarrow \ldots \rightarrow e_n \rightarrow e_1) \in \mathcal{P}/\sim} \frac{1}{\det \left( I_{r_{e_1}} - u_{e_1,e_2} u_{e_2,e_3} \cdots u_{e_n,e_1} \right)}
\]

where \(I_r\) is the identity matrix of size \(r\).

Lemma A.4 (Sylvester’s determinant theorem). For \(n \times m\) matrix \(A\) and \(m \times n\) matrix \(B\),

\[
\det(I_n + AB) = \det(I_m + BA).
\]

Proof. One obtains the lemma from

\[
\begin{bmatrix}
I_n + AB & -A \\
0 & I_m
\end{bmatrix}
\begin{bmatrix}
I_n & 0 \\
B & I_m
\end{bmatrix}
= \begin{bmatrix}
I_n & 0 \\
B & I_m
\end{bmatrix}
\begin{bmatrix}
I_n & -A \\
0 & I_m + BA
\end{bmatrix}.
\]
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Lemma A.5 (Bass’s formula). It holds $\zeta(u) = \det(I_{|E|} - M(u))^{-1}$ where $M(u)_{e,e'} := u_{e,e'}$ if $e \rightarrow e'$ and $M(u)_{e,e'} := 0$ otherwise, and where $I_{|E|}$ is the identity matrix of the same size as $M(u)$.

Proof. From $\log \det(\cdot) = \text{tr}(\log(\cdot))$, it holds

$$\log \zeta(u) = -\sum_{p=(e_1 \rightarrow e_2 \cdots \rightarrow e_n) \in \mathcal{P}/\sim} \log \left( \det \left( I_{e_1} - u_{e_1, e_2} u_{e_2, e_3} \cdots u_{e_n, e_1} \right) \right)$$

$$= -\sum_{p=(e_1 \rightarrow e_2 \cdots \rightarrow e_n) \in \mathcal{P}/\sim} \text{tr} \left( \log \left( I_{e_1} - u_{e_1, e_2} u_{e_2, e_3} \cdots u_{e_n, e_1} \right) \right)$$

$$= \sum_{p=(e_1 \rightarrow e_2 \cdots \rightarrow e_n) \in \mathcal{P}/\sim} \sum_{k=1}^{\infty} \frac{1}{k} \text{tr} \left( (u_{e_1, e_2} u_{e_2, e_3} \cdots u_{e_n, e_1})^k \right)$$

$$= \sum_{p=(e_1 \rightarrow e_2 \cdots \rightarrow e_n) \in \mathcal{P}/\sim} \frac{1}{n} \sum_{k=1}^{\infty} \frac{1}{k} \text{tr} \left( (u_{e_1, e_2} u_{e_2, e_3} \cdots u_{e_n, e_1})^k \right)$$

$$= \sum_{n=1}^{\infty} \frac{1}{n} \text{tr} (M(u)^n)$$

$$= -\text{tr} \left( \log (I_{|E|} - M(u)) \right) = -\log \left( \det (I_{|E|} - M(u)) \right) .$$

Furthermore, another expression of $\zeta(u)$ is known on some condition.

Lemma A.6 (Ihara-Bass formula [Watanabe 2010]). Let $r_i$ be a natural number associated with a variable node $i \in V$. When $u_{i \rightarrow a, (i \rightarrow b)}$ is an $r_i \times r_j$ matrix independent of $b$ and denoted by $u_{i \rightarrow a}^{a}$, 

$$\zeta(u)^{-1} = \det(I_N - D + W) \prod_{a \in F} \det(U^a)$$

where $D$ is an $N \times N$ block diagonal matrix defined by $D_{i,i} := d_i I_{r_i}$, where $U^a$ is a $d_a \times d_a$ block matrix defined by $U^a_{i,i} := I_{r_i}$ and $U^a_{i,j} := u_{i \rightarrow a}^{a}$ for $i \neq j$, and where $W$ is an $N \times N$ block matrix defined by $W_{i,j} := \sum_{a: \{i,j\} \subseteq d_a} u_{i \rightarrow a}^{a}$. Here, $u_{i \rightarrow a}^{a} := ((U^a)^{-1})_{i,j}$.

Proof. Let $T$ be the $N \times |E|$ matrix defined by

$$T_{i,(i \rightarrow a)} := \mathbb{1}\{i = j\} I_{r_j},$$

$$S(u)_{i \rightarrow a, (j \rightarrow b)} := \mathbb{1}\{i \neq j, a = b\} u_{i \rightarrow a}^{a}.$$
Let $A := T^T T$, which satisfies $A_{(i-a, j-b)} := I[i = j] I_{a,j}$. Then,

$$
\{ S(u)(A - I_{|E|}) \}_{(i-a, j-b)} = \sum_{k=c}^{i} \{ i \neq k, a = c \} u_{i-k} \{ k = j, c \neq b \}
$$

$$
= u_{i-j} \{ j \in \partial a, i \neq j, a \neq b \}
$$

and hence, $\mathcal{M}(u) = S(u)(A - I_{|E|})$. One obtains

$$
\det(I_{|E|} - \mathcal{M}(u)) = \det(I_{|E|} - S(u)(A - I_{|E|}))
$$

$$
= \det(I_{|E|} + S(u)) \det(I_{|E|} - S(u)A(I_{|E|} + S(u))^{-1})
$$

$$
= \det(I_{|E|} + S(u)) \det(I_{|V|} - \mathcal{T}(I_{|E|} + S(u))^{-1} S(u)\mathcal{T}')
$$

$$
= \det(I_{|E|} + S(u)) \det(I_{|V|} - \mathcal{T}(I_{|E|} + S(u))^{-1} \mathcal{T}')
$$

where Lemma [A.4] is used in the third equality. 

A.2 Determinant of Hessian of the Bethe entropy

In this section, $(b_i)_{i \in V}$ and $(b_a)_{a \in F}$ are assumed to be members of arbitrary parametric families of distributions. The alphabet $\mathcal{X}$ is not necessarily finite. For $i \in V$, $b_i$ has a parameter $\eta_i$. For $a \in F$, $b_a$ has a parameter $\eta_a = (\eta_{(a)}, \eta_{(a)})$. The condition (2.7) is assumed to be satisfied for any coordinate $((\eta_i), (\eta_{(a)}))$. In the following, a parameter $\eta$ is denoted by the normal font $\eta$ for simplicity. Let $\varphi_i := -\mathcal{H}(b_i)$ for $i \in V$ and $\varphi_a := -\mathcal{H}(b_a)$ for $a \in F$. The notation $B > 0$ means that a matrix $B$ is positive-definite.

**Lemma A.7.** For $((\eta_i), (\eta_{(a)}))$ satisfying

$$
\frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i} > 0, \quad \forall i \in V, \quad \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}} > 0, \quad \forall a \in F
$$

it holds that

$$
\det \left( \nabla^2 \left( -\mathcal{H}_{\text{Bethe}}((\eta_i), (\eta_{(a)})) \right) \right) = \prod_{i \in V} \det \left( \frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i} \right) \prod_{a \in F} \det \left( \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}} \right) \det \left( I_{N-D+G} \right)
$$

where

$$
G_{i,j} := \left( \frac{\partial^2 \varphi_j}{\partial \eta_j \partial \eta_j} \right)^{-\frac{1}{2}} \left[ \sum_{a \in \mathcal{H}(\mathcal{N})} \left( \frac{\partial^2 \varphi_a}{\partial \eta_a \partial \eta_{(a)}} - \frac{\partial^2 \varphi_a}{\partial \eta_a \partial \eta_{(a)}} \left( \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}} \right)^{-1} \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}} \right) \right] \left( \frac{\partial^2 \varphi_j}{\partial \eta_j \partial \eta_j} \right)^{-\frac{1}{2}}.
$$
Proof. It is easy to see that
\[
\frac{\partial^2 (-H_{\text{Bethe}})}{\partial \eta_i \partial \eta_j} = \sum_{a \in \delta(i,j)} \frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_j} - \delta_{i,j} (d_i - 1) \frac{\partial^2 \varphi_j}{\partial \eta_i \partial \eta_i}
\]
and
\[
\frac{\partial^2 (-H_{\text{Bethe}})}{\partial \eta_{(a)} \partial \eta_{(b)}} = \delta_{a,b} \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(b)}}, \quad \frac{\partial^2 (-H_{\text{Bethe}})}{\partial \eta_i \partial \eta_{(a)}} = \frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_{(a)}}.
\]

Let \( V \) be a block diagonal matrix defined by
\[
V_{i,i} := \frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i}, \quad V_{a,a} := \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}}
\]
and 
\( C := V^2 (-H_{\text{Bethe}}((\eta_i), (\eta_{(a)}))) - V \). Then, one obtains
\[
V^2 (-H_{\text{Bethe}}((\eta_i), (\eta_{(a)}))) = V^{\frac{1}{2}} (I_{N+|F|} + V^{-\frac{1}{2}} C V^{-\frac{1}{2}}) V^{\frac{1}{2}}.
\]

For \( F := V^{-\frac{1}{2}} C V^{-\frac{1}{2}} \), it holds that
\[
F_{i,i} = V_{i,i}^{-\frac{1}{2}} \sum_{a \in \delta(i,j)} \frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_j} V_{j,j}^{-\frac{1}{2}} - \delta_{i,j} d_i I_{r_i}, \quad F_{a,b} = 0
\]
\[
F_{i,a} = V_{i,i}^{-\frac{1}{2}} \frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_{(a)}} V_{a,a}^{-\frac{1}{2}}, \quad F_{a,i} = V_{a,a}^{-\frac{1}{2}} \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_i} V_{i,i}^{-\frac{1}{2}}.
\]

From \( \det \left( V^2 (-H_{\text{Bethe}}((\eta_i), (\eta_{(a)}))) \right) = \det(V) \det(I_{N+|F|} + F) \) and
\[
\det(V) = \prod_{i \in V} \det \left( \frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i} \right) \prod_{a \in F} \det \left( \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}} \right)
\]
we only have to prove \( \det(I_{N+|F|} + F) = \det(I_N - D + G) \). For \( u \times u \), \( u \times v \) and \( v \times u \) matrices \( A, B \) and \( C \), respectively, it holds
\[
\begin{bmatrix}
A & B \\
C & I_v
\end{bmatrix}
\begin{bmatrix}
I_u & 0 \\
-C & I_v
\end{bmatrix}
= \begin{bmatrix}
A - BC & B \\
0 & I_v
\end{bmatrix}
\]
and hence
\[
\det \left( \begin{bmatrix}
A & B \\
C & I_v
\end{bmatrix} \right) = \det(A - BC). \tag{A.1}
\]

Therefore,
\[
\det(I_{N+|F|} + F) = \det(I_N + F_{VV} - F_{VF} F_{VF}^t) = \det(I_N - D + G). \quad \square
\]

For an exponential family, the determinant of Hessian of the Bethe entropy is connected to the edge zeta function. The following lemma is useful for our purpose.
Lemma A.8 (Schur complement). For $u \times u$, $u \times v$, $v \times u$ and $v \times v$ matrices $A$, $B$, $C$ and $D$, respectively,

\[
X = \begin{bmatrix} A & B \\ C & D \end{bmatrix}, \quad X^{-1} = \begin{bmatrix} \hat{A} & \hat{B} \\ \hat{C} & \hat{D} \end{bmatrix}
\]

Then, it holds

\[
A^{-1} = \hat{A} - \hat{B}\hat{D}^{-1}\hat{C} \tag{A.2}
\]

\[
\det(A) = \det(X) \det(\hat{D}) \tag{A.3}
\]

Proof. The first equality is obtained by eliminating $B$ from an equation system

\[
A\hat{A} + BC = I, \quad \hat{A}B + BD = 0.
\]

From

\[
\begin{bmatrix} \hat{A} & \hat{B} \\ \hat{C} & \hat{D} \end{bmatrix} \begin{bmatrix} I_u & 0 \\ -\hat{D}^{-1}\hat{C} & I_v \end{bmatrix} = \begin{bmatrix} \hat{A} - \hat{B}\hat{D}^{-1}\hat{C} & B \\ \hat{C} & 0 \hat{D} \end{bmatrix}
\]

it holds $\det(X)^{-1} = \det(A)^{-1} \det(\hat{D})$. \hfill \qed

Lemma A.9. Assume that

\[
\left[ \left( \frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_a} \right)^{-1} \right]_{i,i} = \left( \frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i} \right)^{-1}. \tag{A.4}
\]

Then,

\[
\zeta^{-1}(u) = \det \left( (\nabla^2 ( -\mathcal{H}_{\text{Bethe}}((\eta_i)_{i \in V}, (\eta_{(a)})_{a \in F}))) \prod_{i \in V} \det \left( \frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i} \right)^{d_i-1} \prod_{a \in F} \det \left( \frac{\partial^2 \varphi_a}{\partial \eta_a \partial \eta_a} \right)^{-1} \right)
\]

where $r_i$ is the number of parameters of $b_i$ for $i \in V$ and where

\[
u^a_{i\rightarrow j} = \left( \frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i} \right)^{\frac{1}{2}} \left[ \left( \frac{\partial^2 \varphi_a}{\partial \eta_a \partial \eta_a} \right)^{-1} \right]_{i,j} \left( \frac{\partial^2 \varphi_j}{\partial \eta_j \partial \eta_j} \right)^{\frac{1}{2}}. \tag{A.5}
\]

Proof. From Lemma [A.6] it holds

\[
\zeta(u)^{-1} = \det(I_N - D + \mathcal{W}) \prod_{a \in F} \det(U^a).
\]

On the choice of variables [A.5], it holds

\[
u^a_{i,j} = \left( \frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i} \right)^{\frac{1}{2}} \left[ \left( \frac{\partial^2 \varphi_a}{\partial \eta_a \partial \eta_a} \right)^{-1} \right]_{i,j} \left( \frac{\partial^2 \varphi_j}{\partial \eta_j \partial \eta_j} \right)^{\frac{1}{2}}
from the condition \((A.4)\) for any \(i, j \in V\) and \(a \in F\) satisfying \(i, j \in \partial a\). Let \(K^a\) be a submatrix of \(\left(\frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_j}\right)^{-1}\) including only its \((i, j)\) matrix elements for \(i, j \in V\).

From \((A.2)\),

\[
(k^{-1})_{i,j} = \frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_j} - \frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_{(a)}} \left(\frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}}\right)^{-1} \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_j}.
\]

Then, it holds

\[
W_{i \rightarrow j} = ((U^a)^{-1})_{i,j} = \left(\frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i}\right)^{-\frac{1}{2}} \left(\frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_j}\right)^{-\frac{1}{2}} \left(\frac{\partial^2 \varphi_a}{\partial \eta_i \partial \eta_{(a)}} \left(\frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}}\right)^{-1} \frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_j}\right)^{-\frac{1}{2}}.
\]

Hence, \(W = G\) where \(G\) is what appears in Lemma \((A.7)\). Now, one obtains

\[
\zeta(u)^{-1} = \det(V^2 \left(-H_{\text{Bethe}}((\eta_{(i)})_{i \in V}, (\eta_{(a)})_{a \in F})\right)) \cdot \prod_{i \in V} \det\left(\frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i}\right)^{-1} \prod_{a \in F} \det\left(\frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}}\right)^{-1} \prod_{a \in F} \det(U^a)
\]

from Lemmas \((A.6)\) and \((A.7)\). Finally, the lemma is obtained from

\[
\prod_{a \in F} \det(U^a) = \prod_{i \in V} \det\left(\frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i}\right)^{d_i} \prod_{a \in F} \det(K^a)
\]

\[
= \prod_{i \in V} \det\left(\frac{\partial^2 \varphi_i}{\partial \eta_i \partial \eta_i}\right)^{d_i} \prod_{a \in F} \left[\det\left(\frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}}\right)^{-1} \det\left(\frac{\partial^2 \varphi_a}{\partial \eta_{(a)} \partial \eta_{(a)}}\right)^{-1}\right].
\]

In the above equation, the last equality is obtained by \((A.3)\).

\[\square\]

**Corollary A.10** (Watanabe-Fukumizu formula \cite{Watanabe and Fukumizu 2009, Watanabe 2010}). Let \((\eta_{(i)})_{i \in V}\) and \((\eta_{(a)})_{a \in F}\) be the expectation parameters for \((b_i)_{i \in V}\) and \((b_a)_{a \in F}\) corresponding to sufficient statistics \((t_i(x_i))_{i \in V}\) and \((t_a(x_{(a)}))_{a \in F}\), respectively. Then, it holds

\[
\zeta(u)^{-1} = \det(V^2 \left(-H_{\text{Bethe}}((\eta_{(i)})_{i \in V}, (\eta_{(a)})_{a \in F})\right)) \cdot \prod_{i \in V} \det(\text{Var}_{b_i}[t_i(X_i)])^{1-d_i} \prod_{a \in F} \det(\text{Var}_{b_a}[t_a(X_{(a)})]).
\]

where \(u_{i \rightarrow j}^a = \text{Cor}_{b_a} [t_i(X_i), t_j(X_j)]\).

The Watanabe-Fukumizu formula has many applications. One example is the convexity of the Bethe free energy \cite{Heskes 2004}.
it is proved by using the Watanabe-Fukumizu formula that the Bethe free energy and the Bethe entropy are globally convex if and only if the factor graph has at most one cycle. This strengthens the result in [Pakzad and Anantharam, 2002], which shows that if the factor graph has at most one cycle, the Bethe entropy is convex. Furthermore, the Watanabe-Fukumizu formula gives a clear sufficient condition of local convexity of the Bethe free energy, which is directly related to the local stability condition of the belief propagation [Watanabe, 2010], and gives another proof of the sufficient condition of uniqueness of the fixed point of belief propagation obtained in [Mooij and Kappen, 2007], in which the sufficient condition is proved by using the fixed point theorem.
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