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Abstract: The axisymmetric time-fractional diffusion equation with mass absorption is studied in a circle under the time-harmonic Dirichlet boundary condition. The Caputo derivative of the order $0 < \alpha \leq 2$ is used. The investigated equation can be considered as the time-fractional generalization of the bioheat equation and the Klein–Gordon equation. Different formulations of the problem for integer values of the time-derivatives $\alpha = 1$ and $\alpha = 2$ are also discussed. The integral transform technique is employed. The outcomes of numerical calculations are illustrated graphically for different values of the parameters.
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1. Introduction

Physical processes take place at various structural levels. For this reason, it is necessary to use specific physical concepts and mathematical tools corresponding to every structural level, combining the descriptions of processes at different structural levels. One of these physical concepts is that of memory effects, for which the corresponding mathematical tool is fractional calculus. The theory of integrals and derivatives of non-integer order has numerous applications in different fields of study (see, for example, [1–11], among many others). The interested reader is also referred to a recent review article [12] containing an extensive bibliography.

Classical heat conduction is based on the Fourier law [13], and classical diffusion is based on the Fick law [14]. Both laws can be written as

$$q = -k \text{ grad } u,$$  \hspace{1cm} (1)

where $q$ is the corresponding flux, $u$ denotes temperature or mass concentration, and $k$ is the thermal (diffusion) conductivity. In combination with the associated balance equation, the constitutive Equation (1) leads to the heat conduction (diffusion) equation

$$\frac{\partial u}{\partial t} = a \Delta u,$$  \hspace{1cm} (2)

where $a$ is the diffusivity coefficient. For heat conduction, $a = k / (\rho C)$, where $C$ denotes the specific heat capacity and $\rho$ is the mass density. For diffusion, $a = k / \rho$.

The classical Fourier law and the Fick law (1), together with the standard heat conduction (diffusion) Equation (2), are quite sufficient for describing many physical processes. However, in bodies with complex internal structures, where physical processes occur at different structural levels, the standard parabolic equations are inadequate to take into account the characteristic features of transport processes in such media.

In non-classical theories, the Fourier law, the Fick law, and the associated parabolic heat conduction (diffusion) equation are replaced by more general equations. It should
be noted that the constitutive equations that describe memory effects have considerable promise in this area [15–18].

The time-non-local dependences between the flux and the temperature (concentration) gradient with a “long-tailed” power kernel [7,8,19–21] can be formulated in terms of the Riemann–Liouville fractional integrals and derivatives

\[
q(t) = -k D_{RL}^{1-\alpha} \nabla u(t), \quad 0 < \alpha \leq 1, \tag{3}
\]

\[
q(t) = -k I_{\alpha-1} \nabla u(t), \quad 1 < \alpha \leq 2, \tag{4}
\]

and in combination with the appropriate balance equation yield the time-fractional diffusion-wave equation with the Caputo fractional derivative

\[
\frac{\partial^\alpha u}{\partial t^\alpha} = a \Delta u, \quad 0 < \alpha \leq 2. \tag{5}
\]

The definitions of fractional integrals and derivatives and their Laplace transform rules can be found, for example, in [1,2].

In fractional calculus, there is no definitive line between differentiation and integration. For this reason, some authors (see, for example, [1]) do not use a separate notation for the Riemann–Liouville fractional integral, assuming that \(D_{RL}^{-\beta} u(t)\) with \(\beta > 0\) denotes a Riemann–Liouville integral of fractional order. With such a notation, the constitutive Equations (3) and (4), can be written as

\[
q(t) = -k D_{RL}^{1-\alpha} \nabla u(t), \quad 0 < \alpha \leq 2. \tag{6}
\]

Details on obtaining the time-fractional diffusion-wave Equation (5) from the mass balance equation and the constitutive Equation (6) for the mass flux can be found in [21].

The diffusion-wave Equation (5) describes many important physical phenomena in different media, and in the case \(1 < \alpha < 2\) interpolates between the diffusion Equation (2) for \(\alpha = 1\) and the wave equation

\[
\frac{\partial^2 u}{\partial t^2} = a \Delta u \tag{7}
\]

for \(\alpha = 2\), governing so-called “ballistic diffusion”. It should be noted that Equation (7) was evolved in the theory of heat and mass transport as a consequence of the generalized time-non-local constitutive equation for the corresponding flux with “full memory” [18,22].

In a medium with heat absorption or for an irreversible chemical reaction of the first order, an additional linear source term appears in Equation (2) [23,24]:

\[
\frac{\partial u}{\partial t} = a \Delta u - bu. \tag{8}
\]

Similar equations describe heat conduction in solids that lose heat by radiation to a surrounding medium [25,26] and also arise in the theory of bioheat transfer [27,28].

The Klein–Gordon equation

\[
\frac{\partial^2 u}{\partial t^2} = a \Delta u - bu \tag{9}
\]

is of great importance in solid state physics, nonlinear optics, and quantum field theory [29,30]. The corresponding counterpart of Equation (5)

\[
\frac{\partial^\alpha u}{\partial t^\alpha} = a \Delta u - bu, \quad 0 < \alpha \leq 2, \tag{10}
\]

contains the parabolic Equation (8) and the hyperbolic Equation (9) as particular cases.
Ångström’s research [31] was the first in which the heat conduction equation was investigated under time-harmonic conditions. An extensive literature on “oscillatory diffusion” can be found in [32,33]. In this context, both the time-harmonic source term and the time-harmonic boundary conditions were considered.

In many papers devoted to this subject, the so-called “quasi-steady-state” solutions were studied (see, e.g., [25,34–36]). In this case, the solution of the classical diffusion equation (2) or the equation with mass absorption (8) is sought for as a product of a function of spatial coordinates and the harmonic term

\[ u(x, t) = U(x)e^{i\omega t}. \]  

For the time-fractional diffusion equations (5) or (10), such an approach is impossible because, for the fractional Caputo derivative of the exponential function, we have [37]

\[ \frac{d^\alpha e^{xt}}{dt^\alpha} = \lambda^\alpha e^{xt} \frac{\Gamma(n - \alpha, \lambda t)}{\Gamma(n - \alpha)}, \quad n - 1 < \alpha < n, \]  

where \( \Gamma(x) \) is the gamma function and \( \gamma(a, x) \) is the incomplete gamma function

\[ \gamma(a, x) = \int_0^x e^{-t}t^{a-1}dt. \]  

In [38], the time-fractional diffusion equation with mass absorption and a source term varying harmonically in time was considered in the domain \( -\infty < x < \infty \). In [39], this equation was studied for a sphere. In the present paper, we investigate the axisymmetric time-fractional diffusion equation with mass absorption (10) in a circle, under the time-harmonic Dirichlet boundary condition. The Laplace transform with respect to time and the finite Hankel transform with respect to the radial coordinate are employed. For integer values of the order of the time-derivative (see Equations (8) and (9)), the quasi-steady-state solutions are also discussed. The outcomes of numerical simulations are illustrated graphically for different values of the parameters.

2. Integer Order of Time-Derivative

2.1. Diffusion Equation with Mass Absorption \((\alpha = 1)\)

We start our analysis from the quasi-steady-state solution of the axisymmetric diffusion equation with mass absorption in a circle \( 0 < r < R \)

\[ \frac{\partial u}{\partial t} = a \left( \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} \right) - bu, \]  

under time-harmonic conditions at the boundary \( r = R \) of a circle

\[ r = R : \quad u = u_0 e^{i\omega t}. \]  

Assuming that

\[ u(r, t) = U(r)e^{i\omega t}, \]  

the we obtain

\[ \frac{d^2 U}{dr^2} + \frac{1}{r} \frac{dU}{dr} - \frac{b + i\omega}{a} U = 0, \]  

\[ r = R : \quad U = u_0. \]  

The general solution of Equation (17) is expressed in terms of the modified Bessel functions

\[ U(r) = C_1 I_0 \left[ r \sqrt{(b + i\omega)/a} \right] + C_2 K_0 \left[ r \sqrt{(b + i\omega)/a} \right]. \]
The boundedness condition at the origin \( r = 0 \) implies that \( C_2 = 0 \), and the boundary condition (18) gives

\[
U(r) = u_0 \frac{I_0 \left( r \sqrt{b + i\omega}/a \right)}{I_0 \left( R \sqrt{b + i\omega}/a \right)}.
\] (20)

It should be noted that Pennes [27] considered the axisymmetric bioheat equation in a cylindrical domain \( 0 < r < R \) (as a model of the forearm) and obtained the solution (20) in the case \( \omega = 0 \) (see also [28]).

Hence, the quasi-steady-state solution reads

\[
u(r, t) = u_0 \frac{I_0 \left( r \sqrt{b + i\omega}/a \right)}{I_0 \left( R \sqrt{b + i\omega}/a \right)} e^{i\omega t}.
\] (21)

The dependence of the real part of the amplitude \( U(r) \) (20) of the quasi-steady-state solution (21) is shown in Figure 1 for different values of the mass absorption parameter \( b \).

The following nondimensional quantities

\[
\bar{U} = \frac{U}{u_0}, \quad \bar{r} = \frac{r}{R}, \quad \bar{t} = \frac{t}{R^2}, \quad \bar{\omega} = \frac{R^2}{a} \omega, \quad \bar{b} = \frac{R^2}{a} b
\] (22)

were introduced.

Next, we investigate Equation (14) under the boundary condition (15) without the assumption (16) for the zero initial condition

\[
t = 0 : \quad u(r, t) = 0.
\] (23)

The finite Hankel transform with respect to the radial coordinate \( r \) (see Appendix A) and the Laplace transform with respect to time \( t \) give the solution in the transform domain

\[
\hat{u}^\ast(\xi, s) = a R u_0 \xi J_1(R \xi) \frac{1}{s - i\omega} \frac{1}{s + a \xi^2 + b}.
\] (24)

Inversion of the integral transform using Equation (A2) from Appendix A and Equation (A5) from Appendix B results in the solution

\[
u(r, t) = \frac{2a u_0}{R} \sum_{k=1}^{\infty} \frac{R \xi \xi_0(r \xi)}{J_1(R \xi)(R^2 \xi^2 + b + i\omega)} \left[ e^{i\omega t} - e^{-\left(a \xi^2 + b\right)t} \right].
\] (25)

Taking into account the following series containing zeros of the Bessel function \( J_0(r) \) [40]

\[
\sum_{k=1}^{\infty} \frac{R \xi \xi_0(r \xi)}{J_1(R \xi)(R^2 \xi^2 - c^2)} = \frac{1}{2} \frac{J_0(cr/R)}{J_0(c)},
\] (26)

we arrive at

\[
u(r, t) = u_0 \frac{I_0 \left( r \sqrt{b + i\omega}/a \right)}{I_0 \left( R \sqrt{b + i\omega}/a \right)} e^{i\omega t} - \frac{2a u_0}{R} \sum_{k=1}^{\infty} \frac{\xi \xi_0(r \xi)}{J_1(R \xi)(a \xi^2 + b + i\omega)} e^{-\left(a \xi^2 + b\right)t}.
\] (27)

The first term in Equation (27) coincides with the quasi-steady-state solution (21), and the second term describes the transient process.
2.2. Klein–Gordon Equation ($\alpha = 2$)

The quasi-steady-state solution of the Klein–Gordon equation

\[
\frac{\partial^2 u}{\partial t^2} = a \left( \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} \right) - bu, \quad 0 < r < R, \tag{28}
\]

under the time-harmonic Dirichlet boundary condition

\[
r = R : \quad u = u_0 e^{i\omega t} \tag{29}
\]
is obtained under assumption (16). In this case, the equation for the amplitude function $U(r)$ takes the form

\[
\frac{d^2 U}{dr^2} + \frac{1}{r} \frac{dU}{dr} - \frac{b - \omega^2}{a} U = 0. \tag{30}
\]

Depending on the sign of the coefficient $b - \omega^2$, the general solution of Equation (30) is expressed in terms of the Bessel functions $J_0 \left[ r \sqrt{(\omega^2 - b)/a} \right]$ and $Y_0 \left[ r \sqrt{(\omega^2 - b)/a} \right]$ for $\omega^2 > b$ and the modified Bessel functions $I_0 \left[ r \sqrt{(b - \omega^2)/a} \right]$ and $K_0 \left[ r \sqrt{(b - \omega^2)/a} \right]$ for $b > \omega^2$. Under the assumption of boundedness at the origin $r = 0$, accounting for the boundary condition (29) leads to the expression for the amplitude

\[
U(r) = \begin{cases} 
IJ_0 \left[ r \sqrt{(\omega^2 - b)/a} \right], & \omega^2 > b, \\
IJ_0 \left[ R \sqrt{(\omega^2 - b)/a} \right], & b > \omega^2,
\end{cases} \tag{31}
\]

and to the corresponding quasi-steady-state solution.

Figure 1. Dependence of the real part of the amplitude of the quasi-steady-state solution to the diffusion equation ($\alpha = 1$) on the radial coordinate $\bar{r}$ for different values of the mass absorption parameter $\bar{b}$; $\bar{\omega} = \pi/3$. 
\[ u(r,t) = \begin{cases} 
  J_0 \left( \frac{r \sqrt{(\omega^2 - b)/a}}{R} \right) e^{i \omega t}, & \omega^2 > b, \\
  J_0 \left( \frac{b}{R} \sqrt{(b - \omega^2)/a} \right) e^{i \omega t}, & b > \omega^2. 
\end{cases} \] (32)

The dependence of the amplitude \( U(r) \) (31) of the quasi-steady-state solution (32) is shown in Figure 2 for different interrelations between the mass absorption parameter \( \bar{b} \) and the angular frequency \( \omega \).

Figure 2. Dependence of the amplitude of the quasi-steady-state solution to the Klein–Gordon equation (\( \alpha = 2 \)) on the radial coordinate \( \bar{r} \) for different values of the mass absorption parameter \( \bar{b} \): (a) \( \bar{\omega} = \pi/3 \); (b) \( \bar{\omega} = \pi/2 \).

The nondimensional quantities were chosen as
\[
\bar{U} = \frac{U}{u_0}, \quad \bar{r} = \frac{r}{R}, \quad \bar{t} = \frac{\sqrt{a}}{R} t, \quad \bar{\omega} = \frac{R}{\sqrt{a}} \omega, \quad \bar{b} = \frac{R^2}{a} b. \] (33)

Now, we investigate the transition regime considering the Klein–Gordon Equation (28) under the harmonic boundary condition (29) and zero initial conditions
\[
t = 0 : \quad u = 0, \quad \frac{\partial u}{\partial t} = 0. \] (34) (35)

The integral transform technique results in the solution in the transform domain
\[
\hat{u}^*(\xi_k, s) = aRu_0 \xi_k I_1(\xi_k) \frac{1}{s - i \omega} \frac{1}{s^2 + a \xi_k^2 + b}. \] (36)
Equations (A2) from Appendix A and (A6) from Appendix B allow us to obtain the sought-for solution

\[
u(r, t) = \frac{2au_0}{R} \sum_{k=1}^{\infty} \frac{\xi_k I_0(\xi_k) R}{I_1(R \xi_k)(a \xi_k^2 + b - \omega^2)} \times \left[ e^{i\omega t} - \cos \left( \sqrt{a \xi_k^2 + b} t \right) - \frac{i\omega}{\sqrt{a \xi_k^2 + b}} \sin \left( \sqrt{a \xi_k^2 + b} t \right) \right]. \tag{37}
\]

Taking into account Equation (26), we finally obtain

\[
u(r, t) = \begin{cases} 
  u_0 \frac{I_0(r \sqrt{(\omega^2 - b)/a})}{I_0(R \sqrt{(\omega^2 - b)/a})} e^{i\omega t} - T(r, t), & \omega^2 > b, \\
  u_0 \frac{I_0(r \sqrt{(b - \omega^2)/a})}{I_0(R \sqrt{(b - \omega^2)/a})} e^{i\omega t} - T(r, t), & b > \omega^2,
\end{cases} \tag{38}
\]

where

\[
T(r, t) = \frac{2au_0}{R} \sum_{k=1}^{\infty} \frac{\xi_k I_0(\xi_k) R}{I_1(R \xi_k)(a \xi_k^2 + b - \omega^2)} \times \left[ \cos \left( \sqrt{a \xi_k^2 + b} t \right) + \frac{i\omega}{\sqrt{a \xi_k^2 + b}} \sin \left( \sqrt{a \xi_k^2 + b} t \right) \right]. \tag{39}
\]

It is evident that the first terms in (38) coincide with the quasi-steady-state solution (32), whereas the term \(T(r, t)\) describes the transient regime.

### 3. Time-Fractional Diffusion-Wave Equation

Consider the time-fractional diffusion-wave equation with mass absorption in a circle

\[
\frac{\partial^\alpha u}{\partial t^\alpha} = a \left( \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} \right) - bu, \quad 0 < r < R, \quad 0 < \alpha \leq 2, \tag{40}
\]

under zero initial conditions

\[
t = 0 : \quad u = 0, \quad 0 < \alpha \leq 2, \tag{41}
\]

\[
t = 0 : \quad \frac{\partial u}{\partial t} = 0, \quad 1 < \alpha \leq 2, \tag{42}
\]

and the time-harmonic Dirichlet boundary condition

\[
r = R : \quad u = u_0 e^{i\omega t}. \tag{43}
\]

We also assume the boundedness condition at the origin:

\[
r = 0 : \quad u \neq \infty. \tag{44}
\]

The finite Hankel transform with respect to the radial coordinate \(r\) and the Laplace transform with respect to time \(t\) give the solution in the transform domain

\[
\hat{u}^*(\xi_k, s) = a R u_0 \xi_k I_1(R \xi_k) \frac{1}{s - i\omega} \frac{1}{s^{\alpha} + a \xi_k^2 + b}. \tag{45}
\]
It is convenient to rearrange Equation (45) as

\[
\hat{u}^*(\xi_k, s) = \frac{a Ru_0}{a_0^2 + b} \left[ \frac{1}{s - iw} - \frac{s^{-1}}{s^a + a_0^2 + b} - \frac{1}{s - iw} \frac{s^{-1}}{s^a + a_0^2 + b} \right].
\]  

(46)

The inverse transforms taking into account the convolution theorem allow us to obtain the solution

\[
u(r, t) = \frac{2a Ru_0}{R} \sum_{k=1}^{\infty} \frac{\xi f_0(r_{\xi_k})}{f_1(R_{\xi_k}) (a_0^2 + b)} \times \left\{ e^{i\omega t} E_a \left[- \left( a_0^2 + b \right) t^\alpha \right] - i\omega \int_0^t e^{i\omega (t-\tau)} E_a \left[- \left( a_0^2 + b \right) \tau^\alpha \right] d\tau \right\},
\]  

(47)

where Equation (A7) from Appendix B has been used for the inverse Laplace transform, with \(E_a(z)\) as the Mittag-Leffler function. Using partial fraction decomposition

Using the relation (26), we rewrite Equation (47) in the following form

\[
u(r, t) = \frac{2a Ru_0}{R} \sum_{k=1}^{\infty} \frac{\xi f_0(r_{\xi_k})}{f_1(R_{\xi_k}) (a_0^2 + b)} \times \left\{ E_a \left[- \left( a_0^2 + b \right) t^\alpha \right] + i\omega \int_0^t e^{i\omega (t-\tau)} E_a \left[- \left( a_0^2 + b \right) \tau^\alpha \right] d\tau \right\},
\]  

(48)

Due to the rearrangement (46), the first term in the solution (48) satisfies the boundary condition (43); other terms at the boundary \(r = R\) are equal to zero (see Equation (A3) in Appendix A).

The particular case of Equation (48) corresponding to \(b = 0\) and \(\omega = 0\)

\[
u(r, t) = u_0 \left[ 1 - \frac{2}{R} \sum_{k=1}^{\infty} \frac{f_0(r_{\xi_k})}{f_1(R_{\xi_k})} E_a \left[- a_0^2 t^\alpha \right] \right]
\]  

(49)

was obtained in [41].

It is worthwhile to analyze the particular cases of the solution (48) corresponding to integer values of the order of time-derivatives \(\alpha = 1\) and \(\alpha = 2\). Since \(E_1(-x) = e^{-x}\), the integral term in (48) gives

\[
\frac{i\omega}{a_0^2 + b + i\omega} \left[ e^{i\omega t} - e^{-\left( a_0^2 + b \right) t} \right].
\]  

(50)

Using partial fraction decomposition

\[
\frac{i\omega}{(a_0^2 + b) (a_0^2 + b + i\omega)} = \frac{1}{a_0^2 + b} - \frac{1}{a_0^2 + b + i\omega}
\]  

(51)

and the series representation (26), after simple mathematical treatment we arrive at the solution (27).

Similarly, \(E_2(-x) = \cos(\sqrt{x})\), and the integral term in (48) reduces to

\[
\frac{1}{a_0^2 + b - \omega^2} \left[ -\omega^2 e^{i\omega t} + \omega^2 \cos \left( \sqrt{a_0^2 + b} t \right) + i\omega \sqrt{a_0^2 + b} \sin \left( \sqrt{a_0^2 + b} t \right) \right].
\]  

(52)

The partial fraction decomposition

\[
\frac{\omega^2}{(a_0^2 + b) (a_0^2 + b - \omega^2)} = \frac{1}{a_0^2 + b} - \frac{1}{a_0^2 + b}
\]  

(53)
taking into account (26) converts (48) to the solution (38)–(39).

The solution (48) is presented in Figures 3 and 4 for different values of the nondimensional parameters:

\[
\bar{a} = \frac{u}{u_0}, \quad \bar{r} = \frac{r}{R}, \quad \bar{t} = \frac{a^{1/\alpha}}{R^{2/\alpha}} t, \quad \bar{\omega} = \frac{R^{2/\alpha}}{a^{1/\alpha}} \omega, \quad \bar{b} = \frac{R^2}{a_b}.
\]  

Figure 3. Dependence of the solution on the radial coordinate \(\bar{r}\) for different values of the mass absorption parameter \(\bar{b}\); \(\bar{t} = 0.5, \bar{\omega} = \pi/6\): (a) \(\alpha = 0.5\); (b) \(\alpha = 1.65\); (c) \(\alpha = 1.75\); (d) \(\alpha = 1.95\).
Figure 4. Dependence of the solution on the angular frequency $\bar{\omega}$ for different values of the mass absorption parameter $\bar{b}$; $\bar{t} = 0.5, \bar{r} = 0.75$: (a) $\alpha = 0.5$; (b) $\alpha = 1.25$; (c) $\alpha = 1.75$; (d) $\alpha = 1.95$.

4. Concluding Remarks

We considered the axisymmetric diffusion equation with mass absorption and with the Caputo time-derivative of the order $0 < \alpha \leq 2$ in a circle, under the Dirichlet boundary condition varying harmonically in time. For integer values of the order of the time-derivative, both the quasi-steady-state solutions and the transient processes were studied. For $1 < \alpha < 2$, the obtained solution interpolates between the solutions to the bioheat equation and the Klein–Gordon equation. When $\alpha = 2$, the corresponding solution contains the wave front which is approximated by the obtained solution when $\alpha$ approaches 2 (see Figure 3d, where the wave front is located at $\bar{r} = 0.5$). We restricted ourselves to positive values of the mass absorption parameter $b$. It is evident from the figures that with increasing $b$, the amplitude of oscillations decreases. Figure 4 shows that in the case $1 < \alpha < 2$, for sufficiently large values of the angular frequency $\bar{\omega}$, the influence of the mass absorption parameter becomes negligible. The solutions are obtained in the form of a series involving zeros of the Bessel function $J_0(r)$, which are tabulated in [42,43]. The large numbers of zeros can be calculated according to the McMahon asymptotic expansion [43]. The Mittag-Leffler function $E_{\alpha}(-x)$ appearing in the solutions was evaluated using the algorithms proposed in [44] (see also [45]). Similarly to the standard bioheat transfer equation, the solutions to the fractional bioheat equation could have medical applications.
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Appendix A

For the Dirichlet boundary condition at the boundary \( r = R \) of a circle, the finite Hankel transform of the zeroth order is defined as [8,46]

\[
\mathcal{H}\{f(r)\} = \hat{f}(\xi_k) = \int_0^R f(r) J_0(r \xi_k) r dr,
\]

\[
\mathcal{H}^{-1}\{\hat{f}(\xi_k)\} = f(r) = \frac{2}{R^2} \sum_{k=1}^{\infty} \hat{f}(\xi_k) \frac{J_0(r \xi_k)}{|J_1(R \xi_k)|^2},
\]

where the hat denotes the transform, \( J_n(r) \) is the Bessel function of the first kind of order \( n \), and the sum is over all the positive roots of the zeroth-order Bessel function \( J_0(R \xi_k) = 0 \).

In this case

\[
\mathcal{H}\left\{ \frac{d^2 f(r)}{dr^2} + \frac{1}{r} \frac{df(r)}{dr} \right\} = -\xi_k^2 \hat{f}(\xi_k) + R \xi_k J_1(R \xi_k)f(R).
\]

Appendix B

The formulae (A5) and (A6) for the inverse Laplace transform are taken from [47,48]:

\[
\mathcal{L}^{-1}\left\{ \frac{1}{(s-p)(s-q)} \right\} = \frac{1}{p-q} \left( e^{pt} - e^{qt} \right),
\]

\[
\mathcal{L}^{-1}\left\{ \frac{1}{(s+p)(s^2+q^2)} \right\} = \frac{1}{p^2 + q^2} \left[ e^{-pt} - \cos(qt) + \frac{p}{q} \sin(qt) \right].
\]

The Mittag-Leffler function \( E_\alpha(z) \) plays an essential role in fractional calculus due to the formula [1,2]

\[
\mathcal{L}^{-1}\left\{ \frac{s^{\alpha-1}}{s^\alpha + q} \right\} = E_\alpha(-qt^\alpha),
\]

where

\[
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(ak+1)}, \quad \alpha > 0, \quad z \in \mathbb{C}.
\]

References

1. Podlubny, I. Fractional Differential Equations; Academic Press: San Diego, CA, USA, 1999.
2. Kilbas, A.A.; Srivastava, H.M.; Trujillo, J.J. Theory and Applications of Fractional Differential Equations; Elsevier: Amsterdam, The Netherlands, 2006.
3. Magin, R.L. Fractional Calculus in Bioengineering; Begell House Publishers, Inc.: Redding, CA, USA, 2006.
4. Mainardi, F. Fractional Calculus and Waves in Linear Viscoelasticity: An Introduction to Mathematical Models; Imperial College Press: London, UK, 2010.
5. Atanacković, T.M.; Pilipović, S.; Stanković, B.; Zorica, D. Fractional Calculus with Applications in Mechanics: Vibrations and Diffusion Processes; John Wiley & Sons: Hoboken, NJ, USA, 2014.

6. Herrmann, R. Fractional Calculus: An Introduction for Physicists, 2nd ed.; World Scientific: Singapore, 2014.

7. Povstenko, Y. Fractional Thermoelasticity; Springer: New York, NY, USA, 2015.

8. Povstenko, Y. Linear Fractional Diffusion-Wave Equation for Scientists and Engineers; Birkhäuser: New York, NY, USA, 2015.

9. Pinto, C.M.A.; Carvalho, A.R.M. Analysis of a non-integer order model for the coinfection of HIV and HSV-2. Int. J. Nonlinear Sci. Numer. Simul. 2020, 21, 291–302. [CrossRef]

10. Carvalho, A.R.M.; Pinto, C.M.A.; de Carvalho, J.M. Fractional model for type 1 diabetes. In Mathematical Modelling and Optimization of Engineering Problems; Machado, J., Özdemir, N., Baleanu, D., Eds.; Springer: Cham, Switzerland, 2020; pp. 175–185.

11. Su, N. Fractional Calculus for Hydrology, Soil Science and Geomechanics; Taylor & Francis: Boca Raton, FL, USA, 2021.

12. Diethelm, K.; Kiryakova, V.; Luchko, Y.; Tenreiro Machado, J.A.; Tarasov, V.E. Trends, directions for further research, and some open problems of fractional calculus. Nonlinear Dyn. 2022, 107, 3245–3270. [CrossRef]

13. Fourier, J.B.J. Théorie Analytique de la Chaleur; Firmin Didot: Paris, France, 1822.

14. Fick, A. Über Diffusion. Ann. Phys. 1855, 94, 59–86. [CrossRef]

15. Gurtin, M.E.; Pipkin, A.C. A general theory of heat conduction with finite wave speeds. Arch. Ration. Mech. Anal. 1968, 31, 113–126. [CrossRef]

16. Day, W. The Thermodynamics of Simple Materials with Fading Memory; Springer: Berlin, Germany, 1972.

17. Moodi, T.B.; Tait, R.J. On thermal transients with finite wave speeds. Acta Mech. 1983, 50, 97–104. [CrossRef]

18. Nigmatullin, R.R. To the theoretical explanation of the “universal response”. Phys. Stat. Sol. B 1984, 123, 739–745. [CrossRef]

19. Povstenko, Y. Theory of thermoelasticity based on the space-time-fractional heat conduction equation. Phys. Scr. 2009, 136, 014017. [CrossRef]

20. Povstenko, Y. Non-axisymmetric solutions to time-fractional diffusion-wave equation in an infinite cylinder. Fract. Calc. Appl. Anal. 2011, 14, 418–435. [CrossRef]

21. Green, A.E.; Naghd, P.M. Thermoelasticity without energy dissipation. J. Elast. 1993, 31, 189–208. [CrossRef]

22. Danckwerts, P.V. Absorption by simultaneous diffusion and chemical reaction into particles of various shapes and into falling drops. Trans. Faraday Soc. 1951, 47, 1014–1023. [CrossRef]

23. A. The Mathematics of Diffusion, 2nd ed.; Clarendon Press: Oxford, UK, 1975.

24. Carslaw, H.C.; Jaeger, J.C. Conduction of Heat in Solids, 2nd ed.; Oxford University Press: Oxford, UK, 1959.

25. Podstrigach, Y.S.; Kolyano, Y.M. Unsteady Temperature Fields and Stresses in Thin Plates; Naukova Dumka: Kiev, Ukraine, 1972. (In Russian)

26. Pennes, H.H. Analysis of tissue and arterial blood temperatures in the resting human forearm. J. Appl. Physiol. 1948, 1, 93–122. [CrossRef]

27. Fasano, A.; Sequeira, A. Hemomath. The Mathematics of Blood; Springer: Cham, Switzerland, 2017.

28. Wazwaz, A.-M. Partial Differential Equations and Solitary Waves Theory; Higher Education Press: Beijing, China; Springer: Berlin, Germany, 2009.

29. Gravel, P.; Gauthier, C. Classical applications of the Klein-Gordon equation. Am. J. Phys. 2011, 79, 447–453. [CrossRef]

30. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

31. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

32. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

33. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

34. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

35. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

36. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

37. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

38. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

39. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

40. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

41. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

42. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

43. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

44. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]

45. Ångström, A.J. Neue Methode, das Wärmeleitungs vermögen der Körper zu bestimmen. Ann. Phys. Chem. 1822, 79, 59–86. [CrossRef]
45. Podlubny, I. Mittag-Leffler Function; Calculates the Mittag-Leffler Function with Desired Accuracy, MATLAB Central File Exchange, File ID 8738. Available online: www.mathworks.com/matlabcentral/fileexchange/8738 (accessed on 17 April 2019).
46. Sneddon, I.N. The Use of Integral Transforms; McGraw-Hill: New York, NY, USA, 1972.
47. Doetsch, G. Anleitung zum praktischer Gebrauch der Laplace-Transformation und der Z-Transformation; Springer: München, Germany, 1967.
48. Erdélyi, A.; Magnus, W.; Oberhettinger, F.; Tricomi, F.G. Tables of Integral Transforms; McGraw-Hill: New York, NY, USA, 1954; Volume 1.