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ABSTRACT

Deep Reinforcement Learning has shown its ability in solving complicated problems directly from high-dimensional observations. However, in end-to-end settings, Reinforcement Learning algorithms are not sample-efficient and requires long training times and quantities of data. In this work, we proposed a framework for sample-efficient Reinforcement Learning that take advantage of state and action representations to transform a high-dimensional problem into a low-dimensional one. Moreover, we seek to find the optimal policy mapping latent states to latent actions. Because now the policy is learned on abstract representations, we enforce, using auxiliary loss functions, the lifting of such policy to the original problem domain. Results show that the novel framework can efficiently learn low-dimensional and interpretable state and action representations and the optimal latent policy.

1 Introduction

In the last decade, Deep Reinforcement Learning algorithms have solved increasingly complicated problems in many different domains, spanning from video games to numerous robotics applications, in an end-to-end fashion. Despite the success of end-to-end Reinforcement Learning, these methods suffer from low sample efficiency and usually requires lengthy and expensive training procedures to learn optimal behaviours. This problem is even more emphasized when the true state of the environment is not observable, and the observation space or the action space are high-dimensional. In end-to-end settings, due to the weak supervision of the reward signal, Reinforcement Learning algorithms are not enforced to learn good state representations of the environment, making the mapping observations to actions challenging to learn and interpret.

State representation learning methods aim at reducing the dimensionality of the observation stream by learning a mapping from the observation space to a lower-dimensional state space containing only the meaningful feature needed for solving a given task. By employing self-supervised auxiliary losses, it is possible to enforce optimal state representation and learn models of the underlying Markov Decision Process, or MDP. When policies are learned using the abstract or latent state-space variables, the training time is often reduced, the sample-efficiency, the robustness, and generalisation capabilities of the policies grow compared to end-to-end Reinforcement Learning.

While the problem of state representation and observation compression has been extensively treated, only a few works have extended the concept of dimensionality reduction to the action space. In this category, we find the works done in where low-dimensional action representations are used to improve training efficiency.
of the agents. In particular, the methods proposed in [9] and [10] learn an action representation using self-supervised approaches.

In this paper, we study the problem of learning state and action representations, in the context of reinforcement learning. In particular, with reference to Figure 1, we propose a unified framework composed of:

- an encoder neural network $\phi_e$ mapping observations to low-dimensional latent states, trained by leveraging on the knowledge of MDP homomorphism. In this way, we can have guarantees on the optimality of the policy learned using the latent state space $\bar{S}$.
- the learning of a latent continuous policy $\bar{\pi}$ mapping latent states $\bar{s} \in \bar{S}$ to latent actions $\bar{a} \in \bar{A}$.
- the learning of a deterministic action decoder $\delta_d$, mapping then continuous latent action space $\bar{A}$ to the original action space $A$.

Because the optimal latent policy is learned using state and action representations, it is important to study if such a policy can be lifted to the original problem while preserving its optimality. For this purpose, we employ the notion of MDP homomorphism [11], [12].

![Figure 1: Proposed framework combining state and action representation with reinforcement learning.](image)

The rest of the paper is organized as follows: Section 2 introduces the background information to this research, while Section 3 presents the related work in the context on state and action representation for Reinforcement Learning. Section 4 explains the methodology, and Section 5 the experimental design. Eventually, the results are presented in Section 6, followed by the discussion of the findings in Section 7 and conclusion in Section 8.

2 Background

2.1 Reinforcement Learning

A Markov Decision Process $\mathcal{M}$, or MDP, is a tuple $\langle S, A, T, R \rangle$, where $S$ is the set of states of the environment, $A$ is the set of actions that the agent can take, $T : S \times A \times S \rightarrow [0,1]$ is the transition function mapping the current state and an action to the probability of transitioning to a next state and $R : S \times A \rightarrow \mathbb{R}$ is the reward function assessing the quality of the agent’s actions in all the states. The agent’s goal is to find the best acting strategy, i.e. the optimal policy $\pi^*$, maximising the cumulative reward:

$$G_t = \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t)$$  \hfill (1)

where $\gamma$ is the discount factor. The expected return of a given state under a policy $\pi$ is computed using the so-called value function $V^\pi : S \rightarrow \mathbb{R}$:

$$V^\pi(s) = \mathbb{E}_\pi[G_T|s_t = s]$$  \hfill (2)
where $E_{\pi}$ is the expectation under the policy $\pi$, $G_t$ is the total return collected by the policy $\pi$, when the initial state is $s$. Equivalently, we can estimated the expected return of a given state-action pair under a policy $\pi$ using the action-value function $Q^\pi : S \times A \rightarrow \mathbb{R}$:

$$Q^\pi(s, a) = E_{\pi} [G_t | s_1 = s, a_t = a]$$

(3)

where $E_{\pi}$ is the expectation under the policy $\pi$, $G_t$ is the total return collected by the policy $\pi$ when the initial state is $s$ and the action taken is $a$.

In many scenarios, the agent has no knowledge of the environment dynamics, i.e. the transition and reward functions are unknown. Therefore, dynamic programming algorithms, such as Value Iteration [1], that exploit the MDP models for planning cannot be directly applied. However, in the context, Reinforcement Learning [1] can be employed. Reinforcement Learning agents aim at learning the optimal policies by only using the sample tuples $(s, a, r, s')$ collected through the interaction with the environment.

### 2.2 MDP homomorphism

When learning representations of the original MDP, we would like to preserve its structure to lift the optimal policies, learned given the representations, to the original MDP by preserving its optimality. This can be done by the notion of MDP homomorphism [11], [12].

**Definition:** (Adapted from [12]) A stochastic MDP homomorphism $h$ from an MDP $\mathcal{M} = \langle S, A, T, R \rangle$ to an MDP $\mathcal{M}' = \langle S', A', T', R' \rangle$ is a tuple $(f, g_s)$, with:

- $f : S \rightarrow S'$
- $g_s : A \rightarrow A'$

such that the following identities hold:

$$\forall_{s, s' \in S, a \in A} \quad T(f(s'), f(s), g_s(a)) = \sum_{s'' \in [s']_f} T(s'' | s, a)$$

(4)

$$\forall_{s, a \in A} \quad R(f(s), g_s(a)) = R(s, a)$$

(5)

where $[s']_f$ is the equivalence class of $s'$ under $Z$.

**Definition:** (Adapted from [7]): A deterministic MDP homomorphism $h$ from an MDP $\mathcal{M} = \langle S, A, T, R \rangle$ to an MDP $\mathcal{M}' = \langle S', A', T', R' \rangle$ is a tuple $(f, g_s)$, with:

- $f : S \rightarrow S'$
- $g_s : A \rightarrow A'$

such that the following identities hold:

$$\forall_{s, s' \in S, a \in A} \quad T(s, a) = s' \implies T(f(s'), f(s), g_s(a)) = f(s')$$

(6)

$$\forall_{s \in S, a \in A} \quad R(f(s), g_s(a)) = R(s, a)$$

(7)

If Equation (4), (5) or (6), (7) are satisfied, the optimal policy $\bar{\pi}$ of the homomorphic image $\mathcal{M}'$ can be lifted to the original MDP $\mathcal{M}$. Therefore, for deterministic policies $\pi(s)$ and $\bar{\pi}(f(s))$ and a deterministic mapping $f$, we can write:

$$\pi(s) = \bar{\pi}(f(s))$$

(8)

In this work, we focus on the case of deterministic MDPs (all the details in Section 4) with deterministic transition function $T : S \times A \rightarrow S$, state space $S$ not observable, but Markovian observation space $O$. With reference to Figure 3 we define $f$ as the observation encoder $\phi_e : O \rightarrow S$ mapping observations to latent states, and $g_s$ as the function $\psi_e : S \times A \rightarrow A$ mapping latent states and actions to latent actions.

### 2.3 Twin Delayed Deep Deterministic Policy Gradient

The proposed approach transforms the observation and action spaces into continuous latent state and action spaces. Therefore the optimal latent policy $\bar{\pi}^*$ we aim to find is necessarily a continuous policy mapping latent states to latent actions. Differently from [7], we do not employ any discretisation of the latent state space that would limit the applicability of our framework to problems with continuous state and action spaces.
We employ the Twin Delayed Deep Deterministic Policy Gradient \[13\], or TD3, algorithm. Inspired by Double Deep-Q Network \[14\], or DDQN, TD3 addresses the problem of overestimation of the action-value function of Deep Deterministic Policy Gradient \[15\], or DDPG. To prevent the overestimation of the action-value function, TD3 utilizes two critic neural networks estimating the action-value function \( \hat{Q}_1(s, a; \theta_{\hat{Q}_1}) \) and \( \hat{Q}_2(s, a; \theta_{\hat{Q}_2}) \), parametrised by \( \theta_{\hat{Q}_1} \) and \( \theta_{\hat{Q}_2} \) respectively, and an actor neural network \( \pi(s; \theta_\pi) \) approximating a continuous policy, parametrised by \( \theta_\pi \). The policy \( \pi_{\theta_\pi} : \mathcal{S} \rightarrow \mathcal{A} \) is a deterministic policy mapping states to actions, but to guarantee sufficient exploration during the training phase, noise \( \epsilon \sim \mathcal{N}(0, \sigma) \), from a Gaussian distribution \( \mathcal{N}(0, \sigma) \) with zero mean and standard deviation \( \sigma \), is added to the action \( a \sim \pi(s; \theta_\pi) + \epsilon \). As in any other deep reinforcement learning algorithm, the experience tuples \((s, a, r, s')\), collected through the interaction with the environment, are stored in the memory buffer and used to update the neural network. Similarly to DDPG, TD3 uses target networks for critics \( \hat{Q}'_1, \hat{Q}'_2 \) and actor \( \pi' \) with parameters \( \theta_{\hat{Q}_1'}, \theta_{\hat{Q}_2'}, \text{ and } \theta_{\pi'} \) respectively.

While in DDPG, the Temporal Difference, or TD, error \( y \) is computed by the target critic network (see Equation \(9\)), TD3 makes use of both critic networks to reduce the overestimation generated by the use of a single value function estimator, as it can be seen in Equation \(10\).

\[
y = r + \gamma \hat{Q}(s', a; \theta_{\hat{Q}'})
\]

(9)

\[
y = r + \gamma \min_{\tau=1,2} \hat{Q}_\tau(s', \tilde{a}; \theta_{\hat{Q}_\tau})
\]

(10)

where \( \tilde{a} \sim \pi^{-}(s; \theta_{\pi^{-}}) + \epsilon \), and \( \epsilon \sim \text{clip}(\mathcal{N}(0, \tilde{\sigma}), -c, c) \), \( c \) a constant hyperparameter of the algorithm. The TD-error is then used to generate a fixed target for the training of the critic networks and their parameters’ update, as shown in Equation \(11\).

\[
\theta_{\hat{Q}_\tau} \leftarrow \min_{\theta_{\hat{Q}_\tau}} \frac{1}{N} \sum (y - \hat{Q}_\tau(s, a))^2
\]

(11)

As in DDPG, the actor is updated using the deterministic policy gradient theorem and the gradient of the critic \( \nabla_{\pi} \hat{Q}_1(s, a) \) as shown in Equation \(12\). However, in TD3, the actor is updated with a lower frequency than the critics.

\[
\nabla_{\theta_\pi} J(\theta_\pi) = \frac{1}{N} \sum \nabla_{\pi} \hat{Q}_1(s, a)_{|a=\pi(s)} \nabla_{\theta_\pi} \pi(s)
\]

(12)

Eventually, the target networks are updated, as in:

\[
\theta_{\hat{Q}_\tau} \leftarrow \tau \theta_{\hat{Q}_\tau} + (1-\tau) \theta_{\hat{Q}_\tau'}
\]

\[
\theta_{\pi} \leftarrow \tau \theta_{\pi} + (1-\tau) \theta_{\pi'}
\]

(13)

where \( \tau \) is the hyperparameter controlling the speed of the updates.

3 Related Work

3.1 Learning State Abstractions

The notion of MDP homomorphism was first introduced in \[11\], \[12\], \[16\] for exploiting symmetries and similarities in MDPs and minimise their models. In more recent year, the MDP homomorphism metrics were used for learning low-dimensional state representation in the context of Reinforcement Learning \[6\], \[5\], \[7\]. The MDP homomorphism metrics are used as auxiliary loss functions for training neural networks. When such losses approach zero, it is possible to prove that we have found a homomorphic image of the original MDP. When learning the observation to latent states mapping, a contrastive loss \[7\], \[6\] is necessary for preventing the collapse of the mapping. This problem is frequent when the reward function is space \[5\].

Many other state representation learning approaches for Reinforcement Learning have been proposed in literature \[4\] and most of them employ Auto-Encoder, or AE, reconstruction losses to learn the mapping to the latent state. However, in the context of Reinforcement Learning, where the main goal is only to use the latent state information, the reconstructed observations are usually discarded by making the decoder a non-required and additional complexity. Moreover, AE-based methods tend to struggle to encode and reconstruct non-salient features, and they are easily "distracted" textures or background features. This means that the encoder cannot select between salient and relevant-to-the-task features.

\[^{1}\text{In principle, any Reinforcement Learning algorithm which is suitable for continuous state and action spaces can be used.}\]
To overcome this problem, several approaches associate to the AE loss, a latent transition loss, or a reward loss, an inverse model loss or a combination of those [17], [18], [19], [20], [21]. In [22], a framework combining model-free and model-based RL based on the learning of a state representation using multi-objective loss function is proposed. The collapsing of the state representation due to sparse rewards is tackled by using two contrastive losses.

Eventually, we can find approaches for state representation learning that utilize prior knowledge to shape the latent state space through auxiliary loss functions [23], [24], [25]. These methods have proven to be sample efficient and suitable for all the situations in which a low-date regime is required and especially useful in all the cases in which we have prior knowledge of the true environment space, e.g. in robotics where physical laws govern the true state space.

3.2 Learning Action Abstractions

Action abstraction in MDPs has been first introduced in [26] where a hierarchical decomposition of the policies is proposed to quickly learn skills and complicated tasks by simplifying the policies search space. Here, the low-level policies, i.e. the skill, are executed for a certain amount of steps. Only after their termination, the high-level policies are allowed to act and choose another skill. Several methods have build upon the idea of temporal action abstraction namely the Option framework [27], the Max-Q [28] and the Feudal networks [29].

In [8], the authors utilise prior information over the action space to embed it in a low dimensional continuous space and allow the generalisation of RL algorithms when the original action space is highly discretised. In [10], the author proposed a method for exploiting the action structure by learning a decoder mapping from chosen low dimensional continuous action space, where the policy is learned, to the original action space. This work is the most related to ours. However, we look at the whole problem of state and action representation and their relation.

3.3 Learning State and Action Abstractions

Our work is related to [30], where state and action embeddings are learned in self-supervised settings for improving the performance of the Reinforcement Learning agent planning and acting in the learned embedding spaces. Differently, we do not assume full state observability, but we aim at learning a low-dimensional state representation from high-dimensional observations.

4 Methodology

In this work, we study the interplay between state abstraction and action abstraction. While on one side, state representation learning allows reducing the dimensionality of the input space to exploit similarities and symmetries of the underlying (not-observable) true state space and speed up the learning of the policy and value function, we argue that an action representation should do the same. In particular, we aim at exploiting the underlying action space structure by representing it into a low-dimensional continuous space.

With reference to Figure 2 we employ a state encoder neural network \( \phi_c : O \rightarrow \tilde{S} \), parametrised by \( \theta_{\phi_c} \), mapping the observation space \( O \) to a lower-dimensional latent state space \( \tilde{S} \). We learn a continuous latent policy \( \pi : \tilde{S} \rightarrow \tilde{A} \), mapping latent states to latent actions, parametrised by a neural network with parameters \( \theta_{\pi} \), and eventually we map the latent actions back to the original action space \( A \) by means of a decoder \( \delta_d : \tilde{A} \rightarrow A \), parametrised by \( \theta_{\delta_d} \). Moreover, we indicate with \( \pi_i : \tilde{S} \rightarrow \tilde{A} \) the policy mapping latent states to actions \( \tilde{A} \) and with \( \pi_o : \tilde{S} \rightarrow A \) the policy, mapping states to actions, of the original MDP.

The policy \( \pi_i \) is a latent policy, learned based on the latent state space \( \tilde{S} \) and latent action space \( \tilde{A} \), therefore, to guarantee its optimality and its lifting to the original state space \( S \) and action space \( A \), we use the notion of MDP homomorphism. Herein, we formally study under which conditions an optimal latent policy \( \pi_i^* \) is equivalent to the optimal intermediate policy \( \pi_i^* \) and to the optimal original policy \( \pi_o^* \).

The proposed framework is self-supervised and does not need labelled data. We only make full use of the experience tuple \((o, a, r, o')\) collected during the agent’s interaction with the environment.

---

2 We assume that the true state of the environment \( S \) is not directly observable by the agent. However, the agent can perceive the world by means of high-dimensional observations. Similarly to other the work in [17], we restrict to the case of Markovian observations, i.e. a single observation contains enough information for retrieving a good state representation.

3 We refer to the policy \( \pi_i \) as the intermediate policy.
4.1 State and Action Representation Learning

The computational schemes of the proposed framework are presented in Figure 3. Our approach combines two elements:

- learning of a low-dimensional state representation $\bar{s}$ using the MDP homomorphism metrics
- learning of a low-dimensional action representation $\bar{a}$ to represent the action space $A$

such that, as shown in Figure 3a, encoding through $\phi_e$ the next observation $o'$, obtained by applying action $a$ given the observation $o$, is equivalent to the encoding observation $o$ through $\phi_e$ and applying the latent action $\bar{a}$.

4.1.1 Learning Low-dimensional State Representations

We aim at learning an MDP homomorphism $\bar{M} = \langle \bar{S}, \bar{A}, \bar{T}, \bar{R} \rangle$ of the original MDP $M = \langle O, A, T, R \rangle$. Similarly to [5] and [7], the observation encoder $\phi_e$ is trained by means of the MDP homomorphism metrics, in Equation (6) and (7), and without the need of an observation decoder.

With reference to Figure 3b, we define a latent transition model $\bar{T} : \bar{S} \times \bar{A} \rightarrow \bar{S}$, predicting the next latent state given a latent state-action pair, and a latent reward model $\bar{R} : \bar{S} \times \bar{A} \rightarrow \mathbb{R}$, predicting the reward of a latent state-action pair. Both mapping are learned with neural networks with parameters’ vector $\theta_\bar{T}$ and $\theta_\bar{R}$ respectively.

Firstly, the transition loss, in Equation (14), is used to enforce that transitions $T(o, a)$ in original MDP $M$ correspond to transitions $T(\bar{s}, \bar{a})$ in the latent MDP $\bar{M}$. Similarly to [7], [51], we model the transitions in the latent spaces as
\[ T(s, a) = \Delta T(s, a) + \tilde{s}. \]
\[ L_T(\theta_{\phi}, \theta_{\psi}) = \mathbb{E}[||\tilde{s}' - \tilde{s}||^2_2] \]
\[ = \mathbb{E}[||\tilde{s}' - \tilde{T}(s, a; \theta_T)||^2_2] \]
\[ = \mathbb{E}[||\tilde{s}' - (\Delta T(s, a; \theta_T) + \tilde{s})||^2_2] \]
\[ = \mathbb{E}[||\phi_e(o'; \theta_{\phi}) - (\Delta T(\phi_e(\alpha; \theta_{\phi}), \tilde{s}; \theta_T) + \phi_e(\alpha; \theta_{\phi}))||^2_2] \]
\[ = \mathbb{E}[||\phi_e(o'; \theta_{\phi}) - (\Delta T(\phi_e(\alpha; \theta_{\phi}), \psi_e(\tilde{s}, a; \theta_{\psi}); \theta_T) + \phi_e(\alpha; \theta_{\phi}))||^2_2] \]
\[ \text{where the target next latent state } \tilde{s}' = \hat{\phi}(o'; \theta_{\phi}) \text{ is generated by encoding the next observation } o', \text{ while the next latent state prediction } \tilde{s}' = \tilde{T}(s, a; \theta_T) \text{ is generated from the encoding } \tilde{s} = \phi_e(\alpha; \theta_{\phi}) \text{ of the observation } o, \text{ the action } a, \text{ and the latent transition model } \tilde{T}(s, a; \theta_T). \]

Secondly, the reward loss, in Equation (15), is used to enforce the same reward function in the original MDP \( M \) and the latent MDP \( \bar{M} \).
\[ L_R(\theta_{\phi}, \theta_{\bar{R}}; \psi) = \mathbb{E}[||r - \hat{r}||^2_2] \]
\[ = \mathbb{E}[||r - \tilde{R}(s, \tilde{s}; \theta_{\bar{R}})||^2_2] \]
\[ = \mathbb{E}[||r - \tilde{R}(\phi_e(\alpha; \theta_{\phi}), \tilde{s}; \theta_{\bar{R}})||^2_2] \]
\[ = \mathbb{E}[||r - \tilde{R}(\phi_e(\alpha; \theta_{\phi}), \psi_e(s, a; \theta_{\psi}); \theta_{\bar{R}})||^2_2] \]
\[ \text{where } r \text{ is the reward obtained by interacting with the environment and } \hat{r} = \tilde{R}(s, \tilde{s}; \theta_{\bar{R}}) \text{ is the predicted reward using the learned reward model } \tilde{R}(s, \tilde{s}; \theta_{\bar{R}}), \text{ the current observation } o, \text{ and the action } a. \]

Additionally, we used the hinge loss in Equation (16) to prevent the trivial embedding in which all the latent states are mapped to the zero vector \( \overrightarrow{0} \) as this would not be an MDP homomorphism.
\[ L_e(\theta_{\phi}, \theta_T, \psi) = \mathbb{E}[\max(0, \epsilon - ||\tilde{s}' - \tilde{s}||^2_2)] \]
\[ = \mathbb{E}[\max(0, \epsilon - ||\tilde{s}' - \tilde{T}(s, a; \theta_T)||^2_2)] \]
\[ = \mathbb{E}[\max(0, \epsilon - ||\phi_e(o'; \theta_{\phi}) - (\Delta T(\phi_e(\alpha; \theta_{\phi}), \tilde{s}; \theta_T) + \phi_e(\alpha; \theta_{\phi}))||^2_2)] \]
\[ = \mathbb{E}[\max(0, \epsilon - ||\phi_e(o'; \theta_{\phi}) - (\Delta T(\phi_e(\alpha; \theta_{\phi}), \psi_e(s, a; \theta_{\psi}); \theta_T) + \phi_e(\alpha; \theta_{\phi}))||^2_2)] \]
\[ \text{where } \epsilon \text{ is the hinge parameter governing the effect of the negative distance, and } o' \text{ is a randomly sampled observation, not a successor of the observation } o. \]

The total loss for enforcing the MDP homomorphism is shown in Equation (17).
\[ L_{\text{MDP}} = \omega_L L_T(\theta_{\phi}, \theta_T, \psi) + \omega_R L_R(\theta_{\phi}, \theta_{\bar{R}}, \psi) + \omega_e L_e(\theta_{\phi}, \theta_T, \psi) \]
\[ \text{where } \omega_L, \omega_R, \text{ and } \omega_e \text{ are three constants weighting the contribution of the each individual loss function.} \]

### 4.1.2 Learning Low-dimensional Action Representations

Our second objective is to exploit similarities and structure of the action space \( A \). To do that we employ an action encoder \( \psi_e : S \times A \rightarrow \hat{A} \), mapping latent states and actions to state-dependent latent actions\(^4\) and an action decoder \( \delta_d : \hat{A} \rightarrow A \) mapping latent actions to the original action space (see Figure 5).

In our work, we study the case of a discrete action space \( A \), therefore, to train latent model \( \psi_e \) and decoder \( \delta_d \), it is possible to use the cross-entropy loss\(^5\) in Equation (18).
\[ L_\delta(\theta_{\psi}, \theta_{\delta}, \theta_{\psi}) = \mathbb{E}[-\sum_{i=0}^{K} (a_i \log(\tilde{a}_i))] \]
\[ = \mathbb{E}[-\sum_{i=0}^{K} (a_i \log(\delta_d(\tilde{a}; \theta_{\delta_d})))] \]
\[ = \mathbb{E}[-\sum_{i=0}^{K} (a_i \log(\delta_d(\psi_e(s, a; \theta_{\psi}); \theta_{\delta_d})))] \]
\[ \text{where } a_i \text{ is the } i\text{-th component of one-hot encoded action } a \text{ and } \tilde{a}_i \text{ is the } i\text{-th component of the normalized logit corresponding to the predicted action } \tilde{a}. \text{ A similar loss function is employed in [10] and [30].} \]

\( ^4\)This is often the case when the rewards are sparse [7, 31].

\( ^5\)The action encoder can be solely chosen a function of the actions \( \psi_e : A \rightarrow \hat{A} \).

\( ^6\)In continuous action spaces, it is possible to use simply the mean squared error loss between the action and the predicted action using the models.
4.1.3 The Complete Loss Function

The total loss function that is minimised for training our neural network models is shown in Equation (19) and it is equal to the weighted sum of the four different losses shown in Equation (14), (16), and (18).

\[
\theta_{\psi_e} \theta_{\psi_o} \theta_{\delta_o} \theta_{\theta} \min \omega_T L_T(\theta_{\psi_e}, \theta_T, \theta_{\psi_o}) + \omega_R L_R(\theta_{\psi_e}, \theta_R, \theta_{\psi_o}) + \omega_C L_C(\theta_{\psi_e}, \theta_T, \theta_{\psi_o}) + \omega_\delta L_\delta(\theta_{\psi_e}, \theta_{\delta_o})
\]  

(19)

It is worth mentioning that the action encoder \(\psi_e\) is affected by the MDP homomorphism losses, in Equation (17), and the action decoder loss, in Equation (18). In this way, we aim at learning an action representation that a) exploits symmetries and b) allows reconstruction of the true action space.

4.2 Optimality of the Policies

In this section, we first study the relation between the latent policy \(\pi: S \rightarrow A\) and the policy \(\pi_o: O \rightarrow A\). Then, we study the relation between the policy \(\pi\) and the intermediate policy \(\pi_i: S \rightarrow A\). Eventually, we study the relation between \(\pi_o\) and \(\pi_i\).

Proposition 1: According to [26], [16], [5], [7], when the loss in Equation (17) approaches zero, the MDP \(\hat{M} = \langle \hat{S}, \hat{A}, T, R \rangle\) is an (approximate) homomorphism of the original MDP \(\hat{M} = \langle \hat{O}, \hat{A}, T, R \rangle\). The optimal latent policy \(\pi^* : \hat{S} \rightarrow \hat{A}\) can be lifted to the original MDP by preserving its optimality. Therefore, with reference to Figure 2, the optimal policy \(\pi^*_o : O \rightarrow A\) is equivalent to the optimal policy \(\pi^* : S \rightarrow A\).

Proposition 2: For all deterministic functions \(\delta_o\), the gradient \(\nabla_{\theta_e} J_e(\theta_e)\) of the performance measure of the latent policy \(\pi: S \rightarrow A\) is equivalent to the gradient \(\nabla_{\theta_e} J_e(\theta_e, \theta_{\delta_o})\) of the performance measure of the intermediate policy \(\pi_i: S \rightarrow A\):

\[
\nabla_{\theta_e} J_e(\theta_e, \theta_{\delta_o}) = \nabla_{\theta_e} J_e(\theta_e)
\]  

(20)

Therefore ascending the gradient of \(\pi\) is equivalent to ascending the gradient of \(\pi_i\). The complete proof is shown in Appendix 8.

Proposition 3: As consequence of Proposition 1 and Proposition 2, an optimal internal policy \(\pi^*_i : \hat{S} \rightarrow \hat{A}\) is equivalent to an optimal policy \(\pi^*_o : O \rightarrow A\). Thus, an optimal latent policy \(\pi^*\) for the MDP \(\hat{M}\) is equivalent to an optimal intermediate policy \(\pi^*_i\) and to an optimal policy \(\pi^*_o\) for the original MDP \(M\).

4.3 Neural Network Architectures

For learning the latent policy \(\pi\), any Reinforcement Learning algorithm that can deal with continuous state and action space can be used. Here, we use TD3 (see Section 2.3) with the implementation provided in [13]. Actor and critic networks are composed of two fully connected layers with 256 units with ReLU activation. The output layer of the actor has Tanh activation and outputs latent actions, while the critics have linear activation and output the Q-values of the state-action pairs. The actor and a critic neural networks are shown in Figure 4.

![Neural network architecture of the latent policy \(\pi\) and the latent action-value function \(Q\)](image-url)

Figure 4: Neural network architecture of the latent policy \(\pi\) and the latent action-value function \(Q\)
The encoder $\phi_e$ is composed of two convolutional layers, with 32 and 64 filters of size $3 \times 3$ and $5 \times 5$ respectively, with ReLU activations, two fully-connected layers, with 64 and 32 units, with ReLU activation, and a final fully-connected layer with linear activation outputting latent states. The complete architecture can be seen in Figure 5. The transition model and the reward model share a similar architecture with two fully-connected layers, with 64 and 32 units, and ReLU activation respectively, and an output layer with linear activation, as shown in Figure 6. Similar architectures are employed in [7].

Eventually, the action encoder comprises two fully connected layers, with 64 and 32 units and ReLU activation. The output layer has tanh activation to bound the latent action space in $[-1, 1]$. The action decoder has a similar architecture.
except a softmax output activation to map latent actions to one-hot encoded action of the original action space. A similar architecture is employed in [10].

![Neural network architecture of the action encoder model \( \psi_e \) and the action decoder model \( \delta_d \).](image)

**Figure 7:** Neural network architecture of the action encoder model \( \psi_e \) and the action decoder model \( \delta_d \).

## 5 Experimental Design

### 5.1 Grid-World

The grid-world can be seen as the simple mobile robot navigation problem, where the agent has to navigate the robot to a target cell of the grid, and it is enforced to move along the underlying grid. At each training episode, the robot is randomly spawned in different positions of the maze. Grid-worlds are used in [7], [31], [10], and [30]. In our experiments, the agent can observe the maze through RGB images of size \( 50 \times 50 \). Examples of mazes and agent’s observations can be found in Figure 8. For the grid-world experiments, we adapted the environments in [32] and [31].

![Observations from different grid-world environments.](image)

**Figure 8:** Observations from different grid-world environments. The triangles indicate the robots controlled by the agent, the squares the target positions, the circles are visual distractors, and the arrows represent the different actions of the agent.

We use for all the experiments a distance-based reward function, as shown in Equation (21).

\[
R(s, a) = \begin{cases} 
    r_{\text{reached}}, & s = s_{\text{goal}}, \\
    -\eta d, & \text{otherwise}.
\end{cases}
\]  

(21)

where \( r_{\text{reached}} \) is a bonus for reaching the goal position, \( d \) is the Manhattan distance robot-goal normalized over the number of cells of the maze, and \( \eta \) is a scaling factor. Distance-based reward functions are a natural choice for robot navigation tasks.

We experiment in:

- 6 × 6 maze in which the agent has to steer a single robot (red triangle in Figure 8a) to a target position (green square) by choosing among four possible actions.
• 14 × 14 maze in which the agent has to steer a single robot (red triangle in Figure 8b) to a target position (green square) by choosing among eight possible actions.
• 5 × 5 maze in which the agent has to steer a single robot (red triangle in Figure 8c) to a target position (yellow square) by choosing among four possible actions per object. During the training of the policy, up to three unseen distractors (circles) randomly move across the maze.

5.2 Mobile Robot Navigation

Secondly, we test our approach on a simple mobile robot navigation task with continuous underlying state space. The mobile robot (Pioneer p3dx) is simulated on VRep [33] using the PyRep interface [34]. The agent receives 48 × 48 RGB images coming from an onboard camera, and its action space is composed of three and eight different discrete actions.

Figure 9: The agent needs to steer the robot to the target (purple circle in Figure 9a) by relying on RGB images coming from an onboard camera (Figure 9b).

The reward function is similar to the one used in the grid-world but with a penalty for colliding with the walls. The complete reward function is shown in Equation (22).

\[ R(s, a) = \begin{cases} r_{\text{reached}}, & d \leq d_{\text{min}}, \\ r_{\text{crashed}}, & s = s_{\text{ts}}, \\ -\eta d, & \text{otherwise}. \end{cases} \]  

(22)

where \( r_{\text{reached}} \) is a bonus for reaching the goal position, \( r_{\text{crashed}} \) is a penalty for colliding with an obstacle, i.e. reaching a terminal state \( s_{\text{ts}} \), \( d \) is the Euclidean distance robot-goal, and \( \eta \) is a scaling factor.

5.3 Comparison of the Learned State Representations

To assess the validity of our approach, we qualitatively compare the learned state representation of our method with:

• MDP-H: adaptation of the plannable MDP homomorphism framework proposed in [7] in which we learn the state representation by means of the auxiliary losses in Equation (14), (15) and (16), but without the action representation module \( \psi_e \) and only using the true action \( a \).
• D-MDP: adaptation of the Deep MDP framework proposed in [5] in which we learn the state representation by means of the auxiliary losses in Equation (14) and (15), but without the action representation module \( \psi_e \) and only using the true action \( a \).
• JSAE: adaptation of the joint state-action embeddings framework proposed in [30].
• JSAE-C: Adaptation of the joint state-action embeddings framework proposed in [30] with the addition of the contrastive loss, in Equation (16), for preventing the trivial embedding in which all states are mapped to the zero vector.

For the fairness of comparison, we train all the neural networks using the same data-set of samples collected through random interaction with the environments, the same network architectures for state encoder \( \phi_e \), latent transition model \( \bar{T} \), and reward model \( \bar{R} \), same learning rate, batch size, latent state space dimensionality, and three random seeds.

The list of hyperparameters used is shown in Table 1.
| Hyperparameter                          | Value |
|----------------------------------------|-------|
| Latent state dimension (dim$_s$)       | 10    |
| Latent transition dimension (dim$_{\delta}$) | 10    |
| Latent action dimension (dim$_a$)       | 5     |
| Learning rate                           | 0.0005|
| Batch size                              | 256   |
| Training Epochs                         | 100   |
| optimiser                               | ADAM  |

Table 1: Hyperparameters of the experiments

### 5.4 Comparison of the Learned Policies

After learning the state (and action) representation, we aim at learning the optimal policy given such a representation. We, therefore, compare, in terms of the average number of steps the agents take over training, the performance of our approach, learning a continuous latent policy given a fixed state and action representation, with the performance of a Deep Q-Network agent [35], or DQN, mapping latent states directly to actions. In the latter, the state representation is learned with the method proposed in [4], but without the discretisation step employed by the authors. The discretisation of the latent state space would limit the applicability only to MDPs with underlying discrete state space. While this is true for the grid-worlds in Figure 8 in the case of mobile robot navigation, in Figure 9 the underlying state space is continuous.

Similarly to [36], we are interested in the best-performing agents; therefore, we train each policy (TD3 and DQN) using ten different seeds, but we plot the mean and the variance of the best three seeds per algorithm.

The list of hyperparameters used is shown in Table 2.

| Hyperparameter                          | Value |
|----------------------------------------|-------|
| Latent state dimension (dim$_s$)       | 10    |
| Latent action dimension (dim$_a$)       | 5     |
| Action dimension DQN                    | 3, 4, 8|
| Learning rate DQN                       | 0.0005|
| Learning rate Actor                     | 0.0005|
| Learning rate Critic                    | 0.0005|
| Batch size                              | 64    |
| optimiser                               | ADAM  |
| $\epsilon$-greedy coefficient           | 0.25  |
| Random noise $\sigma$                   | 0.35  |

Table 2: Hyperparameters of the experiments

### 6 Results

#### 6.1 Grid-World

##### 6.1.1 Comparison of the Learned Representations

We first analyse the learned state representations obtained with the different approaches discussed in Section 5.3 by plotting the state predictions generated by encoding a set of randomly collected observations of the different mazes. The state representation learned in the $14 \times 14$ grid-world are shown in Figure 10. Additionally, the learned state representation in the $6 \times 6$ grid-world are shown in Appendix B (Figure 15). Only our approach and the plannable MDP homomorphism framework [7] can retrieve the underlying grid structure of the true state space. The Deep MDP [5] can still retrieve a partial structure, while the JSAE struggles even with the addition of the contrastive loss.

In Figure 11 we also show the learned action representations (Figure 11a) and learned transitions $\Delta \hat{T}$ (Figure 11b) in the $14 \times 14$ mazes in Figure 9. The latent transitions resemble the true transitions of the agent in the grid-world.

---

7 Again the results in the $6 \times 6$ grid-world are shown in Appendix B (Figure 16).
Figure 10: First two principal components of learned state representations of the $14 \times 14$ grid-world in Figure 8b. The color of the state predictions is done accordingly to the reward function in Equation (21).

Figure 11: First two principal components of the learned action space $\bar{A}$ and the $\Delta \bar{T}$ in the $14 \times 14$ grid-world in Figure 8b.

6.1.2 Comparison of the Learned Policies

In Figure 12, the performance of the two agents is compared for the different grid-worlds. As soon as the state and action space grows, e.g., maze $14 \times 14$ with eight actions, the latent policy outperforms the DQN policy in terms of convergence speed to the optimal solution.

6.2 Mobile Robot Navigation

6.2.1 Comparison of the Learned Representations

The learned state representations obtained with the different approaches are shown in Figure 13. Similarly to the grid-world case, our approach can learn a valid state representation resembling the underlying state space in terms of smoothness and reward properties (i.e., distance to the target). This aspect can be noticed from the state distribution and its colour gradient in Figure 13a. It is worth highlighting the benefits of the contrastive loss (Equation 16) for learning state representations. Especially in the case of an underlying continuous state space, such as in the robot navigation experiments, the methods employing a contrastive loss tend to improve the quality of the learned representation, and this can be noticed from Figure 13a, 13b, and 13e.
6.2.2 Comparison of the Learned Policies

In Figure 14, the performance of the two agents is compared for the different action spaces. In both cases, the latent policy outperforms the DQN policy in terms of the average success ratio over training.

7 Discussion and Future Work

We presented a framework for the self-supervised learning of state and action representations for Reinforcement Learning for high-dimensional problems. Instead of learning the complex policy $\pi_o : \mathcal{O} \rightarrow \mathcal{A}$ mapping the observation space $\mathcal{O}$ directly to the action space $\mathcal{A}$, using self-supervised objectives (Equation (14)-(16), (18)), we transform a (potentially) high-dimensional MDP $\mathcal{M}$ (either discrete or continuous) in a homomorphic, continuous, and low-dimensional MDP $\bar{\mathcal{M}}$ in $\bar{\mathcal{S}}$ and $\bar{\mathcal{A}}$. The latent policy $\bar{\pi} : \bar{\mathcal{S}} \rightarrow \bar{\mathcal{A}}$ is now a continuous policy, independent of the dimensions of the observation space $\mathcal{O}$ and the action space $\mathcal{A}$. Therefore, the method scales well with the dimension of the underlying true state, the observation space, and the action space. The latent policy can be quickly and efficiently optimised by any policy gradient algorithm. Moreover, because the policy is learned using a state representation, it is naturally more robust against noise, disturbances, and untrained features (see Figure 12c).

Figure 12: Average number of training steps. The solid line represents the mean and the shaded area, the variance of the best performing three random seeds out of ten.

Figure 13: First 3 principal components of learned state representations using the samples from the environment in Figure 9.
Figure 14: Success ratio over training. The solid line represents the mean and the shaded area the variance of the best performing 3 random seeds out of 10.

The proposed framework learns state and action representations through learning the MDP dynamics (transition and reward models). The framework directly combines model-free and model-based Reinforcement Learning. The learned latent transition and reward model can be used for sampling and planning. The balance between the use of the models, the real samples for exploration of the spaces and optimisation of the policy is an interesting future direction.

The action encoder model $\psi_e$ is trained to optimise two objectives (Equation (17), (18)), however, similarly to [37], if priors are available, it is possible to use them to shape the learned action space and consequently the whole state-action representation.

We have only considered simple one-to-one mappings $\psi_e$ and $\delta_d$ between actions and latent actions. However, it is possible to learn high-level action representations by learning many-to-one mappings. A sequence of actions is mapped to a single latent action, and the latent action is consequently decoded into a sequence of actions back. In this case, it is possible to rely on the semi-MDP [26] framework to learn a semi-MDP homomorphism. This aspect may have an impact in all the robotics applications with complex action spaces or in natural language processing.

Eventually, we have only considered the case of deterministic MDPs, but the framework can be extended to stochastic MDPs. Moreover, we have restricted the study to Markovian observation space so that we could rely on the MDP framework. However an important future step is to bring this framework to partially-observable MDPs (POMDPs), in which a single observation is not sufficient to unequivocally determine the agent’s state. In this context, it is interesting to investigate the use of recurrent architectures and transformers [38].

8 Conclusion

In this paper, we proposed a framework for state and action representation learning for Reinforcement Learning. Our approach transforms a given MDP $\mathcal{M}$ into an homomorphic MDP $\bar{\mathcal{M}}$. The new MDP $\bar{\mathcal{M}} = \langle \bar{\mathcal{S}}, \bar{\mathcal{A}}, \bar{\mathcal{T}}, \bar{\mathcal{R}} \rangle$ has continuous state and action spaces, but it is easier to solve using any policy gradient algorithms. We showed that the optimal latent policy $\bar{\pi}$ for $\bar{\mathcal{M}}$ is optimal for the original MDP $\mathcal{M}$ and that it can be efficiently and effectively learned. The optimal latent policy converges faster than the DQN agent trained on a state representation to the optimal solution as soon as the underlying true state and action spaces grow in size and complexity.
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Appendix A

**Proposition 2:** For all deterministic functions $\delta_d$, the gradient $\nabla_{\theta_\pi} J_\pi(\theta_\pi)$ of the performance measure of the latent policy $\pi : S \rightarrow A$ is equivalent to the gradient $\nabla_{\theta_\pi} J_{\pi, i}(\theta_\pi, \theta_{\delta_d})$ of the performance measure of the intermediate policy $\pi_i : S \rightarrow A$:

$$\nabla_{\theta_\pi} J_{\pi, i}(\theta_\pi, \theta_{\delta_d}) = \nabla_{\theta_\pi} J_\pi(\theta_\pi)$$

(23)

**Proof** (adapted from [10])

Given the relation between the intermediate policy $\pi_i$ and the latent policy $\pi$:

$$\pi_i(a|\bar{s}) := \int_{\delta_d^{-1}(a)} \bar{\pi}(\bar{a}|\bar{s})d\bar{a}$$

(24)

We can express the performance measure of the intermediate policy with as:

$$J_{\pi, i}(\theta_\pi, \theta_{\delta_d}) = \sum_{\bar{s} \in \bar{S}} d_0(\bar{s})V^{\pi, i}(\bar{s})$$

$$= \sum_{\bar{s} \in \bar{S}} d_0(\bar{s}) \sum_{a \in A} \int_{\delta_d^{-1}(a)} \bar{\pi}(\bar{a} | \bar{s})Q^{\pi, i}(\bar{s}, a)d\bar{a}$$

(25)

If we now take the gradient of the performance measure of the intermediate policy, we obtain:

$$\nabla_{\theta_\pi} J_{\pi, i}(\theta_\pi, \theta_{\delta_d}) = \nabla_{\theta_\pi} \left[ \sum_{\bar{s} \in \bar{S}} d_0(\bar{s}) \sum_{a \in A} \int_{\delta_d^{-1}(a)} \bar{\pi}(\bar{a} | \bar{s})Q^{\pi, i}(\bar{s}, a)d\bar{a} \right]$$

(26)
Using the policy gradient theorem for the intermediate policy \( \pi_i \), we can rewrite Equation (26) as:

\[
\nabla_{\theta_\pi} J_{\pi_i}(\theta_\pi, \theta_{\delta_a}) = \sum_{t=0}^{\infty} \mathbb{E} \left[ \sum_{a \in A} \gamma^t Q^{\pi_i}(\tilde{S}_t, a) \nabla_{\theta_\pi} \left( \int_{\delta_{\tilde{a}}^{-1}(a)} \tilde{\pi} (\tilde{a} | \tilde{S}_t) d\tilde{a} \right) \right] \\
= \sum_{t=0}^{\infty} \mathbb{E} \left[ \sum_{a \in A} \gamma^t \int_{\delta_{\tilde{a}}^{-1}(a)} \nabla_{\theta_\pi} \left( \tilde{\pi} (\tilde{a} | \tilde{S}_t) \right) Q^{\pi_i}(\tilde{S}_t, a) d\tilde{a} \right] \\
= \sum_{t=0}^{\infty} \mathbb{E} \left[ \sum_{a \in A} \gamma^t \int_{\delta_{\tilde{a}}^{-1}(a)} \tilde{\pi} (\tilde{a} | \tilde{S}_t) \nabla_{\theta_\pi} \ln (\tilde{\pi} (\tilde{a} | \tilde{S}_t)) Q^{\pi_i}(\tilde{S}_t, a) d\tilde{a} \right]
\]

Because latent actions are deterministically mapped to actions, \( Q^{\pi_i}(\tilde{S}_t, a) = Q^{\tilde{\pi}}(\tilde{S}_t, \tilde{a}) \). Thus:

\[
\nabla_{\theta_\pi} J_{\pi_i}(\theta_\pi, \theta_{\delta_a}) = \sum_{t=0}^{\infty} \mathbb{E} \left[ \sum_{a \in A} \gamma^t \int_{\delta_{\tilde{a}}^{-1}(a)} \tilde{\pi} (\tilde{a} | \tilde{S}_t) \nabla_{\theta_\pi} \ln (\tilde{\pi} (\tilde{a} | \tilde{S}_t)) Q^{\tilde{\pi}}(\tilde{S}_t, \tilde{a}) d\tilde{a} \right]
\]

Eventually, the summation over \( a \) and the integral over \( \delta_{\tilde{a}}(a) \) can by replace by the integral over the domain of the latent action space \( \tilde{a} \). Therefore:

\[
\nabla_{\theta_\pi} J_{\pi_i}(\theta_\pi, \theta_{\delta_a}) = \sum_{t=0}^{\infty} \mathbb{E} \left[ \gamma^t \int_{\tilde{a}} \tilde{\pi} (\tilde{a} | \tilde{S}_t) \nabla_{\theta_\pi} \ln (\tilde{\pi} (\tilde{a} | \tilde{S}_t)) Q^{\tilde{\pi}}(\tilde{S}_t, \tilde{a}) d\tilde{a} \right]
\]

\[
= \sum_{t=0}^{\infty} \mathbb{E} \left[ \gamma^t \int_{\tilde{a}} Q^{\tilde{\pi}}(\tilde{S}_t, \tilde{a}) \nabla_{\theta_\pi} \tilde{\pi} (\tilde{a} | \tilde{S}_t) d\tilde{a} \right]
\]

\[
= \nabla_{\theta_\pi} J_{\tilde{\pi}}(\theta_{\tilde{\pi}})
\]

**Appendix B**

The learned representations in the 6 × 6 grid-world are shown in Figure 15.

The learned action representation and the latent transitions in the 6 × 6 maze are shown in Figure 16.
Figure 15: First two principal components of the learned state representations of the $6 \times 6$ grid-world in Figure 8a. The color of the state predictions is done accordingly to the reward function in Equation (21).

Figure 16: First two principal components of the learned action space $A$ and the $\Delta T$ in the $6 \times 6$ grid-worlds in Figure 8a.