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I. INTRODUCTION

Motor imagery BCI is commonly based on analyzing the EEG signals in the frequency domain, since the most commonly reported EEG changes associated with the motor imagery are the changes in the amplitude of certain range of frequencies. However, due to the nature of EEG brain waves, there are large trial to trial inter and intra individual differences in the spectral changes. Moreover, each brain region is usually responsible for multiple neurophysiological functions [35]. This leads to the inherent difficulty of detecting the imagery process of the individual.

In literature, BCI classifiers were usually trained on datasets with small to moderate training set size (~10-40 subjects) where a single classifier model is trained on all subjects’ training data. Then, the accuracy of the classification is reported on each subject separately [11], [15], [18], [26], [30], [31]. The main reason for using all subjects’ EEG data to train a single classifier is likely that most classifiers perform better with more training data. However, due to the large inter-individual EEG variability, there is a tradeoff between incorporating large number of subjects to increase the training set size (which improves the classification’s accuracy) and the more variability introduced to the training set due to the inter-individual EEG variability (which has a negative effect on the classification accuracy). Obviously, the best approach would be to collect larger EEG data from each subject and train a single model on each subject. However, collecting EEG signals is time consuming, and EEG recording with long sessions degrade the signal to noise ratio (SNR) of the collected signals because of the scalp-electrode impedance degradation with time. Therefore, most BCI studies adopted the approach of training the classifier on multiple subjects with relatively short EEG sessions. Only a few studies reported training a deep learning classifier on only one subject by incorporating private datasets that are substantially larger than the publicly available MI-BCI EEG datasets [7], [26]. The proposed study employed small training set per each subject from a publicly available dataset. It shows that the designed model can be used effectively with the training of ~120 EEG trials for only one subject per model with high classification accuracy in comparison to the previous Motor Imagery (MI) BCI classifiers. The proposed method eliminates the need for building a large private EEG dataset per subject with long data collection sessions.

In light of this, the motivation in this study is to employ a convolutional neural network (CNN) model to classify MI-EEG signals with a special kind of augmentation that has been applied for the first time on EEG signals to achieve high classification performance with a single model for each subject with a limited training set size. The aim is to effectively mitigating the inter-individual variability issue of motor imagery brain computer interface classification.

In literature, various types of classical machine learning (ML) classifiers have been reported for BCI classification. For example, Huang et al. [12] used a decision tree classifier combined with mahalanobis linear distance classifier achieving 0.57 classification accuracy. This was optimized by a model fine tuning to decode EEG activity. On the other hand, Handiru et al. [11] reported an iterative multiobjective optimization to decrease the number of feature space dimensions. Moreover, multiple channel selection and other dimension reduction algorithms were employed reporting 0.61 average accuracy. They had achieved 0.80 classification accuracy when the 35 top-performing subjects were chosen from a total of 109 subjects of the same public dataset used in this study [8].

II. MATERIALS AND METHODS

A. Dataset
Physiobank Motor/Mental Imagery (MMI) database [8] has been employed for this study, which consists of 64 channels EEG recorded from 109 subjects based on the 10-10 Electrode placement standard [32] performing different motor imagery trials. Each subject was asked to imagine the movement of the right or left hand if a target appeared on either the right or left side of the screen. The subjects imagined opening and closing the fist until the target removed, which was preceded by a short period of rest without activity. There were trials that had no target appearing on the screen and were labeled as rest. On average, 150 trials of 4-seconds segments sampled at 160 samples per second were obtained per each subject with roughly equal numbers of right, left, and rest trials.

B. Approach overview
The aim is to classify the EEG signals that are correlated with the imagery movement of the right, left hand, or the rest state with a limited training dataset. For each 4 seconds segment trial, the 64 EEG channels were transformed to the frequency domain by plotting the EEG power over time. Spectrograms were placed on their associated EEG channels following the 10-10 EEG standard to produce a topographical plot for each trial and fed to convolutional Neural Network (CNN). The traditional method is to combine all the user’s EEG data and try to build one classifier for all the users. However, we found that we could get around 0.10 more average accuracy by training CNN classifier for each user. The most challenging part of this approach is the extremely limited dataset that is used for training deep learning CNN which is
known for the need for a relatively large dataset for training convergence. Mixup augmentation [16] was essential to prevent the CNN from overfitting on such a small dataset and enabling a profile based approach of training a classifier for each user. Mixup augmentation is basically a linear interpolation between 2 items of different classes and it’s label is the weighted average of the original labels in the same mixup ratio of their corresponding images. This would enable expanding the dataset with a different range of linear combinations of any two pairs of items, which can generate orders of magnitude of synthetic data from a limited dataset to avoid overfitting [16].

C. Data preprocessing

The main advantage of Stockwell Transform over STFT is the implicit phase-normalized frequency bands, making the timing of the frequency components of the Stockwell transform distortion-free. Hence it is known for its ability to recover the input signal from the transform in a lossless way [29]. Moreover, the window function of Stockwell Transform is proportional to the frequency, allowing the Stockwell Transform to perform better with low frequency signals like EEG signals.

The spectrograms of the 64 channels have been plotted on a single image for each trial. The placement was following the 10-10 electrode placement standard. However, for reasons that will be elaborated in the results, we have changed the placement of spectrograms in a way that eliminates the background area and maximizes the areas of spectrograms (see Fig. 1).

![Fig. 1. Concatenated spectrogram images of a single trial. The figure shows 8x8 spectrogram images, each from a single EEG channel for a single trial. The total resolution is 696x512 pixels.](image)

D. Convolutional neural network

The Average Pool 2d layer was replaced by Adaptive Average Pool 2d layer and added an Adaptive Max Pool 2d layer to capture more features from the CNN body. Both these layers take input from the 512 features output of the final conv2d layer. The output of both pool layers was flattened and fed into Batch Normalization layer with a dropout of 0.5 probability. Finally, two linear layers instead of the standard one linear layer have been added. The first linear layer takes 1024 features from the two pooling layers and outputs 2048 features to be fed into ReLu, BatchNorm, dropout layer, and finally, the last linear layer. This custom head proved to improve the accuracy since it has a higher capacity for learning a larger number of features in the spectrogram images. Our modified model has increased the model size and parameters by only 16% (total params: 13,288,003).

Training has been performed on Nvidia GTX-1080Ti video card with Intel Core i9-9900k CPU. Pytorch and fastai library were used with Adam optimizer, batch size of 32, and input image size of 696x512. The optimal learning rate was estimated by a learning rate finder, where the loss was plotted against different learning rates. The best maximum learning rate was chosen around one order of magnitude less than the inflection point where the loss was starting to increase. Hence, 1e-03 learning rate has been assigned as the maximum learning rate in the first stage of learning. Furthermore, the learning rate was changed over the training iterations using the one cycle policy [28], where the learning rate starts with a very small learning rate and reaches to its peak at 30% of the whole training iterations and decreases gradually again.

The training set (80% of the dataset) portion was not used in the evaluation, and 20% of the dataset was used to estimate the performance of the model. The training has been performed in 2 stages with objective function minimizing the cross-entropy loss using the Adam optimizer [14]. Initially, all layers except the model’s head have been frozen (i.e., non-trainable during training) in stage 1. This allowed the model to train only the head in stage 1 before performing the full model’s training in stage 2. Empirically, this showed that the model converged faster. This is likely because the head was initialized with random weights, unlike the CNN body with the pretrained ImageNet weights. Faster convergence can be achieved - albeit with comparable results - if we gradually make changes to the weights when we first train the random weights of the linear layer, then train the whole model at the second stage. The first stage was trained for 300 epochs, and 4500 epochs for the second stage.

The second stage training was performed with discriminative layer training using three different learning rates. The CNN body was divided into two equal parts, and the third layer group represented the head of the model. Then we have applied the maximum learning rate max\(_l\) (which has been estimated using the learning rate finder algorithm) on the head layer group (1e-4, 8e-5 for ResNet18 and DenseNet121 respectively), and max\(_l\)/3 for the first and second layer groups, respectively. We found that discriminative layer training learning rates improved the accuracy over one learning rate for all the model layer groups. The reason is likely that the first layer group with ImageNet pretrained weights has almost optimum weights for any type of dataset since the first group CNN layers are responsible for detecting simple features in the images like edges and lines which are the most general knowledge [36]. For the second layer group of the CNN, a higher learning rate is desirable, since it is responsible for higher abstract features detection, like eyes or faces in the ImageNet dataset. For our dataset, those abstract features are more divergent from the ImageNet abstract features, so higher learning rates for that layer group could help. Finally, the head
was initialized from random weights, and no pretraining was used, so the highest learning rate could help the model to converge faster and better.

With mixup augmentation, we could improve the classification accuracy, and more importantly, converging the model was possible on only a much more limited dataset with only one subject’s EEG data. It is well known that there are substantial inter-individual differences in terms of brain waves correlate to motor imagery [9]. Hence training a model for each person would yield better model performance since it makes the model more adapted for the specific motor imagery EEG changes for that particular subject.

III. DISCUSSION

For comparison with the previous studies that used the same dataset [8] like the one employed in this study, the results of seven studies are reported herein. Tolić et al. [33] preprocessed the EEG with a discrete wavelet transform. Signal features were used as inputs for a shallow classical neural network classifier, achieving a mean accuracy of 0.68 on the same dataset. A study by Park et al. [22] used complex-valued common spatial pattern (CSP) algorithms for EEG preprocessing in order to generate complex signals with noncircular probability distributions. They filtered the EEG signals to restrict the frequency range into 8-30 Hz. With the aid of augmented complex statistics and the strong-uncorrelating transform (SUT) methods, they could show that the SUT algorithm with SVM maximized the inter-class difference between 2 tasks achieving 0.72 mean accuracy.

Kim et al. [13] used multivariate empirical mode decomposition (MEMD) followed by strong uncorrelating transform complex common spatial patterns algorithm as a preprocessing approach for MI-EEG. They used 14 electrodes with a wide frequency range of 1-80 Hz. A random forest classifier yielded 0.80 mean classification accuracy on the same dataset of this study. Similarly, Handiru et al. [11] proposed a Support Vector Machine classifier (SVM) with a channel selection algorithm that utilized an iterative multi-objective optimization reporting 0.61 classification accuracy. Loboda et al. [17] explored using the phase values for BCI applications. They used a total of 9 electrodes with EEG filtered into 8-30 Hz achieving an average accuracy of 0.72. Using both the EEG phase and EEG signal amplitudes is potentially a promising future research direction that can be based on the current research work. Ensembling different signal modalities into one model most likely will improve the accuracy more than if each model alone is considered to be adopted.

Interestingly, X. Ma et al. [18] used a simpler preprocessing pipeline where the EEG signals were only filtered in the time domain and used in the form of raw signal values. They used all the 64 channels with a bidirectional LSTM classifier achieving 0.68 mean classification accuracy. Although they have used the Physionet EEG dataset, which consisted of 109 subjects, however they have chosen twelve subjects only from the dataset. Within our experiments, we have observed several subjects who performed substantially worse in terms of classification accuracy than the others and had negative impact on the average accuracy. Several studies showed that 10-30% of healthy subjects were not able to modulate their EEG for motor imagery BCI control [2], [3], [5], [6], [20], [21], [23]–[25], [27], [34]. Few researchers coined the term BCI illiteracy on this condition [21], [25]. Multiple studies showed that BCI illiteracy is more severe in motor imagery classification in comparison to other BCI modalities like SSVEP or P300 [1], [2], [4], [10], [19]. For a comparison with classical ML methods, X. Ma et al. [18] carried out 2 baseline classical ML models training. They showed that the proposed DL method outperformed the classical ML methods where the CSP+LDA and the FBCSP+LDA methods achieved 0.59 and 0.60 classification accuracy, respectively. The study reported by X. Ma et al. [18] was similar to the approach reported by Zhang et al. [37] where similarly, they used a minimal EEG preprocessing approach by utilizing the time domain EEG as raw signal values only. The classification were performed by an LSTM with an orthogonal Array method for hyper-parameters tuning, achieving 0.95 classification accuracy. However, again they have selected only 10 subjects from the total of 109 subjects of the Physionet public dataset.

In this study, the proposed CNN model outperformed the previous models that used the same dataset, provided that the reported accuracy was on a model that used the entire 109 subjects of the same dataset. The reason can be related to two characteristics of the proposed CNN methods. First, the CNN classifier was able to converge and classify EEG signals with a small number of training samples for only single subject per model, effectively solving the issue of inter-individual variability of BCI EEG. Second, a special kind of augmentation (mixup augmentation) has been applied for the first time on EEG signals, which allowed high performance classification with a very limited dataset. Both factors were crucial to overcome the challenge of training on small dataset per each subject, which allowed a cleaner training set to train the CNN model without the need to combine all subjects to increase the training size. Otherwise, if the model is not able to converge on such a small training set of a single subject, combining multiple subjects’ data to increase the training size will eventually introduce the inter-individual variability leading to less classification accuracy.

IV. CONCLUSION

The proposed CNN models with mixup augmentation achieved 0.920 (95% CI 0.908, 0.933) and 0.933 (95% CI 0.922, 0.945) classification accuracy, respectively, which resulted in higher classification performance in comparison to other DL classifiers of previous studies on the same dataset. We show that with the presented approach, we could counteract the limited dataset issue, without sacrificing the performance of the classifier.

Others have attempted to classify MI-EEG signals using deep learning methods but needed a substantially larger training dataset in comparison to what could be achieved in this work, in part because the augmentation techniques that are commonly used with CNNs are not applicable to EEG spectrograms. This study shows that custom CNN with mixup augmentation can
counteract the limited dataset issue, without sacrificing the performance of the classifier.
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