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ABSTRACT. We prove a conjecture of Buch and Mihalcea in the case of the incidence variety $X = \text{Fl}(1, n - 1; n)$ and determine the structure of its ($T$-equivariant) quantum $K$-theory ring. Our results are an interplay between geometry and combinatorics. The geometric side concerns Gromov–Witten varieties of 3-pointed genus 0 stable maps to $X$ with markings sent to Schubert varieties, while on the combinatorial side are formulas for the (equivariant) quantum $K$-theory ring of $X$. We prove that the Gromov–Witten variety is rationally connected when one of the defining Schubert varieties is a divisor and another is a point. This implies that the (equivariant) $K$-theoretic Gromov–Witten invariants defined by two Schubert classes and a Schubert divisor class can be computed in the ordinary (equivariant) $K$-theory ring of $X$. We derive a positive Chevalley formula for the equivariant quantum $K$-theory ring of $X$ and a positive closed formula for Littlewood–Richardson coefficients in the non-equivariant quantum $K$-theory ring of $X$. The Littlewood–Richardson rule in turn implies that non-empty Gromov–Witten varieties given by Schubert varieties in general position have arithmetic genus 0.
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1. Introduction

Let $X$ be a homogeneous space $G/P$ defined by a complex semisimple linear algebraic group $G$ and a parabolic subgroup $P$. Let $d \in H_2(X, \mathbb{Z})$ be an effective degree and $M_d := \overline{M}_{0,3}(X, d)$ be the Kontsevich moduli space parametrizing 3-pointed, genus 0, degree $d$ stable maps to $X$. Let $X_u$ and $X_v$ be opposite Schubert varieties in $X$. Let $M_d(X_u, X_v) := \text{ev}_1^{-1}(X_u) \cap \text{ev}_2^{-1}(X_v) \subseteq M_d$ be the Gromov–Witten variety of stable maps with one marking sent to $X_u$ and another to $X_v$, and

$$\Gamma_d(X_u, X_v) := \text{ev}_3(M_d(X_u, X_v))$$

be the closure of the union of degree $d$ rational curves in $X$ connecting $X_u$ and $X_v$.

Buch, Chaput, Mihalcea, and Perrin [16] proved that when $X$ is a cominuscule variety (certain homogeneous spaces with Picard rank one),

$$\text{ev}_3: M_d(X_u, X_v) \to \Gamma_d(X_u, X_v)$$

is cohomologically trivial. This means the pushforward of the structure sheaf of $M_d(X_u, X_v)$ is the structure sheaf of $\Gamma_d(X_u, X_v)$ and the higher direct images of the first sheaf are zero. As a consequence, the ($T$-equivariant) $K$-theoretic (3-pointed, genus 0) Gromov–Witten invariants of $X$ satisfy the identity

$$I_d^T([\mathcal{O}_{X_u}], [\mathcal{O}_{X_v}], \sigma) = \chi_X^T([\mathcal{O}_{\Gamma_d(X_u, X_v)}] \cdot \sigma),$$

where $\chi_X^T$ denotes the $T$-equivariant pushforward along the structure morphism of $X$. Identity (2) says that these invariants defined on $M_d$ can be computed in the equivariant ordinary $K$-theory ring of $X$.

When $X$ is not cominuscule, (2) doesn’t always hold (see [6, remark 2] for a counterexample). However, Buch and Mihalcea conjecture the following [14].
**Conjecture 1.1.** When $X$ is of type $A$ and $X^v$ is a divisor $D$, the map (1) is cohomologically trivial.

In this paper, we consider the incidence variety $X = \text{Fl}(1, n - 1; n)$, which is a special two-step flag variety of type $A$ and one of the simplest homogeneous spaces that are not cominuscule.

Our main geometric result is the following.

**Theorem 1.2** (= Theorem 3.7). The general fibre of

$$ev_3 : M_d(X_u, D) \to \Gamma_d(X_u, D)$$

is rationally connected, where $D$ is an opposite Schubert divisor.

Using a result of Kollár [34] (see [7, 13]), Theorem 1.2 implies Conjecture 1.1 and the identity

$$I^T_d([\mathcal{O}_{X_u}], [\mathcal{O}_D], \sigma) = \chi^T_X([\mathcal{O}_{\Gamma_d(X_u, D)}] \cdot \sigma).$$

The right-hand side of (3) is easily computable using Lenart and Postnikov’s Chevalley formula for the equivariant ordinary $K$-theory ring of $G/P$ [41], because $\Gamma_d(X_u, D)$ is either a Schubert variety or the intersection of a Schubert variety with $D$ (see Section 2.2.2 for details).

Our main application is in studying the ($T$-equivariant) quantum $K$-theory ring of $X$. Quantum $K$-theory was introduced by Givental and Lee [28, 38] as a $K$-theoretic analogue of quantum cohomology. The latter has been widely studied in theoretical physics and various branches of mathematics following the pioneering works of Witten [49] and Kontsevich [35]. Rationality properties of Gromov–Witten varieties often have implications in quantum $K$-theory, see for example [7, 8, 13, 18, 39].

Before stating our next main results, we shall introduce a bit more notations. (Opposite) Schubert varieties in $X$ are indexed by

$$W^P := \{[i, j] : i \text{ and } j \text{ are unequal integers between 1 and } n\}.$$ 

Here $[i, j]$ corresponds to the permutation $w \in S_n$ such that $w(1) = i$, $w(n) = j$ and $w(2) < \cdots < w(n - 1)$. In order to state our formulas in a simple form, we define

$$\widetilde{W}^P := \{[i, j] \in \mathbb{Z} \times \mathbb{Z} : i \neq j \text{ mod } n\},$$

and for $w = [i, j] \in \widetilde{W}^P$ we define

$$\mathcal{O}_w := q^{d(w)}[\mathcal{O}_{X_w}] \in QK_T(X)_q,$$

where $\overline{w} := \overline{i, j} \in W^P$ is defined by $\overline{i} \equiv i$ and $\overline{j} \equiv j \text{ (mod } n)$ being the unique such integers between 1 and $n$,

$$d(w) := \left(\frac{i - \overline{i}}{n}, \frac{j - \overline{j}}{n}\right) \in H_2(X, \mathbb{Z}) = \mathbb{Z} \oplus \mathbb{Z},$$

and

$$QK_T(X)_q := QK_T(X) \otimes_{\mathbb{Z}[q]} \mathbb{Z}[q, q^{-1}]$$

denotes the $T$-equivariant quantum $K$-theory ring of $X$ with the deformation parameters $q$ inverted.

We let $\mathcal{O}^{[1]}$ and $\mathcal{O}^{[2]}$ be the classes of the structure sheaves of the two opposite Schubert divisors.

Identity (3) allows us to compute $K$-theoretic Gromov–Witten invariants and derive the following Chevalley formula for the equivariant quantum $K$-theory ring of $X$. By [9, Section 5.3], this formula uniquely determines the ring structure. Setting $q = 0$ recovers Lenart and Postnikov’s Chevalley formula for equivariant ordinary $K$-theory [41] (see also [33] for a Littlewood–Richardson rule for the equivariant ordinary $K$-theory ring of two-step flag varieties).
Theorem 1.3 (\(=\) Theorem 4.5). In \(QK_T(X)\), for \([i,j] \in W^P\), the quantum multiplication by divisor classes is given by
\[
O^{[i,j]} \ast O^{[1]} = \begin{cases} 
(1 - [C_{\xi_1 - \xi_1}])O^{[i,j]} + [C_{\xi_1 - \xi_1}]O^{[i+1,j]} & \text{if } i + 1 \not\equiv j \mod n, \\
(1 - [C_{\xi_1 - \xi_1}])O^{[i,j]} + [C_{\xi_1 - \xi_1}](O^{[i+1,j-1]} + O^{[i+2,j]} - O^{[i+2,j-1]}) & \text{if } i + 1 \equiv j \mod n,
\end{cases}
\]
and
\[
O^{[i,j]} \ast O^{[2]} = \begin{cases} 
(1 - [C_{\xi_n - \xi_1}])O^{[i,j]} + [C_{\xi_n - \xi_1}]O^{[i,j-1]} & \text{if } i + 1 \not\equiv j \mod n, \\
(1 - [C_{\xi_n - \xi_1}])O^{[i,j]} + [C_{\xi_n - \xi_1}](O^{[i+1,j-1]} + O^{[i,j-2]} - O^{[i+1,j-2]}) & \text{if } i + 1 \equiv j \mod n.
\end{cases}
\]

A Chevalley formula for the equivariant quantum K-theory ring of the complete flag variety \(G/B\) has been proved by Lenart, Naito, and Sagaki [40]. Kato has established a ring homomorphism from the equivariant quantum K-theory ring of \(G/B\) to that of \(G/P\) [31]. Theorem 1.3 can also be proved by combining these results and working out the cancellations combinatorially. This approach is taken by Kouno, Lenart, Naito, and Sagaki in [36], where they prove Chevalley formulas for the equivariant quantum K-theory ring of Grassmannians of type \(A\) and \(C\).

We also obtain the following closed formula for Littlewood–Richardson coefficients for the non-equivariant quantum K-theory ring of \(X\).

Theorem 1.4 (\(=\) Theorem 5.1). In \(QK(X)\), for \([i,j], [k,l] \in W^P\),
\[
O^{[i,j]} \ast O^{[k,l]} = \begin{cases} 
O^{[x,y]} & \text{if } x - y < n[\chi(i > j) + \chi(k > l)], \\
O^{[x,y-1]} + O^{[x+1,y]} + O^{[x+1,y-1]} & \text{if } x - y \geq n[\chi(i > j) + \chi(k > l)],
\end{cases}
\]
where \(x = i + k - 1, y = j + l - n\).

As an application, we prove that for general \(g \in G\) and \(u, v, w \in W^P\), the Gromov–Witten variety
\[
M_d(g.X^u, X^v, X^w) := \ev_1^{-1}(g.X^u) \cap \ev_2^{-1}(X^v) \cap \ev_3^{-1}(X^w) \subseteq \overline{M}_{0,3}(X, d)
\]
has arithmetic genus 0 whenever it is non-empty (see Corollary 5.6).

Theorem 5.9. Positivity of Schubert structure constants has been a topic of interest in the study of (quantum) Schubert calculus [1, 2, 5, 10, 30, 42]. The above-mentioned formulas that we derive are positive in the appropriate sense (see Corollary 4.20 and Corollary 5.8).

There have also been studies on the powers of the quantum parameters \(q\) that appear with nonzero coefficients in a product of Schubert classes in the quantum cohomology and quantum K-theory rings of homogeneous spaces [10, 12, 27, 40, 44, 47]. Our Littlewood–Richardson rule for \(\Fl(1, n - 1; \mathbb{n})\) shows that the powers of \(q\) that appear with nonzero coefficients in \(O^u \ast O^v\) form an interval between two degrees (see Corollary 5.9).

Using the ring homomorphism from the quantum K-theory ring of \(X\) to that of \(\mathbb{P}^{n-1}\) supplied by the aforementioned result of Kato [31], we recover known formulas for projective spaces [9, 13, 21, 36, 37] (see Corollary 4.23 and Corollary 5.10). In a different direction, from our formulas one can easily derive analogous formulas for the (equivariant) (quantum) cohomology ring of \(X\). Chevalley formulas are known for the (equivariant) (quantum) cohomology rings of all \(G/P\) [43] (see also [27] for the non-equivariant case and [22] for the non-equivariant case in type \(A\), but Littlewood–Richardson rules for two-step flag varieties are only known in the classical case [15, 17, 23, 33].

Our approach for proving Theorem 1.2 is as follows. It suffices to show that when \(p\) is a general point in \(\Gamma_d(X_u, D)\), the Gromov–Witten variety \(M_d(X_u, D, p)\) is rationally connected. By a result of Behrend and Manin [3], the projection \(p_1 : X \to \mathbb{P}^{n-1}\) induces a morphism
\[
\rho : \overline{M}_{0,3}(X, d) \to \overline{M}_{0,3}(\mathbb{P}^{n-1}, p_1, d).
\]
We restrict \(\rho\) to a morphism from \(M_d(X_u, D, p)\) to the corresponding Gromov–Witten variety for \(\mathbb{P}^{n-1}\). While the restriction is not surjective in general, we use an involution of \(X\) to reduce to a

\footnote{The paper [36] was updated to also include Chevalley formulas for two-step flag varieties of type \(A\).}
situation where it is surjective (see Corollary 3.3). Together with the irreducibility of $M_d(X_u, D, p)$ (see Proposition 3.6) and parametrizations of the target and the general fibre, a result of Graber, Harris, and Starr [29] implies that $M_d(X_u, D, p)$ is rationally connected.

This paper is organized as follows. In Section 2, we set up notations for working with the Kontsevich moduli space and the incidence variety and review some known geometric results that will be used in later sections. In Section 3, we study the geometry of Gromov–Witten varieties and prove Theorem 1.2. In Section 4 we apply (3) to compute $K$-theoretic Gromov–Witten invariants, derive the Chevalley formula for the equivariant quantum $K$-theory ring of $X$ and discuss some immediate consequences. Section 5 is devoted to the quantum $K$-theoretic Littlewood–Richardson rule and its implications.

While writing this paper, the author learned through private communications that Sybille Rosset proved independently in her doctoral thesis [46] Theorem 1.2, the nonequivariant case of Theorem 1.3, and the positivity of all structure constants of $QK(X)$.
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2. Preliminaries

Varieties are not assumed to be irreducible, but rational, unirational, and rationally connected varieties are. Let $f : X \to Y$ be a morphism of varieties, then the general fibre is a fibre $f^{-1}(u)$, where $u$ is a closed point chosen from a suitable dense open subset $U \subseteq Y$.

2.1. Moduli Space of Stable Maps.

2.1.1. Overview. Given a smooth complex projective variety $X$ and an effective degree

$$d \in H_2(X)^+ := \{ a \in H_2(X, \mathbb{Z}) : (a, D) \geq 0 \ \forall \ \text{ample} \ D \in H^2(X, \mathbb{Z}) \},$$

let $M_{g,m}(X, d)$ be the moduli space of maps $f$ from a connected projective nonsingular curve $C$ of genus $g$ with $m$ distinct marked points to $X$ such that $f_*[C] = d$. There is a compactification

$$M_{g,m}(X, d) \subseteq \overline{M}_{g,m}(X, d),$$

whose points correspond to isomorphism classes of $m$-pointed stable maps $f : C \to X$ representing the class $d$, i.e., $f_*[C] = d$, where $C$ is allowed to be an $m$-pointed connected nodal curve of arithmetic genus $g$. Evaluating each $f$ at the $i$-th marked point gives a morphism

$$ev_i : \overline{M}_{g,m}(X, d) \to X.$$

We write ev for

$$ev_1 \times \cdots \times ev_m : \overline{M}_{g,m}(X, d) \to X^m.$$

The contravariant functor $\overline{M}_{g,m}(X, d)$ from the category of complex schemes to sets is defined as follows: given a complex scheme $S$, $\overline{M}_{g,m}(X, d)(S)$ is the set of isomorphism classes of stable families over $S$ of maps from $m$-pointed curves of genus $g$ to $X$ representing the class $d$. $\overline{M}_{g,m}(X, d)$ is a projective coarse moduli space for $\overline{M}_{g,m}(X, d)$.

See [26] and [3] for more details.
2.1.2. Functoriality. The goal of this section is to specialize [3, Theorem 3.6] to the following.

**Proposition 2.1.** Given a morphism of smooth projective varieties $\xi : Y \to Z$ and $d \in H_2(Y)^+$, there exists a natural transformation

$$\overline{M}_{g,m}(Y, d) \to \overline{M}_{g,m}(Z, \xi_*d)$$

given by composing stable families with $\xi$ and collapsing components of source curves in families as necessary to make the compositions stable.

**Proof.** We adopt the definitions in [3].

Let $\tau$ be the modular graph with one vertex $v$ of genus $g$ and $m$ tails. Let $\alpha : \{v\} \to H_2(Y)^+$, $\beta : \{v\} \to H_2(Z)^+$ be given by $\alpha(v) = d$, $\beta(v) = \xi_*d$. Then $\tau$, $\alpha$ and $\beta$ are stable $H_2(Y)^+$-graph and $H_2(Z)^+$-graph, respectively, and the quadruple $(\xi, id, \tau, id)$ is a morphism from $(Y, \tau, \alpha)$ to $(Z, \tau, \beta)$ in $\mathcal{M}_g$.

Let $S$ be a complex scheme. A stable map $(C, x, f)$ over $S$ from an $m$-pointed curve (of genus $g$) to $Y$ (of class $d$) is the same as a stable $(Y, \tau, \alpha)$-map over $S$.

By [3, Theorem 3.6], there exists a pushforward $(D, y, h)$ of $(C, x, f)$ of stable maps under $(\xi, id, \tau, id)$. Since $(D, y, h)$ is a stable map over $S$ from an $m$-pointed curve of genus $g$ to $Z$ of class $\xi_*d$, this pushforward defines a map $\rho_S : \overline{M}_{g,m}(Y, d)(S) \to \overline{M}_{g,m}(Z, \xi_*d)(S)$. Moreover, this pushforward commutes with base change, making $\rho$ a natural transformation. The proof of [3, Theorem 3.6] shows that the pushforward is constructed by composing stable families with $\xi$ and collapsing components of the source curves in families as necessary to make the compositions stable.

**□**

**Corollary 2.2.** Given a morphism of smooth projective varieties $\xi : Y \to Z$ and $d \in H_2(Y)^+$, there exists a morphism

$$\overline{M}_{g,m}(Y, d) \to \overline{M}_{g,m}(Z, \xi_*d)$$

given by composing stable maps with $\xi$ and collapsing components of source curves as necessary to make the compositions stable.

**Proof.** This follows from Proposition 2.1 and [26, Theorem 1].

**□**

2.1.3. Stable Maps to Flag Varieties. We are mainly interested in the case where $g = 0$ and $X$ is a flag variety $G/P$ defined by a complex connected semisimple linear algebraic group $G$ and a parabolic subgroup $P$. Schubert varieties in $X$ are orbit closures for the action of a Borel subgroup $B \subseteq G$. We write $B^-$ for the Borel subgroup conjugate to $B$ by the longest Weyl group element.

Let $X_1, \ldots, X_l$ be Schubert varieties in $X$ with $l \leq 3$ (not necessarily in general position). We will be concerned with

$$M_d(X_1, \ldots, X_l) := \text{ev}_1^{-1}(X_1) \cap \cdots \cap \text{ev}_l^{-1}(X_l) \subseteq \overline{M}_{0,3}(X, d).$$

When $X_1$ is $B$-stable and $X_2$ is $B^-$-stable, $M_d(X_1, X_2)$ is either empty or unirational [7, Proposition 3.2]. We will also work with

$$M_d(X_1, \ldots, X_l) := M_{0,3}(X, d) \cap M_d(X_1, \ldots, X_l),$$

de the degree $d$ curve neighborhood of $X_1$

$$\Gamma_d(X_1) := \text{ev}_2(M_d(X_1)),$$

i.e., the closure of the union of degree $d$ rational curves (images of degree $d$ maps from $\mathbb{P}^1$) in $X$ that meet $X_1$, and

$$\Gamma_d(X_1, X_2) := \text{ev}_3(M_d(X_1, X_2)),$$

which is the closure of the union of degree $d$ rational curves in $X$ connecting $X_1$ and $X_2$.

Using automorphisms of $\mathbb{P}^1$, we can think of closed points in $M_{0,3}(X, d)$ as maps $\mathbb{P}^1 \to X$ of degree $d$ with marked points at $0$, $1$, $\infty \in \mathbb{P}^1$. 

2.2. Incidence Varieties.

2.2.1. Definition and Basic Properties. From now on $n \geq 3$.

$X = \text{Fl}(1, n-1; n) = \{\text{flags of vector spaces } U \subset V \subset \mathbb{C}^n : \dim U = 1, \dim V = n-1\}$

has dimension $2n - 3$. Let

$$p_1 : X \to \text{Gr}(1, n) \cong \mathbb{P}(\mathbb{C}^n) \text{ and } p_2 : X \to \text{Gr}(n-1, n) \cong \mathbb{P}(\mathbb{C}^{n*})$$

be the projections. Schubert varieties in $X$ are indexed by pairs of unequal integers $[i,j]$ (we use square brackets to distinguish them from degrees), where $i$ and $j$ are each between 1 and $n$. We denote this indexing set by $W^n$. $X$ embeds in $\mathbb{P}(\mathbb{C}^n) \times \mathbb{P}(\mathbb{C}^{n*})$ with image given by

$$x_1 y_1 + \cdots + x_n y_n = 0,$$

where $x_1, \ldots, x_n$ are the standard coordinates on $\mathbb{C}^n$ and $y_1, \ldots, y_n$ are the dual coordinates on $\mathbb{C}^{n*}$. Under this identification, the Schubert variety $X_{[i,j]}$ is the subvariety given by

$$x_{i+1} = \cdots = x_n = y_{1} = \cdots = y_{j-1} = 0,$$

and the opposite Schubert variety $X_{[i,j]}^\circ$ is the subvariety given by

$$x_1 = \cdots = x_{i-1} = y_{j+1} = \cdots = y_n = 0.$$

Note that

$$\dim X_{[i,j]} = \text{codim} X_{[i,j]} = (i - 1) + (n - j) - \chi(i > j),$$

where

$$\chi(i > j) = \begin{cases} 1 & \text{if } i > j \\ 0 & \text{if } i \leq j \end{cases}.$$

The two Schubert divisors

$$D^{[1]} := X_{[2,n]} \text{ and } D^{[2]} := X_{[1,n-1]}$$

are cut out by $x_1 = 0$ and $y_n = 0$, respectively. The involution of $\mathbb{P}(\mathbb{C}^n) \times \mathbb{P}(\mathbb{C}^{n*})$ given by swapping $x_i$ and $y_{n+1-i}$ induces an involution $\varphi$ of $X$. $\varphi$ swaps $X_{[i,j]}$ and $X_{[i,j]}^\circ$, where

$$\iota[i,j] := [n + 1 - j, n + 1 - i].$$

In particular, $\varphi$ swap $D^{[1]}$ and $D^{[2]}$. An effective degree of $X$ is a pair of non-negative integers $d = (d_1, d_2)$, which is identified with $d_1[X_{[2,n]}] + d_2[X_{[1,n-1]}] \in H_2(X^+)$.

Let $G = \text{SL}(\mathbb{C}^n)$ (of type $A_{n-1}$), $T \subset G$ be the maximal torus of diagonal matrices and $B \subset G$ be the Borel subgroup of upper triangular matrices. For $i = 1, \ldots, n$, let $\varepsilon_i : T \to \mathbb{C}^*$ be the character that sends a diagonal matrix to its $i$-th diagonal entry. Then the root system of $(G, B, T)$ is

$$\Phi = \{\alpha_{i,j} := \varepsilon_i - \varepsilon_j : i \neq j, 1 \leq i, j \leq n\},$$

and the subset of simple roots is

$$\Delta = \{\alpha_{1,2}, \alpha_{2,3}, \ldots, \alpha_{n-1,n}\} \subset \Phi.$$

The Weyl group $W$ consists of permutations of $\{\varepsilon_1, \ldots, \varepsilon_n\}$, and can be identified with $S_n$. Let

$$\Delta_P = \{\varepsilon_{2,3}, \ldots, \alpha_{n-2,n-1}\} \subset \Delta.$$

$\Delta_P$ determines a parabolic subgroup $P$, which consists of block upper triangular matrices with 3 blocks sized 1, $n - 2$, 1. $W_P$ is the subgroup of $W$ consisting of permutations of $\{\varepsilon_2, \ldots, \varepsilon_{n-1}\}$. We identify $W_P$ with the set of coset representatives of $W/W_P$ of minimal length by sending $[i, j]$ to the unique permutation $w$ such that $w(1) = i$, $w(n) = j$, and $w(2) < \cdots < w(n - 1)$. For $u \in W$, write $\ell(u)$ for the length of $u$. The Bruhat order on $W$ gives $W_P$ a poset structure. The set of closed points in $X$ can be identified with the quotient set $G/P$ by the map

$$g.(E_1, E_{n-1}) \mapsto gP,$$
where $E_i = \text{Span}\{e_1, \ldots, e_i\}$ is the span of the first $i$ standard basis vectors in $\mathbb{C}^n$. In $\mathbb{P}(\mathbb{C}^*) \times \mathbb{P}(\mathbb{C}^*)$, $gP$ has coordinates
\[ x_i = g_{i,1}, \quad y_i = C(g)_{i,n}, \]
where $C(g)$ is the cofactor matrix of $g$. Let $\tilde{\varphi} : G \to G$ be defined as
\[ \tilde{\varphi}(g)_{i,j} = g^{-1}_{n+1-j,n+1-i} = C(g)_{n+1-i,n+1-j} \quad \forall g \in G. \]
Then $\tilde{\varphi}$ is an involution in the category of algebraic groups. Moreover, $\tilde{\varphi}$ restricts to an involution of $P$ and an involution of $T$ which sends $\text{diag}(t_1, \ldots, t_n)$ to $\text{diag}(t_n^{-1}, \ldots, t_1^{-1})$. In particular, $\tilde{\varphi}$ induces an involution $\varphi$ of $G/P$. Under our identifications, this is exactly the $\varphi$ defined previously.

2.2.2. Curve Neighborhood. Clearly
\[ \Gamma_0(X_{[i,j]}) = X_{[i,j]}. \]
When $d_1 > 0$ and $d_2 = 0$, since the image of every stable map of degree $d$ is contained in a fibre of $p_2$, and every two points in a fibre of $p_2$ are connected by a line and therefore the image of a stable map of degree $d$,
\[ \Gamma_d(X_{[i,j]}) = p_2^{-1}(p_2(X_{[i,j]})) = \begin{cases} X_{[n,j]} & \text{if } j < n \\ X_{[n-1,n]} & \text{if } j = n. \end{cases} \]
Similarly, when $d_1 = 0$ and $d_2 > 0$,
\[ \Gamma_d(X_{[i,j]}) = p_1^{-1}(p_1(X_{[i,j]})) = \begin{cases} X_{[i,1]} & \text{if } i > 1 \\ X_{[1,2]} & \text{if } i = 1. \end{cases} \]
When $d_1, d_2 > 0$, we claim that $\Gamma_d(X_{[i,j]}) = X$. Since
\[ \Gamma_{(1,1)} (X_{1,n}) \subseteq \Gamma_d(X_{[i,j]}) \subseteq X, \]
it suffices to show $\Gamma_{(1,1)} (X_{1,n}) = X$. $X_{1,n} = \{A\}$, where $A = (A_1, A_2)$ with $A_1 = \text{Span}\{e_1\}$, $A_2 = \text{Span}\{e_1, \ldots, e_{n-1}\}$. Let $U \subseteq X$ be the open dense subset
\[ \{(B_1, B_2) \in X : B_1 \not\subseteq A_2, \ B_2 \not\supseteq A_1\}. \]
Given $B = (B_1, B_2) \in U$, write $B_1 = \text{Span}\{b_1\}$, and let $f : \mathbb{P}^1 \to X$ be given by
\[ (s : t) \mapsto (\text{Span}\{te_1 + sb_1\}, \text{Span}\{te_1 + sb_1\} + A_2 \cap B_2). \]
Then $f$ has degree $(1, 1)$, and $f(0) = A$, $f(\infty) = B$. This shows $\Gamma_{(1,1)} (X_{1,n}) \supseteq U$. Since $\Gamma_{(1,1)} (X_{1,n})$ is closed, it must be the entire $X$.

By the same reasoning,
\[ \Gamma_0(X_{[i,j]}) = X_{[i,j]}; \]
when $d_1 > 0$ and $d_2 = 0$,
\[ \Gamma_d(X_{[i,j]}) = \begin{cases} X_{[1,j]} & \text{if } j > 1 \\ X_{[2,1]} & \text{if } j = 1. \end{cases} \]
when $d_1 = 0$ and $d_2 > 0$,
\[ \Gamma_d(X_{[i,j]}) = \begin{cases} X_{[i,n]} & \text{if } i < n \\ X_{[n,n-1]} & \text{if } i = n. \end{cases} \]
when $d_1 > 0$ and $d_2 > 0$,
\[ \Gamma_d(X_{[i,j]}) = X. \]

Lemma 2.3. $\Gamma_d(X_{[i,j]}, D^{[k]}) = \begin{cases} \Gamma_d(X_{[i,j]}), & \text{if } d_k > 0 \\ \Gamma_d(X_{[i,j]} \cap D^{[k]}), & \text{if } d_k = 0. \end{cases}$
Proof. \( \Gamma_d(X_{[i,j]}, D^{[k]}) \) is the closure of the union of degree \( d \) rational curves in \( X \) meeting \( X_{[i,j]} \) and \( D^{[k]} \).

When \( d_k > 0 \), every degree \( d \) rational curve in \( X \) meets \( D^{[k]} \), so \( \Gamma_d(X_{[i,j]}, D^{[k]}) \) is the closure of the union of degree \( d \) rational curves in \( X \) meeting \( X_{[i,j]} \), which is \( \Gamma_d(X_{[i,j]}) \).

When \( d_k = 0 \), let \( C \) be a degree \( d \) rational curve in \( X \), then \( C \cap D^{[k]} \) is either empty or \( C \). In other words, \( C \) meets \( D^{[k]} \) if and only if \( C \subseteq D^{[k]} \).

\[ \square \]

**Corollary 2.4.** \( \Gamma_d(X_{[i,j]}, D^{[k]}) \) has rational singularities.

Proof. Lemma 2.3 shows that \( \Gamma_d(X_{[i,j]}, D^{[k]}) \) is a Richardson variety, i.e., an intersection of two opposite Schubert varieties. Schubert varieties are known to have rational singularities [45]. It then follows from [5, Lemma 2] that Richardson varieties have rational singularities. \[ \square \]

### 2.3. Helpful Lemmas.

The following lemmas will be used in the proofs of Proposition 3.6 and Theorem 3.7.

**Lemma 2.5.** Let \( \phi : Y \to Z \) be a dominant morphism between irreducible varieties and \( U \) be a non-empty open subset of \( Y \). Then every irreducible component of the general fibre meets \( U \).

Proof. Let \( W \) be an irreducible component of \( Y \setminus U \). If \( \phi(W) \) is not dense in \( Z \), then the general fibre avoids \( W \). If \( \phi(W) \) is dense in \( Z \), then by generic flatness, the irreducible components of the intersection of the general fibre with \( W \) have strictly smaller dimension than do irreducible components of the general fibre. Therefore, no irreducible component of the general fibre is contained in \( W \). \[ \square \]

**Lemma 2.6.** Let \( \phi : Y \to Z \) be a dominant morphism between irreducible varieties over a field of characteristic 0. Then the general fibre is reduced.

Proof. Without loss of generality, assume \( Z = \text{Spec} A \), \( Y = \text{Spec} B \). Then the generic fibre is \( \text{Spec}(B \otimes_A A_0) \). \( \phi \) being dominant implies \( A \subseteq B \). So \( B \otimes_A A_0 \subseteq B_0 \) is a domain. Since the characteristic is 0, the generic fibre is geometrically reduced by [48, Lemma 0201], and the conclusion follows from [48, Lemma 0578]. \[ \square \]

### 3. Geometry of Gromov–Witten Varieties

By Corollary 2.2, there is a map \( \rho : \overline{M}_{0,3}(X,d) \to \overline{M}_{0,3}([\mathbb{P}^{n-1}, d_1]) \) given by composing with \( p_1 \) and collapsing components of the source curve as necessary to make the composition stable. In particular, the diagram

\[
\begin{array}{ccc}
\overline{M}_{0,3}(X,d) & \xrightarrow{\rho} & \overline{M}_{0,3}([\mathbb{P}^{n-1}, d_1]) \\
\downarrow \text{ev} & & \downarrow \text{ev} \\
X^3 & \xrightarrow{p_1^3} & ([\mathbb{P}^{n-1}]^3)
\end{array}
\]

commutes. Let

\( \rho_2 : M_d(X_{[i,j]}, X^{[n,1]}) \to M_{d_1}(p_1(X_{[i,j]}), p_1(X^{[n,1]})) \)

and

\( \rho_3^{g,k} : M_d(X_{[i,j]}, X^{[n,1]}, gD^{[k]}) \to M_{d_1}(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g, p_1(D^{[k]})) \)

be restrictions of \( \rho \), where \( g \in G \) is not assumed to be general. Using the automorphism \( \varphi \), we can often reduce to the case where

\[ \text{either } d_1 < d_2, \text{ or } d_1 = d_2 \text{ and } k = 1. \]
Lemma 3.1. Assume \( d_1 \leq d_2 \). Let \( A = (A_1, A_2), B = (B_1, B_2) \in X \) be pairs of vector spaces such that \( A_1 \nsubseteq B_2, B_1 \nsubseteq A_2 \). Then the restriction
\[
\rho : M_d(A, B) \to M_{d_1}(A_1, B_1)
\]
is surjective.

Proof. Let \( f_1 : \mathbb{P}^1 \to \text{Gr}(1, n) \) be a map of degree \( d_1 \) such that
\[
f_1(0) = A_1, \ f_1(\infty) = B_1.
\]
It suffices to show \( f_1 \) is in the image.

Let
\[
U = \{a \in \mathbb{P}^1 : f_1(a) \nsubseteq A_2 \cap B_2\}.
\]
Since \( 0, \infty \in U \), \( U \) is non-empty. Being the preimage of the complement of a linear subspace, \( U \) is open. Therefore, \( U \) is dense in \( \mathbb{P}^1 \). Since \( \mathbb{P}^1 \) is nonsingular and \( X \) is projective, the map \( \tilde{f} : U \to X \) given by
\[
\tilde{f}(a) = (f_1(a), f_1(a) + (A_2 \cap B_2))
\]
can be extended to all of \( \mathbb{P}^1 \). The extended map \( \tilde{f} \) has degree \( (d_1, d_2') \) for some \( d_2' \leq d_1 \). Indeed, \( d_2' \)
counts the number of \( a \)'s in \( U \) such that
\[
f_1(a) + (A_2 \cap B_2) \text{ contains a general 1 dimensional subspace } C_1 \text{ of } \mathbb{C}^n.
\]
(6) \( f_1(a) + (A_2 \cap B_2) \) contains a general 1 dimensional subspace \( C_1 \) of \( \mathbb{C}^n \).

(6) is equivalent to
\[
f_1(a) + (A_2 \cap B_2) = C_1 + (A_2 \cap B_2),
\]
which is in turn equivalent to the condition that
\[
f_1(a) \text{ is contained in the hyperplane } C_1 + (A_2 \cap B_2).
\]
Therefore, \( d_2' \leq d_1 \) by the definition of \( d_1 \). By attaching additional components to the domain as necessary using [26, Lemma 12], we get a stable map \( f : C \to X \) of degree \( d \) with image \( f_1 \). Note that the added components collapse after composing with \( p_1 \).

Lemma 3.2. When \( d_1 \leq d_2 \) and \( M_d(X_{[i,j]}, X^{[n,1]}) \) is non-empty,
\[
\rho_2 : M_d(X_{[i,j]}, X^{[n,1]}) \to M_{d_1}(p_1(X_{[i,j]}), p_1(X^{[n,1]}))
\]
is surjective.

Proof. When \( d_1 = 0 \), \( M_0(p_1(X_{[i,j]}), p_1(X^{[n,1]})) \) is non-empty if and only if \( i = n \) and in this case it is a point.
\[
\rho_2 : M_d(X_{[n,j]}, X^{[n,1]}) \to M_0(p_1(X_{[n,j]}), p_1(X^{[n,1]}))
\]
is surjective if and only \( M_d(X_{[n,j]}, X^{[n,1]}) \) is non-empty.

Now assume \( d_1 \geq 1 \).
\[
X^{[n,1]} = \{(B_1, B_2)\}, \text{ where we think of } B_1, B_2 \text{ as}
\]
\[
B_1 = (0 : \cdots : 0 : 1) \in \mathbb{P}(\mathbb{C}^n), \ B_2 = (1 : 0 : \cdots : 0) \in \mathbb{P}(\mathbb{C}^{n+}).
\]
ev_1 : \( \overline{M}_{0,3}(\mathbb{P}(\mathbb{C}^n), d_1) \to \mathbb{P}(\mathbb{C}^n) \) maps \( ev_1^{-1}(B_1) \) surjectively to \( \mathbb{P}(\mathbb{C}^n) \) and \( M_{d_1}(p_1(X_{[i,j]}), B_1) \) surjectively to \( p_1(X_{[i,j]}) \).

We write \( D_+(s) \) and \( V_+(s) \) for the non-vanishing and vanishing sets in \( \mathbb{P}(\mathbb{C}^n) \) for the function \( s \), respectively.

If \( i < n \), let
\[
U := ev_1^{-1}(D_+(x_1)) \cap \tilde{M}_{d_1}(p_1(X_{[i,j]}), B_1);
\]
if \( i = n \), let
\[
U := ev_1^{-1}(D_+(x_1)) \cap ev_1^{-1}(D_+(x_1)) \cap \tilde{M}_{d_1}(p_1(X_{[i,j]}), B_1).
\]
Note that $p_1(X_{i,j})$ is cut out by $x_{i+1} = \cdots = x_n = 0$, so $U$ is non-empty and therefore dense in $M_d(p_1(X_{i,j}), B_1)$. Let $f_1 \in U$. It suffices to show $f_1$ is in the image.

Let $A_1 = (a_1 : \cdots : a_i : 0 : \cdots : 0) \in \mathbb{P}(\mathbb{C}^n)$ be $ev_1(f_1)$. Then $a_1 \neq 0$, so $A_1 \in B_2$. $p_2(p_1^{-1}(A_1) \cap X_{i,j})$ is the set

$$\{(y_1 : \cdots : y_n) \in \mathbb{P}(\mathbb{C}^n^*) : a_1y_1 + \cdots + a_iy_i = 0, y_1 = \cdots = y_{j-1} = 0\}$$

and

$$p_2(p_1^{-1}(B_1)) = V_{+}(y_n).$$

One checks that

$$p_2(p_1^{-1}(A_1) \cap X_{i,j}) \not\subset p_2(p_1^{-1}(B_1))$$

(when $i = n$ this is guaranteed by $a_j \neq 0$). Therefore, there exists $A_2 \in p_2(X_{i,j})$ such that $A_1 \subset A_2$ and $B_1 \subset A_2$. Let $A = (A_1, A_2)$, $B = (B_1, B_2)$. By Lemma 3.1, there exists $f \in M_d(A, B)$ such that $\rho_2(f) = f_1$. Since $A \in X_{i,j}$, $B \in X^{n,1}$, we have $M_d(A, B) \subset M_d(X_{i,j}, X^{n,1})$ and the conclusion follows.

**Corollary 3.3.** Assume (5) is satisfied, and $M_d(X_{i,j}, X^{n,1}, g.D[k])$ is non-empty. Then

$$\rho_3^{g,k} : M_d(X_{i,j}, X^{n,1}, g.D[k]) \to M_{d_1}(p_1(X_{i,j}), p_1(X^{n,1}), g.p_1(D[k]))$$

is surjective.

**Proof.** Non-emptiness of $M_d(X_{i,j}, X^{n,1}, g.D[k])$ implies non-emptiness of $M_d(X_{i,j}, X^{n,1})$.

When $k = 1$, since $D^{[1]} = p_1^{-1}(p_1(D^{[1]}))$, each fibre of $\rho_3^{g,1}$ is a fibre of $\rho_2$. Surjectivity of $\rho_2$ implies surjectivity of $\rho_3^{g,1}$.

When $k = 2$, (5) implies $d_1 < d_2$. Let

$$f_1 \in M_{d_1}(p_1(X_{i,j}), p_1(X^{n,1}), g.p_1(D^{[2]})) = M_{d_1}(p_1(X_{i,j}), p_1(X^{n,1})).$$

By Lemma 3.2, there exists $f : \tilde{C} \to X$ in $M_{(d_1, d_2-1)}(X_{i,j}, X^{n,1})$ mapping to $f_1 : C \to X$.

Let $a \in \tilde{C}$ be the 3rd marked point and $A = (A_1, A_2) = \tilde{f}(a)$. If $A \in g.D^{[2]}$, by [26, Lemma 12] we can attach an additional component to $\tilde{C}$ to obtain $f \in M_d(X_{i,j}, X^{n,1}, g.D^{[2]})$. Otherwise, pick $A_2' \in g.p_2(D^{[2]})$ such that $A_1 \subset A_2'$. Let $v \in A_2 \setminus A_2'$, $v' \in A_2' \setminus A_2$. Attach $\mathbb{P}^1$ to $\tilde{C}$ by identifying $(1 : 0)$ with $a$ and map this copy of $\mathbb{P}^1$ to $X$ by

$$(s : t) \mapsto (A_1, A_2 \cap A_2' \cap \mathrm{Span}\{sv + tv'\}).$$

Replace the 3rd marked point with $(0 : 1)$ on the attached $\mathbb{P}^1$ component. [26, Lemma 12] implies we get a map $f \in M_d(X_{i,j}, X^{n,1}, g.D^{[k]})$.

Note that the added component, among others, collapses after composing with $p_1$, so $\rho(f) = f_1$. 

**Lemma 3.4.** Let $X_1$, $X_2$, $X_3$ be Schubert varieties in $X$ (not necessarily in general position). Let

$$\hat{\rho} : \hat{M}_d(X_1, X_2, X_3) \to \hat{M}_{d_1}(p_1(X_1), p_1(X_2), p_1(X_3))$$

be the restriction of $\rho$. Let $f_1 \in \hat{M}_{d_1}(p_1(X_1), p_2(X_2), p_1(X_3))$. Then $\hat{\rho}^{-1}(f_1)$ is rational whenever non-empty.

**Proof.** $f_1 : \mathbb{P}^1 \to \text{Gr}(1, n)$ is of the form

$$(s : t) \mapsto \text{Span}\{s^i t^{d_1-i}\},$$

for the function $\rho$ is rational. 

\[\text{End} \]
where \( a_i = (a_{i1}, \ldots, a_{in}) \in \mathbb{C}^n \). Let \( f \in \hat{\rho}^{-1}(f_1) \), then \( f \) is uniquely determined by \( f_2 := p_2 \circ f \), where

\[
f_2((s : t)) = \text{Span}\{\sum_{i=0}^{d_2} b_is^it^{d_2-i}\}
\]

for some \( b_0, \ldots, b_{d_2} \in \mathbb{C}^{n^2} \) such that

\[
\sum_{i=0}^{d_2} b_is^it^{d_2-i} \neq 0 \text{ for all } (s : t) \in \mathbb{P}^1,
\]

\[
\left(\sum_{i=0}^{d_1} a_is^id_1-i\right) \cdot \left(\sum_{i=0}^{d_2} b_is^it^{d_2-i}\right) = 0 \text{ for all } (s : t) \in \mathbb{P}^1,
\]

\[
\text{Span}\{b_0\} \in p_2(X_1), \text{ Span}\{\sum_{i=0}^{d_2} b_i\} \in p_2(X_2), \text{ Span}\{b_{d_2}\} \in p_2(X_3).
\]

This parametrizes \( \hat{\rho}^{-1}(f_1) \) as an open subset of the intersection of some hyperplanes in \( \mathbb{P}^{n(d_2+1)}-1 \).

**Lemma 3.5.** Let \( Y_1, Y_2, Y_3 \) be linear subspaces in general position in \( \mathbb{P}^n \). Then \( M_e(Y_1, Y_2, Y_3) = \text{ev}_1^{-1}(Y_1) \cap \text{ev}_2^{-1}(Y_2) \cap \text{ev}_3^{-1}(Y_3) \subseteq \mathcal{M}_{0,3}(\mathbb{P}^n, e) \) is either empty or rational.

**Proof.** When \( M_e(Y_1, Y_2, Y_3) \) is non-empty, by [32, Theorem 2 and Remark 7], it is reduced and every irreducible component meets \( M_{0,3}(\mathbb{P}^n, e) \). On the other hand, \( M_e(Y_1, Y_2, Y_3) = M_e(Y_1, Y_2, Y_3) \cap M_{0,3}(\mathbb{P}^n, e) \) is rational by an argument similar to the proof of Lemma 3.4. It follows that \( M_e(Y_1, Y_2, Y_3) \) is rational.

We thank an anonymous referee for pointing out the following Proposition was proved independently in [46].

**Proposition 3.6.** For general \( g \), \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \) is irreducible whenever non-empty.

**Proof.** Note that \( M_0(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \cong X_{[i,j]} \cap X^{[n,1]} \cap g.D^{[k]} = \emptyset \).

When \( d > 0 \), without loss of generality, we assume (5). By [32, Remark 7], \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \) is normal. It then follows from [48, Section 033H] that every connected component of \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \) is irreducible. So it suffices to show \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \) is connected.

By [32, Theorem 2], \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \) is equidimensional and every component meets \( M_{0,3}(X, d) \) and hence \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \). Consider the morphism

\[
\rho_3^{g:k} : M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \to M_{d_1}(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g.p_1(D^{[k]})).
\]

By Lemma 3.4, the general fibre intersected with \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \) is connected, so at most one component of \( M_d(X_{[i,j]}, X^{[n,1]}, g.D^{[k]}) \) maps dominantly. On the other hand, since \( \rho_3^{g:k} \) is closed and surjective by Corollary 3.3 and \( M_{d_1}(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g.p_1(D^{[k]})) \) is irreducible by Lemma 3.5, at least one component maps surjectively to it. Therefore, exactly one component \( Y \) maps surjectively to \( M_{d_1}(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g.p_1(D^{[k]})). \)

Now consider

\[
\rho_2 : M_d(X_{[i,j]}, X^{[n,1]}) \to M_{d_1}(p_1(X_{[i,j]}), p_1(X^{[n,1]})).
\]
By Lemma 2.5 and Lemma 3.2, every irreducible component of the general fibre meets \( M_d(X_{[i,j]}, X^{[n,1]}) \), and it follows from Lemma 3.4 that the general fibre is irreducible. Let \( U \) be an open dense subset of \( M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]})) \) over which fibres of \( \rho_2 \) are irreducible and of expected dimension

\[
m := \dim M_d(X_{[i,j]}, X^{[n,1]}) - \dim M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]})).
\]

By [32, Theorem 2], every component of \( M_d(X_{[i,j]}, X^{[n,1]}, g.D[k]) \) meets \( \rho_2^{-1}(U) \).

Suppose \( Z \) is another component of \( M_d(X_{[i,j]}, X^{[n,1]}, g.D[k]) \). Since \( Z \cap \rho_2^{-1}(U) \) is non-empty, \( \rho_2(Z) \cap U \) is also non-empty and therefore dense in \( \rho_2(Z) \).

By generic flatness, the general fibre of \( Z \to \rho_2(Z) \) has dimension

\[
m' := \dim M_d(X_{[i,j]}, X^{[n,1]}, g.D[k]) - \dim \rho_2(Z).
\]

Note that

\[
m - m' = 1 + \dim \rho_2(Z) - \dim M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]})).
\]

Since \( M_d(X_{[i,j]}, X^{[n,1]}) \supseteq Z \), we must have \( m \geq m' \), or equivalently

\[
(7) \quad \dim \rho_2(Z) \geq \dim M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]})) - 1.
\]

When \( k = 1 \), (7) is equivalent to

\[
(8) \quad \dim \rho_2(Z) \geq \dim M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g.p_1(D_1)).
\]

\( M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g.p_1(D_1)) \) is irreducible by Lemma 3.5, so (8) implies

\[
\rho_2(Z) = M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g.p_1(D_1)),
\]

which is a contradiction.

When \( k = 2 \), we have

\[
M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]}), g.p_2(D_2)) = M_d(p_1(X_{[i,j]}), p_1(X^{[n,1]})).
\]

Since \( Z \) doesn’t map surjectively, (7) must be an equality, which is equivalent to \( m' = m \). This implies \( Z \) contains an irreducible fibre of \( \rho_2 \), but then \( Z \) meets \( \rho_2(Y) \), which is a contradiction.

Therefore, \( M_d(X_{[i,j]}, X^{[n,1]}, g.D[k]) \) is connected for \( g \) general in \( G \). \( \square \)

**Theorem 3.7.** The general fibre of

\[
\text{ev}_3 : M_d(X_{[i,j]}, D[k]) \to \Gamma_d(X_{[i,j]}, D[k])
\]

is rationally connected.

**Proof.** When \( d = 0 \), the domain and target are both isomorphic to \( X_{[i,j]} \cap D[k] \) and \( \text{ev}_3 \) is an isomorphism.

When \( d > 0 \), without loss of generality, we assume (5).

Case 1: \( d_1 = 0 \). Assume \( M_d(X_{[i,j]}, D^k) \) is non-empty. By Lemma 2.5 and Lemma 2.6, there is a dense open subset \( U \subseteq \Gamma_d(X_{[i,j]}, D[k]) \) such that for all \( u \in U \), \( \text{ev}_3^{-1}(u) \) is reduced and every irreducible component meets \( \tilde{M}_d(X_{[i,j]}, D^k) \). On the other hand, since \( \tilde{M}_0(p_1(X_{[i,j]}), p_1(D[k]), p_1(u)) \) is a point, \( \text{ev}_3^{-1}(u) \cap \tilde{M}_d(X_{[i,j]}, D^k) = \tilde{M}_d(X_{[i,j]}, D[k], u) \) is rational by Lemma 3.4. Therefore, \( \text{ev}_3^{-1}(u) \) is rational.

Case 2: \( d_1 \geq 1 \). In this case \( \Gamma_d(X_{[i,j]}, D[k]) = \Gamma_d(X_{[i,j]}) = X \). So the general fibre considered is \( M_d(X_{[i,j]}, D^k, g.X^{[n,1]}) \) for general \( g \). By Corollary 3.3, Lemma 3.5 and Proposition 3.6, the restriction

\[
\rho : M_d(X_{[i,j]}, D^k, g.X^{[n,1]}) \to M_d(p_1(X_{[i,j]}), p_1(D[k]), g.p_1(X^{[n,1]}))
\]

is a surjective morphism between complex irreducible varieties and the target is rational. By Lemma 2.5 and Lemma 2.6, the general fibre is reduced and every irreducible component meets \( M_d(X_{[i,j]}, D[k], g.X^{[n,1]}) \). It then follows from Lemma 3.4 that the general fibre is rational. [29, Corollary 1.3] implies that \( M_d(X_{[i,j]}, D^k, g.X^{[n,1]}) \) is rationally connected. \( \square \)
Example 3.8. When $d_1 = d_2 = 1$, for a general point $C = (C_1, C_2) \in X$, $ev_1 : M_d(X_{[i,j]}, D[k], C) \to X_{[i,j]}$ is birational.

Proof. Without loss of generality, assume $k = 1$.

Let $Y = \{(U, V) \in X : U \subset C_2\}$ and $Z = \{(U, V) \in X : C_1 \subset V\}$. Since $C$ is general, we may assume

$$X_{[i,j]} \not\subseteq Y \cup Z \text{ and } C_1 \not\in p_1(D[1]).$$

Let $(A_1, A_2)$ be a point in $X_{[i,j]}$ such that

$$A_1 \not\in p_1(D[1]), \ A_1 \not\in C_2, \text{ and } C_1 \not\in A_2.$$

We shall construct a unique preimage $\mu : \mathbb{P}^1 \to X$ in $\tilde{M}_d(X_{[i,j]}, D[1], C)$.

Note that $\mathbb{C}^n = A_1 \oplus (A_2 \cap C_2) \oplus C_1$. $A_1$ and $C_1$ determines a line $L$ in $\text{Gr}(1, n)$. $A_1, C_1 \not\in p_1(D[1])$ implies $L \not\subseteq p_1(D[1])$, so $L$ intersects $p_1(D[1])$ at one point $B_1$. Let $\{v\}$ be a basis for $B_1$. Since $B_1 \subset A_1 \oplus C_1$, we can write $v = v_0 + sv_\infty$, where $v_0 \in A_1, v_\infty \in C_1$ are unique and nonzero. Let $\mu : \mathbb{P}^1 \to X$ be given by

$$(s : t) \mapsto (\text{Span}\{tv_0 + sv_\infty\}, \text{Span}\{tv_0 + sv_\infty\} \oplus (A_2 \cap C_2)).$$

Then $\mu$ is the unique degree $(1, 1)$ morphism $\mu : \mathbb{P}^1 \to X$ such that

$$\mu(0) = (A_1, A_2), \ \mu(1) \in D[1], \ \mu(\infty) = (C_1, C_2).$$

□

Corollary 3.9. $ev_3 : M_d(X_{[i,j]}, D[k]) \to \Gamma_d(X_{[i,j]}, D[k])$ is cohomologically trivial.

Proof. This follows from Theorem 3.7 and [13, Theorem 3.1] (see also [7, Proposition 5.2]). □

4. Chevalley Formula for T-equivariant Quantum K-theory

See [20] for an introduction to equivariant $K$-theory and [9, Section 2] for a summary of the (equivariant) (quantum) $K$-theory of flag varieties. We will use the same set-up and notations as in [9].

4.1. Pullbacks along Morphisms of Algebraic Groups. Let $G, H$ be algebraic groups and $f : G \to H$ a morphism. Let $Z$ be an $H$-variety. Then $Z$ is also a $G$-variety with the action given by $g.z := f(g).z$ for all $g \in G, \ z \in Z$, and an $H$-equivariant $O_Z$-module $F$ is naturally also a $G$-equivariant $O_Z$-module, which we denote by $f^*F$. $[F] \mapsto [f^*F]$ defines a morphism $f^* : K_H(Z) \to K_G(Z)$, where $K_H(Z)$ is the Grothendieck group of $H$-equivariant coherent $O_Z$-modules. $K_H(Z)$ is a module over the Grothendieck ring $K^H(Z)$ of $H$-equivariant vector bundles over $Z$, and $f^*$ is compatible with the module structures in the sense that the diagram

$$
\begin{array}{ccc}
K^H(Z) \times K_H(Z) & \longrightarrow & K_H(Z) \\
\downarrow f^* \times f^* & & \downarrow f^* \\
K^G(Z) \times K_G(Z) & \longrightarrow & K_G(Z)
\end{array}
$$

commutes.

Lemma 4.1. Let $G, H$ be algebraic groups and $f : G \to H$ a morphism.

1. Let $\lambda : H \to GL(V)$ be a representation, and $[V_\lambda]$ the corresponding class in $K_H(\text{pt})$. Then $f^*([V_\lambda]) = [V_{\lambda f}]$.

2. Let $Z$ be an $H$-variety and $\Omega \subseteq Z$ an $H$-stable closed subvariety, then $f^*([\mathcal{O}_\Omega]) = [\mathcal{O}_\Omega]$. 

(3) Given \( \phi : Y \to Z \) a flat \( H \)-equivariant morphism of \( H \)-varieties, the diagram

\[
\begin{array}{c}
K_H(Z) \xrightarrow{f^*} K_G(Z) \\
\downarrow \phi^* \quad \downarrow \phi^*
\end{array}
\]

commutes.

(4) Given \( \phi : Y \to Z \) a proper \( H \)-equivariant morphism of \( H \)-varieties, the diagram

\[
\begin{array}{c}
K_H(Y) \xrightarrow{f^*} K_G(Y) \\
\downarrow \phi^* \quad \downarrow \phi^*
\end{array}
\]

commutes.

Proof. This is clear. \( \square \)

4.2. Symmetry of Gromov–Witten Invariants. By Corollary 2.2, composing with \( \varphi \) gives an isomorphism

\[ \Phi : M_d \to M_{\varphi_*d}, \]

\( \varphi \) and \( \Phi \) are not \( T \)-equivariant with respect to the usual \( T \)-actions. However, they become equivariant if we modify the \( T \)-actions on the targets by composing with \( \tilde{\varphi} : T \to T \). Let \( X' \) and \( M'_{\varphi_*d} \) be \( X \) and \( M_{\varphi_*d} \) equipped with the modified \( T \)-actions, respectively, and \( \text{ev}'_i : M'_{\varphi_*d} \to X' \) be the evaluation maps. Let

\[ \varphi' : X \to X' \text{ and } \Phi' : M_d \to M'_{\varphi_*d} \]

be \( \varphi \) and \( \Phi \) with the \( T \)-actions on the targets modified, respectively.

**Definition 4.2.** Define \( \varphi^* : K_T(X) \to K_T(X) \) by

\[ \varphi^* := \varphi'^* \tilde{\varphi}^*, \]

where \( \tilde{\varphi}^* : K_T(X) \to K_T(X') \) is an example of the construction in Section 4.1.

Recall that for \( d = (d_1, d_2) \in H_2(X)^+ \), \( \varphi_*d = (d_2, d_1) \).

**Lemma 4.3.** For \( \sigma_1, \ldots, \sigma_m \in K^T(X) \),

\[ I_d^T (\varphi^* \sigma_1, \ldots, \varphi^* \sigma_m) = \varphi^* I_{\varphi_*d}^T (\sigma_1, \ldots, \sigma_m). \]

**Proof.** The evaluation maps are \( G \)-equivariant and \( G \) acts on \( X \) transitively. By generic flatness, the evaluation maps are flat. Since

\[
\begin{array}{c}
X \xrightarrow{\varphi'} X' \\
\downarrow \text{ev}_i \quad \downarrow \text{ev}'_i \\
M_d \xrightarrow{\Phi'} M'_{\varphi_*d} \\
pr \downarrow \quad \downarrow pr' \\
pt \xrightarrow{id} pt
\end{array}
\]

is a commutative diagram of proper, flat, \( T \)-equivariant morphisms,

\[ I_d^T (\varphi^* \sigma_1, \ldots, \varphi^* \sigma_m) = pr_* (\text{ev}_1^* \varphi'^* \tilde{\varphi}^* \sigma_1 \cdots \text{ev}_m^* \varphi'^* \tilde{\varphi}^* \sigma_m) = pr_* \Phi'^* (\text{ev}'_1^* \tilde{\varphi}^* \sigma_1 \cdots \text{ev}'_m^* \tilde{\varphi}^* \sigma_m) = pr'_* (\text{ev}'_1^* \tilde{\varphi}^* \sigma_1 \cdots \text{ev}'_m^* \tilde{\varphi}^* \sigma_m). \]
By Lemma 4.1, this is then equal to $\varphi^* T^T_{\varphi,d}(\sigma_1, \ldots, \sigma_m)$. \hfill \Box

4.3. Chevalley Formula for $T$-equivariant Quantum $K$-theory.

**Notation 4.4.** From now on, when we write “$\equiv$” or “$\not\equiv$”, it shall be understood that the equivalence is taken modulo $n$.

Let

$$\widetilde{W}^P := \{ [i, j] \in \mathbb{Z} \times \mathbb{Z} : i \neq j \}.$$  

For $w = [i, j] \in \widetilde{W}^P$, we define

$$\mathcal{O}^w := q^{d(w)}[O_{X^w}] \in QK_T(X)_q,$$

where $\mathcal{O} := [i, j] \in \mathcal{W}^P$ is defined by $\bar{i} \equiv i$ and $\bar{j} \equiv j$,

$$d(w) := \left( \frac{i - \bar{i}}{n}, \frac{j - \bar{j}}{n} \right), \quad q^{d_1,d_2} := q_1^{d_1}q_2^{d_2} \text{ for } d_1, d_2 \in \mathbb{Z},$$

and the subscript $q$ stands for localization with respect to $\{ q^d : d \in \mathbb{Z}_{\geq 0} \}$. Recall that $\varepsilon_i : T \to \mathbb{C}^*$ is the character that sends a diagonal matrix to its $i$-th diagonal entry. We let

$$\varepsilon_i := \varepsilon_{\bar{i}} \text{ for } i \in \mathbb{Z},$$

and write $C_\eta$ for the one-dimensional $T$-representation corresponding to the character $\eta$, and $[C_\eta]$ for the corresponding class in $K^T(pt)$.  

Recall that $K^T(X)$ is a free module over $K^T(pt)$. The classes $\mathcal{O}^w$, $w \in \widetilde{W}^P$ form a basis. For $w \in \widetilde{W}^P$, let $\mathcal{O}^w \in K^T(X)$ be the basis element dual to $\mathcal{O}^w$ in the sense that $\chi_X(\mathcal{O}^u \cdot \mathcal{O}^v) = \delta_{uv}$ for $u, v \in \widetilde{W}^P$, where $\chi_X$ is the sheaf Euler characteristic map. Let $\mathcal{I}_{\partial X_w} \subseteq \mathcal{O}_{X_w}$ be the ideal sheaf of $\partial X_w := X_w \setminus Bw$. Then $\mathcal{O}^w = [\mathcal{I}_{\partial X_w}]$ (see [5]). We extend the definition to allow for $w \in \widetilde{W}^P$ by letting

$$\mathcal{O}^w := q^{d(w)}[\mathcal{O}^w] \in QK_T(X)_q.$$  

For $i = 1, 2$, we will write $\mathcal{O}^{[i]}$ for the class of $\mathcal{O}_{D^{[i]}}$ in $K^T(X)$.

The goal of this subsection is to prove the following $T$-equivariant Chevalley formula and derive some immediate consequences.

**Theorem 4.5.** In $QK_T(X)_q$, for $[i, j] \in \widetilde{W}^P$, the quantum multiplication by divisor classes is given by

(9) \hspace{1cm} \mathcal{O}^{[i,j]} \ast \mathcal{O}^{[1]} = \begin{cases} (1 - [C_{\varepsilon_i - \varepsilon_1}])\mathcal{O}^{[i,j]} + [C_{\varepsilon_i - \varepsilon_1}]\mathcal{O}^{[i+1,j]} & \text{if } i + 1 \neq j \\ (1 - [C_{\varepsilon_i - \varepsilon_1}])\mathcal{O}^{[i,j]} + [C_{\varepsilon_i - \varepsilon_1}]((\mathcal{O}^{[i+1,j-1]} + \mathcal{O}^{[i+2,j-1]} - \mathcal{O}^{[i+2,j-2]})) & \text{if } i + 1 \equiv j \end{cases}

(10) \hspace{1cm} \mathcal{O}^{[i,j]} \ast \mathcal{O}^{[2]} = \begin{cases} (1 - [C_{\varepsilon_i - \varepsilon_2}])\mathcal{O}^{[i,j]} + [C_{\varepsilon_i - \varepsilon_2}]\mathcal{O}^{[i,j-1]} & \text{if } i + 1 \neq j \\ (1 - [C_{\varepsilon_i - \varepsilon_2}])\mathcal{O}^{[i,j]} + [C_{\varepsilon_i - \varepsilon_2}]((\mathcal{O}^{[i+1,j-1]} + \mathcal{O}^{[i+2,j-2]} - \mathcal{O}^{[i+1,j-2]})) & \text{if } i + 1 \equiv j \end{cases}

The Chevalley formula for the equivariant ordinary $K$-theory of $X$ can be recovered from Theorem 4.5 by interpreting $\mathcal{O}^w$ as $0$ unless $w \in \widetilde{W}^P$. We rely on [41] for this special case. The formula is derived from [41, Corollary 7.1 and Corollary 8.2] using that $(\alpha_1, 2, \ldots, \alpha_1, n)$ is a reduced $\varepsilon_1$-chain in the sense of [41, Definition 5.4].

Note that Corollary 3.9 gives us the following “quantum-equals-classical” type result, which allows us to compute some equivariant $K$-theoretic Gromov–Witten invariants using the Chevalley formula for equivariant ordinary $K$-theory.
Corollary 4.6. For $\sigma \in K^T(X)$, $[i, j] \in W^P$, and $k = 1, 2$,
\[
I^T_d(\sigma, \mathcal{O}^{[k]}, \mathcal{O}_{[i, j]}) = \begin{cases} 
\chi^T_X(\sigma \cdot [\mathcal{O}_{T_d(X_{[i, j]})}]) & \text{if } d_k > 0 \\
\chi^T_X(\sigma \cdot \mathcal{O}^{[k]}_X \cdot [\mathcal{O}_{T_d(X_{[i, j]})}]) & \text{if } d_k = 0
\end{cases}.
\]

Proof.
\[
I^T_d(\sigma, \mathcal{O}^{[k]}, \mathcal{O}_{[i, j]}) = \chi^T_M_d(\text{ev}_1^*(\sigma) \cdot \text{ev}_2^*(\mathcal{O}^{[k]}_X) \cdot \text{ev}_3^*(\mathcal{O}_{[i, j]}))
= \chi^T_M_d(\sigma \cdot [\mathcal{O}_{M_d(X_{[i, j]}, D^{[k]})}])
= \chi^T_X(\sigma \cdot \text{ev}_1^*([\mathcal{O}_{M_d(X_{[i, j]}, D^{[k]})}]))
= \chi^T_X(\sigma \cdot [\mathcal{O}_{T_d(X_{[i, j]}, D^{[k]})}])
\]

For the second equality, see [13, Section 4.1] and the references therein. The third equality follows from the projection formula. The last equality follows from Corollary 3.9. The rest follows from Lemma 2.3.

Notation 4.7. For $\sigma_1, \sigma_2 \in K^T(X)$ and $w \in \hat{W}^P$, we write $I^T_d(\sigma_1, \sigma_2; \mathcal{O}_w)$ for $I^T_{d(w)}(\sigma_1, \sigma_2, \mathcal{O}_{w^T})$ and $I^T_d(\sigma_1, \sigma_2; \mathcal{O}_w^T)$ for $I^T_{d(w)}(\sigma_1, \sigma_2, \mathcal{O}_{w^T})$, with the convention that they are 0 when $d(w) \not\geq 0$. We will only allow the third argument to be outside $K^T(X)$, and the semicolon is there to remind the reader of it. We do the same in the non-equivariant case.

When specialized to the non-equivariant case, the following proposition says that for general $g$ and $k = 1, 2$,
\[
(11) \quad \chi(\mathcal{O}_{M_d(g.X^u, D^{[k]}, X_v)}) = 1 \text{ whenever } M_d(g.X^u, D^{[k]}, X_v) \neq \emptyset.
\]

In other words, when $M_d(g.X^u, D^{[k]}, X_v)$ is non-empty, its arithmetic genus is 0. See Corollary 5.6 for a generalization. Gromov–Witten varieties associated to Schubert varieties in general position are known to have rational singularities [7, Corollary 3.1]. By [24, Corollary 4.18(a)], (11) will follow if $M_d(g.X^u, D^{[k]}, X_v)$ is rationally connected whenever non-empty. We have proved this when $X^u$ is a point (see the proof of Theorem 3.7).

Proposition 4.8. For $[i, j] \in W^P$, $[k, l] \in \hat{W}^P$,
\[
(12) \quad I^T_d(\mathcal{O}^{[i, j]}, \mathcal{O}^{[l]}_X; \mathcal{O}_{[k, l]}) = \begin{cases} 
1 - [C_{\varepsilon_k - \varepsilon_l}] & \text{if } i = k \text{ and } j \geq l \\
1 & \text{if } i < k \text{ and } j \geq l \\
0 & \text{otherwise}
\end{cases};
\]
\[
(13) \quad I^T_d(\mathcal{O}^{[i, j]}, \mathcal{O}^{[l]}_X; \mathcal{O}_{[k, l]}) = \begin{cases} 
1 - [C_{\varepsilon_n - \varepsilon_l}] & \text{if } i \leq k \text{ and } j = l \\
1 & \text{if } i \leq k \text{ and } j > l \\
0 & \text{otherwise}
\end{cases};
\]

Proof. Assume $i < k$ and $j \geq l$.
If $k \leq n$, then
\[
\bar{k} = k > i,
\]
and by Corollary 4.6
\[
(14) \quad I^T_d(\mathcal{O}^{[i, j]}, \mathcal{O}^{[l]}_X; \mathcal{O}_{[k, l]}) = \chi^T_X(\mathcal{O}^{[i, j]}_X \cdot \mathcal{O}^{[l]}_X \cdot [\mathcal{O}_{T_d(X_{[k, l]})}]),
\]
where $d_2 = (\bar{l} - l)/n$. Let
\[
X_{[a, b]} = \Gamma_{(0, d_2)}(X_{[k, \bar{l}]})/
\]
By Section 2.2.2,

\[(15)\quad n \geq a = k > i \text{ and } b \leq j.\]

By the Chevalley formula for the equivariant ordinary $K$-theory of $X$,

\[O^{[i,j]} \cdot O^{[1]} = (1 - [C_{\epsilon_i - \epsilon_1}])O^{[i,j]} + [C_{\epsilon_i - \epsilon_1}]S,\]

where

\[S = \begin{cases} O^{[i+1,j]} & \text{if } i + 1 \neq j \\ O^{[i+1,j-1]} & \text{if } i + 1 = j = n \\ O^{[i+1,j-1]} + O^{[i+2,j]} - O^{[i+2,j-1]} & \text{if } i + 1 = j < n \end{cases}.\]

The conditions (15) implies

\[a = n > b \text{ when } i + 1 = j = n\]

and

either $a > i + 1$ or $b < j$ when $i + 1 = j < n$.

Since for $[x, y], [a, b] \in W^P$,

\[(16)\quad \chi^T_X(O^{[x,y]} \cdot O_{[a,b]}) = \begin{cases} 1 & \text{if } a \geq x \text{ and } b \leq y \\ 0 & \text{if } a < x \text{ or } b > y \end{cases},\]

we have

\[\chi^T_X(S \cdot O_{[a,b]}) = 1\]

and the right hand side of (14) equals $1 - [C_{\epsilon_i - \epsilon_1}] + [C_{\epsilon_i - \epsilon_1}] = 1$.

If $k > n$, then by Corollary 4.6

\[(17)\quad I^T(O^{[i,j]}, O^{[1]}; O_{[k,l]}) = \chi^T_X(O^{[i,j]} \cdot [O_{\Gamma_d(X_{\mathbb{P}})}]),\]

where

\[d = (\frac{k - k}{n}, \frac{l - l}{n}).\]

Let

\[X_{[a,b]} = \Gamma_d(X_{\mathbb{P}})\]

If $l < 1$, then $X_{[a,b]} = X$ and the right hand side of (17) equals 1. Otherwise

\[\bar{l} = l \leq j.\]

By Section 2.2.2,

\[a \geq i \text{ and } b = l \leq j.\]

By (16), the right-hand side of (17) equals 1.

The other two cases of (12) are similar, and the proof is omitted. (13) follows from (12) by applying Lemma 4.3 and Lemma 4.1. □

**Definition 4.9.** Following [9], for $\sigma_1, \sigma_2 \in K^T(X)$, we define the formal sum

\[\sigma_1 \circ \sigma_2 = \sum_{w \in W^P, d \geq 0} I^T_d(\sigma_1, \sigma_2, O^{[i,j]}_w)q^dO^w = \sum_{w \in W^P} I^T(\sigma_1, \sigma_2; O^w)O^w,\]

and we define the automorphism $\Psi : QK_T(X)_q \rightarrow QK_T(X)_q$ of $K^T(pt)((q_1, q_2))$-modules by

\[\Psi(O^w) = q^{d(u)}\Psi(O^{[i,j]}) = \sum_{d \geq 0} q^{d(u) + d}[O_{\Gamma_d(X_{\mathbb{P}})}] \text{ for } u \in \tilde{W}^P.\]
We will write $\Gamma_d(X^u)$ for $\Gamma_{d-d(u)}(X^{X^u})$ when $d \geq d(u)$ and set $\Gamma_d(X^u) = \emptyset$ when $d \nless d(u)$. Then we have for $u \in W^P$,
\[(18) \quad \Psi(\mathcal{O}^u) = \sum_{w \in \widehat{W^P} : \Gamma_d(\mathcal{O}^w) = X^{\overline{w}}} \mathcal{O}^v.\]

The following was proved in [9, Proposition 2.3]. We include a proof for completeness.

**Proposition 4.10** (Buch–Chaput–Mihalcea–Perrin). For $\sigma_1, \sigma_2 \in K^T(X)$, their product $\sigma_1 \ast \sigma_2$ in $QK_T(X)$ satisfies $\sigma_1 \circ \sigma_2 = \Psi(\sigma_1 \ast \sigma_2)$.

**Proof.** By linearity, it suffices to prove that for $u, v \in W^P$,
\[(19) \quad \mathcal{O}^u \circ \mathcal{O}^v = \Psi(\mathcal{O}^u \ast \mathcal{O}^v).\]
Write $\mathcal{O}^u \ast \mathcal{O}^v = \sum_{z \in \widehat{W^P}} N_{u,v}^z \mathcal{O}^z$, then
\[(20) \quad \Psi(\mathcal{O}^u \ast \mathcal{O}^v) = \sum_{z \in \widehat{W^P}} N_{u,v}^z \sum_{w \in \widehat{W^P} : \Gamma_d(\mathcal{O}^w) = X^{\overline{w}}} \mathcal{O}^w.\]

It suffices to show that $\mathcal{O}^w$ has the same coefficients on both sides of (19), which means
\[(20) \quad I^T(\mathcal{O}^u, \mathcal{O}^v; \mathcal{O}^w) = \sum_{z \in \widehat{W^P} : \Gamma_d(\mathcal{O}^z) = X^{\overline{w}}} N_{u,v}^z.\]

By definition,
\[(20) \quad \langle \mathcal{O}^u \ast \mathcal{O}^v, \mathcal{O}^w \rangle = \sum_d q^d I^T_d(\mathcal{O}^u, \mathcal{O}^v, \mathcal{O}^w),\]
where $\langle \sigma_1, \sigma_2 \rangle = \sum_d q^d I^T_d(\sigma_1, \sigma_2)$ for $\sigma_1, \sigma_2 \in K^T(X)$. Therefore,
\[\sum_{z \in \widehat{W^P}} N_{u,v}^z \sum_e q^{e+d(z)} I^T_e(\mathcal{O}^z, \mathcal{O}^w) = \sum_d q^d I^T_d(\mathcal{O}^u, \mathcal{O}^v, \mathcal{O}^w).\]

Taking out the coefficients of $q^{d(w)}$, we have
\[\sum_{z \in \widehat{W^P}} N_{u,v}^z \sum_e : e+d(z)=d(w) I^T_e(\mathcal{O}^z, \mathcal{O}^w) = I^T(\mathcal{O}^u, \mathcal{O}^v; \mathcal{O}^w).\]

By [7, Proposition 3.2],
\[I^T_e(\mathcal{O}^X, \mathcal{O}^\chi^w) = \chi^X_\mathcal{O}([\mathcal{O}_{\Gamma_e(X^\chi)}], \mathcal{O}_\mathcal{O}^w) = \begin{cases} 1 & \Gamma_e(X^\chi) = X^{\overline{w}} \\ 0 & \text{otherwise} \end{cases}.\]

Equation (20) follows. \qed

Since $\sigma_1 \ast \sigma_2 = \Psi^{-1}(\sigma_1 \circ \sigma_2)$ for $\sigma_1, \sigma_2 \in K^T(X)$ by Proposition 4.10, the verification of Theorem 4.5 requires computing $I^T(\mathcal{O}^u, \mathcal{O}^w; \mathcal{O}^w_i)$ for all $u \in W^P, w \in \overline{W^P}; i = 1, 2$. In Proposition 4.8, we have computed $I^T(\mathcal{O}^u, \mathcal{O}^w; \mathcal{O}_w)$. We now express each $\mathcal{O}_w^u$ as a linear combination of the classes $\mathcal{O}_w$.

Recall from Section 2.2.1 that we identify $W^P$ with the set of minimal coset representatives of $W/W^P$.

**Definition 4.11.** For $v \in W^P$, we define $I(v)$ to be the set of $u \in W^P$ such that every element in $W$ between $u$ and $v$ is contained in $W^P$, i.e.,
\[I(v) := \{u \in W^P : u \leq v \text{ and } \nexists w \in W \setminus W^P \text{ s.t. } u < w < v\}.\]

The next lemma is a special case of [25, Theorem 1.2 and Section 3].
Lemma 4.12. Let $f$ be any function on $W^P$ with values in an abelian group and define function $g$ on $W^P$ by

$$g(u) = \sum_{v \in W^P: v \leq u} f(v).$$

Then for all $v \in W^P$,

$$f(v) = \sum_{u \in I(v)} (-1)^{\ell(u) + \ell(v)} g(u).$$

Lemma 4.13. For $u \in W^P$,

$$\mathcal{O}_u = \sum_{v \in W^P: v \leq u} \mathcal{O}^\vee_v.$$

Proof. Since $\mathcal{O}^\vee_v, v \in W^P$ form a basis, we can formally write $\mathcal{O}_u = \sum_{v \in W^P} c_v \mathcal{O}^\vee_v$ with $c_v \in K^T(\text{pt})$ and hence $\chi^T_X(\mathcal{O}_w \cdot \mathcal{O}_u) = \sum_{v \in W^P} c_v \chi^T_X(\mathcal{O}_w \cdot \mathcal{O}^\vee_v)$. Recall that $\chi^T_X(\mathcal{O}_w \cdot \mathcal{O}^\vee_v) = \delta_{wv}$. On the other hand,

$$\chi^T_X(\mathcal{O}_w \cdot \mathcal{O}_u) = \chi^T_X([\mathcal{O}_{X^w \cap X_u}]) = \begin{cases} 1 & w \leq u \\ 0 & w \not\leq u \end{cases},$$

using that the Richardson variety $X^w \cap X_u$ is non-empty if and only if $w \leq u$, and in this case it is rational with rational singularities. The result follows.

Corollary 4.14. For $v \in W^P$,

$$\mathcal{O}^\vee_v = \sum_{u \in I(v)} (-1)^{\ell(u) + \ell(v)} \mathcal{O}_u.$$

Now we give explicit computation of $I(v)$. Some examples are illustrated in Figure 2.

Lemma 4.15. Let $u, v \in W^P$. Assume $u \in I(v)$, then $u' \in I(v)$ for all $u' \in W^P$ such that $u \leq u' \leq v$.

Proof. This is clear.

Lemma 4.16. For $[a, b] \in W^P$,

$$I([a, b]) = \begin{cases} W^P \cap \{[a, b], [a - 1, b], [a, b + 1], [a - 1, b + 1]\} & \text{if } a - b \neq 1, 2 \\ W^P \cap \{[a, b], [b - 1, b], [b, a], [a, a + 1], [b - 1, a], [b, a + 1]\} & \text{if } a - b = 1 \\ \{[k, l] \in W^P : b \leq k, l \leq a\} & \text{if } a - b = 2 \end{cases}.$$

Proof. By reasoning as follows, the conclusion can be read from the poset $W^P$. When $n = 5$, the poset structure of $W^P$ is illustrated in Figure 1.

Let $v = [a, b]$. Let $u \in W^P$ be such that $u \leq v$.

If $l(u) \geq l(v) - 1$, then $u \in I(v)$.

If $l(u) = l(v) - 2$, then the Bruhat interval $[u, v]$ in $W$ contains 4 elements. $u \in I(v)$ if and only if $[u, v] \cap W^P$ contains 4 elements.

Now assume $l(u) \leq l(v) - 3$.

If $a - b \neq 1, 2$, then neither $[a - 2, b]$ nor $[a, b + 2]$ is in $I(v)$, and that at least one of them is in $W^P \cap [u, v]$. By Lemma 4.15, $u \not\in I(v)$.

If $a - b = 1$ or 2, then neither $[a - 3, b]$ nor $[a, b + 3]$ is in $I(v)$, and that at least one of them is in $W^P \cap [u, v]$ except when we are in either of the following cases:

(1) $a - b = 1$, $u = [b - 1, a + 1]$.
(2) $a - b = 2$, $u = [b, a]$.
By Lemma 4.15, \( u \notin I(v) \) unless we are in one of those two cases. The Bruhat interval \([u, v]\) in \( W \) contains 8 elements in case (1) and 6 elements in case (2). \( W^P \cap [u, v] \) contains 7 elements in case (1) and 6 elements in case (2). We conclude that \( u \notin I(v) \) in case (1) and \( u \in I(v) \) in case (2). \( \square \)

\[
\begin{align*}
\text{Figure 1. Hasse diagram of } (W^P, \leq) \text{ when } n = 5. \\
\text{(a) } I([4, 1]). \quad \text{(b) } I([3, 2]). \quad \text{(c) } I([3, 1]). \quad \text{(d) } I([1, 2]).
\end{align*}
\]

**Definition 4.17.** For \( u = [x, y] \in \widetilde{W}^P \), we now let

\[
\ell([x, y]) = \text{codim} X_{\overline{\pi}} + \int_{d(u)} c_1(T_X)
\]

\[
= \ell(\overline{\pi}) + \frac{n-1}{n} (x-\overline{x} - y + \overline{y})
\]

\[
= (n-1)(1 + \frac{x-y}{n}) + \frac{\overline{x} - \overline{y}}{n} - \chi(\overline{x} > \overline{y}),
\]

where \( T_X \) is the tangent bundle of \( X \), and \( \int_{d(u)} c_1(T_X) \) is the degree of \( q^{d(u)} \) in the (graded) quantum cohomology ring of \( X \).

For \( u, v \in W^P \), we write \( u \in I(v) \) if

\[
d(u) = d(v) \text{ and } \overline{v} \in I(\overline{v}).
\]

**Proof of Theorem 4.5.** Without loss of generality, we may assume \([i, j] \in W^P\). We will prove (21)

\[
\mathcal{O}^{[i,j]} \otimes \mathcal{O}^{[i]} = \begin{cases} 
(1 - [C_{i+1}-\epsilon_1])\Psi(\mathcal{O}^{[i,j]}) + [C_{i+1}-\epsilon_1]\Psi(\mathcal{O}^{i+1,j}) & \text{if } i + 1 \neq j \\
(1 - [C_{i+1}-\epsilon_1])\Psi(\mathcal{O}^{i,j}) + [C_{i+1}-\epsilon_1]\Psi(\mathcal{O}^{i+1,j-1} + \mathcal{O}^{i+1,j} - \mathcal{O}^{i+2,j-1}) & \text{if } i + 1 \equiv j 
\end{cases}
\]
By [9, Proposition 2.3], this is equivalent to (9). We will prove (21) by comparing the coefficient of $\mathcal{O}^w$ for $w = [a, b] \in W^P$ on both sides. Let $d = d(w) = (d_1, d_2)$.

In order to compute the coefficient of $\mathcal{O}^w$ on the right hand side of (21), we list curve neighborhoods in Table 1 through Table 5 (see Section 2.2.2).

### Table 1. Assume $i < n$ and $i + 1 \neq j$.

| $d = 0$ | $\Gamma_d(X^{[i,j], i})$ | $\Gamma_d(X^{[i+1,j], i})$ |
|---------|------------------|------------------|
| $d_1 > 0$ and $d_2 = 0$ | $X^{[1,j]}$ or $X^{[2,1]}$ | $X^{[1,j], i}$ or $X^{[2,1], i}$ |
| $d_1 = 0$ and $d_2 > 0$ | $X^{[i,n], i}$ | $X^{[i+1,n], i}$ or $X^{[n,n-1], i}$ |
| $d_1$, $d_2 > 0$ | $X^{[1,n], i}$ | $X^{[1,n], i}$ |

### Table 2. Assume $i = n$ and $j > 1$.

| $d = 0$ | $\Gamma_d(X^{[i,n], i})$ | $\Gamma_d(X^{[i+1,n], i})$ |
|---------|------------------|------------------|
| $d_1 > 0$ and $d_2 = 0$ | $X^{[1,j], i}$ | $X^{[1,j], i}$ |
| $d_1 = 0$ and $d_2 > 0$ | $X^{[n,n-1], i}$ | $\emptyset$ |
| $d_1$, $d_2 > 0$ | $X^{[1,n], i}$ | $X^{[1,n], i}$ |

When $i + 1 \neq j$, using the definition of $\Psi$ (equation (18)), Table 1, and Table 2, we see that the coefficient of $\mathcal{O}^w$ on the right-hand side of (21) equals

1. $1 - [\mathbb{C}_{\varepsilon_i - \varepsilon_1}]$ when we are in one of the following situations:
   a1) $[a, b] = [i, j]$;
   a2) $a = i < n$ and $b = n - d_2n$ for some $d_2 > 0$;
   a3) $a = i = n$ and $b = n - 1 - d_2n$ for some $d_2 > 0$;

2. $[\mathbb{C}_{\varepsilon_i - \varepsilon_1}]$ when we are in one of the following situations:
   b1) $a = i + 1 \leq n$ and $b = j$;
   b2) $a = i + 1 < n$ and $b = n - d_2n$ for some $d_2 > 0$;
   b3) $a = i + 1 = n$ and $b = n - 1 - d_2n$ for some $d_2 > 0$;

3. $1$ when we are in one of the following situations:
   c1) $a = 1 + d_1n$ for some $d_1 > 0$ and $b = j > 1$;
   c2) $a = 2 + d_1n$ for some $d_1 > 0$ and $b = j = 1$;
   c3) $a, b = [1 + d_1n, n - d_2n]$ for some $d_1$, $d_2 > 0$;

4. $0$ in all other situations.

When $i + 1 \equiv j$, using the definition of $\Psi$ (equation (18)) and Table 3 through Table 5, we see that the coefficient of $\mathcal{O}^w$ on the right-hand side of (21) equals

5. $1 - [\mathbb{C}_{\varepsilon_i - \varepsilon_1}]$ when we are in one of the following situations:
   e1) $[a, b] = [i, j]$;
   e2) $a = i < n$ and $b = n - d_2n$ for some $d_2 > 0$;
   e3) $a = i = n$ and $b = n - 1 - d_2n$ for some $d_2 > 0$;

6. $[\mathbb{C}_{\varepsilon_i - \varepsilon_1}]$ when we are in one of the following situations:
   f1) $a = i + 1 = j$ and $b = j - 1 = i$;
   f2) $a = i + 2 < n$ and $b = j$;
   f3) $a = i + 1 < n$ and $b = n - d_2n$ for some $d_2 > 0$;
Table 3. Assume $i + 1 = j < n$.

| $d$   | $\Gamma_d(X^{[i,j]})$ | $\Gamma_d(X^{[i+1,j-1]})$ | $\Gamma_d(X^{[i+2,j-1]})$ | $\Gamma_d(X^{[i+2,j-1]})$ |
|-------|------------------------|-------------------------|------------------------|------------------------|
| $d_1 > 0$ and $d_2 = 0$ | $X^{[1,j]}$ | $X^{[1,j-1]}$ or $X^{[2,1]}$ | $X^{[1,j]}$ | $X^{[1,j-1]}$ or $X^{[2,1]}$ |
| $d_1 = 0$ and $d_2 > 0$ | $X^{[i,n]}$ | $X^{[i+1,n]}$ or $X^{[n,n-1]}$ | $X^{[i+1,n]}$ or $X^{[n,n-1]}$ | $X^{[i+1,n]}$ or $X^{[n,n-1]}$ |
| $d_1, d_2 > 0$ | $X^{[1,n]}$ | $X^{[1,n]}$ | $X^{[1,n]}$ | $X^{[1,n]}$ |

Table 4. Assume $[i,j] = [n-1,n]$.

| $d$   | $\Gamma_d(X^{[n-1,n]})$ | $\Gamma_d(X^{[n-1,n-1]})$ | $\Gamma_d(X^{[n+1,n]}$ | $\Gamma_d(X^{[n+1,n-1]}$ |
|-------|------------------------|-------------------------|------------------------|------------------------|
| $d_1 > 0$ and $d_2 = 0$ | $X^{[1,n]}$ | $X^{[1,n-1]}$ | $X^{[1,n]}$ | $X^{[1,n-1]}$ |
| $d_1 = 0$ and $d_2 > 0$ | $X^{[n,n-1]}$ | $X^{[n,n-1]}$ | $X^{[n,n-1]}$ | $X^{[n,n-1]}$ |
| $d_1, d_2 > 0$ | $X^{[1,n]}$ | $X^{[1,n]}$ | $X^{[1,n]}$ | $X^{[1,n]}$ |

Table 5. Assume $[i,j] = [n,1]$.

| $d$   | $\Gamma_d(X^{[n,1]}$ | $\Gamma_d(X^{[n+1,0]}$ | $\Gamma_d(X^{[n+2,1]}$ | $\Gamma_d(X^{[n+2,0]}$ |
|-------|------------------------|------------------------|------------------------|------------------------|
| $d_1 > 0$ and $d_2 = 0$ | $X^{[2,1]}$ | $X^{[2,1]}$ | $X^{[2,1]}$ | $X^{[2,1]}$ |
| $d_1 = 0$ and $d_2 > 0$ | $X^{[n,n-1]}$ | $X^{[n,n-1]}$ | $X^{[n,n-1]}$ | $X^{[n,n-1]}$ |
| $d_1, d_2 > 0$ | $X^{[1,n]}$ | $X^{[1,n]}$ | $X^{[1,n]}$ | $X^{[1,n]}$ |

(f4) $a = i + 1 = n$ and $b = n - 1 - d_2n$ for some $d_2 > 0$;

(g) $[C_{\epsilon_k - \epsilon_1}]$ when $a = i + 2 \leq n$ and $b = j - 1 = i$;

(h) 1 when we are in one of the following situations:

(h1) $a = 1 + d_1n$ for some $d_1 > 0$ and $b = j > 1$;

(h2) $a = 2 + d_1n$ for some $d_1 > 0$ and $b = j = 1$;

(h3) $[a,b] = [1 + d_1n, n - d_2n]$ for some $d_1, d_2 > 0$;

(i) 0 in all other situations.

The coefficient of $O^w$ on the left-hand side of (21) is $I^T(O^{[i,j]}, O^{[1]}; O^{[a,b]}_{[a,b]})$, which we will now compute and compare with (a) through (i). By Corollary 4.14,

$$I^T(O^{[i,j]}, O^{[1]}; O^{[a,b]}_{[a,b]}) = \sum_{[k,l] \in I([a,b])} (-1)^{\ell([k,l]) + \ell([a,b])} I^T(O^{[i,j]}, O^{[1]}, O^{[k,l]}).$$

By Proposition 4.8,

$$I^T(O^{[i,j]}, O^{[1]}; O^{[k,l]}) = \begin{cases} 1 - [C_{\epsilon_k - \epsilon_1}] & \text{if } k = i, l \leq j \\ 1 & \text{if } k > i, l \leq j \\ 0 & \text{otherwise} \end{cases}$$
Note that $T(O_{i,j}, O_{a,b})$ is nonzero only when $l \leq j$, and in this case, the value of $T(O_{i,j}, O_{a,b}, O_{k,l})$ depends solely on $k$. Let

$$S_k = \sum_{l: [k,l] \in T(a,b)} (-1)^{\ell([k,l]) + \ell([a,b])},$$

then

$$T(O_{i,j}, O_{a,b}) = (1 - [C_{\varepsilon_i - \varepsilon_j}])S_i + \sum_{k>i} S_k.$$  \hspace{1cm} (22)

$S_k$ is easily computable using Lemma 4.16. For example, when $1 < a - 1 = b + 1 = j < n$, $S_a = (-1)^{\ell(a,b) + \ell(a,b)} + (-1)^{\ell([a,b+1]) + \ell([a,b])} = 0$.

For another example, when $a \neq 1$ and $b = 0$, $S_{a-1} = (-1)^{\ell([a-1,b]) + \ell([a,b])} = -1$ (note that $[a - 1, b + 1] \notin T(a,b)$ because $d([a - 1, b + 1]) \neq d([a,b])$). We shall consider the three cases in Lemma 4.16 separately. Table 6, Table 7, and Table 8 list values of $S_k$ in each case, respectively. When the conditions in the tables are not satisfied, $S_k = 0$.

**Table 6.** Values of $S_k$ when $\overline{\pi} - \overline{b} \neq 1, 2$.

| $k$  | 1                     |
|------|-----------------------|
| $k = a$ | either $b = n$ or $b = n - d_2$ for some $d_2 > 0$ |
| $k = a - 1$ and $a \neq 1$ | $-1$ |

Case 1: Assume $\overline{\pi} - \overline{b} \neq 1, 2$. Table 6 says that out of all $S_k$, only $S_a$ and $S_{a-1}$ can be nonzero when $a \neq 1$, and only $S_a$ can be nonzero when $a = 1$. Therefore, we can reduce (22) to a finite sum.

When $a \neq 1$, equation (22) becomes

$$T(O_{i,j}, O_{a,b}) = \begin{cases} 0 & \text{if } i > a \\ (1 - [C_{\varepsilon_i - \varepsilon_j}])S_a & \text{if } i = a \\ (1 - [C_{\varepsilon_i - \varepsilon_j}])S_{a-1} + S_a & \text{if } i = a - 1 \\ S_{a-1} + S_a & \text{if } i < a - 1 \end{cases}.$$  \hspace{1cm} (23)

By Table 6, $S_a$ and $S_{a-1}$ are nonzero only when either $b = j$ or $b = n - d_2n$ for some $d_2 > 0$, and in either case they are 1 and $-1$, respectively. Therefore, $T(O_{i,j}, O_{a,b})$ equals

1. $1 - [C_{\varepsilon_i - \varepsilon_j}]$ when $[a,b] = [i,j]$;
2. $1 - [C_{\varepsilon_i - \varepsilon_j}]$ when $a = i < n$ and $b = n - d_2n$ for some $d_2 > 0$;
3. $[C_{\varepsilon_i - \varepsilon_j}]$ when $a = i + 1 \leq n$ and $b = j$;
4. $[C_{\varepsilon_i - \varepsilon_j}]$ when $a = i + 1 < n$ and $b = n - d_2n$ for some $d_2 > 0$;
5. 0 otherwise.

When $\overline{\pi} - \overline{b} \neq 1, 2$ and $a \neq 1$, the situations $(a1), (a2), (b1), (b2), (d), (e1), (e2), (f3)$, and (i) are realizable while the other ones are not. In all realizable situations, the value of $T(O_{i,j}, O_{a,b})$ agrees with the coefficient of $O_w$ on the right hand side of (21).

By Table 6, when $a = 1$, equation (22) becomes

$$T(O_{i,j}, O_{a,b}) = \begin{cases} 0 & \text{if } i > a \\ (1 - [C_{\varepsilon_i - \varepsilon_j}])S_a & \text{if } i = a = 1 \\ S_a & \text{if } i < a \end{cases}.$$  \hspace{1cm} (24)

Substituting values for $S_a$, we get that $T(O_{i,j}, O_{a,b})$ equals

$$T(O_{i,j}, O_{a,b}) = \begin{cases} 0 & \text{if } i > a \\ (1 - [C_{\varepsilon_i - \varepsilon_j}])S_a & \text{if } i = a = 1 \\ S_a & \text{if } i < a \end{cases}.$$  \hspace{1cm} (24)
are realizable

When \( a \equiv 1 \), the situations (a1), (a2), (c1), (c3), (d), (e1), (e2), (h1), (h3), and (i) are realizable while the other ones are not. In all realizable situations, the value of \( I^T(O[i:j], O[1]; O'[a,b]) \) agrees with the coefficient of \( O^w \) on the right-hand side of (21).

Table 7. Values of \( S_k \) when \( \bar{a} - \bar{b} = 1 \).

| \( k \) | \( b = j \) | either \( b = j - 1 \geq 1 \) or \( b = n - 1 - d_2n \) for some \( d_2 > 0 \) |
|-------|-----------|-------------------------------------------------|
| \( k = a \) | 1 | 1 |
| \( k = a - 1 \) | 0 | -1 |
| \( k = a - 2 \) and \( a \neq 2 \) | -1 | 0 |

Case 2: Assume \( \bar{a} - \bar{b} = 1 \). By Table 7, when \( a \neq 2 \), equation (22) becomes

\[
I^T(O[i:j], O[1]; O'[a,b]) = \begin{cases} 
0 & \text{if } i > a \\
(1 - [C_{\xi_{i-\xi_1}}])S_a & \text{if } i = a \\
(1 - [C_{\xi_{i-\xi_1}}])S_{a-1} + S_a & \text{if } i = a - 1 \\
(1 - [C_{\xi_{i-\xi_1}}])S_{a-2} + S_{a-1} + S_a & \text{if } i = a - 2 \\
S_{a-2} + S_{a-1} + S_a & \text{if } i < a - 2 
\end{cases}
\]

Substituting values for \( S_k \), we get that \( I^T(O[i:j], O[1]; O'[a,b]) \) equals

1. \( 1 - [C_{\xi_{i-\xi_1}}] \) when \( [a, b] = [i, j] \) and \( i - j = 1 \);
2. \( 1 - [C_{\xi_{i-\xi_1}}] \) when \( a = i = n \) and \( b = n - 1 - d_2n \) for some \( d_2 > 0 \);
3. \( [C_{\xi_{i-\xi_1}}] \) when \( a = i + 1 = j \) and \( b = j - 1 = i \);
4. \( [C_{\xi_{i-\xi_1}}] \) when \( a = i + 1 = n \) and \( b = n - 1 - d_2n \) for some \( d_2 > 0 \);
5. \( [C_{\xi_{i-\xi_1}}] \) when \( a = i + 2 \leq n \) and \( b = i + 1 = j \);
6. 0 otherwise.

When \( \bar{a} - \bar{b} = 1 \) and \( a \neq 2 \), the situations (a1), (a3), (b3), (d), (e3), (f1), (f2), (f4), and (i) are realizable while the other ones are not. In all realizable situations, the value of \( I^T(O[i:j], O[1]; O'[a,b]) \) agrees with the coefficient of \( O^w \) on the right-hand side of (21).

When \( a \equiv 2 \), we have \( b \equiv 1 \). By Table 7, equation (22) becomes

\[
I^T(O[i:j], O[1]; O'[a,b]) = \begin{cases} 
0 & \text{if } i > a \\
(1 - [C_{\xi_{i-\xi_1}}])S_a & \text{if } i = a = 2 \\
(1 - [C_{\xi_{i-\xi_1}}])S_{a-1} + S_a & \text{if } i = a - 1 = 1 \\
S_{a-1} + S_a & \text{if } i < a - 1 \\
1 - [C_{\xi_{i-\xi_1}}] & \text{if } [i, j] = [a, b] = [2, 1] \\
[C_{\xi_{i-\xi_1}}] = 1 & \text{if } [i, j] = [1, 2] \text{ and } [a, b] = [2, 1] \\
1 & \text{if } a = 2 + d_1n \text{ for some } d_1 > 0 \text{ and } b = j = 1 \\
0 & \text{otherwise}
\end{cases}
\]

When \( a \equiv 2 \) and \( b \equiv 1 \), the situations (a1), (c2), (d), (f1), (h2), and (i) are realizable while the other ones are not. In all realizable situations, the value of \( I^T(O[i:j], O[1]; O'[a,b]) \) agrees with the coefficient of \( O^w \) on the right-hand side of (21).
Table 8. Values of $S_k$ when $a - b = 2$.

| $k = a$ | $b = j$ | $b = j - 1$ ≥ 1 |
|---------|---------|-----------------|
|         | 1       | 0               |
| $k = a - 1$ | −1     | −1              |
| $k = a - 2$ | 0       | 1               |

Case 3: Assume $a - b = 2$. By Table 8, equation (22) becomes

$$I^T(\mathcal{O}^{[i,j]}, \mathcal{O}^{[1]}, \mathcal{O}_{[a,b]}^{\vee}) = \begin{cases} 0 & \text{if } i > a \\ (1 - [C_{\varepsilon_1 - \varepsilon_1}])S_a & \text{if } i = a \\ (1 - [C_{\varepsilon_1 - \varepsilon_1}])S_{a-1} + S_a & \text{if } i = a - 1 \\ (1 - [C_{\varepsilon_1 - \varepsilon_1}])S_{a-2} + S_{a-1} + S_a & \text{if } i = a - 2 \\ S_{a-2} + S_{a-1} + S_a & \text{if } i < a - 2 \\ 1 - [C_{\varepsilon_1 - \varepsilon_1}] & \text{if } [a,b] = [i,j] \text{ and } i - j = 2 \\ [C_{\varepsilon_1 - \varepsilon_1}] & \text{if } a = i + 1 ≤ n \text{ and } b = j = i - 1 \\ -[C_{\varepsilon_1 - \varepsilon_1}] & \text{if } a = i + 2 ≤ n \text{ and } b = j - 1 = i \\ 0 & \text{otherwise} \end{cases}$$

In this case, the situations (a1), (b1), (d), (e1), (g), and (i) are realizable while the other ones are not. In all realizable situations, the value of $I^T(\mathcal{O}^{[i,j]}, \mathcal{O}^{[1]}, \mathcal{O}_{[a,b]}^{\vee})$ agrees with the coefficient of $\mathcal{O}^w$ on the right-hand side of (21).

Equations (21) and therefore (9) follows. Applying Lemma 4.3 and Lemma 4.1 produces (10). □

As a consequence, we have the following algorithm that recursively expresses $\mathcal{O}^{[i,j]}$ as a polynomial in $\mathcal{O}^{[1]}$, $\mathcal{O}^{[2]}$, $q_1$, $q_2$ with coefficients in $K^T(pt)$ for all $[i,j] \in W^P$.

**Algorithm 4.18.**

**Case 1:** Assume $i < j = n$ or $i > j + 1$.

$$\mathcal{O}^{1,n} = 1; \quad \mathcal{O}^{[i,j]} = [C_{\varepsilon_1 - \varepsilon_{i-1}}](\mathcal{O}^{[1]} - 1) \star \mathcal{O}^{[i-1,j]} + \mathcal{O}^{[i-1,j]} \text{ when } i > 1.$$

**Case 2:** Assume $i < j < n$.

$$\mathcal{O}^{[i,j]} = [C_{\varepsilon_{j+1} - \varepsilon_n}](\mathcal{O}^{[2]} - 1) \star \mathcal{O}^{[i,j+1]} + \mathcal{O}^{[i,j+1]}.$$

**Case 3:** Assume $i = j + 1$.

$$\mathcal{O}^{[i,j]} = [C_{\varepsilon_{j+1} - \varepsilon_n}](\mathcal{O}^{[2]} + [C_{\varepsilon_n - \varepsilon_1}] - 1) \star \mathcal{O}^{[j,i]} - \mathcal{O}^{[j,j-1]} + \mathcal{O}^{[i,j-1]}.$$

There is a conjecture (see [9] for example) about the positivity of structure constants in $QK_T(G/P)$. In the case of incidence varieties, [9, Conjecture 2.2] specializes to the following statement.

**Conjecture 4.19.** For $u, v, w \in \widetilde{W}^P$, let $N_{u,v}^w$ be the coefficient of $\mathcal{O}^w$ in the product $\mathcal{O}^u \star \mathcal{O}^v$ in $QK_T(X)_q$, then

$$(-1)^{\ell(u)+\ell(v)+\ell(w)}N_{u,v}^w \in \mathbb{N}[\{C_{\varepsilon_{r+1} - \varepsilon_r} - 1 : r = 1, \ldots, n - 1\}].$$

It follows from Theorem 4.5 that the conjecture holds when $\mathcal{O}^v$ is (a power of $q$ times) the class of a Schubert divisor. Equivalently:

**Corollary 4.20.** For $u, w \in \widetilde{W}^P, k = 1, 2$, let $N_{u,k}^w$ be the coefficient of $\mathcal{O}^w$ in the product $\mathcal{O}^u \star \mathcal{O}^{[k]}$ in $QK_T(X)_q$, then

$$(-1)^{\ell(u)+1+\ell(w)}N_{u,k}^w \in \mathbb{N}[\{C_{\varepsilon_{r+1} - \varepsilon_r} - 1 : r = 1, \ldots, n - 1\}].$$
Proof. Without loss of generality, we may assume \( u = [i, j] \in W^P \). One checks that when \( i + 1 \neq j \),
\[
\ell([i + 1, j]) = \ell([i, j - 1]) = \ell([i, j]) + 1;
\]
when \( i + 1 \equiv j \),
\[
\ell([i + 1, j - 1]) = \ell([i + 2, j]) = \ell([i, j - 2]) = \ell([i, j]) + 1,
\]
\[
\ell([i + 2, j - 1]) = \ell([i + 1, j - 2]) = \ell([i, j]) + 2.
\]
Since one can write \([C_{\varepsilon_1 \varepsilon_1}] - 1, [C_{\varepsilon_1 \varepsilon_2}], [C_{\varepsilon_2 \varepsilon_2}] - 1, [C_{\varepsilon_2 \varepsilon_1}]\) as polynomials with positive coefficients in the classes \([C_{\varepsilon_r \varepsilon_r}] - 1, (9)\) and \((10)\) are positive.

Let \( f : \{id\} \to T \) be the trivial group homomorphism. By Section 4.1, \( f^* : K^T(X) \to K(X) \) has the property that for \( \sigma_1, \ldots, \sigma_m \in K^T(X) \),
\[
I_d(f^* \sigma_1, \ldots, f^* \sigma_m) = f^* I_d^T(\sigma_1, \ldots, \sigma_m).
\]
This implies that the Chevalley formula for non-equivariant quantum \( K \)-theory of \( X \) can be obtained by replacing all the \([C_{\varepsilon_r \varepsilon_r}]\) with 1 in Theorem 4.5.

Corollary 4.21. In \( QK(X)_q \), for \([i, j] \in \widetilde{W}^P \),
\[
O^{[i, j]} \star O^{[1]} = \begin{cases} O^{[i+1, j]} & \text{if } i + 1 \neq j \\ O^{[i+1, j-1]} + O^{[i+2, j]} - O^{[i+2, j-1]} & \text{if } i + 1 \equiv j. \end{cases}
\]
\[
O^{[i, j]} \star O^{[2]} = \begin{cases} O^{[i, j-1]} & \text{if } i + 1 \neq j \\ O^{[i, j-1]} + O^{[i+1, j-1]} - O^{[i, j-2]} & \text{if } i + 1 \equiv j. \end{cases}
\]

Using [31, Theorem 2.18] with the projection \( p_1 : X \to \mathbb{P}^{n-1} \), we recover the following Chevalley formula for the equivariant quantum \( K \)-theory of projective spaces, which is a special case of [9, Theorem 3.9], [37, Theorem I], and [36, Theorem 8].

Notation 4.22. Let
\[
O^k = \begin{cases} O_{V,(x_1,\ldots,x_k)} \in K^T(\mathbb{P}^{n-1}) & \text{if } 0 \leq k < n \\ qO^{k-n} & \text{if } n \leq k < 2n, \end{cases}
\]
where \( x_1, \ldots, x_n \) are the homogeneous coordinates of \( \mathbb{P}^{n-1} \).

Corollary 4.23. In \( QK_T(\mathbb{P}^{n-1}) \), for \( k = 1, \ldots, n \),
\[
O^{k-1} \star O^1 = (1 - [C_{\varepsilon_k \varepsilon_1}])O^{k-1} + [C_{\varepsilon_k \varepsilon_1}]O^k.
\]

5. Quantum \( K \)-theoretic Littlewood–Richardson Rule

The goal of this section is to prove the following closed formula for quantum \( K \)-theoretic Littlewood–Richardson coefficients as well as some corollaries.

Theorem 5.1. In \( QK(X) \), for \([i, j], [k, l] \in W^P \),
\[
O^{[i, j]} \star O^{[k, l]} = \begin{cases} O^{[x, y]} & \text{if } x - y < n[\chi(i > j) + \chi(k > l)] \\ O^{[x, y]} + O^{[x+1, y]} - O^{[x+1, y-1]} & \text{if } x - y \geq n[\chi(i > j) + \chi(k > l)]. \end{cases}
\]
where \( x = i + k - 1, y = j + l - n \).

Remark 5.2. When \( i = j + 1 \), we have
\[
O^{[j+1, j]} \star O^{[k, l]} = O^{[j+k, j+l-n]} \quad \text{and} \quad \ell([j+1, j]) + \ell([k, l]) = \ell([j+k, j+l-n]),
\]
where \( \ell([j+k, j+l-n]) \) is computed by Definition 4.17. These are exactly the Seidel products and the same formula holds in quantum cohomology, see [4,11,19].
Example 5.3. Some products in $\mathcal{O}(\text{Fl}(1, 4; 5))$ are as follows:

\[ \mathcal{O}^{[1,3]} \star \mathcal{O}^{[1,5]} = \mathcal{O}^{[1,3]}; \]
\[ \mathcal{O}^{[1,2]} \star \mathcal{O}^{[2,1]} = \mathcal{O}^{[2,-2]} = q_2 \mathcal{O}^{[2,3]}; \]
\[ \mathcal{O}^{[2,1]} \star \mathcal{O}^{[5,1]} = \mathcal{O}^{[6,-3]} = q_1 q_2 \mathcal{O}^{[1,2]}; \]
\[ \mathcal{O}^{[1,2]} \star \mathcal{O}^{[3,5]} = \mathcal{O}^{[3,1]} + \mathcal{O}^{[4,2]} - \mathcal{O}^{[4,1]}; \]
\[ \mathcal{O}^{[2,3]} \star \mathcal{O}^{[4,5]} = \mathcal{O}^{[5,2]} + \mathcal{O}^{[6,3]} - \mathcal{O}^{[6,2]} = \mathcal{O}^{[5,2]} + q_1 \mathcal{O}^{[1,3]} - q_1 \mathcal{O}^{[1,2]}; \]
\[ \mathcal{O}^{[1,2]} \star \mathcal{O}^{[1,2]} = \mathcal{O}^{[1,-2]} + \mathcal{O}^{[2,-1]} - \mathcal{O}^{[2,-2]} = q_2 \mathcal{O}^{[1,3]} + q_2 \mathcal{O}^{[2,4]} - q_2 \mathcal{O}^{[2,3]}; \]
\[ \mathcal{O}^{[1,2]} \star \mathcal{O}^{[5,1]} = \mathcal{O}^{[5,-3]} + \mathcal{O}^{[6,-2]} - \mathcal{O}^{[6,-3]} = q_2 \mathcal{O}^{[5,2]} + q_1 q_2 \mathcal{O}^{[1,3]} - q_1 q_2 \mathcal{O}^{[1,2]}; \]
\[ \mathcal{O}^{[3,1]} \star \mathcal{O}^{[5,1]} = \mathcal{O}^{[7,-4]} + \mathcal{O}^{[8,-3]} - \mathcal{O}^{[8,-4]} = q_1 q_2 \mathcal{O}^{[3,2]} + q_1 q_2 \mathcal{O}^{[2,1]} - q_1 q_2 \mathcal{O}^{[3,1]}. \]

We will use [17, Lemma 2.1], which is restated below.

Lemma 5.4. Let $R$ be an associative ring with unit 1. Let $S \subset R$ be a subset that generates $R$ as a $\mathbb{Z}$-algebra. Let $M$ be a left $R$-module. Let $\mu : R \times M \to M$ be any $\mathbb{Z}$-bilinear map. Assume that for all $r \in R$, $s \in S$, and $m \in M$ we have:

1. $\mu(1, m) = m$;
2. $\mu(rs, m) = \mu(r, sm)$.

Then $\mu(r, m) = rm$ for all $r \in R$ and $m \in M$.

We will also use the following lemma.

Lemma 5.5. Let $[a, b] \in W^p$. When $a + 1 \neq b$, we have:

\[ -n < a - b - n\chi(a > b) < -1; \]
\[ a + 1 - n\chi(a + 1 > b) = a + 1 - n\chi(a > b). \]

When $a + 1 \equiv b$, we have:

\[ a + 1 - b = n\chi(a > b); \]
\[ a + 1 - b - 1 + n - 1 = n\chi(a + 1 > b - 1); \]
\[ a + 2 - b + n - 1 = n\chi(a + 2 > b); \]
\[ a + 2 - b - 1 + n - 2 = n\chi(a + 2 > b - 1). \]

Proof.

\[ a - b - n\chi(a > b) = \begin{cases} a - b & \text{if } a < b \\ a - b - n & \text{if } a > b \end{cases} \]

This implies (24) and (26).

Assume $a + 1 \neq b$.

\[ a + 1 - n\chi(a + 1 > b) = \begin{cases} a + 1 - n\chi(a + 1 > b) & \text{if } a < n \\ 1 & \text{if } a = n \end{cases}. \]

In either case, it is equal to $a + 1 - n\chi(a > b)$. This proves (25).

Assume $a + 1 \equiv b$.

\[ a + 2 - b - 1 + n - 2 = \begin{cases} a + 1 - b + n = n & \text{if } a + 1 = b \\ 0 & \text{if } [a, b] = [n, 1] \end{cases}. \]
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In either case, it is equal to \( n\chi(a + 1 > b - 1) \). This proves (27).

\[
\overline{a + 2 - b + n - 1} = \begin{cases} 
\frac{a + 1 - b + n = n}{n} & \text{if } [a, b] = [n, 1] \\
0 & \text{if } [a, b] = [n - 1, n] 
\end{cases}
\]

In all cases, it is equal to \( n\chi(a + 2 > b) \). This proves (28).

\[
\overline{a + 2 - b - 1} + n - 2 = \begin{cases} 
\frac{a + 1 - b + n = n}{n} & \text{if } a + 1 = b < n \\
0 & \text{if } [a, b] = [n, 1] \text{ or } [n - 1, n] 
\end{cases}
\]

In either case, it is equal to \( n\chi(a + 2 > b - 1) \). This proves (29).

\[\square\]

Proof of Theorem 5.1. Define a \( K^T(\text{pt})((q_1, q_2))\)-bilinear map

\[
\mu : QK(X)_q \times QK(X)_q \to QK(X)_q
\]

so that for \([i, j], [k, l] \in \overline{W}^P\),

\[
\mu(O^{[i, j]}, O^{[k, l]}) = \begin{cases} 
O^{[x, y]} & \text{if } x \equiv y \equiv 1 \\
O^{[x, y - 1]} + O^{[x + 1, y]} - O^{[x + 1, y - 1]} & \text{if } x \equiv y \equiv 1
\end{cases}
\]

where \( x = i + k - 1, y = j + l - n \). By Lemma 5.4, it suffices to show that for all \([i, j], [k, l] \in \overline{W}^P\),

(1) \( \mu(O^{[1, n]}, O^{[k, l]}) = O^{[k, l]} \);

(2) \( \mu(O^{[i, j]} \star O^{[a]}, O^{[k, l]}) = \mu(O^{[i, j]}, O^{[a]} \star O^{[k, l]}) \) for \( a = 1, 2 \).

(1) follows easily. Direct verification shows that \( \mu \) is compatible with \( \varphi^* : QK(X) \to QK(X) \). Therefore, for (2), it suffices to show

\[(30) \quad \mu(O^{[i, j]} \star O^{[1]}, O^{[k, l]}) = \mu(O^{[i, j]}, O^{[1]} \star O^{[k, l]}).\]

We now prove (30) case by case.

Case 1: Assume \( i + 1 \neq j \) and \( k + 1 \neq l \).

\[
\mu(O^{[i, j]} \star O^{[1]}, O^{[k, l]}) = \mu(O^{[i + 1, j]}, O^{[k, l]}); \quad \mu(O^{[i, j]}, O^{[1]} \star O^{[k, l]}) = \mu(O^{[i, j]}, O^{[k + 1, l]}).
\]

To show that

\[
\mu(O^{[i + 1, j]}, O^{[k, l]}) = \mu(O^{[i, j]}, O^{[k + 1, l]}),
\]

it suffices to show that

\[(i + 1 - j + k - l + n - 1) - n[\chi(i + 1 > j) + \chi(k > l)]\]

and

\[(i - j + k + 1 - l + n - 1) - n[\chi(i > j) + \chi(k + 1 > l)]\]

cannot have the same sign. By (25), they are both equal to

\[i - j + k - l + n - n[\chi(i > j) + \chi(k > l)].\]

Case 2: Assume \( i + 1 \neq j \) and \( k + 1 \equiv l \).

\[
\mu(O^{[i, j]} \star O^{[1]}, O^{[k, l]}) = \mu(O^{[i + 1, j]}, O^{[k, l]});
\]

\[
\mu(O^{[i, j]}, O^{[1]} \star O^{[k, l]}) = \mu(O^{[i, j]}, O^{[k + 1, l - 1]} + O^{[k + 2, l]} - O^{[k + 2, l - 1]}).
\]

We have

\[(i + 1 - j + k - l + n - 1) - n[\chi(i + 1 > j) + \chi(k > l)] = i - j - n\chi(i > j) + n - 1 \geq 0,
\]

where the equality follows from (25) and (26), and the inequality follows from (24). Therefore,

\[
\mu(O^{[i + 1, j]}, O^{[k, l]}) = O^{[i + k, j + l - n - 1]} + O^{[i + k + 1, j + l - n]} - O^{[i + k + 1, j + l - n - 1]}.
\]
On the other hand, by (27) and (24), we have
\[ i - j + k + 1 - \overline{k+1} + n - 1 = i - j + n\chi(k+1 > \overline{k+1}) < n[\chi(i > j) + \chi(k+1 > \overline{k+1})]; \]
by (28) and (24), we have
\[ i - j + k + 2 - l + n - 1 = i - j + n\chi(k+2 > l) < n[\chi(i > j) + \chi(k+2 > l)]; \]
by (29) and (24), we have
\[ i - j + k + 2 - \overline{l-1} + n - 1 = i - j + n\chi(k+2 > \overline{l-1}) < n[\chi(i > j) + \chi(k+2 > \overline{l-1})]. \]
Therefore,
\[
\begin{align*}
&\mu(\mathcal{O}^{[i,j]}, \mathcal{O}^{[k+1,l-1]} + \mathcal{O}^{[k+2,l]} - \mathcal{O}^{[k+2,l-1]}) \\
&=\mathcal{O}^{[i+k,j+l-n-1]} + \mathcal{O}^{[i+k+1,j+l-n]} - \mathcal{O}^{[i+k+1,j+l-n-1]} \\
&=\mu(\mathcal{O}^{[i+1,j]}, \mathcal{O}^{[k,l]}).
\end{align*}
\]
Case 3: Assume \( i + 1 \equiv j \) and \( k + 1 \equiv l \). This follows from Case 2 by commutativity.

Case 4: Assume \( i + 1 \equiv j \) and \( k + 1 \equiv l \).

\[
\begin{align*}
&\mu(\mathcal{O}^{[i,j]} \ast \mathcal{O}^{[1]}, \mathcal{O}^{[k,l]}) = \mu(\mathcal{O}^{[i+1,j-1]}, \mathcal{O}^{[k,l]}), \\
&\mu(\mathcal{O}^{[i,j]}, \mathcal{O}^{[1]} \ast \mathcal{O}^{[k,l]}) = \mu(\mathcal{O}^{[i,j]}, \mathcal{O}^{[k,l]}),
\end{align*}
\]
and
\[
\mu(\mathcal{O}^{[i+2,j-1]}, \mathcal{O}^{[k,l]}) = \mu(\mathcal{O}^{[i,j]}, \mathcal{O}^{[k+2,l]}).
\]
By (27) and (26), we have
\[ \overline{i+1} - j - k + l + n - 1 = n[\chi(i+1 > \overline{j-1}) + \chi(k > l)] - 1 \]
and
\[ i - j + k + 1 - \overline{k+1} + n - 1 = n[\chi(i > j) + \chi(k+1 > \overline{k+1})] - 1. \]
Identity (31) then follows from the definition of \( \mu \). By (28) and (26), we have
\[ i + 2 - j + k + 1 - l + n - 1 = n[\chi(i+2 > j) + \chi(k > l)] - 1 \]
and
\[ i - j + k + 2 - l + n - 1 = n[\chi(i > j) + \chi(k+2 > l)] - 1, \]
which imply (32). By (29),
\[ \overline{i+2} - j - \overline{l-1} + k - l + n - 1 = n[\chi(i+2 > \overline{j-1}) + \chi(k > l)] \]
and
\[ i + k + 2 - j - \overline{l-1} + n - 1 = n[\chi(i > j) + \chi(k+2 > \overline{l-1})]. \]
Identity (33) follows. \( \square \)

**Corollary 5.6.** For \( d \in H_2(X^+), \) a general \( g \in G, \) and \( u, v, w \in W^P, \) the variety \( M_d(g,X^u,X^v,X_w) \) has arithmetic genus 0 whenever it is non-empty.

The following was proven independently in [46]: for \( d \in H_2(X^+), \) a general \( g \in G, \) and \( u, v, w \in W^P, \) the variety \( M_d(g,X^u,X^v,X_w) \) is rationally connected.

To prove Corollary 5.6, we shall need the following simple lemma. Recall from Definition 4.9 that for \( [x,y] \in W^P \) and \( d \geq d([x,y]), \) we define \( \Gamma_d(X[x,y]) = \Gamma_{d'}(X[x,y]), \) where \( d' = (d_1',d_2') = d - d([x,y]) \geq 0. \)
Lemma 5.7. Let \( z \in W^P \), \( [x, y] \in \overline{W}^P \), and \( d = (d_1, d_2) \in H_2(X) \) be such that \( X^z = \Gamma_d(X[x, y]) \). Then for \([a, b] \in W^P\),

\[
z \leq [a, b] \iff x \leq a + d_1 n \text{ and } y \geq b - d_2 n.
\]

Proof. We prove the equivalent statement that

\[
z \leq [a, b] \iff \overline{x} \leq a + d_1 n \text{ and } \overline{y} \geq b - d_2 n.
\]

Note that for \([a, b], [a', b'] \in W^P\),

\[
[a', b'] \preceq [a, b] \text{ if and only if } a' \leq a \text{ and } b' \geq b.
\]

If \( \overline{x} > a + d'_1 n \), then we must have \( \overline{x} > a \) and \( d'_1 = 0 \). Then by Section 4.1, \( z \not\leq [a, b] \). Similarly, if \( \overline{y} < b - d'_2 n \), then \( z \not\leq [a, b] \).

Conversely, assume \( \overline{x} \leq a + d'_1 n \) and \( \overline{y} \geq b - d'_2 n \). Then one checks using Section 2.2.2 that \( z \leq [a, b] \).

\[\square\]

Proof of Corollary 5.6. We will prove the equivalent statement that

\[
I_d(O^u, O^v, O_w) = \chi(O_{M_d(g, X^u, X^v, X_w)}) = 1 \text{ whenever } M_d(g, X^u, X^v, X_w) \neq \emptyset,
\]

where the first equality uses [13, Section 4.1] and the references therein.

We have

\[
I_d(O^u, O^v, O_w) = \sum_{z \in W^P: z \leq w} I_d(O^u, O^v, O_z^v),
\]

and

\[
\sum_{z \in W^P: z \geq 0} I_d(O^u, O^v, O_z^v) q^d \delta^z = O^{u} \otimes O^v = \Psi(O^u \ast O^v).
\]

Assume \( M_d(g, X^u, X^v, X_w) \neq \emptyset \). Let \( d = (d_1, d_2) \). Then

\[
M_{d_c}(g, p_c(X^u), p_c(X^v), p_c(X_w)) \neq \emptyset \text{ for } c = 1, 2.
\]

Let \( u = [i, j], v = [k, l], w = [a, b] \). By dimension count, (36) implies that

\[
x := i + k - 1 \leq a + d_1 n \text{ and } y := j + l - n \geq b - d_2 n.
\]

Case 1: \( x - y < n[\chi(i > j) + \chi(k > l)] \). By Theorem 5.1,

\[
\Psi(O^u \ast O^v) = \Psi(O^{[x, y]}).
\]

Let \( X^{z_0} = \Gamma_d(X^{[x, y]}) \). By (35), (38), and (18),

\[
I_d(O^u, O^v, O_z^v) = \delta_{zz_0}.
\]

By Lemma 5.7, condition (37) is equivalent to \( z_0 \leq w \). By (34) and (39),

\[
I_d(O^u, O^v, O_w) = 1.
\]

Case 2: \( x - y \geq n[\chi(i > j) + \chi(k > l)] \). By Theorem 5.1,

\[
\Psi(O^u \ast O^v) = \Psi(O^{[x, y - 1]} + O^{[x + 1, y - 1]} - O^{[x + 1, y - 1]}).
\]

Let \( \Gamma_d(X^{[x, y - 1]}) = X^{z_1}, \Gamma_d(X^{[x + 1, y - 1]}) = X^{z_2}, \text{ and } \Gamma_d(X^{[x + 1, y - 1]}) = X^{z_3}. \) By (35), (40), and (18),

\[
I_d(O^u, O^v, O_z^v) = \delta_{zz_1} + \delta_{zz_2} - \delta_{zz_3}.
\]

By Lemma 5.7, (34), and (41) we have:

1. if \( x + 1 \leq a + d_1 n \) and \( y - 1 \geq b - d_2 n \), then \( z_1, z_2, z_3 \leq w \), and \( I_d(O^u, O^v, O_w) = 1 + 1 - 1 = 1; \)

2. if \( x = a + d_1 n \) and \( y - 1 \geq b - d_2 n \), then \( z_1 \leq w \) and \( z_2, z_3 \leq w \), and \( I_d(O^u, O^v, O_w) = 1; \)
(3) if \( x + 1 \leq a + d_1 n \) and \( y = b - d_2 n \), then \( z_2 \leq w \) and \( z_1, z_3 \not\leq w \), and

\[
I_d(\mathcal{O}^u, \mathcal{O}^v, \mathcal{O}_w) = 1.
\]

In view of (37), the only remaining possibility is

\[
(42) \quad x = a + d_1 n, \quad y = b - d_2 n.
\]

Assuming (42), \( M_d(g.X^u, X^v, X_w) \neq \emptyset \) implies by dimension count that

\[
d_1 + d_2 + \chi(a > b) \leq \chi(i > j) + \chi(k > l) \leq \frac{x - y}{n}.
\]

Therefore, \( n \chi(a > b) \leq a - b \), which is a contradiction. \( \square \)

In the non-equivariant case, positivity is verified by Theorem 5.1 as follows. First, recall from Definition 4.17 that for \( [x, y] \in W^P \), we let

\[
\ell([x, y]) = x - y - 1 + n - \chi(\overline{X} > \overline{Y}) - d_1 - d_2, \quad \text{where} \quad (d_1, d_2) = d([x, y]).
\]

**Corollary 5.8.** For \( u, v \in W^P \), \( w \in \widehat{W}^P \), let \( N^w_{u,v} \) be the coefficient of \( \mathcal{O}^w \) in the product \( \mathcal{O}^u \star \mathcal{O}^v \) in \( QK(X) \), then

\[
(-1)^{\ell(u) + \ell(v) + \ell(w)} N^w_{u,v} \in \mathbb{N}.
\]

**Proof.** Let

\[
u = [i, j], \quad v = [k, l], \quad x = i + k - 1, \quad y = j + l - n.
\]

By Theorem 5.1, it suffices to show that

1. when \( x - y < n[\chi(i > j) + \chi(k > l)] \),

\[
\ell(u) + \ell(v) + \ell([x, y]) \quad \text{is even};
\]

2. when \( x - y \geq n[\chi(i > j) + \chi(k > l)] \),

\[
\ell(u) + \ell(v) + \ell([x, y - 1]) \quad \text{and} \quad \ell(u) + \ell(v) + \ell([x + 1, y]) \quad \text{are even};
\]

\[
\ell(u) + \ell(v) + \ell([x + 1, y - 1]) \quad \text{is odd}.
\]

Note that

\[
\ell(u) + \ell(v) = x - y - 1 + n - [\chi(i > j) + \chi(k > l)].
\]

First assume

\[
x - y < n[\chi(i > j) + \chi(k > l)].
\]

It suffices to show that

\[
(43) \quad \chi(i > j) + \chi(k > l) + \chi(\overline{X} > \overline{Y}) + d_1 + d_2 \quad \text{is even}.
\]

When \( i > j \) and \( k > l \), we have

\[
n < x - y = \overline{X} - \overline{Y} + n(d_1 + d_2) < 2n
\]

and therefore, either

\[
\overline{X} > \overline{Y} \quad \text{and} \quad d_1 + d_2 = 1
\]

or

\[
\overline{X} < \overline{Y} \quad \text{and} \quad d_1 + d_2 = 2.
\]

When \( i > j \) and \( k < l \), or, \( i < j \) and \( k > l \), we have

\[
0 < x - y = \overline{X} - \overline{Y} + n(d_1 + d_2) < n
\]

and therefore, either

\[
\overline{X} > \overline{Y} \quad \text{and} \quad d_1 + d_2 = 0
\]

or

\[
\overline{X} < \overline{Y} \quad \text{and} \quad d_1 + d_2 = 1.
\]
When \( i < j \) and \( k < l \), we have

\[-n < x - y = \overline{x} - \overline{y} + n(d_1 + d_2) < 0\]

and therefore

\[\overline{x} < \overline{y} \text{ and } d_1 + d_2 = 0.\]

In all cases, (43) holds.

Now assume

\[x - y \geq n[\chi(i > j) + \chi(k > l)].\]

One checks that

\[\ell([x, y - 1]) = \ell([x + 1, y]) = \ell([x + 1, y - 1]) - 1.\]

Therefore, it suffices to show that

\[\ell(u) + \ell(v) + \ell([x, y - 1]) \text{ is even.}\]

The proof of this is completely analogous and is therefore omitted.

For the quantum cohomology and quantum \( K \)-theory of all homogeneous spaces \( G/P \), it is known that there is a unique minimal power of the quantum parameters \( q \) that appear with nonzero coefficient in the product of any two given Schubert classes. This minimal power is the same in quantum cohomology and quantum \( K \)-theory, and corresponds to the minimal degree of a stable curve connecting opposite Schubert varieties [12]. For the quantum cohomology of cominuscule flag varieties, it is known that the powers of \( q \) that appear with nonzero coefficients in the product of any two given Schubert classes form an interval between two degrees [10, 44]. However, this is not true for the quantum cohomology of complete flag varieties. A counterexample is the product of \([Y^{164532}]\) with itself in the quantum cohomology ring of \( Y = \text{Fl}(6) \), where the maximal powers of \( q \) with nonzero coefficients are not unique and the powers of \( q \) with nonzero coefficients do not form an interval [10]. For the quantum \( K \)-theory of type \( A \) complete flag varieties, it is known that there is a unique maximal power of \( q \) that appear with nonzero coefficient in the product of a Schubert divisor class and a Schubert class; however, the powers of \( q \) that appear with nonzero coefficients don’t always form an interval [40]. It remains an open problem whether there is always a unique maximal power of \( q \) that appear with nonzero coefficient in the product of two given Schubert classes in the quantum \( K \)-theory ring of a homogeneous space. In the case of incidence varieties, it is immediate from Theorem 5.1 that:

**Corollary 5.9.** In \( QK(X) \), for \( u, v \in W^P \), the powers of \( q \) that appear with nonzero coefficients in \( \mathcal{O}^u \star \mathcal{O}^v \) form an interval between two degrees.

Using [31, Theorem 2.18] with the projection \( p_1 : X \to \mathbb{P}^{n-1} \), we get the following closed formula for quantum \( K \)-theoretic Littlewood–Richardson coefficients for projective spaces, stated in terms of Notation 4.22. This is a special case of [13, Theorem 5.4].

**Corollary 5.10.** In \( QK(\mathbb{P}^{n-1}) \), for \( a, b \in \{0, \ldots, n-1\} \),

\[\mathcal{O}^a \star \mathcal{O}^b = \mathcal{O}^{a+b}.\]

In particular, the quantum \( K \)-theory ring and quantum cohomology rings are isomorphic for projective spaces.
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