Automatic COVID-19 detection from X-ray images using ensemble learning with convolutional neural network

Amit Kumar Das · Sayantani Ghosh · Samiruddin Thunder · Rohit Dutta · Sachin Agarwal · Amlan Chakrabarti

Received: 26 July 2020 / Accepted: 1 March 2021 / Published online: 19 March 2021
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2021

Abstract

COVID-19 continues to have catastrophic effects on the lives of human beings throughout the world. To combat this disease it is necessary to screen the affected patients in a fast and inexpensive way. One of the most viable steps towards achieving this goal is through radiological examination, Chest X-Ray being the most easily available and least expensive option. In this paper, we have proposed a Deep Convolutional Neural Network-based solution which can detect the COVID-19 +ve patients using chest X-Ray images. Multiple state-of-the-art CNN models—DenseNet201, Resnet50V2 and Inceptionv3, have been adopted in the proposed work. They have been trained individually to make independent predictions. Then the models are combined, using a new method of weighted average ensembling technique, to predict a class value. To test the efficacy of the solution we have used publicly available chest X-ray images of COVID +ve and –ve cases. 538 images of COVID +ve patients and 468 images of COVID –ve patients have been divided into training, test and validation sets. The proposed approach gave a classification accuracy of 91.62% which is higher than the state-of-the-art CNN models as well the compared benchmark algorithm. We have developed a GUI-based application for public use. This application can be used on any computer by any medical personnel to detect COVID +ve patients using Chest X-Ray images within a few seconds.
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1 Introduction

Coronavirus, as confirmed by WHO [1], records the first official case in Wuhan, the largest metropolitan area of the Hubei province in China. It has already taken several thousands of lives till date and has millions of confirmed cases across the world. An epidemic that took the shape of a pandemic, has a catastrophic effect on the health and welfare of the global population. This has caused Severe Acute Respiratory Syndrome coronavirus (SARS-CoV) and the infirmity is known as coronavirus disease 2019 (acronym COVID-19) [2]. This coronavirus belongs to the same family as that of SARS and MERS, but with a more virulent and aggressive nature (2019-nCoV). This contagious infection spreads much faster (through respiratory droplet infection) than other normal flu.

Right now, the majority of tests being used to diagnose COVID-19 are genetic tests known as Reverse Transcription Polymerase Chain Reaction (RT-PCR) [3]. These tests are very accurate. Even if there is only a tiny amount of virus in the patient sample, it can be detected and measured. However, it is worth noting that the PCR test is very complicated, time-consuming, and costly. So not all healthcare facilities have the ability to perform it. Perceiving these limitations, a stand-in approach to detect the disease can be radiography scanning, where chest radiography images can be analyzed to detect the presence of, or
the symptoms of the novel coronavirus. Studies show that viruses belonging to this family demonstrate significant manifestation in radiographic images [4–11]. Therefore, it can be said that classification with the help of radiographic images, such as chest X-ray (CXR), can be accurate but at the same time much faster and less expensive than the PCR test. Furthermore, chest X-rays are economical than other radiological tests like CT scans and available in almost every clinic.

The only perceived challenge in CXR-based detection of COVID-19 patients is that trained doctors may not be available all the time, especially in remote areas. Also, the radiological manifestations related to COVID-19 are new and unfamiliar with many experts not having past experience with COVID-19 positive patient CXRs. So, we have proposed a simple and inexpensive deep learning-based technique to classify COVID-19 +ve and –ve cases using CXR images. Using this technique a near-accurate detection of COVID-19 positive patients can be done in a few seconds. As a part of this research, we have also contributed a tool that can be used to detect COVID-19 positive patients. Even in the absence of a radiologist or if there is any difference in opinions of the doctors, this deep learning-based tool will always give an opinion without the need for human intervention. In this article, with the data available from open sources we have shown the efficacy of the proposed tool in terms of classification accuracy and sensitivity. It has also been compared with an existing benchmark work.

Few works have used only the individual deep learning techniques with CXR images [4, 12, 13] to make COVID-19 +ve and –ve prediction. One work has attempted to develop a custom network [5]. But our work is focused on using multiple state-of-the-art deep learning models and then ensembling them to achieve better accuracy. It is based on the simple philosophy that an ensemble of multiple models provides better performance compared to individual models [14].

The remaining part of the paper is organized as follows:

- Section 2 lays down the related research, their approaches and their methodology.
- Section 3 contains details about our proposed technique along with some context around the state-of-the-art models that we have used.
- In Section 4 we have discussed the experimental set-up used in our research.
- Section 5 presents the experimental results including classification accuracy, sensitivity and F1-score obtained from the proposed work.
- Finally in Sect. 6, the paper has been concluded with a summary of the outcome of our research.

## 2 Related works

Computer vision has found prominent usage in medical diagnosis. It is useful in the medical fields that require visual checks like dermatology. Computer vision is used as a tool to diagnose whether a skin abnormality is an early potential indicator of skin cancer. It is also used to detect other issues within the body, especially in the tissues, blood vessels, joints, etc. It is used in ophthalmology to diagnose diseases like diabetic retinopathy, thus helping to prevent blindness. It has also shown great success in surgeries as well as therapies. Computer vision solutions use various types of medical imaging e.g., Computed Tomography scan (CT scan), Magnetic resonance imaging (MRI), Positron Emission Tomography scan (PET scan), ultrasound and Chest X-Ray (CXR) images.

Studies show that medical images help in improving the analysis of the presence of viruses in the lungs. In multiple works, deep learning-based techniques have been developed to identify pneumonia [15, 16], different classes of thoracic diseases [8, 9, 17], skin cancer [18], haemorrhage classification [19], etc. from medical images. Some of these works have given promising results with relatively simple architecture [8].

In a work by Singh et al. [20], a convolutional neural network (CNN) model has been used to identify COVID-19 patients with the help of CT scan images. There are several more research works to detect the presence of the COVID-19 virus in the human lungs with the help of a CT scan [11, 20–23]. In the work by Yan et al. [11], a multi-task, self-supervised AI model has been developed for the diagnosing of the COVID-19 virus in human lungs with the help of CT scan images, with an accuracy of 89%. Automatic segmentation and quantification of the lungs are done by Shan et. al. [21]. Li et al. [22] describe a fully automatic framework to detect coronavirus affected lungs from chest CT scan images and differentiated it from other lung diseases. However, Ng et al. [24] and Huang et al. [25] have concluded that CXR images are better than any other means in the detection of COVID-19 because of their promising results along with the availability of CXR machines and their low maintenance cost.

There have been multiple works done by researchers in the area of COVID-19 patient detection using CXR images [4, 5, 7, 12, 26–32]. In one such work by Makris et al. [4], transfer learning has been used with the Inception-v3 network to classify normal, pneumonia and COVID-19 patients using CXR images. Another work by Mangal et al. [6] has used the DenseNet with ChexNet architecture to segregate normal subjects, bacterial and viral pneumonia patients and COVID-19 patients. Rahimzadeh et al. [7] has used a concatenated Xception and ResNet50V2. Another
A work by Xu et al. [26] has used ResNet to detect viral pneumonia and COVID-19 patients. Unavailability of a large number of image data of COVID-19+ patients is a challenge faced by most researchers working in this area. Development of COVIDGAN for the generation of data artificially has been done in a work by Waheed et al. [33]—which in turn will help in improved COVID-19 detection.

Apart from using individual state-of-the-art deep learning models, there has been one work by Wang et al. [5] which has developed a custom architecture termed as COVIDNet architecture for the classification of COVID-19 patients, healthy subjects and pneumonia patients. This custom network, designed using a lightweight projection-expansion-projection-extension (PEPX) design pattern, has demonstrated a classification accuracy of 94%—a result that outperforms laboratory testing.

As can be observed, most of the works related to COVID-19 detection from CXR images have utilized individual deep learning models e.g., DenseNet, ResNet, Xception, etc. [12, 27, 28]. None of the works have tried to combine the models to multiply their capability of classification. Various works done on Ensemble Learning with Deep Neural Networks show that ensembling learning methods are superior in prediction than an individual model and also helps in preventing overfitting [34]. In [35], a weighted average of the output probabilities has been introduced as a method for ensembling. It is found to be better than the unweighted average. In another work Cheng et al. [36], the relative performance of the different ensemble methods with Convolutional Neural Networks like unweighted average, majority voting, Bayes Optimal Classifier, and Super Learner has been compared.

In this research, we have proposed a new method to ensemble three state-of-the-art CNN models—DenseNet201, ResNet50V2, and Inceptionv3 to classify COVID-19+ve patients from CXR images.

3 Proposed approach

In real life, we always prefer to come up with a medical diagnosis based on multiple medical expert views. The combined opinion of the medical experts helps in reaching a more reliable conclusion. Following the same philosophy, multiple benchmark CNN models have been adopted in our proposed work. They have been trained individually to make independent predictions. Then the models are combined, using a new method of weighted average ensembling technique, to predict a class value. This newly proposed ensembling method is expected to make the prediction more robust. Our proposed work comprises of three pre-trained CNN models—DenseNet201 [37], ResNet50V2 [38] and Inceptionv3 [39]. The biggest advantage of Dense Convolution Network or DenseNet, shown in Fig. 1, is that it requires comparatively fewer parameters than similar types of traditional CNN. An additional reason to choose DenseNet is that each layer takes the feature maps of all preceding layers as inputs. This helps to strengthen feature propagation and encourages feature reuse.

ResNet50V2, shown in Fig. 3, is a contemporary convolutional network which addresses the vanishing or exploding gradient problems by the use of “residual blocks” in the architecture. In a residual network, multiple residual blocks

Fig. 1 DenseNet architecture
[37]
stacked up one after another. Each residual block, shown in Fig. 2, is formed of short-cut connections skipping one or more layers. Resnet50V2 uses the pre-activation of weight layers.

The Inception model, shown in Fig. 5, is a powerful model that can accomplish very high accuracy to extract the features and classify images based on those features. Inceptionv3 has a 48-layer deep architecture consisting of 11 inception modules. Each inception module, shown in Fig. 4, consists of convolution filters, pooling layers, and ReLU (Rectified Linear Unit) activation function. As a means of regularization, before a fully connected layer, a dropout of 0.6 is added.

One salient point in our proposed approach is that we have used a new weighted average based ensembling method to combine individual CNN models. In this method, if one model, say ResNet50V2, is performing better than the other two models i.e., having lower validation error, it is assigned a higher weight so that its contribution in deciding the class value is higher. Assuming the accuracy percentage of the i-th model as $a_i$, the validation error is $(100 - a_i)$. We define a factor $k_i$ as below:

1. $d_i = 100 - a_i$  \hfill (1)
2. $D = \sum d_i^2$  \hfill (2)
3. $k_i = \frac{d_i^2}{D}$  \hfill (3)

Weight of the i-th network is defined as:

4. $w_i = \frac{1}{k_i^2} \sum \frac{1}{k_i^2}$  \hfill (4)

Let us assume that the output from the neural networks is of the form $[y_0, y_1]$, where $y_0$ denotes the probability of Class 0 and $y_1$ denotes the probability of Class 1. Let the predictions...
from the three different models be of the form \([y_{01}, y_{11}], [y_{02}, y_{12}],[y_{03}, y_{13}]\) for models 1, 2 and 3, respectively. Let the weights calculated using the proposed method mentioned in Eq. 4 be \([w_1, w_2, w_3]\) for the models, respectively. Then the weighted probability is calculated as:

\[
\text{Average} = \left[ \frac{w_1 \times y_{01} + w_2 \times y_{02} + w_3 \times y_{03}}{w_1 + w_2 + w_3}, \frac{w_1 \times y_{11} + w_2 \times y_{12} + w_3 \times y_{13}}{w_1 + w_2 + w_3} \right]
\]

The overall proposed approach, as summarized in Fig. 6, includes:

- Consolidate CXR images for healthy subjects, patients having pneumonia or other bacterial infection and COVID patients from different sources.
- Retain only frontal CXR images.
- Resize images to a uniform size.
- Divide the images into three portions—training, testing and validation datasets. One small portion is retained as validation set to test the efficacy of the trained model while the remaining portion is divided into 5 folds. Each time one separate fold is picked up as test data and the remaining folds as training data.
- While dividing the images into training, testing and validation sets, ensure that there is no patient overlap i.e., different images of the same patient is not present in multiple sets.
- Train the models - DenseNet201, ResNet50V2, and Inceptionv3 using training set images and do the loss minimization based on the test set images. Calculate the weights of the 5-fold cross validation based on the test set.
- Run the trained models on the validation set images and select class label value 0 or 1 based on weighted average ensembling of the 3 models.
4 Materials and methods

4.1 Dataset generation

For this research work, we have collected the images from different open sources [40–46]. These open-source public datasets contain CXR images of COVID-19 positive patients, patients having pneumonia and other infections and healthy subjects, primarily collected from European countries. This data contain CXR images of different patients from which only the frontal images are considered and lateral images are discarded. This is because our region of interest is the lungs and lungs can be better examined with a frontal view than a lateral one. The original set of CXR images are labeled as COVID-19, Pneumonia, and Normal. However, for this work, we have segregated the images into two broad categories—COVID-19 POSITIVE (referred to as class 0) and COVID-19 NEGATIVE (referred to as class 1). For Class 0 there are 538 images similar to images shown in Fig. 7 whereas for Class 1 there are 468 images of COVID negative patients similar to images in Fig. 8.

Fig. 7 CXR images of COVID-19 positive subjects [45]
4.2 Pre-processing

The consolidated images are first normalized and resized into $224 \times 224$ shaped images. Then the images are shuffled and split into training, test and validation data. The training data have 771 images where 438 images are for class 0 and 333 images are for class 1. The test data have 118 images where 43 images are for class 0 and 75 images for class 1. Similarly, the validation data have 117 images where 57 images are for class 0 and 60 images for class 1. To ensure effective training, we have adopted 5-fold cross validation while splitting the set of images. While a fixed set of images have been selected as validation data, the images for training and test datasets have been selected by splitting the combined set of images (i.e., training and test images combined) into 5 folds and picking up a different fold each time as the test set. Five iterations have been executed, one with each fold of test data and corresponding training data. However, if there are two or more images of the same patient, it is ensured that those images are either marked as training data or as test data—but not in both. In case the same patient’s images are kept both in training and test data, there is a possibility that the results will be overly promising because of patient overlap. With this, the image folders are ready for training the model followed by testing the efficacy of the trained model (see Table 1).

| Dataset     | COVID +ve (class 0) | COVID –ve (class 1) | Total |
|-------------|---------------------|---------------------|-------|
| Training    | 438                 | 333                 | 771   |
| Testing     | 43                  | 75                  | 118   |
| Validation  | 57                  | 60                  | 117   |

4.3 Tools used

We have used Google Colab GPU (Tesla K80 12GB GDDR5 VRAM), Python 3.7 and TensorFlow 2.2.0. For the implementation of CNN, the deep learning library of TensorFlow 2.2.0 is used, and the training and the testing procedures are done in the Google Colab platform.

4.4 Performance metrics

To evaluate the performance of the proposed approach, the metrics adopted are classification accuracy, sensitivity and $F_1$-score, measured as follows:

Classification accuracy $= \frac{TP + TN}{TP + TN + FP + FN}$

Sensitivity $= \frac{TP}{TP + FN}$

$F_1$ Score $= \frac{2 \times \text{sensitivity} \times \text{precision}}{\text{sensitivity} + \text{precision}}$

where TP stands for True Positive, FP for False Positive, FN for False Negative and TN for True Negative. In a confusion matrix, the COVID-19 +ve cases that are correctly classified by the model are termed as True Positive and incorrectly classified as COVID –ve are termed as False Negative. Similarly, COVID –ve subjects classified correctly are termed as True Negative and incorrectly classified as COVID +ve are termed as False Negative.

4.5 Compared benchmark

In this paper, we have proposed a new weighted average based ensemble technique. However, alongside the results from the individual networks used in the ensemble, we have also compared the results from the proposed algorithm with another contemporary work on COVID-19 detection from X-ray images [7] which has used a concatenation of benchmark CNNs (henceforth referred to as ‘Concatenated network’). This gives a good
Fig. 9 Fold-wise training and testing loss of DenseNet201, ResNet50V2 and Inceptionv3
understanding of how the proposed algorithm performs compared to the benchmark CNNs which it has ensembled as well as compared to recent work in the same space.

5 Experiments and results

All the models have been trained for 60 epochs with Early Stopping callbacks (patience = 10 epochs). Adam optimizer, a combination of SGD with momentum and RMSProp, is used for faster convergence with the parameters as learning rate $\alpha = 0.0001$, $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 1 \times 10^{-7}$. The same optimizer is used for all three models and then

Fig. 10  Confusion matrix for the model outputs trained across different Folds
the models are saved as .h5 files. The time taken for model training is – 31 s/epoch for DenseNet201 and 17 s/epoch for each of the models ResNet50V2 and Inceptionv3. In Fig. 9 the gradual change in loss (both training as well as validation) through the epochs have been depicted for all the three models DenseNet201, ResNet50V2 and Inceptionv3.

Figure 10 presents the confusion matrix for the performance of different models trained across different folds. As can be observed, the proposed ensemble model gives the most consistent performance as well as one of the best performances with high true positive and true negative counts both for COVID +ve as well as for COVID –ve images.

Table 2 presents the count of correctly and incorrectly classified COVID +ve and COVID –ve images. It can be observed that the number of correctly classified COVID +ve images is consistently high for the proposed algorithm. Table 3 shows the summarization of accuracy, sensitivity and $F_1$-score of the state-of-the-art CNN model, the competing benchmark algorithm and our proposed model. It is evident from the summary that the performance of our proposed solution is better than the other models in terms of accuracy. Also, it gives a consistently high value of sensitivity for both COVID +ve and COVID –ve cases. This demonstrates the robustness of the model.

Also, to demonstrate the efficacy of the proposed ensemble based algorithm, a comparison of the proposed algorithm with a number of recent works on COVID detection using Chest X-Ray images have been presented in Table 4. It can be observed that the proposed method integrates the capabilities of state-of-the-art deep learning models to yield comparable or better results that the works where vanilla state-of-the-art deep learning models have been used [12, 27, 28]. Some of the new methods [29–31] show very promising results, though they may suffer from criticism due to the small size of the data used in the experimental set-up.

### 5.1 The prototype Tool

Based on the proposed solution, a simple desktop tool for the detection of COVID-19 positive and negative cases has been developed. This allows any medical personnel to browse a chest X-ray image and feeding it to the application. The application, in turn, will execute the model proposed in this work and provide the label for the given Chest X-Ray image.
As a result, this will detect the COVID +ve and COVID –ve cases along with their probabilities as shown in Fig. 11. This can be used on platforms like Windows, Mac, and Linux. This interface can be used in any COVID-19 testing centers or other health facilities for the fast detection of the disease. This ready to use tool along with the underlying code for data preparation and model training is available publicly at https://github.com/CUIEMCOVIDProject/COVID-19-Detection-Using-Ensemble-Learning.

### Table 3 Summary of overall performance

| Fold | Model           | Accuracy (%) | COVID+ sensitivity (%) | COVID– sensitivity (%) | COVID+ F1-Score (%) | COVID– F1-Score (%) | AUC-Score (%) |
|------|-----------------|--------------|------------------------|------------------------|---------------------|---------------------|--------------|
| 1    | InceptionV3     | 88.03        | 89.47                  | 86.67                  | 87.93               | 88.14               | 88.07        |
|      | Resnet50V2      | 89.74        | 96.49                  | 83.33                  | 90.16               | 89.29               | 89.91        |
|      | DenseNet201     | 90.60        | 94.74                  | 86.67                  | 90.76               | 90.43               | 90.70        |
|      | Concatenated network | 88.89    | 89.47                  | 88.33                  | 88.70               | 89.08               | 88.90        |
|      | Proposed approach | 92.31     | 96.49                  | 88.33                  | 92.44               | 92.17               | 92.41        |
| 2    | InceptionV3     | 90.60        | 92.98                  | 88.33                  | 90.60               | 90.60               | 90.66        |
|      | Resnet50V2      | 90.60        | 94.74                  | 86.67                  | 90.76               | 90.43               | 90.70        |
|      | DenseNet201     | 91.45        | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
|      | Concatenated network | 92.31    | 92.98                  | 91.67                  | 92.17               | 92.44               | 92.32        |
|      | Proposed approach | 91.45     | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
| 3    | InceptionV3     | 90.60        | 89.47                  | 91.67                  | 90.27               | 90.91               | 90.57        |
|      | Resnet50V2      | 90.60        | 94.74                  | 86.67                  | 90.76               | 90.43               | 90.70        |
|      | DenseNet201     | 91.45        | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
|      | Concatenated network | 92.31    | 92.98                  | 91.67                  | 92.17               | 92.44               | 92.32        |
|      | Proposed approach | 91.45     | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
| 4    | InceptionV3     | 91.45        | 91.23                  | 91.67                  | 91.23               | 91.67               | 91.45        |
|      | Resnet50V2      | 92.31        | 96.49                  | 88.33                  | 92.44               | 92.17               | 92.41        |
|      | DenseNet201     | 91.45        | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
|      | Concatenated network | 90.60    | 92.98                  | 88.33                  | 90.60               | 90.60               | 90.66        |
|      | Proposed approach | 91.45     | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
| 5    | InceptionV3     | 91.45        | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
|      | Resnet50V2      | 92.31        | 94.74                  | 90.00                  | 92.31               | 92.31               | 92.37        |
|      | DenseNet201     | 90.60        | 92.98                  | 88.33                  | 90.60               | 90.60               | 90.66        |
|      | Concatenated network | 89.74    | 91.23                  | 88.33                  | 89.66               | 89.83               | 89.78        |
|      | Proposed approach | 91.45     | 94.74                  | 88.33                  | 91.53               | 91.38               | 91.54        |
| Average | InceptionV3    | 90.43        | 91.58                  | 89.33                  | 90.31               | 90.54               | 90.46        |
|      | Resnet50V2      | 91.11        | 95.44                  | 87.00                  | 91.28               | 90.93               | 91.22        |
|      | DenseNet201     | 91.11        | 94.39                  | 88.00                  | 91.19               | 91.03               | 91.19        |
|      | Concatenated network | 90.60    | 92.28                  | 89.00                  | 90.53               | 90.66               | 90.64        |
|      | Proposed approach | 91.62     | 95.09                  | 88.33                  | 91.71               | 91.54               | 91.71        |

### 6 Conclusion

Fast and timely detection of COVID +ve patients is necessary to avoid spreading the disease and keeping it in control. This research work has been done to detect the COVID +ve patients from Chest X-Ray images in a simple and inexpensive way. In the work proposed in this paper, three state-of-the-art deep learning models have been adopted and ensembled. The proposed model has achieved a classification accuracy of 91.62%. Even more important fact is it yields a sensitivity of around 95% for COVID +ve cases i.e., out of 100 COVID +ve patients, more than 95 can be correctly diagnosed by our proposed model. It is believed that this research work along with the GUI interface will
### Table 4: Comparative study of previous works in COVID detection using Chest X-ray images

| Related work                  | Number of CXR images included                                                                 | Evaluation method       | Accuracy   | Sensitivity | Specificity | Classification method used | Overall summary                                                                                                                                                                                                 |
|-------------------------------|-----------------------------------------------------------------------------------------------|-------------------------|------------|-------------|-------------|-----------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Apostolopoulos et al. [12]    | 1,428 (COVID = 224, Pneumonia = 700, Normal = 504)                                            | 10-fold validation      | 90.5% (± 6.97%) | 41% (± 50.5%) | 99% (± 1.2%) | VGG 19, Mobile Net v2, Inception, Xception, Inception Resnet v2 | Comparison of existing state-of-the-art CNN models; High on accuracy and very high specificity. There seems to be some issues mentioned in the reported sensitivity data. |
| Duran-Lopez et. Al. [32]      | 6,926 (COVID = 2,589, Normal = 4,337)                                                          | 5-fold cross validation | 94.43%     | 92.53%      | 96.33%      | New Method - COVID-Xnet    | New method - COVID-Xnet proposed. Demonstrates high accuracy, sensitivity and specificity. However, number of images used is quite low.                                                                                   |
| Jain, R et al. [27]            | 6,432 (COVID = 576, Pneumonia = 4,273, Normal = 1,583)                                        | Train: Test = 5467 : 965 | 95.3% (+ / - 2.1%) | Normal - 92.7% (± 5%), Pneumonia - 99.3%, COVID-92.3% (± 2.5%) | 98.2% (± 1.2%) | Inception V3, Xception, ResNeXt | Comparison of existing state-of-the-art CNN models; Demonstrates high accuracy, sensitivity and very high specificity.                                                                                      |
| Khan et al. [29]               | 594 (COVID = 284, Normal = 310)                                                               | 4-fold cross validation | 95.3% (± 4.9%) | 97.5% (± 1.1%) | 98.60%      | New method - CoroNet (Xception) | New method - CoroNet proposed. Demonstrates high accuracy, sensitivity and specificity.                                                                                                                           |
| Mahmud et. al. [31]            | 610 (COVID = 305, Normal = 305)                                                               | 5-fold cross validation | 97.40%     | 97.80%      | 94.70%      | Stacked Multi-Resolution CovXNet | New method - CovXNet proposed. Demonstrates very high accuracy, sensitivity and specificity. However, number of images used is quite low.                                                                     |
| Minaee et al. [28]             | 5,184 (COVID = 184, Normal = 5,000)                                                           | Train: Test = 2084 : 3100 | 90.89% (± 1.9%) | 98% (± 2.7%)  | 87.1% (± 1.7%) | ResNet18, ResNet50, SqueezeNet, and DenseNet-121 | Comparison of existing state-of-the-art CNN models; Demonstrates very high on sensitivity.                                                                                                                      |
help the doctors to detect the affected patients with the help of computer-aided analysis, that too within a few seconds. We believe that this will significantly add value to the medical field.
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