Non-invasive imaging of object behind strongly scattering media via cross-spectrum
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We develop a method based on the cross-spectrum of an intensity-modulated CW laser, which can extract a signal from an extremely noisy environment and image objects hidden in strongly scattering media. We theoretically analyzed our scheme and performed the experiment by scanning the object placed in between two ground glass diffusers. The image of the object is retrieved by collecting the amplitudes at the modulation frequency of all the cross-spectra. Our method is non-invasive, easy-to-implement, and can work for both static and dynamic media.

II. THEORETICAL DESCRIPTION OF THE METHOD

The experimental setup is shown in Fig. 1. A CW laser (633 nm, QPhotonics, QFBGLD-633-30PM) is intensity-modulated by an electro-optic modulator (EOM: Thorlabs, EO-AM-NR-C1) at frequency \( f_{\text{mod}} = 1 \) MHz. An objective lens (L1: Nikon, plan fluor, 10X/0.30, WD 17.5) is used to focus the modulated light onto the object plate (O: Thorlabs, R3L1S4N resolution test target) where the letter “1X” is transparent (height: \( \sim 2.3 \) mm; width: \( \sim 3.3 \) mm; width of transparent region: \( \sim 0.36 \) mm). The object plate is sandwiched in situ between a pair of ground glass diffusers (GGDs: Thorlabs, DG10-220) of 220 grit (average grit diameter \( d_{\text{grit}} = 53 \) \( \mu \)m). The GGD serves as the strongly scattering medium in our experiment, as widely used in variety of imaging scenarios \( \sim 3 \) mm, \( \sim 5 \) mm in size without the GGD, and is estimated to be \( \sim 25 \) \( \mu \)m when GGD1 is present. A second lens (L2: \( f = 150 \) mm) is placed behind GDD2 to collect the scattered light. The distance between the object and each diffuser is \( \sim 5 \) mm (we note here that the distance cannot be too small due to the shower-curtain effect \( \sim 5 \) mm). The GGDs can be either kept static or moved back and forth together by a motorized stage. The output light is split into two arms by a beam splitter (BS), which are then measured by two photodetectors (PDs: Thorlabs, PDA 10A) respectively, where the two PDs are put at the focal plane of the lens. The data is then sent to a computer to generate images of the object. The object is scanned pixel-by-pixel with an appropriate step size to resolve the region of interest. We note here that, due to the low incident laser power (\( \sim 2 \) \( \mu \)W) and strong scattering from the two GGDs (\( \sim 75 \) \( nW \) at the detector plane), the laser power measured at each PD is buried in the electronic and environmental noise.

We first outline a brief theoretical description of the cross-spectrum method \( \sim 3 \) mm, \( \sim 5 \) mm. As shown in Fig. 1, a Cartesian
FIG. 1: Schematic of the experimental setup. We use a modulated CW laser for illumination. The object is sandwiched between two GGDs. Signal at each detector is made to be much lower than the noise level. EOM: electro-optic modulator; L: lens; GGD: ground glass diffuser; O: object; BS: beam splitter; PD: photodetector. The Cartesian coordinate is located in the center of L1 with z-axis pointing along the propagation direction of the light. \( z_1 \) and \( z_2 \) are the distances between L1 and the two PDs, respectively.

coordinate system is placed in the center of L1, with the z-axis pointing along the propagation direction of the light. A collimated incident beam of radius \( \sigma \) is focused by L1 with focal length \( f_1 \). The scattering centers on GGD1 will produce a random electric field at distance \( z \) with the form

\[
E(\rho_z, z, t) = \frac{-i k}{2\pi} A(z - z_0) \times \\
\int d^2 \rho_z E(\rho_z, z, t) R(\rho_z) G(\rho_z - \rho_z; z - z_0),
\]

where \( \rho_z = (x_z, y_z) \) is the position vector in the plane at distance \( z \) from L1, \( k \) is the wave vector, \( R(\rho_z) \) describes GGD1 as a phase plate due to the scattering centers at \( \rho_z \), which imprint the random phase profile on the propagating field. \( E(\rho_z, z, t) \) is the profile of the field at the left surface of GGD1, which is given by

\[
E(\rho_z, z, t) = E_d E_0(t) e^{-i(\rho_z \cdot \mathbf{x}_z - k z)}
\times \exp\left\{-\frac{E_d}{2} \left(\frac{i k}{f_1} + \frac{1}{2 \sigma^2}\right) \rho_z^2\right\},
\]

where \( E_d = \frac{k^2}{2 \pi \sigma^2 \sqrt{2 \pi}} \), \( E_0(t) = \sqrt{I_0} \cos \frac{2 \pi f_{\text{mod}} t}{v_0} \) expresses a sinusoidal-modulation of light intensity \( I_0 \) at frequency \( f_{\text{mod}} \), and \( v_0 \) is the frequency of the laser. We also define \( A(z) = e^{i k z} / z \) and \( G(\alpha; \beta) = e^{i \beta \alpha^2 / 2} \). \( \rho_z = (x_z, y_z) \) is the position vector in the receiver plane at distance \( z \) from L1.

The integration in Eq. (1) is performed over the illumination area on GGD1.

When the step size is made roughly about the same size as the focal spot after GGD1, and much smaller as compared to the object size, the object is considered as a point, i.e., the sample transparency can be considered constant for each scanning point. We can model the object as a transmission function \( T(\rho_z) \) where \( \rho_{\text{obj}} = (x_{\text{obj}}, y_{\text{obj}}) \) is the position vector in the object plane. Upon passing through the object, being scattered by GGD2, and being collected by L2, the field at the two detectors is found to be

\[
E(\rho_{\text{obj}}, z_j, t) = \frac{-i k}{2\pi} \tilde{A} \int d^2 \rho_{\text{obj}} d^2 \rho_{\text{obj}} d^2 \rho_{\text{obj}} d^2 \rho_{\text{obj}} \times E(\rho_{\text{obj}}, z_j, t) R(\rho_{\text{obj}}) R(\rho_{\text{obj}}) T(\rho_{\text{obj}}) \\
\times G(\rho_{\text{obj}} - \rho_{\text{obj}}, z_j - z_j) G(\rho_{\text{obj}} - \rho_{\text{obj}}, z_j - z_j) \\
\times G(\rho_{\text{obj}} - \rho_{\text{obj}}, z_j - z_j) G(\rho_{\text{obj}} - \rho_{\text{obj}}, z_j - z_j),
\]

where \( \tilde{A} = A(z_j - z_0) A(z_j - z_0) A(z_j - z_0) \) describes the random phase profile due to scattering on GGD2. \( G(-\rho_{\text{obj}}; z_j) \) is the propagation factor of L2.

The total signals measured by the two photodetectors for each scanning position centered at \( \rho_{\text{obj}} \) can be expressed as

\[
S(\rho_{\text{obj}}, z_j, t) = I(\rho_{\text{obj}}, z_j, t) + \beta_j N(t),
\]

where \( I(\rho_{\text{obj}}, z_j, t) = E(\rho_{\text{obj}}, z_j, t) E^*(\rho_{\text{obj}}, z_j, t) \) is the intensity at detector \( j \), \( N(t) \) is a white noise distribution that models all the noise due to detectors and environment, and \( \beta_j \) is the amplitude of the noise at detector \( j \). It follows that the time-domain cross-correlation is given by

\[
C(\rho_{\text{obj}}, \tau) = \int_0^\tau dt S^*(\rho_{\text{obj}}, z_j, t) S(\rho_{\text{obj}}, z_j, t + \tau),
\]

where \( \tau \) is the measurement time. We further assumed that the correlations between intensity and noise vanish since they are uncorrelated. On substituting from Eq. (4) into Eq. (5), we obtain

\[
C(\rho_{\text{obj}}, \tau) = \int_0^\tau dt \langle I(\rho_{\text{obj}}, z_j, t) I(\rho_{\text{obj}}, z_j, t + \tau) \rangle \\
+ \beta_1 \beta_2 \int_0^\tau dt \langle N(t) N(t + \tau) \rangle.
\]

The intensity correlation in the first term of Eq. (6) can be expressed as

\[
\langle I(\rho_{\text{obj}}, z_j, t) I(\rho_{\text{obj}}, z_j, t + \tau) \rangle \\
= \langle E(\rho_{\text{obj}}, z_j, t) E^*(\rho_{\text{obj}}, z_j, t) \rangle \times \langle E(\rho_{\text{obj}}, z_j, t + \tau) \rangle
\]

where \( E(\rho_{\text{obj}}, z_j, t) \) is given by Eq. (3). Since the scattering centers are independent of each other and satisfy Gaussian statistics, the random phase term \( R(\rho_{\text{obj}}) \) obeys

\[
\langle R(\rho_{\text{obj}}) R^*(\rho_{\text{obj}}') \rangle = \delta(\rho_{\text{obj}} - \rho_{\text{obj}}')
\]

and

\[
\langle R(\rho_{\text{obj}}) R^*(\rho_{\text{obj}}') R^*(\rho_{\text{obj}}'') \rangle \\
= \delta(\rho_{\text{obj}} - \rho_{\text{obj}}') \delta(\rho_{\text{obj}}' - \rho_{\text{obj}}'') + \delta(\rho_{\text{obj}} - \rho_{\text{obj}}') \delta(\rho_{\text{obj}}' - \rho_{\text{obj}}''')
\]
where \( i = a, c \) and \( \delta (\rho - \rho') \) is the delta function. The second term in Eq. (6) is given by [41]

\[
\int_0^T d\tau \langle N(i) N(t+\tau) \rangle = \delta (\tau) .
\] (10)

Upon substituting Eq. (2), (3), and (7)–(10) into Eq. (6), we obtain after carrying out the integrations

\[
C (\rho_a, \tau) \propto T |T (\rho_a)|^4 \cos (2\pi f_{mod} \tau) + \beta_1\beta_2 \delta (\tau) .
\] (11)

It follows from Eq. (11) that the cross-spectrum is

\[
\Gamma (\rho_a, \omega) = \int_{-\infty}^{\infty} C (\rho_a, \tau) e^{j\omega \tau} d\tau
\]

\[= \Gamma_0 T |T (\rho_a)|^4 \delta (\omega - 2\pi f_{mod}) + \beta_1\beta_2,
\] (12)

where \( \Gamma_0 = (\frac{4\pi^2}{k^2}) \frac{\langle |\rho_a|^4 \rangle}{\langle \delta \rangle} \). The cross-spectrum is a sum of frequency peak signal multiplied by \( |T (\rho_a)|^4 \) and uniform noise background. Note the object ("1X") can be represented by \( |T (\rho_a)|^4 \). Scanning the object and recording \( S_1(t) \) and \( S_2(t) \) at every position \( \rho_a \), we can calculate the cross-spectrum as a function of the position. A heat map of \( \Gamma (\rho_a, \omega = 2\pi f_{mod}) \) will produce an image of the object, because \( |T (\rho_a)|^4 \) serves as a "mask" that modulates the amplitudes of the cross-spectrum from position to position as indicated in Eq. (12), and the shape of the object is finally encoded in \( \Gamma (\rho_a, \omega = 2\pi f_{mod}) \). Furthermore, the larger the integration time \( T \) is, the greater the amplitude of the frequency peak will be; while, the noise is independent of \( T \). This suggests that, by increasing \( T \), the signal-to-noise ratio can be enhanced. Therefore, even though the output signal may undergo strongly scattering and is below the noise level of the detectors, this method can still reconstruct the image of the target.

### III. EXPERIMENTAL RESULTS

To demonstrate that our method works experimentally for both static and dynamic strongly scattering media, we perform the measurements under three situations: 1. imaging without diffuser (no diffuser, ND); 2. the object is sandwiched between two static diffusers (SDs); and 3. the two diffusers are moved back and forth together by a motorized stage (dynamic diffusers, DDs). The speed and acceleration of the stage has a random number at every moment. The maximum value of the speed is 500 mm/s and the maximum value of the acceleration is 500 mm/s². The full range is 1.5 cm. The object has the letter “1X” being transparent and other regions being opaque. For all three cases, data are collected by an oscilloscope with a fixed sample rate at 2 GHz. At each position, 1 million data points are taken to calculate the cross-spectrum, corresponding to 500 μs integration time which ensures a strong cross-correlation signal. The whole image contains 100×140 pixels (number of steps scanned) with the pixel size (scanning step size) of 25 μm.

The main experimental result is shown in Fig. 2 of which the pixel values \( \bar{v} \) are normalized by \( \bar{v} = (\bar{v} - v_{min})/(v_{max} - v_{min}) \). In the first column, we directly plot the intensity measured by the detectors; while, in the second column, we plot \( \Gamma (\rho_a, 2\pi f_{mod}) \). The first row shows ND images. The second and third row list images obtained with SD and DD, respectively. We summarize the visibility of images in Table I, which is calculated by \( V = (\bar{v}_s - \bar{v}_b)/(\bar{v}_s + \bar{v}_b) \), where \( \bar{v}_s \) and \( \bar{v}_b \) are the average pixel values of signal ("1X" region) and background, respectively. As shown in Fig. 2 in both SD and DD cases, when the strongly scattering media is present, the recorded intensity does not show any image in either case, the extremely low visibility is a sign that our signal is truly at the noise level of the detectors. On the other hand, in both cases, the images are still retrieved using the cross-spectrum technique with high visibility. The results suggest that the cross-spectrum method can image an object hidden behind both static and dynamic strongly scattering media. We also notice that the visibility of the cross-spectrum image is higher than the intensity image even though there is no diffuser (ND), which suggests cross-spectrum is also an effective way to enhance signal-to-noise ratio when the scattering media is ab-

![FIG. 2: Raster-scan images for an object with the letter "1X" being transparent and other regions being opaque. Cross-spectrum images are generated by plotting \( \Gamma (\rho_a, \omega = 2\pi f_{mod}) \) (see Eq. (12)). Scale bar, 40 pixels. ND: no diffuser. SD: static diffuser. DD: dynamic diffuser.

| Diffuser State       | Intensity | Cross-spectrum |
|----------------------|-----------|---------------|
| No diffuser (ND)     | 0.725     | 0.967         |
| Static diffuser (SD) | 0.032     | 0.451         |
| Dynamic diffuser (DD)| 0.031     | 0.558         |
TABLE II: Visibility of different acquisition time for static and dynamic diffuser states

| Acquisition time | Static diffuser (SD) | Dynamic diffuser (DD) |
|------------------|----------------------|-----------------------|
|                  | Intensity            | Cross-spectrum        | Intensity            | Cross-spectrum        |
| 50 µs            | 0.027 ± 0.004        | 0.135 ± 0.009         | 0.035 ± 0.005        | 0.190 ± 0.004         |
| 100 µs           | 0.033 ± 0.004        | 0.332 ± 0.001         | 0.030 ± 0.002        | 0.305 ± 0.004         |
| 500 µs           | 0.034 ± 0.003        | 0.466 ± 0.008         | 0.048 ± 0.004        | 0.560 ± 0.002         |

To further test our method, we also compare the measured images from different acquisition time (50 µs, 100 µs, and 500 µs) with the same sample rate. The incident intensity of light is fixed for the static and dynamic diffusers. Simulation is also performed for the intensity and cross-spectrum based on Eq. (4) and Eq. (12), respectively, as a comparison with the experimental results. The results are shown in Fig. 3 and the corresponding visibility of the experimental results are listed in Table II. It can be seen that, in general, the longer integration time is, the higher visibility one can achieve for both static and dynamic diffusers. This means we can obtain a clear image under strong scattering at the expense of long acquisition time. We note that the visibility of the recorded intensity image is kept extremely low even when one increases the acquisition time up to 10 times, nevertheless the cross-spectrum image becomes more and more clear. The visibility also increases much faster than that of the intensity measurement when increasing the acquisition time. We point out that the fundamental limit of imaging speed is the acquisition length, which is on the order of 100 µs for the current setup, but can be in principle orders faster with higher modulation frequency and higher sample rate (GHz range laser modulation speed and detection). The raster scan speed can also be much improved if, for instance, a 2D galvo-resonant scanner is integrated into the system.

FIG. 3: Raster-scan images and simulations for different acquisition time with (a) static diffusers and (b) dynamic diffusers. Scale bar: 10 pixels (0.25 mm).

IV. SUMMARY

In conclusion, we have developed a cross-spectrum method to extract a weak optical signal from the extremely noisy background and image objects hidden behind scattering media. The major advantage of this scheme is that it uses CW laser with low power in a non-invasive manner which would be easy to implement and bio-tissue friendly. It suits for both static and dynamic media, which makes it adaptive in most application situations. Together with the fast acquisition time with current technology, our scheme paves the way for efficient imaging in previously inaccessible scenarios.
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