Physics of polarized light scattering from weakly rough dielectric surfaces: Yoneda and Brewster scattering phenomena
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The optical Yoneda and Brewster scattering phenomena are studied theoretically based on perturbative solutions of the reduced Rayleigh equations. The Yoneda phenomenon is characterized as an enhancement of the intensity of the diffuse light scattered by a randomly rough interface between two dielectric media when the light is observed in the optically denser medium. The intensity enhancement occurs above a critical angle of scattering which is independent of the angle of incidence of the excitation. The Brewster scattering phenomenon is characterized by a zero scattered intensity either in the reflected or transmitted light for an angle of scattering which depends on the angle of incidence. We also describe a generalization of the Brewster scattering phenomenon for outgoing evanescent waves and circularly-polarized waves. The physical mechanisms responsible for these phenomena are described in terms of simple notions such as scalar waves, oscillating and rotating dipoles and geometrical arguments, and are valid in a regime of weakly rough interfaces.

I. INTRODUCTION

When light is scattered in either reflection or transmission from or through a weakly rough interface, two phenomena of interest can be observed in the scattered intensity distributions. These are the \textit{Yoneda phenomenon}, relatable to the idea of total internal reflection, and the \textit{Brewster scattering phenomenon}, relatable to the polarizing angle.

The Yoneda phenomenon is characterized as an enhancement of the intensity of the light scattered diffusely by a randomly rough interface between two dielectric media when the light is observed in the optically denser medium. The intensity enhancement occurs above a critical angle of scattering which is independent of the angle of incidence of the excitation. This critical angle is always the polar angle, in the denser medium, for which the wavenumber of a plane wave turns non-propagating in the less dense medium \cite{1, 2}. Although well known in the scattering of x-rays from both metallic \cite{3-8} and non-metallic \cite{9, 12} surfaces, a paper by Kawanishi \textit{et al.} \cite{13} marks their first explicit appearance in optics\cite{14}. Kawanishi \textit{et al.}, by the use of the stochastic functional approach, studied the case where a two-dimensional randomly rough interface between two dielectric media is illuminated by $p$- or $s$-polarized light from either medium. They obtained several interesting properties of the reflected and transmitted light that are associated with the phenomenon of total internal reflection when the medium of observation is the optically denser medium. These include the appearance of Yoneda peaks, which were described by the authors as “quasi-anomalous scattering peaks.” As an interpretation of their results, the authors suggested that the Yoneda peaks may be associated with the presence of lateral waves \cite{15} propagating along the interface in the optically less dense medium. Although the mathematical origin of the Yoneda effect has been shown through various perturbative approaches based on the reduced Rayleigh equations (RRE), a physical interpretation of the effect is still under discussion; a summary of which can be found in Ref. 1. Optical Yoneda peaks were recently observed experimentally for a configuration of reflection from a randomly rough dielectric interface, when the medium of incidence was the optically denser medium \cite{16}.

The Brewster angle is maybe the best known planar surface reflection effect where the polarization of light plays a major role. Proposed as a \textit{polarizing angle} by Sir David Brewster in 1812 \cite{17}, its exact definition has been a slight matter of debate in modern times \cite{18}. For isotropic dielectric non-magnetic materials, however, it may be defined to be the angle of incidence, onto a planar dielectric surface, for which the reflection amplitude for $p$-polarized light (light polarized in the plane given by the incident light and the surface normal) is zero.

A complete physical understanding of the Brewster phenomenon is, at best, non trivial. The most common explanation for the gradual disappearance of the reflection amplitude is based on the radiation pattern of dipoles induced in the scattering substrate \cite{19, 20}. This idea is not new, and can be traced back to investigations by e.g. Sommerfeld \cite{21}. Modelling the scattering from a rough surface as a layer of polarizable spheres led Grefet and Sentenac \cite{22} to the same conclusion. In a later collaboration with Calvo-Perez, this point of view was reinforced through the development of, and the results given by, the Mean Field Theory (MFT) \cite{23, 24}. However, amongst others Lekner \cite{25} argues that even if the dipole argument holds great explanatory power for a wide range of scattering systems, he challenges the argument for the case of the Brewster angle for dielectric media. His main issue with the argument is that the accelerated electrons cannot oscillate as dipoles in the transmitted medium in the case of the wave approaching an interface with vacuum on the opposing side, since the argument goes that the dipoles are oriented according to the field in the refracted wave. Also, there is an analog to Brew-
ster's angle for longitudinal acoustic waves called Green's angle, and in this case the radiation from each scatterer does not have dipole character [25].

These and other conceptual issues in the explanatory model for the Brewster angle are attempted to be reconciled by Doyle [20] in his work with a factored form of the Fresnel equations. Inspired by the work of Sein [27], and Puttmanayak and Wolf [25] on the interpretation and generality of the extinction theorem, Doyle claims that the proper understanding of the Brewster phenomenon has been hampered by the attention given to surface sources through a slightly misunderstood interpretation of the Ewald-Oseen extinction theorem [29]. Doyle emphasizes the participation of the entire media in the creation of the reflected wave, and makes use of Ewald's original concept of “wave triads”. Doyle’s factored form of the Fresnel equations separately expresses the scattering pattern from individual dipoles and the coherent scattering function of the dipole array, and manages in this way to explain the polarizing angles for any combination of transparent media.

Kawanishi et al. [31] observed angles of zero scattering intensity to first order in their approach in the distributions of the intensity of the incoherently scattered light when the incident light was p-polarized. Due to their resemblance to the Brewster angle in the reflectivity from a flat interface, they dubbed these angles the “Brewster scattering angles”. These angles were observed in both reflection and transmission, for light incident from either medium.

Both the Brewster scattering angles and Yoneda peaks were recently observed and discussed in numerical simulations of scattering in both reflection and transmission from weakly rough surfaces [1,2], and also in a film geometry [30] where it was claimed that the phase shifts associated with these phenomena impact the angular positions of interference rings of diffusely scattered light, known as Selényi rings.

In this paper we seek to further illuminate the phenomena of Brewster scattering angles and Yoneda peaks and more generally identify the fundamental mechanisms at play in the scattering of polarized light by a weakly rough surface. After describing the statistical properties of the interface in Sec. II, we derive, in Sec. III, a set of reduced equations for the case of electromagnetically transparent media.

In order to facilitate the intuitive understanding of the full angular distribution of scattering by a rough surface discussed in Sec. IV, we first restrict the analysis of the Brewster scattering phenomenon to scattering in the plane of incidence and derive a one-line criterion for predicting the Brewster scattering angle which allows for a simple geometrical interpretation. A detour via the analysis of the polarization properties of the radiation of oscillating and rotating dipoles in free space is made in Sec. IV E in order to facilitate the intuitive understanding of the full angular distribution of scattering by a rough surface discussed in Sec. IV F.

Finally, Sec. V summarizes the conclusions we have drawn from this study and suggests experimental setups to test some interesting predictions made by the theory.

II. SCATTERING SYSTEMS

The system we study in this work consists of a non-magnetic dielectric medium (medium 1), whose dielectric constant is \(\epsilon_1 > 0\) (refractive index \(n_1 = \sqrt{\epsilon_1}\)), in the region \(x_3 > \zeta(x_1)\), and a non-magnetic dielectric medium (medium 2), whose dielectric constant is \(\epsilon_2 > 0\) (refractive index \(n_2 = \sqrt{\epsilon_2}\)), in the region \(x_3 < \zeta(x_1)\) (Fig. 1). The definition of the geometry is set in the three-dimensional space endowed with a Cartesian coordinate system \((O, \hat{e}_1, \hat{e}_2, \hat{e}_3)\), with the vector plane \((\hat{e}_1, \hat{e}_2)\) parallel to the mean plane of the interface. The origin, \(O\),
of the coordinate system can be arbitrarily chosen, only affecting the complex reflection and transmission amplitudes by an overall phase factor which plays no role in the intensity of the scattered light. A point is then represented as \( \mathbf{x} = \sum_{i=1}^{3} x_i \hat{e}_i = x_\parallel + x_\perp \hat{e}_3 \). An overview of a typical system geometry is provided in Fig. 1. The surface profile function \( \zeta \) will be assumed to be a realization of a continuous, differentiable, single-valued, stationary, isotropic, Gaussian random process with zero mean and given auto-correlation. More specifically, the surface profile function is assumed to satisfy the following properties:

\[
\langle \zeta(\mathbf{x}) \rangle = 0 , \tag{1a}
\]
\[
\langle \zeta(\mathbf{x}_\parallel)\zeta(\mathbf{x}_\parallel') \rangle = \sigma^2 W(\mathbf{x}_\parallel - \mathbf{x}_\parallel') . \tag{1b}
\]

Here and in the following, the angle brackets denote an average over an ensemble of realizations of the stochastic process, \( \sigma \) denotes the rms roughness, and \( W \) is the height auto-correlation function normalized so that \( W(0) = 1 \). In particular, we will deal with the special case of a Gaussian auto-correlation function defined by

\[
W(\mathbf{x}_\parallel) = \exp \left(-\frac{|\mathbf{x}_\parallel|^2}{a^2} \right) , \tag{2}
\]

where \( a \) is the correlation length. The corresponding power spectrum (defined as the Fourier transform of \( W \)) is then

\[
g(\mathbf{p}) = \pi a^2 \exp \left(-\frac{|\mathbf{p}|^2 a^2}{4} \right) , \tag{3}
\]

with \( \mathbf{p} = p_1 \hat{e}_1 + p_2 \hat{e}_2 \).

### III. THEORY

The theoretical approach used in this work to study the scattering of light from the systems of interest is based on the so-called reduced Rayleigh equations. A reduced Rayleigh equation is an inhomogeneous integral equation in which the integral kernel encodes the materials and geometry of the scattering system, and the unknowns are the reflection or transmission amplitudes for each polarization. First derived by Brown et al., the reduced Rayleigh equation is obtained from the Rayleigh solution to the electromagnetic boundary problem. Using inspiration drawn from the extinction theorem it is possible to “reduce” the full Rayleigh equations through the elimination of either the reflected or transmitted field. In the following, in order to establish the notation and highlight the main assumptions of the method, we will briefly recall the key ideas of the derivation of the reduced Rayleigh equations for a system composed of two media separated by a rough interface. We will use, to our knowledge, the most general form of the reduced Rayleigh equations for a single interface derived by Soubret et al. in Ref. 31 and used by these authors in Refs. 31 and 33 in the case of a single interface system and a film geometry.

### A. The reduced Rayleigh equations

In this work we assume the electromagnetic response of the media to be modeled by non-magnetic, homogeneous, isotropic, linear constitutive relations in the frequency domain. We consider the presence of an electromagnetic field \( (\mathbf{E}, \mathbf{H}) \) in the whole space, where their restriction will be denoted by a subscript \( j \) depending on the medium in which they are evaluated. As an example, the electric field evaluated at a point \( \mathbf{x} \) in medium 1 at time \( t \) is denoted \( \mathbf{E}_1(\mathbf{x}, t) \). The source free Maxwell equations, together with homogeneous, linear and isotropic constitutive relations in the frequency domain, result in the fact that the electric and magnetic fields satisfy the Helmholtz equation in each region. Namely, for \( j \in \{1, 2\} \),

\[
\nabla^2 \mathbf{E}_j(\mathbf{x}, \omega) + \epsilon_j(\omega) \left( \frac{\omega}{c} \right)^2 \mathbf{E}_j(\mathbf{x}, \omega) = 0 , \tag{4}
\]

and similarly for \( \mathbf{H} \). Here, \( \nabla^2 \) denotes the vector Laplace operator and \( c \) is the speed of light in vacuum. Here onward, we will drop the time, or frequency, dependence, since we assume a stationary regime at a fixed frequency where time contributes only by an overall phase factor \( \exp(-i\omega t) \). It is well known that a solution to the Helmholtz equation can be written as a linear combination of plane waves, thus the electric field in each region can be represented as

\[
\mathbf{E}_j(\mathbf{x}) = \sum_{a=\pm} \int_{\mathbb{R}^2} \left[ \mathbf{E}^a_{j,p}(\mathbf{q}) \hat{e}^a_{p,j}(\mathbf{q}) + \mathbf{E}^a_{j,s}(\mathbf{q}) \hat{e}_s(\mathbf{q}) \right] \times \exp \left(i \frac{\mathbf{k}^j_a(\mathbf{q}) \cdot \mathbf{x}}{2\pi}\right) d^2\mathbf{q} , \tag{5}
\]

where we have defined

\[
\mathbf{k}^j_\pm(\mathbf{q}) = \mathbf{q} \pm \alpha_j(\mathbf{q}) \hat{e}_3 , \tag{6a}
\]
\[
\alpha_j(\mathbf{q}) = \sqrt{k^2_j - \mathbf{q}^2} , \quad \text{Re} (\alpha_j), \text{Im} (\alpha_j) \ge 0 , \tag{6b}
\]
\[
\hat{e}_s(\mathbf{q}) = \hat{e}_3 \times \mathbf{q} , \tag{6c}
\]
\[
\hat{e}^\pm_{p,j}(\mathbf{q}) = k_j^{-1} (\pm \alpha_j(\mathbf{q}) \hat{\mathbf{q}} - |\mathbf{q}| \hat{e}_3) , \tag{6d}
\]
\[
k_j = \frac{n_j \omega}{c} = |\mathbf{k}^j(\mathbf{q})| . \tag{6e}
\]

In other words, the wave vector \( \mathbf{k}^j_\pm(\mathbf{q}) \) of an elementary plane wave is decomposed into its projection \( \mathbf{q} \) in the lateral vector plane \( (\hat{e}_1, \hat{e}_2) \) and the component \( \pm \alpha_j(\mathbf{q}) \) along \( \hat{e}_3 \). The sum over \( a = \pm \) takes into account both upwards (+) and downwards (−) propagating and evanescent (and possibly growing) waves. The field amplitude is decomposed in the local polarization basis \( (\hat{e}^a_{p,j}(\mathbf{q}), \hat{e}^a_s(\mathbf{q})) \), hence \( \mathbf{E}^a_{j,p}(\mathbf{q}) \) denotes the component of the field amplitude in the polarization state \( a \) of the mode characterized by \( a \) and \( \mathbf{q} \). In this basis, the directions given by \( \hat{e}^\pm_{p,j}(\mathbf{q}) \), and \( \hat{e}_s(\mathbf{q}) \) are the directions of the \( p \)- and \( s \)-polarization of the electric field amplitude, respectively. Furthermore, the electromagnetic fields have to
satisfy the boundary conditions
\[ n(x_\parallel) \times \left[ E_2(s(x_\parallel)) - E_1(s(x_\parallel)) \right] = 0 \quad (7a) \]
\[ n(x_\parallel) \times \left[ H_2(s(x_\parallel)) - H_1(s(x_\parallel)) \right] = 0 , \quad (7b) \]
where \( n(x_\parallel) \) is a vector normal to the interface at the surface point \( s(x_\parallel) = x_\parallel + \zeta(x_\parallel) e_3 \), given by
\[ n(x_\parallel) = e_3 - \frac{\partial \zeta}{\partial x_1}(x_\parallel) e_1 - \frac{\partial \zeta}{\partial x_2}(x_\parallel) e_2 . \quad (8) \]
Here, \( \partial \cdot /\partial x_k \) denotes the partial derivative along the direction \( e_k \). Following Soubret et al. 31, by substituting the field expansion Eq. (5) into Eq. (7) and by a clever linear integral combination of the boundary conditions inspired by the extinction theorem 28, one can show that the upward or downward field amplitudes in medium 2 can be linked to the upward and downward field amplitudes in medium 1 via the following integral equation defined for \( a_2 = \pm \), and \( p \) in the vector plane \((e_1, e_2)\):
\[ \sum_{a_1=\pm} \int \mathcal{J}_{2,1}^{a_1,a_1}(p|q) M_{2,1}^{a_1,a_1}(p|q) \mathcal{E}_{2,1}^{a_1}(q) \, d^2q = \frac{2 a_2 n_1 n_2 a_2(p)}{\epsilon_2 - \epsilon_1} \mathcal{E}_{2,2}^{a_2}(p). \quad (9) \]
Here \( \mathcal{E}_{j}^{a}(q) = (\mathcal{E}_{j,a}^{a}(q), \mathcal{E}_{j,-a}^{a}(q))^T \) denotes a column vector of the polarization components of the field amplitude in medium \( j \). Moreover, \( M_{i,m}^{a,a}(p|q) \) is the \( 2 \times 2 \) matrix
\[ M_{i,m}^{a,a}(p|q) = k_1 k_2 \begin{pmatrix} \hat{e}_{p,l,m}(p) \cdot \hat{e}_{p,l,m}(q) & \hat{e}_{p,l,m}(p) \cdot \hat{e}_{s}(q) \\ \hat{e}_{s}(p) \cdot \hat{e}_{p,l,m}(q) & \hat{e}_{s}(p) \cdot \hat{e}_{s}(q) \end{pmatrix}, \quad (10) \]
which originates from a change of coordinate system between the local polarization basis \((\hat{e}_{p,l,m}(p), \hat{e}_{s}(p))\) and \((\hat{e}_{p,l,m}(q), \hat{e}_{s}(q))\), defined for \( a = \pm \), \( b = \pm \), and \( l, m \in \{1, 2\} \) with \( l \neq m \). The kernel scalar factor \( \mathcal{J}_{i,m}^{a_2,a_2}(p|q) \) encodes the surface geometry and is defined as
\[ \mathcal{J}_{i,m}^{a_2,a_2}(p|q) = \left[ b a_l(p) - a a_m(q) \right]^{-1} \times \int \exp \left[ -i(k_l^0(p) - k_m^0(q)) \cdot s(x_\parallel) \right] \, d^2x_\parallel. \quad (11) \]
Notice that, as already pointed out in Ref. 31 due to the symmetry of the boundary conditions, one may also show in the same way that
\[ \sum_{a_2=\pm} \int \mathcal{J}_{1,2}^{a_1,a_2}(p|q) M_{1,2}^{a_1,a_2}(p|q) \mathcal{E}_{1,2}^{a_2}(q) \, d^2q = \frac{2 a_1 n_1 n_2 a_1(p)}{\epsilon_1 - \epsilon_2} \mathcal{E}_{1,1}^{a_1}(p), \quad (12) \]
which can be obtained from Eq. (9) by interchanging the subscripts 1 and 2. Typically, Eq. (9) is appropriate to solve the problem of reflection whereas Eq. (12) is appropriate to solve the problem of transmission, as we will see later.

So far, we have stayed general and simply assumed the presence of an electromagnetic field decomposed in propagating and non-propagating waves in each region. Therefore, there is no uniqueness in the solutions to the transfer equations, Eqs. (9) and (12). In fact, the transfer equations simply link plane wave components of eigenmodes of the system on both sides of the interface. To ensure a unique solution, i.e. to really have a scattering problem, one needs to impose some constraints on the field. First, we need to introduce an incident field to our model. This will split the field expansion into a sum of an incident field, which is given by our model of the problem, and a scattered field. Note that within this framework, the incident field may be chosen to be in either medium, or to be a combination of excitations incident from different media.

In our case, the incident field will be taken as a plane wave incident from medium 1 and defined as
\[ \mathcal{E}_{0}(x) = \left[ \mathcal{E}_{0,p} \hat{e}_{p,1}(p_0) + \mathcal{E}_{0,s} \hat{e}_{s}(p_0) \right] \times \exp \left( i k_1^0(p_0) \cdot x \right), \quad (13) \]
where \( p_0 \) is the projection of the wave vector of the incident wave onto the \((e_1, e_2)\) plane, with the property \(|p_0| \leq k_1^0\), i.e. we consider an incident propagating wave. The fact that this is the only incident wave considered, together with the Sommerfeld radiation condition at infinity, gives that the only elementary waves allowed in the scattered field are those with wave vectors of the form \( k_1^0(p) \) and \( k_2^0(p) \) in medium 1 and 2, respectively. This property can be expressed by defining the field amplitudes
\[ \mathcal{E}_{1}^{-}(q) = (2\pi)^2 \delta(q - p_0) \mathcal{E}_{0}, \quad (14a) \]
\[ \mathcal{E}_{2}^{+}(q) = 0, \quad (14b) \]
where \( \mathcal{E}_{0} = (\mathcal{E}_{0,p}^0, \mathcal{E}_{0,s})^T \). Next, we assume that the scattered field amplitudes are linearly related to the incident field amplitude \( \mathcal{E}_{0} \) via the reflection and transmission amplitudes, \( R(q|p_0) \) and \( T(q|p_0) \), defined as
\[ \mathcal{E}_{1}^{+}(q) = R(q|p_0) \mathcal{E}_{0}, \quad (15a) \]
\[ \mathcal{E}_{2}^{-}(q) = T(q|p_0) \mathcal{E}_{0}. \quad (15b) \]
The reflection and transmission amplitudes are therefore described by \( 2 \times 2 \) matrices of the form,
\[ X = \begin{pmatrix} X_{pp} & X_{ps} \\ X_{sp} & X_{ss} \end{pmatrix}, \quad (16) \]
with \( X = R \) or \( T \). From a physical point of view, the complex amplitude \( R_{a\beta}(q|p_0) \) (resp. \( T_{a\beta}(q|p_0) \)) for \( a, \beta \in \{ p, s \} \) is the field amplitude for the reflected light (resp. transmitted) with lateral wave vector \( q \) in the polarization state \( a \) from a unit incident field with lateral
wave vector \( \mathbf{p}_0 \) in the polarization state \( \beta \). The reflection and transmission amplitudes are then the unknowns in our scattering problem. The equations we need to solve are deduced from the transfer equations, Eqs. (9) and (12), by applying them respectively at \( a_2 = + \) and \( a_1 = - \) and by using Eqs. (14) and (15) for the model of the field expansion. This yields the following two decoupled integral equations for the reflection and transmission amplitudes, the so-called reduced Rayleigh equations, that can be written in the following general form, for \( X = \mathbf{R} \) or \( T \):

\[
\int \mathbf{M}_X(p \mid q) \mathbf{X}(q \mid p_0) \frac{d^2 q}{(2\pi)^2} = - \mathbf{N}_X(p \mid p_0), \quad (17)
\]

where the matrices \( \mathbf{M}_X \) and \( \mathbf{N}_X \) are given by

\[
\begin{align}
\mathbf{M}_R(p \mid q) &= J^{+1}_{1,0}(p \mid q) \mathbf{M}^+_0(p \mid q) \quad (18a) \\
\mathbf{M}_T(p \mid q) &= J^{-1}_{1,0}(p \mid q) \mathbf{M}^+_1(p \mid q) \quad (18b) \\
\mathbf{N}_R(p \mid q) &= J^{-1}_{0,1}(p \mid q) \mathbf{M}^+_1(p \mid q) \quad (18c) \\
\mathbf{N}_T(p \mid q) &= 2n_1n_2\alpha(p) \frac{\delta(p-q)}{\epsilon_2 - \epsilon_1} \mathbf{I}_2, \quad (18d)
\end{align}
\]

with \( \mathbf{I}_2 \) denoting the 2x2 identity matrix.

### B. RRE for scalar waves

The reduced Rayleigh equations can also be derived for scalar waves satisfying the scalar Helmholtz equation and subjected to various boundary conditions at the interfaces. Here, we focus on scalar waves subjected to the continuity of the field and its normal derivative at the interface. Under these hypotheses, one can derive the corresponding reduced Rayleigh equations which read

\[
\int \mathbf{M}_X(p \mid q) \mathbf{X}(q \mid p_0) \frac{d^2 q}{(2\pi)^2} = - \mathbf{N}_X(p \mid p_0), \quad (19)
\]

where \( X = \mathbf{R} \) or \( \mathbf{T} \) is either the scalar reflection or transmission amplitude, and the scalar kernels and right-hand-sides are given by Eq. (15) where all the \( \mathbf{M}^\alpha_{i,m} \) matrices are replaced by the scalar constant \( k_1k_2 = n_1n_2\omega^2/c^2 \) and \( \mathbf{I}_2 \) is replaced by the scalar constant 1. We would like to stress that the fact that one can go from the electromagnetic RRE to the scalar RRE by the aforementioned changes is only true for the case where the scalar field is subjected to the continuity of the field and its normal derivative at the surface. The obtained equations could in principle be used for modeling the scattering of a quantum particle by a surface between two regions of constant potential. For other types of boundary conditions, as for the case of acoustic waves for example [25], one would obtain different expressions. The interested reader will find detailed derivations of the scalar RRE for different boundary conditions as well as the electromagnetic RRE in Ref. [34]. In this paper, we will use the presented scalar RRE, for which the analysis is simplified compared to the case for electromagnetic waves, to explain the fundamental mechanism of the Yoneda effect. We will show that the Yoneda effect is present for scalar waves and can be decoupled from additional effects induced by the polarization of electromagnetic waves, such as the Brester scattering effect. The identified mechanism for scalar waves will then be extended to electromagnetic waves.

### C. Perturbative method

Probably the most common approximate solution to Eq. (17) is based on a perturbative expansion of the reflection and transmission amplitudes in powers of the interface profile function. This approach, often called “small amplitude perturbation theory” (SAPT) or “small perturbation method” (SPM), has shown that it is capable of obtaining solutions of the RRE of high qualitative and quantitative predictive power, for interfaces with sufficiently small slopes and amplitudes. To first order in \( \zeta \) for the reflection and transmission amplitudes, the method is often interpreted as a single scattering approximation. When implemented to the complete fourth order in the surface profile function for the intensity, i.e. involving terms up to third order in the amplitude, the method has been used to obtain reliable results that also correctly include multiple scattering effects, most notably the backscattering peaks observed in reflection from metallic surfaces [35,38].

To first order in the interface profile function \( \zeta \), we have for \( X = \mathbf{R} \) or \( T \) that

\[
\mathbf{X}(p \mid p_0) \approx \mathbf{X}^{(0)}(p \mid p_0) - i \mathbf{X}^{(1)}(p \mid p_0), \quad (20)
\]

where

\[
\begin{align}
\mathbf{R}^{(0)}(p \mid p_0) &= (2\pi)^2 \delta(p-p_0) \mathbf{\rho}^{(0)}(p_0), \quad (21a) \\
\mathbf{T}^{(0)}(p \mid p_0) &= (2\pi)^2 \delta(p-p_0) \mathbf{\tau}^{(0)}(p_0), \quad (21b) \\
\mathbf{R}^{(1)}(p \mid p_0) &= \hat{\zeta}(p-p_0) \mathbf{\rho}^{(1)}(p \mid p_0), \quad (21c) \\
\mathbf{T}^{(1)}(p \mid p_0) &= \hat{\zeta}(p-p_0) \mathbf{\tau}^{(1)}(p \mid p_0), \quad (21d)
\end{align}
\]

Here \( \hat{\zeta} \) denotes the Fourier transform of \( \zeta \), and \( \mathbf{\rho}^{(0)}(p_0) \) and \( \mathbf{\tau}^{(0)}(p_0) \) are matrix-valued amplitudes for the zero order reflection and transmission amplitudes respectively, and are given by
expressed as \( \zeta \), transmission amplitudes found to first order in \( \alpha \beta \)

The matrix-valued amplitudes \( \rho (0) (p | p_0) \), \( \rho (1) (p | p_0) \), \( \tau (1) (p | p_0) \), and \( \tau (0) (p_0) \) for the first order terms are by

\[
\rho (1) (p | p_0) = \left[ \alpha_1 (p) - \alpha_2 (p) \right] \left[ M_{p,1}^{+} (p | p_0) \right]^{-1} \left[ M_{p,2}^{+} (p | p_0) + M_{p,1}^{+} (p | p_0) \rho (0) (p_0) \right]
\]

\[
\tau (1) (p | p_0) = \left[ \alpha_1 (p) - \alpha_2 (p) \right] \left[ M_{p,1}^{-} (p | p_0) \right]^{-1} M_{p,1}^{-} (p | p_0) \tau (0) (p_0).
\]

In Eqs. (21c) and (21d), we have given two alternative factorizations of the first order reflection and transmission amplitudes. The factorization including the caret amplitudes is the most appropriate for physical interpretation, while the factorization including the non-caret amplitudes simply aims at separating \( \zeta \), which is the only factor depending on the specific realization of the surface profile, from the remaining profile-independent amplitude factor. All the aforementioned amplitudes are derived in detail in Appendix A.

D. Observables

The observables of interest in this study are the so-called diffuse or incoherent component of the mean differential reflection and transmission coefficients (MDRC) and MDTC) denoted \( \left< \partial R_{\alpha \beta} (p | p_0) / \partial \Omega_r \right>_{\text{incoh}} \) and \( \left< \partial T_{\alpha \beta} (p | p_0) / \partial \Omega_t \right>_{\text{incoh}} \) respectively. They are both defined as the ensemble average over realizations of the surface profile of the incoherent component of the radiated reflected or transmitted flux of an \( \alpha \)-polarized wave around a direction given by \( k_1^\parallel (p) \) or \( k_2^\parallel (p) \) per unit incident flux of a \( \beta \)-polarized plane wave with wave vector \( k^\perp (p_0) \), per unit solid angle. Based on the reflection and transmission amplitudes found to first order in \( \zeta \), the incoherent component of the MDRC and MDTC can be expressed as

\[
\left< \frac{\partial R_{\alpha \beta} (p | p_0)}{\partial \Omega_r} \right>_{\text{incoh}} = \epsilon_1 \left( \frac{\omega}{2 \pi c} \right)^2 \frac{\cos^2 \theta_r}{\cos \theta_0} \times \sigma^2 g(p - p_0) \left| \rho (1) (p | p_0) \right|^2,
\]

and

\[
\left< \frac{\partial T_{\alpha \beta} (p | p_0)}{\partial \Omega_t} \right>_{\text{incoh}} = \epsilon_2 \left( \frac{\omega}{2 \pi c} \right)^2 \frac{\cos^2 \theta_t}{\cos \theta_0} \times \sigma^2 g(p - p_0) \left| \tau (1) (p | p_0) \right|^2.
\]

The detailed derivation of the Eqs. (24) and (25) can be found in Appendix B. The definition of the angles of incidence and scattering can be deduced from Fig. 1.

IV. RESULTS AND DISCUSSION

In order to study the phenomena observed in the scattering of light from weakly rough dielectric interfaces, we choose to base our discussion on results obtained through small amplitude perturbation theory (SAPT) to lowest non-zero order in the interface profile function, Eqs. (22).

For sufficiently smooth interfaces this approximation has previously been compared to numerical non-perturbative solutions to the reduced Rayleigh equations, where it has been shown to adequately model the phenomena of both the Brewster scattering angles and the Yoneda peaks [1, 2]. We will start our investigations with a summary of the features observed in the main physical observables, the MDRC and MDTC [Eqs. (24) and (25)], followed by more in-depth analyses and discussions from a physics point of view. In figures, the wave vectors are normalized by \( \omega / c \), i.e. we define \( p = p c / \omega \), \( k_1^\parallel = k_1^\perp c / \omega \).

A. Phenomenology of the Yoneda and Brewster scattering effects

The top panel of each subfigure in Fig. 2 presents results based on Eqs. (24) and (25) for the contribution to the co-polarized diffuse component of the MDRC and MDTC in the plane of incidence \( (p \parallel p_0) \), for a configuration where light is incident from vacuum \( \epsilon_1 = 1 \) onto a two-dimensional randomly rough interface with glass \( \epsilon_2 = 2.25 \). The incident light was assumed to be a \( p \)- or \( s \)-polarized plane wave of wavelength \( \lambda = 632.8 \) nm in vacuum. In the current work all results presented for randomly rough interfaces consist of interfaces defined by an isotropic Gaussian height distribution with rms height \( \sigma = 32 \) nm = \( \lambda / 20 \) and an isotropic Gaussian correlation function of transverse correlation length \( a = 211 \) nm = \( \lambda / 3 \).

For normal incidence \( \theta_0 = 0^\circ \), Fig. 2(a)] the MDRC distributions are nearly featureless. The differences in the scattered intensities observed for \( p \)- and \( s \)-polarized incident light are very small. Note that the scattered intensity is zero beyond the limit of propagation in the medium.
of reflection ($|p_1| > k_1$). The overall bell-shape of the distributions can be attributed in part to the Gaussian correlation function for the transverse correlation length in the interface profile together with the $\cos^2 \theta_t$ factor of the MDRC, as seen in Eq. (24). The corresponding transmitted intensity (MDTC) shown in Fig. 2(d), however, shows several interesting features. As is detailed in Ref. 2, we now observe pronounced peaks in $s$-polarization and narrow dips to zero in $p$-polarization around $|p_1| = k_1$. For normal incidence these features are independent of the azimuthal angle of transmission $\phi$. The peaks have become known as “Yoneda peaks”, and are always found at the parallel wavevectors $p$ along the propagation limit in the less dense medium [i.e. $|p| = \min(k_1, k_2)$]. The polar angles corresponding to the dips to zero in the MDTC have been called the “Brewster scattering angles” [13], and are unique to scattered light which is $p$-polarized. As the polar angle of incidence is increased ($\theta_t = 35^\circ$ or $70^\circ$ in Fig. 2), we observe that a Brewster scattering angle also appears in the MDTC. In transmission, the distributions of the MDTC behave very predictably in the $s$-polarized case as the weight of the distribution is shifted to higher polar scattering angles. However, in the case of $p$-polarization the Brewster scattering angle in the direction of $\phi = 180^\circ$ [negative values of $\theta_t$ in Fig. 2(d)] shifts to positions closer to $\theta_t = 0^\circ$ as the angle of incidence is increased, and the dip to zero in the forward scattering direction ($\phi = 0^\circ$) first becomes a non-zero

FIG. 2. The incoherent component of the MDRC (top row) and MDTC (bottom row) for light incident from vacuum [$c_1 = 1.0$] onto a randomly rough interface with glass [$c_2 = 2.25$], for in-plane co-polarized scattering, as a function of the lateral component of the wave vector of scattering $p_1 = p_1c/\omega$ (i.e. $p_1$ in unit of $\omega/c$) or polar angle of scattering $\theta_r, t$. The polar angle of incidence is indicated on top of each subfigure. The argument and the modulus of $\rho_{\alpha\alpha}$ and $\tau_{\alpha\alpha}$ are indicated in the middle and bottom section of each subfigure respectively. Note that we have adopted here the convention that negative $\theta_{r,t}$ values correspond to $\theta_{r,t} > 0$ according Fig. 1 but for $\phi = 180^\circ$. The vertical lines indicate $|p_1| = k_{\text{min}}$. 

local minimum and is gradually replaced with a Yoneda peak similar to the one found for s-polarization.

Figure 3 presents results similar to those in Fig. 2 but for the situation where the media are interchanged; the light is now incident from glass \( \epsilon_2 = 2.25 \) onto a two-dimensional randomly rough interface with vacuum \( \epsilon_1 = 1.0 \). A closer inspection of the distributions of the MDRC for normal incidence reveals that the distributions are reminiscent of the distributions seen in transmission for the MDRC in Fig. 2 and vice versa. This similarity between intensity distributions for which the media of propagation is the same is an expected symmetry, but as the angle of incidence increases these similarities gradually fade. For light impinging on the interface at \( \theta_0 = 35^\circ \), the Brewster scattering angle for the MDRC is now in the forward scattering direction, and as documented in Ref. 3 it shifts closer to \( \theta_t = 0^\circ \) as the angle of incidence increases towards the critical angle given by \( \theta_c = \arcsin(n_2/n_1) \). Results for an angle of incidence equal to the critical angle, \( \theta_0 = \theta_c \), are presented in Figs. 3(c) and 3(f). For the same system but for polar angles of incidence larger than the critical angle, presented in Fig. 4, the dip to zero MDRC in the forward scattering direction is gradually overtaken by a Yoneda peak for p-polarized light. Contrary to the case for transmission in Fig. 2 however, the peak in p-polarization never grows beyond the peak in s-polarization. For the intensity distributions of the transmitted light we again observe a gradual shift of the weight of the distributions into the forward scattering direction, but the Brewster scattering angle is now only visible (strictly speaking) for \( \theta_0 = 35^\circ \) and \( \theta_0 = 41.81^\circ \), where it is now found in the backward scattering direction and at \( \theta_t = 0^\circ \), respectively.

The scattering in both reflection and transmission from such a randomly rough interface has been thoroughly studied in the past, and the distributions of the MDRC

FIG. 3. Same as Fig. 2 but for light incident from glass \( \epsilon_2 = 2.25 \) onto a randomly rough interface with vacuum \( \epsilon_1 = 1.0 \).
and MDTC presented in Figs. 2, 3, and 4 were partially explained based on the components of the perturbative approximation in Refs. 11 and 12. However, these publications stopped short of presenting a full physical interpretation of the features seen in these distributions. In the current work we aim to finalize this analysis, and to that end we expand the investigation to include results for the complex amplitudes on which the MDRC and MDTC are based. The center panel of each subfigure in Figs. 2, 3, and 4 presents the average phase, $\phi^{(1)}_{\alpha\alpha}$, of the copolarized scattered light, obtained from the argument of the complex amplitudes $\rho^{(1)}_{\alpha\alpha}$ or $\tau^{(1)}_{\alpha\alpha}$ for $\alpha \in \{p, s\}$ given in Eqs. (21d) and (21e), respectively. The lower panel of each subfigure shows the modulus of $\rho^{(1)}_{\alpha\alpha}$ and $\tau^{(1)}_{\alpha\alpha}$.

In passing we emphasize that even if the results presented are based on a perturbation method to lowest non-zero order in the interface profile function, previous studies have demonstrated their validity for the parameters and dielectric constants assumed in obtaining them. In addition, the results for both MDRC and MDTC have been compared against numerical results based on the extinction theorem based method described in Ref. 38 for a 1D system, a method known to be rigorous.

**B. Physical interpretation of SAPT to first order**

*Order zero, Fresnel amplitudes* — First we revisit the interpretation of the Fresnel coefficients which are encoded in the amplitudes $\rho^{(0)}(p_0)$ and $\tau^{(0)}(p_0)$ [Eqs. (22a) and (22b)].

We start our analysis looking at the case of reflection. The Fresnel amplitudes for s- and p-polarized waves reflected by a planar surface between two dielectrics read...
which we have here written in a common form in terms of the components of the wave vectors along $\hat{e}_3$. It is easy to show by using straightforward algebra that these expressions are equivalent to $\rho_{ss}^{(0)}(p_0)$ and $\rho_{pp}^{(0)}(p_0)$ respectively, given by perturbation theory to zero order. An equivalent way of writing the Fresnel amplitudes which follows directly from Eq. (22a) and the definition of the $M_{m,n}^0(p,q)$ matrix in terms of the polarization vectors, Eq. (10), is

$$\rho_{ss}^{(0)}(p_0) = \frac{\alpha_1(p_0) - \alpha_2(p_0)}{\alpha_1(p_0) + \alpha_2(p_0)}$$

$$\rho_{pp}^{(0)}(p_0) = \frac{\alpha_1(p_0) - \alpha_2(p_0)}{\alpha_1(p_0) + \alpha_2(p_0)}$$

In Eq. (27a), we have intentionally chosen not to simplify the dot products (all equal to 1) to illustrate that the Fresnel amplitudes expressed in the form given by Eqs. (27a) and (27b) exhibit a remarkable factorization which reveals two facets of the physics of scattering from a microscopic point of view. First, both Fresnel amplitudes in Eqs. (27a) and (27b) share the same first factor, $\rho^{(0)}(p_0)$ defined in Eq. (26c), which corresponds to the reflection amplitude for a scalar plane wave subjected to the continuity of the scalar field and its normal derivative at the surface. In other words, this first factor can be interpreted as the coherent response of arrays of individual scatterers (at the atomic level) which scatter the incident wave as spherical waves. The second factor, which differs for each polarization, is the signature of the dipolar nature of the radiation of each individual scatterer. Indeed, for an s-polarized incident wave, the scattering dipoles are excited along the $\hat{e}_z$-axis and hence re-emit isotropically in the plane of incidence ($\hat{e}_1, \hat{e}_3$). We argue that this is the reason why the second factor is identically equal to 1 for s-polarized light. For p-polarization, the scattering dipoles are excited along some direction in the plane of incidence ($\hat{e}_1, \hat{e}_3$) and therefore the reflection amplitude given by the scattering of spherical waves must be weighted with the second factor in Eq. (27b) in order to take into account the dipole radiation pattern. Such a factorization and interpretation of the Fresnel amplitudes were given and thoroughly discussed by Doyle [26].

For a planar surface all scattered waves interfere destructively in all directions but the specular, as indicated by the Dirac distribution in Eqs. (21a) and (21b).

This is not the case when the surface is non-planar, and the above interpretation suggests that the spherical-like waves scattered away from the specular direction are then to be weighted by the appropriate dipole factor, even for s-polarized light (as will be the case for the first order term).

From Eq. (27), we can deduce two properties well known for the reflection of a plane wave at a planar interface between two dielectric media. First, for $\epsilon_1 > \epsilon_2$ there exists a critical polar angle $\theta_c = \arcsin(n_2/n_1)$, or equivalently a critical norm of the lateral wave vector $p_c = k_2$, such that for all angles of incidence larger than $\theta_c$, equivalently for all lateral wave vectors where $|p_0| > p_c$, all the incident power is reflected. The phenomenon of total internal reflection is entirely controlled by the factor $\rho^{(0)}(p_0)$ present for both polarizations, and hence can be analyzed from a scalar wave picture decoupled from polarization effects. From a physical point of view, total internal reflection occurs whenever the refracted wave is evanescent in the medium of transmission, and therefore it cannot transport energy away from the surface. It is instructive to analyze the behavior of the reflection amplitude $\rho^{(0)}(p_0)$ as the refracted wave turns evanescent in the second medium as one varies the incident lateral wave vector $p_0$. For $|p_0| < p_c$, both $\alpha_1(p_0)$ and $\alpha_2(p_0)$ are real. As $|p_0| \rightarrow p_c$, $\rho^{(0)}(p_0)$ moves on the real line towards 1 when $\alpha_2$ vanishes, $\alpha_1(p_0) = \sqrt{\epsilon_1 - \epsilon_2} \omega/c$. When $|p_0| > p_c$, $\alpha_2(p_0)$ becomes pure imaginary and $\rho^{(0)}(p_0)$ starts to trace a circular arc in the lower half of the complex plane (negative imaginary part) with unit modulus (the fact that $|\rho^{(0)}(p_0)| = 1$ for $|p_0| > p_c$ is immediate since then $\rho^{(0)}(p_0)$ is of the form $z^* / z$ where $z$ is a non-zero complex number). As $|p_0| \rightarrow k_1$, the reflected wave (and the incident wave) reaches the limit of propagation in the first medium and $\alpha_1(p_0) \rightarrow 0$ which makes the reflection amplitude real, negative, equal to $-1$. Thus, as we go from the critical point to grazing incidence the reflection amplitude traces a half circle in the complex plane with unit modulus. The argument of the reflection amplitude, the phase, hence varies from 0 to $-\pi$ rad. This gradual phase shift is known as the Goos-Hänchen phase shift and can be interpreted as follows. If we regard the reflected and refracted waves as two components of a single mode, then as the wave enters the second medium the wave oscillates while propagating along the surface before it eventually goes back into the first medium where it can continue to propagate to infinity. As the wave propagates along the surface, while being evanescent in medium 2, it acquires a temporal delay which depends on its wave vector. This delay is translated into a phase shift in the harmonic regime as the wave oscillates back into medium 1. Geometrically this process is often interpreted as if the wave is reflected from the second medium only after a slight penetration into it [19].

For the second phenomenon of interest is that of the polarization angle, or Brewster’s angle, which, as the name indicates, requires us to analyze the polarization dependent
factor in the reflection amplitudes. For an s-polarized wave the polarization factor is identically equal to 1 and no polarization angle is observed. However, the Fresnel amplitude for p-polarized light, Eq. (27b), is shown to be proportional to $\hat{e}_{p,1}^+ (p_0) \cdot \hat{e}_{p,1}^+ (p_0)$ i.e., it is proportional to the component of the incident electric field (given by $E_0 \hat{e}_{p,1} (p_0)$) along the direction given by $\hat{e}_{p,2}^+ (p_0)$. We recall that the direction given by $\hat{e}_{p,2}^+ (p_0)$ corresponds to the local p-polarization direction for a wave whose wave vector is given by $k_{p,2}^- (p_0)$, in other words, a wave which propagates upwards in the second medium. These factors of the dot products in Eq. (27b) therefore seem to indicate that the reflected amplitude for p-polarized light depends on a projection of the incident field along the polarization vector of a seemingly nonexisting wave, propagating along the wave vector $k_{p,2}^- (p_0)$. However, such a seemingly virtual wave does have a physical interpretation, based on the mutual interaction between waves propagating in dielectric media. Doyle [29] provided an explanation based on the concept of the wave triad originally introduced by Ewald [29]. Ewald considered a dense array of dipole scatterers (the entire dielectric medium) situated in a half space and excited by an incident plane wave incident from the vacuum half-space, filling the whole space between the scatterers. He showed that the dipole scatterers would respond to the excitation in such a way that there exist planes of scatterers of coherent response, meaning that all dipoles within such a plane oscillate in phase. As a consequence of this fact and that the array of scatterers is bounded within a half space by a planar interface, the superposition of all elementary waves emitted by each individual scatterer results in the propagation of three plane waves: two waves called vacuum waves propagating with a phase velocity equal to $c$ and one wave propagating with phase velocity $c/n$ called polarization wave, where $n$ corresponds to the refractive medium made of scatterers within the macroscopic picture. The wave propagating with phase velocity $c/n$ corresponds to the transmitted wave in the macroscopic picture, while one of the waves propagating with phase velocity $c$ serves to exactly cancel the incident wave within the dielectric medium. The other wave propagating with phase velocity $c$ exits the medium and corresponds to the reflected wave. The wave vectors of the different waves are naturally given by Snell’s law, and Ewald’s derivation can be viewed as a microscopic validation of Snell’s law.

When two half-spaces are filled with dipole scatterers of different dipole moments, similar arguments apply with the difference that the superposition of all wavelets emitted by all scatterers (i.e., from both sides of the interface) must be taken into account. This results in three wave triads: one triad associated with the incident wave, one for the reflected wave and one for the refracted wave, which all satisfy the so-called dynamical conditions [20]. The incident polarization wave in medium 1, propagating with phase velocity $c/n_1$ and wave vector $k_{p,1}^- (p_0)$, is associated with two waves propagating with phase velocity $c/n_2$ and with wave vectors $k_{p,2}^- (p_0)$. Similarly, the reflected (refracted) polarization wave, whose wave vector is given by $k_{p,2}^+ (p_0) [k_{p,2}^- (p_0)]$, is associated with two waves propagating with phase velocity $c/n_2$ ($c/n_1$) and wave vectors $k_{p,2}^+ (p_0) [k_{p,2}^- (p_0)]$. The dynamical conditions state that the amplitudes of the different waves are such that (i) the wave associated with the refracted polarization wave and propagating along $k_{p,1}^- (p_0)$ in medium 2 cancels the incident wave and (ii) that the superposition of waves associated with the incident and reflected polarization waves and propagating along $k_{p,2}^- (p_0)$ vanishes (more details can be found in Refs. [26] and [29]).

In the following, we will refer to the wave vectors $k_{p,1}^+ (p)$ and $k_{p,2}^+ (p)$, i.e., wave vectors sharing the same projection in the $(\hat{e}_1, \hat{e}_2)$-plane and pointing either both upward or downward, as Snell-conjugate wave vectors. When it comes to the polarization dependence of the reflection amplitudes, the fact that $p_{pp} (p_0)$ is proportional to $\hat{e}_{p,2}^+ (p_0) \cdot \hat{e}_{p,1}^+ (p_0)$ indicates that the amplitude of the reflected wave is controlled by the component of the incident field along the p-polarization vector associated with the Snell-conjugate wave vector of the wave vector of the reflected wave. This indicates that the direction of the dipole oscillation is intimately linked to waves in the aforementioned triad.

Equation (27b) provides an interesting condition for the well known Brewster’s angle. The Brewster phenomenon for dielectric media is commonly defined as the extinction of the p-polarized reflected wave in the case of a planar interface. From Eq. (27b), it is clear that, assuming $\epsilon_1 \neq \epsilon_2$, the Fresnel amplitude vanishes if and only if $\hat{e}_{p,2}^+ (p_0) \cdot \hat{e}_{p,1}^+ (p_0) = 0$. In other words, the condition for Brewster’s law can be stated as the orthogonality between the polarization vector of the incident wave $(\hat{e}_{p,1}^+ (p_0))$ and the polarization vector of the Snell-conjugate wave associated with the reflected wave $(\hat{e}_{p,2}^- (p_0))$. Since $\hat{e}_{p,2}^- (p_0)$ is orthogonal to $k_{p,2}^- (p_0)$, we can restate the condition for Brewster’s angle as the angle of reflection ensuring colinearity between the incident field amplitude and the wave vector which is Snell-conjugate to that of the reflected wave. Note that we take here a slight change of point of view compared to the common phrasing. One usually refer to Brewster’s angle as an angle of incidence, while we prefer to refer to the angle of reflection. Obviously, the two are the same for a planar interface, but the latter point of view is the one which will hold true for non-planar interfaces. Nevertheless, it is convenient to use the term Brewster’s incidence for a planar interface and we can define it as the angle of incidence $\theta_B = \arctan(n_2/n_1)$ which yields a Brewster (non-)reflected wave. We will see that this angle of incidence, $\theta_0 = \theta_B$, has a remarkable property in the case of scattering by a non-planar interface.

Brewster’s angle in the case of non-magnetic media is often said to be the angle of incidence that results in a right angle (90°) between the wave vector of the
transmitted wave and that of the (non-)reflected wave.
In the case of a planar interface, our new definition of Brewster angle agrees with this explanation. Indeed, if \( \hat{e}_{p,1}(p_0) \cdot \hat{e}_{p,2}(p_0) = 0 \) it is immediate that \( k^p_1(p_0) \cdot k^p_2(p_0) = 0 \). However, we will see below that the new geometrical criterion proposed in the above holds when applied with Snell-conjugate wave vector associated with a non-specularly scattered wave, while the “right angle” criterion between wave vectors breaks down.

The Fresnel amplitudes for the refracted wave for s- and p-polarized light expressed in terms of polarization vectors, presented in a similar fashion as Eq. (27), read

\[
\begin{align*}
\tau^{(0)}_{ss}(p_0) &= \frac{\tau^{(0)}(p_0)}{\hat{e}_s(p_0) \cdot \hat{e}_s(p_0)} \quad (28a) \\
\tau^{(0)}_{pp}(p_0) &= \frac{\tau^{(0)}(p_0)}{\hat{e}_{p,1}(p_0) \cdot \hat{e}_{p,2}(p_0)} \quad (28b) \\
\tau^{(0)}(p_0) &= \frac{c^2}{\omega^2} 2\alpha_1(p_0) - \alpha_2(p_0) \cdot (\alpha_1(p_0) - \alpha_2(p_0)). \quad (28c)
\end{align*}
\]

From Eq. (28), it is readily observed that neither the s- nor p-polarized zero order transmitted wave vanishes in general, which relates to the common experience that no Brewster angle is known for transmission through a planar interface. This fact does not, however, prevent the existence of Brewster scattering angles in the diffusely transmitted light. Equation (28) will therefore be important in the remainder of this paper. Note the presence of the factor \( \alpha_1(p_0) - \alpha_2(p_0) \) in the transmission amplitude of the scalar wave in Eq. (28c) which is identical to the numerator of the reflection amplitude in Eq. (27c). The analysis of this term on total internal reflection hence leads to a similar behavior for the transmission amplitude, in the sense that \( \tau^{(0)}(p_0) \) leaves the real line and traces a path in the complex plane when total internal reflection occurs. This fact illustrates the coupling between the reflected and the transmitted waves, which may be interpreted as two components of the same mode.

**First order** — We analyze now the first order amplitudes given by SAPT. Let us consider first the case of a scalar wave subjected to the continuity of the field and its normal derivative with respect to the surface. We have seen in Sec. III that it suffices to replace the \( M^{a,b}_{lm} \) matrices by \( k_1 k_2 \) and the identity matrix by 1 in Eqs. (23a) and (23b) to obtain the first order reflection and transmission amplitudes for the corresponding scalar problem. This yields the following first order scalar amplitudes

\[
\begin{align*}
R^{(1)}(p | p_0) &= S(p | p_0) [1 + \rho^{(0)}(p_0)] \quad (29a) \\
T^{(1)}(p | p_0) &= S(p | p_0) \tau^{(0)}(p_0) \quad (29b) \\
S(p | p_0) &= (\alpha_1(p) - \alpha_2(p)) \hat{\zeta}(p - p_0). \quad (29c)
\end{align*}
\]

The first point to notice in Eqs. (29a) and (29b) is that both the reflection and transmission amplitudes are proportional to \( S(p | p_0) = (\alpha_1(p) - \alpha_2(p)) \hat{\zeta}(p - p_0) \). Second, this common factor encodes to whole \( p \)-dependence of the amplitudes. Indeed, the remaining factors \( 1 + \rho^{(0)}(p_0) \) and \( \tau^{(0)}(p_0) \) respectively, only depend on the incident in-plane wave vector \( p_0 \). How should we interpret such a factorization? Since the reflection and transmission amplitudes vary in the same way with \( p \), we can say that both the elementary reflected wave with in-plane wave vector \( p \) and the elementary transmitted wave with the same wave vector \( p \) are coupled. They can be viewed as two pieces of a single scattered mode defined in the whole space. In fact, for scalar waves, we have \( 1 + \rho^{(0)}(p_0) = \tau^{(0)}(p_0) \), which gives \( R^{(1)}(p | p_0) = T^{(1)}(p | p_0) \); the first order reflection and transmission amplitudes are equal! This strengthens the coupled mode interpretation. Indeed, it means that in the plane wave expansion of the scalar scattered field, which can be written

\[
\begin{align*}
E_1(r) &= E_0 \int R(q | p_0) \exp(i k^r_1(q) \cdot r) \frac{d^2 q}{(2\pi)^2} \quad (30a) \\
E_2(r) &= E_0 \int T(q | p_0) \exp(i k^r_2(q) \cdot r) \frac{d^2 q}{(2\pi)^2}, \quad (30b)
\end{align*}
\]

where one has a priori two amplitudes \( R \) and \( T \) to be determined, the first order result states that there is actually fewer degree of freedom since (to first order) \( R = T \). By defining a coupled plane wave mode as

\[
C^{a,b}(p, r) = \begin{cases} 
\exp(i k^a_1(p) \cdot r) & \text{for } x_3 > 0 \\
\exp(i k^b_2(p) \cdot r) & \text{for } x_3 < 0
\end{cases}, \quad (31)
\]

the plane wave expansion can be recast into a coupled plane wave mode expansion with only one amplitude \( X = R = T \) for the field in the whole space as

\[
E(r) = E_0 \int X(q | p_0) C^{+,-}(q, r) \frac{d^2 q}{(2\pi)^2} \quad (32)
\]

This is an important conceptual step which needs some comments. The coupled plane wave modes defined in Eq. (31) are such that they satisfy the Helmholtz equation in both media and are continuous across the interface \( x_3 = 0 \). They are then continuous eigenmodes of the Helmholtz equation where the interface is planar between the two media, in the same way plane waves are eigenmodes of the Helmholtz equation in a homogeneous medium. In addition, taking \( a = + \) and \( b = - \) select the eigenmodes which satisfy an outgoing wave radiation condition. The coupled plane wave mode expansion thus seems to be, in some sense, a more natural choice than the plane wave expansion to describe the scattering problem at hand. Note, however, that the normal derivative of the coupled mode across the interface, \( x_3 = 0 \), is discontinuous. The jump is given by \( i(\alpha_1(p) - \alpha_2(p)) e^{i p \cdot x_3} \). This indicates that the problem of scattering by a rough surface can be mapped to a problem of scattering by planar surface with surface sources, at least to first order in the surface profile function. This is to be related to the so-called equivalent surface-current model [39].
Let us analyze further the scattering amplitudes in Eq. (29). Since there is no summation over intermediate wave vectors \( \mathbf{q} \), we can consider that a scattered mode characterized by a wave vector \( \mathbf{q} \neq \mathbf{p} \) is decoupled from a scattered mode characterized by a wave vector \( \mathbf{q} = \mathbf{p} \). The scattered modes are, however, coupled to the incident wave which acts as a source. It is also fruitful to go back to the derivation of SAPT to get an intuitive understanding of the meaning of the factor \( S(\mathbf{p} | \mathbf{p}_0) = (\alpha_1(\mathbf{p}) - \alpha_2(\mathbf{p})) \zeta(\mathbf{p} - \mathbf{p}_0) \). This factor originates from the Taylor expansion of the exponential factor \( \exp[-i \mathbf{b}_{\alpha_2}(\cdot) \cdot \alpha_1(\cdot) \zeta(\cdot)] \) in the definition of the \( J^\text{lm}_\text{m} \)-integral (see Appendix A). What the \( J^\text{lm}_\text{m} \)-integral encodes is intuitively a sum of complex amplitudes along the surface where each scattered path will experience different phase shift depending on their scattering event along the surface. The factor \( \exp[-i \mathbf{b}_{\alpha_2}(\cdot) \cdot \alpha_1(\cdot) \zeta(\cdot)] \) can be thought as a phase factor varying along the surface. The factor \( (\alpha_1(\mathbf{p}) - \alpha_2(\mathbf{p})) \zeta(\mathbf{p} - \mathbf{p}_0) \) originates from the linear approximation of this phase factor. Thus it corresponds to the approximation of the interference pattern, or speckle field, resulting from single scattering events with phases linearly approximated. Taking one step further in our interpretation, \( S(\mathbf{p} | \mathbf{p}_0) \) can then be roughly said to be a probability amplitude for a change of in-plane wave vector (or momentum) from \( \mathbf{p}_0 \) to \( \mathbf{p} \). This is not the entire reflection nor transmission amplitude yet. We still have to give an interpretation to the remaining factors in Eq. (29). The factor \( 1 + \rho^{(0)}(\mathbf{p}_0) \) is the sum of the incident unit field and the corresponding reflected zero order field, hence it describes the total zero order field in medium 1. Similarly, \( \tau^{(0)}(\mathbf{p}_0) \) is the zero order transmitted amplitude and it describes the total zero order field in medium 2. Thus the first order reflected and transmitted amplitudes are proportional, respectively, to the total zero order field in the medium of reflection and transmission. In other words, we can say that it is not only the incident wave that acts as a source for the first order waves, but the sum of the incident and scattered zero order field. What does this mean microscopically? It means that to first order in the surface profile, the state of oscillation of elementary point sources of spherical waves constituting the media is the same as that of the corresponding planar interface problem. The surface roughness is so small that it does not influence significantly the coherent response of the array of point sources in the media compared to the planar case. Nevertheless, since the surface is rough, the point sources in the volume of the selvedge region interfere in the far field in such a way that they produce a speckle pattern in contrast to the planar case where the sum of all point source radiations interfere destructively in all direction but the specular.

Now that we have given a physical interpretation to the first order amplitudes for scalar waves, let us consider the case of electromagnetic waves. The first order amplitudes for electromagnetic waves are given by Eqs. (33a) and (33b). We have seen when discussing the Fresnel amplitudes that, in view of a physical interpretation, it was beneficial to express the \( M^\text{lm}_\text{m} \) matrices in terms of the polarization vectors according to Eq. (10). The first order electromagnetic amplitudes read as a function of the polarization vectors as

\[
\mathbf{R}^{(1)}(\mathbf{p} | \mathbf{p}_0) = S(\mathbf{p} | \mathbf{p}_0) \hat{\rho}^{(1)}(\mathbf{p} | \mathbf{p}_0),
\]

\[
\mathbf{T}^{(1)}(\mathbf{p} | \mathbf{p}_0) = S(\mathbf{p} | \mathbf{p}_0) \hat{\tau}^{(1)}(\mathbf{p} | \mathbf{p}_0)
\]

for the reflection amplitudes and

\[
\hat{\varphi}^{(1)}(\mathbf{p} | \mathbf{p}_0) = \frac{\hat{e}_s(\mathbf{p}) \cdot \mathbf{E}^{(0)}_{1,s}(\mathbf{p}_0)}{\hat{e}_s(\mathbf{p}) \cdot \hat{e}_s(\mathbf{p})}
\]

\[
\hat{\varphi}^{(1)}(\mathbf{p} | \mathbf{p}_0) = \frac{\hat{e}_p,1(\mathbf{p}) \cdot \mathbf{E}^{(0)}_{2,s,1}(\mathbf{p}_0)}{\hat{e}_{p,1}(\mathbf{p}) \cdot \hat{e}_{p,2}(\mathbf{p})}
\]

\[
\hat{\varphi}^{(1)}(\mathbf{p} | \mathbf{p}_0) = \frac{\hat{e}_p,2(\mathbf{p}) \cdot \mathbf{E}^{(0)}_{2,s,2}(\mathbf{p}_0)}{\hat{e}_{p,1}(\mathbf{p}) \cdot \hat{e}_{p,2}(\mathbf{p})}
\]

for the transmission amplitudes. Here we have defined the total zero order field amplitudes in media 1 and 2, for s- and p-polarized incident light, as

\[
\mathbf{E}^{(0)}_{1,s}(\mathbf{p}_0) = \left[ 1 + \rho^{(0)}_{s,s}(\mathbf{p}_0) \right] \hat{e}_s(\mathbf{p}_0)
\]

\[
\mathbf{E}^{(0)}_{1,p}(\mathbf{p}_0) = \hat{e}_{p,1}(\mathbf{p}_0) + \rho^{(0)}_{p,s}(\mathbf{p}_0) \hat{e}_{p,1}^+(\mathbf{p}_0)
\]

\[
\mathbf{E}^{(0)}_{2,s}(\mathbf{p}_0) = \tau^{(0)}_{s,p}(\mathbf{p}_0) \hat{e}_{p,1}^-(\mathbf{p}_0)
\]

\[
\mathbf{E}^{(0)}_{2,p}(\mathbf{p}_0) = \tau^{(0)}_{p,p}(\mathbf{p}_0) \hat{e}_{p,2}^-(\mathbf{p}_0)
\]

The factorization suggested by Eq. (33) is very similar to that given by Eq. (29) for scalar waves. We have already discussed the speckle factor \( S(\mathbf{p} | \mathbf{p}_0) \) for scalar waves and it keeps its interpretation for electromagnetic waves. The difference between electromagnetic and scalar waves resides in the last factor, \( \hat{\rho}^{(1)}(\mathbf{p} | \mathbf{p}_0) \) and \( \hat{\tau}^{(1)}(\mathbf{p} | \mathbf{p}_0) \) respectively for the reflection and transmission amplitude. In the case of scalar waves, the last factor encoded the state of the scalar zero order field. The factors \( \hat{\rho}^{(1)}(\mathbf{p} | \mathbf{p}_0) \) and \( \hat{\tau}^{(1)}(\mathbf{p} | \mathbf{p}_0) \) also encodes the state of the electromagnetic zero order field. Indeed this is readily
seen from Eq. (36) where $E_{y0}^{(0)}(p_0)$ is the sum of the $\beta$-polarized unit incident (if $j = 1$) field amplitude and the corresponding zero order scattered field. We will hence call $E_{y0}^{(0)}(p_0)$ the total zero order field amplitude. Microscopically, this factor contains the information of the polarization state of the media for the planar system, i.e. information about the unperturbed collective oscillation of dipoles constituting the media. As for the scalar case, the radiation emitted by dipoles in the volume of the selvedge region interfere in the far field (factor $\rho(S(p_0,p_0))$ but now we need to take into account that dipole radiation is anisotropic. This is the reason why the amplitudes $\hat{\rho}^{(1)}(p|p_0)$ and $\hat{\pi}^{(1)}(p|p_0)$ also depend on $p$ and not only on $p_0$. By a close inspection of the expressions given in Eqs. (34) and (35), we note that all these amplitudes can be written as

$$\hat{x}_{\alpha\beta}^{(1)}(p|p_0) = \frac{\hat{e}_{\alpha\beta}^{x}(p) \cdot E_{y0}^{(0)}(p_0)}{\hat{e}_{\alpha\beta}^{x}(p) \cdot \hat{e}_{\alpha\beta}^{x}(p_0)}$$

with $x = \rho$ or $\tau$, $j_x = 1$ or 2, and $a_x = \pm$ respectively for $x = \rho$ and $x = \tau$, and $j_x = 1$ if $j_x = 2$ and $j_x = 2$ if $j_x = 1$. We also adopt the convention that $\hat{e}_{\alpha\beta}^{x}(p) = \hat{e}_{\alpha}(p)$ independently of $j$ and $a$. Stated in a sentence, the caret amplitude is given by the the total zero order field amplitude projected on the Snell-conjugate polarization vector of the measured polarization normalized by the similar projection as if the total zero order field were replaced by the measured polarization vector. The normalization can be puzzling at first, let us start by interpreting the numerator in some particular cases. In the case of $s \to s$ reflection we have that $\hat{\rho}^{(1)}(p|p_0)$ is proportional to $\hat{e}_s(p) \cdot E_{1s}^{(0)}(p_0)$. This seems quite intuitive, since it means that the probability of scattering to a $s$-polarized wave with wave vector $p$ is proportional to the projection of the zero order field along the outgoing polarization state vector. Consider now the first order reflection amplitude $\hat{\rho}^{(1)}(p|p_0)$. It is proportional to $\hat{e}_{1p}^{s}(p) \cdot E_{1p}^{(0)}(p_0)$, which means that the probability for scattering to a $p$-polarized wave with wave vector $p$ is proportional to the projection of the zero order field along the polarization vector of the Snell-conjugate wave $[\hat{e}_{p,1}^{s}(p)]$ associated with the outgoing polarization vector $[\hat{e}_{p,1}^{s}(p)]$. This is slightly less intuitive than the $s \to s$ case. What this means is that, in virtue of Ewald’s interpretation discussed for the Fresnel amplitudes, it is the Snell-conjugate wave that controls the polarization coupling. This fact is the analog of what we found for the reflection of a $p$-polarized wave at a planar interface, Eq. (27b). For $s$-polarized waves, this interpretation still holds since Snell-conjugate pairs always have the same $s$ polarization vector.

Let us attempt to summarize the overall interpretation of the first order amplitudes for electromagnetic waves in a few sentences. The first order reflection and transmission amplitudes for polarized waves are the product of a common probability amplitude for a single change of in-plane momentum from $p_0$ to $p$, which is of a scalar nature, with a probability amplitude for a polarization coupling between the outgoing wave and the zero order state. The probability amplitude for a change of momentum is microscopically linked to the interference of point sources from the volume of the selvedge region. The probability amplitude for polarization coupling, i.e. to scatter to a $\alpha$-polarized wave with in-plane wave vector $p$ from an incident $\beta$-polarized wave with in-plane wave vector $p_0$, is proportional to the projection coefficient of the total zero order field $E_{\epsilon0}^{(0)}(p_0)$ along the polarization vector of the Snell-conjugate wave associated with the measured wave. Microscopically, this last factor is the trace of the polarization state of the media, i.e. the coherent oscillation of dipoles in the planar interface case, indicating that the dipoles in the selvedge region are not perturbed and oscillate accordingly to the zero order state.

We are now ready for a more in-depth analysis of the Yoneda and Brewster scattering effects based on the physical interpretation and concepts we have developed in the present section.

### C. The physical origin of the Yoneda effect

Our observations on the Yoneda and Brewster scattering effects in Section [IV.A] led us to the conclusion that the two effects can be explained independently. The fact that the Brewster scattering angle coincides with the Yoneda critical angle for normal incidence can, for the time being, be considered a simple coincidence. Since the Yoneda phenomenon seems to be independent of polarization we can attempt an explanation solely based on scalar waves and consider Eq. (29) a relevant simplified model, in an analogous fashion as Eq. (29c) was sufficient to explain total internal reflection from a planar surface. In fact, for the scattering of $s$-polarized waves restricted to the plane of incidence $(p \parallel p_0)$ the reflection and transmission amplitudes are exactly given by Eq. (29). We will therefore keep to scalar waves for the main analysis, but we will also illustrate our conclusions with results obtained for $s$-polarized waves. In the following, it will be convenient to refer to the smallest and largest dielectric constant by $\epsilon_{\text{min}}$ and $\epsilon_{\text{max}}$ respectively, and more generally we will index by min and max the quantities corresponding to this media. Our analysis will be independent of the configurations of the media but will require us to distinguish the optically denser medium from the less dense medium for the scattered waves.

We have seen in Sec.[IV.B] that we can consider that the incident wave impinges on the surface with an in-plane lateral wave vector $p_0$ and, within a single scattering point of view, gives rise to a scattered elementary wave reflected with the in-plane lateral wave vector $p$ and a scattered elementary wave transmitted with the in-plane
lateral wave vector $\mathbf{p}$. The two elementary waves are two components of the same coupled mode characterized by the in-plane wave vector $\mathbf{p}$. As argued in Sec. [IV.B] the probability for a change of lateral wave vector from $\mathbf{p}_0$ to $\mathbf{p}$ is controlled by the factor \[ |\alpha_1(p) - \alpha_2(p)| \] (up to the zero order state amplitude). What does determine whether the intensity is enhanced in the optically denser medium for a given elementary scattered wave? Since the elementary reflected and transmitted waves are coupled into a single coupled mode, we can also interpret the probability amplitude for a change of momentum as a way to allocate part of the energy from the incident wave, to be shared between, and radiated away by, the two scattered waves gathered in the coupled mode with the shared lateral wave vector $\mathbf{p}$. This allocated energy to the coupled mode must then be shared between the reflected and transmitted wave components.

Let us first consider the situation where the shared lateral wave vector of the scattered waves is restricted to $|\mathbf{p}| < k_{\min} = p_c$, which means that both waves are allowed to propagate to infinity in their respective medium. Under this assumption, the total energy of the two waves will be shared a priori non-trivially between the two waves. However, if now the shared lateral wave vector is such that $k_{\min} < |\mathbf{p}| < k_{\max}$, the wave scattered in the optically less dense medium will be evanescent. Therefore, the total energy for the coupled mode will be carried away solely by the wave which can propagate, namely the one scattered into the dense medium, resulting in the apparent sudden increase of intensity at the transition between propagation and evanescence of the wave scattered in the optically less dense medium.

An illustrative way of seeing that the intensity needs to be enhanced is by analyzing the factor $\alpha_1(p) - \alpha_2(p)$ assuming $|\tilde{\zeta}|$ to vary slowly. For $|\mathbf{p}| < p_c$ both $\alpha_1(p)$ and $\alpha_2(p)$ are real. As $|\mathbf{p}| \to p_c$ from below, $\alpha_{\min}(p) \to 0$ and $\alpha_1(p) - \alpha_2(p) \to \pm \alpha_c$, with $\alpha_c = \sqrt{\epsilon_{\max} - \epsilon_{\min}} \omega/c$. By writing $p = |\mathbf{p}| = p_c - \Delta p$, with $\Delta p > 0$, we can make an asymptotic analysis of $|\alpha_1(p) - \alpha_2(p)|$ as $p \to p_c$ from below. In this way we obtain the result

\[
|\alpha_1(p) - \alpha_2(p)| = \frac{\alpha_c}{\omega} = \frac{|\alpha_{\max}(p) - \alpha_{\min}(p)|}{\omega} \approx \frac{\epsilon_{\max} - (\tilde{\epsilon}_{\min} - \Delta \tilde{\epsilon})^2}{2} \frac{1}{\omega} \approx \frac{\epsilon_{\max} - \epsilon_{\min} + 2k_{\min}^2 \Delta \tilde{\epsilon} - \Delta \tilde{\epsilon}^2}{2} \frac{1}{\omega} = \frac{\epsilon_c}{\omega} \frac{1}{2} \frac{\Delta \tilde{\epsilon}}{\omega} + o(\Delta \tilde{\epsilon}^2).
\]

Here we have chosen to work with unit-less quantities and denoted $\tilde{p} = p c/\omega$ for conciseness. From Eq. (38) it then follows that as $\Delta p \to 0$, $|\alpha_1(p) - \alpha_2(p)|$ must increase towards $\alpha_c$ in an inner-neighborhood of the circle $p = p_c$. Furthermore, the asymptotic expansion reveals that the critical point will be reached with a sharp edge (infinite slope) for $p < p_c$ as can be deduced from the square root behavior in $\Delta p$. Note that both the reflection and transmission amplitudes exhibit the same behavior independently of which medium is denser. This is due to the fact that the two waves are part of the same mode. However, as the wave propagating in the less dense medium becomes a grazing wave, the corresponding differential scattering coefficient is forced to vanish due to the angular dependence in $\cos^2 \theta_0$ ($\theta_0 = \theta_s$ or $\theta_t$ depending on the context). The complex amplitude is nevertheless enhanced for both the reflected and transmitted wave. This is illustrated for example in Figs. 2(a) and 2(d), which corresponds to a case for which the medium of incidence is vacuum. From the results presented in these figures, we can see that while the incoherent component of the MDRC is forced to go to zero when $p_1 \to p_c = \omega/c$, the surface-independent part of the reflection amplitude $\rho_{ss}^{(1)}$ exhibits a sharp increase in modulus. Simultaneously, the surface-independent part of the transmission amplitude $\tau_{ss}^{(1)}$ also exhibits a similar increase in modulus as $p_1$ approaches $p_c$. Consequently, since the wave can propagate away from the surface in the second medium (which consists of glass in this specific case), the corresponding incoherent component of the MDTC exhibits a similar increase. Note that both the phases associated with $\rho_{ss}^{(1)}$ and $\tau_{ss}^{(1)}$ remain constant and equal to 0 for $p_1 < p_c$ for all $\theta_0$ in Fig. 2 since the complex amplitude stays on the real line in the case where $\epsilon_1 < \epsilon_2$ independent of the angle of incidence.

Figures 3 and 4 support the same conclusion but by interchanging the role of the media. The only difference worth noting is that the phases $\phi_{ss}^{(1)}$ and $\phi_{rs}^{(1)}$ have a constant plateau for $p_1 < p_c$ which is equal to 0 only for $\theta_0 < \theta_c$. The plateau is offset for $\theta_0 > \theta_c$. This overall phase offset is due to the Goos-Hänchen phase shift associated with total internal reflection of the zero order wave. Indeed, recall that the first order amplitudes are proportional to the total zero order field amplitudes. As a consequence, if the zero order waves exhibit a phase shift, it will affect the first order amplitudes in the form of a constant phase offset for all $p$.

When $|\mathbf{p}| > p_c$, $\epsilon_{\min}$ becomes purely imaginary and $\alpha_1(p) - \alpha_2(p)$ thus moves off the real line. For $p_c < |\mathbf{p}| < k_{\max}$, we find that in this regime $\alpha_1(p) - \alpha_2(p)$ keeps a constant modulus equal to $\alpha_c$. Indeed, by writing $\alpha_{\min}(p) = i\beta_{\min}(p)$ we have

\[
|\alpha_1(p) - \alpha_2(p)| = |\alpha_{\max}(p) - i\beta_{\min}(p)| = \sqrt{\alpha_c^2 + \beta_{\min}^2} \approx \frac{\epsilon_{\max} - \epsilon_{\min}}{\omega}. \tag{39}
\]

The complex number $\alpha_1(p) - \alpha_2(p)$ thus traces a circular arc of radius $\alpha_c$ in the complex plane. Finally, when $|\mathbf{p}| > k_{\max}$, both the reflected and transmitted waves are evanescent, $\epsilon_{\max}$ becomes pure imaginary and hence $\alpha_1(p) - \alpha_2(p)$ moves along the imaginary axis. The constant value of $|\rho_{ss}^{(1)}|$ and $|\tau_{ss}^{(1)}|$ in the regime $k_{\min} < |\mathbf{p}| < k_{\max}$ can be appreciated for all angles of
incidence illustrated in Figs. 2 – 4 while the phases exhibit a smooth variation from their plateau value and decay by a total amount of $-\pi/2$ when reaching $p_1 = k_{\text{max}}$. Once the threshold of $k_{\text{max}}$ has been passed, the phases remain constant and the moduli decay towards zero as $|p| \to \infty$ (which can easily be deduced from a straightforward asymptotic analysis leading to $\alpha_1(p) - \alpha_2(p) \sim i(\epsilon_{\text{max}} - \epsilon_{\text{min}})c^2/(2c^2p)$). The phase change associated with the transition from the real line to the imaginary line in the complex plane is therefore $-\pi/2$. This gradual phase change is similar to that of the Goos-Hänchen phase shift discussed for the reflection by a planar surface. The difference of absolute total phase change, of $\pi$ for the case of the Fresnel amplitude and $\pi/2$ in the case of the scattered waves, comes mathematically from the fact that in the former case the amplitude is written as the ratio of a complex number and its complex conjugate, while in the latter case there is no such ratio. The phase consequently turns twice as fast in the former case than in the latter. A physical interpretation of this difference is that for the Fresnel amplitude both the incident and outgoing wave vector must vary simultaneously (since they are the same), while in the case of a scattered wave the incident wave vector is fixed while only the outgoing wave vector is allowed to vary. In fact, we have only analyzed the phase associated with the factor $\alpha_1(p) - \alpha_2(p)$ in Eq. (29). The phase of the overall complex amplitude will be the sum of the aforementioned phase, that given by the argument of $\zeta(p - p_0)$, and the phase given by the argument of the total zero order amplitude $[1 + \rho^{(0)}(p_0)]$ or $\tau^{(0)}(p_0)$. In particular, if the angle of incidence is such that total internal reflection occurs for the zero order field, the overall phase of the scattered amplitude will contain a signature of the Goos-Hänchen phase shift associated with the total internal reflection of the zero order field in addition to the corresponding Goos-Hänchen phase shift associated with the Yoneda effect. Note that when averaged over surface realizations, the phase contribution coming from $\zeta$ averages to zero. This supports our choice of limiting the detailed investigation to the surface-independent factors in Eq. (29).

To summarize, let us gather some important results and answer some of the questions which were left unanswered in previous studies. First, we would like to stress that the above analysis predicts a critical angle for the Yoneda phenomenon which is independent both of the angle of incidence and of which medium the incident wave came from. The Yoneda transition will therefore always occur at the same polar angle of scattering: the one given by $|p_e| = k_{\text{min}}$. We also want to emphasize that the approximate solution of the reduced Rayleigh equations obtained via SAPT to first order in the surface profile is commonly accepted as a single scattering approximation. In light of our analysis of the Yoneda phenomenon, it is clear that the analogy of the Yoneda phenomenon with that of total internal reflection put forward in the literature may seem a valid one. There are, however, some comments to be made about this analogy. It is important to emphasize the underlying cause of total internal reflection, namely the impossibility of an evanescent wave to carry energy away from the surface, given the assumed scattering system. Indeed, trying to directly and naively apply the total internal reflection argument would lead one to expect an absence of the Yoneda effect in transmission into the dense medium based on a single scattering picture, as this would require multiple scattering events. Indeed, one could imagine that the incident wave would need to scatter once to a transmitted grazing or evanescent wave and then a second time to be scattered in reflection in the dense medium and therefore follow the rule of total internal reflection. Such a naive picture would be in contradiction with results from numerical experiments based on first order perturbation theory [1, 2], or at least contradict the common single-scattering picture associated with it, and we believe that our interpretation in terms of coupled mode resolves this issue. The results presented in Refs. [1 and 2] validated the qualitative use of SAPT in describing the Yoneda phenomenon, for the roughness parameters assumed in these studies, when compared to numerical results obtained through a non-perturbative solution of the reduced Rayleigh equations. Similar non-perturbative solutions were found to match experimental results showing the Yoneda phenomenon in Ref. [10].

In fact, the Yoneda phenomenon for weakly rough surfaces originates from the same physical mechanism as the Rayleigh anomalies for periodic dielectric gratings. The continuous set of scattered wave vectors in the case of a randomly rough surface can be viewed as probing a diffracted order scattered from a periodic surface with continuously changing lattice constant. It is easy to show numerically and with SAPT to first order, that the behavior of the efficiency of a given diffractive order as the lattice constant is changed exhibits the same characteristic peak as the Yoneda peak when its counterpart in the less dense medium becomes evanescent. The perturbative analysis in the case of a periodic grating is exactly the same as in the case of a randomly rough surface with the only difference being that $p$ must be replaced by the in-plane wave vector of the diffractive order of interest and make the lattice constant vary instead.

As a remark, we would like to point out that since the analysis was carried out for the scattering of a scalar wave subjected to the continuity of the field and its normal derivative with respect to the surface, we predict that the Yoneda phenomenon should also be observed for the scattering of a quantum particle by a rough interface between two regions of constant potential.

In studying the results from Figs. 2 – 4 we avoided a direct discussion for $p$-polarized waves, for which the results put forward by the scalar wave analysis seem to be invalidated. The analysis done for scalar waves is, in fact, still valid but must be complemented with additional effects, due to polarization, not only for $p$-polarized
light but also for s-polarized light when the scattering direction is out of the plane of incidence as suggested by Eqs. 34-35. This is the subject of the following section.

D. Physical and geometrical explanations of the Brewster scattering effect

For a randomly rough surface, we have seen in Figs. 2-3 that we may find a Brewster scattering angle for a wide range of angles of incidence if we look at both the reflected and transmitted light (the MDRC and MDTC). We will now see that the general Brewster scattering phenomenon, roughly defined as a wave scattered with zero amplitude in a single scattering approximation, also extends to scattered waves in the evanescent regime. To this end we will continue our dissection of the phenomenon through perturbative theory.

In-plane reflection — Let us focus first on the case of co-polarized scattering in the plane of incidence to fix the ideas. Equation (34a) shows that $\rho_{ss}^{(1)}(p | p_0)$ is proportional to $\hat{e}_s(p) \cdot E_{s,1}^{(0)}(p_0)$, where $E_{s,1}^{(0)}(p_0)$ is the total zero order field amplitude in medium 1 given by the sum of the unit incident field amplitude and the reflected field amplitude given by the Fresnel coefficient for an s-polarized wave. This relation indicates that the field amplitude of the first order reflected amplitude for the wave scattered with lateral wave vector $p$ is proportional to the projection of its polarization vector on the total zero order field. For scattering in the plane of incidence $\hat{e}_s(p) = \hat{e}_s(p_0)$ and therefore the first order reflection amplitude reduces to that of the scalar wave Eq. (29a). Consequently, there is no extinction for $s \rightarrow s$ scattering in the plane of incidence for any angle of incidence. The same analysis and conclusion hold for the transmitted s-polarized wave.

Similarly, for p-polarized light, Eq. (34d) shows that the first order reflection amplitude is proportional to $\hat{e}_{p,1}^+(p) \cdot E_{p,1}^{(0)}(p_0)$, where we recall that $E_{p,1}^{(0)}(p_0)$ is the total zero order field amplitude given by the sum of the unit incident field amplitude and the reflected field amplitude given by the Fresnel coefficient for p-polarized waves. Equation (34d) states that the first order field amplitude is proportional to the projection of the Snell-conjugate wave’s polarization vector $\hat{e}_{s,2}^+(p)$ along the direction of the total zero order field. Note the similarity with what was found for the Fresnel coefficient for p-polarized light in Eq. (27b). From Eq. (34d) we can deduce a simple geometrical criterion for Brewster scattering within first order perturbation theory: The lateral wave vector $p_B$ of the elementary Brewster scattered wave(s), for which the reflection amplitude for a p-polarized reflected wave vanishes given a p-polarized incident wave with lateral wave vector $p_0$, is given by the condition of orthogonality between the p-polarization vector of the Snell-conjugate scattered wave(s) and the total zero order field in medium 1, i.e.

$$\hat{e}_{p,2}^+(p_B) \cdot E_{p,1}^{(0)}(p_0) = 0. \quad (40)$$

As a direct consequence, in the case of co-polarized scattering in the plane of incidence, the geometrical condition can be re-stated as a requirement on the colinearity between the Snell-conjugate wave vector and the total zero order field, which is exactly the same geometrical criterion found in the case of reflection from a planar interface. A second corollary is that for in-plane scattering $\Theta_B(\theta_B) = \theta_B$: the Brewster scattering angle is equal to the Brewster angle for a planar interface when the angle of incidence is equal to the Brewster angle for a planar interface, $\theta_0 = \theta_B$ (or so-called Brewster incidence). In other words, the Brewster angle for a planar interface, $\theta_B$, is a fixed point for the mapping which associates the angle of incidence to the Brewster scattering angle: $\Theta_B : \theta_0 \mapsto \Theta_B(\theta_0)$. This is readily understood from the geometrical relations expressed by Eq. (40). At Brewster incidence the zero order reflected wave vanishes (by definition of Brewster incidence). Thus the total zero field amplitude is simply the incident field amplitude, $E_{p,1}^{(0)}(p_0) = \hat{e}_{p,1}^+(p_0)$, and consequently, the Brewster scattering angle is necessarily equal to $\theta_B$.

Let us now apply the above criterion for tracking the Brewster scattering direction while the angle of incidence varies. We start with the case where the incident plane wave is approaching the rough interface from vacuum, and is reflected from a glass substrate $[\epsilon_1 = 1$ and $\epsilon_2 = 2.25]$. Figure 5 presents selected wave vectors for different polar angles of incidence $\theta_0$, highlighting the geometrical relations leading to the Brewster scattering direction. The general construction rules go as follows. First, the wave vectors of the incident and the reflected zero order waves are drawn in black. Second, the direction of the total zero order field given by Eq. (36b) is determined and the wave vector of the Brewster Snell-conjugate wave, which is collinear to the total zero order field (not represented), is drawn as the blue wave vector $k_2^2(p_B)$. Note that $k_2^2(p_B)$ lies on the circle of radius $k_2$. The projection of $k_2^2(p_B)$ along $\hat{e}_1$ gives the Brewster lateral wave vector $p_B$ from which we deduce $k_1^2(p_B)$ in red. Note that the reflected wave associated with $k_1^2(p_B)$ may be evanescent, and in that case we simply represent its lateral component $p_B$ as its component along $\hat{e}_3$ is pure imaginary.

For normal incidence [Fig. 5(a)] the total zero order electric field lies along $\hat{e}_1$, and consequently, so does $k_2^2(p_B)$. In fact, for normal incidence, due to the fact that the total zero order field lies along $\hat{e}_1$, there are two Brewster waves in the plane of incidence with opposite wave vectors $p_\pm = \pm k_2$, but we focus on the one pointing to the right for clarity in Fig. 5(a). It follows from $k_2^2(p_B)$ that $|p_B| > k_1$ and the corresponding Brewster (non-) reflected wave is therefore evanescent. Such a case could not be revealed in previous work which focused on the diffusely scattered intensity radiated away from the surface. Nevertheless, the theory suggests that the notion of Brewster scattering should be extended to evanescent waves. This effect is indeed visible by inspection of the modulus of the amplitude $\rho_{pp}^{(1)}$ in Fig. 2(a).
FIG. 5. Illustration of the geometrical criterion for in-plane Brewster scattering for different polar angles of incidence: (a) $\theta_0 = 0^\circ$, (b) $\theta_0 = 35^\circ$, (c) $\theta_0 = 50^\circ$ and (d) $\theta_0 = 70^\circ$. The dashed circles represent the norm of the full wave vectors, given by the dispersion relations ($|k^\pm| = k_j = n_j \omega / c$), in vacuum ($\epsilon_1 = 1$ inner circle) and glass ($\epsilon_2 = 2.25$ outer circle). The black arrows represent respectively the incident wave vector $k_{\perp}^-(p_0)$, which is drawn as pointing towards the origin for clarity, and the wave vector of the reflected zero order wave, $k_{\perp}^+(p_0)$. The blue arrow represents the wave vector of the virtual wave, $k_{\perp}^2(p_B)$, from which the lateral wave vector of the Brewster wave, $p_B$, is deduced by projection along $\hat{e}_1$. From $p_B$, the full wave vector for the Brewster wave, $k_{\perp}^+(p_B)$, can be drawn (provided propagation in medium 1) as a red arrow. Note that if the Brewster wave is evanescent, only $p_B$ is drawn in red as the out-of-plane component of $k_{\perp}^+(p_B)$ is purely imaginary. The red dashed line indicates the Brewster angle for a planar surface approximately equal to $56.3^\circ$ in this case. Unit-less wavevectors, $\tilde{k} = kc/\omega$, are used in the illustration.

FIG. 6. Same as Fig. 5 but for incidence in glass ($\epsilon_1 = 2.25$ and $\epsilon_2 = 1$) and for polar angles of incidence: (a) $\theta_0 = 0^\circ$, (b) $\theta_0 = 35^\circ$ and (c) $\theta_0 = 41.81^\circ$. The Brewster angle for a planar surface is approximately equal to $33.7^\circ$ in this case. Indeed, we observe that for $p_1 = \pm k_2$, $\rho_{pp}^{(1)}$ vanishes. The corresponding phase $\phi_{pp}^{(1)}$ exhibits a jump which is characteristic of the Brewster effect. The phase jump is equal to $\pi/2$ in this case, while in general the phase jump associated with the Brewster effect is equal to $\pi$. The $\pi/2$ jump seems to happen only when two Brewster waves with opposite lateral wave vectors are solutions of the criterion Eq. (40), which as far as we can see only occurs at normal incidence for the systems studied in this paper. It is tempting to interpret the $\pi/2$ jump as actually a $\pi$ jump evenly shared by the two Brewster waves (although this is over interpreted as we will see later). By progressively increasing the polar angle of incidence, the direction of the total zero order field changes, and so does the wave vector of the Brewster Snell-conjugate wave (which now is unique). For a polar angle of incidence equal to $35^\circ$, as sketched in Fig. 5(b), we can observe that the projection of $k_{\perp}^2(p_B)$ along $\hat{e}_1$ still yields an evanescent Brewster wave, but the lateral wave vector is now closer to the propagation limit. This case corresponds to the parameters assumed in obtaining the results in Fig. 2(b) and we can observe that $\rho_{pp}^{(1)}$ vanishes indeed for $p_1$ just above $k_1$, and that the corresponding phase exhibits a $\pi$ jump. By further increasing the polar angle of incidence the Brewster wave is found in the propagating region as $|p_B| < k_1$, and its full wave vector can now be represented as following the inner dashed circle. As the polar angle of incidence increases towards the Brewster angle for a planar surface, the wave vector associated with the reflected zero order wave $k_{\perp}^+(p_0)$, drawn in black in Fig. 5, and the wave vector of the Brewster scattered wave both approach the red dashed line from either sides and cross it at the same angle of incidence, namely the Brewster angle for a planar interface, $\theta_0 = \theta_B$. Figure 5(c) shows the case where $\theta_0 = 50^\circ$ at a slightly lower angle than the Brewster angle of incidence.
(approximately equal to 56.3°), i.e. just before the cross-over. When \( \theta_0 \) is further increased the lateral component of the Brewster wave vector continues to decrease. Figure 3(d) assumes \( \theta_0 = 70^\circ \) which corresponds to Fig. 2(c) where we now observe that the Brewster wave is indeed in the propagating region as can be seen both from \( \rho_{pp}^{(1)} \) and the extinction of the incoherent component of the MDRC. Note also the \( \pi \) jump in the phase. Finally, as the polar angle of incidence approaches 90°, the Brewster Snell-conjugate wave does not approach the vertical direction as one might naively expect. Indeed, the total zero order field does not become oriented along \( \hat{e}_3 \) but along the direction given by the critical angle for total internal reflection.

We now repeat the analysis but for an incident wave approaching the surface in the denser medium (\( \epsilon_2 = 2.25 \), \( \epsilon_1 = 1.0 \)). For normal incidence, the total zero order field is along \( \hat{e}_1 \), and yet again we recover two Brewster waves. However, since now the the Snell-conjugate waves are lying on the inner circle (\( \epsilon_2 = 1 \)), the wave vectors \( K_1^\pm (\pm p_p) \) correspond to propagating waves in glass, and coincide with the Yoneda threshold. This situation is illustrated in Figs. 3(a) and 3(a). Due to the presence of two Brewster waves, the phase jump is \( \pi/2 \) [see Fig. 3(a)]. The coincidence of the Yoneda threshold and the Brewster scattering angle for internal reflection for normal incidence is now explained, and we see that although the two effects are of different nature and decoupled, they occur simultaneously in this case simply as a consequence of the geometry imposed by the dispersion relations. As the polar angle of incidence is increased, only one Brewster wave remains, and the corresponding lateral wave vector shrinks [see Figs. 3(b) and 3(b)]. The wave vectors of the reflected zero order wave and of the Brewster wave cross each other at the Brewster angle of incidence (\( \approx 33.7^\circ \)). Now comes an interesting effect which was not present when the wave was incident from the less dense medium. As the polar angle of incidence approaches the critical angle of total internal reflection of the zero order reflected wave, the Snell-conjugate wave vector and that of the Brewster wave approach the vertical direction and reach it for \( \theta_0 = \theta_c \), as displayed in Fig. 3(a). Then a sudden transition occurs when \( \theta_0 \) is increased beyond \( \theta_c \). In Fig. 3(a), which shows results for \( \theta_0 \) just above the critical angle, it seems that the Brewster scattering angle is nowhere to be found. However, the Brewster scattering angle now comes back from the left (backscattering) side, visible in the evanescent region of Fig. 4(c) where the polar angle of incidence is 70°. What happened? The overall behavior of the phase in Figs. 4(a)–(c) gives us a good indication. We have mentioned earlier that for s-polarized light, when the zero order reflected wave undergoes total internal reflection, the central phase plateau must undergo a Goos-Hänchen shift with \( \theta_0 \) (in fact it is the whole graph which undergoes the shift). Similarly, the p-polarized zero order reflected wave undergoes a Goos-Hänchen shift and, as a consequence, the two terms in Eq. (36b) are not any longer in phase. In the case where \( \epsilon_1 < \epsilon_2 \), the arguments of the two complex amplitudes in Eq. (36b) are always either in phase or are separated by a phase difference of \( \pi \). Therefore, as time progresses, the real total zero order field keeps a fixed direction. When \( \epsilon_1 > \epsilon_2 \), the Goos-Hänchen phase shift makes the real total zero order field change direction and turn in the plane of incidence as time progresses (it describes an ellipse). Intuitively, this seems to indicate that the corresponding dipole radiation is not expected to be that of an oscillating dipole anymore but that of a rotating dipole. It is therefore understandable that the measurement of a propagating p-polarized wave does not yield any direction of extinction when the radiation is emitted from a rotating dipole. Stated in an equivalent way, \( \rho_{pp}^{(0)} \) now draws a lower half circle in the complex plane from 1 to \( -1 \) as the angle of incidence is varied from the critical angle to 90°, while it previously stayed on the real line. It follows that \( E_{p,0}^{(0)}(p_B) \) has a complex amplitude with non-zero imaginary part. It is therefore not possible for a propagating Snell-conjugate wave to satisfy the requirement of Eq. (40) since its p-polarization vector would be real. Hence, in order to satisfy Eq. (40) the polarization vector \( \hat{e}_{p,2}^{\pm}(p_B) \) must itself be complex, and the Snell-conjugate wave is now found in the evanescent region of medium 2. This is the reason why the Brewster scattering lateral wave vector seems to disappear at the transition \( \theta_0 = \theta_c + \Delta \theta_0 \) and then come back from the negative \( p_1 \) side as the angle of incidence is increased, which reveals the evanescent nature of the Snell-conjugate wave.

Note that what we have defined as a p-polarized wave, according to the polarization vector \( \hat{e}_{p,0}^{\pm}(p) \) given in Eq. (6d), takes a rather interesting structure when it is evanescent. For an evanescent wave, \( \alpha_j(p) \) is pure imaginary and the polarization vector \( \hat{e}_{p,0}^{\pm}(p_B) \) hence has a real component along \( \hat{e}_3 \) and a pure imaginary component along the transverse wave vector direction. This means that the corresponding real electric field is the sum of a wave polarized along \( \hat{e}_3 \) and a longitudinal wave (longitudinal with respect to the lateral wave vector) phased by \( \pi/2 \) radians with respect to the first wave. The resulting field therefore describes an ellipse in the \( (\hat{e}_3, \hat{p}) \)-plane.

In-plane transmission — The analysis for the Brewster scattering effect in the transmitted light is similar to that of the reflected light and will not be described in details. One difference worth mentioning, however, is that the Brewster scattering direction is generally found in the backscattering region when the corresponding Brewster scattering for reflection is found in the forward scattering direction. Intuitively, this effect can be related to the emission of an oscillating dipole which yields zero emitted power along the direction of oscillation, hence producing two antipodal zero intensity points when the intensity is mapped onto a sphere. This fact is better illustrated in the next section.
FIG. 7. (a-c) Dependence of the p-polarized radiation of a tilted dipole in free space, $\hat{e}_r \times (\hat{e}_r \times \hat{e}_\vartheta) \cdot \hat{e}_p$, on the direction of $\hat{e}_r$ as it runs over the unit sphere for different dipole tilting angles $\vartheta \in \{0^\circ, 45^\circ, 90^\circ\}$. (d) Similar dependence of the s-polarized radiation of a tilted dipole in free space on $\hat{e}_r$ for $\vartheta = 45^\circ$. The black line in panels (a-d) indicates the direction of the dipole moment. (e-f) Dependence of the $\sigma^+$-polarized radiation of a rotating dipole in free space parametrized by $\vartheta = 45^\circ$ and $\vartheta = 30^\circ$ respectively (note the orientation of the coordinate system).

E. Polarization of the radiation of oscillating and rotating dipoles in free space

Before treating the full angular distribution of the light scattered diffusely by a randomly rough surface, we allow ourselves a detour via the analysis of the polarization properties of the radiation emitted by an oscillating dipole or a rotating dipole in free space. The study of the polarization of the radiation in these two cases gives remarkable insight and intuition into the qualitative physical mechanisms at play for the case of the scattering from a random interface, for which a more quantitative analysis requiring Snell-conjugate waves will be given in the next section.

Polarization of the radiation from an oscillating dipole in free space with respect to the local $(\hat{e}_p, \hat{e}_s)$ basis – We consider first the radiation emitted by a single oscillating dipole in free space. We let this dipole, of dipole moment $D(\vartheta) = d(\sin \vartheta \hat{e}_1 + \cos \vartheta \hat{e}_3)$, be tilted from the $x_3$-axis by an angle of $\vartheta \in [0, \pi/2]$ radians. The dipole is placed in free space at the origin of the coordinate system, where it oscillates with angular frequency $\omega$ and radiates the following electric field in the far-field [19]:

$$\mathbf{E}_{\text{dip}}(\mathbf{r}, t) = -\frac{\omega^2}{4\pi \varepsilon_0 c^2} \frac{\hat{e}_r \times [\hat{e}_r \times \mathbf{D}(\vartheta)]}{r} e^{-i\omega(t-r/c)}, \quad (41)$$

where $\mathbf{r} = r \hat{e}_r = r(\sin \vartheta \cos \phi \hat{e}_1 + \sin \vartheta \sin \phi \hat{e}_2 + \cos \vartheta \hat{e}_3)$ is the point of observation, and $r = |\mathbf{r}|$. It is well known that no power is radiated along the axis of oscillation of the dipole ($\hat{e}_r \times \mathbf{D}(\vartheta)$ vanishes in Eq. (41) when $\hat{e}_r \parallel \hat{e}_\vartheta$) and
that the radiation is polarized in accordance with the cross products in Eq. (41). The electric field is polarized along the vector \( \hat{e}_\theta \), which is the basis vector tangent to a meridian in a spherical coordinate system \((r, \theta', \phi')\) attached to the dipole direction. We are, however, interested in analyzing the polarization of the dipole radiation with respect to the local polarization basis given in Eq. (41), which is defined with respect to the propagation direction of the radiation and the plane \( x_3 = 0 \). Thus we study the following dot products: \( \hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_s \) and \( \hat{e}_r \times (\hat{e}_r \times \hat{e}_\phi) \cdot \hat{e}_p \) where \( \hat{e}_s = \frac{\hat{e}_r \times \hat{e}_\theta}{r} \) and \( \hat{e}_p = \frac{\hat{e}_r \times \hat{e}_\phi}{r} \) are defined with respect to \( \hat{e}_r \) in order to mimic the local s- and p-polarization vectors attached to a scattering unit sphere. For \( \hat{e}_r \), the unit vectors \( \hat{e}_p = \hat{e}_\theta = d \hat{e}_r/d\theta \) and \( \hat{e}_s = \hat{e}_\phi = 1/\sin \theta \ d \hat{e}_r/d\phi \) are also the conventional basis vectors in spherical coordinates. First we observe that \( \hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_s \) and \( \hat{e}_r \times (\hat{e}_r \times \hat{e}_\phi) \cdot \hat{e}_p \) are invariant under the transformation \( \hat{e}_p \to -\hat{e}_r \), and so the s- and p-polarized distributions of the dipole radiation are symmetric with respect to the origin as \( \hat{e}_r \) runs over the unit sphere. Second, for \( \theta \in (0, \pi/2) \) radians the identity
\[
\hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) = (\hat{e}_r \cdot \hat{e}_\theta) \hat{e}_r - \hat{e}_\theta ,
\]
(hence the projection of the dipole radiation on the local s-polarization basis reads
\[
\hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_s = -\hat{e}_\theta \cdot \hat{e}_\phi = -\sin \theta \sin \phi .
\]
A direct consequence of Eq. (43) is that \( \hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_p \) vanishes for all \( \hat{e}_s \) in the \((\hat{e}_1, \hat{e}_3)\)-plane [see Fig. 7(d)]. The corresponding projection on the local p-polarization basis reads
\[
\hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_p = -\hat{e}_\theta \cdot \hat{e}_\theta ,
\]
which is a quantity that depends on \( \theta \), \( \varphi \), and \( \phi \). In the particular case where \( \hat{e}_\theta \) belongs to the \((\hat{e}_1, \hat{e}_3)\)-plane, there are two solutions for Eq. (44) equal to zero: \( \hat{e}_s = \pm \hat{e}_s \), which correspond to the two intersections of the dipole moment direction with the unit sphere. This is not surprising since we already know that no power is emitted along the direction of oscillation of the dipole, independent of polarization. More interesting are cases for which \( \hat{e}_\theta \), and hence \( \hat{e}_s \), does not belong to the \((\hat{e}_1, \hat{e}_3)\)-plane. Expanding the dot product in Eq. (44) in terms of the angles \( \theta \), \( \varphi \), and \( \phi \) we obtain the following implicit equation for the set of points on the unit sphere where the p-polarization component of the dipole radiation vanishes:
\[
\sin \theta \cos \varphi \phi - \cos \theta \sin \phi \sin \theta = 0 ,
\]
or equivalently for non-pathologic cases
\[
\frac{\tan \theta}{\tan \varphi} = \frac{1}{\cos \phi} .
\]
We verify that for the cases \( \phi = 0 \) and \( \phi = \pi \) radians, we recover that \( \theta = \varphi \) and \( \theta = \pi - \varphi \), i.e. the points of intersection of the dipole moment direction and the unit sphere. For \( \phi \in (-\pi/2, \pi/2) \), \( \cos \phi > 0 \), which implies that \( \tan \theta > 0 \) (recall that \( 0 < \varphi < \pi/2 \) hence \( \tan \varphi > 0 \)) and \( \tan \varphi > \tan \theta \). By the monotony of the tangent function, and the continuity of Eq. (46) with respect to the variables, we thus deduce that when \( \phi \) varies in \((-\pi/2, \pi/2)\) the set of the points of zero traces a curve on the unit sphere latitude-bounded by \( \theta < \varphi \). By the aforementioned symmetry of the polarization dependence of the dipole radiation with respect to the origin we immediately deduce that when \( \phi \) varies in \((\pi/2, 3\pi/2)\) the set of the points of zero traces a curve on the unit sphere latitude-bounded by \( \theta > \pi - \varphi \). This is well illustrated in Fig. 7(b) where \( |\hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_p| \) is shown as a color map on a unit sphere. For \( \varphi = 45^\circ \) we here observe that the curve of zero p-polarized radiation passes through both the north pole and the intersection point of the dipole moment direction on the northern hemisphere. The degenerate cases \( \varphi = 0^\circ \) [Fig. 7(a)] and \( \varphi = 90^\circ \) [Fig. 7(c)] are also illustrated. For these cases the curves of zero p-polarized radiation reduces to two points (the poles) in the former case, and the equator \((\theta = \pi/2)\) and meridians \( \varphi = \pm \pi/2 \) in the latter. Indeed, when \( \theta \) must go to zero when \( \varphi \to 0 \) as tan \( \varphi \) vanishes, and, either \( \phi \) must go towards \( \pm \pi/2 \) or \( \theta \) must go towards \( \pi/2 \) when \( \varphi \to \pi/2 \) as tan \( \varphi \) diverges.

Polarization of the radiation from a rotating dipole in free space with respect to the local \((\hat{e}_1, \hat{e}_3)\) basis – We now consider the radiation of a dipole rotating in the \((\hat{e}_1, \hat{e}_3)\)-plane. Equation (41) still holds, but we need to modify the dipole moment which now reads:
\[
D(\theta) = d (\sin \theta \ \hat{e}_1 + i \cos \theta \ \hat{e}_3) = d \hat{e}_\theta .
\]
The real vector Re[\(\hat{e}_\theta \ exp(-i \omega t)\)] hence describes an ellipse in the \((\hat{e}_1, \hat{e}_3)\)-plane whose eccentricity is parametrized by \( \theta \). In the limiting cases \( \theta = 0 \) and \( \theta = \pi/2 \) radians we obtain an oscillating dipole along \( \hat{e}_3 \) and \( \hat{e}_1 \) respectively. For \( \theta = \pi/4 \) we obtain a circularly rotating dipole. We now consider the polarization of the radiation from such an elliptically rotating dipole with respect to the local left and right circularly polarized basis \( \hat{e}_\sigma + \) and \( \hat{e}_\sigma - \) defined as
\[
\hat{e}_\sigma \pm = \frac{1}{\sqrt{2}} (\hat{e}_p \pm i \hat{e}_s) .
\]
The \( \sigma^+ \) polarization component of the rotating dipole radiation is then measured by
\[
\hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_\sigma \pm = -\hat{e}_\theta \cdot \hat{e}_\sigma \pm ,
\]
which when expressed in terms of the angles reads:
\[
\hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_\sigma \pm = -\frac{1}{\sqrt{2}} \sin \theta \cos \theta \cos \phi
\]
\[
- \frac{i}{\sqrt{2}} (\cos \theta \sin \phi - \sin \theta \sin \phi) .
\]
The modulus square of Eq. (50) yields
\[ |\hat{e}_r \times (\hat{e}_r \times \hat{e}_\theta) \cdot \hat{e}_\sigma^+|^2 = \frac{1}{2} \sin^2 \vartheta \cos^2 \theta \cos^2 \phi + \frac{1}{2} (\cos \vartheta \sin \theta - \sin \vartheta \sin \phi)^2. \] (51)

The directions of zero \(\sigma^+\)-polarized light radiation are obtained if and only if both terms on the right-hand side of Eq. (51) are zero. The first term vanishes if at least \(\sin \vartheta, \cos \theta\) or \(\sin \phi\) is zero. If we first assume that \(\vartheta = 0\), then the second term is zero if and only if the condition \(\sin \vartheta = 0\) is satisfied. Such a case corresponds to a dipole oscillating along the \(x_3\)-axis and its radiation vanishes at the poles of the unit sphere. More interesting are the cases for which \(\vartheta \neq 0\) and either \(\vartheta = \pi/2\) (recall that \(\vartheta \in (0, \pi]\)) or \(\phi = \pm \pi/2\). Let us first assume that \(\phi = \pm \pi/2\). The second term in Eq. (51) then vanishes if and only if
\[ \sin \vartheta = \pm \tan \vartheta. \] (52)

This last condition imposes a constraint on \(\vartheta\), which must then have a value between 0 and \(\pi/4\) in order for \(\tan \vartheta\) (and hence \(\sin \vartheta\)) to be less than unity. Since \(\vartheta \in (0, \pi]\), only the case \(\phi = \pi/2\) yields two solutions, \(\theta_1\) and \(\theta_2\), that are symmetric with respect to \(\vartheta = \pi/2\). This is illustrated in Fig. 7(f). Assuming now that \(\vartheta = \pi/2\), the second term in Eq. (51) vanishes if and only if
\[ \sin \phi = \cotan \vartheta. \] (53)

Since \(\sin \phi\) requires \(\cotan \vartheta\) to be less than unity, the above condition can only be satisfied if \(\vartheta \in (\pi/4, \pi/2)\). There are then two solutions for \(\phi\) between 0 and \(\pi\) (since \(\sin \phi > 0\) for \(\vartheta \in (\pi/4, \pi/2)\)), which are symmetric with respect to \(\pi/2\). In fact, it can be shown that the polarization of the radiation of the rotating dipole for \(\vartheta \in (\pi/4, \pi/2)\) corresponds to that of a rotating dipole for which \(\vartheta' = \pi/2 - \vartheta\) (as in Fig. 7(f)) but rotated by \(90^\circ\) with respect to the \(x_2\)-axis. These different cases where Eq. (51) vanishes for a given circular polarization have a very simple geometrical interpretation. For \(\vartheta < \pi/4\) the rotating dipole describes an ellipse whose long axis is oriented along the \(x_3\)-axis. The two directions of zero \(\sigma^+\)-polarized radiation correspond to the two directions from which the ellipse is observed as a circle, with the orientation of the dipole rotation opposite to that of the \(\sigma^+\) polarization. For these two directions the radiation is therefore purely \(\sigma^-\)-polarized, explaining why the zeros of radiation are found on the meridian where \(\phi = \pi/2\). For \(\vartheta > \pi/4\) the long axis of the ellipse is along the \(x_1\)-direction, which explains the fact that the directions where one circular polarization is zero are found at the equator. By symmetry the directions where the \(\sigma^-\)polarized radiation vanishes are symmetric to those of the \(\sigma^+\)-polarized radiation with respect to the \((\hat{e}_1, \hat{e}_3)\)-plane.

These results, obtained for the polarization of the dipole radiation in free space, will prove to be useful for the qualitative understanding of the full angular distribution of the incoherent component of the MDRC and MDTC in the case of the scattering by a randomly rough dielectric surface.

F. Full angular distributions of the MDRC and MDTC

\(p\)-polarized Brewster scattering — Figure 8 presents the full angular distributions of the diffuse contribution to the MDRC and MDTC for \(\theta_0 = 0^\circ\) and parameters equivalent to those assumed in Figs. 2(a) and 2(d), respectively. The overall dipole-like appearance of the lower left \(2 \times 2\) panels in each collection of panels in Fig. 8 is reminiscent of the polarization pattern of the dipole radiation in free space discussed above in the case when the dipole oscillates in the \((\hat{e}_1, \hat{e}_2)\)-plane. For normal incidence all the zero order waves and the incident wave have an oscillating electric field either along \(\hat{e}_1\) for \(p\) polarization or along \(\hat{e}_2\) for \(s\) polarization. Thus the dipoles in the media oscillate along the direction of the incident field. For an \(s\)-polarized wave (field along \(\hat{e}_2\)) we have seen that the dipole radiation in free space yields zero \(s\)-polarized emission in the \((\hat{e}_1, \hat{e}_3)\)-plane and an overall \(|\sin(\phi_r - \pi/2)|\) intensity, which is consistent with what is observed in Fig. 8.(f). Note that for a given polar angle of reflection \(\theta_r\), the variation along \(\phi_r\) of the incoherent component of the MDRC to lowest non-zero order in the surface roughness for \(s \rightarrow s\) polarization scattering is exactly proportional to \(|\sin(\phi_r - \pi/2)|\) since \(\rho_{s*}^{(1)}\) is proportional to \(\hat{e}_s(\hat{p}) \cdot \hat{e}_s(\hat{p}_0)\), as can be seen from Eq. (34a), and this is the only \(\phi_r\) dependence for normal incidence. This observation holds for all the polarization couplings up to a rotation by \(\pi/2\) for cross-polarization. For example, for an \(s\)-polarized incident field and \(p\)-polarized reflected light the \(\phi_r\) dependence is proportional to \(|\sin \phi_r|\). For the transmitted light [Fig. 8.(f)] the behavior is similar, but in addition we now observe the Yoneda phenomenon. This is the enhancement of the diffuse contribution to the MDTC intensity above the critical lateral wave vector for the scattered light \(|\hat{p}| > \hat{p}_c\), as discussed extensively in Sec. IV.C which for normal incidence is directly observable for outgoing \(s\)-polarized light, especially in Fig. 8(f). For transmitted \(p\)-polarized light we observe a black ring of zero scattering intensity along the circle \(|\hat{p}| = \hat{p}_c\). This is the two-dimensional extension of our discussion in Sec. IV.D for in-plane scattering, where we found that at normal incidence two Brewster waves with \(\hat{p}_B = \pm \hat{p}_c, \hat{e}_1\) could be found. Now we see that in two-dimensional \(p\)-space the solution to Eq. (40) is in fact given by \(|\hat{p}| = \hat{p}_c\). In terms of dipole radiation in free space this corresponds to the vanishing radiation of \(p\)-polarized light in the equatorial plane for the case \(\vartheta = 90^\circ\) as illustrated in Fig. 7.(c). A ring of zero intensity for the \(p\)-polarized reflected waves
FIG. 8. The full angular distribution of the incoherent component of the MDRC and MDTC, \( \langle \partial X_{\alpha\beta} / \partial \Omega \rangle_{\text{incoh}} \) for \( X = R \) or \( T \), as function of the lateral wave vector \( \tilde{p} \) of the light that is scattered from a rough interface where the angle of incidence \( \theta_0 = 0^\circ \). The positions of the specular directions in reflection and transmission are indicated by white dots. The parameters assumed for the scattering geometry and used in performing the numerical calculation had values that are identical to those assumed in obtaining the results of Fig. 2. The sub-figures in Figs. 8(a)–(f) and 8(g)–(l) are both organized in the same manner and show how incident \( \beta \)-polarized light is scattered by the one-rough-interface film geometry into \( \alpha \)-polarized light [with \( \alpha = p, s \) and \( \beta = p, s \)] and denoted \( \beta \rightarrow \alpha \). Moreover, the notation \( \circ \rightarrow \cdot \) is taken to mean that the incident light was unpolarized. For instance, this means that the data shown in Fig. 8(c) result from the addition and division by a factor two of the data sets presented in Figs. 8(a) and 8(b); etc. Finally, the in-plane intensity variations from Figs. 8(a, e) and 8(g, k) are the curves depicted in Figs. 2(a) and Figs. 2(d), respectively.

FIG. 9. Same as Fig. 8 but now for the angle of incidence \( \theta_0 = 70^\circ \).

can also be found, but then in the evanescent regime as a two-dimensional extension of the corresponding discussion for in-plane scattering.

The similitude with the polarization of the radiation emitted by an oscillating dipole in free space is clear for normal incidence. Let us now consider a larger angle of incidence, \( \theta_0 = 70^\circ \), for which the diffuse contributions to the MDRC and MDTC for incidence in vacuum are shown in Fig. 9. First, we observe that for \( p \rightarrow p \) reflection [Fig. 9(b)], there exists a closed curve of zero intensity in the forward scattering direction. Similarly, we observe a closed curve of zero intensity for \( p \rightarrow p \) transmission [Fig. 9(k)] but in the backscattering region. These features are analogous to those observed in the case of the \( p \) polarization component of the dipole radiation in free space in the case where the dipole tilting angle is such that \( 0^\circ < \vartheta < 90^\circ \), e.g. as is illustrated in Fig. 7(b).
FIG. 10. Illustration of the construction steps leading to the set of directions of zero $p \rightarrow p$ reflection for an angle of incidence of $\theta_0 = 70^\circ$. (a) Sketch of the average surface, the plane of incidence and the considered wave vectors of the incident and reflected zero order waves ($\mathbf{k}_{1}(p_0)$ and $\mathbf{k}_{1}(p_0)$). (b) Construction of the total zero order field amplitude $\mathbf{E}^{(0)}_{p,1}(p_0)$ and the plane orthogonal to it. Note that the incident wave vector does not in general belong in this plane as illustrated with the dashed indigo line indicating the intersection of the plane of incidence and the plane $\mathbf{E}^{(0)}_{p,1}(p_0) \perp$. (c) Unit vectors belonging to the lower half $\mathbf{E}^{(0)}_{p,1}(p_0) \perp$-plane. They correspond to the possible polarization vectors $\hat{\mathbf{e}}_{p,2}(p)$ of Eq. (40). The wave vectors $\mathbf{k}_{2}^{+}(p)$ associated to the polarization vectors $\hat{\mathbf{e}}_{p,2}(p)$ are then constructed according to Eqs. (6). Note that they lie on a sphere of radius $|\mathbf{k}| = n_2 \omega/c$. The color associated to the vectors $\hat{\mathbf{e}}_{p,2}(p)$ and $\mathbf{k}_{2}^{+}(p)$ helps us to identify the $\mathbf{k}_{2}^{+}(p)$ associated to each $\hat{\mathbf{e}}_{p,2}(p)$ (they share the same color). (d) The wave vectors $\mathbf{k}_{2}^{+}(p)$ are projected on the sphere of radius $|\mathbf{k}| = n_1 \omega/c$ following the $x_3$-direction, hence giving the wave vectors $\mathbf{k}_{1}^{+}(p)$ of zero $p \rightarrow p$ reflection. (e) The incoherent component of the MDRC is shown on the scattering sphere together with the set of wave vectors $\mathbf{k}_{1}^{+}(p)$ obtained in (d). (f) Projection of (e) in the $(\hat{\mathbf{e}}_1, \hat{\mathbf{e}}_2)$-plane. We verify in (e) and (f) that the constructed wave vectors indeed follow the curve of zero scattering of the incoherent component of the MDRC. Note that unit-less wave vectors are used in the illustration, i.e. $\tilde{k} = k c/\omega$.

for $\vartheta = 45^\circ$. We can interpret the curves of zero intensity for $p \rightarrow p$ scattering in Fig. 9 as the signature of an overall dipole radiation whose dipole moment is tilted from the $x_3$-axis by some angle $\vartheta$, where the polarization of the reflected light is derived from the northern hemisphere of the radiation polarization pattern while the polarization of the transmitted light is derived from the southern hemisphere of the radiation polarization pattern.

Let us now interpret Eq. (40) geometrically for $p \rightarrow p$ scattering for the case of reflection and $\theta_0 = 70^\circ$. This construction is a generalization of the one made for scattering in the plane of incidence presented in Sec. IV D. Figure 10 provides illustrations of the main steps of the geometrical construction of the set of directions of zero $p \rightarrow p$ reflection in three dimensions. First, the wave vectors of incidence $\mathbf{k}_{1}^{-}(p_0)$ and of the reflected zero order wave $\mathbf{k}_{1}^{+}(p_0)$ are drawn [Fig. 10(a)]. Second, one determines the direction of the total zero order field amplitude $\mathbf{E}^{(0)}_{p,1}(p_0)$ which is contained in the plane of incidence. The steps to geometrically construct the total
FIG. 11. The full angular distribution of $|\rho_{\alpha\beta}^{(1)}|^2$ for normal incidence, $\theta_0 = 0^\circ$, $\epsilon_1 = 2.25$, $\epsilon_2 = 1$, for incident polarization $\beta \in \{p, s\}$ or unpolarized ($\circ$) and outgoing polarization $\alpha \in \{p, s, \sigma^+, \sigma^-\}$.

FIG. 12. Same as Fig. 11 but for the angle of incidence $\theta_0 = 35^\circ$.

zero order field have been treated in detail for $s$- and $p$-polarizations in Ref. 12, and thus we do not show these here for clarity. Once $\mathbf{E}_{p,1}^{(0)}(\mathbf{p}_0)$ is determined, we can construct the plane orthogonal to it: $\mathbf{E}_{p,1}^{(0)}(\mathbf{p}_0)^\perp$ [Fig. 10(b)]. Note that in general this plane does not contain the incident wave vector as made clear by the dashed line, showing the intersection of the plane of incidence with the plane $\mathbf{E}_{p,1}^{(0)}(\mathbf{p}_0)^\perp$. According to Eq. (40), all the polarization vectors $\hat{\mathbf{e}}_{p,2}(\mathbf{p})$ must be contained in the plane $\mathbf{E}_{p,1}^{(0)}(\mathbf{p}_0)^\perp$. Moreover, since the $\hat{\mathbf{e}}_{p,2}(\mathbf{p})$ vectors are normalized they are distributed on a circle of unit radius. The set of all $\hat{\mathbf{e}}_{p,2}(\mathbf{p})$ vectors satisfying Eq. (40) therefore spans a half circle in the plane $\mathbf{E}_{p,1}^{(0)}(\mathbf{p}_0)^\perp$ as shown on Fig. 10(c), where a sample of polarization vectors are represented. The fact that only the lower half circle is needed comes from the definition of a polarization vector $\hat{\mathbf{e}}_{p,2}(\mathbf{p})$. For each polarization vector satisfying Eq. (40) we can construct its corresponding wave vector $\mathbf{k}_{p,2}(\mathbf{p})$, using for example that the direction is given by $\hat{\mathbf{e}}_{p,2}(\mathbf{p}) \times [\hat{\mathbf{e}}_{p,2}(\mathbf{p}) \times \hat{\mathbf{e}}_3]$, and that $\mathbf{k}_{p,2}(\mathbf{p})$ lies on the northern hemisphere of radius $k_2$. We thus obtain the set of all wave vectors $\mathbf{k}_{p,2}(\mathbf{p})$ whose corresponding $p$ polarization vector satisfies Eq. (40). A sample of such vectors are represented for $\hat{\mathbf{e}}_{p,2}(\mathbf{p})$ and $\mathbf{k}_{p,2}(\mathbf{p})$ in Fig. 10(c). The last step consists in projecting the vectors $\mathbf{k}_{p,2}(\mathbf{p})$ along $\hat{\mathbf{e}}_3$ onto the sphere of radius $|\mathbf{k}| = k_1$ to obtain the wave vectors $\mathbf{k}_{p,1}(\mathbf{p})$ of zero $p \rightarrow p$ reflection [Fig. 10(d)]. Fig-
FIG. 13. Same as Fig. 11 but for the angle of incidence equal to the critical angle for total internal reflection, $\theta_0 = \theta_c = 41.81^\circ$.

FIG. 14. Same as Fig. 11 but for the angle of incidence $\theta_0 = 43^\circ$.

ures 10(e) and 10(f) show the resulting sampled wave vectors $\mathbf{k}_p^\pm(p)$ together with the diffuse contribution to the MDRC, mapped to the hemisphere and its projection in the ($\hat{e}_1, \hat{e}_2$)-plane respectively. We verify that the set of constructed wave vectors correspond to the observed curve of zero intensity for $p \to p$ reflection.

Figure 9(n) shows that the $s \to p$ transmitted light exhibits a circle of zero intensity, for $|p| = k_1$ similar to what was observed for normal incidence [Fig. 8(n)]. This feature is also present in reflection but in the evanescent region, and is observed by considering the complex amplitude instead of the MDRC. The reason for the invariance of the circle of zero intensity with the angle of incidence for the $s \to p$ scattering is simple to understand in terms of the dipole radiation in free space. For $s$-polarized incident light the dipoles in the media are all oriented along $\hat{e}_2$, independent of the angle of incidence. Thus when measuring the $p$-polarized component of the radiated light we expect to obtain an underlying pattern of zero intensity consistent with that obtained in the case of the oscillating dipole in free space as illustrated in Fig. 7(c).

Circularly-polarized Brewster scattering — It is instructive to study the modulus square of the amplitudes rather than the MDRC and MDTC in order to appreciate the behavior of the amplitudes of the waves scattered in the evanescent region as well as the ones scattered in the propagating region. Furthermore, in order to illustrate, to our knowledge, a new effect which can be considered as a generalization of the Brewster scattering effect for light scattered from $p$-polarized to circularly-polarized
light, we show in Figs. 11, 14 $|\rho_{\sigma \beta}^{(1)}|^2$ in the p-plane for different polar angles of incidence. We let $\beta \in \{p, s, \sigma\}$ represent the polarization of the incident light, where $\sigma$ indicates unpolarized light, and we let $\alpha \in \{p, s, \sigma^+, \sigma^-\}$ represent the polarization of the light scattered from the surface. The subscripts $\sigma^\pm$ denote respectively left and right circular polarization states and the corresponding reflection amplitudes are derived from the p and s polarization states by

$$\rho_{\sigma^\pm \beta}^{(1)} = \frac{1}{\sqrt{2}} \left[ \rho_{p \beta}^{(1)} \pm i \rho_{s \beta}^{(1)} \right], \quad (54)$$

and similarly for the transmission amplitudes. We consider here only the case for which the medium of incidence is the denser one, as it exhibits a richer variety of Brewster effects when the reflected zero order wave undergoes total internal reflection. Note, however, that the effect can be observed both in the reflected and the transmitted scattered light. In Sec. IV D we have seen that the Brewster scattering effect exhibits a sudden transition when the reflected zero order wave undergoes total internal reflection. We have seen that, when restricted to scattering in the plane of incidence, the direction of zero p-polarized reflected intensity goes towards the x3-direction as the polar angle of incidence approaches the critical angle for total internal reflection. Then the zero direction suddenly disappears from the propagating region as the polar angle of incidence goes beyond the critical angle for total internal reflection. This sudden transition was argued to be attributed to a transition of the dipolar response of the media, going from an oscillating behavior to a rotating behavior due to the phase shift between the incident excitation and the reflected zero order wave. We are now studying this transition in the full p-plane with particular attention on the scattered circularly polarized light, as it was shown in Sec. IV E that the radiation emitted by a rotating dipole in free space exhibits characteristic signatures in the emitted circularly-polarized light out of the plane of incidence.

First, for polar angles of incidence smaller than the critical angle, $\theta_0 < \theta_c$, we have seen that both $\rho_{p \beta}^{(1)}$ and $\rho_{s \beta}^{(1)}$ are real for scattering angles smaller than the Yoneda threshold. In that case the right-hand side in Eq. (54) vanishes if and only if both $\rho_{p \beta}^{(1)}$ and $\rho_{s \beta}^{(1)}$ are zero simultaneously. For an incident p-polarized wave, $\beta = p$, this occurs only when the curve of zero $p \to p$ scattering (cf. previous subsection) intersects with the plane of incidence in which $p \to s$ scattering is identically zero. This is illustrated for normal incidence, $\theta_0 = 0^\circ$, in Figs. 11(a) and (d) showing $|\rho_{pp}^{(1)}|^2$ and $|\rho_{sp}^{(1)}|^2$ in the p-plane, where we recognize the curves of zero scattering for the p- and s-polarized light discussed in previous sections. It is also illustrated in Figs. 11(g) and (j) showing $|\rho_{\sigma^\pm p}^{(1)}|^2$ where two directions of zero $p \to \sigma^\pm$ scattering are present at $\mathbf{p} = \pm \hat{e}_1$, although they are hard to spot on this figure. The effect is clearer for oblique incidence, as in Figs. 12(g) and (j), for which $\theta_0 = 35^\circ$. Figures 12(g) and (j) show a clear unique direction of zero intensity in $p \to \sigma^\pm$ scattering in the plane of incidence.

As the angle of incidence reaches the critical angle of incidence, $\theta_0 = \theta_c = 41.81^\circ$, the direction of zero intensity in $p \to \sigma^\pm$ scattering reaches the x3-direction, as illustrated in Figs. 13(g) and (j). Note that the x3-direction also implies zero $p \to p$ scattering intensity as already explained earlier, and that the distribution of $|\rho_{pp}^{(1)}|^2$ and $|\rho_{s\sigma^\pm}^{(1)}|^2$ are cylindrically symmetric as shown in Figs. 13(a), (g) and (j). The cylindrical symmetry can be understood based on the radiation of an oscillating dipole aligned with the x3-axis. Indeed, we have seen in Section IV E that the p-polarized radiation from such a dipole is cylindrically symmetric with zero radiation at the poles of the unit sphere. The radiation from such a dipole is also purely p-polarized, which has two consequences: (i) the s-polarized scattered light vanishes identically for all $p$- [Fig. 13(a)]; (ii) the radiation can be decomposed into $\sigma^+$ and $\sigma^-$ components of equal intensity, as can be observed in Figs. 13(g) and (j). Even though we have now based our interpretation on the radiation of an oscillating dipole in the plane of incidence, it is straightforward to verify these assertions based on the expressions of the amplitudes given in Eq. (54).

For example, it is clear that for $\theta_0 = \theta_c$, the total zero order field $\mathbf{E}_{1,p}(\mathbf{p}_0)$ is along $\hat{e}_3$ and the dot product in Eq. (54) vanishes for all $\mathbf{p}$.

For $\theta_0 > \theta_c$, it is convenient to expand the right-hand side in Eq. (54). By inserting Eq. (34) into Eq. (54), the reduced first order reflection amplitude, $\rho_{\sigma^\pm p}^{(1)}$, for $\sigma^\pm$-polarized light scattered from incident p-polarized light is then given by

$$\tilde{\rho}_{\sigma^\pm p}^{(1)}(\mathbf{p} | \mathbf{p}_0) = \frac{1}{\sqrt{2}} \left[ \gamma(\mathbf{p}) \hat{e}_{p,2}(\mathbf{p}) \pm i \hat{e}_{s}(\mathbf{p}) \right] \cdot \mathbf{E}_{1,p}(\mathbf{p}_0). \quad (55)$$

Here we have used the short-hand notation $\gamma(\mathbf{p}) = (\hat{e}_{p,2}(\mathbf{p}) \cdot \hat{e}_{p,1}(\mathbf{p}))^{-1}$. For $\theta_0 > \theta_c$, the total zero order field amplitude $\mathbf{E}_{1,p}(\mathbf{p}_0)$ is complex. Therefore neither $\rho_{p\beta}^{(1)}$ nor $\rho_{s\beta}^{(1)}$ can be zero for propagating waves. We have seen in Section IV E that zero intensity $p \to p$ scattering plane can be found in the evanescent region since $\hat{e}_{p,2}(\mathbf{p})$ becomes complex. However, a zero point in $p \to \sigma^\pm$ scattering may be found in the propagating region. Indeed, the fact that the square bracket in Eq. (55) is complex even for purely real values of $\hat{e}_{p,2}(\mathbf{p})$ and $\hat{e}_{s}(\mathbf{p})$ may compensate for the fact that $\mathbf{E}_{1,p}(\mathbf{p}_0)$ is complex and make the dot product in Eq. (55) vanish. Note the similarity with the right-hand side in Eq. (19) for the case of the radiation emitted by a rotating dipole, with the important difference that the p polarization vector is that of the Snell-conjugate wave. Since $\mathbf{E}_{1,p}(\mathbf{p}_0)$ represents a state of polarization of the media in which the dipole rotates in the plane of incidence (cf. discussion in Section IV D), we expect to find a zero in the $\sigma^\pm$ scattering intensity on
each side \((\phi_r = \pm \pi/2)\) of the plane of incidence. This is indeed what we observe in Figs. 14(a) and (d) in the \(|\rho_{\sigma^\pm,p}^{(1)}|^2\) distribution of \(p \rightarrow \sigma^\pm\) scattering.

Finally, let us comment on \(s \rightarrow \sigma^\pm\) scattering. In Figs. 11-14 it can be observed that the distribution for \(|\rho_{\sigma^\pm,p}^{(1)}|^2\) stays identical, up to an overall factor, as the angle of incidence varies. This can be understood from the dipole picture. For s-polarized incident light, the incident and zero order waves are s-polarized, so the dipoles oscillate along the \(x_2\)-direction independently of the angle of incidence. For scattering in the plane of incidence the first order waves are purely s-polarized and the two \(\sigma^\pm\) components have equal intensity. For scattering at \(\phi_r = \pm \pi/2\), the first order waves are purely p-polarized and the two \(\sigma^\pm\) components have again have equal intensity. We obtain the largest contrast between \(\sigma^+\) and \(\sigma^-\) for \(\phi_r\) being a multiple of 45° since then the p- and s-polarized components are of similar amplitudes.

V. CONCLUSION

Based on a perturbative solution of the reduced Rayleigh equations to first order in the surface profile function, we have achieved a detailed mathematical and physical analysis of the scattering of polarized light by a weakly rough interface between two dielectric media. The first order amplitudes are factorized as a product of a scalar component, mainly representing the relative phases of the different scattering paths, and a polarization component. The polarization component can be interpreted as the signature of the polarization state of the dipoles in the media induced by the incident and zero order fields.

We have seen that the Yoneda phenomenon can be explained simply based on a scalar wave, single scattering picture as an intensity enhancement induced by the evanescence of the component of a scattered couple mode existing in the lesser dense medium, while all the energy allocated to the couple mode is radiated away by the component existing in the denser medium. This mechanism clearly answers previous questions put forward in the literature: we conclude that the phenomenon results from a so-called single scattering mechanism, and is not associated with surface (eigen) modes. In particular, the Yoneda phenomenon is nothing else but the continuous analog of a Rayleigh anomaly for periodic dielectric grating, in the sense that the diffuse light here plays the role of probing what the efficiency of a diffracted order would be if it were tracked as the period of the grating would vary. This claim is easily verified with straightforward numerical calculation and the exact same perturbation analysis we have exposed here but adapted to gratings.

By factorizing the scalar behavior from that specific to a polarized wave, we have identified the geometrical criterion for the Brewster scattering phenomenon for p-polarized excitation, and more generally, for predicting the zeros of scattered intensity and amplitude for any polarization state. Simply put, these zeros are not different from those found for the radiation from a tilted oscillating dipole in free space, when the polarization of the emitted radiation is adequately measured in a fixed frame of reference. To be more accurate one may say that the physical essence is that of oscillating dipoles, but one must include the fact that arrays of dipoles yield conjugate waves as was described by e.g. Ewald and Doyle [20, 29]. The directions of zero scattering (also for evanescent waves) can then be easily interpreted geometrically in terms of Snell-conjugate waves. Moreover, we have discovered an interesting phenomenon of circularly-polarized Brewster scattering in the reflected and transmitted light scattered out of the plane of incidence when the light is incident in the dense medium and the zero order wave undergoes total internal reflection. The physical mechanism responsible for this effect was explained based on the emission of dipoles rotating in the plane of incidence (and by Snell-conjugate waves), which are induced by the fact that the reflected and transmitted zero order waves are out of phase with the incident wave.

In the present work, particular attention is given to the average phase of the scattered waves compared to previously published works on the Yoneda and Brewster scattering phenomena. We have seen that the Brewster scattering phenomenon is associated with a phase jump, while the region of polar scattering angles beyond the Yoneda threshold is associated with a gradually changing phase. These considerations on the phase of the scattered waves can be of particular interest for testing the theory against experiment, e.g. the phase behavior could be tested by the use of interferometry techniques. A simple way to measure the phase behavior associated with the Yoneda and the Brewster scattering effects is to study the scattering of light by a thin dielectric film deposited on a dielectric substrate, as was recently suggested and observed numerically in Ref. [30]. For such a system, Selényi rings, which are interference rings in the intensity of the diffusely scattered light, are expected to exhibit: (i) a reversal of angular positions of the maxima and minima of intensity of the rings for p-polarized light as the Brewster scattering angle is surpassed; (ii) a gradual shift of the angular positions of the rings with respect to those predicted by the simple path difference argument for light scattered at angles beyond the Yoneda threshold due to the additional gradual phase change associated with the Yoneda phenomenon. In addition, a scattering experiment such as the one achieved in Ref. [16] but where the outgoing circularly-polarized light is measured instead of the linearly polarized light, would be of particular interest to verify the existence of a circularly-polarized Brewster scattering phenomenon out of the plane of incidence as it would strengthen the rotating dipole interpretation from which it originates.

Finally, we emphasize that the results presented in this work are approximate and are expected to be valid only for weakly rough surfaces. Additional experimental and
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Appendix A: Perturbative solution

This appendix is devoted to the derivation of the method known as small amplitude perturbation theory (SAPT) for obtaining approximate solutions of the reduced Rayleigh equations. The basic principle of the method is to expand the kernel factor \( J_{l,m}^{b,a} \) in a series of Fourier transforms of the power of the surface profile function \( \zeta \), and to expand the unknown reflection and transmission amplitudes in a similar series and matching terms of the same order. The expansions can be expressed as follows

\[
J_{l,m}^{b,a} (p | q) = [b \alpha_l (p) - a \alpha_m (q)]^{-1} \int \exp[-i(p - q) \cdot x_\parallel] \exp[-i(b \alpha_l (p) - a \alpha_m (q)) \zeta(x_\parallel)] \, d^2x_\parallel
\]

\[
= \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} [b \alpha_l (p) - a \alpha_m (q)]^{n-1} \zeta^{(n)}(p - q)
\]

(A1a)

\[
R (q | p_0) = \sum_{j=0}^{\infty} \frac{(-i)^j}{j!} R^{(j)} (q | p_0)
\]

(A1b)

\[
T (q | p_0) = \sum_{j=0}^{\infty} \frac{(-i)^j}{j!} T^{(j)} (q | p_0)
\]

(A1c)

In equation Eq. (A1a), we have defined the Fourier transform of the \( n \)th power of \( \zeta \), which we will refer to as the \( n \)th Fourier moment of the surface profile, as

\[
\zeta^{(n)}(q) = \int \zeta^n(x_\parallel) \exp[-i q \cdot x_\parallel] \, d^2x_\parallel.
\]

(A2)

We are now ready to proceed with the perturbative method.

Reflection: We start by inserting Eqs. (A1a, A1b) into the reduced Rayleigh equation Eq. [17] in the case of reflection [see Eq. [18]]. We obtain

\[
\sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \frac{(-i)^{n+j}}{n! m!} \int [\alpha_2 (p) - \alpha_1 (q)]^{n-1} \zeta^{(n)}(p - q) M_{2,1}^{+,+} (p | q) R^{(j)} (q | p_0) \, \frac{d^2q}{(2\pi)^2}
\]

\[
= - \sum_{m=0}^{\infty} \frac{(-i)^m}{m!} [\alpha_2 (p) + \alpha_1 (p_0)]^{m-1} \zeta^{(m)}(p - p_0) M_{2,1}^{+,-} (p | p_0).
\]

(A3)

A summation over all \((n, j) \in \mathbb{N}^2\) is equivalent to a summation over subsets \( S_m = \{(n, j) \in \mathbb{N}^2 | n + j = m\} \) of pairs of constant sum \( m = n + j \), i.e. that we have \( \sum_{n,j=0}^{\infty} = \sum_{m=0}^{\infty} \sum_{(n,j) \in S_m} \), therefore the previous equation can be recast as

\[
\sum_{m=0}^{\infty} \frac{(-i)^m}{m!} \sum_{n=0}^{m} \binom{m}{n} \int [\alpha_2 (p) - \alpha_1 (q)]^{n-1} \zeta^{(n)}(p - q) M_{2,1}^{+,+} (p | q) R^{(m-n)} (q | p_0) \, \frac{d^2q}{(2\pi)^2}
\]

\[
= - \sum_{m=0}^{\infty} \frac{(-i)^m}{m!} [\alpha_2 (p) + \alpha_1 (p_0)]^{m-1} \zeta^{(m)}(p - p_0) M_{2,1}^{+,-} (p | p_0).
\]

(A4)
Note that here we have used that \( \frac{1}{\pi^{(m-n)}} = \frac{1}{\pi^m} \binom{m}{n} \) by definition of the binomial coefficients. The perturbation procedure consists in matching orders in both side of the equation. The order zero only consists of one term \( n = m = 0 \) and gives

\[
\int [\alpha_2 (p) - \alpha_1 (q)]^{-1} \frac{\hat{\zeta}(0)}{(2\pi)^2} (p - q) M^{+\uparrow}_{2,1} (p | q) R^{(0)} (q | p_0) \frac{d^2 q}{(2\pi)^2} = -[\alpha_2 (p) + \alpha_1 (p_0)]^{-1} \frac{\hat{\zeta}(0)}{(2\pi)^2} (p - p_0) M^{+\downarrow}_{2,1} (p | p_0).
\]

(A5)

By using that \( \hat{\zeta}(0)(p - q) = (2\pi)^2 \delta(p - q) \), we finally obtain the zero order reflection amplitude

\[
R^{(0)} (p | p_0) = (2\pi)^2 \delta(p - p_0) \frac{\alpha_1 (p_0) - \alpha_2 (p_0)}{\alpha_2 (p_0) + \alpha_1 (p_0)} \left[ M^{+\uparrow}_{2,1} (p_0 | p_0) \right]^{-1} M^{+\downarrow}_{2,1} (p_0 | p_0) = (2\pi)^2 \delta(p - p_0) \rho^{(0)} (p_0)
\]

(A6)

We have just obtained that the zero order of the reflection amplitude corresponds exactly to the reflection amplitude for a planar surface and it is straightforward to show that \( \rho^{(0)} (p_0) \) is a diagonal matrix containing the Fresnel amplitudes. This was to be expected in the sense that the zero order of the surface profile corresponds to its average plane. For orders \( m \geq 1 \), we have

\[
\sum_{n=0}^{m} \binom{m}{n} \int [\alpha_2 (p) - \alpha_1 (q)]^{n-1} \frac{\hat{\zeta}(n)}{(2\pi)^2} (p - q) M^{+\uparrow}_{2,1} (p | q) R^{(m-n)} (q | p_0) \frac{d^2 q}{(2\pi)^2} = -[\alpha_2 (p) + \alpha_1 (p_0)]^{-1} \frac{\hat{\zeta}(m)}{(2\pi)^2} (p - p_0) M^{+\downarrow}_{2,1} (p | p_0).
\]

(A7)

which by isolating the term of interest, \( n = 0 \), gives \( R^{(m)} \) as a function of \( R^{(m-1)} \ldots R^{(0)} \), in other words we have a recursive relation for determining all orders,

\[
R^{(m)} (p | p_0) = \left[ R^{(m-1)} (p | p_0) \right]^{-1} \left[ (\alpha_2 (p) + \alpha_1 (p_0))^{m-1} \frac{\hat{\zeta}(m)}{(2\pi)^2} (p - p_0) M^{+\downarrow}_{2,1} (p | p_0)
\]

+ \sum_{n=1}^{m} \binom{m}{n} \int [\alpha_2 (p) - \alpha_1 (q)]^{n-1} \frac{\hat{\zeta}(n)}{(2\pi)^2} (p - q) M^{+\uparrow}_{2,1} (p | q) R^{(m-n)} (q | p_0) \frac{d^2 q}{(2\pi)^2} \right].
\]

(A8)

In general, the evaluation of high orders would require the evaluation of as many integrals as the order and can become costly. For the first order, only one such integral is to be evaluated and is straightforward thanks to the fact that \( R^{(0)} (q | p_0) \propto \delta(q - p_0) \). Applying the above equation for \( m = 1 \) gives

\[
R^{(1)} (p | p_0) = \left[ R^{(0)} (p | p_0) \right]^{-1} \left[ \frac{\hat{\zeta}(1)}{(2\pi)^2} (p - p_0) M^{+\downarrow}_{2,1} (p | p_0)
\]

+ \int \frac{\hat{\zeta}(1)}{(2\pi)^2} (p - q) M^{+\uparrow}_{2,1} (p | q) R^{(0)} (q | p_0) \frac{d^2 q}{(2\pi)^2} \right]
\]

\[
\left[ \frac{\hat{\zeta}(1)}{(2\pi)^2} (p - p_0) + \frac{\hat{\zeta}(1)}{(2\pi)^2} (p - q) \right] M^{+\uparrow}_{2,1} (p | q) \frac{d^2 q}{(2\pi)^2}
\]

\[
\left[ \frac{\hat{\zeta}(1)}{(2\pi)^2} (p - p_0) M^{+\downarrow}_{2,1} (p | p_0) + M^{+\uparrow}_{2,1} (p | p_0) \rho^{(0)} (p_0) \right] = \left[ \frac{\hat{\zeta}(1)}{(2\pi)^2} (p - p_0) \rho^{(1)} (p | p_0) = \hat{\zeta}(1) (p - p_0) \rho^{(1)} (p | p_0) \right.
\]

(A9)

In Eq. (23a), we define the amplitude \( \rho^{(1)} (p | p_0) \) and \( \rho^{(1)} (p | p_0) = (\alpha_1 (p) - \alpha_2 (p)) \hat{\rho}^{(1)} (p | p_0) \). The reason for these two alternative expressions is that the first one gives a factorization which is more easily interpreted from a physical point of view while the latter factorization aims at separating what depends on the realization of the surface profile, which is just \( \hat{\zeta} \) here, and the amplitude factor \( \rho^{(1)} (p | p_0) \) which remains independent of the specific realization of the surface profile (see Section III).

**Transmission:** Repeating the reasoning for the transmission amplitudes, we start by inserting Eqs. (A1a-A1c) into Eq. (17) for transmission [see Eq. (18)] and get

\[
\sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \frac{(-i)^{n+j}}{n! j!} \int [-\alpha_1 (p) + \alpha_2 (q)]^{n-1} \frac{\hat{\zeta}(n)}{(2\pi)^2} (p - q) M^{+\downarrow}_{1,2} (p | q) T^{(j)} (q | p_0) \frac{d^2 q}{(2\pi)^2}
\]

\[
= \frac{2 \sqrt{\epsilon_1 \epsilon_2}}{\epsilon_2 - \epsilon_1} \frac{\alpha_1 (p_0)}{(2\pi)^2} \delta(p - p_0) I_2.
\]

(A10)
By using the same re-summation argument as for reflection, the previous equation thus becomes
\[
\sum_{m=0}^{\infty} \sum_{n=0}^{m} \frac{(-i)^m}{m!} \binom{m}{n} \int \left[ -\alpha_1(p) + \alpha_2(q) \right]^{n-1} \hat{\zeta}^{(n)}(p-q) \ M_{1,2}^{-}(p,q) \ T^{(m-n)}(q|p_0) \ \frac{d^2q}{(2\pi)^2}
= \frac{2 \sqrt{\epsilon_1 \epsilon_2} \alpha_1(p_0)}{\epsilon_2 - \epsilon_1} \ (2\pi)^2 \delta(p-p_0) I_2.
\] (A11)

Next we match the zero order to the right hand side and the other orders to zero. The zero order only consists of one term \( n = m = 0 \) and gives
\[
T^{(0)}(p|p_0) = \frac{2 \sqrt{\epsilon_1 \epsilon_2} \alpha_1(p_0)}{\epsilon_2 - \epsilon_1} (2\pi)^2 \delta(p-p_0) \left[ \alpha_2(p_0) - \alpha_1(p_0) \right] \left[ M_{1,2}^{-}(p_0|p_0) \right]^{-1}
= (2\pi)^2 \delta(p-p_0) T^{(0)}(p_0)
\] (A12)

Here we have used that \( \hat{\zeta}^{(0)}(p-q) = (2\pi)^2 \delta(p-q) \). As observed for the reflection amplitudes, we have just obtained that the zero order of the transmission amplitudes corresponds exactly to the transmission amplitudes for a planar surface, i.e. that \( T^{(0)}(p_0) \) is a diagonal matrix containing the Fresnel transmission amplitudes. For orders \( m \geq 1 \), we have
\[
\sum_{n=0}^{m} \binom{m}{n} \int \left[ \alpha_2(q) - \alpha_1(p) \right]^{n-1} \hat{\zeta}^{(n)}(p-q) \ M_{1,2}^{-}(p,q) \ T^{(m-n)}(q|p_0) \ \frac{d^2q}{(2\pi)^2} = 0,
\] (A14)

which by isolating the term of interest, \( n = 0 \) gives \( T^{(m)} \) as a function of \( T^{(m-1)} \cdots T^{(0)} \), in other words we have a recursive relation for determining all orders,
\[
T^{(m)}(p|p_0) = \left[ \alpha_1(p) - \alpha_2(p) \right] \left[ M_{1,2}^{-}(p|p) \right]^{-1} \sum_{n=1}^{m} \binom{m}{n} \int \left[ \alpha_2(q) - \alpha_1(p) \right]^{n-1} \hat{\zeta}^{(n)}(p-q) \ M_{1,2}^{-}(p,q) \ T^{(m-n)}(q|p_0) \ \frac{d^2q}{(2\pi)^2}.
\] (A15)

Applying the above equation for \( m = 1 \) and using that \( T^{(0)}(q|p_0) \propto \delta(q-p_0) \) gives
\[
T^{(1)}(p|p_0) = \left[ \alpha_1(p) - \alpha_2(p) \right] \hat{\zeta}^{(1)}(p-p_0) \left[ M_{1,2}^{-}(p|p) \right]^{-1} M_{1,2}^{-}(p|p_0) \ T^{(0)}(p_0)
= \left[ \alpha_1(p) - \alpha_2(p) \right] \hat{\zeta}^{(1)}(p-p_0) \tau^{(1)}(p|p_0) = \hat{\zeta}^{(1)}(p-p_0) \tau^{(1)}(p|p_0).
\] (A16)

**Appendix B: Differential reflection coefficient**

Assuming we have obtained the reflection amplitudes \( R_{\alpha\beta}(p|p_0) \) either by using the perturbative approach or by the purely numerical simulation, we can now proceed to express the differential reflection coefficient (DRC) defined as the time-averaged flux radiated around a given scattering direction \((\theta, \phi)\) per unit solid angle and per unit incident flux and denoted \( \partial R/\partial \Omega_r(p|p_0) \). Let a virtual hemisphere of radius \( r \gg \omega /c \) lie on the plane \( x_3 = 0 \) on top of the scattering system. The support of this hemisphere is a disk of area \( S = \pi r^2 \). We consider the scattering from a *truncated* version of the scattering system in which the surface profiles are set to be flat outside the disk support. Consequently, the field amplitudes we will manipulate are not strictly speaking those of the full system of interest but will converge to them as \( r \to \infty \). We will nevertheless keep the same notations as that from the full system introduced in Section III for simplicity. The time-averaged flux incident on this disk is given by
\[
P_{inc/S} = -Re \frac{e}{8\pi} \int_S \left[ E_0^*(p_0) \times \left( \frac{c}{\omega} k_1^*(p_0) \times E_0(p_0) \right) \right] \cdot \hat{e}_3 \exp \left[ -i(k_1^*(p_0) - k_1^-(p_0)) \cdot x \right] d^2x_\parallel
= -\frac{\epsilon^2}{8\pi\omega} \ Re \int_S \left[ |E_0(p_0)|^2 k_1^*(p_0) - (E_0^*(p_0) \cdot k_1^-(p_0)) \cdot E_0(p_0) \right] \cdot \hat{e}_3 d^2x_\parallel
= S \frac{\epsilon^2}{8\pi\omega} \alpha_1(p_0) |E_0(p_0)|^2
= S \frac{\epsilon^2}{8\pi\omega} \alpha_1(p_0) \left[ |E_{0,p}|^2 + |E_{0,s}|^2 \right].
\] (B1)
Here, the * denotes the complex conjugate, and incident field amplitude $E_0(p_0) = \xi_{0,\beta} \vec{e}_{p}^\ast(p_0) + \xi_{0,s} \vec{e}_{s}(p_0)$ as defined in Eq. (13), the vector identity $a \times (b \times c) = (a \cdot c)b - (a \cdot b)c$ and the orthogonality between the field and the wave vector $\hat{E}_0^+(p_0) \cdot \vec{k}_E^+(p_0) = 0$ have been used. Note that the flux incident on the disk is proportional to the disk area. Let us now consider the outgoing flux crossing an elementary surface $d\sigma = r^2 \sin \theta \, d\theta \, dr = r^2 d\Omega$, around a point $x = r (\sin \theta \cos \phi \hat{e}_1 + \sin \theta \sin \phi \hat{e}_2 + \cos \theta \hat{e}_3) = r \hat{n}$. The flux crossing this elementary surface is given by

$$P_{d\sigma} = \frac{c}{8\pi} \text{Re} \left[ E_1^+(r) \times \vec{H}_1^+(r) \right] \cdot \hat{n} \, d\sigma. \quad (B2)$$

We then use the well-known asymptotic expansion of the field in the far-field given by (see Refs. [44] and [45])

$$E_1^+(r) \sim -i \epsilon_1^{1/2} \frac{\omega}{2\pi c} \cos \theta \frac{\exp(i \epsilon_1^{1/2} \frac{\omega}{c} r)}{r} E_1^+(p) \quad (B3a)$$

$$H_1^+(r) \sim -i \epsilon_1 \frac{\omega}{2\pi c} \cos \theta \frac{\exp(i \epsilon_1^{1/2} \frac{\omega}{c} r)}{r} \hat{n} \times E_1^+(p) \quad (B3b)$$

where $p = \sqrt{\epsilon_1 \frac{\omega}{c}} (\sin \theta \cos \phi \hat{e}_1 + \sin \theta \sin \phi \hat{e}_2)$. This asymptotic approximation will become more and more accurate as we let $r \to \infty$. Plugging Eq. (B3) into Eq. (B2) we obtain

$$P_{d\sigma} = \epsilon_1^{3/2} \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left| E_1^+(p) \right|^2 \, d\Omega_r = \epsilon_1^{3/2} \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left( \left| E_{1,r}^+(p) \right|^2 + \left| E_{1,s}^+(p) \right|^2 \right) \, d\Omega_r. \quad (B4)$$

The total differential reflection coefficient is then given by

$$\frac{\partial R}{\partial \Omega_r}(p | p_0) = \lim_{r \to \infty} \frac{P_{d\sigma}}{P_{inc/S} d\Omega_r} = \lim_{r \to \infty} \epsilon_1 \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left| E_{1,r}^+(p) \right|^2 + \left| E_{1,s}^+(p) \right|^2. \quad (B5)$$

From the total differential reflection coefficient given by Eq. (B5), we deduce the differential reflection coefficient when an incident plane wave of polarization $\beta$, with lateral wave vector $p_0$ is reflected into a plane wave of polarization $\alpha$ with lateral wave vector $p$ given as

$$\frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0) = \lim_{r \to \infty} \epsilon_1 \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left| R_{\alpha\beta}(p | p_0) \right|^2 = \lim_{r \to \infty} \frac{\partial R_{\alpha\beta}^{(S)}}{\partial \Omega_r}(p | p_0). \quad (B6)$$

As we are interested in averaging the optical response over realizations of the surface profiles, we consider the following ensemble average

$$\left\langle \frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0) \right\rangle = \frac{\epsilon_1}{\mathcal{S}} \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left| R_{\alpha\beta}(p | p_0) \right|^2. \quad (B7)$$

A similar derivation for the differential transmitted coefficient yields

$$\left\langle \frac{\partial T_{\alpha\beta}}{\partial \Omega_r}(p | p_0) \right\rangle = \frac{\epsilon_1^{3/2}}{\epsilon_1^{1/2} \mathcal{S}} \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left| T_{\alpha\beta}(p | p_0) \right|^2. \quad (B8)$$

By decomposing the reflection amplitudes as the sum of the mean and fluctuation (deviation from the mean)

$$R_{\alpha\beta}(p | p_0) = \langle R_{\alpha\beta}(p | p_0) \rangle + [R_{\alpha\beta}(p | p_0) - \langle R_{\alpha\beta}(p | p_0) \rangle], \quad (B9)$$

we can decompose the MDRC as the sum of a coherent term and an incoherent term

$$\left\langle \frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0) \right\rangle = \left\langle \frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0) \right\rangle_{\text{coh}} + \left\langle \frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0) \right\rangle_{\text{incoh}}, \quad (B10)$$

where

$$\left\langle \frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0) \right\rangle_{\text{coh}} = \frac{\epsilon_1}{\mathcal{S}} \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left| \langle R_{\alpha\beta}(p | p_0) \rangle \right|^2 \quad (B11a)$$

$$\left\langle \frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0) \right\rangle_{\text{incoh}} = \frac{\epsilon_1}{\mathcal{S}} \left( \frac{\omega}{2\pi c} \right)^2 \cos^2 \theta \frac{c}{8\pi} \left[ \langle R_{\alpha\beta}(p | p_0) \rangle^2 - \left| \langle R_{\alpha\beta}(p | p_0) \rangle \right|^2 \right]. \quad (B11b)$$
If we now use the expression found in Appendix A for the reflection amplitudes to first order in the surface profile,

\[ R(p | p_0) \approx R^{(0)}(p | p_0) - i R^{(1)}(p | p_0), \]

where \( R^{(0)}(p | p_0) \) is the response from the corresponding system with planar interface, Eq. (22a), and \( R^{(1)}(p | p_0) \) is given in Eq. (23a), we obtain that the factor in the square bracket in Eq. (B11b) reads

\[
\langle |R_{\alpha\beta}(p | p_0)|^2 \rangle - \langle |R_{\alpha\beta}(p | p_0)|^2 \rangle = \langle |\xi_S(p - p_0)|^2 \rangle \langle \rho^{(1)}_{\alpha\beta}(p | p_0) \rangle^2.
\]

Note here that we are still dealing with a scattering system whose surface profiles are flat outside the disk of radius \( r \), hence the subscript \( S \). For the statistical properties attributed to the surface profiles in Sec. III, we have

\[
\langle \xi_S(q) \xi_S^*(q) \rangle = \int_S \int_S \xi(x) \xi(x') \exp[i q \cdot (x - x')] d^2x d^2x' = \int_S \int_S \sigma^2 W(x - x') \exp[i q \cdot (x - x')] d^2x d^2x'.
\]

Here we have used the definition of the Fourier transform, and the fact that ensemble average commutes with the integration of the surfaces and the definition of the correlation function. Via the change of variable \( u = x - x' \) we obtain

\[
\langle \xi_S(q) \xi_S^*(q) \rangle = S \sigma^2 \int_S W(u) \exp(i q \cdot u) d^2u = S \sigma^2 g_S(q).
\]

Thus

\[
\langle |R_{\alpha\beta}(p | p_0)|^2 \rangle - \langle |R_{\alpha\beta}(p | p_0)|^2 \rangle = S \sigma^2 g_S(p - p_0) \langle \rho^{(1)}_{\alpha\beta}(p | p_0) \rangle^2.
\]

Finally, by plugging the above equation into Eq. (B11b), the surface area \( S \) cancels and letting \( r \to \infty, g_S \to g \) (where we remind the reader that \( g \) is the power spectrum of the surface profiles) and we finally obtain the expression for the incoherent component of the MDRC for the entire (infinite) system under the first order approximation of the reflected amplitudes in product of the surface profiles

\[
\frac{\partial R_{\alpha\beta}}{\partial \Omega_r}(p | p_0)_{\text{incoh}} = \epsilon_1 \left( \frac{\omega}{2\pi c} \right)^2 \frac{\cos^2 \theta_r}{\cos \theta_0} g(p - p_0) \sigma^2 \langle \rho^{(1)}_{\alpha\beta}(p | p_0) \rangle^2.
\]

Similarly, for the transmitted light we obtain

\[
\frac{\partial T_{\alpha\beta}}{\partial \Omega_t}(p | p_0)_{\text{incoh}} = \frac{3/2}{\epsilon_1^{3/2}} \left( \frac{\omega}{2\pi c} \right)^2 \frac{\cos^2 \theta_r}{\cos \theta_0} g(p - p_0) \sigma^2 \langle \tau^{(1)}_{\alpha\beta}(p | p_0) \rangle^2.
\]
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