A Reference-Model-Based Artificial Neural Network Approach for a Temperature Control System
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Abstract: Artificial neural networks (ANNs), which have excellent self-learning performance, have been applied to various applications, such as target detection and industrial control. In this paper, a reference-model-based ANN controller with integral-proportional-derivative (I-PD) compensation has been proposed for temperature control systems. To improve the ANN self-learning efficiency, a reference model is introduced for providing the teaching signal for the ANN. System simulations were carried out in the MATLAB/SIMULINK environment and experiments were carried out on a digital-signal-processor (DSP)-based experimental platform. The simulation and experimental results were compared with those for a conventional I-PD control system. The effectiveness of the proposed method was verified.
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1. Introduction

Industrial processes, such as thermal and manufacturing processes, are becoming increasingly important, and processing high requirements for operation performance. Heating systems are used in thermal processes, which have a wide range of industrial applications, especially in food processing. A variety of control methods have been proposed for the precise temperature control and improved the transient response of heating systems. Conventional control methods, especially proportional-integral-derivative (PID) control, have become commonly used due to their simplicity and applicability, even for multi-point temperature control systems [1–5].

However, due to the nonlinearity and large lag of heating systems, the performance of a PID control system may not meet the requirements. A series-connected fuzzy-proportional integral control method has been proposed to improve control performance [6]. In addition, to achieve more precise control, a mathematical model of the controlled object is required. Numerous identification methods have been used to build such models. One of the most popular methods is the step response method [7–10].

Based on the mathematical plant model, some advanced compensation method have been proposed to improve the performance of conventional PID control, including Smith estimator predictive control [11], self-adaption control [12], generalized predictive control [13], fuzzy control [14] and model predictive control [15].
For complex heating process systems, the mathematical model cannot be obtained precisely. Data-driven approaches have been proposed for controlling such systems [16]. Some optimization methods have also been proposed [17].

A problem with typical heating system control methods is that once the parameters of the control system are defined, they cannot be adjusted while the system is in operation. Plant perturbations thus lead to instability of the control system. Artificial neural networks (ANNs), which have excellent self-learning ability and can adjust their parameters online to handle variations of the controlled system, have received increasing attention for industrial applications. With advancements in machine learning methods, ANNs have been applied to a number of industrial applications, such as the development of an occupancy prediction model [18], improvement of thermal comfort indices [19], and data measurement in temperature control systems [20–24]. For a thermal process system with strong nonlinearity, large lag and strong coupling, an adaptive system can improve control performance in terms of the transient response and overshoot [25–27].

In the present study, to improve the transient response of a heating system with strong nonlinearity and large lag, a reference-model-based ANN control method is proposed. In the proposed method, the system is driven by the error signal between the reference model output and the real system output. This error signal is used as the teaching signal for the ANN. The ANN controller is added to an I-PD control system to appropriately adjust the control input. The rest of the paper is organized as follows. The configuration of the proposed system is described in detail in Section 2. The simulation and experimental results for the proposed method are presented in Sections 3 and 4, respectively. The results are compared with those for a conventional I-PD control system. The conclusions are given in Section 5.

2. Configuration of ANN with Reference Model System

In this section, we describe the configuration of the proposed ANN control system with a reference model. Figure 1 shows the block diagram of the reference-model-based ANN control system.

![Figure 1. Block diagram of proposed reference-model-based ANN control system.](image)

For simplicity, the controlled object is expressed as a first order plus time delay (FOPTD) model. In Figure 1, $y_{\text{ref}}$ is the set reference value for the system, $e_y$ is the teaching signal for the ANN controller, which is calculated as the error between the output $y_r$ of reference model $R_m$ and the output temperature $y$, $C$ is a conventional PID controller (in this paper, an I-PD configuration is employed), and $x$ is the control input, which is the sum of the ANN controller output $x_N$ and IPD output $x_C$. The reference model $R_m$ is designed based on the controlled object, thus it can provide the reference output temperature with the same time delay. The explanation of the control system is divided into four main parts.

2.1. Controlled Object with Time Delay

The controlled object is the thermal processing system, which can be represented as a FOPTD system. With its large delay time, the transfer function of the plant can be expressed as Equation (1),
where $K$ is the steady-state gain of the output temperature against the input signal, $T$ is the time constant of the plant, and $\tau$ is the delay time of the response. The step response of the plant is shown in Figure 2. Since this model is only suitable to the autotuning method of the I-PD controller, it is not required to design the ANN controller itself.

$$P(s) = \frac{K}{Ts + 1} e^{-\tau s}$$  \hspace{1cm} (1)

**Figure 2.** Step response of FOPTD plant.

### 2.2. Conventional I-PD Control

Considering that the ANN controller needs time to learn and train its parameters, and will mainly act after finishing training, a conventional I-PD controller is designed for the control of the initial state. The block diagram of I-PD controller is shown in Figure 3, where $k_f$ is the feed-forward gain used to decide the system response speed (0: slow; 0.5: middle; 1: fast), $T_i$ is the integral time constant, $T_d$ is the differential time constant, $\eta$ is the gain of the low-pass filter (LPF) which is necessary for the feasibility of the derivative action, and $K_p$ is the proportional gain of the controller.

**Figure 3.** Structure of conventional I-PD control.

Stability is one of the most important factors of a controller. Several methods have been proposed for controller stability analysis [28,29]. Because the parameters of the I-PD controller are designed based on the Ziegler–Nichols rule (step response method), stability is ensured [30]. These values are determined by $\tau$, $K$ and $T$ in Equation (1). The I-PD parameter $K_p$, $T_i$ and $T_d$ can be calculated as Equations (2)–(4), respectively.

$$K_p = 1.2 \frac{T}{\tau}$$  \hspace{1cm} (2)

$$T_i = 0.5T$$  \hspace{1cm} (3)

$$T_d = 2\tau$$  \hspace{1cm} (4)
2.3. ANN Controller

In order to realize model free control and auto learning for reference model output tracking, a multi-layer ANN controller is introduced into the I-PD control system. In the proposed system, the ANN controller has one input layer, two hidden layers, and one output layer. The two hidden layers have 10 neurons, and thus the structure of the ANN controller is 2-10-10-1.

In this system, the reference value of the system $y_{ref}$ and the output temperature $y$ are set as the input signals of the ANN. $x_N$ is the output value of the ANN. The calculation process, from the input $N$ to the output $N_{out}$, is shown in Equation (5), where $NN_{in}$ is the input vector and $NN_{out}$ is the output vector, the $W_1$, $W_2$ and $W_3$ are the weight of neurons, $\theta_1$ and $\theta_2$ are the offset value for each hidden neuron, and $f(\cdot)$ is the neuron activation function.

$$NN_{out} = W_3 * f(W_2 * f(W_1 * NN_{in} + \theta_1) + \theta_2)$$ (5)

Regarding self-learning, the back-propagation algorithm is applied for the weight training and neuron bias update. Assuming that neuron $j$ is a neuron in hidden layer connected to the output neuron $k$. The signal flow analysis is under the $n$th iteration (i.e., $n$th training sample). The neuron $j$ is fed by a set of function signals produced by a layer of neurons to its left. Thus, the output of neuron $j$ and $k$ can be obtained as Equations (6) and (7), respectively, where $m$ is the total number of inputs (excluding the bias) applied to neuron $j$ (here, $m = 10$). The synaptic weight $w_{j0}$ (corresponding to the fixed input $y_0 = +1$) equals the bias $\theta_j$ applied to neuron $j$.

$$y_j(n) = f(\sum_{i=0}^{m} w_{ji}(n)y_i(n))$$ (6)

$$y_k(n) = f(\sum_{j=1}^{m} w_{kj}(n)y_j(n))$$ (7)

The back-propagation begins at the output layer of the ANN controller. The error signal is used as the teaching signal for the neurons, the error signal at $n$th iteration is defined as Equation (8), which is provided by the difference between the reference model output $y_{ref}$ and the real plant output $y_r$, as is shown in Figure 1.

$$e_k(n) = y_r(n) - y(n)$$ (8)

According to the back-propagation algorithm, the corrections of the weight $w_{kj}$ is that in Equation (9) and $\Delta w_{kj}$ is obtained as shown in Equation (10), where $\alpha$ is the learning gain, and $\varepsilon(n)$ is the instantaneous value of the error energy.

$$w_{kj}(n + 1) = w_{kj}(n) + \Delta w_{kj}(n)$$ (9)

$$\Delta w_{kj}(n) = -\alpha \frac{\partial \varepsilon(n)}{\partial w_{kj}(n)}$$ (10)

The weight correction for neuron $j$ is obtained as shown in Equation (11). $\Delta w_{ji}(n)$ is expressed as shown in Equation (12), where $\delta_j(n)$ is the local gradient of neuron $j$, and can be calculated as shown in Equation (13), $m_k$ is the total number of output layer (here, $m_k = 1$).

$$w_{ji}(n + 1) = w_{ji}(n) + \Delta w_{ji}(n)$$ (11)

$$\Delta w_{ji}(n) = -\alpha \frac{\partial \varepsilon(n)}{\partial w_{ji}(n)} = \alpha \delta_j(n)y_i(n)$$ (12)

$$\delta_j(n) = f'(v_j(n)) \sum_{k=1}^{m_k} \delta_k(n)w_{kj}(n)$$ (13)
The neuron bias needs to be adjusted. The correction is determined by $\delta(n)$. The bias correction for neuron $j$ at the $n$th iteration is expressed as Equation (14), where $\beta$ is the bias training gain.

$$\theta_j(n+1) = \theta_j(n) - \beta \delta_j(n)$$

(14)

To improve the self-learning ability of the ANN controller, the ReLu neuron activation function, shown in Equation (15) has been applied, and its derivative is shown in Equation (16).

$$f(x) = \begin{cases} x, & x > 0 \\ 0, & x \leq 0 \end{cases}$$

(15)

$$f'(x) = \begin{cases} 1, & x > 0 \\ 0, & x \leq 0 \end{cases}$$

(16)

2.4. Reference Model-Based ANN Control System

The reference model, which is based on the plant transfer function, is applied to provide the training signal for the ANN controller and also help to prevent the over learning of the NN controller. Reducing the memory required to store the output can make the controller realization easy; thus, the approximation of the dead time needs to be introduced. There are several approximation methods, such as graphical approximation and Padé approximation. Here, the Padé approximation method is applied, as given by Equation (17).

$$e^{-\tau s} \approx \frac{1}{(\frac{\tau s}{2} + 1)^2}$$

(17)

The reference model settings are based on the approximated plant model. To improve the transient response speed, gain $R$ is added to the plant time constant in the approximated model as shown in Equation (18).

$$R(s) \approx \frac{K}{T \ast R \ast s + 1} \times \frac{1}{(\frac{\tau s}{2} + 1)^2}$$

(18)

3. Simulation Results

3.1. Comparison Simulation with Conventional Error Feedback ANN Method

To verify the proposed control method, the comparison with conventional error feedback ANN control method needs to be carried out. The structure of the conventional error feedback ANN control method is shown in Figure 4, where the output of the IPD controller is used as the learning signal of the NN controller. In this comparison simulation, the control object is freely chosen as Equation (19), which only has 1 s delay time, and the reference model is designed as introduced above. Both the conventional error feedback ANN control method and the proposed reference-model-based ANN control method have been applied to this control object, a step signal from 100 to 105 is applied as the reference value which will be repeated several times, and have both first step response and the last step response compared.

![Figure 4. Structure of conventional error feedback ANN control method.](image-url)
$P(s) = \frac{540}{225s + 1} e^{-s}$

(19)

Figure 5a,b respectively show the time response of the conventional error feedback ANN control system and the proposed reference-model-based ANN control system. From the simulation results, the first step response and the last step response of the conventional error feedback ANN control are almost the same, which means that after repeating several times the conventional feedback ANN control method can’t improve the system response. However, by introducing the proposed reference-model-based ANN method, compared with the first step response the last step response has been improved by the overshoot and transient response. Thus, we state that our proposed reference-model-based ANN control method is better than the conventional error feedback ANN method.

Figure 5. Comparison simulation results. (a) Time response of the conventional error feedback ANN control method and (b) Time response of the proposed reference-model-based ANN control method.

3.2. Experimental Setup and System Identification

To verify the control efficiency of the reference-model-based ANN control method, the controlled object was based on a real plant system. A step response experiment was performed to obtain the transfer function for the controlled object. The experimental setup is shown in Figure 6. It includes a digital signal processor (DSP) as the temperature controller. The system has four coupled channels. Each channel has two independent heaters and one temperature sensor. The temperature sensor transforms the temperature (0–400 °C) into an output voltage (0–10 VDC). The heaters are controlled by the solid-state relay (SSR has shown in Figure 6), and the SSR is driven by pulse width modulation (PWM) signals. The temperature can be controlled through the duty ratio of the PWM signals.

Figure 6. Experimental setup.
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Channel Ch1 is defined as the input channel (heating channel) and Ch4 is defined as the output channel. The step response method was used for system identification. The plant was identified as shown in Equation (20).

\[ P(s) = \frac{2.36}{2626s + 1} e^{-524s} \]  

(20)

3.3. Simulation Results

The simulation was carried out in the MATLAB/SIMULINK environment. In the simulation, the controlled object was based on the identified plant (Equation (20)). Hence, the reference model was expressed as Equation (21). Here, \( R \) was set to 0.01.

\[ R(s) \approx \frac{2.36}{26.26s + 1} \times \frac{1}{\left(\frac{524}{2}s + 1\right)^2} \]  

(21)

The I-PD parameters were determined by the plant parameters using the Ziegler–Nichols method, as described above. The parameters were \( K_p = 10.3 \), \( T_i = 838 \), and \( T_d = 209 \). Moreover, the hyperparameters of the ANN were determined as \( \alpha = 1 \times 10^{-9} \) and \( \beta = 2 \times 10^{-5} \), these two parameters are designed by try and error method. The initial value of the weight was set to a random value between \(-1\) and \(1\).

The simulation can be divided into two steps, namely the ANN learning period and positive direction control (we define control temperature from 100 °C to 105 °C as the positive direction control). In the first step, the temperature goes from 0 °C to 100 °C, and the control switches from I-PD controller to the ANN controller. In the second step, the reference is set to 105 °C, and the temperature is controlled from 100 °C to 105 °C. This particular step will be repeated several times to obtain the first step and last step results. Figure 7a,b respectively show the time response of the controlled system and the results of the control system for temperature increase from 100 °C to 105 °C. The results were compared with those obtained using a conventional I-PD control system with feed-forward gain \( k_f = 0 \) (slow) and \( k_f = 1 \) (fast).

From the simulation results, the response time for the conventional I-PD control system is about 1300 s and that for the proposed ANN control system is about 700 s, an improvement of almost 46%. Moreover, because the first step response is almost the same as the last step response, the learning process ended at the beginning of the first step. The system response follows the reference model, although there is a slight deviation. These results show that the proposed system improved control efficiency. And from the simulation results, the last step response are almost the same, meaning the
learning of the NN control was nearly finished by the time of the first step response, thus realizing the quick-learning.

Figures 8a,b, respectively, show the outputs of the ANN and I-PD controllers and the control input, which is expressed as the sum of the ANN and I-PD outputs. As shown, the output of the I-PD controller is initially positive, about 140%, and that of the ANN controller is initially negative, about −40%. In this condition, the I-PD controller plays a dominant role. As the system approaches the setpoint, the output of the I-PD controller becomes negative, about −180%, and that of the ANN controller becomes positive, about 225%. The control efficiency switches from the I-PD controller to the ANN controller. The control input respects the sum of the I-PD and ANN output; the steady-state value is about 45%.

Figure 8. (a) Outputs of ANN controller and I-PD controller and (b) control input obtained from simulation.

4. Experimental Results

Experiments with the proposed reference-model-based ANN control method were carried out using parameter values identical to those used in the simulation. The experimental setup was the same as that shown in Figure 6. The condition of experiments are as the following: sampling period is 0.1 s, controller sampling bit is 12 bits, sensor resolution is 0.1 °C and the air conditioner is set as 25 °C . In the experiments, as in the simulation, to verify the control efficiency of the proposed method, the results were compared with those for a conventional I-PD control system with feed-forward gain \(k_f = 0\) (slow) and \(k_f = 1\) (fast). The experiments were carried out by controlling the temperature of Ch1 from 100 °C to 105 °C . The results for the output temperature are shown in Figure 9. The temperature change from room temperature to 100 °C is defined as the learning period of the ANN controller, and the temperature change from 100 °C to 105 °C is the control result for the controlled system.

The response time of the controlled system is about 2300 s and about 1900 s for the conventional I-PD system with \(k_f = 0\) and \(k_f = 1\), respectively, and about 2000 s for the proposed ANN control system. Although the response time for the proposed system is 5% slower than that for the I-PD \((k_f = 1)\) system, it is 15% faster than that for the I-PD \((k_f = 0)\) system. Although the I-PD \((k_f = 1)\) system has the fastest response, it exhibits an overshoot of 1.5 °C , which is about 30% of the reference value. The proposed ANN control system and the I-PD \((k_f = 0)\) system do not exhibit overshoot. Thus, control effectiveness is improved by the proposed method. The simulation and experimental results both verify the proposed reference-model-based ANN control method.
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Figure 9. Experiment results. (a) Time response for the controlled system and (b) results of positive direction control for proposed control system and conventional I-PD control system for temperature increase from 100 °C to 105 °C obtained from experiments.

Figure 10a,b respectively show the output of the ANN and I-PD controllers and the control input, which is expressed as the sum of the ANN and I-PD output. As shown, the output of the I-PD controller is initially positive, about 140%, and that of the ANN controller is initially negative, about −120%. Under this condition, the I-PD controller plays a dominant role. As the system approaches the setpoint, the output of the I-PD controller becomes negative, about −25%, and that of the ANN controller becomes positive, about 63%. The control efficiency switches from the I-PD controller to the ANN controller. And the control input respects the sum of the I-PD output and ANN output; the steady-state value is about 38%.

Figure 10. (a) Outputs of ANN controller and I-PD controller and (b) control input obtained from experiments.

5. Conclusions

In this paper, a reference-model-based ANN control method is proposed for temperature control systems. The error between the real system output and the reference model output is used to drive the system and this error signal is used as the teaching signal for the ANN controller. The whole control system is a combination of the ANN controller and the I-PD controller. The simulation was carried out in the MATLAB/SIMULINK environment to verify the control system. Experiments were carried out on a DSP based temperature system platform. Both simulation and experimental results were quantitively compared with those of the conventional I-PD control system to evaluate the improvement in the transient response. The control effectiveness of the proposed method was successfully verified. Although the transient response time and overshoot have been improved by the proposed ANN
control method, there still remain some shortcomings such as the necessity for the reference model to be based on the plant model, and presently the proposed method is only applied to the FOPTD plant.
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