Millimeter-Wave Circular Synthetic Aperture Radar Imaging

Shahrokh Hamidi
Department of Electrical and Computer Engineering
University of Waterloo
Waterloo, Ontario, Canada
Email: shahrokh.hamidi@uwaterloo.ca

Safieddin Safavi-Naeini
Department of Electrical and Computer Engineering
University of Waterloo
Waterloo, Ontario, Canada
Email: safavi@uwaterloo.ca

Abstract—In this paper, we present a high resolution microwave imaging technique using a compact and low cost single channel Frequency Modulated Continuous Wave (FMCW) radar based on Circular Synthetic Aperture Radar (CSAR) technique. We develop an algorithm to reconstruct the image from the raw data and analyze different aspects of the system analytically. Furthermore, we discuss the differences between the proposed systems in the literature and the one presented in this work. Finally, we apply the proposed approach to the experimental data collected from a single channel FMCW radar operating at 79 GHz and present the results.

Index Terms—Circular Synthetic Aperture Radar (CSAR), FMCW radar, high resolution imaging

I. INTRODUCTION

Synthetic Aperture Radar (SAR) imaging is a well-known technique to produce high resolution radar images [1]–[3]. In the range direction the idea of pulse compression is used to achieve high resolution. In the azimuth direction, it is the relative motion of the radar with respect to the target that gives rise to higher resolution. When the synthetic aperture is created circularly, the system is called Circular Synthetic Aperture Radar (CSAR). Previously, CSAR imaging has been addressed in the literature such as the airborne CSAR systems in [2], [5]–[7] in which the circular aperture is created around the scene to be imaged. In fact, the circular synthetic aperture encircles the scene. The Geostationary CSAR system operates in the same way [8]. The ground based CSAR systems, a.k.a., ArcSAR, have also been studied extensively [2],[9]–[13]. The ground based CSAR systems are different from the airborne and spaceborne CSAR systems in a way that the area to be imaged can be outside of the circular synthetic aperture which provides a unique opportunity to monitor the 360° surroundings of the CSAR system using a small circular aperture. Of course, we should mention that the Unmanned Aerial Vehicle (UAV) and Helicopter based CSAR systems, while stationary with respect to the ground, can also operate in the same mode as the ground based CSAR systems meaning that the scene to be imaged can be outside of the synthetic circular aperture exactly similar to the configuration we consider in this work.

In [13], the authors have addressed the previous work done in the field of CSAR imaging presented in [2],[9]–[11] and have developed a ground based CSAR system which is the same as the model we develop in this paper. They have created a circular aperture at X band. The scene to be imaged is outside of the synthetic aperture. Their CSAR system operates in two different modes which they have referred to as, scan mode and spot mode. The scan mode is referred to the case that the angle between the antenna axis and the circular track remains the same while the radar is collecting data from the scene to be imaged. In the spot mode, however, the antenna is spinning on its axis while it is moving along the track to direct the mainlobe on the target at all times during the data gathering process. For the image reconstruction they have used the Range Doppler algorithm.

In [14]–[16], sub-aperture processing, Range Doppler method as well as ω − k algorithms have been used for the CSAR image reconstruction. In [17], a helicopter based CSAR imaging system has been developed to create high resolution images from the ground while the helicopter is stationary.

In this paper, we specifically focus on CSAR imaging in which the scene to be imaged is located outside of the aperture. We, further, consider the case in which the angle between the main axis of the antenna and the circular synthetic aperture remains fixed during the data gathering process. This allows us to cover the entire 360° surroundings of the radar in one full rotation. As we mentioned before, our CSAR system is similar to that of [13]. However, the algorithm that we develop to reconstruct the image is different. In [13], the Range Doppler algorithm has been used for image reconstruction. First, they perform range compression and then they have used the Taylor expansion of the radial distance between the radar and the target up to the second order to perform azimuth compression. The Range Doppler algorithm, however, can perform well only for narrow swaths in narrow beam mode. Furthermore, for radars with high range resolution, such as the one we consider in this work, the Range Cell Migration (RCM) phenomenon [1], if not compensated for, can degrade the quality of the image considerably. The RCM effect refers to the case that the energy of a point target appears in different range cells per different azimuth lines. When we are dealing with small range cells (high range resolution) and gathering data with a wide beam over a large synthetic aperture, which is the case we consider in this paper, the RCM is unavoidable. In [13], the authors have not addressed the RCM phenomenon.
We, on the other hand, develop a joint range-azimuth algorithm capable of forming a 2D image without considering any approximation. Our proposed algorithm is an exact solution for the CSAR imaging and it can operate for large swath width in wide beam mode. We, further, describe the angular sample spacing analytically which has not been addressed in [13].

In [14]–[16], the authors have used the sub-aperture processing, the Range Doppler, as well as the $\omega - k$ algorithms for CSAR image processing. Similar to the Range Doppler algorithm, the sub-aperture processing and the $\omega - K$ algorithm also suffer from the same issues we mentioned before. To overcome the previously mentioned problems with the Range Doppler algorithm, the sub-aperture processing, and the $\omega - k$ method, in [17], a technique based on the z chirp transform has been developed. However, the z chirp transform based technique proposed in [17], is performed in 2D frequency domain, namely, the range frequency and the azimuth frequency domain which, as a result, the dependency of the RCM to the range is ignored [11].

We should also mention that, despite the fact that we have conducted indoor experiments in this paper, the algorithm we have developed in this work, can be used for outdoor ground based as well as UAV and Helicopter based CSAR imaging systems without any modification.

The structure of the paper is as follows. In section [II] we describe the system model and formulate the problem. In section [III] we present an algorithm for image reconstruction. In section [IV] we talk about the limits on the sample distancing in the angular domain. Section [V] discusses the resolution limit. Finally, section [VI] has been dedicated to applying the proposed algorithm to the experimental data gathered from a single channel FMCW radar operating at 79 GHz followed by concluding remarks.

II. MODEL DESCRIPTION

In this section, we develop the system model. Fig.1 shows the geometry of the model. The radar track is a circle with radius $r$ on which the radar is moving with constant angular velocity. The radar transmits a Linear Frequency Modulated (LFM) signal, a.k.a., chirp signal, toward the target. The reflected signal from the target is received at the location of the receiver and after being mixed with a copy of the transmitted signal, the result is expressed as

$$s(R) = [s(1, R), s(2, R), \ldots, s(N, R)]^T,$$

where $s(i)$ is given as

$$s(i, R) = \sigma(R)e^{j2\pi[f_c - \frac{b}{2} + \frac{b}{N}(i - 1)] \frac{2R}{c}},$$

in which $b$ is the chirp bandwidth, $N$ is the number of time samples, $f_c$ and $c$ are the center frequency and the speed of light, respectively. Also, $i \in \{1, 2, \ldots, N\}$ and $\sigma(R)$ is the complex valued reflection coefficient of a point reflector located at $R$. The parameter $R$ represents the radial distance between the target and the radar.

The transmitter and receiver of the FMCW radar are located at distance $d$ from each other. Therefore, we are dealing with a Bistatic radar. However, if $d \ll \sqrt{\frac{4a \pm R}{f_c}}$, we can then use the Monostatic approximation in which $R$ is measured with respect to the midpoint of the transmitter and receiver [18]. The Monostatic approximation holds for the FMCW radar that we use in this paper. Therefore, our analysis will be based on Monostatic FMCW radar.

From Fig.1 parameter $R$ for a point reflector located at $(R_t, \hat{\theta}_t)$ is described as

$$R = \sqrt{R_t^2 + r^2 - 2rR_t\cos(\theta - \hat{\theta}_t)}.$$  

Using (3), we can rewrite (1) for a point target located at $(R_t, \hat{\theta}_t)$ as

$$s(k, \theta_m) = \sigma(R_t, \hat{\theta}_t) \times$$

$$e^{jk\sqrt{R_t^2 + r^2 - 2rR_t\cos(\theta_m - \hat{\theta}_t)}},$$

where the $i^{th}$ element of the vector $k$ is given as $k_i = 4\pi[f_c - \frac{b}{2} + \frac{b}{N}(i - 1)]$ for $i \in \{1, 2, \ldots, N\}$. The subscript index $m$ refers to the $m^{th}$ angle over which the data has been collected.

III. IMAGE RECONSTRUCTION BASED ON TIME DOMAIN CORRELATION METHOD

To set the stage for image reconstruction process, we define the following $N \times M$ matrix

$$A(k, \hat{R}_t, \hat{\theta}_t, N, \Theta) =$$

$$[a_1(k, \hat{R}_t, \hat{\theta}_t), a_2(k, \hat{R}_t, \hat{\theta}_t), \ldots, a_M(k, \hat{R}_t, \hat{\theta}_t)],$$

where $a_m(k, \hat{R}_t, \hat{\theta}_t)$ is a $N \times 1$ vector which is given as $a_m(k, \hat{R}_t, \hat{\theta}_t) = e^{jk\sqrt{R_t^2 + r^2 - 2rR_t\cos(\theta_m - \hat{\theta}_t)}}$. Moreover, in (5) $N = \{1, 2, \ldots, N\}$ and $\Theta = \{\theta_1, \theta_2, \ldots, \theta_M\}$ is the range of angles over which the data is collected.

Furthermore, we define the following $N \times M$ matrix

$$S(k, \Theta) = [s(k, \theta_1), s(k, \theta_2), \ldots, s(k, \theta_M)],$$

where $s(k, \theta_m)$ is the complex valued reflection coefficient of a point reflector located at $(R_t, \hat{\theta}_t)$.
where $s(k, \theta_m)$ is given in (4).

The next step is to define the Region Of Interest (ROI) for the problem which has been shown in Fig. 2. Finally, we express the image reconstruction algorithm as

$$
\mathcal{I}(\hat{R}_l, \hat{\theta}_l) = \text{tr}[(S(k, \Theta) \circ \mathbf{A}^\dagger(k, \hat{R}_l, \hat{\theta}_l, N, \Theta)) * (\mathbf{1}_{M \times 1} * \mathbf{1}^T_{N \times 1})],
$$

(7)

in which $\mathcal{I}(\hat{R}_l, \hat{\theta}_l)$ is the intensity for a hypothetical target located at $(\hat{R}_l, \hat{\theta}_l)$ in the ROI. In (7), tr stands for the trace of matrix, $(\cdot)^\dagger$ and $(\cdot)^T$ represent the complex conjugate and the transpose operators, respectively. Moreover, $\circ$ is the Hadamard matrix product (element-wise product), * stands for the matrix product and $\mathbf{1}_{m \times 1}$ is a $m \times 1$ column vector with all its elements equal to 1. Also, the matrices $\mathbf{A}(k, \hat{R}_l, \hat{\theta}_l, N, \Theta)$ and $S(k, \Theta)$ are given in (5) and (6), respectively.

IV. ANGULAR SAMPLE SPACING

In this section, we discuss the distance between samples taken in angular direction. For $R_t \gg r$, we can use paraxial approximation and rewrite the phase term for the signal given in (4) as

$$
\phi(\theta) = k[R_t + r \cos(\theta - \hat{\theta}_l)].
$$

(8)

Using $x = r \cos(\theta)$ and $y = r \sin(\theta)$ for the location of the radar, we can describe (8) as

$$
\phi(x, y) = k[R_t + x \cos(\hat{\theta}_l) + y \sin(\hat{\theta}_l)].
$$

(9)

Therefore, we can describe the wavenumber of the signal in $x$ direction as

$$
k_x = \frac{\partial[k(R_t + x \cos(\hat{\theta}_l) + y \sin(\hat{\theta}_l))]}{\partial x},
$$

$$
= k \cos(\hat{\theta}_l).
$$

(10)

As a result, the spatial distance between samples in $x$ direction is expressed as

$$
\Delta_x \leq \frac{2\pi}{2(k_x)_{\text{max}} - (k_x)_{\text{min}}} 
$$

$$
= \frac{c}{2 \cos(\hat{\theta}_l)[f_{\text{max}} - f_{\text{min}}]}.
$$

(11)

Using $|\Delta_x| = r \sin(\theta) \Delta \theta$, we can write (11) as

$$
\Delta \theta \leq \frac{c}{r \sin(2\hat{\theta}_l)[f_{\text{max}} - f_{\text{min}}]}.
$$

(12)

From (12), we infer that to satisfy the Nyquist rate in the $\theta$ direction the maximum sample spacing is given as

$$
\Delta \theta \leq \frac{c}{r[f_{\text{max}} - f_{\text{min}}]}.
$$

(13)

V. RESOLUTION ANALYSIS

In this section, we analyse the resolution of the system in both the range and angular domains. The range resolution depends on the bandwidth of the transmitted signal and it is given as

$$
\delta_R = \frac{c}{2 \delta}. \tag{14}
$$

Regarding the angular resolution, we know that for a linear SAR system the angular resolution is described as

$$
\delta_a = \frac{\lambda}{2 L_a}
$$

in which $L_a$ is the length of the synthetic aperture and $\lambda = \frac{c}{f}$ represents the wavelength of the signal [1], [2]. In the case of CSAR imaging, the length of the synthetic aperture is $r \times \theta_{3\text{dB}}$ where $\theta_{3\text{dB}}$ is the $3 \text{ dB}$ beamwidth of the antenna. Therefore, the angular resolution for the CSAR system is expressed as

$$
\delta_a = \frac{\lambda}{2r \times \theta_{3\text{dB}}}. \tag{15}
$$

In fact, the angular resolution depends on the exposure time for a point target and from (15), we can see that the angular resolution for CSAR system depends on $r$ and $\theta_{3\text{dB}}$ since a combination of both parameters will determine the exposure time.

VI. EXPERIMENTAL RESULTS

In this section, we apply the algorithm that we have developed to the experimental data. Fig. 3 shows the single channel FMCW radar from MediaTek company with on-chip antennas that we have used for our experiments. Fig. 4 illustrates the antenna pattern in azimuth plane. As can be seen from Fig. 4, the $3 \text{ dB}$ beamwidth is around $100^\circ$. The center frequency of the radar is 79 GHz and the bandwidth has been set to 3.49 GHz which results in $\delta_R = 4.3 \text{ cm}$ resolution in the range direction. The chirp time is 68.8 $\mu$s. We have set the maximum range of the radar to 5.5 m. We have 128 samples per each chirp which means $N = 128$. We have chosen $r = 13 \text{ cm}$ for the radius of the circle over which the radar is rotating. As a result, for a target that is fully exposed by the $3 \text{ dB}$ beamwidth of the antenna we obtain $\delta_a = 0.24^\circ$ angular resolution. The choice of $r = 13 \text{ cm}$ is not unique. However, it is important to be aware of the dependency of the angular resolution, the angular sample distancing and
The size of the synthetic aperture on the parameter $r$ as we have explained clearly in the paper.

The range of the angles over which we have taken the data, is $180^\circ$. Based on [13], the angular step size should be $\Delta \theta \leq 37.82^\circ$. In our experiments, we have set the angular step size to $0.2^\circ$ which as a result, the number of samples taken in angular direction is $M = 900$.

The data collection can be performed continuously or in stop-and-go mode. In the stop-and-go approach, a chirp signal is transmitted toward the scene to be imaged and reflections are collected before the system moves to the next angular position. This process is repeated until the entire range of angles are covered.

In the continuous mode, the rate of chirp transmission is calculated based on the rotational speed of the robot in order for the system to be able to collect data at each angular step.

Regardless of which mode is used, during the data collection process, the received signals are stored in a matrix and when the data collection stage is finished, the data will then be fed to the signal processing unit for image reconstruction.

The experimental set-up is shown in Fig. 5. A 20 dbsm along with two 10 dbsm corner reflectors have been chosen as targets. To create the ROI shown in Fig. 2, we have chosen $0 \leq R \leq 4 m$ and $0^\circ \leq \theta \leq 90^\circ$. Fig. 6-(a) shows the radar mounted on the robot in close-up. The robot rotates the radar in a circular pattern. The distance from the center of the robot to the radar is $r = 13 \text{ cm}$. Fig. 6-(b) presents a schematic which shows the connection between the radar, the robot, and the laptop.

We have conducted another experiment using only two 10 dbsm corner reflectors. The horizontal distance between them is $24 \text{ cm}$. The radial distance from the center point of the two corner reflectors to the origin of the coordinate system is $4.73 \text{ m}$.

Fig. 10 illustrates the location of the corner reflectors with respect to each other and also with respect to the radar. The reconstructed image for the experimental set-up described in Fig. 10 has been shown in Fig. 11.

**VII. CONCLUSIONS**

In this paper, we developed a high resolution imaging technique based on a compact and low cost single channel FMCW...
radar by utilizing circular motion. The imaging method allows 360° coverage and the synthetic aperture is created over a small circle. We analysed the model at length and at the end applied the proposed technique to the experimental data gathered from a single channel FMCW radar operating at 79 GHz and discussed the results.

As a next step, we will be working on expanding the proposed algorithm to 3D imaging by utilising a linear array of antennas in the vertical direction.

Furthermore, the algorithm we developed in this paper, does not address image creation of moving targets. Therefore, another interesting and important topic to focus on, will be to address moving target imaging using CSAR.
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