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Abstract

In this paper we study a class of distribution dependent stochastic differential equations driven by fractional Brownian motions with Hurst parameter $H \in (1/2, 1)$. We prove the well-posedness of this type equations, and then establish a general result on the Bismut formula for the Lions derivative by using Malliavin calculus. As applications, we provide the Bismut formulas of this kind for both non-degenerate and degenerate cases, and obtain the estimates of the Lions derivative and the total variation distance between the laws of two solutions.
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1 Introduction

Distribution dependent stochastic differential equations (SDEs), also called McKean-Vlasov or mean-field SDEs, were initiated by Kac [22] in the study of the Boltzmann equation and the stochastic toy model. This type SDEs are equations whose coefficients depend on the distribution of the solution, and their solutions are often called nonlinear diffusion processes whose transition functions depend on both the current state and distribution of processes. These distributions dependent SDEs can provide a probabilistic representation to the solutions of a class of nonlinear partial differential equations (PDEs), in which a typical example is propagation of chaos phenomenon (see, e.g., [24, 34] and references therein). Hence, the study of distribution dependent SDEs have received increasing attentions, among which we only
mention, for examples, the works in [10, 11, 18] for large scale social interactions within the memory of mean-field games, [8, 13, 23] for value functions and related PDEs, [19, 20, 32, 36] for (shift) Harnack type inequalities and gradient estimates, and the references therein.

On the other hand, the Bismut formula, also known as Bismut-Elworthy-Li formula, was initiated in [6] by Malliavin calculus and then developed in [15] by using martingale method, which is a very effective tool in the analysis of distributional regularity for various stochastic models. Afterwards, formula of this kind and (shift) Harnack type inequalities for SDEs and SPDEs were obtained via (backward) coupling argument (see, e.g., the monograph [35] and references therein). Recently, in [29] the Bismut formula for the Lions derivative ($L$-derivative) was established for distribution dependent SDEs with distribution-free noise by using Malliavin calculus, and then applied to the study of estimates on the $L$-derivative and the total variation distance between distributions of solutions with different initial data. Here, we mention that in [4] the Bismut formula for initial points was also derived for distribution dependent SDEs, which can be regarded as a special case of the Bismut formula for the $L$-derivative stated in [29]. By introducing the intrinsic and Lions derivatives for probability measures on Banach spaces, the Bismut formula for the $L$-derivative was given for distribution-path dependent SDEs with distribution-free noise in [5]. Adopting method of heat kernel expansion and the technique of freezing distribution, the Bismut formula as well as estimate of the $L$-derivative for McKean-Vlasov SDEs with distribution dependent noise was obtained in [21].

In this paper, we are concerned with the following class of distribution dependent SDEs in $\mathbb{R}^d$ on the time interval $[0, T]$:

$$dX_t = b(t, X_t, \mathcal{L}_{X_t})dt + \sigma(t, \mathcal{L}_{X_t})dB^H_t, \quad X_0 \in L^p(\Omega \to \mathbb{R}^d, \mathcal{F}_0, \mathbb{P}),$$

where $p \geq 1$, $\mathcal{L}_{X_t}$ denotes the law of $X_t$, $B^H$ is a $d$-dimensional fractional Brownian motion with Hurst parameter $H \in (1/2, 1)$, and the stochastic integral can be regarded as the Wiener integral (see Remark 3.1 below). Precise assumptions on the coefficients $b : \Omega \times [0, T] \times \mathbb{R}^d \times \mathcal{P}_\theta(\mathbb{R}^d) \to \mathbb{R}^d$ and $\sigma : [0, T] \times \mathcal{P}_\theta(\mathbb{R}^d) \to \mathbb{R}^d \otimes \mathbb{R}^d$ will be specified in later sections, where $\mathcal{P}_\theta(\mathbb{R}^d)$ is the set of probability measures on $\mathbb{R}^d$ with finite $\theta$-th moment. Let us recall that $B^H = (B^{H,1}, \cdots, B^{H,d})$ with Hurst parameter $H \in (0, 1)$ is a center Gaussian process with the covariance function $\mathbb{E}(B_{t}^{H,i}B_{s}^{H,j}) = R_H(t,s)\delta_{i,j}$, where

$$R_H(t,s) = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right), \quad t, s \in [0, T].$$

This implies that the relation $\mathbb{E}(|B_{t}^{H,i} - B_{s}^{H,i}|^q) = C_q|t - s|^{	heta H}$ holds for every $q \geq 1$ and $i = 1, \cdots, d$. Consequently, $B^H$ is $(H - \varepsilon)$-order Hölder continuous a.s. for any $\varepsilon \in (0, H)$ and is an $H$-self similar process. This, together with the fact that $B^{1/2}$ is a standard Brownian motion, converts fractional Brownian motion into a natural generalization of Brownian motion and leads to many applications in modelling physical phenomena and finance behaviours.

The aim of this paper is to establish a Bismut type $L$-derivative formula for the equation (1.1). We first prove the well-posedness of (1.1) under $\mathcal{W}_\theta$-Lipschitz conditions with respect
to the measure variable, in which the solution \( X \) belongs to the space \( X \in S_p([0,T]) \) that generalizes and improves the corresponding one in the existing literature (see Theorem 3.1 and Remark 3.2 below). Then, with the help of partial derivatives with respect to the initial value and the Malliavin derivative of solutions to (1.1) obtained under stronger assumptions than that for well-posedness, we are able to establish a general result concerning the Bismut type \( L \)-derivative formula for (1.1) (see Theorem 4.4 below). As applications, we provide the Bismut type \( L \)-derivative formulas for both non-degenerate and degenerate situations. In addition, to illustrate the power of the Bismut type \( L \)-derivative formulas, in the case of non-degenerate we obtain the estimates of the \( L \)-derivative and the total variation distance for the difference between the laws of the solutions \( L_X^\mu_T \) and \( L_X^\nu_T \) with different initial distributions \( \mu \) and \( \nu \) (see Remark 4.3 (ii) below).

The plan of the paper is as follows: Section 2 is devoted to recalling some useful facts on fractional calculus, fractional Brownian motion and the \( L \)-derivative. In Section 3, we prove the existence and uniqueness of a solution to distribution dependent SDE driven by fractional Brownian motion. In Section 4, we state and prove our main results concerning Bismut type formula for the \( L \)-derivative of distribution dependent SDE driven by fractional Brownian motion, which are then applied to both non-degenerate and degenerate cases.

2 Preliminaries

This section is devoted to giving some basic elements of fractional calculus involving fractional integral and derivative, Wiener space associated to fractional Brownian motion and the Lions derivative.

2.1 Fractional integral and derivative

Let \( a, b \in \mathbb{R} \) with \( a < b \). For \( f \in L^1([a,b], \mathbb{R}) \) and \( \alpha > 0 \), the left-sided (respectively right-sided) fractional Riemann-Liouville integral of \( f \) of order \( \alpha \) on \( [a,b] \) is defined as

\[
I_{a+}^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x \frac{f(y)}{(x-y)^{1-\alpha}} dy
\]

(respectively \( I_{b-}^\alpha f(x) = \frac{(-1)^{-\alpha}}{\Gamma(\alpha)} \int_x^b \frac{f(y)}{(y-x)^{1-\alpha}} dy \)),

where \( x \in (a,b) \) a.e., \((-1)^{-\alpha} = e^{-\alpha \pi i}\) and \( \Gamma \) denotes the Gamma function. In particular, when \( \alpha = n \in \mathbb{N} \), they are consistent with the usual \( n \)-order iterated integrals.

Fractional differentiation may be given as an inverse operation. Let \( \alpha \in (0,1) \) and \( p \geq 1 \). If \( f \in I_{a+}^\alpha(L^p([a,b], \mathbb{R})) \) (respectively \( I_{b-}^\alpha(L^p([a,b], \mathbb{R})) \)), then the function \( g \) satisfying \( f = I_{a+}^\alpha g \) (respectively \( f = I_{b-}^\alpha g \)) is unique in \( L^p([a,b], \mathbb{R}) \) and it coincides with the left-sided (respectively right-sided) Riemann-Liouville derivative of \( f \) of order \( \alpha \) shown by

\[
D_{a+}^\alpha f(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x \frac{f(y)}{(x-y)^\alpha} dy
\]
The corresponding Weyl representation is of the form

\[
D_{a+}^\alpha f(x) = \frac{1}{(1 - \alpha)} \left( \frac{f(x)}{(x - a)^\alpha} + \alpha \int_x^a \frac{f(x) - f(y)}{(x - y)^{\alpha + 1}} dy \right),
\]

respectively

\[
D_{b-}^\alpha f(x) = \frac{(-1)^\alpha}{(1 - \alpha)} \left( \frac{f(x)}{(b - x)^\alpha} + \alpha \int_x^b \frac{f(x) - f(y)}{(y - x)^{\alpha + 1}} dy \right),
\]

where the convergence of the integrals at the singularity \( y = x \) holds pointwise for almost all \( x \) if \( p = 1 \) and in the \( L^p \) sense if \( p > 1 \). For further details, we refer the reader to [31].

### 2.2 Wiener space associated to fractional Brownian motion

For fixed \( H \in (1/2, 1) \), let \((\Omega, \mathcal{F}, \mathbb{P})\) be the canonical probability space associated with fractional Brownian motion with Hurst parameter \( H \). More precisely, \( \Omega \) is the Banach space \( C_0([0, T], \mathbb{R}^d) \) of continuous functions vanishing at 0 equipped with the supremum norm, \( \mathcal{F} \) is the Borel \( \sigma \)-algebra and \( \mathbb{P} \) is the unique probability measure on \( \Omega \) such that the canonical process \( \{B_t^H; t \in [0, T]\} \) is a \( d \)-dimensional fractional Brownian motion with Hurst parameter \( H \). We assume that there is a sufficiently rich sub-\( \sigma \)-algebra \( \mathcal{F}_0 \subset \mathcal{F} \) independent of \( B^H \) such that for any \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) there exists a random variable \( X \in L^2(\Omega \to \mathbb{R}^d, \mathcal{F}_0, \mathbb{P}) \) with distribution \( \mu \). Let \( \{\mathcal{F}_t\}_{t \in [0,T]} \) be the filtration generated by \( B^H \), completed and augmented by \( \mathcal{F}_0 \).

Let \( \mathcal{E} \) be the set of step functions on \([0, T]\) and \( \mathcal{H} \) the Hilbert space defined as the closure of \( \mathcal{E} \) with respect to the scalar product

\[
\langle (\mathbb{I}_{[0,t_1]}, \cdots, \mathbb{I}_{[0,t_d]}), (\mathbb{I}_{[0,s_1]}, \cdots, \mathbb{I}_{[0,s_d]}) \rangle_{\mathcal{H}} = \sum_{i=1}^d R_H(t_i, s_i).
\]

The mapping \((\mathbb{I}_{[0,t_1]}, \cdots, \mathbb{I}_{[0,t_d]}) \mapsto \sum_{i=1}^d B_{t_i}^{H,i}\) can be extended to an isometry between \( \mathcal{H} \) (also called the reproducing kernel Hilbert space) and the Gaussian space \( \mathcal{H}_1 \) associated with \( B^H \). Denote this isometry by \( \psi \mapsto B^H(\psi) \). On the other hand, it follows from [14] that \( R_H(t, s) \) has the following integral representation

\[
R_H(t, s) = \int_0^{\wedge \wedge \wedge s} K_H(t, r)K_H(s, r) dr,
\]

where \( K_H \) is a square integrable kernel given by

\[
K_H(t, s) = \Gamma \left( H + \frac{1}{2} \right) ^{-1} (t - s)^{H - \frac{1}{2}} F \left( H - \frac{1}{2}, \frac{1}{2} - H, H + \frac{1}{2}, 1 - \frac{1}{s} \right),
\]

in which \( F(\cdot, \cdot, \cdot, \cdot) \) is the Gauss hypergeometric function (for details see [14] or [27]).
Now, define the linear operator $K^*_H : \mathcal{E} \to L^2([0, T], \mathbb{R}^d)$ as follows
\[
(K^*_H \psi)(s) = K_H(T, s)\psi(s) + \int_s^T (\psi(r) - \psi(s)) \frac{\partial K_H}{\partial r}(r, s) dr.
\]
According to [2], the relation $\langle K^*_H \psi, K^*_H \phi \rangle_{L^2([0, T], \mathbb{R}^d)} = \langle \psi, \phi \rangle_{\mathcal{H}}$ holds for all $\psi, \phi \in \mathcal{E}$, and then by the bounded linear transform theorem, $K_H$ can be extended to an isomorphism between $\mathcal{H}$ and $L^2([0, T], \mathbb{R}^d)$. Consequently, by [2] again, the process $\{W_t = B^H((K^*_H)^{-1}1_{[0,t]}), t \in [0, T]\}$ is a Wiener process, and $B^H$ has the following Volterra-type representation
\[
B^H_t = \int_0^t K_H(t, s)dW_s, \quad t \in [0, T].
\]
Besides, we define the operator $K_H : L^2([0, T], \mathbb{R}^d) \to L^2([0, T], \mathbb{R}^d)$ by
\[
(K_H f)(t) = \int_0^t K_H(t, s)f(s)ds.
\]
Due to [14], we know that it is an isomorphism and for each $f \in L^2([0, T], \mathbb{R}^d)$,
\[
(K_H f)(s) = I_{1/4}s^{H-1/2}f_{1/2}^{H-1/2}H f.
\]
Then for every $h \in L^2([0, T], \mathbb{R}^d)$, the inverse operator $K^{-1}_H$ is of the form
\[
(K^{-1}_H h)(s) = s^{H-1/2}D_{0+}^{H-1/2}s^{1/2-H}h'.
\]
We remark that the injection $R = \pi_K : \mathcal{H} \to \Omega$ embeds $\mathcal{H}$ densely into $\Omega$ and for every $\psi \in \mathcal{H}$ there holds $\mathbb{E}e^{i\langle B^H, \psi \rangle} = \exp(-\frac{1}{2}\|\psi\|_{\mathcal{H}}^2)$. Consequently, $(\Omega, \mathcal{H}, \mathbb{P})$ is an abstract Wiener space in the sense of Gross.

Finally, we give a brief account on the Malliavin calculus for fractional Brownian motion. Denote $\mathcal{S}$ by the set of smooth and cylindrical random variables of the form
\[
F = f(B^H(\phi_1), \cdots, B^H(\phi_n)),
\]
where $n \geq 1$, $f \in C^\infty_b(\mathbb{R}^n)$, which is the collection of $f$ and all its partial derivatives are bounded, $\phi_i \in \mathcal{H}, 1 \leq i \leq n$. The Malliavin derivative of $F$, denoted by $\mathbb{D}F$, is defined as the $\mathcal{H}$-valued random variable
\[
\mathbb{D}F = \sum_{i=1}^n \frac{\partial f}{\partial x_i}(B^H(\phi_1), \cdots, B^H(\phi_n))\phi_i.
\]
For any $p \geq 1$, we define the Sobolev space $\mathbb{D}^{1,p}$ as the completion of $\mathcal{S}$ with respect to the norm
\[
\|F\|_{1,p}^p = \mathbb{E}|F|^p + \mathbb{E}\|\mathbb{D}F\|_{\mathcal{H}}^p.
\]
Meanwhile, we will denote by $\delta$ and $\text{Dom}\delta$ the dual operator of $\mathbb{D}$ and its domain, respectively. Let us finish this part by giving a transfer principle that connects the derivative and divergence operators of both processes $B^H$ and $W$ that are needed later on.
Proposition 2.1. \cite{28} Proposition 5.2.1] For any \( F \in \mathbb{D}_{W}^{1,2} = \mathbb{D}^{1,2}, \)

\[
K^{*}_{H} \mathbb{D} F = \mathbb{D}^{W} F,
\]

where \( \mathbb{D}^{W} \) denotes the derivative operator with respect to the underlying Wiener process \( W \) appearing in \((2.2)\), and \( \mathbb{D}^{1,2} \) the corresponding Sobolev space.

Proposition 2.2. \cite{28} Proposition 5.2.2] \( \text{Dom} \delta = (K^{*}_{H})^{-1}(\text{Dom}\delta_{W}), \) and for any \( \mathcal{H} \)-valued random variable \( u \) in \( \text{Dom} \delta \) we have \( \delta(u) = \delta_{W}(K^{*}_{H} u), \) where \( \delta_{W} \) denotes the divergence operator with respect to the underlying Wiener process \( W \) appearing in \((2.2)\).

Remark 2.1. The above proposition, together with \cite{28} Proposition 1.3.11, yields that if \( K^{*}_{H} u \in L_{2}^{2}([0, T] \times \Omega, \mathbb{R}^{d}) \) (the closed subspace of \( L^{2}([0, T] \times \Omega, \mathbb{R}^{d}) \) formed by the adapted processes), then \( u \in \text{Dom} \delta \).

2.3 The Lions derivative

For \( \theta \in [1, \infty), \) let \( \mathcal{P}_{\theta}(\mathbb{R}^{d}) \) be the space of probability measures on \( \mathbb{R}^{d} \) with finite \( \theta \)-th moment. We define the \( L^{\theta} \)-Wasserstein distance on \( \mathcal{P}_{\theta}(\mathbb{R}^{d}) \) by

\[
\mathbb{W}_{\theta}(\mu, \nu) := \inf_{\pi \in \mathcal{C}(\mu, \nu)} \left( \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} |x - y|^\theta \pi(\,dx, \,dy) \right)^{\frac{1}{\theta}}, \quad \mu, \nu \in \mathcal{P}_{\theta}(\mathbb{R}^{d}),
\]

where \( \mathcal{C}(\mu, \nu) \) is the set of probability measures on \( \mathbb{R}^{d} \times \mathbb{R}^{d} \) with marginals \( \mu \) and \( \nu \). It is well-known that \( (\mathcal{P}_{\theta}(\mathbb{R}^{d}), \mathbb{W}_{\theta}) \) is a Polish space. Throughout this paper, we use \( | \cdot | \) and \( \langle \cdot, \cdot \rangle \) for the Euclidean norm and inner product, respectively, and for a matrix, we denote by \( \| \cdot \| \) either the operator norm or the Euclidean norm. \( \| \cdot \|_{L_{2}^{2}} \) denotes the norm of the space \( L^{2}(\mathbb{R}^{d} \to \mathbb{R}^{d}, \mu) \) and for a random variable \( X, \mathcal{L}_{X} \) denotes its distribution.

Definition 2.1. Let \( f : \mathcal{P}_{2}(\mathbb{R}^{d}) \to \mathbb{R} \) and \( g : \mathbb{R}^{d} \times \mathcal{P}_{2}(\mathbb{R}^{d}) \to \mathbb{R} \).

(1) \( f \) is called \( L \)-differentiable at \( \mu \in \mathcal{P}_{2}(\mathbb{R}^{d}) \), if the functional

\[
L^{2}(\mathbb{R}^{d} \to \mathbb{R}^{d}, \mu) \ni \phi \mapsto f(\mu \circ (\text{Id} + \phi)^{-1}))
\]

is Fréchet differentiable at \( 0 \in L^{2}(\mathbb{R}^{d} \to \mathbb{R}^{d}, \mu) \), i.e., there exists a unique \( \gamma \in L^{2}(\mathbb{R}^{d} \to \mathbb{R}^{d}, \mu) \) such that

\[
\lim_{\|\phi\|_{L_{2}^{2}} \to 0} \frac{f(\mu \circ (\text{Id} + \phi)^{-1}) - f(\mu) - \mu(\langle \gamma, \phi \rangle)}{\|\phi\|_{L_{2}^{2}}} = 0.
\]

In this case, \( \gamma \) is called the \( L \)-derivative of \( f \) at \( \mu \) and denoted by \( D^{L}f(\mu) \).

(2) \( f \) is called \( L \)-differentiable on \( \mathcal{P}_{2}(\mathbb{R}^{d}) \), if the \( L \)-derivative \( D^{L}f(\mu) \) exists for all \( \mu \in \mathcal{P}_{2}(\mathbb{R}^{d}) \). If, moreover, for every \( \mu \in \mathcal{P}_{2}(\mathbb{R}^{d}) \) there exists a \( \mu \)-version \( D^{L}f(\mu)(\cdot) \) such that \( D^{L}f(\mu)(x) \) is jointly continuous in \( (\mu, x) \in \mathcal{P}_{2}(\mathbb{R}^{d}) \times \mathbb{R}^{d} \), we denote \( f \in C^{(1,0)}(\mathcal{P}_{2}(\mathbb{R}^{d})) \).
(3) \( g \) is called differentiable on \( \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \), if for any \( (x, \mu) \in \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \), \( g(\cdot, \mu) \) is differentiable and \( g(x, \cdot) \) is \( L \)-differentiable. If, moreover, \( \nabla g(\cdot, \mu)(x) \) and \( D^L g(x, \cdot)(\mu)(y) \) are jointly continuous in \( (x, y, \mu) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \), we denote \( g \in C^{1,1,0}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)) \).

As mentioned in [30, Section 2], the above definition of \( L \)-derivative coincides with the Wasserstein derivative, which was introduced by P.-L. Lions using probability spaces \([9]\). Besides, it is easy to see that if \( f \) is \( L \)-differentiable at \( \mu \), then for any \( \phi \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \) there holds

\[
D^L f(\mu) := \lim_{\varepsilon \downarrow 0} \frac{f(\mu \circ (\text{Id} + \varepsilon \phi)^{-1}) - f(\mu)}{\varepsilon} = \mu((D^L f(\mu), \phi)),
\]

in which \( D^L f(\mu) \) is called the directional \( L \)-derivative of \( f \) along \( \phi \) initiated in [1]. When \( D^L f(\mu) : L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \to \mathbb{R} \) is a bounded linear functional, \( \phi \mapsto f(\mu \circ (\text{Id} + \phi)^{-1}) \) is Gâteaux differentiable at 0. In this case, we say that \( f \) is weakly \( L \)-differentiable at \( \mu \) (also called intrinsically differentiable at \( \mu \), see [5, Definition 2.1] or [21, Definition 1.1]). Moreover, we have

\[
\|D^L f(\mu)\| := \|D^L f(\mu)(\cdot)\|_{L^2_\mu} = \sup_{\|\phi\|_{L^2_\mu} \leq 1} |D^L f(\mu)|.
\]

For a vector-valued function \( f = (f_i) \) or a matrix-valued function \( f = (f_{ij}) \) with \( L \)-differentiable components, we simply write \( D^L f(\mu) = (D^L f_i(\mu)) \) or \( D^L f(\mu) = (D^L f_{ij}(\mu)) \).

Besides, we have the following useful formula for the \( L \)-derivative, which is due to [9, Theorem 6.5] and [29, Proposition 3.1].

**Lemma 2.3.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be an atomless probability space and \((X, Y) \in L^2(\Omega \to \mathbb{R}^d, \mathbb{P})\). If \( f \in C^{1,0}(\mathcal{P}_2(\mathbb{R}^d)) \), then

\[
\lim_{\varepsilon \downarrow 0} \frac{f(L_{X+\varepsilon Y}) - f(L_X)}{\varepsilon} = \mathbb{E}(D^L f(L_X)(X, Y)).
\]

### 3 Well-posedness of distribution dependent SDE by fractional noise

In this section, we consider the following distribution dependent SDE driven by fractional Brownian motion:

\[
(3.1) \quad dX_t = b(t, X_t, L_{X_t}) dt + \sigma(t, L_{X_t}) dB_t^H, \quad X_0 = \xi,
\]

where the coefficients \( b : \Omega \times [0, T] \times \mathbb{R}^d \times \mathcal{P}_\theta(\mathbb{R}^d) \to \mathbb{R}^d \), \( \sigma : [0, T] \times \mathcal{P}_\theta(\mathbb{R}^d) \to \mathbb{R}^d \otimes \mathbb{R}^d \) and \( \xi \in L^p(\Omega \to \mathbb{R}^d, \mathcal{F}_0, \mathbb{P}) \) with \( p \geq \theta(\geq 1) \). Now, we introduce the hypotheses under which we will be able to prove the existence and uniqueness of solutions to (3.1).
(H) There exists a non-decreasing function $K(t)$ such that for any $t \in [0, T]$, $x, y \in \mathbb{R}^d$, $\mu, \nu \in \mathcal{P}_\theta(\mathbb{R}^d)$,

$$|b(t, x, \mu) - b(t, y, \nu)| \leq K(t)(|x - y| + W_\theta(\mu, \nu)),$$

$$||b(t, x, \mu)|| \leq K(t) W_\theta(\mu),$$

and

$$|b(t, 0, \delta_0)| + ||b(t, \delta_0)|| \leq K(t).$$

For any $p \geq 1$, let $\mathcal{S}^p([0, T])$ be the space of $\mathbb{R}^d$-valued, continuous $(\mathcal{F}_t)_{t \in [0,T]}$-adapted processes $\psi$ on $[0, T]$ satisfying

$$||\psi||_{\mathcal{S}^p} := \left( \mathbb{E} \sup_{t \in [0, T]} |\psi_t|^p \right)^{1/p} < \infty,$$

and let the letter $C$ with or without indices denote generic constants, whose values may change from line to line.

**Definition 3.1.** A stochastic process $X = (X_t)_{0 \leq t \leq T}$ on $\mathbb{R}^d$ is called a solution of (3.1), if $X \in \mathcal{S}^p([0, T])$ and $\mathbb{P}$-a.s.,

$$X_t = \xi + \int_0^t b(s, X_s, \mathcal{L}_X) ds + \int_0^t \sigma(s, \mathcal{L}_X) dB^H_s, \quad t \in [0, T].$$

**Remark 3.1.** Observe that $\sigma(\cdot, \mathcal{L}_X)$ is a deterministic function, then $\int_0^t \sigma(s, \mathcal{L}_X) dB^H_s$ is regarded as a Wiener integral with respect to fractional Brownian motion.

**Theorem 3.1.** Suppose that (H) holds and $\xi \in L^p(\Omega \rightarrow \mathbb{R}^d, \mathcal{F}_0, \mathbb{P})$ with $p \geq \theta$ and $p > 1/H$. Then the equation (3.1) has a unique solution $X \in \mathcal{S}^p([0, T])$.

Before proving the theorem, we first present the following Hardy-Littlewood inequality (see, e.g., [33, Theorem 1, Page 119]).

**Lemma 3.2.** Let $1 < \tilde{p} < \tilde{q} < \infty$ and $\frac{1}{\tilde{q}} = \frac{1}{\tilde{p}} - \alpha$. If $f: \mathbb{R}_+ \rightarrow \mathbb{R}$ belongs to $L^{\tilde{p}}(0, \infty)$, then $I_{0+}^{\alpha} f(x)$ converges absolutely for almost every $x$, and moreover

$$||I_{0+}^{\alpha} f||_{L^{\tilde{q}}(0, \infty)} \leq C_{\tilde{p}, \tilde{q}} ||f||_{L^{\tilde{p}}(0, \infty)}$$

holds for some positive constant $C_{\tilde{p}, \tilde{q}}$.

**Proof of Theorem 3.1.** Define recursively $(X^n)_{n \geq 1}$ as follows: $X^n_0 = \xi$, $t \in [0, T]$ and for each $n \geq 1$,

$$X^n_t = \xi + \int_0^t b(s, X^{n-1}_s, \mathcal{L}_{X^{n-1}}) ds + \int_0^t \sigma(s, \mathcal{L}_{X^{n-1}}) dB^H_s, \quad t \in [0, T].$$

The rest of the proof will be divided into three steps.
Step 1. Claim: For any $p \geq \theta$ and $p > 1/H$, if $\E \left( \sup_{t \in [0,T]} |X_t^n|^p \right) < \infty$, then there holds $\E \left( \sup_{t \in [0,T]} |X_t^{n+1}|^p \right) < \infty$. Owing to the H"{o}lder inequality and (H), we have for any $p \geq \theta$,

$$
\E \left( \sup_{t \in [0,T]} |X_t^{n+1}|^p \right) \leq 3^{p-1} \E |\xi|^p + 3^{p-1} \E \left( \sup_{t \in [0,T]} \left| \int_0^t b(s, X_s^n, \mathcal{L}_{X_s^n}) ds \right|^p \right)
$$

$$
+ 3^{p-1} \E \left( \sup_{t \in [0,T]} \left| \int_0^t \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right|^p \right)
$$

$$
\leq 3^{p-1} \E |\xi|^p + (3T)^{p-1} \E \int_0^T K^p(s)(1 + |X_s^n| + \mathbb{W}_\theta(\mathcal{L}_{X_s^n}, \delta_0))^p ds
$$

$$
+ 3^{p-1} \E \left( \sup_{t \in [0,T]} \left| \int_0^t \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right|^p \right)
$$

$$
\leq 3^{p-1} \E |\xi|^p + 3^{2(p-1)} (TK(T))^p \left( 1 + 2 \E \sup_{t \in [0,T]} |X_t^n|^p \right)
$$

$$
+ 3^{p-1} \E \left( \sup_{t \in [0,T]} \left| \int_0^t \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right|^p \right).
$$

Next, we shall provide an estimate for the last term of the right-hand side of (3.2), whose argument is partially borrowed from \cite[Theorem 4]{3}.

We take $\lambda$ satisfying $1 - H < \lambda < 1 - 1/p$ because $pH > 1$. Using the fact that $\int_s^t (t-r)^{-\lambda} (r-s)^{\lambda-1} dr = C(\lambda)$, the stochastic Fubini theorem and the H"{o}lder inequality, we get

$$
\E \left( \sup_{t \in [0,T]} \left| \int_0^t \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right|^p \right)
$$

$$
= C(\lambda)^{-p} \E \left( \sup_{t \in [0,T]} \left| \int_0^t \left( \int_s^t (t-r)^{-\lambda} (r-s)^{\lambda-1} dr \right) \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right|^p \right)
$$

$$
= C(\lambda)^{-p} \E \left( \sup_{t \in [0,T]} \left| \int_0^t (t-r)^{-\lambda} \left( \int_0^r (r-s)^{\lambda-1} \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right) dr \right|^p \right)
$$

$$
\leq \frac{C(\lambda)^{-p}}{(p-1-\lambda p)^{-1}} \E \left( \sup_{t \in [0,T]} t^{p-1-\lambda p} \int_0^t \left( \int_0^r (r-s)^{\lambda-1} \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right) dr \right)
$$

$$
\leq \frac{C(\lambda)^{-p}}{(p-1-\lambda p)^{-1}} T^{p-1-\lambda p} \int_0^T \E \left( \int_0^r (r-s)^{\lambda-1} \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H \right) dr,
$$

where we use the condition $\lambda < 1 - 1/p$ in the first inequality.

Notice that for each $r \in [0,T]$, $\int_0^r (r-s)^{\lambda-1} \sigma(s, \mathcal{L}_{X_s^n}) dB_s^H$ is a centered Gaussian random variable. Then by the Kahane-Khintchine formula, we obtain that there exists a constant
$C_p > 0$ such that
\[
\mathbb{E} \left| \int_0^r (r - s)^{\lambda - 1} \sigma(s, \mathcal{L}_{X^n_t}) dB^H_s \right|^p \\
\leq C_p \left( \mathbb{E} \left| \int_0^r (r - s)^{\lambda - 1} \sigma(s, \mathcal{L}_{X^n_t}) dB^H_s \right|^2 \right)^{\frac{p}{2}} \\
\leq C_p \left( \int_0^r \left( \int_0^r (r - u)^{\lambda - 1} \| \sigma(u, \mathcal{L}_{X^n_t}) \| (r - v)^{\lambda - 1} \| \sigma(v, \mathcal{L}_{X^n_t}) \| |u - v|^{2H - 2} dv \right) \right)^{\frac{p}{2}} \\
\leq C_{p,H} \left( \int_0^r (r - s)^{\frac{\lambda - 1}{H}} \| \sigma(s, \mathcal{L}_{X^n_t}) \|^{\frac{1}{H}} ds \right)^{pH} ,
\]
where the last inequality is due to the argument in [26 Theorem 1.1, Page 201].
Substituting (3.4) into (3.3) and using the condition $1 - H < \lambda$ and Lemma 3.2 with $\tilde{q} = pH$ and $\alpha = 1 - \frac{1-H}{H}$ (imply $\tilde{p} = \frac{pH}{pH - 1}$), we have
\[
\mathbb{E} \left( \sup_{t \in [0,T]} \left| \int_0^t \sigma(s, \mathcal{L}_{X^n_t}) dB^H_s \right|^p \right) \\
\leq C_{\lambda,p,H} T^{p-1-\lambda p} \int_0^T \left( \int_0^r (r - s)^{\frac{\lambda - 1}{H}} \| \sigma(s, \mathcal{L}_{X^n_t}) \|^{\frac{1}{H}} ds \right)^{pH} dr \\
\leq C_{\lambda,p,H} T^{p-1-\lambda p} \left( \int_0^T \| \sigma(r, \mathcal{L}_{X^n_t}) \| \right)^{pH - 1} dr \\
\leq C_{\lambda,p,H} T^{pH - 1} \int_0^T \| \sigma(s, \mathcal{L}_{X^n_t}) \|^{p} ds,
\]
where we use the Hölder inequality in the last inequality, and remark that $C_{\lambda,p,H}$ above may depend only on $p$ and $H$ by choosing proper $\lambda$.
Observe that, by (H) and $p \geq \theta$ we have
\[
\int_0^T \| \sigma(s, \mathcal{L}_{X^n_t}) \|^{p} ds \leq \int_0^T K^p(s) \left( 1 + \mathbb{E} \left( \sup_{t \in [0,T]} \| X^n_t \| \right)^p \right) ds \\
\leq 2^{p-1} K^p(T) T \left( 1 + \mathbb{E} \left( \sup_{t \in [0,T]} \| X^n_t \| \right)^p \right) .
\]
Then, plugging this into (3.5) yields
\[
\mathbb{E} \left( \sup_{t \in [0,T]} \left| \int_0^t \sigma(s, \mathcal{L}_{X^n_t}) dB^H_s \right|^p \right) \leq C_{p,H} K^p(T) T^{pH} \left( 1 + \mathbb{E} \left( \sup_{t \in [0,T]} \| X^n_t \| \right)^p \right) .
\]
Combining this with (3.2) and the assumption that $\mathbb{E}(\sup_{t \in [0,T]} |X^n_t|^p) < \infty$ yields the desired claim.
Step 2. Existence. To this end, we shall prove the convergence of $X^n$ in $S^p([0,T])$ with any $p \geq \theta$. For any $t \in [0, T]$, we get

$$
\mathbb{E}
\left(
\sup_{s \in [0,t]} |X^n_s - X^{n-1}_s|^p
\right)
\leq 2^{p-1}\mathbb{E}
\left(
\sup_{s \in [0,t]} \left| \int_0^s \left( b(r, X^n_r, L_{X^n_{r-1}}) - b(r, X^{n-2}_r, L_{X^{n-2}_{r-2}}) \right) dr \right|^p
\right)
+ 2^{p-1}\mathbb{E}
\left(
\sup_{s \in [0,t]} \left| \int_0^s \left( \sigma(r, L_{X^n_{r-1}}) - \sigma(r, L_{X^{n-2}_{r-2}}) \right) dB_r \right|^p
\right)
= 2^{p-1}I_1(t) + 2^{p-1}I_2(t).
$$

(3.6)

For the term $I_1(t)$, from (H) and $p \geq \theta$ we obtain

$$
I_1(t) \leq t^{p-1}\mathbb{E}
\left(
\sup_{s \in [0,t]} \int_0^s \left| b(r, X^n_r, L_{X^n_{r-1}}) - b(r, X^{n-2}_r, L_{X^{n-2}_{r-2}}) \right|^p dr
\right)
\leq t^{p-1}\mathbb{E}
\left(
\sup_{s \in [0,t]} \int_0^s \left| K(r) \left( |X^n_r - X^{n-2}_r| + \mathbb{W}_\theta(L_{X^n_{r-1}}, L_{X^{n-2}_{r-2}}) \right) \right|^p dr
\right)
\leq 2^{p-1}K^p(t)t^{p-1}\mathbb{E}
\left(
\sup_{s \in [0,t]} \int_0^t \left| X^n_r - X^{n-2}_r \right|^p + \mathbb{E}\left| X^n_u - X^{n-2}_u \right|^p dr
\right)
\leq 2^{p-1}K^p(t)t^{p-1}\int_0^t \mathbb{E}\left( \sup_{u \in [0,r]} \left| X^n_u - X^{n-2}_u \right|^p \right) dr.
$$

(3.7)

As for the term $I_2(t)$, owing to $p > 1/H$ and $p \geq \theta$, (3.5) and (H) we have

$$
I_2(t) = \mathbb{E}
\left(
\sup_{s \in [0,t]} \left| \int_0^s \left( \sigma(r, L_{X^n_{r-1}}) - \sigma(r, L_{X^{n-2}_{r-2}}) \right) dB_r \right|^p
\right)
\leq C_{p,H}t^{pH-1}\int_0^t \left| \sigma(r, L_{X^n_{r-1}}) - \sigma(r, L_{X^{n-2}_{r-2}}) \right|^p dr
\leq C_{p,H}t^{pH-1}\int_0^t K^p(r)\mathbb{W}_\theta(L_{X^n_{r-1}}, L_{X^{n-2}_{r-2}}) \left| X^n_r - X^{n-2}_r \right|^p dr
\leq C_{p,H}K^p(t)t^{pH-1}\int_0^t \mathbb{E}\left( \sup_{u \in [0,r]} \left| X^n_u - X^{n-2}_u \right|^p \right) dr.
$$

(3.8)

Plugging (3.7) and (3.8) into (3.6) yields

$$
\mathbb{E}
\left(
\sup_{s \in [0,t]} |X^n_s - X^{n-1}_s|^p
\right)
\leq 2^{p-1}K^p(t)\left( 2^{p-1} + C_{p,H}t^{pH-1} \right) \int_0^t \mathbb{E}\left( \sup_{u \in [0,r]} \left| X^n_u - X^{n-2}_u \right|^p \right) dr
\leq C_{p,T,H}t^{pH-1}\int_0^t \mathbb{E}\left( \sup_{u \in [0,r]} \left| X^n_u - X^{n-2}_u \right|^p \right) dr.
$$

(3.9)
with $C_{p,T,H} := 2^{p-1}K^p(T)(2^pT^{p-1} + C_{p,H} T^{pH-1})$.

Hence, by the iteration we arrive at
\[\mathbb{E}\left(\sup_{s\in[0,t]} |X^n_s - X^{n-1}_s|^p\right) \leq C_1 C_{p,T,H}^{t-n},\]

where $C_1 := \mathbb{E}(\sup_{t\in[0,T]} |X^1_t - \xi|^p) < \infty$ due to Step 1.

Consequently, $(X^n)_{n\geq1}$ is a Cauchy sequence in $\mathcal{S}^p([0,T])$ with any $p \geq \theta$ and $p > \frac{1}{H}$, and then the limit, denoted by $X$, is a solution of (4.1).

**Step 3. Uniqueness.** Let $X$ and $Y$ be two solutions of (3.1). Along the same lines with Step 2, we derive that as in (3.9),
\[\mathbb{E}\left(\sup_{s\in[0,t]} |X_s - Y_s|^p\right) \leq C_{p,T,H} \int_0^t \mathbb{E}\left(\sup_{u\in[0,r]} |X_u - Y_u|^p\right) dr, \quad t \in [0,T].\]

Then, the Gronwall lemma implies that $X_t = Y_t$, $t \in [0,T]$, $\mathbb{P}$-a.s. The proof is now complete. \qed

**Remark 3.2.** In [7] Theorem 3.7], the authors considered the equation (3.1) with $d = 1$, i.e. one-dimensional case. Under the $W_1$-Lipschitz conditions and $\xi \in L^2(\Omega \rightarrow \mathbb{R}, \mathcal{F}_0, \mathbb{P})$ (namely $\theta = 1$ and $p = 2$ in our result Theorem 3.1 above), they proved the existence and uniqueness of solution $X \in \mathcal{S}^2([0,T])$ with $\mathbb{E}(\sup_{t\in[0,T]} |X_t|^2) < \infty$ replaced by $\sup_{t\in[0,T]} \mathbb{E}|X_t|^2 < \infty$. So in this sense our result extends and improves [7] Theorem 3.7.

### 4 Bismut formulas for the L-derivative

In this section, we consider (3.1) with distribution independent $\sigma(t)$, that is,
\begin{equation}
\text{d}X_t = b(t, X_t, \mathcal{L}X_t) \text{d}t + \sigma(t) \text{d}B^H_t,
\end{equation}

where $X_0 \in L^2(\Omega \rightarrow \mathbb{R}^d, \mathcal{F}_0, \mathbb{P})$ with $\mathcal{L}X_0 = \mu$. The main objective of this section concerns the problem of Bismut formulas for the L-derivative of (4.1). We first make necessary preparations concerning the partial derivative with respect to the initial value and the Malliavin derivative of (4.1). In the second part, we will give a general result about Bismut formula for the L-derivative of (4.1), the applications to non-degenerate and degenerate cases of (4.1) are addressed respectively in the last two parts.

#### 4.1 The partial derivative and the Malliavin derivative of (4.1)

We begin with the following assumption.

**A1** For every $t \in [0,T]$, $b(t, \cdot, \cdot) \in C^{1,(1,0)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))$. Moreover, there exists a constant $K > 0$ such that
\[
\|\nabla b(t, \cdot, \mu)(x)\| + |D^L b(t, x, \cdot)(\mu)(y)| \leq K, \quad t \in [0,T], \ x, y \in \mathbb{R}^d, \ \mu \in \mathcal{P}_2(\mathbb{R}^d)
\]

and $\sup_{t\in[0,T]}(|b(t, 0, \delta_0)| + \|\sigma(t)\|) \leq K$.  
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Note that by the fundamental theorem for Bochner integral (see, for instance, [24, Proposition A.2.3]) and the definitions of $L$-derivative and the Wasserstein distance, (A1) implies

$$|b(t, x, \mu) - b(t, y, \nu)| \leq K(|x - y| + \mathcal{W}_2(\mu, \nu)), \quad t \in [0, T], \quad x, y \in \mathbb{R}^d, \quad \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d).$$

Then, it follows from Theorem 3.1 that (4.1) has a unique solution.

To investigate the partial derivative with respect to initial value of (4.1), we first introduce a family of auxiliary equations. For any $\varepsilon > 0$ and $\eta \in L^2(\Omega \to \mathbb{R}^d, \mathcal{F}_0, \mathbb{P})$, let $(X_t^\varepsilon)_{t \in [0, T]}$ solve

$$dX_t^\varepsilon = b(t, X_t^\varepsilon, \mathcal{L}X_t^\varepsilon)dt + \sigma(t)dB_t^H, \quad X_0^\varepsilon = X_0 + \varepsilon \eta,$$

and define

$$\Upsilon_t^\varepsilon := \frac{X_t^\varepsilon - X_t}{\varepsilon}, \quad t \in [0, T], \quad \varepsilon > 0.$$

**Lemma 4.1.** Assume that (A1) holds. Then

$$\sup_{\varepsilon \in (0,1]} \mathbb{E}\left( \sup_{t \in [0,T]} |\Upsilon_t^\varepsilon|^2 \right) \leq 2e^{8KT^2} \mathbb{E}|\eta|^2,$$

and

$$\sup_{\varepsilon \in (0,1], t \in [0,T]} |\Upsilon_t^\varepsilon|^2 \leq \left( 2|\eta|^2 + 8(KT)^2 \mathbb{E}|\eta|^2 \right) e^{4(\varepsilon KT)^2}.$$

**Proof.** By (4.1) and (A1), we have for any $t \in [0, T]$ and $\varepsilon \in (0, 1]$,

$$\sup_{s \in [0,t]} |X_s^\varepsilon - X_s| \leq 2\varepsilon^2 |\eta|^2 + 2 \sup_{s \in [0,t]} \left| \int_0^s \left( b(r, X_r^\varepsilon, \mathcal{L}X_r^\varepsilon) - b(r, X_r, \mathcal{L}X_r) \right) dr \right|^2 \leq 2\varepsilon^2 |\eta|^2 + 4K^2 T \sup_{s \in [0,t]} \left( |X_s^\varepsilon - X_s|^2 + \mathcal{W}_2(\mathcal{L}X_s^\varepsilon, \mathcal{L}X_s) \right) dr.$$

Taking the expectation on both sides of the above inequality, we get

$$\mathbb{E}\left( \sup_{s \in [0,t]} |X_s^\varepsilon - X_s|^2 \right) \leq 2\varepsilon^2 \mathbb{E}|\eta|^2 + 8K^2 T \mathbb{E}\left( \sup_{u \in [0,t]} |X_u^\varepsilon - X_u|^2 \right) dr,$$

which implies (4.3) and then (4.4) due to the Gronwall inequality. \hfill \square

With Lemma 4.1 in hand, we can present the partial derivative in initial value of the equation (4.1). Consider now the following linear random ODE on $\mathbb{R}^d$: for any $\eta \in L^2(\Omega \to \mathbb{R}^d, \mathcal{F}_0, \mathbb{P})$ and $t \in [0, T]$,

$$d\Gamma_t^\eta = \left[ \nabla_{\Gamma_t^\eta}(t, \cdot, \mathcal{L}X_t)(X_t) + \left( \mathbb{E}(D^L b(t, y, \cdot)(\mathcal{L}X_t)|_{y=\xi}) \right) \right] dt, \quad \Gamma_0^\eta = \eta,$$
Proposition 4.2. Assume that (A1) holds. Then for any \( \eta \in L^2(\Omega \to \mathbb{R}^d, \mathcal{F}_0, \mathbb{P}) \), the limit \( \nabla \eta X_t := \lim_{\varepsilon \to 0} \nabla \eta \cdot t \in [0, T] \) exists in \( L^2(\Omega \to C([0, T]; \mathbb{R}^d), \mathbb{P}) \) such that \( \nabla \eta X_t = \Gamma^n_t \) holds for each \( t \in [0, T] \), i.e., \( \nabla \eta X_t \) is the unique solution of (4.3).

Proof. To simplify the notation, we denote \( X^0_t = X_t + \theta(X^\varepsilon_t - X_t), \theta \in [0, 1] \). By (4.1) and (4.2), we obtain that for any \( t \in [0, T] \),

\[
dY_t^\varepsilon = \frac{b(t, X^\varepsilon_t, \mathcal{L} X^\varepsilon_t) - b(t, X_t, \mathcal{L} X_t)}{\varepsilon} \, dt = \left[ \frac{1}{\varepsilon} \int_0^1 \frac{d}{d\theta} b(t, X^\varepsilon_{\theta} (t), \mathcal{L} X^\varepsilon_{\theta} (t)) \, d\theta + \frac{1}{\varepsilon} \int_0^1 \frac{d}{d\theta} b(t, X_t, \mathcal{L} X_{\theta} (t)) \, d\theta \right] \, dt = \left[ \int_0^1 \nabla \Phi^\varepsilon_t b(t, \cdot, \mathcal{L} X^\varepsilon_t) (X^\varepsilon_{t \theta} (t)) \, d\theta + \int_0^1 \langle \mathbb{E} (D^2 b(t, y, \cdot) (\mathcal{L} X^\varepsilon_t) (X^\varepsilon_{t \theta} (t), \mathcal{L} X^\varepsilon_t (t), Y^\varepsilon_t)) \rangle_{y \in X_t} \, d\theta \right] \, dt
\]

with \( Y^\varepsilon_t = \eta \). Here, we have used Lemma 2.3 in the last equality. Then, combining this with (4.1) yields that for each \( t \in [0, T] \),

\[
d(Y_t^\varepsilon - \Gamma^n_t) = \left[ \Phi^\varepsilon_t (t) + \nabla Y^\varepsilon_t - \Gamma^n_t b(t, \cdot, \mathcal{L} X_t) (X_t) \right] \, dt + \left[ \Phi^\varepsilon_t (t) + \langle \mathbb{E} (D^2 b(t, y, \cdot) (\mathcal{L} X_t) (X_t), Y^\varepsilon_t - \Gamma^n_t) \rangle_{y \in X_t} \right] \, dt, \quad Y^\varepsilon_0 - \Gamma^n_0 = 0,
\]

where

\[
\Phi^\varepsilon_t (t) := \int_0^1 \left[ \nabla \Phi^\varepsilon_t b(t, \cdot, \mathcal{L} X^\varepsilon_t) (X^\varepsilon_{t \theta} (t)) - \nabla \Phi^\varepsilon_t b(t, \cdot, \mathcal{L} X_t) (X_t) \right] \, d\theta,
\]

\[
\Phi^\varepsilon_t (t) := \int_0^1 \left[ \int_0^1 \left( \mathbb{E} (D^2 b(t, y, \cdot) (\mathcal{L} X^\varepsilon_t) (X^\varepsilon_{t \theta} (t)) - D^2 b(t, y, \cdot) (\mathcal{L} X_t) (X_t), Y^\varepsilon_t) \right) \right]_{y \in X_t} \, d\theta.
\]

Consequently, by (A1) we get

\[
|Y_t^\varepsilon - \Gamma^n_t|^2 \leq 4T \int_0^t \left( |\Phi^\varepsilon_s|^2 + |\Phi^\varepsilon_s|^2 \right) \, ds + 4K^2 T \int_0^t \left( |Y^\varepsilon_{s -} - \Gamma^n_{s -}|^2 + \mathbb{E} |Y^\varepsilon_{s -} - \Gamma^n_{s -}|^2 \right) \, ds.
\]

Taking into account of (4.3) and (4.6), the Gronwall inequality leads to

\[
\mathbb{E} \left( \sup_{t \in [0, T]} |Y_t^\varepsilon - \Gamma^n_t|^2 \right) \leq 4Te^{8(KT)^2} \int_0^T \mathbb{E} \left( |\Phi^\varepsilon_s|^2 + |\Phi^\varepsilon_s|^2 \right) \, ds.
\]
By the Hölder inequality and (4.3), one can see that
\[
|\Phi^\varepsilon_1(s)|^2 + |\Phi^\varepsilon_2(s)|^2 \\
\leq \int_0^1 |\nabla b(s, \cdot, \mathcal{L}_s^\varepsilon)(X^\varepsilon_s(s)) - \nabla b(s, \cdot, \mathcal{L}_s)(X^\varepsilon_s(s))|^2 d\theta \cdot |\Upsilon^\varepsilon_s|^2 \\
+ \int_0^1 (\mathbb{E}|D^2 b(s, y, \cdot)(\mathcal{L}_s^\varepsilon)(X^\varepsilon_s(s)) - D^2 b(s, y, \cdot)(\mathcal{L}_s)(X^\varepsilon_s(s))|^2) |y = X_s, d\theta \cdot \mathbb{E}|\Upsilon^\varepsilon_s|^2
\]
and
\[
\lim_{\varepsilon \downarrow 0} \mathbb{E}\left( \sup_{\theta \in [0,1]} |X^\varepsilon_s(s) - X_s|^2 \right) \leq \lim_{\varepsilon \downarrow 0} \mathbb{E}|X^\varepsilon_s - X_s|^2 = 0.
\]

Then using the condition \(b(s, \cdot, \cdot) \in C^{1,1,0}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))\) of (A1) and (4.3) again, we obtain that \(|\Phi^\varepsilon_1(s)|^2 + |\Phi^\varepsilon_2(s)|^2\) converges to 0 in probability as \(\varepsilon\) goes to 0. Additionally, due to (4.8) one has
\[
|\Phi^\varepsilon_1(s)|^2 + |\Phi^\varepsilon_2(s)|^2 \leq 4K^2(|\Upsilon^\varepsilon_s|^2 + \mathbb{E}|\Upsilon^\varepsilon_s|^2).
\]

By the dominated convergence theorem and Lemma 4.1, we conclude that
\[
\lim_{\varepsilon \downarrow 0} \mathbb{E}\left( \sup_{t \in [0,T]} (|\Phi^\varepsilon_1(s)|^2 + |\Phi^\varepsilon_2(s)|^2) \right) = 0.
\]
This, along with (4.7), implies
\[
\lim_{\varepsilon \downarrow 0} \mathbb{E}\left( \sup_{t \in [0,T]} |\Upsilon^\varepsilon_t - \Gamma^\eta_t|^2 \right) = 0,
\]
which completes the proof. \(\square\)

For the Malliavin derivative of the equation (4.1), consider for each \(h \in \mathcal{H}\) and \(\varepsilon > 0\) the SDE: for \(t \in [0, T]\),
\[
dX^\varepsilon_t,h = b(t, X^\varepsilon_t,h, \mathcal{L}_t)dt + \sigma(t)d(B^H_t + \varepsilon(R_H h)(t)), \quad X^\varepsilon_0,h = X_0.
\]

It is easy to see that under (A1) there exists a unique solution \(X^\varepsilon,h\) to (4.9). Using the pathwise uniqueness of (4.1) and the fact that \(X_t\) can be regarded as a functional of \(B^H\) and \(X_0\), the Malliavin directional derivative of \(X_t\) along \(R_H h\) is shown by
\[
\lim_{\varepsilon \downarrow 0} \frac{X^\varepsilon_t,h - X_t}{\varepsilon}
\]
if the limit exists in \(L^2(\Omega \to C([0,T]; \mathbb{R}^d), \mathbb{P})\). The above step is partially borrowed from \cite[Proposition 3.5, Page 4762]{29}. Noting that \(\mathcal{L}_t\) in (4.9) is independent of \(\varepsilon\), by the same arguments as in \cite[Lemma 3.1 and Proposition 3.1]{17} we have the following result.
Proposition 4.3. Assume that (A1) holds. Then for any \( \eta \in L^2(\Omega \to \mathbb{R}^d, \mathcal{F}_0, \mathbb{P}) \) and \( h \in \mathcal{H} \), the limit

\[
\mathbb{D}_{R_h t}X_t := \lim_{\varepsilon \downarrow 0} \frac{X_t^{\varepsilon, h} - X_t^0}{\varepsilon}, \quad t \in [0, T]
\]

exists in \( L^2(\Omega \to C([0, T]; \mathbb{R}^d), \mathbb{P}) \) such that \( \mathbb{D}_{R_h t}X_t = (\langle \mathbb{D}X_t^i, h \rangle)_{1 \leq i \leq d} \in \mathbb{R}^d \) holds for every \( t \in [0, T] \) and satisfies

\[
(4.10) \quad \mathbb{D}_{R_h t}X_t = \int_0^t \nabla \mathbb{D}_{R_h s}X_{s}b(s, \cdot, \mathcal{L}_s)(X_s)ds + \int_0^t \sigma(s)\,d(R_H h)(s), \quad t \in [0, T].
\]

4.2 Bismut formula: a general result

In this part, we aim to establish a general result of Bismut formula for the \( L \)-derivative of \( (4.1) \), which is then applied to non-degenerate and degenerate cases in the next two parts, respectively. More precisely, for any \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), let \((X_t^\mu)_{t \in [0, T]}\) be the solution to \((4.1)\) with \( \mathcal{L}_{X_0} = \mu \) and denote \( P_t \mu = \mathcal{L}_{X_t} \) for every \( t \in [0, T] \). Now, define

\[
(P_t f)(\mu) := \int_{\mathbb{R}^d} f\,d(P_t \mu) = \mathbb{E}[f(X_t^\mu)], \quad t \in [0, T], f \in \mathcal{B}_b(\mathbb{R}^d), \mu \in \mathcal{P}_2(\mathbb{R}^d).
\]

For any \( t \in (0, T], \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( \phi \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \), we are to find an integrable random variable \( M_t(\mu, \phi) \) such that

\[
D^t_\phi(P_t f)(\mu) = \mathbb{E}(f(X_t^\mu)M_t(\mu, \phi)), \quad f \in \mathcal{B}_b(\mathbb{R}^d).
\]

Toward this goal, for any \( \varepsilon \in [0, 1] \) and \( \phi \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \), let \( X_t^{\mu, \varepsilon} \) denote the solution of \((4.1)\) with \( X_0^{\mu, \varepsilon} = (\text{Id} + \varepsilon \phi)(X_0) \). According to Proposition 4.2 and 4.3, \( \nabla \phi(X_0)\,X_t^{\mu, \varepsilon} \) and \( \mathbb{D}_{R_h t s}X_{s}^{\mu, \varepsilon} \) below are both well-defined with any \( s \in [0, T] \), and moreover satisfy \((4.5)\) with \( \eta = \phi(X_0) \) and \((4.11)\), respectively. In order to ease notations, we simply write \( \mu_{\varepsilon, \phi} = \mathcal{L}(\text{Id} + \varepsilon \phi)(X_0) \), and if \( s_0 = 0 \) or \( \varepsilon = 0 \), we often suppress \( s_0 \) or \( \varepsilon \) (e.g., \( R_h h_0^{\varepsilon, \phi} = R_h h^{\varepsilon, \phi}, h_0^{0, \phi} = h^{\phi}, X_t^{\mu, \varepsilon} = X_t^\mu, \ldots, \) etc.).

Our main result is the following.

Theorem 4.4. Assume that (A1) holds, and that for any \( \varepsilon \in [0, 1] \) and \( s_0 \in [0, T] \), there exists \( h_{s_0}^{\varepsilon, \phi} \in \text{Dom} \partial \cap \mathcal{H} \) such that \( \mathbb{D}_{R_h t s_0} X_t^{\mu, \varepsilon} = \nabla \phi(X_0)\,X_t^{\mu, \varepsilon} \) and \( (R_h h_{s_0}^{\varepsilon, \phi})(t) = 0 \) for all \( t \in [0, s_0] \). Assume in addition that \( \int_0^1 \left( \mathbb{E}\delta^2(h_{s_0}^{\varepsilon, \phi}) \right)^{\frac{1}{2}} \,dt < \infty \) and

\[
\lim_{\varepsilon \to 0^+} \mathbb{E}[\delta(h_{s_0}^{\varepsilon, \phi}) - \delta(h^{\phi})] = 0, \quad \phi \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu).
\]

Then we have

(i) For any \( f \in \mathcal{B}_b(\mathbb{R}^d) \), \( P_T f \) is weakly \( L \)-differentiable at \( \mu \), and moreover

\[
D^t_\phi(P_T f)(\mu) = \mathbb{E}(f(X_t^\mu)\delta(h^{\phi})), \quad \phi \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu).
\]
(ii) For any \( f \in \mathcal{B}_b(\mathbb{R}^d) \), \( P_T f \) is \( L \)-differentiable at \( \mu \), if \( \mathbb{E}\delta^2(h^\phi) \leq \bar{L}\|\phi\|_{L^2_{\mu}}^2 \) with a constant \( \bar{L} > 0 \) and

\[
\lim_{\|\phi\|_{L^2_{\mu}}^2 \to 0} \sup_{0 \leq \varepsilon \leq 1} \frac{\mathbb{E}[\delta(h_{\varepsilon}^\phi) - \delta(h^\phi)]}{\|\phi\|_{L^2_{\mu}}} = 0.
\]

In order to prove the theorem, we first give the following lemma which will play a crucial role in the proof.

**Lemma 4.5.** Assume that (A1) holds, and that for any \( \varepsilon \in [0, 1] \) and \( s_0 \in [0, T) \), there exists \( h_{s_0}^{\varepsilon, \phi} \in \text{Dom}\delta \cap \mathcal{H} \) such that \( \mathbb{D}_{R_H h_{s_0}^{\varepsilon, \phi}} X_T^{H^{\varepsilon, \phi}} = \nabla_{\phi(X_0)} X_T^{H^{\varepsilon, \phi}} \) and \( (R_H h_{s_0}^{\varepsilon, \phi})(t) = 0 \) for all \( t \in [0, s_0) \). Then for any \( \varepsilon \in [0, 1], s_0 \in [0, T) \) and \( f \in \mathcal{B}_b(\mathbb{R}^d) \),

\[
\mathbb{E}(f(X_T^{H^{\varepsilon, \phi}}) - f(X_T^{\mu})) = \int_0^e \mathbb{E} \left( f(X_T^{H^{\tau, \phi}})\delta(h_{s_0}^{\tau, \phi}) \right) d\tau.
\]

In particular, it holds

\[
\mathbb{E}(f(X_T^{H^{\tau, \phi}}) - f(X_T^{\mu})) = \int_0^e \mathbb{E} \left( f(X_T^{H^{\tau, \phi}})\delta(h_{s_0}^{\tau, \phi}) \right) d\tau.
\]

**Proof.** Since \( \mathbb{D}_{R_H h_{s_0}^{\varepsilon, \phi}} X_T^{H^{\varepsilon, \phi}} = \nabla_{\phi(X_0)} X_T^{H^{\varepsilon, \phi}} \), we deduce that for any \( f \in C_b^1(\mathbb{R}^d) \),

\[
\mathbb{E}(f(X_T^{H^{\varepsilon, \phi}}) - f(X_T^{\mu})) = \mathbb{E} \left( \int_0^e \frac{d}{d\tau} f(X_T^{H^{\tau, \phi}}) d\tau \right)_{\mathcal{F}_{s_0}}
\]

\[
= \mathbb{E} \left( \int_0^e \langle \nabla f(X_T^{H^{\tau, \phi}}), \nabla_{\phi(X_0)} X_T^{H^{\tau, \phi}} \rangle d\tau \right)_{\mathcal{F}_{s_0}}
\]

\[
= \int_0^e \mathbb{E} \left( \langle \nabla f(X_T^{H^{\tau, \phi}}), \nabla_{\phi(X_0)} X_T^{H^{\tau, \phi}} \rangle \right)_{\mathcal{F}_{s_0}} d\tau
\]

\[
= \int_0^e \mathbb{E} \left( \langle \nabla f(X_T^{H^{\tau, \phi}}), \mathbb{D}_{R_H h_{s_0}^{\tau, \phi}} X_T^{H^{\tau, \phi}} \rangle \right)_{\mathcal{F}_{s_0}} d\tau
\]

\[
= \int_0^e \mathbb{E} \left( \mathbb{D}_{R_H h_{s_0}^{\tau, \phi}} f(X_T^{H^{\tau, \phi}}) \right)_{\mathcal{F}_{s_0}} d\tau.
\]

Now, let \( \zeta \in \text{Dom}\mathbb{D} \) be any bounded and \( \mathcal{F}_{s_0} \)-measurable smooth random variable, by [28] Proposition 1.2.3] we have for any \( \tau \in [0, \varepsilon] \),

\[
\mathbb{E} \left( \zeta \langle \mathbb{D} f(X_T^{H^{\tau, \phi}}), h_{s_0}^{\tau, \phi} \rangle_{\mathcal{H}} \right)
\]

\[
= \mathbb{E} \left[ \langle \mathbb{D}(\zeta f(X_T^{H^{\tau, \phi}})), h_{s_0}^{\tau, \phi} \rangle_{\mathcal{H}} - f(X_T^{H^{\tau, \phi}}) \langle \mathbb{D} \zeta, h_{s_0}^{\tau, \phi} \rangle_{\mathcal{H}} \right]
\]

\[
= \mathbb{E} \left[ \zeta f(X_T^{H^{\tau, \phi}}) \delta(h_{s_0}^{\tau, \phi}) - f(X_T^{H^{\tau, \phi}}) \langle \mathbb{D} \zeta, h_{s_0}^{\tau, \phi} \rangle_{\mathcal{H}} \right]
\]

\[
= \mathbb{E} \left[ \zeta f(X_T^{H^{\tau, \phi}}) \delta(h_{s_0}^{\tau, \phi}) - f(X_T^{H^{\tau, \phi}}) \langle K_H^e \mathbb{D} \zeta, h_{s_0}^{\tau, \phi} \rangle_{L^2([0,T];\mathbb{R}^d)} \right],
\]

\[
(4.13)
\]
where the last equality is due to the fact that $K^*_H$ is an isometry between $\mathcal{H}$ and a closed subspace of $L^2([0,T];\mathbb{R}^d)$. 

Using Proposition 2.1 and the fact that $(\mathbb{D} W \zeta)(t) = 0$ for all $t > s_0$, we get

$$
\langle K^*_H \mathbb{D} \zeta, K^*_H h^{\tau,\phi}_{s_0} \rangle_{L^2([0,T];\mathbb{R}^d)} = \langle \mathbb{D} W \zeta, K^*_H h^{\tau,\phi}_{s_0} \rangle_{L^2([0,T];\mathbb{R}^d)}
$$

(4.14)

$$
= \int_0^T \langle (\mathbb{D} W \zeta)(t), (K^*_H h^{\tau,\phi}_{s_0})(t) \rangle \, dt = \int_0^{s_0} \langle (\mathbb{D} W \zeta)(t), (K^*_H h^{\tau,\phi}_{s_0})(t) \rangle \, dt = 0.
$$

Here we have used $K^*_H h^{\tau,\phi}_{s_0} = K^{-1}_H (R_H h^{\tau,\phi}_{s_0})$ and the fact that $(R_H h^{\tau,\phi}_{s_0})(t) = 0$ for $t \in [0,s_0]$ in the last equality.

Substituting (4.14) into (4.13) implies

$$
\mathbb{E} \left[ \zeta \langle \mathbb{D} f(X^{\mu,\phi}_T), h^{\tau,\phi}_{s_0} \rangle_{\mathcal{H}} \right] = \mathbb{E} \left[ \zeta f(X^{\mu,\phi}_T) \delta(h^{\tau,\phi}_{s_0}) \right].
$$

Hence, combining this with (4.12) we obtain

$$
\mathbb{E}(f(X^{\mu,\phi}_T) - f(X^{\mu}_T)|\mathcal{F}_{s_0}) = \int_0^\varepsilon \mathbb{E} \left( f(X^{\mu,\phi}_T) \delta(h^{\tau,\phi}_{s_0}) \right) \, d\tau, \quad f \in C_b^1(\mathbb{R}^d).
$$

(4.15)

Set

$$
\nu^\varepsilon_{s_0}(A) := \int_0^\varepsilon \mathbb{E} \left( I_A(X^{\mu,\phi}_T) \delta(h^{\tau,\phi}_{s_0}) \right) \, d\tau, \quad A \in \mathcal{B}(\mathbb{R}^d),
$$

which is a finite measure on $\mathbb{R}^d$. Then $C_b^1(\mathbb{R}^d)$ is dense in $L^1(\mathbb{R}^d, \mathcal{L}_{X^{\mu,\phi}_T} + \mathcal{L}_{X^{\mu}_T} + \nu^\varepsilon_{s_0})$. Therefore, (4.15) holds for any $f \in \mathcal{B}(\mathbb{R}^d)$. This completes the proof. 

Proof of Theorem 4.4. We divide the proof into two steps.

Step 1. Claim: For any $f \in \mathcal{B}(\mathbb{R}^d), P_T f$ is weakly $L$-differentiable at $\mu = \mathcal{L}_{X_0}$ (namely $(P_T f)(\mu \circ (\text{Id} + \varepsilon \phi)^{-1}) : L^2(\mathbb{R}^d \rightarrow \mathbb{R}^d, \mu) \rightarrow \mathbb{R}$ is Gâteaux differentiable at 0), and moreover $D^\varepsilon_{\phi}(P_T f)(\mu) = \mathbb{E}(f(X^\mu_T) \delta(h^\phi))$ holds for each $\phi \in L^2(\mathbb{R}^d \rightarrow \mathbb{R}^d, \mu)$. Due to Lemma 4.5, we deduce that for any $f \in \mathcal{B}(\mathbb{R}^d)$ and $\phi \in L^2(\mathbb{R}^d \rightarrow \mathbb{R}^d, \mu)$,

$$
\begin{align*}
(P_T f)(\mu \circ (\text{Id} + \varepsilon \phi)^{-1}) - (P_T f)(\mu) &- \mathbb{E}(f(X^\mu_T) \delta(h^\phi)) \\
&= \frac{1}{\varepsilon} \int_0^\varepsilon \mathbb{E} \left( f(X^{\mu,\phi}_T) \delta(h^{\tau,\phi}_{s_0}) \right) \, d\tau - \mathbb{E}(f(X^\mu_T) \delta(h^\phi)) \\
&= \frac{1}{\varepsilon} \int_0^\varepsilon \mathbb{E} \left( f(X^{\mu,\phi}_T) \delta(h^{\tau,\phi}_{s_0}) \right) \, d\tau - \mathbb{E}(f(X^\mu_T) \delta(h^\phi)) \\
&= I_1(\phi) + I_2(\phi).
\end{align*}
$$

(4.16)
Since \( \lim_{\tau \to 0^+} \mathbb{E}|\delta(h^{\tau, \phi}) - \delta(h^\phi)| = 0 \) for any \( \phi \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \), we obtain

\[
\limsup_{\varepsilon \to 0^+} |I_1(\phi)| \leq \|f\|_\infty \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_0^\varepsilon \mathbb{E}|\delta(h^{\tau, \phi}) - \delta(h^\phi)|\,d\tau
\]

(4.17)

\[
\quad = \|f\|_\infty \lim_{\varepsilon \to 0^+} \mathbb{E}|\delta(h^{\varepsilon, \phi}) - \delta(h^\phi)| = 0.
\]

For \( I_2(\phi) \), we get for any \( s_0 \in (0, T) \),

\[
|I_2(\phi)| \leq \frac{1}{\varepsilon} \int_0^\varepsilon \mathbb{E} \left[ (f(X^{\mu, \tau}_T) - f(X^{\mu}_T))(\delta(h^\phi) - \mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0})) \right] \,d\tau
\]

\[
\quad + \frac{1}{\varepsilon} \int_0^\varepsilon \mathbb{E} \left[ (f(X^{\mu, \tau}_T) - f(X^{\mu}_T))\mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0}) \right] \,d\tau
\]

\[
\quad \leq 2\|f\|_\infty \mathbb{E}|\delta(h^\phi) - \mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0})|
\]

\[
\quad + \frac{1}{\varepsilon} \int_0^\varepsilon \mathbb{E} \left[ (f(X^{\mu, \tau}_T) - f(X^{\mu}_T))\mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0}) \right] \,d\tau.
\]

(4.18)

On one hand, it is easy to see that

\[
\lim_{s_0 \to T^-} \lim_{\varepsilon \to 0^+} \mathbb{E} \left| \delta(h^\phi) - \mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0}) \right| = \lim_{s_0 \to T^-} \mathbb{E} \left| \delta(h^\phi) - \mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0}) \right| = 0.
\]

(4.19)

On the other hand, note that by Lemma 4.5 again, we have

\[
\left| \mathbb{E}[f(X^{\mu, \tau}_T) - f(X^{\mu}_T))\mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0})] \right|
\]

\[
= \left| \mathbb{E}[\mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0})] f(X^{\mu, \tau}_T)\mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0}) \right|
\]

\[
= \left| \mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0}) \int_0^\tau \mathbb{E} \left( f(X^{\mu, \theta}_T)\delta(h^{\theta, \phi})|\mathcal{F}_{s_0} \right) \,d\theta \right|
\]

\[
\leq \|f\|_\infty (\mathbb{E}\delta^2(h^\phi))^\frac{1}{2} \int_0^\tau (\mathbb{E}\delta^2(h^{\theta, \phi}))^\frac{1}{2} \,d\theta,
\]

which goes to zero as \( \tau \to 0 \) because of \( \int_0^1 (\mathbb{E}\delta^2(h^{\theta, \phi}))^\frac{1}{2} \,d\theta < \infty \). This means that the function \( \tau \mapsto \mathbb{E}[f(X^{\mu, \tau}_T) - f(X^{\mu}_T))\mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0})] \) is continuous at 0. Then, we derive that for each \( s_0 \in (0, T) \),

\[
\lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_0^\varepsilon \mathbb{E} \left[ (f(X^{\mu, \tau}_T) - f(X^{\mu}_T))\mathbb{E}(\delta(h^\phi)|\mathcal{F}_{s_0}) \right] \,d\tau = 0.
\]

(4.20)

Hence, plugging (4.19) and (4.20) into (4.18) implies that \( \lim_{\varepsilon \to 0^+} |I_2(\phi)| = 0. \) Combining this and (4.17) with (4.16) yields the desired assertion.

**Step 2. Claim:** For any \( f \in \mathcal{B}_b(\mathbb{R}^d) \), \( P_T f \) is \( L \)-differentiable at \( \mu = \mathcal{L}_{X_0}^{\phi} \) (namely \( (P_T f)(\mu \circ (\text{Id} + \cdot)^{-1}) : L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \to \mathbb{R} \) is Fréchet differentiable at 0). According to the definition of the \( L \)-derivative, it is sufficient to show that for any \( f \in \mathcal{B}_b(\mathbb{R}^d) \),

\[
\lim_{\|\phi\|_{L^2_\mu} \to 0} \frac{(P_T f)(\mu \circ (\text{Id} + \phi)^{-1}) - (P_T f)(\mu) - \mathbb{E}(f(X^\mu_T))\delta(h^\phi)}{\|\phi\|_{L^2_\mu}} = 0.
\]
Applying Lemma 4.3 with \( \varepsilon = 1 \), we deduce that for any \( f \in \mathcal{B}_b(\mathbb{R}^d) \),
\[
\|(P_T f)(\mu \circ (\Id + \phi)^{-1}) - (P_T f)(\mu) - \mathbb{E}(f(X_T^\mu))\delta(h^\phi))\|_
\leq \left| \mathbb{E}(f(X_T^{\mu_1, \phi}) - \mathbb{E}(f(X_T^\mu) - \mathbb{E}(f(X_T^\mu))\delta(h^\phi))) \right| \|\phi\|_{L_2^\mu} \\
= \left| \mathbb{E}(f(X_T^{\mu_1, \phi}) - \mathbb{E}(f(X_T^\mu) - \mathbb{E}(f(X_T^\mu))\delta(h^\phi))) \right| \|\phi\|_{L_2^\mu} \\
= \left| \int_0^1 \left[ \mathbb{E}(f(X_T^{\mu_1, \phi})\delta(h^r, \phi)) - \mathbb{E}(f(X_T^{\mu_1})\delta(h^\phi)) \right] d\tau \right| \|\phi\|_{L_2^\mu} \\
\leq \left| \int_0^1 \mathbb{E}[f(X_T^{\mu_1, \phi})\delta(h^r, \phi) - \delta(h^\phi)] d\tau \right| \|\phi\|_{L_2^\mu} \leq \|f\|_\infty \int_0^1 \mathbb{E}[\delta(h^r, \phi) - \delta(h^\phi)] d\tau \|\phi\|_{L_2^\mu} \\
= J_1(\phi) + J_2(\phi),
\]
where the last inequality is due to the condition \( \mathbb{E}\delta^2(h^\phi) \leq L\|\phi\|^2_{L_2^\mu} \).

Obviously, it follows from (4.11) that \( \lim_{\|\phi\|_{L_2^\mu} \to 0} J_1(\phi) = 0 \).

For \( J_2(\phi) \), note first that by the Lusin theorem (see, e.g., [12, Theorem 7.4.4]), there exist \( \{f_n\}_{n \geq 1} \subset C_b(\mathbb{R}^d) \) and compact sets \( \{K_n\}_{n \geq 1} \) such that
\[
f_n|_{K_n} = f|_{K_n}, \quad \|f_n\|_\infty \leq \|f\|_\infty, \quad (\mathcal{L}_X^{\mu_1, \phi} + \mathcal{L}_X^{\mu_1})(K_n^C) \leq \frac{1}{n^2}.
\]
Then, we obtain
\[
(\mathbb{E}|f(X_T^{\mu_1, \phi}) - f(X_T^\mu)|^2)^{\frac{1}{2}} \\
\leq (\mathbb{E}|f(X_T^{\mu_1, \phi}) - f_n(X_T^{\mu_1, \phi})|^2)^{\frac{1}{2}} + (\mathbb{E}|f_n(X_T^{\mu_1, \phi}) - f_n(X_T^\mu)|^2)^{\frac{1}{2}} \\
+ (\mathbb{E}|f(X_T^\mu) - f(X_T^\mu)|^2)^{\frac{1}{2}} \\
\leq \frac{4\|f\|_\infty}{n} + (\mathbb{E}|f_n(X_T^{\mu_1, \phi}) - f_n(X_T^\mu)|^2)^{\frac{1}{2}}.
\]
(4.21)

Note that for any \( \tau \in [0, 1] \), we have
\[
\lim_{\|\phi\|_{L_2^\mu} \to 0} \mathbb{E}|X_T^{\mu_1, \phi} - X_T^\mu|^2 \leq C_{T,K} \lim_{\|\phi\|_{L_2^\mu} \to 0} \|\phi\|^2_{L_2^\mu} = 0.
\]
Consequently, the dominated convergence theorem yields that for every \( n \geq 1 \),
\[
\lim_{\|\phi\|_{L_2^\mu} \to 0} \mathbb{E}|f_n(X_T^{\mu_1, \phi}) - f_n(X_T^\mu)|^2 = 0.
\]
Combining this with (4.21) yields
\[
\lim_{\|\phi\|_{L_2^\mu} \to 0} (\mathbb{E}|f(X_T^{\mu_1, \phi}) - f(X_T^\mu)|^2)^{\frac{1}{2}} = 0.
\]
By the dominated convergence theorem again, we obtain that \( \lim_{\|\phi\|_{L_2^\mu} \to 0} J_2(\phi) = 0 \), which completes the proof.
4.3 Bismut formula: the non-degenerate case

This part is devoted to applying our general Theorem \([4.4]\) to the non-degenerate case of \([4.1]\). In addition to (A1), we also need the following assumptions.

(A2) There exists a constant \(\tilde{K} > 0\) such that

(i) for any \(t, s \in [0, T]\), \(x, y, z_1, z_2 \in \mathbb{R}^d\), \(\mu, \nu \in \mathcal{P}_d(\mathbb{R}^d)\),

\[
\| \nabla b(t, \cdot, \mu)(x) - \nabla b(s, \cdot, \nu)(y) \| + |D^L b(t, x, \cdot)(\mu)(z_1) - D^L b(s, y, \cdot)(\nu)(z_2)| \leq \tilde{K}(|t - s|^{\alpha_0} + |x - y|^{\beta_0} + |z_1 - z_2|^{\gamma_0} + \mathbb{W}_2(\mu, \nu)),
\]

where \(\alpha_0 \in (H - 1/2, 1]\) and \(\beta_0, \gamma_0 \in (1 - 1/(2H), 1]\).

(ii) \(\sigma\) is invertible and \(\sigma^{-1}\) is Hölder continuous of order \(\delta_0 \in (H - 1/2, 1]\):

\[
\| \sigma^{-1}(t) - \sigma^{-1}(s) \| \leq \tilde{K}|t - s|^{\delta_0}, \quad t, s \in [0, T].
\]

(A3) The derivatives

\[
\partial_t (D^L b(\cdot, x, \cdot)(\mu)(y))(t), \quad \nabla (D^L b(t, \cdot, \cdot)(\mu)(y))(x),
\]

\[
D^L (D^L b(t, x, \cdot)(\cdot)(y))(\mu)(z), \quad \nabla (D^L b(t, x, \cdot)(\cdot))(y)
\]

exist and are bounded continuous in the corresponding arguments \((t, x, \mu, y)\) or \((t, x, y, z)\). We denote the bounded constants by a common one \(\tilde{K} > 0\).

Our main goal in the current part is to prove the following result.

**Theorem 4.6.** Assume that (A1), (A2) and (A3) hold. Then for any \(\mu \in \mathcal{P}_d(\mathbb{R}^d)\) and \(f \in \mathcal{B}_d(\mathbb{R}^d), P_T f\) is \(L\)-differentiable at \(\mu\) and

\[
D^L \phi(P_T f)(\mu) = \mathbb{E} \left( f(X^\mu_T) \int_0^T \langle K_H^{-1}(R_H h^\phi)(t), dW_t \rangle \right), \quad \phi \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu),
\]

where \(h^\phi \in \text{Dom} \sigma \cap \mathcal{H}\) and satisfies for every \(t \in [0, T]\),

\[
(R_H h^\phi)(t) = \int_0^t \sigma^{-1}(s) \left[ \frac{1}{T} \nabla \phi(x_0) X^\mu_s + \frac{s}{T} (\mathbb{E} \langle D^L b(s, y, \cdot)(X^\mu_s), \nabla \phi(x_0) X^\mu_s \rangle \big|_{y=X^\mu_t} \right) \right] ds.
\]

**Remark 4.1.** By \([2.3]\), one can recast the term \(K_H^{-1}(R_H h^\phi)(t)\) in the theorem as

\[
K_H^{-1}(R_H h^\phi)(t) = \frac{(H - \frac{1}{2})t^{\frac{1}{2}}}{\Gamma(H - \frac{1}{2})} \left[ \frac{t^{(1-2H)} \sigma^{-1}(t) \varrho(t)}{H - \frac{1}{2}} + \int_0^t \frac{\varrho(t) - \varrho(s)}{(t - s)^{\frac{1}{2}+H}} ds \right],
\]

where for any \(s \in [0, T]\), \(\varrho(s) = \frac{1}{T} \nabla \phi(x_0) X^\mu_s + \frac{s}{T} (\mathbb{E} \langle D^L b(s, y, \cdot)(X^\mu_s), \nabla \phi(x_0) X^\mu_s \rangle \big|_{y=X^\mu_t} \right) \right] \right) \right].
\]
In order to prove the theorem, we present the following lemma, in which the $L^2$-norm conditionally to $\mathcal{F}_0$ and the $L^1$-norm error estimates between $\nabla_{\phi(X_0)} X_{t}^{\mu, \phi}$ and $\nabla_{\phi(X_0)} X_{t}^{\mu}$ are provided, respectively.

**Lemma 4.7.** Assume that (A1) and (A2) are satisfied. Then for any $t \in [0, T]$,

$$
\mathbb{E}|\nabla_{\phi(X_0)} X_{t}^{\mu, \phi} - \nabla_{\phi(X_0)} X_{t}^{\mu}| \leq C_{T, K, \tilde{K}} \ell(\varepsilon, \phi) \|\phi\|_{L^2_\mu}
$$

and

$$
\mathbb{E}(\|\nabla_{\phi(X_0)} X_{t}^{\mu, \phi} - \nabla_{\phi(X_0)} X_{t}^{\mu}\|^2 |\mathcal{F}_0) \leq C_{T, K, \tilde{K}} \left(\tilde{\ell}_1(\varepsilon, \phi) \|\phi\|_{L^2_\mu}^2 + \tilde{\ell}_2(\varepsilon, \phi) \|\phi\|_{L^2_\mu}^2 + \tilde{\ell}_3(\varepsilon, \phi) |\phi(X_0)|^2 \right),
$$

where

$$
\ell(\varepsilon, \phi) = \varepsilon^{\beta_0} \|\phi\|_{L^2_\mu}^{\beta_0} + \varepsilon^{\gamma_0} \|\phi\|_{L^2_\mu}^{\gamma_0} + \varepsilon \|\phi\|_{L^2_\mu},
$$

$$
\tilde{\ell}_1(\varepsilon, \phi) = \varepsilon^{\beta_0} \|\phi\|_{L^2_\mu}^{\beta_0} + \varepsilon^{\gamma_0} \|\phi\|_{L^2_\mu}^{\gamma_0} + \varepsilon \|\phi\|_{L^2_\mu},
$$

$$
\tilde{\ell}_2(\varepsilon, \phi) = \varepsilon^{\beta_0} \|\phi\|_{L^2_\mu}^{\beta_0} + \varepsilon^{\gamma_0} \|\phi\|_{L^2_\mu}^{\gamma_0} + \varepsilon \|\phi\|_{L^2_\mu} + \varepsilon^{\frac{\beta_0}{2}} \|\phi\|_{L^2_\mu}^{\frac{\beta_0}{2}},
$$

$$
\tilde{\ell}_3(\varepsilon, \phi) = \varepsilon^{\beta_0} \|\phi\|_{L^2_\mu}^{\beta_0} + \varepsilon^{\gamma_0} \|\phi\|_{L^2_\mu}^{\gamma_0} + \varepsilon \|\phi\|_{L^2_\mu} + \varepsilon^{\frac{\beta_0}{2}} |\phi(X_0)|^{\frac{\beta_0}{2}}.
$$

**Remark 4.2.** By a straightforward calculation, one can see that

$$
\lim_{\varepsilon \to 0} \left[\ell(\varepsilon, \phi) + \tilde{\ell}_1(\varepsilon, \phi) + \mathbb{E}\left(\tilde{\ell}_2(\varepsilon, \phi) + \tilde{\ell}_3(\varepsilon, \phi)\right)\right] = 0,
$$

$$
\lim_{\|\phi\|_{L^2_\mu} \to 0} \sup_{\varepsilon \in [0, 1]} \left[\ell(\varepsilon, \phi) + \tilde{\ell}_1(\varepsilon, \phi) + \mathbb{E}\left(\tilde{\ell}_2(\varepsilon, \phi) + \tilde{\ell}_3(\varepsilon, \phi)\right)\right] = 0.
$$

**Proof.** By Proposition 4.2 with $\eta = \phi(X_0)$, we get for every $t \in [0, T]$,

$$
\nabla_{\phi(X_0)} X_{t}^{\mu, \phi} - \nabla_{\phi(X_0)} X_{t}^{\mu} = \int_0^t \left[ \nabla_{\nabla_{\phi(X_0)} X_{s}^{\mu, \phi}} b(s, \cdot, \mathcal{L}_{X_s^{\mu, \phi}})(X_{s}^{\mu, \phi}) - \nabla_{\nabla_{\phi(X_0)} X_{s}^{\mu}} b(s, \cdot, \mathcal{L}_{X_s^{\mu}})(X_{s}^{\mu}) \right. 
$$

$$
\left. + \left(\mathbb{E}(D^L b(s, y, \cdot)(\mathcal{L}_{X_s^{\mu, \phi}})(X_{s}^{\mu, \phi}), \nabla_{\phi(X_0)} X_{s}^{\mu, \phi}) \right|_{y = X_{\phi(X_0)}^{\mu, \phi}} - \left(\mathbb{E}(D^L b(s, y, \cdot)(\mathcal{L}_{X_s^{\mu}})(X_{s}^{\mu}), \nabla_{\phi(X_0)} X_{s}^{\mu}) \right|_{y = X_{\phi(X_0)}^{\mu}} \right] ds.
$$

Let $\zeta_t = |\nabla_{\phi(X_0)} X_{t}^{\mu, \phi} - \nabla_{\phi(X_0)} X_{t}^{\mu}|$. Then, by (A1) and (A2) we have for any $t \in [0, T]$,

$$
\mathbb{E}(\zeta_t |\mathcal{F}_0) \leq K \int_0^t (\mathbb{E}(\zeta_s |\mathcal{F}_0) + \mathbb{E}\zeta_s) ds 
$$

$$
+ \tilde{K} \int_0^t \mathbb{E} \left( (|X_{s}^{\mu, \phi} - X_{s}^{\mu}|^{\beta_0} + \mathbb{W}_2(\mathcal{L}_{X_s^{\mu, \phi}}, \mathcal{L}_{X_s^{\mu}})) |\nabla_{\phi(X_0)} X_{s}^{\mu}||\mathcal{F}_0) \right) ds
$$
Then, by the Hölder inequality we deduce that for any $t$

\[
+ \tilde{K} \int_0^t \left( \mathbb{E}(|X_s^{\mu,\phi} - X_t^{\mu}|^{\beta_0}) + \mathbb{W}_2(\mathcal{L}_s^{\mu,\phi}, \mathcal{L}_t^{\mu}) \right) \mathbb{E}|\nabla_{\phi(X_0)} X_s^{\mu}| ds
\]

\[
+ \tilde{K} \int_0^t \mathbb{E}(|X_s^{\mu,\phi} - X_t^{\mu}|^{\gamma_0} | \nabla_{\phi(X_0)} X_s^{\mu} |) ds.
\]

Notice that by (A1), we derive for any $p > 0$,

\[
(4.28) \quad \sup_{s \in [0,T]} \mathbb{E}(|X_s^{\mu,\phi} - X_t^{\mu}|^p | \mathcal{F}_0) \leq C_{p,T,K} \varepsilon^p \left( \|\phi\|^p_{L_\mu^2} + |\phi(X_0)|^p \right)
\]

and

\[
(4.29) \quad \sup_{s \in [0,T], \varepsilon \in [0,1]} \mathbb{E}(|\nabla_{\phi(X_0)} X_s^{\mu,\phi}|^p | \mathcal{F}_0) \leq C_{p,T,K} \left( \|\phi\|^p_{L_\mu^2} + |\phi(X_0)|^p \right).
\]

Consequently, by (4.28) and (4.29) we obtain that for any $t \in [0, T]$,

\[
\mathbb{E}(\zeta_t | \mathcal{F}_0) \leq K \int_0^t (\mathbb{E}(\zeta_s | \mathcal{F}_0) + \mathbb{E}\zeta_s) ds + C_{T,K,K} \mathcal{X} \varepsilon \phi,
\]

where

\[
\mathcal{X} \varepsilon \phi = \varepsilon^{\beta_0} \|\phi\|^2_{L_\mu^2} + \varepsilon^{\gamma_0} \|\phi\|^2_{L_\mu^2} + \varepsilon \|\phi\|^2_{L_\mu^2} + \varepsilon^{\beta_0} \|\phi\|^2_{L_\mu^2} |\phi(X_0)|^{\beta_0}
\]

\[
+ \left[ \varepsilon^{\beta_0} \left( \|\phi\|^2_{L_\mu^2} + |\phi(X_0)|^{\beta_0} \right) + \varepsilon \|\phi\|^2_{L_\mu^2} \right] |\phi(X_0)|.
\]

Taking the expectation on both sides and applying the Gronwall lemma, we obtain

\[
(4.30) \quad \mathbb{E}\zeta_t \leq C_{T,K,K} \varepsilon \mathcal{X} \varepsilon \phi \leq C_{T,K,K} \varepsilon \ell(\varepsilon, \phi) \|\phi\|_{L_\mu^2},
\]

where $\ell(\varepsilon, \phi)$ is given in (4.21). Hence, this leads to our first claim (4.22).

Next, we focus on proving (4.23). Applying the chain rule to $\zeta_t$ and using (A2) yield that for any $t \in [0, T]$,

\[
d\zeta_t^2 \leq 2K \zeta_t^2 + 2K \zeta_t E\zeta_t
\]

\[
+ 3\tilde{K} \left( |\nabla_{\phi(X(t))} X_t^{\mu,\phi}|^2 + |\nabla_{\phi(X(t))} X_t^{\mu}|^2 \right) \left( |X_t^{\mu,\phi} - X_t^{\mu}|^{\beta_0} + \mathbb{W}_2(\mathcal{L}_t^{\mu,\phi}, \mathcal{L}_t^{\mu}) \right)
\]

\[
+ 2\tilde{K} \zeta_t (\mathbb{E}|\nabla_{\phi(X(t))} X_t^{\mu}|^2)^{1/2} \left( |X_t^{\mu,\phi} - X_t^{\mu}|^{\beta_0} + \mathbb{W}_2(\mathcal{L}_t^{\mu,\phi}, \mathcal{L}_t^{\mu}) + (\mathbb{E}|X_t^{\mu,\phi} - X_t^{\mu}|^{2\gamma_0})^{1/2} \right).
\]

Then, by the Hölder inequality we deduce that for any $t \in [0, T]$,

\[
\mathbb{E}(\zeta_t^2 | \mathcal{F}_0)
\]

\[
\leq 2K \int_0^t \left[ \mathbb{E}(\zeta_s^2 | \mathcal{F}_0) + \mathbb{E}(\zeta_s | \mathcal{F}_0) E\zeta_s \right] ds
\]

\[
+ 3\tilde{K} \int_0^t \left[ \left( \mathbb{E}(|\nabla_{\phi(X(t))} X_t^{\mu,\phi}|^4 | \mathcal{F}_0) \right)^{1/2} + \left( \mathbb{E}(|\nabla_{\phi(X(t))} X_t^{\mu}|^4 | \mathcal{F}_0) \right)^{1/2} \right]
\]
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Owing to (A1) and (A2), one can verify that
\[ \tilde{\eta}(\varepsilon, \phi) \begin{array}{c}
\times \left( \mathbb{E}(|X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2\beta_0}|\mathcal{F}_0) \right)^{\frac{1}{2}} + \mathbb{W}_2(L_{X_s^{\mu,\varepsilon,\phi}}, L_{X_s^{\mu}}) \right] \, ds
\]
\[ + 2\tilde{K} \int_0^t \mathbb{E}(\zeta_s^2 | \mathcal{F}_0)^{\frac{1}{2}} \mathbb{E}(|\nabla \phi(X_0)|^{2\beta_0} | \mathcal{F}_0)^{\frac{1}{2}} \times \left( \mathbb{E}(|X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2\beta_0}|\mathcal{F}_0) \right)^{\frac{1}{2}} + \mathbb{W}_2(L_{X_s^{\mu,\varepsilon,\phi}}, L_{X_s^{\mu}}) + \mathbb{E}(X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2\gamma_0} | \mathcal{F}_0)^{\frac{1}{2}} \right] \, ds
\]
\[ \leq \int_0^t \left( (2K + K^2 + \tilde{K}^2) \mathbb{E}(\zeta_s^2 | \mathcal{F}_0) + \mathbb{E}(\zeta_s^2)^2 \right) \, ds
\]
\[ + 3\tilde{K} \int_0^t \left( \mathbb{E}(\mathbb{E}(\nabla \phi(X_0))^{2\beta_0}|\mathcal{F}_0)^{\frac{1}{2}} + \mathbb{E}(|\nabla \phi(X_0)|^{4}|\mathcal{F}_0)^{\frac{1}{2}} \right) \times \left( \mathbb{E}(|X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2\beta_0}|\mathcal{F}_0) \right)^{\frac{1}{2}} + \mathbb{W}_2(L_{X_s^{\mu,\varepsilon,\phi}}, L_{X_s^{\mu}}) + \mathbb{E}(X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2\gamma_0} | \mathcal{F}_0)^{\frac{1}{2}} \right) \, ds
\]
\[ + 3 \int_0^t \mathbb{E}(\nabla \phi(X_0)|X_s^{\mu}|^{2}\left[ \mathbb{E}(|X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2\beta_0}|\mathcal{F}_0) + \mathbb{E}|X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2} + \mathbb{E}|X_s^{\mu,\varepsilon,\phi} - X_s^{\mu}|^{2\gamma_0} \right] \, ds.
\]
Combining this with (4.28), (4.29) and (4.30) and applying the Gronwall lemma, we conclude that for any \( t \in [0, T] \),
\[ \mathbb{E}(\zeta_s^2 | \mathcal{F}_0) \leq C_{T,K,\tilde{K}} \left( \mathbb{E}(H_0^2, \phi) \| \phi \|^2_{L^2} + \tilde{\chi}(\varepsilon, \phi) \right),
\]
where
\[ \tilde{\chi}(\varepsilon, \phi) = \left( \| \phi \|^2_{L^2} + |\phi(X_0)|^2 \right) \left[ \varepsilon^{\beta_0} \left( \| \phi \|^2_{L^2} + |\phi(X_0)|^{2\beta_0} \right)+ \varepsilon \| \phi \|^2_{L^2} \right]
\]
\[ + \| \phi \|^2_{L^2} \left[ \varepsilon^{2\beta_0} \left( \| \phi \|^2_{L^2} + |\phi(X_0)|^{2\beta_0} \right)+ \varepsilon^{2\gamma_0} \| \phi \|^2_{L^2} + \varepsilon^2 \| \phi \|^2_{L^2} \right].
\]
Letting \( \tilde{\ell}_i(\varepsilon, \phi), i = 1, 2, 3 \) are given respectively in (4.25)-(4.27), we obtain the other assertion (4.23).

Now, we are in the position to prove Theorem 4.6.

**Proof of Theorem 4.6.** For any \( \varepsilon \in [0, 1] \) and \( s_0 \in [0, T) \), let
\[ \tilde{h}_{s_0}(t) = \int_{t \wedge s_0}^{t} \sigma^{-1}(s) \left[ \frac{1}{T - s_0} \nabla \phi(X_0) X_s^{\mu,\varepsilon,\phi} \right.
\]
\[ + \frac{s - s_0}{T - s_0} \left( \mathbb{E}(D^2 b(s, y, \cdot)(L_{X_s^{\mu,\varepsilon,\phi}})(X_s^{\mu,\varepsilon,\phi}), \nabla \phi(X_0) X_s^{\mu,\varepsilon,\phi}) \right) \bigg|_{y=X_s^{\mu,\varepsilon,\phi}} \right] \, ds
\]
\[ =: \int_0^t \sigma^{-1}(s) \theta_{\varepsilon,s_0}(s) I_{t \wedge s_0} \, ds, \quad t \in [0, T].
\]

Owing to (A1) and (A2), one can verify that \( \tilde{h}_{s_0} \in L_{s_0}^{H+\frac{1}{2}}(L^2([0, T], \mathbb{R}^d)) \), which means that there exists \( h_{s_0} \in \mathcal{H} \) such that \( R_H h_{s_0} = \tilde{h}_{s_0} \). It is easy to see that \( (R_H h_{s_0})(t) = 0 \) for all \( t \in [0, s_0] \). Moreover, applying the chain rule to \( \frac{d}{ds} \tilde{h}_{s_0} \) yields \( D_{R_H} h_{s_0} X_{s_0}^{\mu,\varepsilon,\phi} = \nabla \phi(X_0) X_{s_0}^{\mu,\varepsilon,\phi} \).
Next, we intend to show that $K_H^{-1}(R_H h_{s_0}^{\varepsilon,\phi}) = K_H^{\ast} h_{s_0}^{\varepsilon,\phi} \in L^2_*(\Omega, \mathbb{R}^d)$. Then it follows from Remark 2.1 and Proposition 2.2 that $h_{s_0}^{\varepsilon,\phi} \in \text{Dom} \delta$ and $\delta(h_{s_0}^{\varepsilon,\phi}) = \delta_W(K_H^{\ast} h_{s_0}^{\varepsilon,\phi}) = \int_0^T (K_H^{-1}(R_H h_{s_0}^{\varepsilon,\phi}))(t), dW_t$.

It is clear that the operator $K_H^{-1}$ preserves the adaptability property. With the help of (2.3) and (2.1), we have

$$K_H^{-1} \left( \int_0^t \sigma^{-1}(s) \phi_{s_0}(s) I_{\{s > s_0\}} ds \right)(t)$$

$$= t^{H-\frac{1}{2}} D_{0+}^{H-\frac{1}{2}} \left[ \frac{\sigma^{-1}(t) \phi_{s_0}(t) I_{\{t > s_0\}}}{H^{\frac{1}{2}}} + \int_0^t \frac{I_{\{t > s_0\}} - I_{\{s > s_0\}}}{(t-s)^{H+\frac{1}{2}}} ds \right]$$

$$+ t^{H-\frac{1}{2}} \phi_{s_0}(t) \int_0^t \frac{\sigma^{-1}(t) - \sigma^{-1}(s)}{(t-s)^{\frac{1}{2}+H}} I_{\{s > s_0\}} ds$$

$$+ t^{H-\frac{1}{2}} \int_0^t \frac{\phi_{s_0}(t) - \phi_{s_0}(s)}{(t-s)^{\frac{1}{2}+H}} \sigma^{-1}(s) I_{\{s > s_0\}} ds I_{\{s > s_0\}}$$

$$= \frac{H - \frac{1}{2}}{\Gamma\left(\frac{3}{2} - H\right)} [I_1(t) + I_2(t) + I_3(t) + I_4(t) + I_5(t)].$$

From (4.29), it follows that

$$\sup_{s \in [0,T], \varepsilon \in [0,1]} \mathbb{E} \left| \phi_{s_0}(s) \right|^2 \leq C_{s_0,T,K} \| \phi \|_{L^2_\nu}^2.$$

Additionally, we have

$$\int_0^t \frac{I_{\{t > s_0\}} - I_{\{s > s_0\}}}{(t-s)^{H+\frac{1}{2}}} ds = \frac{1}{H - \frac{1}{2}} \left( (t - s_0)^{\frac{1}{2} - H} - t^{\frac{1}{2} - H} \right) I_{\{t > s_0\}}$$

and

$$\int_0^t \frac{s^{\frac{1}{2} - H} - t^{\frac{1}{2} - H}}{(t-s)^{\frac{1}{2}+H}} ds = t^{1-2H} \int_0^1 \frac{r^{\frac{1}{2}-H} - 1}{(1-r)^{\frac{1}{2}+H}} dr < \infty.$$

These, together with (A2)(ii), imply that

$$\mathbb{E} |I_1(t)|^2 + \mathbb{E} |I_3(t)|^2 \leq C_{s_0,T,K,H} t^{1-2H} \| \phi \|_{L^2_\nu}^2,$$

$$\mathbb{E} |I_2(t)|^2 \leq C_{s_0,T,K,H} (t - s_0)^{1-2H} \| \phi \|_{L^2_\nu}^2,$$

$$\mathbb{E} |I_4(t)|^2 \leq C_{s_0,T,K,H} t^{2b_0-2H+1} \| \phi \|_{L^2_\nu}^2.$$
which means that $I_i \in L^2([0, T] \times \Omega, \mathbb{R}^d), i = 1, \ldots, 4.$
Before handing $I_5$, we set for any $\varepsilon \in [0, 1], t \in [0, T]$ and $y \in \mathbb{R}^d$,

$$
\overline{b}(t, y) := D^L b(t, y, \cdot) (L_{X_t^{\mu, \phi}}) (X_t^{\mu, \phi}).
$$

By a direct calculation, we can reduce the integrability of $I_5$ to that of the following three terms in $L^2([0, T] \times \Omega, \mathbb{R}^d)$:

$$
t^{H-\frac{1}{2}} \int_0^t \frac{\mid \nabla \phi(X_0) X_t^{\mu, \phi} - \nabla \phi(X_0) X_s^{\mu, \phi} \mid}{(t-s)^{\frac{1}{2}+H}} ds,
$$

$$
t^{H-\frac{1}{2}} \int_0^t \left( \mathbb{E} \left( \overline{b}(t, y) - \overline{b}(s, z), \nabla \phi(X_0) X_t^{\mu, \phi} \right) \big| y=X_t^{\mu, \phi}, z=X_s^{\mu, \phi} \right) \bigg|_{z=X_s^{\mu, \phi}} \frac{d}{s^{\frac{1}{2}+H}} ds,
$$

$$
t^{H-\frac{1}{2}} \int_0^t \left( \mathbb{E} \left( \overline{b}(s, z), \nabla \phi(X_0) X_t^{\mu, \phi} - \nabla \phi(X_0) X_s^{\mu, \phi} \right) \big| z=X_s^{\mu, \phi} \right) \bigg|_{z=X_s^{\mu, \phi}} \frac{d}{s^{\frac{1}{2}+H}} ds.
$$

Along the same lines as in Step 1 of Theorem \ref{thm:main}, we have for any $p \in (1/H, 2],

$$
\sup_{\varepsilon \in [0, 1]} \mathbb{E} \mid X_t^{\mu, \phi} - X_s^{\mu, \phi} \mid^p \leq C_{p, T, K, H} |t-s|^{pH}, \quad t, s \in [0, T].
$$

Furthermore, by \eqref{eq:4.29}, it is easy to see that for any $p > 0$ and $s, t \in [0, T],

$$
\mathbb{E} \left( \mid \nabla \phi(X_0) X_t^{\mu, \phi} - \nabla \phi(X_0) X_s^{\mu, \phi} \mid |\mathcal{F}_t \right) \leq C_{p, T, K} \left( \mid \phi \mid_{L^p_t} + \mid \phi(X_0) \mid \right) |t-s|^p.
$$

Then, combining these with \eqref{eq:A2} implies

$$
\mathbb{E} \mid I_5(t) \mid^2 \leq C_{s_0, T, K, \overline{K}, H} \left[ t^{2-2H} + t^{2\alpha_0-2H+1} + t^{2\gamma_0 H-2H+1} + t \right.
$$

$$
\left. + t^{2H-1} \mathbb{E} \left( \int_0^t \frac{|X_t^{\mu, \phi} - X_s^{\mu, \phi}|}{(t-s)^{\frac{1}{2}+H}} ds \right)^2 \right] \mid \phi \mid_{L^p_t}^2.
$$

Note that there hold

$$
\sup_{r \in [0, T]} \mid X_r^{\mu, \phi} \mid \leq C_{T, K, H} \left( 1 + \mid \text{Id} + \varepsilon \phi \mid_{L^2_\infty} + \mid X_0 + \varepsilon \phi(X_0) \mid + \int_0^t \sigma(r) dB_r^H \right)
$$

and

$$
\mathbb{E} \left( \sup_{r \in [0, T]} \mid X_r^{\mu, \phi} \mid^2 \right) \leq C_{T, K, H} \left( 1 + \mid \text{Id} + \varepsilon \phi \mid_{L^2_\infty}^2 \right),
$$

where $\mid \int_0^t \sigma(r) dB_r^H \mid_{\infty} := \sup_{t \in [0, T]} \mid \int_0^t \sigma(r) dB_r^H \mid$.

Then, it follows from \eqref{eq:A1} that

$$
\left| \int_s^t b(r, X_r^{\mu, \phi}; L_{X_r^{\mu, \phi}}) dr \right|
$$
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\begin{align*}
&\leq K \left( 1 + \sup_{r \in [0,T]} |X^\mu_{r,\phi}| + \left( \mathbb{E} \sup_{r \in [0,T]} |X^\mu_{r,\phi}|^2 \right)^{\frac{1}{2}} \right) (t-s) \\
&\leq C_{T,K,H} \left( 1 + \|\text{Id} + \varepsilon \phi\|_{L^2_{H}} + |X_0 + \varepsilon \phi(X_0)| + \left\|\int_0^t \sigma(r)dB^H_r\right\|_\infty \right) (t-s).
\end{align*}

Consequently, this implies

\begin{align*}
&\quad t^{2H-1}\mathbb{E} \left( \int_0^t \frac{|X^\mu_{t,\phi} - X^\mu_{s,\phi}|^{\beta_0}}{(t-s)^{\frac{1}{2}+H}} s^{\frac{1}{2}-H} ds \right)^2 \\
&\leq 2t^{2H-1}\mathbb{E} \left( \int_0^t \frac{\int_s^t b(r, X^\mu_{r,\phi}, \mathcal{L}X^\mu_{r,\phi}) dr}{(t-s)^{\frac{1}{2}+H}} s^{\frac{1}{2}-H} ds \right)^2 \\
&\quad + 2t^{2H-1}\mathbb{E} \left( \int_0^t \frac{\int_s^t \sigma(r) dB^H_r}{(t-s)^{\frac{1}{2}+H}} s^{\frac{1}{2}-H} ds \right)^2 \\
&\quad \leq C_{T,K,H} \left( 1 + \|\text{Id} + \varepsilon \phi\|_{L^2_{H}}^{\beta_0} + \mathbb{E} \left\|\int_0^t \sigma(r) dB^H_r\right\|_\infty^{2\beta_0} \right) t^{1+2(\beta_0-H)} \\
&\quad + C_{H}\mathbb{E} \left( \left\|\int_0^t \sigma(r) dB^H_r dr \right\|_{H^{-\infty}}^{2\beta_0} \right) t^{1+2(H-H_\infty)\beta_0-2H},
\end{align*}

where we use the Hölder continuity of \(\int_0^t \sigma(r) dB^H_r\) of order \(H-H_\infty\) with \(\varsigma_0 \in (0,1/2)\) and

\[
\left\|\int_0^t \sigma(r) dB^H_r \right\|_{H^{-\infty}} := \sup_{0 \leq s < t \leq T} \left| \frac{\int_0^t \sigma(r) dB^H_r - \int_0^s \sigma(s) dB^H_s}{t-s} \right|^{H-H_\infty}.
\]

Plugging (4.40) into (4.38) yields that \(I_5 \in L^2([0,T] \times \Omega, \mathbb{R}^d)\). Then we get the desired claim.

Since

\[
\mathbb{E}\delta^2(h^{\xi,\phi}) = \mathbb{E}\delta^2(W^2-K_{H}^{-1}(R_{H}h^{\xi,\phi})(t))^2 dt,
\]

by (4.33), (4.34), (4.35), (4.38) and (4.40), one has that \(\int_0^1 (\mathbb{E}\delta^2(h^{\xi,\phi})) \frac{1}{2} d\tau < \infty\) and \(\mathbb{E}\delta^2(h^{\phi}) \leq C_{T,K,H} \left\|\phi\right\|_{L^2_{H}}^2\).

Finally, we shall estimate \(\mathbb{E}|\delta(h^{\xi,\phi}) - \delta(h^{\phi})|\). As before, we write \(q_\varepsilon = q_{\varepsilon,0}\) and \(q = q_{0,0}\) for simplicity. Using the linearity of the operator \(K_{H}^{-1}\) and applying the B.D.G. inequality and the Hölder inequality, we have

\[
\mathbb{E}|\delta(h^{\xi,\phi}) - \delta(h^{\phi})| = \mathbb{E} \left| \int_0^T \langle K_{H}^{-1}(R_{H}h^{\xi,\phi})(t), dW_t \rangle - \int_0^T \langle K_{H}^{-1}(R_{H}h^{\phi})(t), dW_t \rangle \right| \\
\leq \mathbb{E} \left( \int_0^T \left| K_{H}^{-1}(R_{H}h^{\xi,\phi} - R_{H}h^{\phi})(t) \right|^2 dt \right)^{\frac{1}{2}}.
\]
\[
E \left( \mathbb{E} \left( \left( \int_0^T |K_H^{-1}(R_H h^{\varepsilon, \phi} - R_H h^\phi)(t)|^2 dt \right)^{\frac{1}{2}} \bigg| \mathcal{F}_0 \right) \right) \\
\leq E \left( \mathbb{E} \left( \int_0^T |K_H^{-1}(R_H h^{\varepsilon, \phi} - R_H h^\phi)(t)|^2 dt \bigg| \mathcal{F}_0 \right) \right)^{\frac{1}{2}}
\]

(4.41) \hspace{1cm}
\[
= E \left( \int_0^T E \left( \left| K_H^{-1} \left( \int_0^t \sigma^{-1}(s)(\varrho - \varrho)(s) ds \right)(t) \right|^2 \bigg| \mathcal{F}_0 \right) dt \right)^{\frac{1}{2}}.
\]

By (2.3) and (2.1) again, we have

\[
K_H^{-1} \left( \int_0^t \sigma^{-1}(s)(\varrho - \varrho)(s) ds \right)(t) = t^{H - \frac{1}{2}} D_0^{H - \frac{1}{2}} \left[ \frac{\varepsilon - \varrho}{0} \mathcal{D}^{\frac{1}{2} - H} \right] \left( \int_0^t \frac{\sigma^{-1}(s) (\varrho - \varrho)(t)}{H - \frac{1}{2}} + t^{H - \frac{1}{2}} \sigma^{-1}(s)(\varrho - \varrho)(t) \int_0^t \frac{t^{\frac{1}{2} - H} - s^{\frac{1}{2} - H}}{(t-s)^{\frac{1}{2} + H}} ds \right. \\
+ t^{H - \frac{1}{2}} (\varrho - \varrho)(t) \int_0^t \frac{\sigma^{-1}(s) - \sigma^{-1}(s)}{(t-s)^{\frac{1}{2} + H}} ds \right. \\
+ \left. t^{H - \frac{1}{2}} \left( \sigma^{-1}(s)(\varrho - \varrho)(t) - (\varrho - \varrho)(s) \right) \sigma^{-1}(s) \int_0^t \frac{\sigma^{-1}(s) ds}{(t-s)^{\frac{1}{2} + H}} \right]_{t=0}^{t=1}.
\]

(4.42) \hspace{1cm}
\[
=: \frac{H - \frac{1}{2}}{\Gamma(\frac{3}{2} - H)} [J_1(t) + J_2(t) + J_3(t) + J_4(t)].
\]

Owing to (A2)(ii) and (4.32), we get

\[
\sum_{i=1}^3 \mathbb{E}(|J_i(t)|^2 | \mathcal{F}_0) \leq C_{T,K,H} \left( t^{1 - 2H} + t^{2\beta_0 - 2H + 1} \right) \mathbb{E} \left( |(\varrho - \varrho)(t)|^2 | \mathcal{F}_0 \right),
\]

which leads to

\[
\mathbb{E} \left( \int_0^T \left( \sum_{i=1}^3 \mathbb{E}(|J_i(t)|^2 | \mathcal{F}_0) dt \right) \right)^{\frac{1}{2}} \leq C_{T,K,H} \mathbb{E} \left( \sup_{t \in [0,T]} \mathbb{E} \left( |(\varrho - \varrho)(t)|^2 | \mathcal{F}_0 \right) \right)^{\frac{1}{2}}.
\]

(4.43) \hspace{1cm}
\[
\mathbb{E} \left( \left( \frac{3}{T^2} \mathbb{E} \left( |(\varrho - \varrho)(t)|^2 | \mathcal{F}_0 \right) \right) \right)^{\frac{1}{2}} \leq C_{T,K,H} \mathbb{E} \left( \sup_{t \in [0,T]} \mathbb{E} \left( |(\varrho - \varrho)(t)|^2 | \mathcal{F}_0 \right) \right)^{\frac{1}{2}}.
\]

Note that by (A1) and (A2), we obtain for any \( t \in [0,T] \),

\[
\mathbb{E} \left( |(\varrho - \varrho)(t)|^2 | \mathcal{F}_0 \right) \leq \frac{3}{T^2} \mathbb{E} \left( |\nabla\phi(x_0) X^{\mu, \phi}_t - \nabla\phi(x_0) X^\phi_t|^2 | \mathcal{F}_0 \right) \\
+ 6K^2 \left( \mathbb{E} \left( |X^{\mu, \phi}_t - X^\phi_t|^2 | \mathcal{F}_0 \right) + W_2(L^{\mu, \phi}, L^{\phi}) \right)^2 \mathbb{E} \left( |\nabla\phi(x_0) X^\mu_t|^2 \right)^2 \\
+ 6K^2 \left( \mathbb{E} \left( |X^{\mu, \phi}_t - X^\phi_t|^2 | \mathcal{F}_0 \right) \right)^2 \mathbb{E} \left( |\nabla\phi(x_0) X^\mu_t|^2 \right)^2 \\
+ 3K^2 \left( \mathbb{E} \left( |\nabla\phi(x_0) X^{\mu, \phi}_t - \nabla\phi(x_0) X^\phi_t|^2 \right) \right)^2 \\
\leq C_{T,K,H} \left[ (\ell^2(\varepsilon, \phi) + \ell_1^2(\varepsilon, \phi) + \varepsilon^{2\beta_0} \|\phi\|_{L^p}^{2\beta_0} + \varepsilon^2 \|\phi\|_{L^p}^2 + \varepsilon^{2\gamma_0} \|\phi\|_{L^p}^{2\gamma_0}) \right] \|\phi\|_{L^p}^2.
\]
Owing to (A1), (A2), (4.28), (4.29), (4.37) and Lemma 4.7, one gets that
\[ + \left( \ell_2^2(\varepsilon, \phi) + \varepsilon^{2\beta_0} |\phi(X_0)|^2 \|\phi\|^2_{L_{p}^2} + \ell_3^2(\varepsilon, \phi) |\phi(X_0)|^2 \right), \]
where the last inequality is due to (4.28), (4.29) and Lemma 4.7. Then, combining this with Remark 4.2 and (4.43) yields
\[
\lim_{\varepsilon \to 0} \mathbb{E} \left( \int_0^T \sum_{i=1}^3 \mathbb{E}(|J_i(t)|^2|\mathcal{F}_0)dt \right)^{\frac{1}{2}} = 0
\]
and
\[
\lim_{\|\phi\|_{L_{p}^2} \to 0} \sup_{0 \leq t \leq T} \frac{\mathbb{E} \left( \int_0^T \sum_{i=1}^3 \mathbb{E}(|J_i(t)|^2|\mathcal{F}_0)dt \right)^{\frac{1}{2}}}{\|\phi\|_{L_{p}^2}} = 0.
\]
For the term associated with \( J_4(t) \), observe first that for any \( 0 \leq s < t \leq T \),
\[
(\varphi_\varepsilon - \varphi)(t) - (\varphi_\varepsilon - \varphi)(s) = \sum_{i=1}^6 \Theta_i(t, s),
\]
where
\[
\Theta_1(t, s) = \frac{1}{T} \left[ (\nabla \phi(X_0) X_{t}^{\mu, \varepsilon, \phi} - \nabla \phi(X_0) X_{s}^{\mu, \varepsilon, \phi}) - (\nabla \phi(X_0) X_{t}^{\mu} - \nabla \phi(X_0) X_{s}^{\mu}) \right],
\]
\[
\Theta_2(t, s) = \frac{t - s}{T} \left[ (\mathbb{E}(\tilde{b} (t, y), \nabla \phi(X_0) X_{t}^{\mu, \varepsilon, \phi}) \big|_{y=X_{t}^{\mu, \varepsilon, \phi}} - (\mathbb{E}(\tilde{b} (t, \tilde{y}), \nabla \phi(X_0) X_{t}^{\mu}) \big|_{\tilde{y}=X_{t}^{\mu}}) \right],
\]
\[
\Theta_3(t, s) = \frac{s}{T} \left[ (\mathbb{E}(\tilde{b} (t, y), \nabla \phi(X_0) X_{t}^{\mu, \varepsilon, \phi} - \nabla \phi(X_0) X_{s}^{\mu, \varepsilon, \phi}) - (\nabla \phi(X_0) X_{t}^{\mu} - \nabla \phi(X_0) X_{s}^{\mu}) \big|_{y=X_{t}^{\mu, \varepsilon, \phi}, \tilde{y}=X_{t}^{\mu}}) \right],
\]
\[
\Theta_4(t, s) = \frac{s}{T} \left[ (\mathbb{E}(\tilde{b} (t, y), \nabla \phi(X_0) X_{t}^{\mu, \varepsilon, \phi} - \nabla \phi(X_0) X_{s}^{\mu, \varepsilon, \phi}) \big|_{y=X_{t}^{\mu, \varepsilon, \phi}}) \right],
\]
\[
\Theta_5(t, s) = \frac{s}{T} \left[ (\mathbb{E}(\tilde{b} (t, y), \nabla \phi(X_0) X_{t}^{\mu} - \nabla \phi(X_0) X_{s}^{\mu}) \big|_{y=X_{t}^{\mu, \varepsilon, \phi}, \tilde{y}=X_{t}^{\mu}}) \right],
\]
\[
\Theta_6(t, s) = \frac{s}{T} \left[ (\mathbb{E}(\tilde{b} (t, y), \nabla \phi(X_0) X_{t}^{\mu} \big|_{y=X_{t}^{\mu, \varepsilon, \phi}, \tilde{y}=X_{t}^{\mu}}) \right].
\]
Owing to (A1), (A2), (4.28), (4.29), (4.37) and Lemma 4.7, one gets that
\[
\mathbb{E} \left( t^{2H-1} \left( \int_0^t \frac{|\Theta_1(t, s)| s^{\frac{1-H}{2}}}{(t - s)^{\frac{1-H}{2}} + H} \right)^2 \bigg| \mathcal{F}_0 \right) \leq C_{T,K,H} t^{3-2H} \left[ \ell_2^2(\varepsilon, \phi) \|\phi\|^2_{L_{p}^2} + \tilde{\ell}_2^2(\varepsilon, \phi) \|\phi\|^2_{L_{p}^2} + (\tilde{\ell}_3^2(\varepsilon, \phi) + \tilde{\ell}_3^2(\varepsilon, \phi)) \|\phi(X_0)\|^2 \right],
\]
\[
\mathbb{E} \left( t^{2H-1} \left( \int_0^t \frac{|\Theta_2(t, s)| s^{\frac{1-H}{2}}}{(t - s)^{\frac{1-H}{2}} + H} \right)^2 \bigg| \mathcal{F}_0 \right) \leq C_{T,K,H} t^{3-2H} \left( \ell_2^2(\varepsilon, \phi) \|\phi\|^2_{L_{p}^2} + \varepsilon^{2\beta_0} |\phi(X_0)|^2 \|\phi\|^2_{L_{p}^2} \right),
\]
For $\Theta$, by (A2)(i), (4.22) and (4.36) we first have

\[
|\Theta_4(t,s)| \leq C_{T,K,K,H} \left( \frac{(t-s)^\alpha + (t-s)^H}{\ell_2(\varepsilon, \phi)} \right) \left( \int_0^1 b(r, X^{\mu_e, \phi}_r, \mathcal{L}_{X^{\mu_e, \phi}}) dr \right) + \frac{\varepsilon^2}{\ell_1(\varepsilon, \phi)} \left( \sum_{i=1}^3 \ell_i(\varepsilon, \phi) \right) \|\phi\|^2_{L_\beta^2}.
\]

(4.51)

Next, we focus on dealing with the last two terms of the right-hand side of (4.51). Using (4.39), (4.22), (4.23) and the fact that $B^H$ is independent of $\mathcal{F}_0$, we obtain

\[
\mathbb{E} \left( \left( \int_0^1 b(r, X^{\mu_e, \phi}_r, \mathcal{L}_{X^{\mu_e, \phi}}) dr \right) \cdot |\nabla\phi(X_0) X^{\mu_e, \phi}_s - \nabla\phi(X_0) X^{\mu}_s| \right) \leq C_{T,K,K,H} \left( \sum_{i=1}^3 \ell_i(\varepsilon, \phi) \right) \|\phi\|^2_{L_\beta^2}.
\]

(4.52)

Observe that by (4.23), we derive

\[
\mathbb{E} \left( \|X_0 + \varepsilon\phi(X_0)\|_{L_\beta^2} \cdot |\nabla\phi(X_0) X^{\mu_e, \phi}_s - \nabla\phi(X_0) X^{\mu}_s| \right) \leq C_{T,K,K} \left( \sum_{i=1}^3 \ell_i(\varepsilon, \phi) \right) \|\phi\|^2_{L_\beta^2}.
\]
\( \gamma \)
in the last inequality. Note that if \( \gamma \in (1 - \frac{\beta_0}{2}, 1] \), we may choose \( \widetilde{\gamma} \in [1 - \frac{1}{2H}, 1 - \frac{\beta_0}{2}] \) to replace such \( \gamma \) in the first inequality of (4.51) due to the boundedness of \( D^L b \). In this case, (4.53) below holds with \( \gamma \) replaced by \( \widetilde{\gamma} \), which also implies the desired convergence of the term involved \( \Theta_4 \).

Substituting (4.53) into (4.52) and recalling that \( \varepsilon \in [0, 1] \) imply

\[
\mathbb{E} \left( \left| \int_s^t b(r, X^\mu_{r, \varepsilon, \phi}, \mathcal{L}^\mu_{r, \varepsilon, \phi}) dr \right|^{\gamma_0} \right) \leq C_{T, K, \bar{K}, H} (t - s)^{\gamma_0} \left( \ell(\varepsilon, \phi) + \tilde{\ell}(\varepsilon, \phi) + \left( \mathbb{E} \tilde{\ell}^2(\varepsilon, \phi) \right)^{\frac{1}{2}} \right) \left\| \phi \right\|_{L_2^\mu},
\]

where we use the Hölder inequality with \( \frac{2 + \beta_0}{4} + \frac{2 - \beta_0}{4} = 1 \) and the relation \( (1 - \frac{1}{2H}) \gamma_0 \leq 1 - \frac{\beta_0}{2} \) in the last inequality. Note that if \( \gamma_0 \in (1 - \frac{\beta_0}{2}, 1] \), we may choose \( \tilde{\gamma}_0 \in [1 - \frac{1}{2H}, 1 - \frac{\beta_0}{2}] \) to replace such \( \gamma_0 \) in the first inequality of (4.51) due to the boundedness of \( D^L b \). In this case, (4.53) below holds with \( \gamma_0 \) replaced by \( \tilde{\gamma}_0 \), which also implies the desired convergence of the term involved \( \Theta_4 \).

Substituting (4.53) into (4.52) and recalling that \( \varepsilon \in [0, 1] \) imply

\[
\mathbb{E} \left( \left| \int_s^t b(r, X^\mu_{r, \varepsilon, \phi}, \mathcal{L}^\mu_{r, \varepsilon, \phi}) dr \right|^{\gamma_0} \right) \leq C_{T, K, \bar{K}, H} (t - s)^{\gamma_0} \left( \ell(\varepsilon, \phi) + \tilde{\ell}(\varepsilon, \phi) + \left( \mathbb{E} \tilde{\ell}^2(\varepsilon, \phi) \right)^{\frac{1}{2}} \right) \left\| \phi \right\|_{L_2^\mu},
\]

For the other term, applying the fact that \( B^H \) is independent of \( \mathcal{F}_0 \) again and (4.23), one sees that

\[
\mathbb{E} \left( \left| \int_s^t \sigma(r) dB_r^H \right|^{\gamma_0} \right) \leq C_{T, K, \bar{K}, H} (t - s)^{\gamma_0} \left( \ell(\varepsilon, \phi) + \tilde{\ell}(\varepsilon, \phi) + \left( \mathbb{E} \tilde{\ell}^2(\varepsilon, \phi) \right)^{\frac{1}{2}} \right) \left\| \phi \right\|_{L_2^\mu}.
\]

Plugging this and (4.54) into (4.51), we arrive at

\[
|\Theta_4(t, s)| \leq C_{T, K, \bar{K}, H} \left[ \left| X^\mu_{r, \varepsilon, \phi} - X^\mu_{r, \varepsilon, \phi} \right|^{\beta_0} \ell(\varepsilon, \phi) + (t - s)^{\alpha_0 \wedge (\gamma_0 H)} \left( \ell(\varepsilon, \phi) + \tilde{\ell}(\varepsilon, \phi) + \left( \mathbb{E} \tilde{\ell}^2(\varepsilon, \phi) \right)^{\frac{1}{2}} \right) \right] \left\| \phi \right\|_{L_2^\mu}.
\]

Hence, combining this with (4.40) and the fact that \( B^H \) is independent of \( \mathcal{F}_0 \) again leads to

\[
\mathbb{E} \left( t^{2H-1} \left( \int_0^t \Theta_4(t, s) \left| \frac{s^{\frac{1}{2-H}} - H}{t-s} \right| \frac{d\sigma}{s^{1-H}} \right)^2 \left| \mathcal{F}_0 \right| \right) \leq C_{T, K, \bar{K}, H} \left( 1 + \left\| \text{Id} + \varepsilon \phi \right\|_{L_2^\mu}^2 + \mathbb{E} \left( \int_0^t \sigma(r) dB_r^H \right)^{2\beta_0} \right) t^{(1+2\beta_0-H)\ell^2(\varepsilon, \phi)} \left\| \phi \right\|_{L_2^\mu}^2.
\]
Then by (A1), (A3) and (4.36), we have
\[ \vartheta \in \Lambda, |s, t| \in \mathbb{T}, \]
\[
\varepsilon(t, \phi) + \mathcal{L}^2(\varepsilon, \phi) + \mathbb{E} \mathcal{L}^2(\varepsilon, \phi) + \mathbb{E} \mathcal{L}^2(\varepsilon, \phi) \| \phi \|_{L^2_t}^2
\]
\[ \leq C_{T, K, H} \frac{1}{t^{1+2(H+\alpha)}} \mathcal{L}^2(\varepsilon, \phi) + \mathbb{E} \mathcal{L}^2(\varepsilon, \phi) + \mathbb{E} \mathcal{L}^2(\varepsilon, \phi) \| \phi \|_{L^2_t}^2, \]
(4.55)
\[ + C_{T, K, H} t^{1+2(H+\alpha)} \left( \mathcal{L}^2(\varepsilon, \phi) + \mathbb{E} \mathcal{L}^2(\varepsilon, \phi) + \mathbb{E} \mathcal{L}^2(\varepsilon, \phi) \| \phi \|_{L^2_t}^2 \right). \]

As far as \( \Theta_6(t, s) \) is concerned, using (A3) and Lemma 2.3, we derive that for any \( \varepsilon \in [0, 1], s, t \in [0, T] \) and \( y, z \in \mathbb{R}^d \),
\[
\mathbb{B}(t, y) - \mathbb{B}(s, z) = D^L b(t, y, \cdot)(\mathcal{L}^t_{X^t_{\varepsilon, \phi}})(X^t_{\mu, \phi}) - D^L b(s, z, \cdot)(\mathcal{L}^t_{X^s_{\varepsilon, \phi}})(X^s_{\mu, \phi})
\]
\[ = \int_0^1 \frac{d}{d\theta} D^L b(\theta s, t, \cdot)(\mathcal{L}^t_{X^t_{\varepsilon, \phi}})(X^t_{\mu, \phi}) \, d\theta
\]
\[ + \int_0^1 \frac{d}{d\theta} D^L b(s, z + \theta(y - z), \cdot)(\mathcal{L}^s_{X^s_{\varepsilon, \phi}})(X^s_{\mu, \phi}) \, d\theta
\]
\[ + \int_0^1 \frac{d}{d\theta} D^L b(s, z, \cdot)(\mathcal{L}^t_{X^t_{\varepsilon, \phi, \theta}}(\mathcal{L}^s_{X^s_{\varepsilon, \phi}})(X^s_{\varepsilon, \phi, \theta})(X^s_{\mu, \phi} - X^s_{\mu, \phi})) \, d\theta
\]
\[ + \int_0^1 \frac{d}{d\theta} D^L b(s, z, \cdot)(\mathcal{L}^s_{X^s_{\varepsilon, \phi}})(X^s_{\mu, \phi} - X^s_{\mu, \phi}) \, d\theta,
\]
where for any \( \theta \in [0, 1], \theta_{s,t} := s + \theta(t - s) \) and \( X^s_{\varepsilon, \phi, \theta}(\mathcal{L}^s_{X^s_{\varepsilon, \phi}})(X^s_{\mu, \phi} - X^s_{\mu, \phi}). \)

Then by (A1), (A3) and (4.36), we have
\[
|\Theta_6(t, s)| \leq C_{T, K, H} \sum_{i=1}^4 \Lambda_i + |(X^s_{\mu, \phi} - X^s_{\mu, \phi}) - (X^t_{\mu} - X^t_{\mu})| + (t - s) \| \phi \|_{L^2_t} \| \phi \|_{L^2_t},
\]
where
\[
\Lambda_1 := (t - s) \left( \mathbb{E} \int_0^1 \left| \partial_{\theta_{s,t}} (D^L b(\cdot, y, \cdot)(\mathcal{L}^t_{X^t_{\varepsilon, \phi}})(X^t_{\mu, \phi}))(\theta_{s,t}) \right|^2 \, d\theta \right)^{\frac{1}{2}} \bigg|_{y=X^t_{\mu}, \bar{y}=X^t_{\mu}}.
\]

32
\[ \Lambda_2 := \left( \mathbb{E} \int_0^1 |\nabla (D^L b(s, \cdot, \cdot)) (X_{s,t}^{\mu, \phi})(z + \theta(y - z)) \right. \\
\left. \quad - \nabla (D^L b(s, \cdot, \cdot)) (X_{s,t}^{\mu})(\bar{z} + \theta(\bar{y} - \bar{z}))|^2 d\theta \right)^{\frac{1}{2}} \bigg|_{y = X_{s,t}^{\mu, \phi}, \bar{z} = X_{s,t}^{\mu, \phi}, \bar{y} = X_{s,t}^{\mu}} \\
\times |X_{s,t}^{\mu, \phi} - X_{s}^{\mu, \phi}|, \]
\[ \Lambda_3 := (t - s)^H \left( \mathbb{E} \int_0^1 \left( \mathbb{E} |D^L (D^L b(s, z, \cdot)) (\cdot) (L_{X_{s,t}^{\mu, \phi}}(\theta))(X_{s,t}^{\mu, \phi}(\theta)) \right) \\
\quad - D^L (D^L b(s, \bar{z}, \cdot)(\cdot))(\mathcal{L}_{X_{s,t}^{\mu, \phi}}(\theta))(X_{s,t}^{\mu, \phi}(\theta))^2 \right) \bigg|_{u = X_{s,t}^{\mu, \phi}, v = X_{s,t}^{\mu}} d\theta \bigg|_{z = X_{s,t}^{\mu, \phi}, \bar{z} = X_{s}^{\mu}}, \]
\[ \Lambda_4 := \mathbb{E} \left( \int_0^1 |\nabla (D^L b(s, z, \cdot)) (\mathcal{L}_{X_{s,t}^{\mu, \phi}}(\cdot))(X_{s,t}^{\mu, \phi}(\theta)) \right) \\
\quad - \nabla (D^L b(s, \bar{z}, \cdot)) (\mathcal{L}_{X_{s,t}^{\mu, \phi}}(\cdot))(X_{s,t}^{\mu, \phi}(\theta))^2 d\theta \cdot |X_{s,t}^{\mu, \phi} - X_{s}^{\mu, \phi}|^2 \bigg|_{z = X_{s,t}^{\mu, \phi}, \bar{z} = X_{s}^{\mu}}, \]
and recall that for any \( \theta \in [0, 1], X_{s,t}(\theta) = X_{s}^{\mu} + \theta(X_{s,t}^{\mu} - X_{s}^{\mu}). \)

Note that due to (4.28), it follows that as \( \varepsilon \) or \( |\phi|_{L_2^H} \) goes to zero, \( X_{s,t}^{\mu, \phi} \) and \( X_{s,t}^{\varepsilon, \phi}(\theta) \) converge respectively to \( X_{s}^{\mu} \) and \( X_{s,t}(\theta) \) in probability for any \( s, t \in [0, T] \) and \( \theta \in [0, 1] \). Then, using (A3) again and applying the dominated convergence theorem, we deduce that

\[ \lim_{\varepsilon \to 0} \mathbb{E} \left( \int_0^T \mathbb{E} \left( t^{2H-1} \left( \int_0^t \frac{|\Theta_6(t, s)| s^\frac{1}{2} - H}{(t - s)^{\frac{1}{2} + H}} ds \right)^2 |\mathcal{F}_0 \right) dt \right)^{\frac{1}{2}} = 0 \]

and

\[ \lim_{\varepsilon \to 0} \sup_{\|\phi\|_{L_2^H} \to 0, \varepsilon \in (0, 1]} \frac{\mathbb{E} \left( \int_0^T \mathbb{E} \left( t^{2H-1} \left( \int_0^t \frac{|\Theta_6(t, s)| s^\frac{1}{2} - H}{(t - s)^{\frac{1}{2} + H}} ds \right)^2 |\mathcal{F}_0 \right) dt \right)^{\frac{1}{2}}}{\|\phi\|_{L_2^H}} = 0. \]

Hence, combining these and (4.47)-(4.50), (4.55) with (4.46), and applying Remark 4.2, we conclude that

\[ \lim_{\varepsilon \to 0} \mathbb{E} \left( \int_0^T \mathbb{E}(|J_4(t)|^2 |\mathcal{F}_0) dt \right)^{\frac{1}{2}} = 0 \]

and

\[ \lim_{\varepsilon \to 0} \sup_{\|\phi\|_{L_2^H} \to 0, \varepsilon \in (0, 1]} \frac{\mathbb{E} \left( \int_0^T \mathbb{E}(|J_4(t)|^2 |\mathcal{F}_0) dt \right)^{\frac{1}{2}}}{\|\phi\|_{L_2^H}} = 0. \]
In conjunction with (4.41), (4.42), (4.44) and (4.45), the above two inequalities imply
\[
\lim_{\varepsilon \to 0^+} \mathbb{E}|\delta(h^{\varepsilon,\phi}) - \delta(h^\phi)| = 0, \quad \lim_{\|\phi\|_{L^2} \to 0} \sup_{\varepsilon \in (0,1]} \frac{\mathbb{E}|\delta(h^{\varepsilon,\phi}) - \delta(h^\phi)|}{\|\phi\|_{L^2}} = 0.
\]

Therefore, the assertions follow from Theorem 4.4.

We conclude this part with a remark.

Remark 4.3. (i) Compared with the relevant result on distribution dependent SDE driven by the standard Brownian motion \((H = \frac{1}{2})\) shown in [29, Theorem 2.1], it is easy to see that our above result Theorem 4.6 applies to more general SDEs since we replace \(B^\frac{1}{2}\) with fractional Brownian motion \(B^H\) with arbitrary \(H \in (\frac{1}{2},1)\) as driving process. Furthermore, due to the appearance of \(J_i(t)\) in (4.42), essential difficulties are overcome in the analysis of Bismut formula for the \(L\)-derivative.

(ii) Combining the above proof and Remark 4.1 we can derive the estimate of the \(L\)-derivative as the following:
\[
\|D^L(P_Tf)(\mu)\| = \sup_{\|\phi\|_{L^2} \leq 1} |D^L\phi(P_Tf)(\mu)| \leq \left( a_1(T, K, \widetilde{K}, H) + \frac{a_2(T, K, \widetilde{K}, H)}{TH} \right) \left[ (P_Tf^2)(\mu) - (P_Tf(\mu))^2 \right]^{\frac{1}{2}}, \quad f \in \mathcal{B}(\mathbb{R}^d),
\]

where \(a_i(T, K, \widetilde{K}, H), i = 1, 2\) are two positive constants satisfying
\[
a_1(T, K, \widetilde{K}, H) + \frac{a_2(T, K, \widetilde{K}, H)}{TH} = O\left( \frac{1}{TH} \right) \quad \text{when} \quad T \to 0.
\]

Indeed, according to Theorem 4.6 and the Hölder inequality, we have
\[
|D^L\phi(P_Tf)(\mu)|^2 = \left[ \mathbb{E}\left( f(X_T^\mu) \int_0^T \langle K_H^{-1}(R_Hh^\phi)(t), dW_t \rangle \right) \right]^2 \
= \left[ \mathbb{E}\left( (f(X_T^\mu) - P_Tf(\mu)) \int_0^T \langle K_H^{-1}(R_Hh^\phi)(t), dW_t \rangle \right) \right]^2 \
\leq \left[ (P_Tf^2)(\mu) - (P_Tf(\mu))^2 \right] \int_0^T \mathbb{E}[K_H^{-1}(R_Hh^\phi)(t)]^2 dt.
\]

Then, along the same lines as in (4.33), (4.35), (4.38) and (4.40), applying Remark 4.1 and taking into account of the relation \(\sup_{s \in [0,T]} \mathbb{E}|\phi(s)|^2 \leq C(T + 1)^2 \|\phi\|_{L^2}^2\), we obtain the estimate (4.58).

In addition, following the same arguments as in the proof of [29, Corollary 2.2 (2)] and using (4.38), we give the total variation distance estimate for the difference between \(\mathcal{L}_{X_T^\mu}\) and \(\mathcal{L}_{X_T^n}\) with different initial distributions \(\mu\) and \(\nu\):
\[
\|\mathcal{L}_{X_T^\mu} - \mathcal{L}_{X_T^n}\|_{\text{var}} := \sup_{A \in \mathcal{F}(\mathbb{R}^d)} |\mathcal{L}_{X_T^\mu}(A) - \mathcal{L}_{X_T^n}(A)| \leq C(T, K, \widetilde{K}, H) \mathcal{W}_2(\mu, \nu), \quad \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d).
\]
4.4 Bismut formula: the degenerate case

Let \( d = m+l, b = (b^{(1)}, b^{(2)}) \) and \( B^H \) be a \( l \)-dimensional fractional Brownian motion. We now consider the following distribution dependent degenerate SDE:

\[
\begin{align*}
\text{(4.59)} \\
\begin{cases}
\mathrm{d}X^{(1)}_t = b^{(1)}(t, X_t) \mathrm{d}t, \\
\mathrm{d}X^{(2)}_t = b^{(2)}(t, X_t, \mathcal{L}_{X_t}) \mathrm{d}t + \sigma(t) \mathrm{d}B^H_t,
\end{cases}
\end{align*}
\]

where \( X_t = (X^{(1)}_t, X^{(2)}_t), b^{(1)}: [0, T] \times \mathbb{R}^{m+l} \to \mathbb{R}^m, b^{(2)}: [0, T] \times \mathbb{R}^{m+l} \times \mathcal{P}_2(\mathbb{R}^{m+l}) \to \mathbb{R}^l, \sigma(t) \) is an invertible \( l \times l \)-matrix for every \( t \in [0, T] \). It is obvious that (4.59) can be rewritten as follows

\[
\text{(4.60)} \quad \mathrm{d}X_t = (b^{(1)}(t, X_t), b^{(2)}(t, X_t, \mathcal{L}_{X_t})) \mathrm{d}t + (0, \sigma(t) \mathrm{d}B^H_t).
\]

Let us mention that, as in the Brownian motion case (see, e.g., [5, 29]), when taking the special choices of \( b^{(1)}, b^{(2)} \) and \( \sigma \), the above model will reduce to distribution dependent stochastic Hamiltonian system with fractional noise.

In the current part, we aim to establish the Bismut formula for the \( L \)-derivative of (4.60) with the help of Theorem 4.4. To this end, we will impose the following condition.

(C1) For every \( t \in [0, T], b^{(1)}(t, \cdot) \in C^1(\mathbb{R}^{m+l} \to \mathbb{R}^m), b^{(2)}(t, \cdot, \cdot) \in C^{1,(1,0)}(\mathbb{R}^{m+l} \times \mathcal{P}_2(\mathbb{R}^{m+l}) \to \mathbb{R}^l). \) Moreover, there exists a constant \( K > 0 \) such that for any \( t \in [0, T], x, y \in \mathbb{R}^{m+l}, \mu \in \mathcal{P}_2(\mathbb{R}^{m+l}), \)

\[
\|\nabla b^{(1)}(t, \cdot)(x)\| + \|\nabla b^{(2)}(t, \cdot, \cdot)(x)\| + |D^L b^{(2)}(t, x, \cdot)(\mu)| \leq K,
\]

and \( \sup_{t \in [0, T]}(\|b^{(1)}(t, 0)\| + \|b^{(2)}(t, 0, \delta_0)\| + \|\sigma(t)\|) \leq K. \)

It is easily checked that (C1) implies (H), so that there exists a unique solution to (4.60) with any initial value \( X_0 \in L^2(\Omega \to \mathbb{R}^{m+l}, \mathcal{F}_0, \mathbb{P}) \) thanks to Theorem 3.1. For any \( \varepsilon \in [0, 1] \) and \( \phi \in L^2(\mathbb{R}^{m+l} \to \mathbb{R}^{m+l}, \mu) \), denote \( X^{(\mu,\phi)}_t \) by the solution of (4.60) with \( X^{(\mu,\phi)}_0 = (\text{Id} + \varepsilon \phi)(X_0) \) (as before, in order to ease notation, we simply write \( \mu_{\varepsilon,\phi} = \mathcal{L}_{(\text{Id} + \varepsilon \phi)(X_0)} \)). For any \( s_0 \in [0, T) \), let \( \{g(t)\}_{t \in [0, T]} = \{(g^{(1)}(t), g^{(2)}(t))\}_{t \in [0, T]} \) be a stochastic process on \( \mathbb{R}^{m+l} \) with differentiable paths satisfying

\[
\text{(4.61)} \quad g^{(1)}(t) = \nabla_{\phi(X_0)} X^{(\mu,\phi)}_{t \wedge s_0} + \int_{t \wedge s_0}^t \nabla g(s) b^{(1)}(s, \cdot)(X^{(\mu,\phi)}_s) \mathrm{d}s, \quad t \in [0, T],
\]

\[
\text{(4.62)} \quad g^{(2)}(t) = \nabla_{\phi(X_0)} X^{(\mu,\phi)}_{t \wedge s_0}, \quad t \in [0, s_0],
\]

and then put for each \( t \in [0, T], \)

\[
(R_{B^H h^{\varepsilon,\phi}})(t) := \int_{t \wedge s_0}^t \sigma^{-1}(s) \left[ \nabla g(s) b^{(2)}(s, \cdot) \mathcal{L}_{X^{(\mu,\phi)}_s}(X^{(\mu,\phi)}_s) \right. \\
+ \left. \left( \mathbb{E}(D^L b^{(2)}(s, y, \cdot)(\mathcal{L}_{X^{(\mu,\phi)}_s})(X^{(\mu,\phi)}_s), \nabla_{\phi(X_0)} X^{(\mu,\phi)}_s) \right|_{y=X^{(\mu,\phi)}_s} - (g^{(2)})'(s) \right] \mathrm{d}s.
\]
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Proposition 4.8. Assume that (C1) holds, and that for any \( \varepsilon \in [0,1] \) and \( s_0 \in [0,T) \), let \( g = (g^{(1)}, g^{(2)}) \) and \( h^{\varepsilon, \phi}_{s_0} \in \text{Dom} \cap H \) be respectively given in (4.61), (4.62) and (4.63) such that \( g(T) = 0, \int_0^1 (\mathbb{E} \delta^2(h^{\varepsilon, \phi}_{s_0})) \frac{1}{2} \, dt < \infty \) and

\[
\lim_{\varepsilon \to 0^+} \mathbb{E} |\delta(h^{\varepsilon, \phi}) - \delta(h^{\phi})| = 0, \quad \phi \in L^2(\mathbb{R}^{m+l} \to \mathbb{R}^{m+l}, \mu).
\]

Then we have
(i) For any \( f \in \mathcal{B}_b(\mathbb{R}^{m+l}) \), \( P_T f \) is weakly \( L \)-differentiable at \( \mu \), and moreover

\[
D^L_\phi(P_T f)(\mu) = \mathbb{E}(f(X^\phi_T)) \delta(h^{\phi}), \quad \phi \in L^2(\mathbb{R}^{m+l} \to \mathbb{R}^{m+l}, \mu).
\]

(ii) For any \( f \in \mathcal{B}_b(\mathbb{R}^{m+l}) \), \( P_T f \) is \( L \)-differentiable at \( \mu \), if \( \mathbb{E} \delta^2(h^{\phi}) \leq \tilde{L} \|\phi\|_{L^2_{\mu}}^2 \) with a constant \( \tilde{L} > 0 \) and

\[
\lim_{\|\phi\|_{L^2_{\mu}} \to 0, \varepsilon \in [0,1]} \sup_{\|\phi\|_{L^2_{\mu}}} \mathbb{E} |\delta(h^{\varepsilon, \phi}) - \delta(h^{\phi})| = 0.
\]

Proof. Owing to (4.63), it is easy to see that \( (R_H h^{\varepsilon, \phi}_{s_0})(t) = 0 \) for all \( t \in [0,s_0] \). Now, to show assertions (i) and (ii), by Theorem 4.4 it remains to verify \( \mathbb{D}_{R_H h^{\varepsilon, \phi}_{s_0}} X^{\mu, \phi}_{s_0} = \nabla_{\phi(X_0)} X^{\mu, \phi}_{s_0} \).

On one hand, according to Proposition 4.3 we obtain that for any \( \varepsilon \in [0,1], \phi \in L^2(\mathbb{R}^{m+l} \to \mathbb{R}^{m+l}, \mu) \) and \( s_0 \in [0,T) \), the Malliavin derivative process \( Y_t := \mathbb{D}_{R_H h^{\varepsilon, \phi}_{s_0}} X^{\mu, \phi}_{t} \) solves

\[
Y_t = \int_0^t \left( \nabla_{Y_s} b^{(1)}(s, \cdot)(X^{\mu, \phi}_{s}), \nabla_{Y_s} b^{(2)}(s, \cdot, \mathcal{L}_{X^{\mu, \phi}_{s}})(X^{\mu, \phi}_{s}) \right) \, ds \\
+ \int_0^t (0, \sigma(s)d(R_H h^{\varepsilon, \phi}_{s_0})(s)) \\
= \int_{t \wedge s_0}^t \left( \nabla_{Y_s} b^{(1)}(s, \cdot)(X^{\mu, \phi}_{s}), \nabla_{Y_s} b^{(2)}(s, \cdot, \mathcal{L}_{X^{\mu, \phi}_{s}})(X^{\mu, \phi}_{s}) \right) \, ds \\
+ \int_{t \wedge s_0}^t (0, \sigma(s)d(R_H h^{\varepsilon, \phi}_{s_0})(s)),
\]

(4.64)

where the second equality is due to the fact that \( (R_H h^{\varepsilon, \phi}_{s_0})(t) = 0 \) for \( t \in [0,s_0] \).

Observe that by (4.62) and (4.63), we have that for any \( t \in [0,T] \),

\[
g^{(2)}(t) = \nabla_{\phi(X_0)} X^{\mu, \phi}_{t \wedge s_0} + \int_{t \wedge s_0}^t \left[ \nabla g(s) b^{(2)}(s, \cdot, \mathcal{L}_{X^{\mu, \phi}_{s}})(X_{s}^{\mu, \phi}) \\
+ \left( \mathbb{E}(D^L b^{(2)}(s, y, \cdot)(\mathcal{L}_{X^{\mu, \phi}_{s}})(X_{s}^{\mu, \phi}), \nabla_{\phi(X_0)} X^{\mu, \phi}_{s}) \right) \right] \, ds \\
- \int_{t \wedge s_0}^t \sigma(s)d(R_H h^{\varepsilon, \phi}_{s_0})(s).
\]
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Then, combining this with (4.61) implies that for any $t \in [0, T]$,

$$g(t) = \nabla_{\phi(X_0)} X_{t \wedge s_0}^\mu + \int_{t \wedge s_0}^t \left[ \left( \nabla g(s) b^{(1)}(s, \cdot)(X_s^\mu, \cdot), \nabla g(s) b^{(2)}(s, \cdot, \mathcal{L}_{X_s^\mu, \cdot})(X_s^\mu) \right) + \left(0, \left(\mathbb{E}(D^L b^{(2)}(s, y, \cdot)(\mathcal{L}_{X_s^\mu, y})(X_s^\mu)), \nabla \phi(X_0) X_s^\mu \right) \right) \right] ds$$

Consequently, in conjunction with (4.64), the above relation yields that for any $\eta = \phi(X_0)$, one sees that the directional derivative process $(Z_t := \nabla_{\phi(X_0)} X_t^\mu)_{t \in [0, T]}$ solves

$$Z_t = \phi(X_0) + \int_0^t \left[ \left( \nabla Z_s b^{(1)}(s, \cdot)(X_s^\mu, \cdot), \nabla Z_s b^{(2)}(s, \cdot, \mathcal{L}_{X_s^\mu, \cdot})(X_s^\mu) \right) + \left(0, \left(\mathbb{E}(D^L b^{(2)}(s, y, \cdot)(\mathcal{L}_{X_s^\mu, y})(X_s^\mu)), Z_s \right) \right) \right] ds$$

(4.65)

$$(\nabla Y_s + g(s)) b^{(1)}(s, \cdot)(X_s^\mu, \cdot), \nabla Y_s + g(s) b^{(2)}(s, \cdot, \mathcal{L}_{X_s^\mu, \cdot})(X_s^\mu)$$

On the other hand, for any $\varepsilon \in [0, 1], \phi \in L^2(\mathbb{R}^{m+l} \to \mathbb{R}^{m+l}, \mu)$ and $s_0 \in [0, T)$, applying Proposition 1.2 with $\eta = \phi(X_0)$, one sees that the directional derivative process $(Z_t := \nabla_{\phi(X_0)} X_t^\mu)_{t \in [0, T]}$ solves

$$Z_t = \phi(X_0) + \int_0^t \left[ \left( \nabla Z_s b^{(1)}(s, \cdot)(X_s^\mu, \cdot), \nabla Z_s b^{(2)}(s, \cdot, \mathcal{L}_{X_s^\mu, \cdot})(X_s^\mu) \right) + \left(0, \left(\mathbb{E}(D^L b^{(2)}(s, y, \cdot)(\mathcal{L}_{X_s^\mu, y})(X_s^\mu)), Z_s \right) \right) \right] ds$$

(4.66)

Owing to (4.65), (4.66) and the uniqueness of solutions of the ODE, we conclude that

$$\mathbb{D}_R h_{s_0}^{\varepsilon, \phi} X_T^\mu + g(t) = \nabla_{\phi(X_0)} X_T^\mu, \quad t \in [0, T]$$

This implies $\mathbb{D}_R h_{s_0}^{\varepsilon, \phi} X_T^\mu = \nabla_{\phi(X_0)} X_T^\mu$ due to $g(T) = 0$. The proof is now complete.

Next, we intend to apply Proposition 1.8 with concrete choices of $g = (g^{(1)}, g^{(2)})$. Without of lost generality, we consider a special case of (4.59) with $b^{(1)}(t, x, y) = Ax + By$, where $A$ and $B$ are two matrices of order $m \times m$ and $m \times l$, respectively. That is,

$$\begin{cases} 
  dX_t^{(1)} = (AX_t^{(1)} + BX_t^{(2)}) dt, \\
  dX_t^{(2)} = b^{(2)}(t, X_t, \mathcal{L}_{X_t}) dt + \sigma(t) dB^H_t.
\end{cases}$$

(4.67)

For the equation (4.67), we impose additional conditions on $b^{(2)}$ and $\sigma$ which are similar to (A2) and (A3).

(C2) There exists a constant $\tilde{K} > 0$ such that
(i) for any \( t, s \in [0, T], \ x, y, z_1, z_2 \in \mathbb{R}^{m+l}, \ \mu, \nu \in \mathcal{P}_2(\mathbb{R}^{m+l}), \)
\[
\| \nabla b^{(2)}(t, \cdot, \mu)(x) - \nabla b^{(2)}(s, \cdot, \nu)(y) \| + |D^L b^{(2)}(t, x, \cdot)(\mu)(z_1) - D^L b^{(2)}(s, y, \cdot)(\nu)(z_2)| \\
\leq \bar{K}(|t - s|^{\alpha_0} + |x - y|^{\beta_0} + |z_1 - z_2|^{\gamma_0} + \mathbb{W}_2(\mu, \nu)),
\]
where \( \alpha_0 \in (H - 1/2, 1] \) and \( \beta_0, \gamma_0 \in (1 - 1/(2H), 1]. \)

(ii) \( \sigma^{-1} \) is Hölder continuous of order \( \delta_0 \in (H - 1/2, 1]: \)
\[
\| \sigma^{-1}(t) - \sigma^{-1}(s) \| \leq \bar{K}|t - s|^{\delta_0}, \ t, s \in [0, T].
\]

(C3) The derivatives
\[
\partial_t(D^L b^{(2)}(\cdot, x, \cdot)(\mu)(y))(t), \ \nabla(D^L b^{(2)}(t, \cdot, \cdot)(\mu)(y))(x),
\]
\[
D^L(D^L b^{(2)}(t, x, \cdot)(\cdot)(y))(\mu)(z), \ \nabla(D^L b^{(2)}(t, x, \cdot)(\cdot)(\cdot))(y)
\]
exist and are bounded continuous in the corresponding arguments \( (t, x, \mu, y) \) or \( (t, x, y, z) \).

We denote the bounded continuous constants by a common one \( \overline{K} > 0. \)

For any \( s_0 \in [0, T), \) let
\[
U^{s_0}_t = \int_{s_0}^t \frac{(s - s_0)(T - s)}{T^2} e^{(T-s)A} B B^* e^{(T-s)A^*} ds \geq \rho(t) I_{m \times m}, \ t \in (s_0, T],
\]
where \( \rho \in C([0, T]) \) satisfies \( \rho(t) > 0 \) for any \( t \in (0, T] \) and \( I_{m \times m} \) is the identity matrix on \( \mathbb{R}^m \times \mathbb{R}^m, \) and set for \( t \in [0, T], \)
\[
g^{(1)}(t) := e^{(t-t\wedge s_0)A} \nabla \phi(x_0) X_{t \wedge s_0}^{\mu_\epsilon, \phi(1)} + \int_{t \wedge s_0}^t e^{(t-s)A} B g^{(2)}(s) ds
\]
and
\[
g^{(2)}(t) := \frac{T - t}{T - t \wedge s_0} \nabla \phi(x_0) X_{t \wedge s_0}^{\mu_\epsilon, \phi(2)} - \frac{(t - t \wedge s_0)(T - t)}{T^2} B^* e^{(T-t)A^*} (U^{s_0}_0 - U^{s_0}_t)^{-1} e^{(T-s_0)A} \nabla \phi(x_0) X_{t \wedge s_0}^{\mu_\epsilon, \phi(1)}
\]
\[
- \frac{(t - t \wedge s_0)(T - t)}{T^2} B^* e^{(T-t)A^*} (U^{s_0}_0)^{-1} \int_{s_0}^T \frac{T - s}{T - s_0} e^{(T-s)A} B \nabla \phi(x_0) X_{s_0}^{\mu_\epsilon, \phi(2)} ds.
\]

Then our main result in the current part can be stated in the following theorem.

**Theorem 4.9.** Assume that (C1), (C2) and (C3) hold. Then for any \( \mu \in \mathcal{P}_2(\mathbb{R}^{m+l}) \) and \( f \in \mathcal{B}_b(\mathbb{R}^{m+l}), P_T f \) is \( L \)-differentiable at \( \mu \) such that
\[
D^L_{\phi}(P_T f)(\mu) = \mathbb{E} \left( f(X_T^\mu) \int_0^T \langle K_H^{-1} (R_H h^\phi)(t), dW_t \rangle \right), \ \phi \in L^2(\mathbb{R}^{m+l} \to \mathbb{R}^{m+l}, \mu),
\]
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where $h^\phi \in \text{Dom}\delta \cap \mathcal{H}$ and satisfies for every $t \in [0, T],$

$$
(R_H h^\phi)(t) = \int_0^t \sigma^{-1}(s) \left[ \nabla g(s, b^{(2)}(s, \cdot, \mathcal{L}_{X^\mu_s}))(X^\mu_s) + \left( \mathbb{E}(D^2 b^{(2)}(s, y, \cdot)(\mathcal{L}_{X^\mu_s}))(X^\mu_s), \nabla \phi(x_0) X^\mu_s \right) \right] |_{y=X^\mu_s} - (g^{(2)})'(s) \right] \, ds
$$

and $g = (g^{(1)}, g^{(2)})$ is given by (4.69) and (1.70) for $s_0 = 0$ and $(\nabla \phi(x_0) X^{(1)} \mu, \nabla \phi(x_0) X^{(2)} \mu)$ replacing $(\nabla \phi(x_0) X^{(1)}_{\mu,\phi}, \nabla \phi(x_0) X^{(2)}_{\mu,\phi})$.

Proof. Observe first that by (4.68), we can see that $U^s_{t}$ is invertible with $\|(U^s_{t})^{-1}\| \leq 1/\rho(t)$ for every $t \in (s_0, T]$, and then $g^{(1)}(t)$ and $g^{(2)}(t)$ given respectively by (4.69) and (4.70) are well-defined. Since $\nabla b^{(1)} = (A, B)$, we have that $g^{(1)}(t)$ satisfies (4.61). Owing to (4.71), it is readily checked that $g^{(2)}(T) = 0$ and (4.62) holds. Besides, by (4.69) and (4.70), again, we have

$$
g^{(1)}(T) = e^{(T-s_0)A} \nabla \phi(x_0) X^{(1)}_{s,\mu,\phi} + \int_{s_0}^T e^{(T-s)A} B g^{(2)}(s) ds
$$

$$
= e^{(T-s_0)A} \nabla \phi(x_0) X^{(1)}_{s_0,\mu,\phi} + \int_{s_0}^T \frac{T-s}{T-s_0} e^{(T-s)A} B \nabla \phi(x_0) X^{(2)}_{s_0,\mu,\phi} ds
$$

$$
- \int_{s_0}^T \frac{(s-s_0)(T-s)}{T^2} e^{(T-s)A} B B^* e^{(T-s)A^*} ds (U^s_{T})^{-1} e^{(T-s)A} \nabla \phi(x_0) X^{(1)}_{s,\mu,\phi}
$$

$$
- \int_{s_0}^T \frac{(s-s_0)(T-s)}{T^2} e^{(T-s)A} B B^* e^{(T-s)A^*} ds (U^s_{T})^{-1} \int_{s_0}^T \frac{T-s}{T-s_0} e^{(T-s)A} B \nabla \phi(x_0) X^{(2)}_{s,\mu,\phi} ds = 0,
$$

where the last equality is due to the definition of $U^s_{T}$.

For any $\varepsilon \in [0, 1]$ and $s_0 \in [0, T)$, let

$$
\tilde{h}^{\varepsilon, \phi}_{s_0}(t) = \int_{t \wedge s_0}^t \sigma^{-1}(s) \left[ \nabla g(s, b^{(2)}(s, \cdot, \mathcal{L}_{X^\mu_s}))(X^\mu_s) + \left( \mathbb{E}(D^2 b^{(2)}(s, y, \cdot)(\mathcal{L}_{X^\mu_s}))(X^\mu_s), \nabla \phi(x_0) X^\mu_s \right) \right] |_{y=X^\mu_s} - (g^{(2)})'(s) \right] \, ds
$$

(4.71)

where $g^{(1)}$ and $g^{(2)}$ are defined by (4.69) and (1.70), respectively. Noting that the right-hand side of (4.71) belongs to $L^2((0, T], \mathbb{R}^l)$ due to (C1) and (C2), there exists $h^{\varepsilon, \phi}_{s_0} \in \mathcal{H}$ such that $R_H h^{\varepsilon, \phi}_{s_0} = \tilde{h}^{\varepsilon, \phi}_{s_0}$. Under (C1) and (C2), the adaptation of our calculations in Lemma 14.17 to the present degenerate case are straightforward. Then resorting to the same techniques as in (4.31) and [16] Theorem 3.2, we obtain that $K_{H}^{-1}(R_H h^{\varepsilon, \phi}_{s_0}) = K_{H}^{-1} \tilde{h}^{\varepsilon, \phi}_{s_0} \in L^2_\sigma([0, T] \times \Omega, \mathbb{R}^l)$ (which implies that $\delta(h^{\varepsilon, \phi}_{s_0}) = \delta_W(K_{H}^{-1} R_H h^{\varepsilon, \phi}_{s_0}) = \int_0^T (K_{H}^{-1} R_H h^{\varepsilon, \phi}_{s_0})(t, dW_t)$), and

$$
\int_0^1 \mathbb{E} \delta^2(h^{r, \phi}_{s_0}) \frac{1}{r} dr < \infty
$$

as well as $\mathbb{E} \delta^2(h^{\varepsilon, \phi}) \leq C_{T, K, H} \|\phi\|^2_{L^2_\mu}$. Furthermore, with the help of (C3) and by a similar analysis of (4.41) we derive that

$$
\lim_{\varepsilon \to 0^+} \mathbb{E} |\delta(h^{\varepsilon, \phi}) - \delta(h^{\varepsilon, \phi})| = 0 \quad \text{and} \quad \lim_{\|\phi\|_{L^2_\mu} \to 0} \sup_{\varepsilon \in [0, 1]} \mathbb{E} |\delta(h^{\varepsilon, \phi}) - \delta(h^{\varepsilon, \phi})| = 0.
$$
Therefore, the assertions follow from Proposition 4.8.

Remark 4.4. Similar to Remark 4.3(ii), we can obtain that there exist two positive constants $c(T, K, \tilde{K}, H), i = 1, 2$ such that

$$\|D^L(P_T f)(\mu)\| \leq c(T, K, \tilde{K}, H) \left[ (P_T f^2)(\mu) - (P_T f(\mu))^2 \right]^{\frac{1}{2}}, \quad f \in \mathcal{B}(\mathbb{R}^m),$$

$$\|\mathcal{L}_{X^T} - \mathcal{L}_{X^T}\|_{\text{var}} \leq c(T, K, \tilde{K}, H) \mathbb{W}_2(\mu, \nu), \quad \mu, \nu \in \mathcal{P}(\mathbb{R}^m),$$

where

$$c(T, K, \tilde{K}, H) := c_1(T, K, \tilde{K}, H) + c_2(T, K, \tilde{K}, H) \left( \frac{1}{T^H} + \frac{1}{\rho(T)} + \frac{1}{T^H \rho(T)} \right)$$

with $c(T, K, \tilde{K}, H) = O \left( \frac{1}{T^H \rho(T)} \right)$ when $T \to 0$. If the following Kalman rank condition

$$\text{Rank}[B, AB, \cdots, A^k B] = m$$

holds for some integer number $k \in [0, m - 1]$, then (4.68) is satisfied with $\rho(t) = \frac{C_i (tA_1)^{2(k+1)}}{T e^{-t^2}}$ for two positive constants $C_i, i = 1, 2$ (see, e.g., [37, Theorem 4.2]), which implies that $c(T, K, \tilde{K}, H) = O \left( \frac{1}{T^{2k+1-n}} \right)$ as $T \to 0$.
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