Critical effects of overlapping of connectivity and dependence links on percolation of networks
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Abstract. In a recent work Parshani \textit{et al} (2011 \textit{Proc. Natl Acad. Sci. USA} \textbf{108} 1007), dependence links have been introduced to the percolation model and used to study the robustness of the networks with such links, which shows that the networks are more vulnerable than the classical networks with only connectivity links. This model usually demonstrates a first order transition, rather than the second order transition found in classical network percolation. In this paper, considering the real situation that the interdependent nodes are usually connected, we study the cascading dynamics of networks when dependence links partially overlap with connectivity links. We find that the percolation transitions are not always sharpened by making nodes interdependent. For a high fraction of overlapping, the network is robust for random failures, and the percolation transition is second order, while for a low fraction of overlapping, the percolation process shows a first order transition. This work demonstrates that the crossover between two types of transitions does not only depend on the...
density of dependence links but also on the overlapping fraction of connectivity
and dependence links. Using generating function techniques, we present exact
solutions for the size of the giant component and the critical point, which are in
good agreement with the simulations.
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1. Introduction

Percolation theory has been extensively studied in statistical physics and mathematics with
applications in diverse fields [1–4]. In the last decade, percolation theory was particularly useful
in studying the robustness of the networks against random failure and intentional attack [5–9].
Generally speaking, for network science, percolation theory explains the existence of the giant
component of a network after a fraction $1 - p$ of nodes are removed, which usually exhibits a
second order phase transition [5, 6]. For some special networks, such as a random network and
its extensions, the critical point $p_c$ can be solved exactly using the typical method in random
graph theory [10] or the popular generating function techniques [11–14].

Various models have been proposed to study failure propagation among nodes in a realistic
network. These studies mainly focus on two aspects, one addresses on the local dependence
failures [15–18], the other addresses on the global overload failures [19–21]. All these works
demonstrate the fragility of the real networks in theory. For example, Watts’s work shows that
even the failure of one node could also lead to a global cascade [16]. Furthermore, cascades
in percolation are also studied as an avalanche [22–24], branching process [25] or sandpile
model [26]. In these models, the topological structure of the network confines the propagation
of failures, so a few stable nodes could limit the spread of failures on the network to make it
more robust [5]. At the same time, however, if the stable nodes fail (targeted attack), the network
will be very fragile [5, 8, 9].

Recently, based on the motivation that modern infrastructures are becoming significantly
more dependent on each other, percolation on interdependent networks has been studied
[27, 28]. To model interdependent networks, the dependence link has been proposed to represent
the dependence of nodes between different networks. Specifically, a dependence link between
node $i$ and node $j$ means that if node $i$ fails node $j$ also fails, and vice versa. Buldyrev et al
[27] showed that the interdependent networks are more fragile than a single network, and
demonstrate a first order phase transition. On the other hand, as shown by Son et al [29], it
depends on the topology of the network whether dependencies lead to first order transitions or
not. For networks embedded in low dimensional space, the transition is still second order.

Following the work of Buldyrev et al [27], interdependent networks with different
topological properties and attack strategies have been studied extensively in the past 3 years,
such as inter-similarity [30], multiple support-dependence relations [31], targeted attack [32], network of networks [33] and assortativity [34]. Besides, dependence links have been introduced into the study of the cascading failures on a single network [35]. In this model, due to the iterative process of cascading failures caused by dependence links, the network is more fragile than the network without dependence links. In addition, for a high density of dependence links, the model demonstrates a first order phase transition, which is different from the network composed by connectivity links only. Furthermore, with a view that more than two nodes depend on each other, a dependence group is used to replace the dependence link and the model has been developed as a general one with arbitrary size distributions of dependence groups [36]. In [37], the general formalism for analyzing random and random-regular networks with dependence groups has been summarized, which gives a clear framework for further study.

The studies of the percolation on a single network with two types of links are all based on the assumption that the dependence and connectivity links are independent of each other. However, in reality, two nodes probably have a dependence link and a connectivity link simultaneously. That is to say, there can be some overlapping between dependence links and connectivity links in real networks. For example, considering a financial network, the trading and sales connections enable the companies to interact with each other, which can be understood as connectivity links [35]. But for two companies with the supply–demand relationship, the trading and sales connections between them also represents the dependence relationship (dependence links). In this case, if one company fails, the other one will also fail due to the loss of customers (or raw materials).

In this paper, we will study the cascading dynamics of networks with the overlapping of dependence and connection links. Following the model proposed by Parshani et al [35], we consider a network connected by connectivity links with a degree distribution $P_k$ and each node has exactly one dependence partner (i.e. the case of $q = 1$ in [35]). As the setting used in [35], if node $i$ depends on node $j$, then node $j$ depends on node $i$. To describe the overlapping of the two types of links, we assume that a fraction $\beta$ of the dependence links overlaps with the connectivity links. That means a fraction $\beta$ of nodes are adjacent to their dependence partners. These partners are of local dependence compared to the randomly chosen one. When $\beta \to 0$, our model will reduce to the case of the dependence link density $q = 1$ in [35].

This paper is organized as follows. In the next section, we will give the analytical results using generating function techniques. In section 3, the simulation results will be presented to test the analysis results. In the last section, we will summarize our findings in this paper.

2. Analytical solution

The cascading process begins by randomly removing a fraction, $1 - p$, of nodes of the network and their links. The failure of a node will lead to the failure of its dependence partner, even though it still connects to the network by connectivity links. The failures of connectivity links may cause the other nodes to disconnect from the network. These two cascading processes are called the dependence process and the percolation process, respectively [35]. Thus, the two cascading processes will occur alternately after the initial removal of nodes until no further splitting and link removal can occur.

We solve this model by considering the final state after the cascades as the method used in [29, 38]. Let $S$ be the order parameter usually used in percolation theory, that is the probability that a randomly chosen node belongs to the giant component of the final network, i.e. the size...
Figure 1. Schematic representation of the giant component after the cascades. The solid and dashed lines represent the connectivity and dependence links, respectively. In the giant component, there are generally two kind of nodes represented by (a) and (b), respectively. (a) The two dependence nodes are not connected (fraction $1 - \beta$). For this case, both of the nodes must connect to the giant component. (b) The two dependence nodes are connected (fraction $\beta$). For this case, only one of the nodes is needed to connect to the giant component.

of the giant component of the final network. In addition, let $R$ be the probability that the node, arriving by following a randomly chosen link (the connectivity links excluding the overlapping links), belongs to the giant component of the final network. Then, in the steady state, $S$ is equal to the probability that a randomly chosen node and its dependence node belong to the giant component simultaneously:

$$S = p^2 f(R).$$    (1)

Here, $f(R)$ is the probability that the two nodes belong to the giant component simultaneously, and $p^2$ expresses that they are preserved after the initial removal.

Next, we check the conditions of a node belong to the giant component to write down the expression for $f(R)$. In the giant component, the dependence partners not linked by connectivity links (with a fraction $1 - \beta$) must connect to two other nodes in the giant component, respectively. For the remaining nodes (with a fraction $\beta$) in the giant component, in each dependence pair at least one of the two nodes should connect to the giant component, since they are linked by the overlapping links. At the same time, the effective degree of the latter type of nodes is reduced by one. These two cases are schematically shown in figure 1. Thus, $f(R)$ can be written as

$$f(R) = (1 - \beta) \left[ 1 - G_0(1 - R) \right]^2 + \beta \left[ 1 - [G_1(1 - R)]^2 \right],$$    (2)

where $G_0(x)$ is the corresponding generating function of the degree distribution $G_0(x) = \sum_k P_k x^k$, and $G_1(x)$ is the corresponding generating function of the underlying branching processes $G_1(x) = \sum_k P_k k x^{k-1} / \langle k \rangle = G_0'(x) / G_0'(1)$. Here, the brackets $\langle \cdots \rangle$ denote an average over the degree distribution $P_k$. 
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Similarly, one can write down the equation for $R$:

$$R = p^2 g(R). \quad (3)$$

Here, $g(R)$ is

$$g(R) = (1 - \beta) [1 - G_1 (1 - R)] [1 - G_0 (1 - R)] + \beta [1 - G_2 (1 - R) G_1 (1 - R)], \quad (4)$$

where $G_2(x)$ is the generating function $G_2(x) = \sum_k P_k k (k-1) x^{k-2} / \langle k (k-1) \rangle = G'_0(x) / G''_0(1)$.

For the arbitrary degree distribution $P_k$ and the fraction of initial removal $1 - p$, we can solve (3) to obtain $R$, and then insert it into (1) to obtain the order parameter $S$. In particular, we consider a random network with degree distribution [10]

$$P_k = \frac{e^{-\langle k \rangle } \langle k \rangle ^k}{k!}. \quad (5)$$

Then, the generating functions can be written as

$$G_0(x) = G_1(x) = G_2(x) = e^{-(1-x)} e^{-\langle k \rangle (1-x)}. \quad (6)$$

Hence, $f(R) = g(R)$, and (1) is equivalent to (3). Consequently, for a random network, we have a simple self-consistent equation for the order parameter $S$:

$$S = p^2 \left\{ (1 - \beta) \left[ 1 - e^{-(\langle k \rangle S)} \right]^2 + \beta \left[ 1 - e^{-2(\langle k \rangle S)} \right] \right\}. \quad (7)$$

Substituting $\beta = 0$ into (7), one obtains $S = p^2 \left[ 1 - e^{-(\langle k \rangle S)} \right]^2$. This coincides with the exact result found in [36, 37]. Equation (7) has a trivial solution at $S = 0$, which means that the network is completely fragmented. The nontrivial solution of $S$ can be presented by the crossing points of the curve $W(S) = S - p^2 f(S)$ and $S$-axis as shown in figure 2. One can find that the system shows two different types of phase transition. For the case of $\beta = 0.3$, the percolation transition

**Figure 2.** Graphical solutions for (7) with $\langle k \rangle = 16$. (a) $\beta = 0.3$, the percolation transition is first order with the critical point $p_c \approx 0.3202$. The inset shows the discontinuous transition of the order parameter $S$ as $p$ increases. (b) $\beta = 0.4$, the percolation transition is second order with the critical point $p_c \approx 0.2795$. The inset shows the continuous transition of the order parameter $S$ as $p$ increases.
Figure 3. The size of the giant component $S$ versus $p$, the fraction of nodes that have been left after random removal, for random network with $\langle k \rangle = 16$ and 10,000 nodes. The symbols represent simulation results, and the solid lines show the theoretical predictions by (7). Note that, when there are too many small degree nodes in the network and each node has only one dependence link, it becomes almost impossible to choose dependence partners randomly for a large $\beta$ in the simulation. This is one of the reasons that there is a small disagreement between simulations and the exact solution for larger $\beta$.

is discontinuous, while for the case of $\beta = 0.4$, the percolation transition is continuous. The exact value of the tricritical point $\beta_c$, at which the type of percolation transition changes, will be given later.

Next, we analyze (7) to obtain the first order transition point $p^I_c$ and the second order transition point $p^{II}_c$. The second order transition point $p^{II}_c$ corresponds to the solution of (7), in the condition of $S \rightarrow 0$. Thus,

$$p^{II}_c = \frac{1}{\sqrt{2\beta \langle k \rangle}}, \quad \beta > \beta_c.$$  

The first order transition point $p^I_c$ corresponds to the tangential intersection of $W(S)$ and $S$-axis, meaning that the derivative of $W(S)$ with respect to $S$ is zero. This yields

$$p^I_c = \left[ 2 \langle k \rangle e^{-\langle k \rangle S} \left( 1 - \beta - (1 - 2\beta) e^{-\langle k \rangle S} \right) \right]^{-1/2}, \quad \beta < \beta_c,$$  

where $S$ is the solution of (7). Equation (7) has no closed-form solution (other than the trivial solution $S = 0$), so we do not have a closed-form $p^I_c$. But it is easy to obtain the numerical solution of (7) and (9). When the conditions for the first and second order transitions are satisfied simultaneously, we will obtain the tricritical point $p^*_c$ and $\beta_c$. In addition, according the graphical solution of (7) shown in figure 2, the tricritical points also satisfy the equation $d^2 W(S)/dS^2 = 0$. This yields

$$e^{-\langle k \rangle S} = \frac{1 - \beta}{2(1 - 2\beta)}.$$  
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Figure 4. The critical point $p_c$ for different $\beta$. The average degrees of the networks are 14 (black rectangle), 16 (red circle) and 18 (green triangle). The solid and dashed lines are the theoretical prediction of (9) and (8), respectively. The dotted line separates the first order and second order regions obtained using (11) and (12).

Together with (8) and (9), we obtain

$$\beta_c = \frac{1}{3}. \tag{11}$$

$$p^*_c = \sqrt{\frac{3}{2\langle k \rangle}}. \tag{12}$$

Equation (11) means that the type of the percolation transition is independent of the average degree $\langle k \rangle$. A network with $\beta > \beta_c$ undergoes a second order phase transition, while for $\beta < \beta_c$ the network undergoes a first order transition.

3. Simulation results and discussion

To validate the analytical results presented in the last section, we plot the size of the giant component in the steady state as a function of the parameter $p$ by both simulation and analysis in figure 3. One can find that the analytical results are in agreement with the simulation results well. When a node’s dependence node is in its neighborhood, the dependence link can only lead to a local failure. Conversely, if a node’s dependence node is a randomly chosen one, its failure may trigger a series of failures in a larger scale range. In other words, the randomly chosen dependence links are easier to propagate the failures over the network than the local dependence links. Therefore, for a larger parameter value of $\beta$, the network is more robust as shown in figure 3. On the other hand, one can find that for a small fraction of initial
removal $1 - p$, the overlapping has no obvious impact on the size of the giant component, and the giant components are almost the same for different $\beta$.

Next, in order to validate the critical points obtained by (9) and (8), we use the simulation method developed by Parshani et al [35]. For the first order phase transition, the number of iterative failures sharply increases with approaching the critical point $p_c^I$. In addition, the size of the second largest component reaches its maximum values at the second order transition point $p_c^{II}$, which provides a useful method for identifying $p_c^{II}$ at the second order region. Using these methods, we plot the simulation results of the phase transition point $p_c$ shown in figure 4, from which one can find that the simulation results are in agreement with the theoretical results well. As the theory predicts, the phenomenon of crossover in phase transition can be found in figure 4, and the critical point $p_c$ decreases with the increasing of $\beta$. For a large $\beta$, although the dependence link density is 1, the network is still robust and the percolation transition is second order, which is different to the results in [35–37]. This indicates that the robustness of the networks with connectivity and dependence links relies not only on the number of the dependence links [35] but also on the correlation between the two types of links.

4. Conclusions

In this paper, we have studied the effects of the overlapping of connectivity and dependence links on network percolation. Although the detailed analysis is only presented for random networks, it is easily applied to other network topologies. Both simulation and analytical results reveal the existence of the crossover between the first and second order phase transitions. Our results demonstrate that a high density of dependence links does not always make the percolation transition sharpened. For a small fraction of overlapping, the dependence links could easily propagate the failures to the whole network as the results shown in [35–37] and the network is vulnerable. Thus, the percolation transition is first order. For a large fraction of overlapping, most nodes are adjacent to their dependence partners, so the cascading failures caused by dependence links are confined to some small areas. Therefore, the networks are more robust than that with a small fraction of overlapping, and the system demonstrates a second order phase transition. On the other hand, our model illustrates the significance of the correlation of dependence partners to the robustness of networks. Comparing with the randomly chosen dependence partners, the local dependence partners have less impact on the robustness of the networks. To investigate the robustness of networks with dependence links, the correlation of dependence partners needs to be taken into account in the future work. Moreover, if the degree correlation in real networks is considered, the local and randomly chosen dependence partners may act on the robustness of the networks in a different way, which needs to be revealed by further studies.
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