Effects of domain walls in bilayer graphene in an external magnetic field
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We investigate bilayer graphene systems with layer switching domain walls separating the two energetically equivalent Bernal stackings in the presence of an external magnetic field. To this end we calculate quantum transport and local densities of three microscopic models for a single domain wall: a hard wall, a defect due to shear, and a defect due to tension. The quantum transport calculations are performed with a recursive Green’s function method. Technically, we discuss an explicit algorithm for the separation of a system into subsystems for the recursion and we present an optimization of the well known iteration scheme for lead self-energies for sparse chain couplings. We find strong physical differences for the three different types of domain walls in the integer quantum Hall regime. For a domain wall due to shearing of the upper graphene layer there is a plateau formation in the magnetococonductance for sufficiently wide defect regions. For wide domain walls due to tension in the upper graphene layer there is only an approximate plateau formation with fluctuations of the order of the elementary conduction quantum $\sigma_0$. A direct transition between stacking regions like for the hard wall domain wall shows no plateau formation and is therefore not a good model for either of the previously mentioned extended domain walls.

I. INTRODUCTION

Two dimensional quantum materials have risen in popularity quite dramatically in recent years. One aspect of this is the rapid progress in manufacturing processes [1] which allows the creation of a multitude of materials such as Van der Waals heterostructures [2]. Another aspect is the discovery of topological quantum phases like the topological insulator [3,4], topological superconductors [5–7] as well strongly correlated intrinsic topological phases, which are relevant for topological quantum computing [8,9] and potentially realized in fractional quantum Hall systems [10,11] as well as in certain frustrated quantum magnets [12]. The first material proposed to be a topological insulator was single-layer graphene (SLG) [13], but the spin-orbit coupling required for graphene to exhibit a stable quantum spin Hall effect turned out to be too weak. Nevertheless, SLG has attracted an enormous scientific interest due its extraordinary mechanical [14] and electronic [15,16] properties.

A variant of graphene which came into focus recently is bilayer graphene (BLG) [17–19], where most fascinatingly a correlated superconducting state has been identified experimentally in so-called twisted BLG [20–24]. Conventional BLG has many interesting physical properties which are often fundamentally different from its single-layer counterpart [25]. As an example, although BLG and SLG display an anomalous integer quantum Hall effect [26], the anomaly in BLG is quite different due to the quadratic low-energy band [27]. Indeed, the linear low-energy dispersion of SLG can be modeled by a Dirac Hamiltonian so that two neighboring lattice sites from opposite layers correspond to different sublattices A and B. This leads to an exact two-fold degeneracy of the electronic structure with respect to AB and BA stacking which can be obtained from each other through inversion. As a consequence, BLG samples are typically not homogeneous but consist of a network of domains with AB or BA stacking. These domains are separated by defects which are created in the manufacturing process of BLG, e.g., with epitaxy [28] or are separated due to the natural structure of slightly twisted BLG [21]. These extended defects, which cause a registry shift in BLG over 6 nm to 11 nm [31] are called layer switching walls (LSWs) (or alternatively either partial dislocations or strain solitons). There have been extensive studies on the precise nature of LSWs in real materials. The fact, that BLG is a two-dimensional material allows for a release of strain with out-of-plane buckling [32]. There are also restrictions on the physical stacking textures due to energetic considerations [33] and stacking boundary conditions.

In general, it is an interesting and important question to understand the impact of such LSWs on the physical properties of BLG. In an external electric field, topological modes protected from scattering are known to exist along these LSWs [34,35]. Since samples usually contain many of these LSWs, applying an external electric field leads to the formation of networks of topological channels [36] due to the gap introduced into the electronic structure [37].

Another important aspect is the influence and role of LSWs on BLG in an external magnetic field or, more concretely, on the anomalous integer as well as fractional quantum Hall effect in this material. Recently, the physical properties of LSW networks in the presence of an external magnetic field have been studied [38,39]. It is found that the presence of LSWs can lead to rich conductance features even in the single particle transport regime. It is argued that transport energy gaps in the meV regime are not caused by an electronic instability due to electronic interactions as typically assumed [39,40], but simply due
to the structure of transport across LSWs and, in particular, due to “hot” charge carrying LSWs [41]. A similar argument for the presence of plateaus at fractional fillings \(\frac{1}{2}, \frac{1}{3}\) in BLG is made in [43], where arbitrary fractional plateaus are engineered in artificial SLG mosaics interconnected with metallic strips. It is proposed that there is an ambiguity in two-terminal transport experiments between the purely single-particle plateaus at fractional fillings due to LSWs and fractional plateaus originating from electron-electron interactions. However, this conclusion relies on a classical approximation of the couplings along linear LSWs. It is one purpose of our work to validate these findings by approaching the problem from a quantum perspective using an explicit real-space lattice model.

To this end we will use recursive Green’s function methods [46–51] to calculate magnetoconductance and the local density of states (LDOS) [52] for various BLG systems with LSWs. The systems used to model LSWs are two fairly realistic domain wall models, where shear and tension lead to the formation of an AB-BA domain wall [31], as well as an unrealistic hard wall model. Here we do not explicitly model out-of-plane buckling and simply describe these systems with a shear or stretch transformation of the upper graphene layer. We find relevant physical differences for these three different types of LSW in the integer quantum Hall regime. First, the hard wall model does not capture the essential physical properties for either quantum Hall regime. Second, a domain wall due to shearing (tension) of the other two extended domain walls due to shear or tension. Second, a domain wall due to shearing (tension) of the upper graphene layer yields an unexpected (approximate) plateau formation in the magnetoconductance for sufficiently wide defect regions.

This article is organized as follows. In Sect. II we introduce microscopic models for BLG with LSWs in the presence of an external magnetic field and we detail the relevant physical observables in Sect. III. Technical details on the implementation are given in Sect. IV while all obtained results are contained in Sect. V. Finally, we conclude in Sect. VI and present remaining open questions.

## II. MODELS

We begin by describing a tight binding model of homogeneous BLG and three models of LSWs. The three models are BLG with hard layer switching wall (HLSW), shear layer switching wall (SLSW) and tension layer switching wall (TLSW) respectively. Afterwards, we discuss the transport setup used to determine the properties of the particular LSW models and the relevant observables.

1. **Homogeneous blayer graphene**

BLG is described generically by the simple tight binding model given in [53]. In the following we denote by \(d_0 = a/\sqrt{3} \approx 0.142\,\text{nm}\) the nearest-neighbor distance between carbon atoms of SLG and by \(d_0 \approx 0.335\,\text{nm}\) the interlayer distance between vertically located atoms. In actual graphene, \(a \approx 0.246\,\text{nm}\), but all calculations are performed in units, such that \(a = 1\). In addition, we omit the spin degree of freedom which gives only rise to a trivial degeneracy of 2. Consequently, we describe BLG with the following microscopic Hamiltonian

\[
\mathcal{H}_{\text{BLG}} = - \sum_{\| r_i - r_j \| < D_c} t(r_i, r_j) \hat{c}_i^\dagger \hat{c}_j + \sum_i \mu_i \hat{c}_i^\dagger \hat{c}_i ,
\]

(1)

where \(\hat{c}_i^\dagger\) and \(\hat{c}_i\) are the usual fermionic creation and annihilation operators on the site with index \(i\). The form of the onsite chemical potential \(\mu_i\) will be discussed along-side the system parameters. The sum runs in principal over all pairs of sites, but we included a numerical cutoff \(D_c\) for practical calculations. The nearest-neighbor model is obtained for \(D_c = a_0\). The hopping amplitudes are given by

\[
t(r_i, r_j) = V_{pp\sigma} \left[ 1 - \left( \frac{d_z}{\| d \|} \right)^2 \right] + V_{pp\pi} \left( \frac{d_z}{\| d \|} \right)^2 ,
\]

(2)

where \(d = r_i - r_j\) is the atom-atom distance, \(V_{pp\sigma} = V_{p\sigma}^0 \exp \left[ -\left( \| d \| - d_0 \right) / \delta \right]\) with \(V_{p\sigma}^0\) the intralayer overlap integral between the nearest-neighbor atoms at a distance \(a_0\), and \(V_{pp\pi} = V_{p\pi}^0 \exp \left[ -\left( \| d \| - d_0 \right) / \delta \right]\) with \(V_{p\pi}^0\) the interlayer overlap integral at a distance \(d_0\). The explicit values \(V_{p\sigma}^0 = -2.74\,\text{eV}\) and \(V_{p\pi}^0 = 0.48\,\text{eV}\) for the overlap integrals can be obtained by fitting the low-energy dispersion of bulk graphite. Further, \(\delta = 0.184a\) is the decay length of the overlap integral.

The Hamiltonian in Eq. (1) is quite general and can in principle model BLG at any twist angle, in particular the for BLG most relevant Bernal stacking which is illustrated in Fig. 1. Note that when not mentioned otherwise, we use a nearest-neighbor model with \(D_c = a_0\) to describe the system.

For a constant external magnetic field perpendicular to the sheet plains of BLG, the Peierl’s substitution

\[
t(r_i, r_j) \rightarrow t(r_i, r_j) \exp \left( -i \frac{e}{\hbar} \int_{r_i}^{r_j} A(r) \, dr \right)
\]

(3)
we split the system into a left side \( L \) with a so-called hard wall. This established simplification which will be used as a reference system. On the right is the remaining two terms \( \text{HLSW}^{(L)} \) and \( \text{HLSW}^{(U)} \)like in Fig. 2. The full Hamiltonian of a HLSW system is then given by

\[
\text{H}_{\text{HLSW}} = \text{H}_{\text{BLG}}^{(AB,L)} + \text{H}_{\text{BLG}}^{(BA,R)} + \text{H}_{\text{HLSW}}^{(L)} + \text{H}_{\text{HLSW}}^{(U)},
\]

in which \( \text{H}_{\text{BLG}}^{(AB,L)} \) is the Hamiltonian for the BLG AB stacked bulk to the left and \( \text{H}_{\text{BLG}}^{(BA,R)} \) for the BA stacked BLG bulk to the right as introduced in Eq. (1). The remaining two terms \( \text{H}_{\text{HLSW}}^{(L)} \) and \( \text{H}_{\text{HLSW}}^{(U)} \) describe the hopping elements between the left and right part and therefore represent the hard wall given by

\[
\text{H}_{\text{HLSW}}^{(L)} = -t_{\text{LSW}}^{(L)} \sum_{\langle i,j \rangle} (\hat{a}_{i}^{(L,L)})^{\dagger} \hat{b}_{j}^{(L,R)} + \text{h.c.}.
\]

\[
\text{H}_{\text{HLSW}}^{(U)} = -t_{\text{LSW}}^{(U)} \sum_{\langle i,j \rangle} (\hat{a}_{i}^{(U,L)})^{\dagger} \hat{b}_{j}^{(U,R)} + \text{h.c.}.
\]

Here \( (\hat{a}_{i}^{(n,k)})^{\dagger} \) and \( (\hat{b}_{i}^{(n,k)})^{\dagger} \) are the creation and annihilation operators for the \( A \)-sublattice [\( B \)-sublattice] of the layer \( n \in \{ L, U \} \) and side \( k \in \{ L, R \} \) of the system.

In this work we always set the hopping integrals of the lower layer to be equal to the nearest-neighbor value \( t_{\text{LSW}}^{(L)} = t = 2.8 \) eV. In contrast, the one of the upper layer is a model parameter which we will tune. For \( t_{\text{LSW}}^{(U)} = 0 \), we call the upper layer decoupled while for \( t_{\text{LSW}}^{(U)} = t \) the upper layer is called fully coupled.

A similar model can also be introduced as a simplification of an LSW parallel to the armchair nanoribbon. The armchair hard wall model is, however, not nearly as widely used in the literature and we will not study it in detail.

### 3. Shear and tensile layer switching wall

The hard wall model is adequate if properties are investigated which are related only to the topology of the material such as the formation of conducting channels in an external electric field. However, from an ab initio perspective, this is not clear for the case of an external magnetic field. A more realistic microscopic description of the domain walls is therefore important. The first step to model the LSW in BLG more realistically is to introduce an explicit finite lattice model for realistic LSW geometries. The natural deformation of the underlying lattice, that allows a smooth transition between domains is obtained by tensing or shearing a single layer of graphene. The existence of the layer transition due to such transformations has been experimentally confirmed in [31]. Let us stress that such a modeling of BLG, that is fixed tightly in two dimensions, is not expected to adequately describe a BLG system in which buckling occurs [32].

In order to explicitly define the shear and stretching transformation for BLG let us define first a general transformation. Given a lattice generated by primitive vectors \( (p_{n})_{n=1,...,N} \) and basis vectors \( (b_{m})_{m=1,...,M} \), denoted by

\[
\mathcal{L} := \left\{ (p_{n})_{n=1,...,N}, (b_{m})_{m=1,...,M} \right\},
\]

we define its transformation due to a matrix \( M \) by

\[
M \mathcal{L} := \left\{ (Mp_{n})_{n=1,...,N}, (Mb_{m})_{m=1,...,M} \right\}.
\]

AB stacked BLG can then be described symbolically by the union of two lattices by \( G^{(AB)} := G_{L}^{(AB)} \cup G_{U}^{(AB)} \), where \( G_{L}^{(AB)} \) and \( G_{U}^{(AB)} \) correspond to the lower and upper layer of an AB stacked BLG respectively.

We are now in a position to define a sheared BLG lattice by \( G_{s}^{(AB)}(L_{s}) = G_{L}^{(AB)} \cup S(L_{s})G_{U}^{(AB)} \), where

\[
S(L_{s}) = \begin{pmatrix} 1 & 1/L_{s} \\ 0 & 1 \end{pmatrix}
\]
is a shear transformation of the upper layer and \( L_s \) is the shear strength (or width). Similarly, tensed BLG is described by \( G_t^{(AB)}(L_t) = G_L^{(AB)} \cup T(L_t)G_t^{(AB)} \), where

\[
T(L_t) = \begin{pmatrix} 1 & 0 \\ 0 & 1 + 1/L_t \end{pmatrix}
\]

is a stretching transformation and \( L_t \) is the tensile strength (or width). Given the proper extent of the tensed region \((2aL_t/\sqrt{3})\) and of the sheared region \((aL_s/\sqrt{3})\), such a section of BLG transforms AB stacked BLG to BA stacked BLG. Equivalent lattices \( G_t^{(BA)}(L_t) \) and \( G_s^{(BA)}(L_s) \) can also be defined.

The previously defined lattices are shown in Fig. 3 where the SLSW and TLSW regions were chosen such that they exactly transform from AB stacked BLG bulk (left) to BA stacked BLG (right). It is clear by examining Fig. 3 that shear causes an LSW parallel to the armchair nanoribbon and tension an LSW parallel to the zigzag nanoribbon.

### III. OBSERVABLES AND SYSTEM GEOMETRY

We start by defining the observables of interest. Then we describe the transport system setup and which system parameters are important for the calculation of the relevant observables.

These observables can be calculated using the usual nonequilibrium Green's function formalism. The retarded, advanced, and lesser Green's function are defined as

\[
G_t(r,t,r',t') = -i \theta(t-t') \left\langle \left\{ \Psi(r,t), \Psi^\dagger(r',t') \right\} \rightangle
\]
\[
G_a(r,t,r',t') = i \theta(t'-t) \left\{ \left\langle \Psi(r,t), \Psi^\dagger(r',t') \right\} \right\}
\]
\[
G^<(r,t,r',t') = i \left\langle \Psi^\dagger(r',t') \Psi(r,t) \right\rangle
\]

and have interpretations as particle and hole propagators as well as correlators, respectively. \( \Psi(r,t) \) and \( \Psi^\dagger(r,t) \) are the usual field creation and destruction operators, that represent a particle field localized in space and will be replaced by their discrete counterparts for the lattice model. If the temperature of the system is zero, \( \langle \ldots \rangle \) is evaluated with respect to the ground state and if the temperature is nonzero, it is evaluated with respect to the density matrix of the system. In this work, we will fully focus on the zero-temperature case. Given time homogeneity, the evaluation of the retarded and advanced quantities \( G_t \) and \( G_a \) simplify in the Fourier domain to \( G_{r/a}(E) = \lim_{\eta \to 0} (E \mp i \eta - \mathcal{H}_S)^{-1} \) so that their evaluation corresponds to an inversion of the system Hamiltonian. The effect of the electrodes (leads) is modeled with an appropriate retarded self energy \( \Sigma_{r,\text{lead}} = V_{S,\text{lead}}G_{r,\text{lead}}V_{S,\text{lead}}^\dagger \) obtained from the retarded surface Green's function of a semi-infinite chain \( G_{r,\text{lead}} \) and coupling \( V_{S,\text{lead}} \) of the chain to the system without electrodes (scattering region). For all systems under consideration in this article \( G_a = G_a^L \). The lesser Green's function can be obtained from the appropriate quantum kinetic equations, which are the fluctuation dissipation theorem and the Keldysh equation. These read

\[
\Sigma^<(E) = -i \sum_n f(E,\mu_n) \left( G_a^{(n)}(E) - G_a^{(n)}(E) \right),
\]
\[
G^<(E) = G_r(E)\Sigma^<(E)G_a(E),
\]

where the index \((n)\) enumerates the electrodes at fixed chemical potentials \( \mu_n \) and energy \( E \), and \( f(E,\mu_n) \) corresponds to the Fermi distribution describing the electron filling of the nth lead.

Given an algorithm for the evaluation of these Green's functions, most relevant observables may be evaluated. Two observables of particular interest are the conductance from electrode \( A \) to \( B \)

\[
\sigma_{A \to B}(E) = \frac{2e}{h} \text{tr} \left( \Gamma^{(A)} G_r \Gamma^{(B)} G_a \right)
\]

with the coupling matrices \( \Gamma^{(A/B)} = i \left( \Sigma_r^{(A/B)} - \Sigma_a^{(A/B)} \right) \) for the respective leads and the LDOS at site \( i \)

\[
\rho_i(E) = \frac{1}{2\pi} \text{Im} \left( G_{ii}^<(E) \right)
\]

in the zero temperature, zero bias limit at energy \( E \). All equations presented above become matrix expressions in the case of a discrete lattice model and a calculation for large systems is possible with sophisticated algorithms as outlined in Sect. IV.

1. **Hall bar geometry**

The Hall bar geometry is an appropriate setup to examine systems in the IQHE regime and is particularly useful for the analysis of systems with LSWs. A sketch of the generic geometry of this measurement is shown in Fig. 4. It is a six-terminal device, that can resolve
The lower graphene layer is solid blue and the upper layer is striped green. This is the generic system which will be used to discuss the IQHE in inhomogenous or homogeneous BLG systems. It is a six-terminal structure with a lead connected to the system at each of the labels L (left), R (right), BL (bottom left), BR (bottom right), TL (top left) and TR (top right). The electron propagation in a homogeneous medium is indicated by blue arrows. The electron injection electrodes are also indicated with arrows.

Finally, we have added a random onsite disorder for all calculations corresponding to Gaussian noise with a width of $\Delta = 0.05t \approx 0.14 \text{eV}$ around zero. This disorder is added to model the disorder required in real systems to observe the IQHE and to break unrealistic symmetries of the Hall bar geometry. The results however shall not depend vitally on the presence of such a disorder (calculations not shown).

### IV. IMPLEMENTATION

The transport experiment simulation is essentially a recursive Green’s function method implemented in C++. From the various particular implementation strategies of the bulk [57–59] and lead self-energy calculation [57–59], a block Gaussian elimination solver for tridiagonal matrices [48] was chosen for the bulk recursion and a modified iteration [60] strategy was chosen for the lead self-energy calculation. Two particular additions to the implementation used for the results presented here are not discussed in these respective publications. They are presented including a summary of the algorithms from [48] and [60].

#### A. Calculation of lead self-energies

As mentioned previously, the electrodes (leads) are modeled by a semi-infinite chain. Calculation of the surface Green’s function and thus the self-energy of such a chain can be efficiently performed by a chain decimation algorithm described in [60]. A short summary will be given here. To this end, define a periodically coupled chain with chain vertex (onsite) term $H_{\text{chain}}$ and chain hopping (interaction) term $V_{\text{chain}}$. Then recursive equations for a chain decimation with starting conditions $\epsilon_0 = \epsilon^0 = H_{\text{chain}}$ equal to the chain onsite Hamiltonian and $\alpha_0 = \beta^0 = V_{\text{chain}}$ equal to the chain hopping Hamiltonian read

$$\alpha_i = \alpha_{i-1}(\omega I - \epsilon_{i-1})^{-1}\alpha_{i-1},$$

$$\beta_i = \beta_{i-1}(\omega I - \epsilon_{i-1})^{-1}\beta_{i-1},$$

$$\epsilon_i = \epsilon_{i-1} + \alpha_{i-1}(\omega I - \epsilon_{i-1})^{-1}\beta_{i-1} + \beta_{i-1}(\omega I - \epsilon_{i-1})^{-1}\alpha_{i-1},$$

$$\epsilon_i^* = \epsilon_{i-1}^* + \alpha_{i-1}(\omega I - \epsilon_{i-1})^{-1}\beta_{i-1},$$

with $\omega = E + i\eta$ for the retarded solution which encodes a decimation of $2^n$ chain links after $n$ iterations and the relevant chain surface Green’s function becomes $G(\omega) = (\omega I - \epsilon^*_i)^{-1}$ for a sufficiently large $n$. 

---

**FIG. 4.** Hall bar system with TLSW representing a general LSW. The lower graphene layer is solid blue and the upper layer is striped green. This is the generic system which will be used to discuss the IQHE in inhomogenous or homogeneous BLG systems. It is a six-terminal structure with a lead connected to the system at each of the labels L (left), R (right), BL (bottom left), BR (bottom right), TL (top left) and TR (top right). The electron propagation in a homogeneous medium is indicated by blue arrows. The electron injection electrodes are also indicated with arrows.

2. System parameters

We will use the following definitions and nomenclature for discussing the physical properties of BLG with layer switching domain walls:

- $N_C/N_L$: Number of sites in the conductance/LDOS calculation.
- $D_C$: Cutoff distance for hopping integrals in the upper layer and between layers in the LSW, where the graphene layers are thought of as being at the same distance as two nearest carbon atoms within a layer, $d_0 = a_0$. The couplings within the lower layer are always a nearest neighbor hopping.
- $\phi_{\text{LDOS}}^{-1}$: Magnetic field value for the LDOS calculation. This value represents a physical magnetic field, but the Fermi energies for the transport calculations were chosen to be very large to suppress finite-size effects. For this reason the resulting magnetic fields would be unrealistically large. Thus this is kept as a parameter $\phi_{\text{LDOS}}^{-1}$ and not converted into absolute Tesla units.
- $E_F$: Fermi energy at which the calculations take place. All calculations are performed at zero temperature and zero bias, such that only the definition of the Fermi energy and no other chemical potential is required. In all calculations in the main part of the paper we fixed the Fermi energy as $E_F = 0.35t \approx 0.95 \text{eV}$.

Finally, we have added a random onsite disorder for all calculations corresponding to Gaussian noise with a width of $\Delta = 0.05t \approx 0.14 \text{eV}$ around zero. This disorder is added to model the disorder required in real systems to observe the IQHE and to break unrealistic symmetries of the Hall bar geometry. The results however shall not depend vitally on the presence of such a disorder (calculations not shown).
An optimization to this algorithm which has not been discussed in the literature so far is a reduction in matrix dimension of the Hamiltonian of the semi-infinite chain describing the lead. This reduction in matrix dimension is effective for chains, where the periodic coupling is sufficiently sparse. Such an optimization is effective since matrix inversion of sparse matrices does not produce sparse matrices in general and the expressions thus become dense after a few iteration steps. The size reduction is obtained by integrating the parts of the chain Hamiltonian, that do not participate in the periodic coupling into an effective Hamiltonian of reduced size including the interior parts of the chain.

For this purpose, we define the following quantities: The left section of the chain, which is periodically coupled to the previous chain link and the interior section, which is not coupled to the previous chain link. From these definitions, we obtain $H_L$ and $H_I$, the respective subsystem matrices and $V_{1L}$ and $V_{1L}$, the couplings between them ($V_{1L}$ is the coupling to the next period’s left section). We also define the retarded Green’s function $G_I$ of the interior section. Using the notation from [48], the following starting parameters can be used:

$$
\begin{align*}
\alpha_0 &= \beta_0^L = V_{1L} G_I V_{1L}^\dagger \\
\epsilon_0 &= H_L + V_{1L} G_I V_{1L}^\dagger + V_{1L}^\dagger G_I V_{1L} \\
\epsilon_0^L &= V_{1L} G_I V_{1L}^\dagger.
\end{align*}
$$

This effectively reduces the system size in the self-energy iteration from the dimension of an entire chain link $d_{\text{full}}$ to the dimension of its left section $d_{\text{left}}$ implying a reduction in complexity for all matrix operations performed from $O(d_{\text{full}}^3)$ to $O(d_{\text{left}}^3)$.

**B. Calculation of select Green’s function matrix elements**

Given the definition $A = E - H - \Sigma_{\text{lead}}$ of the transport problem we want to solve for matrix elements of $G = A^{-1}$. The reference [48] defines a modified Gaussian elimination, that uses a partition of $A$ into blocks $a_{nm}$ such that $A$ is block tridiagonal. To this end, a forward and backward elimination (left and right sweep in the more physics-oriented discussions of the recursive Green’s function technique) are performed to obtain the matrices

$$\begin{align*}
d_{ii}^L &= a_{ii} + c_{i-1,i}^L a_{i-1,i} \quad i = 2, 3, \ldots, n \\
c_i^L &= -a_{i+1,i} (d_{i+1,i}^L)^{-1} \quad i = 1, 2, \ldots, n-1 \\
d_{ii}^R &= a_{ii} + c_{i+1,i}^R a_{i+1,i} \quad i = n-1, \ldots, 2, 1 \\
c_i^R &= -a_{i-1,i} (d_{i-1,i}^R)^{-1} \quad i = n, \ldots, 3, 2
\end{align*}$$

with $d_{11}^L = a_{11}^L$ and $d_{nn}^R = a_{nn}^R$, which can be combined to compute select matrix blocks of the retarded Green’s function.

$$\begin{align*}
G_{ii} &= (-a_{ii} + d_{ii}^L + d_{ii}^R) \\
G_{ij} &= G_{ii} c_{i+1,j}^R c_{j-1,i}^L \ldots c_{j,i}^R \quad \text{for } i < j \\
G_{ij} &= G_{ii} c_{i+1,j}^L c_{j-1,i}^R \ldots c_{j,i}^L \quad \text{for } i > j.
\end{align*}$$

Depending on the choice of blocks for a given system, these matrix elements may be used to obtain the desired observable.

To apply a solver for tridiagonal matrices to arbitrary systems, a reduction of fairly arbitrary geometries into blocks shown schematically in FIG. 5 must be defined. This is in principle a difficult task, closely related to the graph partitioning problem. Thus a simple and versatile graph partitioning method was defined. Though non-optimal, the simplicity of the algorithm makes it suitable for the application to any lattice geometry.

- Define a starting set of system sites $S_0$. For a transmission calculation, this contains the source and drain lead. For a density calculation, only the source lead sites are included (source and drain leads are abstractions for multiple electrodes, where electrons are injected and not injected respectively).
- Given $S_i$, define $S_{i+1}$ as the collection of all sites $s$, such that some site in $S_i$ has a nonzero hopping element to $s$ and none in $S_j$ for $j < i$ do. Formally

$$S_{i+1} := \{ s \mid \exists g \in S_i : t(s, g) \neq 0 \land k < i \implies \forall g \in S_k : t(s, g) = 0 \}.$$

- Stop when $S_i = \emptyset$.

These $S_i$ define a natural block structure for any system geometry with reasonably small matrix dimensions producing a block tridiagonal Hamilton matrix. For the...

![FIG. 5. Schematic depiction of a partition of a quite complicated geometry into appropriate subsystems such that the resulting Hamiltonian matrix is block tridiagonal with small blocks. Leads are shown in red and the dotted lines in grey show the lines that define the subsystems.](image-url)
transmission calculations only the matrix elements contained in \( S_0 \) are calculated and for density calculations matrix elements from \( S_0 \) to all \( S_i \) are calculated. This has the formal difference to [48], that for transmission calculations the source and drain electrodes are considered to both be elements of the first matrix block leading to more favourable block structures for particularly complicated geometries.

The methods described here will all be applied to the Hallbar geometry discussed earlier for which each lead self-energy calculation can be performed separately and for which the system blocking should be similar to the one shown in [Fig. 5]. In order to perform parameter studies in a reasonable time frame, systems of the order \( 10^5 \) sites were chosen implying a maximal matrix block size of \( \approx 10^4 \). The self-energy calculation without optimization would involve matrices of the order \( \approx 4 \times 10^9 \), but is reduced to \( \approx 10^9 \) reducing the runtime considerably due to the cubic complexity of all matrix algorithms involved.

V. RESULTS

In this section we present and discuss our magnetoconductance calculations for the introduced BLG systems. First, results for the homogeneous system will be described as an important reference. In a next step the hard wall layer switching system is investigated as a very simple model for an LSW. Then the more realistic sheared Hall bar with an LSW along the armchair nanoribbon and the tensile Hall bar with an LSW along the zigzag nanoribbon are studied. For each system an LDOS calculation will be shown. In addition, since the latter only show the properties at a single magnetic field value, conductance calculations are also shown for more in-depth analysis of system properties with respect to the external magnetic field.

A. Homogeneous bilayer graphene system

As a reference and in order to check the validity of our numerical implementation, we first discuss a homogeneous AB stacked BLG system with a Hall bar geometry. The LDOS and conductance calculations for the homogeneous system are displayed in [Fig. 6]. Both the LDOS and conductance calculation indeed show the expected behaviour for a homogeneous BLG system. The LDOS calculation in [Fig. 6] clearly displays modes for a magnetic field \( \phi = 10.5 \phi_0^{-1} \) located within the second conductance plateau, that are localized at the system edge. The propagation direction due to the magnetic field defined in [Fig. 4] is also in agreement with the expected anti-clockwise cyclotron orbits.

The conductance calculation displayed on the right of [Fig. 6] already has a lot of structure, even for the homogeneous system. Since spin is not accounted for, the plateau structure is \( 2(n+1) \) for \( n = 0, 1, 2, \ldots \) affirming an anomalous integer quantum Hall effect due to the degeneracy of the first Landau level. The weakening of the localization argument at the edges of the Landau levels can also be clearly seen in the nonzero contributions to the conductance e.g. in \( \sigma_{BL \rightarrow TL} \), which would be characterized by nonzero LDOS inside the material bulk implying the contribution of previously gapped bulk states. Another striking aspect of the conductance plateau is their irregular spacing caused by the underlying electronic structure of BLG, that modifies the equidistant
At larger values of $1/\phi$ (smaller magnetic fields), in particular for the sixth plateau, the larger magnetic length scale implied by the external magnetic field already leads to some finite-size effects, causing the occupation of bulk modes which do not appear in a macroscopically large material. This is particularly obvious, when comparing $\sigma_{R \rightarrow TR}$ for which the gauge was chosen to be commensurable with the injection lead periodicity and $\sigma_{BL \rightarrow BR}$ for which the gauge was thus not compatible with the injection lead periodicity, such that localization of bulk modes in the smaller material section in the bottom left fails for higher Landau levels.

**B. Hard wall layer switching system**

Representative results for the HLSW model as illustrated in Fig. 2 with a decoupled upper layer and a fully coupled lower layer are displayed in Fig. 7. The conductance curves of particular interest are $\sigma_{BL \rightarrow BR}$, which corresponds to the conductance across the LSW, and $\sigma_{BL \rightarrow TL}$, which corresponds to the conductance parallel to the LSW. As long as the transport states are localized at the system edge, implying little finite-size effects and a magnetic field value not located at a plateau edge, $\sigma_{R \rightarrow TR}$ is a reference to the integer quantum Hall conductance in a homogeneous BLG sample as discussed in the last subsection. Indeed, as expected, the conductance $\sigma_{R \rightarrow TR}$ far away from the HLSW is the same as the one for the homogeneous system in Fig. 6, exhibiting a typical anomalous IQHE in BLG.

The LDOS calculation in Fig. 7 shows localized edge modes just as in Fig. 6 when far away from the HLSW. There is however also an increase in electron density in the region of the HLSW, indicating transport parallel to the HLSW from the electrode $BL$ towards the electrode $TL$. The quantities $\sigma_{BL \rightarrow TL}$ and $\sigma_{R \rightarrow TR}$ most related to the structure of the LSW have an entirely different structure from the homogeneous BLG system. First of all, $\sigma_{BL \rightarrow BR} + \sigma_{BL \rightarrow TL} = \sigma_{R \rightarrow TR}$ for all values of $\phi^{-1}$ not close to plateau transitions in $\sigma_{R \rightarrow TR}$. This strengthens the intuition, that the TLSW either causes conductance parallel or transverse to it and no scattering to any other electrode occurs when the edge modes are sufficiently localized in the homogeneous system.

For large magnetic fields (small $\phi^{-1}$), the homogeneous system exhibits a conductance of $\sigma_{BL \rightarrow BR} = 2\sigma_o$, whereas the decoupled HLSW system has the value $\sigma_{BL \rightarrow BR} = \sigma_o$. This reflects the fact, that only the lower layer is coupled and the mode localized at the edge of the upper layer thus propagates parallel to the HLSW, which acts as a system edge of the upper sheet. This can also be confirmed by closer examination of an LDOS calculation for large magnetic fields (not shown). With a similar intuition, the magnitude of $\sigma_{BL \rightarrow BR}$ and $\sigma_{BL \rightarrow TL}$ seems to be similar when averaged over an entire plateau. $\sigma_{BL \rightarrow TL}$ is larger at the edges of plateaus and $\sigma_{BL \rightarrow BR}$ at the centers. Physically, an explanation similar to the reasoning for the existence of larger longitudinal conductance at plateau transitions is reasonable corresponding to available delocalized modes to scatter into.

A study of the full parameter dependence on $t_{LSW}^{(U)} \in [0, t]$ is shown in Fig. 8. Only $\sigma_{BL \rightarrow BR}$ and $\sigma_{BL \rightarrow TL}$ are shown, since the behaviour of the other conductance are essentially the same as for the homogeneous system for all parameter values. The limiting cases $t_{LSW}^{(U)} = 0$ and $t_{LSW}^{(U)} = t$ have no special properties. As expected, $\sigma_{BL \rightarrow BR}$ is larger for larger $t_{LSW}^{(U)}$ and $\sigma_{BL \rightarrow TL}$ is smaller. There is no formation of a plateau structure in $\sigma_{BL \rightarrow BR}$ or $\sigma_{BL \rightarrow TL}$ for any value of $t_{LSW}^{(U)}$. 

![Image](image.png)
which would be expected. It is clear that $\sigma$ the two plots show the conductance in color with the HLSW large enough to confirm a quadratic dependence on $L$. This is reasonable, since $\phi$ is reached in the interval conductances $\sigma_{BL-TR}$ are almost monotonous and form approximate plateaus, albeit not for the same $\phi$-range as $\sigma_{R-TR}$. In particular around the center of the plateaus, the conductances $\sigma_{BL-TR}$ and $\sigma_{BL-TL}$ are almost constant.

A parameter study of the shear strength parameter $L_s$ is displayed in Fig. 10. There is a well defined limit of the conductances $\sigma_{BL-TR}$ and $\sigma_{BL-TL}$ for $L_s \to \infty$, which is reached in the interval $\phi^{-1} \in [0, 40]$ for any values $L_s > 100$. The convergence clearly depends on the value of the external magnetic field. This is reasonable, since a larger value of $\phi^{-1}$ implies a larger magnetic length $l_B = \sqrt{\frac{\hbar c}{e B}}$. Thus the limit $L_s \to \infty$ is reached for larger $L_s$ when $\phi^{-1}$ is chosen larger. The resolution of the conductances along the magnetic field axis is however not good enough to confirm a quadratic dependence on $L_s$, which would be expected. It is clear that $\sigma_{BL-TL}$ being almost monotonous for $L_s = 44$ in Fig. 9 is no longer true for the infinitely smooth shear transition $L_s \to \infty$. However, both $\sigma_{BL-TL}$ and $\sigma_{BL-TR}$ exhibit a plateau structure in the limit $L_s \to \infty$. Further, the limit for $\sigma_{BL-TR}$ is a monotonous plateau structure. The non-converged values in the small shear width limit are generically smaller than the values in the opposite limit of large shear widths. This is reasonable, if the SLSW were to be modeled by some potential wall that is thicker for a wider SLSW.

The limiting case $L_s \to \infty$ is investigated in Fig. 11 for the choice $L_s = 150$. The monotonous plateau structure of $\sigma_{BL-TR}$ mentioned in the discussion of Fig. 10 is now readily apparent. It is also confirmed, that $\sigma_{BL-TL}$ exhibits a non-monotonous plateau structure since the plateaus of $\sigma_{BL-TR}$ and $\sigma_{R-TR}$ are not aligned and $\sigma_{BL-TR} + \sigma_{BL-TL} = \sigma_{R-TR}$. The plateau structure of $\sigma_{BL-TR}$ is:

- $\phi^{-1} \in [0, 21] \Rightarrow \sigma_{BL-TR} = 2\sigma_0$.
- $\phi^{-1} \in [21, 32] \Rightarrow \sigma_{BL-TR} = 4\sigma_0$.
- $\phi^{-1} \in [32, 40] \Rightarrow \sigma_{BL-TR} = 6\sigma_0$.

D. Tensile layer switching system

Representative results for a system where the LSW is formed due to tension, see Fig. 3 are shown in Fig. 12. Just as for the SLSW system the choice of $L_t = 60$ is an intermediate value, neither in the $L_t \to 0$ nor the $L_t \to \infty$ limit. The LDOS calculation yields similar results as calculations for the HLSW and SLSW systems, an increased density near edges away from the TLSW and an increased density in the region of the TLSW. The density increase in the region of the TLSW is however much more extended than for the cases of the SLSW and the HLSW. This is due to the fact, that the choice of LSW here is wider than in any of the other systems. Note that a similar distribution of the electron density may be also observed for systems of the SLSW type with wider LSW. Thus, although the LDOS in the transition regime of the LSW is the largest, there are also relevant contributions in its interior.

$\sigma_{R-TR}$ is once again not affected by the presence of an LSW. The conductance functions $\sigma_{BL-TL}$ and $\sigma_{BL-TR}$ in Fig. 12 are not as simple as in Fig. 7 or Fig. 9 due to the TLSW geometry. The conductances, in particular $\sigma_{BL-TR}$, clearly have regions where they are approximately constant. This indicates a tendency for a plateau formation, but there are still relevant fluctuations of the order $\sigma_0$ in regions of almost constant conductance. These areas of plateau formation are also interrupted by plateau transitions in $\sigma_{R-TR}$, but this is to be expected with a similar explanation as for the SLSW and HLSW systems.

Since the plateau formation might be more obvious in the limit $L_t \to \infty$ as for the SLSW system, a parameter study of the TLSW system with respect to $L_t$ is shown in Fig. 13. However, the fluctuations seen in Fig. 12...
The number of sites contained in the system used for the LDOS calculation is $N_C \approx 2.3 \times 10^5$. The cutoff between the two layers in the LSW is long, $D_C = 4a_0$. The shear width parameter is $L_S = 44$. For both calculations the number of sites contained in the system used for the transmission calculation is $N_C \approx 2.3 \times 10^5$.

are persistent for all studied values of $L_t$, including the $L_t \to \infty$ limit. There is a fixed limit $L_t \to \infty$ up to persistent fluctuations. Our conclusion to the persistence of the fluctuations is that the TLSW system simply reacts more strongly to small changes in external parameters than the SLSW or HLSW systems. This is also confirmed by further discussions in Appendices A and B. When examining the whole range of $L_t$ it becomes apparent, that the $L_t \to \infty$ limit exhibits a very similar plateau formation as the $L_s \to \infty$ limit for the SLSW system, but with fluctuations of order $\sigma_0$. This means, there is a monotonous plateau structure in $\sigma_{BL \to BR}$ and a non-monotonous plateau structure in $\sigma_{BL \to TL}$. Similar to the SLSW system, the convergence with respect to system size is faster for smaller $\phi^{-1}$ and the magnitude of $\sigma_{BL \to BR}$ is smaller for smaller $L_t$. The physical interpretations for these phenomena are therefore the same as the SLSW system.

As an example for the $L_t \to \infty$ limit, a TLSW system with $L_t = 150$ is shown in Fig. 14. When examining a single magnetoconductance slice of the $L_t$ parameter study, the plateau formation is not as obvious. In the context of Fig. 13, we can identify the regions of almost constant conductance. Close to the plateau centers of $\sigma_{R \to TR}$, the following implications hold:

- $\phi^{-1} \in [2, 10] \Rightarrow \sigma_{BL \to BR} \in [\sigma_0, 2\sigma_0]$.
- $\phi^{-1} \in [10, 21] \Rightarrow \sigma_{BL \to BR} \in [2\sigma_0, 3\sigma_0]$.
- $\phi^{-1} \in [21, 32] \Rightarrow \sigma_{BL \to BR} \in [4\sigma_0, 5\sigma_0]$.
VI. CONCLUSIONS

We have investigated the effects of different LSWs in BLG in the IQHE regime on the conductance and the LDOS given a Hall bar geometry. The particular types of LSWs investigated were a hard wall LSW parallel to the zigzag nanoribbon, a shear LSW parallel to the armchair nanoribbon, and a tensile LSW parallel to the zigzag nanoribbon. Additionally, the homogeneous BLG system was discussed as a reference and to establish the basic properties of AB stacked BLG in the IQHE regime.

Aside from the investigation of the different BLG systems we have expanded upon the usual methods employed in the calculation of such transport properties. For the calculation of the self energy due to a semi-infinite lead, an optimization for sparse chain couplings with a significant dimensional reduction was introduced. To perform the simulation of transport properties in a Hall bar geometry a general and stable scheme for the partition of a BLG lattice on arbitrary geometries was formulated. Although this solution is not optimal for all geometries, the performance in all applications presented in this paper was satisfactory.

The results for the homogeneous BLG without LSWs were as expected, with all features in the LDOS and conductance accounted for like the sequence of non-equidistant conductance plateaus with the expected sequence of conductance quantum multiples and the approx-
pominate edge localization of the corresponding modes. We found that the hard wall system behaves significantly different from the tensile and shear systems. It is therefore not a particularly good model for any choice of hopping elements. Further, there are no obvious limiting cases for $t_{\text{LSW}}^{(U)} = 0$ or $t_{\text{LSW}}^{(U)} = t$. In contrast, the tensile system shows persistent fluctuations of order $\sigma_0$ in $\sigma_{\text{BL} \rightarrow \text{BR}}$ and $\sigma_{\text{BL} \rightarrow \text{TL}}$ even for large values of $L_t$. Both the tensile and the shear system have indeed a well defined limit $L_s/t \to \infty$ (up to fluctuations in case of the tensile system). Convergence for both limits $L_s$ and $L_t$ depends on the external magnetic field where larger $\phi^{-1}$ imply slower convergence. Most importantly, both limits $L_s \to \infty$ and $L_t \to \infty$ show monotonous plateau structure in $\sigma_{\text{BL} \rightarrow \text{BR}}$ and non-monotonous plateau structure in $\sigma_{\text{BL} \rightarrow \text{TL}}$. The values of these plateaus are always integer multiples of the elementary conductance quantum $\sigma_0$.

One motivation for our study was the perceived ambiguity between fractionalization due to geometry and due to electron-electron interaction effects. For all types of LSWs investigated, conductance plateaus that do not appear for the ordinary IQHE can certainly be achieved simply due to geometrical effects and the effect of multiple LSW geometries on the conductance is still unclear from the results presented here. What can be said is that the effect of LSWs is highly nontrivial and very geometry-dependent. Thus, it certainly requires a fully quantum mechanical description in general.

There are several additional issues, for which further investigations would be desirable. The most obvious one stems from the motivation of the research and is the calculation of conductance functions and densities for systems with multiple LSWs and ultimately to model entire defect networks like in real materials. In particular, a potential fractionalization of the conductance for multiple LSWs in different geometrical configurations would be very interesting. With more computing time larger systems and thus a larger range of magnetic field values could be reliably studied even in a full parameter study. Another aspect, that has not been fully investigated is the different system geometries that are possible. On one hand the proper modeling of buckling would extend the discussion to more experimentally available systems. On the other hand, the hard wall model parallel to the armchair nanoribbon should at least be investigated for completeness. Another LSW geometry, that has not been investigated in our work is an LSW due to a change of interaction cutoff as discussed in the appendix to differentiate between effects due to the choice of a different value in the LSW region and effects of the actual LSW geometry. Since the LSWs due to shear and tension show some similarities to twisted bilayer graphene, for which interactions are indeed important for small twist angles, electron-electron interactions might also be relevant and should thus be modeled for the tensile and shear LSW models. For a microscopic lattice model this is computationally not feasible for reasonably large systems. Thus, a different approach to the system modeling or some simplification to the interaction would have to be employed.
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The conductance functions for all three system sizes are very similar, particularly for the first four plateaus. However, the system has already converged to a satisfactory degree for the smallest system size. The general shape of the conductivities does not change with system size. We will discuss three system sizes for HLSW with decoupled upper sheet, SLSW and TLSW each.

### Appendix A: Finite-size effects

The magnitude of finite-size effects is magnetic field dependent and it is of great importance to check the previous calculations for convergence with respect to system size. We will discuss three system sizes for HLSW with decoupled upper sheet, SLSW and TLSW each.

1. **Hard wall layer switching system**

A finite-size study for HLSW systems with decoupled upper layer is shown in Fig. 15. Comparing Fig. 15a and 15c, it is clear that there are some finite-size effects in the calculations of smaller systems. Particularly for the transmissions \(\sigma_{BL→BR}\) and \(\sigma_{BL→TL}\) in the regime of smaller magnetic field (the last three plateaus), features are still changing with system size. Increases and decreases in the conductivity are sharper for larger system sizes in this region. For smaller plateaus, however, the system has already converged to a satisfactory degree for the smallest system size. The general shape of the conductivities does not also change with system size.

2. **Sheared layer switching system**

A finite-size study for SLSW systems is shown in Fig. 16. The conductance functions for all three system sizes are almost identical, particularly for the first four plateaus.
For larger $1/\phi$ some features show minor change with system size at plateau transitions. The increases and decreases due to plateau transitions become more localized with larger system size.

3. Tensile layer switching system

A finite-size study for TLSW systems is shown in Fig. 17. Due to the strong fluctuations of $\sigma_{BL\rightarrow TL}$ and $\sigma_{BL\rightarrow BR}$ in TLSW systems, discussing finite-size effects is more difficult than for HLSW and SLSW systems. As for the other system types, the conductance across the first four plateaus is similar for all system sizes. But even for large external magnetic fields, there are differences between the third plateau. These changes however are fairly small in magnitude and given the satisfactory convergence of all other system types for these system sizes, using either the system size in Fig. 17b or the one in Fig. 17c should be fine for $\phi^{-1} \in [0, 40]$. The existence of finite-size effects for these systems however cannot be ruled out as confidently as for the other system types and finite-size effects should be kept in mind when discussing TLSW systems.

Generically, systems in the regime of $1 \times 10^5$ to $2 \times 10^5$ sites are sufficient to discuss the first four plateaus of the magnetoconductance and systems of the order $2 \times 10^5$ to $3 \times 10^5$ are required to discuss the full range of magnetic field shown in the main body of the article. Even for larger plateaus, smaller system sizes should be sufficient to determine generic features of the conductivity shapes, but finite-size effects must be considered if such calculations are discussed.
FIG. 17. TLSW Hall bar system finite-size analysis for transmission diagrams, see Fig. 6 for a description of transmission diagrams. The cutoff between the two layers in the LSW is long, $D_C = 4a_0$. The tension length parameter is $L_T = 60$.

FIG. 18. Parameter study of the cutoff distance $D_c$ for different external magnetic fields $\phi^{-1}$ for a SLSW system. On the left is $\sigma_{BL\rightarrow BR}$ and on the right is $\sigma_{BL\rightarrow TL}$. The two plots show the conductance in color with the cutoff distance $D_c$ on the $y$-axis and the magnetic field on the $x$-axis. The number of sites in the system used for the transmission calculations is $N_C \approx 2.3 \times 10^5$. The shear width parameter is $L_S = 44$.

FIG. 19. Parameter study of the cutoff distance $D_c$ for different external magnetic fields $\phi^{-1}$ for a SLSW system. On the left is $\sigma_{BL\rightarrow BR}$ and on the right is $\sigma_{BL\rightarrow TL}$. The two plots show the conductance in color with the cutoff distance $D_c$ on the $y$-axis and the magnetic field on the $x$-axis. The number of sites in the system used for the transmission calculations is $N_C \approx 2.0 \times 10^5$. The tension length parameter is $L_T = 60$.

Appendix B: Numerical cutoff

Another important parameter of the simulation is the cutoff distance $D_c$. For regular BLG and HLSW systems we chose $D_c$, such that only nearest-neighbour hopping terms are nonzero. This should be adequate to discuss the IQHE. For twisted bilayer graphene (TBLG) systems and systems with shear and tension however such a short cutoff might not model the physics properly. Thus convergence with respect to $D_c$ should be checked for SLSW and TLSW systems.

1. Sheared layer switching system

In Fig. 18 a calculation of different cutoff distances for SLSW systems is shown. The magnetoconductance shows a large jump at the value $D_c \approx 1.73$ (position of vertical black line). In the interval $D_c \in [0, 1.73]$, the contribution to $\sigma_{BL\rightarrow BR}$ on the right in Fig. 18 is much larger and the contribution to $\sigma_{BL\rightarrow TL}$ much smaller than to the right of the jump. The dependence on the cutoff distance to the right of the jump is strong and there is no obvious plateau structure for $\sigma_{BL\rightarrow BR}$ in this regime. To the right of the jump, in the interval $D_c \in [1.73, 4.0]$, the magnetoconductance changes less rapidly with $D_c$ and there is a more apparent plateau structure when near the plateau centers of $\sigma_{R\rightarrow TR}$. The magnetoconductance functions show good convergence for values of $D_c > 3.0$. Ultimately the structure of the calculation in Fig. 19 is well converged and a choice of $D_c = 4.0$ is adequate for all presented results.
2. Tensile layer switching system

In Fig. 19 a calculation of different cutoff distances for TLSW systems is shown. Just as for all other calculations, the magnetococonductance for this system type shows much stronger fluctuations than for the SLSW systems. Similarly to the SLSW case, there is a strong jump in the transmission function for a particular value of the cutoff distance. For the TLSW system this value is $D_c \approx 1.78$ (position of vertical black line). The change in transmission however is not as pronounced as in the SLSW case and the plateaus one to four are most affected, whereas the larger plateaus do not exhibit such a jump. There is a strong dependency on $D_c$ in both $\sigma_{BL-RR}$ and $\sigma_{BL-TL}$ below $D_c \approx 2.3$. After that, there is another minor change in conductance at $D_c = 3.0$, where the decrease due to the fourth plateau transition in $\sigma_{R\rightarrow TR}$ becomes larger. For $D_c \leq 3.0$ however, the magnetococonductance is well converged keeping in mind the usual conductance fluctuations. As such the calculation for $D_c = 4.0$ in Fig. 12 and all other presented results in this paper should be appropriately converged with respect to the numerical hopping integral cutoff $D_c$.

The strong changes in the structure of the magnetococonductance calculations at particular values of $D_c$ make sense, since they correspond to the inclusion of particular hopping elements in the BLG lattice. In the case of the $D_c \approx 1.7$ jump hoppings between sites of the same sublattice are added respectively.

Appendix C: Other Fermi energies

As mentioned in the discussion of the parameters for all other calculations, the Fermi energy of all systems under consideration was chosen to be $0.95 \text{ eV} \approx 0.35t$. To identify energy dependencies a small study of the Fermi energy is performed for HLSW with fully coupled upper sheet, SLSW and TLSW systems. A small Fermi energy is difficult to investigate, since it requires smaller magnetic fields and thus larger length scales to suppress finite-size effects. Thus a large parameter study of very low-energy properties with a discrete model is currently not feasible due to computing time constraints.

The Fermi energy study is shown in Fig. 20. The first obvious observation for all three system configurations is the difference in the Landau level filling for different Fermi energies. At lower energies and the same magnetic field, fewer bands will be filled and thus an analysis of the same region of magnetic field values at smaller Fermi energies will show a smaller number of plateaus. This is the essential reason why a large Fermi energy was used to perform calculations. To observe larger fillings for smaller energies, one would require smaller magnetic fields and thus larger systems to avoid finite-size effects.

There are changes to the plateau structure of $\sigma_{R\rightarrow TR}$ at different energies, but that is to be expected, since a different underlying band structure at a particular Fermi energy without magnetic field leads to different plateau transition positions. In particular, the width of the third plateau in $\sigma_{R\rightarrow TR}$ decreases for smaller Fermi energies.

For all three system configurations under consideration the general shapes of $\sigma_{BL-RR}$ and $\sigma_{BL-TL}$ are remarkably similar for different energies supporting the generality of the discussed results. Although the generic shapes of $\sigma_{BL-RR}$ and $\sigma_{BL-TL}$ are energy independent, there are also features, that warrant closer inspection.

For the HLSW systems on the left, the conductivities under consideration are largely the same except for two particular structures. The increase of $\sigma_{BL-RR}$ and decrease of $\sigma_{BL-TL}$ at the transition from fourth to fifth plateau are attenuated for smaller energies. The transition from a smaller peak in $\sigma_{BL-RR}$ to a larger one from $E_F = 0.85 \text{ eV}$ to $E_F = 0.9 \text{ eV}$ and finally to $E_F = 0.95 \text{ eV}$ is apparent. There is also a decrease in $\sigma_{BL-TL}$ at the transition from second to third plateau for $E_F = 0.95 \text{ eV}$, whose width decreases for $E_F = 0.9 \text{ eV}$ and has entirely vanished for $E_F = 0.85 \text{ eV}$.

For the SLSW systems, the plateau structure is preserved in the range of interest. The conductance $\sigma_{BL-RR}$ is shifted to larger $\phi^{-1}$ for smaller Fermi energies. This causes structure in the conductance $\sigma_{BL-TL}$, namely peaks around $\phi^{-1} = 22$ and $\phi^{-1} = 32$, due to the offset between plateau transitions in $\sigma_{R\rightarrow TR}$ and $\sigma_{BL-RR}$. The two conductances for the Fermi energy $E_F = 0.95 \text{ eV}$ merely seem to be well aligned such that $\sigma_{BL-TL}$ has a plateau structure as well. Thus the monotonous plateau structure in $\sigma_{BL-RR}$ is generic for energies in the considered range, but the plateau structure of $\sigma_{BL-TL}$ is not. The width change of the third plateau is also reflected in the width of the peak in $\sigma_{BL-TL}$ near that transition.

Just as for the previous two system types, the general shape of the conductance calculations is similar for all three energies considered aside from the change in filling due to changed electron density at any particular value of $\phi^{-1}$. Like for the HLSW calculations the change in width of the third plateau causes changes in the conductances $\sigma_{BL-TL}$ and $\sigma_{BL-RR}$. Aside from that the general shape of the conductances is energy independent, but the particular fluctuations do change with energy. For example, the exact structures of $\sigma_{BL-TL}$ and $\sigma_{BL-RR}$ around the fifth plateau clearly show a small energy dependence. However, the instability of this system type with respect to parameter changes has already been established and this behaviour is not surprising.

For all three system types, changes of features in the region between $\phi^{-1} = 15$ and $\phi^{-1} = 23$ for $E_F = 0.95 \text{ eV}$ coincide with the decrease in the width of the third plateau for smaller Fermi energies. It seems reasonable, that the magnetococonductivity for LSW systems would reflect the changes in the homogeneous systems.

In conclusion, there are changes in the conductivities with Fermi energy. This behaviour however is not unexpected, since the homogeneous system conductance also changes with energy. These changes however do not fundamentally affect the previous discussions of these systems.
FIG. 20. A study of magnetoconductance for three different Fermi energies. Transmission for HLSW $N \approx 1.6 \times 10^5$ (left), SLSW $N \approx 1.7 \times 10^5$ (middle), TLSW $N \approx 1.8 \times 10^5$ (right) systems. The energies are $E_F = 0.85\, \text{eV}$ (top), $E_F = 0.9\, \text{eV}$ (middle), $E_F = 0.95\, \text{eV}$ (bottom).

and this is a good indicator that the discussed properties like plateau formation are generic, at least in the energy range investigated.