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Abstract - In this paper, a University Courses Timetabling (UCTT) optimization model has been developed in MS Excel environment and solved using Evolver solver based on Genetic Algorithms. The proposed model has two stages, which may be used together or individually in accordance with the philosophy of the university. The proposed model was implemented to schedule the courses in the Mechanical Engineering Department of Umm Al-Qura University, and it provided an optimal schedule.
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1. Introduction

Timetables are organizational structures that can be found in various areas of human activity including sports [1], entertainment [2], transport [3], industry [4], and education [5]. In the context of higher education institutions, a timetable can be thought of as an assignment of events (such as lectures, tutorials, or exams) to a finite number of rooms and timeslots in accordance with a set of constraints; some of which will be mandatory, while others may be optional [6]. According to [7], the problem of constructing such timetables can be divided into two categories: exam timetabling problems and course timetabling problems. It is also suggested that course timetabling problems can be further divided into two sub-categories: “post enrolment-based course timetabling”, where the constraints of the problem are specified by student enrolment data, and “curriculum-based course timetabling”, where constraints are based on curricula specified by the university. T. Müller and H. Rudová [8] have also presented that these sub-categories are closely related, demonstrating how instances of the latter can be transformed into those of the former in many cases.

A Novel Genetic Algorithm Technique for Solving University Course Timetabling Problems [9], Trans Genetic Coloring Approach for Timetabling Problem [10], On improvement of Effectiveness in Automatic University Timetabling Arrangement with Applied Genetic Algorithm [11] are presented.

The CB-CTT problem consists of scheduling lectures of a set of courses into a weekly timetable, where each lecture of a course must be assigned a period and a room in accordance with a given set of constraints are proposed [12]. University Course Timetabling Problem is presented in Fig. 1 [13].

Figure 1. Diagram of University Course Timetabling Problem
Evolver can use any of the following six solving methods, depending on the type of optimization model. Three of the solving methods (Recipe, Order, and Grouping) make use of entirely different algorithms. The other three (Budget, Project, and Schedule) are descendants of these three, adding additional constraints[14].

The Schedule solving method has been used in this research to solve the UCTT problem. Each course is assumed to take the same amount of time.

In the Schedule solving method, there are eight kinds of constraints between courses:
1. (With) two classes must occur in the same time block.
2. (Not with) two classes must not occur in the same time block.
3. (Before) the first class must occur before the second class.
4. (At) the class must occur in the time block in a certain time block.
5. (Not after) the first class must occur at the same time or before the second task.
6. (Not before) the first class must occur at the same time after the second class.
7. (Not at) the class must not occur in a certain time block.
8. (After) the first class must occur after the second class.

2. Problem description

The problems of UCTT may involve two classes of hard and soft constraints. Hard constraints must be satisfied in the problem completely so that the generated solution would be possible without any conflict; no violation is allowed in these constraints. Soft constraints are related to objective function; the objective function is to maximize the number of satisfied soft constraints. Unlike hard constraints, soft constraints are not necessarily required to be satisfied, but as the number of these satisfied constraints increases, the quality of solutions of objective function increases. In the following, a list of hard and soft constraints is presented. These constraints are taken from literature [15-19].

a. Hard constraints
1. No student is required to attend more than one course at the same time.
2. No lecturer is required to attend more than one course at the same time.
3. Number of course occurred at the same time slot do not exceed the available number of teaching rooms.
4. Each course also requires a room capacity.
5. The double booking of rooms is prohibited.
6. Some events cannot be taught in certain timeslots.
7. Precedence constraints – some courses need to be scheduled before or after others.

b. Soft constraints
1. The teacher can have the choice to suggest priority to certain timeslots for her/his courses.
2. A teacher may request a special classroom for a given course.
3. The courses should not be scheduled for evening timeslots, as it is possible.
4. The teaching hours for teachers in a classroom are 2 hours.

3. Model formulation and implementation

The proposed model has been implemented to schedule the courses in the Mechanical Engineering Department of Umm Al-Qura University. The problem involves assigning a set of courses to 30 timeslots (5 days, with 6-timeslots per day) as shown in Table 1, which also includes the priority penalty (PP) of each slot as specified by the faculty policy. The lower the priority penalty, the number is the most prior slot.

The model has been solved using Evolver solver and run on an Intel® Core™ i3-2310M CPU @ 2.10 GHz (3 GB of RAM). The GA parameters include: population size N = 50, number of generations G = 40,000, probability of crossover Pp = 0.5, and probability of mutation Pm = 0.1.

The slots PPs may be chosen according to the requirements of each university. In this research, the slots PPs are assumed as shown in Table 1. Most priorities are given to the morning slots and priorities are reduced for the later slots. Thursday slots have the lowest priorities.
### Table 1. Time slot and priority penalty table

| Day | Period | Slots | Priority Penalty | Day | Period | Slots | Priority Penalty | Day | Period | Slots | Priority Penalty | Day | Period | Slots | Priority Penalty |
|-----|--------|-------|-----------------|-----|--------|-------|-----------------|-----|--------|-------|-----------------|-----|--------|-------|-----------------|
| Sunday | 1 | 1 | 0 | Monday | 1 | 1 | 7 | 0 | Tuesday | 1 | 13 | 0 | Wednesday | 1 | 19 | 0 | Thursday | 1 | 25 | 50 |
|       | 2 | 2 | 1 |               | 2 | 2 | 8 | 1 |               | 2 | 2 | 14 | 1 |               | 2 | 2 | 20 | 1 |               | 2 | 26 | 60 |
|       | 3 | 3 | 2 |               | 3 | 3 | 9 | 2 |               | 3 | 3 | 15 | 2 |               | 3 | 3 | 21 | 2 |               | 3 | 27 | 70 |
|       | 4 | 4 | 3 |               | 4 | 4 | 10 | 3 |               | 4 | 4 | 16 | 3 |               | 4 | 4 | 22 | 3 |               | 4 | 28 | 80 |
|       | 5 | 5 | 4 |               | 5 | 5 | 11 | 4 |               | 5 | 5 | 17 | 4 |               | 5 | 5 | 23 | 4 |               | 5 | 29 | 90 |
|       | 6 | 6 | 5 |               | 6 | 6 | 12 | 5 |               | 6 | 6 | 18 | 5 |               | 6 | 6 | 24 | 5 |               | 6 | 30 | 10 |

The list of the courses and the number of students registered in each course as tabulated in Table 2 are some of the model inputs.

### Table 2. Courses ID and no. of students

| ID | Course code | # St. | ID | Course code | # St. | ID | Course code | # St. |
|----|-------------|------|----|-------------|------|----|-------------|------|
| 1  | 804151-G1   | 20   | 2  | 804151-G2   | 29   | 3  | 804344-G1   | 42   | 4  | 804344-G2   | 26   | 5  | 804344-G3   | 31   | 6  | 804344-G4   | 28   |
| 7  | 804306-G1   | 46   | 8  | 804301-G1   | 45   | 9  | 804301-G2   | 37   | 10 | 804301-G3  | 27   | 11 | 804461-G1   | 21   | 12 | 804461-G2   | 34   |
| 14 | 804466-G1   | 33   | 15 | 804306-G2   | 46   | 16 | 804306-G3   | 41   | 17 | 804306-G4   | 24   | 18 | 804306-G5   | 34   | 19 | 804308-G1   | 34   |
| 20 | 804308-G2   | 25   | 21 | 804333-G1   | 37   | 22 | 804333-G2   | 27   | 23 | 804469-G1   | 36   | 24 | 804319-G1   | 37   | 25 | 804319-G2   | 42   |
| 26 | 804469-G1   | 48   | 27 | 804302-G1   | 32   | 28 | 804302-G2   | 33   |
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The students’ list of each course is the second input of the model. Table 3 is a sample of students’ lists of some courses.

| Engineering Graphics | Engineering Economics |
|----------------------|-----------------------|
| Group (1)            | Group (2)            |
| 4300000              | 4300020              |
| 4300001              | 4300021              |
| 4300002              | 4300022              |
| 4300003              | 4300023              |
| 4300004              | 4300024              |
| 4300005              | 4300025              |
| 4300006              | 4300026              |
| 4300007              | 4300027              |
| 4300008              | 4300028              |
| 4300009              | 4300029              |
| 4300010              | 4300030              |
| 4300011              | 4300031              |
| 4300012              | 4300032              |
| 4300013              | 4300033              |
| 4300014              | 4300034              |
| 4300015              | 4300035              |

The optimization process is completed in two stages. The first stage is formulated to optimize the time slot for each course, while the second stage is formulated to optimize the location of each course. So, the first stage is called the time stage, and the second stage is called the location stage.

a. Time stage

Time stage consists of three steps as follows:
1. Student overlap
2. Lecturer overlap
3. Model Not-With (NW) constraints

1. Student overlap matrix

To ensure that no student has more than one lecture at the same time, the model is designed to compare the courses group’s lists automatically to determine the student overlap matrix. Table 4 shows a part of 81*81 student overlap matrix.

| ID | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|----|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|
| 1  |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |
| 2  |   |   |   |   |   |   |   |   | NW | NW |    |    |    |    |    |    |    |    |
| 3  |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |   NW|
| 4  |   |   |   |   |   |   |   |   |    | NW |    |    |    |    |    |    |    |    |
|    |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |
| 6  |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |
| 7  |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |
| 8  |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |
2. Lecturer overlap matrix

To ensure that no lecturer has more than one lecture at the same time, after entering lecturers responsible for teaching each group as shown in Table 5, the model will analyze it automatically to determine the lecturer overlap matrix. Table 6 shows a part of 81*81 lecturer overlap matrix.

| Courses (ID) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|--------------|---|---|---|---|---|---|---|---|---|----|----|----|
| Lecturer Code | L01 | L01 | L01 | L01 | L01 | L01 | L02 | L02 | L03 | L02 | L02 | L02 |
| Courses (ID) | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| Lecturer Code | L03 | L03 | L04 | L04 | L04 | L04 | L05 | L06 | L05 | L05 | L27 | L26 |
| Courses (ID) | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 |
| Lecturer Code | L26 | L25 | L25 | L25 | L25 | L10 | L24 | L24 | L16 | L16 | L16 | L23 |
| Courses (ID) | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 |
| Lecturer Code | L23 | L22 | L22 | L22 | L22 | L21 | L21 | L21 | L20 | L20 | L19 | |
| Courses (ID) | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 |
| Lecturer Code | L19 | L18 | L17 | L17 | L14 | L14 | L16 | L16 | L16 | L16 | L15 | L15 |
| Courses (ID) | 61 | 62 | 63 | 64 | 65 | 66 | 67 | 68 | 69 | 70 | 71 | 72 |
| Lecturer Code | L14 | L14 | L13 | L13 | L12 | L12 | L12 | L11 | L10 | L09 | L09 | L08 |
| Courses (ID) | 73 | 74 | 75 | 76 | 77 | 78 | 79 | 80 | 81 | | | |
| Lecturer Code | L07 | L07 | L07 | L07 | L07 | L06 | L06 | L07 | L07 | | | |

Table 6. Lecturer overlap matrix (sample)
3. Model “not-with” constraints determination

The Not-With constraints shown in Table 7 are resulted automatically in the model for the courses that have a student or lecturer overlap.

Table 7. Model NW Constraints

| ID 1 | Rel. | ID 2 | ID 1 | Rel. | ID 2 | ID 1 | Rel. | ID 2 | ID 1 | Rel. | ID 2 |
|------|------|------|------|------|------|------|------|------|------|------|------|
| 1    | NW   | 2    | 6    | NW   | 53   | 21   | NW   | 34   | 29   | NW   | 72   |
| 1    | NW   | 25   | 8    | NW   | 61   | 21   | NW   | 74   | 30   | NW   | 32   |
| 1    | NW   | 26   | 10   | NW   | 11   | 23   | NW   | 58   | 30   | NW   | 39   |
| 1    | NW   | 29   | 10   | NW   | 51   | 24   | NW   | 81   | 30   | NW   | 44   |
| 1    | NW   | 32   | 10   | NW   | 54   | 25   | NW   | 28   | 30   | NW   | 50   |
| 1    | NW   | 33   | 10   | NW   | 79   | 25   | NW   | 30   | 30   | NW   | 52   |
| 1    | NW   | 34   | 11   | NW   | 79   | 25   | NW   | 39   | 30   | NW   | 77   |
| 1    | NW   | 35   | 12   | NW   | 24   | 25   | NW   | 50   | 30   | NW   | 78   |
| 2    | NW   | 10   | 13   | NW   | 55   | 25   | NW   | 52   | 31   | NW   | 39   |
| 2    | NW   | 11   | 14   | NW   | 65   | 25   | NW   | 77   | 31   | NW   | 70   |
| 2    | NW   | 79   | 15   | NW   | 34   | 26   | NW   | 43   | 32   | NW   | 35   |
| 3    | NW   | 19   | 15   | NW   | 37   | 27   | NW   | 38   | 32   | NW   | 63   |
| 3    | NW   | 45   | 16   | NW   | 68   | 27   | NW   | 46   | 32   | NW   | 80   |
| 3    | NW   | 48   | 16   | NW   | 69   | 27   | NW   | 78   | 33   | NW   | 36   |
| 3    | NW   | 57   | 19   | NW   | 43   | 28   | NW   | 30   | 33   | NW   | 72   |
| 3    | NW   | 64   | 19   | NW   | 45   | 28   | NW   | 39   | 34   | NW   | 37   |
| 4    | NW   | 8    | 19   | NW   | 48   | 28   | NW   | 50   | 36   | NW   | 49   |
| 4    | NW   | 42   | 19   | NW   | 57   | 28   | NW   | 52   | 37   | NW   | 66   |
| 4    | NW   | 55   | 20   | NW   | 31   | 28   | NW   | 77   | 38   | NW   | 72   |
| 4    | NW   | 62   | 20   | NW   | 39   | 29   | NW   | 31   | 38   | NW   | 78   |

The output of the first stage is the optimal slot number for each course, which satisfies two objectives of minimizing both the penalty of priority and the excess number of classes as shown in Table 8. Limiting the number of classes at each slot by an available number of rooms, which is equal to four in this case, by reducing the excess classes’ number which is calculated by subtracting the number of the available rooms from the number of scheduled classes. Table 9 shows the resulted optimal solution, in which there are no required excess rooms in any time slot.

Table 8. Slot number and PP for the first six course (First Objective)

| ID | 1          | 2          | 3          | 4          | 5          | 6          |
|----|------------|------------|------------|------------|------------|------------|
|    | 804151-G1  | 804151-G2  | 804344-G1  | 804344-G2  | 804344-G3  | 804344-G4  |
| Slot No. | 11 | 2   | 7   | 14 | 23 | 9   |
| PP  | 4   | 1   | 0   | 1  | 4  | 2   |
### Table 9. The excess number of classes (Second Objective)

| Slots | Sched. classes | Excess classes | Slots | Sched. classes | Excess classes | Slots | Sched. classes | Excess classes |
|--------|----------------|----------------|--------|----------------|----------------|--------|----------------|----------------|
| 1      | 4              | 0              | 11     | 2              | 0              | 21     | 4              | 0              |
| 2      | 4              | 0              | 12     | 3              | 0              | 22     | 4              | 0              |
| 3      | 4              | 0              | 13     | 4              | 0              | 23     | 4              | 0              |
| 4      | 4              | 0              | 14     | 4              | 0              | 24     | 1              | 0              |
| 5      | 2              | 0              | 15     | 4              | 0              | 25     | 0              | 0              |
| 6      | 3              | 0              | 16     | 2              | 0              | 26     | 0              | 0              |
| 7      | 4              | 0              | 17     | 2              | 0              | 27     | 0              | 0              |
| 8      | 4              | 0              | 18     | 2              | 0              | 28     | 0              | 0              |
| 9      | 4              | 0              | 19     | 4              | 0              | 29     | 0              | 0              |
| 10     | 4              | 0              | 20     | 4              | 0              | 30     | 0              | 0              |
|        |                |                |        |                |                |        |                |                |
| Sum    | 81             | 0              |        |                |                |        |                |                |

b. Location stage

The location stage consists of two steps as follows:

1. Room NW matrix
2. Course location and schedule.

1. Room NW matrix

The objective of this stage is to reduce the number of excess students in the teaching rooms. It must ensure that there is no more than one lecture in the same room at the same time. Table 10 shows the NW relationships between courses at the same slot.

### Table 10. Room NW matrix (sample)

| ID/ID | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   | 14   | 15   |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 2     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 3     |      |      |      |      |      |      |      |      |      |      |      |      |      |      | NW   |
| 4     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 5     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 6     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 7     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 8     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |

2. Course location and schedule.

The resulted room number assigned for each course table is shown in Table 11.

### Table 11. Course location (sample)

| ID | Course code   | 1  | 2  | 3  | 4  | 5  | 6  |
|----|---------------|----|----|----|----|----|----|
|    | Course code   | 804151-G1 | 804151-G2 | 804344-G1 | 804344-G2 | 804344-G3 | 804344-G4 |
| #St |                | 20  | 22  | 42  | 26  | 31  | 28  |
| Slot No. |            | 11  | 2   | 7   | 14  | 23  | 9   |
| Room No. |              | 4   | 4   | 4   | 4   | 3   | 3   |
| Room Capacity |        | 70  | 70  | 70  | 70  | 35  | 35  |
| Excess students |    | 0   | 0   | 0   | 0   | 0   | 0   |
The final schedule of the program is shown in table 12, wherein it is noticed that there are no lectures on Thursday because of its higher PP.

| Day      | Room 1 | Room 2 | Room 3 | Room 4 |
|----------|--------|--------|--------|--------|
| Sunday   | Room 1 | 804466-G1 | 804465-G1 | 804465-G2 | 804465-G3 |
|          | Room 2 | 804466-G2 | 804465-G3 | 804465-G4 | 804465-G5 |
| Monday   | Room 1 | 804466-G1 | 804465-G1 | 804465-G2 | 804465-G3 |
|          | Room 2 | 804466-G2 | 804465-G3 | 804465-G4 | 804465-G5 |
| Tuesday  | Room 1 | 804466-G1 | 804465-G1 | 804465-G2 | 804465-G3 |
|          | Room 2 | 804466-G2 | 804465-G3 | 804465-G4 | 804465-G5 |
| Wednesday| Room 1 | 804466-G1 | 804465-G1 | 804465-G2 | 804465-G3 |
|          | Room 2 | 804466-G2 | 804465-G3 | 804465-G4 | 804465-G5 |
| Thursday | Room 1 | 804466-G1 | 804465-G1 | 804465-G2 | 804465-G3 |
|          | Room 2 | 804466-G2 | 804465-G3 | 804465-G4 | 804465-G5 |

The quality of the solution may be improved by repeating the optimization process without restoring the adjustable cells. The relation between achieved objective, processing time (PT) and the number of iterations for different number of trials for each run is represented in Table 13. Fig. 2 shows that increasing the number of trial for each run increases the quality of the solution by getting better values of the objective and decreases the number of iterations required to get the best solution. The solution does not change after six or seven iterations at most.

| No. of Trials | 10000 | 20000 | 30000 | 40000 | 50000 |
|---------------|-------|-------|-------|-------|-------|
| Obj. PT (Sec.) | 398   | 214   | 530   | 468   | 300   | 453   | 331   | 708   | 326   | 799   |
| 2             | 314   | 274   | 250   | 460   | 193   | 470   | 190   | 667   | 192   | 856   |
| 3             | 250   | 402   | 197   | 460   | 185   | 469   | 180   | 670   | 180   | 850   |
| 4             | 245   | 298   | 192   | 446   | 185   | 509   | 180   | 679   | 180   | 780   |
| 5             | 235   | 219   | 189   | 458   | 181   | 599   | 179   | 633   | 180   | 810   |
| 6             | 235   | 260   | 189   | 465   | 181   | 514   | 175   | 658   | 180   | 800   |
| 7             | 235   | 230   | 189   | 460   | 181   | 537   | 175   | 661   | 180   | 841   |
4. Conclusion

The University Courses Timetabling (UCTT) optimization proposed model has been built in MS Excel environment and solved using Evolver solver based on Genetic Algorithms. The model has been implemented in Umm Al-Qura University.

The proposed model has two stages, which may be used together or individually in accordance with the philosophy of the university. Some universities are assigning the time slot for all courses and ask their students to register and the registration system prevents occurring of any conflict of time for both lecturers and students. In this case, there is no need of the first stage.

The quality of the solution may be improved by repeating the optimization process without restoring the adjustable cells.

The proposed model has been implemented to schedule the courses in the Mechanical Engineering Department of Umm Al-Qura University, and it provided an optimal schedule.
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