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Abstract

Existing question answering systems mainly focus on dealing with text data. However, much of the data produced daily is stored in the form of tables that can be found in documents and relational databases, or on the web. To solve the task of question answering over tables, there exist many datasets for table question answering written in English, but few Korean datasets. In this paper, we demonstrate how we construct Korean-specific datasets for table question answering: Korean tabular dataset is a collection of 1.4M tables with corresponding descriptions for unsupervised pre-training language models. Korean table question answering corpus consists of 70k pairs of questions and answers created by crowd-sourced workers. Subsequently, we then build a pre-trained language model based on Transformer and fine-tune the model for table question answering with these datasets. We then report the evaluation results of our model. We make our datasets publicly available via our GitHub repository and hope that those datasets will help further studies for question answering over tables, and for the transformation of table formats.
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1. Introduction

The task of question answering is to correctly answer to given questions, which requires a high level of language understanding and machine reading comprehension abilities. As pre-trained language models on Transformer (Vaswani et al., 2017) have brought significant improvements in performance in many natural language processing tasks, there have been many studies in machine reading comprehension (MRC) and question answering (QA) tasks (Devlin et al., 2018; Lan et al., 2019; Yang et al., 2019; Yamada et al., 2020; Liu et al., 2019; Clark et al., 2020). There are Stanford Question Answering Dataset (SQuAD) benchmarks (Rajpurkar et al., 2016; Rajpurkar et al., 2018), well-known machine reading comprehension benchmarks in the NLP area, that involve reasoning correct answer spans in the evidence document to a given question. Since SQuAD datasets are composed of pairs of natural language questions and answers, and the corresponding documents are unstructured textual data, the task is mainly to focus on predicting answers from plain texts.

Much of the world’s information produced daily is stored in structured formats such as tables in databases and documents, or tables on the web. Question answering over these structured tables has been generally considered a semantic parsing task in which a natural language question is translated to a logical form that can be executed to generate the correct answer (Pasupat and Liang, 2015; Zhong et al., 2017; Dasigi et al., 2019; Wang et al., 2019; Rubin and Berant, 2020). There have been many efforts to build semantic parsers with supervised training datasets such as WikiSQL (Zhong et al., 2017) consisted of pairs of questions and structured query language (SQL) and Spider dataset (Yu et al., 2018) that aims for a task of converting text to SQL. However, it is expensive to create such data, and there are challenges in generating logical forms. In recent years, a few studies attempt the task of question answering over tables without generating logical forms (Herzig et al., 2020; Yin et al., 2020; Chen et al., 2020; Zayats et al., 2021; Zayats et al., 2021). They introduce approaches of pre-trained language models based on BERT (Devlin et al., 2018) to learn representations of natural language sentences and structured tables jointly by extending embeddings, and these models achieve strong performance on the semantic parsing datasets.

In this paper, for the Korean-specific table question answering task, we present KO-TaBERT, a new approach to train BERT-based models that learn jointly textual and structured tabular data by converting table structures. To address this, we first create two datasets written in the Korean language: the tabular dataset contains conversion formats of around 1.4M tables extracted from Korean Wikipedia documents for pre-training language models, and the table question answering dataset for fine-tuning the models. The table question answering dataset consists of 70k pairs of questions and answers, and the questions are generated by crowd-sourced workers considering question difficulty. Additionally, we introduce how structured tables are converted into sentence formats. The conversion formats play a crucial role for models to learn table structural information effectively without changing embeddings. Second, we follow BERT architecture (Devlin et al., 2018) to pre-train a language model with the converted strings from millions of tables, and fine-tune models on the table question answering dataset. All resources we create in this study are released via our GitHub reposi-
We evaluate our model on the downstream task of table question answering. For performance evaluation, we create the test dataset that includes around 10k question-answer pairs related to tables in Korean Question Answering Dataset (KorQuAD 2.0\textsuperscript{2} and 20% splits of the crowdsourced dataset. KO-TaBERT achieves EM 82.8% and F1 86.5% overall. Comparisons of the model performance according to question difficulty and different table conversion formats are also reported in this study.

We summarize our main contributions as follows:

- We construct two Korean-specific datasets: Korean Wikipedia Tabular dataset (KorWikiTabular) consisting of 1.4M tables that are converted into sentence strings containing tabular structural information, and Korean Wikipedia Table Questions dataset (KorWikiTQ) including 70k pairs of questions and answers generated according to question difficulty by paid crowdsourced workers.
- We introduce approaches to converting tabular data into sentence strings, which allows models to represent table structural properties and information.
- We present KO-TaBERT, a pre-trained language model that learns syntactic and lexical information and as well structural information from tables.
- We build table question answering models based on the pre-trained language model using our datasets. Our model is evaluated on the table-related subset of the KorQuAD 2.0 corpus, and they can be treated as baselines for future research.

2. Related Works

There have been many studies to reason the correct answer to a given question over tables. A semantic parsing task is applied for question answering over tables, which translates natural language questions to logical forms such as SQL. Several works\textsuperscript{1} (Hwang et al., 2019; Lyu et al., 2020; Lin et al., 2020; Cao et al., 2021) introduce approaches that leverage BERT (Devlin et al., 2018), a pre-trained language model (PLM), in the text-to-SQL task, since PLMs with a deep contextualized word representation have led noticeable improvements in many NLP challenges. Word contextualization has contributed to improving accuracy for the generation of logical forms, but there still remains difficulties to generate logical forms obeying decoding constraints. There is also a limitation that the text-to-SQL approaches require table data to be stored in a database. Many recent studies have shown that supervised question answering models successfully reason over tables without generating SQL. TAPAS (Herzig et al., 2020) is a new approach to pre-training a language model that extends BERT by inserting additional embeddings to better understand tabular structure. Similarly, TURL (Deng et al., 2020) implements structure-aware Transformer encoder to learn deep contextualised representations for relational table understanding. Masked Entity Recovery as a novel pre-training objective is proposed to capture complex semantics knowledge about entities in relational tables. TABERT (Yin et al., 2020) and TABFACT (Chen et al., 2019) also use BERT architecture to jointly understand contextualised representations for textual and tabular data. Unlike other approaches, TABERT encodes a subset of table content that is most relevant to a question in order to deal with large tables. In this study, we propose a BERT-based approach to learn deep contextualised representations of table structural information via conversion of table formats for the task of table question answering.

3. Korean Table Question Answering Dataset

In this study, we pre-train a language model with structured data extracted from Korean Wikipedia for the task of question answering over table, since pre-training models have shown significant improvements in many natural language understanding tasks. For pre-training input data, we generate KorWikiTabular containing pairs of structured tabular data and related texts to the tables. We also create KorWikiTQ, a corpus of question-answer pairs with tables in which the answers are contained for the table question answering task.

3.1. Tabular Dataset for Pre-training

We collect about 1.4M tables ($T$) from the Korean Wikipedia dump in order to pre-train a Transformer-based language model for tabular contextualised embeddings. Since we hypothesis that descriptions ($D$) in the article of wikipedia that contains a table benefit building improved representations of the table for question answering, pairs of tables and their description texts are extracted from Wikipedia. As pre-training inputs for tabular contextualization, we extract Infobox which is formatted as a table on the top right-hand corner of Wikipedia documents to summarise the information of an article on Wikipedia, and WikiTable as shown in Figure 1. As description texts for a table, an article title, the first paragraph in the article, table captions if exist, heading and sub-heading titles for the article are considered as the pre-training dataset. That is, $D = \{d_1, d_2, \ldots, d_n\}$.

For pre-training a language model, we generate input sequences by converting the extracted infoboxes and wikitables into sentence string texts. Figure 2 explains how a table format is converted into sentence strings when the table is a relational table that contains columns ($T_C$) or fields describing rows ($T_r$) of

\textsuperscript{1}https://github.com/LG-NLP/KorWikiTableQuestions
\textsuperscript{2}https://korquad.github.io/
data. Each table is formed in two-dimensional tabular data consisting of columns and rows, denoted as $T = \{t(c1,r1), t(c2,r1), \ldots, t(cn,rm)\}$ when $n$ and $m$ are sizes of column and row respectively. Table column headers are identified with rows and cells, and then the columns are concatenated with corresponding cells with predefined special characters, which allows the model to learn structural relations between cells of columns and table headers.

For **Infobox**, the table headers mainly located in the first column are also recognised using the $\texttt{<th>}$ tags, then they are converted into the string sequences associated with relevant cells like wikitables.

**3.2. Crowdsourcing for Table Question Answering Corpus**

Unfortunately, there do not exist datasets written in Korean aiming for the table question-answering task publicly available. Even though KorQuAD 2.0 (Lim et al., 2019) contains some questions that their answers are related to tables, they are insufficient to train models for the task.

For conducting the downstream task of question answering over tables, we create a large dataset consisting of 70k pairs of questions and answers by hiring paid, crowdsourced workers. We select about 20k tables that contain rows greater than 5 and less than 15 for this crowdsourcing task. Larger tables including columns greater than 10 are ignored, since the length of the converted sentence strings from a table may exceed the maximum sequence length of 512 tokens. This is because column headers are repeatedly inserted into the strings as the number of table headers increases.

We define the five-question variations by extending to the previous work (Park et al., 2020), considering question difficulties that our model can predict answers as follows:

- **Level1**: Question [column−others] where [column−base] has [value]
- **Level2**: Question [column−others] where [column−base] has [condition]
- **Level3**: Question [column−base] where [column−others] has [value]
- **Level4**: Variation of the questions in other levels
- **Level5**: Question min or max in [column−base] where [column−others] has [value of numbers, dates, ranks, etc.]

Figure 3 describes question types generated regarding the question difficulties. Our crowd-sourced workers generate the five types of natural language questions for a given table. As shown in Figure 3, an example question of Level1 is KR: UEFA 유로 2004 A조에서 포르투갈팀의 승점은 몇 점인가? (EN: how many points did Portugal obtain in UEFA Euro 2004 Group A?): querying values of other columns such as Points (Pts) when the value of the base column Team is Portugal. In this case, we intend an answer value to be located on the right of the base column. For Level3, on the contrary, an answer is located in the left column from the base column as shown in the example,
Figure 3: Examples of a natural language question set related to a table for football match-results in UEFA Euro 2004 according to question levels

KR: UEFA 유로 2004 A조에서 승점이 6점인 팀은 어디인가? (EN: which team obtained 6 points in UEFA Euro 2004 Group A?). We include these various types of questions for improvement of model performance since our model tends to produce a lower performance on the type of Level3 question than Level1. A variety of sentence expressions such as honorific, informal, colloquial, and written formats are used in the Korean language. To enhance the robustness of our model to various types of natural language questions, we incorporate sentence variations of the questions in the other levels by changing adverbs or prepositions, replacing them with synonyms, inverting word orders, or converting sentences into honorific expressions, formal and informal languages. Numeric data such as numbers, ranks, money, or dates are stored in tables. For these tables, we generate questions related to operations (minimum, maximum, count, or average) for columns, for example, KR: 승점이 가장 낮은팀은 어디? (EN: Which team has the lowest points in UEFA Euro 2004 Group A?).

The Korean table question-answering dataset consists of table contexts (C) in the form of two-dimensional lists, natural language questions (Q), and answers (A), along with URLs (U) and titles (T) of Wikipedia documents where tables are contained. This dataset is provided in the JSON format.

4. Modeling of Table Question Answering

In this study, we pre-train a language model with the converted tabular dataset described in Section 3.1 for a better understanding of structural information and as well syntactic and lexical information considering the downstream task of table question-answering. We also fine-tune the model using the table question answering corpus. We evaluate our model, and the fine-tuning results in the task of question-answering over tables are described in detail.

4.1. Pre-training Language Model

We use the Transformer (Vaswani et al., 2017) approach for pre-training a language model. In specific, we follow the original architecture of BERT (Devlin et al., 2018) which is a transformer-based pre-trained language model, which learns context in text using masked language modeling (MLM) and the next sentence prediction (NSP) objectives for self-supervised pre-training. BERT Base model is adopted in our experiments, and we use the same percentage of 15% for masking table cells or text segments for the MLM training, but the NSP objective is not used. We build a new vocabulary of 119,547 Korean word-pieces. We generate input sequences with the special tokens [CLS] and [SEP], and description texts including relevant sentences such as the article title and heading titles are inserted between them. Tabular data converted to string sequences is followed by the [SEP] token. During a pre-training procedure, our model learns contextual representations jointly from unstructured natural language sentences and structured tabular data. Details of hyperparameters that we used for pre-training KOTaBERT are summarised in Appendix A.

4.2. Fine-tuning Model

For fine-tuning of the table question-answering task, we prepare datasets from different sources: the table question-answering dataset created by crowd-sourced workers described in Section 3.2 and about 2k pairs of questions and answers related to tables selected from KorQuAD 2.0 corpus. We split the selected KorQuAD 2.0 corpus and the crowdsourced dataset with a 20% ratio respectively as the test dataset for evaluation. The
rest of the data is used for fine-tuning training. We train a question-answering model on the dataset. Similar to SQuAD which is a major extractive question-answering benchmark (Rajpurkar et al., 2016; Rajpurkar et al., 2018), the fine-tuning model aims to predict the correct span of an answer defined as a start and end boundaries for a given question. We describe the experimental details for the downstream task in Appendix B.

### 4.3. Evaluation and Results

We evaluate our model on the test dataset consisting of the subsets from the KorQuAD 2.0 and the crowdsourced table question-answering datasets, which are not used during the training of the model. As for evaluation metrics, Exact Match (EM) scores if each character of a predicted answer is exactly the same as the ground truth and F1-score (F1) that calculates token overlaps between a predicted answer and the ground-truth as F1 are used in our experiments.

| Dataset source | EM   | F1   |
|----------------|------|------|
| KorQuAD 2.0    | 64.5 | 74.5 |
| Crowd-sourced  | 83.9 | 87.2 |
| Overall        | 82.8 | 86.5 |

Table 1: Performance with EM and F1 scores according to the data sources of the test dataset for the task of table question answering.

The performance of the table question-answering model is summarised in Table 1. Our model achieves EM 82.8% and F1 86.5% overall. We compare the performance of different data sources in the test dataset. We observe that our model performs better in the crowdsourced dataset than in the KorQuAD 2.0 corpus. With detailed error analysis, we find that there are a few parsing errors and table format conversion errors.

| Question difficulty | EM   | F1   |
|---------------------|------|------|
| Level1              | 89.6 | 93.1 |
| Level2              | 89.1 | 92.3 |
| Level3              | 86.1 | 89.4 |
| Level4              | 81.7 | 85.5 |
| Level5              | 67.8 | 70.6 |
| Overall             | 83.9 | 87.2 |

Table 2: Comparison of model performance according to each level of questions in the crowdsourced dataset.

The test dataset consists of questions with their difficulties generated by crowdsourced workers as described in Section 3.2. The performance according to the levels of questions is described in Table 2. The results show that the performance decreases as the difficulty of questions increases. In particular, the table question-answering model performs poorly on the Level5 questions that require comprehensive machine understanding capabilities such as ordering and counting table cell values, and operations such as minimum, maximum or average in a table column.

![Figure 4: Example of the new conversion approach for complicated structured tables that consisting of merged and multi column headers into sentence strings.](image)

We conduct additional experiments with the new approach of table format conversion by mapping the cell values in the first column (called row header) into the first column header. As illustrated in Figure 4, column 1 accompanied by the value of cell 1 is added to table cell values in the same row. This aims to apply important information in a table to the converted sentence strings by considering table structural characteristics. We also take account of tables informed of complicated structures. For converting those tables into sentence strings, we classify tables into single, multi, and merged column headings using `<th>` tags. Then, column headers are concatenated if table columns have multi headers as shown in the example of Figure 4. In this conversion approach, the length of converted sentence strings increases since the headers are repeatedly inserted. Thus, we limit the word length of a converted sentence string from 250 to 300 tokens for pre-training input.

| Dataset source | Format | EM   | F1   |
|----------------|--------|------|------|
| KorQuAD 2.0    | v1     | 64.5 | 74.5 |
| KorQuAD 2.0    | v2     | 69.1 | 78.4 |
| Crowd-sourced  | v1     | 83.9 | 87.2 |
| Crowd-sourced  | v2     | 87.2 | 91.2 |

Table 3: Comparison of model performance with different table parsing approaches. Format v1 is the table conversion described in Figure 2.

We compare the performance of models pre-trained with different table conversion formats in Table 3. Using the new format of table conversion considering structural complexity improves the performance of models on the table question answering task. The results indicate that the new table conversion format can effectively apply table structural features.

### 5. Conclusions

In this paper, we introduce two new Korean-specific datasets, KorWikiTabular and KorWikiTQ for the task...
of table question_answering in the Korean language, and present KO-TaBERT, a pre-trained language model for the task. In particular, we demonstrate how tabular data is converted into linearized texts containing structural information and properties. We construct a tabular dataset by extracting tables and converting them into sentence strings with tabular structural information for pre-training a language model. We also create a table question_answering corpus with paid crowd-sourced workers. The corpus consists of 70k pairs of questions and answers related to tables on Wikipedia articles, and those questions are generated specifically considering levels of question difficulty. We conduct experiments on the table question_answering task. Our model achieves the best performance when converted table sentence strings include richly structural features.

In future work, we aim to extend the model for complex question_answering over texts and tables with the generation of multimodal questions to jointly handle question_answering from textual and tabular sources. We hope that our datasets will help further studies for question_answering over tables, and for the transformation of table formats.
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Appendices

A. Pre-training Details

Table 4 summarises hyperparameters that we use for pre-training KO-TaBERT. We use the maximum sequence length of 512, and the Adam optimization kingma2014adam with the learning rate of 1e-4 is set for the model. Our model is trained on 64 TPU v3 for 1M steps with the batch size of 1024, and it takes about 5 days.

| Hyper-parameters                  | KO-TaBERT         |
|-----------------------------------|-------------------|
| Number of layers                  | 12                |
| Hidden size                       | 768               |
| FFN inner hidden size             | 3072              |
| Attention heads                   | 12                |
| Attention head size               | 64                |
| Dropout                           | 0.1               |
| Warmup steps                      | 10k               |
| Learning rates                    | 1e-4              |
| Batch size                        | 1024              |
| Weight decay                      | 0.01              |
| Max steps                         | 1M                |
| Learning rate decay               | Linear            |
| Adam $\varepsilon$                | 1e-6              |
| Adam $\beta_1$                    | 0.9               |
| Adam $\beta_2$                    | 0.999             |
| Number of TPU                     | 64                |
| Training time                     | 5 days            |

Table 4: Hyperparameters for pre-training KO-TaBERT.

B. Fine-tuning Experiment

We describe the fine-tuning results of our model KO-TaBERT transferred to the task of question answering over tables in Section 4.3. For the experiments, we use the maximum sequence length of 512 and the Adam optimization kingma2014adam with the learning rate of 5e-5. Our model is fine-tuned on 8 TPU v3 with a batch size of 32 and 3 epochs. Other hyperparameters are the same as the ones used for pre-training.