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Abstract

We present a compatible space-time hybridizable/embedded discontinuous Galerkin discretization for nonlinear free-surface waves. We pose this problem in a two-fluid (liquid and gas) domain and use a time-dependent level-set function to identify the sharp interface between the two fluids. The incompressible two-fluid equations are discretized by an exactly mass conserving space-time hybridizable discontinuous Galerkin method while the level-set equation is discretized by a space-time embedded discontinuous Galerkin method. Different from alternative discontinuous Galerkin methods is that the embedded discontinuous Galerkin method results in a continuous approximation of the interface. This, in combination with the space-time framework, results in an interface-tracking method without resorting to smoothing techniques or additional mesh stabilization terms.
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1. Introduction

Free-surface problems arise in many real-world applications such as in the design of ships and offshore structures, modeling of tsunamis, and dam breaking. Mathematically, nonlinear free-surface wave problems are described by a set of partial differential equations that govern the movement of the fluid together with certain nonlinear boundary conditions that describe the free-surface. Modeling such problems is challenging because the boundary of the computational domain depends on the solution of the problem. This implies that there is a strong coupling between the fluid and the free-surface, and the domain must be continuously updated to track the changes in the free-surface.

Discontinuous Galerkin (DG) finite element methods possess excellent conservation and stability properties, and provide higher-order accurate approximate solutions. DG methods are therefore well suited for the spatial discretization of free-surface problems. Hybridizable discontinuous
Galerkin (HDG) methods possess the same properties as the DG method, but at a lower computational cost [1, 2, 3]. This is achieved by reducing the number of globally coupled degrees-of-freedom. In HDG methods, so-called facet variables are introduced that live only on the facets of the mesh. The HDG method is then constructed such that communication between element unknowns is done only through this facet variable. This construction allows for static condensation which significantly reduces the total number of globally coupled degrees-of-freedom; it is possible to eliminate the element degrees-of-freedom and solve a linear system only for the facet degrees-of-freedom. Given the facet degrees-of-freedom, the element variables can be reconstructed element-wise. For incompressible flows the HDG method can be constructed such that the approximate velocity is $H(\text{div})$-conforming and point-wise divergence free on the elements (see for example [4, 5, 6]). We remark that to lower the number of globally coupled degrees-of-freedom even further one may impose that the facet variables are continuous between facets resulting in the embedded discontinuous Galerkin (EDG) method [7, 8, 9].

Free-surface problems can be viewed as two-fluid, e.g. liquid and gas, flow problems and so level-set methods can be used for their discretization. Level-set methods were first introduced in [10] and have since been used for multi-phase flows [11, 12], and for free-surface flows [13, 14, 15]. Using the two-fluid approach, the fluid equations are solved in a domain that contains both liquid and gas phases. In this set-up, the viscosity and density are defined as piece-wise constant functions that are discontinuous across the liquid-gas interface. A level-set function, which satisfies an advection equation where the advection field is the velocity of the fluid, is defined such that it is positive in one of the fluids and negative in the other. The zero level-set then corresponds to the interface between the two fluids. Traditionally, when using level-set methods, the mesh remains fixed throughout the computation. This results in there being mesh elements in which the density and viscosity take two different values. To handle this, the density and viscosity of both fluids are smoothed throughout a band around the interface. This results in non-physical fluid properties, and introduces an extra parameter (the thickness of the band) in the discretization of the problem. Instead, in this paper we consider an interface-tracking method by solving the time dependent advection equation for the level-set function and moving the mesh to fit the zero level-set. Since every mesh element will belong to only one of the fluids’ domains, no smoothing is necessary of the density and viscosity. Two well-known approaches to handle moving meshes are the Arbitrary Lagrangian-Eulerian (ALE) approach [16, 17, 18] and the space-time approach [19, 20, 21, 22, 23]. In this paper we consider the space-time framework.

We describe the two-fluid model and its space-time EDG/HDG discretization in, respectively, sections 2 and 3. The discretization of the incompressible two-fluid model is based on the space-time HDG method developed in [24, 25] for the single-phase incompressible Navier–Stokes equations. This discretization, like the ALE discretizations in [17, 18], is exactly mass conserving, even on moving meshes. For the level-set equation, however, we do not use HDG. A continuous representation of the zero level-set is required to fit the mesh to the interface between the two fluids. The HDG method, however, results in a discontinuous polynomial approximation of the level-set function and so a smoothing technique would be required to obtain a continuous approximation of the interface. It was shown in [26], however, that such smoothing may lead to instabilities unless the discretization is modified by adding extra stabilization terms. Instead, we propose to use a space-time EDG discretization for the level-set equation. The EDG method directly results in a continuous approximation to the free-surface resulting in a straightforward approach to update the mesh. In section 3 we furthermore show that the space-time HDG method for the incompressible
two-fluid model is compatible with the space-time EDG method for the level-set equation, i.e., that the space-time EDG method is able to preserve the constant solution. As discussed in [27], for discontinuous Galerkin methods compatibility is a stronger statement than local conservation of the flow field. It was furthermore shown in [27] that if a method is not compatible it may produce erroneous solutions. In section 4 we describe the solution algorithm while numerical simulations in section 5 demonstrate optimal rates of convergence and that our discretization is energy-stable under mesh movement. We furthermore apply the discretization to simulate sloshing in a tank and flow past a submerged obstacle. Conclusions are drawn in section 6.

2. The space-time incompressible two-fluid flow model

Let us consider a bounded domain $\Omega \subset \mathbb{R}^2$ and let $I = (0, t_N]$ denote our time interval of interest. We then introduce a space-time domain by $\mathcal{E} := \Omega \times I \subset \mathbb{R}^3$. We will assume that the space-time domain $\mathcal{E}$ is divided into two non-overlapping polygonal regions, $\mathcal{E}_\ell$ and $\mathcal{E}_g$, such that $\mathcal{E} = \mathcal{E}_\ell \cup \mathcal{E}_g$. In what follows, $\mathcal{E}_\ell$ and $\mathcal{E}_g$ represent, respectively, the liquid and gas regions of the space-time domain. We denote the liquid and gas regions at a particular time level $\tau$ by $\Omega_\ell(\tau) := \{(x,t) \in \mathcal{E}_\ell : t = \tau\}$ and $\Omega_g(\tau) := \{(x,t) \in \mathcal{E}_g : t = \tau\}$. Here $x = (x_1, x_2)$. Note that the spatial domains $\Omega_\ell$ and $\Omega_g$ are time-dependent.

The space-time interface between the liquid and gas regions is defined as
\[ \mathcal{S} := \{(x,t) \in \mathcal{E} : x_2 = \zeta(x_1,t)\}, \tag{1} \]
where $\zeta(x_1,t)$ is the wave height. We will denote the interface at time level $\tau$ by $\Gamma_s(\tau) := \{(x,t) \in \mathcal{S} : t = \tau\}$. A plot of the domain at some time level $\tau$ is given in fig. 1.

The position of the interface eq. (1) is not known a priori. To find its position we introduce the level-set function $\phi(x,t) = \zeta(x_1,t) - x_2$ and the Heaviside function $H(\phi)$ which is defined by
\[ H(\phi) = \begin{cases} 
1 & \text{if } \phi > 0, \\
0 & \text{if } \phi < 0.
\end{cases} \]
We note that the interface corresponds to the zero level-set, $\phi = 0$.

Let $k$ be a subscript to denote a liquid ($k = \ell$) or a gas ($k = g$) property. Then given the dynamic viscosities $\mu_k \in \mathbb{R}^+$, the constant densities $\rho_k \in \mathbb{R}^+$, and the constant acceleration due to gravity $g$, the space-time formulation of the incompressible two-fluid flow model for the velocity $u : \mathcal{E} \to \mathbb{R}^2$ and pressure $p : \mathcal{E} \to \mathbb{R}$ is given by

$$\rho (\partial_t u + u \cdot \nabla u) + \nabla p - \nabla \cdot 2\mu \varepsilon(u) = -\rho g e_2 \quad \text{in } \mathcal{E}, \quad (2a)$$

$$\nabla \cdot u = 0 \quad \text{in } \mathcal{E}, \quad (2b)$$

$$\partial_t \phi + u \cdot \nabla \phi = 0 \quad \text{in } \mathcal{E}, \quad (2c)$$

where $\varepsilon(u) := (\nabla u + (\nabla u)^T)/2$ is the symmetric gradient, $e_2$ is the unit vector in the $x_2$-direction and

$$u = u_g + (u_\ell - u_g)H(\phi), \quad p = p_g + (p_\ell - p_g)H(\phi), \quad \mu = \mu_g + (\mu_\ell - \mu_g)H(\phi). \quad (3a)$$

Let $\Omega_0 := \{(x,t) \in \partial \mathcal{E} : t = 0\}$ and similarly $\Omega_N := \{(x,t) \in \partial \mathcal{E} : t = t_N\}$. Then the boundary of the space-time domain $\mathcal{E}$ is partitioned such that $\partial \mathcal{E} = \partial \mathcal{E}^D \cup \partial \mathcal{E}^N \cup \Omega_0 \cup \Omega_N$, where there is no overlap between the four sets. Here, $\partial \mathcal{E}^D$ and $\partial \mathcal{E}^N$ denote, respectively, the Dirichlet and Neumann parts of the space-time boundary. The space-time outward unit normal vector to $\partial \mathcal{E}$ is denoted by $(n_t, n)$, with $n_t \in \mathbb{R}$ the temporal component and $n \in \mathbb{R}^2$ the spatial component. We define the inflow boundary $\partial \mathcal{E}^-$ as the portion of $\partial \mathcal{E}^N$ on which $n_t + u \cdot n < 0$. The outflow boundary is then defined as $\partial \mathcal{E}^+ := \partial \mathcal{E}^N \setminus \partial \mathcal{E}^-$. We prescribe the following boundary and initial conditions:

$$u = 0 \quad \text{on } \partial \mathcal{E}^D, \quad (4a)$$

$$\rho [n_t + u \cdot n - \max(n_t + u \cdot n, 0)] u + (pI - 2\mu \varepsilon(u)) n = f \quad \text{on } \partial \mathcal{E}^N, \quad (4b)$$

$$u(x,0) = u_0(x) \quad \text{in } \Omega_0, \quad (4c)$$

$$-(n_t + u \cdot n) \phi = r \quad \text{on } \partial \mathcal{E}^-, \quad (4d)$$

$$\phi(x,0) = \phi_0(x) \quad \text{in } \Omega_0, \quad (4e)$$

where the boundary data $f : \partial \mathcal{E}^N \to \mathbb{R}^d$ and $r : \partial \mathcal{E}^- \to \mathbb{R}$, and the divergence-free initial condition $u_0 : \Omega_0 \to \mathbb{R}^d$ are given. Furthermore, $\phi_0(x) := \zeta_0(x_1) - x_2$ with $\zeta_0(x_1)$ the given initial wave height.

We remark that the two-fluid problem assumes continuity of the velocity and of the diffusive flux across the interface $\mathcal{S}$, i.e.,

$$u_\ell = u_g \quad \text{on } \mathcal{S}, \quad (5a)$$

$$(p_\ell I - 2\mu \varepsilon(u_\ell)) n_s = (p_g I - 2\mu \varepsilon(u_g)) n_s \quad \text{on } \mathcal{S}, \quad (5b)$$

where $n_s$ is the normal vector on the interface $\Gamma_s(t)$ pointing outwards from $\Omega_\ell(t)$.

3. The space-time hybridizable/embedded discontinuous Galerkin method

In this section we will introduce the space-time discretization for the two-fluid problem eqs. (2) and (4). In particular we will introduce a space-time hybridizable discontinuous Galerkin (HDG) for the momentum and mass eqs. (2a) and (2b) coupled to a space-time embedded discontinuous Galerkin (EDG) discretization of the level-set equation eq. (2c).
3.1. Space-time notation

We will use notation similar to, for example, [25]. For this we first partition the time interval $I$ into time levels $0 = t_0 < t_1 < t_2 < \ldots < t_N$ and denote the $n$th time interval by $I_n = (t_n, t_{n+1})$. A ‘time-step’ is defined as the length of a time interval, i.e., $\Delta t = t_{n+1} - t_n$. Next, we define the $n$th space-time slab as $\mathcal{E}^n := \mathcal{E} \cap (I_n \times \mathbb{R}^2)$, we define the spatial domain at time level $t_n$ as $\Omega_n := \{ (x, t) \in \mathcal{E} : t = t_n \}$, and note that the boundary of a space-time slab, denoted by $\partial\mathcal{E}^n$, can be divided into $\Omega_n$, $\Omega_{n+1}$, and $\mathcal{Q}_n^e := \partial\mathcal{E}^n \setminus (\Omega_n \cup \Omega_n)$.

Following [24, 25] we consider a tetrahedral space-time mesh which is constructed as follows. First, the triangular spatial mesh of $\Omega$ is extruded to the new time level $t_{n+1}$ according to the domain deformation prescribed by the wave height. (Note that the wave height is not known a priori and so, as we will describe in section 4, an iterative procedure is used to find the final approximation to the domain at time level $t_{n+1}$.) Each element of this prismatic space-time mesh is then subdivided into three tetrahedrons. We denote the space-time triangulation in the space-time slab $\mathcal{E}^n$ by $T^n := \{ \mathcal{K} \}$. The space-time elements $\mathcal{K} \in T^n$ that lie in the liquid region of the space-time slab form the triangulation $T^n_l$, $T^n_g$ is defined similarly but for the gas region. The triangulation of the whole space-time domain $\hat{\mathcal{E}}$ is denoted by $\hat{T} := \cup_n T^n$.

The boundary of a space-time tetrahedron $\mathcal{K}_j \in T^n$ is denoted by $\partial\mathcal{K}_j$ and the outward unit space-time normal vector on the boundary of $\mathcal{K}_j \in T^n$ is given by $(n^K_j, n^{K_j})$. The boundary $\partial\mathcal{K}_j$ consists of at most one face that belongs to a time level (on which $|n^K_j| = 1$). We denote this face by $K^n_j$ if $n^K_j = -1$ and by $K^{n+1}_j$ if $n^K_j = 1$. The remaining faces of $\partial\mathcal{K}_j$ are denoted by $Q^K_{\mathcal{K}_j} := \partial\mathcal{K}_j \setminus K^n_j$ or $Q^{n+1}_{\mathcal{K}_j} := \partial\mathcal{K}_j \setminus K^{n+1}_j$. Note that the space-time normal on $Q^K_{\mathcal{K}_j}$ depends on the grid velocity $v_g \in \mathbb{R}^2$ as follows: $n^K_j = -v_g \cdot n$. This relation allows to switch between a space-time formulation and an arbitrary Lagrangian Eulerian (ALE) formulation (see, e.g., [28]). In the remainder of this article, to simplify notation, we drop the sub- and superscript when referring to the space-time normal vector and the space-time cell wherever no confusion will occur.

In a space-time slab $\mathcal{E}^n$, the set of all faces for which $|n_j| \neq 1$ is denoted by $\mathcal{F}^n$ while the union of these faces is denoted by $\Gamma^n$. By $\mathcal{F}^n_S$ we denote all the faces in $\mathcal{F}^n$ that lie on the interface $\mathcal{S}$. Similarly, the set of all faces in $\mathcal{F}^n$ that lie on the boundary of the space-time domain is denoted by $\mathcal{F}^n_B$. The remaining set of (interior) faces is denoted by $\mathcal{F}^n_I$. Then $\mathcal{F}^n = \mathcal{F}^n_I \cup \mathcal{F}^n_S \cup \mathcal{F}^n_B$. Furthermore, we will denote the set of faces that lie on a Neumann boundary, $\partial\mathcal{E}^n \cap \partial\mathcal{E}^n$, by $\mathcal{F}^n_N$.

On each space-time slab $\mathcal{E}^n$ we consider the following discontinuous finite element spaces on $\mathcal{S}^n$:

\begin{align}
V^n_h & := \{ v_h \in [L^2(\mathcal{T}^n)]^2 : v_h|_\mathcal{K} \in [P^k(\mathcal{K})]^2, \forall \mathcal{K} \in \mathcal{T}^n \}, \quad (6a) \\
Q^n_h & := \{ q_h \in L^2(\mathcal{T}^n) : q_h|_\mathcal{K} \in P^{k-1}(\mathcal{K}), \forall \mathcal{K} \in \mathcal{T}^n \}, \quad (6b) \\
M^n_h & := \{ m_h \in L^2(\mathcal{T}^n) : m_h|_\mathcal{K} \in P^k(\mathcal{K}), \forall \mathcal{K} \in \mathcal{T}^n \}, \quad (6c)
\end{align}

where $P^l(D)$ denotes the space of polynomials of degree $l$ on a domain $D$. Additionally, we consider the following facet finite element spaces:

\begin{align}
\bar{V}^n_h & := \{ \bar{v}_h \in [L^2(\mathcal{F}^n)]^2 : \bar{v}_h|_\mathcal{F} \in [P^k(\mathcal{F})]^2, \forall \mathcal{F} \in \mathcal{F}^n, \bar{v}_h = 0 \text{ on } \partial\mathcal{E}^n \cap \partial\mathcal{E}^n \}, \quad (7a) \\
\bar{Q}^n_h & := \{ \bar{q}_h \in L^2(\mathcal{F}^n) : \bar{q}_h|_\mathcal{F} \in P^k(\mathcal{F}), \forall \mathcal{F} \in \mathcal{F}^n \}, \quad (7b) \\
\bar{M}^n_h & := \{ \bar{m}_h \in L^2(\mathcal{F}^n) : \bar{m}_h|_\mathcal{F} \in P^k(\mathcal{F}), \forall \mathcal{F} \in \mathcal{F}^n \} \cap C(\Gamma^n). \quad (7c)
\end{align}
Note that the facet velocity field in \( V_h^n \) and facet pressure field in \( Q_h^n \) are discontinuous while the facet level-set field in \( \hat{M}_h^n \) is continuous. To simplify the notation, we introduce \( X_h^{q,n} := V_h^n \times V_h^n \), \( X_h^{q,n} := Q_h^n \times Q_h^n \), \( X_h^{m,n} = X_h^{v,n} \times X_h^{q,n} \), and \( X_h^{m,n} = M_h^n \times M_h^n \). Function pairs in \( X_h^{v,n} \), \( X_h^{q,n} \), and \( X_h^{m,n} \) will be denoted by boldface.

3.2. Discretization of the momentum and mass equations

An exactly mass conserving space-time HDG discretization for the single-phase Navier–Stokes equations was introduced in [24, 25]. Here we modify this discretization to take into account that the density and viscosity may be discontinuous across elements (see eq. (3)).

Since the density and viscosity is constant on each element \( K \in T^n \) we define \( \rho_K = \rho_g \) if \( K \in T^n_g \) and \( \rho_K = \rho_t \) if \( K \in T^n_t \) (and \( \mu_K \) is defined similarly). The space-time HDG discretization for the momentum and mass equations eqs. (2a) and (2b) is then given by: find \((u_h, p_h) \in X_h^n\) such that

\[
B_{\text{conv}}(u_h, u_h, v_h) + B_{\text{dif}}(u_h, v_h) + B_{\text{pu}}(p_h, v_h) - B_{\text{pu}}(q_h, u_h) = \rho_K u_h \cdot v_h dx,
\]

for all \((v_h, q_h) \in X_h^n\), where \( u_h^n = \lim_{\epsilon \to 0} u_h(x, t_n - \epsilon) \) for \( n > 0 \). When \( n = 0 \) then \( u_h^0 \) is the projection of the initial condition \( u_0 \) into \( V_h^0 \cap H(\text{div}) \) such that it is exactly divergence-free. Let \( K^- \) and \( K \) denote two elements that share a facet \( F \) on the boundary \( \partial Q_K \) and let \( \hat{\rho}_K = (\rho_K + \rho_K^-)/2 \).

We then define the convective trilinear form \( B_{\text{conv}} \) as

\[
B_{\text{conv}}^n(w; u, v) := -\sum_{K \in T^n} \int_K \rho_K (u \cdot \partial_t v + u \otimes w : \nabla v) dx dt + \sum_{K \in T^n} \int_{K_{n+1}} \rho_K u \cdot v dx
\]

\[
+ \sum_{K \in T^n} \int_{Q_K} \hat{\rho}_K (n_t + w \cdot n) (u + \lambda (\bar{u} - u)) \cdot (v - \bar{v}) ds
\]

\[
+ \int_{\partial Q_K} \rho_K (n_t + \bar{w} \cdot n) \bar{u} \cdot \bar{v} ds + \sum_{K \in T^n} \int_{Q_K} (\rho_K - \hat{\rho}_K) (n_t + w \cdot n) u \cdot v ds,
\]

where \( \lambda = 1 \) if \( n_t + w \cdot n < 0 \) and \( \lambda = 0 \) otherwise. This corresponds to an upwind numerical flux on the element boundaries. Note that if \( \rho_t = \rho_g \), the last integral on the right hand side of eq. (9) disappears and the trilinear form reduces exactly to the trilinear form introduced in [24] for single-phase flow. The last integral on the right hand side of eq. (9) is due to eq. (5b) not including any inertial effects; only continuity of the diffusive flux is imposed across the interface.

The diffusive \( B_{\text{dif}}^n \) and velocity-pressure coupling \( B_{\text{pu}}^n \) bilinear forms are the same as in the single-phase flow problem, but with a discontinuous viscosity. They are given by

\[
B_{\text{dif}}^n(u, v) := \sum_{K \in T^n} \int_K 2 \mu_K \varepsilon(u) : \varepsilon(v) dx dt + \sum_{K \in T^n} \int_{Q_K} \frac{2 \mu_K \alpha}{h_K} (u - \bar{u}) \cdot (v - \bar{v}) ds
\]

\[
- \sum_{K \in T^n} \int_{Q_K} 2 \mu_K [(u - \bar{u}) \varepsilon(v)n + \varepsilon(u)n \cdot (v - \bar{v})] ds,
\]

\[
B_{\text{pu}}^n(p, v) := -\sum_{K \in T^n} \int_K p \nabla \cdot v dx dt + \sum_{K \in T^n} \int_{Q_K} (v - \bar{v}) \cdot n \bar{p} ds.
\]
Here \( \alpha > 0 \) is the interior-penalty parameter.

To find the solution of the nonlinear discrete problem eq. (8), we use a Picard iteration scheme: in every space-time slab, given \((u_h^k, p_h^k)\) we seek a solution \((u_h^{k+1}, p_h^{k+1})\) to the linear discrete problem

\[
B_{\text{conv}}^n(u_h^k, u_h^{k+1}, v_h) + B_{\text{div}}^n(u_h^{k+1}, v_h) + B_{pu}^n(p_h^{k+1}, v_h) - B_{pu}^n(q_h, u_h^{k+1}) = -\sum_{K \in \mathcal{T}_t} \int_K \rho \kappa g e_2 \cdot v_h \, dx \, dt - \sum_{\mathcal{F} \in \mathcal{F}_N} \int_{\mathcal{F}} f \cdot \tilde{v}_h \, ds + \int_{\Omega_n} \rho \kappa u_h^- \cdot v_h \, dx, \tag{11}
\]

for all \((v_h, q_h) \in X_h^n\) and for \( k = 0, 1, 2, \ldots \) until the following stopping criterium is met:

\[
\max \left\{ \frac{\| u_h^k - u_h^{k-1} \|_\infty}{\| u_h^k - u_h^0 \|_\infty}, \frac{\| p_h^k - p_h^{k-1} \|_\infty}{\| p_h^k - p_h^0 \|_\infty} \right\} < \varepsilon_{u,p}, \tag{12}
\]

where \( \varepsilon_{u,p} \) is a user given parameter. We then set \((u_h, p_h) = (u_h^{k+1}, p_h^{k+1})\).

### 3.3. Discretization of the level-set equation

The space-time EDG discretization for the level-set equation eq. (2c) is a space-time extension of the EDG discretization for the advection equation [29]: In each space-time slab \(E^n\), for \( n = 0, 1, \ldots, N - 1 \), given \( u \), find \( \Phi_h \in X_h^{m,n} \) such that

\[
C_{ls}(\Phi_h, m_h; u) = \sum_{K \in \mathcal{T}_t} \int_K \phi_h^- m_h \, dx + \int_{\partial E^-} r \bar{m}_h \, ds \quad \forall m_h \in X_h^{m,n}, \tag{13}
\]

where \( \phi_h^- = \lim_{\kappa \to 0} \phi_h(x, t_n - \epsilon) \) for \( n > 0 \). When \( n = 0 \) \( \phi_h^- \) is the projection of the initial condition \( \phi_0 \) into \( M_h^0 \). The bilinear form \( C_{ls} \) is given by

\[
C_{ls}(\Phi, m; u) = -\sum_{K \in \mathcal{T}_t} \int_K (\phi \partial_t m + \phi \cdot \nabla m) \, dx \, dt + \sum_{K \in \mathcal{T}_t} \int_K \phi m \, dx \\
+ \sum_{K \in \mathcal{T}_t} \int_{Q_k} (n_t + u \cdot n) (\phi + \lambda (\bar{\phi} - \phi)) (m - \bar{m}) \, ds + \int_{\partial E^+} (n_t + u \cdot n) \bar{m} \, ds. \tag{14}
\]

### 3.4. Properties of the discretization

In this section we discuss properties of the space-time HDG/EDG discretization, eqs. (8) and (13), of the two-fluid flow model.

First, we remark that the discretization conserves mass exactly. The proof of this result is identical to [25, Prop. 1]: that \( u_h \) is exactly divergence free (\( \nabla \cdot u_h = 0 \)) on the elements follows by taking \( v_h = 0, \bar{q}_h = 0 \) and \( q_h = \nabla \cdot u_h \) in eq. (8) while \( H(\text{div})\)-conformity of \( u_h \) (i.e., \( \| u_h \cdot n \| = 0 \) on interior facets and \( u_h \cdot n = \bar{u}_h \cdot n \) on boundary facets) follows by setting \( v_h = 0, q_h = 0 \), and \( \bar{q}_h = \| (u_h - \bar{u}_h) \cdot n \| \) in eq. (8).

It was shown in [27] for different flow/transport discretizations that loss of accuracy and/or loss of global conservation may occur if a discretization is not compatible. (Note that compatibility for discontinuous Galerkin methods is a stronger statement than local conservation of the flow field [27].) The next result shows that since \( u_h \) is exactly divergence free, the space-time HDG discretization of the two-fluid model eq. (8) and the space-time EDG discretization of the level-set equation eq. (13) are compatible.
Proposition 1 (Compatibility). If $u_h \in V^n_h$ is the velocity solution to the space-time HDG discretization eq. (8), then the space-time EDG discretization eq. (13) is: (i) globally conservative; and (ii) able to preserve the constant solution.

**Proof.** We first note that global conservation of the EDG discretization was shown in [29]. To show that the space-time EDG discretization eq. (13) is able to preserve the constant solution we present a space-time extension of the discussion in [30, Section 3.4]. For this, let the boundary and initial conditions in eqs. (4d) and (4e) be given by, respectively, $\phi_0(x) = \psi$ and $r = -(n_t + u_h \cdot n)\psi$, where $\psi$ is a constant. Consider now the first space-time slab $\mathcal{E}^0$. The constant $\Phi_h = (\psi, \psi)$ is preserved by eq. (13) if and only if

$$C_{ls}((\psi, \psi), m_h; u_h) = \sum_{K \in T^0} \int_K \psi m_h \, dx - \int_{\partial \mathcal{E}^-} (n_t + u_h \cdot n)\psi \bar{m}_h \, ds \quad \forall m_h \in X^{m,n}_h. \quad (15)$$

If $\psi = 0$ it is clear that eq. (15) holds. Consider therefore the case that $\psi \neq 0$. Writing out the left hand side, dividing both sides by $\psi$, and integrating by parts in time, we find that eq. (15) is equivalent to

$$- \sum_{K \in T^0} \int_K u_h \cdot \nabla m_h \, dx \, dt = - \sum_{K \in T^0} \int_{\partial K} n_h m_h \, ds + \sum_{K \in T^0} \int_{\partial K} (n_t + u_h \cdot n) \,(m_h - \bar{m}_h) \, ds + \int_{\partial \mathcal{E}^+} (n_t + u_h \cdot n)\bar{m}_h \, ds = 0, \quad (16)$$

for all $m_h \in X^{m,n}_h$. Using that $\nabla \cdot (u_h m_h) = u_h \cdot \nabla m_h + m_h \nabla \cdot u_h$ on each element $K$, integration by parts in space, single-valuedness of $\bar{m}_h$ and $u_h \cdot n$ on interior facets (by the $H(div)$-conformity of $u_h$), we find that the constant $\Phi_h = (\psi, \psi)$ is preserved by eq. (13) if and only if

$$\sum_{K \in T^0} \int_K m_h \nabla \cdot u_h \, dx \, dt = 0. \quad (17)$$

Since the velocity solution to eq. (8) is exactly divergence free on the elements, the result follows.

We emphasize that compatibility in Proposition 1 between the space-time HDG discretization eq. (8) and the space-time EDG discretization eq. (13) is a direct consequence of the exact mass conservation property of the space-time HDG method for the incompressible two-fluid flow equations. A discretization that is not exactly mass conserving may not be compatible with eq. (13).

We end this section by showing consistency of the space-time HDG/EDG discretization.

Proposition 2 (Consistency). Let $u(x, t), p(x, t), and \phi(x, t)$ be the smooth solution to the two-fluid model, eqs. (2) and (4). Let $u = (u, u), p = (p, p),$ and $\Phi = (\phi, \phi).$ Then

$$B^n_{conv}(u, u, v_h) + B^n_{dif}(u, v_h) + B^n_{pu}(p, v_h) - B^n_{pu}(q, u_h)$$

$$= - \sum_{K \in T^n} \int_K \rho_K e \cdot v_h \, dx \, dt - \sum_{F \in F_N} \int_F f \cdot \bar{v}_h \, ds + \int_{\partial \Omega} \rho_K u \cdot v_h \, dx \quad \forall (v_h, q_h) \in X^n_h, \quad (18)$$

and

$$C_{ls}(\Phi, m_h; u) = \sum_{K \in T^n} \int_K \phi m_h \, dx + \int_{\partial \mathcal{E}^-} r \bar{m}_h \, ds \quad \forall m_h \in X^{m,n}_h. \quad (19)$$
PROOF. We first show eq. (18). By definition eq. (9), integration by parts, and using that $\hat{\rho}_K$, $u$ and $\bar{v}_h$ are single-valued on faces, we find

\[
B_{conv}^n(u; u, v_h) = \sum_{K \in T^n} \int_K \rho_K (\partial_t u + u \cdot \nabla u) \cdot v_h \, dx \, dt + \sum_{K \in T^n} \int_{K^*} \rho_K u \cdot v_h \, dx
\]

\[
- \int_{\partial \Sigma^-} \rho_K (n_t + u \cdot n) u \cdot \bar{v}_h \, ds. \tag{20}
\]

Similarly, by definition eq. (10a) and integration by parts,

\[
B_{diff}^n(u, v_h) = - \sum_{K \in T^n} \int_K \nabla \cdot (2\mu_K \varepsilon(u)) \cdot v_h \, dx \, dt + \sum_{K \in T^n} \int_{Q_K} 2\mu_K \varepsilon(u)n \cdot \bar{v}_h \, ds, \tag{21}
\]

and by definition eq. (10b), integration by parts, and using that $\nabla \cdot u = 0$,

\[
B_{pu}^n(p, v_h) - B_{pu}^n(q_h, u) = \sum_{K \in T^n} \int_K \nabla p \cdot v_h \, dx \, dt - \sum_{K \in T^n} \int_{Q_K} \bar{v}_h \cdot np \, ds. \tag{22}
\]

Combining eqs. (20) to (22), we obtain

\[
B_{conv}^n(u; u, v_h) + B_{diff}^n(u, v_h) + B_{pu}^n(p, v_h) - B_{pu}^n(q_h, u) \tag{23}
\]

\[
= \sum_{K \in T^n} \int_K \rho_K \left[ (\partial_t u + u \cdot \nabla u + \nabla p - \nabla \cdot (2\mu_K \varepsilon(u))) \cdot v_h \right] \, dx \, dt + \sum_{K \in T^n} \int_{K^*} \rho_K u \cdot v_h \, dx
\]

\[
- \sum_{K \in T^n} \int_{Q_K} \left( pI - 2\mu_K \varepsilon(u) \right) n \cdot \bar{v}_h \, ds - \int_{\partial \Sigma^-} \rho_K (n_t + u \cdot n) u \cdot \bar{v}_h \, ds.
\]

The last two terms may be combined using that $\bar{v}_h = 0$ on $\partial \Sigma^D$ and the single-valuedness of $(pI - 2\mu_K \varepsilon(u)) n$ on element boundaries:

\[
B_{conv}^n(u; u, v_h) + B_{diff}^n(u, v_h) + B_{pu}^n(p, v_h) - B_{pu}^n(q_h, u) \tag{24}
\]

\[
= \sum_{K \in T^n} \int_K \rho_K \left[ (\partial_t u + u \cdot \nabla u + \nabla p - \nabla \cdot (2\mu_K \varepsilon(u))) \cdot v_h \right] \, dx \, dt + \int_{\Omega_h} \rho_K u \cdot v_h \, dx
\]

\[
- \int_{\partial \Sigma^N} \left( \left[ n_t + u \cdot n - \max(n_t + u \cdot n, 0) \right] u + (pI - 2\mu \varepsilon(u)) n \right) \cdot \bar{v}_h \, ds.
\]

Equation (18) follows using eq. (2a) and eq. (4b).

We next show eq. (19). By definition eq. (14), integration by parts, and using that $\phi$, $\bar{m}_h$, and $u$ are single-valued on faces, we find

\[
C_{ls}(\Phi, m_h; u) = \sum_{K \in T^n} \int_K (\partial_t \phi + u \cdot \nabla \phi) m_h \, dx \, dt + \sum_{K \in T^n} \int_{K^*} \phi m_h \, dx - \int_{\partial \Sigma^-} (n_t + u \cdot n) \phi \bar{m}_h \, ds. \tag{25}
\]

Equation (19) follows using eqs. (2c) and (4d).

4. The solution algorithm

In this section we describe how we iteratively solve the discretization of the two-fluid model and the level-set equation, and how we update the mesh in each space-time slab.
4.1. Coupling discretization and mesh deformation

Given the level-set function $\phi_h$ from space-time slab $E^{n-1}$ we create an initial mesh for space-time slab $E^n$. Using Picard iterations we solve the space-time HDG discretization eq. (11) for the momentum and mass equations until some convergence criterium has been met. The velocity solution to the space-time HDG discretization is then used in the space-time EDG discretization eq. (13) to update the level-set function which in turn is used to update the mesh. We continue updating the mesh and solving the space-time HDG and EDG discretizations in space-time slab $E^n$ until the following stopping criterium is met:

$$\frac{\|\phi_{n,m} - \phi_{n,m-1}\|_\infty}{\|\phi_{h} - \phi_{h,0}\|_\infty} < \varepsilon_{\phi},$$  \hspace{1cm} (26)

where $\varepsilon_{\phi}$ is a user given parameter and $\phi_{n,m}^h$ is the approximation to $\phi_h$ after $m$ iterations in the $n$th space-time slab. The algorithm is described in Algorithm 1.

Algorithm 1 Coupling the discretization and mesh deformation

1. Initialize the flow properties and the level-set function
2. Set $n = 0$, $t_n = 0$
3. while $t_n < t_N$ do
4.   Set $m = 0$
5.   Create an initial space-time mesh for space-time slab $E^n$ given $\phi_{n,m}^h$
6.   while $\phi_{n,m}^h$ does not satisfy eq. (26) do
7.     Solve the Navier–Stokes eq. (8) using Picard iterations eq. (11) to get $(u_{n,m+1}^h, p_{n,m+1}^h)$
8.     Given $u_{n,m+1}^h$, solve the level-set equation eq. (13) to obtain $\phi_{n,m+1}^h$
9.     Modify the space-time mesh according to $\phi_{n,m+1}^h$
10.    Set $m = m + 1$
11.   end while
12.   Set $u_n^h = u_{n,m+1}^h$, $p_n^h = p_{n,m+1}^h$, $\phi_n^h = \phi_{n,m+1}^h$, and $t_n = t_{n+1}$
13. end while

4.2. Mesh movement

Recall that the shape of the subdomains $\Omega_\ell(t)$ and $\Omega_g(t)$ depends on the position of the free-surface $\Gamma_s(t)$. Once the discrete level-set function $\phi_h$ is obtained by solving eq. (13), the wave height must be obtained in order to update the mesh nodes. Traditionally, using standard discontinuous Galerkin methods for free-surface problems, the approximation to the wave height is discontinuous. This implies that the free-surface of the domain is not well defined and a post-processing of the free-surface is required to address this [31, 32]. This mesh smoothing, however, may require extra stabilization terms (see [26]).

Using the space-time embedded discontinuous Galerkin method eq. (13) for the level-set function, mesh smoothing is not required. This is because the facet approximation to the level-set function, $\bar{\phi}_h$, is continuous on the mesh skeleton, see eq. (7c). We therefore avoid needing any mesh smoothing mesh that may lead to instabilities while maintaining all the conservation properties that discontinuous Galerkin methods provide.

We next describe how to obtain the wave height from the level-set function and subsequently how to move the mesh nodes. We first note that $\bar{\phi}_h$ is the trace of an $H^1$ function. Denoting by
the space of functions of \( M_h \) which are continuous on \( \mathcal{E}^n \), we denote by \( \phi_h^\circ \) the function in \( M_h^\circ \) that coincides with \( \partial_h \) on the element boundaries. We note that it is computationally cheap to find \( \phi_h^\circ \) because it can be found element-wise. By definition \( \phi((x_1, x_2), t) = \zeta(x_1, t) - x_2 \) and so an approximation to the wave height, \( \zeta_h \), can be obtained by evaluating \( \phi_h^\circ \) at \( x_2 = 0 \).

Once we have obtained \( \zeta_h \) we update mesh nodes as follows. Let \( (x^0_{1,i}, x^0_{2,i}) \) denote the coordinates of node \( i \) of the undisturbed mesh (\( \zeta_h = 0 \)), and let \( (x^k_{1,i}, x^k_{2,i}) \) denote the coordinates of the node \( i \) at time \( t_k \). Denote by \( B_b(x_1) (B_b(x_1)) \) the maximum (minimum) \( x_2 \) value in \( \Omega \) on the vertical through \( x_1 \). Then:

- If \( x^0_{2,i} < 0 \),

\[
x^k_{2,i} = x^0_{2,i} + \gamma^k_i \zeta_h(x^k_{1,i}, t_{k+1}) \quad \text{where} \quad \gamma^k_i = \frac{B_b(x^k_{1,i}) + x^0_{2,i}}{B_b(x^k_{1,i})}.
\]  

(27)

- If \( x^0_{2,i} > 0 \),

\[
x^k_{2,i} = x^0_{2,i} + \gamma^k_i \zeta_h(x^k_{1,i}, t_{k+1}) \quad \text{where} \quad \gamma^k_i = \frac{T_b(x^k_{1,i}) - x^0_{2,i}}{T_b(x^k_{1,i})}.
\]  

(28)

5. Numerical results

All the simulations in this section were implemented using the Modular Finite Element Method (MFEM) library [33]. Furthermore, as is common with interior penalty type discretizations, we set the penalty parameter to \( \alpha = 10k^2 \) [34].

5.1. Convergence rates

We first consider a manufactured solutions test case to numerically determine the convergence rates of our discretization. We consider a domain \( \Omega = [-1,1] \times [-1,1] \). The exact pressure is given by \( p((x_1, x_2), t) = (2 + \cos(t)) \sin(\pi x_1) \cos(\pi x_2) \), whereas the exact velocity on the liquid and gas regions, respectively, are given by

\[
u_j((x_1, x_2), t) = \begin{cases} \frac{\partial}{\partial t} (e^{-t} - 1) \sin(\pi(x_2 - \zeta(x_1, t))) + 2 \\ \frac{\partial}{\partial y} (e^{-t} - 1) \sin(\pi(x_2 - \zeta(x_1, t))) \partial_{x_1} \zeta(x_1, t) + 2 \end{cases}, \quad j = \ell, g.
\]  

(29)

Note that \( u_\ell \) and \( u_g \) satisfy the interface conditions eq. (5). The source term in the momentum equation eq. (2a), and the level-set equation eq. (2c) are computed according to the analytical solution. We impose Neumann boundary conditions at \( x_2 = 1 \), while Dirichlet boundary conditions are imposed everywhere else, and we take the polynomial degree \( k = 2 \). First, we test the convergence of the fluid solver with discontinuous density and viscosity, and a fixed interface located at \( x_2 = 0 \) (i.e., \( \zeta(x_1, t) = 0 \)). We take \( \mu_\ell = 1, \mu_g = 0.1 \) and \( \rho_\ell = 1, \rho_g = 0.1 \). Table 1 shows the \( L^2 \) errors in the pressure and velocity at the final time \( t_N = 1 \). Since the mesh is fixed in this case, we do not show the rates of convergence in the level-set function. We see that, as expected, the pressure error is \( O(h^k) \), while the velocity error is \( O(h^{k+1}) \). These rates of convergence are expected when compared to theoretical results of the single phase Navier–Stokes problem [35].
Table 1: Rates of convergence for test case in section 5.1, with $\mu_\ell = 1$, $\mu_g = 0.1$ and $\rho_\ell = 1$, $\rho_g = 0.1$ and $x_2 = 0$.

| Elements per slab | $\Delta t$ | $\| p - p_h \|_{L^2(\Omega_N)}$ | Rate | $\| u - u_h \|_{L^2(\Omega_N)}$ | Rate |
|-------------------|------------|---------------------------------|-------|--------------------------------|-------|
| 96                | 0.1        | 6.03e-1                         | -     | 1.01e-2                       | -     |
| 384               | 0.05       | 1.34e-1                         | 2.17  | 1.60e-3                       | 2.66  |
| 1,536             | 0.025      | 3.46e-2                         | 1.95  | 2.22e-4                       | 2.85  |
| 6,144             | 0.0125     | 8.92e-3                         | 1.96  | 2.87e-5                       | 2.95  |
| 24,576            | 0.00625    | 2.38e-3                         | 1.91  | 3.64e-6                       | 2.98  |

Table 2: Rates of convergence for test case in section 5.1, with $\mu_\ell = 1$, $\mu_g = 0.1$ and $\rho_\ell = 1$, $\rho_g = 0.1$ and $x_2 = 0.1 \sin(\pi(x_1 - t))$.

| Elements per slab | $\Delta t$ | $\| p - p_h \|_{L^2(\Omega_N)}$ | Rate | $\| u - u_h \|_{L^2(\Omega_N)}$ | Rate | $\| \phi - \phi_h \|_{L^2(\Omega_N)}$ | Rate |
|-------------------|------------|---------------------------------|-------|--------------------------------|-------|---------------------------------|-------|
| 96                | 0.1        | 7.01e-1                         | -     | 3.84e-2                       | -     | 4.71e-3                       | -     |
| 384               | 0.05       | 1.64e-1                         | 2.10  | 7.00e-3                       | 2.46  | 9.01e-4                       | 2.39  |
| 1,536             | 0.025      | 4.11e-2                         | 1.89  | 1.16e-3                       | 2.59  | 1.71e-4                       | 2.40  |
| 6,144             | 0.0125     | 1.24e-2                         | 1.83  | 2.31e-4                       | 2.33  | 3.65e-5                       | 2.23  |
| 24,576            | 0.00625    | 3.85e-3                         | 1.69  | 5.26e-5                       | 2.13  | 8.48e-6                       | 2.11  |

We now consider the case where the interface between the gas and liquid regions is time dependent. In particular, we consider the case where the exact location of the interface satisfies $\zeta(x_1, t) = 0.1 \sin(\pi(x_1 - t))$ and choose the exact velocity and pressure expressions as above. We take $(\mu_\ell, \rho_\ell) = (1, 1)$ in the liquid region. In tables 2 and 3 we present the results for, respectively, $(\mu_g, \rho_g) = (0.1, 0.1)$ and $(\mu_g, \rho_g) = (0.01, 0.01)$ in the gas region. We see that for both cases, the pressure converges linearly, while the velocity and the level-set converge quadratically. We attribute this loss in accuracy with respect to table 1 to the fact that the interface between the gas and liquid regions, which is not a linear function, is being represented with a mesh consisting of straight elements. In [36, 37], it is shown that there is a loss in accuracy when super-parametric mesh elements are not used.

Finally, we remark that in all simulations, the divergence of the approximate velocity is of the order of machine precision, even on deforming meshes.

Table 3: Rates of convergence for test case in section 5.1, with $\mu_\ell = 1$, $\mu_g = 0.01$ and $\rho_\ell = 1$, $\rho_g = 0.01$ and $x_2 = 0.1 \sin(\pi(x_1 - t))$.

| Elements per slab | $\Delta t$ | $\| p - p_h \|_{L^2(\Omega_N)}$ | Rate | $\| u - u_h \|_{L^2(\Omega_N)}$ | Rate | $\| \phi - \phi_h \|_{L^2(\Omega_N)}$ | Rate |
|-------------------|------------|---------------------------------|-------|--------------------------------|-------|---------------------------------|-------|
| 96                | 0.1        | 7.44e-1                         | -     | 4.12e-1                       | -     | 3.90e-2                       | -     |
| 384               | 0.05       | 1.77e-1                         | 2.07  | 8.42e-2                       | 2.29  | 8.23e-3                       | 2.24  |
| 1,536             | 0.025      | 4.63e-2                         | 1.93  | 1.53e-2                       | 2.46  | 1.47e-3                       | 2.49  |
| 6,144             | 0.0125     | 1.33e-2                         | 1.80  | 2.74e-3                       | 2.48  | 2.48e-4                       | 2.57  |
| 24,576            | 0.00625    | 4.19e-3                         | 1.67  | 6.12e-4                       | 2.16  | 5.63e-5                       | 2.14  |
5.2. Energy stability

We next test the energy stability property of our method. We consider a domain $\Omega = [-1, 1] \times [-1, 1]$ and a mesh that contains 6144 tetrahedra per slab. This corresponds to a total of 260352 degrees of freedom (after static condensation) for the flow problem and 12675 degrees of freedom (after static condensation) for the level-set equation. The final time of the simulation is $t_N = 10$, and we consider three different time steps $\Delta t = 0.2$, 0.1, and 0.05. The set up of this test case is similar to [25, Section 5.2]. In the first space-time slab, we consider the source term for the two-fluid Navier–Stokes equations to be an element-wise random number. For the following slabs it is then set to be zero. Homogeneous Dirichlet and Neumann boundary conditions are considered throughout the simulation. The level-set equation is solved using the velocity obtained from the two-fluid equations, with source term, initial and boundary conditions all set to zero. Moreover, the free-surface moves according to the solution of the level-set equation. We take $\mu_\ell = 1$, $\rho_\ell = 1$, $\mu_g = 0.01$ and $\rho_g = 0.01$. Figure 2 shows the evolution of the kinetic energy $\frac{1}{2} \| \sqrt{\rho} u \|_{L^2(\Omega_n)}$ for $n = 1, \ldots, N - 1$. We observe that the energy decays for all the time steps considered, i.e., that $\frac{1}{2} \partial_t(\| \sqrt{\rho} u \|_{L^2(\Omega_n)}) \leq 0$. This suggests that our method is energy-stable under mesh movement for the two-fluid Navier–Stokes problem with discontinuous density and viscosity. The formal proof of this property, however, is outside the scope of this article.

5.3. Sloshing in a water tank

We consider a small-amplitude periodic wave that is allowed to oscillate freely in a rectangular tank with length that is twice the depth of the still water level. The computational domain is $\Omega = [-1, 1] \times [-1, 0.2]$. Initially the fluid is at rest and the wave has a profile given by

$$\zeta_0(x_1) = 0.01 \cos (k(x_1 + 0.5)), \quad (30)$$
where $k = 2\pi$ is the wave period. An analytical solution to the linearized free-surface flow problem is given in [38]; given a high enough Reynolds number and assuming a negligible influence of the finite depth of the tank, the analytic wave height $\zeta_{\text{ref}}$ is given by

$$
\zeta_{\text{ref}}(x_1, t) = \zeta_0(x_1) = 1 - \frac{1}{1 + 4\nu^2k^2/g} \left[ 1 - e^{-2\nu k^2 t} \left( \cos(\sqrt{k}gt) + 2\nu k^2 \sin(\sqrt{k}gt) \frac{\sqrt{k}t}{\sqrt{g}} \right) \right],
$$

(31)

where $\nu$ is the kinematic viscosity of the liquid which is set to $\nu = 1/2000$. The density and viscosity ratios are both set to 1 : 1000. We consider two meshes, a structured mesh with 1152 spatial triangles (3452 space-time tetrahedra), and a finer mesh with 2756 spatial triangles (8268 space-time tetrahedra) that is more refined around the free-surface. At $x_2 = -1$ we apply no-slip boundary conditions, and at $x_2 = 0.2$ we apply a homogeneous Neumann boundary conditions. The polynomial degree is $k = 2$. In fig. 3 we compare the analytical solution of wave height elevation at the middle of the tank ($x_1 = 0$) to the coarse and fine grid computed approximations. On the coarse mesh the amplitude of the computed wave height elevation dampens out as time progresses due to numerical diffusion. On the fine mesh, however, the discrete wave height elevation agrees well with the analytical solution.

To show the mesh movement with the interface, we plot the mesh and wave height at times $t = 0$ and $t = 3.86$ in fig. 4. A zoom of the mesh near the interface in fig. 4(c) and (d) show how the mesh conforms to the interface.
5.4. Waves generated by a submerged obstacle

In this final example, we consider waves in a channel generated by a submerged cylinder. We consider a computational domain given by $\Omega = [-8, 26] \times [-7, 3]$ with a cylinder of radius 0.5 located at $(0, -3)$ and the initial wave height set to $\zeta = 0$ (see fig. 5). On the left, top and bottom boundaries of the domain, we impose $u = [0.54, 0]^T$ whereas on the right boundary of the domain we impose a homogeneous Neumann boundary condition. On the boundary of the circle, homogeneous Dirichlet boundary conditions are imposed. Moreover, $u_0(x) = [0.54, 0]^T$. For the level-set function, we set $r = 0$ at the inflow part of the boundary ($x_1 = -8$). The density and viscosity ratios are $\rho_g/\rho_\ell = 1/1000$ and $\mu_g/\mu_\ell = 0.01$. The time step is taken as $\Delta t = 0.02$ and the space-time mesh contains 9312 tetrahedra.

In fig. 6 we show the velocity magnitude at time $t = 6$ in the liquid domain $\Omega_\ell$. We observe vortex shedding, as observed also in single-phase flows (for example, [39]), as well as waves being generated due to the flow passing the obstacle.
6. Conclusions

We have presented a compatible, interface-tracking, exactly mass conserving, space-time HDG/EDG discretization for the two-fluid Navier–Stokes equations. The mesh moves with the zero-level set so that the density and viscosity are always piece-wise constants with discontinuity across the interface. Moreover, by using a space-time EDG method for the level-set equation, we are able to obtain a continuous approximation to the interface between the fluids; no smoothing techniques are necessary to accommodate the mesh movement.

Our numerical simulations suggest that the method is energy-stable under mesh movement, and that we can obtain optimal rates of convergence considering that our mesh consists of straight elements. Future work includes extending our discretization to using curved elements near the interface to improve the accuracy of the method and to extend our approach to more general two-fluid flow problems such as rising bubbles in a column and fluid-structure interaction problems.
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