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To overcome the problem of particle swarm optimization (PSO) being trapped in local minima, a particle swarm optimization algorithm combined with non-Gaussian stochastic distribution is presented for optimization design of wind turbine blade. Before updating the particle velocity, a limited test was performed for every particle to search for the global best solution. Taking the maximum wind turbine annual power generation as the final objective, a 1.3 MW wind turbine blade was optimized. The results were compared with those of the original wind turbine blades and traditional particle swarm optimization. Compared with the original output power, the year output power increased by 5.3% with non-Gaussian stochastic distribution combined with PSO, whereas the computation time was 65% of the traditional PSO. As time step increased, residuals of non-Gaussian stochastic distribution combined with PSO greatly diminished, with improved computation efficiency. It is shown that the non-Gaussian distribution combined with PSO ensures the global best solution. The non-Gaussian distribution combined with PSO provides a more reliable theoretical basis for the design of wind turbine blades.

1. Introduction

Wind turbine is a kind of power machinery which converts wind energy into mechanical energy. Blade is one of the most important parts of wind turbine. The aerodynamic shape of blade determines the conversion efficiency of wind energy. Therefore, the optimization design technology of aerodynamic shape of wind turbine blade plays an essential role in the design and manufacture of wind turbine. The optimal design of wind turbine blades involves complex aerodynamic performance calculation and searching optimization process, in which the optimization algorithm is one of the vital indicators that directly determine the quality of blade design [1, 2].

For the optimization algorithm research of blade optimal design, genetic algorithm (GA) and particle swarm optimization algorithm (PSO) are commonly adopted all around the world. The PSO algorithm is a new and efficient group intelligent optimization algorithm developed in recent years [3]. Because the PSO algorithm searches for the optimal goal by individual experience and group experience, there is no mutation link, and it is easy to implement. In recent years, it has been favored by scientific researchers and has been widely developed. PSO algorithm has also been applied to the optimal design of different wind turbine blades [4–6]. Liao et al. [7] adopted an improved PSO algorithm to optimize the blade extreme load. Based on multidisciplinary optimization theory, the PSO algorithm was applied by
Ceruti [8] to optimize the geometry of small wind turbine blades to obtain the optimal chord distribution and airfoil. Ma et al. established a time-domain coupled calculation model of floating wind turbines based on PSO and FAST programs and proposed a combined wind turbine blade optimization design method [9]. Posteljnik et al. used PSO to optimize the design of the maximum vertical turbine power and the minimum blade mass of the small vertical axes turbines and added the target of the minimum wind speed, but it led to the increase of Pareto solutions [10].

However, the biggest shortcoming of the PSO algorithm is that in the iterative process, all solutions are optimized, which will lead to premature convergence, and the global search cannot be performed well, thus falling into the situation of local solution convergence [11]. At present, the particle swarm optimization algorithm is mainly improved by introducing the ideas of other intelligent algorithms, such as the shuffled frog-leaping algorithm [12], hybrid genetic coding algorithm [13], and hybrid differential evolution algorithm [14]. Scholars have proposed new type of PSO algorithms, such as PSO-DLTA [15], DMPSO [16], MPSOEG [17], and WI-PSO [18]. Zhao and Li [19] proposed a new two-stage multiswarm particle swarm optimizer (TMPSO), which employs a multiswarm method to adopt two-stage different search strategies in the entire iterative process. Lim et al. [20] proposed a PSO based on self-adaptive topology connection (SATC), in which the SATC module adaptively modifies its topology connectivity in different search stages to promote each particle to perform search with different exploration and development intensity. Nevertheless, only a few scholars have applied the improved PSO algorithm to wind turbine research. Based on the improved particle swarm optimization algorithm, Cao [21] established an optimal control model to maximize the overall output power of the wind farm and employed the particle swarm optimization algorithm to optimize the axial inductance of each unit to determine the rotation speed and the pitch angle when the power of the wind farm is maximized. Chen et al. [22] combined an improved particle swarm optimization algorithm and an airfoil parameterized expression method based on general integration theory to replace and optimize the existing commonly used thin airfoil NACA64618, which improved the aerodynamic and static aeroelastic performance of the new airfoil. Compared with the original algorithm, the search ability of the improved algorithm has been improved to a certain extent, but there are still deficiencies in the global search ability. Lévy flight is a random search process following the Lévy distribution, which is a non-Gaussian random process. The local and global search capabilities of Lévy flight are more prominent, which is suitable for applications in the field of optimization. Liu et al. [23] adopted dynamic penalty function and vertical flight to further improve the artificial bee colony algorithm. In the search stage of the cuckoo algorithm, He et al. [24] adopted the reverse learning of the solution of Lévy flight to effectively improve the search efficiency of the optimal solution. In order to overcome the above shortcomings of the traditional particle swarm optimization algorithm, this paper solves the problem that the particle swarm optimization algorithm easily falls into the local optimum. By combining the particle swarm optimization algorithm with non-Gaussian random Lévy distribution, the jumping ability of the particles is increased, so that the particles have the ability to jump out of the local optimum when they fall into the local optimum, so as to seek the global optimum. This paper combines non-Gaussian random distribution with particle swarm optimization to optimize the design of wind turbine blades. Section 2 introduces the related theories of traditional particle swarm optimization algorithm and particle swarm optimization algorithm combined with non-Gaussian distribution. In Section 3, based on the theory of blade element momentum (BEM), an optimized design program was developed using the particle swarm optimization algorithm combined with non-Gaussian random distribution (hereinafter referred to as “non-Gaussian PSO”). In Section 4, with the goal of the maximum annual power generation of the wind turbine, the optimal design of a 1.3 MW wind turbine blade is carried out, and the results of non-Gaussian PSO are compared with the optimization results of the original wind turbine blades and traditional PSO. Finally, Section 5 provides a general conclusion.

2. Methodology

2.1. Particle Swarm Optimization Algorithm. Particle swarm optimization (PSO) is an optimization algorithm proposed by Kennedy and Eberhart in 1995 [25]. In the PSO algorithm, the potential solutions to the considered optimization problem are called particles and fly through the solution domain. Particle swarm optimization is a stochastic optimization technique derived from swarm intelligence, compared with the genetic algorithm [26].

Suppose that the search space of the problem to be solved is $D$ dimension and the total number of particles is $n$. Then, the position of the $i$-th particle can be expressed as $X_i = (X_{i1}, X_{i2}, \ldots, X_{iD})$, where $D$ is $D$-dimensional space. The best, most suitable and advantageous position of the $i$-th particle in the history of “flight” (that is, the solution optimal corresponding to the position) is expressed as $P_i = (P_{i1}, P_{i2}, \ldots, P_{iD})$; here, it is assumed that $P_i$ is the optimal position found in the search for “flight” for all particles of $P_i (i = 1, \ldots, n)$, that is, the optimal solution. The position change rate of the $i$-th particle (that is, the speed at which the $i$-th individual bird flies in search of food) is vector $V_i = (V_{i1}, V_{i2}, \ldots, V_{iD})$. Through the analysis and summary, the position of each particle (that is, where each individual bird is in the food-seeking space) is changed according to the following formula (“flight”) [26]:

$$\begin{align*}
V_{id}^{k+1} &= \omega V_{id}^{k} + c_1 r_1 (P_{id}^{k} - X_{id}^{k}) + c_2 r_2 (P_{gd}^{k} - X_{gd}^{k}), \quad (1) \\
X_{id}^{k+1} &= X_{id}^{k} + V_{id}^{k+1}, \\
n &\leq i \leq n, 1 \leq d \leq D,
\end{align*}$$

where $c_1$ and $c_2$ are nonnegative constants, called acceleration factors and also known as a learning factors. $r_1$ and $r_2$ are random numbers within $[0,1]$, providing infinite possibilities for finding the optimal result. $k$ is the current iteration number. $\omega$ is called the inertia factor. The range of
position variation of dimension $d$ is $[-X_{\text{Max}d}, X_{\text{Max}d}]$, which is the range of the solution space. The velocity range of each particle in the PSO algorithm is $[-V_{\text{Max}d}, V_{\text{Max}d}]$, which is the range of the position change of each bird in the bird flock. If the position and velocity of the particle exceed the boundary range in the iterative process, then the boundary value is taken. The basic algorithm steps of PSO are as follows [27]:

1. Initialize the particle swarm according to the formula, randomly set the initial position $X_i$ and initial velocity $V_i$ of each particle, and provide the particle search algorithm with the possibility of searching for the best results.

2. Calculate the fitness value of each particle based on the basic principle of the algorithm.

3. On this basis, update the best position $P_i$ of individual particles. The update criterion is for each particle comparing its fitness value with the fitness value of the best position $P_i$ it has experienced and selecting the best one as the current fitness value.

4. On this basis, update the best position $P_g$ of individual particles. For each particle, compare its current fitness value with the fitness value corresponding to the global best position. If the current fitness value is higher, update the best position of the particle swarm with the current position.

5. Adjust the velocity $V_i$ and position $X_i$ of the particle according to (1) and (2).

6. Finally, if the end conditions are met, the search process will be terminated; if the end condition is not met, go to step (2) and continue the algorithm until the condition is met. Output the search results; the whole algorithm proposed to solve the problem process is completed.

2.2. Non-Gaussian PSO. Although the traditional PSO is a global optimization search algorithm, it performs optimal search on all solutions in the iterative process, which will lead to premature convergence, and cannot perform global search well, falling into local solution convergence [11]. In order to overcome this shortcoming of the traditional PSO algorithm, this paper uses the corresponding content of the cuckoo algorithm. Broadly speaking, Lévy flight is a random walk method extracted from Lévy’s stable distribution, ensuring that the PSO algorithm can perform a global search more efficiently without falling into local stagnation.

In non-Gaussian PSO, the new state of each particle can be written as

$$X^{t+1} = X^t + \gamma \circ \text{Levy}(\omega),$$

where $\gamma$ is the step size, which is related to the scale of the solved problem; here, we take any number of particle diameters in the interval (0, 2); that is, $\gamma = \text{Ran}(D); D$ is the particle diameter; $\text{Levy}(\omega)$ represents Lévy distribution. Then, the $n$ samples generated can be written as [28, 30]

$$n = \text{Ran}(D) \circ \text{Levy}(\omega) \sim 0.01 \frac{\rho}{|\eta|^\beta} (X_j - g_{\text{best}})^\beta,$$

where $\rho$ and $\eta$ are derived from the normal distribution $\rho \sim N(0, \sigma^2_p)$, $\eta \sim N(0, \sigma^2_\eta)$. The equation is as follows:

$$\sigma_p = \left\{ \begin{array}{ll} \Gamma(1 + \omega)\sin(\pi \omega / 2) & \text{if } \omega \leq 1, \\
\Gamma[(1 + \omega / 2) \omega^{(1-\omega)/2}] & \text{if } \omega > 1 \end{array} \right., \sigma_\eta = 1,$$

where $\Gamma$ is the standard Gamma function. At this time, the $n$ value obtained by (5) is taken to update the position of the particle, and the fitness value of the new position of the particle is estimated. If the calculated new particle fitness value is better than the original individual extreme value (abbreviated as $g_{\text{best}}$), then update the individual extreme value and set the test limit to 0; otherwise, increase the test limit by 1 to continue to estimate the value of the new particle position. Repeat the above steps until the new fitness value is better than the original individual extremum.
3. Optimization Objective and Constraints

3.1. Objective Function. In order to find a global optimal solution using non-Gaussian PSO, the annual average generating capacity of the wind turbine is adopted as the objective function of the optimal design. Here, we take the Weibull distribution density function to fit the wind conditions. By solving the wind power utilization coefficient $C_p$ of the wind turbine at different wind speeds, the average power of the annual power generation is obtained by integration, and then the average annual power generation of the wind turbine is obtained. The calculation formula is as follows:

$$P = F(b, \phi) = \int_0^{V_1} \frac{1}{2} \rho R^2 C_p(v) W(v) \, dv,$$

where $P$ is the annual average power, $V_1$ is the cut-in wind speed, $V_2$ is the cut-out wind speed, $v$ is the value of the inflow wind speed at infinity, and $W(v)$ is the Weibull distribution density function.

3.2. Optimized Design Variables and Constraints. In the optimization design of the aerodynamic shape of the wind turbine blade, the main optimization objectives are the airfoil section, chord length $b$, and twist angle $\phi$. In this paper, the selected airfoil series will be designed without constant attack angle [31]. For the same type of airfoil, within a certain range of attack angle $\alpha$ at a certain Reynolds number, the lift coefficient and drag coefficient are expressed in the form of explicit attack angle as

$$C_l = X_1(\alpha),$$
$$C_D = X_2(\alpha),$$

where $X_1(\alpha)$ and $X_2(\alpha)$ are Newton interpolation polynomials of the attack angle $\alpha$, respectively; then, the relationship of angle of attack is as follows:

$$X(\alpha, V_{\infty}, \omega, R, b, \phi) = 0.$$

Then, the expression of the power coefficient without explicit attack angle can be written as

$$X_p = X_p(V_{\infty}, \omega, R, b, \phi),$$

where $V_{\infty}$ is the incoming flow speed, $\omega$ is the rotor speed, and $R$ is the rotor radius, all of which are known quantities. In this way, the optimal design variables can be determined as the blade chord length $b$ and twist angle $\phi$.

The chord length $b$ and twist angle $\phi$ are distributed according to the Bezier curve, and the constraints can be written as

$$\begin{align*}
  b_{\text{min}} & \leq b_r \leq b_{\text{max}} \\
  \varphi_{\text{min}} & \leq \varphi_r \leq \varphi_{\text{max}} \\
  r_{\text{min}} & \leq r_{1c} \leq r_{2c} \leq r_{\text{max}} \\
  \varphi_{\text{min}} & \leq \varphi_r \leq \varphi_{\text{max}} \\
  \varphi_{\text{min}} & \leq \varphi_{1c} \leq \varphi_{2c} \leq \varphi_{\text{max}}
\end{align*}$$

where $b_r$ and $\varphi_r$ are the chord length and torsion angle at the root of the blade; $b_t$ and $\varphi_t$ are the chord length and twist angle at the blade tip; and $r_{\text{min}}$, $r_{\text{max}}$, $\varphi_{1c}$, and $\varphi_{2c}$ are the coordinates of Bezier’s control points.

Here, we apply the theory of blade element momentum (BEM) to establish the aerodynamic model of wind turbines. In the process of building an aerodynamic model, it is necessary to consider the effect of blade tip loss. Due to space limitations, no specific formula is given here, and the specific formula can be found in [32].

3.3. Optimized Design Procedures and Processes. Combined with non-Gaussian distributed particle swarm optimization algorithm, the basic flow of blade aerodynamic optimization program is presented in Figure 1. The optimization search of non-Gaussian PSO is different from the traditional PSO. Before the speed update of the non-Gaussian PSO, the limit test is performed on each particle. If the current particle does not exceed the limit, the speed is updated normally, and its position is also updated. If the particle velocity exceeds the limit, then set the position beyond the boundary of the search space to make its value equal to the boundary value. Therefore, the key steps of the non-Gaussian PSO blade aerodynamic optimization program proposed in this paper are as follows:

1. Set a fitness (limit) value for each particle, and the particle group exceeding this limit will be redistributed in the search space using a non-Gaussian random distribution. In non-Gaussian PSO, the initial particle swarms are randomly distributed in the search space, and the fitness values of these particle swarms need to be calculated. In addition, these fitness values are used to calculate the individual extreme value (pbest) of the particle swarm, that is, the current optimal solution found by a single particle and the global extreme value (gbest), which is the optimal solution currently found by the entire population.

2. Calculate the fitness value of the newly determined particles. If the calculated new fitness value of the particles is better than the original pbest, then they are used as pbest and as a limit; if the new fitness value is not improved compared with the original pbest, then the particle limit is increased by 1 on the basis of the original value. Similarly, if the calculated new fitness value is smaller than gbest, then it is used as the particle’s gbest value. Perform the same steps until the end of the iteration.

3. The choice of limit value has a significant influence on the calculation result and calculation efficiency. Therefore, when selecting the limit value, the optimization of the calculation result and the calculation time should be considered.

4. Results and Analysis

The non-Gaussian PSO is used to optimize the design of wind turbine blades. The parameters of the rotor are shown in Table 1. The airfoil of the rotor adopts NACA6412, and the
blade is divided into 5 sections. Each section is taken at a distance of $0.2R$ ($R$ is the radius of the rotor), and the chord length and twist angle of each section are calculated and compared with the original blades.

The basic parameter selection of the optimization model is as follows: population size is 40, learning factor $C_1 = C_2 = 2$, and inertia weight $w = (N_{\text{max iter}} - N_{\text{iter}} / N_{\text{max iter}})$, where $N_{\text{max iter}}$ refers to the maximum number of iterations and $N_{\text{iter}}$ refers to the current number of iterations. The shape parameter of Weibull is 1.85, and all particles are initialized within the initial range.

In the non-Gaussian PSO algorithm, the selection of the limit $M$ has a significant impact on the optimization design results. Therefore, the optimization design results of the blade chord length under different limits are compared here, and compared with the original blade results and the traditional PSO results, which is shown in Figure 2.

It can be seen from Figure 2 that the non-Gaussian PSO and traditional PSO methods have optimized the chord length of the blades to be less than the original chord length of wind turbine blade, but the chord length of non-Gaussian PSO blade is smaller than that of the traditional PSO, indicating that the blades optimized by the non-Gaussian PSO algorithm have better aerodynamic characteristics than the traditional PSO. In particular, the reduction of the blade chord length is a good control of the output power and cost of the wind rotor for the concentration area of the blade mass (blade root), which proves the advanced nature of non-Gaussian PSO.

In the non-Gaussian PSO algorithm, for the limit $M$, it can be seen that the optimization effect is better with the increase of the limit. This is because the non-Gaussian random Lévy distribution can realize the multistep jumping of particles in the search space. The expansion of the scope makes the result more accurate. However, the calculation time is also increasing. Here, the calculation time at $M = 15$ is 1.2 times the calculation time at $M = 10$, and the calculation time at $M = 10$ is 0.7 times the calculation time at $M = 5$. Therefore, all things considered, it is reasonable to choose the limit $M = 10$ here, which can achieve a balance in improving the optimization result and the calculation cost. Therefore, in the following optimization calculations, the calculation is performed according to the limit $M = 10$.

Figure 3 shows a comparison between the blade twist angle and the original blade after using non-Gaussian PSO and traditional PSO optimization. It can be seen that the non-Gaussian PSO and traditional PSO optimized blade twist angle does not change much compared with the original wind turbine. This is because although the reduction of the twist angle can increase the output power of the wind rotor, it will also increase the axial thrust, thereby shortening the life of the blade and increasing the cost. Therefore, the change of the twist angle of the blade after using different optimization algorithms does not change much.

Figure 4 shows a comparison between the output power of the wind turbine blade and the original blade after the non-Gaussian PSO and the traditional PSO are optimized. It can be seen that after using non-Gaussian PSO optimization, the output power of the wind turbine blades is different from that of the original wind turbine blades at different wind speeds, and the output power of the blades optimized by the traditional PSO has increased, indicating that non-Gaussian PSO can better optimize the design of wind turbine blades than traditional PSO. Moreover, after non-Gaussian PSO optimization, the output power of the blade has been controlled within the rated power of 1.3MW, indicating that the non-Gaussian PSO optimized wind turbine has excellent stall control characteristics.

Further comparison found that, after using traditional PSO optimization, compared with the original blade output power, the output power of the wind rotor at a rated wind speed of 15 m/s increased by 2.1% and the annual output power increased by 5.3%. After using non-Gaussian PSO optimization, compared with the original blade output power,
at rated wind speed of 15 m/s, the output power of the wind turbine blade increased by 3.4%, and the annual output power increased by 7.6%. Therefore, from the perspective of computational efficiency, the calculation time of non-Gaussian PSO is about 65% of that of traditional PSO. This is because the non-Gaussian Lévy distribution realizes the multistep jumping of particles in the search space, which improves the search efficiency and saves the calculation time. Therefore, it can be seen that non-Gaussian PSO is a more superior and more efficient method for the optimal design of wind turbine blades than traditional PSO.

In order to illustrate the computational efficiency of non-Gaussian PSO, it is compared with the calculation convergence of the traditional PSO for optimal design. Table 2 shows the residuals calculated by different methods.

| Residual | Time step |
|----------|-----------|
| Traditional PSO | $10^1$ | $10^0$ | $10^{-1}$ | $10^{-2}$ |
| Non-Gaussian PSO | $10^{-1}$ | $10^{-3}$ | $10^{-5}$ | $10^{-6}$ |

It can be seen from Table 2 that as the time step increases, the calculated residual error of the traditional PSO does not change significantly, and when the time step reaches a certain value, the calculated residual error no longer changes, indicating that the traditional PSO method has poor convergence and local convergence. Non-Gaussian PSO reduces the calculation residual rapidly with the increase of time step, and the decrease is large, indicating that the non-Gaussian PSO overcomes the disadvantages of the traditional PSO method, such as poor convergence and easiness to fall into local solution convergence, and has the characteristics of good convergence. The reason is that the $p_{best}$ value of the particles in the non-Gaussian PSO is arbitrarily selected and, unlike the traditional PSO, it needs to be learned from the $p_{best}$ and $g_{best}$ values of the particles, so the non-Gaussian PSO ensures the diversity of the population and avoids the solution falling into the local minimum situation.

To illustrate the computational stability of non-Gaussian PSO, at different time steps, the errors of traditional PSO and non-Gaussian PSO were statistically analyzed, and the average value and mean-square deviation of the calculation errors of different optimization algorithms were obtained. The optimal
values calculated here are all taken as 0, and when the results are less than $10^{-6}$, the calculation results are considered to converge. The statistical results are shown in Table 3.

From Table 3, it can be seen that when using different time steps, the average value and mean-square deviation of the errors obtained by non-Gaussian PSO are less than those of traditional PSO, indicating that the optimization results of non-Gaussian PSO are better than those of traditional PSO and more stable results can be obtained. This is because the non-Gaussian PSO performs a limit check on each particle before performing speed update, which avoids searching in an inefficient space, thereby greatly improving computational efficiency and convergence.

In addition, in order to illustrate complexity of the proposed algorithm, comparison of the error norm between the proposed algorithm presented in this paper and the traditional PSO in computing $x$-direction displacement at different wind speed is provided in Table 4.

It can be seen from Table 4 that for the same number of iterations, the error norm of the proposed algorithm is much smaller than that of traditional PSO. Moreover, the proposed algorithm in this paper can achieve smaller error using fewer iterations, which suggests that the convergence speed of the method in this paper is faster and the error is smaller. However, in numerical calculation, we should pay more attention to the balance between calculation accuracy and calculation time. It is found in the calculation that when the number of iterations increases by about 13% on average, the calculation accuracy increases by about 25% and the calculation time increases by about 10% on average.

5. Conclusions

This paper proposes a particle swarm optimization algorithm combined with non-Gaussian random distribution to optimize the design of wind turbine blades. The specific conclusions are as follows:

1. The non-Gaussian PSO algorithm is presented and applied to optimize calculation and analysis of a 1.3 MW wind turbine blade. The results show that, compared with the traditional PSO, the non-Gaussian PSO expands the search range of particles and the optimization result increases with the increase of the search limit, making the optimization result more accurate.

2. Non-Gaussian PSO further improves the output power of wind turbine blades: After non-Gaussian PSO optimized blades, at rated wind speed of 15 m/s, the output power of wind turbine blades increased by 3.4%, and the annual output power increased by 7.6%. Furthermore, the calculation time of non-Gaussian PSO is about 65% of the time of traditional PSO. The reason is that the non-Gaussian Lévy distribution in the non-Gaussian PSO realizes the multistep jump of the particles in the search space, which improves the search efficiency and saves computational time.

3. In terms of computational efficiency and computational stability, compared with the traditional PSO, as the time step increases, the calculation residual of non-Gaussian PSO decreases rapidly, indicating that non-Gaussian PSO overcomes the shortcomings of traditional PSO, such as poor convergence and easiness to fall into local solution convergence, and non-Gaussian PSO can obtain more stable results.

4. Although the proposed non-Gaussian PSO is superior in many computation aspects, there are still some limitations and further improvements are needed. Since the non-Gaussian PSO performs a limit check on each particle before performing speed update, it brings some random process and takes more computation time before speed update. How to reduce the random check process and how to improve the limit check efficiency are the issues that need to be further discussed. In addition, in future work, thickness distribution and controlling surface airfoil location distribution will be considered in the optimization design to obtain better optimization results.
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