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Abstract

We make inroads into understanding the robustness of Variational Autoencoders (VAEs) to adversarial attacks and other input perturbations. While previous work has developed algorithmic approaches to attacking and defending VAEs, there remains a lack of formalization for what it means for a VAE to be robust. To address this, we develop a novel criterion for robustness in probabilistic models: \( r \)-robustness. We then use this to construct the first theoretical results for the robustness of VAEs, deriving margins in the input space for which we can provide guarantees about the resulting reconstruction. Informally, we are able to define a region within which any perturbation will produce a reconstruction that is similar to the original reconstruction. To support our analysis, we show that VAEs trained using disentangling methods not only score well under our robustness metrics, but that the reasons for this can be interpreted through our theoretical results.

1. Introduction

Variational Autoencoders (VAEs) \cite{Kingma2013, Rezende2014} have been found to be more robust to input perturbations than their deterministic counterparts, particularly those originating from adversarial attacks \cite{Goodfellow2014, Carlini2017, Carlini2019}. This trait has made them useful in protecting downstream tasks \cite{Goodfellow2014, Carlini2017, Carlini2019}.

Nevertheless, they are still not completely impervious to attack \cite{Athalye2018, Papernot2016, Papernot2017}: a hypothetical adversary can attack a VAE by applying small input perturbations that try to produce reconstructions close to a distinct target datapoint chosen by the adversary, rather than being representative of the original input. Such attacks have been shown to be successful in a wide range of scenarios \cite{Goodfellow2014, Athalye2018, Papernot2016, Papernot2017}. Recent work has made progress towards defending against them from an empirical and algorithmic perspective \cite{Carlini2019}, by repurposing approaches designed to learn disentangled latent representations \cite{Higgins2017, Arjovsky2017, Ho2018, Pathak2020}.

However, a deeper understanding of the mechanisms underpinning the robustness of VAEs and their derivatives is still lacking. Furthermore, there are currently no theoretical foundations for this robustness or even frameworks and formalizations for exactly what it actually means for a VAE to be “robust.” In other words, what would it mean to have a certifiably-robust VAE? Moreover, are there scenarios where we might be able to provide such theoretical guarantees of robustness?

As a first step to addressing these questions, we develop the first metric with which to evaluate the robustness of VAEs: \( r \)-robustness. Informally, for a given input, a VAE is \( r \)-robust to a given perturbation if there is a greater chance than not of the reconstruction falling within a ball of radius \( r \) in data-space of the undistorted maximum likelihood reconstruction. The smaller the value of \( r \) for which we can confirm \( r \)-robustness, the more robust we can guarantee the VAE to be. Through
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Figure 1: Reconstructions under attack for robust and non-robust VAEs. Each subfigure shows from left to right: the original input, a perturbed input made by an imperceptibly small adversarial attack, and the reconstruction of the perturbed input. We show results for VAEs that are robust \((R_r^X(x) \geq ||\delta_x||_2)\) and non-robust \((R_r^X(x) < ||\delta_x||_2)\) for a given point \(x\) and adversarially selected perturbation \(\delta_x\). We see that the robust VAE reconstructions are visually closer to the original input.

\(r\)-robustness, we provide theoretical foundations to understand the source of VAEs’ robustness and provide insights into what can cause them to more or less robust.

Using this, we next develop a margin of robustness, \(R_r^X(x)\), such that the VAE is \(r\)-robust to any possible perturbations of the input \(x\) within this margin. This, in turn, allows us to provide a notion of a certifiably-robust reconstruction as it forms a guarantee that no attack limited to the margin can reliably undermine it. An example of this is shown in Fig 1, where we demonstrate that large \(R_r^X(x)\) are associated with model-input pairs that are robust to adversarially generated input perturbations. Analogously to the concept of an adversarial risk [12], \(R_r^X(x)\) can further be converted to a metric for the overall robustness of a VAE, by taking its expectation over the data generating distribution.

To make inroads towards imposing apriori constraints on a VAE that ensure that it is certifiably robust, we further derive a theoretical bound for \(R_r^X(x)\) as a function of the encoder variance and encoder Jacobian. This provides insights into the characteristics of VAEs that contribute to robustness. Building on this result, we show empirically that VAEs with larger encoder variances and smaller Jacobians typically produce larger margins \(R_r^X(x)\) and are thus more robust to perturbations. We further demonstrate how these beneficial characteristics can be induced using methods for learning disentangled representations and derive new results for how these methods can be interpreted.

To summarize, our core contributions are that we first define a robustness metric, \(r\)-robustness, that is tailored to probabilistic generative models. We develop a margin \(R_r^X(x)\) on a VAE’s input space within which it is \(r\)-robust to perturbations. Finally, we offer theoretical and empirical analysis, based on \(R_r^X(x)\) and existing disentangling methods, that can aid the construction of robust VAEs.

2. Background

2.1 Variational Autoencoders

VAEs [1, 2], and models they have inspired [3, 10 13, 14], are deep latent variable models. Using \(x \in \mathcal{X}\) to denote data and \(z \in \mathcal{Z}\) to denote the latents with associated prior \(p(z)\), a VAE simultaneously learns both a forward generative model, \(p_\theta(x|z)\), and an amortised approximate posterior distribution, \(q_\phi(z|x)\), where \(\theta\) and \(\phi\) correspond to their respective parameters, typically taking the form of deep neural networks. These are often referred to as the decoder and encoder respectively, and a VAE can be thought of as a deep stochastic autoencoder. Under this autoencoder framework, one typically takes the reconstructions as deterministic, corresponding to the mean of the encoder, namely \(g_\theta(z) := E_{p_\theta(x|z)}[x]\), a convention we will adopt throughout.
Training a VAE is performed by maximizing the evidence lower bound (ELBO)
\[ \mathcal{L} = \mathbb{E}_{p_D(x)}[\mathcal{L}(x)], \quad \text{where} \quad \mathcal{L}(x) = \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)] - \text{KL}(q_\phi(z|x)||p(z)) \]
and \( p_D(x) \) represents the empirical data distribution. The optimization is carried out using stochastic gradient descent with Monte Carlo samples of the expectations, typically employing the reparameterization trick \[2\]. For example, for a Gaussian \( q_\phi(z|x) \), we draw samples as \( z = \mu_\phi(x) + \eta \circ \sigma_\phi(x), \eta \sim \mathcal{N}(0, I) \), where \( \circ \) is the element-wise product.

### 2.2 Adversarial Attacks for VAEs

In adversarial settings, an agent is trying to alter the behavior of a model towards a specific goal. This could involve, in the case of classification, adding a very small perturbation to data so as to alter the model’s predicted class. For many deep learning models, small changes to data imperceptible to the human eye, can drastically change a model’s output.

Proposed attacks for VAEs aim to produce reconstructions close to a chosen target image by applying small distortions to the input of a VAE \[6, 15, 16\]. The adversary optimizes this perturbation to minimize some measure of distance between the reconstruction and the target image or the distance between the embedding of the distorted image and the embedding of the target image.

### 2.3 Disentangled VAEs

Learning disentangled representations \[17\] is a common objective when training a VAE \[13, 14\]. This involves trying to establish a one-to-one correspondence between dimensions of the learnt latent space and some interpretable aspect of the data \[9–11\]. For instance, there might be some axis in latent space encoding ‘hair color’ for images of people. One such penalization method is the \( \beta \)-VAE \[9, 14\], which upweights the KL in the ELBO with a penalization \( \beta \):
\[ \mathcal{L}_\beta(x) = \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)] - \beta \text{KL}(q_\phi(z|x)||p(z)) \]
Disentangling can be difficult to achieve in practice \[9, 11, 18, 19\]. Nevertheless, models trained under disentangling objectives have other beneficial properties. \( \beta \)-TC regularization \[10\], a disentangling method, has been shown to induce models that are more robust to adversarial attacks \[3\]. The encoders of \( \beta \)-VAEs have also been used as the perceptual part of Deep RL models to create more robust agents \[20\]. Thus, regardless of the presence of disentangled generative factors, these regularization methods can induce models that are more robust to attack.

### 3. Robustness of VAEs

#### 3.1 A Probabilistic Metric of Robustness

Deep learning models can be brittle. Some of the most sophisticated deep learning classifiers can be broken by simply adding small perturbations to their inputs \[21–25\]. Here, perturbations that would not fool a human break neural network predictions. A model’s weakness to such perturbations is called its sensitivity. For classifiers, we can straightforwardly define an associated sensitivity margin: it is the radius of the largest metric ball centered on an input \( x \) for which a classifier’s original prediction holds for all possible perturbations within that ball.

Defining such a margin for VAEs is conceptually more difficult as, in general, the reconstructions are continuous rather than discrete. To put it another way, there is no step-change in VAE reconstructions that is akin to a change of a predicted class in classifiers; any perturbation in the input space
will result in a change in the VAE output. To complicate matters further, a VAE’s latent space is stochastic: the same input can result in different reconstructions.

As a first step to deriving robustness margins for VAEs, we now introduce a criterion for measuring robustness in probabilistic models: \( r \)-robustness. We start by presenting it in the general setting, before linking it to the specific case of VAEs.

**Definition 3.1.** A model, \( f \), operating on a point \( x \), that outputs a continuous random variable is \( r \)-robust \( r \in \mathbb{R}^+ \), to a perturbation \( \delta \) and for an arbitrary norm \( \| \cdot \| \) iff \( p(\|f(x + \delta) - f(x)\| \leq r) > p(\|f(x + \delta) - f(x)\| > r) \).

In this work, the norm is taken to be the 2-norm \( \| \cdot \|_2 \). In this case, the \( r \)-robustness determines a bound for which changes in the output \( f(x) \) induced by the perturbation \( \delta \) are more likely to fall within the hyper-sphere of radius \( r \), than not. As \( r \) decreases, the criterion for model robustness becomes stricter. We note that \( r \)-robustness can be viewed as a probabilistic analog to the criterion for regression models presented by [26]. Additionally, we could define this metric with some \( m \) for which \( p(\|f(x + \delta) - f(x)\|_2 \leq r) > m \) where \( 1 - m \) would be some measure of allowable risk, but for brevity we omit this case from the discussion in the next sections.

**\( r \)-robustness in VAEs** Because this criterion is applicable to probabilistic models with continuous output spaces, it is directly relevant for ascertaining robustness in VAEs. By considering the smallest \( r \) for which the criterion holds, we can think of it as a metric that provides a probabilistic measure of the extent to which VAE outputs are altered given a corrupted input. The smaller the value of \( r \) for which we can confirm \( r \)-robustness, the more robust the VAE.

### 3.2 Robustness of VAEs

We want to define a margin in a VAE’s input space for which it is robust to perturbations of a given input. Perturbations that fall within this margin should not break our criterion for robustness. Formally, we want to determine a margin in \( \mathcal{X} \), \( R_X^r(x) \), for which any distorted input \( x + \delta_x \), where \( \|\delta_x\|_2 < R_X^r(x) \) is the perturbation, satisfies \( r \)-robustness when reconstructed.

However, to consider the robustness of VAEs, we must not only take into account the perturbation \( \delta_x \), but also the stochasticity of encoder. We can think of the decoder as taking in noisy inputs because of this stochasticity. Naturally, this noise can itself potentially cause issues in the robustness of VAE: if the level of noise is too high, we will not achieve reliable reconstructions even without perturbing the original inputs. As such, before even considering perturbations, we first need to adapt our \( r \)-robustness framework to deal with this stochasticity.

#### 3.2.1 Accounting for the sampling in the latent space

Given an input \( x \), we want to define some region in the reconstruction space, \( \mathcal{X}_{\text{recon}} \), within which most of the decoded samples from the latent embedding \( z \) will fall within. We will assume that the encoder is a Gaussian as this is standard practice. Denoting \( g_\theta(z) \) as the deterministic mapping induced by the VAE’s decoder network and \( \mu_\phi(x) \) as the mean embedding of the encoder, we can define \( g_\theta(\mu_\phi(x)) \) to be the “maximum likelihood” reconstruction, noting this is a deterministic function. Our aim is now to find a hyper-sphere of radius \( r \) centered on \( g_\theta(\mu_\phi(x)) \) within which most of the possible VAE outputs for a given point \( x \) lie. Larger \( r \) are indicative of a greater variance in the encoding process, and as such are likely to be associated with poorer quality reconstructions. See Fig 2 for a visual illustration.
Figure 2: [Left] Illustration of $r$-robustness in a VAE. White dots represent possible reconstructions, where this diversity originates from the encoder stochasticity. For $r$-robustness to hold, the probability of our reconstruction falling within the red area—a hypersphere of radius $r$ centered on $g_\theta(\mu_\phi(x))$—needs to be greater than or equal to the probability to the probability of falling outside. [Right] Illustration of the margin $R^r_{X}(x)$, which is defined in the input space $X$. Red represents the subspace where the model is $r$-robust, such that $p(||\Delta(x, \delta_x)||_2 \leq r) > p(||\Delta(x, \delta_x)||_2 > r)$ holds for all $x + \delta_x$ falling in this region, that is all $\delta_x : ||\delta_x||_2 \leq R^r_{X}(x)$.

Denoting $\eta \sim \mathcal{N}(0, I)$ as the reparameterized stochasticity of the encoder, we define the distance from the maximum likelihood reconstruction, induced by this sampling as

$$\Delta(x) = g_\theta(\mu_\phi(x) + \eta \circ \sigma_\phi(x)) - g_\theta(\mu_\phi(x)).$$

Using this, we see that a VAE is $r$-robust to the stochasticity of the encoder iff

$$p(||\Delta(x)||_2 \leq r) > p(||\Delta(x)||_2 > r) \iff p(||\Delta(x)||_2 \leq r) > 0.5.$$  

Informally, we want it to be more probable for reconstructions to fall within this radius $r$ than not.

### 3.2.2 Robustness to distortions in data-space

Given that we have established conditions for $r$ in Eq (2) that take into account latent space sampling we can now return to our original objective, which was to determine a margin in the data-space $X$ for which a VAE is robust to perturbations on its input.

Recall that this implicitly means that we want to define a bound for robustness given two sources of perturbations: the stochasticity of the encoder, and a hypothetical input perturbation $\delta_x$. For simplicity of analysis, we consider the case where the perturbation is applied only to the encoder mean input and not the encoder variance input, noting that the latter is typically stable across inputs and so is less of a concern. We define the distance from the maximum likelihood reconstruction, $g_\theta(\mu_\phi(x))$, induced by the stochasticity of the encoder and an input perturbation $\delta_x$ as

$$\Delta(x, \delta_x) = g_\theta(\mu_\phi(x + \delta_x) + \eta \sigma_\phi(x)) - g_\theta(\mu_\phi(x)).$$

We can now define the condition for which $r$-robustness is satisfied on the VAE output given the two sources of perturbation as

$$||\delta_x||_2 < R^r_{X}(x) \iff p(||\Delta(x, \delta_x)||_2 \leq r) > p(||\Delta(x, \delta_x)||_2 > r).$$

Thus, $R^r_{X}(x)$ is the margin of robustness of the VAE where perturbations which satisfy $||\delta_x||_2 < R^r_{X}(x)$ imply that the perturbed input $x + \delta_x$ is more likely than not to be reconstructed within a radius $r$ of the maximum likelihood reconstruction $g_\theta(\mu_\phi(x))$. A high level illustration of this is
Figure 3: Empirical demonstration of

given in Fig 2 while Fig 3 shows a simple empirical demonstration of how $R^r_X(x)$ relates to the probability of producing a good reconstruction under random input perturbations. We note that, analogously to the concept of an adversarial risk \cite{12}, $R^r_X(x)$ can further be converted to a metric for the overall robustness of a VAE, by taking its expectation over the data generating distribution, namely $R^r_X = E_{p_D(x)}[R^r_X(x)]$.

Given this definition, we now wish to try and characterize $R^r_X(x)$. In particular, we would like to understand what characteristics of the VAE are likely to make it relatively larger or smaller. Ideally, we would also like to establish if there are any scenarios where we might be able to provide guarantees of a minimum size for $R^r_X(x)$, such that we might be able to make inroads into how one might apriori construct a certifiably-robust VAE.

A perturbation in $X$, $\delta_x$, induces a perturbation in $Z$, $\delta_z$. To determine the margins for robustness in $X$, we first consider the Neyman-Pearson lemma \cite{27, 28} “worst-case” model. This model has subspaces in latent space $Z$, where the model is either robust or non-robust, that are divided by a boundary that is normal to the induced perturbation $\delta_z$ and to the dimension of minimal variance in $Z$, denoted $\min_i \sigma_i(x_i)$. We can then determine the minimum perturbation norm in $X$ which induces a perturbation in $Z$ that crosses this boundary.

**Theorem 1.** Consider a VAE with a diagonal-variance Gaussian encoder, an input $x$, and an output margin $r \in \mathbb{R}$ such that the VAE is $r$-robust to the stochasticity of the encoder when the $x$ is unperturbed as per (2). Assuming that standard regularity assumptions (discussed in the proof) hold for $\mu_\phi(x)$, then

$$R^r_X(x) \geq \frac{(\min_i \sigma_i(x_i)) \Phi^{-1}(p(||\Delta(x)||_2 \leq r))}{||J_\mu^F(x)||_F} + O(\epsilon)$$

where $O(\epsilon)$ represents higher order dominated terms that disappear in the limit of small perturbations, $\Phi^{-1}$ is the probit function, $J_\mu^F(x)_{i,j} = \partial \mu_\phi(x_i)/\partial x_j$ is the Jacobian of $\mu_\phi(x)$, and $|| \cdot ||_F$ is the Frobenius norm.

The proof is provided in Appendix B. In essence, this bound is based on a first order approximation of $\mu_\phi(x + \delta_x)$ around the original input $x$; the impact of $O(\epsilon)$ thus depends on how well this approximation holds. As such, the result is particularly applicable to networks with piecewise linear activation functions such as the ReLU, which are locally linear and are among the most widely used activation functions. For these activation functions this bound is locally exact, that is $O(\epsilon)$ is exactly zero if the size of the bound is smaller than what is required to go outside the locally linear region. This gives us margins for which VAEs are certifiably robust, up to a first-order approximation, to adversarial perturbations on their inputs; they have similar forms to the sensitivity margins for classifiers defined by \cite{29, 30}, in that both scale *inversely* with the network Jacobian.
Figure 4: (a-b) plot the empirically estimated $R_r^X(x)$ against the bound for $R_r^X(x)$ defined in Theorem 1, ignoring higher order terms. We show the line of best fit and the correlation coefficient $\rho$ for VAEs trained on MNIST (a) and fashion-MNIST (b) each evaluated on 25 different points. (c-d) plot the percent likelihood degradation resulting from ‘maximum-damage’ adversarial attack against the numerically estimated $R_r^X(x)$ for these same VAEs. As $R_r^X(x)$ increases the likelihood degradation induced by adversarial attacks, here measured as the percent difference in the likelihood between the likelihood given the original embedding $z$ and the likelihood given the noisy embedding induced by the attack $z^*$ ($\|\log p(x|z^*) - \log p(x|z)\|/\log p(x|z)$) is lessened. For large $R_r^X(x)$, the degradation in performance resulting from adversarial attack will be bounded.

More generally, these results provide insights into the features which lead to robust VAEs. As shown in Figure 4, though the bound seems to be quite loose in practice, it also has a near-linear relationship with the empirically estimated robustness, such that it forms a powerful and convenient robustness metric in its own right. Examining it, we see that for a given $r$, $R_r^X(x)$ increases as the stochasticity of the encoder, i.e $\sigma_\phi(x)$, increases, provided that this does not overly affect $\Phi^{-1} (p(\|\Delta(x)\|_2 \leq r))$ (see below). As $\sigma_\phi(x)$ tends to 0 we recover the deterministic setting, which confers no additional protection to attack and as $\sigma_\phi(x)$ increases we obtain increased protection.

However, $\sigma_\phi(x)$ can also have a knock-on effect on $\Phi^{-1} (p(\|\Delta(x)\|_2 \leq r))$. When $\sigma_\phi(x)$ is small, this knock-on effect will typically be small relative to the direct effect of changing $\sigma_\phi(x)$, but as it becomes large there is always a point where this knock-on effect will take over. Namely, our reconstructions will become increasingly poor and $\Phi^{-1} (p(\|\Delta(x)\|_2 \leq r))$ will eventually become negative, such that $r$-robustness does not hold even without perturbation. We can quantify this by noting that there is always a minimum $r$ for $r$-robustness to be satisfied in (2). We further develop a result characterizing the minimum $r$ for which we are able to confirm robustness in Appendix A.

4. Empirical Investigations

We now consider a series of empirical investigations to back up our frameworks and theoretical results. We start by assessing whether the concept of $r$-robustness corresponds to more commonly used measures of model robustness. Here we estimate $R_r^X(x)$ numerically as in Appendix D and as demonstrated in Fig 3. Using these empirical estimations, we establish connections between $r$-robustness and other performance metrics during adversarial attack, confirming that larger $R_r^X(x)$ correspond to model–input pairs that are more robust to adversarial attacks.
4.1 $r$-robustness and Adversarial Settings

We begin by evaluating our metrics in adversarial settings. We want to find the most damaging perturbations $\delta_x$ that challenge the robustness metrics we have derived. We consider an adversary trying to distort the input data to maximally disrupt a VAE’s reconstruction. Our adversary maximizes, wrt $\delta_x$, the distance between the VAE reconstruction and the original datapoint $x$, a novel adversarial attack we call maximum damage.

$$\delta_x^* = \arg\max_{\delta_x} \Delta(x, \delta_x) = \arg\max_{\delta_x} (||g_\theta(\mu_\phi(x + \delta_x) + \eta \sigma_\phi(x)) - g_\theta(\mu_\phi(x)||_2). \tag{6}$$

We evaluate the success of an attack as follows. Given an embedding $z^*$ formed from encoding $x + \delta_x$, we measure the likelihood of the original point $x$ and quantify the degradation in model performance as the percent likelihood degradation ($||\log p(x|z^*) - \log p(x|z)||/\log p(x|z)$), where $z$ is the embedding of $x$. Fig 4 shows that as $R^r_{X}(x)$ increases this likelihood degradation lessens, indicating less damaging attacks. As such, we have shown that larger margins for $r$-robustness correspond to models that are more robust to adversarial attack.

Figure 5: Ablation study on the bounds defined by Proposition 1 and Theorem 1. We train models on MNIST with $\sigma_\phi(x)$ offset by a constant $\tau \in [0, 0.1, 0.5, 1]$. In (a) we evaluate the probability that reconstructions in $X_{\text{recon}}$ fall within a radius $r = 4$ centered on the ‘maximum likelihood’ reconstruction, $p(||\Delta(x, \delta_x)||_2 \leq r)$, as a function of $||\delta_x||$, the magnitude of perturbations. $R^r_{X}(x)$ is a radius $||\delta_x||$ for which $p(||\Delta(x, \delta_x)||_2 \leq 4) > 0.5$. Clearly $R^r_{X}(x)$ increases with $\tau$. In (b) we add noise $\sim \mathcal{N}(0, \sigma^2)$ to a point $x$ forming a noisy $x^*$ and $z^*$, and measure the likelihood of the original point $x$ under this noisy embedding. In (c) we show the same plot where the perturbations are maximum damage attacks, Eq (6), where $L$ is the maximum allowed magnitude of the attack distortion. Large $\tau$ VAEs have high likelihoods for the original point $x$ as $L$ and $\sigma^2$ increase: they are robust to attack and effective denoising models. In (b-c) confidence intervals are the standard deviations of values over the entire MNIST dataset.

4.2 Evaluating the derived bounds

We use the bound in Theorem 1 to ascertain which characteristics of a VAE contribute to robustness. The encoder variance plays a prominent role and is a parameter that is easy to control. The encoder Jacobian is also present, but we found that controlling such values directly can be difficult. Directly penalizing the norm of this Jacobian in the VAE training objective degrades VAE generative performance, making it difficult to compare models. As such we restrict our experiments to varying the encoder variance. We do so by training models that have $\sigma_\phi(x)$ offset by a constant $\tau$, such that we artificially increase the encoder variance minimum. In Fig 5 we show that as $\tau$ increases the numerically estimated $R^r_{X}(x)$ also increases, supporting our claim that models with larger encoder
variances have larger margins of robustness. This figure also shows that model robustness to adversarial attacks increases as $\tau$ increases, supporting Theorem 1. To corroborate this we also show that models are effective denoising models as $\tau$ increases.

5. Robustness of Disentangled VAEs

![Figure 6](image)

Figure 6: For $\beta$-VAEs trained with $\beta \in \{0.1, 1, 10\}$ we show column-wise in each subfigure first the original data point, a perturbed version made by maximum damage adversarial attacks, and then the reconstruction given by the model. As $\beta$ increases the models become more robust to attack.

We now apply our analysis to disentangling methods, which have empirically been shown to be more robust to adversarial attacks and noisy data [3]. First, we demonstrate this visually in Fig 6 where we see that as $\beta$ increases, and implicitly latent space overlap increases [11], $\beta$-VAEs are more resilient to attack. Second, we provide analysis to show that disentangling methods induce models with smaller encoder Jacobian norms and larger posterior variances, implying that they have larger margins $R_r(\mathbf{x})$ by Theorem 1, something which we confirm empirically.

5.1 Disentangling increases encoder variance

Empirically, increasing $\beta > 1$ in a $\beta$-VAE increases the variance of the trained encoder where it saturates at 1 for large $\beta$, the variance of the prior [11, 18]. We can shed light on this behavior by finding the optimum forms of the posterior distribution under these objective functions using calculus of variations. We find that the optimal posterior has the form of a tempered or fractional posterior [31–33], with an exponent $1/\beta$ on the likelihood, that has motivation from a formal decision theoretic perspective [34].

**Theorem 2.** For a $\beta$-VAE, the optimum posterior is: $q_{\phi}(\mathbf{z}|\mathbf{x}) \propto p(\mathbf{z}) p_{\theta}(\mathbf{x}|\mathbf{z})^{1/\beta}$

The proof for this is given in Appendix C. This result gives the optimal posterior as a function of $\beta$. It also tells us the $\beta$-VAE’s optimal posterior in the limit of large $\beta$ is the prior, as we would expect. Because the prior variance is naturally larger than that of the encoder, the encoder variance increases with $\beta$.

5.2 Disentangling penalizes encoder Jacobian norm

Assuming a Gaussian $p_{\theta}(\mathbf{x}|\mathbf{z})$, an encoder covariance optimal to first order, and activation functions that are piecewise-linear, the $\beta$-VAE objective can be approximated as [35]

$$\min_{\phi, \theta} \frac{1}{2} ||\mathbf{x} - g_{\phi}(\mu_{\phi}(\mathbf{x}))||^2 + \frac{\beta}{2} ||J_{\phi}^\mu(\mathbf{x})\||^2_F + \frac{\beta}{2} \log |I + \frac{1}{\beta} J_{\theta}(\mu_{\phi}(\mathbf{x})), J_{\theta}^T(\mu_{\phi}(\mathbf{x}))|,$$  \(7\)

As $\beta$ increases $||J_{\phi}^\mu(\mathbf{x})||^2_F$ is more penalised and we expect to learn encoders with smaller Jacobians.

Taking these results together, we see that as $\beta$ increases we expect two things to occur: the encoder variance should increase by Theorem 2 and the norm of the encoder Jacobian should decrease. We
Figure 7: In (a) we show the distribution plots of the numerically estimated $R^r_X(x)$ across the MNIST dataset and show that $R^r_X(x)$ increases dataset-wide for larger $\beta$ ($\beta = 5.0$) relative to smaller $\beta$ ($\beta = 0.1$). (b) plots the likelihood of the initial datapoint given a maximum damage adversarial attack as in Eq (6). $L$ is the maximum allowed norm of the attack. Large $\beta$ models give the initial datapoint high likelihood even for large $L$, meaning they are robust to attack. (c) and (d) show that the encoder variance increases and the encoder Jacobian norm ($||J^\beta_{\phi}(x)||_F$) decreases as $\beta$ increases, supporting our analysis that the changes in these values underpin the robustness observed. Confidence intervals for all plots are the standard deviation of values over the entire MNIST dataset. See Appendix E for similar experiments on other datasets.

confirm this empirically in Fig 7. These two effects of increasing $\beta$ should, by Theorem 1, increase $R^r_X(x)$ in tandem. In Fig 7 we further show that the numerical estimate for $R^r_X(x)$ increases dataset-wide for large $\beta$, that is we get a larger value for $R^r_X$, or metric for the overall robustness of the VAE.

In Appendix E, we also that the distribution of the bound for $R^r_X(x)$ from Theorem 1 also increases dataset-wide with increasing $\beta$. In both cases it also noticeable that $R^r_X(x)$ is quite a well-behaved distribution, in that it has reasonably low variance and skew. As such, this suggests that $R^r_X$ can often be reliably estimated in practice, despite being a network-wide metric.

In Figure 7b we further show that these larger $R^r_X$ values translate into larger likelihoods of the original input under adversarial attack, while in Appendix E we confirm that model sensitivity to noise is improved for these larger values of $\beta$. We note, however, that in all cases having too large a value of $\beta$ will completely undermine the reconstructions [10, 14], and therefore lead to VAEs that are never robust because we cannot confirm $r$-robustness, even without input perturbations (i.e. Eq (2)). See Appendix D.1.1 for empirical results on this.

6. Conclusion

We have defined a novel robustness metric, $r$-robustness, that is tailored to probabilistic generative models and which can be used to assess the robustness of VAEs to adversarial attack. We have derived a margin on a VAE’s input space within which it is $r$-robust to perturbations and show that small norms of the encoder Jacobian and larger encoder variances are core contributors to robustness. Further, we offered theoretical and empirical analysis, based on this margin, which shows that existing disentangling methods increase robustness by altering the optimal encoder variance and the norm of the encoder Jacobian.
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Appendix A. Choosing $r$ for $r$-robustness

**Proposition 1.** For any input and perturbation, a necessary requirement for a VAE with a Gaussian encoder to satisfy $r$-robustness is that

$$r > \sqrt{2\text{Tr}(\Sigma(x))} + O(\varepsilon)$$

where $\Sigma(x) = J_\theta(\mu_\phi(x))\sigma^2_\phi(x)J_\theta^T(\mu_\phi(x))$, $(J_\theta(\mu_\phi(x)))_{i,j} = \partial g_\theta(\mu_\phi(x))_i/\partial(\mu_\phi(x))_j$, and $O(\varepsilon)$ represents higher order terms that tend to zero in the limit $\sigma_\phi(x) \to 0$.

We provide empirical confirmations in Appendix D.1.1 that show that the $r$ for $r$-robustness scales with the encoder variance.

**Proof.** Let $g_\theta(\mu_\phi(x))$ be the result of mapping to the encoder mean ($\mu_\phi$) and then decoding to the likelihood mean ($g_\theta$), and $\Delta(x) = g_\theta(\mu_\phi(x) + \eta \circ \sigma_\phi(x)) - g_\theta(\mu_\phi(x))$ we want to find a bound for $r$ for which:

$$p(||\Delta(x)||_2 \leq r) > p(||\Delta(x)||_2 > r)$$

where as before $\eta \sim \mathcal{N}(0, I)$.

Here we can invoke Taylor’s theorem on $g_\theta(\mu_\phi(x) + \eta \circ \sigma_\phi(x))$ around the deterministic mapping $\mu_\phi(x)$. Namely, if we assume that all terms in Hessian of $g_\theta(\mu_\phi(x)$ are finite (i.e. $|\partial^2 g_\theta(\mu_\phi(x)_i/\partial\mu_\phi(x)_j\mu_\phi(x)_k| < \infty \forall i, j, k$), then we have:

$$g_\theta(\mu_\phi(x) + \epsilon) = g_\theta(\mu_\phi(x)) + J_\theta(\mu_\phi(x))(\eta \circ \sigma_\phi(x)) + O(\varepsilon)$$

where $O(\varepsilon)$ represents asymptotically dominated higher order terms that go to zero in the limit of small $\sigma_\phi(x)$) and $J_\theta$ is defined element-wise as:

$$J_\theta(\mu_\phi(x))_{i,j} = \frac{\partial g_\theta(\mu_\phi(x))_i}{\partial(\mu_\phi(x))_j}$$

Note that $J_\theta(\mu_\phi(x))(\eta \circ \sigma_\phi(x))$ is distributed according to the multivariate Gaussian $\mathcal{N}(0, J_\theta(\mu_\phi(x))\sigma^2_\phi(x)J_\theta^T(\mu_\phi(x)))$.

Given these definitions

$$p(||\Delta(x)||_2 \leq r) > p(||\Delta(x)||_2 > r)$$

$$\Leftrightarrow p(||\Delta(x)||_2 \leq r) > 0.5$$

$$\Leftrightarrow p(||J_\theta(\mu_\phi(x))(\eta \circ \sigma_\phi(x)) + O(\varepsilon)||_2 < r) > 0.5$$

$$\Leftrightarrow p(||J_\theta(\mu_\phi(x))(\eta \circ \sigma_\phi(x)) + O(\varepsilon)||_2 < r^2) > 0.5$$

We must now consider the distribution of the square norm of $\mathcal{E}(x) = J_\theta(\mu_\phi(x))(\eta \circ \sigma_\phi(x))$. Let

$$Q(\mathcal{E}(x)) = ||\mathcal{E}(x)||^2 = \mathcal{E}(x)^T \mathcal{E}(x)$$

$$\Sigma(x) = J_\theta(\mu_\phi(x))\sigma^2_\phi(x)J_\theta^T(\mu_\phi(x))$$

$$Y(x) = \Sigma(x)^{-\frac{1}{2}} \mathcal{E}(x)$$

Given that we restrict ourselves to positive activation functions, $J_\theta$ is positive and $\Sigma(x)$ will be positive semi definite and is invertible. As such we have $Q(\mathcal{E}) = Y^T(x)\Sigma(x)Y(x)$. 
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Using the spectral decomposition theorem we can write that $\Sigma(x) = P^T(x)\Lambda(x)P(x)$ where $P^T(x)P(x) = I$ and $\Lambda(x)$ is the diagonal matrix of the eigenvalues of $\Sigma(x)$, $\lambda_1, \ldots, \lambda_{d_x}$, where $d_x$ is the dimensionality of the data-space. Given that $\Sigma(x)$ is positive semi definite $\Lambda(x)$ will only have positive values.

Let $U(x) = P(x)Y(x) = P(x)\Sigma(x)^{-\frac{1}{2}}\mathcal{E}(x)$, which is multivariate Gaussian with identity matrix and zero mean. We have that:

\begin{align}
Q(\mathcal{E}) &= Y^T(x)\Sigma(x)Y(x) \\
&= Y^T(x)P^T(x)\Lambda(x)P(x)Y(x) \\
&= U^T(x)\Lambda(x)U(x)
\end{align}

As such:

\begin{equation}
\sum_{i=1}^{d_x} (\mathcal{E}_i)^2 = U^T(x)\Lambda(x)U(x) = \sum_{i=1}^{d_x} \lambda_i(U_i(x))^2, \quad \lambda_i(U_i(x))^2 \sim \Gamma\left(\frac{1}{2}, 2\lambda_i\right)
\end{equation}

This comes from the fact that for $\lambda_iX, X \sim \Gamma \left(\frac{1}{2}, 2\right)$ we have that $\lambda_iX \sim \Gamma \left(\frac{1}{2}, 2\lambda_i\right)$.

To establish a lower bound on $r$, we use Markov’s inequality which states that:

\begin{equation}
p(||\mathcal{E}(x) + \mathcal{O}(\varepsilon)||_2^2 > r^2) < \frac{E \|\mathcal{E}(x) + \mathcal{O}(\varepsilon)\|_2^2}{r^2}
\end{equation}

Here $E \|\mathcal{E}(x)\|_2^2 = E \sum_{i=1}^{d_x}(\mathcal{E}_i(x))^2 = E \sum_{i=1}^{d_x}(\lambda_i(U_i(x))^2)$, which is simply $\sum_{i=1}^{d_x} \lambda_i$.

Recall that we want: $p(||\mathcal{E}(x) + \mathcal{O}(\varepsilon)||_2^2 > r^2) < 0.5$. As such

\begin{equation}
r > \sqrt{2\sum_{i=1}^{d_x} \lambda_i + \mathcal{O}(\varepsilon) = \sqrt{2\text{Tr}(\Sigma(x))} + \mathcal{O}(\varepsilon)}
\end{equation}

\[ \square \]

Appendix B. Margin for $r$-robustness in $\mathcal{X}$

**Theorem 1.** Consider a VAE with a diagonal-variance Gaussian encoder, an input $x$, and an output margin $r \in \mathbb{R}$ such that the VAE is $r$-robust to the stochasticity of the encoder when the $x$ is unperturbed as per (2). Assuming that standard regularity assumptions (discussed in the proof) hold for $\mu_\phi(x)$, then

\begin{equation}
R^r_X(x) \geq \frac{\left(\min_i \sigma_{\phi}(x)_i\right) \Phi^{-1}(p(||\Delta(x)||_2 \leq r))}{||J^\mu_\phi(x)||_F} + \mathcal{O}(\varepsilon)
\end{equation}

where $\mathcal{O}(\varepsilon)$ represents higher order dominated terms that disappear in the limit of small perturbations, $\Phi^{-1}$ is the probit function, $J^\mu_\phi(x)_{i,j} = \partial \mu_\phi(x)_i/\partial x_j$ is the Jacobian of $\mu_\phi(x)$, and $|| \cdot ||_F$ is the Frobenius norm.
Proof. Suppose we have an $r$ for which $r$-robustness is satisfied before any perturbation is added to the VAE input. First we want to establish a margin in the latent space $Z$ for which our model is robust given a perturbation in the latent space.

To do this, we first define

$$\Delta_c(y) = g_\theta(y) - g_\theta(\mu_\phi(x)), \quad y \in Z$$

where $g_\theta$ is the decoder network and $y$ is an arbitrary realization of the latents. Note here that there is an implicit dependency on $x$, but as this input is fixed we will ignore this dependency throughout.

Let $z = \mu_\phi(x) + \eta \circ \sigma_\phi(x)$ be the random variable produced by the embedding, i.e. the latent sampled by the encoder. We want to find a bound $R_c$ for which:

$$\|\delta_z\|_2 \leq R_c \quad \Leftrightarrow \quad p(||\Delta_c(z + \delta_z)||_2 \leq r) > p(||\Delta_c(z - \delta_z)||_2 > r)$$

such that $r$-robustness is satisfied on the decoder output when we apply a deterministic a perturbation $\delta_z$ of maximum size $R_c$ to the random variable $z$. Note that all the stochasticity is contained in $\eta$.

Let $A'$ denote the set of $\delta_z$ for which (19) holds and conversely let $B'$ be the set of $\delta_z$ for which it does not. By assumption in the Theorem, then $0 \in A'$ as the unperturbed input satisfies $r$-robustness. Moreover, we also have that this unperturbed input $\delta_z$ has a probability $p_\Delta(0) := p(||\Delta_c(z)||_2 \leq r) = p(||\Delta(x)||_2 \leq r) > 0.5$ of returning a reconstruction with $r$ of $g_\theta(\mu_\phi(x))$.

Now we know that $z$ is a Gaussian random variable and so regardless of form of the decoder, $p_\Delta(\delta_z) := p(||\Delta_c(z + \delta_z)||_2 \leq r)$ must vary smoothly as we change $\delta_z$. In essence, as we increase the size of the perturbation $\delta_z$ slowly from zero, the distribution of $z + \delta_z$ will still have most of its mass of the same region $z$. When coupled with the fact that we have some “excess probability” $p_\Delta(0) - 0.5$ beyond what it is needed for $r$-robustness, there must be at certain degree to which we can increase $\delta_z$ before all this excess probability is “used up”. We can then use this to construct a bound for $R_c$ by considering the minimum $\delta_z$ to break $r$-robustness in the “worst-case” setting for the boundary between $A'$ and $B'$.

Intuitively as shown in Figure 8, and also more formally using the Neyman-Pearson lemma [27] by analogy to the approach of [28], this worst case setting will occur when the boundary between $A'$ and $B'$ is a straight line perpendicular to the direction of lowest variance for $z$ (remembering that this is Gaussian distributed) and $\delta_z$ is increased in this direction of lowest variance. In essence, this is the setup where our excess probability is used up most quickly for a given $||\delta_z||_2$. By assumption in the theorem statement, we are using a diagonal covariance encoder and so this direction of lowest variance is the latent variable corresponding to $\arg\min_i \sigma_\phi(x)_i$. Further, by noting that we need only consider the marginal distribution in this dimension, it is straightforward to see that the bound is reached when

$$||\delta_z||_2 = \left(\min_i \sigma_\phi(x)_i\right) \Phi^{-1}(p_\Delta(0)) = \left(\min_i \sigma_\phi(x)_i\right) \Phi^{-1}(p(||\Delta(x)||_2 \leq r))$$

where $\Phi^{-1}$ is the inverse cumulative distribution function for a unit Gaussian, i.e. the probit function.

Note that this yields $||\delta_z||_2 = 0$ if $p(||\Delta(x)||_2 \leq r) = 0$, such we get the expected result that our margin is zero is $r$-robustness only just holds without an input perturbation.

Next we need to relate $||\delta_x||_2$ to $||\delta_z||_2$. Here we can straightforwardly invoke Taylor’s theorem on $\mu_\phi(x + \delta_x)$ around the original input $x$. Namely, if we assume that all terms in Hessian of $\mu_\phi(x)$ are finite (i.e. $|\partial^2 \mu_\phi(x)_{ij}/\partial x_i \partial x_j| < \infty \forall i, j, k$), then we have

$$\delta_z = \mu_\phi(x + \delta_x) - \mu_\phi(x) = J_\phi^\mu(x) \delta_x + O(\varepsilon)$$
Figure 8: Illustration of the boundary $R$ we are measuring in $Z$. Red represents spaces where $A^r$ is satisfied. Blue represents spaces where $B^r$ is satisfied. The concentric ellipsoids centered on $z$ are the contours of $\mathcal{N}(\mu_\phi(x), \sigma_\phi^2(x))$. $R$ is the minimum distance $\delta$ for which $A^r$ is satisfied. The line dividing the two spaces represent the Neyman-Pearson “worst-case” model and is along the direction of minimum variance, $\min_i \sigma_\phi^2(x)_i$. Fig heavily inspired by the work of [28].

where $O(\varepsilon)$ represents asymptotically dominated higher order terms that go to zero in the limit of small $\delta_z$. We thus have

$$\|\delta_z\|_2 \leq \frac{\|\delta_z\|_2}{\|J^r_\phi(x)\|_F} + O(\varepsilon)$$

(22)

where $O(\varepsilon)$ again represents asymptotically dominated higher order terms (note though these are not the same terms as in (21)). To complete the proof we now simply combine this with (20) to give the $\|\delta_z\|_2$ at which the bound is reached and thus the $R^r_X(x)$ quoted in the theorem, namely

$$R^r_X(x) \geq \frac{(\min_i \sigma_\phi(x)_i) \Phi^{-1}(p(\|\Delta(x)\|_2 \leq r))}{\|J^r_\phi(x)\|_F} + O(\varepsilon)$$

(23)

where the inequality comes from the fact that the $\delta_z$ we derived was the worst possible case (i.e. smallest $\delta_z$ which might reach the bound).
Appendix C. β-VAE Optimal Posterior

Theorem 2. For a β-VAE, the optimum posterior is: \( q_\beta(z|x) \propto p(z)p_\theta(x|z)^{1/\beta} \)

Proof. Here we use calculus of variations to obtain optimal posteriors for β-VAEs. The objectives we are optimising are over the whole dataset \( D = \{ x_i \} , i = 1, \ldots, N \), with empirical data density \( \rho(x) = \frac{1}{N} \sum_i^N \delta(x - x_i) \).

The evidence lower bound for a \( \beta \)-VAE is
\[
\mathcal{L}_\beta(D; \theta, \phi) = E_{\rho(x)} \left[ E_{q_\beta(z|x)} \left[ \log p_\theta(x|z) \right] \right] - \beta \text{KL}(q_\beta(z|x)||p(z)).
\]

The form of \( \beta \)-VAE is
\[
L_\beta(D; \theta, \phi) = \frac{1}{N} \sum_{i=1}^N \left[ \log p_\theta(x_i|z) - \beta \log q_\beta(z|x) + \beta \log p(z) + \lambda(x)(q_\beta(z|x) - 1) \right]
\]

For brevity, going forward \( p_\theta(x|z) = p, p(z) = \pi, q_\beta(z|x) = q \). We also view \( L \) as depending on \( q, p \) directly.

To proceed with calculus of variations, we substitute \( q \to q + \epsilon \), where \( \epsilon \) is a small function that goes to zero appropriately fast for large \( x, z \). Thus we expand \( L \) to first order in \( \epsilon \) to find \( \frac{\delta L}{\delta \epsilon} \). The form of \( q \) for which this gradient is zero gives us the optimum \( q \) for this functional.

\[
L_\beta(q + \epsilon) = \int dx \ dz \ \rho(x) \left[ (q + \epsilon) \log p - \beta \log(q + \epsilon) + \beta \log \pi \right] + \lambda(x)(q + \epsilon - 1)
\]

Recall that \( \log(1 + x) \approx x \) to first order. Thus \( \log(q + \epsilon) \approx \log q + \frac{\epsilon}{q} \) to first order. So,

\[
L_\beta(q + \epsilon) = \int dx \ dz \ \rho(x)q \left[ \log p - \beta \log q + \beta \log \pi - \beta \frac{\epsilon}{q} \right] + \int dx \ dz \ \rho(x) \epsilon \left[ \log p - \beta \log(q + \epsilon) + \beta \log \pi - \beta \frac{\epsilon}{q} \right]
\]

\[
+ \int dx \ dz \ \rho(x) \lambda(x)(q - 1) + \int dx \ dz \ \rho(x) \lambda(x) \epsilon + \int dx \ dz \ \rho(x) O(\epsilon^2). \]

Rearranging we find

\[
L_\beta(q + \epsilon) = L_\beta(q) + \int dx \ dz \ \rho(x) \epsilon \left[ \log p - \beta \log q + \beta \log \pi - \beta + \lambda(x) \right]
\]

\[
+ \int dx \ dz \ \rho(x) O(\epsilon^2)
\]

\[
= L_\beta(q) + \int dx \ dz \ \frac{\delta L_\beta}{\delta \epsilon} \epsilon + \int dx \ dz \ \rho(x) O(\epsilon^2)
\]

At the optimum value of \( q \) the functional will have vanishing functional derivative \( \frac{\delta L_\beta}{\delta q} \), so

\[
\log p - \beta \log q + \beta \log \pi - \beta + \lambda(x) = 0,
\]

\[
\log q = \frac{1}{\beta} \log p + \log \pi + C(x).
\]
Exponentiating we find the optimal \( q \) to be

\[
q_\phi(z|x) = \frac{1}{Z(x)} p_\theta(x|z)^{\frac{1}{\beta}} p(z),
\]

where \( Z \) is an appropriate normalising constant. This completes the proof.

\[
(34)
\]

Appendix D. Empirical Calculation of the Bounds

D.1 Estimating the minimum \( r \)

D.1.1 Results

Figure 9: Here we show that the minimum \( r \) for which \( p(\|\Delta(x)\|_2 \leq r) = 0.5 \) increases with \( \beta \) and \( \tau \), where \( \beta \) is the penalty applied to the KL in \( \beta \)-VAEs and \( \tau \) is an offset added to the encoder standard deviation \( \sigma_\phi(x) \). This probability, estimated as detailed below in Appendix D.1.2, increases with \( r \), but increases more slowly for large \( \beta \) (a) and large \( \tau \) (b). In such models the encoding process has higher variance resulting in a greater spread of reconstructions, confirming Proposition 1 in Appendix A that the minimum \( r \) for \( r \)-robustness increases with the encoder variance.

D.1.2 Algorithm

**Algorithm 1:** Estimating \( r \)

\begin{verbatim}
Result: \( r \) such that \( p(\|\Delta(x)\|_2 \leq r) > 0.5 \)
step, samples, \( x \), \( r \leftarrow 0 \), \( p(\|\Delta(x)\|_2 \leq r) \leftarrow 0 \);
while \( p(\|\Delta(x)\|_2 \leq r) < 0.5 \) do
    \( d \leftarrow \{\} \);
    for \( i \leftarrow 1 \) to \( \text{samples} \) by \( 1 \) do
        \( s \sim \mathcal{N}(\mu_\phi(x), \sigma_\phi(x)) \);
        \( s_d \leftarrow \|g_\theta(s) - g_\theta(\mu_\phi(x))\|_2 \);
        \( d.\text{insert}(s_d) \);
    end
    \( r \leftarrow r + \text{step} \);
    \( p(\|\Delta(x)\|_2 \leq r) \leftarrow \frac{\text{Sum}(d<r)}{\text{n}\text{samples}} \);
end
\end{verbatim}
D.2 Estimating $R_X^r(x)$

**Algorithm 2:** Estimating $R_X^r(x)$

**Result:** $R_X^r(x)$ such that $p(||\Delta(x, \delta_x)||_2 \leq r) > 0.5$

```plaintext
step, samples, x, r, p(||\Delta(x, \delta_x)||_2 \leq r) \leftarrow 0, R_X^r(x) \leftarrow 10;
while p(||\Delta(x, \delta_x)||_2 \leq r) < 0.5 do
    | d \leftarrow \{}
    | for i \leftarrow 1 to samples by 1 do
    |     | \delta_x \leftarrow R_X^r(x) \times ||\nu||_2, \nu \sim N(0,1);
    |     | s \sim N(\mu_\phi(x + \delta_x), \sigma_\phi(x + \delta_x))
    |     | s_d \leftarrow ||g_\theta(s) - g_\theta(\mu_\phi(x))||_2;
    |     | d.insert(s_d);
    | end
    | R_X^r(x) \leftarrow R_X^r(x) - step;
    | p(||\Delta(x, \delta_x)||_2 \leq r) \leftarrow \frac{\text{sum}(d < r)}{\text{nsamples}};
end
```
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Appendix E. \(\beta\)-VAE Sensitivity Experiments

Figure 10: Here we illustrate that \(\beta\)-VAEs, trained MNIST, with higher \(\beta\) penalties generalise better and are less sensitive to input perturbations. The first row (a)-(e) shows samples drawn from the latent space prior that are then fed through the VAE decoder. It is clear that as \(\beta\) increases, so too does the quality of generated samples. (f) shows the sensitivity of the VAE to input perturbations. We add zero-mean Gaussian noise of variance \(\sigma^2\) to the VAE input to form a noisy input \(x^*\) and embedding \(z^*\). We then measure the likelihood of the original point \(x\) under this noisy embedding. \(\sigma^2\) is thus an approximation of the margin of robustness of the VAE, if the VAE’s likelihood does not change even for high variance noise, it must have a large margin of robustness \((R^r_X(x))\). The likelihood of \(x\) is quasi constant, under increasing noise variance, for high values of \(\beta\). This supports our analysis that such models have higher \(R^r_X(x)\). Figures (g) and (h) show that the encoder variance and that the norm of the encoder Jacobian \((||J^\mu(x)||_F)\) increase as \(\beta\) increases, supporting our analysis that the changes in these values underpin the robustness observed. In (i) we calculate the bound for \(R^r_X(x)\) from Theorem 1 where we ignore higher order terms. We select \(r\) such that \(p_A(x) = 0.9\), which is a relatively strict metric for robustness. In (f-i) confidence intervals correspond to the standard deviations of values over the entire MNIST dataset. Taken as a whole these experiments support our analysis that the margin \(R^r_X(x)\) increases with \(\beta\) as in Theorem 2 in conjunction with the norm of the encoder Jacobian and the encoder variance, supporting Theorem 1.
Figure 11: Here we illustrate that $\beta$-VAEs, trained on fashion-MNIST, with higher $\beta$ penalties generalise better and are less sensitive to input perturbations. The first row (a)-(e) shows samples drawn from the latent space prior that are then fed through the VAE decoder. It is clear that as $\beta$ increases, so too does the quality of generated samples. (f) shows the sensitivity of the VAE to input perturbations. We add zero-mean Gaussian noise of variance $\sigma^2$ to the VAE input to form a noisy input $x^*$ and embedding $z^*$. We then measure the likelihood of the original point $x$ under this noisy embedding. $\sigma^2$ is thus an approximation of the margin of robustness of the VAE, if the VAE’s likelihood does not change even for high variance noise, it must have a large margin of robustness ($R_{\beta}(x)$). The likelihood of $x$ is quasi constant, under increasing noise variance, for high values of $\beta$. This supports our analysis that such models have higher $R_{\beta}(x)$. Figures (g) and (h) show that the encoder variance and that the encoder Jacobian norm ($\|J_{\phi}(x)\|$) increase as $\beta$ increases, supporting our analysis that the changes in these values underpin the robustness observed. In (i) we calculate the bound for $R_{\beta}(x)$ from Theorem 1 where we ignore higher order terms. We select $r$ such that $p_{\phi}(x) = 0.9$, which is a relatively strict metric for robustness. In (f-i) confidence intervals correspond to the standard deviations of values over the entire fashion-MNIST dataset. Taken as a whole these experiments support our analysis that the margin $R_{\beta}(x)$ increases with $\beta$ as in Theorem 2, in conjunction with the norm of the encoder Jacobian and the encoder variance, supporting Theorem 1.

Figure 12: We show reconstructions of noisy data for VAEs trained with $\beta \in \{0.1, 0.5, 1, 10\}$ on Fashion-MNIST. The first row corresponds to the original image, the second to noised a image $x + \epsilon$ where $\epsilon \sim \mathcal{N}(0,(0.5^2)I)$. Clearly larger $\beta$ models are less sensitive to noise, supporting our analysis that increasing $\beta$ increases the margin of robustness to perturbations.
Appendix F. Network Hyperparameters

All networks used the same hyperparameters. Namely networks were trained for 100 epochs with the Adam optimizer, with a learning rate of 0.001 and a batch size of 512.

Networks for the encoder variance and encoder mean were two hidden layer multi-layer perceptrons (MLPs) with 400 units per layer, which shared their first layer. Similarly the decoder was a two layer MLP with 400 units per layer.

All VAEs used a latent space size of 20.