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Abstract—Remote state estimation, where many sensors send their measurements of distributed dynamic plants to a remote estimator over shared wireless resources, is essential for mission-critical applications of Industry 4.0. Most of the existing works on remote state estimation assumed orthogonal multiple access and the proposed dynamic radio resource allocation algorithms can only work for very small-scale settings. In this work, we consider a remote estimation system with non-orthogonal multiple access. We formulate a novel dynamic resource allocation problem for achieving the minimum overall long-term average estimation mean-square error. Both the estimation quality state and the channel quality state are taken into account for decision making at each time. The problem has a large hybrid discrete and continuous action space for joint channel assignment and power allocation. We propose a novel action-space compression method and develop an advanced deep reinforcement learning algorithm to solve the problem. Numerical results show that our algorithm solves the resource allocation problem effectively, presents much better scalability than the literature, and provides significant performance gain compared to some benchmarks.
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I. INTRODUCTION

Wireless networked control systems (WNCSs), consisting of spatially distributed plants, sensors, machines, actuators and controllers, play an essential role in the era of Industry 4.0 [1]. In particular, remote state estimators for monitoring dynamic plant status in a real-time manner are critical in WNCSs to enable high-quality closed-loop control. In Industry 4.0, massive wireless sensors are deployed for remote state estimation of spatially distributed plants. Thus, it is essential to manage the limited wireless radio resources for remote state estimation of many distributed plants.

Existing works on wireless resource allocation mainly focused on data-oriented communications, and the design targets are transmission throughput, latency, and reliability [2]. Advanced data-driven machine learning approaches, such as supervised learning and reinforcement learning, have been adopted when resource allocation problems cannot be solved effectively by conventional model-based methods [3]. Different from data-oriented communications, the resource allocation design in a remote estimation system should be task-oriented as the goal is to minimize the long-term average remote estimation mean-square error (MSE) of the dynamic plant states [2].

Significant efforts have been devoted to the wireless resource allocation of remote estimation systems with orthogonal multiple access (OMA) (see [4], [5] and the references therein), where each frequency channel (i.e., a subcarrier) can only be assigned to a single sensor to avoid inter-user interference completely. Non-orthogonal multiple access (NOMA) [6] allows simultaneous transmission of multiple sensors’ packets at the same frequency channel and offers higher transmission capacity than OMA. Each sensor packet can be detected by processing received superimposed signals.

However, existing works on dynamic resource allocation in NOMA-based remote estimation only considered the simple multi-sensor-single-channel setting, and focused on either power allocation [7]–[9] or channel assignment problems [10], rather than joint design ones. Moreover, the developed policy optimization methods for resource allocation can only handle very small-scale systems, e.g., a five-sensor-single-channel setting [8], due to the curse of dimensionality in policy optimization. We aim to address these limitations of NOMA-based remote estimation. The novel contributions of our work are summarized below.

1) New system model. We investigate a NOMA-based remote estimation system with multiple sensors and frequency channels. It requires a joint design of channel assignment and power control of each sensor for achieving the optimal overall remote estimation performance. Such a system has not been investigated before.

2) Novel problem formulation. We formulate the dynamic resource allocation problem into a Markov decision process (MDP) problem. It takes into account both estimation quality states and channel quality states for decision making. To the best of our knowledge, such a problem has not been considered in the literature of remote state estimation. The action space of the formulated MDP is a multi-dimensional hybrid one consisting of discrete channel assignment and continuous power allocation, while classical MDP solutions only work for discrete action spaces. The new (enlarged) state space and the hybrid action space make the decision-making problem difficult to solve, especially in large systems.

3) Advanced dynamic resource allocation algorithm with large state and action spaces. To handle the optimal resource allocation problem, we develop an advanced data-driven deep reinforcement learning (DRL) algorithm that generates low-dimensional continuous virtual actions, and propose a novel action mapping scheme to map virtual actions into real hybrid actions in resource allocation. Extensive simulation results illustrate that the proposed DRL algorithm can effectively solve the dynamic resource allocation problem with a much larger scale than the literature, and provides significant performance
gain compared with some benchmark policies, especially when the system scale is large.

II. SYSTEM MODEL OF REMOTE STATE ESTIMATION

The studied remote estimation system consists of N dynamic plants, each monitored by a sensor, and a remote estimator, as shown in Fig. 1. The N sensors send the measurement data to the remote estimator over M frequency channels (i.e., subcarriers), where M < N. Each wireless device is equipped with a single antenna. The remote estimator applies a dynamic resource allocation policy for channel assignment and power control of each sensor.

A. Local State Estimation

We consider discrete-time linear time-invariant (LTI) systems, where the model of plant \( n \) is given as [5]

\[
x_n(t + 1) = A_n x_n(t) + w_n(t) \\
y_n(t) = C_n x_n(t) + v_n(t)
\]

where \( x_n(t) \in \mathbb{R}^{l_n} \) is the plant state vector; \( A_n \in \mathbb{R}^{l_n \times l_n} \) is the plant state transition matrix; \( y_n(t) \in \mathbb{R}^{r_n} \) is the sensor measurement vector; \( C_n \in \mathbb{R}^{r_n \times l_n} \) is the measurement matrix; \( w_n(t) \in \mathbb{R}^{l_n} \) and \( v_n(t) \in \mathbb{R}^{r_n} \) are the plant disturbance and sensing measurement noise vectors, respectively. These noise vectors are independent and identically distributed (i.i.d.) zero-mean Gaussian processes with covariance matrices \( W_n \) and \( V_n \), respectively.

Due to the measurement distortion and noise in (1), each sensor has a local estimator to pre-estimate the plant state \( x_n(t) \) based on the raw measurement \( y_n(t) \) before sending it to the remote estimator. We adopt the classical Kalman filter (KF) for generating the estimated state \( \hat{x}_n(t) \) as it is the optimal estimator of LTI systems in the average estimation MSE [5]. The definition of local estimation error covariance \( P_n(t) \) is given as

\[
P_n(t) \triangleq E \left[ (x_n(t) - \hat{x}_n(t)) (x_n(t) - \hat{x}_n(t))^T \right].
\]

Since our work focuses on the remote state estimation, each local estimator is assumed to be stable and operate in the steady state, i.e., the estimation error covariance of the local KF is a constant \( P_n(t) \triangleq P_n, \forall t \in \mathbb{N} \), where \( \mathbb{N} \) is the set of positive integers [4], [5], [8], [11].

B. Wireless Channel Model and Communications

We consider finite-state Markov block-fading channels [12]. The overall channel power gain state matrix is denoted as \( G(t) \), where each column vector \( g_n(t) \triangleq (g_{n,1}(t), \ldots, g_{n,M}(t))^T \) represents the channel power gain between sensor \( n \) and the remote estimator over \( M \) channels. Each channel power gain has \( H \) states, i.e., \( g_{n,m}(t) \in G \triangleq \{ h_1, h_2, \ldots, h_H \} \). The channel state vector \( g_n(t) \in G^M \triangleq \{ \bar{g}_1, \bar{g}_2, \ldots, \bar{g}_M \} \) is modeled as a multi-state Markov chain. Since sensors are dislocated and have different radio propagation environments, we assume that their Markov channel states are independent. The remote estimator has the knowledge of channel state information obtained via standard channel estimation techniques. The channel state transition matrices are unknown to the remote estimator, because the estimation of a multi-dimensional Markov chain model is computationally intensive [13].

We adopt short-packet communications for sensor packet transmissions [14]. Given the packet length \( l \) (i.e., the number of symbols per packet), the number of data bits \( b \), the signal-to-noise ratio (SNR) \( \gamma_n \) of sensor \( n \), we have the Shannon capacity \( C(\gamma_n) = \log_2 (1 + \gamma_n) \) and the channel dispersion \( \mathcal{V}(\gamma_n) = (1 - (1 + \gamma_n)^{-2}) \log_2 e \). Then, the decoding failure probability of sensor \( n \)’s packet can be approximated as [15]

\[
\mathcal{E}(\gamma_n) \approx Q \left( \frac{C(\gamma_n) - \frac{b}{2}}{\sqrt{\mathcal{V}(\gamma_n)}} \right),
\]

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-t^2} dt \) is the Gaussian Q-function.

C. Multiple-Access Scheme

In the NOMA scheme, each sensor takes at most one channel for transmission, while each channel can be allocated to multiple sensors at the same time. At each time slot, the remote estimator needs to determine both the sensor-to-channel assignment and the sensor transmission power for interference management. Let \( d_n(t) \triangleq (d_{n,1}(t), d_{n,2}(t), \ldots, d_{n,M}(t))^T \in \{0,1\}^M \) denotes the binary channel selection action of sensor \( n \) at the \( M \) channels, where \( \sum_{m=1}^M d_{n,m}(t) \leq 1 \). Let \( P_n^x(t) \triangleq (P_1^x(t), P_2^x(t), \ldots, P_N^x(t))^T \in \mathbb{P}^N \) denotes the transmission power of \( N \) sensors at time \( t \), where \( \mathbb{P} \triangleq [0, P_{\text{max}}] \). Then, the received signal power of sensor \( n \) is

\[
P_n^r(t) = P_n^x(t) \left( (d_n(t))^T g_n(t) \right).
\]

To decode sensor signals at the same channel, the remote estimator performs successive interference cancellation (SIC) with the decreasing order of the received sensor signal power [6], i.e., the strongest/weakest sensor signal is decoded first/last. The first sensor packet is decoded by treating all other sensor signals as interference. Once it is decoded successfully, the sensor signal can be reconstructed perfectly and thus removed from the received signal. Then, the second sensor packet will be decoded without the interference of the first one. The decoder stops once a decoding failure occurs or the last sensor packet has been successfully decoded. Assuming that
$P_1^{rx}(t) \geq P_2^{rx}(t) \geq \ldots \geq P_N^{rx}(t)$, the signal-to-interference-plus-noise ratio (SINR) for decoding sensor $n$’s packet is

$$\gamma_n(t) = \frac{P_n^{rx}(t)}{\sum_{i=n+1}^{N} (d_n(t))^2 d_i(t) P_i^{rx}(t) + \sigma^2},$$

where $\sigma^2$ is the receiving noise power. The decoding failure probability of sensor $n$ can be obtained as

$$\hat{\varepsilon}_n(t) = \begin{cases} \varepsilon(\gamma_1(t)), & n = 1 \\ \Upsilon_{n,1} + \sum_{k=2}^{\infty} \left( U_{n,k} \prod_{i=1}^{k-1} (1 - U_{k,i}) \right), & n > 1. \end{cases}$$

where $U_{n,n} = \varepsilon(\gamma_n(t))$ and $U_{n,i} = (d_n(t))^2 d_i(t) \varepsilon_i(t)$, $\forall i \leq n$.

### D. Remote State Estimation

Due to transmission scheduling and packet detection errors, sensor $n$’s packet may not be received by the remote estimator at each time slot. Let $\zeta_n(t) = 1$ denote the successful packet detection of sensor $n$ at $t$. To provide real-time state estimation of all plants, the remote estimator employs a minimum mean-square error (MMSE) state estimation for each plant [5], [11]

$$\hat{x}_n(t) = \begin{cases} x_n^*(t) & \text{if } \zeta_n(t) = 1 \\ A_n \hat{x}_n(t - 1) & \text{otherwise}. \end{cases} \quad (3)$$

Thus, the remote estimation error covariance is

$$\mathbf{P}_n(t) \triangleq \mathbb{E} \left[ (\hat{x}_n(t) - x_n(t)) (\hat{x}_n(t) - x_n(t))^T \right] \quad (4)$$

$$= \begin{cases} \tilde{\mathbf{P}}_n & \text{if } \zeta_n(t) = 1 \\ A_n \mathbf{P}_n(t - 1) A_n^T + \mathbf{W}_n & \text{otherwise} \end{cases} \quad (5)$$

where [5] is obtained by taking (3) and (2) into (4). Recall that $\tilde{\mathbf{P}}_n$ is the local estimation error covariance.

Now we define $\tau_n(t)$ as the age of information (AoI) of sensor $n$ at time slot $t$, representing the time interval since the last successful transmission of sensor $n$ to the remote estimator. Therefore, the AoI state of sensor $n$ has the updating rule below

$$\tau_n(t) = \begin{cases} 1 & \text{if } \zeta_n(t - 1) = 1 \\ \tau_n(t - 1) + 1 & \text{otherwise}. \end{cases} \quad (6)$$

A larger AoI indicates that the remote estimation is less accurate. Jointly using (5) and (6), the remote estimation error covariance can be concisely rewritten as a function of AoI as

$$\mathbf{P}_n(t) = f_{\tau_n(t)}^n (\tilde{\mathbf{P}}_n),$$

where $f_{\tau_n}^n(X) = A_n X A_n^T + \mathbf{W}_n$ and $f_{\tau_n}^n(X) = f_{\tau_n}^{n-1}(f_{\tau_n}^{n-1}(X))$.

To quantify the remote estimation quality of sensor $n$ at time $t$, we define the estimation cost function, i.e., the sum estimation MSE of the plant vector state, as

$$J_n(t) \triangleq \mathbb{E} \left[ (\hat{x}_n(t) - x_n(t))^T (\hat{x}_n(t) - x_n(t)) \right]$$

$$= \text{Tr} \left( \mathbf{P}_n(t) \right) = \text{Tr} \left( f_{\tau_n(t)}^n (\tilde{\mathbf{P}}_n) \right),$$

where Tr($\cdot$) is the matrix trace operator. Thus, the AoI state and the local estimation error covariance jointly determine the remote estimation quality. A smaller $J_n(t)$ indicates that the remote state estimation is more accurate. As proved in our previous work [11], if the spectral radius of plant $n$’s state transition matrix $A_n$ is greater than 1, the increasing AoI gives rise to the exponential growth of estimation cost.

### III. Problem Formulation

We aim to design a deterministic and stationary resource allocation policy denoted as $\pi(\cdot) \in \Pi$ that generates channel allocation and power control actions of all sensors at each time slot, for achieving the optimal discounted long-term average estimation quality [5], i.e.,

$$J^* = \min_{\pi(\cdot) \in \Pi} \lim_{T \to \infty} \mathbb{E} \left[ \sum_{t=0}^{T-1} \sum_{n=1}^{N} \lambda^t J_n(t) \right]$$

where $\lambda \in (0, 1)$ is a discount factor and $\mathbb{E} [\cdot]$ is the expectation operator. We formulate such a sequential decision-making problem into an MDP.

#### A. MDP Formulation

In general, the MDP takes both the channel quality state and the AoI state of all sensors as inputs and generates the resource allocation action at each time. The Markovian property holds directly due to the Markov channel modeling and the AoI state updating rule.

**State:** Given the channel state matrix $\mathbf{G}(t) \in \mathcal{G}^{M \times N}$, and the AoI state $\tau(t) = (\tau_1(t), \tau_2(t), \ldots, \tau_N(t)) \in \mathbb{N}^N$, the state of the MDP is defined as $s(t) \triangleq \{ \mathbf{G}(t), \tau(t) \} \in \mathcal{G}^{M \times N} \times \mathbb{N}^N$.

**Action:** The hybrid action $a(t) \triangleq \{ \mathbf{D}(t), \mathbf{p}(t) \}$ takes into account both the discrete channel allocation $\mathbf{D}(t)$ and the continuous power control $\mathbf{p}(t) \in \mathbb{P}^N$. The discrete action space is denoted as $\mathcal{A}$ with the cardinality of $|\mathcal{A}| = (M+1)^N$, as each sensor has $M + 1$ options for channel selection. The hybrid action space is denoted as $\mathcal{A} \times \mathbb{P}^N$.

**Transition:** The state-transition probability of MDP consists of the channel state transition and the AoI state transition. Since the former does not depend on the latter, the state-transition probability from state $s(t)$ to state $s(t+1)$ under a particular action $a(t)$ can be written as $\Pr[s(t+1)|s(t), a(t)] = \Pr(G(t+1)|G(t)) \Pr[\tau(t+1)|\tau(t), a(t)]$. Recall that the knowledge of $\Pr[G(t+1)|G(t)]$ is unavailable (Section II-B).

**Policy:** The policy is a mapping between the state and the action as $\alpha(t) = \pi(s(t))$, where $\pi(\cdot) \in \Pi$.

**Reward:** We define the reward of the MDP as the negative sum estimation cost, i.e., $r(t) = -J(t) = -\sum_{n=1}^{N} J_n(t)$. Thus, one needs to find a resource allocation policy for maximizing the discounted long-term average reward $\lim_{T \to \infty} \mathbb{E} \left[ \sum_{t=0}^{T-1} \lambda^t r(t) \right]$.

### B. Challenges for Solving the MDP

In the absence of state transition probabilities, conventional model-based MDP algorithms cannot work (e.g., value and policy iteration algorithms), and thus data-driven reinforcement learning approaches are preferable. Due to the curse of dimensionality introduced by the large state space $\mathcal{G}^{N \times M} \times \mathbb{N}^N$, conventional data-driven reinforcement learning algorithms, such as Q-learning, are not applicable. To deal with
the large state space issue, we resort to more advanced DRL algorithms adopting deep neural networks (DNNs) for value function approximation, though there are several challenges remaining.

1) Large and hybrid action space: The MDP has a large action space, even with relatively small numbers of sensors and channels. For example, when $N = 10, M = 5$, there are $(M + 1)^N = 60466176$ discrete actions for channel assignment. For the continuous action part, a commonly adopted method is action discretization. In the simplest 2-level quantization scenario, there are $2^N = 1024$ actions for power control and thus $1024 \times 60466176 \approx 6 \times 10^{10}$ discrete actions in total for joint channel assignment and power control. However, deep Q-network (DQN), the most popular DRL algorithm adopted for solving MDPs with discrete actions, cannot handle such an MDP. The large action space entails large DNNs and makes the DQN difficult to train, requiring a huge storage space and a tremendous amount of computing power. Solving MDPs with large action spaces are challenging.

2) Training difficulties: In our MDP problem, the channel state is of high dynamics and the AoI state is also a stochastic function of the channel state and the action. In addition, as mentioned in Section II-D, the absolute value of reward grows exponentially fast with respect to the AoI state, which means a DRL agent needs to deal with a fairly large range of rewards, inducing a highly fluctuated training process that is difficult to converge. This feature is different from many existing works applying DRL in wireless communications problems [3], where the reward/cost commonly grows up in linear or logarithmic scale with the increasing state. Therefore, the highly stochastic states and the large reward range can lead to unstable training process and make a DRL agent difficult to converge to an optimal policy.

IV. DEEP REINFORCEMENT LEARNING ALGORITHM

To solve the challenges above, first, we design low-dimensional continuous virtual actions of the resource allocation problem and propose a novel scheme that maps virtual action $\tilde{a}(t)$ to real hybrid discrete and continuous action $a(t)$. Second, we choose a proper DRL framework with a continuous action space, which provides a stable training process to learn the optimal policy with virtual actions. The framework is illustrated in Fig. 2.

A. Virtual Action Design and Action Mapping Scheme

Considering the hybrid action feature of resource allocation, it is natural to design a multi-dimensional continuous virtual action of each sensor to represent the hybrid action. However, how to design a continuous virtual action and map it to a discrete channel selection action for effective DRL is highly non-trivial. A naive method is to adopt a scalar continuous virtual action for each sensor and discretize it linearly into $M + 1$ levels for channel selection. Level 0 means no channel selection and Level $m > 0$ denotes the selection of channel $m$. At first glance, the method compresses the $M$-size discrete action space by a one-dimensional continuous one. However, the method implicitly converts the original non-Euclidean action space into the Euclidean one. This potentially requires the DRL agent to learn a highly discontinuous multi-level-multi-stage piecewise policy function. Ideally, a slight change of state can make a significant change in action output. This makes the DRL difficult to converge to an optimal one.

To solve the issue of discontinuous function approximation, we propose to convert the decimal channel selection action (i.e., from 0 to $M$) of each sensor to a binary sequence with a length of $\lceil \log_2(M + 1) \rceil$. Thus, we design the virtual action for each sensor with $\lceil \log_2(M + 1) \rceil$ elements. Each element is a real number, and the positive and negative values are mapped to ‘1’ and ‘0’, respectively, for real action mapping. Now, the virtual action has $N\lceil \log_2(M + 1) \rceil$ dimension for channel selection of all sensors. Each element of the virtual action only handles the selection of two discrete actions. Changing of a single virtual action entry from negative to positive represents the reduced and increased likelihood of one action and the other, respectively. The continuity can make the DRL easy to train. The original $(M + 1)^N$-size discrete action space is compressed by the $N\lceil \log_2(M + 1) \rceil$-dimension continuous one, which scales linearly and logarithmically in $N$ and $M$, respectively. One dimensional virtual action $\tilde{P}^n(t) \in \mathbb{R}$ is added for each sensor’s transmit power control, and the mapping between the virtual to real power control action is $P^n(t) = P_{\text{max}}(\text{clamp}_{1}[\tilde{P}^n(t)] + 1)/2$, where the operator $\text{clamp}_{1}[-]$ is for truncating a variable to values between $-1$ and 1. Thus, the virtual action $\tilde{a}(t)$ has $N\lceil \log_2(M + 1) \rceil + 1$ elements in total.

B. Policy Optimization with Virtual Actions

There are many DRL frameworks with various features developed during the past decade. To match the key problem features in Section II-B, we adopt the proximal policy optimization (PPO) [16], a policy-based DRL method that learns a stochastic policy via on-policy learning, for solving the MDP. The reasons include: 1) compared with off-policy DRL methods, on-policy ones are more stable in highly stochastic environments due to the guaranteed monotonic performance improvement based their policy updating mechanism [17]; 2) existing research shows that stochastic policy based DRL algorithms lead to smoother function approximations [18], and
thus provide higher speed for training convergence and better training stability than deterministic ones when the training environment is of high dynamics \cite{19}; 3) policy-based DRL generates multi-dimensional continuous actions directly and can deal with MDPs with continuous action spaces.

The PPO agent has a pair of actor and critic neural networks (NNs), where the NN parameters, including weights and biases, are denoted by $\theta$ and $\phi$, respectively. Each of the NNs has an input layer, multiple hidden layers, an output layer, and adopts a fully connected and feedforward structure. The input layers of the actor and critic NNs receive the MDP state $s(t)$. All hidden layers adopt the activation function of rectified linear unit (ReLU) for nonlinear function approximation.

We design the actor NN for generating a multi-dimensional continuous virtual action $\tilde{a}(t)$ with stochastic policy $\tilde{\pi}(\tilde{a}(t)|s(t); \theta)$, which is a probability density function of $\tilde{a}(t)$ given the current state $s(t)$. The virtual action is then mapped to the real action $a(t)$ for radio resource allocation as discussed in Section IV-A to obtain the next state $s(t+1)$ and reward $r(t+1)$. The actor output layer generates mean $\mu(s(t); \theta)$ and standard deviation $\sigma(s(t); \theta)$ of $\tilde{a}(t)$. We adopt tanh and softplus as the activation functions for the mean and the standard deviation outputs, respectively. The former is to bound the mean within $[-1, 1]$, while the latter is to guarantee a positive standard deviation. The critic NN estimates the state-value function $V(s(t); \phi)$ given the actor’s policy $\tilde{\pi}(\tilde{a}(t)|s(t); \theta)$, i.e.,

$$V(s(t); \phi) \approx \mathbb{E}_{\tilde{a}} \left[ \sum_{k=0}^{\infty} \lambda^k r(t+k) \tilde{\pi}(\tilde{a}(t+k)|s(t+k); \theta), \forall k \geq 0 \right].$$

Thus, the critic NN has a single output.

The training of the PPO agent alternates between experience generation and policy update. In the following, we only present the key steps, and the detailed algorithm can be found in \cite{16}.

1) Experience generation. By using current policy $\tilde{\pi}(-; \theta_{old})$, the PPO agent samples data $(s(t), \tilde{a}(t), r(t))$ with length of $T$ through interacting with the environment. By leveraging the generated experience, the advantage function $A(t)$ and the reward-to-go function $R(t)$ for each $t = 0, \ldots, T-1$ can be calculated as

$$A(t) = \sum_{k=t}^{T-1} (\lambda \alpha)^{k-t} (r(k) + \lambda V(s(k+1); \phi) - V(s(k); \phi))$$

and

$$R(t) = r(t) + \lambda V(s(t+1); \phi)$$

respectively, where $\alpha$ is a hyper-parameter named as the smoothing factor.

2) Policy update. The PPO agent creates a mini-batch data set by randomly sampling $B$ data from the generated $T$-length experience earlier, i.e., $\{ (s(t_i), \tilde{a}(t_i), A(t_i), R(t_i) ) \}$ where $t_i \in \{ t_1, \ldots, t_B \} \subset \{ 0, \ldots, T-1 \}$. The loss function for updating the critic NN is defined as

$$L_C(\phi) = \frac{1}{B} \sum_{i=1}^{B} (R(t_i) - V(s(t_i); \phi))^2 ,$$

which is named as the temporal difference error, specifying difference of the state-value estimations based on time steps $t_i$ and $t_i+1$. The loss function for updating the actor NN has been elaborately designed for achieving high training stability and is much more complex:

$$L_A(\theta) = \frac{1}{B} \sum_{i=1}^{B} \left( \min \{ p(s(t_i); \theta) A(t_i), c(s(t_i); \theta) A(t_i) \} + w \mathcal{H}_{old} (\tilde{a}(t_i)) \right)$$

where $p(s(t_i); \theta) = \frac{\tilde{\pi}(\tilde{a}(t_i)|s(t_i); \theta)}{\tilde{\pi}(\tilde{a}(t_i)|s(t_i); \theta_{old})}$ is a density ratio, and $c(s(t_i); \theta) = \max \{ \min \{ p(s(t_i); \theta), 1+\omega \}, 1-\omega \}$ is a clip function with a hyper-parameter $\omega$. $\mathcal{H}_{old}(\tilde{a}(t_i))$ is the entropy loss function of $\tilde{a}(t_i)$. Since $\tilde{a}(t_i)$ follows a Gaussian distribution, its entropy loss can be directly obtained based on its standard deviation $\sigma(s(t_i); \theta_{old})$. $w$ denotes entropy loss weight factor. Then, the critic NN and the actor NN parameters $\phi$ and $\theta$ can be updated by optimizing the loss functions $L_C(\phi)$ and $L_A(\theta)$, respectively, using the widely adopted Adam optimizer.

After training, the virtual action $\tilde{a}(t)$ can be generated deterministically based on the maximum likelihood method for online deployment, i.e., $\tilde{a}(t) = \mu(s(t); \theta)$.
a better performance. Average estimation MSEs in Table I are calculated by 10000-step simulations.

We see that the DQN algorithm with OMA only works for the 6-sensor-3-channel setting and does not even converge for larger systems. The proposed DRL algorithm with NOMA can scale up to 50 sensors and 25 channels. We also see that the proposed action mapping scheme-based algorithm can provide a 25% average estimation MSE reduction than the naive mapping scheme-based one when the system is large (e.g., $N \geq 50$). The performance gap increase with the growing system scale. We also see that the estimation performance decreases with the increasing SCR as expected, due to the decreasing amount of wireless resource.

VI. CONCLUSION

We have proposed a practical remote estimation system with the NOMA scheme. We have developed an advanced DRL algorithm for resource allocation with large hybrid state and action spaces. Our experiments have showcased that the proposed DRL algorithm is able to effectively address the resource allocation problem and provide significant performance gain than the benchmarks. For future work, we will investigate distributed DRL algorithms for resource allocation of large-scale systems and compare them with the present centralized allocation scheme.
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