MONOMIALIZATION OF A QUASIANALYTIC MORPHISM
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Abstract. We prove a monomialization theorem for mappings in general classes of infinitely differentiable functions that are called quasianalytic. Examples include Denjoy-Carleman classes, the class of $C^\infty$ functions definable in a polynomially bounded o-minimal structure, as well as the classes of real- or complex-analytic functions, and algebraic functions over any field of characteristic zero. The monomialization theorem asserts that a mapping in a quasianalytic class can be transformed to a mapping whose components are monomials with respect to suitable local coordinates, by sequences of simple modifications of the source and target—local blowings-up and power substitutions in the real cases, in general, and local blowings-up alone in the algebraic or analytic cases. Monomialization is a version of resolution of singularities for a mapping. We show that it is not possible, in general, to monomialize by global blowings-up, even in the real-analytic case.

Résumé. On démontre un théorème de monomialisation pour les morphismes dans une classe de fonctions quasi-analytiques. Ces classes comprennent, par exemple, les classes de Denjoy-Carleman, la classe des fonctions $C^\infty$ définissables dans une structure o-minimale polynomiallement bornée, ainsi que les classes des fonctions analytiques réelles ou complexes, et de fonctions algébriques sur un corps de caractéristique nulle. Le théorème de monomialisation affirme qu’on peut transformer un morphisme dans une classe quasi-analytique en un autre morphisme dont les composantes sont des monômes dans des coordonnées locales convenables, par une suite de modifications de la source et du but. Dans le cas réel général, celles-ci sont des éclatements locaux et ramifications; dans le cas analytique ou algébrique, elles sont simplement des éclatements locaux. On montre qu’il n’est pas possible, en général, de monomialiser par des éclatements globaux, même dans le cas analytique réel.
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1. Introduction

The subjects of this article are monomialization and relative desingularization theorems for mappings in general classes that are called quasianalytic. Quasianalytic classes are classes of infinitely differentiable functions that are characterized by three simple axioms including quasianalyticity—injectivity of the Taylor series homomorphism at any point—and the implicit function theorem (see Definition 3.1). Examples over \( \mathbb{R} \) include the class of real-analytic functions, quasianalytic Denjoy-Carleman classes (objects of study in classical real analysis), and the class of \( C^\infty \) functions which are definable in a given polynomially bounded \( o \)-minimal structure (in model theory). The quasianalytic framework covers also complex-analytic mappings, as well as algebraic morphisms (regular morphisms of schemes of finite type over a field \( K \) of characteristic zero) provided that a neighbourhood of a point, in this case, is understood to mean an étale neighbourhood, so that the implicit function theorem holds.

We prove that a mapping in a real quasianalytic class can be transformed by sequences of simple modifications of the source and target (sequences of local blowings-up and local power substitutions) to a mapping whose components are monomials with respect to suitable local coordinate systems; see Theorems 1.5 and 1.11. In the general algebraic and analytic cases, we show, moreover, that only local blowings-up are needed for monomialization (Theorems 1.6 and 1.12).

Our results are best possible in the real cases, because of the following two phenomena. First, we show that it is not possible, in general, to monomialize a proper mapping by global blowings-up of the source and target, even in the real-analytic case (see Theorem 1.7 and Example 2.4, which is related to [19, Sect. 3]; there is no such counterexample for algebraic or proper complex-analytic morphisms). Secondly, we show that the use of power substitutions is necessary in general quasianalytic classes because of a phenomenon that does not occur in the classes of algebraic or analytic functions—a quasianalytic function defined on a half-line may admit no extension to a quasianalytic function in a neighbourhood of the boundary point (Nazarov, Sodin, Volberg [37]; see §1.3). The quasianalytic continuation theorem of [11] intervenes in our proof of monomialization for real quasianalytic classes, in this context. Applications of the monomialization theorem in quasianalytic geometry and model theory are given in §1.3.

Our results in the algebraic and analytic cases include new proofs of Cutkosky’s local monomialization theorems [20, 23]. The latter establish local monomialization along a valuation. A basic difference in our approach is that we give a winning strategy for a version of Hironaka’s game in the context of monomialization—Alice wins by applying our method to choose the next local blowing-up at any point of the fibre, which her opponent Bob is free to pick on his turn. On the other hand, we use étale-local blowings-up in the algebraic case (see Definitions 1.9), rather than Zariski-local blowings-up as in [20, 21]. Cutkosky shows that (along a valuation) the stronger result follows from the étale version; we plan to include this in a later article using methods developed here, but in this paper we prefer to emphasize the quasianalytic framework.

Monomialization is a version of resolution of singularities for a mapping (classical resolution of singularities is the case of target dimension one). The monomialization problem in the algebraic case has an extensive literature, going back at least to Zariski, and including or related to the work of Akbulut and King on
mappings of complex surfaces [7], the toroidalization, factorization and semistable reduction results of Abramovich, Adiprasito, Denef, Karu, Liu, Matsuki, Temkin and Włodarczyk [1 2 3 6 14], and the monomialization theorems of Cutkosky and of Denef [23]. Toroidal and semistable morphisms are, in particular, monomial; the main distinction of monomialization in relation to the preceding results on toroidalization and semistable reduction, is the requirement of concrete transformation of the source and target of a given morphism by blowings-up with smooth centres. In addition to [20 23], Cutkosky has proved monomialization by global blowings-up for dominant projective morphisms in dimension three [22].

Our point of view is rather that of analysis, and algebro-geometric techniques used in the preceding results (for example, valuations, Zariski-Riemann manifold) do not appear in our work, although the preceding articles have had an important impact. Indeed, even basic notions of commutative algebra like flatness are not available in local rings of quasianalytic functions, which are not known to be Noetherian in general. On the other hand, resolution of singularities does hold in quasianalytic classes [15 16], even for ideals that are not necessarily finitely generated [18 Thm. 3.1]. The axioms for a quasianalytic class are meant to capture the minimal properties of a ring of functions that are needed for desingularization of ideals. In the analytic and algebraic cases, the proofs of our main theorems admit significant simplifications, as we will point out in Section 7.

The main new techniques developed in this article are based on logarithmic derivatives (logarithmic with respect to the exceptional divisor that intervenes on blowing up) that are tangent to the fibres of morphism (see §1.2 and Section 5). In this context, we formulate a theorem on resolution of singularities of an ideal relative to a monomial morphism (see Theorems 1.8 and 1.17) that we will prove together with the monomialization theorems above, within a common inductive scheme. The notion of log derivations tangent to a morphism coincides with that of relative log derivations, of origin in work of Grothendieck and Deligne (see [39, Ch. IV]), and plays a part here, as well as in [5], which is analogous to that played by standard logarithmic derivations in the proof of resolution of singularities in [17]. We believe the techniques of this article may be useful for global monomialization in the algebraic and proper complex-analytic cases, perhaps combined with methods of [4 5] (and [12] in low dimensions).

The paper of Dan Abramovich, Michael Temkin and Jarosław Włodarczyk [5] on relative desingularization is an independent work, of which we learned of a preliminary version in July 2019, before posting our article on arXiv that month. We are grateful to the authors for pointing out connections between some of the techniques in our Sections 4 5 and logarithmic algebraic geometry, and also to Mikhail Sodin for details of the non-extension phenomenon in [37]. We would like to thank also the reviewers and editors for their very helpful detailed comments.

We begin by stating our main results. Details on the notions of blowing up and power substitutions involved will be given in §1.1 following.

Let \( Q \) denote a quasianalytic class, and let \( M, N \) denote manifolds (smooth spaces) of class \( Q \); say \( m = \dim M, n = \dim N \) (see Section 3). Let \( \Phi : M \to N \) denote a mapping of class \( Q \); we will say that \( \Phi \) is a \( Q \)-morphism, or simply a morphism if the class is understood.
Definition 1.1. Monomial morphism. The $\mathbb{Q}$-morphism $\Phi$ is monomial at a point $a \in M$ if there are coordinate systems (of class $\mathbb{Q}$),

\begin{equation}
(u, v, w) = (u_1, \ldots, u_r, v_1, \ldots, v_s, w_1, \ldots, w_l),
\end{equation} 
\begin{equation}
(x, y, z) = (x_1, \ldots, x_p, y_1, \ldots, y_q, z_{q+1}, \ldots, z_{s'}),
\end{equation}

centred at $a$ and $b = \Phi(a)$ respectively, where $r + s + t = m$, $p + s' = n$ and $q \leq s \leq s'$, in which $\Phi$ can be written

\begin{align*}
x_j &= u^{\alpha_j}, & j &= 1, \ldots, p, \\
y_k &= u^{\beta_k} (\xi_k + v_k), & k &= 1, \ldots, q, \\
z_l &= v_1, & l &= q + 1, \ldots, s, \\
z_l &= 0, & l &= s + 1, \ldots, s',
\end{align*}

where

\begin{enumerate}
\item the exponent vectors $\alpha_j = (\alpha_{j1}, \ldots, \alpha_{jr}) \in \mathbb{N}^r$, $j = 1, \ldots, p$, are linearly independent over $\mathbb{Q}$ (in particular, $r \geq p$);
\item for each $k = 1, \ldots, q$, $\beta_k = (\beta_{k1}, \ldots, \beta_{kr}) \in \mathbb{N}^r$ is nonzero and $\mathbb{Q}$-linearly dependent on $\{\alpha_1, \ldots, \alpha_p\}$, and $\xi_k \neq 0$.
\end{enumerate}

We say that $\Phi$ is a monomial morphism if it is monomial at every point $a \in M$.

Remarks 1.2. (1) A morphism of the form

\begin{align}
x_j &= u^{\alpha_j}, & j &= 1, \ldots, p, \\
z_l &= v_1, & l &= 1, \ldots, s, \\
z_l &= 0, & l &= s + 1, \ldots, s',
\end{align}

with respect to coordinate systems $(u, v, w) = (u_1, \ldots, u_r, v_1, \ldots, v_s, w_1, \ldots, w_l)$ and $(x, z) = (x_1, \ldots, x_p, z_1, \ldots, z_{s'})$, where $0 \leq s \leq s'$ and the exponent vectors $\alpha_j = (\alpha_{j1}, \ldots, \alpha_{jr}) \in \mathbb{N}^r$, $j = 1, \ldots, p$, are linearly independent over $\mathbb{Q}$, can be rewritten in the form (1.2) in coordinates centred at any point $a$ and at $b = \Phi(a)$ respectively. On the other hand, a monomial morphism can be transformed to a morphism satisfying (1.3) in suitable coordinate charts, by performing local blowings-up; see Remark 3.3 for a precise statement. Compare with Theorem 1.1.

(2) In the algebraic case, (1.2) (or (1.3)) should be understood at a (closed) point $a \in M$ in the following way. Let $\mathbb{L} = \mathbb{K}_a$ denote the residue field of $a$. Then there is an étale morphism $\varepsilon : U \to M$ such that $\varepsilon(a') = a$, $\mathbb{K}_a' = \mathbb{L}$, and $\Phi \circ \varepsilon$ is given by (1.2) with $\xi_k \in \mathbb{L}$, with respect to étale local coordinates (or “uniformizing parameters”) at $a'$ and $b$. (In general, $\mathbb{L}$ may be strictly larger than $\mathbb{K}_a$, so the mapping given by (1.2) involves $\times_{\mathbb{K}_a} \mathbb{L}$ in the image). See also §3.3.

As in resolution of singularities, our proofs of the monomialization theorems involve keeping careful track of the exceptional divisors of the blowings-up involved, and exploiting their combinatorial structure. It is natural to assume from the beginning that there are simple normal crossings divisors $D$ on $M$ and $E$ on $N$. A simple normal crossings (SNC) divisor means a union of smooth closed hypersurfaces that simultaneously have only transverse intersections. A $\mathbb{Q}$-morphism $\Phi : (M, D) \to (N, E)$ denotes a $\mathbb{Q}$-morphism $\Phi : M \to N$ such that $\Phi^{-1}(E)$ is SNC as a space and its support lies in that of $D$ (i.e., the ideal of $\Phi^{-1}(E)$ is locally a product of powers of the ideals of certain components of $D$).
Definition 1.3. Monomial morphism compatible with divisors. We say that a $Q$-morphism $\Phi : (M, D) \to (N, E)$ is monomial at a point $a \in M$ if $\Phi : M \to N$ is monomial at $a$ as in Definition 1.1, with respect to local coordinate systems (1.1) in which $D = \{ u_1 \cdots u_r = 0 \}$ and $E = \{ x_1 \cdots x_p \cdot y_1 \cdots y_q = 0 \}$.

In this case, the coordinate systems $(u, v, w)$ and $(x, y, z)$ will be called $\Phi$-monomial. The variables $w = (w_1, \ldots, w_t)$ will be called $\Phi$-free. A coordinate system in which every component of a divisor is a coordinate subspace will be called compatible with the divisor.

In our monomomialization theorems 1.5 and 1.6 following, $\Phi : (M, D) \to (N, E)$ denotes a $Q$-morphism.

Definition 1.4. (In the real quasianalytic or complex analytic cases) a family of morphisms $\{ \sigma_\lambda : V_\lambda \to M \}$ is a semiproper covering of $M$ if $\{ \sigma_\lambda \}$ is a covering of $M$ (i.e., $\bigcup \sigma_\lambda(V_\lambda) = M$) and, for every compact subset $K$ of $M$, there are finitely many compact $K_i \subset V_{\lambda(i)}$ such that $\bigcup_i \sigma_{\lambda(i)}(K_i) = K$.

Theorem 1.5 (Monomialization of a real quasianalytic morphism). Suppose that $Q$ is a real quasianalytic class, and that $\Phi : M \to N$ is proper. Then there is a countable family of commutative diagrams

$$(1.4) \quad \begin{array}{ccc}
(V_\lambda, D_\lambda) & \xrightarrow{\sigma_\lambda} & (M, D) \\
\downarrow \Phi_\lambda & & \downarrow \Phi \\
(W_\lambda, E_\lambda) & \xrightarrow{\tau_\lambda} & (N, E)
\end{array}$$

where

1. each $\sigma_\lambda$ and $\tau_\lambda$ is a composite of finitely many smooth local blowings-up and local power substitutions, compatible with $D$ and $E$, respectively;
2. the families of morphisms $\{ \sigma_\lambda : V_\lambda \to M \}$ and $\{ \tau_\lambda : W_\lambda \to N \}$ are semiproper coverings of $M$ and $N$;
3. each $\Phi_\lambda : (V_\lambda, D_\lambda) \to (W_\lambda, E_\lambda)$ is a monomial morphism.

Theorem 1.6 (Monomialization of an analytic or algebraic morphism). Suppose that $Q$ is either the class of $R$- or $C$-analytic functions, or the class of algebraic functions over a field $K$ of characteristic zero. In the analytic case, suppose also that $\Phi : M \to N$ is proper. Then there is a countable family (in the analytic case), or a finite family (in the algebraic) of commutative diagrams (1.4), where

1. each $\sigma_\lambda$ and $\tau_\lambda$ is a composite of finitely many smooth local blowings-up, compatible with $D$ and $E$, respectively;
2. the families of morphisms $\{ \sigma_\lambda \}$ and $\{ \tau_\lambda \}$ are coverings of $M$ and $N$, semi-proper in the analytic case;
3. each $\Phi_\lambda : (V_\lambda, D_\lambda) \to (W_\lambda, E_\lambda)$ is a monomial morphism.

In the case that $\dim M = \dim N$ and $\Phi$ is dominant, we can prove Theorem 1.5 with the stronger conclusion that each $\Phi_\lambda = \text{identity}$ (see Theorem 1.19).

Theorem 1.7 (Counterexample to global monomialization of a real-analytic morphism). A proper morphism $\Phi : V \to W$ of real-analytic manifolds cannot, in general, be monomialized by global blowings-up of the source and target, even over some neighbourhood of a given point of $\Phi(V)$. 


We will show in Section 2, in fact, that $\Phi$ cannot, in general, be transformed by a proper real-bimeromorphic morphism $\tau$ of the target and a proper surjection $\sigma$ of the source, to a mapping that is regular in the sense of Gabrielov (Definition 1.16).

We are grateful to Jan Denef for asking about a bimeromorphic morphism $\sigma$.

**Theorem 1.8** (Relative desingularization of an ideal). Let $\Phi : (M,D) \rightarrow (N,E)$ denote a monomial morphism of class $Q$ and let $\mathcal{I}$ denote an ideal sheaf on $M$ (we assume that the stalk of $\mathcal{I}$ at any point is generated by local sections defined in a common neighbourhood, though we do not assume that $\mathcal{I}$ is finitely generated; see Definition 1.10). Then there is a countable family (finite, in the algebraic case) of commutative diagrams \(\mathfrak{I}\), where conditions $1$, $2$, $3$ of Theorem 1.5 (or of Theorem 1.6 in the analytic and algebraic cases) hold, together with the following:

1. For each $\lambda$, the pull-back $\sigma^*_\lambda(\mathcal{I})$ is principal and monomial.

1.1. Monomialization theorems.

**Definitions and Remarks 1.9.** (1) A smooth blowing-up means a blowing-up with smooth centre. A (smooth) local blowing-up $\sigma : V' \rightarrow V$ is a composite $\iota \circ \rho$ of an inclusion of an open subset $\iota : U \rightarrow V$, and a (smooth) blowing-up $\rho : V' \rightarrow U$.

We will always assume that our blowings-ups are smooth, unless we state otherwise. (In the algebraic case, an open subset is understood to mean with respect to the \`etale topology, so that a local blowing-up $\sigma$ means the composite $\varepsilon \circ \rho$ of an \`etale mapping $\varepsilon : U \rightarrow V$ and a smooth blowing-up $\rho : V' \rightarrow U$.)

(2) A power substitution means, roughly speaking, a morphism $\rho : U' \rightarrow U$ of the form $u_i = u_i^{\varepsilon_i}$, $i = 1, \ldots, r$, where each $k_i$ is a positive integer, and $U$ is a chart with coordinates $u = (u_1, \ldots, u_r)$. In order to cover $U$, given $\rho$, we introduce the mapping $P : \coprod_{\varepsilon} U_{\varepsilon} \rightarrow U,$

where $\coprod$ denotes disjoint union, $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_r) \in \{-1, 1\}^r$, each $U_{\varepsilon}$ is a copy of $U'$, and $\rho_{\varepsilon} := P|_{U_{\varepsilon}}$ is given by $u_i = \varepsilon_i u_i^{k_i}$, $i = 1, \ldots, r$ (so that $\rho = \rho_1$, $1 = (1, \ldots, 1)$), and where the product is taken over all $\varepsilon \in \{-1, 1\}^r$ such that $\varepsilon_i = 1$ whenever $k_i$ is odd. We assume that $U$ is chosen in suitable symmetric product form, so that $P$ will be surjective. In our monomialization theorems, power substitutions $\rho$ will always be extended to more general power substitutions $P$ defined in this way. (Of course, we can accomplish the same thing by using power substitutions $u_i = \pm u_i^{\varepsilon_i}$ and increasing the number of morphisms $\sigma_\lambda, \tau_\lambda$.) A local power substitution $V' \rightarrow V$ is a composite $\iota \circ P$ of the inclusion of a suitable coordinate chart $\iota : U \rightarrow V$ and an extended power substitution $P : V' \rightarrow U$.

**Definitions 1.10.** Blowings-up and power substitutions compatible with divisors.

We say that a (local) blowing-up $\sigma : M' \rightarrow M$ is compatible with an SNC divisor $D$ on $M$ if $D$ and the centre $C$ of $\sigma$ have simple normal crossings (i.e., locally, there are coordinates in which each component of $D$ is a coordinate hypersurface and $C$ is a coordinate subspace). In this case, $\Phi^{-1}(D)$ is SNC; in particular, the transform $D' := \Phi^{-1}(D)_{\text{red}}$ of $D$ by $\sigma$ is an SNC divisor (where the subscript $\text{red}$ means “with its reduced structure”).

A blowing-up $\sigma : M' \rightarrow M$ will be called combinatorial if it satisfies the stronger condition that its centre is (locally) an intersection of components of $D$.  
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We say that a (local) power substitution \( \rho : M' \to M \) is compatible with \( D \) if it is defined as in Definitions 1.9 (2) with respect to coordinates \((u, v) = (u_1, \ldots, u_r, v_1, \ldots, v_k)\), where \( D = \{ u_1 \cdots u_r = 0 \} \) and \( \rho \) is trivial in every variable \( v_k \). Again, \( \Phi^{-1}(D) \) is SNC, and the transform \( D' := \Phi^{-1}(D)_{\text{red}} \) of \( D \) is an SNC divisor.

We inductively define compatibility with \( D \) of a morphism \( \sigma : \tilde{M} \to M \) given by a finite composite of local blowings-up and power substitutions. If \( \sigma : \tilde{M} \to M \) is compatible with \( D \), then the transform \( \tilde{D} \) of \( D \) by \( \sigma \) is well-defined as an SNC divisor on \( \tilde{M} \), and \( \sigma^{-1}(D)_{\text{red}} = \tilde{D} \), so that \( \sigma \) induces a morphism \( \sigma : (M, \tilde{D}) \to (M, D) \).

In Theorems 1.11, 1.12, 1.14 and 1.15 following, \( \Phi : (M, D) \to (N, E) \) denotes a \( \mathbb{Q} \)-morphism. Theorems 1.15 and 1.6 are immediate consequences of Theorems 1.11 and 1.12.

**Theorem 1.11** (Local monomialization of a real quasianalytic morphism compatible with divisors). Suppose that \( \mathbb{Q} \) is a real quasianalytic class. Let \( a \in M \). Then there are open neighbourhoods \( V \) of \( a \) and \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams 1.4, where

1. each \( \sigma_\lambda \) and \( \tau_\lambda \) is a composite of finitely many smooth local blowings-up and local power substitutions, compatible with \( D \) and \( E \), respectively;
2. the families of morphisms \( \{ \sigma_\lambda \} \) and \( \{ \tau_\lambda \} \) cover \( V \) and \( W \), respectively, and there are compact subsets \( K_\lambda \subset V_\lambda \), \( L_\lambda \subset W_\lambda \), such that \( \bigcup \sigma_\lambda(K_\lambda) \) and \( \bigcup \tau_\lambda(L_\lambda) \) are (compact) neighbourhoods of \( a \) and \( b \), respectively;
3. each \( \Phi_\lambda \) is a monomial morphism (i.e., locally of the form 1.2, where \( D_\lambda = \{ u_1 \cdots u_r = 0 \} \) and \( E_\lambda = \{ x_1 \cdots x_p, y_1 \cdots y_q = 0 \} \)).

**Theorem 1.12** (Local monomialization of an analytic or algebraic morphism compatible with divisors). Suppose that \( \mathbb{Q} \) is either the class of \( \mathbb{R} \)- or \( \mathbb{C} \)-analytic functions, or the class of algebraic functions over a field \( \mathbb{K} \) of characteristic zero. Let \( a \in M \). Then there are open neighbourhoods \( V \) of \( a \) and \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams 1.4, where

1. each \( \sigma_\lambda \) and \( \tau_\lambda \) is a composite of finitely many smooth local blowings-up, compatible with \( D \) and \( E \), respectively;
2. the families of morphisms \( \{ \sigma_\lambda \} \) and \( \{ \tau_\lambda \} \) cover \( V \) and \( W \), respectively, and, in the analytic case, there are compact subsets \( K_\lambda \subset V_\lambda \), \( L_\lambda \subset W_\lambda \), such that \( \bigcup \sigma_\lambda(K_\lambda) \) and \( \bigcup \tau_\lambda(L_\lambda) \) are neighbourhoods of \( a \) and \( b \), respectively;
3. each \( \Phi_\lambda \) is a monomial morphism (i.e., locally of the form 1.2, where \( D_\lambda = \{ u_1 \cdots u_r = 0 \} \) and \( E_\lambda = \{ x_1 \cdots x_p, y_1 \cdots y_q = 0 \} \)).

**Remark 1.13.** Rough idea of the proofs. Theorems 1.11 and 1.12 will be proved by transforming \( \Phi \) to monomial form, one component at a time (with respect to local coordinates). Suppose that \( \Phi = (\Phi_1, \ldots, \Phi_n) \), where \( \Phi(k) := (\Phi_1, \ldots, \Phi_k) \) is in monomial form 1.2 \((k < n)\); in particular, \( \Phi(k) = (\Theta_r, 0, \ldots, 0) \), \( r \leq k \), where \( \Theta_r \) is dominant (or generically submersive; i.e., \( s' = s \)). We can, therefore, reduce to the case that \( \Phi(k) \) is monomial and dominant by replacing \( \Phi(k) \) with \( \Theta_r \); we keep the notation \( \Phi(k) \) here for convenience. Note that \( \Phi(k+1) = (\Phi(k), \Phi_{k+1}) \) is not necessarily dominant. Then we will make transformations preserving monomiality of \( \Phi(k) \), so that \( \Phi_{k+1} \) is transformed to the form required, within an inductive scheme that involves three steps (see Section 2).
I.A. Resolution of singularities of an ideal relative to a monomial morphism (see Theorem 1.17 below).

I.B. Transformation of $\Phi_{k+1}$ to a function of class $Q$ of the form $g(u, v) + \varphi(u, v, w)$, with the property that $\Psi^{(k+1)} := (\Phi^{(k)}, \varphi) = (\Phi^{(k)}, \Phi_{k+1} - g)$ is in monomial form and

\[(1.5) \quad dg \wedge d\Phi_1 \wedge \cdots \wedge d\Phi_k = 0.\]

(equivalently, the formal Taylor expansion of $g$ at $a$ has the form $\sum g_{\gamma\delta} u^{\gamma} v^{\delta}$, where $\gamma$ is $Q$-linearly dependent on $\alpha_1, \ldots, \alpha_p$ whenever $g_{\gamma\delta} \neq 0$.) In this case, we will say that $\Phi^{(k+1)}$ is in pre-monomial form. (For simplicity of language, we are keeping the same notation $\Phi_{k+1}$ here, after the transformations involved; also in II following.) See Definition 5.25 and Example 5.26 below, where we also elucidate the difference between $\Phi^{(k+1)}$ and $\Psi^{(k+1)}$.

II. Transformation to $g = 0$; i.e., transformation of a pre-monomial morphism $\Phi_{k+1}$ to a monomial morphism $\Phi^{(k+1)}$.

Steps I.A and I.B involve techniques of a differential nature (see § 1.2 and Section 5), whereas Step II uses methods that are largely combinatorial, developed in Section 6. Section 6 is the only part of the paper where there is a dichotomy between the cases of analytic or algebraic morphisms, and the general real quasianalytic case (in particular, the only part where power substitutions are needed in the latter case; cf. 1.13).

In §§ 1.2, 1.3, we will try to give an idea of new techniques introduced, as well as of applications.

Each of the theorems above can be stated equivalently in the following two different ways. (We give the equivalent statements only for Theorem 1.14 and leave the other theorems to the reader.)

**Theorem 1.14.** Suppose that $Q$ is a real quasianalytic class, and that $\Phi : M \rightarrow N$ is proper. Then there is a countable family of commutative diagrams \[ (1.4) \]
where conditions (1), (2) of Theorem 1.5 hold, together with the following variant of (3):

(3) each $\Phi_\lambda : (V_\lambda, D_\lambda) \rightarrow (W_\lambda, E_\lambda)$ is a proper morphism of the form \[ (1.3) \]
in suitable local coordinate charts of class $Q$, where $D_\lambda = \{ u_1 \cdots u_r = 0 \}$ and $E_\lambda = \{ x_1 \cdots x_p = 0 \}$.

Theorem 1.14 $\Rightarrow$ 1.5 by Theorem 1.14 and 1.5 $\Rightarrow$ 1.14 by Lemma 6.4 (see Remark 6.6). The equivalence of 1.14 and 1.15 following is a topological exercise.

**Theorem 1.15.** Suppose that $Q$ is a real quasianalytic class, and that $\Phi : M \rightarrow N$ is proper. Then there is a commutative diagram of $Q$-morphisms

\[ (\tilde{M}, \tilde{D}) \xrightarrow{\sigma} (M, D) \]
\[ \downarrow \phi \quad \quad \downarrow \phi \]
\[ (\tilde{N}, \tilde{E}) \xrightarrow{\tau} (N, E) \]

where

(1) over every relatively compact open subset of $M$ (or $N$), $\sigma$ (or $\tau$) is a composite of finitely many morphisms of the following three kinds:
(a) (semiproper) morphism given by a covering \( \coprod U_i \to U \) by finitely many coordinate charts of class \( Q \) compatible with the divisor;
(b) compatible (global) blowing-up;
(c) compatible power substitution (in coordinate charts \( U_i \));

(2) \( \Phi \) is a monomial morphism.

1.2. Derivations tangent to a morphism. The purpose of this subsection is to motivate the calculus of derivations tangent to the fibres of a morphism that we will develop in Section 5 and, in this context, to formulate a theorem on resolution of singularities of an ideal relative to a monomial morphism (see Theorems 1.17 and 1.8) that we will prove in Section 7 simultaneously with the monomialization theorems above, as part of the inductive scheme.

We recall that, in resolution of singularities of a sheaf of ideals \( I \) on a smooth space \( M \) in characteristic zero, the derivative ideals \( D^k(I) \) generated by derivatives of order \( \leq k \) of local sections of \( I \) play a very important part; in particular, they determine a coefficient ideal which, after restriction to a maximal contact hypersurface, can be assumed to admit a resolution of singularities, by induction on dimension. The ideal \( I \) has order \( \mu \) at a given point if and only if an appropriately defined coefficient ideal has order greater than or equal to a corresponding value depending on \( \mu \) (coming from the fact that, if \( I \) has order \( \mu \) at a point, then \( D^k(I) \) has order \( \geq \mu - k \)). The problem of order reduction of \( I \) (leading to desingularization) is therefore equivalent to that of order reduction of the coefficient ideal, provided we know that, after a sequence of suitable blowings-up, the transform of the coefficient ideal of \( I \) equals the coefficient ideal of the transform of \( I \).

The coefficient ideal (and maximal contact) are local constructions that are not uniquely determined by \( I \), so that some notion of functoriality must be built into the inductive scheme to guarantee that the coefficient ideal is resolved by blowings-up that are independent of the local choices. In the approach of [17], this is achieved by using ideals \( D^k_D(I) \) of derivatives that are logarithmic with respect to the exceptional divisor \( D \). In a local coordinate system \( (u,v) = (u_1, \ldots, u_r, v_1, \ldots, v_s) \) where \( D = \{u_1 \cdots u_r = 0\} \), the sheaf \( D_D \) of logarithmic derivations (sometimes denoted \( \text{Der}_M(-\log D) \)) is generated by

\[
(1.7) \quad u_i \frac{\partial}{\partial u_i}, \quad i = 1, \ldots, r, \quad \text{and} \quad \frac{\partial}{\partial v_l}, \quad l = 1, \ldots, s.
\]

Logarithmic derivatives have a particularly simple law of transformation by blowings-up that are compatible with \( D \) [17, Lemma 3.1], which can be used to show that the transformed coefficient ideal equals the coefficient ideal of the transform of \( I \) in a very natural way [17, Thm. 3.10].

A key technique in our proof of monomialization is a calculus of logarithmic derivations that are tangent to the fibres of a morphism (Section 5; some of the ideas appear in [8, 9, 10]). If \( \Phi : (M,D) \to (N,E) \) is a monomial morphism, written, say, in the form \( (1.2) \) in coordinates at a point \( a \in M \), where \( D = \{u_1 \cdots u_r = 0\} \), then the stalk at \( a \) of the sheaf \( \Delta^\Phi \) of logarithmic derivations tangent to \( \Phi \) is generated by

\[
(1.8) \quad \sum_{i=1}^r \gamma_{ji} u_i \frac{\partial}{\partial u_i}, \quad j = 1, \ldots, r - p, \quad \text{and} \quad \frac{\partial}{\partial w_l}, \quad l = 1, \ldots, t,
\]
where $\mathbf{y}_j = (y_{j1}, \ldots, y_{jr}) \in \mathbb{Q}^r$, $j = 1, \ldots, r - p$, form a basis of the orthogonal complement of the $\mathbb{Q}$-linear subspace spanned by $\mathbf{x}_1, \ldots, \mathbf{x}_p$, with respect to the standard scalar product $\langle \mathbf{y}_i, \mathbf{y}_j \rangle$. The sheaf of derivations $\Delta^\Phi$ is the subsheaf of $D_D$ of log derivations that annihilate the components of $\Phi$; note that (assuming $\Phi$ is dominant; i.e., $s' = s$) $\Delta^\Phi$ also annihilates any function $g(u, v, w)$ in our class such that $dg \wedge d\Phi_1 \wedge \cdots \wedge d\Phi_n = 0$ (cf. Remark 1.15).

Let us write $Q_\mathcal{I}$ to denote also the sheaf of germs of functions of class $Q$ on $M$. Recall that, in general, we are not assuming that the stalks of $Q$ are Noetherian. In a quasianalytic class, the appropriate analogue of sheaves of ideals of finite type is the following.

**Definition 1.16.** We say that a sheaf of ideals $\mathcal{I} \subset Q$ (or, more generally, a sheaf of $Q$-modules $M$) is privileged if the stalk of $\mathcal{I}$ (or $M$) at any point $a$ is generated by local sections defined in a common neighbourhood of $a$. If $\mathcal{I} \subset Q$ is a privileged ideal (sheaf), then $Q/\mathcal{I}$ is quasicoherent.

Given a privileged ideal (sheaf) $\mathcal{I}$, we define a chain of privileged ideals (in analogy with the log derivative ideals $D^\Phi_D(\mathcal{I})$),

$$\mathcal{I} = \mathcal{I}^0 \subset \mathcal{I}^1 \subset \cdots \subset \mathcal{I}^k \subset \cdots,$$

by $\mathcal{I}^k := \mathcal{I}^0 + \Delta^\Phi(\mathcal{I}^0)$, $k = 0, 1, \ldots$, and we set $\mathcal{I}^\infty := \bigcup \mathcal{I}^k$; cf. [8, §3.1], [9 §5.1].

We introduce the log differential order $\nu_\mathcal{I}(\mathcal{I}, \Phi)$ of $\mathcal{I}$ relative to $\Phi$ as the smallest $\nu \in \mathbb{N} \cup \{\infty\}$ such that $\mathcal{I}^{\nu_\mathcal{I}} := \mathcal{I}^\nu$. Note that, if $\Phi = \text{constant}$ and $D = \emptyset$, then $\nu_\mathcal{I}(\mathcal{I}, \Phi)$ equals the standard order of $\mathcal{I}$ at $a$. (Compare with [8, §3.1], [9, Def.5.1]. In the case $\Phi = \text{constant}$, the log differential order has also been defined in [4 3.6.9].)

In Section 3, the ideal $\mathcal{I}^\Phi$ and reduction of the log differential order relative to $\Phi$ play parts analogous to those of the coefficient ideal and reduction of the order of $\mathcal{I}$, in resolution of singularities. There is, however, an important technical difficulty—the transformation law for $\mathcal{I}^\Phi_\infty$ is not as simply related to that for $\mathcal{I}$ as in the case of the standard log derivations $D_D$. For this reason, we have to build appropriate control of the log derivations $\Delta^\Phi$ tangent to $\Phi$ into the inductive scheme. We will, in fact, prove the monomialization theorems above simultaneously with the following.

**Theorem 1.17.** Let $\Phi : (M, D) \rightarrow (N, E)$ denote a monomial morphism of class $Q$ and let $\mathcal{J}$ denote a privileged ideal sheaf on $M$ which is $\Delta^\Phi$-closed; i.e., $\Delta^\Phi(\mathcal{J}) \subset \mathcal{J}$. Then there is a countable family (finite, in the algebraic case) of commutative diagrams (1.1), where conditions (1), (2), (3) of Theorem 1.16 (or of Theorem 1.7 in the analytic and algebraic cases) hold, together with the following: for each $\lambda$,

(4) $\sigma^\lambda_\mathcal{J}(\Delta^\Phi) = \Delta^\Phi_k$, where $\sigma^\lambda_\mathcal{J}(\Delta^\Phi)$ denotes the pull-back by $\sigma_\lambda$ of the sheaf of log derivations $\Delta^\Phi$ tangent to $\Phi$;

(5) the pull-back $\sigma^\lambda_\mathcal{J}(\mathcal{J})$ of $\mathcal{J}$ is principal and monomial.

Theorem 1.8 will be proved as a corollary of Theorem 1.17 also in Section 4.

1.3. Power substitutions—significance and applications. In this subsection, we show that a morphism in a quasianalytic class (in particular, in a quasianalytic Denjoy Carleman class, or in a class of $C^\infty$ functions definable in a polynomially bounded $o$-minimal structure; see Section 3) cannot, in general, be monomialized by sequences of only local blowings-up of the source and target. We also give
applications of monomialization by local blowings-up and power substitutions, to
problems in subanalytic (or sub-quasianalytic) geometry which cannot be solved
using local blowings-up alone, even in the real-analytic case. It may be interesting
to compare the use of power substitutions in our monomialization theorems with
the rather different way that they intervene in [1].

**Examples 1.18.** These examples are based on a construction due to Nazarov,
Sodin and Volberg [37, §5.3]: Given a suitable quasianalytic Denjoy-Carleman
class $C_M$ (see §3.1), there is a function $g \in C_M([0,1])$ which admits no extension to
a function in $C_{M'}((-\delta,1))$, for any quasianalytic Denjoy-Carleman class $C_{M'}$ (for
example, we can take the sequence $M = (M_k)_{k \in \mathbb{N}}$, where $M_k = (\log k)^k$).

By adding a linear term to $g$ if necessary, we can assume that $g(0) = 0$ and
$g'(0) \neq 0$. Let $\Phi : (-1,1) \to \mathbb{R}^2$ denote the $C_{M}$-morphism $\Phi(x) = (x^2, g(x^2))$.
Assume that $\Phi$ can be monomialized by local blowings-up. There are no nontrivial
blowings-up of the source, and blowings-up over the origin in the target lead to
a morphism of the same form as $g$. Monomialization of $\Phi$ must necessarily be
achieved, therefore, by a coordinate change in the target; this is not possible because
of non-extendability of $g$.

We can also consider the $o$-minimal structure $\mathbb{R}_{C_M}$ given by expansion of the real
field by restricted functions of class $C_M$ (cf. [11]), and the quasianalytic class $\mathcal{Q}$ of
$\mathcal{C}^\infty$ functions that are locally definable in $\mathbb{R}_{C_M}$. By [11, Thm. 1.6], any function
$h \in \mathcal{Q}((-1,1))$ belongs to a Denjoy-Carleman class $C_{M(p)}$, for some positive integer
$p$, where $M^{(p)}$ is the sequence obtained from $M = (M_k)$ by a shift $M^{(p)}_k := M_{pk}$. For
example, the sequence $M = (M_k)_{k \in \mathbb{N}}$, where $M_k = (\log(\log k))^k$, also satisfies the
conditions of [37] and, in this case, each shifted class $C_{M^{(p)}}$ is quasianalytic (cf. [37],
Example 6.7); it follows that the morphism $\Phi$ above also cannot be monomialized in
the class $\mathcal{Q}$ by local blowings-up alone.

Power substitutions are important not only for technical reasons as suggested by
Examples 1.18. Theorem 1.19 following is a consequence of our monomialization
theorems. (In the case that $\dim M = \dim N$, this is a local factorization statement
for a real quasianalytic morphism.)

**Theorem 1.19.** Suppose that $\mathcal{Q}$ is a real quasianalytic class and that $\Phi : (M, D) \to
(N, E)$ is a proper $\mathcal{Q}$-morphism, where $\Phi : M \to N$ is generically of rank $m = \dim M$.
Then Theorem 1.5 holds with the stronger conclusion that each $\Phi_\lambda = \text{id}|_{W_\lambda} \times 0$; i.e., $(x, z, \tilde{z}) = (u, v, 0_{n-m})$ in local coordinates. (In the real algebraic
case, $\{\Phi_\lambda\}$ is a finite family.)

**Proof.** This follows from Theorems 1.5, 1.6 and Lemma 6.16. 

For a real quasianalytic class $\mathcal{Q}$, we can define sub-quasianalytic functions and
sub-quasianalytic sets in an obvious way generalizing subanalytic. (In particular, a
sub-quasianalytic function is a function whose graph is sub-quasianalytic.)

**Theorem 1.20** (Characterization of a sub-quasianalytic function). Let $\mathcal{Q}$ denote a
real quasianalytic class, and let $f : N \to \mathbb{R}$ be a continuous function. Then $f$ is sub-
quasianalytic if and only if there is a countable semiproper covering $\{\tau_\lambda : W_\lambda \to N\}$
of $N$ of class $\mathcal{Q}$, such that

1. each morphism $\tau_\lambda$ is a composite of finitely many smooth local blowings-up
and power substitutions;
(2) each function \( f_\lambda := f \circ \tau_\lambda \) is quasianalytic of class \( \mathcal{Q} \).

Proof. The “if” direction is clear. Conversely, suppose that \( f \) is sub-quasianalytic. Then there is a proper \( \mathcal{Q} \)-morphism \( \Psi : M \to N \times \mathbb{R} \) such that \( \dim M = \dim N \) and \( \Psi(M) = \text{graph } f \). Let \( \pi_N \) and \( \pi_\mathbb{R} \) denote the projections of \( N \times \mathbb{R} \) to \( N \) and \( \mathbb{R} \) (respectively), and set \( \Phi := \pi_N \circ \Psi : M \to N \), so that \( f \circ \Phi = \pi_\mathbb{R} \circ \Psi \) is quasianalytic.

By Theorem 1.20 there are countable semiproper coverings \( \{ \tau_\lambda \} \) and \( \{ \lambda \} \) of \( M \) and \( N \) by finite sequences of local blowings-up and power substitutions, such that, for each \( \lambda \), \( \Phi \circ \sigma_\lambda = \tau_\lambda \); therefore, \( f \circ \tau_\lambda = (f \circ \Phi) \circ \sigma_\lambda \) is quasianalytic.

Remark 1.21. If \( f \) is sub-quasianalytic and \( N \) has an SNC divisor \( E \), then there is a semiproper covering \( \{ \tau_\lambda \} \) as in the theorem, where each \( \tau_\lambda \) is compatible with \( E \).

Theorem 1.20 in the real analytic case was proved in [14]. Note that, even in the real-analytic case, the analogous assertion using local blowings-up alone is not true. (A real-valued function \( f \) can be transformed to analytic by sequences of local blowings-up of the source if and only if \( f \) is subanalytic and arc-analytic; i.e., analytic on every real-analytic arc [14].) Theorem 1.20 in general, has been proved by Rolin and Servi using model-theoretic techniques [10 Thm. 4.2]. Rolin and Servi show that quantifier elimination in the structure defined by restricted functions of class \( \mathcal{Q} \) (together with reciprocal and \( n \)th roots) is a direct consequence of Theorem 1.20 (see [10 Sect. 4]). Theorems 1.22, 1.23 following are strong versions for real quasianalytic classes, in general, of Hironaka’s rectilinearization theorem for subanalytic sets [28 Thm. 7.1], [13 Thm. 0.2], and a variant in [10 Sect. 4].

**Theorem 1.22 (Rectilinearization I).** Let \( N \) denote a manifold of real quasianalytic class \( \mathcal{Q} \), and let \( X \) denote a sub-quasianalytic subset of \( N \). Assume that \( N \) has pure dimension \( n \). Then there is a countable semiproper covering \( \{ \tau_\lambda : W_\lambda \to N \} \) of \( N \) of class \( \mathcal{Q} \), such that, for each \( \lambda \),

1. \( W_\lambda \cong \mathbb{R}^n \) and \( \tau_\lambda \) is a composite of finitely many smooth local blowings-up and power substitutions compatible with the exceptional divisors;

2. \( \tau_\lambda^{-1}(X) \) is a union of orthants of \( \mathbb{R}^n \).

Proof. We can assume that \( N = \mathbb{R}^n \) and that \( X = \bigcup_{k=1}^d (X_{kj} \setminus X_{kj+1}) \), where each \( X_{kj} \) is closed sub-quasianalytic. For all \( k \) and \( j = 1, 2 \), let \( f_{kj}(x) = d(x, X_{kj})^2 \), were \( d \) denotes the Euclidean distance. Then each \( f_{kj} \) is sub-quasianalytic. By Theorem 1.20 there is a countable semiproper covering \( \{ \tau_\lambda \} \) of \( N \) satisfying condition (1), such that, for all \( k, j, \lambda \), \( f_{kj} \circ \tau_\lambda \) is quasianalytic of class \( \mathcal{Q} \). By resolution of singularities of \( \prod_{k,j} \tau_\lambda \), for each \( \lambda \), after further local blowings-up if necessary, we can assume that each \( f_{kj} \circ \tau_\lambda \) is a monomial times a unit; thus each \( \tau_\lambda^{-1}(X) \) is a union of orthants in \( \mathbb{R}^n \).

**Theorem 1.23 (Rectilinearization II).** Let \( N \) denote a manifold of real quasianalytic class \( \mathcal{Q} \), with SNC divisor \( E \). Assume that \( N \) has pure dimension \( n \). Let \( X \) denote a sub-quasianalytic subset of \( N \). Then there is a countable semiproper covering \( \{ \tau_\mu : W_\mu \to N \} \) of \( N \) of class \( \mathcal{Q} \), such that,

1. for each \( \mu \), \( W_\mu \) is a copy \( \mathbb{R}^n \) of \( \mathbb{R}^n \) and \( \tau_\mu \) is a composite of finitely many smooth local blowings-up and power substitutions compatible with the divisors;
Definition 2.1. A morphism \( \varphi \) of analytic subset of some neighbourhood of \( X \) of the theorem, except that now \( \cup \) local rings induced by \( \varphi \) rank of every point of \( \cdot \) semialgebraic (with respect to monomial coordinates), and every semialgebraic set a morphism \( \Phi : S \to W \) to a regular morphism by global bowings-up of the source and target; see Example 2.13.

Proof. Let \( k = \dim(X \setminus E) \leq n \). Let \( \Phi : M \to N \) be a proper \( Q \)-morphism from a \( Q \)-manifold \( M \) of dimension \( k \), such that \( \Phi(M) \subset X \setminus E \) with complement of dimension < \( k \), \( X \setminus (E \cup \Phi(M)) < k \), and \( \Phi \) has generic rank \( k \). By resolution of singularities of \( \Phi^{-1}(E) \), we can assume that \( M \) has an SNC divisor \( D \) and that \( \Phi \) is a morphism \((M, D) \to (N, E)\).

By Theorem 1.20 there are countable semiproper coverings \( \{ \sigma \} \) and \( \{ \tau \} \) of \( M \) and \( N \) (respectively) by finite sequences of local blowings-up and power substitutions, compatible with the exceptional divisors, such that, for each \( \lambda, \Phi \circ \sigma = \tau \circ \Phi \lambda \) and \( \Phi \lambda = \text{identity} \times 0 \). We can assume that, for each \( \lambda \), \( W \lambda \) is a copy of \( \mathbb{R}^n \) (a coordinate chart) and \( \Phi \lambda(V \lambda) \) is a \( k \)-dimensional coordinate subspace \( \mathbb{R}^k \) transverse to the exceptional divisor \( E \) of \( \lambda \).

Since all local blowings-up and power substitutions are compatible with the divisors, we can assume that each \( \tau \lambda \) restricts to an embedding on every component of \( \mathbb{R}^n \setminus E \). The result follows easily in the case that \( X \) is closed, using induction on \( k \).

In general, by induction on \( k \), it is enough to find a sub-quasianalytic subset \( Y \) of \( X \) such that \( \dim Y < k \) and \( X \setminus Y \) satisfies the conclusion of the theorem. Let \( \{ \tau \mu : W \mu \to N \} \) denote a covering satisfying the conclusion of the theorem for \( X \).

For each \( \mu \), there is a subset \( X \mu \) of \( \mathbb{R}^n \setminus E \mu \) given by all points of the latter that are mapped to the complement of \( X \setminus E \); \( X \mu \) is sub-quasianalytic and \( \dim X \mu < k \).

After applying Theorem 1.20 and Remark 1.21 to the sub-quasianalytic functions \( f \mu(x) = d(x, X \mu) \) on \( \mathbb{R}^n \) and the SNC divisor \( E \mu \), and then monomializing the pullbacks of the \( f \mu \) (exactly as in the proof of Theorem 1.22), we obtain a covering for which we use the same notation \( \{ \tau \mu : W \mu \to N \} \) satisfying conditions (1) and (2) of the theorem, except that now \( \cup \tau \mu(\mathbb{R}^n \setminus E \mu) \subset X \setminus E \), with complement \( Y \) in \( X \setminus E \) of dimension < \( k \), as required. \( \square \)

2. Counterexample to monomialization by global blowings-up

Definition 2.1. A morphism \( \varphi : V \to W \) of real-analytic manifolds is regular at a point \( a \in V \), in the sense of Gabrielov [27], if \( \dim \mathcal{O}_{\varphi(a)}/\ker \varphi^*_a \) equals the generic rank of \( \varphi \) at \( a \). We recall that \( \varphi^*_a : \mathcal{O}_{\varphi(a)} \to \mathcal{O}_a \) denotes the homomorphism of local rings induced by \( \varphi \), and that \( \dim \mathcal{O}_{\varphi(a)}/\ker \varphi^*_a \) is the smallest dimension of an analytic subset of some neighbourhood of \( \varphi(a) \) in \( W \) that contains the image of a small neighbourhood of \( a \). We say that \( \varphi : V \to W \) is regular if it is regular at every point of \( V \).

A monomial mapping (or any polynomial mapping) is regular since its image is semialgebraic (with respect to monomial coordinates), and every semialgebraic set lies in a real algebraic set of the same dimension, by a theorem of Lojasiewicz [33] (see Thm. 2.13).

We will construct a proper real-analytic morphism which cannot be transformed to a regular morphism by global bowings-up of the source and target; see Example 2.4 below. This example, in fact, provides a stronger negative result: we construct a morphism \( \Phi : S^3 = V \to W = \mathbb{R}^4 \) with the following property. Given a
commutative diagram

\[
\begin{array}{ccc}
V' & \xrightarrow{\sigma} & V \\
\downarrow{\Phi'} & & \downarrow{\Phi} \\
W' & \xrightarrow{\tau} & W,
\end{array}
\]

where \( \tau \) is a proper bimeromorphic morphism, and \( \sigma : V' \to V \) is a proper surjective real-analytic mapping of generic rank 3 from a real-analytic space \( V' \) of pure dimension 3, then \( \Phi' \) is not regular. We can even establish the preceding property after shrinking over any neighbourhood of \( 0 \in W \).

Example 2.3 a variation of \cite{19} Example 3.1, and involves the following two mappings.

1. The function \( g : (-\infty, 1/\delta \pi) \to \mathbb{R} \) given by
   \[
g(s) := \sin \theta(s), \quad \text{where} \quad \theta(s) := \frac{1}{\delta s - 1/\pi},
   \]
   and \( \delta > 0 \) is small. The graph of \( g(s) \) lies in no 1-dimensional subanalytic subset of \( \mathbb{R}^2 \).

2. The Osgood mapping \( \Theta : \mathbb{R}^2 \to \mathbb{R}^3 \) defined as
   \[
   \Theta(u, v) := (u, uv, uv^2).
   \]

No nonzero analytic function defined in a neighbourhood of \( 0 \in \mathbb{R}^3 \) vanishes of the image of any neighbourhood of \( 0 \in \mathbb{R}^2 \).

Using (1), it is easy to define a function \( h : (-\infty, 1/\delta \pi) \to \mathbb{R}^2 \) such that every point of the disk \( \{(s, x, y) \in \mathbb{R}^3 : s = 1/\delta \pi, x^2 + y^2 \leq 1\} \) is a limit point of the graph of \( h(s) \), and therefore the graph of \( h \) lies in no subanalytic subset of \( \mathbb{R}^3 \) of dimension \( < 3 \); for example

\[
h(s) := \sin \theta(s) \left( \cos \theta(s)^2, \sin \theta(s)^2 \right).
\]

We will need Lemma 2.3 below, on the indeterminacy locus of (the inverse of) a proper bimeromorphic morphism with smooth target. Definition of a real bimeromorphic morphism, in general, raises technical questions that we do not address, but the following remark provides a working definition in the case of smooth target.

Remark 2.2. Let \( \tau : Z' \to Z \) denote a morphism of real-analytic spaces (of the same dimension), where \( Z \) is smooth (say, of pure dimension). We say that \( \tau \) is bimeromorphic if there are lower-dimensional closed analytic subsets \( Y \subset Z \), \( Y' \subset Z' \) such that \( \tau(Y') \subset Y \) and \( \tau \) restricts to an isomorphism \( Z \setminus Y' \to Z \setminus Y \), where the inverse \( F = \tau^{-1} \) is a meromorphic mapping \( Z \dashrightarrow Z' \). The latter means that, for any \( a \in Z' \), if we write \( F = (F_1, \ldots, F_N) \) in a neighbourhood of \( b = \tau(a) \) with respect to coordinates in a local smooth embedding space for \( Z' \) at \( a \), then each component function \( F_j \) of \( F \) extends to some neighbourhood of \( b \) as a quotient of (locally defined) analytic functions. The indeterminacy locus \( E \) of \( F \) is the subset of \( Z \) consisting of points to which \( F \) does not admit an analytic extension; \( E \) is a closed analytic subset of \( Y \). Let \( D := \tau^{-1}(E) \). If \( \tau \) is proper, then \( \tau(D) = E \).

For example, if \( Z' \) denotes Whitney’s umbrella \( \{ x^2 - y^2z = 0 \} \), then the projection \( \tau \) of \( Z' \) to the \( (x, y) \)-plane \( Z \) is bimeromorphic (in fact, birational). The indeterminacy locus \( E \) of \( \tau^{-1} \) is \( \{ y = 0 \} \); note that \( \tau(D) = \{ 0 \} \) and \( Z' \setminus D \) is not dense in \( Z' \).
Lemma 2.3. Let $\tau : Z' \to Z$ denote a proper bimeromorphic morphism of real-analytic spaces, where $Z$ is smooth. Then the indeterminacy locus of $\tau^{-1}$ has codimension $\geq 2$.

Proof. Let $E$ denote the indeterminacy locus of $F = \tau^{-1}$. Suppose that $E$ has codimension 1. Let $D := \tau^{-1}(E)$. Since $\tau$ is proper, $\tau(D) = E$, codim $D = 1$ and there is an open subset $V$ of $D$ at any point of which $\tau : D \to E$ is a local isomorphism of codimension 1 submanifolds.

Let $a \in V$ and let $b = \tau(a)$. Write $F = (F_1, \ldots, F_N)$ in a neighbourhood of $b$, as in Remark 2.2. Then there are local coordinates $(x, y) = (x, y_1, \ldots, y_n)$ for $Z$ at $b$ in which $E = \{x = 0\}$ and any component $F_j$ of $F$ can be expressed in a neighbourhood of $b$ as a bounded quotient of real-analytic functions $f(x, y)/g(x, y)$. Then, after factoring out a high enough power from the numerator and denominator, we can assume that $g(0, y)$ is not identically zero, contradicting the condition that all nearby points of $E$ are indeterminacies.

Example 2.4. Define $\Phi : V \to W$ by $\Phi := \pi_0 \circ \psi$, where $\pi_0 : Z \to W = \mathbb{R}^4$ is the blowing-up of the origin, and $\psi : V := S^3 \to Z$ is the composite of

$$p : S^3 \to \mathbb{R}^4$$

$$(s, u, v, w) \mapsto (s, u + h_1(s), w + h_2(s),uve'),$$

where $S^3 = \{(s, u, v, w) : s^2 + u^2 + v^2 + w^2 = 1\}$, $h(s) = (h_1(s), h_2(s))$ is given by (2.3), and

$$\iota : \mathbb{R}^4 \to Z,$$

where $\iota$ is the inclusion of the “$z$-coordinate chart”; i.e., the coordinate chart on which $\pi_0$ is given by $(t, x, y, z) \mapsto (tz, xz, yz, z)$ ($\{z = 0\}$ is the exceptional divisor of $\pi_0$ in this chart). Note that $\text{ker} p'_0 = 0$ at every $a \in \{u = v = 0\}$.

Consider a commutative diagram (2.1) as above. We claim that $\Phi'$ is not regular; more precisely, $\text{ker}(\Phi')_a = 0$ at certain points $a \in V'$. To see this, consider the commutative diagram

$$\begin{array}{ccc}
Z' & \xrightarrow{\tau'} & Z \\
\downarrow \pi & & \downarrow \pi_0 \\
W' & \xrightarrow{\tau} & W,
\end{array}$$

where $\pi$ is the strict transform of $\pi_0$; i.e., $\pi$ is the induced morphism from the smallest closed subspace of the fibre product $W' \times_W Z$ containing the complement of $p_1^{-1}(\tau^{-1}(0))$, where $p_1 : W' \times_W Z \to W'$ is the projection. Then $\tau'$ is a proper bimeromorphic morphism, so that, by Lemma 2.3, the indeterminacy locus $E \subset Z$ of $\tau'$ has codimension $\geq 2$. (In the special case that $\tau$ is a composite of finitely many smooth blowings-up, there is a commutative diagram (2.3), where $\tau'$ is also a finite composite of smooth blowings-up.)

Note that dim $Z' = 4$ and that $\pi$ has rank 4 outside an analytic subset of dimension < 4. In particular, the homomorphism of local rings $\pi'_0$ is injective, for all $b$ in (the 4-dimensional part of) $Z'$. Let $D = (\tau')^{-1}(E)$; thus $\tau'$ is an isomorphism outside $D$. 
Now consider the commutative diagram

$$\begin{align*}
V'' & \xleftarrow{\psi'} V' \times_{W'} Z' \xrightarrow{\pi} V' \\
Z' & \xrightarrow{\psi} W',
\end{align*}$$

where $V''$ is the smallest closed analytic subspace of the fibre-product $V' \times_{W'} Z'$ containing the complement of $\varphi^{-1}(D)$; $\dim V'' = 3$. Let $\psi'' : V'' \to Z'$ and $\varphi' : V' \to W'$ denote the induced morphisms.

Note that, if $\Phi'$ is regular, then $\psi'$ is regular, at least at every point $c$ in the 3-dimensional part of $V''$, since any nonzero element of $\ker(\Phi')_{\varphi'(c)} \subset O_{W', \Phi'(\varphi'(c))}$ pulls back to a nonzero element of $\ker(\psi'')_{\sigma'(c)}$. If $U$ is an open subset of $Z$ over which $\tau'$ is an isomorphism (which we regard as the identity mapping), then $\Phi'|_{(\psi \circ \sigma)^{-1}(U)}$ factors through $Z'$ as $\pi \circ (\psi \circ \sigma)$, and, over $U$, we can identify $V''$ with $V'$, and $\psi''$ with $\psi \circ \sigma$.

Let $\Gamma \subset Z$ denote the curve $\{(t, x, y, z) \in \mathbb{R}^4 : x = h_1(t), y = h_2(t), z = 0, t < 1/\delta \pi\}$. The curve $\Gamma$ cannot lie entirely in the indeterminacy locus $E$ of $\tau'$, since any subanalytic set containing $\Gamma$ is of dimension $\geq 3$. Therefore, $\Gamma$ lifts to a unique curve $\Gamma' \subset Z'$, and $\Gamma'$ intersects $D$ in a discrete set. It follows that $\psi'$ is not regular at most points of the inverse image of $\Gamma'$. Therefore, $\Phi'$ is not regular.

### 3. Quasianalytic Classes

Quasianalytic classes are classes of infinitely differentiable functions which can be characterized by three simple axioms. We list the axioms in §3.1 on real quasianalytic classes below (see Definition 3.1), but the classes of complex-analytic functions or algebraic functions over any field $K$ of characteristic zero also satisfy these axioms. Derivatives in the complex analytic case are with respect to complex analytic (i.e., holomorphic) coordinates, and in the algebraic case with respect to étale coordinates (or uniformizing parameters).

Throughout the article, we try to use a language that makes sense for all classes considered. This presents a challenge in the algebraic case (particularly when the ground field $K$ is not algebraically closed), because local neighbourhoods and local blowings-up mean local in the étale topology, and the value of a function at a closed point $a$ makes sense only as an element of the residue field $K_a$, which is a finite extension of $K$. Some of the background notions for the algebraic case are recalled in §3.3. The use of étale neighbourhoods and the necessary field extensions will usually be implicitly understood in the remainder of the paper, but we will try to provide guidance where it seems important.

In the remaining sections of the article, when we deal simultaneously with all classes considered, we will use $Q$ to denote the class of functions. In particular, in the analytic or algebraic cases, $Q$ will be used for the classes $O$ of analytic or regular functions. We will use the notation $O$ only when the discussion is restricted to the analytic or algebraic cases. We will write $Q_M$ (or simply $Q$, if there is no possibility of confusion) to denote the sheaf of local rings of functions on smooth space $M$ in the category. See §3.1 following.

We use standard multiindex notation: Let $\mathbb{N}$ denote the nonnegative integers. If $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$, we write $|\alpha| := \alpha_1 + \cdots + \alpha_n$, $\alpha! := \alpha_1! \cdots \alpha_n!$,
$x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n}$, and $\partial [\alpha]/\partial x^\alpha := \partial^{\alpha_1+\cdots+\alpha_n}/\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}$. We write (i) for the multiindex with 1 in the $i$th place and 0 elsewhere.

3.1. Real quasianalytic classes. We consider a class of functions $Q$ given by the association, to every open subset $U \subset \mathbb{R}^n$, of a subalgebra $Q(U)$ of $C^\infty(U)$ containing the restrictions to $U$ of polynomial functions on $\mathbb{R}^n$, and closed under composition with a $Q$-mapping (i.e., a mapping whose components belong to $Q$). We assume that $Q$ determines a sheaf of local $\mathbb{R}$-algebras of $C^\infty$ functions on $\mathbb{R}^n$, for each $n$, which we denote $Q_{\mathbb{R}^n}$ (or simply $Q$).

Definition 3.1. Quasianalytic classes. We say that $Q$ is quasianalytic if it satisfies the following three axioms:

1. **Closure under division by a coordinate.** If $f \in Q(U)$ and $f(x_1, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_n) = 0$, where $a \in \mathbb{R}$, then $f(x) = (x_i - a) h(x)$, where $h \in Q(U)$.

2. **Closure under inverse.** Let $\varphi : U \to V$ denote a $Q$-mapping between open subsets $U, V$ of $\mathbb{R}^n$. Let $a \in U$ and suppose that the Jacobian matrix $(\partial \varphi/\partial x)(a)$ is invertible. Then there are neighbourhoods $U', V'$ of $a$ and $b := \varphi(a)$, and a $Q$-mapping $\psi : V' \to U'$ such that $\psi(b) = a$ and $\psi \circ \varphi$ is the identity mapping of $U'$.

3. **Quasianalyticity.** If $f \in Q(U)$ has formal Taylor expansion zero at $a \in U$, then $f$ is identically zero near $a$.

Remarks 3.2. (1) Axiom 3.1(1) implies that, if $f \in Q(U)$, then all partial derivatives of $f$ belong to $Q(U)$.

(2) Axiom 3.1(2) is equivalent to the property that the implicit function theorem holds for functions of class $Q$. It implies that the reciprocal of a nonvanishing function of class $Q$ is also of class $Q$.

(3) Our two main examples of quasianalytic classes are quasianalytic Denjoy-Carleman classes (see §3.2), and the class of $C^\infty$ functions definable in a given polynomially bounded $o$-minimal structure. In the latter case, we can define a quasianalytic class $Q$ in the axiomatic framework above by taking $Q(U)$ as the subring of $C^\infty(U)$ of functions $f$ such that $f$ is definable in some neighbourhood of any point of $U$ (or, equivalently, such that $f|_V$ is definable, for every relatively compact definable open $V \subset U$); the axiom of quasianalyticity is satisfied by $[36]$, and the division and inverse properties are immediate from definability and the corresponding $C^\infty$ assertions.

The elements of a quasianalytic class $Q$ will be called quasianalytic functions. A category of manifolds and mappings of class $Q$ can be defined in a standard way. The category of $Q$-manifolds is closed under blowing up with centre a $Q$-submanifold $[16]$.

Resolution of singularities holds in a quasianalytic class $[15, 16]$. Resolution of singularities of a sheaf of ideals requires only that the ideal (sheaf) be privileged (Definition $[14, 16]$), rather than finitely generated; see $[18]$ Thm.3.1).

3.2. Quasianalytic Denjoy-Carleman classes.
Definition 3.3. Let $M = (M_k)_{k \in \mathbb{N}}$ denote a sequence of positive real numbers such that $M_0 \leq M_1$ and $M$ is logarithmically convex; i.e., the sequence $(M_{k+1}/M_k)$ is nondecreasing. A Denjoy-Carleman class $Q = C_M$ is a class of $C^\infty$ functions determined by the following condition: A function $f \in C^\infty(U)$ (where $U$ is open in $\mathbb{R}^n$) is of class $C_M$ if, for every compact subset $K$ of $U$, there exist constants $A, B > 0$ such that

\begin{equation}
\left| \frac{\partial^{\alpha} f}{\partial x^\alpha} \right| \leq AB|\alpha|!M_\alpha
\end{equation}

on $K$, for every $\alpha \in \mathbb{N}^n$.

We use the notation $M$ to denote a sequence (as opposed to a manifold or smooth space) only in this section and in Examples 1.18 in order to be consistent with standard notation for Denjoy-Carleman classes.

Remark 3.4. The logarithmic convexity assumption implies that $M_jM_k \leq M_0M_{j+k}$, for all $j, k$, and that the sequence $((M_k/M_0)^{1/k})$ is nondecreasing. The first of these conditions guarantees that $C_M(U)$ is a ring, and the second that $C_M(U)$ contains the ring $O(U)$ of real-analytic functions on $U$, for every open $U \subset \mathbb{R}^n$. (If $M_k = 1$, for all $k$, then $C_M = O$.)

If $X$ is a closed subset of $U$, then $C_M(X)$ will denote the ring of restrictions to $X$ of $C^\infty$ functions which satisfy estimates of the form (3.1), for every compact $K \subset X$.

A Denjoy-Carleman class $Q = C_M$ is a quasianalytic class in the sense of Definition 3.1 if and only if the sequence $M = (M_k)_{k \in \mathbb{N}}$ satisfies the following two assumptions in addition to those of Definition 3.3.

(a) $\sup \left( \frac{M_{k+1}}{M_k} \right)^{1/k} < \infty$.

(b) $\sum_{k=0}^{\infty} \frac{M_k}{(k+1)M_{k+1}} = \infty$.

It is easy to see that the assumption (a) implies that $C_M$ is closed under differentiation. The converse of this statement is due to S. Mandelbrojt [35]. In a Denjoy-Carleman class $C_M$, closure under differentiation is equivalent to the axiom 3.1(1) of closure under division by a coordinate—the converse of Remark 3.2(1) is a consequence of the fundamental theorem of calculus.

According to the Denjoy-Carleman theorem, the class $C_M$ is quasianalytic (axiom 3.1(3)) if and only if the assumption (b) holds [29 Thm. 1.3.8].

Closure of a Denjoy-Carleman class $C_M$ under composition is due to Roumieu [42] and closure under inverse to Komatsu [32]; see [16] for simple proofs. A Denjoy-Carleman class $Q = C_M$ satisfying the assumptions (a) and (b) above is thus a quasianalytic class, in the sense of Definition 3.1.

If $C_M, C_N$ are Denjoy-Carleman classes, then $C_M(U) \subseteq C_N(U)$, for all $U$, if and only if $\sup (M_k/N_k)^{1/k} < \infty$ (see [35 §1.4]); in this case, we write $C_M \subseteq C_N$. For any given Denjoy-Carleman class $C_M$, there is a function in $C_M((0,1))$ which is nowhere in any given smaller class [30 Thm. 1.1].

Remark 3.5. Model theory. Let $C_M$ denote a quasianalytic Denjoy-Carleman class, and let $\mathbb{R}C_M$ denote the expansion of the real field by restricted functions of class $C_M$. 

3.3. The algebraic case. A manifold in this case will mean a smooth variety, i.e., a smooth separated scheme of finite type over a field \( K \) of characteristic zero, and a morphism will mean a regular morphism, i.e., a morphism of such schemes. We will call a regular morphism also an algebraic morphism (or an algebraic function if the target scheme is the affine line)—perhaps a mild abuse of terminology, but convenient in analogy with “analytic” or “quasianalytic” morphism.

In the case of algebraic (regular) functions over \( K \), formal Taylor expansions and partial derivatives are defined with respect to étale coordinates at a closed point \( a \) of a manifold \( M \). It is enough to prove our local monomialization theorems at a closed point \( a \) because any open covering of the set of closed points of a closed subset \( X \) of \( M \) is an open covering of \( X \).

The value \( f(a) \) of an algebraic function \( f \) at a (closed) point \( a \in M \) makes sense as the element induced by \( f \) in \( O_a/m_a; \) \( K_a := O_a/m_a \) is the residue field of \( a \), and is a finite extension of the base field \( K \) (\( O \) denotes the structure sheaf of \( M \)). Note that, if \( \Phi : M \to N \) is a morphism and \( b = \Phi(a) \), then \( K_b \subset K_a \), but they need not be equal, in general.

An étale coordinate chart \( U \subset M \) is a Zariski-open subset \( U \) of \( M \) together with an étale morphism \( U \to A^n_K \). The affine coordinates \( x_1, \ldots, x_n \) of \( A^n_K \) are regular functions on \( U \); \( (x_1, \ldots, x_n) \) is called a system of étale coordinates or uniformizing parameters (see [15] Lemma 3.3] for an explanation).

A formula in étale coordinates for a morphism \( \Phi : U \to V \), where \( U \) and \( V \) are étale coordinate charts at \( a \) and \( b = \Phi(a) \) (respectively) should be understood as a formula for the induced morphism \( \Phi \times_K L : U \times_K L \to V \times_K L \), where \( L \) is either the residue field \( K_a \), or a finite extension of \( K_a \).

An étale coordinate chart \( U \) determines a formal Taylor series homomorphism \( T_a : O_a \to K_a[X] \), \( X = (X_1, \ldots, X_n) \), at every \( a \in U \); \( T_a \) is the unique ring homomorphism \( O_a \to K_a[X] \) such that \( T_ax_i = x_i(a) + X_i \), \( i = 1, \ldots, n \). The Taylor homomorphism induces an isomorphism of complete local rings \( \hat{O}_a \to K_a[X] \).

Partial derivatives of a regular (or algebraic) function on \( U \) with respect to étale coordinates \( (x_1, \ldots, x_n) \) are regular functions on \( U \) which can be defined as follows. If \( \alpha \in \mathbb{N}^n \) and \( f \in O(U) \), then there is a unique element \( f_\alpha \in O(U) \) such that \( D_\alpha(T_a f)(X) = (T_a f_\alpha)(X) \), for all \( a \in U \), where \( D_\alpha \) denotes the formal derivative \( \partial^|\alpha|/\partial X^\alpha \). We call \( f_\alpha \) the partial derivative \( \partial_\alpha f \) or \( \partial^|\alpha| f/\partial x^\alpha \). See [15] Section 3] for a concrete description of the notions above; in particular, \( \partial_\alpha \) is given by an explicit formula in [15, Lemma 3.5].

It is important to distinguish between the notions of étale coordinate chart, as above, and étale open neighbourhood of a point or étale open subset of \( M \), which means not a (Zariski)-open subset at all, but rather an étale mapping \( \varepsilon : V \to M \) (i.e., the analogue for the étale topology of a Zariski-open subset). An étale mapping is open in the Zariski topology, so that the image of an étale mapping \( \varepsilon \) is a Zariski-open subset. An étale neighbourhood \( \varepsilon : V \to M \) and étale coordinates (or uniformizing parameters) at a point of \( V \) will often be used together; cf. Remark [12, 2].
4. Logarithmic Fitting ideal characterization of a monomial morphism

The purpose of this section is to show that a dominant morphism \( \Phi : (M, D) \to (N, E) \) of quasianalytic class \( Q \) is monomial if and only if the log Fitting ideal of maximal minors (of the log Jacobian matrix) of \( \Phi \) is everywhere generated by a unit (Theorem \( 4.4 \) — a version of the rank theorem for logarithmic derivatives; cf. \([39\), Ch. IV\]). This characterization of monomiality is used, for example, to show that monomial is an open condition in the source of a morphism (Corollary \( 4.10 \)).

Let \( (M, D) \) denote a manifold with SNC divisor, of class \( Q \). We denote by \( \Omega^1_M(−\log D) \) the sheaf of modules over the structure sheaf \( \Omega \) of \( M \) of logarithmic differential 1-forms. In coordinates

\[
(4.1) \quad (u, w) = (u_1, \ldots, u_r, w_1, \ldots, w_t)
\]

compatible with \( D \) at a point \( a \in M \) (where \( D = \{ u_1 \cdots u_r = 0 \} \)), the local sections of \( \Omega^1_M(−\log D) \) are generated by

\[
\frac{du_1}{u_1}, \ldots, \frac{du_r}{u_r}, dw_1, \ldots, dw_t.
\]

The sheaf \( \Omega^k_M(−\log D) \) of logarithmic \( k \)-forms over \( M \) is defined in terms of \( \Omega^1_M(−\log D) \) in the standard way.

Consider a \( Q \)-morphism \( \Phi : (M, D) \to (N, E) \). Let \( n = \dim N \).

**Lemma 4.1** (Pullbacks of log differentials are well-defined). For all \( k = 1, \ldots, n \), \( \sigma^*(\Omega^k_N(−\log E)) \) is a subsheaf of \( \Omega^k_M(−\log D) \).

**Proof.** Consider coordinate systems (compatible with the divisors) \((4.1)\) at a point \( a \in M \) and

\[
(4.2) \quad (x, z) = (x_1, \ldots, x_p, z_1, \ldots, z_s)
\]

at \( b = \Phi(a) \in N \), where \( E = \{ x_1 \cdots x_p = 0 \} \). Since \( \Phi^{-1}(E) \) is SNC and \( \Phi^{-1}(E)_{\text{red}} \subseteq D \), each \( x_j = u^{\gamma_j} U_j \) at \( a \), for some \( \gamma_j \in \mathbb{N}^r \) and unit \( U_i \). Therefore,

\[
\frac{dx_j}{x_j} = \frac{du^{\gamma_j}}{u^{\gamma_j}} + \frac{dU_j}{U_j}, \quad j = 1, \ldots, p,
\]

and the assertion follows. \( \square \)

**Definition 4.2.** The logarithmic Fitting ideal sheaf \( \mathcal{F}_{n-k}(\Phi) \) associated to \( \Phi \) is the ideal subsheaf of \( Q \) whose stalk \( \mathcal{F}_{n-k}(\Phi)_a \) at \( a \in M \) can be described (in coordinates \((4.1)\) at \( a \)) in the following way. If \( \omega \) is a logarithmic \( k \)-form at \( b = \Phi(a) \), then

\[
\Phi^* \omega = \sum_{I,J} B^\omega_{I,J}(u, w) \frac{du_{i_1}}{u_{i_1}} \wedge \cdots \wedge \frac{du_{i_t}}{u_{i_t}} \wedge dw_{j_1} \wedge \cdots \wedge dw_{j_k},
\]

where the sum is over all pairs \((I, J)\) with \( I = (i_1, \ldots, i_t), 1 \leq i_1 < \cdots < i_t \leq r \), and \( J = (j_1, \ldots, j_k), 1 \leq j_1 < \cdots < j_k \leq t \), and where the coefficients \( B^\omega_{I,J} \) are germs of functions of class \( Q \) at \( a \), by Lemma \( 4.1 \). Then \( \mathcal{F}_{n-k}(\Phi)_a \) is generated by the set of coefficients \( B^\omega_{I,J}(u, w) \), for all \( \omega \in \Omega^k_N,(-\log E) \) and all \((I, J)\).

**Remark 4.3.** A morphism \( \Phi : (M, D) \to (N, E) \) is dominant (i.e., generically submersive) if and only if the log Fitting ideal \( \mathcal{F}_0(\Phi) \) of maximal minors is everywhere non-zero.
Theorem 4.4. A dominant \( \mathbb{Q} \)-morphism \( \Phi : (M, D) \to (N, E) \) is monomial at a point \( a \in M \) if and only if the log Fitting ideal \( \mathcal{F}_0(\Phi)_a \) is generated by a unit.

Proof. Let \( b = \Phi(a) \). First assume that \( \Phi \) is monomial at \( a \). Consider \( \Phi \)-monomial coordinate systems \( (u, v, u) \) and \( (x, y, z) \) at \( a \) and \( b \), respectively (as in Definitions 1.1, 1.3). Since \( \Phi \) is dominant, \( \Phi \) is monomial at \( a \).

Secondly, assume that \( \Phi \) is monomial at \( a \). Consider coordinate system \( (u, w) \) at \( a \) and \( (x, z) \) at \( b \), compatible with \( D \) and \( E \), as in [1.1, 1.2]. By hypothesis, one of the coefficients of

\[
\Phi^* \left( \frac{dx_1}{x_1} \wedge \ldots \wedge \frac{dx_p}{x_p} \wedge \frac{dz_1}{z_1} \wedge \ldots \wedge \frac{dz_s}{z_s} \right)
\]

is a unit at \( a \). In particular (using Lemma 1.1), one of the coefficients of

\[
\Phi^* \left( \frac{dz_1}{z_1} \wedge \ldots \wedge \frac{dz_s}{z_s} \right)
\]

is a unit. Write \( z_k = f_k(u, w) \). Then

\[
dz_k = \sum_{i=1}^{r} \partial_{u_i}(f_k) u_i \frac{du_i}{u_i} + \sum_{j=1}^{t} \partial_{w_j}(f_k) dw_j;
\]

and the coefficients in the first sum are not units. By the rank theorem (submersion theorem), we can assume that:

\[
z_k = w_k, \quad k = 1, \ldots, s.
\]

On the other hand, we can write

\[
x_j = u^{\alpha_j}(\xi_j + h_j(u, w)),
\]

where \( \xi_j \neq 0 \) is a constant and \( h_j(0, 0) = 0, j = 1, \ldots, p \). After a change of coordinates, we can assume that \( x_1 = u^{\alpha_1} \). We will prove the following assertion by induction on \( l = 1, \ldots, p \); the case \( l = p \) means that \( \Phi \) is monomial at \( a \).

Claim 4.5 (l). There exists \( d_l, 0 \leq d_l < l \), a coordinate change in \( (u, w) \) and a reordering of the variables \( x \), such that, writing \( x = (x_1, \ldots, x_l) \) we have:

\[
x_j = u^{\alpha_j}, \quad j = 1, \ldots, l - d_l,
\]

\[
y_k = u^{\beta_k}(\xi_k + v_k), \quad k = 1, \ldots, d_l,
\]

in coordinates \( (u, w) = (u_1, \ldots, u_r, v_1, \ldots, v_{d_l}, w_1, \ldots, w_{l-d_l}) \) at \( a \), where the \( \alpha_j \) are \( \mathbb{Q} \)-linearly independent, each \( \beta_k \) is \( \mathbb{Q} \)-linearly dependent on \( \{ \alpha_j \} \), and each \( \xi_k \neq 0 \).
To prove Claim 4.5(1) assuming 4.5(l), consider the log differential form
\[ dz_1 \wedge \ldots \wedge dz_a \wedge \frac{dx_1}{x_1} \wedge \ldots \wedge \frac{dx_{l-1}}{x_{l-1}} \wedge \frac{dy_1}{y_1} \wedge \ldots \wedge \frac{dy_{l-1}}{y_{l-1}} \wedge \frac{dx_{l+1}}{x_{l+1}}, \]
which includes a unit as coefficient, and note that
\[ \frac{dx_{l+1}}{x_{l+1}} = \frac{du_{l+1}}{u_{l+1}} + \frac{1}{(ξ_{l+1} + h_{l+1}(u,v))} \left( \sum_i \partial_{ui}(h_{l+1})u_i \frac{du_i}{u_i} + \sum_k \partial_{vk}(h_{l+1})dv_k \right). \]
We see that
(1) either γ_{l+1} is ℚ-linearly independent of all α_i, in which case there is a coordinate change in (u, v) preserving the previous forms, after which x_{l+1} = u^{η_{l+1}}, and we take d_{l+1} = d_i, α_{l+1-d_i} = γ_{l+1};
(2) or there exists an index κ ≥ s such that ∂w_κ(h_{l+1}) is a unit. In this case, by the implicit function theorem, we can change coordinates so that
\[ x_{l+1} = u^{η_{l+1}}(ξ_{l+1} + w_κ), \]
and we can take d_{l+1} = d_i + 1, β_{d_{l+1}} = γ_{l+1} and v_{d_{l+1}} = w_κ.

Theorem 4.4 has two important corollaries.

**Corollary 4.6** (Monomiality is an open property in the source). Let Φ : (M, D) → (N, E) denote a ℚ-morphism. Suppose that Φ is monomial at a ∈ M. Then there is neighborhood U of a such that Φ|_U is everywhere monomial.

**Proof.** If Φ is dominant, the result is an immediate consequence of Theorem 4.4. In general, we can write Φ at a as in Definitions 1.4, 1.3. Then it follows from Theorem 4.4 that F_{n-(p+q+s)}(Φ)_a is generated by a unit and then that Φ is monomial in a neighbourhood of a.

**Corollary 4.7** (Monomiality preserved by combinatorial blowings-up and power substitutions). Let Φ : (M, D) → (N, E) be a monomial morphism.

(1) If σ : (M, D) → (M, D) is a combinatorial blowing-up, then the morphism \( \Phi = \Phi \circ \sigma \) is monomial.
(2) If σ : (U, D) → (U, D) is a power substitution (over a suitable coordinate chart U of M), then the morphism \( \Phi = \Phi \circ \sigma \) is monomial.
(3) If τ : (N, E) → (N, E) is a combinatorial blowing-up and there exists a morphism \( \Phi : (M, D) → (N, E) \) such that \( \Phi = \Phi \circ \Phi = \Phi \), then \( \Phi \) is monomial.
(4) If τ : (V, E) → (V, E) is a power substitution (over a coordinate chart V of N) and there exists a morphism \( \Phi : (M, D) → (V, E) \) such that \( \Phi \circ \Phi = \Phi \), then \( \Phi \) is monomial.

**Proof.** This follows again from Theorem 4.4.

5. Logarithmic derivatives tangent to a morphism

In this section, we develop two important ideas that have been introduced informally in §1.2 and Remark 1.13—derivations tangent to a morphism (see §3.2) and pre-monomial form (§4.4). We introduce two notions of log differential order relative to a monomial morphism—in §5.3 for an ideal, and in §5.4 for a morphism.
that is “partially monomial” (already in monomial form except for its last component, in local coordinates). To each notion, we associate a certain \( \textit{Weierstrass-Tschirnhausen normal form}; \) these normal forms will play important technical parts in the inductive proofs of our main theorems (Lemma \([5,31]\) for example, in transforming a partially monomial morphism to pre-monomial form, for the purpose of monomialization of a morphism, one component at a time).

Let \((M, D)\) denote manifold with SNC divisor \(D\), of quasianalytic class \(Q\). We use \(Q\) also to denote the structure sheaf of \(M\). Let \(D_D\) or \(\text{Der}_M(- \log D)\) denote the sheaf of \(Q\)-modules of logarithmic derivations (i.e., derivations which are tangent to \(D\)). Recall that, in coordinates \((u, w) = (u_1, \ldots, u_r, w_1, \ldots, w_t)\) compatible with \(D\) at a point \(a \in M\) (where \(D = \{u_1 \cdots u_r = 0\}\)), the local sections of \(D_D\) are generated by 

\[
\partial u_1, \ldots, \partial u_r, \partial w_1, \ldots, \partial w_t.
\]

5.1. \textbf{Subsheaves of logarithmic derivatives.} Let \(\Delta\) denote a sheaf of \(Q\)-submodules of \(D_D\). Throughout this section, we assume that \(\Delta\) is privileged (see Definition \([1,10]\) although, for the theorems in this article, it is enough to consider \(\Delta\) of finite type. Given a privileged ideal (sheaf) \(I \subset Q\), let \(\Delta(I)\) denote the privileged ideal whose stalk at each point \(a \in M\) is

\[
\Delta(I)_a := \{X(f) : f \in I_a, X \in \Delta_a\}.
\]

If \(f \in Q(M)\), we also write \(\Delta(f) := \Delta(I)\), where \(I\) is the principal ideal generated by \(f\).

\textbf{Definitions 5.1.} \textit{Closure by repeated derivatives, and log differential order.} Given a privileged ideal \(I\) and a privileged submodule \(\Delta\) of \(D_D\), we define a chain of privileged ideals,

\[
I = I_0^\Delta \subset I_1^\Delta \subset I_2^\Delta \subset \cdots \subset I_k^\Delta \subset \cdots,
\]

where \(I_{k+1}^\Delta = I_k^\Delta + \Delta(I_k^\Delta)\), \(k = 0, 1, \ldots, \) and we define the \textit{closure} of \(I\) by \(\Delta\) as the (privileged) ideal

\[
I_\infty^\Delta := \sum_{k=0}^\infty I_k^\Delta.
\]

Given \(a \in M\), we define the \textit{log differential order} \(\mu_a(I, \Delta)\) of \(I\) relative to \(\Delta\) as the smallest \(\mu \in \mathbb{N} \cup \{\infty\}\) such that \(I_\mu^\Delta \cdot Q_a = I_\infty^\Delta \cdot Q_a\). (By convention, \(\mu_a(I, \Delta) := \infty\) if \(I = 0\).)

If the local rings \(Q_a\) are Noetherian (for example, if \(Q\) is the algebraic or analytic class), then \(\mu_a(I, \Delta)\) is finite.

\textbf{Example 5.2.} \textit{Toroidal hull.} The \textit{toroidal hull} of an ideal \(I\) (of finite type) is the closure of \(I\) by \(D_D\) (see \([31\text{, Def.-Thm. 17}], [4\text{, §2.2}])\).

\textbf{Lemma 5.3} (Properties of closure by \(\Delta\)). \textit{Let} \(I, J\) \textit{denote privileged ideals, and} \(\Delta, \Delta_1, \Delta_2\) \textit{privileged submodules of} \(D_D\).

1. \textit{If} \(I \subset J\), \textit{then} \(I_\infty^\Delta \subset J_\infty^\Delta\).
2. \textit{If} \(\Delta_1 \subset \Delta_2\), \textit{then} \(I_\infty^{\Delta_1} \subset I_\infty^{\Delta_2}\).
3. \textit{Suppose that} \(I_{k+1}^\Delta\) \textit{is principal and monomial (with respect to} \(D\)\); \textit{at} \(a \in M\). \textit{Then} \(\mu_a(I, \Delta) < \infty\); \textit{moreover, if} \(\mu_a(I, \Delta) > 0\), \textit{then there exists a regular vector field} \(X \in \Delta_a\).
Remark 5.4. We recall that a vector field $X \in \mathcal{D}_D$ is called regular at $a$ if $X$ does not vanish at $a$; i.e., there exists $f \in \mathcal{Q}_a$ such that $X(f)(a) \neq 0$. A vector field $X$ is singular at $a$ if it is not regular at $a$.

Proof. (1) and (2) are clear. To prove (3), suppose that $\mathcal{I}^\Delta_a$ is principal and monomial at $a$, and consider a coordinate system $(\mathbf{u}, \mathbf{w})$ at $a$ compatible with $D$, as above. Then $\mathcal{I}^\Delta_{k,a} = (\mathbf{w}^\gamma)$, for some $\gamma \in \mathbb{N}^r$. Moreover, for all $k \in \mathbb{N}$, every $f \in \mathcal{I}^\Delta_k$ is divisible by $\mathbf{w}^\gamma$, since $\mathcal{I}^\Delta_k \subset \mathcal{I}^\Delta_a$. Therefore, the ideal $\mathcal{I}^\Delta_{k,a}$ has order $\geq |\gamma|$, and $= |\gamma|$ only if $\mathcal{I}^\Delta_{k,a} = (\mathbf{w}^\gamma)$. It follows that $\mu_a(\mathcal{I}, \Delta) < \infty$. Moreover, if every $X \in \Delta_a$ is singular, then the ideals $\mathcal{I}^\Delta_{k,a}$ all have the same order; this implies that $\mathcal{I}_a$ has order $|\gamma|$, so that $\mu_a(\mathcal{I}, \Delta) = 0$. □

The following two lemmas will be useful at several points of the proof of our main theorems (see, for example, Lemma 7.15 and §§7.2, 7.3). The notation $O(f)$ means a function (germ) that is divisible by $f$.

Lemma 5.5. (Computation of the chain of ideals). Let $\mathcal{I}$ denote a privileged ideal sheaf, and $\Delta$ a privileged submodule of $\mathcal{D}_D$. Let $a \in M$. Let $F \in \mathcal{I}_a$, and let $X \in \Delta_a$ denote a singular vector field. Suppose that $F$ has the form

$$F = \sum_{i=0}^{d} f_i + O(f),$$

where $f$ and each $f_i \in \mathcal{Q}_a$, $X(f)$ is divisible by $f$, and $X(f_i) = U_i f_i$, $i = 0, \ldots, d$, where the $U_i \in \mathcal{Q}_a$ are units and $U_i(a) \neq U_j(a)$, $i \neq j$. Then

$$f_i + O(f) \in \mathcal{I}^\Delta_a \cdot \mathcal{Q}_a \quad i = 0, \ldots, d.$$ 

Proof. Since $X$ is a singular derivation, it follows by repeated application of $X$ that, for every $i = 0, \ldots, d$ and $k = 0, \ldots, d$, $X^k(f_i) = U_{ik} f_i$, where $U_{ik} \in \mathcal{Q}_a$ and $U_{ik}(a) = U_i(a)^k$. Therefore, for every $k = 0, \ldots, d$,

$$X^k(F) = \sum_{i=0}^{d} U_{ik} f_i + O(f);$$

i.e., we have a system of equations

$$
\begin{pmatrix}
F \\
X(F) \\
\vdots \\
X^d(F)
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
U_{01} & U_{11} & \cdots & U_{d1} \\
\vdots & \vdots & \ddots & \vdots \\
U_{0d} & U_{1d} & \cdots & U_{dd}
\end{pmatrix}
\begin{pmatrix}
f_0 \\
f_1 \\
\vdots \\
f_d
\end{pmatrix} + O(f),
$$

where the matrix is invertible because it becomes a Vandermonde matrix when evaluated at $a$. Since $X^k(F) \in \mathcal{I}^\Delta_a \cdot \mathcal{Q}_a$, $k = 0, \ldots, d$, the result follows. □

Remark 5.6. Lemma 5.5 will be used in the sequel usually in situations where $f = 0$; in this case, it allows us to conclude that $(f_0, \ldots, f_d) \subset \mathcal{I}^\Delta_a \cdot \mathcal{Q}_a$. We will use this information to compute the log differential order $\mu_a(\mathcal{I}, \Delta)$ of the ideal $\mathcal{I}_a$. For example, if $\mathcal{I}_a = (F)$ and $\Delta_a = (X)$, then we can conclude that $(f_0, \ldots, f_d) = \mathcal{I}^\Delta_a \cdot \mathcal{Q}_a$ and $\mu_a(\mathcal{I}, \Delta) \leq d$ (see, for example, Remark 5.26 below).

There are two places in the paper where we apply Lemma 5.5 with $f \neq 0$ (see the proofs of the inductive assertions $I.A.a(m, n)$ and $I.A.c(m, n)$ in Section 7). In both situations, use of the lemma is preceded by an argument to show that $f \in \mathcal{I}^\Delta_a \cdot \mathcal{Q}_a$. 


As a consequence, it allows us to conclude that \((f, f_0, \ldots, f_d) \subset \mathcal{I}_d \cdot \mathcal{Q}_a\) and, once again, therefore, to control the log differential order.

**Lemma 5.7** (Pullback of the ideal chain by blowings-up and power substitutions). Let \(\mathcal{I} \subset \mathcal{Q}\) denote a privileged ideal and \(\Delta\) be a privileged submodule of \(D_D\). Let \(\sigma : (M, D) \rightarrow (M, D)\) denote the composite of a finite sequence of local blowings-up and local power substitutions compatible with \(D\). Suppose that \(\Delta = \sigma^*(\Delta)\) is a well-defined \(\mathcal{Q}\)-submodule of \(D_D\); i.e., there are no poles. Set \(\mathcal{I} = \sigma^*(\mathcal{I})\). Then

1. \(\sigma^*(\mathcal{I}_k) = \mathcal{I}_k^\Delta\), for all \(k \in \mathbb{N} \cup \{\infty\}\);
2. for every \(\tilde{a} \in \tilde{M}\), \(\mu_{\tilde{a}}(\mathcal{I}, \tilde{\Delta}) \leq \mu_{\sigma(\tilde{a})}(\mathcal{I}, \Delta)\).

**Proof.** Clearly, \(\tilde{\Delta}\) is privileged. Note that, if \(\sigma^*(\Delta(\mathcal{I})) = \tilde{\Delta}(\mathcal{I})\), then \(\sigma^*(\Delta^k(\mathcal{I})) = \tilde{\Delta}^k(\mathcal{I})\), for all \(k \in \mathbb{N}\). The result follows from Definitions 5.1. \(\square\)

5.2. **Log derivatives tangent to a morphism.** Let \(\Phi : (M, D) \rightarrow (N, E)\) denote a morphism of \(\mathcal{Q}\)-manifolds with SNC divisors.

**Definition 5.8.** The sheaf of log derivatives tangent to \(\Phi\) (i.e., tangent to the fibres of \(\Phi\)) is the sheaf of \(\mathcal{Q}\)-submodules \(\Delta^\Phi \subset D_D\) whose stalk at each \(a \in M\) is

\[
\Delta^\Phi_a := \{ X \in D_{D,a} : X(f \circ \Phi) = 0, f \in \mathcal{Q}_{\Phi(a)} \}.
\]

**Remark 5.9.** The subsheaf \(\Delta^\Phi\) is not necessary privileged for a quasianalytic class \(\mathcal{Q}\), in general, but it is of finite type wherever needed in this article; for example, if \(\Phi\) is a monomial morphism (Lemma 5.10 below).

**Lemma 5.10** (Log derivatives tangent to a monomial morphism). Suppose that \(\Phi : (M, D) \rightarrow (N, E)\) is a monomial morphism. Then \(\Delta^\Phi\) is of finite type. If \(a \in M\), and \(\Phi\) is written in the form \((1.2)\) in (\(\Phi\)-monomial) coordinates \((u, v, w) = (u_1, \ldots, u_r, v_1, \ldots, v_s, w_1, \ldots, w_t)\) at \(a\) (cf. Definition 5.3), then \(\Delta^\Phi_a\) is generated by

\[
(5.2) \quad Y_j := \sum_{i=1}^{r} \gamma_{ji} u_i \frac{\partial}{\partial u_i}, \quad j = 1, \ldots, r - p, \quad \text{and} \quad Z_l := \frac{\partial}{\partial w_l}, \quad l = 1, \ldots, t,
\]

where \(\gamma_j = (\gamma_{j1}, \ldots, \gamma_{jr}) \in \mathbb{Z}^r, j = 1, \ldots, r - p\), form a basis of the orthogonal complement of the \(\mathbb{Q}\)-linear subspace spanned by \(\alpha_1, \ldots, \alpha_p\) with respect to the standard scalar product \((\gamma, \alpha)\).

**Remark 5.11.** The set of vector fields \(\{X^1, \ldots, X^{r-p+t}\} := \{Y^1, \ldots, Y^{r-p}, Z^1, \ldots, Z^t\}\) will be called a monomial basis of \(\Delta^\Phi_a\).

**Examples 5.12.**
1. Let \(\Phi : (\mathbb{C}^3, E) \rightarrow (\mathbb{C}, D)\) be the monomial morphism given by \(z_1 = v_1, E = \emptyset, D = \emptyset\). Then \(\Delta^\Phi = \{\partial/\partial v_1, \partial/\partial w_2\}\), where \((v_1, w_1, w_2)\) are coordinates at 0.
2. If \(\Phi : (\mathbb{C}^3, E) \rightarrow (\mathbb{C}, D)\) is given by \(x_1 = u_1^{a_1} u_2^{a_2}, E = \{u_1 u_2 = 0\}, D = \{x_1 = 0\}\), then \(\Delta^\Phi = \{\partial/\partial v, a_2 u_1 \partial/\partial u_1 - a_1 u_2 \partial/\partial u_2\}\), where \((u_1, u_2, w)\) are \(\Phi\)-compatible coordinates at 0.
3. If \(\Phi : (\mathbb{C}^3, E) \rightarrow (\mathbb{C}, D)\) is given by \(x_1 = u_1^{a_1} u_2^{a_2} u_3^{a_3}, E = \{u_1 u_2 u_3 = 0\}, D = \{x_1 = 0\}\), then

\[
\Delta^\Phi = \left\{ a_2 u_1 \frac{\partial}{\partial u_1} - a_1 u_2 \frac{\partial}{\partial u_2}, a_3 u_1 \frac{\partial}{\partial u_1} - a_1 u_3 \frac{\partial}{\partial u_3} \right\}.
\]
(4) If $\Phi : (C^3, E) \to (C^2, D)$ is given by $x_1 = u^a_1 u^a_2, z_1 = v, E = \{u_1 u_2 = 0\}$, $D = \{x_i = 0\}$, then $\Delta^\Phi = \{a_2 u_1 \partial/\partial u_1 - a_1 v_2 \partial/\partial v_2\}$.

(5) If $\Phi : (C^3, E) \to (C^2, D)$ is given by $x_1 = u^a_1 u^a_2 u^a_3, x_2 = u^b_1 u^b_2 u^b_3, E = \{u_1 u_2 u_3 = 0\}, D = \{x_1 x_2 = 0\}$, then

$$\Delta^\Phi = \left\{ c_1 v_1 \frac{\partial}{\partial u_1} + c_2 v_2 \frac{\partial}{\partial u_2} + c_3 v_3 \frac{\partial}{\partial u_3} \right\},$$

where $(c_1, c_2, c_3) = (a_1, a_2, a_3) \land (b_1, b_2, b_3)$.

**Proof of Lemma 5.10.** Clearly, $\{Y^j, Z^i\} \subset \Delta^\Phi_a$. It is also clear we can assume that $s' = s$; i.e., that $\Phi$ is dominant. We then argue by induction on $\dim N = n = p + s$.

If $\dim N = 0$, then $\Delta^\Phi = D_D, r - p = r, (u, v, w) = (u, w)$, and $Y^i = u_i \partial/\partial u_i, i = 1, \ldots, r$, so the result is clear in this case.

By induction, assume the result holds when $\dim N < n$. We consider three cases, using the notation of (5.2).

(1) If $s > q$, we write $\Phi = (\Psi, \varphi)$, where $\varphi = z = v_s$. By induction, $\Delta^\Phi_a$ is generated by $X^1, \ldots, X^{r - p + t}$ and $X := \partial/\partial v_s$. Since $X^i(v_s) = 0$, $i = 1, \ldots, r - p + t$, and $\Delta^\Phi \subset \Delta^\Psi$, it is clear that $\Delta^\Phi_a$ is generated by $X^1, \ldots, X^{r - p + t}$.

(2) If $s = q \neq 0$, we write $\Phi = (\Phi', \varphi)$, where $\varphi = y_q = u^a_q (\xi_q + v_q)$. By induction, $\Delta^\Phi_a$ is generated by $X^1, \ldots, X^{r - p + t}$ and $X := \partial/\partial v_q$. Since $X^i(v_q) = 0, i = 1, \ldots, r - p + t$, and $\Delta^\Phi \subset \Delta^\Phi'$, we again conclude that $\Delta^\Phi_a$ is generated by $X^1, \ldots, X^{r - p + t}$.

(3) Finally, if $s = q = 0$ (i.e., $n = p$), we write $\Phi = (\Phi', \varphi)$, where $\varphi = x_p = u^a_p$. By induction, $\Delta^\Phi_a$ has a monomial basis $\{X^1, \ldots, X^{r - p + t + 1}\}$ analogous to (5.2). Moreover, for all $i = 1, \ldots, r - p + t + 1$, $X^i(u^a_p) = c_i u^a_p$, where $c_i \in \mathbb{Z}$. Since $\alpha_1, \ldots, \alpha_p$ are linearly independent over $\mathbb{Q}$, $c_i \neq 0$ for some $i$, say $i = 1$. Consider the basis $\{Y^1, \ldots, Y^{r - p + t + 1}\}$ of $\Delta^\Phi'$, where $Y^1 = X^1$ and $Y^i = c_i X^1 - c_{i+1} X^i, i = 2, \ldots, r - p + t + 1$. Since $Y^i(u^a_p) = 0, i = 2, \ldots, r - p + t + 1$, and $\Delta^\Phi \subset \Delta^\Phi'$, we conclude that $\{Y^2, \ldots, Y^{r + p + t}\}$ is a basis of $\Delta^\Phi$, and the result follows.

**Remark 5.13.** $\Phi$-free coordinate. It follows from Lemma 5.10 that, if $\Phi : (M, D) \to (N, E)$ is a morphism that is monomial at a point $a \in M$, then there exists a regular vector field $X \in \Delta^\Phi_a$ if and only if there is coordinate system $(u, v, w) = (u_1, \ldots, v_1, \ldots, v_s, w_1, \ldots, w_t)$ at $a$, where $t \geq 1$ and $\Phi(u, v, w) = (u, v, 0)$. We call $(w_1, \ldots, w_t)$ $\Phi$-free coordinates.

**Lemma 5.14** (Formal eigenvectors; cf. [21, §7]). Let $\Phi : (M, D) \to (N, E)$ be a monomial morphism, and $a \in M$. In the notation of Lemma 5.10 and Remark 5.11, if $f \in \mathcal{O}_a$, then the formal Taylor expansion $\hat{f}_a(u, v, w) = T_a f(u, v, w)$ of $f$ with respect to the coordinates $(u, v, w)$ (see (5.3) for the algebraic case) can be written

$$\hat{f}_a(u, v, w) = \sum_{\delta \in \mathbb{N}^t} u^\delta \sum_{\lambda \in \mathbb{Z}^{r - p}} \hat{f}_{\delta \lambda}(u, v),$$

where either $\hat{f}_{\delta \lambda} = 0$, or the $\hat{f}_{\delta \lambda}$ are eigenvectors of the monomial basis $\{X^1, \ldots, X^{r - p + t}\}$ of $\Delta^\Phi_a$; i.e.,

$$X^i(\hat{f}_{\delta \lambda}(u, w)) = \lambda_i \hat{f}_{\delta \lambda}(u, v), \quad i = 1, \ldots, r - p + t,$$
(and $\lambda_i = 0$ if $i > r - p$).

**Proof.** We can write

$$\widehat{f}_a(u, v, w) = \sum_{\delta \in \mathbb{N}^d} w^\delta \sum_{\lambda \in \mathbb{Z}^{r-p}} f_{\delta \lambda}(u, v).$$

For every $\varepsilon \in \mathbb{N}^r$ and $i = 1, \ldots, r - p + t$, we have $X^i(u^\varepsilon) = \lambda_{\varepsilon,i} u^\varepsilon$, where $\lambda_{\varepsilon,i} \in \mathbb{Z}$. For each $\lambda \in \mathbb{Z}^{r-p+t}$, let $I_\lambda := \{ \varepsilon \in \mathbb{N}^r : \lambda_{\varepsilon} = \lambda \}$; then we can take

$$\widehat{f}_{\delta \lambda}(u, v) = \sum_{\varepsilon \in I_\lambda} u^\varepsilon f_{\delta \lambda}(v).$$

\[\square\]

**Lemma 5.15** (Formal generators of a $\Delta^\Phi$-closed ideal). Let $\Phi : (M, D) \to (N, E)$ denote a monomial morphism and let $I$ be a privileged ideal sheaf which is closed by $\Delta^\Phi$; i.e., $\Delta^\Phi(I) \subset I$. Let $a \in M$. In the notation of Lemma 4.10 and Remark 4.11, the ideal of formal power series generated by Taylor expansions of elements of $I_a$ (which can be identified with the formal completion $\widehat{I}_a$ of $I_a$) admits a finite system of generators $\{\widehat{f}_a(u, v)\}$, where each $\widehat{f}_a(u, v)$ is an eigenvector of $\{X^1, \ldots, X^{r-p+t}\}$. In particular, $\widehat{I}_a$ admits a system of generators that are independent of the $\Phi$-free variables $w$.

**Proof.** (See [9, Lemma 3.7] for a different proof.) It is clear that $\widehat{I}_a$ is also closed by $\Delta^\Phi$. Let $\{f^i\}_{i \in I}$ denote a system of generators of $I_a$. For each $i \in I$, consider the formal expansion

$$\widehat{f}_a(u, v, w) = \sum_{\delta \in \mathbb{N}^d} w^\delta \sum_{\lambda \in \mathbb{Z}^{r-p}} f_{\delta \lambda}(u, v).$$

We will show that $\widehat{I}_a$ is the ideal $\widehat{J} = (\widehat{f}_a(u, v))$ generated by all $\widehat{f}_{\delta \lambda}$ (and, therefore, by finitely many of the latter, since the ring of formal power series in Noetherian).

For each fixed $i \in I$, there are finitely many pairs $(\delta, \lambda) = (\delta_k, \lambda_k)$, $k = 1, \ldots, d = d_i$, such that

$$\widehat{f}_a(u, v, w) = \sum_{k=1}^d w^{\delta_k} \widehat{f}_{\delta_k \lambda_k}(u, v) \widehat{U}_k(u, v, w),$$

where every $\widehat{U}_k$ is a formal power series with $\widehat{U}_k(a) = 1$. Therefore, $\widehat{I}_a \subset \widehat{J}$.

Conversely (using the notation of Lemma 5.10), consider the vector fields $W^l = w_l Z^l$, $l = 1, \ldots, t$. Fix $i \in I$. It is easy to find a $\mathbb{Z}$-linear combination $X = \sum_{j=1}^{r-p} a_j Y^j + \sum_{l=1}^t b_l W^l$ such that:

$$X(w^{\delta_k} \widehat{f}_{\delta_k \lambda_k}(u, v)) = \rho_k w^{\delta_k} \widehat{f}_{\delta_k \lambda_k}(u, v), \quad k = 1, \ldots, d,$$

where $\rho_k \neq \rho_{k'}$ whenever $k \neq k'$. By Lemma 5.3 (applied with $F = \widehat{f}_a$, $f_k = w^{\delta_k} \widehat{f}_{\delta_k \lambda_k} \widehat{U}_k$ and $f = 0$), since $\Delta^\Phi(\widehat{I}_a) \subset \widehat{I}_a$,

$$w^{\delta_k} \widehat{f}_{\delta_k \lambda_k}(u, v) \in (\widehat{I}_a)^2 = \widehat{I}_a, \quad k = 1, \ldots, d.$$

By applying the derivations $Z^l$, we get $\widehat{f}_{\delta_k \lambda_k}(u, v) \in \widehat{I}_a$, $k = 1, \ldots, d$. Therefore, $\widehat{J} \subset \widehat{I}_a$. \[\square\]
Remark 5.16. In the analytic or algebraic cases, the generators $f_{\Delta}$ in the preceding proof are convergent or algebraic power series, and it follows from Noetherianity that we get a convergent or algebraic version of Lemma 5.15 in particular, the ideal $I_a$ of convergent or algebraic power series has a finite system of generators \( \{ f_{\Delta}(u, v) \} \), where each $f_{\Delta}(u, v)$ is an eigenvector of \( \{ X^1, \ldots, X^{r+p+1} \} \).

Remarks 5.17. (1) If $\Phi$ is a constant morphism, then $\Delta^\Phi$ is the full sheaf of log derivations $\mathcal{D}_D = \text{Der}_M(-\log D)$; in this case, Theorem 1.17 on resolution of singularities of a $\Delta^\Phi$-closed ideal sheaf has a simple proof. A $\mathcal{D}_D$-closed (privileged) ideal sheaf $I$ is formally generated at every point by monomials in the exceptional divisor $D$ (see Lemmas 5.14 5.15). It follows that $I$ is generated by monomials in $D$ (by the division axiom 6.11)). Therefore, $I$ admits a combinatorial resolution of singularities $\sigma : (M, \tilde{D}) \to (M, D)$, and it follows that the pull-back of $\Delta^\Phi = \mathcal{D}_D$ coincides with $\mathcal{D}_D$.

(2) Principalization of the toroidal hull. In particular, if $\Phi$ is constant, then the toroidal hull of $I$ is $\Delta^\Phi$-closed (see Example 5.2), and can therefore be principalized by a sequence of combinatorial blowings-up $\sigma : (M, \tilde{D}) \to (M, D)$. By Lemma 5.7(1), the closure of the pull-back $\tilde{I} = \sigma^*(I)$ by $\sigma^*(\Delta^\Phi) = \mathcal{D}_D$ is principal monomial. By Lemma 5.3(3), therefore, for every point $a \in \tilde{M}$, either $\tilde{I}$ is principal monomial at $\tilde{a}$, or the exceptional divisor $\tilde{D}$ has at most $m - 1$ components at $\tilde{a}$ (cf. [12] Lemma 5.11).

Control of the transform of $\Delta^\Phi$ as in Theorem 1.17 (and the preceding remarks) will play an important part in the proofs of our monomialization theorems. Lemma 5.18 following describes a general situation where we can provide such control.

Lemma 5.18. Let $\Phi : (M, D) \to (N, E)$ denote a dominant monomial morphism, and let $\psi : M \to \mathbb{K}$ be a function. (In the algebraic case, $\mathbb{K}$ should be replaced by $\mathbb{A}^1_{\mathbb{K}}$.) Assume that $\Psi := (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F)$ is a morphism with respect to the divisor $F$ on $N \times \mathbb{K}$ given either by $E \times \mathbb{K}$ or by $(E \times \mathbb{K}) \cup (N \times \{0\})$. Suppose that, for all $a \in M$, there exists a set of generators $\{ X^1, \ldots, X^{m-n} \}$ of $\Delta^\Phi_a$ such that:

\[
X^i(\psi) = 0, \quad i = 1, \ldots, m-n-1.
\]

Let $\sigma : (M, \tilde{D}) \to (M, D)$ denote a sequence of local blowings-up and power substitutions, and write $\tilde{\Psi} = (\Phi, \tilde{\psi}) := \Psi \circ \sigma = (\Phi \circ \sigma, \psi \circ \sigma)$. If $\sigma^*(\Delta^\Phi) = \Delta^\tilde{\psi}$, then $\sigma^*(\Delta^\Psi) = \Delta^\Phi$.

Proof. Let $\tilde{a} \in \tilde{M}$ and let $a = \sigma(\tilde{a}) \in M$. By hypothesis, there is a system of generators $\{ X^1, \ldots, X^{m-n} \}$ of $\Delta^\Phi_a$ such that $X^i(\psi) = 0$ if $i \neq m-n$. If $X^{m-n}(\psi) = 0$, then $\Delta^\Phi = \Delta^\tilde{\psi}$ and the Lemma holds trivially. Suppose that $X^{m-n}(\psi) \neq 0$. Then $\Delta^\Psi = \{ X^1, \ldots, X^{m-n-1} \}$. By hypothesis, all vector fields $Y^i = \sigma^*(X^i)$ are well-defined and $\Delta^\Phi = \{ Y^1, \ldots, Y^{m-n} \}$. Thus $\{ Y^1, \ldots, Y^{m-n-1} \} \subset \Delta^\tilde{\psi}$ and $Y^{m-n}(\tilde{\psi}) = \sigma^*(X^{m-n}(\psi)) \neq 0$. Since $\Delta^\tilde{\psi} \subset \Delta^\Phi$, we conclude that $\Delta^\tilde{\psi} = \{ Y^1, \ldots, Y^{m-n-1} \} = \sigma^*(\Delta^\Phi)$. \qed

Lemma 5.19 (Preserving derivatives tangent to a monomial morphism). Let $\Phi : (M, D) \to (N, E)$ denote a dominant monomial morphism, and let $\psi : M \to \mathbb{K}$ be a function. Assume that $\Psi := (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F)$ is a monomial morphism with respect to the divisor $F$ on $N \times \mathbb{K}$ given either by $E \times \mathbb{K}$ or by
Lemma 5.10, and let $(u, v, w)$ denote a privileged ideal sheaf on $\sigma$ so that

Example 5.22. Let $\Phi : (\tilde{M}, \tilde{D}) \rightarrow (M, D)$ be a monomial morphism and let $(u, v, w)$ denote a $\Psi$-monomial coordinate system for $M$ at $\tilde{a}$. We have to consider each of the following cases.

(1) $\psi = 0$. In this case, $\Delta^\Phi = \Delta^\Phi$ and the result is trivial.

(2) $\psi = u^a$ (at $a$). Then $X^i(u^a) = C_i u^a$, $C_i \in \mathbb{Z}$, $i = 1, \ldots, m - n$, where $C_i \neq 0$ for some $i$; say $C_{m - n} \neq 0$. Consider the basis $\{Y^1, \ldots, Y^{m - n}\}$ of $\Delta^\Phi$ given by $Y^i := C_{m - n} X^i - C_i X^{m - n}$ for each $i \neq m - n$, and $Y^{m - n} := X^{m - n}$. This basis satisfies the hypothesis of Lemma 5.19 so the result follows.

(3) $\psi = v$ or $\psi = u^a(v + \xi)$, $\xi \neq 0$. In these cases, we can assume that $X^{m - n} = \partial / \partial v$, and the result follows from Lemma 5.19.

Corollary 5.20 (Combinatorial blowings-up preserve derivatives tangent to a monomial morphism). Let $\Phi : (M, D) \rightarrow (N, E)$ denote a monomial morphism and let $\sigma : (\tilde{M}, \tilde{D}) \rightarrow (M, D)$ be a combinatorial blowing-up. Set $\tilde{\Phi} := \Phi \circ \sigma$. Then $\sigma^*(\Delta^\Phi) = \Delta^{\tilde{\Phi}}$.

Proof. We argue by induction on $\dim N$. If $\dim N = 0$, then $\Phi$ is constant and $\Delta^\Phi = \mathcal{D}_D = \operatorname{Der}_M( - \log D)$, so the result follows from the standard transformation formulas for log derivatives (see [17, Lemma 3.1]). For the inductive step, we can use Lemma 5.19.

5.3. Log differential order of an ideal relative to a monomial morphism.

Definition 5.21. Let $\Phi : (M, D) \rightarrow (N, E)$ denote a monomial morphism and let $\mathcal{I}$ denote a privileged ideal sheaf on $M$. We define the log differential order $\nu_\Phi(\mathcal{I}, \Phi)$ of $\mathcal{I}$ relative to $\Phi$ at $a \in M$ as the log differential order of $\mathcal{I}$ at $\Phi(a)$ relative to $\Phi$. We also define the log differential closure of $\mathcal{I}$ relative to $\Phi$ as the ideal sheaf $\mathcal{I}^\Phi := \mathcal{I}^{\Delta^\Phi}$.

Example 5.22. Let $\Phi : (\mathbb{C}^3, E) \rightarrow (\mathbb{C}^2, D)$ be the monomial morphism defined by $x_1 = u_1 u_2$, $x_2 = u_2 u_3$, $E = \{u_1 u_2 u_3 = 0\}$, $D = \{x_1 x_2 = 0\}$.

Then $\Delta^\Phi$ is generated by the vector field

$$X = u_1 \frac{\partial}{\partial u_1} - u_2 \frac{\partial}{\partial u_2} + u_3 \frac{\partial}{\partial u_3}.$$ 

Consider the principal complex-analytic ideal sheaf $\mathcal{I} = (f)$ generated by $f(u) = u_1 u_2 + u_2 u_3 + u_2 u_3^4 + u_1 u_2^6$.

We compute the chain of ideals $\mathcal{I}^\Phi_k = \mathcal{I}^{\Delta^\Phi_k}$ associated to $\mathcal{I} = \mathcal{I}^\Phi_0$. Note first that $X(f) = 3u_2 u_3^4 - 5u_1 u_2^6$, $X^2(f) = 9u_2 u_3^4 + 25u_1 u_2^6$,

so that

$$u_2 u_3^4 = \frac{1}{24}(5X(f) + X^2(f)),$$ 

$u_1 u_2^6 = \frac{1}{40}(-3X(f) + X^2(f)).$
It follows that
\[
\begin{align*}
\mathcal{I}_0^\Phi &= (u_1 u_2 + u_2 u_3 + u_2 u_1^4 + u_1^5), \\
\mathcal{I}_1^\Phi &= (u_1 u_2 + u_2 u_3 + u_2 u_1^4 + u_1^5, 3u_2 u_1^3 - 5u_1 u_2^4), \\
\mathcal{I}_2^\Phi &= (u_1 u_2 + u_2 u_3, u_2 u_1^4, u_1^5).
\end{align*}
\]

It is not difficult to see that \(\mathcal{I}_2^\Phi\) is invariant by \(\Delta^\Phi\); therefore, \(\mathcal{I}_\infty^\Phi = \mathcal{I}_2^\Phi\). Note that \(\mathcal{I}_\infty\) is not generated by monomials, so cannot be principalized by combinatorial blowings-up.

**Lemma 5.23** (Weierstrass-Tschirnhausen normal form I). Let \(\Phi : (M, D) \to (N, E)\) denote a monomial morphism and let \(\mathcal{I}\) be a privileged ideal sheaf on \(M\). Let \(a \in M\).

1. The ideal \(\mathcal{I}_a\) is principal and monomial if and only if \(\mathcal{I}_a^\Phi := \mathcal{I}_\infty^\Phi \cdot (a)\) is principal and monomial, and \(\nu_\Phi(\mathcal{I}, \Phi) = 0\).

2. Suppose that \(\mathcal{I}_a^\Phi\) is principal and monomial, then \(d := \nu_\Phi(\mathcal{I}, \Phi) < \infty\). If, moreover, \(d > 0\), then there exists a \(\Phi\)-monomial coordinate system \((u, v, w) = (u, v, w_1, \hat{w}_1)\) at \(a\), such that \(\mathcal{I}_a\) has a set of generators \(\{F_i\}_{i \in I}\) of the form

\[
F_i(u, v, w) = u^\gamma \left\{ \tilde{F}_i(u, v, w)w_1^d + \sum_{j=0}^{d-1} f_{ij}(u, v)w_1^j \right\},
\]

where \(\mathcal{I}_\infty = (u^\gamma)\) and there exists \(i \in I\) such that \(\tilde{F}_i(0) \neq 0\), \(f_{i,d-1} = 0\) and \(f_{i,j}(0) = 0\), \(j = 0, \ldots, d - 2\).

**Proof.** (1) holds because, on the one hand, if \(\mathcal{I}_a\) is principal and monomial, then \(\mathcal{I}_a^\Phi = \mathcal{I}_a\), by Lemma 5.10 and, on the other, \(\nu_\Phi(\mathcal{I}, \Phi) = 0\) if and only if \(\mathcal{I}_a^\Phi = \mathcal{I}_a\), according to Definitions 5.1.

(2) Suppose that \(\mathcal{I}_a^\Phi\) is principal and monomial. Then \(d := \nu_\Phi(\mathcal{I}, \Phi) < \infty\), by Lemma 5.3.3. Suppose that \(d > 0\). Again by Lemma 5.3.4, there exists a regular vector field germ \(X \in \Delta^\Phi_a\). Therefore there is a monomial basis \(\{X_1, \ldots, X^{m-n}\}\) of \(\Delta^\Phi_\infty\), as in Lemma 5.10, with respect to a \(\Phi\)-monomial coordinate system \((u, v, w)\) with at least one \(\Phi\)-free \(w\)-variable (Remark 5.13). By Lemma 5.14 every \(F \in \mathcal{I}_a\) has a formal Taylor expansion of the form

\[
\tilde{F} = \sum_{\delta \in \mathbb{N}^d} w^\delta \sum_{\lambda \in \mathbb{N}^{m-n}} \hat{f}_{\delta,\lambda}(u, v),
\]

where every \(\hat{f}_{\delta,\lambda}(u, v)\) is an eigenvector of \(\{X_1, \ldots, X^{m-n}\}\).

Since \(\mathcal{I}_\infty = (u^\gamma)\), we see that \(u^\gamma\) is an eigenvector. It follows from Lemma 5.10 that there exists \(F \in \mathcal{I}\) such that \(F = u^\gamma \left( \tilde{F}(w) + O(u, v) \right)\), where \(\tilde{F}(w)\) has order \(d\). By a linear change of coordinates in \(w\), we can assume that

\[
F = u^\gamma \left( \tilde{F}(u, v, w)w_1^d + \sum_{j=0}^{d-1} f_{j}(u, v, \hat{w}_1)w_1^j \right).
\]

Finally, we can use the implicit function theorem (Definition 5.12) to transform the coordinates so that \(f_{d-1} = 0\) (essentially a Tschirnhausen transformation); the new coordinate system is still \(\Phi\)-monomial because \(w_1\) is \(\Phi\)-free. The result follows. \(\square\)
5.4. Pre-monomial morphism. The idea of pre-monomial form (Remark 1.13) will be made precise in Definition 5.25 below.

Lemma 5.24 (Algebraic dependence on a monomial morphism). Let \( \Phi : (M, D) \to (N, E) \) denote a morphism which is monomial at a point \( a \in M \). Suppose that \( \Phi \) is written in the form (1.2) with respect to \( (\Phi-\text{monomial}) \) coordinates \( (u, v, w) \) at \( a \) and \( (x, y, z) \) at \( b = \Phi(a) \) (cf. Definition 1.3). Let \( G(u, v, w) = \sum g_{\gamma d} u^\gamma v^d w^e \) denote a formal power series at \( a \). Then the following conditions are equivalent.

1. \( dG \wedge d\Phi := dG \wedge dx_1 \wedge \ldots \wedge dx_p \wedge dy_1 \wedge \ldots \wedge dy_q \wedge dz_{q+1} \wedge \ldots \wedge dz_m = 0 \).
2. For every \( X \in \Delta^n, X(G) = 0 \).
3. \( g_{\gamma d} = 0 \) whenever \( e \neq 0 \); moreover, if \( g_{\gamma d} \neq 0 \), then \( u^\gamma = x^\rho, \) with \( \rho \in \mathbb{Q}^p \).

Proof. Direct computation. \( \square \)

Definition 5.25. Pre-monomial morphism. Let \( \Psi : (M, D) \to (P, F) \) denote a morphism of \( \mathbb{Q} \)-manifolds with SNC divisors (dim \( M = m \), dim \( P = n + 1 \)). We say that \( \Psi \) is pre-monomial at a point \( a \in M \) if there are coordinate systems \( (u, v, w) \) and \( (x, y, z, t) \) at \( a \) and \( \Psi(a) \), respectively (\( t \) is a single variable), in which

\[
\Psi = (\Phi, \psi) = (\Phi_1, \ldots, \Phi_n, \psi),
\]

where

1. \( \Phi \) is a dominant monomial morphism with respect to \( D \) and \( E := \{ x_1 \cdots x_p \cdot y_1 \cdots y_q = 0 \} \), in the form (1.2), i.e., \( (u, v, w) \) and \( (x, y, z) \) are \( \Phi \)-monomial coordinate systems as in Definition 1.3.
2. \( \psi = g + \varphi \), where \( g = g(u, v) \) is algebraically dependent on (the components of) \( \Phi \), i.e.,
\[
dg \wedge d\Phi := dg \wedge d\Phi_1 \wedge d\Phi_n = 0,\]
and \( t = \varphi(u, v, w) \) is a function of one of the following four normal forms (we use the notation of 1.2):
\[
t = 0,
\]
\[
t = u^\rho, \quad \alpha_1, \ldots, \alpha_p \ \text{Q-linearly independent},
\]
\[
t = u^\gamma(\eta + w_1), \quad \gamma, \alpha_1, \ldots, \alpha_p \ \text{Q-linearly dependent and} \ \gamma \neq 0,
\]
\[
t = w_1.
\]

We call \( g \) a \( \Phi \)-dependent or remainder term. (The decomposition \( \psi = g + \varphi \) is not necessarily unique.) Coordinate systems as above will be called \( \Psi \)-pre-monomial.

Although the monomial part \( \Phi \) of a pre-monomial morphism \( \Psi = (\Phi, \psi) \) is assumed dominant in Definition 5.25, the morphism \( \Psi \) itself need not be dominant.

Example 5.26. The morphism \( \Psi : (\mathbb{C}, D) \to (\mathbb{C}^2, F) \) given by \( \Psi(u) = (u^2, u^3) \), where \( D = (u = 0) \) and \( F = (x = 0) \) (in particular, \( \varepsilon = 0 \)), is pre-monomial but not dominant. Indeed, we can write \( \Psi = (\Phi, \psi) \), where \( \Phi : (\mathbb{C}, D) \to (\mathbb{C}, E) \) is given by \( \Phi(u) = u^2 \) and \( E = (x = 0) \), and \( \psi(u) = g(u) + \varphi(u) \), where \( g(u) = u^3 \) and \( \varphi(u) \equiv 0 \). Note that the morphism \( \Psi^g := (\Phi, \varphi) = (u^2, 0) \) is monomial (but not dominant); cf. Remark 5.27 below.
Remarks 5.27. Recall that, if $\Phi : (M, D) \to (N, E)$ is a $Q$-morphism, then the pre-image $\Phi^{-1}(E)$ is SNC as a space and its support lies in that of $D$, by definition (see Section 1). We will use this remark implicitly in the following.

In the preceding formulas for $\varphi(u, v, w)$, $w_1$ is a $\Phi$-free variable. In the final case, necessarily $\varepsilon = 0$ in (5.4) and $\Psi$ is monomial at $a$ (in the form (1.2) after a change of variable $w'_1 = g(u, v) + w_1$ in the source). In the third case, $\varepsilon = 1$ and $\eta \neq 0$. If $n = 0$, then a pre-monomial morphism $\Psi = (\Phi, \psi)$ is monomial since a remainder $g$ satisfies $dg = 0$.

Condition (2) of the definition means that $\Psi^g := (\Phi, \varphi)$ defines a monomial morphism $\Psi^g : (M, D^g) \to (P, F^g)$ (locally), where

$$(P, F^g)$$ is induced from $(P, F)$ by the codimension one blowing-up of $P$ with centre $\{t = 0\}$ in the second and third cases of (2) above, if $\varepsilon = 0$ (and $F^g = F$ in all other cases);

$$(M, D^g)$$ is induced from $(M, D)$ by the codimension one blowing-up of $M$ with centre $\{w_1 = 0\}$ in the third case of (2), if $\eta = 0$ (so also $\varepsilon = 0$), and $D^g = D$ in all other cases.

The divisors $D^g$ and $F^g$ are not necessarily uniquely determined by $\Psi$. Note that, to write $\Psi^g$ in the monomial form (1.2) at $a$, we may have to permute the source or target variables. The codimension one blowings-up above will come in the final step of the proof of our main theorems, in transforming a pre-monomial to a monomial morphism (5.25). These blowings-up can be compared with the final blowing-up in algorithms for principalization of an ideal, where the strict transform is replaced by a component of the divisor.

If $\Psi$ is a pre-monomial at $a$, then $\Delta^\Psi_a = \Delta^\Psi_a$.

Remarks 5.28. It follows from Definition (5.25) that (at least in the analytic and real quasianalytic cases) we can write $P = N \times K$, locally at $b = \Psi(a)$, where $N = \{t = 0\}$, and $\Psi = (\Phi, \psi) : M \to N \times K$, where $\Phi : (M, D) \to (N, E)$ is a dominant morphism that is monomial at $a$ and $E = \{x_1 \cdots x_p y_1 \cdots y_q = 0\}$. In this notation, $F$ is either the induced divisor $E \times K$ (in the case $\varepsilon = 0$ in (5.4)) or the extended divisor $(E \times K) \cup (N \times \{0\})$ (in the case $\varepsilon = 1$). (Compare with the notation following this remark.)

It will be convenient to use this notation, but it is important to note that, in the algebraic case, the local product structure of $P$ only makes sense étale locally, and $K$ should be replaced by $K_a$, where $L$ is the residue field $K_a$ of $a$ (see §3.3). The notation above should always be understood in this way in the algebraic case, though we may not say so explicitly.

In the remainder of this subsection, $\Phi : (M, D) \to (N, E)$ denotes a dominant monomial morphism, and $\psi : M \to K$ denotes a function. We assume that $\Psi := (\Phi, \psi) : (M, D) \to (N \times K, F)$ is a morphism, where $F$ denotes either the induced divisor $E \times K$ or the extended divisor $(E \times K) \cup (N \times \{0\})$ on $N \times K$. (Such $\Psi$ will sometimes be called a “partially monomial” morphism.)

Definition 5.29. Log differential invariant for a partially monomial morphism. Let $\mathcal{J}_1^\Psi := \Delta^\Phi(\psi)$, the sheaf of ideals (of finite type) given by all local sections of $\Delta^\Phi$ applied to the ideal $(\psi)$ generated by $\psi$. We define the log differential order $\nu_a(\Psi)$ of $\Psi = (\Phi, \psi)$ at $a \in M$ as

$$\nu_a(\Psi) = \mu_a(\mathcal{J}_1^\Psi, \Delta^\Phi) + 1.$$
We also define the *log differential closure* $J^\Psi_\infty$ of $J^\Psi_1$ as the log differential closure of the latter relative to $\Phi$; i.e.,

$$J^\Psi_\infty := (J^\Psi_1)^\Delta^\Psi_\infty.$$  

**Remarks.** (1) Consider the chain of ideals associated to $J^\Psi_1$,

$$\Delta^\Phi(\psi) = J^\Psi_1 \subset J^\Psi_2 \subset \cdots,$$

where $J^\Psi_{k+1} = J^\Psi_k + \Delta^\Phi(J^\Psi_k)$, $k = 1, 2, \ldots$. Then $\nu_a(\Psi)$ is the minimal $\nu \in \mathbb{N} \cup \{\infty\}$ such that $J^\Psi_{\nu_a} = J^\Psi_{\nu,a}$ (i.e., $\nu_a(\Psi)$ corresponds to the number of times we have to derive $\psi$).

(2) Note the difference between the preceding chain of ideals and that given by Definitions 5.1 for the ideal $J^\Psi_1$, because, in the latter, $\Phi$ is a monomial morphism, whereas $\Psi$ is pre-monomial.

Lemma 5.31 (Weierstrass-Tschirnhausen normal form II). Following the notation above, consider a partially monomial morphism $\Psi = (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F)$ and a point $a \in M$.

(1) The morphism $\Psi$ is pre-monomial at $a$ if and only if $J^\Psi_{\nu,a}$ is either identically zero or principal and monomial, and $\nu_a(\Psi) = 1$.

(2) If $J^\Psi_{\nu,a}$ is principal and monomial, then $d := \nu_a(\Psi) < \infty$. If, moreover, $d > 1$, then there exists a $\Phi$-monomial coordinate system $(u, v, w) = (u, v, w_1, \ldots, w_n)$ at $a$ such that

$$\psi(u, v, w) = g(u, v) + \nu^\gamma \left( H(u, v, w)w_1^{d-2} + \sum_{j=0}^{d-2} h_j(u, v, w_1)w_1^j \right),$$

where $J^\Psi_{\nu,a} = (u^\gamma)$, $H(0) \neq 0$, each $h_j(0) = 0$, and $dg \wedge d\Phi := dg \wedge d\phi_1 \wedge \cdots \wedge d\phi_n = 0$.

**Proof.** The “only if” direction in (1) follows from Lemma 5.10 and the normal forms for a pre-monomial morphism given in Definition 5.23.

Suppose that $J^\Psi_{\nu,a}$ is either identically zero or principal and monomial. Then $d := \nu_a(\Psi) < \infty$, by Lemma 5.33 (3). Let $\{X^1, \ldots, X^{m-n}\}$ denote a monomial basis of $\Delta^\Psi_1$, with respect to a $\Phi$-monomial coordinate system $(u, v, w)$, as given by Lemma 5.10.

First, if $J^\Psi_{\nu,a} = (0)$, then $J^\Psi_{\nu,a} = (0)$ and $d = 1$. In this case, $\psi(u, v)$ is an eigenvector of $\{X^1, \ldots, X^{m-n}\}$ with corresponding eigenvalue 0; therefore, $\Psi$ is pre-monomial.

Secondly, suppose that $J^\Psi_{\nu,a} = (u^\gamma)$. Then $u^\gamma$ is an eigenvector of $\{X^1, \ldots, X^{m-n}\}$, and it follows from Lemma 5.13 that $\psi$ has formal expansion at $a$ of the form

$$\hat{\psi} = \hat{\psi}_0(u, v) + u^\gamma R(u, v, w),$$

where $R(u, v, w)$ is the remainder of $\hat{\psi}$ in $J^\Psi_{\nu,a}$. Then $\hat{\psi}$ is a Weierstrass-Tschirnhausen normal form of $\psi$.

Weierstrass-Tschirnhausen normal form II
where
\[ R(u, v, w) = \sum_{\delta \in \mathbb{N}^t} w^\delta \sum_{\lambda \in \mathbb{N}^{n-t}} \tilde{\psi}_{\delta\lambda}(u, v), \]
\( \tilde{\psi}_{00}(u, v) \) is an eigenvector with eigenvalue 0, and each \( u^\gamma \tilde{\psi}_{\delta\lambda}(u, v) \) is an eigenvector with eigenvalue nonzero. Moreover, by Lemma 5.14
\[ J^\Phi_\infty = u^\gamma \left( \tilde{\psi}_{\delta\lambda}(u, v) \right) = (u^\gamma), \]
so that \( \tilde{\psi}_{\delta\lambda} \) is a unit, for some \( \delta, \lambda \). We consider two cases.

(a) If \( R(u, v, w) \) is a unit, then \( u^\gamma \) is an eigenvector with nonzero eigenvalue. It follows that \( \gamma \) is linearly independent of all \( \alpha_i \), and that \( d = 1 \). Then, after a change of coordinates in the source, the morphism \( \Psi \) is in pre-monomial form.

(b) If \( R(u, v, w) \) is not a unit, then, by (5.5), there exists a regular vector field germ \( X \in \Delta^\Phi_\infty \), and, therefore, a \( \Phi \)-free \( w \)-variable. Therefore,
\[ \tilde{\psi} = \tilde{\psi}_{00}(u, v) + u^\gamma \left( \tilde{\psi}(w) + O(u, v) \right), \]
where \( \tilde{\psi}(w) \) is a formal power series of order \( d \), and \( \tilde{\psi}_{00}(u, v) \) is an eigenvector with eigenvalue 0. After a linear change of coordinates in \( w \), we can distinguish one of the \( \Phi \)-free variables and write
\[ \tilde{\psi} = \tilde{\psi}_{00}(u, v) + u^\gamma \left( S(u, v, w) w_1^d + \sum_{j=0}^{d-1} s_j(u, v, w_1) w_1^j \right), \]
where \( S \) is a unit. It follows from the division axiom 3.1(1) that there is a function \( g(u, v) \) of class \( Q \) such that
\[ \psi = g(u, v) + O(u^\gamma), \]
where the formal expansion of \( g(u, v) \) at \( a \) coincides with \( \tilde{\psi}_{0,0}(u, v) \) modulo the ideal \( (u^\gamma) \). Therefore,
\[ \psi = g(u, v) + u^\gamma \left( H(u, v, w) w_1^d + \sum_{j=0}^{d-1} h_j(u, v, w_1) w_1^j \right), \]
where \( H \) is a unit. As in the proof of Lemma 5.23 we can use the implicit function theorem (axiom 3.1(2)) to change coordinates so that \( f_{d-1} = 0 \); the new coordinate system is still \( \Phi \)-monomial because \( w_1 \) is \( \Phi \)-free. If \( d = 1 \), we get pre-monomial form after absorbing the unit \( H \) into \( w \). This completes the proof of (1) and (2).

Example 5.32. Let \( \Psi : (\mathbb{C}^3, D) \to (\mathbb{C}^3, E) \) denote the morphism given by
\[ x_1 = u_1^2 u_2, \quad x_2 = u_1^3 u_2 u_3, \quad z = u_1^4 u_2 u_3 \left( (u_2 - u_3)^2 + (u_2 + u_3)^3 \right), \]
where \( D = \{u_1 u_2 u_3 = 0\} \) and \( E = \{x_1 x_2 = 0\} \). The log Fitting ideals at 0 are
\[ \mathcal{F}_2(\Psi) = (1), \quad \mathcal{F}_1(\Psi) = (1), \quad \mathcal{F}_0(\Psi) = u_1^2 u_2 u_3 \left( 2(u_2 - u_3)^2 + 3(u_2 + u_3)^3 \right); \]
in particular, the morphism is not yet monomial. Write \( \Psi = (\Phi, \varphi) \), where \( \Phi \) corresponds to the monomial part of \( \Psi \) (i.e., the first two components). Then \( \Delta^\Phi \) is generated by the vector-field
\[ X = -u_1 \frac{\partial}{\partial u_1} + 2 u_2 \frac{\partial}{\partial u_2} + 2 u_3 \frac{\partial}{\partial u_3}, \]
and we calculate
\[ \mathcal{J}_1^\Psi = u_1^4u_2u_3 \left( 2(u_2 - u_3)^2 + 3(u_2 + u_3)^3 \right) = \mathcal{F}_0(\Psi). \]

Consider the toroidal hull \( \mathcal{H}(\mathcal{J}_1^\Psi) \) and the \( \Delta^\Psi \)-closure \( \mathcal{J}_1^\Psi \) of \( \mathcal{J}_1^\Psi \);
\[ \mathcal{H}(\mathcal{J}_1^\Psi) = u_1^4u_2u_3 \left( u_2^2, u_2u_3, u_3^2 \right), \quad \mathcal{J}_\infty^\Psi = u_1^4u_2u_3 \left( (u_2 - u_3)^2, (u_2 + u_3)^3 \right). \]

The combinatorial blowing-up \( \sigma_1 \) with center \((u_2, u_3)\) principalizes \( \mathcal{H}(\mathcal{J}_1^\Psi) \), but does not principalize \( \mathcal{J}_\infty^\Psi \). Indeed, at the point of \( \sigma_1^{-1}(0) \) where \( \sigma_1 \) is given in local coordinates \((u_1, \bar{u}_2, v)\) by
\[ u_2 = \bar{u}_2, \quad u_3 = \bar{u}_2(v + 1), \]

the morphism \( \Psi_1 := \Psi \circ \sigma_1 \) is given by
\[ x_1 = u_1^2\bar{u}_2, \quad x_2 = u_1^4\bar{u}_2^2(v + 1), \quad z = u_1^4\bar{u}_2^2(v + 1) \left( v^2 + \bar{u}_2(2 + v)^3 \right), \]

and
\[ \sigma^* \Delta^\Psi = \left( -u_1 \frac{\partial}{\partial u_1} - 2\bar{u}_2 \frac{\partial}{\partial \bar{u}_2} \right) = \Delta^{\Phi_1}, \quad \text{where} \quad \Phi_1 := \Phi \circ \sigma_1. \]

The morphism \( \Psi_1 \) is not yet monomial, nor does there yet exist a \( \Phi \)-free coordinate, as can be seen from the \( \Delta^{\Psi_1} \)-closure \( \sigma^*(\mathcal{J}_\infty^\Psi) = \mathcal{J}_{\infty_1}^\Psi = u_1^4\bar{u}_2^2 \left( v^2, \bar{u}_2 \right) \), but not from the toroidal hull: \( \sigma^*(\mathcal{H}(\mathcal{J}_1^\Psi)) = (u_1^4\bar{u}_2^2) \). After principalization of \( \mathcal{J}_\infty^\Psi \), we guaranteed the existence of a \( \Phi \)-free variable \( w \). Details of the computation are left to the reader.

**Remark 5.33.** An invariant for pre-monomialization. Let \( \Phi : (M, D) \to (N, E) \) be a dominant morphism. Consider the log Fitting ideals \( \mathcal{F}_k(\Phi), \ k = 0, \ldots, n - 1. \)

Given \( a \in M, \) set
\[ k(a) := \min \{ k : \mathcal{F}_k(\Phi) \cdot \mathcal{Q}_a = \mathcal{Q}_a \} \]

(with \( k(a) := n \) if \( \mathcal{F}_{n-1}(\Phi)_a \) is not generated by a unit). Then \( k(a) \) is an upper-semicontinuous invariant. By Theorem 5.31, \( k(a) = 0 \) if and only if \( \Phi \) is monomial at \( a \). It follows that, in general, there are coordinates \( t = (t_1, \ldots, t_n) \) at \( b = \Phi(a) \), compatible with \( E \), such that the morphism \( \Phi_k^{(a)} := (t_1, \ldots, t_{n-k(a)}) \) is monomial at \( a \).

The morphisms \( \Phi_k^{(a)} = (t_1, \ldots, t_{n-k(a)}, t_j), \ j = n - k(a) + 1, \ldots, n, \) are thus partially monomial. Let
\[ \nu_k^{(a)}(\Phi, t) := \min \left\{ \nu_a \left( \Phi_{k(j)}^{(a)} \right) : j = n - k(a) + 1, \ldots, n \right\}. \]

We can define an invariant \( \nu_a^{(k(a))}(\Phi) \) as the minimum of \( \nu_a^{(k(a))}(\Phi, t) \) over all local coordinate systems \( t = (t_1, \ldots, t_n) \) at \( b = \Phi(a) \), as above (étale local, in the algebraic case). Then the pair \( \left( k(a), \nu_a^{(k(a))}(\Phi) \right) \) (ordered lexicographically) is upper-semicontinuous as a function of \( a \in M. \)

By Lemma 5.31 if \( k(a) > 0 \), then there is a coordinate system \( t \) such that \( \Phi := \Phi_{k(a)} \) is pre-monomial at \( a \) if and only if \( \nu_a^{(k(a))}(\Phi) = 1 \) and \( \mathcal{J}_\infty^\Psi \) is a principal monomial ideal. We will prove that a partially monomial morphism can be transformed to pre-monomial essentially by decreasing the invariant \( \left( k(a), \nu_a^{(k(a))}(\Phi) \right) \). This invariant will not be formally needed in the paper, however, since all of our arguments are local (cf. Remarks 1.13 and 5.21).
6. PRE-MONOMIAL MORPHISMS

In this section, we develop techniques that will be used to transform a pre-
monomial morphism to monomial, in the inductive proof of our main theo-
rems. This is the only place in the article where there is a dichotomy between the alge-
bric/analytic and general real quasianalytic cases, and where we will need power
substitutions in the latter case, precisely because of the extension problem in real
quasianalytic classes (see Examples 1.18).

Consider a morphism Ψ which is pre-monomial at a point a; i.e., Ψ = (Φ, ψ)
in a neighbourhood of a, where Φ is monomial and ψ(u, v) = g(u, v) + ϕ(u, v) as
in Definition 5.25; in particular, g is a remainder term—algebraically dependent
on Φ in the sense of Lemma 5.24. We would like to transform g into a composite
g = h ◦ Φ, where h(x, y, z) is a function of class Q, because, in this case, Ψ is a
monomial morphism, in the form (1.2) after a coordinate change ˜t = t − h(x, y, z)
in the target (in fact, extra care is needed if \{t = 0\} is a component of the divisor
F—see Remark 6.9 and §7.4).

Using combinatorial techniques developed in §6.1, we will reduce this problem
to the case that the formal Taylor expansion G(u, v) of g at a is the composite of
H(x^{1/d}, z) (where H(x, z) is a power series and x^{1/d} := (x_1^{1/d}, ..., x_p^{1/d})) with the
formal expansion of Φ at a. The challenge is to make further transformations to
eliminate the fractional exponents in H.

This is simple if we use power substitutions. (We are forced to take this route
in the general real quasianalytic case; see below). On the other hand, while the
composite function problem (i.e., given a formal solution H of the equation g = h o Φ,
can we solve for h of class Q?) admits a solution in the analytic or algebraic cases,
there is no solution, in general, in real quasianalytic classes, because of the extension
problem. We will overcome this obstacle in §6.2.

In the analytic (likewise, algebraic) case, we can treat the problem of fractional
exponents in H(x^{1/d}, z) by introducing a polynomial relation (with analytic coeffi-
cients) satisfied by the latter. (This is the strategy of Cutkosky [20, 23].) By
\[ \prod_{i=1}^{d} (t - h(\varepsilon^i x^{1/d}, z)) \]
where ε denotes the primitive dth root of unity, provides such a relation. In §6.3,
we will develop techniques to find sequences of blowings-up in the source and target,
after which there is a relation of degree < d; thus eventually of degree 1, so that
h(x^{1/d}, z) is itself transformed to an analytic function.

This approach does not adapt to the real quasianalytic case: Consider also
\[ S(\xi, z, t) := \prod_{i=1}^{d} (t - h(\xi_i, z)) \]
where ξ_1, ..., ξ_d are independent variables. Then S is symmetric in ξ_1, ..., ξ_d,
so that S is a polynomial in t with coefficients b_j that are functions of z and
the elementary symmetric polynomials σ_1, ..., σ_d in (ξ_1, ..., ξ_d). The coefficients
a_j(x, z) of R are obtained by substituting ξ_i = \varepsilon^i x^{1/d}. 
Remark 6.1. If \( h \) is, in fact, a power series over a field \( K \), then the coefficients \( a_j \) are also power series over \( K \) because \( \sigma_d(x^{1/d}, \varepsilon x^{1/d}, \ldots, \varepsilon^{d-1} x^{1/d}) = (-1)^{d-1} x \). If \( H \) is convergent (or algebraic), we likewise get convergent (or algebraic) coefficients over the original field \( K \).

In the real quasianalytic case, however, the coefficients \( b_j \) above are well-defined only on the image of the mapping \( \sigma = (\sigma_1, \ldots, \sigma_d) : \mathbb{R}^d \to \mathbb{R}^d \). When we substitute \( \xi_i = \varepsilon_i x^{1/d}, \) for some \( x \in \mathbb{R} \), we do get a real value for \( \sigma \), but this value is not, in general, in \( \sigma(\mathbb{R}^d) \), so that the \( b_j \) cannot necessarily be defined at these points, because of the extension problem.

6.1. Combinatorial lemmas.

Lemma 6.2. Let \( \Phi : (V, D) \to (W, E) \) denote a morphism.

1. If \( \tau : (\tilde{W}, \tilde{E}) \to (W, E) \) is a combinatorial blowing-up, then there is a commutative diagram

\[
\begin{array}{ccc}
(\tilde{V}, \tilde{D}) & \xrightarrow{\sigma} & (V, D) \\
\downarrow \tilde{\Phi} & & \downarrow \Phi \\
(\tilde{W}, \tilde{E}) & \xrightarrow{\tau} & (W, E)
\end{array}
\]

where \( \sigma \) is a composite of finitely many smooth combinatorial blowings-up.

2. Moreover, if \( \Phi \) is a monomial morphism, then \( \tilde{\Phi} \) is a monomial morphism.

Proof. (1) The pull-back of the ideal of the centre of \( \tau \) is a monomial ideal, and can therefore be principalized by a sequence of combinatorial blowings-up \( \sigma : \tilde{V} \to V \). The morphism \( \tilde{\Phi} \) exists by the universal property of blowing up.

(2) Moreover, if \( \Phi \) is a monomial morphism, then so is \( \tilde{\Phi} \), by Corollary 4.7. □

In the remainder of this subsection, \( \Phi : V \to W \) denotes a monomial morphism given by \((1.2)\) with respect to \( \Phi \)-monomial coordinate systems at points \( a \in V \) and \( b = \Phi(a) \), compatible with divisors \( D, E \), as in Definition 1.3. Here \( V \) and \( W \) are coordinate charts of class \( \mathcal{Q} \), or étale coordinate charts, and the constants \( \xi_k \) belong to a field \( K \) (perhaps a finite extension of the base field).

Every monomial \( x^\gamma \), where \( \gamma \in \mathbb{Q}^p \), pulls back to a monomial \( u^{\alpha(\gamma)} \), where \( \alpha(\gamma) = \sum_{j=1}^p \gamma_j \alpha_j \). We write \( u^{\alpha(\gamma)} = x^\gamma \). Of course, \( u^{\alpha(\gamma)} \in \mathcal{Q}_{U, a} \) if and only if \( \alpha(\gamma) \in \mathbb{N}^s \).

Lemma 6.3 (Algebraically dependent monomials). Let

\[ S = \{x^\gamma : \gamma \in \mathbb{Z}^l, \ \Phi^*(x^\gamma) \in \mathcal{Q}_{U, a}\}. \]

Then \( S \) is a finitely generated multiplicative semigroup (with identity \( x^0 = 1 \)), and there is a commutative diagram \((6.1)\) such that

1. \( \sigma \) and \( \tau \) are composites of finitely many smooth combinatorial blowings-up (in particular, \( \sigma^*(\Delta^\Phi) = \Delta^\tilde{\Phi} \));
2. \( \tilde{\Phi} \) is a monomial morphism;
3. \( \tau^*(S) \subset \mathcal{Q}_{\tilde{W}, \tilde{b}}, \) for all \( \tilde{b} \in \tilde{\Phi}(\sigma^{-1}(a)) \).
Proof. Let \( I \subset \mathbb{Q}_V \) denote the ideal generated by all \( u^\alpha \in \mathbb{N}^r \) such that \( \alpha = \sum \gamma_j \alpha_j \), where \( \gamma = (\gamma_1, \ldots, \gamma_p) \in \mathbb{Z}^p \) with at least one negative component \( \gamma_j \). Let \( u^e_1, \ldots, u^e_m \) denote a finite subcollection of the \( u^\alpha \) which generates \( I \). We claim that, for every element \( u^\alpha \) of \( I \), there exist \( \lambda_1, \ldots, \lambda_m \in \mathbb{N} \), such that

\[
(6.2) \quad u^\alpha = \prod_{l=1}^m (u^{e_l})^{\lambda_l} \cdot u^\beta, \quad \text{where} \quad u^\beta = \prod_{j=1}^p x_j^{\gamma_j}, \quad \gamma_j \geq 0.
\]

Indeed, each \( u^\alpha = u^{e_l} u^\beta \), for some \( l \). If \( u^\beta = \prod_j x_j^{\gamma_j} \) with all \( \gamma_j \geq 0 \), then we are done. Otherwise, \( u^\beta \in I \) and \( |\beta| < |\alpha| \), so the claim follows by induction.

Consider the monomial ideal

\[
J := \prod_{l=1}^m (x^{\gamma_l}, x^{\gamma_l}).
\]

Let \( \tau : (\tilde{W}, \tilde{E}) \to (W, E) \) be a sequence of combinatorial blowings-up which principalizes \( J \). By Lemma 6.2, there is a sequence of combinatorial blowings-up \( \sigma \) and a monomial morphism \( \Phi \) such that the diagram (6.1) commutes. In particular, \( (\tau \circ \Phi)^* (S) = (\Phi \circ \sigma)^* (S) \subset \mathbb{Q}_{\tilde{W}, \tilde{E}} \) for every \( \alpha \in \sigma^{-1}(a) \).

Consider \( \tilde{a} \in \sigma^{-1}(a) \) and \( \tilde{b} = \Phi(\tilde{a}) \). Since \( \tau \) principalizes \( J \), for each \( l = 1, \ldots, m \), either \( \tau^*(x^{\gamma_l}) \) divides \( \tau^*(x^{\gamma_l}) \) at \( \tilde{b} \), so that \( \tau^*(x^{\gamma_l}) \in \mathbb{Q}_{\tilde{W}, \tilde{E}} \), as desired, or \( \tau^*(x^{\gamma_l}) \) strictly divides \( \tau^*(x^{\gamma_l}) \), so that \( \tau^*(x^{\gamma_l}) \) has a pole at \( \tilde{b} \), yet pulls back to a well-defined function at \( \tilde{a} \) (a contradiction).

Proof. It will be convenient to keep track of the exceptional coordinates in the target without distinguishing between \( z \) and \( y \), so we will write \( (x, y) = X = (X_1, \ldots, X_{p+q}) \). Since \( y_k = u^{\beta_k} (\xi_k + v_k) \) \((k = 1, \ldots, q)\), where \( \beta_k \in \mathbb{Q} \)-linearly dependent on the exponents \( \{\alpha_j\} \) of the monomials \( x_j = u^\alpha \), there is (a smallest) \( d_k \in \mathbb{N} \), and \( \gamma_k \in \mathbb{N}^p \) such that:

\[
(6.3) \quad y_k^{d_k} \cdot \frac{x^{\gamma_k}}{x^{\gamma_k}} = (\xi_k + v_k)^{d_k}, \quad k = 1, \ldots, q.
\]

Consider the monomial ideal

\[
K = \prod_{k=1}^q (y_k^{d_k} x^{\gamma_k}, x^{\gamma_k}).
\]
Let \( \tau : (\widetilde{W}, \widetilde{E}) \to (W, E) \) be a sequence of combinatorial blowings-up which principalizes \( K \). By Lemma 6.2 there is a sequence of combinatorial blowings-up \( \sigma \) and a monomial morphism \( \Phi \) such that (6.1) commutes. Since all blowings-up in \( \sigma \) (and in \( \tau \)) are combinatorial, the coordinates \((v, w)\) in the source are preserved (as are the coordinates \( z \) in the target). Therefore, at each point \( \widetilde{a} \in \sigma^{-1}(a) \), there exists a \( \Phi \)-compatible coordinate system of the form \((\widetilde{u}, \widetilde{v}, \widetilde{w})\) at \( \widetilde{a} \) (i.e., \( \widetilde{v} \) and \( \widetilde{w} \) represent coordinates of the type \( "v" \) and \( "w" \), respectively). Note that

\[
(\tau \circ \Phi)^* \left( \frac{y_k^d_k}{x^\gamma_k} \right) = (\xi_k + v_k)^{d_k}, \quad k = 1, \ldots, q.
\]

There is also a coordinate system of the form \((x, y, z, \bar{z}, \bar{v}, \bar{w}) = (\tilde{X}, \tilde{z}, \bar{z})\) at \( \tilde{b} := \tilde{\Phi}(\tilde{a}) \), such that

\[
X_j = \tilde{X}^{e_j}(\rho + \tilde{z})^{\delta_j}, \quad j = 1, \ldots, p + q,
\]

where the \((e_j, \delta_j)\) are integer vectors such that the matrix \( E \) with rows \((e_j, \delta_j)\), \( j = 1, \ldots, p + q \), has determinant 1, and \( \rho \) is a vector with entries all nonzero. It follows from (6.4), (6.5) that, for every \( k = 1, \ldots, q \), there exists a vector \( \lambda_k \) such that

\[
(\rho + \tilde{z})^{\lambda_k} = (\xi_k + v_k)^{d_k}
\]

and the matrix \( L = (\lambda_k) \) has maximal rank. By the implicit function theorem, we can solve for \( v_k = F_k(\tilde{z}) \), where the matrix \((\nabla F_k)\) has maximal rank. Therefore, after a change of the coordinates \( \tilde{z} \), we can assume that \( \tilde{z}_k = v_k \). The result follows.

Let us write also \( e(a) := e(\Phi(a)) \). Note that \( e(a) = 0 \) if and only if \( i(a) = 0 \). We will use Lemma 6.4 as the basis for induction on \((e(a), i(a))\) (where \( \leq \) means that each component is \( \leq \)). Condition (3) of the lemma implies that, for every \( \tilde{a} \in \sigma^{-1}(a) \), either \( (e(\tilde{a}), i(\tilde{a})) < (e(a), i(a)) \), or \( q = e(\cdot) - i(\cdot) = 0 \) both at \( a \) and at \( \tilde{a} \). The following is a simple application.

**Lemma 6.5** (Principal ideals in the target). Suppose that \( \Phi \) is dominant. Let \( h \) denote a function of class \( Q \) on \( W \), such that \( h \circ \Phi \) is a monomial \( h^e \) times a unit, in some neighbourhood of \( a \). Then (after shrinking \( V \) and \( W \) to suitable neighbourhoods of \( a \) and \( b \) there is a finite number of commutative diagrams

\[
(V, D) \xrightarrow{(V, D)} (V, D)
\]

\[
(W, E) \xrightarrow{(W, E)} (W, E)
\]

where

1. each \( \sigma_\lambda \) and \( \tau_\lambda \) is a composite of finitely many smooth local combinatorial blowings-up (in particular, \( \sigma_\lambda(\Delta^g) = \Delta^{g_\lambda} \));
2. the families of morphisms \( \{\sigma_\lambda\} \) and \( \{\tau_\lambda\} \) cover \( V \) and \( W \), respectively, and (in the analytic or real quasianalytic cases) there are compact subsets \( K_\lambda \subset V_\lambda \), \( L_\lambda \subset W_\lambda \), for all \( \lambda \), such that \( \bigcup \sigma_\lambda(K_\lambda) \) and \( \bigcup \tau_\lambda(L_\lambda) \) are (compact) neighbourhoods of \( a \) and \( b \), respectively;
3. each \( \Phi_\lambda \) is a monomial morphism;
(4) for each \( \lambda \) and \( \tilde{a} \in \sigma^{-1}(a) \), \( h_\lambda := h \circ \tau_\lambda \) generates a (principal) monomial ideal in a neighbourhood of \( \tilde{b} = \Phi_\lambda(\tilde{a}) \).

Proof. We argue by induction on \( (e(a), i(a)) \). If \( e(a) = 0 \) (equivalently, \( i(a) = 0 \)), then \( h \) is a unit, and the result is trivial. So we assume the result for \( (e(\cdot), i(\cdot)) < (e(a), i(a)) \). We have one of two possibilities.

(1) \( q = e(a) - i(a) > 0 \). In this case, we apply Lemma 6.4 to get sequences of combinatorial blowings-up \( \sigma \) and \( \tau \) such that, for all \( \tilde{a} \in \sigma^{-1}(a) \), \( e(\tilde{a}) < e(a) \). Since \( h \circ \tau \circ \Phi = h \circ \Phi \circ \sigma \) is a monomial times a unit at \( \tilde{a} \), the assertion is true at \( \tilde{a} \), by induction.

(2) \( q = e(a) - i(a) = 0 \). In this case, consider the formal Taylor expansions \( H \) of \( h \) at \( b \), and \( G \) of \( h \circ \Phi \) at \( a \). Since \( q = 0 \) at \( a \), we can write

\[
H = H(x, z) = \sum_{\gamma \in \mathbb{N}^p} \sum_{\delta \in \mathbb{N}^s} h_{\gamma \delta} x^\gamma z^\delta,
\]

and \( z_l = v_l, l = 1, \ldots, s \). On the other hand,

\[
G = G(u, v) = u^\varepsilon \left( \sum_{\alpha \in \mathbb{N}^p} \sum_{\delta \in \mathbb{N}^s} g_{\alpha \delta} u^\alpha v^\delta \right),
\]

where \( g_{00} \neq 0 \). Since \( \gamma \mapsto \alpha(\gamma) := \sum_{j=1}^p \gamma_j \alpha_j \) is injective, and \( G \) is the pull-back of \( H \), we can write \( u^\varepsilon = x^\lambda \) (i.e., \( \varepsilon = \alpha(\lambda) \)), for unique \( \lambda \in \mathbb{N}^p \), and (for each \( (\alpha, \delta) \) such that \( g_{\alpha \delta} \neq 0 \) \( u^\alpha = x^\gamma \) (i.e., \( \alpha = \alpha(\gamma') \)), for unique \( \gamma' \in \mathbb{Z}^p \).

Moreover, in this case, we can apply Lemma 6.3 to get sequences of combinatorial blowings-up \( \sigma \) and \( \tau \) such that, for all \( \tilde{a} \in \sigma^{-1}(a) \),

either \( (e(\tilde{a}), i(\tilde{a})) < (e(a), i(a)) \), so the result is true at \( \tilde{a} \), as in (1);

or \( q = e(\tilde{a}) - i(\tilde{a}) = 0 \). Since the pullback by \( \tau \) to \( \tilde{b} = \Phi(\tilde{a}) \) of each monomial \( \gamma' \) above is a well-defined element of \( \mathcal{Q}_{\tilde{W}, \tilde{h}} \) (by Lemma 6.3), it follows in this case that the pullback of \( H \) is a monomial \( x^\lambda \) times an invertible power series in the monomial coordinates \( (x, z) \) at \( \tilde{b} \). Therefore (by the quasianalyticity and division axioms), \( h \circ \tau \) is locally a monomial times a unit.

The result follows since \( \sigma \) is proper and property (4) is open in the source. \( \square \)

**Remark 6.6** (Simplifying the normal form of a monomial morphism). Consider a monomial morphism \( \Phi : (M, D) \to (N, E) \) and fix a point \( a \in M \). As a consequence of Lemma 6.4, we can show there is a family of commutative diagrams (6.6) satisfying conditions (1), (2) and (3) of Lemma 6.5 such that, for each \( \chi \), the open sets \( V_\lambda \) and \( W_\lambda \) have \( \Phi_\lambda \)-monomial coordinate systems \( (u, v, w) \) and \( (x, z) \) (respectively) with respect to which \( \Phi_\lambda \) has the form (1.3). Indeed, the normal form (1.3) corresponds to the case that \( e(a) - i(a) = 0 \). We can now argue by induction on \( e(a) - i(a) \), using Lemma 6.3 just as in the proof of Lemma 6.5.

In the following subsections, we will use Lemmas 6.3 and 6.4 in a way that is similar to that of the preceding proof, together with Lemma 6.7 following.

**Lemma 6.7** (Bound on the denominators of rational exponents). Let \( G(u, v) \) denote a formal power series at \( a \) that is algebraically dependent on the morphism \( \Phi \); i.e., \( dG \wedge d\Phi = 0 \) (see Lemma 5.27). Then:
(1) There is a positive integer \(d\) and a formal Laurent series
\[
H(x, v) = \sum_{\gamma \in \mathbb{Z}^p} \sum_{\delta \in \mathbb{N}^n} h_{\gamma, \delta} x^\gamma v^\delta
\]
such that \(G(u, v) = H(x^{1/d}, v)\), where \(x^{1/d} := (x_1^{1/d}, \ldots, x_p^{1/d})\); i.e.,
\[
G(u, v) = \sum_{\gamma \in \mathbb{Z}^p} \sum_{\delta \in \mathbb{N}^n} h_{\gamma, \delta} u^{\alpha(\gamma)/d} v^\delta.
\]
(In particular, if \(q = 0\), then \(G(u, v) = H(x^{1/d}, z)\).)

(2) There is a commutative diagram (6.1), where \(\sigma\) and \(\tau\) are composites of finitely many smooth combinatorial blowings-up, \(\tilde{\Phi}\) is a monomial morphism, and, for every \(\bar{a} \in \sigma^{-1}(a)\), there are \(\tilde{\Phi}\)-monomial coordinate systems \((\bar{u}, \bar{v}, \bar{w})\) at \(\bar{a}\) and \((\bar{x}, \bar{y}, \bar{z})\) at \(\bar{b} := \tilde{\Phi}(\bar{a})\), and a formal power series \(\tilde{H}(\bar{x}, \bar{v})\), such that
\[
\tilde{G}(\bar{u}, \bar{v}) = \tilde{H}(x^{1/d}, \bar{v}), \quad \text{where} \quad \tilde{G} := \sigma_{\tilde{\Phi}}(G).
\]

Proof. Consider \(\Gamma := \{\gamma \in \mathbb{Q}^p : \alpha(\gamma) := \sum \gamma_j a_j \in \mathbb{N}^r\}\). We claim there is a positive integer \(d\) such that every \(\gamma \in \Gamma\) can be written \(\gamma = \gamma'/d\), where \(\gamma' \in \mathbb{Z}^p\).
Indeed, for each \(\gamma = (\gamma_1, \ldots, \gamma_p) \in \Gamma\), write \(\gamma_j = n_j + p_j/q_j\) with smallest \(q_j\), where \(n_j, p_j, q_j \in \mathbb{Z}\), \(q_j > 0\) and \(|p_j| < q_j\), \(j = 1, \ldots, p\). Then
\[
\sum \gamma_j a_j - \sum n_j a_j = \sum (p_j/q_j) a_j.
\]
Since the left-hand side lies in the integral lattice, and the right-hand side is bounded (over all \(\gamma\)), there are only finitely many possible denominators \(q_j\), for all \(\gamma\). Let \(d = \text{lcm}\{q_1, \ldots, q_p\}\).

The assertion (1) is a consequence of Lemma [5.24] and the preceding claim, and (2) then follows from Lemma [6.3].

6.2. The real quasianalytic case. In this subsection, \(\mathcal{Q}\) denotes a real quasianalytic class. (The results apply to quasianalytic classes in general, but we will give stronger results in the algebraic or analytic cases, so, for simplicity of exposition, we use real notation here.) The following is the main result of this subsection.

Proposition 6.8 (Real quasianalytic relations). Let \(\Phi : (M, D) \to (N, E)\) denote a dominant morphism of class \(\mathcal{Q}\), which is monomial at a point \(a \in M\), and let \(g\) denote a function of class \(\mathcal{Q}\) in a neighbourhood of \(a\), which is algebraically dependent on \(\Phi\); i.e.,
\[
dg \land d\Phi := dg \land d\Phi_1 \land \cdots \land d\Phi_n = 0
\]
(see Lemma [5.24]). Then there are neighbourhoods \(V\) of \(a\), \(W\) of \(b = \Phi(a)\), and a finite number of commutative diagrams
\[
(V_\lambda, D_\lambda) \xrightarrow{\sigma_\lambda} (V, D)
\]
\[
(W_\lambda, E_\lambda) \xrightarrow{\tau_\lambda} (W, E)
\]
such that

(1) each \(\sigma_\lambda\) and \(\tau_\lambda\) is a composite of finitely many smooth local combinatorial blowings-up and power substitutions (in particular, \(\sigma_\lambda(\Delta_\Phi) = \Delta_{\Phi_\lambda}\));
(2) the families of morphisms \( \{ \sigma_\lambda \} \) and \( \{ \tau_\lambda \} \) cover \( V \) and \( W \), and there are compact subsets \( K_\lambda \subseteq V_\lambda \), \( L_\lambda \subseteq W_\lambda \), for all \( \lambda \), such that \( \bigcup \sigma_\lambda(K_\lambda) \) and \( \bigcup \tau_\lambda(L_\lambda) \) are (compact) neighbourhoods of \( a \) and \( b \), respectively;

(3) each \( \Phi_\lambda \) is a monomial morphism;

(4) for every \( \lambda \), there exists \( h_\lambda \in \mathcal{Q}(W_\lambda) \) such that \( h_\lambda \circ \Phi_\lambda = g \circ \sigma_\lambda \).

Remark 6.9. Let \( \Psi \) denote a morphism that is pre-monomial at a point \( a \in M \), as in Definition \[5.25\]. Write \( \Psi = (\Phi, \psi) \), \( \psi = g + \varphi \), following the notation of the latter. We can also write \( \Psi \) locally as in Remark \[5.28\]. Applying Proposition \[6.8\] to \( \Phi \) and \( g \), we get a family of commutative diagrams

\[
\begin{array}{ccc}
(V_\lambda, D_\lambda) & \xrightarrow{\sigma_\lambda} & (V, D) \\
\downarrow{\Psi_\lambda} & & \downarrow{\Psi} \\
(W_\lambda \times \mathbb{R}, F_\lambda) & \xrightarrow{\Lambda_\lambda} & (W \times \mathbb{R}, F)
\end{array}
\]

where \( \Psi_\lambda = (\Phi_\lambda, \psi_\lambda) \), \( \psi_\lambda = \psi \circ \sigma_\lambda \), and the bottom arrow is \( \tau_\lambda \times \text{identity} \). We can assume that, for each \( \lambda \), \( \Psi_\lambda \) is a pre-monomial morphism, and \( \psi_\lambda = g_\lambda + \varphi_\lambda \), where \( g_\lambda = g \circ \sigma_\lambda = h_\lambda \circ \Phi_\lambda \) and \( \varphi_\lambda = \varphi \circ \sigma_\lambda \).

If \( F = E \times \mathbb{R} \) (so that each \( F_\lambda = E_\lambda \times \mathbb{R} \)), then we can make a coordinate change

\[(6.8) \quad t' = t - h_\lambda\]

in the target of \( \Psi_\lambda \) (for every \( \lambda \)); therefore, \( \Psi_\lambda \) is a monomial morphism with respect to the divisors \( D^{\Phi_\lambda}_\lambda \) and \( F^{\Phi_\lambda}_\lambda \) (i.e., after codimension one blowings-up in the target and source, if necessary, according to Remarks \[5.27\]). This will provide one of the principal steps in the inductive proof of our main theorems (see Step II in Remark \[1.13\] or II\((m,n)\) in Section \[7\], in the case that \( \{t = 0\} \) is not a component of the divisor \( F \). If \( \{t = 0\} \) is a component of \( F \), however, \( (6.8) \) is not a valid coordinate change, and an additional argument will be needed (see \[7.4\]).

We will use the techniques of \[6.4\] together with the quasianalytic continuation theorem \[11\, Thm. 1.3\] and the following result to prove Proposition \[6.8\].

Proposition 6.10 (Regularity of a real quasianalytic relation). Let \( \Phi : (M, D) \to (N, E) \) denote a dominant morphism of class \( \mathcal{Q} \), which is monomial at a point \( a \in M \). Let \( K \) be a compact neighbourhood of \( a \), and let \( g \) denote a function of class \( \mathcal{Q} \) in a neighbourhood of \( K \). Assume that \( g|_K = h \circ \Phi \), where \( h : \Phi(K) \to \mathbb{R} \) is a function. Then there are neighbourhoods \( V \) of \( a \), \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams \[6.7\] such that

(1) each \( \sigma_\lambda \) and \( \tau_\lambda \) is a composite of finitely many smooth local combinatorial blowings-up and power substitutions (in particular, \( \sigma_\lambda^*(\Delta^{\Phi_\lambda}) = \Delta^{\Phi_\lambda} \));

(2) the families of morphisms \( \{ \sigma_\lambda \} \) and \( \{ \tau_\lambda \} \) cover \( V \) and \( W \), and there are compact subsets \( K_\lambda \subseteq V_\lambda \), \( L_\lambda \subseteq W_\lambda \), for all \( \lambda \), such that \( \bigcup \sigma_\lambda(K_\lambda) \) and \( \bigcup \tau_\lambda(L_\lambda) \) are (compact) neighbourhoods of \( a \) and \( b \), respectively;

(3) each \( \Phi_\lambda \) is a monomial morphism;

(4) \( h \circ \tau_\lambda \in \mathcal{Q}(W_\lambda) \), for all \( \lambda \).

Proof of Proposition \[6.8\]. We argue by induction on \((e(a), i(a))\) (see Lemma \[5.4\]). If \( e(a) = 0 \) (equivalently, \( i(a) = 0 \)), then \( \Phi \) is the identity morphism, so we can take \( h = g \). So we can assume the result for \((e(\cdot), i(\cdot)) < (e(a), i(a))\). We have one of two possibilities.
(1) \( q = e(a) - i(a) > 0 \). In this case, we apply Lemma 6.4 to get sequences of combinatorial blowings-up \( \sigma \) and \( \tau \) such that, for all \( \bar{a} \in \sigma^{-1}(a) \), \( e(\bar{a}) < e(a) \). Since \( \Phi \) is monomial and \( \bar{g} = g \circ \sigma \) is algebraically dependent on \( \Phi \) at \( \bar{a} \), \( \bar{a} \in \sigma^{-1}(a) \), the result follows by induction.

(2) \( q = e(a) - i(a) = 0 \). In this case, consider the formal Taylor expansion \( G(u, v) \) of \( g \) at \( a \). By Lemma 6.7(1), there is a positive integer \( d \) such that \( G(u, v) = H(x^{1/d}, z) \), where \( H(x, z) \) is a formal Laurent series. Moreover, we can apply Lemma 6.7(2) to get sequences of combinatorial blowings-up \( \sigma \) and \( \tau \) such that, for all \( \bar{a} \in \sigma^{-1}(a) \),

either \( (e(\bar{a}), i(\bar{a})) < (e(a), i(a)) \), so the result is true at \( \bar{a} \), by induction;

or \( q = e(\bar{a}) - i(\bar{a}) = 0 \) and there is a formal power series \( H(\bar{u}, \bar{z}) \) such that

\[ G(\bar{u}, \bar{v}) = H(\bar{x}^{1/d}, \bar{z}) \]

where \( \bar{G} \) is the formal expansion of \( g \circ \sigma \) at \( \bar{a} \). Since \( \sigma \) is proper, it is enough to prove the assertion of the proposition at \( \bar{a} \). Now, by a power substitution with respect to the coordinates \( (\bar{u}_1, \ldots, \bar{u}_r) \) in the source, and a power substitution with respect to \( (\bar{x}_1, \ldots, \bar{x}_p) \) in the target, we can reduce to the case that \( d = 1 \). So we have reduced the proposition to the case that \( G = H \circ \Phi_a \), where \( H \) is a power series and \( \Phi_a \) is the formal expansion of \( \Phi \) at \( a \).

In the latter case, by the quasianalytic continuation theorem [11 Thm. 1.3], there is a compact neighbourhood \( K \) of \( a \) such that, if \( a' \in K \) and \( \bar{g}_{a'} \) denotes the formal expansion of \( g \) at \( a' \), then \( \bar{g}_{a'} = H_{\Phi(a')} \circ \Phi_{a'} \), where \( H_{\Phi(a')} \) is a formal power series at \( \Phi(a') \) (depending only on the image point). In particular, there is a function \( h \) on \( \Phi(K) \) such that \( g = h \circ \Phi \) on \( K \). (Of course, \( h \) is continuous, but we do not need to use this.) The result now follows from Proposition 6.10. \( \square \)

Remark 6.11. In the case that \( \mathcal{Q} \) is the class of real-analytic functions, we do not need Proposition 6.10 because the condition \( G = H \circ \Phi_a \), where \( G \) is convergent and \( \Phi \) is generically of maximal rank, implies that \( H \) is convergent; this result was first proved by Gabrielov [27] and three different proofs can be found in [11, 25, 34].

It remains to prove Proposition 6.10 which addresses the problem of extension of a quasianalytic function defined on \( \Phi(K) \) to a neighbourhood of \( b = \Phi(a) \). Our proof of Proposition 6.10 depends on explicit combinatorial methods involving power substitutions and combinatorial blowings-up, for which it will be more convenient to use cubes rather than arbitrary compact sets. We begin with two lemmas and a more careful coordinate description of combinatorial blowings-up and power substitutions.

Let \( \Phi : (V, D) \to (W, E) \) denote a monomial morphism given by (1.2) with respect to \( \Phi \)-monomial coordinate systems at points \( a \in V \) and \( b = \Phi(a) \) (where \( V \) and \( W \) are coordinate charts of class \( \mathcal{Q} \)), compatible with divisors \( D, E \), as in Definition 1.3. Assume that \( \Phi \) is dominant, so that \( s' = s \). We will also ignore the free coordinates \( (w_1, \ldots, w_l) \) since they have no effect on the arguments following. Thus \( m = r + s, n = p + s \), and we can assume that \( V = \mathbb{R}^{r+s}, W = \mathbb{R}^{p+s} \). The mapping \( \Phi : \mathbb{R}^{r+s} \to \mathbb{R}^{p+s} \) is a submersion on \( O \times \mathbb{R}^s \), for any open orthant \( O \) of \( \mathbb{R}^r \).

For any \( l \in \mathbb{N} \), write \( C^l = [-1, 1]^l \subset \mathbb{R}^l \), \( C^l_+ = [0, 1]^l \subset \mathbb{R}^l \).
Lemma 6.12 (Image of a real monomial mapping). Consider the finite family of monomial mappings \( \Phi : \mathbb{R}^{p+s} \rightarrow \mathbb{R}^{p+s} \) that we obtain by setting \( r - p \) of the coordinates \( u_i \) each \( = \pm 1 \) in \((6.9)\), and where we take only the mappings of this kind which have generic rank \( p + s \). Then

\[
\Phi(C^{p+s}) = \bigcup_{\mu} \Phi_{\mu}(C^{p+s}).
\]

Proof. It is enough to prove that

\[
\Phi(C'_+ \times C^s) = \bigcup_{\mu} \Phi_{\mu}(C'_+ \times C^s).
\]

We will prove this assertion by induction on \( r - p \). (It is trivial if \( r = p \).) For each \( i = 1, \ldots, r \), set \( H^i_2 := \{ u_i = 1 \} \) and \( \Phi^{(i)} := \Phi|_{H^i_2} \).

Suppose that \( r > p \). By induction, we can assume that \( \Phi^{(i)} \) satisfies \((6.10)\), for each \( i \) such that \( \Phi^{(i)} \) has generic rank \( p + s \). (Clearly, \( \Phi^{(i)} \) has no component \( x_j = u^0 = 1 \) in this case.) Therefore, it is enough to prove that

\[
\Phi(C'_+ \times C^s) = \bigcup_{i=1}^{r} \Phi^{(i)}(C'_+^{r-1} \times C^s)
\]

(and we can include in the preceding union only those \( i \) such that \( \Phi^{(i)} \) has generic rank \( p + s \)). The right-hand side of \((6.10)\) is the image by \( \Phi \) of the closure of \((\text{bdry } C'_+) \times C^s) \cap (O \times \mathbb{R}^s) \), where \( O \) is the open positive orthant of \( \mathbb{R}^s \); therefore, \((6.10)\) is a consequence of the following claim.

Claim. Let \((a, b) \in (0, 1)^r \times [-1, 1]^s\). Then \( \Phi^{-1}(\Phi(a, b)) \) intersects \((\text{bdry } C'_+) \times C^s\) at points of \( O \times \mathbb{R}^s \).

To establish this claim, we will show that, after a permutation of the variables \((u_1, \ldots, u_r)\), the system of equations \( u^a \) \( = c_j, j = 1, \ldots, p \) (for any \( c_j > 0 \), can be rewritten as \( u^m = c_i u_i^{\gamma_i+1} \cdots u_i^{\gamma_r} \) in the positive orthant, where, for all \( i \), \( c_i > 0 \), \( m_i \) is a positive integer, and the exponents \( \gamma_i \) are integers (perhaps \( \leq 0 \)). It follows that the fibre \( \Phi^{-1}(c, d) \) (in \( O \times \mathbb{R}^s \)), where \( c = (c_1, \ldots, c_p) \) and \( d \in \mathbb{R}^s \), is an unbounded connected set (smooth, of dimension \( r - p \)), and the claim is an immediate consequence.

Of course, the first equation \( u^a_1 = c_1 \) can be rewritten \( u^{\alpha_1}_1 = c_1 u_2^{\alpha_2} \cdots u_r^{\alpha_r} \), after a permutation of the variables. Suppose that the first \( h \) equations can be rewritten as asserted. Then, after raising the \((h + 1)\)st equation to a suitable power and substituting \( u_i^{m_i} = c_i u_i^{\gamma_i+1} \cdots u_i^{\gamma_r}, i = 1, \ldots, h \), the \((h + 1)\)st equation can be rewritten as required, after a permutation of the variables \((u_{h+1}, \ldots, u_r)\).

Consider \( \mathbb{R}^{p+s} \) with coordinates \((u, v) = (u_1, \ldots, u_r, v_1, \ldots, v_s)\) as above, and exceptional divisor \( D := \{ u_1 \cdots u_r = 0 \} \).

Definition 6.13. Standard coordinate charts of a combinatorial blowing-up. Let \( \rho : (\bar{V}, \bar{D}) \rightarrow (V, D) \) denote a combinatorial blowing-up (see Definitions \([1, 10]\)). The centre of \( \rho \) is of the form \( \{ u_1 = \cdots = u_t = 0 \} \), for some \( t \leq r \), after a permutation of the \( u \)-coordinates. In this case, \( \bar{V} \) is covered by \( t \) coordinate charts \( \bar{V}_l, l = 1, \ldots, t \), where \( \bar{V}_l \) has coordinates \((\bar{u}_1, \ldots, \bar{u}_r, v_1, \ldots, v_s)\) in which \( \rho \) is given by \( u_i = \bar{u}_i \bar{u}_i^{-1} \) if \( i \in \{ 1, \ldots, t \} \}, \) and \( u_i = \bar{u}_i \) otherwise. (The transform \( \bar{D} \) of \( D \) by \( \rho \) is given in \( \bar{V}_l \) by \( \bar{D} = \{ \bar{u}_1 \cdots \bar{u}_r = 0 \} \); for each \( i \neq l \), \( \{ \bar{u}_i = 0 \} \) is the strict transform of \( \{ u_i = 0 \} \), and \( \{ \bar{u}_l = 0 \} \) is the new component of \( \bar{D} \).) We call the charts \( \bar{V}_l \) the
standard coordinate charts of \( \rho \). Note that the cubes \( C_r^{r+s} \) in \( \tilde{V}_l = \mathbb{R}^{r+s} \), for all \( l \), cover the cube \( C_r^{r+s} \) in \( V = \mathbb{R}^{r+s} \).

If \( \rho : \tilde{V} \rightarrow V = \mathbb{R}^{r+s} \) is a composite of combinatorial blowings-up, then the standard coordinate charts of \( \tilde{V} \) are defined in an evident way, by induction. The cubes \( C_r^{r+s} \) in the standard coordinate charts of \( \tilde{V} \) cover the cube \( C_r^{r+s} \) in \( V = \mathbb{R}^{r+s} \).

**Definition 6.14.** Standard coordinate charts of a power substitution. Consider a power substitution \( \rho : \mathbb{R}^{r+s} \rightarrow \mathbb{R}^{r+s} \) relative to \( D \); say \( u_i = \tilde{u}^k_i \), \( v_k = \tilde{v}_k \), where each \( k_i \) is a positive integer. (The transform \( \tilde{D} \) is \( \tilde{D} := \{ \tilde{u}_1 \cdots \tilde{u}_r = 0 \} \).) We also consider \( \rho_e : \mathbb{R}^{r+s} \rightarrow \mathbb{R}^{r+s} \), given by \( u_i = \varepsilon_i \tilde{u}^k_i \) (and \( v_k = \tilde{v}_k \)), where \( \varepsilon_i = \pm 1 \) if \( k_i \) is even, and \( \varepsilon_i = 1 \) if \( k_i \) is odd (recall Definitions 1.9).

Following Definitions 1.9, we extend \( \rho \) to a more general power substitution

\[
P : \bigsqcup_{\varepsilon} \mathbb{R}^{r+s}_{\varepsilon} \rightarrow \mathbb{R}^{r+s},
\]

where \( \bigsqcup \) denotes disjoint union, \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_r) \) (with \( \varepsilon_i \) as above), each \( \mathbb{R}^{r+s}_{\varepsilon} \) is a copy of \( \mathbb{R}^{r+s} \), and \( P|_{\mathbb{R}^{r+s}_{\varepsilon}} = \rho_{\varepsilon} \). We call the \( \mathbb{R}^{r+s}_{\varepsilon} \) the standard coordinate charts of \( \rho \). We define the transform \( \tilde{D} \) of \( D \) by \( P \) as above. If \( C_r^{r+s}_\varepsilon \) denotes the cube \( C_r^{r+s} \) in \( \mathbb{R}^{r+s}_{\varepsilon} \), then \( \bigcup_{\varepsilon} \rho_{\varepsilon}(C_r^{r+s}_\varepsilon) = C_r^{r+s} \subset \mathbb{R}^{r+s} \).

**Remark 6.15.** Lifting of a power substitution. Consider a power substitution \( \tau : x_j = \tilde{x}_j^p, \ j = 1, \ldots, p \) (with respect to \( E \)) in the target of \( \Phi \) (other variables unchanged). Then there is a commutative diagram

\[
\begin{array}{ccc}
\mathbb{R}^{r+s} & \xrightarrow{\rho} & \mathbb{R}^{r+s} \\
\downarrow{\Phi} & & \downarrow{\Phi} \\
\mathbb{R}^{p+s} & \xrightarrow{\tau} & \mathbb{R}^{p+s}
\end{array}
\]

where \( \rho \) is a power substitution \( u_i = \tilde{u}^k_i, \ i = 1, \ldots, r, \) and \( \tilde{\Phi} \) is a monomial morphism in standard form (1.2). We say that \( \rho \) is a lifting of \( \tau \) by \( \Phi \). Clearly, there is a lifting \( \rho : u_i = \tilde{u}^k_i, \) where \( t = \text{lcm}\{t_1, \ldots, t_p\} \).

Let \( Q : \bigsqcup_{\delta} \mathbb{R}^{p+s}_\delta \rightarrow \mathbb{R}^{p+s} \), \( \delta \in \{-1, 1\}^p \) as above, denote the generalized power substitution induced by \( \tau \) (in particular, \( Q|_{\mathbb{R}^{p+s}_\delta} = \tau_\delta \), for each \( \delta \), as above). Then (6.11) induces a commutative diagram

\[
\begin{array}{ccc}
\bigsqcup_{\varepsilon} \mathbb{R}^{r+s}_{\varepsilon} & \xrightarrow{P} & \mathbb{R}^{r+s} \\
\downarrow{\tilde{\Phi}} & & \downarrow{\Phi} \\
\bigsqcup_{\delta} \mathbb{R}^{p+s}_{\delta(\varepsilon)} & \xrightarrow{Q} & \mathbb{R}^{p+s}
\end{array}
\]

where \( P \) is induced by \( \rho \) and, for each \( \varepsilon \), \( \bar{\Phi}_{\varepsilon} := \tilde{\Phi}|_{\mathbb{R}^{r+s}_{\varepsilon}} : \mathbb{R}^{r+s}_{\varepsilon} \rightarrow \mathbb{R}^{p+s}_{\delta(\varepsilon)} \), for a unique \( \delta = \delta(\varepsilon) \), and \( \bar{\Phi}_{\varepsilon} \) is given simply by the morphism \( \Phi \) of (6.11). (Not all \( \mathbb{R}^{p+s}_\delta \) are necessarily covered; i.e., not all \( \delta \) necessarily = \( \delta(\varepsilon) \), for some \( \varepsilon \).) We call \( P \) a lifting of \( Q \).

We can replace (6.12) by the collection of relations \( \Phi \circ \rho_{\varepsilon} = \tau_{\delta(\varepsilon)} \circ \bar{\Phi}_{\varepsilon} \) corresponding to the restriction to standard coordinate charts of the power substitution \( P \) (as we do in Lemma 6.10 and the proof of Proposition 6.10 below, although \( Q \) above is needed to be able to say that we have a covering of a neighbourhood in the target of \( \Phi \)).
Lemma 6.16 (Factorization by blowings-up and power substitutions). Suppose that \( r = p \), so that \( \Phi : \mathbb{R}^{p+s} \to \mathbb{R}^{p+s} \). Then there is a finite number of commutative diagrams

\[
\begin{array}{ccc}
\mathbb{R}^{p+s} & \xrightarrow{\sigma_\nu} & \mathbb{R}^{p+s} \\
\Phi_\nu & \downarrow & \Phi \\
\mathbb{R}^{p+s} & \xrightarrow{\tau_\nu} & \mathbb{R}^{p+s}
\end{array}
\] (6.13)

where

1. each \( \sigma_\nu \) and \( \tau_\nu \) is (the restriction to a coordinate chart of) the composite of a finite sequence of local combinatorial blowings-up and power substitutions over standard coordinate charts (thus \( \sigma_\nu(\Delta^\Phi) = \Delta^{\Phi_\nu} \));

2. each \( \Phi_\nu \) is identity;

3. \( \bigcup_\nu \sigma_\nu(C_{p+s}^\nu) \) is the cube \( C^p \) in the source of \( \Phi \).

Proof. First assume that \( s = 0 \). Let \( I_1 := \{ j \in \{1, \ldots, p\} : \alpha_{j1} \neq 0 \} \). We reduce to the case that \( \alpha_{j1} = 1 \), for all \( j \in I_1 \), by making a power substitution \( \rho_{u_1} : u_1 = \varepsilon_1 \tilde{u}_1, u_i = \varepsilon_i \tilde{u}_i, i \geq 2, \) (with respect to each standard chart) in the source, where \( q = \text{lcm}\{\alpha_{j1} : j \in I_1\} \), to make each \( \alpha_{ji} \) a multiple of \( \alpha_{j1} \) \((j \in I_1) \) (and \( q = 1, \varepsilon_i = \pm 1, \varepsilon_i = 1, \varepsilon_i = 1, q \text{ odd}, i \geq 2 \)), and then making a corresponding power substitution \( x_j = \varepsilon u_j x_j^{1/j} \) (where \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_p) \)), \( j = 1, \ldots, p \), in the target.

Now, we make blowings-up in the source (combinatorial with respect to \( \{u_2 \cdots u_p = 0\} \)) to order all the exponents \( \alpha_j \) (while keeping all \( \alpha_{j1} = 1 \)). Then, by combinatorial blowings-up in the target followed by a reordering of the variables, we reduce to the case that \( \alpha_{11} = 1 \) and \( \alpha_{j1} = 0 \), for all \( j > 1 \).

By repeating the preceding argument using \( x_2, \ldots, x_p \), then using \( x_1, \ldots, x_p \), etc., we transform the matrix \((\alpha_{ji})\) to an upper-triangular matrix with diagonal entries \( 1 \).

By further combinatorial blowings-up in the target, we can make all \( a_{jp} = 0 \), \( j = 1, \ldots, p - 1 \). Finally we can repeat this argument for the \((p - 1)\)st column, \((p - 2)\)nd column, etc., to transform \((\alpha_{ji})\) to the identity matrix, as required for the case \( s = 0 \).

It follows that, given \( \Phi : \mathbb{R}^{p+s} \to \mathbb{R}^{p+s} \), there is a finite number of commutative diagrams \( 6.13 \), where (1), (3) are satisfied, and each \( \Phi_\nu \) has the form \( 6.2 \) with \( x_j = u_j, j = 1, \ldots, p \). The lemma follows by further combinatorial blowings-up over coordinate charts in the target, for each \( \nu \).

Proof of Proposition 6.16. We can assume that \( \Phi \) is the morphism \( \Phi : (V = \mathbb{R}^{r+s}, D) \to (W = \mathbb{R}^{p+s}, E) \) above, and that \( \Delta \) is the cube \( C^{r+s} \) in \( V \). Consider the finite family of morphisms \( \Phi_\mu : \mathbb{R}^{p+s} \to \mathbb{R}^{p+s} \) given by Lemma 6.12. For each \( \mu \), consider the finite family of commutative diagrams (indexed by \( \nu \in \Lambda(\mu) \), say) given by Lemma 6.16 we write \( \sigma_{\mu\nu}, \tau_{\mu\nu}, \Phi_{\mu\nu} \) for the morphisms involved, so that \( \Phi_\mu \circ \sigma_{\mu\nu} = \tau_{\mu\nu} \circ \Phi_{\mu\nu} \) and \( \Phi_{\mu\nu} = \text{identity} \). Since each \( \Phi_{\mu\nu} = \text{identity} \), if follows that, for each \( \mu \),

\[
\bigcup_{\nu \in \Lambda(\mu)} \tau_{\mu\nu}(C^{p+s}_{\mu\nu}) = \Phi_\mu(C^{p+s})
\]
and each $h \circ \tau_{\mu\nu}$ extends to a function of class $Q$ in a neighbourhood of $C_{\mu\nu}^{p+s}$. Moreover, by Lemma 6.12,

$$\bigcup_{\mu,\nu} \tau_{\mu\nu}(C_{\mu\nu}^{p+s}) = \Phi(C^{p+s}).$$

For each $\mu$, we apply Lemma 6.2 or Remark 6.15 successively to the local combinatorial blowings-up or power substitutions comprising $\tau_{\mu\nu}$, to lift $\tau_{\mu\nu}$ to the source $V$ of $\Phi$. We obtain a finite family of commutative diagrams

$$\begin{array}{ccc}
V_{\mu\nu} & \xrightarrow{\rho_{\mu\nu}} & V \\
\downarrow \Psi_{\mu\nu} & & \downarrow \Phi \\
W_{\mu\nu} & \xrightarrow{\tau_{\mu\nu}} & W
\end{array}$$

where $\Psi_{\mu\nu}$ is a monomial morphism, and the result follows easily. \qed

6.3. Relations for a pre-monomial morphism.

**Definition 6.17.** Let $\Psi = (\Phi, \psi) : (M, D) \to (N \times K, F)$ denote a morphism which is pre-monomial at a point $a \in M$ (see Definition 5.25 and Remarks 5.28). Let $g$ denote a remainder term for $\Psi$ at $a$. (We can assume that $\psi(a) = 0 = g(a)$; in particular, $\Psi(a) = (b, 0)$, where $b = \Phi(a)$.) A relation for $g$ is a nonzero germ of a function $R$ of class $Q$ on $N \times K$ at $(b, 0)$ (i.e., a function $R(x, y, z, t)$ in coordinates in the notation of Definition 5.25), such that

$$R(\Phi, g) = 0.$$ 

**Remarks 6.18.** (1) The existence of a remainder and associated relation is a condition that is open in the source of $\Psi$.

(2) In the real quasianalytic case, Proposition 6.8 shows that, after suitable sequences of local combinatorial blowings-up and power substitutions in the source and target of $\Phi$, we can assume there is a relation of the form

$$R(x, y, z, t) = t - h(x, y, z).$$

(3) If $\Psi$ has a remainder $g$ at $a$, and a relation $R$ which is monomial with respect to the divisor $F$, then $g = 0$. In this case, after codimension one blowings-up of the target and source if necessary (according to Remarks 5.27), the morphism $\Psi$ is monomial at $a$. Note that neither of these codimension one blowings-up change the sheaf of derivations $\Delta^\Psi$. (This is clear for the blowing-up of the target. For the blowing-up with centre $\{w_1 = 0\}$ in the source, as in Remarks 5.27, it is true because $X(w_1) = 0$, for every $X \in \Delta^\Psi$, since $X$ annihilates $\psi, g$ and $u^\Psi$.)

**Definition 6.19** (Order of a relation). Given a relation $R$ as in Definition 6.17, we define the order $\rho_a(R)$ as

$$\rho_a(R) := \nu_{(b, 0)}(I_R, \pi) = \mu_{(b, 0)}(I_R, \Delta^\pi),$$

where $I_R$ is the ideal generated by $R$, and $\pi : N \times K \to N$ denotes the projection (see Definition 5.21).

**Remarks 6.20.** (1) The sheaf $\Delta^\pi$ of log derivatives tangent to $\pi$ is generated either by $\partial/\partial t$ or by $t \partial/\partial t$, according as $F$ is the induced divisor $E \times K$ or the extended divisor $(E \times K) \cup (N \times \{0\})$. 


(2) If \( g = 0 \), then \( R = t \) is relation, and \( \rho_a(R) = 1 \) or 0, according as \( F \) is the induced or extended divisor. On the other hand, if \( \rho_a(R) = 0 \), then \( \Psi \) is monomial at \( a \) and \( F \) is necessarily the extended divisor (i.e., \( \{ t = 0 \} \subset F \)).

(3) In (6,14), if \( h \neq 0 \) (i.e., \( g \neq 0 \)), then \( \rho_a(R) = 1 \) (for either case of \( F \)).

Remark 6.21. We can define an invariant \( \rho_a(\Psi) \) of \( \Psi \) at \( a \) as the minimum of \( \rho_a(R) \) over all remainders \( g \) and associated relations \( R \). (We take \( \rho_a(\Psi) = \infty \) if there is no \( R \) for any \( g \).) Although we do not formally need \( \rho_a(\Psi) \) for the local constructions in this article, we will prove that a pre-monomial morphism can be transformed to monomial essentially by decreasing this invariant (cf. Remarks 1.13 and 5.33).

Example 6.22. Let \( \Psi = (\Phi, \psi) : (\mathbb{C}^4,E) \to (\mathbb{C}^3,D) \) denote the pre-monomial morphism

\[
x_1 = u_1^2 u_2^2, \quad x_2 = u_2^2 u_3^2, \quad t = u_1 u_2^2 u_3 + u_1^3 u_2^3 + u_1 u_2^5 (w - 1) = g(u) + u_1 u_2^5 (w - 1),
\]

where \( E = \{u_1 u_2 u_3 = 0\} \), \( D = \{x_1 x_2 t = 0\} \), and \( g(u) = u_1 u_2^2 u_3 + u_1^3 u_2^3 \) is a remainder. Then \( g(u) = h \circ \Phi \), where \( h(x) = (x_1 x_2)^{1/2} + x_1^{3/2} \), and

\[
R(x, t) = t^4 - x_1 (x_1^2 + x_2) t^2 + x_1^2 (x_1^2 - x_2)^2
\]

is a relation for \( g \). Note that \( \Delta^\pi = (t \partial / \partial t) \), where \( \pi \) is the projection \( \pi(x, t) = t \).

It is easy to calculate \( \rho_0(R) = 2 \).

The following proposition isolates the only part of the proofs of our main theorems in the analytic or algebraic cases, where we explicitly require that our morphism be analytic or algebraic.

Proposition 6.23 (Relation in the analytic or algebraic case). Let \( \Psi = (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F) \) denote an analytic or algebraic morphism, which is premonomial at a point \( a \in M \). Then there exist open neighbourhoods \( V \) of \( a \) in \( M \) and \( W \) of \( b := \Phi(a) \) in \( N \), and a finite number of commutative diagrams

\[
\begin{array}{ccc}
(V, D) & \xrightarrow{\sigma_\lambda} & (V, D) \\
\downarrow \Phi & & \downarrow \Phi \\
(W, E) & \xrightarrow{\tau_\lambda} & (W, E)
\end{array}
\]

such that

1. each \( \sigma_\lambda \) and \( \tau_\lambda \) is a composite of finitely many smooth local combinatorial blowings-up (in particular, \( \sigma_\lambda^{-1}(\Delta^\Phi) = \Delta^\Phi_\lambda \));

2. the families of morphisms \( \{ \sigma_\lambda \} \) and \( \{ \tau_\lambda \} \) cover \( V \) and \( W \), respectively, and (in the analytic case) there are compact subsets \( K_\lambda \subset V_\lambda, L_\lambda \subset W_\lambda \), for all \( \lambda \), such that \( \bigcup \sigma_\lambda(K_\lambda) \) and \( \bigcup \tau_\lambda(L_\lambda) \) are (compact) neighbourhoods of \( a \) and \( b \), respectively;

3. each \( \Phi_\lambda \) is a monomial morphism;

4. for all \( \lambda \) and for every \( \tilde{a} \in \sigma_\lambda^{-1}(a) \), the morphism \( \Psi_\lambda = (\Phi_\lambda, \psi_\lambda) \), where \( \psi_\lambda := \psi \circ \sigma_\lambda \), is pre-monomial at \( \tilde{a} \) (with respect to the transform \( F_\lambda \) of \( F \) induced by (6,15)), and there exist a remainder \( \tilde{g} \) and relation \( \tilde{R} \) for \( \tilde{g} \) at \( \tilde{a} \), such that \( \rho_0(\tilde{R}) < \infty \).
Proof. Given a commutative diagram (6.15), where $\sigma_\lambda, \tau_\lambda$ are as in (1), $\tilde{\Phi}_\lambda$ is monomial and $\tilde{\Psi}_\lambda$ pre-monomial at every $\tilde{a} \in \sigma_\lambda^{-1}(a)$, by Corollary 4.7 and Definition 5.22 (or Lemma 5.31(1)); this observation will be used implicitly in the proof.

We argue by induction on $(e(a), i(a))$. If $e(a) = 0$ (equivalently, $i(a) = 0$), then $\Phi$ has the form $\Phi(v, w) = v$ (i.e., $\Phi$ is the morphism $z = v$, in the notation of Definition 5.22), so that $R(z, t) := t - g(z)$ is a relation, where $g(v)$ is a remainder for $\Psi$ at $a$. By induction, therefore, we can assume the result for $(e(\cdot), i(\cdot)) < (e(a), i(a))$. We consider two cases.

(a) $q = e(a) - i(a) > 0$. By Lemma 6.4 there is a commutative diagram (6.1), where $\sigma$ and $\tau$ are sequences of combinatorial blowings-up, such that, for all $\tilde{a} \in \sigma^{-1}(a)$, $(e(\tilde{a}), i(\tilde{a})) < (e(a), i(a))$. Since $\tilde{\Psi} = (\tilde{\Phi}, \tilde{\psi} = \psi \circ \sigma)$ is pre-monomial on $\sigma^{-1}(a)$, the result follows by induction and the properness of $\sigma$.

(b) $q = e(a) - i(a) = 0$. Then there are pre-monomial coordinate systems $(u, v, w)$ (respectively). Let $g(u, v)$ denote a remainder for $\Psi$ at $a$. By Lemma 6.7(1),

$$G(u, v) = H(x^{1/d}, z),$$

where $G$ is the formal expansion of $g$ at $a$, $H$ is a formal Laurent series, and $d$ is a positive integer.

Then, by Lemma 6.3 there is a commutative diagram (6.1), where $\sigma$ and $\tau$ are sequences of combinatorial blowings-up, such that, for all $\tilde{a} \in \sigma^{-1}(a)$, either $(e(\tilde{a}), i(\tilde{a})) < (e(a), i(a))$, and we can conclude by induction at $\tilde{a}$, as in (a); or $(e(\tilde{a}), i(\tilde{a})) = (e(a), i(a))$ and, in this case, we can assume that $H$ is a formal power series (rather than just a Laurent series).

In the latter case, let $\varepsilon = e^{2\pi i/d}$ and set

$$R(x, z, t) := \prod_{i_1, \ldots, i_p = 1}^{d} \left( t - H(\varepsilon^{i_1}x_1^{1/d}, \ldots, \varepsilon^{i_p}x_p^{1/d}, z) \right)$$

$$= t^{pd} + \sum_{i=0}^{pd-1} A_i(x, z)t^i.$$

Then the $A_i(x, z)$ and $R(x, z, t)$ are formal power series over $\mathbb{K}$, and are convergent (or algebraic) in the analytic (or algebraic) cases (see Remark 6.1). Clearly, $R(\Phi, g) = 0$ and $\rho_a(R) < \infty$, as required.

6.4. Control of the order of a relation. The two lemmas of this subsection allow us to control the the order $\rho_a(R)$ of a relation $R$ after transformation by blowings-up that are compatible with the log derivations $\Delta^\Phi$. These lemmas play important parts in the proof of our main theorems in Section 7 in the step on transforming a pre-monomial to a monomial morphism by decreasing $\rho_a(R)$. These lemmas apply to a quasianalytic class $Q$, in general, and will be needed even in the case of a relation of the form (6.14) (e.g., in the real quasianalytic case) when $\{t = 0\}$ is a component of the divisor $F$.

Lemma 6.24 (Control of a relation I: blowings-up independent of $t$). Let $\Psi = (\Phi, \psi): (M, D) \rightarrow (N \times \mathbb{K}, F)$ denote a morphism of class $Q$ which is pre-monomial at a point $a \in M$. Assume we have neighbourhoods $V$ of $a$ in $M$ and $W$ of $b = \Phi(a)$ in $N$, and a finite number of commutative diagrams (6.15) satisfying the conditions:
(1) each $\sigma_\lambda$ and $\tau_\lambda$ is a composite of finitely many smooth local blowings-up compatible with $D$, $E$, and $\sigma^*_\lambda(\Delta^\Phi) = \Delta^{\Phi_\lambda}$;

(2), (3) as in Proposition 6.23.

For each $\lambda$, consider the morphism $\Psi_\lambda = (\Phi_\lambda, \psi_\lambda) : (M_\lambda, D_\lambda) \to (N_\lambda \times \mathbb{K}, F_\lambda)$, where $\psi_\lambda := \psi \circ \sigma_\lambda$ and $F_\lambda$ is the transform of $F$ induced by (6.15). Then, at every point $\tilde{a} \in \sigma^{-1}_\lambda(a)$, for each $\lambda$,

(a) $\sigma^*_\lambda(\Delta^\Phi) = \Delta^{\Phi_\lambda}$;

(b) $\Psi_\lambda$ is pre-monomial;

(c) if $g$ is a remainder for $\Psi$ at $a$ and $R$ is a corresponding relation, then $g_\lambda := g \circ \sigma_\lambda$ is a remainder for $\Psi_\lambda$ at $\tilde{a}$ and $R_\lambda := (\tau_\lambda \times \text{Id})^* R$ is a relation; moreover, $\rho_\tilde{a}(R_\lambda) \leq \rho_a(R)$.

Proof. (a) follows from Lemma 5.18 and the normal forms in Definition 5.25 (the proof is analogous to that of Lemma 5.19).

(b) Let $J_1^\Phi := \Delta^\Phi(\psi)$ (see Definition 5.24). By Lemma 5.31 (1), either $J_1^\Phi = (u^\gamma)$ or $J_1^\Phi = (0)$. (We use the notation of Definition 5.25.) Given $\tilde{a} \in \sigma^{-1}_\lambda(a)$, for some $\lambda$, let $(\tilde{u}, \tilde{v}, \tilde{w})$ denote a $\Phi_\lambda$-monomial coordinate system at $\tilde{a}$. By (1) and Lemma 5.19, either $J_1^{\Phi_\lambda} = \sigma^{\tau}_\lambda(J_1^\Phi) = (\tilde{u}^\gamma)$ or $J_1^{\Phi_\lambda} = (0)$. By Lemma 5.31 (1), therefore, $\Psi_\lambda$ is pre-monomial at $\tilde{a}$.

(c) First, consider the case $J_1^\Phi = (0)$. Then $\psi(\tilde{u}, \tilde{v}, \tilde{w}) = g(\tilde{u}, \tilde{v})$ (from Definition 5.25) and Lemma 5.10. Therefore, $\psi_\lambda = \psi \circ \sigma_\lambda = g_\lambda$ and

\[(6.16) \quad R_\lambda(\Phi_\lambda, g_\lambda) = R(\tau_\lambda \circ \Phi_\lambda, g_\lambda) = R(\Phi_\lambda g_\lambda) = R(\Phi, g) \circ \sigma_\lambda = 0,
\]

so that $R_\lambda$ is a relation for $g_\lambda$.

Secondly, suppose that $J_1^\Phi = (u^\gamma)$. Then $\psi \circ \sigma_\lambda = g \circ \sigma_\lambda + \tilde{u}^\gamma U(\tilde{u}, \tilde{v}, \tilde{w})$, where $U$ is a unit. Note that, if $g_\lambda$ is a remainder for $\Psi_\lambda$, then it follows again from (6.16) that $R_\lambda$ is a relation. To show that $g_\lambda$ is a remainder, we consider two cases.

(i) If $\tilde{\gamma}$ is $\mathbb{Q}$-linearly independent of the exponents $\hat{a}_i$ of the monomial morphism $\Phi_\lambda$, then, after a change of coordinates, we can assume that $\psi \circ \sigma_\lambda = g \circ \sigma_\lambda + \tilde{u}^\gamma$; therefore, $g_\lambda$ is a remainder.

(ii) If $\tilde{\gamma}$ is linearly dependent on the $\hat{a}_i$, then, without loss of generality, we can assume that

\[\psi \circ \sigma_\lambda = g \circ \sigma_\lambda + \tilde{u}^\gamma \left( \xi + \tilde{w}_1 \tilde{U}(\tilde{u}, \tilde{v}, \tilde{w}) + a_0(\tilde{u}, \tilde{v}, \tilde{w}) \right)\]

where $\tilde{U}$ is a unit and $\tilde{\omega}$ denotes $\tilde{w}$ with the first entry $\tilde{w}_1$ removed (using Lemma 5.11 and the fact that $\Delta^{\Phi_\lambda}(\psi_\lambda) = (\tilde{u}^\gamma)$). After a change of coordinates in the source,

\[\psi \circ \sigma_\lambda = g \circ \sigma_\lambda + \tilde{u}^\gamma (\xi + w_1),\]

so that $g_\lambda$ is a remainder.

Finally, in either case $J_1^\Phi = (0)$ or $(u^\gamma)$, let $\pi_\lambda : N_\lambda \times \mathbb{K} \to N_\lambda$ denote the projection. Then $\pi_\lambda = \pi \circ (\tau_\lambda \times \text{Id})$, so that $(\tau_\lambda \times \text{Id})^* (\Delta^\pi) = \Delta^{\pi_\lambda}$. By Lemma 5.7 $\rho_{\tilde{a}}(R_\lambda) \leq \rho_a(R)$.

\[\square\]
Lemma 6.25 (Control of a relation II: reduction from extended to induced divisor). Let \( \Psi = (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F) \) denote a morphism of class \( Q \) which is pre-monomial at a point \( a \in M \). Let \( g \) denote a remainder for \( \Psi \) at \( a \), and \( R \) a relation for \( g \) such that \( 0 < \rho_a(R) < \infty \). (We can assume that \( \psi(a) = 0 = g(a) \).) Assume that
\[
g(u, v) = u^d V(u, v),
\]
(6.17)
\[
R(x, y, z, t) = \sum_{i=0}^{d} x^e y^f t^k \tilde{U}_i(x, y, z, t)
\]
(in the notation of Definition 6.25, where \( k_0 < k_1 < \cdots < k_d, \ V(a) \neq 0, \) and \( \tilde{U}_i(b, 0) \neq 0, \ i = 0, \ldots, d, \) where \( b = \Phi(a) \). If \( F \) is the extended divisor \( (E \times \mathbb{K}) \cup (N \times \{0\}) \) at \( (b, 0) \), then there exist open neighbourhoods \( V \) of \( a \) in \( M \) and \( \tilde{W} \) of \( (b, 0) \) in \( N \times \mathbb{K} \), and a finite number of commutative diagrams
\[
\begin{array}{ccc}
(V, D) & \xrightarrow{\sigma} & (V, D) \\
\downarrow & & \downarrow \Psi \\
(W, F) & \xrightarrow{\tau} & (\tilde{W}, F)
\end{array}
\]
such that
\begin{enumerate}
\item each \( \sigma \lambda \) and \( \tau \lambda \) is a composite of finitely many smooth local combinatorial blowings-up (in particular, \( \sigma' (\Delta_\Psi) = \Delta_\Psi \));
\item the families of morphisms \( \{ \sigma \lambda \} \) and \( \{ \tau \lambda \} \) cover \( V \) and \( \tilde{W} \), respectively, and (in the analytic case) there are compact subsets \( K_\lambda \subset V_\lambda, \ L_\lambda \subset \tilde{W}_\lambda, \) for all \( \lambda \), such that \( \bigcup \sigma \lambda (K_\lambda) \) and \( \bigcup \tau \lambda (L_\lambda) \) are (compact) neighbourhoods of \( a \) and \( (b, 0) \), respectively;
\item each \( \Psi_\lambda \) is a pre-monomial morphism;
\item for every \( \lambda \) and \( \tilde{a} \in \sigma^{-1}_\lambda(a) \), there is a remainder \( g_{\lambda} \) for \( \Psi_\lambda \) at \( \tilde{a} \), with a relation \( R_\lambda \), such that \( \rho_{\tilde{a}}(R_\lambda) \leq \rho_a(R) \) and, if \( \rho_{\tilde{a}}(R_\lambda) = \rho_a(R) \), then \( F_\lambda \) is the induced divisor \( E_\lambda \times \mathbb{K} \) at \( \tilde{a} \).
\end{enumerate}

Remark 6.26. Assume that \( F \) is the extended divisor at \( (b, 0) \) (so that \( \Delta_\Psi \) is generated by \( t \partial / \partial t \)) and that \( R \) has the form
\[
R(x, y, z, t) = \sum_{i=0}^{d} a_i(x, y, z) t^k \tilde{U}_i(x, y, z, t),
\]
(6.19)
where \( k_0 < k_1 < \cdots < k_d \) and \( \tilde{U}_i(b, 0) \neq 0, \ i = 0, \ldots, d. \) Then each term \( a_i(x, y, z) t^k \in (\mathcal{I}_R)_d^{\Delta_\Psi} \) (notation of Definitions 5.1, by Lemma 5.3 applied with \( F = R, \ f_i = a_i t^k \tilde{U}_i, \ f = 0 \) and \( X = t \partial / \partial t \)), and it follows that \( \rho_a(R) \leq d \). Moreover, \( R \) has an expression of the form (6.19) with \( d = \rho_a(R) \), essentially by Nakayama’s lemma.

We recall that, in the analytic and algebraic cases, the existence of a relation of finite order comes from Proposition 6.22, then the form (6.19) is a consequence essentially of Noetherianity. On the other hand, in the general quasianalytic case, where we use power substitutions, Remark 6.18(2) provides a relation in the form (6.19). See also §7.4
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in one of the following three forms:

\begin{align}
\psi = g + \varphi = \begin{cases}
\delta V(u, v) \\
\delta V(u, v) + u\gamma \\
\delta V(u, v) + u\gamma(\eta + w_1)
\end{cases}
\end{align}

where $\gamma$ is linearly independent of, or linearly dependent on the $\alpha_j$, in the second or third cases, respectively (and $\delta$ is dependent on the $\alpha_j$). In the second or third cases, after a sequence of combinatorial blowings-up in the source, we can assume that either $\delta < \gamma$ or $\gamma \leq \delta$, respectively. Suppose that $\gamma \leq \delta$. Then, in the second case, $\gamma < \delta$, and we can absorb the remainder into $\varphi$ to get a monomial morphism. In the third case, $\psi = u\gamma(\eta + u\delta V + w_1)$, and $\eta + u\delta V$ is a unit, even if $\gamma = \delta$ (otherwise, $\Psi$ is not a morphism, because the divisor $F$ includes $\{t = 0\}$); thus $\psi = u\gamma(\tilde{\eta} + \tilde{w}_1)$, where $\tilde{\eta} \neq 0$, after a change of the coordinate $w_1$, and $\Psi$ is again a monomial morphism. Therefore, we can assume that $\delta < \gamma$.

Let $K$ denote the ideal sheaf $(x^t \cdot t^k)$ (there are no $y$’s because $q = 0$. Let $\tau : (\tilde{N}, \tilde{F}) \to (N \times \mathbb{K}, F)$ be a sequence of combinatorial blowings-up such that $\tau^* K$ is principal and monomial. By Lemma 6.2 there is a commutative diagram

\begin{align}
\begin{array}{ccc}
(\tilde{M}, \tilde{D}) & \xrightarrow{\sigma} & (M, D) \\
\downarrow \psi & & \downarrow \Psi \\
(\tilde{N}, \tilde{F}) & \xrightarrow{\tau} & (N \times \mathbb{K}, F)
\end{array}
\end{align}

where $\sigma$ is a sequence of combinatorial blowings-up. Clearly, the diagonal morphism $\Psi' = (\Phi', \psi')$ is pre-monomial at every $\tilde{a} \in \sigma^{-1}(a)$, with remainder $g' = g \circ \sigma$ and relation $R' = R'$; moreover, $\rho_\sigma(R') \leq \rho_\sigma(R)$, by Lemma 6.24.

Let $\tilde{a} \in \sigma^{-1}(a)$. If $(e(\tilde{a}), i(\tilde{a})) < (e(a), i(a))$, then we can finish by induction.

Therefore, we can suppose that $(e(\tilde{a}), i(\tilde{a})) = (e(a), i(a))$. Then we can write $x_j = u_{-j}^\tilde{a}$, $j = 1, \ldots, p$ (with respect to pre-monomial coordinates at $\tilde{a}$, say $\tilde{u} = (u_1, \ldots, u_r)$), where $\tilde{\alpha}_1, \ldots, \tilde{\alpha}_p$ are $\mathbb{Q}$-linearly independent.

Since $\tau$ is a sequence of combinatorial blowings-up, $\tau^{-1}((b, 0))$ is covered by charts with coordinates $(\tilde{x}, \tilde{z})$ in which

\[x_j = \tilde{x}^{\tilde{\alpha}_j}, \quad j = 1, \ldots, p, \quad \text{and} \quad t = \tilde{x}^{\tilde{\alpha}_0},\]
where the matrix with rows \( \eta_0, \ldots, \eta_p \) has determinant \( \pm 1 \). Let \( \bar{b} = \bar{\Psi}(\bar{a}) \), so that \( \tau(\bar{b}) = (b, 0) \). It follows that there are coordinates \((\bar{x}, \bar{z}, \bar{z})\) at \( \bar{c} \in which 
\begin{align*}
x_j = \bar{x}^{\lambda_j}(\xi + \bar{z})^{\rho_j}, \quad j = 1, \ldots, p, \quad \text{and} \quad t = \bar{x}^{\lambda_0}(\xi + \bar{z})^{\rho_0},
\end{align*}
where every entry of \( \xi \) is nonzero. Say \( \bar{x} = (\bar{x}_1, \ldots, \bar{x}_p) \); thus \( p' \leq p + 1 \).

Let \( L \) denote the \( p \times p' \) matrix with rows \( \lambda_1, \ldots, \lambda_p \). We can write \( \bar{x}_j = \bar{u}^{\gamma_j} W_j, \quad j = 1, \ldots, p' \), where the \( W_j \) are units. Let \( \Lambda \) and \( C \) denote the \( p \times r' \) and \( p' \times r' \) matrices with rows \( \bar{\alpha}_1, \ldots, \bar{\alpha}_p \) and \( \gamma_1, \ldots, \gamma_{p'} \), respectively. By \((6.21)\), \( C \cdot L = \Lambda \). It follows that \( L \) has rank \( p \); therefore, \( p' \geq p \) and \( \lambda_1, \ldots, \lambda_p \) are linearly independent.

We claim that \( \lambda_0 \) is \( \mathbb{Q} \)-linearly dependent on \( \lambda_1, \ldots, \lambda_p \); this will be proved below. Assuming the claim, then \( p' = p \) and, after a coordinate change in the target of \( \bar{\Psi} \), we can write
\begin{equation}
(6.22) \quad x_j = \bar{x}^{\lambda_j}, \quad j = 1, \ldots, p, \quad \text{and} \quad t = \bar{x}^{\lambda_0}(\xi_0 + \bar{z}_0).
\end{equation}

After a coordinate change in \( \bar{u} \) (absorbing units), we can also write \( \bar{x}_j = \bar{u}^{\gamma_j}, \quad j = 1, \ldots, p \). Therefore, \( \bar{\Phi} := (\bar{x}_1, \ldots, \bar{x}_p) \) is a monomial morphism. Moreover, let \( \bar{\pi} \) denote the projection \( \bar{\pi}(\bar{x}, \bar{z}_0, \bar{z}) = \bar{z}_0 \). Since
\begin{align*}
\tau^* \left( \frac{t \, \partial}{\partial t} \right) = (\xi_0 + \bar{z}_0) \frac{\partial}{\partial \bar{z}_0},
\end{align*}

it follows that \( \tau^* \Delta^* = \Delta^{\bar{a}} \), and, since \( \xi_0 + \bar{z}_0 \) is unit, the divisor \( \bar{F} \) is of induced type \( \bar{E} \times \mathbb{K} \) at \( \bar{b} \).

Write \( \bar{u}^\delta = \bar{u}^\delta, \quad \bar{u}^\gamma = \bar{u}^{\gamma} \) (so that \( \bar{\delta} < \bar{\gamma} \)). Then \( A \cdot L^{-1} \cdot \lambda_0 = \bar{\delta} \) and, by \((6.20), (6.22)\),
\begin{equation}
\begin{aligned}
\bar{z}_0 &= \begin{cases}
V(\bar{u}, \bar{v}) - \xi_0 \\
V(\bar{u}, \bar{v}) - \xi_0 + \bar{u}^{\bar{\gamma} - \bar{\delta}} \\
V(\bar{u}, \bar{v}) - \xi_0 + \bar{u}^{\bar{\gamma} - \bar{\delta}}(\eta + w_1)
\end{cases},
\end{aligned}
\end{equation}

where \( V(\bar{a}) - \xi_0 = 0 \) (since the coordinate systems are centred at \( \bar{a} \) and \( \bar{b} \)). In particular, \( \bar{g} := V(\bar{u}, \bar{v}) - \xi_0 \) is a remainder for \( \bar{\Psi} \) at \( \bar{a} \). Moreover, if \( \bar{R} := R \circ \tau \), then
\begin{equation}
\bar{R}(\bar{\Phi}, \bar{g}) = R(\Phi, g) = 0,
\end{equation}
by \((6.22)\), so that \( \bar{R} \) is a relation. Since \( \tau^* \Delta^* = \Delta^{\bar{a}}, \) it then follows from Lemma \((5.7)\) that \( \rho_a(\bar{R}) \leq \rho_a(R) \), which completes the proof.

Finally, assume that \( \lambda_0, \lambda_1, \ldots, \lambda_p \) are linearly independent; we have to show that this assumption leads to a contradiction. Indeed, instead of \((6.22)\), we have
\begin{equation}
(6.23) \quad x_j = \bar{x}^{\lambda_j}, \quad j = 1, \ldots, p, \quad \text{and} \quad t = \bar{x}^{\lambda_0}.
\end{equation}

Therefore, \( \tau^* (t^{k_i} \bar{x}^{r_i}) = \bar{x}^{k_i \lambda_0 + \sum_{j=1}^{p} \varepsilon_i \lambda_j} \), for all \( i \), and the exponents in the right-hand sides of these expressions are all distinct (because the \( k_i \) are distinct). Since \( \tau \) principalizes the ideal \( \mathcal{K} \), it follows that \( \bar{R} := R \circ \tau \) is principal and monomial at \( \bar{b} \); i.e.,
\begin{equation}
(6.24) \quad \bar{R} = \bar{x}^\epsilon \bar{U}(\bar{x}, \bar{z}),
\end{equation}
where \( \bar{U} \) is a unit.
Consider the morphism $\Psi := (\Phi, g)$. We claim that there exists a morphism $\tilde{\Psi}_g$ such that $\Psi \circ \sigma = \tau \circ \tilde{\Psi}_g$ and $\tilde{\Psi}_g(\tilde{a}) = \tilde{b}$. Indeed, according to (6.23), the morphism $\tilde{\Psi}$ is given by $\Psi \circ \sigma$ followed by the monomial mapping with rational exponents determined by the inverse of the $(p + 1) \times (p + 1)$ matrix with rows $\lambda_j$, $j = 0, \ldots, p$. Since the last component of $\Psi$ is $t = u^\delta(V + u^{-\delta}X)$, for some expression $X$ (from (6.20)), and $\delta < \gamma$, this morphism will still be well-defined if we replace $X$ by zero.

Therefore, $R(\tilde{\Psi}_g) = R(\Psi_g) = 0$, so that, by (6.24), $\tilde{\Psi}_g^*(x_j) = 0$, for some $j = 1, \ldots, p + 1$. It follows from (6.23) that either $\Psi_g^*(x_j) = 0$, for some $j$, which means that $\Phi$ is not dominant, or $\Psi_g^*(t) = 0$, which means that $g = 0$.

In either case, we have a contradiction. \hfill $\square$

7. Proof of monomialization

7.1. The inductive scheme. Let $\Phi : (M, D) \to (N, E)$ denote a dominant monomial morphism, of quasianalytic class $Q$. Set $m = \dim M$ and $n = \dim N$. In this section, we will prove our main results—Theorems 1.11, 1.12 on monomialization, and Theorem 1.17 on desingularization of an ideal relative to a monomial morphism—within a common inductive scheme. Induction is with respect to pairs $(m, n)$, ordered lexicographically. Recall that $\Delta^\Phi$ denotes the subsheaf of $D = \text{Der}_M(\log D)$ of logarithmic derivatives tangent to $\Phi$ (Definition 5.8).

We consider the following list of assertions or claims. (The full inductive scheme below will be needed for general quasianalytic classes, but can be considerably simplified in the analytic or algebraic cases; see Remarks 7.4, 7.5.)

I.A.a$(m, n)$. Let $\mathcal{I}$ denote a privileged ideal (sheaf) on $M$, and let $a \in M$. There exist open neighbourhoods $V$ of $a$ in $M$ and $W$ of $b = \Phi(a)$ in $N$, and a finite number of commutative diagrams

\[
\begin{array}{ccc}
(V_\lambda, D_\lambda) & \xrightarrow{\sigma_\lambda} & (V, D) \\
\downarrow \Phi_\lambda & & \downarrow \Phi \\
(W_\lambda, E_\lambda) & \xrightarrow{\tau_\lambda} & (W, E)
\end{array}
\]

where

1. each $\sigma_\lambda$ and $\tau_\lambda$ is a composite of finitely many smooth local blowings-up (and local power substitutions);
2. the families of morphisms $\{\sigma_\lambda\}$ and $\{\tau_\lambda\}$ cover $V$ and $W$, (and there are compact subsets $K_\lambda \subset V_\lambda$, $L_\lambda \subset W_\lambda$, for each $\lambda$, such that $\bigcup \sigma_\lambda(K_\lambda)$ and $\bigcup \tau_\lambda(L_\lambda)$ are (compact) neighbourhoods of $a$ and $b$, respectively);
3. each $\Phi_\lambda$ is a monomial morphism;
4. the pull-back $\sigma_\lambda^*(\Delta^\Phi) = \Delta^\Phi_\lambda$;
5. for every $\tilde{a} \in V_\lambda$, either
   a. the ideal $\tilde{\mathcal{I}} := \sigma_\lambda^*(\mathcal{I})$ is principal and monomial at $\tilde{a}$,
   or b. there exists a regular vector field (germ) $X$ in $\Delta^\Phi_\lambda$. 
Remark 7.1. In condition (1) above, “(and local power substitutions)” should be understood to mean that local power substitutions are needed except in the analytic or algebraic cases, where only local blowings-up are needed. Similarly, in (2), the phrase in brackets does not apply to the algebraic case.

Power substitutions are needed in the real quasianalytic case only for Proposition 4.8 (see also Remark 6.9). Proposition 4.8 is used in the inductive step in this section (see §7.4), but power substitutions are not otherwise involved in the arguments below.

I.A.b(m,n). Let \( \mathcal{I} \) be a privileged ideal which is \( \Delta^\Phi \)-closed, i.e., \( \Delta^\Phi(\mathcal{I}) \subset \mathcal{I} \), and let \( a \in M \). There exist open neighbourhoods \( V \) of \( a \) and \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams (7.1), satisfying conditions (1)–(3) above, together with

(5) for all \( \tilde{a} \in V_\lambda, \) the ideal \( \tilde{\mathcal{I}} := \sigma^*_\lambda(\mathcal{I}) \) is principal and monomial at \( \tilde{a} \).

I.A.c(m,n). Let \( \mathcal{I} \) be a privileged ideal and let \( a \in M \). There exist open neighbourhoods \( V \) of \( a \) and \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams (7.1), satisfying conditions (1)–(3) above, together with

(4) for all \( \tilde{a} \in V_\lambda, \) the ideal \( \tilde{\mathcal{I}} = \sigma^*_\lambda(\mathcal{I}) \) is principal and monomial at \( \tilde{a} \).

I.B.a(m,n). Let \( \psi : M \to \mathbb{K} \) denote a function of class \( \mathcal{Q} \). Assume that \( \Phi = (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F) \) is a well-defined morphism, where \( F \) denotes the divisor given either by \( E \times \mathbb{K} \) or by \( (E \times \mathbb{K}) \cup (N \times \{0\}) \) (see Definition 5.23 and Remark 5.28). Let \( a \in M \). There exist open neighbourhoods \( V \) of \( a \) and \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams (7.1), satisfying conditions (1)–(4) of I.A.a(m,n) above, together with

(5) for every \( \tilde{a} \in V_\lambda, \) either

(a) the transformed morphism \( \Psi_\lambda = (\Phi_\lambda, \psi_\lambda) = (\Phi_\lambda, \psi \circ \sigma) \) is pre-monomial at \( \tilde{a} \),

or (b) there exists a regular vector field \( X \in \Delta^\Phi_\lambda \).

I.B.b(m,n). Let \( \psi : M \to \mathbb{K} \) be a function of class \( \mathcal{Q} \). Assume that \( \Phi = (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F) \) is a well-defined morphism, where \( F \) denotes the divisor given either by \( E \times \mathbb{K} \) or by \( (E \times \mathbb{K}) \cup (N \times \{0\}) \). Let \( a \in M \). There exist open neighbourhoods \( V \) of \( a \) and \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams (7.1), satisfying conditions (1)–(3) of I.A.a(m,n), together with

(4) for every \( \tilde{a} \in V_\lambda \) the morphism \( \Psi_\lambda = (\Phi_\lambda, \psi_\lambda) = (\Phi_\lambda, \psi \circ \sigma) \) is pre-monomial at \( \tilde{a} \).

\( \Pi(m,n) \). Let \( a \in M \) and let \( \psi : M \to \mathbb{K} \) be a function of class \( \mathcal{Q} \) say \( \psi(a) = 0 \). Assume that \( \Phi = (\Phi, \psi) : (M, D) \to (N \times \mathbb{K}, F) \) is a well-defined morphism that is pre-monomial at \( a \), where \( F \) denotes either the induced divisor \( E \times \mathbb{K} \) or the extended divisor \( (E \times \mathbb{K}) \cup (N \times \{0\}) \). There exist open neighbourhoods \( V \) of \( a \) and \( W \) of \( b = \Phi(a) \), and a finite number of commutative diagrams

\[
\begin{array}{ccc}
(V_\lambda, D_\lambda) & \xrightarrow{\sigma_\lambda} & (V, D) \\
\downarrow \psi_\lambda & & \downarrow \psi \\
(W_\lambda, F_\lambda) & \xrightarrow{\tau_\lambda} & (W, F)
\end{array}
\]

satisfying conditions (1) and (2) of I.A.a(m,n), together with
(3) each $\Psi_\lambda$ is a monomial morphism;
(4) the pull-back $\sigma_\lambda^*(\Delta^\Phi) = \Delta^\Phi$. 

Remark 7.2. We will use the following shorthand when referring to the assertions above: I.A$(m,n)$ means I.A.a$(m,n)$, I.A.b$(m,n)$ and I.A.c$(m,n)$ (likewise, I.B$(m,n)$); I(m,n) means I.A$(m,n)$ and I.B$(m,n)$; I.A means I.A$(m,n)$, for all $(m,n)$; etc.

Before proving all the claims above, we show that our main theorems follow. Theorems 1.17 and 1.8 in fact, are clearly equivalent to I.A.b and I.A.c (respectively).

Proof of Theorems I.11 I.12. Let $\Phi : (M,D) \to (N,E)$ denote a morphism, and let $a \in M$. Consider a local coordinate system $x = (x_1, \ldots, x_l)$ for $N$ at $b = \Phi(a)$, such that $E = \{x_1 \cdots x_l = 0\}$, for some $l \leq n$, and write $\Phi = (\Phi_1, \ldots, \Phi_n)$ with respect to these coordinates. For each $k = 1, \ldots, n$, we consider the morphism $\Phi^k = (\Phi_1, \ldots, \Phi_k) : (M,D) \to (N^k, E^k)$, defined in a neighbourhood of $a$, where $N^k := \{x_{k+1} = \cdots = x_n = 0\}$ and $E^k := \{x_1 \cdots x_{l'} = 0\}$, $l' = \min\{k,l\}$. (In the algebraic case, this makes sense as usual with respect to an étale neighbourhood of $b$, perhaps including extension of the base field.)

We will prove the following claim by induction on $k$. (Theorems 1.11 1.12 correspond to the case $k = n$.)

Claim. For fixed $k$, $1 \leq k \leq n$, there exist open neighbourhoods $V$ of $a$ in $M$ and $W^k$ of $b := \Phi^k(a)$ in $N^k$, and a finite number of commutative diagrams

\[
(7.3) \quad (V_\lambda, D_\lambda) \xrightarrow{\sigma_\lambda} (V, D) \xrightarrow{\Phi^k} (W^k, E^k)
\]

where

(1) each $\sigma_\lambda$ and $\tau_\lambda$ is a composite of finitely many smooth local blowings-up (and local power substitutions);
(2) the families of morphisms $\{\sigma_\lambda\}$ and $\{\tau_\lambda\}$ cover $V$ and $W^k$, (and there are compact subsets $K_\lambda \subset V_\lambda, L_\lambda \subset W^k_\lambda$, for all $\lambda$, such that $\bigcup \sigma_\lambda(K_\lambda)$ and $\bigcup \tau_\lambda(L_\lambda)$ are (compact) neighbourhoods of $a$ and $b$, respectively);
(3) each $\Phi^k_\lambda$ is a monomial morphism.

Assume that the claim is true for $0 \leq k' < k$. Then we can assume (after transformation by a finite family of commutative diagrams of the form (7.3)), that $\Phi^k = (\Theta^r, 0, \ldots, 0, \Phi_k)$, where $\Theta^r$ is a dominant monomial morphism of rank $r \leq k - 1$. Consider the morphism $\tilde{\Phi}^k := (\Theta^r, \Phi_k)$. By the assertions I.B.b$(m,r)$ and II$(m,r)$, there is a finite family of commutative diagrams of the form (7.3), transforming $\tilde{\Phi}^k$ to a monomial morphism. Therefore, $\Phi^k$ is transformed to a monomial morphism by a finite family of commutative diagrams (7.3). \qed

The inductive steps. Given $(m,n)$, we will prove each of the assertions listed above under the assumptions that all the assertions hold for $(m',n') < (m,n)$, and the preceding assertions in the list hold for $(m,n)$.

To begin the induction, it is therefore enough to prove I.A.a$(0,0)$, which is trivial. It follows that all of the assertions in the list are true, for all $(m,n)$. 


Remarks 7.3. (1) In fact, if \( m = 0 \), then all the assertions in the list above are trivial, and, if \( n = 0 \), then all the assertions follow essentially from resolution of singularities—\( I.A(m, 0) \) from desingularization of the ideal \( \mathcal{I} \) (Remark 5.17(1) is enough for \( I.A(a(m, 0)) \) and \( I.B(m, 0) \) from desingularization of the ideal generated by \( \psi \) (again Remark 5.17(1) is enough for \( I.B.a(m, 0) \) and \( I.B.b(m, 0) \)); \( \Pi(m, 0) \) follows from the fact that, if \( n = 0 \), then every pre-monomial morphism is monomial (see Remarks 5.27).

(2) In the proofs of each of our assertions, in the following subsections, it should be understood that we are making the inductive assumptions above—we will not repeat the assumptions.

We will begin with the proof of \( I.A.a(m, n) \), which is the most delicate. (The proof of \( I.A.c(m, n) \), for example, is simpler and follows the same essential steps.)

Remark 7.4. In the analytic or algebraic cases, we can prove \( I.A.b(m, n) \) directly, assuming \( I.A.b(m', n') \) and \( \Pi(m', n') \), for \( (m', n') < (m, n) \), by induction. The proof of \( \Pi(m, n) \) below already requires only \( I.A.b(m, n) \) and, moreover, \( I.A.c \) is obtained as a corollary of \( I.A.b \), again by induction. In particular, in these cases, the proofs of Theorems 1.17 and 1.8 do not depend on \( I.A.a \) and \( I.B \); we can begin by proving \( I.A.b(m, n) \) in a way that mimics the proof of \( I.A.a(m, n) \) below, but is simplified using Remark 5.16. A brief idea will be given in Remark 7.5.

7.2. Desingularization relative to a monomial morphism: assertions I.A.

Proof of \( I.A.a(m, n) \). We can assume that there is no \( \Phi \)-free variable in any \( \Phi \)-monomial coordinate system (otherwise, we would be done since condition (5)(b) would be satisfied; see Lemma 5.10 and Remark 5.13).

We can monomialize the toroidal hull of \( \mathcal{I} \) by combinatorial blowings-up (see Example 5.2 and Remarks 5.17); then the transform of \( \mathcal{I} \) is principal and monomial at any \( m \)-point (a point lying in \( m \) components of \( D \)) over \( a \), and condition (4) is satisfied at such a point, by Corollary 5.20. Therefore, we can assume that \( a \) is not an \( m \)-point; i.e., there is a \( \Phi \)-monomial coordinate system \((u_1, \ldots, u_r, v_{r+1}, \ldots, v_m)\) at \( a \) with \( r < m \). In particular, we can express the monomial morphism \( \Phi \) as \( \Phi = (\varphi, \psi) \) at \( a \), with

\[
\begin{align*}
\text{(7.4)} \quad \text{either} \quad \psi(u, v, w) &= w \quad \text{or} \quad \psi(u, v, w) = u^\beta (\xi + w), \\
\text{where} \quad w &\text{ is a } \varphi \text{-free coordinate and, in the second case, } \xi \neq 0 \text{ and } \beta \text{ is } \mathbb{Q} \text{-linearly dependent on the exponents } \{\alpha_j\} \text{ of the monomial morphism } \varphi \text{ (using the notation of (1.2)); here the variables } (v_{r+1}, \ldots, v_m) \text{ above are written } (v, w). 
\end{align*}
\]

The log derivations \( \Delta^\varphi, \Delta^\Phi \) tangent to the morphisms \( \varphi, \Phi \) have monomial bases at \( a \) given by Lemma 5.10

\[
\begin{align*}
\Delta^\varphi &= (X^1, \ldots, X^{m-n}, Y), \quad \text{where } X^1(\psi) = 0 \text{ and } Y = \frac{\partial}{\partial w}, \\
\Delta^\Phi &= (X^1, \ldots, X^{m-n}).
\end{align*}
\]

Lemma 5.18 allows us to control the pull-back of \( \Delta^\Phi \) (in order to get condition (4)), provided that we control the pull-back of \( \Delta^\varphi \); this is used implicitly throughout the proof.

Consider the closure \( \mathcal{I}_w^\varphi \) of \( \mathcal{I} \) by \( \Delta^\varphi \) (see Definition 5.21). By definition, \( Y(\mathcal{I}_w^\varphi) \subset \mathcal{I}_w \). Let \( \mathcal{K} := \mathcal{I}_w^\varphi|_{w=0} \) denote the restriction of \( \mathcal{I}_w^\varphi \) to \( \{w = 0\} \). Then \( \mathcal{K} \) and \( \mathcal{I}_w^\varphi \) induce the same ideal in the ring of formal power series in \((u, v, w)\) at \( a \), by Lemma...
Since $\varphi$ and $K$ are both independent of $w$, we can apply I.A.b$(m - 1, n - 1)$ to $\varphi$ and $K$ to reduce to the case that $K$ is principal and monomial. We can also assume that (7.4) is preserved; i.e., $\Phi$ is a monomial morphism. Therefore, $I^\ddagger_\varphi$ is principal and monomial, by the division and quasianalyticity axioms of Definition 3.1.

By Lemma 5.23 since $I^\ddagger_\varphi$ is principal and monomial,
\[ d := \nu_a(I, \varphi) = \mu_a(I, \Delta^\varphi) < \infty; \]
moreover, $d = 0$ if and only if $I$ is principal monomial—in this case, we are done.

We now argue by induction on $d$. We can assume that $w$ is the only $\varphi$-free variable since, otherwise, $\Phi$ would have a free variable and condition (5)(b) would be satisfied.

As in Lemma 5.23 $I$ has a system of generators $F_i, \iota \in I$, of the form
\[
F_i(u, v, w) = u^j \left( F_i(u, v, w)w^d + \sum_{j=0}^{d-1} f_{ij}(u, v)w^j \right)
\]
where $I^\ddagger_\varphi = (u^\gamma)$, $\vec{F}_i(0) \neq 0$ for some $\iota_1, \iota_d \in I$, and $f_{ij}(a) = 0$ for all $\iota \in I$, $0 \leq j \leq d - 1$. By the implicit function theorem (Definition 3.1, axiom (2)) applied to the equation $\partial^{d-1}F_{ij}(u, v, w)/\partial w^{d-1} = 0$, we can make a change of coordinates to reduce to the case that $f_{ij,d,d-1} = 0$ (i.e., $F_{id}$ has Tschirnhausen form).

But $\psi$ is now of the form $\psi(u, v, w) = u^\beta(\xi + w + h(u, v))$, where $h(a) = 0$ (and we admit the possibility that $\beta = 0$ and $\xi = 0$ to cover both cases of (7.4)). Let us assume, moreover, that
\[
\psi(u, v, w) = g(u, v) + u^\beta(\xi + w + h(u, v)),
\]
where $dg \wedge d\varphi = 0$ (see Definition 5.23) because we will apply I.B.a$(m - 1, n)$ in the argument below, and will therefore need to use this weaker assumption in the inductive step.

Consider the privileged ideal sheaves $K_j := (f_{ij})_{\iota \in I}, \ j = 0, \ldots, d - 1$. After applying I.A.a$(m - 1, n - 1)$ to the monomial morphism $\varphi$ and the ideals $K_j$, we can assume that either $K_j = (0)$ or $K_j$ is principal and monomial, $j = 0, \ldots, d - 1$; i.e.,
\[
F_i(u, v, w) = u^j \left( F_i(u, v, w)w^d + \sum_{j=0}^{d-1} a_{ij}(u, v)u^j w^j \right), \ \iota \in I,
\]
where $a_{i,d,d-1} = 0$ and, for each $j = 0, \ldots, d - 1$, either $a_{ij} = 0$ for all $\iota$, or there exists $\iota(j) \in I$ such that $a_{i(j,j)}(0) \neq 0$. Note that the blowings-up involved in this process have centres defined by an ideal with generators depending only on $(u, v)$. It follows that, after a coordinate change in order to absorb a unit into $w$, (7.7) remains of the same form.

We now transform $\Phi$ to a pre-monomial morphism without changing the coordinate $w$: Applying I.B.a$(m - 1, n)$ to the morphism $\Phi|_{w=0} = (\varphi, \psi)|_{w=0}$, we can assume that
\[
\text{either there exists a } \Phi\text{-free variable (not } w), \text{ so that condition (5)(b)) is satisfied;}
\]
then we can apply II$(m, n - 1)$ to transform $\Phi$ to a monomial morphism satisfying conditions (4) and (5)(b) as a consequence of II$(m, n - 1)$(4);
or \( w \) is the only \( \varphi \)-free variable; in this case, since all previous blowings-up preserve the \( w \)-axis and \( \psi = \psi|_{w=0} + w \), it follows from (7.7) that \( \psi \) has the form

\[
(7.9) \quad \psi(u, v, w) = g(u, v) + u^\delta(\xi + w + \eta u^\lambda),
\]

where \( dg \wedge d\varphi = 0 \) and \( \eta \) is a constant; moreover, we can assume that, if \( \eta \neq 0 \), then \( \lambda \) is independent of the \( \alpha_j \) (otherwise, we can absorb \( \eta u^{\delta+\lambda} \) into \( g \)).

We have to treat the latter case. Write \( \tilde{w} := w + \eta u^\lambda \). Then \( \Phi = (\varphi, \psi) \) is pre-monomial in the coordinates \((u, v, \tilde{w})\); i.e., in these coordinates, \( \Delta^\varphi, \Delta^\Phi \) have monomial bases (given by Lemma 5.10), as follows:

\[
\begin{align*}
\Delta^\varphi &= (Z^1, \ldots, Z^{m-n}, Z), \\
\Delta^\Phi &= (W^1, \ldots, W^{m-n}),
\end{align*}
\]

(note that \( Z = \partial / \partial \tilde{w} = \partial / \partial w \)). Consider the auxiliary sheaf of derivations

\[
\Delta := \Delta^\varphi \cap \text{Der}( - \log(\psi = 0)).
\]

By Lemma 5.5 applied to \((F_{i, d})\) (i.e., applied with \( F = F_{i, d}, f_d = u^\gamma w^d, f_k = a_{i, k} u^{\gamma+x} w^k \) (for \( k = 0, \ldots, d-1 \)), \( f = 0 \) and \( X = w \partial / \partial w \)), we have \( u^\gamma w^d \in \mathcal{I}^\Delta_{d-1} \).

Then, by Lemma 5.3 applied to \((F_{i, j})\) and \( f = u^\gamma w^d \) (i.e., applied with \( F = F_{i, j}, f_k = a_{i, k} u^{\gamma+x} w^k \) (for \( k = 0, \ldots, d-1 \)), \( f = u^\gamma w^d \) and \( X = w \partial / \partial w \)), we get \( u^\gamma u^{\tau_j} w^j \in \mathcal{I}^\Delta_{d-1} \), for all \( j = 0, \ldots, d - 1 \) for which not all \( a_{i, j} \) are zero. Therefore, by (7.8) and Lemma 5.3(1),

\[
\mathcal{I}^\Delta_{d-1} = \mathcal{I}^\Delta_{d-1} = u^\tau (w^d, u^{\tau_j} w^j)
\]

(where we use the preceding condensed expression to denote the terms \( u^{\tau_j} w^j \), with \( j = 0, \ldots, d - 2 \), for which not all \( a_{i, j} \) are zero), and \( \mu_\alpha(\mathcal{I}, \Delta) \leq d - 1 \).

We now proceed to “partially” principalize \( \mathcal{I}^\Delta_{\infty} \) in a way that preserves the property that the morphism \( \Phi \) is pre-monomial with respect to the coordinates \((u, v, \tilde{w})\) (more precisely, after suitable modifications, we will be able to assume that either \( \mathcal{I}^\Delta_{\infty} \) is principal monomial or there exists a regular vector-field in \( \Delta^\Phi \)).

Let \( K \) denote the closure of \( \mathcal{I}^\Delta_{\infty} \) by \( \Delta^\Phi \). Now, either \( \eta = 0 \) (and \( w = \tilde{w} \)), or there exists a vector-field \( X = W^j \) in \( \Delta^\Phi \), for some \( j \), such that \( X(u^\lambda) = Cu^\lambda \), where \( C \) is a non-zero constant. Recalling that \( w = \tilde{w} - \eta u^\lambda \) and applying Lemma 5.3 again (more precisely, for each \( j = 1, \ldots, d \), we apply Lemma 5.3 with \( F = W^j = (\tilde{w} - \eta u^\lambda)\), \( f_k = (-1)^k \binom{j}{k} \eta^k u^{\lambda} w^{j-k} \) (for \( k = 0, \ldots, j \)), \( f = 0 \) and \( X \) as above), we obtain

\[
(7.11) \quad K = u^\tau (u^{\tau_j} w^j (u^\lambda)^{j-i}) = u^\tau (u^{\tau_j} w^j (u^\lambda)^{j-i})
\]

(where \( i = 0, \ldots, j \), and either \( 0 \leq j \leq d - 1 \) and not all \( a_{i, j} \) are zero, or \( j = d \) and \( r_d = 0 \)) and we conclude that \( K \) is closed by \( \Delta^\Phi \) and \( \Delta \).

We claim that \( K \) can be principalized by blowings-up that are combinatorial simultaneously with respect to the coordinate systems \((u, w)\) and \((u, \tilde{w})\). To see this, we argue by induction on \( |\lambda| \), allowing \( r_d \neq 0 \) in (7.11). Consider a first blowing-up with centre \( \{w = u_k = 0\} \) (equivalently, \( \{\tilde{w} = u_k = 0\} \)), for some \( k \) such that \( \lambda_k \neq 0 \). Outside the strict transform of \( \{w = 0\} \) or of \( \{\tilde{w} = 0\} \), the result follows from the fact that the pullback of \( w \) (or of \( \tilde{w} \)), equals \( u \) times a unit, which
implies that the pull back of $K$ is generated by monomials in $u$. Note that this argument is enough to treat the case $|\lambda| = 1$ (because, in this case, after the first blowing-up, the strict transforms of $\{w = 0\}$ and $\{\bar{w} = 0\}$ are disjoint). So we can suppose $|\lambda| > 1$. Therefore, we only have to consider points in the strict transform of $\{w = 0\}$, i.e., in the $u_k$-chart. After pulling back and factoring by $u_k$, $K$ again satisfies (7.11) with a new exponent $\lambda = \lambda - e_k$, (where $e_k$ means the exponent with 1 in the $k$th place and 0 elsewhere), so we can conclude by induction.

Principalizing $K$ in this way, since the blowings-up are combinatorial with respect to $(u, \bar{w})$, it follows from Corollary 5.20 that $\varphi$ is a monomial morphism, $\Phi$ is pre-monomial, and that $\Delta^\varphi$ satisfies the required pullback property. We note that, moreover, $\Delta^\varphi$ equals the pull-back of $\Delta$ (rather than of the original $\Delta^\varphi$, since we blow up with centres in $\{w = 0\}$). Now, one of the following three possibilities holds.

(i) There exists a regular vector field in $\Delta^\varphi$, and therefore there exists a $\Phi$-free variable. In this case, we can finish by applying $I.A.(m, n - 1)$ to $\Phi$, to obtain the conditions (3), (4) and (5)(b).

(ii) There is no regular vector field in $\Delta^\varphi$, but there is in $\Delta^\varphi$. Then, by Lemma 5.3(3), $\mathcal{T}_{\infty}^\varphi$ is principal and monomial, and, by Lemma 5.7, $\nu_\alpha(\mathcal{I}, \varphi) \leq d - 1$. Since $\Phi$ is pre-monomial, we can finish by induction on $d$.

(iii) There is no regular vector field either in $\Delta^\varphi$ or in $\Delta = \Delta^\varphi$. Then $\mathcal{I}$ is principal and monomial, by Lemma 5.3(3), and we can finish by applying $I.A.(m, n - 1)$ to $\Phi$.

\[\square\]

Proof of $I.A.c(m, n)$. After applying $I.A.a(m, n)$ to the monomial morphism $\Phi$ and the ideal $\mathcal{I}$, we can assume that $\mathcal{I}$ is principal and monomial at $a$ (so we are done), or there exists a regular vector field $X$ in $\Delta^\varphi$ at $a$.

In the latter case, by Remark 5.13 there exists a $\Phi$-monomial coordinate system $(u, v, w)$ at $a$ with at least one $\Phi$-free coordinate (i.e., where $w$ has at least one component). Consider the ideal sheaf $K := \mathcal{I}|_{w=0}$; by hypothesis, $K$ is $\Delta^\varphi$-closed. Moreover, by Lemma 5.14 $K$ and $\mathcal{T}_{\infty}^\varphi$ induce the same ideal in the ring of formal power series in $(u, v, w)$ at $a$. Since $K$ is independent of the variables $w$, we can apply $I.A.b(m - 1, n)$ to $\Phi|_{w=0}$ and $K$, to reduce to the case that $K$ is principal and monomial. By the division and quasianalyticity axioms, we conclude that $\mathcal{I}$ is principal and monomial.

\[\square\]

Proof of $I.A.c(m, n)$. Consider the closure $\mathcal{T}_{\infty}^\Phi$ of $\mathcal{I}$ by $\Delta^\Phi$ (see Definition 5.31); by definition, $\Delta^\Phi(\mathcal{T}_{\infty}^\Phi) \subset \mathcal{T}_{\infty}^\Phi$. After applying $I.A.b(m, n)$ to the monomial morphism $\Phi$ and the ideal $\mathcal{T}_{\infty}^\Phi$, we can assume that $\mathcal{T}_{\infty}^\Phi$ is principal and monomial at $a$. By Lemma 5.23 $d := \nu_\alpha(\mathcal{I}, \Phi) < \infty$; moreover, $d = 0$ if and only if $\mathcal{I}$ is principal and monomial at $a$.

We now argue by induction on $d$ (where the induction hypothesis requires that $\mathcal{T}_{\infty}^\Phi$ be principal and monomial). By Lemma 5.23 there is a $\Phi$-monomial coordinate system $(u, v, w) = (u, v, w_1, \bar{w})$ at $a$, in which $\mathcal{I}$ has a system of generators $F_i, i \in I$, of the form

\[F_i(u, v, w) = u^\gamma \left( \overline{F_i(u, v, w)} w_1^d + \sum_{j=0}^{d-1} f_{ij}(u, v, \bar{w}) w_1^j \right),\]
where $I^\Phi_{\infty} = (u^\gamma)$, $F_{i,j}(0) \neq 0$ for some $i = \iota d \in I$, and $f_{i,j}(a) = 0$ for all $i \in I$, $0 \leq j \leq d - 1$. As in the proof of I.A.a($m, n$), after a change of coordinates, we can assume that $f_{i,k, d-1} = 0$.

Consider the ideal sheaves $K_j := (f_{i,j}), j = 0, \ldots, d - 1$. After applying I.A.c($m - 1, n$) to the monomial morphism $\Phi_{|w_1 = 0}$ and the ideals $K_j$, we can assume that either $K_j = (0)$ or $K_j$ is principal and monomial, $j = 0, \ldots, d - 1$; i.e.,

$$(7.12) \quad F_i(u, v, w) = u^\gamma \left( F_i(u, v, w)w_1^d + \sum_{j=0}^{d-1} a_{i,j}(u, v, w)u^j w_1^d \right), \quad \iota \in I,$$

where $a_{i,d,d-1} = 0$ and, for each $j = 0, \ldots, d - 1$, either $a_{i,j} = 0$ for all $\iota$, or there exists $\iota(j) \in I$ such that $a_{i,(\iota j)}(0) \neq 0$.

We now make a codimension one blowing-up with center $\{w_1 = 0\}$ (which thus becomes a component of the divisor). This blowing-up does not change any of the local normal forms (in particular, $\Phi$ remains monomial), but it does change the derivations $\Delta^{\Phi}$ tangent to $\Phi$. In particular, $\partial / \partial w_1$ no longer belongs to $\Delta^{\Phi}$, but $X = w_1 \partial / \partial w_1$ does.

By Lemma 5.5 applied to $(F_{i,d})$ (i.e., applied with $F = F_{i,d}$, $f_d = u^\gamma w_1 F_{i,d}$, $f_k = a_{i,j} u^{\gamma + r_k} w_1^d$ (for $k = 0, \ldots, d - 1$), $f = 0$ and $X = w_1 \partial / \partial w_1$), we have $u^\gamma w_1^d \in I_{d-1}^\Delta$, where $\Delta = \Delta^{\Phi}$. Then, by Lemma 5.5 applied to $(F_{i,j})$ with $f = u^\gamma w_1^d$ (i.e., applied with $F = F_{i,(j)}$, $f_k = a_{i,(j)} u^{\gamma + r_k} w_1^d$ (for $k = 0, \ldots, d - 1$), $f = u^\gamma w_1^d$ and $X = w_1 \partial / \partial w_1$), we get $u^\gamma w_1^d \in I_{d-1}^\Delta$, $j = 0, \ldots, d - 1$. Therefore, by (7.12) and Lemma 5.3(1),

$$I_{\infty}^\Delta = I_{d-1}^\Delta = u^\gamma \left( w_1^d, u^j w_1^d \right),$$

and $\nu_\Delta(I, \Phi) = \mu_\Delta(I, \Delta) \leq d - 1$.

After principalizing $I_{\infty}^\Delta$ by combinatorial blowings-up, we can assume (using Corollary 5.20 and Lemma 5.7(2)) that $\nu_\Delta(I, \Phi) \leq d - 1$, $I_{\infty}^\Delta$ is principal monomial and $\Phi$ is monomial at $a$. The result follows by induction on $d$. \hfill $\square$

Remark 7.5. In the analytic or algebraic cases, the proof of I.A.a($m, n$) above can be modified to prove I.A.b($m, n$) directly; see Remark 7.4. We leave the full details to the reader, but provide the following outline for guidance.

We can assume that there is no $\Phi$-free variable in any $\Phi$-monomial coordinate system; otherwise, we are done by I.A.b($m - 1, n$), because Remark 5.10 guarantees that the ideal $I$ has a system of generators independent of a $\Phi$-free variable. Following the proof of I.A.a($m, n$) above, we can take $\mathcal{K} := I_{\infty}^\Delta$; since $\varphi$ and $\mathcal{K}$ are both independent of $w$ (by Remark 5.10), and can apply I.A.b($m - 1, n - 1$) to reduce to the case that $I_{\infty}^\Delta$ is principal and monomial.

Arguing by induction on $d$ as in the proof of I.A.a($m, n$), we can assume that $w$ is the only $\varphi$-free variable (otherwise, $\Phi$ has a free variable and we can conclude by I.A.b($m - 1, n$), using Remark 7.10). Again by Remark 5.10 $I$ has a system of generators (7.6), where each $F_i$ is an eigenvector of $\Delta^{\Phi}$, and we can assume that $F_{i,d} = 1$ (using the Weierstrass preparation theorem). But $\psi$ is now of the form $\psi(u, v, w) = u^\varphi(\xi + w + h(u, v))$, where $h(a) = 0$ and $h$ is an eigenvector of $\Delta^{\Phi}$ and of $\Delta^{\mathcal{K}}$, so that (7.7) can be replaced by the assumption that $\psi(u, v, w) = g(u, v) + u^\varphi(\xi + w)$, where $dg \wedge d\varphi = 0$—this is pre-monomial form.
The ideal sheaves $K_j$ are $\Delta^\varphi$- and $\Delta^K$-closed. After applying I.A.a($m-1$, $n-1$) to $\varphi$ and the ideals $K_j$, we can assume that either $K_j = (0)$ or we have (7.8). We note that $\Phi$ is pre-monomial because condition (4) of I.A.b and Lemma 5.7 guarantee that the characterization of pre-monomial in Lemma 5.31(1) is preserved.

We can now simply introduce $\Delta$ as in the proof of I.A.a($m$, $n$), and can principalize $J_\infty$ by blowings-up that are combinatorial with respect to the coordinates ($u$, $w$); this guarantees that the lifting of $\Phi$ is pre-monomial. Then one of the following two possibilities holds.

(i) There is a regular vector field in $\Delta^\Phi$, and therefore a $\Phi$-free variable. In this case, we can finish by applying II($m$, $n-1$) to $\Phi$ (which preserves the existence of a free variable at every point of the fibre) and then applying I.A.b($m-1$, $n$) (since $I$ has a system of generators independent of a $\Phi$-free variable, by Remark 5.10).

(ii) There is no regular vector field in $\Delta^\Phi$. Then $I$ is principal and monomial, by Lemma 5.31(3), and we can finish by applying II($m$, $n-1$) to $\Phi$.

7.3. Pre-monomialization: assertions I.B.

Proof of I.B.a($m$, $n$). Consider the ideal sheaf $J_\Psi := \Delta^\Phi(\psi)$ (see Definition 5.29). After applying I.A.a($m$, $n$) to the monomial morphism $\Phi$ and the ideal $J_\Psi$, we can assume that, either condition (5)(b) is satisfied, or $J_\Psi$ is principal and monomial at $a$, by Lemma 5.7(1). In the later case, $\nu_a(\Psi) = 1$, and (5)(a) follows from 5.31(1). \hfill $\square$

Proof of I.B.b($m$, $n$). Consider the log differential closure $J_\Psi^\infty$ of the ideal $J_\Psi = \Delta^\Phi(\psi)$ (see Definition 5.29); by definition, $\Delta^\Phi(J_\infty) \subset J_\infty^\Psi$. After applying I.A.b($m$, $n$) to the monomial morphism $\Phi$ and the ideal $J_\infty^\Psi$, we can assume that $J_\Psi^\infty$ is principal and monomial at $a$. By Lemma 5.31 $d := \nu_a(\Phi) < \infty$; moreover, $d = 1$ if and only if the morphism $\Psi = (\Phi, \psi)$ is pre-monomial at $a$.

We argue by induction on $d$ (where the induction hypothesis requires that $J_\infty^\Psi$ be principal and monomial). By Lemma 5.31 there exists a $\Phi$-monomial coordinate system $(u, v, w) = (u, v, w_1, \bar{w})$ at $a$, such that

$$\psi(u, v, w) = g(u, v) + u^\vartheta \left( \bar{H}(u, v, w)w_1^d + \sum_{j=0}^{d-2} h_j(u, v, \bar{w})w_1^j \right),$$

where $J_\Psi = (u^\vartheta)$, $\bar{H}(0) \neq 0$, each $h_j(0) = 0$, and $dg \wedge d\Phi = dg \wedge d\varphi_1 \wedge \cdots \wedge d\varphi_n = 0$. If $h_j = 0$ for all $j = 0, \ldots, d-2$, then the morphism $\Psi$ is pre-monomial after blowing up with center ($w_1 = 0$) in the source and ($\psi = 0$) in the target. In the following, therefore, we assume that not all $h_j$ vanish identically.

After applying I.A.c($m-1$, $n$) to the monomial morphism $\Phi$ and the ideal sheaves $(h_j)$, $j = 1, \ldots, d-2$, we can assume that

$$\psi(u, v, w) = g(u, v) + u^\vartheta \left( \bar{H}(u, v, w)w_1^d + \sum_{j=1}^{d-2} b_j(u, v, \bar{w})u^\varrho w_1^j + h_0(u, v, \bar{w}) \right),$$

where either $b_j = 0$ or $b_j(a) \neq 0$, $j = 1, \ldots, d-2$. (Note that we may apply I.A.c($m-1$, $n$), instead of I.A.c($m$, $n$), because both $\Phi$ and the ideal $(h_j)$ are independent of the variable $w_1$. Strictly speaking, we apply I.A.c($m-1$, $n$) to $\Phi|_{w_1=0}$ and $(h_j)|_{w_1=0}$, and we take the sequence of blowing-up with centres given by the
products of those given by I.A.c$(m \times 1, n)$ with the $w_1$-axis). Now, after applying I.B.b$(m \times 1, n)$ to $Ψ|_{w_1=0} = (Φ, ψ)|_{w_1=0}$, we can assume that

$$ψ(µ, ν, w) = g(µ, ν) + u^γ \sum_{j=1}^{d-2} b_{j}(µ, ν, w) u^r w_i^j + η u^λ (ξ + w_2)^ε,$$

where $ε, η \in \{0, 1\}$ and, if $ε = 1$, then $ξ \neq 0$ and $Ψ|_{w_1=0}$ is pre-monomial. In particular, either $η = 0$ or there exists a vector field $Y \in Δ^Φ$ such that $Y(µ^{γ+λ}(ξ + w_2)^ε) = µ^{γ+λ}$ and $Y(w_1) = 0$. It follows that

$$η u^{γ+λ} + u^γ O(w_1^{d}, u^r w_i^{j}, η u^λ) \in Δ^Ψ.$$

We now consider the auxiliary divisor $D' := D \cup \{w_1 = 0\}$, and we write $Ψ'$ to denote the morphism $Ψ$ with the divisor $D$ replaced by $D'$. (Note that $(Ψ')^{-1}(E) = D \subset D'$, but this will not intervene in the proof.) Using Lemma 5.5 (applied with $X = w_1 \partial/\partial w_1, F = X(ψ), f_0 = X(w_1^{d}u^{r} H), f_j = X(b_{j}u^{r+j} w_i^{j})$ (for $i = 1, \ldots, d-2$, and $f = 0$), we can conclude from (7.13), (7.14) and Lemma 5.3(1), that

$$J^Ψ_{d-1} = Δ^Ψ_{d-1} = u^γ \left( w_1^d, u^r w_i^j, η u^λ \right).$$

This implies that $ν_a(Ψ') \leq d - 1$. After making blowings-up that are combinatorial (with respect to $(u, w_1)$), we can assume that $J^Ψ_{d-1}$ is principal and monomial. Now, one of the following two possibilities holds.

(i) The transform of $Ψ$ locally coincides with that of $Ψ'$. In this case, we conclude (using Corollary 5.20 and Lemma 5.7(2)) that $ν_a(Ψ) \leq d - 1$, $Δ^Ψ_{∞}$ is principal and monomial, and $Φ$ is monomial. So we can finish by induction on $d$.

(ii) We are at a point in the strict transform of $(w_1 = 0)$. In this later case, $Δ^Ψ_{∞}$ is generated either by the pull-back of $u^{γ+λ}$ (if $η \neq 0$) or by the pull-back of $u^{γ+r_j w_i^j}$ (where $j$ is minimal). After possibly making a codimension one blowing-up of $(w_1 = 0)$ in the source, we can conclude that $Ψ$ is pre-monomial, directly from (7.13).

7.4. Monomialization: assertion II.

Proof. We use the notation of Definition 5.20. By Proposition 6.23 or Proposition 6.23, we can assume that $Ψ$ has a remainder $g$ and relation $R$ at $a$, such that $ρ := ρ_a(R) < \infty$ (we can assume that $g(a) = 0$). (Recall that, in the real quasianalytic case, there is, in fact, a relation of the form $R(x, y, z, t) = t - h(x, y, z)$, so that $ρ = 1$; see Remark 6.9.)

In general, we will argue by induction on $ρ$. Let

$$r_i(x, y, z) := 1/i! \partial^i R(x, y, z, 0), \quad i = 0, 1, \ldots,$$

so that $R$ has a formal expansion $\sum r_i(x, y, z)u^i$. Let $R$ denote the privileged ideal generated by the $r_i$. The pulled back ideal $Φ^* R$ is clearly $Δ^Ψ$-closed. By applying I.A.b$(m \times n)$ to the monomial morphism $Φ$ and the ideal $Φ^* R$, we can reduce to the case that $Φ^* R$ is a principal monomial ideal, generated by $Φ^* (r_{i_0})$, for some $i_0$. Then, after applying Lemma 6.23 to $r_{i_0}$, we can also assume that $r_{i_0}$ is a monomial times a unit at $b = Φ(a)$, and it follows from the division axiom that $r_{i_0}$ divides all.
r_i. (Lemma 6.24 guarantees that the pull-back of $R$ by the blowings-up in the target involved in I.A.b$(m, n)$ and Lemma 6.6 is still a relation of order $\leq \rho$.) Moreover, since $r_i$ is a monomial independent of $t$, the quotient of $R$ by $r_i$ is still a relation; therefore, we can assume that

$$R = U(x, y, z, t) t^k + \sum_{i=0}^{k-1} a_i(x, y, z) t^i,$$

where $U(x, y, z, t)$ is a unit and $a_i(0) = 0$, $i = 0, \ldots, k - 1$. We can also assume that $k \geq \rho$ (otherwise, we are finished, by induction). We consider two cases:

1. $F$ is the induced divisor $E \times \mathbb{K}$. In this case, $k = \rho$. (In the real quasianalytic case, with $R$ as above, $\Psi$ is already a monomial morphism at $a$, after codimension one blowings-up in the target and source if necessary, according to Remarks 6.2 and 6.3.) In general, by the implicit function theorem, after a coordinate change in $t$, we can assume that

$$R = U(x, y, z, t) t^\rho + \sum_{i=0}^{\rho-2} a_i(x, y, z) t^i.$$

By I.A.b$(m, n)$ applied to $\Phi$ and the ideal generated by $g$, we can assume also that $g(u, v) = u^i V(u, v)$, where $V$ is a unit. Then, by further combinatorial blowings-up in the source, we can reduce to the case that either $\delta < \gamma$ or $\gamma < \delta$ (in the notation of (6.20)), as in the proof of Lemma 6.25. Suppose that $\gamma < \delta$. Then, in the second case of (6.20), $\gamma < \delta$, and $\Psi$ is a monomial morphism. In the third case, $\psi = u^\gamma (\eta + \delta \gamma V + w_1)$. In this case, if $\gamma < \delta$, or if $\gamma = \delta$ but $\eta + V$ is a unit, then $\Psi$ is a monomial morphism. If $\gamma = \delta$ but $\eta + V$ is not a unit, then $\Psi$ is a monomial morphism after the codimension one blowing-up in the source with centre $\{ \eta + V(u, v) + w_1 = 0 \}$. Such blowing-up has no effect on the log derivations $\Delta^\psi$ because every $X \in \Delta^\psi$ annihilates $\psi, g$ and $u^\gamma$, so that $X(w_1) = 0$. Therefore, we can assume that $\delta < \gamma$.

We can now make a codimension one blowing-up of the target with centre $\{ t = 0 \}$; the effect is to make $\{ t = 0 \}$ a component of the divisor $F$, and the preceding assumptions on $g$ guarantee that $\Psi$ is still a morphism. But $\Delta^\psi$ is now generated by $t \partial / \partial t$. By Lemma 5.5 applied to the ideal $I_R$ generated by $R$ (i.e., applied with $F = R$, $f_{\rho-1} = t^\rho U$, $f_i = a_i t^i$ (for $i = 0, \ldots, \rho - 2$), $f = 0$ and $X = t \partial / \partial t$), andLemma 5.3(1),

$$I_{R, \infty} = I_{R, \rho-1} = (t^\rho, a_i(x, y, z) t^i),$$

so that $\rho_a(R) = \nu_{(b, 0)}(I_R, \pi) \leq \rho - 1$.

2. $F$ is the extended divisor $F = (E \times \mathbb{K}) \cup (N \times \{ 0 \})$. In this case, we will reduce to case (1) without changing $\rho$: By applying I.A.b$(m, n)$ to the ideal generated by $g \cdot \prod_{i=0}^{\rho-2} \Phi^i(a_i)$, and then applying Lemma 6.6 and using Lemma 6.24 (as in case (1)), we can reduce to the case that $g$ and $R$ are of the form (6.17). By Lemma 6.23 we have a finite number of commutative diagrams (as in the latter) such that, at every $\tilde{a} \in \sigma_{\lambda}^{-1}(a)$, for each $\lambda$, we have either a relation of order $< \rho$, or a relation of order $\rho$, but $F = E \times \mathbb{K}$ (i.e., we reduce to case (1)).

This completes the proof of our main theorems.
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