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Abstract

For a discrete time multitype supercritical Galton-Watson process \((Z_n)_{n \in \mathbb{N}}\) and corresponding genealogical tree \(T\), we associate a new discrete time process \((Z^\Phi_n)_{n \in \mathbb{N}}\) such that, for each \(n \in \mathbb{N}\), the contribution of each individual \(u \in T\) to \(Z^\Phi_n\) is determined by a (random) characteristic \(\Phi\) evaluated at the age of \(u\) at time \(n\). In other words, \(Z^\Phi_n\) is obtained by summing over all \(u \in T\) the corresponding contributions \(\Phi_u\), where \((\Phi_u)_{u \in T}\) are i.i.d. copies of \(\Phi\). Such processes are known in the literature under the name of Crump-Mode-Jagers (CMJ) processes counted with characteristic \(\Phi\). We derive a LLN and a CLT for the process \((Z^\Phi_n)_{n \in \mathbb{N}}\) in the discrete time setting, and in particular, we show a dichotomy in its limit behavior. By applying our main result, we also obtain a generalization of the results in Kesten-Stigum [17].
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1 Introduction

For a fixed natural number \(J\), the general Crump-Mode-Jagers (or shortly CMJ) branching process with \(J\) types is a classical model for an evolving population, in which for a collection \(\Xi := \{\xi(i,j)\}_{i,j \leq J}\) of point processes on \((0, \infty)\), the evolution goes as follow. We start with the initial ancestor \(\emptyset\) of fixed type \(i_0 \in \{1, \ldots, J\}\) at time 0, and for any \(j \in \{1, \ldots, J\}\), \(\emptyset\) produces offspring of type \(j\) at the times of the point process \(\xi(i_0,j)\). Every other individual in the process reproduces according to an independent copy of \(\Xi\) shifted by the individual’s time of birth. Thus individuals that are ever born form a multitype Galton-Watson tree \(T\). For any \(u \in T\), by \(t(u)\) we denote the type of \(u\), i.e. a number from the set \(\{1, \ldots, J\}\) and by \(S(u)\) we denote the time when the individual \(u\) is born. In addition, for any \(u \in T\) we assign a function \(\Phi_u\) which is an independent copy of some given random function \(\Phi : (0, \infty) \times \{1, \ldots, J\} \rightarrow \mathbb{R}\). The multitype Crump-Mode-Jagers (CMJ) process counted
with characteristic $\Phi$ is the process $(Z^\Phi_t)_{t \geq 0}$ defined as

$$Z^\Phi_t := \sum_{u \in T} \Phi_u(t - S(u), t(u)),$$

that is, the contribution of a given individual $u \in T$ to $Z^\Phi_t$ involves the assigned function $\Phi_u$, the age of $u$ at time $t$ and the type of $u$. This model extends a variety of other models such as multitype Galton-Watson processes, age-dependent branching processes, Bellman-Harris processes and Sevast’yanov processes. When counted with a random characteristic, the general branching process offers a lot of flexibility in modeling and allows considerations of, for instance, the number of individuals in the population in some random phase of life or having some random age-dependent property. We refer the reader to [12] for a textbook introduction.

First order asymptotics of $(Z^\Phi_t)_{t \geq 0}$ are by now quite well understood. The strong law of large numbers in the single type case $J = 1$ has been proven by Nerman [20], while the lattice version of Nerman’s law of large numbers was proved by Gatzouras [4]. The general type space (even infinite) has been studied by Jagers [13] who proved the weak law of large numbers, while the corresponding strong law of large numbers was provided in Olofsson [21]; see [11] for an alternative proof. These results can be summarized by saying that under suitable conditions on $\Xi$ and on the (random) characteristic $\Phi$ there exists a parameter $\alpha > 0$, called the Maltusian parameter, such that $e^{-\alpha t}Z^\Phi_t$ converges as $t \to \infty$ almost surely or in probability to some random variable $X^\Phi$. It is then natural to ask about lower order terms in the asymptotic expansion $Z^\Phi_t = e^{\alpha t}X^\Phi + o(e^{\alpha t})$.

The fluctuations of single-type CMJ processes counted with characteristic $\Phi$ have been meanwhile investigated in a sequence of works. One particular example is the Kolmogorov’s conservative fragmentation model that may be translated into the language of general branching processes. For such processes, Janson and Neininger [16] proved a corresponding limit theorem. Janson [15] studied asymptotic fluctuations of single-type supercritical general branching processes in the lattice case for some particular choice of the characteristic in which the limit in Nerman’s theorem from [20] vanishes. Recently, central limit theorems for such general single type branching processes have been established in [10].

Much less is known in the multitype case, i.e. when $J > 1$. There are partial results indicating the intricate nature of the limit theorems that can occur. For multitype continuous-time Markov branching processes with finite type space, in which individuals give birth only at the time of their death, Athreya [2, 3] proved a central limit theorem and Janson [14] proved a corresponding functional central limit theorem. Asmussen and Hering [1, Section VIII.3] provide results for the asymptotic fluctuations of multitype Markov branching processes with rather general type space. Let us remark that although most of the above mentioned results have different proofs, they are somehow similar in nature, that is, some kind of dichotomy/trichotomy appears in the limit behavior. This may indicate the existence of a limit theorem for general CMJ processes $(Z^\Phi_t)_{t \geq 0}$ that generalizes the previous results.
Our contribution. In the underlying work we take a step forward in understanding higher order asymptotics for multitype CMJ processes counted with characteristics $\Phi$. The main restriction imposed in the current paper is that for all $1 \leq i, j \leq J$,

$$\text{supp } \xi^{(i,j)} \subseteq \{1\},$$

that is, each particle can give birth to new particles only at age one. More precisely, we consider a supercritical multitype Galton-Watson branching process $(Z_n)_{n \in \mathbb{N}}$ with $J$ types $Z_n = (Z_{1,n}, \ldots, Z_{J,n})$, where for $j \in \{1, \ldots, J\}$, $Z_{j,n}$ stands for the number of particles of type $j$ born in the $n$-th generation. We denote by $T$ the corresponding genealogical Galton-Watson tree. For each individual $u \in T$ ever born we associate a weight function $\Phi_u$, which is an independent (of everything) copy of some given random function $\Phi: \mathbb{Z} \times \{1, \ldots, J\} \to \mathbb{C}^d$ that we call characteristic of dimension $d \in \mathbb{N}$. This work focuses on asymptotic fluctuations of the discrete time stochastic process $(Z_n^\Phi)_{n \in \mathbb{N}}$ defined as

$$Z_n^\Phi = \sum_{u \in T} \Phi_u(n - |u|, t(u)),$$

where $|u|$ stands for the generation of the individual $u \in T$. We keep the established terminology and call $(Z_n^\Phi)_{n \in \mathbb{N}}$ branching process counted with characteristic $\Phi$. Our setup and assumptions regarding the process $(Z_n^\Phi)_{n \in \mathbb{N}}$ are described in detail in Section 3. Assuming positive regularity and existence of second moments for the multitype branching process $(Z_n)_{n \in \mathbb{N}}$, and mild conditions on the characteristic $\Phi$, we establish in Theorem 3.5 a dichotomy in the asymptotic behavior of $(Z_n^\Phi)_{n \in \mathbb{N}}$. The dichotomy is based on the existence of eigenvalue $\lambda$ of the mean offspring matrix $A := (E \xi^{(i,j)}((0, \infty)))_{1 \leq i, j \leq J}$ such that $|\lambda| = \sqrt{\rho}$.

The motivation for this work is to demonstrate how the methods from [10] can be applied in order to study particular multitype CMJ processes for which (1) hold, and one possible application of our results is in the context of urn models in [19]. We also obtain a generalization of the results from [17], by applying the main result Theorem 3.5 to the particular choice of the characteristic $\Phi(k) := 1 \cdot 1_{\{k=0\}}$.

This work can be seen as a first step forward in answering Question 1 from [10]. The choice of our model allows us to avoid many issues that arise in the general case, that is without condition (1), both in lattice and non-lattice case (i.e. when all $\xi^{(i,j)}$ are supported on some fixed lattice or not). For example, under condition (1) we can easily establish the asymptotic expansion of the mean $E Z_n^\Phi$ in terms of the spectral decomposition of the mean offspring matrix $A$ and this expansion is then required to conclude the limit theorem for $Z_n^\Phi$. On the other hand, the fact that the branching processes studied in this paper are multidimensional causes additional complications not present in [10], e.g. the presence of a nilpotent part in the Jordan decomposition of $A$ gives rise to a polynomial correction in the limit theorem.

Let us emphasize that the role of the eigenvalues of $A$ in the one-type case [10] are played
by, after taking the exponent, the solutions of the equation
\[ \int_0^\infty e^{-zt} \mathbb{E}(dt) = 1. \]
Thus, a limit theorem for a general multitype CMJ processes should cover both described above cases and it is natural to expect that in this case the corresponding exponents will be given by the solutions of the following matrix equation:
\[ \int_0^\infty e^{-zt} \mathbb{E}^{(i,j)}(dt) = \mathbb{1}_{\{i=j\}} \text{ for all } i, j \in \{1, \ldots, J\}. \]
However, at the moment, even this exact statement is unclear and the limit theorem for a general multiple CMJ processes (both lattice and non-lattice case) will be the subject of future research.

Finally, the investigation of such processes has yet another not obvious motivation in the context of rotor walks with random initial configuration on trees, see [7, 8, 9]. In these papers the authors investigate law of large numbers for a class of processes called rotor walks, processes that interpolate between random walks and deterministic walks; see also [6] for a functional limit theorem of the interpolated processes. The range \( R_n \) (number of distinct sites visited by the walk up to time \( n \)) is strongly related to the size of random trees that are constructed recursively from Galton-Watson trees.

**Structure of the paper.** In Section 2 we fix the notation, introduce Ulam-Harris trees, multitype Galton-Watson processes, and we describe the spectral decomposition of the mean value matrix of the multitype Galton-Watson processes. Then, in Section 3 we introduce branching processes counted with a characteristic and the natural assumptions for the characteristic, and we state our main result Theorem 3.5. Afterwards, in order to prove the main result, we proceed by proving a series of auxiliary results concerning branching processes with deterministic and with random centered characteristics in Section 4. The last Section 5 is dedicated to the proof of Theorem 3.5. Finally, as an application of our main results, we show how to extend the results in Kesten-Stigum [17] by a specific choice of the characteristic.

## 2 Preliminaries

**Conventions and notations.** The number \( J \in \mathbb{N} \) will be reserved for the number of types of the multitype Galton-Watson process, and we will often write \([J]\) for the set \( \{1, \ldots, J\} \). All our vectors will be regarded as column vectors, and for \( u \in \mathbb{R}^J \) the notation \( u = (u_1, \ldots, u_J) \) is purely for convenience. When we deal with row vectors, it will be either mentioned explicitly, or it will be clear from the context. For \( j \in [J] \), we denote by \( e_j = (0, \ldots, 1, \ldots, 0) \) the \( j \)-th standard basis vector in \( \mathbb{R}^J \).

For a \( n \times m \) matrix \( A = (a_{ij})_{i,j} \), with \( m, n \in \mathbb{N} \), the Hilbert–Schmidt norm of \( A \), called also Frobenius norm, is defined as
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\[ \|A\|_{HS} := \left( \sum_{i=1}^{n} \sum_{j=1}^{m} |a_{ij}|^2 \right)^{1/2}. \]

Since for any vector the Hilbert-Schmidt norm coincides with the Euclidean norm, for the rest of the paper we shall only write \( \| \cdot \| \) instead of \( \| \cdot \|_{HS} \).

We fix a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) on which all the random variables and processes we consider are defined. For a random matrix \( L = (L_{ij})_{i,j} \) (of any size) we define a deterministic matrix \( \text{Var}[L] \) of the same size as \( L \) by taking variances of each entry in \( L \):

\[ \text{Var}[L] := (\text{Var}[L]_{ij})_{i,j} = (\text{Var}[L_{ij}])_{i,j}. \]
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**The Ulam-Harris tree.** It is convenient when investigating limit theorems for Galton-Watson processes and trees, to look at such trees as subtrees of the infinite Ulam-Harris tree \( \mathcal{U}_\infty \) that we define now. The vertex set of \( \mathcal{U}_\infty \) is \( V_\infty := \bigcup_{n \in \mathbb{N}_0} \mathbb{N}^n \), the set of all finite strings or words \( v_1 \cdots v_n \) of positive integers over \( n \) letters, including the empty word \( \emptyset \) which we take to be the root, and with an edge joining \( v_1 \cdots v_n \) and \( v_1 \cdots v_{n+1} \) for any \( n \in \mathbb{N}_0 \) and any \( v_1, \ldots, v_{n+1} \in \mathbb{N} \). Thus every vertex \( v = v_1 \cdots v_n \) has outdegree \( \infty \), and the children of \( v \) are the words \( v_1, v_2, \ldots \) and we let them have this order so that \( \mathcal{U}_\infty \) becomes an infinite ordered rooted tree. We will identify \( \mathcal{U}_\infty \) with its vertex set \( V_\infty \), when no confusion arises and for vertices \( v = v_1 \cdots v_n \) we also write \( v = (v_1, \ldots, v_n) \), and if \( u = (u_1, \ldots, u_m) \) we write \( uv \) for the concatenation of the words \( u \) and \( v \), that is \( uv = (u_1, \ldots, u_m, v_1, \ldots, v_n) \). The parent of \( v_1 \cdots v_n \) is \( v_1 \cdots v_{n-1} \). Further, if \( k \leq m \), we set \( u|_k := u_1 \cdots u_k \) for the vertex \( u \) truncated at height \( k \). Finally, for \( u \in \mathcal{U}_\infty \), we use the notation \( |u| = n \) for \( u \in \mathbb{N}^n \), i.e. \( u \) is a word of length (or height) \( n \), that is, at distance \( n \) from the root \( \emptyset \). The family \( \mathcal{T} \) of ordered rooted trees can be identified with the set of all subtrees \( \mathcal{T} \) of \( \mathcal{U}_\infty \) that have the property that for all \( v \in V_T \):

\[ vi \in V_T \quad \text{implies} \quad vj \in V_T, \quad \text{for all} \quad j \leq i. \]

Above \( V_T \) is the vertex set of \( T \), and we identify it with the tree \( T \) itself when no confusion arises. For a tree in \( \mathcal{T} \) which is not rooted at \( \emptyset \), but at some other vertex \( u \in \mathcal{U}_\infty \), we write \( T_u \). For two vertices \( u, v \in \mathcal{U}_\infty \) we denote by \( d(u, v) \) their graph distance, that is, the length of the shortest path between \( u \) and \( v \). For trees rooted at \( \emptyset \), we omit the root and we write only \( T \).

For \( J \in \mathbb{N} \), a \( J \)-type tree is a pair \((T, t_T)\) where \( T \in \mathcal{T} \) and \( t_T : T \to \{1, \ldots, J\} \) is a function defined on the vertices of \( T \) which returns for each vertex \( v \) its type \( t_T(v) \). We will often omit the subindex \( T \) in the type function \( t \) if it is clear from the context the tree we are referring to. We denote by \( \mathcal{T}[J] \) the set of all \( J \)-type trees, and elements of \( \mathcal{T}[J] \) will be referred to as \( T \) without explicitly mentioning the type function \( t \).

**Multitype Galton-Watson Processes.** Galton-Watson trees are an important class of random rooted trees that are defined as the family trees of Galton-Watson processes.
Having introduced the Ulam-Harris tree above, we can now regard Galton-Watson processes as $\mathcal{T}$-valued random variables. Let $J \in \mathbb{N}$ be the number of types of particles, and consider a sequence $(L(j))_{j \in [J]}$ of $\mathbb{N}^J$-valued, $J$ independent random (column) vectors, and denote by $L$ the $J \times J$ random matrix with column vectors $L(j)$:

$$L = (L^{(1)}, L^{(2)}, \ldots, L^{(J)}) = \begin{pmatrix}
L^{(1,1)} & L^{(1,2)} & \cdots & L^{(1,J)} \\
L^{(2,1)} & L^{(2,2)} & \cdots & L^{(2,J)} \\
\vdots & \vdots & \ddots & \vdots \\
L^{(J,1)} & L^{(J,2)} & \cdots & L^{(J,J)}
\end{pmatrix},$$

where for $j \in [J]$ the column vector $L^{(j)}$ is given by $L^{(j)} = (L_{ij})_{i,j \in [J]}$. We think of $L^{(j)} = Le_j$ as the offspring vector produced by a particle of type $j$. More precisely, the matrix $L = (L_{ij})_{i,j \in [J]}$ with $L_{ij} = L(i,j)$ represents the offspring distribution matrix, so for $i, j \in [J]$, $L(i,j)$ is the number of offspring of type $i$ produced by a particle of type $j$ (here $L(i,j_1)$ and $L(j,i_2)$ might be dependent). We denote by $a_{ij} = \mathbb{E} [L_{ij}]$ the expectation of the random variable $L_{ij}$, for all $i, j \in [J]$ and by $A = (a_{ij})_{i,j \in [J]}$ the first moment or the mean offspring matrix. We have $\mathbb{E}L = A$.

Note our choice of notation; it may be more natural to use the transpose of the matrix $L$ and its componentwise mean matrix $A$, as done in the relevant literature on multitype branching processes. The reason for our choice is that we need the standard notation where a matrix is regarded as an operator acting on column vectors to the right, as opposed to the Markov chains notation, where the transition matrix acts on row vectors to the left. Even if we work with the transpose $L$ of the offspring distribution matrix $L^\top$, we will still, by a slight abuse of notation, refer to $L$ and $A$ as the offspring distribution matrix and the mean offspring matrix, respectively.

The matrix $A$ is called positively regular, if for every $i, j \in [J]$, there is some $n \in \mathbb{N}$ so that, the $(i, j)$-entry of $A^n$ is positive. With the assumption of $A$ being positive regular, Perron–Frobenius theorem ensures that the eigenvalue $\rho$ of $A$ with maximum modulus is real, positive, and simple, and there exist left and right eigenvectors of $A$, denoted by $v = (v_1, \ldots, v_J)$ and $u = (u_1, \ldots, u_J)$ respectively, such that

$$v^\top A = \rho v^\top, \quad v_j > 0, \quad 1 \leq j \leq J$$

$$Au = \rho u, \quad u_j > 0, \quad 1 \leq j \leq J$$

$$\langle u, v \rangle = \sum_{j=1}^J u_j v_j = 1,$$

so $u$ and $v$ are normalized such that their inner product is 1. Remark that if $u$ is a right eigenvector for $A$, then $u^\top$ is a left eigenvector for $A^\top$.

With the random variables $L^{(i,j)}$, $i, j \in [J]$, as introduced above, we define multitype Galton-Watson trees as $\mathcal{T}^{(J)}$-valued random variables, where the type function $t$ is random and defined in terms of i.i.d. copies of the $J \times J$-random matrix $L$ as following. Let $(L(u))_{u \in \mathcal{U}_\infty}$ be a family of i.i.d copies of $L$ indexed after the vertices of $\mathcal{U}_\infty$. For any
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For each $i \in [J]$, we define the random labeled tree $T^i \in T^{[J]}$ rooted at $\emptyset$, with the associated type function $t = t^i : T^i \to \{1, \ldots, J\}$ defined recursively as follows:

$$
\emptyset \in T^i \quad \text{and} \quad t(\emptyset) = i.
$$

Now suppose that $u = u_1 \ldots u_m \in T^i$ with $t(u) = j$, for some $j \in [J]$. Then

$$
u_1 \ldots u_m k \in T^i \quad \text{iff} \quad k \leq L^{(j,1)}(u) + \cdots + L^{(j,J)}(u)
$$

and we set $t(u_1 \ldots u_m k) = l$ whenever

$$L^{(j,1)}(u) + \cdots + L^{(j,l-1)}(u) < k \leq L^{(j,1)}(u) + \cdots + L^{(j,l)}(u).$$

Note that $L(u)e_{t(u)}$ is the vector of children of the individual $u$. The multitype branching process $Z_n = (Z_n^1, \ldots, Z_n^J)$ associated with $(T^{i_0}, t)$ and starting from a single particle of type $i_0 \in [J]$ at the root $\emptyset$, that is $t(\emptyset) = i_0$, is defined as: $Z_0 = e_{i_0}$ and for $n \geq 1$

$$Z_n^i := \# \{u \in T^{i_0} : |u| = n \text{ and } t(u) = i\}, \quad \text{for } i \in [J],$$

that is, $Z_n^i$ represents the number of particles of type $i$ in the $n$-th generation, or the number of vertices $u \in T^{i_0}$ with $|u| = n$ and $t(u) = i$. For the filtration $(\mathcal{F}_n)_{n \geq 0}$ defined by $\mathcal{F}_n := \sigma(\{L(u) : |u| \leq n\})$, it is easy to verify that

$$E[Z_{n+1} | \mathcal{F}_n] = AZ_n. \quad (2)$$

When referring to multitype Galton-Watson processes, we shall always have in mind both $(Z_n)_{n \in \mathbb{N}}$ and its genealogical tree $T$, with the corresponding type function $t$.

**Assumptions.** During the current work, we shall make the following assumptions for the multitype Galton-Watson process $(Z_n)_{n \in \mathbb{N}}$.

(GW1) $(Z_n)_{n \in \mathbb{N}}$ is supercritical, that is, $\rho > 1$.

(GW2) The first moment matrix $A$ is positively regular.

(GW3) $0 \neq \sum_{j=1}^J \text{Cov}[L^{(j)}]$ and all the variances $\text{Var}[L^{(i,j)}]$ are finite.

Above, $\text{Cov}[L^{(j)}]$ is the covariance matrix of the random vector $L^{(j)}$, and $0$ is the zero matrix of size $J \times J$. We recall that under assumptions (GW1)-(GW3), Kesten-Stigum theorem [18] ensures the existence of a scalar random variable $W$ such that $\rho^{-n} Z_n \to W u$ almost surely as $n \to \infty$. For the rest of the paper, when we use the random variable $W$, we always mean the limit random variable from the Kesten-Stigum theorem.

**Spectral decomposition of the matrix $A$.** The spectral decomposition of the matrix $A$ will play an important role in the proofs. We denote by $\sigma_A$ the spectrum of the matrix $A$ and we split it as $\sigma_A = \sigma_A^1 \cup \sigma_A^2 \cup \sigma_A^3$ according to whether for $\lambda \in \sigma_A$, $|\lambda|$ is greater, equal or smaller than $\sqrt{\rho}$, respectively. From the Jordan-Chevalley decomposition (which
is unique up to the order of the Jordan blocks) of $A$ we infer the existence of projections $(\pi_\lambda)_{\lambda \in \sigma_A}$ that commute with $A$ and satisfy $\sum_{\lambda \in \sigma_A} \pi_\lambda = I$ and

$$A\pi_\lambda = \pi_\lambda A = \lambda \pi_\lambda + N_\lambda$$

where $N_\lambda = \pi_\lambda N_A = N_A \pi_\lambda$ is a nilpotent matrix. Moreover, for any $\lambda_1, \lambda_2 \in \sigma_A$ it holds $\pi_{\lambda_1} \pi_{\lambda_2} = \pi_{\lambda_1} I_{\{\lambda_1 = \lambda_2\}}$. If $\lambda \in \sigma_A$ is a simple eigenvalue of $A$ and $u_\lambda, v_\lambda$ are the corresponding left and right eigenvectors normalized in such a way that $v_\lambda u_\lambda = 1$ then $\pi_\lambda = u_\lambda v_\lambda$. Moreover, for any $\lambda_1, \lambda_2 \in \sigma_A$ it holds $\pi_{\lambda_1} \pi_{\lambda_2} = \pi_{\lambda_1} I_{\{\lambda_1 = \lambda_2\}}$. If we write $N = \sum_{\lambda \in \sigma_A} N_\lambda$, then $N$ is also a nilpotent matrix and we have $N\pi_\lambda = N_\lambda$. So $A$ can be decomposed in the semisimple $D := \sum_{\lambda \in \sigma_A} \lambda \pi_\lambda$ and the nilpotent part $N$ as:

$$A = D + N.$$ We define $\pi^{(1)}, \pi^{(2)}, \pi^{(3)}$ as following:

$$\pi^{(1)} := \sum_{\lambda \in \sigma_A^1} \pi_\lambda, \quad \pi^{(2)} := \sum_{\lambda \in \sigma_A^2} \pi_\lambda, \quad \pi^{(3)} := \sum_{\lambda \in \sigma_A^3} \pi_\lambda.$$

Clearly $\pi^{(1)} + \pi^{(2)} + \pi^{(3)} = I$, where $I$ is the $J \times J$ identity matrix. By $V^{(i)}$, for $i = 1, 2, 3$ we denote the corresponding images of the projection $\pi^{(i)}$. Thus in $V^{(1)}$, $V^{(2)}$ and $V^{(3)}$ we glob together the Jordan block invariant subspaces corresponding to the eigenvalues $\lambda$ that satisfy $|\lambda| > \sqrt{\rho}$, $|\lambda| = \sqrt{\rho}$, $|\lambda| < \sqrt{\rho}$ respectively. Note that, as $V^{(i)}$, $i = 1, 2, 3$ are orthogonal, we may write $C^J$ as a direct sum $C^J := V = V^{(1)} \oplus V^{(2)} \oplus V^{(3)}$. Finally, for $i = 1, 2$ we set

$$A_i := A\pi^{(i)} + (I - \pi^{(i)}),$$

i.e. $A_i$ acts as $A$ on $V^{(i)}$ and as identity on its orthogonal complement. Clearly, $A_1$ and $A_2$ are both invertible.

**Remark 2.1.** Taking (2) into account, one can easily check that for $i = 1, 2$ the process $(W_n^{(i)})_{n \in \mathbb{N}}$ defined by

$$W_n^{(i)} := A_i^{-n}\pi^{(i)} Z_n$$

is a $V^{(i)}$-valued $\mathcal{F}_n$-martingale.

**Lemma 2.2.** Suppose that (GW1)-(GW3) hold. Then the martingale $W_n^{(1)}$ converges in $L^2$ to some random variable denoted $W^{(1)}$, as $n \to \infty$.

We postpone the proof to Section 4.4. Notice that with our notation, the limit $W u$ from Kesten-Stigum theorem is the projection of $W^{(1)}$ on $u$ i.e. $\pi_{\rho} W^{(1)} = W u$.

### 3 Branching processes counted with characteristics

We now introduce our main object of study, a discrete time stochastic process that we call **branching processes counted with a characteristic** or simply **branching processes with a characteristic**.
Definition 3.1. Let $d \in \mathbb{N}$ be fixed. A characteristic of dimension $d$ is a random function $\Phi : \mathbb{Z} \to \mathbb{C}^{d \times J}$, that is, for each $k \in \mathbb{Z}$, $\Phi(k)$ is a $\mathbb{C}^{d \times J}$-valued random variable defined on the same probability space where the branching process is defined. By a deterministic characteristic $\Phi$ we mean just a fixed doubly-infinite sequence $(\Phi(k))_{k \in \mathbb{Z}}$ of matrices in $\mathbb{C}^{d \times J}$, i.e., a deterministic function defined on $\mathbb{Z}$. The $j$-th column vector of $\Phi(k)$ is then $\Phi(k)e_j \in \mathbb{C}^d$, for every $k \in \mathbb{Z}$ and $j \in [J]$. We assume that for any $k \in \mathbb{Z}$, $E[\|\Phi(k)\|] < \infty$ and for any $u \in \mathcal{U}^\infty$ there is a $\Phi_u$ such that $((L(u), \Phi_u))_{u \in \mathcal{U}^\infty}$ is a collection of i.i.d. copies of the pair $(L, \Phi)$. That is, any vertex $u \in \mathcal{U}^\infty$ is equipped with its own pair $(L(u), \Phi_u)$ of offspring distribution matrix $L(u)$ and the sequence $(\Phi_u(k))_{k \in \mathbb{Z}}$ of $d \times J$ random matrices, respectively, and we interpret $\Phi_u(k)$ as the characteristic of $u$ at age $k$, for $k \in \mathbb{Z}$. If $\Phi$ is a deterministic function of the offspring distribution matrix $L$, then the above condition is automatically satisfied. A characteristic of dimension $d = 1$ is a function $\Phi : \mathbb{Z} \to \mathbb{C}^{1 \times J}$, i.e., each $\Phi(k)$ is a row vector with $J$ entries.

Definition 3.2. Let $(\mathcal{T}, t) \in \mathcal{T}^J$ be a multitype Galton-Watson tree with $J$ types. To the pair $(\mathcal{T}, t)$ and the characteristic $\Phi : \mathbb{Z} \to \mathbb{C}^{d \times J}$ we associate the stochastic process $(Z^\Phi_n)_{n \in \mathbb{N}}$, defined as: for every $n \in \mathbb{N}$

$$Z^\Phi_n = \sum_{u \in \mathcal{T}} \Phi_u(n - |u|)e_{t(u)}. \quad (3)$$

We call $(Z^\Phi_n)_{n \in \mathbb{N}}$ a branching process counted with characteristic $\Phi$.

Heuristically, the branching process $(Z^\Phi_n)_{n \in \mathbb{N}}$ with the (random or deterministic) characteristic $\Phi$ counts all the individuals with the corresponding types in the multitype Galton-Watson tree $(\mathcal{T}, t)$, and the contribution of each individual to the sum is determined by the characteristic $\Phi$. This characteristic may take into account some aspects of the individual such as age, health, siblings, etc. For every $n \in \mathbb{N}$, $Z^\Phi_n$ is a vector in $\mathbb{C}^d$. For a deterministic characteristic $\Phi$, i.e., a fixed function, we have for every $n \in \mathbb{N}$

$$Z^\Phi_n = \sum_{k=0}^{\infty} \Phi(n-k)Z_k = \sum_{k=-\infty}^{n} \Phi(k)Z_{n-k}.$$

Example 3.3. A trivial example of a deterministic characteristic of dimension $J$ is

$$\Phi(k) = 1_{\{k=0\}}I,$$

where $I$ is the $J \times J$ identity matrix. In this case we recover the multitype Galton-Watson process, that is $Z_n^\Phi = Z_n$, for all $n \in \mathbb{N}$. 
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Assumptions on the characteristic $\Phi$. Our standing assumptions on the characteristic $\Phi$ during the current work are the following:

$$
\sum_{k \in \mathbb{Z}} \| E[\Phi(k)] \| (\rho^{-k} + \vartheta^{-k}) < \infty,
$$

(CH1)

for some $\vartheta < \sqrt{\rho}$ and

$$
\sum_{k \in \mathbb{Z}} \| \text{Var}[\Phi(k)] \| \rho^{-k} < \infty.
$$

(CH2)

Note that for an arbitrary characteristic $\Phi$, the convergence of the series in (3) is not obvious. We comment first on why $(Z_n^\Phi)_{n \in \mathbb{N}}$ given by (3) is well defined.

**Proposition 3.4.** Suppose that the random characteristic $\Phi$ satisfies (CH1) and (CH2). Then the infinite series

$$
\sum_{u \in \mathcal{U}_\infty} 1_{\{u \in T\}} \Phi_u(n - |u|) e_{t(u)}
$$

converges unconditionally in $\mathcal{L}^1$ (the limit does not depend on the ordering of vertices in $\mathcal{U}_\infty$). In particular, the process $(Z_n^\Phi)_{n \in \mathbb{N}}$ given by (3) is well-defined.

**Proof.** We have

$$
E \left[ \sum_{u \in T} \| E\Phi_u(n - |u|) \| \right] = \sum_{k=0}^{\infty} E \left[ \| \Phi(n - k) \| \right] \langle 1, A_k Z_0 \rangle < \infty,
$$

that is, the series defining $Z_n^{E\Phi}$ converges absolutely and so unconditionally in $\mathcal{L}^1$. On the other hand, if for a finite $U \subset \mathcal{U}_\infty$ we set

$$
Z(U) := \sum_{u \in T \cap U} (\Phi_u(n - |u|) - E\Phi_u(n - |u|)) e_{t(u)}
$$

then for $U \subseteq V \subset \mathcal{U}_\infty$, as the cross-terms vanish, we have

$$
E \left[ \left( Z(V) - Z(U) \right)^2 \right] = E \left[ \sum_{u \in U \cap (V \setminus U)} 1_{\{u \in T \cap (V \setminus U)\}} \text{Var}[\Phi(n - |u|)] e_{t(u)} \right]
$$

$$
\leq E \left[ \sum_{u \in \mathcal{U}_\infty} 1_{\{u \in T\}} \text{Var}[\Phi(n - |u|)] e_{t(u)} \right] = \rho^n \sum_{k \leq n} \| \text{Var}[\Phi(k)] \| \rho^{-k} < \infty,
$$

and so for any increasing sequence $U_n \nearrow \mathcal{U}_\infty$, by the dominated convergence theorem $Z(U_n)$ is a $\mathcal{L}^2$-Cauchy sequence and so it converges. This justifies that the series defining $Z_n^{E\Phi}$ converges unconditionally in $\mathcal{L}^2$ and so in $\mathcal{L}^1$ as well.

For a given characteristic $\Phi$ of dimension $d$ that fulfills (CH1) and (CH2) we finally define two $d \times J$ matrices $x_1$ and $x_2$ by

$$
x_1 = x_1(\Phi) := \sum_{k \in \mathbb{Z}} E[\Phi(k)] \pi_1 A_1^{-k} \quad \text{and} \quad x_2 = x_2(\Phi) := \sum_{k \in \mathbb{Z}} E[\Phi(k)] \pi_2 A_2^{-k},
$$

(4)
and for \( l = 0, \ldots, J - 1 \), the constants

\[
\sigma_l^2 := \frac{\rho^{-1}}{(2l + 1)(l!)^2} \sum_{\lambda \in \sigma_A^2} \text{Var} \left[ x_2 \pi_\lambda(A - \lambda I)^l \right] u.
\]

(5)

Note that if \( l \) is larger than the size of the largest Jordan block corresponding to eigenvalues \( \lambda \in \sigma_A^2 \) then \((A - \lambda I)^l = 0\) and therefore \( \sigma_l \) is also 0. On the other hand, it may happen that for all eigenvalues \( \lambda \) on the critical circle \( \{|z| = \sqrt{\rho}\}\), we have

\[
x_2 \pi_\lambda(A - \lambda I)^l L = x_2 \pi_\lambda(A - \lambda I)^l A \neq 0
\]
i.e. the matrix \( L \) is deterministic in some direction, and this also yields \( \sigma_l = 0 \). Our main result is the following; below we write \( \Rightarrow \) for stable convergence.

**Theorem 3.5.** Assume \((GW1) - (GW3)\) hold and let \( \Phi : Z \to \mathbb{C}^{1 \times J} \) be a random characteristic of dimension one that satisfies \((CH1)\) and \((CH2)\). Then for a standard normal random variable \( N(0, 1) \) independent of \( W \), the following stable convergence holds.

i) If \( \sigma_l = 0 \) for all \( 0 \leq l \leq J - 1 \), then there exists a constant \( \sigma \geq 0 \) such that either \( \sigma > 0 \) and

\[
Z^n_\Phi - x_1 \pi_1^n W^{(1)} - x_2 \pi_2^n Z_0 \overset{\mathcal{D}}{\Rightarrow} \sigma \sqrt{W} \cdot N(0, 1), \quad n \to \infty
\]
or \( \sigma = 0 \) and the left hand side above is a deterministic sequence converging to 0.

ii) Otherwise, let \( 0 \leq l \leq J - 1 \) be maximal such that \( \sigma_l \neq 0 \). Then

\[
Z^n_\Phi - x_1 \pi_1^n W^{(1)} - x_2 \pi_2^n Z_0 \overset{\mathcal{D}}{\Rightarrow} \sigma_l \sqrt{W} \cdot N(0, 1), \quad n \to \infty.
\]

**Remark 3.6.** The constant \( \sigma \) can be explicitly computed and is given by (20), even though the calculations are pretty involved.

**Remark 3.7.** Since \( Z^n_\Phi, x_1(\Phi) \) and \( x_2(\Phi) \) depend linearly on the characteristic \( \Phi \), by the Cramér-Wold device we can immediately conclude that for different characteristics \( \Phi_1, \ldots, \Phi_k \) the convergence holds jointly. In particular, Theorem 3.5 can be easily extended to multidimensional \( d > 1 \) characteristics.

### 4 Auxiliary results

We now build towards proving Theorem 3.5. For this, we first prove several preliminary results that we finally put together in order to complete the main proof. The three projections \( \pi^{(1)}, \pi^{(2)}, \pi^{(3)} \) and the martingales \( W^{(1)}_n \) and \( W^{(2)}_n \) will be investigated separately. While the main result claims limit theorems for general random characteristics \( \Phi \), our proof will be dealt with in the following increasing order of difficulty:
i) Leading order of $Z_n^{\Phi}$, when $\Phi$ is a deterministic characteristic.

ii) Limit theorem of $Z_n^{\Phi}$, when $\Phi$ is a random and centered characteristic.

iii) Reduction of $Z_n^{\Phi}$ to the previous case, when $\Phi$ is a deterministic characteristic with small growth of $\mathbb{E}Z_n^{\Phi}$.

### 4.1 Limit theorem for deterministic characteristics

For a deterministic function $\Phi : \mathbb{Z} \to \mathbb{C}^{1 \times J}$, the next result gives a strong law of large numbers for $(Z_n^{\Phi})_{n \in \mathbb{N}}$, and this can be seen as discrete time analogue of [13, Theorem 7.2, Theorem 7.3], with slightly stronger assumptions on the characteristic. While the proof is an easy exercise that can be deduced from [13, 11], we still include it here for sake of completeness, since we are not aware of such a result in the context of discrete time, multitype CMJ processes counted with some characteristic $\Phi$. For a deterministic characteristic $\Phi$, (CH2) is trivially satisfied.

**Proposition 4.1.** Under assumptions $(GW1) - (GW3)$, let $\Phi : \mathbb{Z} \to \mathbb{C}^{1 \times J}$ be a deterministic characteristic and $(Z_n^{\Phi})_{n \in \mathbb{N}}$ the associated branching process counted with characteristic $\Phi$. If $W$ is the scalar random variable from Kesten-Stigum theorem, then the following holds.

i) If $\sum_{k \in \mathbb{Z}} \|\Phi(k)\|\rho^{-k} < \infty$, then for $\sigma_{\Phi}^2 = \sum_{k \in \mathbb{Z}} \Phi(k)\rho^{-k}u$ we have

$$\lim_{n \to \infty} \frac{Z_n^{\Phi}}{\rho^n} = \sigma_{\Phi}^2 W \quad \text{almost surely.} \quad (6)$$

ii) If for some $\gamma \geq 0$ and some $\sigma^2 \in \mathbb{C}$ the following three conditions hold:

$$\sup_{n \geq 1} \frac{1}{n^\gamma} \sum_{k \in \mathbb{Z}} \|\Phi(k)\|\rho^{-k} < \infty,$$

and

$$\lim_{n \to \infty} \frac{1}{n^\gamma \rho^n} \|\Phi(n)\| = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{n^\gamma} \sum_{k = -\infty}^{n} \Phi(k)\rho^{-k}u = \sigma^2,$$

then

$$\lim_{n \to \infty} \frac{Z_n^{\Phi}}{n^\gamma \rho^n} = \sigma^2 W \quad \text{almost surely.} \quad (7)$$

**Proof.** i). Since

$$\frac{1}{\rho^n} Z_n^{\Phi} = \sum_{k = -\infty}^{n} \Phi(k)\rho^{-k} \rho^{-n+k} Z_{n-k},$$
4.2 Central limit theorem for centered characteristics

In order to prove \( \text{ii) \; \; \text{fix} \; \varepsilon > 0 \). Then, again by Kesten-Stigum theorem there exists \((\text{random}) k_0\) such that for any \( k \geq k_0, \|W - \rho^{-k}Z_k\| < \varepsilon \). Then

\[
\limsup_{n \to \infty} \|n^{-\gamma}\rho^{-n}Z_n^\Phi - \sigma^2W\| = \limsup_{n \to \infty} \|n^{-\gamma} \sum_{k=-\infty}^{n} \Phi(k)\rho^{-k}(\rho^{-n+k}Z_{n-k} - W)u\| \\
= \limsup_{n \to \infty} \|n^{-\gamma} \sum_{k=-\infty}^{n-k_0} \Phi(k)\rho^{-k}(\rho^{-n+k}Z_{n-k} - W)u\| \\
+ \limsup_{n \to \infty} \|n^{-\gamma} \sum_{k=n-k_0+1}^{n} \Phi(k)\rho^{-k}(\rho^{-n+k}Z_{n-k} - W)u\| \\
\leq \varepsilon \sup_{n \geq 1} \left( n^{-\gamma} \sum_{k=-\infty}^{n} \|\Phi(k)\|\rho^{-k} \right) + \left( \|Z_{k_0}\| + W\|u\| \right) \limsup_{n \to \infty} n^{-\gamma} \sum_{k=n-k_0+1}^{n} \|\Phi(k)\|\rho^{-k} \\
= \varepsilon \sup_{n \geq 1} \left( n^{-\gamma} \sum_{k=-n}^{k} \|\Phi(k)\|\rho^{-k} \right),
\]

and the last term above is finite by assumption, so this proves \((7)\), since \( \varepsilon \) was arbitrary small.

4.2 Central limit theorem for centered characteristics

We call a random characteristic \( \Phi : \mathbb{Z} \to \mathbb{C}^{1 \times J} \) centered if for any \( k \in \mathbb{Z} \) it holds \( \mathbb{E}[\Phi(k)] = (0 \ 0 \ldots 0) := 0 \in \mathbb{R}^{1 \times J} \). The next result gives a central limit theorem for branching processes \((Z_n^\Phi)_{n \in \mathbb{N}}\) counted with a centered characteristic \( \Phi \).

**Theorem 4.2.** Assume \((GW1) - (GW3)\) hold and let \( \Phi : \mathbb{Z} \to \mathbb{C}^{1 \times J} \) be a centered random characteristic of dimension one with associated branching process \((Z_n^\Phi)_{n \in \mathbb{N}}\). For a standard normal random variable \( \mathcal{N}(0, 1) \) independent of \( W \), the following holds.

\( i) \; \; \text{If} \; \sum_{k \in \mathbb{Z}} \|\text{Var}[\Phi(k)]\|\rho^{-k} < \infty, \text{then for} \; \sigma^2_\Phi = \sum_{k \in \mathbb{Z}} \text{Var}[\Phi(k)]\rho^{-k}u \text{ we have} \)

\[
\frac{Z_n^\Phi}{\rho^{n/2}} \Rightarrow \sigma_\Phi \sqrt{W} \cdot \mathcal{N}(0, 1), \; \text{as} \; n \to \infty.
\]

Moreover, \( \sigma_\Phi = 0 \) if and only if \( Z_n^\Phi = 0 \) for all \( n \in \mathbb{N} \).

\( ii) \; \; \text{If for some constants} \; \gamma \geq 0, \sigma > 0 \text{ the following two conditions hold:} \)

\[
\sup_{n \geq 1} n^{-\gamma} \sum_{k=-\infty}^{n} \|\text{Var}[\Phi(k)]\|\rho^{-k} < \infty \Rightarrow \lim_{n \to \infty} n^{-\gamma} \sum_{k=-\infty}^{n} \text{Var}[\Phi(k)]\rho^{-k}u = \sigma^2,
\]
then
\[
\frac{Z_n^\Phi}{n^{\gamma/2} \rho^{n/2}} \xrightarrow{d} \sigma \sqrt{W} \cdot N(0,1), \quad \text{as } n \to \infty.
\]

Proof. For simplicity of notation, we write \( V_\Phi \) for the variance of \( \Phi \) during this proof, that is for \( k \in \mathbb{Z} \), \( V_\Phi(k) := \text{Var}[\Phi(k)] \) and for any \((k,i) \in \mathbb{Z} \times [J]\) we define the deterministic characteristic \( \Psi : \mathbb{Z} \to \mathbb{C}^{1 \times J} \) by
\[
\Psi(k)e_j := \mathbb{E}[(\Phi(k)e_j)^2].
\]

We consider an increasing sequence \((G_n)_{n \in \mathbb{N}}\) of subsets of \( \mathcal{U}_\infty \) with the following property: \( \cup_{n \geq 1} G_n = \mathcal{U}_\infty \), for any \( n \in \mathbb{N} \), \( |G_n| = n \) and finally if \( u \in G_n \) then for any \( v \leq u, v \in G_n \). Such a sequence can be constructed using the diagonal method. By \( v_n \) we denote the unique vertex in \( G_n \backslash G_{n-1} \) and we let \( G_n := \sigma(\{L(u) : u \in G_n\}) \). We define a normalizing sequence \((r_n)_{n \geq 1}\) by
\[
r_n := \begin{cases} 
\rho^{n/2} & \text{in case } i) \\
n^{\gamma/2} \rho^{n/2} & \text{in case } ii)
\end{cases}
\]

For any \( n \in \mathbb{N} \), the process \((M_k(n))_{k \geq 1}\) defined by
\[
M_k(n) := r_n^{-1} \sum_{u \in G_k} \Phi_u(n-|u|)e_{t(u)}
\]
is a \( G_k \)-martingale. Indeed, for any \( u \in G_k \) both \( t(u) \) and \( \Phi_u \) are \( G_k \)-measurable and so is \( M_k(n) \). The martingale property then follows since \( t(v_{k+1}) \) is \( G_k \)-measurable and \( \Phi_{v_{k+1}} \) is \( \sigma(L(v_{k+1})) \)-measurable, whereas \( \Phi_{v_{k+1}} \) is independent of \( G_k \), hence
\[
\mathbb{E}[\Phi_{v_{k+1}}(n-|v_{k+1}|)e_{t(v_{k+1})}|G_k] = 0,
\]
since \( \Phi \) is a centered characteristic by assumption. Next, using again the fact that \( \Phi \) is centered and for \( u \neq v \) \( \Phi_u \) and \( \Phi_v \) are independent, together with the assumptions we get
\[
\mathbb{E}[M_k(n)^2] = r_n^{-2} \mathbb{E}\left[\sum_{u \in G_k} \mathbb{E}[(\Phi_u(n-|u|)e_{t(u)})^2]\right] \leq r_n^{-2} \mathbb{E}[Z_n^\Psi] \leq C,
\]
for some constant \( C \geq 0 \) independent of \( n \) and \( k \), so the martingale \((M_k(n))_k\) is bounded in \( L^2 \) and hence it converges almost surely and in \( L^2 \) to some limit random variable \( M(n) \). Let now \((n_k)_{k \in \mathbb{N}}\) be an increasing sequence in \( \mathbb{N} \). Then there exists an increasing subsequence \((i_k)_{k \in \mathbb{N}}\) such that \( \mathbb{E}[(M(n_k) - M_{i_k}(n_k))^2] \leq 2^{-k} \) and hence \( M(n_k) - M_{i_k}(n_k) \) converges to 0 almost surely as \( k \to \infty \). In view of the martingale central limit theorem [5, Corollary 3.1 on p. 58] it suffices to verify in case \( i) \), with \( r_n = \rho^{n/2} \) that
\[
r_n^{-2} \sum_{i=1}^{i_k} \mathbb{E}\left[(\Phi_{v_i}(n_k-|v_i|)e_{t(v_i)})^2 \bigg| G_{i-1}\right] \xrightarrow{d} \sigma_\Phi^2 W, \quad k \to \infty \quad (8)
\]
\[
r_n^{-2} \sum_{i=1}^{i_k} \mathbb{E}\left[(\Phi_{v_i}(n_k-|v_i|)e_{t(v_i)})^2 1_{\{|(\Phi_{v_i}(n_k-|v_i|)e_{t(v_i)})| > \delta r_n\}} \bigg| G_{i-1}\right] \xrightarrow{d} 0, \quad k \to \infty \quad (9)
\]
for every $\delta > 0$, while in case $ii)$ the same two convergence results should hold for $r_n = n^{\gamma/2}\rho^{n/2}$, with $\sigma_\Phi^2$ being replaced with $\sigma^2$ in equation (8). Observe first that

$$r_n^{-2}\mathbb{E}\left[\sum_{i=k+1}^{\infty} \mathbb{E}\left[\left(\Phi_{\nu_i}(n_k - |v_i|)e_{\nu_i})^2 \mid \mathcal{G}_{i-1}\right)\right]\right] < \mathbb{E}\left[(M(n_k) - M_{ik}(n_k))^2\right] \leq 2^{-k},$$

and

$$r_n^{-2} \sum_{i=1}^{i_k} \mathbb{E}\left[\left(\Phi_{\nu_i}(n_k - |v_i|)e_{\nu_i})^2 \mid \mathcal{G}_{i-1}\right)\right] = r_n^{-2} \sum_{i=1}^{i_k} \Psi(n_k - |v_i|)e_{\nu_i},$$

hence (8) reduces to proving that

$$r_n^{-2} Z_{n_k}^\Psi = r_n^{-2} Z_{n_k}^{\text{Var}[\Phi]} \to \sigma_\Phi^2 W, \quad \text{as } k \to \infty$$

in case $i)$, with $\sigma_\Phi^2$ being replaced with $\sigma^2$ in case $ii)$. Applying Proposition 4.1 $i)$ to the one dimensional, deterministic characteristic $\text{Var}[\Phi(k)]$, for $\sigma_\Phi^2 = \sum_{k \in \mathbb{Z}} \text{Var}[\Phi(k)]\rho^{-k}u$ equation (6) yields

$$\rho^{-nk} Z_{n_k}^{\text{Var}[\Phi]} \to \sigma_\Phi^2 W, \quad \text{almost surely as } k \to \infty,$$

and this proves (8) in case $i)$ of the claim. On the other hand, Proposition 4.1 $ii)$ applied to the same characteristic $\text{Var}[\Phi(k)]$ and $r_n = n^{\gamma/2}\rho^{n/2}$, together with (7) yields for

$$\lim_{n \to \infty} n^{-\gamma} \sum_{k=-\infty}^{n} \text{Var}[\Phi(k)]\rho^{-k}u = \sigma^2$$

that

$$\rho^{-nk} n_k^{-\gamma} Z_{n_k}^{\text{Var}[\Phi]} \to \sigma^2 W, \quad \text{almost surely as } k \to \infty,$$

thus proving (8) in case $ii)$ of the claim.

In order to prove (9), for any $T > 0$, we consider the truncated characteristic

$$\Psi^T(n)e_i := \mathbb{E}\left[\left(\Phi(n)e_i\right)^2 I_{\{\Phi(n)e_i| > T\}}\right]$$

and observe that $\Psi^T(n)e_i \leq \Psi(n)e_i$, and $V^T_\Phi(n) := (\Psi^T(n)e_1, \ldots, \Psi^T(n)e_d))$. Therefore, in case $i)$ for $k$ large enough we have

$$\limsup_{k \to \infty} \rho^{-nk} \sum_{i=1}^{i_k} \mathbb{E}\left[\left(\Phi_{\nu_i}(n_k - |v_i|)e_{\nu_i})^2 \mid \mathcal{G}_{i-1}\right)\right] = \limsup_{k \to \infty} \rho^{-nk} Z_{n_k}^{\Psi^T} \to W \sum_{k \in \mathbb{Z}} V^T_\Phi(k)\rho^{-k}u,$$

almost surely as $k \to \infty$ in view of Proposition 4.1 $i)$ (equation (6)), applied to the one dimensional deterministic characteristic $V^T_\Phi$. As the above holds for any $T$, taking now the limit as $T$ goes to infinity, by dominated convergence theorem we infer (9) in case $i)$. The proof of (9) in case $ii)$ goes exactly as in case $i)$, with the only difference that in the last line of the equation above $\sum_{k \in \mathbb{Z}} V^T_\Phi(k)\rho^{-k}u$ is replaced with $\lim_{n \to \infty} n^{-\gamma} \sum_{k \leq n} V^T_\Phi(k)\rho^{-k}u$, which exists in view of the assumptions. Thus (9) holds both in case $i)$ and $ii)$ and this completes the proof.

$\square$
4.3 From deterministic to random centered characteristics

Star construction. Once we have proved the limit theorems for centered characteristics in Theorem 4.2, the general non-centered case will be reduced to the centered case in the following way: for a deterministic characteristic $\Phi$ with a moderate growth rate of $E Z^n \Phi$, we apply a star transformation that we define below, in order to obtain a centered random characteristic $\Phi^*$, for which we can use Theorem 4.2.

For a deterministic function $\Phi : \mathbb{Z} \to \mathbb{C}^{d \times J}$ of dimension $d$ that satisfies $\sum_{k=0}^{\infty} \|\Phi(-k)\| \rho^k < \infty$, we define a random characteristic $\Phi^* : \mathbb{Z} \to \mathbb{C}^{d \times J}$ by setting

$$\Phi^*(k) := \sum_{l=0}^{\infty} \Phi(k-1-l)A^l(L-A),$$

and similarly, for any $u \in \mathcal{U}_\infty$

$$\Phi_u^*(k) = \sum_{l=0}^{\infty} \Phi(k-1-l)A^l(L(u)-A),$$

and recalling that $(L(u))_{u \in \mathcal{U}_\infty}$ is an i.i.d copy of the offspring distribution matrix $L$, indexed over the vertices of $\mathcal{U}_\infty$. In the next result we gather several properties of the star characteristic $\Phi^*$.

Lemma 4.3. Assume (GW1) – (GW3) hold and let $\Phi : \mathbb{Z} \to \mathbb{C}^{d \times J}$ be a deterministic characteristic that satisfies $\sum_{k=0}^{\infty} \|\Phi(-k)\| \rho^k < \infty$. Then for any $u \in \mathcal{U}_\infty$, the characteristic $\Phi_u^*$ given by (11) is well-defined and the following hold.

i) The random variables $((L(u), \Phi_u^*))_{u \in \mathcal{U}_\infty}$ are independent and identically distributed.

ii) For any $u \in \mathcal{U}_\infty$ and $k \in \mathbb{Z}$, we have $E[\Phi_u^*(k)] = 0$.

iii) If $E[\|L\|^2] < \infty$ and for any initial type $i_0 \in [J]$ we have

$$\sum_{k \in \mathbb{Z}} \|E[Z^\Phi_k | Z_0 = e_{i_0}]\|^2 \rho^{-k} < \infty$$

then it holds

$$\sum_{k \in \mathbb{Z}} E[\|\Phi^*(k)\|^2] \rho^{-k} < \infty.$$ 

iv) For any $n \in \mathbb{N}$, $Z_n^{\Phi^*}$ is a re-centering of $Z_n^{\Phi}$: if for any initial type $i_0 \in [J]$, it holds

$$\sum_{k=0}^{\infty} \|E[Z^\Phi_k]\| \rho^{-k} < \infty$$

then $Z_n^{\Phi^*}$ is well-defined and can be written as

$$Z_n^{\Phi^*} = Z_n^{\Phi} - EZ_n^{\Phi}. $$
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4.4 Associated martingales

Proof. The fact that $\Phi_u$ is $L(u)$-measurable implies $i)$. By definition, $ii)$ is also obvious since $A = \mathbb{E}[L(u)]$ for every $u \in \mathcal{U}_\infty$.

For $iii)$ note that

$$\| \sum_{l \geq 0} \Phi(k-l)A^l \|^2 = \sum_{j=1}^J \| \mathbb{E}[Z_k^\Phi | Z_0 = e_j] \|^2.$$ 

We have

$$\mathbb{E}[\| \Phi^*(k) \|^2] = \mathbb{E}\left[ \| \sum_{l=0}^\infty \Phi(k-1-l)A^l(L-A) \|^2 \right] \leq \| \sum_{l=0}^\infty \Phi(k-1-l)A^l \|^2 \mathbb{E}[\| L-A \|^2],$$

and therefore

$$\sum_{k \in \mathbb{Z}} \mathbb{E}[\| \Phi^*(k) \|^2] \rho^{-k} \leq \mathbb{E}[\| L-A \|^2] \rho \sum_{k \in \mathbb{Z}} \rho^{-k-1} \sum_{j=1}^J \mathbb{E}[Z_{k-1}^\Phi | Z_0 = e_j] \| e_j \|^2 < \infty,$$

which finally proves $iii)$. 

In order to prove $iv)$, remark first that for the random characteristic $\Psi : \mathbb{Z} \rightarrow \mathbb{C}^{d \times J}$ defined as $\Psi(k) := 1_{\{k=0\}}L$ it holds $Z_n^\Psi = Z_{n+1}$. Thus

$$Z_n^\Phi = \sum_{k=0}^\infty \sum_{l=0}^\infty \Phi(n-k-1-l)A^l(Z_{k+1} - AZ_k)$$

and our assumption enables us to split the above sum as

$$Z_n^\Phi = \sum_{k=0}^\infty \sum_{l=0}^\infty \Phi(n-k-l)A^l Z_k - \sum_{k=0}^\infty \sum_{l=1}^\infty \Phi(n-k-l)A^l Z_k$$

$$= \sum_{k=1}^\infty \Phi(n-k)Z_k - \sum_{l=1}^\infty \Phi(n-l)A^l Z_0 = Z_n^\Phi - \mathbb{E}[Z_n^\Phi]$$

and this proves the last claim. \qed

4.4 Associated martingales

The aim of this section is to investigate the martingales $W_n^{(1)}$ and $W_n^{(2)}$ and to prove the convergence of $W_n^{(1)}$ in Lemma 2.2.

Proof of Lemma 2.2. It suffices to show that $\mathbb{E}[\| W_{n+1}^{(1)} - W_n^{(1)} \|^2]$ decays exponentially in $n$. For any $\delta > 0$ such that $\sigma_A \cap \{ z \in \mathbb{C} : \rho^{1/2} < |z| \leq \rho^{(1+\delta)/2} \} = \emptyset$, there exists a constant $C > 0$ such that for any $n \in \mathbb{N}$, $\| A_1^n \|^2 \leq C \rho^{-(1+\delta)n}$. We have
4.4 Associated martingales

\[ E \left[ \| W_{n+1}^{(1)} - W_n^{(1)} \|_2^2 \mid \mathcal{F}_n \right] = E \left[ \| A_1^{-n-1} \pi^{(1)} \right. \\
\left. \sum_{u \in \mathcal{T}, |u| = n} L(u) e_t(u) - A_1^{-n-1} \pi^{(1)} \sum_{u \in \mathcal{T}, |u| = n} A e_t(u) \|_2^2 \mid \mathcal{F}_n \right] \\
= E \left[ \| A_1^{-n-1} \pi^{(1)} \right. \\
\left. \sum_{|u| = n} (L(u) - A)e_t(u) \|_2^2 \mid \mathcal{F}_n \right] \\
= \sum_{u \in \mathcal{T}, |u| = n} E \left[ \| A_1^{-n-1} \pi^{(1)}(L(u) - A)e_t(u) \|_2^2 \mid \mathcal{F}_n \right] \\
\leq \sum_{u \in \mathcal{T}, |u| = n} C \rho^{-1+\delta n} E \left[ \| L - A \| \right. \\
\left. < \infty, \right]

where the convergence of the last series follows from \( A = E[L] \) together with assumption (GW3) and \( E[\| L - A \|_2^2] = \sum_{i,j \in [J]} \text{Var}[L^{(i,j)}] \). Thus, by taking expectations in the above conditional expectation and using the fact that the expected number of particles in the \( n \)-th generation is \( \langle 1, A^n Z_0 \rangle \), we obtain

\[ E \left[ \| W_{n+1}^{(1)} - W_n^{(1)} \|_2^2 \right] \leq C' \rho^{-1+\delta n} \| A^n Z_0 \| \leq C' \rho^{-\delta n} \]

which implies that

\[ \sum_{n \geq 1} E \left[ \| W_{n+1}^{(1)} - W_n^{(1)} \|_2^2 \right] < \infty, \]

and this proves the claim. \( \square \)

The next step in our approach is to express the martingale \( W_n^{(1)} \) and its \( L^2 \)-limit \( W^{(1)} \) in terms of a branching process counted with some characteristic \( \Phi^1 \), that we describe below.

**Lemma 4.4.** Assume (GW1)-(GW3) hold. Then for any \( n \in \mathbb{N} \) we have

\[ A_n^{(1)}(W^{(1)} - W_n^{(1)}) = Z_n^{\Phi^1}, \]

where the random characteristic \( \Phi^1 : \mathcal{T} \rightarrow \mathbb{C}^{1 \times J} \) is given by: for \( k \in \mathcal{T} \)

\[ \Phi^1(k) := A_1^{k-1} \pi^{(1)}(L - A) \mathbb{1}_{\{k \leq 0\}}. \]

**Proof.** By telescoping, for any \( n \in \mathbb{N} \) we obtain

\[ W^{(1)} - W_n^{(1)} = \sum_{k=n}^{\infty} (W_k^{(1)} - W_{k+1}^{(1)}) = \sum_{k=n}^{\infty} A_1^{-k-1} \pi^{(1)} \sum_{u \in \mathcal{T}, |u| = k} (L(u) - A)e_t(u) \\
\]

\[ = \sum_{k=n}^{\infty} A_1^{-k-1} \pi^{(1)} \sum_{u \in \mathcal{T}} (L(u) - A)e_t(u) \mathbb{1}_{\{k-|u| = 0\}} \]


which in turn equals
\[ = \sum_{u \in T} A_1^{-|u|-1} \pi_1^{(1)} (L(u) - A) e_t(u) \mathbb{1}_{\{|u| \leq 0\}} \]
\[ = A_1^{-n} \sum_{u \in T} A_1^{n-|u|-1} \pi_1^{(1)} (L(u) - A) e_t(u) \mathbb{1}_{\{|u| \leq 0\}} \]
\[ = A_1^{-n} \sum_{u \in T} \Phi_1^n (n - |u|) e_t(u) = A_1^{-n} Z_n^\Phi_1, \]

which, together with the definition of a branching process counted with a characteristic, proves the claim.

Now we switch to the analysis of $W^{(2)}$. Let $x \in \mathbb{C}^{1 \times J}$ be an arbitrary fixed (deterministic) row vector. In order to understand the limit behavior of $x \pi_2^{(2)} Z_n$ we need a detailed analysis of the spectral decomposition of the mean offspring matrix $A$ on the critical circle $\{ z \in \mathbb{C} : |z| = \sqrt{\rho} \}$ of radius $\sqrt{\rho}$. If there are no eigenvalues of $A$ with absolute value equal to $\sqrt{\rho}$, then $\pi_2^{(2)}$ is the zero matrix, and the projection $\pi_2^{(2)} Z_n$ is the zero vector, so everything is trivially zero.

**Assumption:** For the rest of this section, we assume that the matrix $A$ has at least one eigenvalue with absolute value equal to $\sqrt{\rho}$, that is, $\sigma_A^2 \neq \emptyset$.

**Theorem 4.5.** Assume (GW1)–(GW3) hold and for any $x \in \mathbb{C}^{1 \times J}$ and $0 \leq l \leq J - 1$, consider $\sigma_l^2$ as in (5). If $\sigma_l = 0$ for all $0 \leq l \leq J - 1$ then $x \pi_2^{(2)} Z_n = x \pi_2^{(2)} A^n Z_0$. Otherwise, let $l$ be maximal such that $\sigma_l \neq 0$. Then the following stable convergence holds
\[ \frac{x \pi_2^{(2)} (Z_n - A^n Z_0)}{n^{1 + \frac{1}{2} \rho^{n/2}}} \overset{d}{\to} \sigma_l \sqrt{W} \cdot \mathcal{N}(0, 1) \quad \text{as } n \to \infty, \]
where $\mathcal{N}(0, 1)$ is a standard normal variable independent of $W$.

**Proof.** We decompose $\pi_2^{(2)} A = D + N$ in its semisimple part $D = \sum_{\lambda \in \sigma_A^2} \lambda \pi_\lambda$ and its nilpotent part $N = \sum_{\lambda \in \sigma_A^2} (A - \lambda I) \pi_\lambda$, and remark that $N^J = 0$ and both $D$ and $N$ commute with any projection $\pi_\lambda$ and therefore between themselves. With the convention $N^0 := I$ (even for $N = 0$), for $k \geq J$ we have
\[ \pi_2^{(2)} A^k = (D + N)^k = \sum_{l=0}^{J-1} \binom{k}{l} D^{k-l} N^l. \]

For $x \in \mathbb{C}^{1 \times J}$, $x \pi_2^{(2)} Z_n$ can be written as a branching process $(Z_n^\Theta)_n$ with characteristic $\Theta$
\[ x \pi_2^{(2)} Z_n = \sum_{u \in T} \mathbb{1}_{\{|u| = 0\}} x \pi_2^{(2)} e_{t(u)} = Z_n^\Theta, \]
where \( \Theta : \mathbb{Z} \to C^{1 \times J} \) is defined as
\[
\Theta(k) := 1_{\{k=0\}}x^{(2)}.
\]
Since \( \Theta \) is just a deterministic function and satisfies the assumptions of Lemma 4.3, we may apply the star transformation in order to get the corresponding centered random characteristic \( \Theta^* : \mathbb{Z} \to C^{1 \times J} : x^{(2)} \)

\[
x^{(2)}Z_n = Z_n^\Theta = Z_n^{\Theta^*} + x^{(2)}A^nZ_01_{\{n \geq 0\}},
\]
that is, the process \( x^{(2)}Z_n - xA^nZ_0 \) is actually a branching process counted with a centered characteristic \( \Theta^* : x^{(2)} \)

\[
x^{(2)}Z_n - xA^nZ_0 = Z_n^{\Theta^*}.
\]
On the other hand, by the definition of \( \Theta^* \), we can rewrite
\[
\Theta^*(k) = \sum_{l=0}^{\infty} \Theta(k - 1 - l)A^l(L - A) = x^{(2)}A^{k-1}(L - A)1_{\{k>0\}},
\]
and
\[
\text{Var}[\Theta^*(k)] = (\text{Var} [x^{(2)}A^{k-1}Le_j1_{\{k>0\}}])_{1 \leq j \leq J}.
\]
If for all \( 0 \leq l \leq J - 1 \), it holds
\[
\sum_{j=1}^{J} \sum_{\lambda \in \sigma^2_A} \text{Var} [x_\lambda N^lLe_j] = 0,
\]
then \( x_\lambda N^lL = x_\lambda N^lA \) which in turn gives \( \Theta^*(k) = 0 \) and this implies
\[
x^{(2)}Z_n = x^{(2)}A^nZ_01_{\{n \geq 0\}}.
\]
Therefore, we may assume that there exists at least one \( l, 0 \leq l \leq J - 1 \) such that
\[
\sum_{j=1}^{J} \sum_{\lambda \in \sigma^2_A} \text{Var} [x_\lambda N^lLe_j] \text{ does not vanish},
\]
and we let \( l^* \) to be the maximal one among those \( l \)'s. So we have
\[
\sum_{j=1}^{J} \sum_{\lambda \in \sigma^2_A} \text{Var} [x_\lambda N^{l^*}Le_j] > 0
\]
and by maximality of \( l^* \), for \( l > l^* \), any \( j \in [J] \), and any \( k \geq 0 \),
\[
x_\lambda D^{k-l}N^lLe_j = x_\lambda D^{k-l}N^lAe_j.
\]
Note that \( l^* \) is at most the size of the largest Jordan block corresponding to eigenvalues \( \lambda \in \sigma^2_A \). In order to check that the first condition in Theorem 4.2 ii) is satisfied for \( \Theta^* \),
notice that for \( k \geq 0 \), we have

\[
\Var[x^{(2)}A^kL_j] = \Var[x^{(2)}(D + N)^kL_j] = \Var[x^{(2)} \sum_{l=0}^{J-1} \binom{k}{l} D^{k-l}N^lL_j]
\]

\[
= \Var \left[ x \sum_{l=0}^{J-1} \binom{k}{l} \sum_{\lambda \in \sigma_A^2} \rho^{(k-l)/2} e^{i \arg(\lambda)(k-l)} \pi \lambda N^lL_j \right]
\]

\[
= \Var \left[ x \sum_{l=0}^{t^*} \binom{k}{l} \sum_{\lambda \in \sigma_A^2} \rho^{(k-l)/2} e^{i \arg(\lambda)(k-l)} \pi \lambda N^lL_j \right]
\]

\[
= \frac{k^{2l^*} \rho^{-l^*}}{(l^*)^2} \Var \left[ x \sum_{\lambda \in \sigma_A^2} e^{i \arg(\lambda)(k-l^*)} \pi \lambda N^{l^*}L_j \right] + O(k^{2l^* - 1} \rho^k).
\]

Thus, for every \( j \in [J] \) we have \( \sup_n n^{-(2l^* + 1)} \sum_{k \leq n} \Var[x^{(2)}A^kL_j] \rho^{-j} < \infty \), and summing up over all \( j \in [J] \) shows that the first condition in Theorem 4.2 ii) holds for \( \gamma = 2l^* + 1 \) and the centered characteristic \( \Theta^* \). We check now the second condition:

\[
n^{-(2l^* + 1)} \sum_{k=0}^{n} \rho^{-k} \Var[\Theta^*(k)]u = n^{-(2l^* + 1)} \sum_{j \in [J]} \rho^{-k} \Var[x^{(2)}A^kL_j]u_j
\]

\[
= \sum_{j \in [J]} n^{-(2l^* + 1)} \sum_{k=0}^{n} \frac{k^{2l^*} \rho^{-l^*}}{(l^*)^2} \Var \left[ x \sum_{\lambda \in \sigma_A^2} e^{i \arg(\lambda)(k-l^*)} \pi \lambda N^{l^*}L_j \right] u_j + o(1)
\]

\[
= \sum_{j \in [J]} \sum_{\lambda \in \sigma_A^2} \frac{\rho^{-l^*}}{(2l^* + 1)(l^*)^2} \Var[\pi \lambda N^{l^*}L_j] u_j + o(1)
\]

\[
= \frac{\rho^{-l^*}}{(2l^* + 1)(l^*)^2} \sum_{\lambda \in \sigma_A^2} \Var[\pi \lambda (A - \lambda I)^{l^*}L] u + o(1) > 0,
\]

where in the equation before the last one we have used that for \( \lambda_1 \neq \lambda_2 \) and \( j \in [J] \)

\[
\sum_{k=0}^{n} \frac{k^{2l^*}}{n^{2l^* + 1}} \Cov[xe^{i \xi_1(k-l^*)} \pi \lambda_1 N^{l^*}L_j, xe^{i \xi_2(k-l^*)} \pi \lambda_2 N^{l^*}L_j]
\]

\[
= \Cov \left[ xe^{-i \xi l^*} \pi \xi_1 N^{l^*}L_j, xe^{-i \xi l^*} \pi \xi_2 N^{l^*}L_j \right] \sum_{k=0}^{n-1} \frac{k^{2l^*}}{n^{2l^* + 1}} e^{i k(\xi_1 - \xi_2)} = o(1),
\]

with \( \xi := \arg(\lambda_1) \). So \( \sigma_{l^*} \) is given by

\[
\sigma_{l^*} = \frac{\rho^{-l^*}}{(2l^* + 1)(l^*)^2} \sum_{\lambda \in \sigma_A^2} \Var[\pi \lambda (A - \lambda I)^{l^*}L] u,
\]
and with this in hands we are in the position to apply Theorem 4.2 \( ii) \) to \( Z^{\Theta*}_n \) and \( \gamma = 2l^* + 1 \), which in turn yields the claim

\[
\frac{x_2\pi^{(2)}(Z_n - A^n Z_0)}{n^{l^* + \frac{1}{2}\rho^{n/2}}} \xrightarrow{d} \sigma_{l^*} \sqrt{W} \cdot \mathcal{N}(0, 1), \quad \text{as } n \to \infty,
\]

where by abuse of notation, in the claim of the result we still write \( l \) instead of \( l^* \), to denote the maximal \( 0 \leq l \leq J - 1 \) for which \( \sigma_l \neq 0 \).

\section{Proof of Theorem 3.5}

In this section we finally provide the proof of the main result. Before doing so, we sketch the main idea behind it. For a random characteristic \( \Phi \), in view of the linearity of \( Z^n_\Phi \) in \( \Phi \), we can write

\[
Z^n_\Phi = Z^n_{\Phi - E[\Phi]} + Z^n_{E[\Phi]},
\]

where the first term is subject of Theorem 4.2 since \( \Phi - E[\Phi] \) is a centered characteristic. We may thus assume for the moment, without loss of generality, that the characteristic \( \Phi \) of dimension one is deterministic. We decompose the branching process \( Z^n_\Phi \) counted with deterministic characteristic \( \Phi \), according to the projections \( \pi(i) \) for \( i = 1, 2, 3 \). Since for any \( k \in \mathbb{Z} \), \( \Phi(k) = \Phi(\pi^{(1)} + \pi^{(2)} + \pi^{(3)}) \) we can write

\[
Z^n_\Phi = Z^n_{\Phi^{\pi(1)}} + Z^n_{\Phi^{\pi(2)}} + Z^n_{\Phi^{\pi(3)}}.
\]

The fluctuations of \( Z^n_\Phi - x_1 A^n_1 W^{(1)} - x_2 A^n_2 Z_0 \) will be then a composition of the fluctuations

1. between the process \( Z^n_{\Phi^{\pi(1)}} \) and the rescaled martingale \( x_1 A^n_1 W^{(1)} = x_1 \pi^{(1)} Z_n \),
2. between the process \( Z^n_{\Phi^{\pi(2)}} \) and the rescaled martingale \( x_2 A^n_2 W^{(2)} = x_2 \pi^{(2)} Z_n \),
3. between the (rescaled) martingale \( x_1 A^n_1 W^{(1)} \) and its limit \( x_1 A^n_1 W^{(1)} \),
4. between the (rescaled) martingale \( x_2 A^n_2 W^{(2)} \) and its expectation \( x_2 A^n_2 Z_0 \),
5. fluctuations of the process \( Z^n_{\Phi^{\pi(3)}} \).

Each of these fluctuations, except the one from 4., is of magnitude \( \rho^{n/2} \). The later (if nontrivial), is in view of Theorem 4.5 of magnitude \( n^{l^* + \frac{1}{2}\rho^{n/2}} \). This is the dichotomy in Theorem 3.5. Now we show how each of the above processes can be expressed as branching processes counted with a centered characteristic and a deterministic error of order \( o(\rho^{n/2}) \). Even though the calculations are technical, they are quite straightforward.
5.1 The first two terms: the differences $Z_n^{\Phi_\ell(i)} - x_i\pi^{(i)} Z_n$ for $i = 1, 2$.

This two terms can be handled together, by estimating first the growth in mean of the differences. Recalling the definition of the vectors $x_i$ from (4), for $i = 1, 2$, we get

$$E[x_i\pi^{(i)} Z_n] = x_i\pi^{(i)} A^n Z_0.$$ 

Therefore, for $n \in \mathbb{N}$ large enough we have

$$E[x_i\pi^{(i)} Z_n] - E[Z_n^{\Phi_\ell(i)}] = \sum_{l \in \mathbb{Z}} \Phi(l)\pi^{(i)} A^{n-l} Z_0 - \sum_{l=-\infty}^{\infty} \Phi(l)\pi^{(i)} A^{n-l} Z_0$$

$$= \sum_{l=n+1}^{\infty} \Phi(l)\pi^{(i)} A^{n-l} Z_0 = O\left( \sum_{l=n+1}^{\infty} \|\Phi(l)\| \rho^{n-l} \right) = O(\rho^n),$$

and similarly, for negative integers $n \leq 0$

$$E[Z_n^{\Phi_\ell(i)}] = \sum_{l=-\infty}^{n} \Phi(l)\pi^{(i)} A^{n-l} Z_0 = O\left( \sum_{l=-\infty}^{n} \|\Phi(l)\| \rho^{n-l} \right) = O(\rho^n).$$

Thus for $i = 1, 2$ it holds

$$|E[x_i\pi^{(i)} Z_n] - E[Z_n^{\Phi_\ell(i)}]| \leq C(\rho^{-n} \land \vartheta^n). \quad (14)$$

In other words, for the characteristic $\Psi_i : \mathbb{Z} \to C^{1\times J}$, $i = 1, 2$ defined by

$$\Psi_i(k) := (\Phi(k) - \mathbb{I}_{\{k=0\}} x_i)\pi^{(i)},$$

we have

$$Z_n^{\Psi_i} = Z_n^{\Phi_\ell(i)} - x_i\pi^{(i)} Z_n \quad \text{and} \quad |EZ_n^{\Psi_i}| \leq C(\rho^n \land \vartheta^n).$$

Since

$$\sum_{k=0}^{\infty} \|\Psi_i(-k)\| \rho^k \leq \sum_{k=0}^{\infty} \|\Phi(-k)\| \rho^k + \|x_i\pi^{(i)}\| \leq \sum_{k=0}^{\infty} \|\Phi(-k)\| \rho^k + \sum_{k \in \mathbb{Z}} \|\Phi(k)\| \rho^{-k} < \infty,$$

the centered random characteristic $\Psi_i^* : \mathbb{Z} \to C^{1\times J}$ is well defined and given by

$$\Psi_i^*(k) = \sum_{l=0}^{\infty} \Psi_i(k-l-1) A^l (L - A) = \sum_{l=0}^{\infty} (\Phi(k-l-1) - \mathbb{I}_{\{k=1\}} x_i) \pi^{(i)} A^l (L - A)$$

$$= \sum_{l=0}^{\infty} \Phi(k-l-1) \pi^{(i)} A^l (L - A) - x_i\pi^{(i)} A^{k-1} (L - A) \mathbb{I}_{\{k>0\}}$$

$$= \sum_{l=0}^{\infty} \Phi(k-l-1) \pi^{(i)} A^l (L - A) - \sum_{l \in \mathbb{Z}} \Phi(l)\pi^{(i)} A^{k-l-1} (L - A) \mathbb{I}_{\{k>0\}}$$

$$= \sum_{l=0}^{\infty} \Phi(k-l-1) \pi^{(i)} A^l (L - A) - \sum_{l \in \mathbb{Z}} \Phi(k-l-1)\pi^{(i)} A^l (L - A) \mathbb{I}_{\{k>0\}}.$$
5.2 Martingale fluctuations $x_1 A_1^n (W_n^{(1)} - W^{(1)})$

which equals

$$\Psi^*_i(k) = \begin{cases} \sum_{l=0}^{\infty} \Phi(k-l-1) \pi^{(i)} A^l (L-A) & \text{if } k \leq 0, \\ - \sum_{l=-\infty}^{-1} \Phi(k-l-1) \pi^{(i)} A^l (L-A) & \text{if } k > 0. \end{cases}$$

Moreover, by Lemma 4.3

$$\sum_{k \in \mathbb{Z}} \mathbb{E} \left[ \| \Psi^*_i(k) \|^2 \right] \rho^{-k} < \infty,$$

and

$$Z_{n}^{\Phi^{(i)}} - x_i \pi^{(i)} Z_n = Z_{n}^{\Psi^*_i} + \mathbb{E} Z_{n}^{\Psi^*_i} = Z_{n}^{\Psi^*_i} + O(\vartheta^n), \quad \text{for } i = 1, 2.$$

5.2 Martingale fluctuations $x_1 A_1^n (W_n^{(1)} - W^{(1)})$

We consider now the fluctuations in point 3. of the main proof sketch. For the characteristic $\Psi^*_3 : \mathbb{Z} \rightarrow \mathbb{C}^{1 \times J}$ defined as

$$\Psi^*_3(k) := -x_1 \Phi^1(k) = -x_1 A_1^{k-1} \pi^{(1)} (L-A) 1_{\{k \leq 0\}},$$

Lemma 4.4 together with the definition of a branching process with a characteristic implies

$$x_1 A_1^n (W_n^{(1)} - W^{(1)}) = Z_{n}^{\Psi^*_3}.$$

Clearly, $\Psi^*_3$ is centered and

$$\sum_{k \in \mathbb{Z}} \mathbb{E} \left[ \| \Psi^*_3(k) \|^2 \right] \rho^{-k} = \| x_1 \|^2 \mathbb{E} \left[ \| L - A \|^2 \right] \sum_{k=-\infty}^{0} \| A_1^{k-1} \pi^{(1)} \|^2 \rho^{-k} < \infty,$$

as $\| A_1^{-1} \pi^{(1)} \| \leq \rho^{\frac{1}{2} + \delta}$ for some $\delta > 0$.

5.3 The third projection $Z_{n}^{\Phi^{(3)}}$

Here we investigate the fluctuations of $Z_{n}^{\Phi^{(3)}}$, hence point 5. in the sketch of the main proof. Since for every $n \in \mathbb{N}$

$$Z_{n}^{\Phi^{(3)}} = \sum_{k=0}^{\infty} \Phi(n-k) \pi^{(3)} Z_k = \sum_{k=-\infty}^{n} \Phi(k) \pi^{(3)} Z_{n-k},$$

we have by the same argument that led to (14) together with $\| \pi^{(3)} A^l \| \leq C \vartheta^i$, that

$$| \mathbb{E} Z_{n}^{\Phi^{(3)}} | = \left| \sum_{k=-\infty}^{n} \Phi(k) \pi^{(3)} A^{n-k} Z_0 \right| \leq C \min \left( \sum_{k=-\infty}^{n} \| \Phi(k) \| \vartheta^{n-k}, \sum_{k=-\infty}^{n} \| \Phi(k) \| \rho^{n-k} \right) \leq C'(\rho^n \wedge \vartheta^n).$$
By defining $\Psi_4 : Z \to C^{|J|}$ as $\Psi_4(k) := \Phi(k)\pi^{(3)}$, we can write
\[ Z_n^{\Psi_4} = Z_n^{\Psi_4} + \mathbb{E}[Z_n^{\Psi_4}] = Z_n^{\Psi_4} + O(\vartheta^n), \]
where $\Psi_4^*$ is the centered characteristic given by
\[ \Psi_4^*(k) = \sum_{l=0}^{\infty} \Phi(k-l-1)\pi^{(3)} A^l(L-A). \quad (18) \]
Finally, in view of Lemma 4.3 we have
\[ \sum_{k \in Z} \mathbb{E} [\|\Psi_4^*(k)\|^2] \rho^{-k} < \infty. \]

Putting all together and completing the main proof for random $\Phi$

For the rest of this section we assume that $\Phi$ is as in Theorem 3.5, that is, it may be random. Let $\Psi_1^*, \Psi_2^*, \Psi_3^*, \Psi_4^*$ and $\Theta^*$ be the centered characteristics as defined previously for the deterministic characteristic $E\Phi$. More precisely, for $i = 1, 2, \Psi_i^*$ is defined as in $(15)$ with $\Phi$ being replaced by $E\Phi$; $\Psi_3^*$ is already centered and defined by $(16)$; $\Psi_4^*$ is defined by $(18)$ with $\Phi$ being replaced by $E\Phi$; finally $\Theta^*$ is defined as in $(13)$. Then we can then decompose $Z_n^\Phi - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0$, for $n \in \mathbb{N}$ as
\[ Z_n^\Phi - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0 = Z_n^\Phi - Z_n^{E\Phi} + Z_n^{E\Phi} - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0 \]
\[ = Z_n^{\Phi-E\Phi} + Z_n^{\Psi_1^*} + Z_n^{\Psi_2^*} + Z_n^{\Psi_3^*} + Z_n^{\Psi_4^*} + x_2 \pi^{(2)}(Z_n - A_2^n Z_0) + O(\vartheta^n) \]
\[ = Z_n^{\Phi-E\Phi+\Psi} + x_2 \pi^{(2)}(Z_n - A_2^n Z_0) + O(\vartheta^n), \quad (19) \]
where $\Psi$ is the centered characteristic given by
\[ \Psi := \Psi_1^* + \Psi_2^* + \Psi_3^* + \Psi_4^*, \]
that is,
\[ \Psi(k) = \sum_{l \in Z} \mathbb{E}\Phi(k-l-1) A^l P(k,l)(L-A), \]
where
\[ P(k,l) := \begin{cases} -\pi^{(1)}I\{l<0\} + \pi^{(2)}I\{l\geq0\} + \pi^{(3)}I\{l\geq0\}, & \text{if } k \leq 0 \\ -\pi^{(1)}I\{l<0\} - \pi^{(2)}I\{l<0\} + \pi^{(3)}I\{l\geq0\}, & \text{if } k > 0 \end{cases} \]
Note that
\[ \sum_{k \in Z} \mathbb{E} [\|\Psi(k)\|^2] \rho^{-k} < \infty, \]
as it is true for each of the four terms $\Psi_1^*, \Psi_2^*, \Psi_3$ and $\Psi_4^*$ appearing in $\Psi$, and $\Psi$ satisfies the assumptions of Theorem 4.2. Therefore

$$\sigma^2 := \sum_{k \in \mathbb{Z}} \text{Var}[\Phi(k) + \Psi(k)] \rho^{-k} u, \quad (20)$$

is well defined. In particular, when $\Phi$ is independent of the offspring distribution matrix $L$ we have

$$\sigma^2 = \sum_{k \in \mathbb{Z}} \text{Var}[\Phi(k)] \rho^{-k} u + \sum_{k \in \mathbb{Z}} \text{Var}[\Psi(k)] \rho^{-k} u.$$

For $k \in \mathbb{Z}$, if we define matrices $\mathbb{B}(k)$ by:

$$\mathbb{B}(k) := \sum_{l \in \mathbb{Z}} \mathbb{E}[\Phi(k - l - 1)] A^l \mathbb{P}(k,l),$$

then $\text{Var}[\Psi(k)] = \left(\mathbb{B}(k) \text{Cov}[L^{(1)}] \mathbb{B}(k) \top, \ldots, \mathbb{B}(k) \text{Cov}[L^{(J)}] \mathbb{B}(k) \top\right)$. Now we can finally complete the proof of our main result.

**Proof of Theorem 3.5.** We use the decomposition (19) of $Z_n^{\Phi}$. For the process $Z_n^{\Phi - E\Phi + \Psi}$ we apply Theorem 4.2 i) and conclude that

$$\frac{Z_n^{\Phi - E\Phi + \Psi}}{\rho^{n/2}} \overset{\text{d}}{\to} \sigma \sqrt{W} \cdot \mathcal{N}(0,1), \quad \text{as } n \to \infty,$$

with $\sigma$ defined by (20). If $\sigma_l = 0$ for all $0 \leq l \leq J - 1$, then by Theorem 4.5 we obtain that

$$\frac{Z_n^{\Phi} - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0}{\rho^{n/2}} \overset{\text{d}}{\to} \sigma \sqrt{W} \cdot \mathcal{N}(0,1), \quad \text{as } n \to \infty$$

by using Slutsky’s theorem. Moreover, if also $\sigma = 0$ then $Z_n^{\Phi} - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0$ is deterministic of growth $O(\varphi^n)$.

Finally, let $l = \max\{1 \leq j \leq J - 1 : \sigma_j > 0\}$. Then again by Slutsky’s theorem together with Theorem 4.5, we obtain

$$\frac{Z_n^{\Phi} - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0}{n^{l+\frac{1}{2}} \rho^{n/2}} = \frac{Z_n^{\Phi - E\Phi + \Psi} + x_2 \pi^{(2)}(Z_n - A_2^n Z_0) + O(\varphi^n)}{n^{l+\frac{1}{2}} \rho^{n/2}} \overset{\text{d}}{\to} \sigma_l \sqrt{W} \cdot \mathcal{N}(0,1),$$

where in both cases $\mathcal{N}(0,1)$ is a standard normal random variable independent of $W$, and this completes the proof. \hfill \Box

**Remark 5.1.** Let us emphasize that the decomposition in (19) together with (12) allows us to write $Z_n^{\Phi} - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0$, up to an error or order $O(\varphi^n)$, as a CMJ process $Z_n^{\Phi'}$ for some centered characteristic $\Phi'$ such that $k \mapsto \|\text{Var}[\Phi'(k)]\| \rho^{-k}$ is summable or
\[ \sum_{k=0}^{N} \| \text{Var}[\Phi'(k)] \| \rho^{-k} = O(N^{2l+1}). \] This, in turn, gives that \( E[(Z_n^{\Phi'})^2] = E[Z_n^{\text{Var}\Phi'}] \) is either of order \( O(\rho^n) \) or \( O(n^{2l+1} \rho^n) \). In both cases, for any \( \theta > \sqrt{\rho} \) Chebyshev’s inequality together with Borel–Cantelli lemma yields \( Z_n^{\Phi'} = o(\theta^n) \) almost surely, that is

\[ Z_n^{\Phi} - x_1 A_1^n W^{(1)} - x_2 A_2^n Z_0 = o(\theta^n) \] almost surely.

We leave the details of this calculations to the interested reader.

### 5.4 Application

In [17], the authors investigated additional limit theorems for \( \langle Z_n, a \rangle \), where \( (Z_n)_{n \in \mathbb{N}} \) is a supercritical and positively regular multitype Galton-Watson process with \( J \) number of types, such that all \( Z_i^n, 1 \leq i \leq J \) have finite second moments, and \( a \neq 0 \) is a vector in \( \mathbb{R}^J \) such that \( \langle a, u \rangle = 0 \). In this case, Kesten-Stigum theorem [18] ensures that \( \rho^{-n} \langle Z_n, a \rangle \) converges to 0 almost surely. The authors have then provided in [17] a correct normalization and studied the limit. More precisely, they have identified all the deterministic leading terms in the expansion of \( \langle Z_n, a \rangle \). We show below, by applying our main Theorem 3.5, how to find all the terms (not just the leading ones) in the asymptotic expansion of \( \langle Z_n, a \rangle \) up to Gaussian fluctuations, and this, of course, extends [17].

We consider the deterministic characteristic \( \Phi : \mathbb{Z} \to \mathbb{C}^{1 \times J} \) defined as:

\[ \Phi(k) = a \mathbb{1}_{\{k=0\}}, \quad (21) \]

for row vector \( a \in \mathbb{R}^{1 \times J} \). For such a characteristic both conditions (CH1) and (CH2) are trivially satisfied and the vectors \( x_1 \) and \( x_2 \) from (4) become then

\[ x_1 = a \pi^{(1)} \quad \text{and} \quad x_2 = a \pi^{(2)}. \]

By applying Theorem 3.5 we obtain the following.

**Corollary 5.2.** Let \( a \in \mathbb{R}^{1 \times J} \) and suppose \( (GW1)-(GW3) \) hold. Consider the characteristic \( \Phi \) from (21) and its associated branching process \( (Z_n^{\Phi}) \) counted with this characteristic. Then the following stable convergence holds.

i) If \( \sigma_l = 0 \) for all \( 0 \leq l \leq J - 1 \), with \( \sigma_l \) given as in (5), then there exists a constant \( \sigma \geq 0 \) such that either \( \sigma > 0 \) and

\[ \frac{a \left( Z_n - \pi^{(1)} A_1^n W^{(1)} - \pi^{(2)} A_2^n Z_0 \right)}{\rho^{n/2}} \Rightarrow \sigma \sqrt{W} \cdot \mathcal{N}(0, 1), \quad \text{as} \ n \to \infty \]

or \( \sigma = 0 \) and the left hand side above is a deterministic sequence converging to 0.

ii) Otherwise, let \( 0 \leq l \leq J - 1 \) be maximal such that \( \sigma_l \neq 0 \). Then

\[ \frac{a \left( Z_n - \pi^{(1)} A_1^n W^{(1)} - \pi^{(2)} A_2^n Z_0 \right)}{n^{l+1/2} \rho^{n/2}} \Rightarrow \sigma_l \sqrt{W} \cdot \mathcal{N}(0, 1), \quad \text{as} \ n \to \infty. \]

In both cases \( \mathcal{N}(0, 1) \) is a standard normal random variable independent of \( W \).
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**Remark 5.3.** For any \( a \in \mathbb{R}^j \), the variances \( \sigma^2, \sigma^2_l \) are given by \( \sigma^2 = a \Sigma a^T \) and \( \sigma^2_l = a \Sigma_l a^T \) for some covariance matrices \( \Sigma \) and \( \Sigma_l \) that depend only on the matrices \( \text{Cov} [L(j)] \) for \( j \in J \) and the matrix \( A \). Indeed, we have

\[
\sigma^2 = \sum_{k \in \mathbb{Z}} \text{Var} \left[ a A^{-1} P(k, k-1)(L - A) \right] \rho^{-k} u
\]

\[
= a \sum_{k \in \mathbb{Z}} B(k) \left( \sum_{j=1}^{J} u_j \text{Cov} [L(j)] \right) B(k)^T \rho^{-k} a^T,
\]

where, for any \( k \in \mathbb{Z} \), \( B(k) = a A^{-1} P(k, k-1) \) and \( P(k, k-1) \) is given by

\[
P(k, k-1) = \begin{cases} 
-\pi^{(1)}, & \text{if } k \leq 0 \\
\pi^{(3)}, & \text{if } k > 0.
\end{cases}
\]

Therefore, in a simplified way, we can write

\[
B(k) = A^{-1} \left( -\pi^{(1)} I_{\{k \leq 0\}} + \pi^{(3)} I_{\{k > 0\}} \right)
\]

and \( \sigma^2 \) reduces then to \( \sigma^2 = a^T \Sigma a \) with

\[
\Sigma = \sum_{k=1}^{\infty} \rho^{-k} A^{-1} \pi^{(3)} \left( \sum_{j=1}^{J} u_j \text{Cov} [L(j)] \right) (A^{-1} \pi^{(3)})^T
\]

\[
+ \sum_{k \leq 0} \rho^{-k} A^{-1} \pi^{(1)} \left( \sum_{j=1}^{J} u_j \text{Cov} [L(j)] \right) (A^{-1} \pi^{(1)})^T.
\]

For \( \sigma_l \) we have

\[
\sigma^2_l := \frac{\rho^{-l}}{(2l + 1)(l)!^2} \sum_{\lambda \in \sigma_l^1} \text{Var} \left[ a \pi \Lambda^l \Lambda^l L \right] u
\]

that is

\[
\Sigma_l = \frac{\rho^{-l}}{(2l + 1)(l)!^2} \sum_{\lambda \in \sigma_l^1} \sum_{i \in [J]} \pi \Lambda^i \Lambda^i \text{Cov} [L]^i u_i (\pi \Lambda^i)^T.
\]

**Remark 5.4.** We now explain how to use Corollary 5.2 in order to recover the results from [17]. First observe that

\[
a \pi^{(1)} A^n W^{(1)} = \sum_{\lambda \in \sigma_l^1} a \pi \Lambda A^n W^{(1)} = \rho^n a u W + \sum_{\lambda \in \sigma_l^1 \setminus \{\rho\}} a \pi \Lambda A^n W^{(1)},
\]

and each of the summation terms above, for \( \lambda \in \sigma_l^1 \setminus \{\rho\} \), can be further decomposed into

\[
a \pi \Lambda A^n W^{(1)} = a(\lambda I + N_\lambda)^n \pi \Lambda W^{(1)} = \sum_{k=0}^{J-1} \binom{n}{k} \lambda^{n-k} a N_\lambda^k \pi \Lambda W^{(1)}.
\]
This shows that $a\pi^{(1)} A^n \pi L$ can be written as linear combination of terms $n^k \lambda^n$ with possibly random coefficients. Moreover, if the coefficient of $n^k \lambda^n$ is not deterministic then $a\lambda \pi L$ is not deterministic for some $\gamma \geq k$.

Let $(\theta, \gamma) \in [\sqrt{\rho}, \rho] \times \mathbb{N}_0$ be the largest pair (in lexicographical order) such that there is $\lambda \in \sigma_A$ with $|\lambda| = \rho$ and

$$a\lambda \pi A \neq a\lambda \pi L$$

with positive probability, provided such a pair exists. If $\theta > \sqrt{\rho}$ then from Remark 5.1 we get

$$aZ_n = n^{\gamma \theta^n} \sum_{\lambda \in \sigma_A, |\lambda| = \theta} \left(\frac{\lambda}{\theta}\right)^n a\lambda \pi W^{(1)} + o_a. s. \left(n^{\gamma \theta^n}\right),$$

that is

$$\frac{aZ_n - \mathbb{E}[aZ_n]}{n^{\gamma \theta^n}} - \sum_{\lambda \in \sigma_A, |\lambda| = \theta} \left(\frac{\lambda}{\theta}\right)^n a\lambda \pi (W^{(1)} - Z_0) \xrightarrow{a. s.} 0. \quad (22)$$

If $\theta = \sqrt{\rho}$, then $\gamma = l$ for $l$ as in Corollary 5.2 \textit{ii)} (with $\sigma_l$ as above). In this case $aA^k \pi^{(1)} (L - A) = 0$ almost surely for any $k \in \mathbb{Z}$. In particular,

$$aA^k \pi^{(1)} Z_{n+1} = \sum_{u \in T; |u| = n} aA^k L(u)e_t(u) = \sum_{u \in T; |u| = n} aA^k A_e_t(u) = aA^{k+1} \pi^{(1)} Z_n$$

and so recursively

$$a\pi^{(1)} Z_n = aA^n \pi^{(1)} Z_0.$$

On the other hand, according to Lemma 4.4

$$a \Phi^1 (W^{(1)} - W_n^{(1)}) = Z_n^{\Phi^1} = 0,$$

since $a\Phi^1(k) = aA^{k-1} \pi^{(1)} (L - A) \mathbb{1}_{\{k \leq 0\}} = 0$. Putting these two facts together we conclude

$$a\pi^{(1)} A^n W^{(1)} = a\pi^{(1)} A^n W_n^{(1)} = a\pi^{(1)} Z_n = aA^n \pi^{(1)} Z_0.$$

Hence

$$\mathbb{E}[aZ_n] = aA^n \pi^{(1)} Z_0 + aA^n \pi^{(2)} Z_0 + aA^n \pi^{(3)} Z_0$$

$$= aA^n \pi^{(1)} W^{(1)} + aA^n \pi^{(2)} Z_0 + o(\rho^{n/2})$$

and from Corollary 5.2 \textit{ii)} we infer

$$\frac{aZ_n - \mathbb{E}[aZ_n]}{n^{\gamma + \frac{1}{2} \rho^{n/2}}} \xrightarrow{a.s.} \sigma \sqrt{\pi} \cdot \mathcal{N}(0, 1).$$
If there is no such pair $(\theta, \gamma)$, then as before $\mathbb{E}[aZ_n] = aA^n\pi^{(1)}Z_0 + aA^n\pi^{(2)}Z_0 + o(\rho^{n/2})$, and Corollary 5.2 i) implies

$$\frac{aZ_n - \mathbb{E}[aZ_n]}{\rho^{n/2}} \Rightarrow \sigma\sqrt{W} \cdot \mathcal{N}(0, 1).$$

Finally, if all the variances vanish, then again by Corollary 5.2, we get $aZ_n = \mathbb{E}[aZ_n]$ and this reproves [17, Theorem 2.4].
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