Application of artificial neural networks in detection and diagnosis of gastrointestinal and liver tumors
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Abstract

As a form of artificial intelligence, artificial neural networks (ANNs) have the advantages of adaptability, parallel processing capabilities, and non-linear processing. They have been widely used in the early detection and diagnosis of tumors. In this article, we introduce the development, working principle, and characteristics of ANNs and review the research progress on the application of ANNs in the detection and diagnosis of gastrointestinal and liver tumors.
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Core Tip: This paper describes the application of artificial neural networks (ANNs) in the detection and diagnosis of gastrointestinal and liver tumors. We review the artificial intelligence, ANNs and their ability, parallel processing capability, and nonlinear processing. We also discuss the working principle and characteristics of ANNs.
BACKGROUND AND SIGNIFICANCE OF ARTIFICIAL INTELLIGENCE

With the development of computer and communication technology, artificial intelligence (AI) has been applied in various industries in recent years. We are in the era of big data, and the effective use of these data in combination with existing AI technologies is a hot research topic at present\(^5\). Machine learning (ML) can help people transform enormous data resources into useful knowledge and information and help in decision-making\(^6\).

ML is now widely applied in the healthcare industry. In the traditional medical diagnosis process, the diagnosis of a disease mainly depends on the judgment by a doctor. The doctor makes a diagnosis based on a patient's symptoms combined with his or her accumulated experience over the years. This may lead to subjective judgment errors, while the use of ML classification technology to simulate decision-making capabilities can be efficiently used for automatic diagnosis of diseases and assist doctors in making decisions\(^7\). In many remote and impoverished areas of the world, there are inadequacies in medical care services and the necessary medical resources. Many people miss the best chance to cure the disease due to a delay in medical care, resulting in more deaths. According to statistics, approximately 1.2 billion people in the world are still living in extreme poverty, and more than 2.2 billion people live on less than 1.25 dollars a day\(^8\). In some regions such as Africa and India, the number of deaths due to diseases is high. Under these circumstances, modern scientific and technological progress can promote the development of the medical industry, and ML technology can be used to develop low-cost, high-accuracy automatic diagnostic equipment, to provide high-quality diagnostic and therapeutic solutions for deprived areas, and to effectively solve common medical problems worldwide.

In the context of big data, prediction techniques based on mathematical statistics and computer analysis have been applied in medical diagnosis\(^9\). In recent years, research methods for applying multiple ML techniques to diagnose and predict diseases and comparing their performance have been gradually used, such as the use of logistic regression, support vector machine (SVM), and random forest classification algorithms to predict the presence of breast cancer\(^1\). Ramana et al\(^5\) used SVM, Bayesian, C4.5, and BP neural network algorithms for diagnosis classification and so on.

Whether or not it involves medical text data or imaging data, such as computed tomography (CT) and X-rays, the essential ML method used to diagnose diseases is the supervised classification using the automatic learning ability of ML. ML has been widely applied in the field of intelligent diagnostics. The diagnostic models are not only efficient but have also made considerable achievements with regard to accuracy and precision. With the development of the computer in the late 19th century, algorithm development also emerged, which facilitated the use of ML for modeling and analysis of extensive data sets. However, the application of ML for medical diagnoses in the 1990s was inadequate. To obtain optimum performance, an ML system must have the abilities to appropriately deal with insufficient or noisy data (flaws in data), and the transparency of diagnostic information, to explain decisions, and to reduce the number of tests necessary to obtain a reliable diagnosis. The naive and semi-naive Bayesian classifiers demonstrated the best performance\(^8\).

At present, ML methods used in the intelligent diagnosis of diseases include linear regression models, SVMs, artificial neural networks (ANNs), decision trees, Bayesian classification, ensemble learning, k-nearest neighbor classification algorithms, and deep reinforcement learning. The improved models also achieved better prediction results for some diagnostic problems. The characteristics of different classification models vary, and the performance in different scenarios and different data sets may not be optimum. Algorithms need to proceed according to specific tasks to effectively solve problems. In general, the ML process in disease diagnosis is consistent with the above-mentioned methods and classification linear regression models.

Computer-aided diagnosis (CAD) is used in many medical departments such as...
radiology, but has not been widely used in gastrointestinal (GI) endoscopy. Due to the necessity for high-resolution imaging studies and an increased number of images per case, the development and implementation of CAD are essential. Ultrasound CAD systems using ML technology have been applied in recent years. However, the implementation of CAD has also encountered several challenges and computational power is one of its most significant limitations. As the GI endoscopist is dependent on real-time input from the system, integration of CAD in the workflow is vital. The CAD system enables the endoscopist to decide whether a particular treatment, such as polypectomy, is essential at the time of endoscopy. A portable and inexpensive high-resolution microendoscopy system should be used to integrate the CAD algorithm for image interpretation of biopsies. The United States Food and Drug Administration has approved many CAD systems for the detection of several different types of lesions, such as screening of cervical smears, detecting polyps on CT colonography, and detecting nodules on chest CT scans. Recent studies and developments have demonstrated that there is growing interest in the implementation of CAD systems in GI endoscopy. Deep learning has been applied in the ultrasound CAD system and the deep neural network has been shown to be more effective than the feature designed by humans. The application of CAD has resulted in significant improvements in diagnosis, i.e., a reduction in time for diagnosis, decreased workload for doctors, and improved diagnostic accuracy. The narrow-band imaging magnifying colonoscopy utilizing the CAD system classified colorectal polyps with a sensitivity of 95% and specificity of 93.3%. With the development of CAD systems, there is potential to integrate these systems into clinical practice to improve and refine diagnostic endoscopy[9,10].

ANN

An ANN is a theoretical mathematical model of the human neural network. It is an information processing system based on the structure and function of the human neural network. With the development of neural network technology, the use of ANNs is becoming more and more extensive, and their application fields are also expanding. An ANN is a computer network system which imitates the human neural structure, and many relatively independent artificial neurons are connected to form a network, which mimics the way that biological nerves process information to solve problems. McCulloch and Pitts proposed the earliest ANN in 1943 for logic operations. In 1949, Hebb proposed a set of rules that mimic the way that the human nervous system learns[11].

Structure and principle of ANNs

An ANN is a hierarchical network structure made up of multiple neurons connected by a specific rule, which are divided into an input layer, hidden layer, and output layer[12]. The working performance of an ANN is directly related to the training samples. If the training samples are incorrect, too few, or too similar, the working range and ability of the ANN are significantly reduced. In other words, the training sample is the teacher for the ANN. Therefore, the more training samples, the more correct and stronger the ANN’s ability (Figures 1 and 2).

Characteristics of ANNs

An ANN is a network of interconnected neurons obtained by studying the human brain. Research on ANNs has organically integrated many related disciplines and these networks have extensive application potential. An ANN has the following features: (1) Self-organizing and self-learning ability: It can change and adjust its structure by interacting with the environment; (2) Strong promotion ability; (3) Highly parallel: A large number of similar or independent operations can be performed simultaneously; and (4) Strong information synthesis ability: It can process both quantitative and qualitative information, and can coordinate multiple input information fusion and multimedia technologies[13].

APPLICATION OF ANNS IN THE DETECTION AND DIAGNOSIS OF DIGESTIVE TRACT TUMORS

ANNS are a form of AI. Unlike other AI methods, ANNS can learn on their own. Users
do not need to design complicated programs to solve problems, but only need to provide data. At present, the etiology of most diseases is unclear, and the manifestations of various diseases are ever-changing. In medical practice, judgment of the disease and the corresponding treatment is based on experience. Therefore, the learning, memory, and induction functions of an ANN determine its good application potential in the medical field (Figure 3).

**Application in the detection and diagnosis of gastric cancer**

Gastric cancer accounts for 23% of all deaths from malignant tumors, and is the most frequent cause of cancer-related death in China. The prognosis of gastric cancer depends mainly on early detection, early diagnosis, early treatment, and follow-up monitoring after treatment[14,15]. Conventional endoscopy is not suitable for general screening and follow-up and can cause pain. The detection of serum tumor markers is convenient and has important clinical significance in the diagnosis of gastric cancer[16]. In recent years, research on gastric cancer markers has developed rapidly, but these markers lack high specificity and sensitivity; thus, early diagnosis and screening of gastric cancer are not satisfactory[17]. Thara[18] and Kather et al[19] used a deep learning-based ANN to establish a variety of serum tumor marker ANN models for gastric cancer, which improved the diagnostic sensitivity while ensuring a higher specificity, proving that the ANN model has high value in the early diagnosis of gastric cancer.
Application in the detection and diagnosis of liver cancer

The mortality rate of liver cancer in China ranks third among all malignant tumors, after gastric cancer and esophageal cancer. Alpha fetoprotein (AFP) is the best indicator for early diagnosis of liver cancer, but some types of liver cancer such as highly differentiated and poorly differentiated liver cancer cells often do not produce AFP; thus, the positive rate of AFP for liver cancer diagnosis is generally 60%-70%. AFP is also positive in patients with liver cirrhosis, which can result in false positive findings in the diagnosis of primary liver cancer. Therefore, a simple, fast, sensitive, and specific early diagnostic technique is urgently required in clinical medicine. Luk et al. used ANN models to analyze the data of protein fingerprints in serum samples from liver cancer patients, liver cirrhosis patients, and healthy subjects, and found that the sensitivity and specificity of this method for liver cancer diagnosis were 96.97% and 87.88%, respectively.

CT, with its excellent low contrast resolution and rich image post-processing functions, has been rapidly popularized and developed in recent years and has become one of the primary methods used for the diagnosis of liver cancer. However, the quality of CT images is determined and disturbed by many factors, especially in the early stage of liver cancer, when spatial morphological changes are relatively small, which makes it extremely difficult for the radiologist to diagnose and leads to misdiagnosis and missed diagnosis. Therefore, it is necessary to use appropriate techniques and methods to process and analyze CT images of liver cancer to improve the identification and diagnosis of these lesions. Based on CT image preprocessing of liver cancer and other liver occupying diseases, Chlebus et al. extracted CT imaging features and used these as training parameters to establish an ANN-assisted diagnosis model for CT images of liver cancer, and simulated the network. The computed neural network was used for CT diagnosis of liver cancer, and the sensitivity and specificity of liver cancer diagnosis were significantly improved.

Application in colorectal cancer detection and diagnosis

Colorectal cancer is a common malignant tumor with the third highest mortality rate worldwide and the second highest in the West. At present, conventional methods for the diagnosis of colorectal cancer are still colonic barium double radiography and electronic colonoscopy, but they are both invasive diagnostic methods, and there are problems with cost and risk. Blood tumor marker detection is more straightforward. The diagnostic rate of a single serum marker is too low; for example, the sensitivity of carcinoembryonic antigen (CEA) in diagnosing colorectal cancer is only 55.2%. Colorectal cancer is a complex disease, and its occurrence and development are related to changes in multiple genes; thus, it is necessary to combine multiple markers to detect and diagnose colorectal cancer. Scientists have now screened the
optimal marker combination for detecting colorectal cancer using bioinformatics methods: CEA, CA199, CA242, CA211, and CA724, confirming that the ANN model is more sensitive in predicting colorectal cancer than the single serum marker CEA. At the same time, they used a variety of bioinformatics methods to analyze the tumor marker data for colorectal cancer and used the decision tree and SVM to verify the reliability of the screening results and the established model. During evaluation of the model, they applied a cross-validation method and estimated the predictive effect of the model on the test set. In this way, the blind test and the randomness of the results were avoided; thus, evaluation using the model was more reliable.[12,13]

CONCLUSION

ANNs have many advantages that are comparable to the human brain. In addition, they can perform statistical analyses of linear or nonlinear multiple variables without setting prerequisites, and certain variables that are required to be analyzed by traditional statistical methods. A good ANN can make correct predictions even when the data are incomplete or biased. Although ANNs have many advantages, they are still not well known and used as traditional statistical methods. Before ANNs are widely accepted, more work is required, problems with some network entities need to be solved, and it is difficult for domain experts to describe the problems that they want to solve with data-based nodes, weights, and connections. Besides, the network is “black box reasoning” and all knowledge is stored inside the network, making it challenging to provide credible explanations. Finally, during the training phase, there are problems such as long training time, overfitting or insufficient training, network paralysis, and local minimums[13]. However, it should be acknowledged that with further ANN research, ANNs will be recognized by clinicians and become an effective tool for the diagnosis and prediction of diseases (especially tumors).

At present, data acquisition is still a major problem, especially when it is used for the medical diagnostics industry, as the data involve personal privacy, which makes it challenging to obtain. The availability of public data is limited, which restricts the research on deep learning. Therefore, obtaining larger-scale and more effective data, and establishing a suitable model under limited data conditions are issues that need to be studied in practical work.
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