Assessment of Investment Attractiveness in European Countries by Artificial Neural Networks: What Competences are Needed to Make a Decision on Collective Well-Being?
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Abstract: A rich volume of literature has analysed country investment attractiveness in a wide range of contexts. The research has mostly focused on traditional economic concepts—economic, social, managerial, governmental, and geopolitical determinants—with a lack of focus on the smartness approach. Smartness is a social construct, which means that it has no objective presence but is “defined into existence”. It cannot be touched or measured based on uniform criteria but, rather, on the ones that are collectively agreed upon and stem from the nature of definition. Key determinants of smartness learning—intelligence, agility, networking, digital, sustainability, innovativeness and knowledgeability—serve as a platform for the deeper analysis of the research problem. In this article, we assessed country investment attractiveness through the economic subjects’ competences and environment empowering them to attract and maintain investments in the country. The country investment attractiveness was assessed by artificial intelligence (in particular, neural networks), which has found widespread application in the sciences and engineering but has remained rather limited in economics and confined to specific areas like counties’ investment attractiveness. The empirical research relies on the case of assessing investment attractiveness of 29 European countries by the use of 58 indicators and 31,958 observations of annual data of the 2000–2018 time period. The advantages and limitations of the use of artificial intelligence in assessing countries’ investment attractiveness proved the need for soft competences for work with artificial intelligence and decision-making based on the information gathered by such research. The creativity, intelligence, agility, networking, sustainability, social responsibility, innovativeness, digitality, learning, curiosity and being knowledge-driven are the competences that, together, are needed in all stages of economic analysis.
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1. Introduction

Globalisation, the fourth industrial revolution, a rapidly changing environment, and consumer needs lead to increasing competition among companies. They compete for ideas, products or services, consumers, employees, technologies, projects, markets, and so on. To stay competitive, companies must find novel and smart ways to compete and remain competitive nationally and internationally.
in the long term. Foreign direct investment is one of the means to enhance a company’s competitiveness and the well-being of the whole country. Individuals’ life satisfaction is related to the economic situation in a country. Companies in countries attracting more foreign direct investment are characterised by higher levels of competitiveness, innovation, and technological development [1,2]. By enhancing investment attractiveness, countries themselves contribute to the increase of companies’ competitiveness, sustainable economic development, attraction of knowledge, technologies and innovation, creation of infrastructure, and emergence of related and service-based businesses [3]. The positive impact of foreign direct investment justifies the importance of the smart formation of a country’s investment attractiveness at a national strategic level and correct forecasting of incoming investment. Countries, which are able to maintain and model future foreign direct investment, can more accurately plan their budgets, form strategic development paths, and diversify and more effectively manage the risks and adverse effects relating to investment exit.

Under the current economic challenges and the fourth industrial revolution, where technologies are inevitably integrated in critical infrastructure, economic development must be not only technology driven but also have a particular focus on sustainability as well as soft capacities, such as entrepreneurship, innovation, and learning. These changes require rethinking policy in regard to the country’s investment attractiveness. The formation of investment attractiveness based on the classification of economic, legal, political, technological, geographical, and infrastructural factors is the most commonly used in practice by many countries. New challenges for economies are changing factors and their influence on investment attractiveness. The use of dynamic capacities, such as intelligence, agility, knowledge and innovation, learning, networking, and so on, increasingly creates an advantage for the country or the company and is the base for creation of smart strategies. The consideration of the concept of investment attractiveness under the approach of smartness, which corresponds to the modern economic development tendencies and trends of contemporary business, is a new way of thinking and discussing in scientific literature.

The smartness approach has been strongly developed and led by business practitioners and policy makers (e.g., Europe 2020, Horizon 2020, and Smart specialization strategies of the EU members). The smartness concept quite often is used under the context of urban planning and smart cities, smart specialization strategies, or general development of smart socio-economic systems. Although, integration of the smartness concept, which covers the extensive use of technologies with related soft capacities, to countries’ investment attractiveness is missing. Therefore, this approach does not analyze usual infrastructure, economic, or institutional frameworks, but rather, it focuses on smartness determinants, such as intelligence, innovation, knowledge, agility, learning, networking, digitality, and sustainability. Analysis of investment attractiveness through the smartness approach might ensure its adequacy to time changes and economic challenges.

The major issue faced by the scientists analysing multifunctional concepts is the abundance and diversity of factors determining them. Because of the networked interaction and the quantity of factors determining foreign direct investment, the assessment becomes a complex task and a major challenge to both the scientists, as regards the reliability and interpretation of results, and to the strategists, as regards the correctness of result-based conclusions and decisions. In the event of large data flows and complicated relationships among them, the use of artificial intelligence is one possible way for a scientist or strategist to smartly identify economic problems, their sources, and their challenges. This allows for a quicker and more accurate answer (avoiding human error) and justification for the formulation of economic conclusions and decisions. For this reason, the use of artificial intelligence in the economy becomes an important as well as essential aspect.

The use of artificial intelligence and new methodological research frameworks in economic analysis not only extends the limitations and opportunities of research, but it also poses new challenges to the researcher himself and to the user of economic research findings, the correctness and timeliness of whose decision more or less directly influences the competitiveness and investment attractiveness of a company and a country and, at the same time, the well-being of the entire population. The increasing use of artificial intelligence in economic analysis requires and stresses the
need of new competences for work with it. New competences are needed not only to perform the research but also to interpret the research findings for decision-making.

The aim of this paper is to define the countries’ investment attractiveness under the approach of smartness and identify the key competences that are important for work with artificial intelligence and decision-making based on the information gathered by such research.

The research methods employed are systematic, comparative, and logical analyses of the scientific literature, based on the methods of comparison, classification, systematization, and generalisation; cluster data analysis; and models of artificial neural networks.

The paper is organised as follows: Section 2 discusses the use of artificial intelligence in decision-making on collective well-being. Section 3 integrates the concept of investment attractiveness with the smartness approach. The next section introduces the main factors and indicators determining a country’s investment attractiveness under the approach of smartness. Section 5 presents the results of the empirical study on the assessment of investment attractiveness in European countries using neural networks. The last section of the paper discusses the competences needed for the user of artificial intelligence to adopt decisions on collective well-being, resulting from empirical study, as well as research limitations. The paper ends with conclusions and future research.

2. Artificial Intelligence and Decision-Making on Collective Well-Being

The term artificial intelligence, which is widespread in society and is often associated with technology, accuracy, and optimality, urges thinking about rationality. Its working principle is highly complex, imitating human brain activity. Artificial intelligence is widely used in many areas, from finance, marketing, and economic analysis to medicine and the military industry. Economic papers extensively analyse topics relating to the impact of artificial intelligence on the economy and business [4–7], economic policy, and financial regulation for artificial intelligence [8,9]. Particular attention is paid to the impact of artificial intelligence on productivity [10,11] and interchangeability of jobs [12–15]. Artificial intelligence has been widely used to analyse various economic concepts and problems, for example, in a city smartness analysis [16] prediction of knowledge-hiding behaviour [17] as well as modelling and forecasting [18,19]. The increased use of artificial intelligence in spatial economic analysis is based on its benefits [6,20,21], which include a faster and more accurate answer; a solution to more sophisticated challenges, as methods of artificial intelligence can handle very large quantities of indicators; modelling of dynamic indicators, as algorithms can adapt to newly submitted data and be retrained; and possibilities to predict and model values of indicators; possibilities to analyse each country individually in the context of influence of other countries. The challenges of the use of artificial intelligence in economic modelling are connected with the need of a huge volume of time series, the use of a significant quantity of computer resources and time, and the needed competences to model and interpret the information gained in the synergy with artificial intelligence. For example, machine learning with a teacher requires the prior assignment of training data to classes; thus, expert judgment is required (the expert must determine which class includes the observed observations). Incorrect expert judgments can lead to the wrong process of model development and improper use of these models, as well as obtaining flawed conclusions. Not all algorithms of artificial intelligence, such as artificial neural networks, provide the result of variable interactions. For this reason, the relevant competences of interpreting the results are required.

Artificial intelligence is not enough where the interpretation of results and creativity are needed [22]. Answers are widely sought to what skills and competences are needed for work with artificial intelligence. The biggest attention is payed to hard skills, which are typically job-specific skills and competences that are needed to perform a specific job or task. Usually, hard skills are knowledge of specific software or instruments, specific manual abilities, and so on [23]. The latest research arises with analysis of the importance of soft skills to Industry 4.0—the capacities of individuals to interact with others and the environment (communication skills, problem solving, etc.) [24]. There is the necessity of soft skills in work with artificial intelligence [24–26], including interpersonal skills, personal affirmation, respect, power of ego, empathy, perseverance, spirit of perfection, self-discipline, refined, refining, independence, and creativity. So far, artificial intelligence has no
emotional intelligence in itself. Its possession is the responsibility of the creator of artificial intelligence and of the decision-maker. Commonly, stress on soft skills is laid on personal skills [25,27] and emotional intelligence [28–33], with less emphasis on competences through the smartness approach. Integration of the smartness approach to emotional intelligence lets smart decisions be made. An individual can create and train artificial intelligence in rational decision-making; however, upon setting certain selfish preferences, it will provide us with a rational decision, which is possibly irrational in terms of collective well-being. The trap lies in the preferences set by an individual. Even if artificial intelligence provides a rational decision in terms of collective well-being, perhaps the decision-maker will cause irrationality in the aspect of collective well-being based on his or her individual rationality and philosophy of thinking (e.g., liberal, capitalist, or socialist views). The dominance of human pessimism may burden the improvement of social and economic welfare and, therefore, should be taken into scientific consideration [34]. Rational decisions as well as decisions covering a certain responsibility (i.e., smart decisions) are required from cooperation between man and artificial intelligence.

3. Investment Attractiveness: A Smartness Approach

A country’s investment attractiveness is treated as a comprehensive decision on collective well-being because it influences the economy of the whole country. There are both positive [35] and negative aspects of investment attraction to a country (dominance of foreign companies, cultural changes, technological dependence) [36], although scientists more often identify positive impacts [37]. The fact is no longer called into question that investment attraction to a country encourages business development; ensures the adoption of best practices in the areas of management, marketing, and introduction of state-of-the-art technologies; and helps create the requisite infrastructure. Attracted investments have a positive impact on technological upgrades in the country and are important for knowledge transfer [1]. Investments have a positive impact on the country’s macroeconomic indicators such as GDP growth [2,38], increase in labour productivity [3,39], export development [36,40], reduction of unemployment [38,41–44], national tax revenue [45–47], and innovation development [48–51]. The flow of investment not only increases the number of the employed but also raises their qualifications. Investments help mobilise economic activities in less developed countries by improving their economic efficiency [52].

Some research studies maintain that economic growth is independent of foreign direct investment (FDI) [37], which suggests that the relationship between FDI and a country’s economic growth cannot be assessed unambiguously; however, a positive impact on the national economy and sustainability prevailing in research enables us to treat FDI as a solution to collective well-being and an important measure to encourage a country’s economic development, provided that the country has the competences and capacities to effectively manage the risks and adverse consequences associated with the outflow of foreign direct investment. Such a conceptual approach to FDI, involving insights and rational, advanced preparation by preventing or mitigating as much as possible the negative consequences of FDI for the economy, poses new challenges for a country’s strategic management, increase of its economic resilience, and for sustainability. In order to ensure this, it is necessary to have timely and up-to-date information on investments and related trends in the country and in the surrounding economies, and forecasts, as accurate as possible, which are important for insights and relevant decision-making.

An important challenge to countries (more in a practical aspect than in a theoretical aspect) is to attract investments because, generally, they do not come automatically. Countries try to create such investment attraction mechanisms [53,54] or such characteristics [55] that make them more attractive compared with other countries. Countries compete for investments by offering investors favourable local conditions or even adapting them to the needs of investors [56]. In the definition of foreign direct investment, the International Monetary Fund emphasised the aim of establishing a lasting interest by the investor in the economy of another country (investment recipient). In order to attract investment to a specific area, its characteristics must be in line with the investor’s expectations, based on which he has chosen the specific area for his business start-up or development [55]. The most common
reason for investment is the development of markets [57,58], which reaffirms the relevance of timely information and forecast investment trends in a country at a practical level.

Investor decisions on which the country chooses for investment depend on a number of different factors ranging from the price of the labour force, availability of the requisite competences, the country’s geopolitical location, the tax system, intensity of market competition, and political stability in the country [59–61] to lobbying [62,63], managerial discretion [64], clusters, and networking [65]. All these factors are in line with the investment attractiveness concept. A country’s investment attractiveness in regard to foreign direct investment is a two-dimensional concept [66–68], consisting of (a) a set of various economic, legal, political, technological, geographical, and infrastructural factors enabling the investor to gain a competitive advantage over his competitors; and (b) the ability of a country to attract new and preserve existing investments, while maintaining its advantage over other countries. Such an approach to a country’s attractiveness in regard to foreign direct investment makes it possible to look at attractiveness as a result and a dynamic process together. This means that the country’s set (input), forming investment attractiveness in regard to foreign direct investment, attracts FDI (output), which, together with the country’s ability to attract new and retain existing investment, creates/maintains the current investment attractiveness for attracting new FDI. That justifies the approach to investment attractiveness as a solution to collective well-being.

Scientific discussion appears [55,69–73] claiming that it is no longer enough to analyze economic development through common development factors. Dynamic competences or capabilities, a concept firstly introduced by Teece et al. [74], are re-gaining importance in modern economy [75,76]. Such a concept suggests that multiple competences are needed for the company to be able to adequately react to the challenges from its external environment. However, more sophisticated approaches are needed in order comply with the growing complexity of the business environment. New thinking is also needed in analyzing and forming a country’s investment attractiveness. The concept of smartness may probably be one of such approaches. The growing literature on smartness determinants is inevitably related to the rapid progress of information communications and technologies (ICT) as well as its implementation and digitalization [77–79]. Later, the focus on intelligent management for improving governance and economic efficiency [80] and soft determinants of smartness [71,81] was put. The smartness approach stresses that the smart development of a socio-economic system could be achieved with the wide use of technologies and related soft competencies for empowering them. The use of ICT and digital technologies could solve long-run sustainability problems and transform cities and economies in a broader context [79]. However, scientists highlight the importance of knowledge, agility, and entrepreneurship [72,79]. Bakici et al. [82] justify that the smartness approach is achieved through cooperation and networks among companies, institutions, and the citizens. Such soft factors as entrepreneurship [72,83], learning [71], managerial discretion [64], clusters, and networking [84] are distinguished as the determinants of the smartness approach. From the mid-2000s, the smartness approach started to be applied in the spatial context (i.e., urban planning, smart cities, and regions [78–80,85,86]), which is the methodological base to use this approach on the country level. The smartness approach is used for analysing sustainable development [77,79], competitiveness [72], and a location’s attractiveness for business development [55]. However, the investment attractiveness has not been analysed in the context of the smartness approach.

Principles and determinants of the concept of smartness have been grounded on understanding that people are at the heart of any socio-economic system. All decisions are made by humans, and only smart people can make smart decisions. The complexity theory was taken as grounding theory. We suggest that smart social systems be dynamically adaptive to new circumstances, innovative and knowledge-driven, strategically minded, internetworked, and learn and effectively exploit the opportunities offered by the new trends in order to achieve the preferred development objectives [71,81].

A systematic-theoretical comparative analysis of the concepts of smartness and investment attractiveness let us define the determinants of a country’s investment attractiveness under the approach of smartness:
- Attractiveness in regard to the intelligence are conditions that form and encourage the abilities of economic subjects to assess the internal and external environment, penetrate the challenges, predict the future, and exploit the opportunities to make the most effective decisions related to investment attractiveness and be at least a step ahead of the competitors;

- Attractiveness in regard to networking and infrastructure are conditions that form and encourage the abilities of economic subjects to create networks and use the opportunities offered by different types of networks and infrastructure for communicating and seeking complex, timely solutions for increasing investment attractiveness;

- Attractiveness in regard to the sustainability are conditions that form and encourage the abilities of economic subjects to make long-term decisions for creating investment attractiveness by combining environmental, economic, socio-cultural, socially responsible, transparent, and honest components;

- Attractiveness in regard to the digitalization are conditions that form and encourage the abilities of economic subjects to make extensive use of information and communication technologies for information, communication, networking, decision-making, and implementation;

- Attractiveness in regard to learning are conditions that form and encourage the abilities of economic subjects and their networks to continuously learn and be empowered by learning for making decisions related to investment attractiveness;

- Attractiveness in regard to agility are conditions that form and encourage the abilities of economic subjects to achieve investment attractiveness decisions by responding promptly to changes caused by external and internal environments; and

- Attractiveness in regard to innovation and knowledge-driven are conditions that form and encourage the abilities of economic subjects to create value and make decisions to enhance investment attractiveness through knowledge, innovation, research, and rethinking.

With an increasing use of artificial intelligence in economic analysis, it is important to identify competences in rational decision-making on collective well-being. This is a prerequisite for ensuring economic sustainability in the long term. The problem analysis relies on the case of assessing investment attractiveness in the integration of smart development theory in European countries by using neural networks.

4. Research Methodology

The theoretical background of the concept is the rationale for the assessment of the investment attractiveness of countries. To create the theoretical background, we used a systematic literature review and followed the main factors of investment attractiveness, which were examined and constructed in the previous research [59–61], and combined them with the smartness approach [55,71,75,81,86]. In this way, we combine traditional economic concepts—economic, social, managerial, governmental, and geopolitical elements (A.T. Kearney Foreign Direct Investment Confidence Index, 2019, WEF, 2019, Global Retail Attractiveness Index, 2019, GFICA index, 2018)—with smartness determinants including intelligence, networking and infrastructure, sustainability, digitalization, learning, agility, innovation, and being knowledge-driven [71,81]. This interrelated structure of the factor model allows us to look at investment attractiveness as a countries’ ability to attract and maintain the investments. Such a view lets us analyse the investment attractiveness from the competences of countries’ economic subjects for policy making and investment decisions. The novelty of the presented model is the adaption of the smartness approach in investment attractiveness on the country level. Also, the model presented by Snieska et al. [55] was applied to regions within the same country.

Table 1 shows factors and 58 indicators updated with national-level indicators.
Table 1. Factors and indicators determining a country’s investment attractiveness.

| Attractiveness Determinants Related to the Smartness Approach | Factors | Indicators | Source |
|---------------------------------------------------------------|---------|------------|--------|
| Attractiveness in regard to intelligence                      | Economic viability | GDP per capita | Eurostat |
|                                                               | Current investment level | GDP per capita growth rate | Eurostat |
|                                                               | Political stability | Investment share of GDP | Eurostat |
|                                                               | Corruption level | Return on equity | Eurostat |
|                                                               | Trust in government | Political stability/absence of violence/terrorism | The World Bank |
|                                                               | Efficiency of government | Corruption perceptions index | International |
|                                                               | Market purchasing power | Trust in Government index | The World Bank |
|                                                               |                        | The shadow economy | The World Bank |
|                                                               |                        | Government Effectiveness index | Globaleconomy.com |
|                                                               |                        | Household income | Eurostat |
|                                                               |                        | Household expenditure | Eurostat |
|                                                               |                        | Average wages | Eurostat |
| Attractiveness in regard to networking and infrastructure      | Renewable energy | Logistic performance index: Trade trans infrastructure | The World Bank |
|                                                               | Logistic performance | Logistic performance index: Services | The World Bank |
|                                                               |                        | Share of energy from renewable sources | Eurostat |
| Attractiveness in regard to sustainability                      | Environmental approach | Recycling rate of municipal waste | Eurostat |
|                                                               | Human development level | Eco-innovation index | Eurostat |
|                                                               | Social responsibility development level | Greenhouse gas emissions per capita | Eurostat |
|                                                               |                        | Human development index | United Nations development programme |
|                                                               |                        | Healthcare expenditure (% of GDP) | Eurostat |
|                                                               |                        | Recorded offences by robbery per 100,000 population | Eurostat |
|                                                               |                        | Fatal accidents at work per 100,000 persons employed | Eurostat |
|                                                               |                        | In work at-risk-of-poverty rate | Eurostat |
| Attractiveness in regard to digitalisation                      | Information communications and technologies (ICT) development | Level of internet access (households) | Eurostat |
|                                                               |                        | Share of the ICT sector in GDP | Eurostat |
|                                                               |                        | Use of computers and the internet by employees | Eurostat |
|                                                               |                        | Mobile subscribers | Eurostat |
|                                                               |                        | Digital single market—promoting e-commerce for businesses | Eurostat |
| Attractiveness in regard to learning                            | Education and science system development level | Participation rate in education and training (last 4 weeks) | Eurostat |
|                                                               | Workforce qualifications | Final consumption expenditure of households for education (% of total) | OECD |
|                                                               | Cost of workplace | Share of working age population | Eurostat |
|                                                               | Workforce availability | Labour costs | Eurostat |
|                                                               |                        | Labour force with intermediate education | The World Bank |
|                                                               |                        | Individuals who have basic or above basic overall digital skills | Eurostat |
|                                                               |                        | Unemployment rate | OECD |
|                                                               |                        | Unemployment rate for young people | OECD |
Table 1 presents the concept of factors determining a country’s investment attractiveness in regard to foreign direct investment, being a universal methodology, which may be used to analyse territories at different hierarchical levels. In the empirical analysis, 29 European countries from inside and outside the European Union were selected, which is why such an indicator as the availability of EU resources under the budget is not included in Table 1, unlike in Dorozynski and Kuna-Marszalek [56]. The assumption was made that the impact of the European Union and other countries’ funding are incorporated in the whole result and process of economic development and separate determinants, in acceptance that the availability of subsidies and incentives from European Union resources significantly impacts the investment attractiveness of the countries [56].

We performed empirical research in the following sequence: (1) the clustering of countries and identification of the main factors responsible for the attractiveness of cluster countries; and (2) the prediction of foreign direct investment attracted to the country. We clustered countries hierarchically by self-organising neural networks (self-organising mapping method) using the Euclidean distance according to the logarithmic and main component values of all indicators (the explained dispersal is not less than 90%). We used two different methods for hierarchical classification in order to check whether it was expedient to develop all models incorporating all indicators or if it was enough to use the main components for quicker and simpler calculations.

For the time series prediction, these methods were used: recurrent neural networks (RNNs), long short-term memory (LSTM) neural networks, gated recurrent unit (GRU), and extreme learning machines (ELMs). We used multilayer artificial neural networks (Python programming language with Keras package; Keras package calculations were performed in TensorFlow package) for the identification of the most important factors determining investment attractiveness. We identified the indicators having the greatest impact on the result of prediction with sklearn.ensemble.ExtraTreesClassifier. Figure 1 presents a visualization of the methods used. In the use of RNN (see in Figure 1a), when moving from one part of the neural network to another, the
former value is retained, which is merged in the new part of the network with the newly received value. Then, the hyperbolic tangent function is utilized, and the output value is obtained, which is presented to the following part of the network. In the use of LSTM (see in Figure 1b), these neural networks also have a “chain” type structure, but their repeating unit has a completely different structure than simple recursive neural networks. Instead of a single layer, as in the case of RNN, the LSTM has as many as four layers with exceptional connectivity. In the use of GRU (see in Figure 1c), this network is similar to the LSTM-type network, as the LSTM uses various logical elements that control the presentation of information. One of the major differences between LSTM and GRU is that the GRU has no memory cells. In the use of ELM (see in Figure 1d), depending on the data and the task being solved, different extreme learning machines can be used with one layer, more layers, or hierarchical networks. The neurons in the hidden layer may not only be classical neurons, but basic functions may also be utilized, or these neurons may be generated from a subnetwork of neurons (e.g., the neuron is made up of a separate network).

The empirical research developed more than 125,000 different RNNs, LSTMs, and GRUs and more than 22,000 ELM models of artificial neural networks by changing the different numbers of neurons in one, two, or three hidden layers and searching for the one with the lowest error for each country. The number of neurons used in hidden layers varied between 2 and 10 (step 1 was used). In the case of three-layer ELM models, we changed the number of neurons in the middle layer independently of the number of neurons in the first hidden layer. We employed different methods to evaluate the weight of the output layer in ELM models: least absolute shrinkage and selection...
operator (LASSO), ridge regression, stepwise regression (step), and linear regression. We used different activation functions: logistic, hyperbolic tangent, and Gompertz. The research employed 2, 3, 5, or 10 independent components. We modelled time series data using models without external variables in order to evaluate whether or not external variables increased the accuracy of prediction models. Since the research study used short time series, we performed a crosscheck for future values. We used the beginning of the time series to train models and further values of the time series for checking. We compared different models using the mean absolute percentage error (MAPE) function.

We tested models for 10 d, using two computers optimising different models. To speed up the model-testing phase, use of a video card for calculations is recommended.

For empirical research, we used data from 2000–2018 from 29 European countries. The analysis included 58 indicators (see Table 1) and 31,958 observations of annual data for empirical research. The initial set of indicators was 74, but 16 indicators were excluded because of the high sparsity rate (high number of NA values) of variables. The initial set of countries was 32, but Serbia, Bosnia and Herzegovina, and Albania were excluded from the research because of insufficient data for indicator values. For neural network methods, it was best to use values from 0 to 1 because we used min–max normalization to complete this task. After these steps, data were ready for neural networks and models testing.

5. Results

We used self-organising neural networks to classify countries under attractive groups in regard to foreign direct investment. By using two variations of self-organizing mapping (self-organizing neural networks) clustering, including all variables and main components, we classified European countries under six clusters (we assumed six clusters based on clustering metrics with the elbow method), i.e., different regions in regard to investment attractiveness (see Figure 2), and we identified the main factors determining the investment attractiveness of individual groups of countries (see Table 2). Both clustering cases produced the same results and, therefore, were suitable for solving the tasks of factors determining the clustering of countries according to investment attractiveness; however, notwithstanding a more complicated and longer calculation, for classification we recommend using all values (not of the main components) due to a simpler interpretation of results in economic tasks.

Figure 2. Map of hierarchical clustering results by using all indicators.
Table 2. Countries of hierarchical clustering and the key factors determining foreign direct investment.

| Cluster No | Countries                              | Geographical Location                      | Key Factors Determining a Country’s Investment Attractiveness                                                                                                                                 |
|------------|----------------------------------------|--------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 1. Red     | Croatia, Bulgaria, Romania              | Southeastern European countries            | Economic viability, Economic integrity with foreign markets, Market size, Corruption level, Political stability, Information communications and technologies (ICT) development, Workforce qualifications, Business productivity level, Globalisation, Cost of workplace, Current investment level, Trust in government, Education and science system development level |
| 2. Blue    | Italy, Spain, Portugal                  | Southern European countries                | Economic viability, Workforce availability, Workforce qualifications, Business productivity level, Market purchasing power, Business complexity, Tourist attractiveness                                                                                        |
| 3. Green   | Lithuania, Latvia, Estonia, Hungary, Poland, Slovenia, Slovakia, Czech Republic | Eastern and Central European countries     | Economic viability, Human development level, Economic integrity with foreign markets, Market size, Workforce qualifications, Corruption level, Political stability, ICT development, Workforce qualifications, Functionality of the innovation system, Business productivity level, Cooperation between science, business and government, Business complexity, Human development level, Trust in government, Efficiency of government, Education and science development level, Renewable energy |
| 4. Violet  | United Kingdom, Germany, France         | Western European countries                 | Market size, Workforce qualifications, Globalisation, Business complexity, Business freedom, Market purchasing power, Business complexity, Business productivity level, Tourist attractiveness, Logistic performance, Trust in government, Government efficiency, Rule of law performance, Social responsibility development level |
| 5. Orange  | Iceland, Norway, Finland, Denmark, Switzerland | Northern European countries and Switzerland | Economic viability, Human development level, Economic integrity with foreign markets, Market size, Corruption level, Functionality of the innovation system, Cooperation between science, business and government, Workforce qualifications, Business productivity level, Environmental approach, ICT development, Globalisation, Workplace price, Market purchasing power, Existing investment level, Human development level, Trust in government, Government efficiency, Logistic performance, Rule of law performance, Social responsibility development level, Renewable energy |
| 6. Yellow  | Belgium, Austria, the Netherlands, Ireland, Luxembourg, Malta | Other countries not associated by geographical criterion | Market size, Workforce availability, Workforce qualifications, Business productivity level, ICT development, Workplace price, Business complexity, Tourist attractiveness, Logistic performance                                                                                   |

We identified the key factors determining a country’s investment attractiveness recommended in making and substantiating strategic decisions on investment environment improvements and in developing new prediction models for foreign direct investment. A country’s investment attractiveness was impacted by the factor of the country’s geographical space that was not included in the set of assessment indicators as an individual characteristic (see Table 2). The clustering of countries highlighted the geographical fact of the presence of neighboring countries (except several
countries in cluster 6). In addition, the investment attractiveness of geographically similar countries depends on similar factors.

We obtained the most accurate results of foreign direct investment prediction from ELM models while using the main or independent components (see Appendix A, Table 3, and Table 4), including recurrent, long short-term memory, gated recurrent unit neural network, and extreme learning machine methods. The analysis confirmed that the proposed methods were suitable to predict foreign direct investment, as they managed to record data from the past and incorporate them in prediction. In nearly all cases, artificial neural network prediction models provided more accurate prediction results compared with the linear regression and naive models. We observed an exceptional case in the prediction of Italy’s foreign direct investment, as the naive model forecasted Italy’s foreign direct investment best.

To forecast the 2018 foreign direct investment, we used the artificial neural network models providing the most accurate FDI predictions (see Table 3).

**Table 3.** Forecast of foreign direct investment (FDI) trends.

| Country          | Forecast 2018 Foreign direct investment (FDI) (billion EUR) | Actual 2018 FDI (billion EUR) | 2017 FDI (billion EUR) | 2018–2017 Change in FDI (%) | Coincidence of Actual and Forecast FDI |
|------------------|-------------------------------------------------------------|--------------------------------|------------------------|-------------------------------|---------------------------------------|
| Austria          | 10.34                                                       | 11.25                          | 15.61                  | −51%                          | +                                     |
| Belgium          | −17.10                                                      | −64.05                         | −39.48                 | 131%                          | +                                     |
| Bulgaria         | 2.41                                                        | 2.57                           | 2.18                   | 10%                           | +                                     |
| Switzerland      | 29.97                                                       | −67.68                         | 37.86                  | −26%                          | −                                     |
| Czech Republic   | 3.88                                                        | 8.49                           | 9.21                   | −137%                         | +                                     |
| Germany          | 51.86                                                       | 105.28                         | 77.98                  | −50%                          | +                                     |
| Denmark          | 1.20                                                        | 5.39                           | 2.36                   | −97%                          | +                                     |
| Estonia          | 1.47                                                        | 1.03                           | 1.56                   | −6%                           | +                                     |
| Spain            | 27.79                                                       | 45.40                          | 6.2                    | 78%                           | +                                     |
| Finland          | 13.70                                                       | −5.50                          | 14.2                   | −4%                           | −                                     |
| France           | 43.39                                                       | 66.82                          | 47.34                  | −9%                           | +                                     |
| Croatia          | 0.97                                                        | 1.28                           | 2.04                   | −110%                         | +                                     |
| Hungary          | 15.10                                                       | −75.18                         | −13.48                 | 189%                          | −                                     |
| Ireland          | −5.63                                                       | 21.36                          | −3.44                  | −39%                          | −                                     |
| Iceland          | −1.84                                                       | −0.49                          | −7.02                  | 282%                          | +                                     |
| Italy            | 15.03                                                       | 30.90                          | 9.24                   | 39%                           | +                                     |
| Lithuania        | 1.25                                                        | 0.87                           | 1.19                   | 5%                            | +                                     |
| Luxembourg       | 21.98                                                       | N/A                            | 6.62                   | 70%                           | N/A                                   |
| Latvia           | 0.86                                                        | -                              | 1.14                   | −33%                          | N/A                                   |
| Malta            | 3.54                                                        | 4.75                           | 3.46                   | 2%                            | +                                     |
| Netherlands      | 317.11                                                      | −163.16                        | 316.54                 | 0%                            | +                                     |
| Norway           | 2.15                                                        | −19.94                         | 1.64                   | 24%                           | −                                     |
| Poland           | 12.17                                                       | 11.32                          | 10.67                  | 12%                           | +                                     |
| Portugal         | 12.71                                                       | 4.86                           | 10.02                  | 21%                           | +                                     |
| Romania          | 7.15                                                        | 6.88                           | 5.95                   | 17%                           | +                                     |
| Sweden           | 12.16                                                       | 5.82                           | 31.53                  | −159%                         | +                                     |
| Slovenia         | 1.15                                                        | 1.51                           | 1.08                   | 6%                            | +                                     |
| Slovakia         | 3.40                                                        | -                              | 5.92                   | −74%                          | N/A                                   |
| United Kingdom   | 31.86                                                       | 58.65                          | 64.69                  | −103%                         | +                                     |

The forecast showed an increase in foreign direct investment in 16 out of 29 countries concerned (55%), compared with 2017. The comparison of the forecast and actual values has shown that they were not always close. In many cases, prediction by artificial neural networks allowed us to predict accurately the trend itself but not the value. The most accurate prediction was for countries in Central
and Eastern European clusters. Time series forecasts using annual indicators are relatively small; therefore, in the event of big jumps, mathematical methods do not always allow this to be recorded and used in subsequent forecasting. In addition, research may involve more binary variables, such as the start of Brexit agreements and economic crisis assessment indexes. To achieve more accurate forecasts using mathematical models, these methods can be applied by training artificial neural networks for the whole set of countries, rather than for each country individually, and then using the developed model to forecast foreign direct investment in an individual country. Such use of artificial neural networks would result in a larger sample of training; therefore, artificial neural networks could accurately record relationships among individual indicators, but these artificial neural networks would require much more historical data and longer training. Larger samples will require more learning time and will not allow instant results to be received (computing process will extend the time-consuming grid [87]), which remains as a difficult challenge in research performance. The use of more complex and deeper structure models with bigger data samples requires computing power, which reflects the timing problems, as it is not an estimation problem but a technological problem [88].

6. Discussion and Research Limitations

The increasing possibilities of using artificial intelligence in different kinds of research and a rapidly growing use of artificial intelligence [89,90] leave no doubts as to the potential of this topic and great prospects for it in the near future. Despite the fact that artificial intelligence (more specifically, one of its branches, i.e., machine learning) is less common in economic modelling than linear regression models because of complicated algorithms, it is easy to predict that the situation will change soon, and the use of artificial intelligence in economic modelling is the issue of today, not of the future.

The empirical analysis let us identify such advantages of the use of artificial intelligence in countries’ investment attractiveness:
- A faster and more accurate answer, compared with the currently used methods like manual index calculation. The artificial intelligence methods do not necessarily require human intervention for collection of data (based on the methodology framework); also, identification of factor significance based on the template of previous years.
- A suitable and more accurate method for analysing and characterizing multicriteria concepts, as the artificial intelligence can handle very large quantities of indicators;
- Possibilities of predicting and modelling values of indicators;
- Possibilities of analysing each country individually in the context of influence of other countries;
- Possibilities of grouping countries according to socio-economic advantages, identifying the main competitor countries.

The empirical analysis let us identify such limitations of the use of artificial intelligence in countries’ investment attractiveness:
- Lack of data. Since any method of artificial intelligence is data-intensive, data availability, and particularly the availability of up-to-date data, becomes an extremely important factor. Compared with other statistical techniques, neural networks require the data to split into train, test, and validate sets. Because of this, a much bigger sample size is needed compared with other techniques.
- Machine learning with a teacher requires the prior assignment of training data to classes, which requires expert judgement (the expert must assign the observations in question to a certain class). Incorrect expert judgements may lead to an incorrect model development process and misuse of these models and inappropriate conclusions.
- The principle of “black box”. In the case of neural networks, many different calculations, interaction assessments, and so on take place in the “black box”, but the final result does not explain how the model used data and how everything worked inside the algorithm.
- Methods of artificial intelligence use a significant quantity of computer resources; thus, these methods are not always usable, and the methods are time consuming and last for a long time.
The advantages and limitations of the use of artificial intelligence in the assessment of countries’ investment attractiveness proved the need for soft competences for work with artificial intelligence. Economic analysis often addresses a dichotomous question when the answer provided by artificial intelligence is not always sufficient. The competences of the user of the results and the interpreter of the findings of economic analysis play a crucial role. The management and use of artificial intelligence in decision-making requires professional and technological knowledge [91] and emotional intelligence [25,29]. Every human being, when the most appropriate situation occurs for him, can disclose his talent(s) to be smart [71,92,93]. The empirical analysis let us identify the soft competences under the smartness approach, which are required for the work with artificial intelligence (see Table 4). A smart human being is not an absolute given. Smartness becomes evident in the relationship of a human being with the physical and socio-cultural environment and their actions [94].

| Competences | Features of the Competence | Areas for the Use of Competence |
|-------------|----------------------------|---------------------------------|
| Creativity  | This competence helps to see the socio-economic system differently, but at the same time accurately [24], to create unique strategies for achieving ambitious developmental goals and socio-economic system to be effective. | It is in particular necessary at the stages of perceiving the concept in question, developing a methodological model, and selecting economic modelling scenarios; economic impact analysis; interpretation of research results and policy recommendations. |
| Intelligence| This competence helps to assess adequately processes and trends in the external environment of the object/concept analysed. | It is particularly necessary in the creation of a methodological model; interpretation of research results (clustering and investment attractiveness determinants; forecast results); limitations and bottleneck of future research. |
| Agility     | This competence helps to quickly foresee new changes or needs and make decisions and respond to new opportunities and threats in a timely manner. | It is particularly necessary at the stages of perceiving the concept addressed and policy recommendations. |
| Networked  | This competence helps to create co-operative community culture by obtaining information and various resources, maintaining relations with other participants in the process, and sharing research results. | It is particularly necessary at the stages of perceiving the concept, economic impact, and policy recommendations. |
| Sustainability | This competence helps to reconcile environmental, economic, and socio-cultural determinants without posing a threat to the future. | It is particularly necessary at the stages of perceiving the concept, creating a methodological model, economic impact, and policy recommendations. |
| Social responsibility | This competence helps to identify and expand the connections between societal and economic progress employing the philosophy of shared value creation [94]. | It is particularly necessary at the stages of perceiving the concept addressed, developing a methodological model, and policy recommendations. |
| Innovativeness | This competence helps to identify and use new and effective approaches and techniques in the process of economic development analysis. | It is particularly necessary at the stages of perceiving the concept, creating a methodological model, selecting scenarios for economic modelling, and policy recommendations. |
| Digitality  | This competence helps to make the economic development analysis process effective, more accurate, and quicker. | It is particularly necessary at the stages of selecting scenarios for economic modelling and policy recommendations. |
| Learning   | This competence helps to ensure continuous improvement of the process and results of economic development analysis by accumulating information, knowledge and experience, and being able to use them. | It is particularly necessary for the development of a methodological model, impact analysis, interpretation of research results, and policy recommendations. |

Table 4. The competences needed for the work with artificial intelligence in economic analysis.
Curiosity and knowledge-driven. This competence helps to ground economic development analysis on scientific knowledge and re-think best practices. It is particularly necessary at the stages of perceiving the concept, creating a methodological model, selecting scenarios for economic modelling, economic impact analysis, and policy recommendations.

When working together with artificial intelligence, such a person will be able to analyse smartly adaptive, complex socio-economic systems, address dichotomous questions, and replace the holistic approach with the reductionist approach in policy- and decision-making.

7. Conclusions and Further Research

This paper contributes to economic development literature by clarifying the interactions between the concept of countries’ investment attractiveness and smartness approach. The analysis of the concept of countries’ investment attractiveness by employing dynamic capacities of a country’s economic subjects and conditions for enabling them within smartness approach reveals new aspects of this concept and meets the criteria of timeliness and modernity. The findings are important for fostering a smartness approach in economic development.

The concept of investment attractiveness is characterized as unrestricted in the spatial approach. The limitation of this concept to different hierarchical levels of territories is inhered by the availability of characterizing statistical indicators. A country’s investment attractiveness is defined as the ability of its economic subjects through its competences (intelligence, sustainability, digitization, agility, innovativeness, networking, knowledge, and learning) and the country’s environment to attract and maintain the investments to the country.

The presented framework of the analysis of countries’ investment attractiveness in the smartness approach is a universal methodology, which may be used to analyse territories at different hierarchical levels. Important implications of the presented framework for decision-makers is that application of the presented framework allows, in compliance with modern economy tendencies, to perform empirical research, which provides results of a country’s investment attractiveness at a fixed point in time and dynamically, and in relation to other countries, identification of factors which increase or decrease investment attractiveness.

The use of artificial intelligence in the analysis of investment attractiveness allows a faster and more accurate answer to be obtained; allows a more detailed characterization of the concept, as it can handle very large quantities of indicators; allows predicting and modelling values of indicators; allows each country to be analysed individually in the context of the impacts of other countries; and allows countries to be grouped according to socio-economic and spatial similarities. The limitations of the use of artificial intelligence in countries’ investment attractiveness are the lack of data, the principle of “black box”, and the use of a significant quantity of computer resources.

Work with artificial intelligence also requires professional and technological knowledge and emotional intelligence. The empirical analysis let us identify the needed soft competences through the smartness approach: creativity, intelligence, agility, networked, sustainability, social responsibility, innovativeness, digitality, learning, curiosity and being knowledge-driven. All these competences together are mostly used in all stages of economic analysis.

There are a number of future research opportunities, as this is still a novel research area in the field of economic development. It would be worthwhile to carry out further in-depth research into the level of readiness of a country’s authorities to use artificial intelligence, to identify the requisite collective competences of using artificial intelligence in economic analysis, and to enhance the accuracy of forecasting foreign direct investment by incorporating binary variables and updating the methodological model.
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## Appendix A

Table A1. Characteristics of the best models of each country used in the research, based on MAPE.

| Country     | Method | Structure | Dimension reduction (DM) method | Number of DMs | Root-mean-square error (RMSE) | Normalized root-mean-square error (NRMSE) | Mean absolute error (MAE) | Mean percentage error (MPE) | Mean absolute percentage error (MAPE) | Mean absolute scaled error (MASE) |
|-------------|--------|-----------|--------------------------------|---------------|-------------------------------|-------------------------------------------|--------------------------|-----------------------------|-------------------------------------|-------------------------------------|
| Austria     | GRU    | 10        | Principal components analysis (PCA) | 6             | 459.77                        | 140.60                                    | 383.04                   | 60.75                       | 67.16                               | 0.67                               |
| Belgium     | ELM    | 9; 2; 9   | Linear model (lm)                | -             | 15.57                         | 50.10                                     | 11.64                    | 26.15                       | 40.07                               | 0.43                               |
| Bulgaria    | ELM    | 8; 3; 8   | step                            | -             | 0.37                          | 65.40                                     | 0.31                     | -8.80                       | 18.22                               | 0.34                               |
| Switzerland | ELM    | 4; 7; 4   | lasso                           | -             | 44.04                         | 85.00                                     | 30.47                    | 59.78                       | 63.63                               | 0.47                               |
| Czech Republic | ELM  | 9; 8; 9   | step                            | -             | 2.12                          | 60.70                                     | 1.39                     | 5.98                        | 15.10                               | 0.30                               |
| Germany     | ELM    | 6; 4; 6   | lm                              | -             | 10.06                         | 52.10                                     | 6.79                     | -6.61                       | 12.39                               | 0.31                               |
| Denmark     | ELM    | 7; 2; 7   | lm                              | -             | 6.73                          | 69.70                                     | 4.72                     | 64.05                       | 64.05                               | 0.56                               |
| Estonia     | GRU    | 4         | Independent component analysis (ICA) | 2             | 0.71                          | 47.60                                     | 0.52                     | 10.11                       | 17.04                               | 0.38                               |
| Spain       | ELM    | 3; 5; 3   | lm                              | -             | 5.57                          | 49.10                                     | 4.68                     | -13.67                      | 15.42                               | 0.27                               |
| Finland     | GRU    | 8/8/8     | PCA                             | 6             | 163.77                        | 258.80                                    | 154.33                   | 85.74                       | 85.74                               | 1.93                               |
| France      | ELM    | 7; 3; 7   | lm                              | -             | 6.23                          | 39.80                                     | 4.91                     | -21.64                      | 21.64                               | 0.29                               |
| Croatia     | GRU    | 9         | ICA                             | 2             | 2.26                          | 109.90                                    | 1.45                     | 17.09                       | 17.23                               | 0.60                               |
| Hungary     | ELM    | 5; 2; 5   | step                            | -             | 20.28                         | 66.60                                     | 13.94                    | -40.97                      | 66.35                               | 0.45                               |
| Ireland     | ELM    | 9; 7; 9   | lasso                           | -             | 37.69                         | 47.80                                     | 22.60                    | 3.65                        | 19.39                               | 0.26                               |
| Italy       | ELM    | 8; 6; 8   | lm                              | -             | 5.22                          | 63.90                                     | 4.14                     | -46.98                      | 59.47                               | 0.52                               |
| Lithuania   | GRU    | 8/8/8     | ICA                             | 2             | 0.09                          | 15.70                                     | 0.08                     | -7.95                       | 9.98                                | 0.08                               |
| Luxembourg  | ELM    | 2; 9; 2   | step                            | -             | 10.94                         | 20.10                                     | 7.15                     | -10.09                      | 30.78                               | 0.17                               |
| Latvia      | ELM    | 10/10/10  | step                            | -             | 0.11                          | 33.80                                     | 0.09                     | -7.56                       | 10.09                               | 0.41                               |
| Netherlands | ELM    | 4; 4      | step                            | -             | 74.02                         | 90.80                                     | 59.15                    | -27.53                      | 30.35                               | 0.62                               |
| Norway      | ELM    | 6; 2; 6   | step                            | -             | 13.26                         | 80.10                                     | 9.71                     | -38.33                      | 68.98                               | 0.63                               |
Table A2. Comparison of the best artificial neural network prediction models with the linear regression and naive models, based on MAPE.

| Country         | Models of Artificial Neural Networks | Linear Regression Models | Naive Models |
|-----------------|--------------------------------------|--------------------------|-------------|
|                 | Method   | Structure | DM | Number of DMs | Activation function | MAPE | MAPE | MAPE |
| Austria         | GRU      | 10        | PCA| 6             | Tanh               | 67.16 | 1267.71 | 331.88 |
| Belgium         | ELM      | 9; 2; 9   | lm | -             | -                  | 40.07 | 274.31  | 74.53  |
| Bulgaria        | ELM      | 8; 3; 8   | step | -         | -                  | 18.22 | 397.11  | 54.54  |
| Switzerland     | ELM      | 4; 7; 4   | lasso | -         | -                  | 63.63 | 124.77  | 163.10 |
| Czech Republic  | ELM      | 9; 8; 9   | step | -             | -                  | 15.10 | 149.46  | 124.34 |
| Germany         | ELM      | 6; 4; 6   | lm | -             | -                  | 12.39 | 104.54  | 78.48  |
| Denmark         | ELM      | 7; 2; 7   | lm | -             | -                  | 64.05 | 345.57  | 731.38 |
| Estonia         | GRU      | 4         | ICA| 2             | Gompertz           | 17.04 | 166.91  | 156.79 |
| Spain           | ELM      | 3; 5; 3   | lm | -             | -                  | 15.42 | 123.59  | 44.03  |
| Finland         | GRU      | 8/8/8     | PCA| 6             | Tanh               | 85.74 | 217.51  | 151.26 |
| France          | ELM      | 7; 3; 7   | lm | -             | -                  | 21.64 | 155.54  | 135.02 |
| Croatia         | GRU      | 9         | ICA| 2             | Gompertz           | 17.23 | 822.38  | 649.76 |
| Hungary         | ELM      | 5; 2; 5   | step | -         | -                  | 66.35 | 346.78  | 238.11 |
| Ireland         | ELM      | 9; 7; 9   | lasso | -         | -                  | 19.39 | 105.28  | 80.22  |
| Italy           | ELM      | 8; 6; 8   | lm | -             | -                  | 59.47 | 260.67  | 43.71  |
| Lithuania       | GRU      | 8/8/8     | ICA| 2             | Gompertz           | 9.98  | 83.56   | 27.45  |
| Luxembourg      | ELM      | 2; 9; 2   | step | -             | -                  | 30.78 | 333.11  | 204.62 |
| Latvia          | ELM      | 10/10/10  | step | -         | -                  | 10.09 | 246.51  | 69.08  |
| Netherlands     | ELM      | 4; 4      | step | -             | -                  | 30.35 | 250.56  | 63.35  |
| Norway          | ELM      | 6; 2; 6   | step | -             | -                  | 68.98 | 569.19  | 604.09 |
| Country       | Models of Artificial Neural Networks | Linear Regression Models | Naive Models |
|---------------|--------------------------------------|--------------------------|--------------|
|               | Method     | Structure | DM      | Number of DMs | Activation function | MAPE | MAPE | MAPE |
| Poland        | ELM        | 2; 5; 2   | lm      | -             | -                  | 16.55 | 62.12 | 241.27 |
| Portugal      | ELM        | 10/10/10  | step    | -             | -                  | 37.06 | 173.69 | 155.12 |
| Romania       | ELM        | 4; 2; 4   | step    | -             | -                  | 9.32  | 70.42 | 15.65  |
| Sweden        | ELM        | 4; 4      | step    | -             | -                  | 49.50 | 591.38 | 136.97 |
| Slovenia      | GRU        | 4         | ICA     | 10            | Logistic           | 17.97 | 126.72 | 55.14  |
| Slovakia      | RNN        | 10/10/10  | PCA     | 6             | Tanh               | 47.55 | 149.13 | 161.85 |
| United Kingdom| ELM        | 9/9/9     | lm      | -             | -                  | 9.80  | 157.28 | 33.63  |
| Malta         | RNN        | 3/3/3     | PCA     | 7             | Tanh               | 36.40 | 1687.81 | 226.21 |
| Iceland       | RNN        | 3         | -       | -             | Gompertz           | 19.61 | 200.26 | 99.13  |
References

1. Kemeny, T. Does foreign direct investment drive technological upgrading? *World Dev.* **2010**, *38*, 1543–1554.
2. Nosheen, M. Impact of foreign direct investment on gross domestic product. *World Appl. Sci. J.* **2013**, *24*, 1358–1361, doi:10.5829/idosi.wasj.2013.24.10.229.
3. Li, C.C.; Tanna, S. The impact of foreign direct investment on productivity: New evidence for developing countries. *Econ. Model.* **2019**, *80*, 453–466, doi:10.1016/j.economy.2018.11.028.
4. Dirican, C. The Impacts of Robotics, Artificial Intelligence On Business and Economics. *Proced. Soc. Behav. Sci.* **2015**, *195*, 564–573, doi:10.1016/j.sbspro.2015.06.134.
5. Dwivedi, Y.K.; Hughes, L.; Ismagilova, E.; Aarts, G.; Coombs, C. R.; Crick, T.; Duan, Y.; Dwivedi, R.; Edwards, J.S.; Eirug, A.; et al. Artificial Intelligence (AI): Multidisciplinary Perspectives on Emerging Challenges, Opportunities, and Agenda for Research, Practice and Policy. *Int. J. Inf. Manag.* **2019**, *15*, 1–247, doi:10.1016/j.ijinfomgt.2019.08.002.
6. Makridakis, S. The Forthcoming Artificial Intelligence (AI) Revolution: Its Impact on Society and Firms. *Futures* **2017**, *90*, 46–60, doi:10.1016/j.futures.2017.03.006.
7. Sousa, W.; Melo, E.; De Souza Bermejo, P.; Farias, R.; Gomes, A. How and where is artificial intelligence in the public sector going? A literature review and research agenda. *Gov. Inf. Q.* **2019**, *36*, 101392, doi:101392.10.1016/j.giq.2019.07.004.
8. Agrawal, A.; Gans, J.; Goldfarb, A. Economic Policy for Artificial Intelligence. *Innov. Policy Econ.* **2019**, *19*, 139–159, doi:10.1086/699935.
9. Wall, L.D. Some financial regulatory implications of artificial intelligence. *J. Econ. Bus.* **2018**, *100*, 55–63, doi:10.1016/j.jecbus.2018.05.003.
10. Singh, S.K.; Rathore, S.; Park, J.H. BlockIoTIntelligence: A Blockchain-enabled Intelligent IoT Architecture with Artificial Intelligence. *Future Gener. Comput. Syst.* **2019**, *1–23*, doi:10.1016/j.future.2019.09.002.
11. Wright, S.A.; Schultz, A.E. The rising tide of artificial intelligence and business automation: Developing an ethical framework. *Bus. Horizons* **2018**, *61*, 823–832, doi:10.1016/j.bushor.2018.07.001.
12. Berger, T.; Frey, C.B. Did the Computer Revolution shift the fortunes of U.S. cities? Technology shocks and the geography of new jobs. *Reg. Sci. Urban Econ.* **2016**, *57*, 38–45, doi:10.1016/j.rse.2015.11.003.
13. Chinoracký, R.; Čorejová, T. Impact of Digital Technologies on Labor Market and the Transport Sector. *Transp. Res. Proc.* **2019**, *40*, 994–1001, doi:10.1016/j.trpro.2019.07.139.
14. Cortes, G.M.; Jaimovich, N.; Stu, H.E. Disappearing routine jobs: Who, how, and why? *J. Monet. Econ.* **2017**, *91*, 69–87, doi:10.1016/j.jmoneco.2017.09.006.
15. Vocke, C.; Constantinescu, C.; Popescu, D. Application potentials of artificial intelligence for the design of innovation processes. *Proced. CIRP* **2019**, *84*, 810–813, doi:10.1016/j.cirp.2019.04.230.
16. Soomro, K.; Bhutta, M.N.M.; Khan, Z.; Tahir, M.A. Smart city big data analytics: An advanced review. *WIREs Data Mining Knowl Discov* **2019**, *9*, e1319, doi:10.1002/widm.1319.
17. Abubakar, A.M.; Behravesh, E.; Rezapouraghdam, H.; Yildiz, S.B. Applying artificial intelligence technique to predict knowledge hiding behavior. *Int. J. Inf. Manag.* **2019**, *49*, 45–57, doi:10.1016/j.ijinfomgt.2019.02.006.
18. Huang, M.H.; Rust, R.; Maksimovic, V. The Feeling Economy: Managing in the Next Generation of Artificial Intelligence (AI). *Calif. Manag. Rev.* **2019**, *61*, 43–65, doi:10.1177/0008125619863436.
19. Saud. A. F. Artificial Intelligence Approach for Modeling and Forecasting Oil-Price Volatility. *SPE Reserv. Eval. Eng.* **2019**, *22*, 817–826, doi:10.2118/195958-PA.
20. Cockburn, I.M.; Henderson, R.; Stern, S. The Impact of Artificial Intelligence on Innovation: An Exploratory Analysis. In *The Economics of Artificial Intelligence*; Agrawal, A.K., Gans, J., Goldfarb, A., Eds.; University of Chicago Press: Chicago, IL, USA, 2019; pp. 115–146, ISBN 9780226613338.
21. Van Gerven, M.; Bohte, S. Editorial: Artificial Neural Networks as Models of Neural Information Processing. *Front. Comput. Neurosci.* **2017**, *11*, 114, doi:10.3389/fncom.2017.00114.
22. Hammershej, L.G. The new division of labor between human and machine and its educational implications. *Technol. Soc.* **2019**, *59*, 101142, doi:10.1016/j.techsoc.2019.05.006.
23. Colombo, E.; Mercorio, F.; Mezzanzanica, M. AI meets labor market: Exploring the link between automation and skills. *Inf. Econ. Policy* **2019**, *47*, 27–37, doi:10.1016/j.inforev.2019.05.003.
24. Nahavandi, S. Industry 5.0—A Human-Centric Solution. *Sustainability* **2019**, *11*, 4371, doi:10.3390/su11164371.
25. Cotet, G.; Balgiu, I.; Zalesci Negrea, V. Assessment procedure for the soft skills requested by Industry
4.0. MATEC Web of Conf. 2017, 121, 07005, doi:10.1051/matecconf/201712107005.
26. Institute for the Future for the University of Phoenix Research Institute Home Page. Available online at: http://www.iftf.org/uploads/media/SR-1382A_UPRI_future_work_skills_sm.pdf (accessed on 24 September 2019).
27. Goddard, J.; Eccles, T. Uncommon Sense, Common nonSENSe: Why Some organisations Consistently Outperform Others, 2nd ed.; Profile Books: London, UK, 2012, ISBN 978-1846686023.
28. Carrel, A. Legal Intelligence Through Artificial Intelligence Requires Emotional Intelligence: A New Competency Model for the 21st Century Legal Professional. Ga. State Univ. Law Rev. 2019, 35, 1153–1183.
29. Furnham, A.; Race, M.C.; Rosen, A. Emotional intelligence and the Occupational Personality Questionnaire (OPQ). Front. Psychol. 2014, 5, 935, doi:10.3389/fpsyg.2014.00935.
30. Goleman, D. Leadership: The Power of Emotional Intelligence, 1st ed.; More Than Sound LLC: Florence, MA, USA, 2011, ISBN 978-1934441176.
31. Gugliandolo, M.C.; Costa, S.; Cuzzocrea, F.; Larcan, R.; Petrides, K.V. Trait emotional intelligence and behavioral problems among adolescents: A cross-informant design. Personal. Individ. Differ. 2015, 74, 16–21, doi:10.1016/j.paid.2014.09.032.
32. Kumar, A.; Singh, R.; Chandra, R. Emotional Intelligence for Artificial Intelligence: A Review. International J. Sci. Res. 2018, 7, 479–487.
33. Petrides, K.V.; Mikolajczak, M.; Mavroveli, S.; Sanchez-Ruiz, M.J.; Furnham, A.; Pérez-González, J.C. Developments in trait emotional intelligence research. Emot. Rev. 2016, 8, 335–341, doi:10.1177/1754073916650493.
34. Stundzien, A. Human Welfare: Can We Trust What They Say? J. Happiness Stud. 2018, 20, 579–604, doi:10.1007/s10902-018-9962-6.
35. Peres, M.; Ameer, W.; Xu, H. The impact of institutional quality on foreign direct investment inflows: Evidence for developed and developing countries. Econ. Res. 2018, 31, 626–644, doi:10.1080/1331677X.2018.1438906.
36. Antwi, S.; Mills, E.F.E.A.; Mills, G.A.; Zhao, X. Impact of foreign direct investment on economic growth: Empirical evidence from Ghana. Int. J. Acad. Res. Account. Financ. Manag. Sci. 2013, 3, 18–25.
37. Bruno, R.L.; Campos, N.F. Reexamining the Conditional Effect of Foreign Direct Investment; IZA Discussion Paper No. 7458; Institute for the Study of Labor: Bonn, Germany, 2013. Available online at: https://ssrn.com/abstract=2287068 (accessed on 24 September 2019).
38. Moraru, C. Foreign direct investment and economic growth in Romania. Theor. Appl. Econ. 2013, 20, 125–134.
39. Baranwal, G. Links between foreign direct investment and human capital formation: Evidence from the manufacturing sector in India. J. Int. Trade Econ. Dev. 2019, 28, 137–160, doi:10.1080/09638199.2018.1508304.
40. Jaksic, S.; Erjavec, N.; Kota, B. The role of foreign direct investment and labor productivity in explaining Croatian regional export dynamics. Cent. Eur. J. Op. Res. 2019, 27, 835–849, doi:10.1007/s10100-018-0583-2.
41. Javorcik, B. Does FDI Bring Good Jobs to Host Countries? Background Paper for the World Development Report; World Bank: Washington, DC, USA, 2013.
42. Lithuanian Free Market Institute. Available online at: https://en.llri.lt/wp-content/uploads/2018/12/Employment-flexibility-index-2019.pdf (accessed on 4 September 2019).
43. Mucuk, M.; Demirsel, M.T. The effect of foreign direct investments on unemployment: Evidence from panel data for seven developing countries. J. Bus. Econ. 2013, 2, 53–66.
44. Beenstock, M.; Felsenstein, D.; Rubin, Z. Does foreign direct investment polarize regional earnings? Some evidence from Israel. Lett. Spat. Res. Sci. 2017, 10, 385–409, doi:10.1007/s12076-017-0192-z.
45. Doh, J. MNEs, FDI, inequality and growth. Multinat. Bus. Rev. 2019, 27, 217–220, doi:10.1108/MBR-09-2018-0062.
46. Lomachynska, I.; Yakubovskiy, S.; Plets, I. Dynamics of Austrian foreign direct investment and their influence on the national economy. Balt. J. Econ. Stud. 2018, 4, 167–174, doi:10.30525/2256-0742/2018-4-5-167-174.
47. Olufin, O.P.; Aiyegbisi, O.O.; Adebayo, A.A. Analysis of Foreign Direct Investment and Economic Growth in Nigeria: Application of Spatial Econometrics and Fully Modified Ordinary Least Square (FMOLS). Foreign Trade Rev. 2019, 54, 159–176, doi:10.1177/0015732519851631.
48. Feng, Y.; Wang, X.; Du, W.; Wu, H.; Wang, J. Effects of environmental regulation and FDI on urban innovation in China: A spatial Durbin econometric analysis. J. Cleaner Prod. 2019, 235, 210–224,
58.

59.

57.

60.

56.

55.

65.

69.

67.

71.

54.

64.

63.

89

72.

66.

62.

61.

118

doi:10.5755/j01.ee.28.1.7799.

Multinat. Bus. Rev.

Investigation in Canada.

Dubé, J.; Brunelle, C.; Legros, D. Location Theories and Business Location Decision: A Micro-Spatial Analysis on Automotive Industry in the European Union.

Godlewska-Majkowska, H.; Komor, A. Regional Strategic Groups as A Tool of Enterprises Localization in Countries.

Ramadani, V.; Zendeli, D.; Gerguri-Rashiti, S.; Dania, L.P. Impact of geomarketing and location determinants on business development and decision making.

Snieska, V.; Zykiene, I.; Burksaitiene, D. Evaluation of location's attractiveness for business growth in smart development.

Yao, Q.; Evans, T.S.; Christensen, K. How the network properties of shareholders vary with investor type and country.

R., Bruneckiene. J., Von Carlsburg, G.B., Eds.; Peter Lang GmbH: Frankfurt am Main, Germany, 2015; pp. 39–56, ISBN 978-3-631-66964-8.

D'Adda, D.; Guzzini, E.; Iacobucci, D.; Palloni, R. Is Smart Specialisation Strategy coherent with regional innovative capabilities?

Reg. Stud. 2019, 1623871, doi:10.17770/sie2016vol4.1556.

Instytut Badań nad Gospodarką Rynkową Home page. Available online at: http://www.ibngr.pl/Publikacje/Raporty-IbNGR/TFE-INVESTMENT-ATTRACTIVENESS-OF-THE-REGIONS-AND-THE-SUB-REGIONS-OF-POLAND-2011 (accessed on 4 September 2019).

Capello, R.; Lenzi, C. Regional innovation patterns from an evolutionary perspective. Reg. Stud. 2018, 52, 159–171, doi:10.1080/00343404.2017.1296943.

D'Adda, D.; Guzzini, E.; Iacobucci, D.; Palloni, R. Is Smart Specialisation Strategy coherent with regional innovative capabilities? Reg. Stud. 2019, 53, 1004–1016, doi:10.1080/00343404.2018.1523542.

Jucevicius, R.; Juceviciene. P. Smart social system. In International Practices of Smart Development; Jucevicius, R., Bruneckiene, J., Von Carlsburg, G.B., Eds.; Peter Lang GmbH: Frankfurt am Main, Germany, 2015; pp. 39–56, ISBN 978-3-631-66964-8.

Kumar, V., T.M.; Dahiya, B. Smart Economy in Smart Cities. In Smart Economy in Smart Cities. Advances in 21st Century Human Settlements; Kumar, V., Ed.; Springer: Singapore, 2017; pp. 3–76, ISBN 9789811016103, doi:10.1007/978-981-10-1610-3_1.
73. Ramadani, V.; Dana, L.P.; Ratten, V.; Bexheti, A. Informal Ethnic Entrepreneurship Future Research Paradigms for Creating Innovative Business Activity: Future Research Paradigms for Creating Innovative Business Activity; Ramadani, V., Dana, L.-P., Ratten, V., Bexheti, A., Eds.; Springer International Publishing: Basel, Switzerland, 2019; ISBN: 978-3-319-99064-4, doi:10.1007/978-3-319-99064-4.
74. Teece, D.; Pisano, G.; Shuen, A. Dynamic Capabilities and Strategic Management. *Strateg. Manag. J.* 1997, 18, 509–533.
75. Harmakorpi, V. Regional Development Platform Method (RDPM) as a tool for regional innovation policy. 1. *Eur. Plan. Stud.* 2006, 14, 1085–1104, doi:10.1080/09654310600852399.
76. Pihkala, T.; Harmakorpi, V.; Pekkarinen, S. The Role of Dynamic Capabilities and Social Capital in Breaking Socio-Institutional Inertia in Regional Development. *Int. J. Urban Reg. Res.* 2007, 31, 836–852, doi:10.1111/j.1468-2427.2007.00757.x.
77. Gazzola, P.; González, A.; Onyango, V. Going green vs going smart for sustainable development: Quo vadis? *J. Cleaner Prod.* 2019, 214, 881–892, doi:10.1016/j.jclepro.2018.12.234.
78. Machado Junior, C.; Ribeiro, D.; Pereira, R.; Bazanni, R. Do Brazilian cities want to become smart or sustainable? *J. Cleaner Prod.* 2018, 199, 214–221, doi:10.1016/j.jclepro.2018.07.072.
79. Martin, C.; Evan, J.; Karvonen, A.; Paskaleva, K.; Yang, D.; Linjordet, T. Smart-sustainability: A new urban fix? *Sustain. Cities Soc.* 2018, 45, 640–648, doi:10.1016/j.scs.2018.11.028.
80. Caraagliu, A.; Del Bo, C.; Nijkamp, P. Smart cities in Europe. *J. Urban Technol.* 2011, 18, 65–82, doi:10.1080/10630732.2011.601117.
81. Jucevicienė, P.; Jucevicius, R. What does it mean to be smart? In Proceedings of 8th International Scientific Conference Business and Management 2014, Vilnius, Lithuania, 15–16 May 2014; pp. 911–918.
82. Bakici, T.Y.; Almirall, E.; Wareham, J. A Smart City Initiative: The Case of Barcelona. *J. Knowl. Econ.* 2012, 4, 135–148, doi:10.1016/s1313-012-0084-9.
83. Korez-Vide, R.; Tominc, P.; Competitiveness, Entrepreneurship and Economic Growth. In *Competitiveness of CEE Economies and Businesses*; Trapczyński, P., Ed.; Springer International Publishing: Basel, Switzerland, 2016; pp. 25–44, ISBN 978-3-319-39654-5, doi:10.1007/978-3-319-39654-5_2.
84. Evans, G. E-mergence of a digital cluster in east London: Birth of a new hybrid firm. *Competit. Rev.* 2019, 29, 253–266, doi:10.1108/CR-08-2018-0047.
85. Cohen, N. Business Location Decision-Making and the Cities: Bringing Companies Back; Brookings Institution Center on Urban and Metropolitan Policy: Washington, DC, USA, 2000.
86. Lee, I.H.; Hong, E.; Makino, S. Location decisions of inward FDI in sub-national regions of a host country: Service versus manufacturing industries. *Asia Pac. J. Manag.* 2016, 33, 343–370, doi:10.1007/s10490-015-9456-6.
87. Snoek, J.; Larochelle, H.; Adams, R.P. Practical Bayesian Optimization of Machine Learning Algorithms. *Adv. Neural Inf. Process. Syst.* 2012, 25, 2960–2968.
88. Biamonte, J.; Wittek, P.; Pancotti, N.; Wiebe, N.; Lloyd, S. Quantum machine learning. *Nature* 2017, 549, 195–202, doi:10.1038/nature23474.
89. Athey, S. The impact of machine learning on economics. In *The Economics of Artificial Intelligence: An Agenda*; Agrawal, A., Gans, J., Goldfarb, A. Eds.; National Bureau of Economic Research, Inc.: Cambridge, MA, USA, 2018; pp. 507–547.
90. Zięba, M.; Tomczak, S.K.; Tomczak, J.M. Ensemble boosted trees with synthetic features generation in application to bankruptcy prediction. *Expert Syst. Appl.* 2016, 58, 93–101, doi:10.1016/j.eswa.2016.04.001.
91. Ally, M. Competency Profile of the Digital and Online Teacher in Future Education. *Int. Rev. Res. Open Distrib. Learn.* 2019, 20, 302–318, doi:10.19173/irrodl.v20i2.4206.
92. Barab, S.A.; Plucker, J.A. Smart people or smart contexts? Cognition, ability, and talent development in an age of situated approaches to knowing and learning. *Educ. Psychol.* 2010, 37, 165–82.
93. Walpert, A. For the Sake of Inquiry and Knowledge-The Inevitability of Open Access. *New Engl. J. Med.* 2013, 368, 785–787, doi 10.1056/NEJMp1211410.
94. Kramer, M.R.; Porter, M. Creating shared value. *Harv. Bus. Rev.* 2011, 89, 62–77.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).