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Abstract

We introduce a neural stack architecture, including a differentiable parametrized stack operator that approximates stack push and pop operations for suitable choices of parameters that explicitly represents a stack. We prove the stability of this stack architecture: after arbitrarily many stack operations, the state of the neural stack still closely resembles the state of the discrete stack. Using the neural stack with a recurrent neural network, we introduce a neural network Pushdown Automaton (nnPDA) and prove that nnPDA with finite/bounded neurons and time can simulate any PDA. Furthermore, we extend our construction and propose new architecture neural state Turing Machine (nnTM). We prove that differentiable nnTM with bounded neurons can simulate TM in real time. Just like the neural stack, these architectures are also stable. Finally, we extend our construction to show that differentiable nnTM is equivalent to Universal Turing Machine (UTM) and can simulate any TM with only seven finite/bounded precision neurons. This work provides a new theoretical bound for the computational capability of bounded precision RNNs augmented with memory.  

Keywords: Turing Completeness, Universal Turing Machine, Tensor RNNs, Neural Tape, Neural Stack, Stability, Finite Precision.

1. Introduction

In formal language theory, Chomsky (Chomsky and Schützenberger (1959)) classified languages into four levels of increasing complexity. Associated to each level is a class of state machines, or automata, (Sipser (1996)) suitably complex to recognize languages at that level. At the lowest level are the finite state automata (FSA) which can recognize regular languages. At the next level, are the Pushdown automata (PDA) which are FSA augmented with a stack. These can recognize context-free languages. At the highest level are Turing machines, which are FSA augmented with a tape. These can recognize all computable languages.
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Although technically Turing complete, recurrent neural networks are most analogous to FSAs, the least powerful in the hierarchy. To properly represent more powerful state machines, an additional memory architecture, representing at least the capabilities of a stack, is required. By combining two stacks into a tape, one can then reach the most general Turing Machine.

A proper neural representation of a stack should have the following properties.

- The representation should be differentiable: stack operations should be learnable by training on data and tuning weights using a standard gradient descent approach.
- The representation should be natural: the architecture should insert the researcher’s prior that a stack is appropriate for solving the problem at hand.
- The representation should be stable: the architecture should faithfully represent a discrete stack after arbitrarily many operations despite the imperfection of learned parameters.

Das (Sun et al. (1998); Das et al. (1992)) proposed a natural differentiable stack. This stack maintained a sequence of blocks with variable size (ranging between 0 and 1) and read a combination of characters based on the set of blocks comprising the top of the stack. So, for example, after pushing 0.8 of character ‘a’ and then pushing 0.9 of character ‘b’, the top of the stack would read $0.9b + 0.1a$, with the remaining portion of ‘a’ below the top of the stack. Then after popping with intensity 0.3, the top of the stack would read $0.6b + 0.4a$. This representation is both differentiable and natural. But is it stable?

Unfortunately it is not. Take, for example, a pair of push-then-pop operations, which should in theory leave the stack unchanged. If their intensities don’t perfectly match, they leave the state of the stack permanently altered. For example, pushing 0.98 of ‘a’ and then popping 0.97 leaves 0.01 of ‘a’ left on the stack. After doing this 100 times, the top of the stack will then read ‘a’ entirely, despite the fact that ‘a’ was essentially popped just as many times as it was pushed. At this point, the stack no longer behaves at all like the discrete stack it was supposed to represent. This is an instability.

More recent work on memory-augmented neural networks (Grefenstette et al. (2015); Joulin and Mikolov (2015); Mali et al. (2019); Graves et al. (2014, 2016)) provide computational approaches to differentiable stacks and tapes. For instance Joulin and Mikolov (2015) discretize and round their stack operator at test time to ensure it works stably on longer strings. Grefenstette et al. (2015) suffer a similar issue as Sun et al. (1998), and furthermore their approach relies on an assumption, rather than a proof, of stability. Other forms of NNs such as the Neural Turing Machine Graves et al. (2014) and the Differential neural computer Graves et al. (2016) suffer from similar stability issues. These models are well designed for a gradient descent approach to learning, but in no way can guarantee stability.

Theoretically RNNs (Siegelmann and Sontag (1994)) and transformers (PÁrez et al. (2021)) are Turing complete. However these representations are unnatural: the tape size depends on the precision of the floating point values and the tape cannot be distinguished from the rest of the architecture. This is also true for less powerful theoretical constructions (Korsky and Berwick (2019)) such as Gated recurrent unit (GRU) networks that are shown to be equivalent to PDA. Recently (Chung and Siegelmann (2021)) showed that a recurrent neural network with bounded neurons is Turing Complete and represents two stacks by encoding it...
within the growing memory module with discrete variables, but this representation is not differentiable. These constructions (Siegelmann and Sontag (1994); Párez et al. (2021); Chung et al. (2014); Korsky and Berwick (2019)) do not guarantee stability with a differentiable operator.

The contribution of this paper is the introduction of differentiable, natural, and stable automata based on a neural stack. The neural stack and its associated parametrized stack operator lie at the core of this paper. Once the stack is shown to be stable, the nnPDA is introduced as a recurrent neural network together with the neural stack. Finally, a tape is represented as two neural stacks joined end-to-end and used to introduce the nnTM. Crucially, the stability implies that these automata can handle arbitrarily long strings, which is not valid for other theoretical results (Chung et al. (2014); Párez et al. (2021); Siegelmann and Sontag (1995) or computational models Sun et al. (1998); Graves et al. (2014); Mali et al. (2020b); Joulin and Mikolov (2015)). This is an essential property for designing neuro-symbolic architectures, especially when extending to out-of-distribution samples. Finally, we observe in light of the Universal Turing Machine (UTM) work of Neary and Woods (2007) that a small number (such as seven) of bounded neurons are required to simulate any TM with this architecture.

2. Related Work

Historically, grammatical inference (Gold (1967)) has been at the core of language learnability and could be considered to be fundamental in understanding important properties of natural languages. A summary of the theoretical work in formal languages and grammatical inference can be found in (De la Higuera (2010)). Applications of formal language work have led to methods for predicting and understanding sequences in diverse areas, such as financial time series, genetics and bioinformatics, and software data exchange (Giles et al. (2001); Wieczorek and Unold (2016); Exler et al. (2018)). Many neural network models take the form of a first order (in weights) recurrent neural network (RNN) including Long short term memory (LSTM), Gated Recurrent Unit (GRU) and other variants and have been taught to learn context free and context-sensitive counter languages (Gers and Schmidhuber (2001); Das et al. (1992); Bodén and Wiles (2000); Tabor (2000); Wiles and Elman (1995); Sennhauser and Berwick (2018); Nam et al. (2019); Wang and Niepert (2019); Cleeremans et al. (1989); Kolen (1994); Cleeremans et al. (1989); Weiss et al. (2018)). However, from a theoretical perspective, RNNs augmented with an external memory have historically been shown to be more capable of recognizing context free languages (CFLs), such as with a discrete stack (Das et al. (1993); Pollack (1990); Sun et al. (1997)), or, more recently, with various differentiable memory structures (Joulin and Mikolov (2015); Grefenstette et al. (2015); Graves et al. (2014); Kurach et al. (2015); Zeng et al. (1994); Hao et al. (2018); Yogatama et al. (2018); Graves et al. (2016); Le et al. (2019); Mali et al. (2019, 2020a)). Despite positive results, prior work on CFLs was unable to achieve perfect generalization on data beyond the training dataset, highlighting a troubling difficulty in preserving long term memory (Sennhauser and Berwick (2018); Mali et al. (2020b, 2021a,b); Suzgun et al. (2019)).

This is also true for other sequential models such as Transformers Bhattamishra et al. (2020), since they are restricted due to other positional encoding and cannot go beyond a sequence length. Theoretically self-attention which is a core element for recent success behind
transformers based variants cannot even recognize CFLs even using infinite precision (Hahn (2020)) in weights.

Prior work (Omlin and Giles (1996c)) have shown that due to instability issues neural networks can struggle in recognizing simplest grammars such as regular grammars when tested on longer strings. Given RNNs acts which should be the same for states in a stack RNN learning a PDA since a PDA is DFA controlling a stack. Early work primarily focused on constructing DFA in recurrent networks with hard-limiting neurons (Alon et al. (1991); Horne and Hush (1994); Minsky (1967), sigmoidal Omlin and Giles (1996c); Giles and Omlin (1993); Omlin and Giles (1996b a) and radial-basis functions Alquézar and Sanfeliu (1995); Frasconi et al. (1992)). The importance and equivalence of differentiable memory over a discrete stack while learning is still unclear (Joulin and Mikolov (2015); Mali et al. (2020a)). Recently, (Merrill et al. (2020)) theoretically studied several types of RNNs and transformers analyzed there capability to understand various classes of languages with finite precision and time. In this paper we provide a new theoretical bound and show nnTM is Turing complete with bounded/finite precision and time.

3. Vector Representation of a Pushdown Automaton

The state machine responsible for recognizing a context free grammar (CFG) is a pushdown automaton (PDA). In this section, we review the PDA and describe how it can be represented using vector and tensor quantities, which are analogous to weights in a neural network. A pushdown automaton is a deterministic finite state automaton (DFA) that controls a stack. Hopcroft et al. (2006) We review the DFA in §3.1, the stack in §3.2, and the PDA in §3.3. An example CFG and a vector representation of a corresponding PDA is provided in §3.4.

3.1 The Deterministic Finite-State Automaton (DFA)

Here, we review the DFA and provide a vector representation. First we show classical version of DFA which is adopted from the prior work. We then introduce dynamic version and vector representation, which is much closer to state transition for the sequential models such as RNNs. Formally, a DFA is defined as a 5-tuple, which is represented as follows:

\[ (Q, \Sigma, \delta, q_0, F), \]

where \( Q = \{q_1, \ldots, q_n\} \) is a finite set of states, \( \Sigma = \{a_1, \ldots, a_m\} \) is a finite alphabet, \( \delta : Q \times \Sigma \rightarrow Q \) is the state transition function, and \( q_0 \in Q \) is a start state, \( F \subset Q \) is a set of acceptable final states.

A string of \( l \) characters \( a^1 \ldots a^l \) can be fed to the DFA, which in turn changes state according to the following rules.

\[
q^{t=0} = q_0 \\
q^{t+1} = \delta(q^t, a^{t+1}).
\]

As we are mainly interested in dynamics, we will work in the context of an arbitrary string.

The following simplified definition focuses on the dynamics of the DFA which will be useful in creating a connection between DFA state transition and RNN state transition.
Definition 3.2. (DFA, dynamic version) At any time \( t \), the state of a finite-state automaton is
\[
q^t \in \{q_1, \ldots, q_n\}.
\]
The next state \( q^{t+1} \) is given by the dynamic relation
\[
q^{t+1} = \delta^{t+1}(q^t),
\]
where \( \delta^{t+1}(q) = \delta(q, a^{t+1}) \).

To easily generalize to a neural network with tensor connections, we will further modify the above definition to obtain a vector representation of the DFA.

Definition 3.3. (DFA, vectorized dynamic version) At any time \( t \), the state of a deterministic finite-state automaton is represented by the state vector
\[
\bar{Q}^t \in \{0, 1\}^n,
\]
whose components \( \bar{Q}^t_i \) are
\[
\bar{Q}^t_i = \begin{cases} 
1 & q_i = q^t \\
0 & q_i \neq q^t. 
\end{cases}
\]
The next state vector \( \bar{Q}^{t+1} \) is given by the dynamic relation
\[
\bar{Q}^{t+1} = W^{t+1} \cdot \bar{Q}^t,
\]
where the transition matrix \( W^{t+1} \), determined by the transition tensor \( W \) and the input vector \( I^{t+1} \), is
\[
W^{t+1} = W \cdot I^{t+1}.
\]
The input vector \( I^{t+1} \in \{0, 1\}^m \) has components
\[
I^{t+1}_j = \begin{cases} 
1 & a_j = a^{t+1} \\
0 & a_j \neq a^{t+1}, 
\end{cases}
\]
and the transition tensor \( W \) has components
\[
W^t_{ijk} = \begin{cases} 
1 & q_i = \delta(q_j, a_k) \\
0 & q_i \neq \delta(q_j, a_k). 
\end{cases}
\]
In component form, the dynamic relation can be rewritten as
\[
\bar{Q}^{t+1}_i = \sum_{jk} W^t_{ijk} I^{t+1}_k \bar{Q}^t_j. \tag{1}
\]

The reader may wish to check that all three definitions are consistent with each other. The first definition is popular in the literature, but the third is most analogous to a neural network.

---

2. The use of the bar in \( \bar{Q}^t \) is in preparation for neural networks. As neural networks are the main focus of this paper, we will generally use \( Q^t \) to represent the state vector for a neural network and \( \bar{Q}^t \) to represent the idealized state vector introduced here.
3.2 The stack

We turn our attention to the stack. Based on chomsky hierarchy DFA can only model regular languages and to model complex languages such as Context-free languages we need access to memory. The computational model designed to learn and recognize CFG’s is known as PDA, which is DFA augmented with stack. A PDA is then defined as a 7-tuple, the extra two elements corresponding to the stack.

In this section we will introduce stack and define various vectorized operator which will serve as important element to show comparison with differentiable stack. The differentiable operator will be introduced in section 4. The classic version of stack is shown below:

**Definition 3.4.** (Stack, classical version) A stack is a pair $(\Gamma, e)$, where $\Gamma = \{b_1, ..., b_m\}$ is the stack alphabet and $e$ is the error character.

At any given time, a stack holds a (possibly empty) string of characters. That is, its state can be represented by the following definition.

**Definition 3.5.** Let $\Gamma^*$ represent the set of strings constructed by the following rules.

- $\epsilon \in \Gamma^*$,
- $cS \in \Gamma^*$ for all $c \in \Gamma$ and $S \in \Gamma^*$.

Here, $\epsilon$ represents the empty string.

There are a few stack operators, which manipulate the character string held by the stack.

**Definition 3.6.** (Stack operators, classical version) Define the set of stack operators

$$\text{op}(\Gamma) = \{\pi_-, \pi_0, \pi_+(b_1), ..., \pi_+(b_m)\}$$

where $\pi_-$ represents a pop operation, $\pi_0$ is the identity operation, and $\pi_+$ is a family of push operators indexed by $\Gamma$. They act on strings in $\Gamma^*$ according to the following rules.

$$\pi_- \epsilon = \epsilon$$
$$\pi_- cS = S$$
$$\pi_0 S = S$$
$$\pi_+(c)S = cS.$$

Finally, define the read function $r$ according to the following rules.

$$r(\epsilon) = e$$
$$r(cS) = c.$$

To easily generalize to a neural network, we will modify the above stack definition to obtain a vector representation.
Definition 3.7. (Stack, vectorized version)

Let

\[ \mathcal{B}_{(m_2)} = \{(1, 0, \ldots, 0), (0, 1, 0, \ldots, 0), \ldots, (0, \ldots, 0, 1)\} \]

be the canonical basis of \( \mathbb{R}^{m_2} \).

A stack \( \bar{K} \) is a vector-valued sequence

\[ \bar{K} = \{\bar{K}_0, \bar{K}_1, \ldots\}, \quad \bar{K}_i \in \mathcal{B}_{(m_2)} \cup \{\bar{0}\}, \]

with the additional requirement that there exists an integer \( s \), called the stack size, such that

\[ \bar{K}_i \in \mathcal{B}_{(m_2)} \quad i < s \]

and

\[ \bar{K}_i = \bar{0} \quad s \leq i. \]

The vector-valued sequence \( \bar{K} \) can be determined from a stack state \( k \in \Gamma^* \) by setting \( \bar{K}_i \) to be the one-hot encoding of the \( i \)th character \( r((\pi-)^i k) \) of \( k \), using \( \bar{0} \) to represent \( e \).

For the vectorized stack, we group all the stack operators into a single parametrized operator as defined here.

Definition 3.8. (Parametrized stack operator) For any scalar pair

\[ (\bar{p}_+, \bar{p}_-) \in \{(1, 0), (0, 1), (0, 0)\} \]

and vector

\[ \bar{C} \in \mathcal{B}_{(m_2)} , \]

define the stack operator \( \bar{\pi}(\bar{p}_+, \bar{p}_-, \bar{C}) \) by how it acts on the stack \( \bar{K} \) according to the following relations.

\[
(\bar{\pi}(\bar{p}_+, \bar{p}_-, \bar{C})\bar{K})_i \geq 1 = \bar{p}_+ \bar{K}_{i-1} + \bar{p}_- \bar{K}_{i+1} + (1 - \bar{p}_+ - \bar{p}_-) \bar{K}_i \\
(\bar{\pi}(\bar{p}_+, \bar{p}_-, \bar{C})\bar{K})_0 = \bar{p}_+ \bar{C} + \bar{p}_- \bar{K}_1 + (1 - \bar{p}_+ - \bar{p}_-) \bar{K}_0
\]

It is worth verifying that according to the above definition, the operator \( \bar{\pi}(1, 0, \bar{C}) \) pushes the vector \( \bar{C} \) onto the stack, the operator \( \bar{\pi}(0, 1, \bar{C}) \) pops the stack, and the operator \( \bar{\pi}(0, 0, \bar{C}) \) is the identity operator.

In tensor products that will be used momentarily, if any factor is zero, the entire expression becomes zero. Therefore, instead of using the top of the stack \( \bar{K} \) directly, we will instead use the stack reading vector \( \bar{R} \), which has one additional component that is 1 when \( \bar{K}_0 = \bar{0} \) and 0 otherwise.

Definition 3.9. (Stack Reading) Given the top vector of the stack \( \bar{K}_0 \) with dimension \( m_2 \), we define the stack reading vector \( \bar{R} \) to be a vector of dimension \( m_2 + 1 \), with components

\[
\bar{R}_i = \begin{cases} 
(\bar{K}_0)_i & 0 \leq i < m_2 \\
1 - ||\bar{K}_0||_{L_\infty} & i = m_2.
\end{cases}
\]

3.3 The Pushdown Automaton (PDA)

Recall that a PDA is a DFA with a stack. The following definition of a PDA closely resembles Hopcroft’s definition. Hopcroft et al. (2006)\(^3\)

\(^3\) There is a minor discrepancy in that Hopcroft’s definition allows for an additional operation that corresponds to one pop followed by two push operations. This is mainly provided for convenience and is not an essential part of the definition.
Definition 3.10. (PDA, classical version) A pushdown automaton is a 7-tuple \((Q, \Sigma, \Gamma, \delta, q_0, e, F)\), where \(Q = \{q_1, ..., q_n\}\) is a finite set of states, \(\Sigma = \{a_1, ..., a_m\}\) is the finite input alphabet, \(\Gamma = \{b_1, ..., b_m\}\) is the finite stack alphabet, \(\delta : Q \times \Sigma \times \Gamma \rightarrow Q \times \text{op}(\Gamma)\) is the transition function with \(\text{op}(\Gamma)\) being the set of stack operators from Definition 3.6, \(q_0 \in Q\) is the start state, \(e\) is the stack error character, and \(F \subseteq Q\) is a set of acceptable final states.

Let \(\delta : Q \times \Sigma \rightarrow Q\) and \(\delta_{\text{op}} : Q \times \Sigma \rightarrow \text{op}(\Gamma)\) represent the first and second part of the transition function \(\delta\). Let \(q \in Q\) and \(k \in \Gamma^*\). A string of \(l\) characters \(a_1^{\prime}...a_l^{\prime}\) can be fed to the PDA, which changes state and stack state according to the following rules.

\[
q^{t=0} = q_0
\]
\[
k^{t=0} = \epsilon
\]
\[
q^{t+1} = \delta_Q(q^t, a^{t+1}, r(k^t))
\]
\[
k^{t+1} = \delta_{\text{op}}(q^t, a^{t+1}, r(k^t))k^t.
\]

As we are mainly interested in dynamics, we will work in the context of an arbitrary string. The following simplified definition focuses on the dynamics of the PDA.

Definition 3.11. (PDA, dynamic version) At any time \(t\), the state of a pushdown automaton is

\[
(q^t, k^t) \in \{q_1, ..., q_n\} \times \Gamma^*.
\]

The next state \((q^{t+1}, k^{t+1})\) is given by the dynamic relations

\[
q^{t+1} = \delta_Q^{t+1}(q^t, k^t)
\]
\[
k^{t+1} = \delta_{\text{op}}^{t+1}(q^t, k^t)k^t,
\]

where \(\delta_Q^{t+1}(q, k) = \delta_Q(q, a^{t+1}, r(k))\) and \(\delta_{\text{op}}^{t+1}(q, k) = \delta_{\text{op}}(q, a^{t+1}, r(k))\).

To easily generalize to a neural network, we will further modify the above definition to obtain a vector representation of the PDA.

Definition 3.12. (PDA, vectorized dynamic version) At any time \(t\), the state of a pushdown automaton is represented by the pair

\[
(\bar{Q}^t, \bar{K}^t),
\]

where \(\bar{Q}^t\) is a one-hot vector encoding the state \(q^t\) as in Definition 3.3 and \(\bar{K}^t\) is a vector encoding of the stack \(k^t\) according to Definition 3.7.

The next state pair \((\bar{Q}^{t+1}, \bar{K}^{t+1})\) is given by the dynamic relations

\[
\bar{Q}^{t+1} = W_{Q}^{t+1} \cdot \bar{Q}^t
\]
\[
\bar{K}^{t+1} = \bar{\pi}^{t+1} \bar{K}^t,
\]

where the transition matrix \(W_{Q}^{t+1}\) and operator \(\bar{\pi}^{t+1}\) are defined as follows.

The transition matrix \(W_{Q}^{t+1}\) is given in component form by

\[
(W_{Q}^{t+1})_{i,j} = \sum_{k,l} (W_{Q})_{i,jkl} \bar{R}_t I^{t+1} k_l.
\]
where the components \((W_Q)_{ijkl}\) are chosen to represent the transition function \(\delta_Q\) as in Definition 3.3 and the stack reading \(\tilde{R}^t\) is determined from \(\tilde{R}_0^t\) as described by Definition 3.9.

The operator \(\bar{\pi}^{t+1}\) is given by

\[
\bar{\pi}^{t+1} = \bar{\pi}(\tilde{p}^{t+1}_+, \tilde{p}^{t+1}_-, \tilde{C}^{t+1}),
\]

where the parameters \(\tilde{p}^{t+1}_\pm\) and vector \(\tilde{C}^{t+1}\) are

\[
\tilde{p}^{t+1}_\pm = \sum_{j,k,l} (W_{p\pm})^{jkl} \tilde{R}^t I^{t+1} k \bar{Q}_j,
\]

\[
\tilde{C}^{t+1}_i = \sum_{j,k,l} (W_C)^{ijkl} \tilde{R}^t I^{t+1} k \bar{Q}_j
\]

where the components \((W_{p\pm})^{jkl}\), \((W_{p\pm})^{jkl}\), and \((W_C)^{ijkl}\) are chosen to represent the transition function \(\delta_{op}\) the same way the components of \(W_Q\) are chosen.

The reader may wish to check that all three PDA definitions are consistent with each other, given appropriate choices for the tensors \(W_Q\), \(W_{p+}\), \(W_{p-}\), and \(W_C\). The following example may be helpful.

### 3.4 An Example PDA

For illustrative purposes, we give an example here of a vectorized PDA for the grammar of balanced parentheses. The goal is to classify strings with characters ‘(’ and ‘)’ based on whether they close properly. So for example, the strings “(())”, “(()())”, and “(()())” are valid, while the strings “)”, “((())”, and “(()))” are invalid. To avoid confusion, we’ll use \(L\) to represent the left parenthesis ‘(‘ and \(R\) to represent the right parenthesis ‘)’, and introduce \(E\) to represent the end of the string. With these representations, the example valid strings are represented by \(LRE\), \(LLRRE\), and \(LLRLRRE\), while the example invalid strings are represented by \(RE\), \(LLRE\), and \(LLRRRE\).

For tensors \(W\) with indices \(j\), \(k\), and \(l\), the \(j\) index is paired with state input. Our PDA will have \(n = 2\) states representing either acceptable \(\odot\) or rejected \(\ominus\). We will represent these with two dimensional vectors the following way.

\[
\odot \rightarrow \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \ominus \rightarrow \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]

For tensors \(W\) with indices \(j\), \(k\), and \(l\), the \(k\) index is paired with the input character. Since the input character alphabet has size \(m_1 = 3\), we will represent the input characters as vectors the following way.

\[
L \rightarrow \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad R \rightarrow \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad E \rightarrow \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

Finally, for tensors \(W\) with indices \(j\), \(k\), and \(l\), the \(l\) index is paired with the stack reading vector. Our stack alphabet has size \(m_2 = 1\) as a single character must be pushed each time \(L\) is encountered and popped each time \(R\) is encountered. Although the stack vector has
dimension $m_2 = 1$, the reading from stack has dimension $m_2 + 1 = 2$, with the additional dimension representing an empty stack reading. The possible stack reading vectors are as follows.

$$nonempty = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad empty = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

### 3.4.1 State Transition Rules

Given a stack reading and input character, which fix $l$ and $k$ indices respectively, the $i$ and $j$ components of the transition tensor $(W_Q)_{ijkl}$ can be interpreted as entries in an adjacency matrix that acts on the input state vector to give the output state vector.

If $\mathcal{L}$ is encountered, we should not change state. Thus,

$$(W_Q)_{ij}^{00} = (W_Q)_{ij}^{01} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$  

If $\mathcal{R}$ is encountered, then we should not change state unless the stack is empty, in which case we should change from $\otimes$ to $\otimes$. Thus,

$$(W_Q)_{ij}^{10} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (W_Q)_{ij}^{11} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$  

Finally, if $\mathcal{E}$ is encountered, then we should not change state unless the stack is non-empty, in which case we should change from $\otimes$ to $\otimes$. Thus,

$$(W_Q)_{ij}^{20} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad (W_Q)_{ij}^{21} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$  

### 3.4.2 Stack Action Rules

The only case where we push is when encountering $\mathcal{L}$. Thus,

$$(W_{p+})_{ijkl} = \begin{cases} 1 & k = 0 \\ 0 & \text{otherwise} \end{cases}$$

The only case where we pop is when encountering $\mathcal{R}$. Thus,

$$(W_{p-})_{ijkl} = \begin{cases} 1 & k = 1 \\ 0 & \text{otherwise} \end{cases}$$

It does not matter what happens to the stack when encountering $\mathcal{E}$, so for simplicity we may set

$$(W_{p+})_{2l} = (W_{p-})_{2l} = 0.$$  

Finally, there is only one character in the stack alphabet, so for simplicity we may set

$$(W_C)_{ijkl} = 1.$$  

Alternatively, if we only which to specify a character when pushing, we may instead set

$$(W_C)_{ijkl} = \begin{cases} 1 & k = 0 \\ 0 & \text{otherwise}. \end{cases}$$

Either way, the index $i$ must take the value 0 as the stack alphabet has size $m_2 = 1$.  


4. Neural Network with Stack Memory

This section is the heart of the paper. In §4.1, we define the differentiable stack, and then in §4.2, we use it to define the neural network pushdown automaton (nnPDA). Finally, in §4.3, we prove that the nnPDA stably approximates the PDA.

We will use the logistic sigmoid function
\[ h_H(x) = \frac{1}{1 + e^{-Hx}} \]
as an activation function. Note that \( h_H(0) = \frac{1}{2} \) and \( h_H(x) \) decreases to 0 as \( Hx \to -\infty \) and increases to 1 as \( Hx \to \infty \). The scalar \( H \) is a sensitivity parameter. In practice, we will often show that \( x \) is bounded away from 0, and then assume \( H \) to be a positive constant sufficiently large so that \( h_H(x) \) is as close as desired to either 0 or 1, depending on the sign of the input \( x \). (See Lemma 4.7.) The reader may notice that a few proofs vaguely require that \( H \) be sufficiently large. By taking the maximum of all lower bounds for \( H \) required by each proof, we may arrive at a value for \( H \) that satisfies all of these requirements simultaneously.

Furthermore whenever we refer differentiable operator is closer to ideal/discrete operator or approximates the operator, we refer to fixed point mapping or asymptotic stability. Fixed point of mapping function is defined as follows:

Definition 4.1. Let us assume \( f : \mathbb{Z} \to \mathbb{Z} \) be a mapping on metric space. Thus a point \( z_f \in \mathbb{Z} \) is called a fixed point of the mapping such that \( f(z_f) = z_f \).

To achieve this we define stability of \( z_f \) as follows:

Definition 4.2. A fixed point \( z_f \) is considered stable if there exists an range \( R = [i,j] \in \mathbb{Z} \) such that \( z_f \in R \) and iterations for \( f \) starts converging towards \( z_f \) for any starting point \( z_s \in R \).

The continuous function \( \mathbb{Z} \to \mathbb{Z} \) as the following useful property.

Theorem 4.3. (BROUWER’S FIXED POINT THEOREM) (Boothby (1971)) Under a continuous mapping function \( f : \mathbb{Z} \to \mathbb{Z} \) there exists at least one fixed point.

Later (Omlin and Giles (1996c)) showed that for sigmoid function their exists at-least one fixed point such that continuous or differentiable operator either converges to 0 or 1 and solution within that bound always stays stable. In next section we will define our differentiable stack and their associated operators.

4.1 The differentiable stack

Here we define a differentiable stack memory Sun et al. (1997); Grefenstette et al. (2015); Joulin and Mikolov (2015).

Definition 4.4. (Differentiable stack) For a stack alphabet of size \( m_2 \), a differentiable stack \( K \) is a vector-valued sequence
\[ K = \{K_0, K_1, \ldots\}, \quad K_i \in [0,1]^{m_2}, \]
with the additional requirement that there exists an integer \( s \), called the stack size, such that
\[ K_i = \vec{0} \quad \text{for all} \quad i \geq s. \]
Note that the vectors $K_i$ in this definition closely resemble the idealized one-hot vectors $\tilde{K}_i$ introduced in Definition 3.7.

While a traditional stack can be modified by distinct push and pop operations, here we introduce a single differentiable stack operator that, for particular parameter values, can closely resemble either push or pop.

**Definition 4.5.** (Differentiable stack operator) For scalars $p_+$ and $p_-$ and vector $C \in [0,1]^n$, we define the stack operator $\pi(p_+, p_-, C)$ as follows.

\[
((\pi(p_+, p_-, C)K)_{i=1})_j = h_H \left( p_+(K_{i-1})_j + p_-(K_{i+1})_j + (1 - p_+ - p_-)(K_i)_j - \frac{1}{2} \right),
\]

\[
((\pi(p_+, p_-, C)K)_{i=0})_j = h_H \left( p_+C_j + p_-(K_1)_j + (1 - p_+ - p_-)(K_0)_j - \frac{1}{2} \right).
\]

This is visualized in Figure 1. Note that the operator $\pi(0,1,C)$ is an differentiable pop operator, the operator $\pi(0,0,C)$ is an differentiable identity operator, and the operator $\pi(1,0,C)$ is an differentiable push operator that pushes the vector $C$ onto the stack, such that differentiable stack operator are nearly equal to ideal stack operators.

Recall Definition 3.8, wherein a similar idealized operator $\tilde{\pi}(\tilde{p}_+, \tilde{p}_-, \tilde{C})$ is defined, for which $\tilde{\pi}(0,1,C)$ is exactly a pop operator, the operator $\tilde{\pi}(0,0,C)$ is the identity operator, and the operator $\tilde{\pi}(1,0,C)$ is exactly a push operator that pushes the vector $\tilde{C}$ onto the stack. The relation between these two operators is formalized by the following proposition, which serves as a theoretical justification for $\pi(p_+, p_-, C)$.

**Proposition 4.6.** $(\pi(\cdot, \cdot, \cdot)$ approximates $\tilde{\pi}(\cdot, \cdot, \cdot)\}$

Let $\tilde{K}$ be a stack according to Definition 3.4 and let $\tilde{K}$ be an idealized stack according to Definition 3.7, and suppose that

\[
\sup_{i} ||K_i - \tilde{K}_i||_{L^\infty} \leq \varepsilon
\]

for some $\varepsilon > 0$.

Let $\pi(p_+, p_-, C)$ be an operator according to Definition 4.5 and $\tilde{\pi}(\tilde{p}_+, \tilde{p}_-, \tilde{C})$ be an idealized operator according to Definition 3.8. Suppose furthermore that, in addition to belonging to the domains of their respective operators, the quantities $p_+, p_-, C, \tilde{p}_+, \tilde{p}_-, \text{ and } \tilde{C}$ satisfy

\[
|p_+ - \tilde{p}_+| \leq \varepsilon
\]

\[
|p_- - \tilde{p}_-| \leq \varepsilon
\]

\[
||C - \tilde{C}||_{L^\infty} \leq \varepsilon.
\]

If $\varepsilon$ is sufficiently small, then $H$ can be chosen sufficiently large, depending only on $\varepsilon$, so that

\[
\sup_{i} ||(\pi(p_+, p_-, C)K)_i - (\tilde{\pi}(\tilde{p}_+, \tilde{p}_-, \tilde{C})K)_i||_{L^\infty} \leq \varepsilon.
\]

To simplify the proof of this proposition, we will first state and prove two lemmas. The first lemma says that if a vector is within a fixed point of its corresponding idealized vector \footnote{Based on fixed point analysis, If differentiable operator or continuous function is within the fixed}, then applying the activation function will make the resulting vector very close to the idealized vector. (This requires a suitably large choice of the sensitivity parameter.)
Figure 1: **Differentiable Stack Operation** Visualization of the operator $\pi(p_+, p_-, C)$ with $p_+ = 0.7$ and $p_- = 0.2$. First, a linear combination of the adjacent stack vectors is computed, then $h_H$ is applied to each component. The stack alphabet size is $m_2 = 4$. The stack size is $s = 5$ before the operator is applied and $s = 6$ afterward. As long as $p_+ > 0$, the stack size will increase by 1.
Lemma 4.7. Let $\bar{V}$ be a vector with components $\bar{V}_i \in \{0, 1\}$ and let $V$ be a vector satisfying

$$||V - \bar{V}||_{L^\infty} \leq \epsilon_0$$

for some $\epsilon_0 < \frac{1}{2}$.

Then for all sufficiently small $\epsilon > 0$, for all $H$ sufficiently large depending on $\epsilon_0$ and $\epsilon$,

$$\max_i |\bar{V}_i - h_H \left( \frac{V_i}{2} - \frac{1}{2} \right)| \leq \epsilon.$$

Proof. Since $\epsilon_0 < \frac{1}{2}$, choose $H$ sufficiently large so that

$$h_H \left( - \left( \frac{1}{2} - \epsilon_0 \right) \right) = 1 - h_H \left( \frac{1}{2} - \epsilon_0 \right) \leq \epsilon.$$

Note that

$$|\bar{V}_i - h_H \left( \frac{V_i}{2} - \frac{1}{2} \right)| = |\bar{V}_i - h_H \left( \frac{V_i}{2} - \frac{1}{2} + (V_i - \bar{V}_i) \right)|.$$

Pick an arbitrary index $i$. If $\bar{V}_i = 1$,

$$|\bar{V}_i - h_H \left( \frac{V_i}{2} - \frac{1}{2} \right)| = 1 - h_H \left( \frac{1}{2} + (V_i - \bar{V}_i) \right) \leq 1 - h_H \left( \frac{1}{2} - \epsilon_0 \right) \leq \epsilon.$$

If instead $\bar{V}_i = 0$,

$$|\bar{V}_i - h_H \left( \frac{V_i}{2} - \frac{1}{2} \right)| = h_H \left( - \frac{1}{2} + (V_i - \bar{V}_i) \right) \leq h_H \left( - \left( \frac{1}{2} - \epsilon_0 \right) \right) \leq \epsilon.$$

$\square$  $\square$

Next we introduce a lemma that helps us relate expressions found in the definitions of $\pi$ and $\bar{\pi}$.

Lemma 4.8. Let $X, \bar{X}, Y, \bar{Y}, Z, \bar{Z}$ be vectors and let $x, \bar{x}, y, \bar{y}$ be scalars. Let $e_d$ denote the difference between differentiable and discrete/ideal operator. Suppose that all scalars and all vector components lie in the range $[0, 1]$. Suppose furthermore that

$$||X - \bar{X}||_{L^\infty} \leq \epsilon$$

$$||Y - \bar{Y}||_{L^\infty} \leq \epsilon$$

$$||Z - \bar{Z}||_{L^\infty} \leq \epsilon$$

$$|x - \bar{x}| \leq \epsilon$$

$$|y - \bar{y}| \leq \epsilon.$$

Then

$$xX + yY + (1 - x - y)Z = \bar{x}\bar{X} + \bar{y}\bar{Y} + (1 - \bar{x} - \bar{y})\bar{Z} + e_d,$$

and

$$||e_d||_{L^\infty} \leq 7\epsilon.$$
Proof. Let
\[ e_d = (e_d)x + (e_d)y + (e_d)z \]
\[ (e_d)x = xX - \bar{x}\bar{X} \]
\[ (e_d)y = yY - \bar{y}\bar{Y} \]
\[ (e_d)z = (1 - x - y)Z - (1 - \bar{x} - \bar{y})\bar{Z}. \]

It suffices to estimate each of these error terms individually.

\[ \| (e_d)x \|_{L^\infty} = \| xX - \bar{x}\bar{X} \|_{L^\infty} \]
\[ = \| (x - \bar{x})X + x(X - \bar{X}) \|_{L^\infty} \]
\[ \leq \| x - \bar{x} \| \| X \|_{L^\infty} + \| x \| \| X - \bar{X} \|_{L^\infty} \]
\[ \leq \epsilon \| \bar{X} \|_{L^\infty} + \| x \| \epsilon \]
\[ \leq 2\epsilon. \]

By an analogous calculation, we also conclude

\[ \| (e_d)y \|_{L^\infty} \leq 2\epsilon. \]

And

\[ \| (e_d)z \|_{L^\infty} = \| (1 - x - y)Z - (1 - \bar{x} - \bar{y})\bar{Z} \|_{L^\infty} \]
\[ = \| (x - \bar{x})Z + (\bar{y} - y)\bar{Z} + (1 - x - y)(Z - \bar{Z}) \|_{L^\infty} \]
\[ \leq \| x - \bar{x} \| \| Z \|_{L^\infty} + \| \bar{y} - y \| \| \bar{Z} \|_{L^\infty} + \| 1 - x - y \| \| Z - \bar{Z} \|_{L^\infty} \]
\[ \leq \epsilon \| \bar{Z} \|_{L^\infty} + \epsilon \| \bar{Z} \|_{L^\infty} + |1 - x - y| \epsilon \]
\[ \leq 3\epsilon. \]

Finally,

\[ \| (e_d)z \|_{L^\infty} \leq \| (e_d)x \|_{L^\infty} + \| (e_d)y \|_{L^\infty} + \| (e_d)z \|_{L^\infty} \leq 2\epsilon + 2\epsilon + 3\epsilon = 7\epsilon. \]

\[ \square \]

With these lemmas, we can prove Proposition 4.6

Proof. (of Proposition 4.6)

Given the assumptions, we will prove that for each \( i \),

\[ \| (\pi(p_+, p_-, C)K)_i - (\bar{\pi}(\bar{p}_+, \bar{p}_-, \bar{C})\bar{K})_i \|_{L^\infty} \leq \epsilon. \]

Let us examine the general case \( i > 0 \), from which the special case \( i = 0 \) (top of the stack) will follow.

Fix \( i > 0 \) and let

\[ V = p_+K_{i-1} + p_-K_{i+1} + (1 - p_+ - p_-)K_i, \]
\[ \bar{V} = \bar{p}_+\bar{K}_{i-1} + \bar{p}_-\bar{K}_{i+1} + (1 - \bar{p}_+ - \bar{p}_-)\bar{K}_i. \]
Note that
\[
((\pi(p_+, p_-, C)K)_i)_j = h_H \left( V_j - \frac{1}{2} \right)
\]
and
\[
(\bar{\pi}(\bar{p}_+, \bar{p}_-, \bar{C})\bar{K}) = \bar{V}.
\]
By Lemma 4.7, provided \( \epsilon < \frac{1}{14} \), it suffices to show that
\[
\|V - \bar{V}\|_{L^\infty} \leq 7\epsilon.
\]
This follows directly from Lemma 4.8 with \( x = p_+ \), \( X = K_{i-1} \), \( y = p_- \), \( Y = K_{i+1} \), \( Z = K_i \) and the corresponding choices for the barred quantities.

The special case \( i = 0 \) (top of the stack) can be proved the same way by replacing \( K_{i-1} \) with \( C \), \( K_{i+1} \) with \( K_1 \), and \( K_i \) with \( K_0 \).

In tensor products that will be used momentarily, if any factor is the zero vector \( \vec{0} \), the entire expression becomes zero. Therefore, instead of using the top of the stack \( K_0 \) directly, we will instead use the stack reading vector \( R \), which has one additional component that is approximately 1 when \( K_0 \) is approximately \( \vec{0} \).

**Definition 4.9.** (Stack Reading) Given the top vector of the stack \( K_0 \) with dimension \( m_2 \), we define the stack reading vector \( R \) to be a vector of dimension \( m_2 + 1 \) with components
\[
R_i = \begin{cases} 
(K_0)_i & 0 \leq i < m_2 \\
1 - \|K_0\|_{L^\infty} & i = m_2.
\end{cases}
\]

These two vectors are equivalent in the following sense.

**Lemma 4.10.** Given a top-of-stack vector \( K_0 \) and an idealized top-of-stack vector \( \bar{K}_0 \), let \( R \) and \( \bar{R} \) be the corresponding stack reading vector and idealized stack reading vector. Then
\[
\|K_0 - \bar{K}_0\|_{L^\infty} = \|R - \bar{R}\|_{L^\infty}.
\]

**Proof.** Since it is clear that
\[
\|K_0 - \bar{K}_0\|_{L^\infty} \leq \|R - \bar{R}\|_{L^\infty},
\]
it will suffice to show
\[
\|R - \bar{R}\|_{L^\infty} \leq \|K_0 - \bar{K}_0\|_{L^\infty},
\]
which only requires us to confirm that
\[
|R_{m_2} - \bar{R}_{m_2}| \leq \|K_0 - \bar{K}_0\|_{L^\infty}.
\]
We do this by examining two cases, depending on whether \( \bar{R}_{m_2} = 1 \) or \( \bar{R}_{m_2} = 0 \).

If \( \bar{R}_{m_2} = 1 \), then \( \bar{K}_0 = \vec{0} \), so
\[
|R_{m_2} - \bar{R}_{m_2}| = |(1 - \|K_0\|_{L^\infty}) - 1| = \|K_0\|_{L^\infty} = \|K_0 - \vec{0}\|_{L^\infty} = \|K_0 - \bar{K}_0\|_{L^\infty}.
\]
If instead \( \bar{R}_{m_2} = 0 \), then there is some index \( \hat{i} < m_2 \) for which \( \bar{R}_{\hat{i}} = (\bar{K}_0)_{\hat{i}} = 1 \). We have
\[
|R_{m_2} - \bar{R}_{m_2}| = |R_{m_2}| = 1 - \|K_0\|_{L^\infty} \leq 1 - (K_0)_{\hat{i}} = (\bar{K}_0)_{\hat{i}} - (K_0)_{\hat{i}} \leq \|K_0 - \bar{K}_0\|_{L^\infty}.
\]
4.2 The nnPDA

We now turn to the goal of approximating a PDA using a recurrent neural network architecture. Recall Definition 3.12, which defined a vector representation of a PDA. We define the neural network pushdown automaton (nnPDA) in an analogous manner.

**Definition 4.11.** (nnPDA) At any time $t$, the full state of a neural network pushdown automaton is represented by the pair $(Q^t, K^t)$, where $Q^t \in [0, 1]_n$ is a vector encoding the state and $K^t$ is a differentiable stack according to Definition 4.4.

The next state pair $(Q^{t+1}, K^{t+1})$ is given by the dynamic relations

$$Q^{t+1}_i = h_H \left( (W_Q^{t+1} \cdot Q^t)_i - \frac{1}{2} \right)$$

$$K^{t+1} = \pi^{t+1} K^t,$$

where the transition matrix $W_Q^{t+1}$ and operator $\pi^{t+1}$ are defined as follows.

Letting $I^{t+1}$ be a one-hot encoding of the $(t+1)$th input character, the transition matrix $W_Q^{t+1}$ is given in component form by

$$(W_Q^{t+1})_i^j = \sum_{k,l} (W_Q)_{ijkl} R^t_k I^{t+1}_l,$$

where the components $(W_Q)_{ijkl}$ are chosen to represent the transition rules as in Definition 3.12 and the stack reading $R^t$ is determined from $K_0$ as described by Definition 4.9.

The operator $\pi^{t+1}$ is given by

$$\pi^{t+1} = \pi(p^{t+1}_+, p^{t+1}_-, C^{t+1}),$$

where the parameters $p^{t+1}_\pm$ and vector $C^{t+1}$ are

$$p^{t+1}_\pm = \sum_{j,k,l} (W_{p\pm})_{ijkl} R^t_k I^{t+1}_l Q_j^t$$

$$C^{t+1}_i = \sum_{j,k,l} (W_C)_{ijkl} R^t_k I^{t+1}_l Q^t_j$$

where the components $(W_{p\pm})_{ijkl}$, $(W_{p-})_{ijkl}$, and $(W_C)_{ijkl}$ are chosen to represent the stack action rules as in Definition 3.12.

This definition is illustrated in Figure 2.

---

5. Actually, it suffices to use weights that are close to the ideal weights in Definition 3.12. We keep them the same in this paper to avoid unnecessary complication.
Figure 2: **Neural network pushdown automaton architecture** The nnPDA takes the \((t+1)\)th input character represented by \(I^{t+1}\) as well as the state represented by \(Q^t\) and a reading \(R^t\) of the top of the stack determined from \(K^0_t\). By applying the weights \(W_Q, W_C, W_{p+}, W_{p-}\), it computes and outputs the new state represented by \(Q^{t+1}\) as well as the parameters for the stack action, represented by \(C^{t+1}, p^t_+, p^t_-\). The stack is then updated by applying the operator \(\pi(C^{t+1}, p^t_+, p^t_-)\). This completes one cycle.

### 4.3 Proof of stability of the nnPDA

The following theorem states that the nnPDA remains close to the idealized PDA, no matter which input string is consumed.

**Theorem 4.12.** Let \(I^t\) be an arbitrary time-indexed sequence encoding a character string, let \((Q^t, K^t)\) be a state-and-stack sequence governed by equations (4-5) in Definition 4.11 for some scalar \(H\), and let \((\bar{Q}^t, \bar{K}^t)\) be an idealized state-and-stack sequence governed by equations (2-3) in Definition 3.12.

For any \(\epsilon > 0\) sufficiently small, if \(H\) is sufficiently large (depending on \(\epsilon\)) and

\[
(Q^{t=0}, K^{t=0}) = (\bar{Q}^{t=0}, \bar{K}^{t=0}),
\]

then for all \(t \geq 0\),

\[
\|Q^t - \bar{Q}^t\|_{L^\infty} \leq \epsilon
\]

and

\[
\sup_i \|K^t_i - \bar{K}^t_i\|_{L^\infty} \leq \epsilon.
\]

This theorem follows by induction on \(t\), where the base case \((t = 0)\) is trivially satisfied by the assumptions, and the inductive step (from \(t\) to \(t + 1\)) is addressed by the following proposition.

**Proposition 4.13.** Let \((Q^t, K^t)\) be a state-and-stack sequence governed by equations (4-5) in Definition 4.11 for some scalar \(H\), and let \((Q^t, \bar{K}^t)\) be an idealized state-and-stack
sequence governed by equations (2-3) in Definition 3.12, and let \( e_d \) be the difference between differentiable and discrete operators.

For any \( \epsilon > 0 \) sufficiently small, if \( H \) is sufficiently large and

\[
||Q^t - \bar{Q}^t||_{L^\infty} \leq \epsilon
\]

\[
\sup_i ||K^t_i - \bar{K}^t_i||_{L^\infty} \leq \epsilon,
\]

then

\[
||Q^{t+1} - \bar{Q}^{t+1}||_{L^\infty} \leq \epsilon
\]

\[
\sup_i ||K^{t+1}_i - \bar{K}^{t+1}_i||_{L^\infty} \leq \epsilon.
\]

Proof. First, we will show that

\[
||Q^{t+1} - \bar{Q}^{t+1}||_{L^\infty} \leq \epsilon.
\]

Note that

\[
Q^{t+1}_i = h_H \left( V_i - \frac{1}{2} \right),
\]

where

\[
V_i = \sum_{j,k,l} (W_Q)_{ijkl} R^t_I t^{l+1}_k Q^t_j,
\]

And

\[
\bar{Q}^{t+1}_i = \bar{V}_i,
\]

where

\[
\bar{V}_i = \sum_{j,k,l} (W_Q)_{ijkl} \bar{R}_t^I t^{l+1}_k \bar{Q}^t_j.
\]

Observe that

\[
V = \bar{V} + e_d,
\]

where

\[
e_d = (e_d)_1 + (e_d)_2
\]

\[
(e_d)_1 = \sum_{j,k,l} (W_Q)_{ijkl} \bar{R}_t^I t^{l+1}_k [Q^t_j - \bar{Q}^t_j]
\]

\[
(e_d)_2 = \sum_{j,k,l} (W_Q)_{ijkl} [R^t_I - \bar{R}_t^I] t^{l+1}_k Q^t_j.
\]

The factors in square brackets are each at most size \( \epsilon \), while the remaining factors are at most size 1. It follows that for some constant \( C > 0 \),

\[
||V - \bar{V}||_{L^\infty} \leq C \epsilon.
\]

6. The difference \( R - \bar{R} \) relates to the difference \( K_0 - \bar{K}_0 \) by Lemma 4.10
By Lemma 4.7, we may conclude that if \( \epsilon \) is sufficiently small and \( H \) is sufficiently large (depending on \( \epsilon \)), then
\[
||Q^{t+1} - \bar{Q}^{t+1}||_{L^\infty} \leq \epsilon.
\]

By similar arguments, we may also prove that, with possibly additional constraints on \( H \),
\[
|p^{t+1}_+ - \bar{p}^{t+1}_+| \leq \epsilon
\]
\[
|p^{t+1}_- - \bar{p}^{t+1}_-| \leq \epsilon
\]
\[
||C^{t+1} - \bar{C}^{t+1}||_{L^\infty} \leq \epsilon.
\]

Given these estimates, by Proposition 4.6, it follows that
\[
\sup_i ||(\pi(p^{t+1}_+,p^{t+1}_-,C^{t+1})K^t)_i - (\bar{\pi}(\bar{p}^{t+1}_+,\bar{p}^{t+1}_-,\bar{C}^{t+1})\bar{K}^t)_i||_{L^\infty} \leq \epsilon,
\]
which means
\[
\sup_i ||K^{t+1}_i - \bar{K}^{t+1}_i||_{L^\infty} \leq \epsilon.
\]

We conclude this section by rewriting Theorem 4.12 in a form that more closely resembles the statement in Siegelmann and Sontag (1995). But in particular, we note that the work in this paper does not require unbounded precision and time.

**Theorem 4.14.** For any given Pushdown Automaton (PDA) \( M \) with \( n \) states and \( m \) stack symbols, there exists a differentiable \( nnPDA \) with \( n+1 \) bounded precision neurons that can simulate \( M \) in real-time.

## 5. Neural Network with Tape Memory

In this section, we generalize the work done in the previous section from Pushdown Automata to Turing Machines. Most of the heavy lifting has already been done at this point—our approach will be to represent a tape, the memory associated with a Turing Machine, as a pair of stacks.

### 5.1 The Tape

A Turing Machine is a DFA augmented with a tape. The following definition closely follows Hopcroft et al. (2001).

**Definition 5.1.** (Turing Machine, classical version) A Turing machine is a 7-tuple defined as: \( M = \langle Q, \Gamma, b, \Sigma, \delta, q_s, F \rangle \), where \( Q = \{q_1(= q_s), q_2, \ldots, q_n\} \) is the set of finite states, \( \Gamma = \{s_0, s_1, \ldots, s_m\} \) is the input alphabet set including \( b = s_0 \), \( \Sigma \) is a finite set of tape symbols, \( \delta : \Gamma \times Q \rightarrow \Gamma \times Q \times op(\Gamma) \) is the transition function or rule for the grammar, \( q_s \in Q \) is the initial starting state and \( F \subset Q \) is the set of final states.
The instant configuration of a Turing Machine is typically defined as a tuple of state, tape, and the location of the read/write head. Typically, the tape is described as an array of characters without end on either side and the head as a signed index into this array. To take advantage of the work done in the previous section, we prefer an alternate representation in which the tape is split into two stacks, the right stack and the left stack. The right stack, denoted as \( k \), consists of all symbols on the tape under or to the right of the head. The left stack, denoted as \( l \), consists of all symbols left of the head. The top of each stack is the closest to the tape head and the blank symbols of the tape on both sides are omitted as they would be below the bottom of either stack. Although it is clear the stack pair encodes the memory of a tape, in order to ensure that the it properly represents a tape, we must pay careful attention to the operations we apply to each stack simultaneously.

**Definition 5.2.** (Tape operators, classical version) Define the set of tape operators

\[ \text{op}(\Gamma) = \{ \omega_-(b_1), ..., \omega_-(b_{m_2}), \omega_0, \omega_+ \} \].

These operators have the following effect on the tape: \( \omega_-(c) \) writes \( c \) and then moves the head to the right, \( \omega_0 \) has no effect, and \( \omega_+ \) moves the head to the left.

In particular, note that while the stack operators parametrize \( \pi_+ \) and have a single \( \pi_- \), instead for the tape operators \( \omega_+ \) and \( \omega_- \), this is reversed. There is an asymmetry here—we must pick one stack to have its top lie under the head. By convention, we choose to have the head read from \( k \) to be consistent with the PDA. We would also like \( \omega_- \) to act on \( k \) the same way \( \pi_- \) acts on \( k \) and \( \omega_+ \) the same way as \( \pi_+ \). But for this to happen, we must parametrize \( \omega_- \) instead of \( \omega_+ \). Otherwise, there would be no way to read from \( l \). Instead, we indirectly read from the left stack when applying \( \pi_+ \) to \( k \).

The operators \( \omega-(c) \), \( \omega_0 \), and \( \omega_+ \) act on a double-stack tape the following way.

\[
\begin{align*}
\omega_-(c)(k,l) &= (\pi_-k, \pi_+(c)l) \\
\omega_0(k,l) &= (k,l) \\
\omega_+(k,l) &= (\pi_+(l_0)k, \pi_-l).
\end{align*}
\]

With the stack pair representation of a tape, it is now straightforward to generalize to a differentiable tape using the work developed in the previous section.

**Definition 5.3.** (Differentiable tape) A differentiable tape is a pair of differentiable stacks \((K,L)\), each as defined in Definition 4.4. The stack \( K \) is called the right stack and the stack \( L \) is called the left stack. The head of the tape reads \( K_0 \), the top of the stack \( K \).

The following is the differential analogue of the operator \( \omega \).

**Definition 5.4.** (Differentiable tape operator) For scalars \( p_+ \), \( p_- \) and vector \( C \in [0,1]^n \), we define the tape operator \( \omega(p_+, p_-, C) \) as follows.

\[ \omega(p_+, p_-, C)(K,L) = (\pi(p_+, p_-, L_0)K, \pi(p_-, p_+, C)L). \]

Note in particular that the arguments \( p_\pm \) for the operator acting on \( L \) are reversed, and the operator acting on \( K \) has the top of the left stack as its third argument. This way, \( \omega(1,0,C) \), \( \omega(0,0,C) \), and \( \omega(0,1,C) \) approximate \( \omega_+, \omega_0 \), and \( \omega_-(c) \) respectively.

We now fully define the mnTM architecture. This is directly analogous to Definition 4.11.
Definition 5.5. (nnTM) At any time \( t \), the full state of a neural network Turing Machine is represented by the triplet

\[(Q^t, K^t, L^t),\]

where \( Q^t \in [0,1]^n \) is a vector encoding the state and \( K^t \) and \( L^t \) are stacks representing respectively the right and left part of a differentiable tape according to Definition 5.3.

The next state pair \((Q^{t+1}, K^{t+1}, L^{t+1})\) is given by the dynamic relations

\[
Q^{t+1} = h_H \left( (W_Q^{t+1} \cdot Q^t)_i - \frac{1}{2} \right)
\]

\[(K^{t+1}, L^{t+1}) = \omega^{t+1}(K^t, L^t),\]

where the transition matrix \( W_Q^{t+1} \) and operator \( \omega^{t+1} \) are defined as follows.

Letting \( I^{t+1} \) be a one-hot encoding of the \((t+1)\)th input character, the transition matrix \( W_Q^{t+1} \) is given in component form by

\[
(W_Q^{t+1})^{ij} = \sum_{k,l} (W_Q)^{ijkl} R^t I^{t+1}_k Q^t_j
\]

where the components \((W_Q)^{ijkl}\) are chosen to represent the transition rules as in Definition 3.12, and the stack reading \( R^t \) is determined from \( K_0^t \) as described by Definition 4.9.

The operator \( \omega^{t+1} \) is given by

\[
\omega^{t+1} = \omega(p^{t+1}_+, p^{t+1}_-, C^{t+1}),
\]

where the parameters \( p^{t+1}_\pm \) and vector \( C^{t+1} \) are

\[
p^{t+1}_\pm = \sum_{j,k,l} (W_{p_\pm})^{ijkl} R^t I^{t+1}_k Q^t_j
\]

\[
C^{t+1} = \sum_{j,k,l} (W_C)^{ijkl} R^t I^{t+1}_k Q^t_j
\]

where the components \((W_{p_+})^{ijkl}\), \((W_{p_-})^{ijkl}\), and \((W_C)^{ijkl}\) are chosen to represent the tape action rules as in Definition 3.12.

The following theorem now follows from Theorem 4.12 and our formulation of the Turing Machine as a machine with two stacks.

Theorem 5.6. Let \( I^t \) be an arbitrary time-indexed sequence encoding a character string, let \((Q^t, K^t, L^t)\) be a state-and-tape sequence governed by equations (9-10) in Definition 5.5 for some scalar \( H \), and let \((\bar{Q}^t, \bar{K}^t, \bar{L}^t)\) be an idealized state-and-tape sequence representing a vectorized Turing Machine.

For any \( \epsilon > 0 \) sufficiently small, if \( H \) is sufficiently large (depending on \( \epsilon \)) and

\[
(Q^{t=0}, K^{t=0}, L^{t=0}) = (\bar{Q}^{t=0}, \bar{K}^{t=0}, \bar{L}^{t=0}),
\]

then for all \( t \geq 0 \),

\[
||Q^t - \bar{Q}^t||_{L^\infty} \leq \epsilon,
\]

\[
\sup_i ||K^t_i - \bar{K}^t_i||_{L^\infty} \leq \epsilon,
\]

\[
\sup_i ||L^t_i - \bar{L}^t_i||_{L^\infty} \leq \epsilon.
\]
As a corollary, we may conclude the following.

**Theorem 5.7.** (Stability of nnTM) For any given Turing Machine $M$ with $n$ states and $m$ tape symbols, there exists a differentiable nnTM with bounded precision neurons that can accurately represent $M$ for arbitrarily long input strings.

Neary and Woods (2007) constructed four Universal Turing Machines (UTMs)

$$UTM_{n,m} \in \{UTM_{5,5}, UTM_{6,4}, UTM_{9,3}, UTM_{18,2}\}$$

that can simulate any TM.

**Theorem 5.8.** (Neary and Woods (2007)) Given a deterministic single tape Turing machine $M$ that runs in time $t$ then any of the above UTMs can simulate the computation of $M$ using space $O(n)$ and time $O(t^2)$.

In light of this work and the previous theorem, the following stronger theorem holds.

**Theorem 5.9.** A nnTM with $n = 6$ states and $m = 4$ tape symbols can stably simulate any TM in $O(t^2)$ time.

The above theorem states that nnTM with only 6 state and 1 output neuron can simulate any TM in $O(t^2)$ time and solution constructed by differentiable nnTM will always stay stable.

It is worth noting (Siegelmann and Sontag (1994)) construction would require minimum 40 unbounded precision state neurons to show equivalence with UTM, such that RNN can simulate any TM in $O(t^8)$ time. Similarly with respect to bounded neuron augmented with memory (Chung and Siegelmann (2021)) construction would require minimum 54 bounded precision state neurons augmented with 2 discrete stack like memory (growing memory) to show their construction is similar to UTM such that model can can simulate any TM in $O(t^6)$ time. Furthermore other form of neural networks such as transformers and Neural GPU’s (PÃrez et al. (2021)) cannot simulate UTM’s. All prior constructions do not guarantee stability.

### 6. Discussion and Complexity

The operations performed by our tensor nnTM directly map to TM state transitions, making the TM encoding straightforward. For a state machine with $n$ states, an input alphabet of size $m_1$, a tape alphabet of size $m_2$, and a tape with maximum capacity $s$, we show how to construct a sparse recurrent network with $n+1$ state neurons, $O(m_1m_2n(m_1 + m_2 + n))$ weights and a tape memory footprint of size $O(sm_2)$, such that the TM and constructed network accept recursively enumerable languages.

### 7. Conclusion

We defined a vectorized stack memory and a parameterized stack operator that behaves similarly to stack push/pop operations for particular choices of parameters. We used these to construct a neural network pushdown automaton (nnPDA). We showed that our construction
is stable: for suitable choices of weights, the nnPDA will closely resemble a corresponding
PDA for arbitrarily long strings. (The sense in which the nnPDA and PDA are close is
formalized by representing both as vectors and taking the vector difference.)

We then represent a tape as a pair of stacks and adapt our parametrized memory
operator, thereby extending our result to a neural network Turing Machine (nnTM) as a
stable approximation of a Turing Machine.

We observe that, in light of work by Neary and Woods (2007), this means a nnTM
architecture with $n = 6$ states and $m = 4$ tape symbols can simulate any TM.

References

Noga Alon, AK Dewdney, and Teunis J Ott. Efficient simulation of finite automata by neural
nets. *Journal of the ACM (JACM)*, 38(2):495–514, 1991.

René Alquézar and Alberto Sanfeliu. An algebraic framework to represent finite state
machines in single-layer recurrent neural networks. *Neural Computation*, 7(5):931–949,
1995.

Satwik Bhattamishra, Kabir Ahuja, and Navin Goyal. On the ability and limitations of
transformers to recognize formal languages, 2020.

Mikael Bodén and Janet Wiles. Context-free and context-sensitive dynamics in recurrent
neural networks. *Connection Science*, 12(3-4):197–210, 2000.

WM Boothby. On two classical theorems of algebraic topology. *The American Mathematical
Monthly*, 78(3):237–249, 1971.

Noam Chomsky and Marcel P Schützenberger. The algebraic theory of context-free languages.
In *Studies in Logic and the Foundations of Mathematics*, volume 26, pages 118–161. Elsevier,
1959.

Junyoung Chung, Caglar Gulcehre, KyungHyun Cho, and Yoshua Bengio. Empirical
evaluation of gated recurrent neural networks on sequence modeling. *arXiv preprint
arXiv:1412.3555*, 2014.

Stephen Chung and Hava Siegelmann. Turing completeness of bounded-precision recurrent
neural networks. *Advances in Neural Information Processing Systems*, 34, 2021.

Axel Cleeremans, David Servan-Schreiber, and James L McClelland. Finite state automata
and simple recurrent networks. *Neural computation*, 1(3):372–381, 1989.

Sreerupa Das, C Lee Giles, and Guo-Zheng Sun. Learning context-free grammars: Capabilities
and limitations of a recurrent neural network with an external stack memory. In *Proceedings
of The Fourteenth Annual Conference of Cognitive Science Society. Indiana University,*
page 14, 1992.

Sreerupa Das, C Lee Giles, and Guo-Zheng Sun. Using prior knowledge in a nnpda to learn
context-free languages. In *Advances in neural information processing systems*, pages 65–72,
1993.
Colin De la Higuera. *Grammatical inference: learning automata and grammars*. Cambridge University Press, 2010.

Markus Exler, Michael Moser, Josef Pichler, Günter Fleck, and Bernhard Dorninger. Grammatical inference from data exchange files: An experiment on engineering software. In *2018 IEEE 25th International Conference on Software Analysis, Evolution and Reengineering (SANER)*, pages 557–561. IEEE, 2018.

Paolo Frasconi, Marco Gori, and Giovanni Soda. Injecting nondeterministic finite state automata into recurrent neural networks. *Relatórios Tecnico. DSHIT15192, Dipartimento di Sistemi e Informatica, Firenze, Italy*, 1992.

F. A. Gers and E. Schmidhuber. Lstm recurrent networks learn simple context-free and context-sensitive languages. *IEEE Transactions on Neural Networks*, 12(6):1333–1340, Nov 2001. ISSN 1045-9227. doi: 10.1109/72.963769.

C Lee Giles and Christian W Omlin. Extraction, insertion and refinement of symbolic rules in dynamically driven recurrent neural networks. *Connection Science*, 5(3-4):307–337, 1993.

C Lee Giles, Steve Lawrence, and Ah Chung Tsoi. Noisy time series prediction using recurrent neural networks and grammatical inference. *Machine learning*, 44(1-2):161–183, 2001.

E Mark Gold. Language identification in the limit. *Information and control*, 10(5):447–474, 1967.

Alex Graves, Greg Wayne, and Ivo Danihelka. Neural turing machines. *arXiv preprint arXiv:1410.5401*, 2014.

Alex Graves, Greg Wayne, Malcolm Reynolds, Tim Harley, Ivo Danihelka, Agnieszka Grabska-Barwińska, Sergio Gómez Colmenarejo, Edward Grefenstette, Tiago Ramalho, John Agapiou, et al. Hybrid computing using a neural network with dynamic external memory. *Nature*, 538(7626):471, 2016.

Edward Grefenstette, Karl Moritz Hermann, Mustafa Suleyman, and Phil Blunsom. Learning to transduce with unbounded memory. In *Advances in neural information processing systems*, pages 1828–1836, 2015.

Michael Hahn. Theoretical limitations of self-attention in neural sequence models. *Transactions of the Association for Computational Linguistics*, 8:156–171, 2020.

Yiding Hao, William Merrill, Dana Angluin, Robert Frank, Noah Amsel, Andrew Benz, and Simon Mendelsohn. Context-free transductions with neural stacks. *arXiv preprint arXiv:1809.02836*, 2018.

John E Hopcroft, Rajeev Motwani, and Jeffrey D Ullman. Introduction to automata theory, languages, and computation. *Acm Sigact News*, 32(1):60–65, 2001.

John E. Hopcroft, Rajeev Motwani, and Jeffrey D. Ullman. *Introduction to Automata Theory, Languages, and Computation (3rd Edition)*. Pearson, 2006. ISBN 0321455363.
Bill G Horne and Don R Hush. Bounds on the complexity of recurrent neural network implementations of finite state machines. In *Advances in neural information processing systems*, pages 359–366, 1994.

Armand Joulin and Tomas Mikolov. Inferring algorithmic patterns with stack-augmented recurrent nets. In *Advances in neural information processing systems*, pages 190–198, 2015.

John F Kolen. Recurrent networks: State machines or iterated function systems. In *Proceedings of the 1993 Connectionist Models Summer School*, pages 203–210. Hillsdale NJ, 1994.

Samuel A. Korsky and Robert C. Berwick. On the computational power of rnns. *CoRR*, abs/1906.06349, 2019. URL http://arxiv.org/abs/1906.06349.

Karol Kurach, Marcin Andrychowicz, and Ilya Sutskever. Neural random-access machines. *arXiv preprint arXiv:1511.06392*, 2015.

Hung Le, Truyen Tran, and Svetha Venkatesh. Neural stored-program memory. *arXiv preprint arXiv:1906.08862*, 2019.

Ankur Mali, Alexander Ororbia, and C Lee Giles. The neural state pushdown automata. *arXiv preprint arXiv:1909.05233*, 2019.

Ankur Mali, Alexander Ororbia, Daniel Kifer, and Clyde Lee Giles. Recognizing long grammatical sequences using recurrent networks augmented with an external differentiable stack. *arXiv preprint arXiv:2004.07623*, 2020a.

Ankur Mali, Alexander Ororbia, Daniel Kifer, and Lee Giles. Recognizing long grammatical sequences using recurrent networks augmented with an external differentiable stack. In *International Conference on Grammatical Inference*, pages 130–153. PMLR, 2021a.

Ankur Mali, Alexander G Ororbia, Daniel Kifer, and C Lee Giles. Recognizing and verifying mathematical equations using multiplicative differential neural units. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 35, pages 5006–5015, 2021b.

William Merrill, Gail Weiss, Yoav Goldberg, Roy Schwartz, Noah A Smith, and Eran Yahav. A formal hierarchy of rnn architectures. *arXiv preprint arXiv:2004.08500*, 2020.

Marvin Lee Minsky. *Computation*. Prentice-Hall Englewood Cliffs, 1967.

Hyoungwook Nam, Segwang Kim, and Kyomin Jung. Number sequence prediction problems for evaluating computational powers of neural networks. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 33, pages 4626–4633, 2019.

Turlough Neary and Damien Woods. Four small universal turing machines. In *International Conference on Machines, Computations, and Universality*, pages 242–254. Springer, 2007.
Christian W Omlin and C Lee Giles. Constructing deterministic finite-state automata in recurrent neural networks. *Journal of the ACM (JACM)*, 43(6):937–972, 1996a.

Christian W Omlin and C Lee Giles. Extraction of rules from discrete-time recurrent neural networks. *Neural networks*, 9(1):41–52, 1996b.

Christian W Omlin and C Lee Giles. Stable encoding of large finite-state automata in recurrent neural networks with sigmoid discriminants. *Neural Computation*, 8(4):675–696, 1996c.

Jordan B Pollack. Recursive distributed representations. *Artificial Intelligence*, 46(1-2):77–105, 1990.

Jorge PÃ­rez, Pablo BarcelÃ³, and Javier Marinkovic. Attention is turing-complete. *Journal of Machine Learning Research*, 22(75):1–35, 2021. URL http://jmlr.org/papers/v22/20-302.html.

Luzi Sennhauser and Robert C Berwick. Evaluating the ability of lstms to learn context-free grammars. *arXiv preprint arXiv:1811.02611*, 2018.

Hava T. Siegelmann and Eduardo D. Sontag. Analog computation via neural networks. *Theor. Comput. Sci.*, 131(2):331–360, 1994.

Hava T. Siegelmann and Eduardo D. Sontag. On the computational power of neural nets. *J. Comput. Syst. Sci.*, 50(1):132–150, 1995.

Michael Sipser. Introduction to the theory of computation. *ACM Sigact News*, 27(1):27–29, 1996.

G. Z. Sun, C. L. Giles, and H. H. Chen. *The neural network pushdown automaton: Architecture, dynamics and training*, pages 296–345. Springer Berlin Heidelberg, Berlin, Heidelberg, 1998. ISBN 978-3-540-69752-7. doi: 10.1007/BFb0054003.

Guo-Zheng Sun, C Lee Giles, and Hsing-Hen Chen. The neural network pushdown automaton: Architecture, dynamics and training. In *International School on Neural Networks, Initiated by IIASS and EMFCSC*, pages 296–345. Springer, 1997.

Mirac Suzgun, Sebastian Gehrmann, Yonatan Belinkov, and Stuart M. Shieber. Memory-augmented recurrent neural networks can learn generalized dyck languages, 2019.

Whitney Tabor. Fractal encoding of context-free grammars in connectionist networks. *Expert Systems*, 17(1):41–56, 2000.

Cheng Wang and Mathias Niepert. State-regularized recurrent neural networks. In *International Conference on Machine Learning*, pages 6596–6606, 2019.

Gail Weiss, Yoav Goldberg, and Eran Yahav. Extracting automata from recurrent neural networks using queries and counterexamples. In *International Conference on Machine Learning*, pages 5247–5256, 2018.
Wojciech Wieczorek and Olgierd Unold. Use of a novel grammatical inference approach in classification of amyloidogenic hexapeptides. *Computational and mathematical methods in medicine*, 2016, 2016.

Janet Wiles and Jeff Elman. Learning to count without a counter: A case study of dynamics and activation landscapes in recurrent networks. In *Proceedings of the seventeenth annual conference of the cognitive science society*, number s 482, page 487. Erlbaum Hillsdale, NJ, 1995.

Dani Yogatama, Yishu Miao, Gabor Melis, Wang Ling, Adhiguna Kuncoro, Chris Dyer, and Phil Blunsom. Memory architectures in recurrent neural network language models. In *International Conference on Learning Representations*, 2018.

Zheng Zeng, Rodney M Goodman, and Padhraic Smyth. Discrete recurrent neural networks for grammatical inference. *IEEE Transactions on Neural Networks*, 5(2):320–330, 1994.