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Abstract

We consider large-scale networks with $n$ nodes, out of which $k$ are in possession, (e.g., have sensed or collected in some other way) $k$ information packets. In the scenarios in which network nodes are vulnerable because of, for example, limited energy or a hostile environment, it is desirable to disseminate the acquired information throughout the network so that each of the $n$ nodes stores one (possibly coded) packet and the original $k$ source packets can be recovered later in a computationally simple way from any $(1 + \epsilon)k$ nodes for some small $\epsilon > 0$.

We developed two distributed algorithms for solving this problem based on simple random walks and Fountain codes. Unlike all previously developed schemes, our solution is truly distributed, that is, nodes do not know $n$, $k$, or connectivity in the network, except in their own neighborhoods, and they do not maintain any routing tables. In the first algorithm, all the sensors have the knowledge of $n$ and $k$. In the second algorithm, each sensor estimates these parameters through the random walk dissemination. We present analysis of the communication/transmission and encoding/decoding complexity of these two algorithms, and provide extensive simulation results as well.

1 Introduction

Wireless sensor networks consist of small devices (sensors) with limited resources (e.g., low CPU power, small bandwidth, limited battery and memory). They can be deployed to monitor objects, measure temperature, detect fires, and other disaster phenomena. They are often used in isolated, hard to reach areas, where human involvement is limited. Consequently, data acquired by sensors may have short lifetime, and any processing on it within the network should have low complexity and power consumption.

We consider a large-scale wireless sensor networks with $n$ sensors. Among them, $k \ll n$ sensors have collected (sensed) some information. Since sensors are often short-lived because of limited energy or hostile environment, it is desirable to disseminate the acquired information throughout the network so that each of the $n$ nodes stores one (possibly coded) packet and the original $k$ source packets can be recovered in a computationally simple way from any $(1 + \epsilon)k$ of nodes for some small $\epsilon > 0$. Here, the sensors do not know locations of each other, and they do not maintain any routing tables.

Various solutions to the centralized version of this problem have been proposed, and are based on well known coding schemes such as Fountain codes or MDS codes. To distribute the information from multiple sources throughout the network so that each node stores a coded packet as if obtained by centralized LT (Luby Transform) coding. Lin et al. proposed a solution that uses random walks with traps. To achieve the desired code degree distribution, they employed the Metropolis algorithm to specify transition probabilities of the random walks. In this way, the original $k$ source packets are encoded by LT codes and the decoding process can be done by querying any $(1 + \epsilon)k$ arbitrary sensors. Because of properties of LT codes, the encoding and decoding complexity are linear and therefore have low energy consumption.

In the methods of Lin et al., the knowledge of the total number of sensors $n$ and sources $k$ is required for calculating the number of random walks that each source needs to initiate and for calculating the probability of trapping at each sensor. Another type of global information, namely, the maximum node degree (i.e., the maximum number of neighbors) in the network, is also required to perform the Metropolis
algorithm. However, for a large-scale sensor network, such global information may not be easy to obtain by each individual sensor, especially when there is possibility of change in topology. Moreover, the algorithms proposed in [11] assume that each sensor encodes only after receiving enough source packets. This requires each sensor to maintain a large enough temporary memory buffer, which may not be practical in real sensor networks.

In this paper, we propose two new algorithms to solve the distributed storage problem in large-scale sensor networks. We refer to these algorithms as LT-Codes based Distributed Storage-I (LTDCS-I) and LT-Codes based Distributed Storage-II (LTDCS-II). Both algorithms use simple random walks without trapping to disseminate source packets. In contrast to the methods in [11], both algorithms demand little global information and memory at each sensor. In LTDCS-I, only the values of \( n \) and \( k \) are needed, whereas the maximum node degree, which is more difficult to obtain, is not required. In LTDCS-II, no sensor needs to know any global information (that is, knowing \( n \) and \( k \) is no longer required). Instead, sensors can obtain good estimates for those parameters by using some properties of random walks. Moreover, in both algorithms, instead of waiting until all the necessary source packets are collected to do encoding, each sensor makes decisions and performs encoding online upon each reception of resource packets. This mechanism reduces the memory demand significantly.

The main contributions of this paper are as follows:
(i) We propose two new algorithms (LTDCS-I and LTDCS-II) for distributed storage in large-scale sensor networks, using simple random walks and LT codes. These algorithms are simpler, more robust, and less constrained in comparison to previous solutions.
(ii) We present complexity analysis of both algorithms, including transmission, encoding, and decoding complexity.
(iii) We evaluate and illustrate the performance of both algorithms by extensive simulation.

This paper is organized as follows. We start with a short survey of the related work in Section 2. In Section 3, we introduce the network model and present Luby Transform (LT) codes. In Section 4, we propose two LT codes based distributed storage algorithms called LTDCS-I and LTDCS-II. We then present simulation studies and provide performance analysis of the proposed algorithms in Section 5 and concluded in Section 6.

2 Related Work

The most related work to one presented here is [11][10]. Lin et al. studied the question “how to retrieve historical data that the sensors have gathered even if some sensors are destroyed or disappeared from the network?” They analyzed techniques to increase persistence of sensed data in a random wireless sensor network, and proposed two decentralized algorithms using Fountain codes to guarantee the persistence and reliability of cached data on unreliable sensors. They used random walks to disseminate data from multiple sensors (sources) to the whole network. Based on the knowledge of the total number of sensors \( n \) and sources \( k \), each source calculates the number of random walks it needs to initiate, and each sensor calculates the number of source packets it needs to trap. In order to achieve some desired packet distribution, the transition probabilities of random walks are specified by the well known Metropolis algorithm [11].

Dimakis et al. in [4][6] proposed a decentralized implementation of Fountain codes that uses geographic routing, where every node has to know its location. The motivation for using Fountain codes is their low decoding complexity. Also, one does not know in advance the degrees of the output nodes in this type of codes. The authors proposed a randomized algorithm that constructs Fountain codes over a grid network using only geographical knowledge of nodes and local randomized decisions. Fast random walks are used to disseminate source data to the storage nodes in the network.

Kamara et al. in [9][8] proposed a novel technique called growth codes to increase data persistence in wireless sensor networks, namely, increase the amount of information that can be recovered at the sink. Growth coding is a linear technique in which information is encoded in an online distributed way with increasing degree of a storage node. Kamara et al. showed that growth codes can increase the amount of information that can be recovered at any storage node at any time period whenever there is a failure in some other nodes. They did not use robust or soliton distributions, but proposed a new distribution depending on the network condition to determine degrees of the storage nodes. The motivation for their work was that i) Positions and topology of the nodes are not known. ii) They assume a round time of node updates, meaning with increasing the time \( t \), degree of a symbol is increased. This is the idea behind growth degrees. iii) They provide practical implementations of growth codes and compare its performance with other codes. iv) The decoding part is done by querying an arbitrary sink, if the original sensed data has been collected correctly then finish, otherwise query another sink node.

Lun et al. in [13] proposed two decentralized algorithms to compute the minimum-cost subgraphs for establishing multicast connections using network coding. Also, they extended their work to the problem of minimum-energy multicast in wireless networks as well as they studied directed point-to-point multicast and evaluated the case of elastic rate demand.
3 Wireless Sensor Networks and Fountain Codes

In this section, we introduce our network model and provide background of Fountain codes and, in particular, one important class of Fountain codes—LT (Luby Transform) codes [12].

3.1 Network Model

Our wireless sensor network consists of \( n \) nodes that are uniformly distributed at random in a region \( A = [L, L]^2 \) for \( L > 1 \). The density of the network is given by

\[
\lambda = \frac{n}{|A|} = \frac{n}{L^2},
\]

where \(|A|\) is the two-dimensional Lebesgue measure (or area) of \( A \). Each sensor node has an identical communication radius \( r \); thus any two nodes can communicate with each other if and only if their distance is less than or equal to \( r \). This model is known as random geometric graphs [7, 15]. Among these \( n \) nodes, there are \( k \) source nodes that have information to be disseminated throughout the network for storage. These \( k \) nodes are uniformly and independently distributed at random among the \( n \) nodes. Usually, the fraction of source nodes, i.e., \( \frac{k}{n} \), is not very large (e.g., 10\%, or 20\%).

Note that, although we assume the nodes are uniformly distributed at random in a region, our algorithms and results do not rely on this assumption. In fact, they can be applied for any network topology, for example, regular grids.

We assume that no node has knowledge about the locations of other nodes and no routing table is maintained; consequently, the algorithm proposed in [5] cannot be applied. Moreover, we assume that each node has limited or no knowledge of global information, but know its neighbors. The limited global information refers to the total numbers of nodes \( n \) and sources \( k \). Any further global information, for example the maximal number of neighbors in the network, is not available. Hence, the algorithms proposed in [11, 10] are not applicable.

**Definition 1.** (Node Degree) Consider a graph \( G = (V, E) \), where \( V \) and \( E \) denote the set of nodes and links, respectively. Given \( u, v \in V \), we say \( u \) and \( v \) are adjacent (or \( u \) is adjacent to \( v \), and vice versa) if there exists a link between \( u \) and \( v \), i.e., \((u, v) \in E\). In this case, we also say that \( u \) and \( v \) are neighbors. Denote by \( N(u) \) the set of neighbors of a node \( u \). The number of neighbors of a node \( u \) is called the node degree of \( u \), and denoted by \( d_n(u) \), i.e., \(|N(u)| = d_n(u)\). The mean degree of a graph \( G \) is then given by

\[
\mu = \frac{1}{|V|} \sum_{u \in G} d_n(u),
\]

where \(|V|\) is the total number of nodes in \( G \).

3.2 Fountain Codes

For \( k \) source blocks \( \{x_1, x_2, \ldots, x_k\} \) and a probability distribution \( \Omega(d) \) with \( 1 \leq d \leq k \), a Fountain code with parameters \((k, \Omega)\) is a potentially limitless stream of output blocks \( \{y_1, y_2, \ldots\} \). Each output block is obtained by XORing \( d \) randomly and independently chosen source blocks, where \( d \) is drawn from a specially designed distribution \( \Omega(d) \). This is illustrated in Figure 1. Fountain codes are rateless, and one of their main advantages is that the encoding operations can be performed online. The encoding cost is the expected number of operation sufficient for generating an output symbol, and the decoding cost is the expected number of operations sufficient to recover the \( k \) input blocks. Another advantage of Fountain codes, as opposed to purely random codes is that their decoding complexity can be made low by appropriate choice of \( \Omega(d) \), with little sacrifice in performance. The decoding of Fountain codes can be done by message passing.

**Definition 2.** (Code Degree) For Fountain codes, the number of source blocks used to generate an encoded output \( y \) is called the code degree of \( y \), and denoted by \( d_c(y) \). By construction, the code degree distribution \( \Omega(d) \) is the probability distribution of \( d_c(y) \).

3.3 LT Codes

LT (Luby Transform) codes are a special class of Fountain codes which uses Ideal Soliton or Robust Soliton distributions [12]. The Ideal Soliton distribution \( \Omega_{IS}(d) \) for \( k \) source blocks is given by

\[
\Omega_{IS}(i) = \Pr(d = i) = \begin{cases} \frac{1}{k}, & i = 1 \\ \frac{1}{i(i-1)}, & i = 2, 3, \ldots, k \end{cases}
\]
Let \( R = c_0 \sqrt{k \ln(k/\delta)} \), where \( c_0 \) is a suitable constant and \( 0 < \delta < 1 \). The Robust Soliton distribution for \( k \) source blocks is defined as follows. Define

\[
\tau(i) = \begin{cases} 
\frac{R}{ik}, & i = 1, \ldots, \frac{k}{R} - 1 \\
\frac{R \ln(R/\delta)}{k}, & i = \frac{k}{R}, \\
0, & i = \frac{k}{R} + 1, \ldots, k,
\end{cases}
\]

and let

\[
\beta = \sum_{i=1}^{k} \tau(i) + \Omega_{\tau_s}(i).
\]

The Robust Soliton distribution is given by

\[
\Omega_{\tau_s}(i) = \frac{\tau(i) + \Omega_{\tau_s}(i)}{\beta}, \quad \text{for all} \quad i = 1, 2, \ldots, k
\]

The following result provides the performance of the LT codes with Robust Soliton distribution [12, Theorems 12 and 13].

**Lemma 3 (Luby [12]).** For LT codes with Robust Soliton distribution, \( k \) original source blocks can be recovered from any \( k + O(\sqrt{k \ln^2(k/\delta)}) \) encoded output blocks with probability \( 1 - \delta \). Both encoding and decoding complexity is \( O(k \ln(k/\delta)) \).

## 4 LT-Codes Based Distributed Storage (LTCDs) Algorithms

In this section, we present two LT-Codes based Distributed Storage (LTCDs) algorithms. In both algorithms, the source packets are disseminated throughout the network by a simple random walk. In the first one, called LTCDs-I algorithm, we assume that each node in the network has limited the global information, that is, knows the total number of sources \( k \) and the total number of nodes \( n \). Unlike the scheme proposed in in [10], our algorithm does not require the nodes to know the maximum degree of the graph, which is much harder to obtain than \( k \) and \( n \). The second algorithm, called LTCDs-II, is a fully distributed algorithm which does not require nodes to know any global information. The price we pay for this benefit is extra transmissions of the source packets to obtain estimates for \( n \) and \( k \).

### 4.1 With Limited Global Information—LTCDs-I

In LTCDs-I, we assume that each node in the network knows the values of \( k \) and \( n \). We use simple random walks [17] for each source to disseminate its information to the whole network. At each round, each node \( u \) that has packets to transmit chooses one node \( v \) among its neighbors uniformly independently at random, and sends the packet to the node \( v \). In order to avoid local-cluster effect—each source packet is trapped most likely by its neighbor nodes—we let each node accept a source packet equiprobably. To achieve this, we also need each source packet to visit each node in the network at least once.

For a random walk on a graph, the cover time is defined as follows [17]:

**Definition 4.** (Cover Time) Given a graph \( G \), let \( T_{\text{cover}}(u) \) be the expected length of a random walk that starts at node \( u \) and visits every node in \( G \) at least once. The cover time of \( G \) is defined by

\[
T_{\text{cover}}(G) = \max_{u \in G} T_{\text{cover}}(u).
\]

For a simple random walk on a random geometric graph, the following result bounds the cover time [3].

**Lemma 5 (Avin and Erçal [3]).** If a random geometric graph with \( n \) nodes is a connected graph with high probability, then

\[
T_{\text{cover}}(G) = \Theta(n \log n).
\]

As a result of Lemma 5, we can set a counter for each source packet and increase the counter by one after each forward transmission until the counter reaches some threshold \( C_1 n \log n \) to guarantee that the source packet visits each node in the network at least once. The detailed descriptions of the initialization, encoding and storage phases (steps) of LTCDs-I algorithm are given below:

(i) **Initialization Phase:**

1. Each node \( u \) in the network draws a random number \( d_c(u) \) according to the distribution \( \Omega_{\tau_s}(d) \) given by [3] (or \( \Omega_{\tau_x}(d) \) given by [6]). Each source node \( s_i, i = 1, \ldots, k \) generates a header for its source packet \( x_{s_i} \) and puts its ID and a counter \( c(x_{s_i}) \) with initial value zero into the packet header. We set up tokens for initial and update packets. We assume that a token is set to zero for an initial packet and 1 for an update packet.

\[
packet_{s_i} = (ID_{s_i}, x_{s_i}, c(x_{s_i}))
\]

2. Each source node \( s_i \) sends out its own source packet \( x_{s_i} \) to another node \( u \) which is chosen uniformly at random among all its neighbors \( N(s_i) \).

3. The chosen node \( u \) accepts this source packet \( \packet_{s_i} \) with probability \( \frac{d_c(u)}{\sqrt{n}} \) and updates its storage as

\[
y^+_u = y^+_u \oplus x_{s_i},
\]

where \( y^-_u \) and \( y^+_u \) denote the packet that the node \( u \) stores before and after the updating, respectively, and \( \oplus \) represents XOR operation. No matter whether the source packet is accepted or not.
the node $u$ puts it into its forward queue and set the counter of $x_s$, as
\begin{equation}
 c(x_{s_i}) = 1. \tag{10}
\end{equation}

(ii) **Encoding Phase:**

1. In each round, when a node $u$ receives at least one source packet before the current round, $u$ forwards the head-of-line (HOL) packet $x$ in its forward queue to one of its neighbor $v$, chosen uniformly at random among all its neighbors $\mathcal{N}(u)$.
2. Depending on how many times $x$ has visited $v$, the node $v$ makes its decisions:
   - If it is the first time that $x$ visits $v$, then the node $v$ accepts this source packet with probability $\frac{d}{k}$ and updates its storage as
   \begin{equation}
   y_v^+ = y_v \oplus x. \tag{11}
   \end{equation}
   - If $x$ has visited $v$ before and $c(x) < C_1 n \log n$ where $C_1$ is a system parameter, then the node $v$ accepts this source packet with probability 0.
   - No matter $x$ is accepted or not, the node $v$ puts it into its forward queue and increases the counter of $x$ by one:
   \begin{equation}
   c(x) = c(x) + 1. \tag{12}
   \end{equation}
   - If $x$ has visited $v$ before and $c(x) \geq C_1 n \log n$ then the node $v$ discards the packet $x$ forever.

(iii) **Storage Phase:**

When a node $u$ makes its decisions for all the source packets $x_{s_1}, x_{s_2}, \ldots, x_{s_k}$, i.e., all these packets have visited the node $u$ at least once, the node $u$ finishes its encoding process by declaring the current $y_u$ to be its storage packet.

The pseudo-code of these steps is given in LTCDS-I Algorithm.

The following theorem establishes the code degree distribution of each storage node induced by the LTCDS-I algorithm.

**Theorem 6.** When a sensor network with $n$ nodes and $k$ sources finishes the storage phase of the LTCDS-I algorithm, the code degree distribution of each storage node $u$ is given by
\begin{equation}
 \Pr(d_c(u) = i) = \sum_{d_c(u)=1}^{k} \binom{k}{i} \left( \frac{d_c(u)}{k} \right)^i \left( 1 - \frac{d_c(u)}{k} \right)^{k-i} \Omega'(d_c(u)), \tag{13}
\end{equation}
where $d_c(u)$ is given in the initialization phase of the LTCDS-I algorithm from distribution $\Omega'(d)$ (i.e., $\Omega_{is}(d)$ or $\Omega_{rs}(d)$), and $d_c(u)$ is the code degree of the node $u$ resulting from the algorithm.

**Proof.** For each node $u$, $d_c(u)$ is drawn from a distribution $\Omega'(d)$ (i.e., $\Omega_{is}(d)$ or $\Omega_{rs}(d)$). Given $d_c(u)$, the node $u$ accepts each source packet with probability $\frac{d_c(u)}{k}$ independently of each other and $d_c(u)$. Thus, the number of source packets that the node $u$ accepts follows a Binomial distri-
and thereafter (13) holds.

ally not practical, especially when each sensor has enough buffer or memory, which is usu-
dered to all nodes. Therefore, to design a fully distributed storage algorithm which does not require any global information is very important and useful. In this subsection, we present such an algorithm based on LT codes, called LTCDS-II. The idea behind this algorithm is to utilize some features of simple random walks to do inference to obtain individual estimates of \( n \) and \( k \) for each node.

**Theorem 7.** Suppose sensor networks have \( n \) nodes and \( k \) sources and the LTCDS-I algorithm uses the Robust Soliton distribution \( \Omega_{rs} \). Then, when \( n \) and \( k \) are sufficient large, the \( k \) original source packets can be recovered from any \( k + O(\sqrt{k} \ln(k/\delta)) \) storage nodes with probability \( 1 - \delta \). The decoding complexity is \( O(k \ln(k/\delta)) \).

Theorem 7 asserts that when \( n \) and \( k \) are sufficiently large, the performance of the LTCDS-I is similar to LT coding.

Another main performance metric is the transmission cost of the algorithm, which is characterized by the total number of transmissions (the total number of steps of \( k \) random walks).

**Theorem 8.** Denote by \( T_{LTCDIS}^{f(I)} \) the total number of transmissions of the LTCDS-I algorithm, then we have

\[
T_{LTCDIS}^{f(I)} = \Theta(k n \log n),
\]

where \( k \) is the total number of sources, and \( n \) is the total number of nodes in the network.

**Proof.** We know that each one of \( k \) source packets is stooped and discarded if and only if it has been forwarded for \( C_1 n \log(n) \) times, for some constant \( C_1 \). Then the total number of transmissions of the LTCDS-I algorithm for all \( k \) packets is a direct consequence and it is given by (14). 

4.2 Without any Global Information—LTCDIS-II

In many scenarios, especially when a change in network topology occurs because of, for example, node mobility or node failures, the exact values of \( n \) and \( k \) may not be available to all nodes. Therefore, to design a fully distributed storage algorithm which does not require any global information is very important and useful. In this subsection, we present such an algorithm based on LT codes, called LTCDS-II. The idea behind this algorithm is to utilize some features of simple random walks to do inference to obtain individual estimates of \( n \) and \( k \) for each node.

We introduce of inter-visit time and inter-packet time [1] as follows:

![Figure 2. Code degree distribution comparing: (a) Ideal Soliton distribution \( \Omega_{is} \) (given by (3)) and the resulting degree distribution from LTCDS-I algorithm (given by (13)). Here \( k = 40 \); (b) Robust Soliton distribution \( \Omega_{rs} \) (given by (6)) and the resulting degree distribution from LTCDS-I algorithm (given by (13)). Here \( k = 40, c_0 = 0.1 \) and \( \delta = 0.5 \).](image-url)
**Definition 9. (Inter-Visit Time)** For a random walk on a graph, the inter-visit time of node \( u \), \( T_{\text{visit}}(u) \), is the amount of time between any two consecutive visits of the random walk to node \( u \). This inter-visit time is also called return time.

For a simple random walk on random geometric graphs, the following lemma provides results on the expected inter-visit time of any node. The proof is straightforward by following the standard result of stationary distribution of a simple random walk on graphs and the mean return time for a Markov chain [1] [17] [14]. For completeness, we provide the proof in Appendix 6.1.

**Lemma 10.** For a node \( u \) with node degree \( d_n(u) \) in a random geometric graph, the mean inter-visit time is given by

\[
E[T_{\text{visit}}(u)] = \frac{\mu n}{d_n(u)},
\]

where \( \mu \) is the mean degree of the graph given by Equation (3).

From Lemma 10 we can see that if each node \( u \) can measure the expected inter-visit time \( E[T_{\text{visit}}(u)] \), then the total number of nodes \( n \) can be estimated by

\[
n = \frac{d_n(u) E[T_{\text{visit}}(u)]}{\mu}.
\]

However, the mean degree \( \mu \) is a global information and may be hard to obtain. Thus, we make a further approximation and let the estimate of \( n \) by the node \( u \) be

\[
\hat{n}(u) = E[T_{\text{visit}}(u)].
\]

Hence, every node \( u \) computes its own estimate of \( n \). In our distributed storage algorithms, each source packet follows a simple random walk. Since there are \( k \) sources, we have \( k \) individual simple random walks in the network. For a particular random walk, the behavior of the return time is characterized by Lemma 10. On the other hand, Lemma 12 below provides results on the inter-visit time among all \( k \) random walks, which is called inter-packet time for our algorithm, defined as follows:

**Definition 11. (Inter-Packet Time)** For \( k \) random walks on a graph, the inter-packet time of node \( u \), \( T_{\text{packet}}(u) \), is the amount of time between any two consecutive visits of those \( k \) random walks to node \( u \).

For the mean value of inter-packet time, we have the following lemma, for which the proof is given in Appendix 6.2.

**Lemma 12.** For a node \( u \) with node degree \( d_n(u) \) in a random geometric graph with \( k \) simple random walks, the mean inter-packet time is given by

\[
E[T_{\text{packet}}(u)] = \frac{E[T_{\text{visit}}(u)]}{k} = \frac{\mu n}{kd_n(u)},
\]

where \( \mu \) is the mean degree of the graph given by Equation (2).

From Lemma 10 and Lemma 12, it is easy to see that for any node \( u \), an estimation of \( k \) can be obtained by

\[
\hat{k}(u) = \frac{E[T_{\text{visit}}(u)]}{E[T_{\text{packet}}(u)]}.
\]

After obtaining estimates for both \( n \) and \( k \), we can employ similar techniques used in LTCDs-I to do LT coding and storage. The detailed descriptions of the initialization, inference, encoding, and storage phases of LTCDs-II algorithm are given below:

(i) **Initialization Phase:**

1. Each source node \( s_i \), \( i = 1, \ldots, k \) generates a header for its source packet \( x_{s_i} \) and puts its ID and a counter \( c(x_{s_i}) \) with initial value zero into the packet header.
2. Each source node \( s_i \) sends out its own source packet \( x_{s_i} \) to one of its neighboring nodes \( u \), chosen uniformly at random among all its neighbors \( N(s_i) \).
3. The node \( u \) puts \( x_{s_i} \) into its forward queue and sets the counter of \( x_{s_i} \) as

\[
c(x_{s_i}) = 1.
\]

(ii) **Inference Phase:**

1. For each node \( u \), suppose \( x_{s(u)} \) is the first source packet that visits \( u \), and denote by \( t^{(j)}(s_{(u)}) \) the time when \( x_{s(u)} \) has its \( j \)-th visit to the node \( u \). Meanwhile, each node \( u \) also maintains a record of visiting time for each other source packet \( x_{s(u)} \), that visited it. Let \( t_{s(u)}^{(j)} \) be the time when source packet \( x_{s(u)} \) has its \( j \)-th visit to the node \( u \). After \( x_{s(u)} \) visiting the node \( u \) \( C_2 \) times, where \( C_2 \) is a system parameter which is a positive constant, the node \( u \) stops this monitoring and recoding procedure. Denote by \( k(u) \) the number of source packets that have visited at least once upon that time.
2. For each node \( u \), let \( J(s(u)) \) be the number of visits of source packet \( x_{s(u)} \), to the node \( u \) and let

\[
T_{s(u)} = \frac{1}{J(s(u))} \sum_{j=1}^{J(s(u))} t^{(j)}(s(u)) - t^{(j-1)}(s(u)),
\]

Then, the average inter-visit time for node \( u \) is given by

\[
\bar{T}_{\text{visit}}(u) = \frac{1}{k(u)} \sum_{i=1}^{k(u)} T_{s(u,i)}.
\]
is given by

\[ T_{\text{packet}}(u) = \frac{J_{\min} - J_{\max}}{\sum_{s(u)} J(s(u))}, \] (24)

Then the node \( u \) can estimate the total number of nodes in the network and the total number of sources as

\[ \hat{n}(u) = \frac{T_{\text{visit}}(u)}{T_{\text{packet}}(u)}, \] (25)

and

\[ \hat{k}(u) = \frac{T_{\text{visit}}(u)}{T_{\text{packet}}(u)}. \] (26)

(3) In this phase, the counter \( c(x_{s_i}) \) of each source packet \( c(x_{s_i}) \) is incremented by one after each transmission.

(iii) **Encoding Phase:**

When a node \( u \) obtains estimates \( \hat{n}(u) \) and \( \hat{k}(u) \), it begins encoding phase which is the same as the one in LTCDS-I Algorithm except that the code degree \( d_c(u) \) is drawn from distribution \( \Omega_{d_c}(d) \) (or \( \Omega_{d_c}(d) \)) with replacement of \( k \) by \( \hat{k}(u) \), and a source packet \( x_{s_i} \) is discarded if \( c(x_{s_i}) \geq C_3 \hat{n}(u) \log \hat{n}(u) \), where \( C_3 \) is a system parameter which is a positive constant.

(iv) **Storage Phase:**

When a node \( u \) has made its decisions for \( \hat{k} \) source packets, it finishes its encoding process and \( y_u \) becomes the storage packet of \( u \).

The total number of transmissions (the total number of steps of \( k \) random walks) in the LTCDS-II algorithm has the same order as LTCDS-I.

**Theorem 13.** Denote by \( T^{(II)}_{\text{LTCDS}} \) the total number of transmissions of the LTCDS-II algorithm, then we have

\[ T^{(II)}_{\text{LTCDS}} = \Theta(kn \log n), \] (27)

where \( k \) is the total number of sources, and \( n \) is the total number of nodes in the network.

**Proof.** In the interference phase of the LTCDS-II algorithm, the total number of transmissions is upper bounded \( C'n \) for some constants \( C' > 0 \). That is because each node needs to receive the first visit source packet for \( C_2 \) times, and by Lemma[10] the mean inter-visit time is \( \Theta(n) \).

In the decoding phase, the same as in the LTCDS-I algorithm, in order to guarantee that each source packet visits all the nodes at least once, the number of steps of the simple random walk is \( \Theta(n \log n) \). In other words, each source packet is stopped and discarded if and only if the counter reaches the threshold \( C_3 \hat{n}(u) \log(n) \) for some system parameter \( C_3 \). Therefore, we have [27].

### 4.3 Updating Data

Now, we turn our attention to data updating after all storage nodes saved their values \( y_1, y_2, \ldots, y_n \), but a sensor node, say \( s_i \), wants to update its value to the appropriate set of storage nodes in the network. The following updating algorithm applies for both LTCDS-I and LTCDS-II. For simplicity, we illustrate the idea with LTCDS-I.

Assume the sensor node prepared a packet with its ID, old data \( x_{s_i} \), new data \( x'_{s_i} \), along with a time-to-live parameter \( c(s_i) \) initialized to zero. We will use also a simple random walk for data update.

\[ \text{packet}_{s_i} = (ID_{s_i}, x_{s_i} \oplus x'_{s_i}, c(s_i)). \] (28)

If we assume that the storage nodes keep ID's of the accepted packets, then the problem becomes simple. We just run a random walk and check for the coming packet's ID. Assume the node \( u \) keeps track of all ID's of its accepted packets. Then \( u \) accepts the updated message if ID of the coming packet is already included in the \( u \)'s ID list. Otherwise \( u \) forwards the packet incrementing the time-to-live counter. If this counter reaches the threshold value, then the packet will be discarded.

The following steps describe the update scenario:

(i) **Preparation Phase:**

The node \( s_i \) prepares its new packet with the new and old data along with its ID and counter. Also, \( s_i \) add an update counter token initialized at 1 for the first updated packet. So, we assume that the following steps happen when token is set to 1.

\[ \text{packet}_{s_i} = (ID_{s_i}, x_{s_i} \oplus x'_{s_i}, c(s_i)). \] (29)

\( s_i \) chooses at random a neighbor node \( u \), and sends its packet.

(ii) **Encoding Phase:**

The node \( u \) checks if the packet\( _{s_i} \) is an update or first-time packet. If it is first-time packet it will accept, forward, or discard it as shown in LTCDS-I algorithm[1]. If packet\( _{s_i} \) is an updated packet, then the node \( u \) will check if ID\( _{s_i} \) is already included in its accepted list. If yes, then it will update its value \( y_u \) as follows.

\[ y_u^{+} = y_u^{-} \oplus x_{s_i} \oplus x'_{s_i}. \] (30)

If no, it will add this updated packet into its forward queue with incrementing the counter

\[ c(x'_{s_i}) = c(x_{s_i}) + 1. \] (31)

The packet\( _{s_i} \) will be discarded if \( c(x'_{s_i}) \geq C_1 n \log n \) where \( C_1 \) is a system parameter. In this case, we need \( C_1 \) to be large enough, so all old data \( x_{s_i} \) will be updated to the new data \( x'_{s_i} \).
(iii) Storage Phase:
If all nodes are done with updating their values \( y_i \).
One can run the decoding phase to retrieve the original and update information.

Now, since we run only one simple random walk for each update, if \( h \) is the number of nodes updating their values, then we have the following result.

**Lemma 14.** The total number of transmissions needed for the update process is bounded by \( \Theta(hn \log n) \).

### 5 Performance Evaluation

In this section, we study performance of the proposed LTCDS-I and LTCDS-II algorithms for distributed storage in wireless sensor networks through simulation. The main performance metric we investigate is the successful decoding probability versus the decoding ratio.

**Definition 15.** (Decoding Ratio) Decoding ratio \( \eta \) is the ratio between the number of queried nodes \( h \) and the number of sources \( k \), i.e.,

\[
\eta = \frac{h}{k}. 
\]   (32)

**Definition 16.** (Successful Decoding Probability) Successful decoding probability \( P_s \) is the probability that the \( k \) source packets are all recovered from the \( h \) querying nodes.

In our simulation, \( P_s \) is evaluated as follows. Suppose the network has \( n \) nodes and \( k \) sources, and we query \( h \) nodes. There are \( \binom{n}{h} \) ways to choose such \( h \) nodes, and we pick one tenth of these choices uniformly at random:

\[
M = \frac{1}{10} \binom{n}{h} = \frac{n!}{10 \cdot h! (n-h)!}. 
\]   (33)

Let \( M_s \) be the size of the subset these \( M \) choices of \( h \) query nodes from which the \( k \) source packets can be recovered. Then, we evaluate the successful decoding probability as

\[
P_s = \frac{M_s}{M}. 
\]   (34)

Figure 3 shows the decoding performance of LTCDS-I algorithm with Ideal Soliton distribution with small number of nodes and sources. The network is deployed in \( A = [5, 5]^2 \), and the system parameter \( C_1 \) is set as \( C_1 = 5 \). From the simulation results we can see that when the decoding ratio is above 2, the successful decoding probability is about 99%. Another observation is that when the total number of nodes increases but the ratio between \( k \) and \( n \) and the decoding ratio \( \eta \) are kept as constants, the successful decoding probability \( P_s \) increases when \( \eta \geq 1.5 \) and decreases when \( \eta < 1.5 \). This is also confirmed by the results shown in Figure 4. In Figure 4 the network has constant density as \( \lambda = \frac{40}{9} \) and the system parameter \( C_1 = 3 \).

In Figure 5 we fix the decoding ratio \( \eta \) as 1.4 and 1.7, respectively, and fix the ratio between the number of sources and the number of nodes at 10%, i.e., \( k/n = 0.1 \), and change the number of nodes \( n \) from 500 to 5000. From the results, it can be seen that as \( n \) grows, the successful decoding probability increases until it reaches some platform which is the successful decoding probability of real LT codes. This confirms that LTCDS-I algorithm has the same asymptotical performance as LT codes.

To investigate how the system parameter \( C_1 \) affects the decoding performance of the LTCDS-I algorithm, we fix the decoding ratio \( \eta \) and change \( C_1 \). The simulation results are shown in Figure 6. For the scenario of 1000 nodes and 100 sources, \( \eta \) is set as 1.6, and for the scenario of 500 nodes
and 50 sources, η is set as 1.8. The code degree distribution is also the Ideal Soliton distribution, and the network is deployed in \( A = [15, 15]^2 \). It can be seen that when \( C_1 \geq 3 \), \( P_s \) keeps almost like a constant, which indicates that after \( 3n \log n \) steps, almost all source packets visit each node at least once.

Figure 7 compares the decoding performance of LTCDS-II and LTCDS-I with Ideal Soliton distribution with small number of nodes and sources. As in Figure 3, the network is deployed in \( A = [5, 5]^2 \), and the system parameter is set as \( C_3 = 10 \). To guarantee each node obtain accurate estimations of \( n \) and \( k \), we set \( C_2 = 50 \). It can be seen that the decoding performance of the LTCDS-II algorithm is a little bit worse than the LTCDS-I algorithm when decoding ratio \( η \) is small, and almost the same when \( η \) is large. That is because for the simulation in Figure 8, we set \( C_3 = 20 \) which is larger than \( C_3 = 10 \) set for the simulation in Figure 6. The larger value of \( C_3 \) guarantees that each node has the chance to accept each source packet, which results in a more uniformly distribution.

Figure 9–Figure 10 shows the histogram of the estimation results of \( n \) and \( k \) of each node for three scenarios: Fig-

LTCDS-I with Ideal Soliton distribution with medium number of nodes and sources, where the network has constant density as \( λ = \frac{4n}{9} \) and the system parameter \( C_3 = 20 \). We observe different phenomena. The decoding performance of the LTCDS-II algorithm is a little bit better than the LTCDS-I algorithm when decoding ratio \( η \) is small, and almost the same when \( η \) is large. That is because for the simulation in Figure 8, we set \( C_3 = 20 \) which is larger than \( C_3 = 10 \) set for the simulation in Figure 6. The larger value of \( C_3 \) guarantees that each node has the chance to accept each source packet, which results in a more uniformly distribution.

Figure 9–Figure 10 shows the histogram of the estimation results of \( n \) and \( k \) of each node for three scenarios: Fig-
Figure 9. Estimation results in LTCDS-II algorithm with $n = 200$ nodes and $k = 20$ sources: (a) estimations of $n$; (b) estimations of $k$.

Figure 10. Estimation results in LTCDS-II algorithm with $n = 1000$ nodes and $k = 100$ sources: (a) estimations of $n$; (b) estimations of $k$.

Figure 11. Decoding performance of LTCDS-II algorithm with different system parameter $C_2$.

In this paper, we studied a model for large-scale wireless sensor networks, where the network nodes have low CPU power and limited storage. We proposed two new decentralized algorithms that utilize Fountain codes and random walks to distribute information sensed by $k$ sensing source nodes to $n$ storage nodes. These algorithms are simpler, more robust, and less constrained in comparison to previous solutions that require knowledge of network topology, maximum degree of a node, or knowing values of $n$ and $k$ [4, 6, 9, 10, 11]. We computed the computational encoding and decoding complexity of these algorithms and simulated their performance with small and large numbers of $k$ and $n$ nodes. We showed that a node can successfully estimate the number of sources and total number of nodes if it can only compute the inter-visit time and inter-packet time.

To investigate how the system parameter $C_2$ affects the decoding performance of the LTCDS-II algorithm, we fix the decoding ratio $\eta$ and $C_3$, and change $C_2$. The simulation results are shown in Figure 11. From the simulation results, we can see that when $C_2$ is chosen to be small, the performance of the LTCDS-II algorithm is very poor. This is due to the inaccurate estimations of $k$ and $n$ of each node. When $C_2$ is large, for example, when $C_2 \geq 30$, the performance is almost the same.

6 Conclusion

In this paper, we studied a model for large-scale wireless sensor networks, where the network nodes have low CPU power and limited storage. We proposed two new decentralized algorithms that utilize Fountain codes and random walks to distribute information sensed by $k$ sensing source nodes to $n$ storage nodes. These algorithms are simpler, more robust, and less constrained in comparison to previous solutions that require knowledge of network topology, maximum degree of a node, or knowing values of $n$ and $k$ [4, 6, 9, 10, 11]. We computed the computational encoding and decoding complexity of these algorithms and simulated their performance with small and large numbers of $k$ and $n$ nodes. We showed that a node can successfully estimate the number of sources and total number of nodes if it can only compute the inter-visit time and inter-packet time.

Our future work will include Raptor codes based distributed networked storage algorithms for sensor networks. We also plan to provide theoretical results and proofs for the results shown in this paper, where the limited space is not an issue. Our algorithm for estimating values of $n$ and $k$ is promising, we plan to investigate other network models where this algorithm is beneficial and can be utilized.
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7 Appendix

7.1 Proof of Lemma 10

Proof. For a simple random walk on an undirected graph $G = (V, E)$, the stationary distribution is given by [1] [17] [19]

$$p(u) = \frac{d_n(u)}{2|E|}.$$  

(35)

On the other hand, for a reversible Markov chain, the expected return time for a state $i$ is given by [1] [17] [14]

$$E[T_{\text{return}}(i)] = \frac{1}{\pi(i)}.$$  

(36)

where $\pi(i)$ is the stationary distribution of state $i$.

From (35) and (36), we have for a simple random on a graph, the expected inter-visit time of node $u$ is

$$E[T_{\text{visit}}(u)] = \frac{2|E|}{d_n(u)} = \frac{\mu_n}{d_n(u)},$$  

(37)

where $\mu$ is the mean degree of the graph. □

7.2 Proof of Lemma 12

Proof. For a given node $u$ and $k$ simple random walks, each simple random walk has expected inter-visit time $\frac{\mu_n}{d_n(u)}$. We now view this process from another perspective: we assume there are $k$ nodes $\{v_1, ..., v_k\}$ uniformly distributed in the network and an agent from node $u$ follows a simple random walk. Then the expected inter-visit time for this agent to visit any particular $v_i$ is the same as $\frac{\mu_n}{d_n(u)}$. However, the expected inter-visit time for any two nodes $v_i$ and $v_j$ is $\frac{1}{k} \frac{\mu_n}{d_n(u)}$, which gives the expected inter-packet time. □
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