POTENTIAL THEORY AND QUADRATIC PROGRAMMING

Á. P. HORVÁTH

Abstract. We extend the notion of some energy-type expressions based on two sets, developed in the abstract potential theory. We also give the discretized version of the quantities defined, similar to Chebyshev constant. This extension allows to apply the potential-theoretic results to infinite quadratic programming problems. Together with a cutting plane algorithm, the Chebyshev-constant method ensures that under certain conditions, the infinite problem can be reduced to semi-infinite or to finite problems.

1. Introduction

A rather general setting of abstract (linear) potential theory was developed by several authors mainly in the ’60-s, e.g. Frostman [12], Choquet [6], Fuglede [13], Ohtsuka [21], etc. The basic problem was to find the Wiener energy of a (compact) set in a locally compact Hausdorff space that is

\[ w(K) = \inf_{\mu \in \mathcal{M}_1(K)} \int_{X \times X} k(x, y) d\mu(x) \times \mu(y), \]

where \( \mathcal{M}_1(K) \) is the set of probability measures on \( K \) and \( k \) is a lower semicontinuous kernel function on \( X \times X \). Several energy-type expressions were defined and their relations were investigated by several authors. For instance it is proved ([12], see also [10]) that under some assumptions, the two expressions \( w(K) \) and \( q(K) = \inf_{\mu \in \mathcal{M}_1(K)} \sup_{y \in K} \int_X k(x, y) d\mu(x) \) coincide. This immediately led to study problems with two different sets (sometimes from two different spaces), cf. [14], [22]. This two sets method proved to be useful tool to examine the so-called rendezvous numbers [11]. In this context the previous definition is modified as \( q(K, L) = \inf_{\mu \in \mathcal{M}_1(K)} \sup_{y \in L} \int_X k(x, y) d\mu(x) \), which can be expressed by Dirac measures concentrated at the points of \( L \). Changing the set of measures at the second variable, we arrive to \( \rho \)-capacity as it is defined in the book of Adams and Hedberg [1]. It is \( C^\rho_p(K, L) = \inf_{\mu \in \mathcal{M}_1(K)} \sup_{y \in L} \int_X k(x, y) d\mu(x) \). The problem is the following. Replacing the original sets of measures (probability measures, Dirac measures), in the two variables of the minimax problem with some other sets of measures, under what conditions can we state some coincidence with a Wiener energy-type expression when \( K = L \), say. It turns out that the original construction works, because the second set of measures is the extremal set of the first one. This observation orient our attention to the problem of quadratic programming.

The relations between potential theory and linear programming was discovered also in the ’60-s, and the infinite linear programming was developed by Ohtsuka.
Yoshida, etc. (cf. e.g. [23], [24], [31], [20]). For further results see [27]. A nice application of quadratic programming to computation of capacity is given by Rajon, Ransford and Rostand, cf. [25] and the references therein. Our field of interest is infinite quadratic programming which is related to infinite linear programming and to potential theory as well. For drafting the problem see [5], [32], [33], [34]. The aim of our investigation is to convert infinite problems to a limit of semi-infinite or finite problems by mixed - potential-theoretic and quadratic programming - methods. Besides the cutting plane method, our main tool is the so-called Chebyshev constant, which is the discrete version of potential.

This paper is organized as follows. Section 2 describes the framework and introduces terminology used throughout this paper. Section 3 extends the definition of some energy-type expression and investigates the basic properties of the quantities defined. Section 4 introduces the quadratic programming problem connected with the energy defined in Section 3 and gives discretization methods. Finally in the Appendix there are several examples on sets of measures and kernel functions which satisfy the required properties.

2. Definitions and Notation

$X, Y$ are locally compact Hausdorff spaces, the kernel $k : X \times Y \to [0, \infty]$ is lower semicontinuous (l.s.c.).

$M(X) := \{ \mu : \mu$ is a positive, regular Radon measure on $X, \mu(X) < \infty \}$, and the set of probability measures from $M(X)$ is $M_1(X) := \{ \mu \in M(X) : \| \mu \| = 1 \}$. Let $H \subset X, L \subset Y$ arbitrary. We say that $\mu \in M(X)$ is concentrated on the set $H$ if each compact set intersects the complement of $H$ in a set of zero (outer-) measure; or equivalently, if $H$ is $\mu$-measurable and $\mu = \mu|_H$ cf. [13, p. 146]. (We also denote by $\mu$ the extension of $\mu$ to an outer measure.) We say that $\mu$ is supported on the set $H$ if $\text{supp } \mu \subset H$.

$M_1(H) := \{ \mu \in M_1(X) : \mu$ is concentrated on $H \}$.

Similarly $M(H) := \{ \mu \in M(X) : \mu$ is concentrated on $H \}$. $R(H), S(L)$ are subsets of $M(H)$ and $M(L)$ defined suitably at the occurrences.

The mutual energy of $\mu \in R(H)$ and $\nu \in S(L)$ is

$$E(\mu, \nu) := \int_{X \times Y} k(x, y) d\mu(x) \times \nu(y).$$

Denoting by $C_c(X \times Y)$ the continuous, compactly supported real valued functions on $X \times Y$, the upper integral of a positive l.s.c. function is

$$\int_{X \times Y} k(x, y) d\mu(x) \times \nu(y) := \sup_{h \in C_c(X \times Y)} \int_{X \times Y} h(x, y) d\mu(x) \times \nu(y).$$

We use the integral of a l.s.c. positive function in upper integral sense. If the function is continuous it coincides with the usual integral. We have the following important properties (see eg. [9 Lemma 22.5])

$$E(\mu, \nu) = \int_Y \int_X k(x, y) d\mu(x) d\nu(y) = \int_X \int_Y k(x, y) d\nu(y) d\mu(x).$$

If the function is l.s.c., positive and $\mu \times \nu$-integrable the equation above fulfills in ordinary sense as well (cf. [9 Corollary 22.14]). Moreover if $k$ is symmetric on
Let us introduce some further notation. Let \( k : X \times Y \to [0, \infty] \) as above and \( \mu \in \mathcal{M}(H) \) be arbitrary. The potential function of \( \mu \in \mathcal{M}(H) \) is

\[
U^\mu(y) = \int_X k(x, y) d\mu(x),
\]

where \( y \in Y \). If \( k : X \times X \to [0, \infty] \), \( \mathcal{R}(H) \subset \mathcal{M}(H) \), let \( w(\mathcal{R}(H)) \) be the energy of \( H \subset X \) with respect to \( \mathcal{R}(H) \)

\[
w(\mathcal{R}(H)) := \inf_{\mu \in \mathcal{R}(H)} E(\mu),
\]

where \( E(\mu) := E(\mu, \mu) \). We say that a positive kernel satisfies the Frostman’s maximum principle (cf. [13, page 150]) if for every measure \( \mu \in \mathcal{M}(X) \) of compact support

\[
\sup_{x \in X} U^\mu(x) = \sup_{x \in \text{supp} \mu} U^\mu(x).
\]

The topology on \( \mathcal{M}(H) \) is the vague topology which is the locally convex topology generated by the family of seminorms \( \{ \| \mu \|_f : f \in C_c(X) \} \), where \( \| \mu \|_f = | \int_X f d\mu | \).

When \( K \) is a compact subset of \( H \) we write \( K \subset H \). When \( K \subset X \), this topology on \( \mathcal{M}(K) \) coincides with the \( w^* \)-topology determined by \( C(K) \). Let \( \mathcal{K}(H) \) be the filtering family or directed set of all compact subsets of \( H \) (directed upwards).

Next lemma appeared in several works, cf. e.g. [9], [13], [15], [11].

**Lemma 1.** Let \( H \subset X, L \subset Y \). Equipping \( \mathcal{M}(H) \) and \( \mathcal{M}(L) \) with the vague topology the following functions \( F \) are lower semicontinuous

(a) \( F : \mathcal{M}(H) \times L \to \mathbb{R}_+, \ (\mu, y) \mapsto U^\mu(y) \),

(b) \( F : \mathcal{M}(H) \times \mathcal{M}(L) \to \mathbb{R}_+, \ (\mu, \nu) \mapsto E(\mu, \nu) \),

(c) \( F : \mathcal{M}(H) \to \mathbb{R}_+, \ \mu \mapsto \sup_{y \in L} U^\mu(y) \).

3. **Energy-type Expressions**

In this section we extend the definitions of some energy-type quantities and analyzze their relations. Instead of the sets of probability measures and Dirac measures on different sets we use more general sets of measures on different sets again. As it was pointed out in [11] involving two sets allows to give these energy-type quantities (for any sets) as a supremum/infimum of similar quantities with respect to compact sets. Some applications are presented, see the examples after Lemma 4 and Lemma 5. The extension of sets of measures allows to apply the results of this section to some problems of infinite quadratic programming.

3.1. **Energy with respect to Sets of Measures.** The definitions below are the extensions of the definitions of [22] and [11].

**Definition 1.** Let \( H \subset X, L \subset Y \) and \( \mathcal{R}(H) \subset \mathcal{M}(H), \mathcal{S}(L) \subset \mathcal{M}(L) \).

\[
g(\mathcal{R}(H), \mathcal{S}(L)) := \inf_{\mu \in \mathcal{R}(H)} \sup_{\nu \in \mathcal{S}(L)} E(\mu, \nu) = \inf_{\mu \in \mathcal{R}(H)} \sup_{\nu \in \mathcal{S}(L)} \int_Y \int_X k(x, y) d\mu(x) d\nu(y),
\]

\[
g(\mathcal{R}(H), \mathcal{S}(L)) := \sup_{\mu \in \mathcal{R}(H)} \inf_{\nu \in \mathcal{S}(L)} E(\mu, \nu) = \sup_{\mu \in \mathcal{R}(H)} \inf_{\nu \in \mathcal{S}(L)} \int_Y \int_X k(x, y) d\mu(x) d\nu(y).
\]
Theorem 1. Let $k$ be a positive, symmetric l.s.c. kernel on $X \times X$. Let $H, L \subset X$ two subsets of $X$, $\mathcal{R}(H)$, $\mathcal{S}(H)$ are convex subsets of $\mathcal{M}(H)$, $\hat{\mathcal{R}}(L)$, $\hat{\mathcal{S}}(L)$ are $w^*$-compact convex subsets of $\mathcal{M}(L)$. Moreover let us suppose that

(1) $$\inf_{\nu \in \hat{\mathcal{R}}(L)} \int_H \mu d\nu = \inf_{\nu \in \hat{\mathcal{S}}(L)} \int_H \mu d\nu \ \forall \mu \in \mathcal{M}(H),$$

(2) $$\sup_{\nu \in \hat{\mathcal{R}}(L)} \int_H \mu d\nu = \sup_{\nu \in \hat{\mathcal{S}}(L)} \int_H \mu d\nu \ \forall \mu \in \mathcal{M}(L).$$

Then

(3) $$q(\mathcal{R}(H), \mathcal{S}(L)) = q(\hat{\mathcal{R}}(L), \hat{\mathcal{S}}(H)).$$

To prove the theorem we need the following lemmas.

Lemma 2. As above let $k$ is a l.s.c. symmetric kernel on $X \times X$, $H, L \subset X$, $\mathcal{R}(H), \mathcal{S}(H) \subset \mathcal{M}(H)$, $\hat{\mathcal{R}}(L), \hat{\mathcal{S}}(L) \subset \mathcal{M}(L)$ such that

(4) $$\inf_{\hat{\mathcal{S}}(L)} \int_H \mu d\nu \leq \inf_{\hat{\mathcal{R}}(L)} \int_H \mu d\nu \ \forall \mu \in \mathcal{M}(H),$$

(5) $$\sup_{\mathcal{R}(H)} \int_H \mu d\nu \leq \sup_{\hat{\mathcal{S}}(L)} \int_H \mu d\nu \ \forall \mu \in \mathcal{M}(L).$$

Then

(6) $$q(\mathcal{R}(H), \mathcal{S}(L)) \leq q(\hat{\mathcal{R}}(L), \hat{\mathcal{S}}(H)).$$

Proof. By (4) for all $\mu \in \mathcal{R}(H)$ and $\sigma \in \hat{\mathcal{R}}(L)$

$$\inf_{\nu \in \hat{\mathcal{S}}(L)} \int_H k(x, y)d\mu(x)d\nu(y) \leq \int_H k(x, y)d\sigma(x)\mu(x) \leq \sup_{\lambda \in \mathcal{R}(H)} \int_H k(x, y)d\sigma(x)d\lambda(x).$$

Here we changed the order of variables applied (5) and the symmetry of the kernel. Taking infimum and supremum over $\sigma \in \mathcal{R}(L)$ and $\mu \in \mathcal{R}(H)$ respectively we obtain the inequality of the lemma.

Lemma 3. [11 Theorem 5.2] or [11 Theorem 2.4.1]

Let $A$ be a compact convex subset of the Hausdorff topological vector space $U$ and $B$ be a convex subset of the linear space $V$. Let $f : A \times B \to (-\infty, \infty]$ be l.s.c. on $A$ for fixed $y \in B$, and assume that $f$ is convex in the first and concave in the second variable. Then

$$\sup_{y \in B} \inf_{x \in A} f(x, y) = \inf_{x \in A} \sup_{y \in B} f(x, y).$$

Proof. (of Theorem 1) By Lemma 2

$$q(\mathcal{R}(H), \mathcal{S}(L)) \leq q(\hat{\mathcal{R}}(L), \hat{\mathcal{S}}(H)).$$

Since the $w^*$-topology is Hausdorff, $\mathcal{R}(L)$ is $w^*$-compact convex, and $\mathcal{S}(H)$ is convex furthermore $f(\sigma, \lambda) = E(\sigma, \lambda)$ is linear in both of the variables, we can apply Lemma 3, (and then Lemma 2 and Lemma 3 again) that is
\[
q \left( \tilde{\mathcal{R}}(L), S(H) \right) = \inf_{\sigma \in \tilde{\mathcal{R}}(L)} \sup_{\lambda \in S(H)} \int_I \int_J k(x, y) d\sigma(x) d\lambda(y)
\]
\[
= \sup_{\lambda \in S(H)} \inf_{\sigma \in \tilde{\mathcal{R}}(L)} \int_I \int_J k(x, y) d\sigma(x) d\lambda(y) = \sup_{\lambda \in S(H)} \inf_{\sigma \in \tilde{\mathcal{R}}(L)} \int_I \int_J k(x, y) d\lambda(x) d\sigma(y)
\]
\[
= q \left( S(H), \tilde{\mathcal{R}}(L) \right) \leq q \left( \hat{S}(L), \mathcal{R}(H) \right) = \inf_{\nu \in \hat{S}(L)} \sup_{\mu \in \mathcal{R}(H)} \int_I \int_J k(x, y) d\nu(x) d\mu(y)
\]
\[
= \sup_{\mu \in \mathcal{R}(H)} \inf_{\nu \in \hat{S}(L)} \int_I \int_J k(x, y) d\nu(x) d\mu(y) = \sup_{\mu \in \mathcal{R}(H)} \inf_{\nu \in \hat{S}(L)} \int_I \int_J k(x, y) d\mu(x) d\nu(y)
\]
\[
= q \left( \mathcal{R}(H), \hat{S}(L) \right). \]

**Remark.** With \( \mathcal{R}(H) = S(H) \) convex and \( \tilde{\mathcal{R}}(L) = \hat{S}(L) \) compact, convex, Theorem 1 coincides with Lemma 3.

**Notation.** Let \( \mathcal{R}(H) \) is \( w^* \)-compact convex and \( S(H) = \operatorname{Ex}\mathcal{R}(H) \), the extreme points of \( \mathcal{R}(H) \), that is \( \sigma \in \operatorname{Ex}\mathcal{R}(H) \) if for any \( \mu, \nu \in \mathcal{R}(H) \), \( \alpha \in (0, 1) \), \( \sigma = \alpha \mu + (1-\alpha)\nu \), it necessarily follows that \( \sigma = \mu = \nu \). We introduce the notation
\[
q \left( \mathcal{R}(H) \right) := q \left( \mathcal{R}(H), \operatorname{Ex}\mathcal{R}(H) \right), \quad q \left( \mathcal{R}(H) \right) := q \left( \mathcal{R}(H), \operatorname{Ex}\mathcal{R}(H) \right).
\]

**Corollary 1.** With the notation of Theorem 1, let \( H \subseteq X \), \( L \subseteq Y \), both \( \mathcal{R}(H) \) and \( \tilde{\mathcal{R}}(L) \) be \( w^* \)-compact convex sets of measures, and let \( S(H) \) and \( \hat{S}(L) \) be the extreme points of \( \mathcal{R}(H) \) and \( \tilde{\mathcal{R}}(L) \) respectively. Then
\[
q \left( \hat{\mathcal{R}}(L), \hat{S}(L) \right) = q \left( \tilde{\mathcal{R}}(L), S(H) \right).
\]

In particular if \( H = L \), \( \mathcal{R}(H) = \tilde{\mathcal{R}}(L) \), then
\[
q \left( \mathcal{R}(H) \right) = q \left( \mathcal{R}(H) \right).
\]

**Proof.** First we need that (1) and (2) are satisfied. We prove (2), (1) is similar. Let \( \operatorname{co}S(H) \) be the set of the convex combination of the elements of \( S(H) \). Since \( S(H) \subset \operatorname{co}S(H) \),
\[
B := \sup_{\nu \in \operatorname{co}S(H)} \int_H U^\mu d\nu \leq \sup_{\nu \in \operatorname{co}S(H)} \int_H U^\mu d\nu = \sup_{\nu \in \operatorname{co}S(H)} \sup_{\alpha_i \geq 0} \sum_{\alpha_i = 1} \alpha_i \nu_i \int_H U^\mu d\sum_{\alpha_i = 1} \alpha_i \nu_i \leq \sup_{\{\alpha_i \}, \alpha_i \geq 0} \sum_{\alpha_i = 1} \alpha_i \sup_{\nu_i \in \operatorname{co}S(H)} \int_H U^\mu d\nu_i = B.
\]

That is the supremum on the elements of \( S(H) \) coincides with the supremum on the elements of \( \operatorname{co}S(H) \). According to the Krein-Milman theorem (see [29, Chapter II, 10.4]), \( \operatorname{co}S(H) \) is a \( w^* \)-dense subset of \( \mathcal{R}(H) \), and so the supremum on \( \mathcal{R}(H) \) coincides with the supremum on \( \operatorname{co}S(H) \). Indeed let \( A := \sup_{\nu \in \mathcal{R}(H)} \int_H U^\mu d\nu \) be finite and \( \varepsilon > 0 \) be arbitrary. (The \( A = \infty \)-case is similar.) Let \( \lambda \in \mathcal{R}(H) \) such that \( \int_H U^\mu d\lambda > A - \varepsilon \). Since \( U^\mu \) is l.s.c. by the definition of upper integral there is a continuous function \( f \) with compact support such that \( U^\mu \geq f \geq 0 \) and \( A \geq \int_H U^\mu d\lambda \geq \int_H f d\lambda > \int_H U^\mu d\lambda - \varepsilon > A - 2\varepsilon \). Since \( \operatorname{co}S(H) \) is \( w^* \)-dense in
\( \mathcal{R}(H) \), there is a \( \sigma \in \text{co}\mathcal{S}(H) \) such that \( A + \varepsilon > \int_H f d\sigma > A - 3\varepsilon \). That is with \( \sigma \in \text{co}\mathcal{S}(H) \) we have

\[
B = \sup_{\nu \in \text{co}\mathcal{S}(H)} \int_H U^\mu d\nu \leq \sup_{\nu \in \mathcal{R}(H)} \int_H U^\mu d\nu = A
\]

\[
\leq 3\varepsilon + \int_H f d\sigma \leq 3\varepsilon + \int_H U^\mu d\sigma \leq 3\varepsilon + \sup_{\sigma \in \text{co}\mathcal{S}(H)} \int_H U^\mu d\sigma = 3\varepsilon + B.
\]

Since \( \varepsilon \) was arbitrary, (2) is proved. By this computation and by Lemma 3 we have

\[
\inf_{\mu \in \mathcal{R}(L)} \sup_{\nu \in \text{Ex}\mathcal{R}(H)} E(\mu, \nu) = \inf_{\mu \in \mathcal{R}(L)} \sup_{\nu \in \text{Ex}\mathcal{R}(H)} \int_H U^\mu d\nu \]

\[
= \inf_{\mu \in \mathcal{R}(L)} \sup_{\nu \in \mathcal{R}(H)} \int_H U^\mu d\nu = \sup_{\nu \in \mathcal{R}(H)} \inf_{\mu \in \mathcal{R}(L)} E(\mu, \nu),
\]

and together with Lemma 2 this ensures that

\[
\sup_{\nu \in \mathcal{R}(H)} \inf_{\mu \in \text{Ex}\mathcal{R}(H)} E(\mu, \nu) \leq \inf_{\mu \in \mathcal{R}(L)} \sup_{\nu \in \text{Ex}\mathcal{R}(H)} E(\mu, \nu) = q\left(\mathcal{R}(L), \text{Ex}\mathcal{R}(H)\right)
\]

\[
= \sup_{\nu \in \mathcal{R}(H)} \inf_{\mu \in \mathcal{R}(L)} E(\mu, \nu) \leq \sup_{\nu \in \mathcal{R}(H)} \inf_{\mu \in \mathcal{R}(L)} E(\mu, \nu) = q\left(\mathcal{R}(H), \text{Ex}\mathcal{R}(L)\right).
\]

**Examples.** Let \( K \subset X, \mathcal{R}(K) = \mathcal{M}_1(K) \) The extremal points of \( \mathcal{R}(K) \) are the Dirac measures concentrated on the points of \( K \). This example gives back the results of [11]. For further examples see the "Appendix".

**Lemma 4.** Let \( H \subset X, L \subset Y \) arbitrary and \( k \) is a positive l.s.c. symmetric kernel. If for all \( \mu \in \mathcal{R}(H) \) and \( \varepsilon > 0 \) there is a compact set \( K(\varepsilon) \subset \mathcal{K}(H) \) and a measure \( \mu_{K(\varepsilon)} \) such that \( \mu_{K(\varepsilon)} \in \mathcal{R}(K(\varepsilon)) \) and \( \mu_{K(\varepsilon)} \leq (1 + \varepsilon)\mu|_{K(\varepsilon)} \), then

\[
q(\mathcal{R}(H), \mathcal{S}(L)) = \inf_{K \subset H} q(\mathcal{R}(K), \mathcal{S}(L)).
\]

**Proof.** Obviously

\[
q(\mathcal{R}(H), \mathcal{S}(L)) = \inf_{\mu \in \mathcal{R}(H)} \sup_{\nu \in \mathcal{S}(L)} E(\mu, \nu)
\]

\[
\leq \inf_{\mu \in \mathcal{R}(K)} \sup_{\nu \in \mathcal{S}(L)} E(\mu, \nu) = \inf_{K \subset H} q(\mathcal{R}(K), \mathcal{S}(L)).
\]

On the other hand let \( \mu \in \mathcal{R}(H) \) and \( \varepsilon > 0 \) arbitrary.

\[
\inf_{K \subset H} q(\mathcal{R}(K), \mathcal{S}(L)) \leq q(\mathcal{R}(K(\varepsilon)), \mathcal{S}(L))
\]

\[
\leq \sup_{\nu \in \mathcal{S}(L)} E(\mu_{K(\varepsilon)}, \nu) \leq (1 + \varepsilon) \sup_{\nu \in \mathcal{S}(L)} \int_{K(\varepsilon)} \int_M k(x, y) d\mu(x) d\nu(y)
\]

\[
\leq (1 + \varepsilon) \sup_{\nu \in \mathcal{S}(L)} \int_H k(x, y) d\mu(x) d\nu(y).
\]

Taking infimum over \( \mu \) and tending to zero with \( \varepsilon \) we obtain the converse inequality.

Now we give some examples to energy-type expressions and investigate the assumptions of Lemma 4.

**Examples.**

1. Let \( \mathcal{R}(H) = \mathcal{M}_1(H), \mathcal{R}(K) = \mathcal{M}_1(K), \mu \in \mathcal{R}(H) \) arbitrary. Since \( \mu \) is regular for all \( \varepsilon > 0 \) there is a \( K(\varepsilon) \subset \mathcal{K}(H) \) such that \( \mu(K(\varepsilon)) \geq \frac{1}{1+\varepsilon} \). Then \( \mu_{K(\varepsilon)} := \frac{\mu|_{K(\varepsilon)}}{\mu(K(\varepsilon))} \) fulfills the assumptions and we get back [11] Lemma 2.4.
(2) First we remark that in this lemma the properties (e.g. the local compactness) of \( Y \) does not play any role. We can apply this lemma to the Adams-Hedberg \( p \)-capacity of a set \( (C_p) \). Let \( X = \mathbb{R}^n, L = (M, \nu) \) a measure space. 1 \( < p < \infty \), \( S(L) := \{ \nu_f : dv_f = f dv, f \geq 0, \| f \|_{\nu, p} \leq 1 \} \). \( K \subset \mathbb{R}^n \) compact. Then (cf. [1]

Theorem 2.5.1)

\[
C_p(K)^{\frac{-1}{p'}} = \min_{\mu \in M_1(K)} \sup_{\nu_f \in S(L)} E(\mu, \nu_f),
\]

that is similarly to the previous example we have \( C_p(H)^{\frac{-1}{p'}} = \inf_{K \subset H} C_p(K)^{\frac{-1}{p'}} \).

(3) The modified \( p \)-capacity cf. [15] Definition 3]: \( X \) is a locally compact Hausdorff space, \( k \) is l.s.c. symmetric and positive on \( X \times X, S(X) := \{ \nu_f : dv_f = f dv, f \geq 0, \| f \|_{\nu, p} \leq 1 \} \) \( H \subset X \). The definition in the cited work uses probability measures which are compactly supported on \( H \). Now we give the definition by measures concentrated on \( H \), instead. Let

\[
W_{p,0}(H) = \inf_{\mu \in M_1(H)} \sup_{\nu \in S(X)} E(\mu, \nu)
\]

and

\[
W_{p,\lambda}(H) = \inf_{\mu \in M_1(H)} \sup_{\nu \in S(X)} ((1 - \lambda)E(\mu, \nu) + \lambda E(\mu, \mu)).
\]

Notice if \( \lambda \neq 0 \) then \( W_{p,\lambda}(H) \neq q(M_1(H), S(X)) \). Indeed

\[
W_{p,\lambda}(H) = \inf_{\mu \in M_1(H)} \sup_{\nu \in S(X)} E_f(\mu, \mu),
\]

where \( J(x, y) = (1 - \lambda) \int_X k(x, y)dv_f(y) + \lambda k(x, y) \), that is in this case we can not apply our discussion.

(4) Let \( H \subset X, f \geq 0, \) a bounded and continuous function on \( H \), and \( c > 0 \) is a real number.

\[
\mathcal{R}(H) := \left\{ \mu \in M_1(H) : \int_H f d\mu \geq c \right\}.
\]

(Assume, that \( f \) and \( c \) are given such that \( \mathcal{R}(H) \neq \emptyset \).) Let \( \mu \in \mathcal{R}(H), \varepsilon > 0 \) arbitrary. We show that there is a compact set \( K(\varepsilon) \) and a measure \( \mu_{K(\varepsilon)} \in \mathcal{R}(K(\varepsilon)) = \{ \mu \in M_1(K(\varepsilon)) : \int_K f d\mu \geq c \} \) such that \( \mu_{K(\varepsilon)} \leq (1 + \varepsilon)\mu_{K(\varepsilon)} \).

If \( \mu \) is compactly supported on \( H \), \( f \geq c \) \( \mu \)-a.e., there is nothing to prove. If there is a \( 0 < \delta \leq \varepsilon \) and a compact set \( K_\delta \subset H \) such that \( \frac{1}{\varepsilon + \delta} \leq \mu(K_\delta) \leq \frac{1}{\varepsilon} \) and \( f|_{K_\delta} \geq \frac{c}{1 + \delta} \), then denoting by \( K(\varepsilon) = K_\delta, \mu_\varepsilon := \frac{\mu|_{K_\delta}}{\mu(K_\delta)}, \mu_\varepsilon \leq (1 + \varepsilon)\mu_{K(\varepsilon)} \),

and \( \mu_\varepsilon \in \mathcal{R}(K(\varepsilon)) \), since \( \int_{K_\delta} f d\mu_\varepsilon = \frac{\mu|_{K_\delta}}{\mu(K_\delta)} \int_{K_\delta} f d\mu \geq \frac{c}{1 + \delta} \mu(K_\delta) \geq c \).

Let \( 0 < \delta \leq \varepsilon \) and \( K_\delta \subset H \) compact such that \( f|_{K_\delta} \geq \frac{c}{1 + \delta} \). Assume that \( 1 \geq \mu(K_\delta) > \frac{1}{1 + \delta} \) or \( \mu(K_\delta) > \frac{1}{1 + \delta} \). If there is a sequence \( \delta_n \to 0 \), such that \( f|_{K_{\delta_n}} \geq \frac{c}{1 + \delta_n} \) and \( \mu(K_{\delta_n}) > \frac{1}{1 + \delta_n} \), then \( f \geq c \mu \)-a.e. on \( H \), and by the regularity of \( \mu \) we can choose \( \mu_{K(\varepsilon)} \) as in the first example. So we can assume that there is a \( 0 < \delta_0 \leq \varepsilon \) so that if \( 0 < \delta \leq \delta_0 \) and there is a compact set \( K_\delta \subset H \) such that \( f|_{K_\delta} \geq \frac{c}{1 + \delta} \), then \( \mu(K_\delta) \leq \frac{1}{1 + \delta} \); moreover we can assume that \( \mu(K_\delta) \leq \frac{1}{1 + \delta} \).

Let \( 0 < \delta \leq \delta_0, A_\delta := \left\{ x \in H : f(x) < \frac{c}{1 + \delta} \right\} \). By the assumption on \( \mu \), the \( \mu(H \setminus A_\delta) < 1 \). If there is an \( F \subset A_\delta \) such that \( 0 < \delta \leq \mu(A_\delta \setminus F) \), where \( 0 < \delta < \frac{1}{1 + 2\delta} \). Let \( F \subset H \setminus A_\delta \) such that \( \int_{H \setminus A_\delta} f d\mu \leq c\delta \mu(H \setminus A_\delta) \leq \frac{c}{1 + \delta} \mu(H \setminus A_\delta) \leq 1 \).

Let \( K(\varepsilon) = F \cup J, \mu_\varepsilon = \frac{\mu|_{F \cup J}}{\mu(F \cup J)} \).

Then \( \mu(A_\delta) - 1 - \mu(A_\delta) - \varepsilon \leq \mu(K(\varepsilon)) \leq \mu(A_\delta) - 1 - \mu(A_\delta) \), and \( \int_{H \setminus K(\varepsilon)} f d\mu = \int_{A_\delta \setminus F} f d\mu + \int_{H \setminus A_\delta} f d\mu \leq \frac{c}{1 + \delta} + c\delta = \).
c<sup>2</sup>. Thus \( \int_{K(\varepsilon)} f d\mu_c = \frac{1}{\mu(K(\varepsilon))} \int_{K(\varepsilon)} f d\mu \geq c + \frac{(1-\mu(K(\varepsilon)))c - \mu(K(\varepsilon))f_{\mu,K(\varepsilon)} d\mu}{\mu(K(\varepsilon))} \geq c \). That is \( \mu_c \in \mathcal{R}(K(\varepsilon)) \), and \( \frac{1}{\mu(K(\varepsilon))} \leq \frac{1}{\varepsilon} \leq \frac{1+\varepsilon}{(1+2\varepsilon)^2} \leq 1 + \varepsilon \). If \( \forall F \subset \subset A_\delta \), \( \varepsilon < \frac{1}{1+2\varepsilon} \) ensures that \( \varepsilon = 0 \), then \( K(\varepsilon) = K_\delta \cup F \) and \( \mu_K(\varepsilon) = \mu|_{K(\varepsilon)} \).

**Remark.** By Lemma 1, if \( S(L) \) is compact in the vague topology, \( \forall \mu \in M(H) \)
\[ \inf_{\nu \in S(L)} E(\mu, \nu) = \min_{\nu \in S(L)} E(\mu, \nu). \]

**Lemma 5.** Let \( H \subset X \) arbitrary and \( S(L) \) is compact in the vague topology. If \( \forall \mu \in \mathcal{R}(H) \) there is a net of measures \( \{\mu_K\} \subset \mathcal{R}(H) \) such that \( K(\mu) \subset \mathcal{K}(H) \) and \( \lim_{K \in \mathcal{K}(H)} \mu_K = \mu \) in the vague topology, then
\[ g(\mathcal{R}(H), S(L)) = \sup_{K \subset \subset H} g(\mathcal{R}(K), S(L)). \]

**Proof.**
\[
\inf_{\nu \in S(L)} E(\mu, \nu) \geq \sup_{\mu \in \mathcal{R}(H)} \inf_{\nu \in S(L)} E(\mu, \nu) = \sup_{K \subset \subset H} \inf_{\nu \in S(L)} E(\mu, \nu),
\]
always. On the other hand let \( \mu \in \mathcal{R}(H) \) arbitrary again. Considering the net given by the assumption we define the corresponding family of measures. Let \( \nu_K \) be such that \( \inf_{\nu \in S(L)} E(\mu_K, \nu) = E(\mu_K, \nu_K) \). As \( S(L) \) is vaguely compact, there is a subnet \( \mathcal{N}(H) \subset \mathcal{K}(H) \) such that \( \lim_{K \in \mathcal{N}(H)} \nu_K = \nu_0 \) in the vague topology with some \( \nu_0 \). Since \( E(\mu, \nu) \) is l.s.c. on \( M_1(H) \times \mathcal{N}(L) \),
\[
\lim_{\mathcal{N}(H)} \inf_{\nu \in S(L)} E(\mu_K, \nu_K) \geq E(\mu, \nu_0) \geq \inf_{\nu \in S(L)} E(\mu, \nu).
\]
Thus
\[
\sup_{K \subset \subset H} g(\mathcal{R}(K), S(L)) = \sup_{K \subset \subset H} \inf_{\nu \in S(L)} E(\mu, \nu) \geq \lim_{\mathcal{N}(H)} \inf_{\nu \in S(L)} E(\mu_K, \nu_K)
\]
\[
= \lim_{\mathcal{N}(H)} E(\mu_K, \nu_K) \geq \inf_{\nu \in S(L)} E(\mu, \nu)
\]
for all \( \mu \in \mathcal{R}(H) \), so taking supremum in \( \mu \in \mathcal{R}(H) \) we obtain the converse inequality.

**Examples.**
(1) Let \( \mathcal{R}(H) = M_1(H) \). Since \( \mu(H) = 1 \) there is a \( K_0 \subset H \) such that \( \mu(K_0) > 0 \). Let
\[ \mathcal{K}_\mu(H) := \{ K \subset \subset H : K_0 \subset K \}. \]
Since \( \mu \) is regular there exists a subnet \( \{\mu_K\}_{K \in \mathcal{K}_\mu(H)} \) of the net indexed by the sets of \( \mathcal{K}_\mu(H) \) \( (\mu_K = \frac{\mu(K)}{\mu(K)}) \) such that \( \lim_{K \in \mathcal{K}_\mu(H)} \mu_K = \mu \) in the vague topology.
(2) If \( H \) is compact, Example (4) after Lemma 4 is a proper example here as well.

**Remark.** Using Lemma 4 or Lemma 5, in special case we get back the Fuglede's-type result of the classical potential theory (cf. [14] Theorem 5.3).

We extend some of the results of Fuglede and apply to our cases, cf. [13] Theorem 2.3, Lemma 2.3.2, Theorem 2.4]. First we deal with the obvious direction. We turn from the vague topology to the \( w^* \)-topology, since in the applications the latter is the more useful. By Lemmas 4 and 5 we can assume that \( H \) and \( L \) are compact sets and in this case the vague topology coincides with the \( w^* \)-topology.
Lemma 6. Let $\mathcal{R}(H) \subset \mathcal{M}(H)$ be $w^*$-compact, convex set of measures. Let us assume that the kernel function is l.s.c. and positive. Then

$$w(\mathcal{R}(H)) \leq q(\mathcal{R}(H)).$$

Proof. Let $\mu \in \mathcal{R}(H)$ arbitrary. By the lower semicontinuity of the kernel $E(\mu) = \sup_{0 \leq f \leq \Phi} \int_H \int_H f d\mu d\mu.$ Since $\mathcal{R}(H)$ is $w^*$-compact, convex there is a net in $\text{Ex}\mathcal{R}(H), \sigma_\alpha = \sum_{i=1}^{n_\alpha} \Theta_i \nu_i, \sum_{i=1}^{n_\alpha} \Theta_i = 1$ such that $\sigma_\alpha \rightharpoonup^* \mu.$ That is

$$E(\mu) = \lim_{\alpha} \sup_{f \in C_c(X \times Y)} \int_H \int_H f d\sigma_\alpha \leq \liminf_{\alpha} \sum_{i=1}^{n_\alpha} \Theta_i \int_H \int_H k(x,y)d\mu(x)d\nu_i(y)$$

$$\leq \liminf_{\alpha} \sum_{i=1}^{n_\alpha} \Theta_i \sup_{\nu \in \text{Ex}\mathcal{R}(H)} \int_H \int_H k(x,y)d\mu(x)d\nu(y) = \sup_{\nu \in \text{Ex}\mathcal{R}(H)} \int_H \int_H k(x,y)d\mu(x)d\nu(y).$$

Taking infimum over $\mu$, the lemma is proved.

Remark. (1) Let $H \subset X$. Notice that by Lemma 1, if a set of measures $\mathcal{R}(H) \subset \mathcal{M}(H)$ is $w^*$-compact, then there is an equilibrium measure $\nu_{\mathcal{R}(H)} \in \mathcal{R}(H)$ such that $E(\nu_{\mathcal{R}(H)}) = w(\mathcal{R}(H)).$

(2) A property fulfills nearly everywhere (n.e.) on a set $H$, if denoting by $N$ the set of points of $H$ for which the property does not fulfill, $w(\mathcal{M}(N)) = \infty.$ If a property fulfills n.e. on $H$, and a measure $\mu$ has finite Wiener energy, i.e. $E(\mu) < \infty$, then this property holds $\mu$-a.e. in $H$, cf. [13] pages 153, 160.

Definition 2. A property fulfills $\mathcal{R}(H)$-nearly everywhere ($\mathcal{R}(H)$-n.e.) on a set $H$, if denoting by $N$ the set of points of $H$ for which the property does not fulfill, $w(\mathcal{R}(N)) = \infty$, where $\mathcal{R}(N) = \{ \mu \in \mathcal{R}(H) : \mu \text{ is concentrated on } N \}.$

We need a lemma similar to [13] Lemma 2.3.2. Notice, that the opposite direction does not fulfill.

Lemma 7. Let $\mu \in \mathcal{M}(X), H \subset X, 0 \leq t \leq \infty, k$ be a symmetric kernel, $\mathcal{R}(H) \subset \mathcal{M}_1(H)$. If

$$E(\nu, \mu) \geq t \quad \forall \nu \in \mathcal{R}(H), \quad E(\nu) < \infty, \quad \text{supp} \nu \subset \subset H,$$

then

$$U^\mu(x) \geq t \quad \mathcal{R}(H) \text{-n.e. } x \in H.$$

Proof. Oppositely let us assume that $w(\mathcal{R}(N)) < \infty$, where $N := \{ x \in H : U^\mu(x) < t \}.$ Then there is a $\nu \in \mathcal{R}(N) \subset \mathcal{M}_1(N)$ with finite energy and supported on $N$ (cf. [13] Lemma 2.3.1). Then $E(\mu, \nu) = \int_N U^\mu d\nu < t$ which proves the statement by contradiction.

Definition 3. Using the notation of the lemma we say that a set of measures $\mathcal{R}(H) \subset \mathcal{M}_1(H)$ is appropriate, if for all $\mu \in \mathcal{R}(H)$ with finite energy such that $E(\nu, \mu) \geq t$ for all $\nu \in \mathcal{R}(H), E(\nu) < \infty, \text{supp} \nu \subset \subset H$, it fulfills that $U^\mu(x) \geq t \mu$-a.e. on $H.$
Theorem 2. Let \( H, L \subset X, \mathcal{R}(H) \subset \mathcal{M}_1(H) \) be \( w^* \)-compact, convex and appropriate set of measures and let \( S(L) \subset \mathcal{M}_1(L) \). Let us assume that the l.s.c. positive symmetric kernel function satisfies the Frostman’s maximum principle. Then

\[
w(\mathcal{R}(H)) \geq q(\mathcal{R}(H), S(L)).
\]

Proof. If \( w(\mathcal{R}(H)) = \infty \), the inequality is obvious, so let us assume that \( w(\mathcal{R}(H)) \) is finite. Since \( \mathcal{R}(H) \) is \( w^* \)-compact, by Lemma 1 there is an equilibrium measure \( \mu_{\mathcal{R}(H)} \in \mathcal{R}(H) \). Let \( \sigma \in \mathcal{R}(H) \) such that \( E(\sigma) < \infty, \supp \sigma \subset H \). Since \( \mathcal{R}(H) \) is convex \( \mu_{\Theta} := (1 - \Theta)\mu_{\mathcal{R}(H)} + \Theta \sigma \in \mathcal{R}(H) \) \( (\Theta \in [0, 1]) \) and \( F(\Theta) = E(\mu_{\Theta}) \) has a minimum in \( \Theta = 0 \). Thus \( 0 \) has a right neighborhood where \( F' \geq 0 \). Since

\[
\frac{1}{2} F'(\Theta) = -(1 - \Theta)E(\mu_{\mathcal{R}(H)}) + (1 - 2\Theta)E(\mu_{\mathcal{R}(H)}, \sigma) + \Theta E(\sigma) \geq 0,
\]

when \( \Theta \) tends to zero, by the finiteness of the energy of \( \sigma \) we have

\[
E(\mu_{\mathcal{R}(H)}, \sigma) \geq E(\mu_{\mathcal{R}(H)}) \forall \sigma \in \mathcal{R}(H), \ E(\sigma) < \infty, \supp \sigma \subset H.
\]

By Lemma 7 with \( t = E(\mu_{\mathcal{R}(H)}), \ U^{(\mu_{\mathcal{R}(H)_{x_0}})}(x) \geq w(\mathcal{R}(H)) \mathcal{R}(H) \)-n.e. on \( H \) and by the assumption it fulfills \( \mu_{\mathcal{R}(H)} \)-almost everywhere. Let us assume now that there is an \( x_0 \in \supp \mu_{\mathcal{R}(H)} \) such that \( U^{(\mu_{\mathcal{R}(H)_{x_0}})}(x_0) > w(\mathcal{R}(H)) \). By the lower semicontinuity there is a \( \delta > 0 \) and a neighborhood of \( G, x_0 \), such that for all \( x \in G \cap \supp \mu_{\mathcal{R}(H)} \)

\[
U^{(\mu_{\mathcal{R}(H)_{x_0}})}(x_0) \geq w(\mathcal{R}(H)) + \delta.
\]

Then

\[
w(\mathcal{R}(H)) = \int_G U^{(\mu_{\mathcal{R}(H)_{x_0}})} d\mu_{\mathcal{R}(H)} + \int_{H \setminus G} U^{(\mu_{\mathcal{R}(H)_{x_0}})} d\mu_{\mathcal{R}(H)}
\geq (w(\mathcal{R}(H)) + \delta)\mu_{\mathcal{R}(H)}(G) + w(\mathcal{R}(H))\mu_{\mathcal{R}(H)}(H \setminus G),
\]

that is \( \mu_{\mathcal{R}(H)}(G) = 0 \) so \( x_0 \notin \supp \mu_{\mathcal{R}(H)} \). Since the kernel fulfills the Frostman’s maximum principle \( U^{(\mu_{\mathcal{R}(H)_{x_0}})}(x) \leq w(\mathcal{R}(H)) \) for all \( x \in H \). Because \( S(L) \subset \mathcal{M}_1(L) \), for every \( \nu \in S(L) \)

\[
\int_L U^{(\mu_{\mathcal{R}(H)_{x_0}})} d\nu \leq w(\mathcal{R}(H)).
\]

Taking supremum over \( S(L) \) and infimum over \( \mathcal{R}(H) \) the inequality is proved.

Corollary 2. Let \( H \subset X, \mathcal{R}(H) \subset \mathcal{M}_1(H) \) be appropriate, \( w^* \)-compact, convex set of measures and the l.s.c. positive symmetric kernel function \( k \) satisfies the Frostman’s maximum principle. Then

\[
w(\mathcal{R}(H)) = q(\mathcal{R}(H)).
\]

It is clear that \( \mathcal{M}_1(H) \) is appropriate, and in this case we get back the original theorem of Fuglede. Below we give an example for appropriate set of measures different from \( \mathcal{M}_1(H) \).

Example. Let \( K \subset X, (\text{card}K = \infty) f \) is a real valued, positive, continuous and for simplicity totally non constant function on \( K \), that is for all \( G \subset K \) open set \( f|_G \neq \text{const.} \) The kernel \( k \) is positive, symmetric and l.s.c. and infinite at the diagonal. Let

\[
\mathcal{R}(K) = \{ \mu \in \mathcal{M}_1(K) : \int_X f d\mu = c \}.
\]

We choose \( c \) such that \( \mathcal{R}(K) \neq \emptyset \). Let us assume that \( \mu \in \mathcal{R}(K) \) with finite energy \( w, 0 \leq w < \infty, E(\nu, \mu) \geq w \) for all \( \nu \in \mathcal{R}(K) \), \( E(\nu) < \infty, \supp \nu \subset K \). Let \( N := \{ x \in \supp \mu : U^\mu(x) < w \} \). Consider \( \mathcal{R}(N) = \{ \mu \in \mathcal{M}_1(N) : \int_X f d\mu = c \} \).
By Lemma 7 \( w(\mathcal{R}(N)) = \infty \). Thus \( \mu(N) \neq 1 \). We show that \( \mu(N) = 0 \). Let us assume the \( 1 > \mu(N) > 0 \), that is \( w(\mathcal{M}_1(N)) < \infty = w(\mathcal{R}(N)) \). It follows that for all \( \nu \in \mathcal{M}_1(N) \), \( E(\nu) < \infty \int_N f d\nu > c \) or for all \( \nu \in \mathcal{M}_1(N) \) \( E(\nu) < \infty \int_N f d\nu < c \), since if there are two measures \( \nu_1, \nu_2 \) with finite energy for which the integrals have opposite sign, their convex combination gives a measure with finite energy in \( \mathcal{R}(N) \). So assume that for all \( \nu \in \mathcal{M}_1(N) \), \( E(\nu) < \infty \int_N f d\nu > c \), say. Except a set of zero capacity, that is a except set \( Z \) with \( w(\mathcal{M}_1(Z)) = 0 \), we can divide \( \text{supp} \mu \) into four subsets: \( S_1 := \{ x \in \text{supp} \mu : U^\mu(x) < w, f > c \} \), \( S_2 := \{ x \in \text{supp} \mu : U^\mu(x) \geq w, f < c \} \), \( S_3 := \{ x \in \text{supp} \mu : U^\mu(x) \geq w, f > c \} \), \( S_4 := \{ x \in \text{supp} \mu : U^\mu(x) < w, f < c \} \). (cap\( S_1 \) > 0.) If \( \mu(S_i) \neq 0 \), let \( \mu_i := \frac{\mu|_{S_i}}{\mu(S_i)} \) \( i = 1, 2, 3, 4 \). If there is a \( \sigma \in \mathcal{M}_1(S_4) \) with finite energy, there is an \( \alpha \in (0,1) \) such that \( \alpha \int_{S_1} f d\mu_1 + (1 - \alpha) \int_{S_3} f d\sigma = c \) and so \( \sigma = \alpha \mu_1 + (1 - \alpha) \sigma \in \mathcal{R}(K) \) and \( E(\mu, \nu) < w \). That is cap\( S_2 \) = 0. Assume that \( \mu(S_i) > 0 \) \( i = 1, 2, 3 \). Let us define \( p_1, q_1 > 0, i = 1, 2, 3, 4 \). \( q_2, q_3 \geq 0 \) as follows. \( \int_{S_1} f d\mu_1 = c + p_1, \int_{S_1} U^\mu d\mu_1 = w - q_1, \int_{S_2} f d\mu_2 = c - p_2, \int_{S_2} U^\mu d\mu_2 = w + q_2, \int_{S_3} f d\mu_3 = c + p_3, \int_{S_3} U^\mu d\mu_3 = w + q_3 \). Since \( \mu \in \mathcal{R}(K) \), there are \( \alpha, \beta, \gamma > 0 \) solutions of the system of linear equations:

\[
\begin{bmatrix}
1 & 1 & 1 & 1 \\
\alpha & -p_1 & p_2 & 0 \\
-\beta & -q_1 & q_2 & q_3 \\
\gamma & 0 & 0 & r
\end{bmatrix}
\]

with \( r = 0 \). A positive solution of the system above with \( r < 0 \) means that there is a positive measure \( \nu \in \mathcal{R}(K) \) such that \( E(\mu, \nu) < w \). Let \( D_1 = \begin{bmatrix} p_1 & -p_2 \\ -q_1 & q_2 \end{bmatrix} \), \( D_2 = \begin{bmatrix} -p_2 & p_1 \\ q_2 & q_3 \end{bmatrix} \), \( D_3 = \begin{bmatrix} p_1 & p_2 \\ -q_1 & q_3 \end{bmatrix} \). Suppose, \( D := D_2 - D_3 + D_1 \neq 0 \). Since \( D_3 > 0, -D_2 \geq 0 \), the solutions \( \alpha = \frac{D_3}{D_2}, \beta = \frac{-D_3}{D_2}, \gamma = \frac{-D_1}{D_2} \) cannot be positive if \( D > 0 \). The solutions are positive, if \( D < 0 \) and \( D_1, D_2 < 0 \). In this case with an \( \varepsilon > 0 \) small enough, we have a positive solution of the linear system above with \( r = -\varepsilon, \alpha = \frac{D_3 + \varepsilon(p_2 + p_2)}{B}, \beta = \frac{D_3 + \varepsilon(p_1 - p_1)}{B}, \gamma = \frac{D_1 + \varepsilon(p_1 + p_2)}{B} \), it leads to a contradiction. If \( D = 0 \), we have a nonnegative solution only if \( D_1 = D_2 = D_3 = 0 \), which is a contradiction. So oppositely to the assumption, at least one of the three sets has zero \( \mu \)-measure. If \( \mu(S_1) = 0 \), then \( \mu(\{ x \in \text{supp} \mu : U^\mu(x) > w \}) = 0 \) and so \( \mu(N) = 0 \) which is a contradiction. By the assumption on \( f; \mu(S_2) \) can not be zero. That is \( \mu \) is concentrated on \( S_1 \cup S_2 \). So \( \begin{bmatrix} p_1 & -p_2 \\ -q_1 & q_2 \end{bmatrix} \begin{bmatrix} \alpha & 0 \\ 1 - \alpha & r \end{bmatrix} = \begin{bmatrix} 0 \\ r \end{bmatrix} \) with \( r = 0 \) has a solution \( \alpha \in (0,1) \) that is \( D_1 = 0 \). Since \( r = \frac{B_1 + p_2}{p_1 + p_2} \), the sign of \( D_1 \) and \( r \) are coincide. We want to reduce \( D_1 \) by some perturbation of \( \mu_i \)-s. Let \( h_1 : S_i \to (0, 2) \), such that \( \int_{S_i} h \cdot d\mu_i = 1 \). Let \( d\mu_{i, \Theta} = ((2\Theta - 1)h_1 + 2(1 - \Theta))d\mu_{1, \Theta} \), \( d\mu_{2, \Psi} = ((2\Psi - 1)h_2 + 2(1 - \Psi))d\mu_{2, \Psi} \), \( \int_{S_1} f d\mu_{1, \Theta} = c + a; \int_{S_1} U^\mu d\mu_{1, \Theta} = w - d; \int_{S_2} f d\mu_{2, \Psi} = c - w; \int_{S_2} U^\mu d\mu_{2, \Psi} = w + x \), \( (a, d, u, x > 0) \), \( (x \geq 0) \). We can assume that \( \begin{bmatrix} p_1 & -u \\ -q_1 & x \end{bmatrix} \neq 0 \). Then the equation is \( \begin{bmatrix}
(2\Theta - 1)a + 2(1 - \Theta)p_1 & -(2\Psi - 1)u + 2(1 - \Psi)p_2 \\
-(2\Theta - 1)d + 2(1 - \Theta)q_1 & (2\Psi - 1)x + 2(1 - \Psi)q_2
\end{bmatrix}
\begin{bmatrix}
\alpha \\
1 - \alpha
\end{bmatrix}
= \begin{bmatrix}
0 \\
r
\end{bmatrix} \). The determinant, \( D_1(\Theta, \Psi) = 0 \) if \( \Theta = \Psi = \frac{1}{2} \), moreover \( \forall \Theta, \Psi, \alpha \in (0, 1) \) \( \alpha \mu_{1, \Theta} + (1 - \alpha)\mu_{2, \Psi} \in \mathcal{M}_1(K) \). On the other hand \( D_1(\Theta, \Psi) = 4\Theta\Psi((a - p_1)(x -
Let us take supremum over \( \mathbb{R} \) the expression \( D_1(\Theta, \Psi) = z \) is a hyperbolic paraboloid, if the coefficient of \( \Theta \Psi \) is zero and the linear part is nonzero, then it is a skew plane, the point \( (\frac{1}{2}, \frac{1}{2}) \) is in the level \( z = 0 \), so we can move the variables a little to be \( D_1(\Theta, \Psi) < 0 \) and \( \alpha(\Theta, \Psi) > 0 \), which is a contradiction. If all the coefficients are zero, the constant term has to be zero as well, but it is impossible by the assumption on \( h_1 \). Thus oppositely to our original assumption, \( \mu(N) = 0 \).

3.2. **Discretization.** In the classical potential theory the nth Chebyshev constant is a discrete version of the potential, and when the kernel satisfies the Frostman’s maximum principle, it coincides with the Wiener-energy. Similar theorems were proved in more general cases for instance in \([10], [11], [13], [15]\). In this subsection we extend the above-mentioned results to this more general structure. Under certain conditions it supports the discretization of the infinite quadratic programming problems of the next section.

**Definition 4.** Let \( H \subseteq X, \ L \subseteq Y \). The nth Chebyshev constant of \( \mathcal{R}(H) \) related to \( S(L) \) is

\[
q(\mathcal{R}_n(H), S(L)),
\]

where

\[
\mathcal{R}_n(H) := \{ \mu \in \mathcal{R}(H) : \text{card}(\text{supp} \mu) \leq n \}.
\]

The nth dual Chebyshev constant is

\[
q(\mathcal{R}_n(H), S(L)).
\]

Let us observe, that the nth Chebyshev constant and the nth dual Chebyshev constant have limit when \( n \) tends to infinity. For all \( \Theta \in (0, 1), \mu_m \in \mathcal{R}_m(H), \mu_n \in \mathcal{R}_n(H) \) we have

\[
g(\mathcal{R}_{m+n}(H), S(L)) = \sup_{\mu_{m+n} \in \mathcal{R}_{m+n}(H)} \inf_{\nu \in S(L)} E(\mu, \nu)
\]

\[
\geq \sup_{\Theta \mu_m + (1-\Theta) \mu_n, \Theta \in (0, 1)} \inf_{\nu \in S(L)} E(\Theta \mu_m + (1-\Theta) \mu_n, \nu) \geq \inf_{\nu \in S(L)} E(\Theta \mu_m + (1-\Theta) \mu_n, \nu)
\]

\[
\geq \Theta \inf_{\nu \in S(L)} E(\mu, \nu) + (1-\Theta) \inf_{\nu \in S(L)} E(\nu, \nu).
\]

Let us take supremum over \( \mathcal{R}_m(H) \) and \( \mathcal{R}_n(H) \) respectively. Choosing \( \Theta = \frac{m}{m+n} \) we get that \( g(\mathcal{R}_n(H), S(L)) \) is quasi-increasing, that is it has a limit.

Similarly \( q(\mathcal{R}_n(H), S(L)) \) is quasi-decreasing that is it also has a limit.

**Definition 5.** The Chebyshev constant of \( \mathcal{R}(H) \) related to \( S(L) \) is

\[
M(\mathcal{R}(H), S(L)) := \lim_{n \to \infty} q(\mathcal{R}_n(H), S(L)),
\]

and the dual Chebyshev constant is

\[
\overline{M}(\mathcal{R}(H), S(L)) := \lim_{n \to \infty} q(\mathcal{R}_n(H), S(L)).
\]

As above if \( \mathcal{R}(H) \) is \( w^* \)-compact, convex, let us denote by

\[
M(\mathcal{R}(H)) := M(\mathcal{R}(H), \text{Ex}\mathcal{R}(H)), \quad \overline{M}(\mathcal{R}(H)) := \overline{M}(\mathcal{R}(H), \text{Ex}\mathcal{R}(H)).
\]
Theorem 3. Let \( H \subset X, L \subset Y \) such that \( \mathcal{R}(H) \) is \( w^* \)-compact, convex and \( S(L) \) is \( w^* \)-compact. Then
\[
M(\mathcal{R}(H), S(L)) = q(\mathcal{R}(H), S(L)).
\]

Proof. For every \( n \), \( q(\mathcal{R}_n(H), S(L)) \leq q(\mathcal{R}(H), S(L)) \) obviously, thence
\[
M(\mathcal{R}(H), S(L)) \leq q(\mathcal{R}(H), S(L)).
\]

On the other hand since \( \mathcal{R}(H) \) is \( w^* \)-compact and convex, for all \( \mu \in \mathcal{R}(H) \) there is a net of measures \( \{\mu_\alpha\}_\alpha \subset \co\text{Ex}\mathcal{R}(H) \) such that \( \mu_\alpha \to^* \mu \) and \( \mu_\alpha = \sum_{i=1}^{m_\alpha} \Theta_i \lambda_i \), where \( \sum_{i=1}^{m_\alpha} \Theta_i = 1 \) and \( \lambda_i \in \text{Ex}\mathcal{R}(H) \), \( i = 1, \ldots, m_\alpha \). As \( S(L) \) is \( w^* \)-compact it can be proved similarly to Lemma 5, that for each \( \mu_\alpha \) there exists a \( \nu_\alpha \in S(L) \), such that
\[
\int_L \int_H k(x, y) d\mu_\alpha(x) d\nu_\alpha(y) = \inf_{\sigma \in S(L)} \int_L \int_H k(x, y) d\mu_\alpha(x) d\sigma(y).
\]
Again by the \( w^* \)-compactness of \( S(L) \) there is a \( w^* \)-convergent subnet of \( \{\nu_\alpha\} \) (denoted by \( \{\nu_\alpha\} \) again) which tends to \( \nu \). According to the lower semicontinuity of the function \( (\mu, \nu) \to E(\mu, \nu) \) (cf. Lemma 1)
\[
\int_L \int_H k(x, y) d\mu(x) d\nu(y) \leq \liminf_{\alpha} \int_L \int_H k(x, y) d\mu_\alpha(x) d\nu_\alpha(y).
\]
From (7) and (8) we have
\[
\inf_{\sigma \in S(L)} \int_L \int_H k(x, y) d\mu(x) d\sigma(y) \leq \int_L \int_H k(x, y) d\mu(x) d\nu(y)
\]
\[
\leq \liminf_{\alpha} \int_L \int_H k(x, y) d\mu_\alpha(x) d\nu_\alpha(y) = \liminf_{\alpha} \inf_{\sigma \in S(L)} \int_L \int_H k(x, y) d\mu_\alpha(x) d\sigma(y)
\]
\[
\leq \liminf_{\alpha} \sup_{\lambda \in \mathcal{R}(H)} \inf_{\sigma \in S(L)} \int_L \int_H k(x, y) d\lambda(x) d\sigma(y)
\]
\[
= \liminf_{\alpha} q(\mathcal{R}_\alpha(H), S(L)) = M(\mathcal{R}(H), S(L)) = q(\mathcal{R}(H), S(L)).
\]
Taking supremum over \( \mathcal{R}(H) \) we have the opposite inequality.

Summarizing, we arrived to the equality
\[
M(\mathcal{R}(H)) = q(\mathcal{R}(H)) = q(\mathcal{R}(H)) = w(\mathcal{R}(H)),
\]
provided that \( H \subset X, \mathcal{R}(H) \) is appropriate, \( w^* \)-compact, convex; and \( k \) satisfies the Frostman’s maximum principle. Now we are in position to apply these results to transform an infinite quadratic programming problem to a semi-infinite or to a finite one.

4. Infinite Quadratic Programming

In this section we study infinite dimensional quadratic programming problems by potential-theoretic methods. To discretize the problem we apply both cutting plane-and Chebyshev-type methods. In the Appendix we give several examples on sets of measures and kernels for which the results of the previous section can be applied.

The continuous/infinite quadratic programming problem was examined by several authors in metric spaces and in \( L^p \) spaces on compact intervals, cf. e.g. [32], [5], [33]. The problem in metric space, say is as it follows. Let \( X, Z \) be compact, metric
spaces, \( \Phi(x, z) : X \times Z \to \mathbb{R} \), \( g : Z \to \mathbb{R} \), \( f(x, y) : X \times X \to \mathbb{R} \), \( h(x) : X \to \mathbb{R} \) be continuous functions, furthermore let \( f(x, y) \) be symmetric and positive semi-definite. Consider

\[
\inf_{\mu \in \mathcal{R}_{\Phi, g}^+(X)} \frac{1}{2} \int_X \int_X f(x, y) d\mu(x) d\mu(y) + \int_X h(x) d\mu(x),
\]

where

\[
\mathcal{R}_{\Phi, g}^+(X) := \{ \mu \in \mathcal{M}(X) : \int_X \Phi(x, z) d\mu(x) \geq g(z) \ \forall z \in Z \}.
\]

It is clear that if the total variation of the optimal measure is between two positive constants \( c_1 \) and \( c_2 \), say then it is enough to deal with measures for which \( c_1 \leq \mu(X) \leq c_2 \). Factoring out \( \mu(X) = c \) we can reformulate the problem above as it follows.

\[
\inf_{c_1 \leq c \leq c_2} \inf_{\mu \in \mathcal{R}_{\Phi, g}(X)} c^2 \int_X \int_X k_c(x, y) d\mu(x) d\mu(y) - c^2 K_c,
\]

where

\[
\mathcal{R}_{\Phi, g}(X)^c := \{ \mu \in \mathcal{M}_1(X) : \int_X c\Phi(x, z) d\mu(x) \geq g(z) \ \forall z \in Z \},
\]

and the symmetric continuous positive kernel function is

\[
k_c(x, y) = \frac{1}{2} \left( f(x, y) + \frac{1}{c}(h(x) + h(y)) \right) + K_c
\]

with a suitable positive constant \( K_c \).

Hereinafter we deal with the second minimum, and we omit the notation of dependence on \( c \). That is we are interested in the following minimum problems.

\[
(CQP_i) : \inf_{\mu \in \mathcal{R}_{\Phi, g}(X)} \int_X \int_X k(x, y) d\mu(x) d\mu(y) = w(\mathcal{R}_{\Phi, g}(X)),
\]

where

\[
\mathcal{R}_{\Phi, g}(X) := \{ \mu \in \mathcal{M}_1(X) : \int_X \Phi(x, z) d\mu(x) \geq g(z) \ \forall z \in Z \}.
\]

\[
(CQP_e) : \inf_{\mu \in \mathcal{R}_{\Phi, g}^e(X)} \int_X \int_X k(x, y) d\mu(x) d\mu(y) = w(\mathcal{R}_{\Phi, g}^e(X)),
\]

where

\[
\mathcal{R}_{\Phi, g}^e(X) := \{ \mu \in \mathcal{M}_1(X) : \int_X \Phi(x, z) d\mu(x) = g(z) \ \forall z \in Z \}.
\]

Following the logic of E. Anderson (cf. [2]), we examine mainly \((CQP_e)\). Our other motivation to deal with the "equality problem" is that there are nice methods to discuss \((CQP_i)\) under Slater condition, by duality (cf. [34]).

One of our main tools is the cutting plane algorithm.
4.1. The cutting plane or greedy algorithm. We follow the chain of ideas of [5, Section 2]. Here we discuss "equality" and "inequality" cases. We deal with the "equality case." The algorithm in the "inequality case" can be found basically in [5] and similar to the determination of the so-called greedy energy or Leja points (cf. [15] and the references therein).

Let us assume that $\mathcal{R}_{\Phi, g}(X) \neq \emptyset$. Let $n = 1$, choose any $z_1, z_2 \in Z$, and $Z_2 = \{z_1, z_2\}$. Next let $Z_{2n} = \{z_1, z_2, \ldots, z_{2n}\}$ be already defined, let $\mu_n$ be the "minimal measure" with respect to $\mathcal{R}_{\Phi, g, Z_{2n}}(X) := \{\mu \in \mathcal{M}_1(X) : \int_X \Phi(x, z) d\mu(x) = g(z) \ z \in Z_{2n}\}$, that is

$$E(\mu_n) = \inf_{\mu \in \mathcal{R}_{\Phi, g, Z_{2n}}(X)} E(\mu).$$

Observe that $\mathcal{R}_{\Phi, g, Z_{2n}}(X) = \{\mu \in \mathcal{M}_1(X) : \int_X \Phi(x, z) d\mu(x) = g(z) \ i = 1, \ldots, 2n\} = \{\mu \in \mathcal{M}_1(X) : \int_X f_i(x) d\mu(x) = c_i \ i = 1, \ldots, 2n\}$, where $f_i(x) = \Phi(x, z_i)$ and $c_i = g(z_i)$. Since $f_i$ are continuous, $\mathcal{R}_{\Phi, g, Z_{2n}}(X)$ is a $w^*$-closed subset of a $w^*$-compact set, thus the infimum is a minimum. The situation is the same in the "inequality case". Let us denote by

$$\Psi_n(z) = \int_X \Phi(x, z) d\mu_n(x) - g(z).$$

If $\Psi_n(z) \equiv 0$ then stop. Otherwise we continue the procedure with determination of $z_{2n+1}$ and $z_{2n+2}$. Since $\Psi_n$ is continuous and $Z$ is compact, there exist $z_{2n+1}, z_{2n+2} \in Z$ such that

$$\Psi_n(z_{2n+1}) = \min_{z \in Z} \Psi_n(z), \quad \Psi_n(z_{2n+2}) = \max_{z \in Z} \Psi_n(z).$$

Then $Z_{2n+2} = Z_{2n} \cup \{z_{2n+1}, z_{2n+2}\}$. In the "inequality case", if $\Psi_n(z) \geq 0$ then stop, and otherwise we follow the "n is odd" case (cf. [5]).

Lemma 8. Supposing that $\mathcal{R}_{\Phi, g}(X) \neq \emptyset$ ($\mathcal{R}_{\Phi, g}(X) \neq \emptyset$), the cutting plane algorithm has a limit, that is

$$\lim_{n \to \infty} w(\mathcal{R}_{\Phi, g, Z_{2n}}(X)) = w(\mathcal{R}_{\Phi, g}(X)).$$

To prove the lemma we need the following result.

Lemma 9. [11] Lemma 3.11] If $X$ is compact, $\Phi(x, z)$ is continuous on $X \times Z$, the mapping

$$M : \mathcal{M}_1(X) \to C(X), \quad \mu \mapsto U_\Phi^\mu = \int_X \Phi(\cdot, z) d\mu(x)$$

is continuous from the $w^*$-topology to the sup-norm topology.

Proof. (of Lemma 8) The "equality case". If the algorithm is finite, there is nothing to prove. We deal with the infinite case. Since $\mathcal{R}_{\Phi, g}(X) \subset \cdots \subset \mathcal{R}_{\Phi, g,Z_{2n+2}}(X) \subset \mathcal{R}_{\Phi, g,Z_{2n}}(X) \subset \cdots \subset \mathcal{R}_{\Phi, g,Z_2}(X)$, thus $E(\mu_n)$ is increasing and for all $n E(\mu_n) \leq w(\mathcal{R}_{\Phi, g}(X))$ so it has a limit in the extended sense. Assume that $w(\mathcal{R}_{\Phi, g}(X)) < \infty$. Let us suppose contrary that with some $\eta > 0 \lim_{n \to \infty} E(\mu_n) = w(\mathcal{R}_{\Phi, g}(X)) - \eta$. Since $\{\mu_n\} \subset \mathcal{M}_1(X)$, it has a $w^*$-convergent subsequence, $\mu_{nk} \to \mu$ and $\mu \in \mathcal{M}_1(X)$ as well. Since $k$ is l.s.c.

$$E(\mu) = \sup_{0 \leq h(x, y) \leq k(x, y)} \int_{X \times X} h(x, y) d\mu(x) \times \mu(y)$$
We show that \( \mu \in \mathcal{R}_{\Phi,g}(X) \), which leads to a contradiction.

Let \( \Psi(z) = \int_X \Phi(x,z) d\mu(x) - g(z) \) and let us define \( z^*, z^{**} \in Z \) such that \( \Psi(z^*) = \min_{z \in Z} \Psi(z) \), \( \Psi(z^{**}) = \max_{z \in Z} \Psi(z) \). Because \( Z \) is compact \( \{n_k\} \) has a subsequence such that \( \{z_{2n_k_2} \} \to z_c \) and a (possibly different) subsequence so that \( \{z_{2n_k_1} \} \to z_0 \). The construction ensures that \( \Psi(z_i) = 0 \) for all \( i \geq 1 \), thus by the continuity of \( \Psi \), \( \Psi(z_c) = \Psi(z_0) = 0 \). Also by the construction \( \Psi_{n_k}(z^*) \geq \Psi_{n_k}(z_{2n_k_1}), n \geq 1 \) and \( \Psi_{n_k}(z^{**}) \leq \Psi_{n_k}(z_{2n_k_2}) \). Thus

\[
(16) \quad \Psi_{n_k}(z^{**}) \leq \Psi_{n_k}(z_{2n_k_1}), \quad l = 1, 2, \ldots,
\]

and

\[
(17) \quad \Psi_{n_k}(z^*) \geq \Psi_{n_k}(z_{2n_k_1}), \quad j = 1, 2, \ldots.
\]

Since \( \Psi_{n_k} \) is obviously pointwise convergent, the left-hand side of (16) and (17) tend to \( \Psi(z^{**}) \) and \( \Psi(z^*) \) respectively. On the other hand \( |\Psi_{n_k}(z_{2n_k_2}) - \Psi(z_c)| \leq |\Psi_{n_k}(z_{2n_k_1}) - \Psi(z_{2n_k_2})| + |\Psi(z_{2n_k_1}) - \Psi(z_c)| \). Thus according to Lemma 9, and by the continuity of \( \Psi \), \( \Psi_{n_k}(z_{2n_k_1}) \to \Psi(z_c) \) and similarly \( \Psi_{n_k}(z_{2n_k_2}) \to \Psi(z_0) \). That is

\[
0 = \Psi(z_0) \leq \Psi(z^*), \quad \text{and} \quad 0 = \Psi(z_c) \geq \Psi(z^{**}),
\]

which proves the statement. The proof of the "inequality case" is the same following the odd indices.

Our aim is to give some semi-infinite or finite methods by the Chebyshev and the cutting plane algorithm which solve \( (CQP_k) \), in limit.

First, following the logic of the example after Corollary 2, we show that the sets of measures \( \mathcal{R}_{\Phi,g,Z_{2n_k}}(X) \) are appropriate.

**Lemma 10.** Let \( f_1, \ldots, f_n \) be positive, continuous, totally nonconstant functions on \( X \), \( k \) is a symmetric l.s.c. kernel, let \( c_i \) be positive numbers, \( i = 1, \ldots, n \). Assume that \( \mathcal{M}_\tau(X) := \{ \mu \in \mathcal{M}_1(X) : \int_X f_i d\mu = c_i \ i = 1, \ldots, n \} \neq \emptyset \). If \( k \) is infinite at the diagonal or \( f_1, \ldots, f_n \) is a strong Chebyshev (or Descartes) system (see e.g. [3]), then \( \mathcal{M}_\tau(X) \) is appropriate.

**Proof.** Assume that \( w := w(\mathcal{M}_\tau(X)) = E(\mu) < \infty \). Now by Theorem 2, for any \( \sigma \in \mathcal{M}_\tau(X) \) \( E(\mu, \sigma) \geq E(\mu) \). Let us suppose indirectly that \( \mu(\{x \in X : U^n(x) < w\}) > 0 \). Let \( S_k := \{ x \in X : U^n(x) < w \} \), say and (without taking any care of the method) let \( S_1, S_2, \ldots, S_n \) be a partition of \( X \) such that \( \mu(S_j) > 0 \), for any \( j = 1, \ldots, n + 1 \). It can be done, since if \( k \) is infinite at the diagonal, a measure with finite energy is not atomic, and if \( f_1, \ldots, f_n \) is a strong Chebyshev system and
card(supp$\mu$) < $n + 1$, then the determinants $\det A^j$ (see below) cannot be zero, which is impossible. Let $\mu_k := \frac{\mu |_{S_k}}{\mu(S_k)}$ and

$$p_{i,k} := \int_{S_k} f_i d\mu_k - c_i, \quad q_k := \int_{S_k} U^\mu d\mu_k - w, \quad k = 1, \ldots, n + 1, \quad i = 1, \ldots, n.$$ 

Notice that $\sum_{k=1}^{n+1} \mu(S_k) \int_{S_k} f_i d\mu_k = c_i$ and $\sum_{k=1}^{n+1} \mu(S_k) \int_{S_k} U^\mu d\mu_k = w$. That is the homogeneous linear equation system $A\theta = 0$ has a strongly positive solution, $b > 0$, that is $b = (b_1, \ldots, b_{n+1})$, $k = 1, \ldots, n + 1, \quad i = 1, \ldots, n$, and we can assume that $\sum_{j=1}^{n+1} b_j = 1$.

$$\begin{bmatrix} p_{1,1} & \ldots & p_{1,n+1} \\ \vdots & \ddots & \vdots \\ p_{n,1} & \ldots & p_{n,n+1} \\ q_1 & \ldots & q_{n+1} \end{bmatrix} \quad \text{(That is } \det A = 0) \text{. It ensures that } A_1 b = e,$n

where $A = \begin{bmatrix} p_{1,1} & \ldots & p_{1,n+1} \\ \vdots & \ddots & \vdots \\ p_{n,1} & \ldots & p_{n,n+1} \\ 1 & \ldots & 1 \end{bmatrix}$ and $e = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{bmatrix}$. We can assume that the sets $S_k$ are chosen such that $\det A_1 \neq 0$. Let us define nonconstant positive continuous functions $h_k$ on $S_k$ such that $0 < h_k(x) < 2$ and $\int_{S_k} h_k d\mu_k = 1$, $k = 1, \ldots, n + 1$. Let $a_{i,k} := \int_{S_k} f_i h_k d\mu_k = c_i$, $a_{n+1,1} := \int_{S_k} U^\mu h_k d\mu_k - w$, $i = 1, \ldots, n$, $k = 1, \ldots, n + 1$. Let $\Theta := (\Theta_1, \ldots, \Theta_{n+1})$, such that $\Theta_i \in (0, 1)$, $i = 1, \ldots, n + 1$ and

$$A(\Theta) := \begin{bmatrix} (2\Theta_1 - 1)a_{1,1} + 2(1 - \Theta_1)p_{1,1} & \ldots & (2\Theta_{n+1} - 1)a_{1,n+1} + 2(1 - \Theta_{n+1})p_{1,n+1} \\ \vdots & \ddots & \vdots \\ (2\Theta_1 - 1)a_{n,1} + 2(1 - \Theta_1)p_{n,1} & \ldots & (2\Theta_{n+1} - 1)a_{n,n+1} + 2(1 - \Theta_{n+1})p_{n,n+1} \\ (2\Theta_1 - 1)a_{n+1,1} + 2(1 - \Theta_1)q_1 & \ldots & (2\Theta_{n+1} - 1)a_{n+1,n+1} + 2(1 - \Theta_{n+1})q_{n+1} \end{bmatrix}.$$ 

Since by the indirect assumption $U^\mu(x)$ cannot be equivalently equal to $w$ a.e., we can assume that $\det A(\Theta) \neq 0$. By the previous computation for $\Theta_0 = (\Theta_1, \ldots, \Theta_{n+1})$ the equation $A(\Theta_0) b(\Theta_0) = 0$ has a strongly positive solution which is also the solution of the equation $A_1(\Theta_0) b(\Theta_0) = e$. Since $b_j(\Theta_0) > 0$ for all $j$, $\Theta_0$ has a (small) neighborhood, $V$ such that for any $\Theta \in V$ $b_j(\Theta) > 0$ for all $j$, and $\det A_1(\Theta)$ has also the same sign as $\det A(\Theta_0)$. Let us denote by $A'(\Theta) \in \mathbb{R}^{n \times n}$ the matrix generated from $A(\Theta)$ such that we omit the last row and the $j$-th column. $b_j(\Theta) = \frac{\det A'(\Theta)}{\det A(\Theta)}$, and so with any $\Theta \in V \sum_{j=1}^{n+1} A(\Theta)_{n+1,j} b_j(\Theta) = \frac{\det A'(\Theta)}{\det A(\Theta)}$. It is easy to show that there is a $\Theta \in V$ for which $\frac{\det A'(\Theta)}{\det A(\Theta)} < 0$, that is it leads to a contradiction since $\mu(\theta) = \sum_{j=1}^{n+1} b_j(\Theta) \mu_j \in \mathcal{M}_2(X)$ and $E(\mu(\theta), \mu) < E(\mu)$. By the assumptions $\det A(\Theta_0) = 0$ but $\det A(\Theta) \neq 0$. Since the determinant consists of products which contains only one element from every row, in every products the variables $\Theta_i$ are at most on the first power. That is considering the determinant of $A(\Theta)$ as a function of the variables $\Theta_i$, all the elements of the main diagonal of the Hessian of $A(\Theta)$ are zeros, so the trace of the Hessian is zero, and so it has both positive and negative eigenvalues for all $\Theta \in V$, that is in $\Theta_0 \ A(\Theta)$ cannot has a minimum/maximum, so we can choose a suitable $\Theta \in V$. 


As a corollary of the previous section, we are in position to state the main theorem of this section. In [5] after the cutting plane algorithm a discretization algorithm is introduced on compact intervals, which reduces the semi-infinite problem to finite ones. By Chebyshev-constant method we extend this idea to any compact metrizable spaces.

For simplicity let us denote by
\[ \mathcal{R}(X) := \mathcal{R}_{\Phi,g}(X), \quad \text{and} \quad \mathcal{R}^{(n)}(X) := \mathcal{R}_{\Phi,g,Z_n}(X), \]
and let us recall that
\[ \mathcal{R}^{(n)}_m(X) := \{ \mu \in \mathcal{R}^{(n)}(X) : \text{Card(supp}\mu) \leq m \}. \]

**Theorem 4.** Besides the assumptions of \((CQP_e)\) and Lemma 10, let us suppose that the kernel \(k(x,y)\) fulfils the Frostman’s maximum principle. Then

\[ (CQP_e) = \inf_{\mu \in \mathcal{R}(X)} \int_X \int_X k(x,y)d\mu(x)d\mu(y) = w(\mathcal{R}(X)) \]

\[ = \lim_{n \to \infty} w(\mathcal{R}^{(n)}(X)) \]

\[ = \lim_{n \to \infty} q(\mathcal{R}^{(n)}(X)) = \lim_{n \to \infty} \inf_{\mu \in \mathcal{R}(X)} \sup_{\nu \in \text{Ex}\mathcal{R}^{(n)}(X)} \int_X \int_X k(x,y)d\mu(x)d\nu(y) \]

\[ = \lim_{n \to \infty} \sup_{\mu \in \mathcal{R}^{(n)}_m(X)} \inf_{\nu \in \text{Ex}\mathcal{R}^{(n)}(X)} \int_X \int_X k(x,y)d\mu(x)d\nu(y) \]

\[ = \lim_{n \to \infty} \lim_{m \to \infty} \inf_{\mu \in \mathcal{R}^{(n)}_m(X)} \sup_{\nu \in \text{Ex}\mathcal{R}^{(n)}(X)} \int_X \int_X k(x,y)d\mu(x)d\nu(y) \]

\[ = \lim_{n \to \infty} \lim_{m \to \infty} q(\mathcal{R}^{(n)}_m(X), \text{Ex}\mathcal{R}^{(n)}(X)). \]

**Proof.** (19) is the cutting plane algorithm (Lemma 8). Let us recall that \(\mathcal{R}^{(n)}(X)\) is \(w^*\)-compact and obviously is convex that is we can apply the results above. (20) follows from Lemma 10 and Corollary 2. Corollary 1 ensures (21). We get (22) from Theorem 3. (23) and (24) are Definition 5 and Definition 1.

Examples and numerical corollaries of this theorem are discussed in the next section.

5. Appendix

To make more complete the discussion, in this section we cite some examples from the literature for kernel functions which satisfy the maximum principle and for sets of measures with given extremal sets.

Let us recall that \(k\) satisfies the Frostman’s maximum principle if for every measure \(\mu \in \mathcal{M}(X)\) of compact support \(\text{supp}\mu \subseteq U(\mu) = \text{supp}\mu \subseteq U(\mu).

The Frostman’s maximum principle for Newtonian kernel was proved by M. A. Maria [19] and kernels of order \(\alpha \leq 2\) by O. Frostman [12], for Riesz kernels see [18], for logarithmic kernel cf. e.g. [20, Theorem 3.3.4] and [17, Theorem B].
general kernels by L. Carleson [4, page 14]. For continuous kernels it is proved in [10] and [30], that the equivalence of the Chebyshev constant and the energy entails the maximum principle. Here we cite the result of Carleson, which is useful for applications. For further results see e.g. [30] and [17].

Let \( H(t) : \mathbb{R} \to \mathbb{R}_+ \) be a non-negative continuous increasing, convex function. Let \( x \in \mathbb{R}^d \) and \( r = \|x\| \) the Euclidean norm of \( x \) and \( \Lambda(r) \) be a fundamental solution of Laplace’s equation
\[
\Lambda(r) = \begin{cases} 
\log \frac{1}{r}, & d = 2 \\
\frac{1}{r^{2-d}}, & d > 2.
\end{cases}
\]
Let
\[
k(x, y) := k(\|x - y\|), \quad \text{where } k(r) = H(\Lambda(r)) \text{ if } \int_0^A k(r)r^{d-1}dr < \infty.
\]

**Lemma 11.** [4, Theorem 1] If the kernel \( k \) fulfils the assumptions above, it also fulfils the Frostman’s maximum principle.

Now we turn to the discussion of extremal sets. Recalling the notation
\[
\mathcal{R}_{\Phi, g, Z_n}(X) = \mathcal{M}_\mathcal{F}(X) := \{ \mu \in \mathcal{M}(X) : \int_X f_i d\mu = c_i, \ i = 0, 1, \ldots, n \}.
\]
R. Douglas gave descriptions of the extremal sets of sets of measures which fulfil some equality type conditions and which are contained by \( \mathcal{M}(X) \). For more details see [7] and [8].

From the results of Douglas A. Karr derived a characterization of the extreme points of sets of measures of type \( \mathcal{M}_\mathcal{F}(X) \).

**Lemma 12.** [16, Theorem 2.1, Proposition 2.1] Let \( X \) be a compact, metrizable space. For each \( \mu \in \mathcal{M}_\mathcal{F}(X) \) the following assertions are equivalent:

1. \( \mu \) is an extreme point of \( \mathcal{M}_\mathcal{F}(X) \)
2. \( \text{(a)} \) \( \text{card(supp} \mu) \leq n + 1 \) and
2. \( \text{(b)} \) if \( \text{supp} = \{x_1, \ldots, x_k\} \) then the vectors \( (1, f_1(x_1), \ldots, f_n(x_1)), \ldots, (1, f_1(x_k), \ldots, f_n(x_k)) \) are linearly independent.

Furthermore \( \mathcal{M}_\mathcal{F}(X) \) is nonempty if and only if \( (c_1, \ldots, c_n) \) lies in the closed convex hull of \( \{(f_1(x), \ldots, f_n(x)) : x \in X\} \).

First let us suppose that \( \mathcal{M}_\mathcal{F}(X) \) is nonempty. It is convenient to assume that \( \{1, f_1, \ldots, f_n\} \) is linearly independent cf. [16]. We can omit assumption \( 2.\text{b) if} \quad \{1, f_1, \ldots, f_n\} \quad \text{is a Chebyshev system (for the definition see e.g. [3])}. \) At this point we have the following form of e.g. (20) and (24).

**Corollary 3.** If \( X \) is a compact, metrizable Hausdorff space, \( k \) is l.s.c. and fulfils the Frostman’s maximum principle, \( \mathcal{F} \subset L_1^1 \forall \mu \in \mathcal{M}_1(X) \) and is a Chebyshev system, \( \mathcal{F}_n = \{f_0, f_1, \ldots, f_n\} \subset \mathcal{F} \), then
\[
CQP_k = w(\mathcal{R}_{\Phi, g}(X))
\]

\[
= \lim_{n \to \infty} \inf_{\mu \in \mathcal{F}_n, f_i} \sup_{1 \leq i \leq n, 1 \leq j \leq n} \sum_{i=1}^{n} \alpha_i \int_X k(x, y_j)d\mu(x)
\]
\[ \lim_{n \to \infty} \lim_{m \to \infty} \sup_{\sum_{i=1}^n \beta_i \alpha_i > 0, \sum_{j=1}^m \beta_j \alpha_j > 0} \inf_{\sum_{k=1}^n \alpha_k \beta_k > 0, \sum_{j=1}^m \alpha_j \beta_j > 0} \frac{1}{\sum_{k=1}^n \alpha_k \beta_k} \sum_{j=1}^m \alpha_j \beta_j k(x_{k}, y_{j}). \]

That is we can handle the infinite (or continuous) problem as the limits of semi-infinite and finite minimax problems.

**Examples.** There are several examples on Chebyshev systems (cf. e.g. [3]). We specify some of them with initial function \( f_0 \equiv 1 \). Let \( X = [a, b] \subset (0, \infty) \) and \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_n \), then \( \{x^{\lambda_0}, x^{\lambda_1}, \ldots, x^{\lambda_n}\} \), \{cosh \lambda_0 t, \cosh \lambda_1 t, \ldots, \cosh \lambda_n t\} \) are Chebyshev systems. If \( [a, b] \subset (-\infty, \infty) \), with the same exponents \( \{e^{\lambda_0 t}, e^{\lambda_1 t}, \ldots\} \) is also a Chebyshev system.

It is also clear that \( \mathcal{F} = \{x^i : i = 0, 1, \ldots, n\} \) is also a Chebyshev system on \([a, b] = [0, 1]\). Denoting the \( r \)th order difference operator by \( \Delta^r \) the following corollary can be derived.

**Lemma 13.** [16] Proposition 3.2

(a) \( M_{\mathcal{F}}(X) \) is nonempty if and only if \(-1)^r \Delta^r c_k \geq 0\) for each \( r, k \leq N \).

(b) \( \mu \in M_{\mathcal{F}}(X) \) is an extreme point if and only if \( \operatorname{card}(\operatorname{supp}(\mu)) \leq N + 1 \).

Here we mention another example (for further examples see [16]). Let \( f_1(x) = e^{-\lambda_1 x} \) on \([0, 1]\), where \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_N \). Let \( 1 = c_0 \geq c_1 \geq \cdots \geq c_N > 0 \). Then

**Lemma 14.** [16] Proposition 3.3

(a) \( M_{\mathcal{F}}(X) \) is nonempty if and only if \( (c_1, \ldots, c_N) \) is in the convex hull of the curve \( \Gamma(u) := (u, u\lambda_1, \ldots, u\lambda_N) \), where \( u \in [e^{-\lambda_1}, 1] \).

(b) \( \mu \in M_{\mathcal{F}}(X) \) is an extreme point if and only if \( \operatorname{card}(\operatorname{supp}(\mu)) \leq N + 1 \).

Finally we show an application of Corollary 1, which can be interesting in itself.

**Example.** Let \( H = K = [0, 1] \) (as subsets of a suitable compact subset of \( \mathbb{C} \), say) For instance let \( k(x, y) = \log \frac{1}{|x - y|} \). Let \( \{c_i\}_{i=1}^N \) such that \(-1)^r \Delta^r c_k \geq 0\) for each \( r, k \leq N \), \( 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_M \), \((d_1, \ldots, d_M) \in \operatorname{co}\Gamma u \) as above. Then

\[
\sup_{I, \mu = \int_{I} e^{-\lambda_1 y} d\mu < d_i \text{ for } i = 0, \ldots, M} \inf_{\sum_{k=0}^N \alpha_k \beta_k > 0, \sum_{j=0}^M \alpha_j \beta_j > 0} \frac{1}{\sum_{k=0}^N \alpha_k \beta_k} \sum_{k=0}^N \alpha_k \beta_k k(x_{k}, y_{k}) = \inf_{I, \mu = \int_{I} e^{-\lambda_1 y} d\mu < d_i \text{ for } i = 0, \ldots, M} \sup_{\sum_{k=0}^N \alpha_k \beta_k > 0, \sum_{j=0}^M \alpha_j \beta_j > 0} \frac{1}{\sum_{k=0}^N \alpha_k \beta_k} \sum_{k=0}^N \alpha_k \beta_k k(x_{k}, y_{k}).
\]
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