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Abstract

Nils Tongring (1987) proved sufficient conditions for a compact set to contain \( k \)-tuple points of a Brownian motion. In this paper, we extend these findings to the fractional Brownian motion. Using the property of strong local nondeterminism, we show that if \( B \) is a fractional Brownian motion in \( \mathbb{R}^d \) with Hurst index \( H \) such that \( H_d = 1 \), and \( E \) is a fixed, nonempty compact set in \( \mathbb{R}^d \) with positive capacity with respect to the function \( \phi(s) = (\log(1/s))^k \), then \( E \) contains \( k \)-tuple points with positive probability. For the \( H_d > 1 \) case, the same result holds with the function replaced by \( \phi(s) = s^{-(d-1/H)} \).

1 Introduction

It is a well known result that almost all sample paths of Brownian motion in \( \mathbb{R}^2 \) have \( k \)-tuple points for any positive integer \( k \). It is also well known that a Brownian path in \( \mathbb{R}^2 \) will hit a compact set if and only if the set has positive logarithmic capacity. Nils Tongring combined these results in 1987 to prove that if \( B \) is a Brownian motion in \( \mathbb{R}^d \), and \( E \) is a fixed compact set in the plane with positive capacity with respect to the function \( \phi(s) = (\log(1/s))^k \), \( k \) a positive integer, then \( E \) contains \( k \)-tuple points for almost all paths. We say that \( x \) is a \( k \)-tuple point (or \( k \)-multiple point) for the path \( \omega \) if there are times \( t_1 < t_2 < \cdots < t_k \) such that \( x = B(t_1, \omega) = B(t_2, \omega) = \cdots = B(t_k, \omega) \).

In this paper, we extend Tongring’s results to the case of fractional Brownian motion, which is known as an extension of Brownian motion with the dropped required property of independent increments of Brownian motion. The fractional Brownian motion of Hurst index \( 0 < H < 1 \) is defined as a mean zero Gaussian process \( \{B_t : t \geq 0\} \) with continuous sample paths and covariance function \( \mathbb{E}(B_t B_s) = (|t|^{2H} + |s|^{2H} - |t-s|^{2H})/2 \). The fractional Brownian motion in \( \mathbb{R}^d \) is defined as \( B_t = (B^1_t, \ldots, B^d_t) \) where \( B^1, \ldots, B^d \) are i.i.d. copies of one-dimensional fractional Brownian motion. The fractional Brownian motion has the scaling property that for any \( c > 0 \), the process \( \{c^{-H} B_{ct} : t \geq 0\} \) is also a fractional Brownian motion.

The existence of multiple points for fractional Brownian motion was studied by several authors. The results of Kôno, Goldman and Rosen show that if \( k > (k-1)H_d \), then \( k \)-tuple points exist in any interval \( T \subset (0, \infty) \); and if \( k < (k-1)H_d \), then \( k \)-tuple points do not exist. Talagrand proved that in the critical case \( k = (k-1)H_d \), \( k \)-tuple points do not exist. In fact, their results cover the multiparameter case \( (t \in \mathbb{R}^N) \). Rosen also studied the Hausdorff dimension of multiple times using local times.

We study sufficient conditions for a fixed set \( E \) in \( \mathbb{R}^d \) to contain multiple points of a fractional Brownian motion in \( \mathbb{R}^d \). Our main results are Theorem 2.2 and 3.1 concerning the cases \( H_d = 1 \) and \( H_d > 1 \) respectively. We show that if \( H_d = 1 \) (resp. \( H_d > 1 \)) and \( E \) is a fixed, nonempty compact set in \( \mathbb{R}^d \) with positive capacity with respect to the function \( \phi(s) = (\log(1/s))^k \) (resp. \( \phi(s) = s^{-k(d-1/H)} \)), then \( E \) contains \( k \)-tuple points with positive probability. To avoid negative values of the logarithm, we define \( \log_+(x) = \max\{\log(x), 0\} \). Our results extend Theorem 1 and 3 of Tongring.

For the case that \( H_d < 1 \), it is known that for any fixed point \( x \) in \( \mathbb{R}^d \), the Hausdorff dimension of the level set \( B^{-1}(x) = \{t \geq 0 : B(t) = x\} \) of the fractional Brownian motion is a.s. equal to \( 1 - H_d \), which is positive (see \cite{PiS}). It follows that that \( B^{-1}(x) \) contains uncountably many time points and therefore, \( x \) is a multiple point of infinitely large multiplicity.
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Unlike the Brownian motion, the fractional Brownian motion (for $H \neq 1/2$) does not have independent increments. In order to estimate the joint distributions, our proofs rely on the property of strong local nondeterminism for the fractional Brownian motion due to Pitt \cite{Pitt} (also see Proposition 1.1 below). The concept of local nondeterminism (LND) was first introduced by Berman \cite{Berman} to study local times of Gaussian processes. We refer to \cite{Lindner, Xiao} for general conditions of LND for Gaussian processes. LND is useful for studying small ball probability, Hölder conditions of local times, Hausdorff measure of ranges and level sets, and other properties of Gaussian random fields (see e.g. \cite{Hu, Xiao}).

Let us explain notations and gather useful formulas before we end the introduction. For any nonempty Borel set $E$ in $\mathbb{R}^d$, the capacity of $E$ respect to a function $\phi : [0, \infty) \to [0, \infty]$, or the $\phi$-capacity, can be defined as the quantity

$$C_\phi(E) = \left[ \inf_\mu \int_E \int_E \phi(|z_1 - z_2|) \mu(dz_1) \mu(dz_2) \right]^{-1}$$

where the infimum is taken over all probability measures $\mu$ on $E$. It follows that $E$ has positive capacity with respect to $\phi$ if and only if there exists a probability measure $\mu$ on $E$ such that

$$\int_E \int_E \phi(|z_1 - z_2|) \mu(dz_1) \mu(dz_2) < \infty.$$ 

Recall that for any mean zero Gaussian vector $(Z, Z_1, \ldots, Z_n)$, the conditional variance of $Z$ given $Z_1, \ldots, Z_n$ is equal to the squared $L^2(\mathbb{P})$-distance of $Z$ from the subspace generated by $Z_1, \ldots, Z_n$, namely,

$$\text{Var}(Z|Z_1, \ldots, Z_n) = \inf_{a_1, \ldots, a_n \in \mathbb{R}} \mathbb{E} \left[ \left( Z - \sum_{j=1}^n a_j Z_j \right)^2 \right]. \quad (1.1)$$

The covariance matrix of the Gaussian vector $(Z_1, \ldots, Z_n)$ is denoted by $\text{Cov}(Z_1, \ldots, Z_n)$. A useful formula for the determinant of the covariance matrix is:

$$\det \text{Cov}(Z_1, \ldots, Z_n) = \text{Var}(Z_1) \prod_{j=2}^n \text{Var}(Z_j|Z_1, \ldots, Z_{j-1}). \quad (1.2)$$

An oft-used result in this paper will be the following proposition.

**Proposition 1.1.** Let $B$ be a fractional Brownian motion of Hurst index $H$. There exists a constant $0 < C_0 \leq 1$ such that for all $n \geq 1$, for all $t, s_1, \ldots, s_n \geq 0$,

$$C_0 \min_{1 \leq i \leq n} |t - s_i|^{2H} \leq \text{Var}(B_t|B_{s_1}, \ldots, B_{s_n}) \leq \min_{1 \leq i \leq n} |t - s_i|^{2H}.$$ 

The upper bound follows easily from \cite{Pitt} and the fact that $\mathbb{E}[(X_t - X_s)^2] = |t - s|^{2H}$. The lower bound was proved by Pitt \cite{Pitt} Lemma 7.1 and is known as the property of strong local nondeterminism. Formulas \cite{Lindner} and Proposition \cite{Xiao} together allow us to estimate the joint distributions of fractional Brownian motion.

Throughout this paper, $C$ denotes a positive finite constant whose value may vary in each appearance, and $C_1, C_2, \ldots$ denote specific constants. For any $z \in \mathbb{R}^d$, $|z|$ denotes its Euclidean norm. Also, $D(z, \varepsilon)$ denotes the closed ball in $\mathbb{R}^d$ centered at $z$ of radius $\varepsilon$ under the Euclidean norm, i.e. $D(z, \varepsilon) = \{ x \in \mathbb{R}^d : |x - z| \leq \varepsilon \}$.

## 2 Multiple Points of Fractional Brownian Motion with $Hd = 1$

**Lemma 2.1.** Let $E$ be a Borel set in $\mathbb{R}^d$ and $\phi(s) = (\log_+(1/s))^k$, where $k$ is a positive integer. If $E$ has positive $\phi$-capacity, then $\lambda E$ has positive $\phi$-capacity for any $\lambda > 0$.

**Proof.** Suppose that $E$ has positive $\phi$-capacity and $\mu$ is a probability measure on $E$ such that

$$\int_E \int_E \left( \log_+ \frac{1}{|z_1 - z_2|} \right)^k \mu(dz_1) \mu(dz_2) < \infty. \quad (2.1)$$
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Define the probability measure $\mu_\lambda$ on $\lambda E$ by $\mu_\lambda(A) = \mu(\lambda^{-1}A)$ for any Borel subset $A$ of $\lambda E$. We claim that
\[
\int_{\lambda E} \int_{\lambda E} \left( \log + \frac{1}{|z_1 - z_2|} \right)^k \mu_\lambda(dz_1)\mu_\lambda(dz_2) < \infty.
\] (2.2)

By changing variables,
\[
\int_{\lambda E} \int_{\lambda E} \left( \log + \frac{1}{|z_1 - z_2|} \right)^k \mu_\lambda(dz_1)\mu_\lambda(dz_2) = \int_E \int_E \left( \log + \frac{1}{|\lambda z_1 - z_2|} \right)^k \mu(dz_1)\mu(dz_2).
\]

If $\lambda \geq 1$, then $\log + \frac{1}{\lambda|z_1 - z_2|} \leq \log + \frac{1}{|z_1 - z_2|}$ and (2.2) clearly holds. Suppose $\lambda < 1$. Then
\[
\int_E \int_E \left( \log + \frac{1}{\lambda|z_1 - z_2|} \right)^k \mu(dz_1)\mu(dz_2) = \int_E \int_E \left( \log + \frac{1}{\lambda|z_1 - z_2|} \right)^k \mu(dz_1)\mu(dz_2)
\]
\[
= \int_E \int_E \left( \log + \frac{1}{1 + \lambda (|z_1 - z_2| - 1)} \right)^k \mu(dz_1)\mu(dz_2).
\]

We can split the last integral into two parts:
\[
\left( \int_{z_1, z_2 \in E, |z_1 - z_2| \leq 1} + \int_{z_1, z_2 \in E, 1 < |z_1 - z_2| \leq \lambda^{-1}} \right) \left( \log + \frac{1}{\lambda (|z_1 - z_2| - 1)} \right)^k \mu(dz_1)\mu(dz_2).
\]

For the first part, we can use the inequality $(a + b)^k \leq 2^{k-1}(a^k + b^k)$ for $a, b \geq 0$ and $k \geq 1$. For the second part, we note that $0 \leq \log(1/\lambda) - \log |z_1 - z_2| \leq \log(1/\lambda)$. It follows that
\[
\int_E \int_E \left( \log + \frac{1}{\lambda|z_1 - z_2|} \right)^k \mu(dz_1)\mu(dz_2) \leq 2^{k-1} \int_{z_1, z_2 \in E, |z_1 - z_2| \leq 1} \left[ \left( \log + \frac{1}{\lambda} \right)^k + \left( \log + \frac{1}{|z_1 - z_2|} \right)^k \right] \mu(dz_1)\mu(dz_2)
\]
\[
+ \int_{z_1, z_2 \in E, 1 < |z_1 - z_2| \leq \lambda^{-1}} \left( \log + \frac{1}{\lambda} \right)^k \mu(dz_1)\mu(dz_2).
\]

The right-hand side is finite by (2.1). Hence (2.2) holds and $\lambda E$ has positive $\phi$-capacity.

The following is our main result for the case of $Hd = 1$.

**Theorem 2.2.** If $B$ is a fractional Brownian motion in $\mathbb{R}^d$ with Hurst index $H$ such that $Hd = 1$, and $E$ is a fixed, nonempty compact set in $\mathbb{R}^d$ with positive capacity with respect to the function $\phi(s) = (\log + (1/s))^k$, then $E$ contains $k$-tuple points with positive probability.

**Proof.** Suppose that $E$ has positive capacity with respect to the function $\phi(s) = (\log + (1/s))^k$. That is, there is a probability measure $\mu$ defined on $E$ such that
\[
\int_E \int_E \left( \log + \frac{1}{|z_1 - z_2|} \right)^k \mu(dz_1)\mu(dz_2) < \infty.
\] (2.3)

By Lemma 2.1 and the scaling property of the fractional Brownian motion, we can assume without loss of generality that the set $E$ is contained in a ball of radius $1/3$ centered at the origin, so that $|z_1 - z_2| \leq 2/3$ and $\log + (1/|z_1 - z_2|)$ has a positive lower bound:
\[
\log + (1/|z_1 - z_2|) \geq \log(3/2) > 0, \quad \forall z_1, z_2 \in E.
\] (2.4)

Let $u \in \mathbb{R}^+$. Let $K_\varepsilon(u)$ be an indicator function such that
\[
K_\varepsilon(u) = \begin{cases} 
1, & u \leq \varepsilon, \\
0, & u > \varepsilon.
\end{cases}
\]
For $0 < \varepsilon < 1$, consider the following integral:

$$I_\varepsilon = \frac{1}{\varepsilon^{kd}} \int_E \mu(dz) \prod_{j=1}^{k} \int_{2j-1}^{2j} \, ds_j K_\varepsilon(|B_{s_j} - z|). \tag{2.5}$$

To prove positive probability of $k$-tuple points in the set $E$, we will show that $\mathbb{P}(I_\varepsilon > 0)$ has a positive lower bound independent of $\varepsilon$. Since $I_\varepsilon$ is non-negative, $\mathbb{E}(I_\varepsilon) = \mathbb{E}(I_\varepsilon \cdot 1_{\{I_\varepsilon > 0\}})$. By the Cauchy–Schwarz inequality, we have

$$\mathbb{P}(I_\varepsilon > 0) \geq \frac{\mathbb{E}(I_\varepsilon)^2}{\mathbb{E}(I_\varepsilon^2)}. \tag{2.6}$$

To prove that right-hand side is positive, we show that the numerator is bounded below, and the denominator is bounded above; both bounds are also independent of $\varepsilon$.

First we prove a lower bound for $\mathbb{E}(I_\varepsilon)^2$. By Fubini’s theorem,

$$\mathbb{E}(I_\varepsilon) = \frac{1}{\varepsilon^{kd}} \int_E \mu(dz) \int_1^2 ds_1 \int_3^4 ds_2 \cdots \int_{2k-1}^{2k} ds_k \mathbb{P}\left(\bigcap_{j=1}^k \{|B_{s_j} - z| \leq \varepsilon\}\right). \tag{2.7}$$

Let $s_j \in [2j-1, 2j]$ and write $B_{s_j} = (B_{s_j}^{1,s_1}, \ldots, B_{s_j}^{d,s_k})$ for $j = 1, \ldots, k$. Let $\Sigma_0 = \text{Cov}(B_{s_1}^{1}, \ldots, B_{s_k}^{d})$ be the covariance matrix of the $k$-dimensional Gaussian vector $(B_{s_1}^{1}, \ldots, B_{s_k}^{d})$, and let $\Sigma = \text{Cov}(B_{s_1}, \ldots, B_{s_k})$ be the covariance matrix of the $kd$-dimensional Gaussian vector $(B_{s_1}, \ldots, B_{s_k})$. Then,

$$\mathbb{P}\left(\bigcap_{j=1}^k \{|B_{s_j} - z| \leq \varepsilon\}\right) = \int \cdots \int_{D(x,z)^k} \frac{1}{(2\pi)^{kd/2} (\det \Sigma)^{1/2}} \exp\left(-\frac{x x^T}{2}\right) \, dx_1 \cdots dx_k,$$

where $x$ denotes the row vector $(x_1, \ldots, x_k)$, with $x_j \in \mathbb{R}^d$, and $x^T$ denotes its transpose. Since $B_{1}^{1}, \ldots, B_{d}^{d}$ are i.i.d., $\det \Sigma = (\det \Sigma_0)^d$, and by (1.2), we have

$$\det \Sigma_0 = \text{Var}(B_{s_1}^{1}) \prod_{j=2}^k \text{Var}(B_{s_j}^{1} | B_{s_1}^{1}, \ldots, B_{s_{j-1}}^{1}).$$

Then by Proposition 1.1, we get that

$$\det \Sigma \leq \left[\text{Var}(B_{s_1}^{2H} | s_2 = s_1)^{2H} \cdots \text{Var}(B_{s_k}^{2H} | s_k = s_{k-1})^{2H}\right]^d \leq [2^{2H} \cdot 3^{2H} (k-1)]^d =: C_1.$$ 

Let $\lambda_1 \leq \cdots \leq \lambda_k$ be the eigenvalues of the matrix $\Sigma_0$. Then,

$$x x^T \leq \frac{1}{\lambda_1} \left(|x_1|^2 + \cdots + |x_k|^2\right).$$

Recall that the largest eigenvalue of a real symmetric $k \times k$ matrix $A$ is equal to $\sup\{v^T Av : v \in \mathbb{R}^k, |v| = 1\}$. Since the entries of $\Sigma_0$ are bounded as a function of $(s_1, \ldots, s_k)$ on the compact set $\prod_{j=1}^{k}[2j-1, 2j]$, the eigenvalues of $\Sigma_0$ are bounded by a constant $C_2$. It follows that

$$\det \Sigma_0 = \prod_{j=1}^k \lambda_j \leq \lambda_1 C_2^{k-1}.$$ 

Also, by Proposition 1.1 we have

$$\det \Sigma_0 = \text{Var}(B_{s_1}^{1}) \prod_{j=2}^k \text{Var}(B_{s_j}^{1} | B_{s_1}^{1}, \ldots, B_{s_{j-1}}^{1}) \geq s_1^{2H} \prod_{j=2}^k [C_0(s_j - s_{j-1})^{2H}] \geq C_0^{k-1}.$$
Hence \( \lambda_1 \geq (C_0/C_2)^{k-1} \). Note that for \( x_j \in D(z, \varepsilon) \), \( |x_j| \leq |z| + \varepsilon < 1 \), and \( |x_1|^2 + \cdots + |x_k|^2 < k \), so

\[
P\left( \bigcap_{j=1}^{k} \{|B_{s_j} - z| \leq \varepsilon\} \right) \geq \frac{1}{C_1^{kd/2} (2\pi)^{kd/2}} \int \cdots \int_{D(z, \varepsilon)^k} \exp \left( -\frac{k}{2(C_0/C_2)^{k-1}} \right) dx_1 \cdots dx_k = C\varepsilon^{kd}.
\]

Plugging this back into (2.7) gives \( \mathbb{E}(I_x^2) \geq C_3 \), where \( C_3 > 0 \) is a constant independent of \( \varepsilon \).

Next, we show that \( \mathbb{E}(I_x^2) \) has a constant upper bound independent of \( \varepsilon \). Following [14], we divide \( \mathbb{E}(I_x^2) \) into two parts, \( F \) and \( S \). The first part \( F \) is given by restricting the variables \( z_1, z_2 \) to values for which \( |z_1 - z_2| \leq 4\varepsilon \), and the second part \( S \) is given by the remaining \( z_1, z_2 \) for which \( |z_1 - z_2| > 4\varepsilon \). That is,

\[
\mathbb{E}(I_x^2) = F + S,
\]

where \( F \) and \( S \) are defined by

\[
F = \frac{1}{\varepsilon^{2kd}} \int_{z_1, z_2 \in E, |z_1 - z_2| \leq 4\varepsilon} d\mu(z_1) d\mu(z_2) \int_{[1, 2]^2} ds_1 d\hat{s}_1 \int_{[3, 4]^2} ds_2 d\hat{s}_2 \cdots \int_{[2k-1, 2k]^2} ds_k d\hat{s}_k P \left( \bigcap_{j=1}^{k} \{|B_{s_j} - z_1| \leq \varepsilon, |B_{\hat{s}_j} - z_2| \leq \varepsilon\} \right)
\]

and

\[
S = \frac{1}{\varepsilon^{2kd}} \int_{z_1, z_2 \in E, |z_1 - z_2| > 4\varepsilon} d\mu(z_1) d\mu(z_2) \int_{[1, 2]^2} ds_1 d\hat{s}_1 \int_{[3, 4]^2} ds_2 d\hat{s}_2 \cdots \int_{[2k-1, 2k]^2} ds_k d\hat{s}_k P \left( \bigcap_{j=1}^{k} \{|B_{s_j} - z_1| \leq \varepsilon, |B_{\hat{s}_j} - z_2| \leq \varepsilon\} \right).
\]

Let us consider \( S \). Assume \( |z_1 - z_2| > 4\varepsilon \). First, we fix \( s_j, \hat{s}_j \in [2j-1, 2j] \) for \( j = 1, \ldots, k \) and consider the joint probability that appears in \( S \). We may assume without loss of generality that \( s_1 < \hat{s}_1 < \cdots < s_k < \hat{s}_k \), because for other possible orderings, we can interchange \( s_j \) and \( \hat{s}_j \), and follow the same argument. By the triangle inequality, the joint probability is

\[
P \left( \bigcap_{j=1}^{k} \{|B_{s_j} - z_1| \leq \varepsilon, |B_{\hat{s}_j} - z_2| \leq \varepsilon\} \right) \leq P \left( \bigcap_{j=1}^{k} \{|B_{s_j} - z_1| \leq \varepsilon, |B_{\hat{s}_j} - B_{s_j} - (z_2 - z_1)| \leq 2\varepsilon\} \right).
\]

Now, we normalize the random variables \( B_{s_j}, B_{\hat{s}_j} - B_{s_j}, \ldots, B_{s_k} - B_{s_k} \) by dividing by their respective standard deviations. We will see that it allows us to obtain a lower bound involving their inverse covariance matrix. Let

\[
X_j = \frac{B_{s_j}}{s_j}, \quad \hat{X}_j = \frac{B_{\hat{s}_j} - B_{s_j}}{s_j - s_j}
\]

for \( j = 1, \ldots, k \). Define the vector \( X_n = (X_1^1, X_2^2, \ldots, X_n^n) \). To simplify notations, let us denote

\[
y_j = \frac{z_1}{s_j}, \quad \hat{y}_j = \frac{z_2 - z_1}{|s_j - s_j|^H}
\]

and

\[
\varepsilon_j = \frac{\varepsilon}{|s_j|^H}, \quad \hat{\varepsilon}_j = \frac{\varepsilon}{|s_j - s_j|^H}
\]

for \( j = 1, \ldots, k \). Then

\[
P \left( \bigcap_{j=1}^{k} \{|B_{s_j} - z_1| \leq \varepsilon_j, |B_{\hat{s}_j} - B_{s_j} - (z_2 - z_1)| \leq 2\varepsilon_j\} \right)
\]
Similarly, for all \( j \) for some constant \( \lambda \).

It follows that
\[
\text{det}\Sigma = \det(X_1, \ldots, X_k, \hat{X}_k) = \prod_{j=1}^k \det(X_j|X_1, \ldots, \hat{X}_j, \ldots, \hat{X}_k).
\]

By (1.2), \( \text{det}\Sigma \) is equal to
\[
\left\{ \text{Var}(X_1) \text{Var}(X_1|X_1) \prod_{j=2}^k \left[ \text{Var}(X_j|X_1, \ldots, X_{j-1}, \hat{X}_{j-1}) \text{Var}(\hat{X}_j|X_1, \ldots, X_{j-1}, \hat{X}_{j-1}) \right] \right\}^d.
\]

Clearly, \( \text{Var}(X_1) = 1 \). To find lower bounds for the conditional variances, we use the property of local nondeterminism. Using (1.1) and Proposition 1.1, we get that
\[
\text{Var}(\hat{X}_1|X_1) \geq \frac{1}{|s_1 - \hat{s}_1|^{2H}} \text{Var}(B_{s_1}^1 | B_{s_1}^1) \geq C_0.
\]

Similarly, for all \( j = 2, \ldots, k \), we have
\[
\text{Var}(X_j|X_1, \ldots, \hat{X}_1, \ldots, \hat{X}_{j-1}) \geq \frac{1}{|s_j - \hat{s}_j|^{2H}} \text{Var}(B_{s_j}^1 | B_{s_j}^1, B_{s_{j-1}}^1, B_{s_{j-2}}^1) \geq \frac{C_0 |s_j - \hat{s}_j|^{2H}}{|s_j - \hat{s}_j|^{2H}} \geq C_0
\]
and
\[
\text{Var}(\hat{X}_j|X_1, \ldots, \hat{X}_1, \ldots, \hat{X}_{j-1}) \geq \frac{1}{|s_j - \hat{s}_j|^{2H}} \text{Var}(B_{s_j}^1 | B_{s_j}^1, B_{s_{j-1}}^1, B_{s_{j-2}}^1, B_{s_{j-3}}^1) \geq C_0.
\]

It follows that
\[
\text{det} \Sigma \geq C
\]
for some constant \( C > 0 \) independent of \( \varepsilon \).

Let us consider the exponential function of the joint density in (2.8). Let \( \lambda_{\max} \) denote the maximum eigenvalue of \( \Sigma \). Then for any \( x = (x_1, \hat{x}_1, \ldots, x_k, \hat{x}_k) \in D \),
\[
x\Sigma^{-1}x^T \geq \frac{1}{\lambda_{\max}} |x|^2 \geq \frac{1}{\lambda_{\max}} (|\hat{x}_1|^2 + \cdots + |\hat{x}_k|^2).
\]

By normalizing the random variables, we are able to use Gershgorin’s circle theorem [7, Theorem 6.1.1] to find this bound. Since the entries in the \( \Sigma \) matrix are the correlation coefficients between the random variables, the diagonal entries are 1 and the sum of the absolute values of the non-diagonal entries in each row is bounded by \( 2k - 1 \), thus \( \lambda_{\max} \leq 1 + (2k - 1) = 2k \). It follows that
\[
\exp \left( -\frac{x\Sigma^{-1}x^T}{2} \right) \leq \exp \left( -\frac{|\hat{x}_1|^2 + \cdots + |\hat{x}_k|^2}{4k} \right).
\]

Using (2.9) and (2.10), with a change of variables, we get that the integral in (2.8) is bounded above by
\[
C \prod_{j=1}^k \int_{D(0,\varepsilon_j) \times D(0,2\varepsilon_j)} \exp \left( -\frac{|\hat{x}_j + \hat{y}_j|^2}{4k} \right) dx_j d\hat{x}_j.
\]
Note that the assumption $|z_1 - z_2| > 4\varepsilon$ implies $2\varepsilon|\tilde{s}_j - s_j|^{-H} \leq |\tilde{y}_j|/2$ for all $j$. By the triangle inequality, if $\tilde{x}_j \in D(0, 2\varepsilon_j)$, then

$$|\tilde{y}_j + \tilde{x}_j| \geq |\tilde{y}_j| - \frac{2\varepsilon}{|s_j - \tilde{s}_j|^H} \geq |\tilde{y}_j| - \frac{|\tilde{y}_j|}{2} = \frac{|\tilde{y}_j|}{2},$$

which implies

$$\exp\left(-\frac{|\tilde{x}_j + \tilde{y}_j|^2}{4k}\right) \leq \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right).$$

Recall that $\tilde{\varepsilon}_j = \varepsilon/|\tilde{s}_j - s_j|^H$ and $Hd = 1$. It follows that

$$P\left(\bigcap_{j=1}^{k} \{ |B_{s_j} - z_1| \leq \varepsilon, |B_{s_j} - B_{s_j} - (z_2 - z_1)| \leq 2\varepsilon \} \right) \leq C \prod_{j=1}^{k} \int_{D(0, \varepsilon_j) \times D(0, 2\varepsilon_j)} \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right) ds_j d\tilde{x}_j$$

$$\leq C\varepsilon^{2kd} \prod_{j=1}^{k} \left[ \frac{1}{|s_j - \tilde{s}_j|} \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right) \right].$$

Returning to our integral $S$, we have

$$S \leq C \int_{z_1, z_2 \in E, |z_1 - z_2| > 4\varepsilon} \mu(dz_1)\mu(dz_2) \prod_{j=1}^{k} \int_{|2j-1, 2j|^2} 1_{|s_j - s_j| \leq |z_1 - z_2|^{1/H}} \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right) ds_j d\tilde{s}_j. \quad (2.11)$$

Let us write

$$\int_{|2j-1, 2j|^2} 1_{|s_j - s_j| \leq |z_1 - z_2|^{1/H}} \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right) ds_j d\tilde{s}_j = L_j + M_j,$$

where

$$L_j = \int_{s_j, \tilde{s}_j \in |2j-1, 2j|, |s_j - \tilde{s}_j| \leq |z_1 - z_2|^{1/H}} 1_{|s_j - s_j| \leq |z_1 - z_2|^{1/H}} \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right) ds_j d\tilde{s}_j$$

and

$$M_j = \int_{s_j, \tilde{s}_j \in |2j-1, 2j|, |s_j - \tilde{s}_j| \geq |z_1 - z_2|^{1/H}} 1_{|s_j - \tilde{s}_j| \leq |z_1 - z_2|^{1/H}} \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right) ds_j d\tilde{s}_j.$$

For the integral $L_j$, recalling the definition of $\tilde{y}_j$ and noting that the function $y \mapsto |y|^{1/H} \exp(-|y|^2/16k)$ is bounded on $\mathbb{R}^d$, we see that

$$L_j = \int_{s_j, \tilde{s}_j \in |2j-1, 2j|, |s_j - \tilde{s}_j| < |z_1 - z_2|^{1/H}} 1_{|s_j - s_j| \leq |z_1 - z_2|^{1/H}} \exp\left(-\frac{|\tilde{y}_j|^2}{16k}\right) ds_j d\tilde{s}_j$$

$$\leq \int_{s_j, \tilde{s}_j \in |2j-1, 2j|, |s_j - \tilde{s}_j| \leq |z_1 - z_2|^{1/H}} 1_{|s_j - s_j| \leq |z_1 - z_2|^{1/H}} C ds_j d\tilde{s}_j$$

and

$$C'$$

and by (2.4), we have

$$L_j \leq C \log \frac{1}{|z_1 - z_2|}.$$ 

Considering $M_j$, since $\exp(-|y|^2/16k) \leq 1$ for all $y \in \mathbb{R}^d$, we get that

$$M_j \leq \int_{s_j, \tilde{s}_j \in |2j-1, 2j|, |s_j - \tilde{s}_j| \leq |z_1 - z_2|^{1/H}} 1_{|s_j - s_j| \leq |z_1 - z_2|^{1/H}} ds_j d\tilde{s}_j.$$
Elementary calculations show that for any $a \in \mathbb{R}$ and $0 < x < 1$,
\[
\int_{s, \hat{s} \in [a, a+1], \frac{1}{|\hat{s} - s|} > x} \frac{ds d\hat{s}}{|\hat{s} - s|} = 2 \log \frac{1}{x} - 2(1 - x). \tag{2.12}
\]

It follows that
\[
M_j \leq \frac{2}{H} \log \frac{1}{|z_1 - z_2|}.
\]

Then we can combine the estimates for $L_j$ and $M_j$ to deduce from (2.11) that $S$ has following upper bound:
\[
S \leq C \int \int_{z_1, z_2 \in E, |z_1 - z_2| > 4\varepsilon} \left( \log \frac{1}{|z_1 - z_2|} \right)^k \mu(dz_1) \mu(dz_2). \tag{2.13}
\]

Let us consider $F$. Assume $|z_1 - z_2| \leq 4\varepsilon$. Again, we first consider the probability
\[
\mathbb{P}\left( \bigcap_{j=1}^k \{ |B_{s_j} - z_1| \leq \varepsilon, |B_{\hat{s}_j} - z_2| \leq \varepsilon \} \right)
\]
with normalized terms. We use the same process from (2.8) to (2.10), and integrate $dx_1, \ldots, dx_k$ to find
\[
\mathbb{P}\left( \bigcap_{j=1}^k \{ |B_{s_j} - z_1| \leq \varepsilon, |B_{\hat{s}_j} - z_2| \leq \varepsilon \} \right) \leq \int \cdots \int_{D} \frac{1}{(2\pi)^{kd}(\det \Sigma)^{1/2}} \exp \left( - \frac{x\Sigma^{-1}x^T}{2} \right) \mu(dz_1) \mu(dz_2) \leq C\varepsilon^{-kd} \prod_{j=1}^k \int_{D} \mu(dz_1) \mu(dz_2) \exp \left( - \frac{|\hat{x}_j|^2}{16k} \right) d\hat{x}_j.
\]

It follows that
\[
F \leq Ce^{-kd} \int_{z_1, z_2 \in E, |z_1 - z_2| \leq 4\varepsilon} \mu(dz_1) \mu(dz_2) \prod_{j=1}^k \int_{[2j-1,2j]^2} \mu(dz_1) \mu(dz_2) \exp \left( - \frac{|\hat{x}_j|^2}{16k} \right) d\hat{x}_j. \tag{2.14}
\]

Now, we consider the integral
\[
\int \int_{[2j-1,2j]^2} ds_j d\hat{s}_j \int_{D(\hat{s}_j, 2\varepsilon^j)} \exp \left( - \frac{|\hat{x}_j|^2}{16k} \right) d\hat{x}_j
\]
as a sum of two integrals, for one which takes values when the variables $\hat{s}_j$ and $s_j$ are restricted such that $|\hat{s}_j - s_j| > \varepsilon^d$, and the other takes values when the variables $\hat{s}_j$ and $s_j$ are restricted such that $|\hat{s}_j - s_j| \leq \varepsilon^d$. Then,
\[
\int \int_{[2j-1,2j]^2} ds_j d\hat{s}_j \int_{D(\hat{s}_j, 2\varepsilon^j)} \exp \left( - \frac{|\hat{x}_j|^2}{16k} \right) d\hat{x}_j = \int \int_{s_j, \hat{s}_j \in [2j-1,2j], |\hat{s}_j - s_j| > \varepsilon^d} ds_j d\hat{s}_j \int_{D(\hat{s}_j, 2\varepsilon^j)} \exp \left( - \frac{|\hat{x}_j|^2}{16k} \right) d\hat{x}_j + \int \int_{s_j, \hat{s}_j \in [2j-1,2j], |\hat{s}_j - s_j| \leq \varepsilon^d} ds_j d\hat{s}_j \int_{D(\hat{s}_j, 2\varepsilon^j)} \exp \left( - \frac{|\hat{x}_j|^2}{16k} \right) d\hat{x}_j.
\]

For the first integral, we use the fact that $\exp(-|x|^2/16k) \leq 1$ for all $x$, and the Lebesgue measure of the ball $D(\hat{s}_j, 2\varepsilon^j)$ is $C\varepsilon^d = C\varepsilon^d / |\hat{s}_j - s_j|$ (recall that $\varepsilon = |\hat{s}_j - s_j|^H$ and $Hd = 1$). For the second integral, we use $\int_{\mathbb{R}^d} \exp(-|x|^2/16k) dx < \infty$. We get that
\[
\int \int_{[2j-1,2j]^2} ds_j d\hat{s}_j \int_{D(\hat{s}_j, 2\varepsilon^j)} \exp \left( - \frac{|\hat{x}_j|^2}{16k} \right) d\hat{x}_j
\]
Then by (2.12) and (2.4), and also the assumption that $|z_1 - z_2| \leq 4\varepsilon$, we have

$$
\int \int_{\mathcal{F}(\mathcal{G}, \mathcal{H})} d\mathcal{F}d\mathcal{G} \int \exp \left( -\frac{|\mathcal{F}|^2}{16k} \right) d\mathcal{G}
\leq C\varepsilon^d \log \frac{1}{\varepsilon} + C\varepsilon^d \leq C'\varepsilon^d \log \frac{1}{|z_1 - z_2|}.
$$

It follows that

$$
F \leq C \int \int_{E_{1,2} \subseteq E, |z_1 - z_2| \leq 4\varepsilon} \left( \log \frac{1}{|z_1 - z_2|} \right)^k \mu(dz_1)\mu(dz_2).
$$

Now consider $F + S$. Combining (2.13) and (2.15), we have

$$
\mathbb{E}(I_\varepsilon^2) = F + S \leq C \int \int_{E_{1,2} \subseteq E, |z_1 - z_2| \leq 4\varepsilon} \left( \log \frac{1}{|z_1 - z_2|} \right)^k \mu(dz_1)\mu(dz_2) =: C_4.
$$

By (2.9), $C_4$ is a finite constant. Given the lower bound of $\mathbb{E}(I_\varepsilon)^2$ and the upper bound of $\mathbb{E}(I_\varepsilon^2)$, we deduce from (2.6) that

$$
\mathbb{P}(I_\varepsilon > 0) \geq C_3/C_4 > 0
$$

for all small $\varepsilon > 0$. Because $C_3$ and $C_4$ are independent of $\varepsilon$, we can let $\varepsilon \to 0$ to conclude that the event that $E$ contains a $k$-tuple point $z = B_{s_1} = \cdots = B_{s_k}$ for some $s_1 \in [1, 2], s_2 \in [3, 4], \ldots, s_k \in [2k - 1, 2k]$ has positive probability.

### 3 Multiple Points of Fractional Brownian Motion with $Hd > 1$

The following result is the analogue of Theorem 2.2 for $Hd > 1$.

**Theorem 3.1.** Let $B$ be a fractional Brownian motion in $\mathbb{R}^d$ with Hurst index $H$ such that $Hd > 1$. If $E$ is a fixed, nonempty compact set in $\mathbb{R}^d$ with positive capacity with respect to the function $\phi(s) = s^{-k(d-1/H)}$, then $E$ contains $k$-tuple points with positive probability.

**Proof.** It is easy to see that $E$ has positive $\phi$-capacity if and only if $\lambda E$ has positive $\phi$-capacity for all $\lambda > 0$, so we can assume that $E$ is contained in a ball of radius $1/3$ such that $|z_1 - z_2| \leq 2/3 < 1$. We can find a probability measure $\mu$ on $E$ such that

$$
\int \int_{E} \frac{1}{|z_1 - z_2|^{k(d-1/H)}} \mu(dz_1)\mu(dz_2) < \infty.
$$

As before, for small $\varepsilon > 0$, we consider the integral

$$
I_\varepsilon = \frac{1}{\varepsilon^{kd}} \int \mu(dz) \prod_{j=1}^{k} \int_{2j-1}^{2j} d\mathcal{F}_i \mathcal{K}_\varepsilon(|B_{s_j} - z|).
$$

We prove a lower bound for $\mathbb{E}(I_\varepsilon)$ and an upper bound for $\mathbb{E}(I_\varepsilon^2)$. The proof follows as in Theorem 2.2 with changes after (2.11). With $Hd > 1$, (2.11) now becomes

$$
S \leq C \int \int_{z_1, z_2 \in E, |z_1 - z_2| \geq 4\varepsilon} \mu(dz_1)\mu(dz_2) \prod_{j=1}^{k} \int \int_{|s_j - s_j| \leq \varepsilon} \frac{1}{|s_j - s_j|^{Hd}} \exp \left( -\frac{|s_j|^2}{16k} \right) d\mathcal{F}_i d\mathcal{G}_j.
$$

(3.2)
Splitting the integral in $ds_j d\tilde{s}_j$ into $L_j + M_j$ as before, we get that

$$\int\int_{[2j-1,2j]^2} \frac{1}{|\tilde{s}_j - s_j|} |H| \exp \left( -\frac{2|\tilde{y}_j|^2}{16k} \right) ds_j d\tilde{s}_j$$

$$= \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} |\frac{2}{16k}| ds_j d\tilde{s}_j + \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} \geq |\frac{1}{16k}|} ds_j d\tilde{s}_j$$

$$\leq \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} \leq |\frac{1}{16k}|} ds_j d\tilde{s}_j + \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} \geq |\frac{1}{16k}|} ds_j d\tilde{s}_j$$

(3.3)

Since the function $y \mapsto |y|^d \exp(-|y|^2/16k)$ is bounded on $\mathbb{R}^d$, the first integral in (3.3) is

$$\leq \frac{C}{|z_1 - z_2|^{d-1/\theta}}.$$

Elementary calculations show that for any $a \in \mathbb{R}$, $0 < x < 1$ and $Hd > 1$,

$$\int\int_{s_j, \tilde{s}_j \in [a,a+1], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} |\geq |\frac{1}{|Hd|^{1/2}}|} ds_j d\tilde{s}_j = \frac{2(2Hd - 1)^{-1}}{xHd - 1} + \frac{2(2d - Hd)^{-1}}{xHd - 2} + \frac{2}{(Hd)(2 - Hd)},$$

(4.4)

which is bounded by $C/\|x\|H^{d-1}$ for some constant $C$. So the second integral in (3.3) is

$$\leq \frac{C}{|z_1 - z_2|^{d-1/\theta}}.$$

It follows that

$$\int\int_{[2j-1,2j]^2} \frac{1}{|\tilde{s}_j - s_j|} |H| \exp \left( -\frac{2|\tilde{y}_j|^2}{16k} \right) ds_j d\tilde{s}_j \leq \frac{C}{|z_1 - z_2|^{d-1/\theta}},$$

and hence

$$S \leq \frac{C}{|z_1 - z_2|^{d-1/\theta}} \int\int_{z_1, z_2} \frac{1}{|z_1 - z_2|} \exp \left( -\frac{|\tilde{y}_j|^2}{16k} \right) d\tilde{y}_j$$

For $F$, we consider $|z_1 - z_2| \leq 4\varepsilon$. The bound (2.14) is still valid. For the integral

$$\int\int_{[2j-1,2j]^2} ds_j d\tilde{s}_j \int_{D(\tilde{y}_j, 2\varepsilon_j)} \exp \left( -\frac{|\tilde{y}_j|^2}{16k} \right) d\tilde{y}_j$$

in (2.14), we consider it as the sum of two integrals over $|\tilde{s}_j - s_j| > \varepsilon^{1/\theta}$ and $|\tilde{s}_j - s_j| \leq \varepsilon^{1/\theta}$:

$$\int\int_{[2j-1,2j]^2} ds_j d\tilde{s}_j \int_{D(\tilde{y}_j, 2\varepsilon_j)} \exp \left( -\frac{|\tilde{y}_j|^2}{16k} \right) d\tilde{y}_j$$

$$= \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} \geq |\frac{1}{16k}|} ds_j d\tilde{s}_j \int_{D(\tilde{y}_j, 2\varepsilon_j)} \exp \left( -\frac{|\tilde{y}_j|^2}{16k} \right) d\tilde{y}_j + \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} \leq |\frac{1}{16k}|} ds_j d\tilde{s}_j \int_{D(\tilde{y}_j, 2\varepsilon_j)} \exp \left( -\frac{|\tilde{y}_j|^2}{16k} \right) d\tilde{y}_j.$$

For the first term, we bound the exponential function by 1 and integrate over the ball $D(\tilde{y}_j, 2\varepsilon_j)$. For the second term, we bound it by replacing the ball $D(\tilde{y}_j, 2\varepsilon_j)$ by all of $\mathbb{R}^d$ and note that $\int_{\mathbb{R}^d} \exp(-|\tilde{y}_j|^2/16k) d\tilde{y}_j$ is finite. It follows that

$$\int\int_{[2j-1,2j]^2} ds_j d\tilde{s}_j \int_{D(\tilde{y}_j, 2\varepsilon_j)} \exp \left( -\frac{|\tilde{y}_j|^2}{16k} \right) d\tilde{y}_j$$

$$\leq \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} \geq |\frac{1}{16k}|} C d^{d-1} ds_j d\tilde{s}_j + \int\int_{s_j, \tilde{s}_j \in [2j-1,2j], \frac{|s_j - s_j|}{|\tilde{s}_j - s_j|} \leq |\frac{1}{16k}|} C d^{d-1} ds_j d\tilde{s}_j.$$
Then by (3.4) and $|z_1 - z_2| \leq 4\varepsilon$,

$$\int \int [2j-1,2j]^2 ds_j d\tilde{s}_j \int_{D(\tilde{y}_j,2\tilde{\varepsilon}_j)} \exp \left( -\frac{|\tilde{x}_j|^2}{16k} \right) d\tilde{x}_j$$

$$\leq C\varepsilon^d \frac{C\varepsilon^d + C\varepsilon^{1/H}}{\varepsilon^{d-1/H}} \leq \frac{C'\varepsilon^d}{|z_1 - z_2|^{d-1/H}}.$$  

Hence

$$F \leq C \int \int_{z_1, z_2 \in E} \frac{1}{|z_1 - z_2|^{k(d-1/H)}} \mu(dz_1) \mu(dz_2).$$

Therefore, we obtain the following bound for $\mathbb{E}(I^2_2)$:

$$\mathbb{E}(I^2_2) = S + F \leq C \int \int_{E} \frac{1}{|z_1 - z_2|^{k(d-1/H)}} \mu(dz_1) \mu(dz_2).$$

This bound is finite by (3.1) and is independent of $\varepsilon$. The rest of the proof is the same as in Theorem 2.2.
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