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Abstract

Interactions between the intra- and inter-domain routing protocols received little attention despite playing an important role in forwarding transit traffic. More precisely, by default, IGP distances are taken into account by BGP to select the closest exit gateway for the transit traffic (hot-potato routing). Upon an IGP update, the new best gateway may change and should be updated through the (full) re-convergence of BGP, causing superfluous BGP processing and updates in many cases. We propose OPTIC (Optimal Protection Technique for Inter-intra domain Convergence), an efficient way to assemble both protocols without losing the hot-potato property.

OPTIC pre-computes sets of gateways (BGP next-hops) shared by groups of prefixes. Such sets are guaranteed to contain the post-convergence gateway after any single IGP event for the grouped prefixes. The new optimal exits can be found through a single walk-through of each set, allowing the transit traffic to benefit from optimal BGP routes almost as soon as the IGP converges. Compared to vanilla BGP, OPTIC’s structures allow it to consider a reduced number of entries: this number can be reduced by 99%

1 Introduction

The Internet is composed of independent domains known as Autonomous Systems (ASes). An Internal Gateway Protocol (IGP), such as OSPF or IS-IS, provides intra-domain connectivity while the Border Gateway Protocol (BGP) allows ASes to trade transit traffic. ASes exchange routes through eBGP, while iBGP enables their dissemination among border routers. Since several distinct routes may exist for a given BGP prefix, border routers determine the best route towards each prefix by running the BGP decision process. This process consists, for each prefix, in comparing routes thanks to a lexicographical order based on a set of ranked attributes (see Table 1). As of 2020, the number of BGP prefixes has reached 800K [1], making this process computationally expensive [2].

However, BGP suffers from being tightly coupled to the IGP. Between two routes equally good inter-domain wise, routers choose the one advertised by the closest gateway in terms of IGP distance (hot-potato routing, step 6 in Table 1). This may affect the majority of prefixes [3]. Thus, this slow decision process should be run for all prefixes by default whenever an IGP event occurs (any single internal failure or weight change, gateway included). Since intra-domain changes are frequent [4, 5], this interaction becomes a challenging issue.

While many fast re-routing schemes have been proposed both at the intra- [6, 7] and inter-domain (local or remote) scale [8], none guarantees a fast re-routing of transit traffic towards optimal BGP routes after any internal event. However such events may lead to long-lasting connectivity loss [9] [2], performance degradation [10] and non-negligible churn [11].

In this paper, we present OPTIC (Optimal Protection Technique for Inter-Intra domain Convergence), a multi-scale routing scheme minimizing the impact of IGP changes on the BGP convergence, while enforcing both hot- and cold-potato routing. It fulfills two design requirements, effectively making the transit traffic impervious to any IGP event. First, transit traffic is quickly re-routed towards the new optimal BGP route in a time equivalent to the IGP convergence (without running a full BGP decision process). We say that OPTIC optimally protects BGP prefixes, meaning that whatever the IGP event, the BGP prefixes are almost immediately reachable again through their best BGP route. Second, the background processing...
performed to anticipate any next future IGP event is manageable, *i.e.*, at worst similar to BGP for the current event, but negligible when the event does not hamper the bi-connectivity of border routers.

To achieve these requirements, OPTIC efficiently computes groups of prefixes that have the same set of current and future optimal reachable gateways. After an IGP event, instead of running the BGP decision process per prefix, OPTIC’s convergence relies on a simple walk-through of each group of prefixes (in practice, a simple min-search on lists of distances). To limit the number of routing entries as well as the scale of the updates, the same set of routes is shared in memory by a group of prefixes: updating a shared set thus updates all grouped prefixes. Once the traffic is optimally re-routed, and only if the bi-connectivity among the set of border routers is lost, groups and their associated sets should be updated in background to anticipate any next future event. Constructing and updating such sets can be done efficiently as it does not require to consider independently each possible IGP event. With a single and simple computation, OPTIC encompasses all possible events while keeping sets at a manageable number and size.

In Section 2 we describe the underlying context and current solutions. Section 3 formally showcases the relationships between BGP and the IGP. Sec. 4 introduces the main building blocks of our proposal, from the data structures used to the algorithms at play. Sec. 5 focuses on the performance of our protecting scheme: we analytically predict the operational cost of our enhanced data plane. We conclude the paper with a summary of our main achievements in Sec. 6.

### 2 Background

Among previous studies enhancing BGP’s convergence time, some suggest tuning the BGP Control-Plane through timers [12, 13], ghost-flushing [14], modifying update messages [15], using consistency assertions [8], or limiting path exploration [16]. These works do not prevent superfluous BGP convergence due to IGP events, neither do they allow the optimal protection of external destinations as we aim to do.

Other works reduce the impact of BGP events through data-plane anomaly detection [17, 18, 19] to shorten reaction time. They are however focused on external events and mainly aim to isolate the data-plane from the control-plane.

Closer to our work, BGP PIC [2] aims at mitigating the effect of network failures through the use of a specifically designed FIB that supports backup routes (usually, a single backup route). The structure storing the optimal and the backup routes can be shared by several prefixes, reducing the update time. PIC relies on a hierarchical FIB, allowing the transit traffic to benefit from the IGP convergence if an internal event makes the current path to the BGP NH unusable. However, as we will exhibit later on, PIC does not ensure that the transit traffic benefits from the new best BGP NH, nor the protection of the prefixes in all network configurations.

Fast-rerouting requires improved route visibility to learn backup routes, achievable through improved iBGP topologies [20], centralized architectures [21, 22] or BGP extensions. In particular, BGP Add-path [23] allows the exchange of multiple BGP routes. It enables fast re-routing, load-balancing, and reduces the iBGP churn. However, these solutions are mainly control-plane focused. They do not by themselves allow to fully benefit from the potential of the exchanged routes and thus do not guarantee the optimal protection of a destination. Nevertheless, OPTIC could be fitted on top of these control-planes (in particular Add-path with its double IGP wide option) to benefit from better route visibility.

Fig. 1 is a pedagogical illustration that does not provide a comprehensive comparison but shows typical cases to position OPTIC’s objectives compared to current solutions. Since BGP routers only exchange their best route towards a given prefix, finding the new optimal forwarding state with vanilla BGP often require message exchange if the route becomes unusable. In any case, the router is required to perform a lexicographical comparison on all known routes ($K$) for each prefix ($P$).

PIC is designed to restore connectivity quickly by going through each of its sets of two gateways (whose number, for $B$ border routers, can go up to $\binom{B}{2}$) and falling back to the backup route of the set, or by benefiting from the IGP convergence through its hierarchical FIB. However, afterward, finding the new optimal gateway may still require message exchanges and a lexicographical comparison for all prefixes. In
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1 Since we also consider the failure of an external gateway, the term *gateway* refers to the external gateway of the neighboring AS by default (but can be limited to internal ones when the next-hop-self feature is used).
Add-path allows to exchange subsets of routes through iBGP. With the double IGP-wide option in particular, the subsets of routes are likely to contain the new optimal gateway after any IGP event. Through adequate configuration, a BGP router can locally find the new optimal forwarding state by running the BGP decision process on the subset of routes sent through Add-path ($K_a$) for all prefixes $|P|$. This is however not fully guaranteed depending on the network connectivity. To ensure the protection of the prefixes upon any failure, all routes should be exchanged which scales poorly.

By combining PIC and Add-path, one can benefit from the enhanced connectivity restoration time of PIC and the advantages of Add-path. However, PIC and Add-path are not designed as a single entity and their union does not allow to reach the full potential of the available gateways. While PIC can restore connectivity quickly by walking through its $B^2$ sets, the time taken to restore the optimal forwarding state is ultimately the same as the one of Add-path alone.

OPTIC is designed to fully harness the potential of increased iBGP route visibility. By efficiently ensuring that the pre-computed sets of gateways always possess the new optimal path whatever the network configuration, OPTIC guarantees a fast switch to the latter (thus, $t_c = t_o$) after a single walk-through of our pre-computed sets of gateways. The number ($|O|$) and size ($K_o$) of these sets are both limited, as shown in our evaluation. Restoring connectivity optimally does not require to work at the prefix granularity but at the set granularity instead ($|O| << |P|$ in practice). In some degraded cases, the sets of gateways may need to be re-computed to handle any future IGP event (while the transit traffic already benefits from the new current optimal route). With OPTIC, this process does not rely on the slow lexicographical full BGP comparison anymore but rather on efficient updates of gateway structures and prefix groups, which remain stable when the network remains bi-connected after the change.

3 Keeping the potato hot

In this section, we show why IGP events require the re-convergence of BGP and why current solutions fail to address this challenge. Finally, we discuss how to reassemble both protocols gracefully.

3.1 BGP/IGP: an Intimate Relationship

We start by showcasing the IGP-BGP interplay, resulting in the need to go through all BGP prefixes after IGP events. BGP routes are characterized by a collection of attributes of decreasing importance (Table 1) that can be locally modified by each router. Each attribute comes into play whenever paths could not be differentiated through the previous one. This route selection is called the BGP decision process. Note that
Table 1: Simplified BGP route selection

| Step | Criterion                  |
|------|----------------------------|
| 1    | Highest local-pref LP (economical relationships) |
| 2    | Shortest as-path           |
| 3    | Lowest origin              |
| 4    | Lowest MED (cold-potato routing) |
| 5    | eBGP over iBGP             |
| 6    | Lowest IGP cost (hot-potato routing) |
| 7    | Lowest router-id rid (arbitrary tie-break) |
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Figure 2: This example consists of an AS that learns routes towards p via several border routers, focusing on the point of view of s. Each link from an internal border router to the BGP NH is labeled with the type of relation between the two ASes (p2c means provider-to-customer, p2p and c2p, peer-to-peer and customer-to-provider respectively, modeled in practice by a decreasing local preference). A route $R_x$ is advertised by the BGP NH $n_x$. The routes announced by $n_4$ and $n_5$ are discriminated through the MED attribute. Unlabeled edges weight one.

the MED differs from the other attributes. It can be used in different ways, but should only be used to compare routes that originate from the same AS, breaking the total order of the decision process. While our solution can be adapted to any MED flavors, we consider this most general one.

When the inter-domain related attributes (local-pref, as-path and MED) of two routes are equal, routers choose the route with the closest exit point in terms of IGP distance (hot-potato routing, Line 6 in Table 1). This criterion is at the core of the dependency between BGP and the IGP. To exhibit this interplay, we separate the BGP attributes into two sub-lists: $\beta$ and $\alpha$, as shown in Table 1. $\beta$ is composed of the attributes purely related to inter-domain routing. They usually remain unchanged within an AS but some operators may configure them to change in iBGP [24]. Our work remains valid in both cases. Thus, for the sake of simplicity, we assume they are constant inside an AS. The attributes $\alpha$, on the other hand, are, by construction, router-dependent and focus on intra-domain routing. Thus, a route $R$ towards a prefix $p$ and advertised by a gateway or BGP next-hop (BGP NH) $n$ is characterized by the vector of attributes $\beta \circ \alpha$, with $\beta = [LP, as-path length, origin, med]$ and $\alpha = [ibgp/ebgp, igp cost, router id]$. Since attributes after the IGP cost are simple tie-breaks, and since rule 5 can be seen as an extension to the IGP cost (an eBGP route has an IGP cost of 0), we can refer to $\alpha$ simply as the IGP distance towards the BGP NH.

It now becomes clear that IGP events may affect the ranking of BGP routes. Let us consider Fig. 2. We state that $R_x \prec R_y$ if $R_x$ is better than $R_y$ according to the BGP decision process. We consider the routes $R_1$, $R_2$, $R_3$ and $R_4$ towards the prefix $p$ announced by $n_1$, $n_2$, $n_3$ and $n_4$ respectively. The MED being irrelevant to the point, we consider that these routes have no MED for now. $R_4$ originates from a...
client and has an as-path length of 2, leading to the attributes $\beta(R_4) = [p2c, 2, -, -]$. $R_1$, $R_2$ and $R_3$ are all characterized by the same $\beta(R_1, R_2, R_3) = [p2c, 1, -, -]$ and so are discriminated through their $\alpha$ distances (4 vs 5 vs 6). All have a better $\beta$ than $R_4$. Thus, overall, $R_1 \prec R_2 \prec R_3 \prec R_4$ from the point of view of $s$.

While the inequality $R_1 \prec R_2 \prec R_3$ holds initially, this order is reversed after the failure of the link $a \rightarrow c$ as the IGP distances, taken into account by BGP, go from 4, 5 and 6 to 9, 8 and 6 respectively. After the failure, $R_3 \prec R_2 \prec R_1$, requiring to wait for the BGP decision process to find the new best route. However, note that inter-domain related attributes ($\beta$) are left unaffected by an IGP event, meaning that $R_4$ will remain less preferred than the other three routers after any IGP event in any cases.

### 3.2 Fast BGP re-routing upon IGP Changes

We now detail why current solutions are not sufficient to guarantee fast BGP convergence. The state-of-the-art solution would be a combination of BGP PIC [2] (implemented on many routers) and BGP Add-Path (for path diversity). PIC relies on the use of a Hierarchical FIB (HFIB): for each prefix, a router maintains a pointer to the BGP NH which in turn points to the IGP NH (instead of simply memorizing the associated outgoing interface). To protect against the failure of the gateway, PIC stores at least the two best current BGP NH, which can be learned through Add-path. However, PIC only ensures partial sub-optimal protection and requires to run the usual BGP convergence afterward as illustrated in Fig 2. After the failure of the link $a \rightarrow c$, PIC’s HFIB restores the connectivity to $n_1$ by updating the IGP NH used to reach $n_1$, allowing the transit traffic to go through $n_1$ again. However, this IGP event leads to a change in the $\alpha$ ranking of some BGP routes. As seen in Sec. 3.1, after this failure, $R_3$ becomes the new best route. Restoring the connectivity to $n_1$ without considering the changes on $\alpha$ leads to the use of a sub-optimal route until BGP re-converges, violating so the hot-potato routing policy. Besides, the traffic may first be re-directed after the IGP convergence, and then re-directed once again after the BGP convergence, potentially leading to flow disruptions [25]. Letting aside the optimality issues, storing the two best BGP NH is not enough to protect the transit traffic against all failures when the network is poorly connected. Even if both $n_1$ and $n_2$ were stored, both become unreachable if $a$ fails (due to the network not being node-biconnected), leading to a loss of connectivity until BGP re-converges and finds the new best available gateway, $n_3$. In both scenarios, retrieving the correct new optimal path requires the BGP decision process which does not scale well\(^2\).

### 3.3 How to Reach a Symbiotic Coupling?

We present here the necessary operational condition to untie the BGP convergence from IGP events. The question to address is: how to efficiently pre-compute the subset composed of every BGP route that may become the new best route upon any IGP change? We state that prefixes need to be optimally protected, as per Definition 1.

**Definition 1. Optimal Protection**

Let $p$ be an external destination. We state that $p$ is optimally protected by a set $O$, if both pre- and post-convergence BGP NHs are stored within $O$. More precisely, $O$ should verify the two following properties for any IGP change $c$:

- (i) It contains the best BGP NH $n$ towards $p$ before $c$ occurs (pre-convergence NH for $p$);
- (ii) It contains the BGP NH of the new best path towards $p$ after $c$ occurs (post-convergence NH for $p$). It should be true for any kind of $c$: link or node event, $n$ included, such as an insertion, deletion or weight update.

Computing such sets naively may look costly, as predicting the optimal gateway for each specific possible failure and weight change is time-consuming. However, OPTIC computes and maintains these sets efficiently by rounding them. We will show that the size and number of such rounded sets are limited in most cases. Finding the new optimal gateway among these sets is performed through a simple min-search within each set (with no additional computation), updating so each group of prefixes depending on this set, and thus every
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\(^2\)Studies proposed ways to store reduced set of routes to enhance update times [26, 27] but not specifically to deal with IGP changes for transit traffic.
prefix. Depending on how such sets of gateways (per group of prefixes) are designed, OPTIC can protect the traffic transiting in a BGP network against any link, node, or even SRLG (i.e., links sharing a common fate) single failure.

4 OPTIC

This section explains our solution in detail. OPTIC mitigates the impact of IGP events on the BGP convergence without hampering neither hot- or cold- potato routing. It pre-computes sets of gateways bound to contain the current and future optimal gateways after any single IGP failure or change, optimally protecting every prefix. For the sake of simplicity, we only consider single node and link failures (including the gateway) as well as weight changes, but OPTIC can be extended for more general failure scenarios at the cost of complexifying the group management overhead.

4.1 Sorting and Rounding BGP Routes

First, we show that optimal protecting sets can be efficiently computed and maintained by sorting and rounding BGP routes in a specific way. We start by explaining this concept in a high-level fashion before formally detailing our solution.

4.1.1 General idea

Using our $\beta$ (inter-domain attributes) and $\alpha$ (IGP distance) attribute separation, we can compute optimal protecting sets easily. Indeed, $\beta$ is of higher importance than $\alpha$ within the BGP decision process, and IGP events can only affect $\alpha$, leaving $\beta$ unchanged. Thus, given the current optimal route, denoted $R^{st}$, with $\beta(R^{st}) = \beta^{st}$, the new optimal route after an IGP event is among the ones with the same best $\beta^{st}$ – we simply need to find the one with the new best $\alpha$. We can then easily avoid predicting which gateway will be the optimal one for a specific event; whatever the IGP event is (except the gateway failure possibly requiring to look for more gateways), the new optimal route is among $\{R | \beta(R) = \beta^{st}\}$. We thus create a rounded set that includes all routes sharing the same $\beta$. After the IGP event, since $\beta$ attributes are unaffected, we simply need to consider that $\alpha$ may have changed and find within this rounded set the gateway with the lowest $\alpha$. In Fig. 2 such a set would be composed of $n_1$, $n_2$, $n_3$ as they share the same (best) $\beta$ attributes. We indeed showed in Section 3.1 that any of these three gateways may become the new optimal gateway.

This is however not sufficient to deal with all failures. In particular, if the first rounded set only contains one gateway, a single failure may render all routes within the set unusable. If this scenario occurs (because there are no two node-disjoint paths towards the external prefix – see Section 4.1.4), more gateways are needed to optimally protect the prefix. Since $\beta$ attributes are unchanged by an internal event, the new best route is, a priori, among the ones with second-to-best $\beta$ attributes $\beta^{nd}$.

To form an optimal protecting set, we add rounded sets of $\beta$-tied gateways up until there is enough path diversity to ensure that no single failure may render all of them unreachable (there are two node-disjoint paths between the border routers and prefix p). By never adding less at a time than all gateways sharing the same $\beta$, we ensure that the final set contains all potential optimal gateways (as only $\alpha$ can be affected by internal events). This final set (composed of the union of rounded sets) is thus optimally protecting, and the new optimal gateway can be found through a simple walk-through of this set after any IGP event. If two prefixes share an equal optimal protecting set, they belong in the same group and share the same set in memory, reducing both the memory consumption and the number of entries to go through and update upon an event (as covering all shared sets covers all prefixes). In Fig. 2 $n_1$, $n_2$, and $n_3$ provided enough path-diversity to ensure the prefix was protected, and shared the same best $\beta$. Thus, the optimal gateway after any internal event is bound to be one of these three, which then form an optimal protecting set (for all single possible failures).

We can now present formally the data structures allowing OPTIC to compute and maintain optimal protecting sets easily. Our solution requires to re-design both the control- and the data-plane. The control-plane...
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3 The addition of a gateway, taken into account in our set-maintaining algorithms, is signaled by a BGP message and thus considered a BGP event.
Figure 3: OPTIC’s data-plane and control-plane data structures. In the control-plane, routes are sorted within a prefix tree $T$ whose leaves form a linked list $L$ of structured BGP NH. MED-tied routes from the same AS are chained within a linked list inside their leaf. Only a sufficient optimally protecting subset $O$ of routes is pushed to the data-plane.

refers to all learned BGP routes. It is restructured to ease the handling of the routes, their comparison in particular, for efficient computation of optimal protecting sets. The data-plane only contains the information necessary for the optimal forwarding and protection of all prefixes (i.e., the optimal protecting sets). The resulting structures are illustrated in Fig. 3 which shows how the network depicted in Fig. 2 would be translated within OPTIC’s control-plane (left) and data-plane (right). To better illustrate our data structures, we assume here that $n_4$ has a better MED than $n_5$, while other routes do not possess any MED. The next sections describe the control-plane structure, how we construct optimal protecting sets from it, and how they are used in the data-plane.

4.1.2 OPTIC’s control-plane

At the control-plane level, OPTIC stores every BGP routes learned within a sorted prefix-tree referred to as $T$, whose leaves form an ordered linked-list $L$, which contains rounded sets of routes sorted by decreasingly preferred $\beta$ attributes. Both $T$ and $L$ are pre-prefix structures. The set of all trees, for all prefixes, is referred to as $T$. It is important to observe that, since $\alpha$ is not considered, the tree and the list stay stable upon IGP changes and that routes sharing the same $\beta$ attributes are stored within the same leaf.

This observation implies that when an IGP event occurs, the BGP NH of the new optimal route belongs to the first leaf of the list $L$ that contains at least one reachable gateway. In addition, a route from another leaf cannot be preferred to the routes of the first leaf. While any route within the first leaf can become optimal after an internal change, the order of the leaves themselves can not be modified by an IGP change.

The MED attribute can only be used to compare routes originated from the same AS, hence we cannot use it as a global, generic attribute. One can only consider a route with a greater MED if the route with a better one from the same AS becomes unreachable. Thus, routes discriminated by their MED (MED-tied routes) for each AS are stored within a sub-linked-list inside their leaf. This is illustrated in Fig. 3 with $n_4$ and $n_5$. Both BGP NH share the same three first BGP attributes and are thus stored within the same blue leaf of $T$ (MR2). As they originated from the same AS, we store them in a sorted linked list depending on their MED attribute. By doing so, we consider only the first route in the MED-tied list that is reachable (referred to as $M_{top}$), respecting the MED’s semantics. Peculiar situations, such as routes not having a MED while others do, can be resolved by applying the standard ISP practices (e.g., ignoring such routes or using a default MED value). The leaves of the tree $T$ thus form a sequence of rounded sets of gateways stable upon IGP changes. We call each set a MED-aware Rounded set.

Definition 2. MED-Aware Rounded sets (MR)

For a given prefix, a leaf of its prefix tree $T$ is called a MED-Aware Rounded set. In particular, it contains all the routes having the same $\beta$ attributes (MED-Excluded).
4.1.3 Getting optimal-protecting sets from the control-plane

We now explain how this construct eases the computation of optimal protecting sets.

For each prefix $p$, the first MR set contains, by construction, the optimal pre-convergence route. As stated in Section 4.1.2, any BGP NH within the same MR set may offer the new optimal post-convergence route after an internal event. However, this first MR set is not always sufficient to protect $p$. In this case, the new optimal BGP NH is bound to be within the first MR set in $L$ which contains a gateway that is still reachable. Consequently, OPTIC constructs an optimally protecting set by considering the union of the best MR sets, in order, until the destination prefix $p$ is protected from any failure, i.e., there exist two node-disjoint paths. The union of such MR sets is referred to as an Optimal-Protecting Rounded (OPR) set for $p$. The formal definition is given in Theorem 1. Due to lack of space and its intuitive design, its proof is not presented in this paper (but available in [28]).

**Theorem 1.** Optimal-Protecting Rounded sets (OPR)

Let $p$ be a prefix, and $M_1, M_2, \ldots$ be the sequence of MR sets in the list $L$. Let $O = \bigcup_{i=1}^{x} M_i$ with $x$ minimal such that there exist two node-disjoint paths towards $p$ (passing through $O$).

Then, $O$, called the Optimal-Protecting Rounded set of $p$, is optimally protecting $p$.

Adding MR sets until the prefix $p$ is protected means that there now exists enough path diversity to protect $p$ from any single event. The number of routes necessary to protect a prefix depends on the resilience of the network. In bi-connected networks, two gateways are enough.

OPR sets computation does not require any (prior) knowledge of the IGP graph to cover all possible IGP events. Verifying the existence of two node-disjoint paths between the border router and $p$ via $O$ is enough and the lightest possible processing to test the protection property. Unless the protection property is affected by the event, OPR sets stay stable.

4.1.4 Using OPR sets in the data-plane

Once OPR sets are extracted from the control-plane, we push them to the data-plane. The bottom part of Fig. 3 shows OPTIC’s data-plane. For a given prefix, only the OPR set $O$ (and not the whole list $L$) that optimally protects $p$ is pushed to the data-plane. The data-plane contains the meta-set $O$ of all OPR sets for all groups of prefixes, indexed by their hash, as shown in Fig. 3. Prefixes, when sharing the same OPR set, point towards the same set $O$. The hash index is content-based (see next sections for more details) and eases the management of $O$. Allowing prefixes to share the same $O$ reduces the amount of data that has to be stored within the data-plane, as well as the scale of the updates. Note that, since $O$ is constructed from a subset of $L$, prefixes can share the same OPR set $O$ while having different control-plane structures $L$.

**Algorithm 1:** update OPR

Algorithm 1 shows how the OPR sets are updated in the data-plane when necessary. The optimal protection property may require to add gateways from the data-plane structure $O$ (while removals are
performed for efficiency). We start by extracting the OPR set O from the control-plane structure L (Line 1). The required MR sets are computed by first \( i \) creating a graph \( G' \) from \( G \) where we add a virtual node representing a remote prefix, then \( ii \) connecting in \( G' \) the gateways from MR sets, MR per MR to this virtual node, until there exist two node-disjoint paths towards the virtual node. \texttt{ExtractOPRSet} thus returns an OPR set as defined by Theorem 1. We then add the IGP distances towards each gateway (contained within \( D \)) to the structure (Line 3). This is done for each gateway, including MED-tied ones (Line 5). Finally, OPTIC retrieves the current optimal gateway within O, \( O_{top} \), i.e., the one with the lowest IGP distance (Line 6).

Once the OPR set O is updated, we compute its hash to check its existence within \( O \) and insert it if required (Line 9). Finally, if no prefixes still use the previous O, it is removed from the data-plane (Line 12). This algorithm maintains the data-plane in an optimal-protecting state. Its limited complexity is often bypassed (after the bootstrap), as we expect OPR sets to stay stable in bi-connected networks. The complexity of \texttt{extractOPR} scales linearly in the IGP dimensions. Unused OPR sets could be kept transiently to mitigate the effects of intermittent failures.

4.2 Dealing with BGP and IGP events

We describe here how OPR sets are updated upon a BGP or an IGP event to achieve optimal protection of all destinations.

\[
\begin{align*}
\text{Data:} & \quad T, O, P_{BGP}, R = (p, n, \beta), G, D \\
\text{Result:} & \quad \text{Update of} \ T, O, P_{BGP}
\end{align*}
\]

\[
\begin{align*}
\text{Function} & \quad \text{BGP\_Update} & \to \\
1 & \quad T = T(p, \text{tree}); \\
2 & \quad H = P_{BGP}(p); \quad (H = \text{hash (O)}) \\
3 & \quad L = T(p, \text{leaves}); \\
4 & \quad \text{if} \ Event = \text{Add} \text{ then} \\
5 & \quad \quad rMR = \text{add } R \text{ in } T; \\
6 & \quad \quad \text{else} \\
7 & \quad \quad rMR = \text{remove } R \text{ from } T; \\
8 & \quad \quad \text{if } rMR \in \text{useful\_MR (L) then} \\
9 & \quad \quad \quad \text{update\_OPR (L, O, H, p, G, D);} \\
\end{align*}
\]

Algorithm 2: BGP\_Update

4.2.1 BGP updates

Algorithm 2 showcases how to maintain OPR sets upon a BGP update, being either an \textit{Add} (i.e., a new route is learned) or a \textit{Down} event (i.e., a withdraw that cancels a route)\(^4\). As a BGP update concerns a given prefix, only one OPR set O (the one that optimally protects p) is modified when necessary. Intuitively, checking whether the route R belongs (or should belong) to the leaves of T extracted to create the current O (i.e., if R belongs to the current O) is enough to know if the update is necessary.

First, Alg. 2 retrieves the route-tree \( T \) of the updated prefix p (Line 1). Depending on the nature of the update, we update the control-plane structure \( T \) (and implicitly \( L \)) by either adding (Line 5) or removing (Line 7) the updated route. When performing these operations, we store the rank of the MR set containing the route R, \( rMR \).

Using \( rMR \), one can check whether R belongs (or should belong) to O (Line 8), e.g., by memorizing the number of MR sets used to form O. If R is not good enough to belong to the current OPR set, there is no need to consider it and the algorithm ends. Otherwise, if R is a newly added (resp. withdrawn) route, it must be added (resp. removed) from the data-plane structure O which can be found in \( O \) through its hash. In both cases, O has to be updated (Line 9). One can see that OPTIC’s behavior when dealing with a BGP update is pretty straightforward and that BGP events are likely to have no bearing on the data-plane.

\(^4\)A modified route can be handled through a \textit{Down} followed by an \textit{Add}.
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### 4.2.2 IGP changes

Algorithm 3 showcases the behavior of OPTIC upon an IGP change, which can be a modification on the existence (insertion or deletion – modeled by an infinite weight) or on the weight w of a link l (a node wide change can be modeled through its multiple outgoing links).

Upon a change, the new IGP distances D are recovered. OPTIC then considers each O, covering so every BGP prefixes (Line 2). For each relevant gateway (with the best MED for each AS, M\(_{\text{top}}\)) within O, we first check whether it is still reachable (Line 4). Unreachable gateways are replaced by the next MED-tied route when possible (Line 5) or removed (Line 7) otherwise. Reachable gateways are first updated with their new best IGP distances (Line 9). The whole group of prefixes using the set benefits from its new optimal path as soon as possible (Line 10). Afterward, if necessary, we update OPTIC’s structures in the background to anticipate any future internal event.

If the updated link l is a valuation change (Line 11), there is no loss of reachability. Thus, O still contains two disjoint paths towards p and remains stable. For other kinds of events, O may need to be updated, as connectivity may have evolved due to the insertion or deletion of a link. If a link was added, the network connectivity may have increased and useless MR sets can be removed if O is not already minimal (e.g., containing two gateways). If a link was removed, O may have lost its protecting property and may have to be updated. These two scenarios, leading to the update of O, are visible in the condition Line 13. This update is used to prepare for a future event. We perform it in background afterwards (Line 16) and continue to walk through O to restore the optimal forwarding state of all groups of prefixes quickly.

The update aforementioned (Line 16) is performed at the prefix granularity (i.e., for each prefixes that used O that will be updated). Indeed, while these prefixes share the same O before the change, they do not necessarily share the same L. Since O may be updated by fetching information from L, they may point to distinct OPR sets after the update. Recall that this is a background processing phase where OPTIC may fallback to the prefix granularity to anticipate the next change only if node-bi-connectivity is not granted anymore. The fast switch to the new optimal post-convergence gateway was already performed at Line 10. This switch is not done at the prefix granularity, it is performed only for each O instead.

In short, most BGP and IGP updates both result in simple operations. A BGP update just triggers a prefix tree manipulation: a single OPR set is re-computed only if the updated route is, or should be, part of the set. An IGP weight-change results in the walk-through of all OPR sets (O) and a min-search to converge
to the new optimal forwarding state followed by a background processing if necessary. We argue that the cardinal of \( O \) will be orders of magnitudes lower than the number of BGP prefixes in most networks. The failure or addition of a link or node results in the same walk-through, but could also require the background update of some OPR sets to prepare for a future event. More precisely, only when the network gains or loses its bi-connected property could some OPR sets be affected. New OPR sets then need to be re-computed for the prefixes of the groups that depended on the affected OPR sets. Instead of the number of prefixes, OPTIC convergence scales with the number and the size of the OPR sets. Consequently, to assess the viability of OPTIC, we aim at limiting their size (and so number). While Sec. 5 analyzes that aspect in detail, the next subsection explores conditions on the graph properties allowing to use smaller optimally protecting sets.

4.3 Optimizations

In this section, we introduce some optimizations that allow to reduce the size of the OPR sets used by OPTIC.

Let us start with a fairly reasonable assumption: well-designed networks should offer bi-connectivity between border routers. Based on this realistic hypothesis, we can consider two kinds of reductions: (i) removing MED-tied entries from an OPR set and (ii) discarding all gateways in the second MR set except the best one (when the first MR set includes only one gateway). As the first optimization will not be mentioned further on, we will not dwell on it. Intuitively, since the MED attribute is of higher importance than the IGP cost, it may allow us to remove routes with lower MED from the set, as an IGP cost change will not make these routes optimal.

This second optimization will be evaluated in our theoretical analysis and allows to keep at most one gateway from the second MR set when the first one contains a single gateway. If the current optimal gateway is not part of the path towards the first gateway of the second MR set, adding this second gateway is enough to form an OPR set. When the first MR set is made of only one gateway and the network bi-connected, OPTIC only needs to consider other gateways for the specific case of the optimal gateway failure (as other changes cannot make it less preferred than gateways from the following MR sets). If the second-best gateway does not use the first to reach \( p \), its IGP distance will not be impacted by the current gateways' failure, and it will become, after the failure, the best gateway overall. This allows OPTIC to create many OPR sets containing only two routes.

5 Data Plane Scalability Analysis

To react to an IGP event, OPTIC only operates a min-search in all OPR sets. OPTIC’s performances thus mainly depend on the number of OPR sets (\(|O|\)) and their sizes.

We present here a theoretical model capturing a wide variety of scenarios. This analytical approach is more suitable than experiments, as it is more general and provides a pessimistic order of magnitude of OPTIC’s potential. This approach yields the same results as a simulation, but allows to easily explore numerous scenarios. It highlights what an ISP can expect by running OPTIC given only a few structural parameters on their networks. We investigate several ASes profiles (constructed from [29]'s data), varying the number of gateways, peers, clients, and providers, as well as the number of prefixes learned through each of the latter. We show that \(|O|\) remains manageable and/or close to the lower bound, being 99% smaller than the number of prefixes for stub networks.

5.1 Preliminary Model: counting #OPR sets

We consider an AS (or a portion of it), with \( B \) bi-connected gateways advertising \( P \) prefixes in total. Each prefix \( p \) is advertised by a subset of \( b \leq B \) of those gateways, chosen uniformly at random. The \( \beta \) of each prefix is represented by a value between 1 and \( ps \) (policy spreading) also chosen uniformly at random. For a given \( p \), this implies that any subset of gateways of a given size \( n \leq b \) all have the same probability to be the OPR set for \( p \). Our model analyzes the number \(|O| = |O_{B,P,ps}|\) of unique OPR sets depending on the number \( B \) of gateways, the number \( P \) of prefixes, and on the policy spreading \( ps \). In practice, we decide to set \( b \) to a constant value (e.g., \( b = 5 \)) greater than the median in [29].
The quantity $|O_{B,P,ps}|$ can be seen as the sum of distinct OPR sets of different sizes. From our assumptions, each OPR set of size $n$ ($2 \leq n \leq b$) is in $O_{B,P,ps}$ with the same probability, that we denote $P_{B,P,ps,n}$. Since there are $\binom{B}{n}$ such possible sets of size $n$, we have:

$$|O_{B,P,ps}| = \sum_{n=2}^{b} \binom{B}{n} P_{B,P,ps,n}. \quad (1)$$

For a given prefix, let $p_n$ be the probability that the size of its OPR set is $n$. We obtain $P_{B,P,ps,n} = 1 - \left(1 - \frac{b}{n}\right)^{p_n}$. Since we assume that each prefix is learned by $b$ gateways, and the weight associated with each gateway is chosen uniformly at random between 1 and $ps$, we use “Balls into bins” analysis to compute $p_n$:

$$p_n = \sum_{i=1}^{ps} \frac{1}{ps^n} \left(1 - \frac{i}{ps}\right)^{b-n} \left((i-1)b \binom{b-1}{n-1} + \binom{b}{n}\right)$$

A similar reasoning can be done for our optimization looking for sets having 2 gateways. We now take into account the specificity of the local-pref attribute.

### 5.2 Towards a Realistic Evaluation

#### 5.2.1 Break Down Into Classes

In practice, neighboring ASes are partitioned in several classes (e.g., clients, peers, and providers), usually represented by the local-pref attribute. At the end of the decision process, we know that a prefix p is associated with a single class. Indeed, the local-pref depends only on the set of advertising neighbors for p: it belongs to the class of the neighbor having the highest local-pref.

This allows us to split the analysis by class. With this assumption, OPR sets are included inside a unique class of gateways, but as a counterpart, the policy spreading in each class is reduced (because gateways have the same local-pref inside a class). We use our former model to compute the number of distinct OPR sets in each class with $ps = b = 5$. This calibration is pessimistic enough as it only takes into account a limited AS length dispersion and always 5 learning gateways in the best class.

$B_1$, $B_2$ and $B_3$, denote respectively the number of gateways with local-pref 1, 2 and 3. Similarly, $P_1$, $P_2$ and $P_3$, denote respectively the number of prefixes originating from a gateway with local-pref 1, 2 and 3. We have $P_1 + P_2 + P_3 = P = 800\,000$ and $B_1 + B_2 + B_3 = B$. We can now compute $|O|$ by assuming each class follows our basic model:

$$|O| = |O_{B_1,P_1,5}| + |O_{B_2,P_2,5}| + |O_{B_3,P_3,5}|$$

This sum gives the theoretical performance of OPTIC as it is the number of OPR sets each router has to manage.

#### 5.2.2 Definition of the Lower Bound

We define here the best theoretical performance an optimally protecting scheme could reach, to compare it with OPTIC. Such a scheme would have to store sets of at minima two gateways (less can not ensure

| AS Type | # gw per class | # pfx per class | # distinct OPR sets | O median size | Lower bound |
|---------|----------------|-----------------|---------------------|--------------|-------------|
| Stub    | (10; 20; 0)    | (700K; 100K; 0K) | 3475                | 4            | 235         |
| Tier 4  | (10; 25; 25)   | (500K; 200K; 100K) | 10 589             | 3            | 645         |
| Tier 3  | (10; 50; 100)  | (500K; 200K; 100K) | 33 610             | 3            | 6219        |
| Large Tier 3 | (10; 100; 500)   | (500K; 200K; 100K) | 101 997            | 2            | 73 781      |
| Tier 2  | (5; 50; 2000)  | (500K; 200K; 100K) | 215 429            | 2            | 197 194     |
| Tier 1  | (0; 50; 5000)  | (0K; 600K; 200K)  | 228 898            | 2            | 199 633     |
protection). This lower bound also provides an estimation of the performances of techniques just aiming at providing (non-optimal) protection like [2]. In other words, with \( P_i \) prefixes and \( B_i \) gateways in a given class, the average minimum number of optimally protecting sets is the average number of distinct sets obtained when choosing \( P_i \) random subsets of two gateways (such sets are chosen uniformly at random).

### 5.2.3 Evaluation on Fixed Break Down

We now compute \(|O|\) for several AS categories; a Stub has few peers and even fewer providers from where most the prefixes originate; a Transit (Tier 2, 3 and 4) has a limited number of providers but from where the majority of the prefixes originate, more peers and possibly numerous customers; a Tier 1 has few peers and a large number of customers. For Transit and Tier 1, we present different class and prefix break down. Note that our model is pessimistic, as, for Tier 1 in particular, ASes may have more classes with \( ps > 5 \) (e.g., gateways can be geographically grouped). The number of gateways, and their partition into classes, are rounded upper bounds of realistic values obtained from [29]. Moreover, we did not assume any specific popularity of certain gateways. Using our complementary material [30], \(|O|\) can be computed for any parameters.

Table 2 shows that the number of OPR sets is more than reasonable for Stubs and small Transit. For large transit, the distribution of the prefixes into classes has a great impact on \(|O|\). As expected, for Tier 1, the number of OPR sets is high, but OPTIC is close to the lower bound (there is not much room for possible improvements). The number of routes contained within each OPR set is limited, meaning that the min-search applied upon an IGP event has a limited computational cost. Finally, it is worth recalling that our analysis is pessimistic because uniform. Regional preferences or gateway popularity can strongly reduce the size of \( O \) in practice.

### 5.2.4 Evaluation on Variable Break Down

In addition to previous specific cases, we here show how \(|O|\) evolves depending on the sizes of the classes and their relation. For that, we introduce the variable \( \delta \) that represents the ratio between the sizes of two successive classes. More precisely, when a break down considers a ratio of \( \delta \), then it means \((B_1, B_2, B_3) = (B_1, B_1 \times \delta, B_1 \times \delta^2)\). Similarly, we also assume that the number of prefixes learned by each class verifies \((P_1, P_2, P_3) = (P_1, P_1/\delta, P_1/\delta^2)\).

We present in Figure 4 the number of distinct OPR sets depending on \( \delta \) for \( B = 500; \delta \) varies from 1 (all the classes have the same size) to 15 (each class has 15 times more gateways that the previous class, but learns 15 times fewer prefixes). When the number of gateways is low, the management cost is obviously limited (even when all the classes have the same size). With \( B = 500 \), OPTIC’s performance is limited for small \( \delta \) but gets better quickly. When \( \delta \geq 8 \), our optimization performs as well as the lower bound.

We now investigate the case where \( \delta \) equals 5 and look at how \(|O|\) evolves depending on \( B \). We see in Fig. 5 that our optimized OPR reduction outperforms the non-optimized one. For less than 1500 gateways, the number of OPR sets is smaller than 100 000 with our optimized version. Then, \(|O|\) increases quickly to reach 200 000 when there are around 4000 gateways, with a lower bound at 125 000 sets. After, the growth is linear, so the proportional overhead of our solution compared to the lower bound tends to one.

The management cost of OPTIC is reasonable, especially for networks having a limited number of border gateways where OPTIC exhibits very good performances. For large networks having numerous gateways, the size of our data-plane structures remains limited regarding the number of prefixes, and there does not exist many room for theoretical improvements.

### 6 Conclusion

Because the IGP and BGP are entangled to enforce hot-potato routing at the AS scale, an IGP change triggers the full and slow BGP convergence. With OPTIC, we aim at re-designing this IGP/BGP coupling. We proposed efficient MED-aware algorithms and data-structures to anticipate and quickly react to any single IGP event (weight change, link or node failure, including the outage of BGP border routers). At the data-plane level, OPTIC ensures a fast and optimal re-convergence of the transit traffic. In the control-plane,
OPTIC updates its constructs in background to anticipate a future event when necessary (only after changes modifying the 2-node-connectivity network property).

Since nearly all calculations are performed per group of prefixes, OPTIC scales orders of magnitudes lower than the number of BGP prefixes. Our analytical evaluation shows that the number of entries to manage in the FIB is at worst 50% of the full Internet table for large Tier-1. It scales down to 25% for large Tier-2s and less than 1% for Stub AS, which represents 84% of all ASes in the current Internet.
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