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Dear Dr. Marques,

Thank you for submitting your manuscript proposing a requirement for translation in miRNA-mediated mRNA decay for consideration by The EMBO Journal. We have now received three reports on your study, which are included below for your information.

As you will see, the referees appreciate that your study addresses an important question in the field. However they are also not yet convinced that the conclusions and the proposed model are sufficiently supported by the current set of experiments and find that more mechanistic understanding would be needed. In particular, experiments that demonstrate that ribosome binding and/or translation are required for miRNA-mediated mRNA decay would be crucial (ref#1- point 3; ref#2- point 4; ref#3- point 4), as well as further validation and additional control experiments (ref#1 point 1, 2; ref#3- point 1, 2, 3). Should you be able to fully address these key concerns, then we would be happy to consider the manuscript further for publication at EMBO Journal. Please however note that our policy allows only a single round of major revision. We recognize that addressing the referees' comments fully and in the depth that would warrant further consideration here, would require a significant amount of experimental work and time. In addition, this will likely include experiments with an unforeseeable outcome and thus potentially go beyond the extent of a normal revision. Even though we can extend revision time up to a total of six months in certain cases, it is important to clarify all concerns at this stage before committing to a revision. Alternatively, we could also offer to discuss a potential transfer of the manuscript with referee reports to EMBO reports, which will have different requirements regarding the extent of mechanistic insight that needs to be provided.
Translation is required for miRNA-dependent decay of endogenous transcripts

In this study, the authors have analyzed genome-wide expression profiling data to correlate transcript levels with translation-associated, miRNA-mediated mRNA decay. Based on available data sets, the authors separated cytosolic and nuclear fractions on lncRNAs. Ribosome profiling as well as Ago2-CLIP data, which are also publicly available revealed that lncRNA rarely associate with ribosomes but do interact with miRISC. Inactivation of miRNA expression by Dicer-deletion in mESCs revealed that steady-state levels of lncRNAs are only marginally affected by miRNA expression, while mRNA levels increased as expected when Dicer is deleted. Using additional statistical tests, the authors report that miRISC binding to lncRNAs has not much impact on the expression levels. However, when they analyzed the small population of lncRNAs that contain short open reading frames and have the potential to generate micropeptides, they find that those lncRNAs are affected by the loss of miRNA expression. The authors validate their model by fusing a lncRNA to a GFP reporter and demonstrate that miRNA affect such RNAs but not reporters with deleted start AUG. Thus, they conclude that ribosome binding is required for miRNA-mediated mRNA decay.

This is a solid statistical analysis of the impact of miRNA binding to coding and non-coding transcripts. The study addresses an important problem since it is unclear why many miRNAs associate with polysomes, for example. The finding that translation is actually required for mRNA decay is relevant and interesting. However, although the authors use reporter systems, the study would certainly benefit from more mechanistic experimental work linking ribosome binding to decay of the mRNA. There are a few comments listed below that need to be addressed.

1. The manuscript is mainly based on statistical analysis of RNA-seq, CLIP or ribosome profiling data sets. Presenting such data can be very demanding but the authors present their correlations in a clear and very nice way. However, some aspects could be clearer. On page 7, first paragraph of the part describing Figure 2 is not really accessible and unclear what exactly has been analyzed. Second, the description of Figure 4 on top of page 10 is somewhat confusing. It is stated that levels of Cdkn1a ATG decrease in miRNA-depleted mESCs. Maybe one should add: ...compared to Cdkn1a wt, which is increased with miRNAs are depleted?

2. There are a number of controls that should be included. First, at least one Northern blot against a miRNA in Dicer-reduced cells should be added. In addition, when the start codon of Cdkn1a is deleted, protein levels should be assessed by western blotting or ribosome binding should be tested. In some cases, alternative AUG can be used or ribosomes can still bind through uORFs, for example.

3. As mentioned above, the manuscript would benefit from more mechanistical work explaining why translation/ribosome binding is required for miRNA-guided decay. For example, is translation of the ORF or simply recruitment of ribosomes required? To study this, the stop codon could be systematically moved towards the start codon to define a minimally required ORF. Or, it could also be interesting to investigate poly(A) tail lengths. Are poly(A) tails shortened but remain stable in the absence of ribosomes or translation? Or is only miRISC bound and deadenylases are recruited via ribosome interactions? This could be tested and would add further mechanistic insights.
Referee #2:

MicroRNAs repress protein synthesis by inhibiting mRNA translation and/or initiating mRNA deadenylation, decapping and 5’-3’ destabilization. Here, Biasini and colleagues investigate whether mRNA translation is required in order for the miRNAs to promote mRNA decay. As the authors state, "a number of experiments using reporter constructs, revealed that transcript decay occurs even when translation initiation or elongation are impaired". However, they wished to address this by examining endogenous RNAs rather than reporters. To this end, they investigated long noncoding RNAs (lncRNAs) that theirs are other data suggest interact with Argonaute proteins (CLASH and RIP assays). Their genome-wide analysis suggest that lncRNAs that are targeted by miRNAs are only minimally impacted at the level of mRNA stability as compared to protein-coding mRNAs. They go on to fuse a miRNA-targeted lncRNA (lncRNA-c1) to a GFP reporter and observe that its steady state levels are higher in DICER KO as compared to WT mES cells. Based on these data they conclude that translation is a prerequisite in order for microRNA to promote the decay of targeted RNA molecules. The paper is well-written for the most part; however, several points dampen my overall enthusiasm with respect to whether the data provided supports the main conclusions of the paper:

1. Much of the data is correlative, without a large degree of functional testing. Just because these lncRNAs are associated to a certain degree with Argonaute proteins by CLASH analysis and Argonaute RIP analysis doesn't mean that the binding sites are often bound or are even functional. Can the authors show that GW182 proteins, which are required for miRNA-mediated mRNA decay, are also associating with these lncRNAs that are not being degraded?

2. In the final figure, the authors fuse the lncRNA-c1 to the 3’ of a GFP reporter and see an increase in its relative expression in DICER KO vs WT mES cells; however mutating the miRNA target sites does not seem to have a major impact on this reporter (Figure 4E, right column vs left column). Thus the effects on the construct is most likely indirect via DICER KO as opposed to directly targeting the lincRNA-c1 via a number of miRNAs. In addition, it is unclear how the authors normalized for transfection efficiency of the construct.

3. The authors mention in their discussion that their observations "are surprising in light of previous analysis demonstrating efficient miRNA dependent decay in the absence of translation initiation or elongation [23-25]. One potential confounder of previous studies is that they rely on the use of exogenous reporters". However data provided in Figure 4 uses an exogenous GFP-fused reporter and still came to different conclusions. Can the authors comment on this?

4. Ultimately, if the authors wish to assess if translation is required for the decay of a miRNA-targeted RNA, they should shut down translation using inhibitors such as hippuristanol and then look at the stability status of mRNAs that are known to be both translated and degraded.

Referee #3:

In the manuscript "Translation is required for miRNA-dependent decay of endogenous transcripts", Biasini et al. report that coding and noncoding transcripts are differentially repressed by miRNAs,
implying that translation is required for miRNA-dependent transcript destabilization. The authors compared the susceptibility of mRNAs and cytoplasmic long-non-coding RNAs (lncRNAs) to miRNA-mediated silencing in a translation-dependent manner in mouse embryonic stem cells, which revealed a correlation of translatability with effective miRNA-mediated repression. This observation was further confirmed by metabolic RNA labeling experiments in the presence and absence of Dicer to determine direct effects on RNA stability. Along those lines, putative micropeptide-encoding lncRNAs were (similar to mRNAs) more susceptible to miRNA-directed repression than untranslated lncRNAs. With the aim to experimentally validate these observations, the authors performed reporter assays to test translation-dependent miRNA-mediated repression focusing on one selected lncRNA.

While the manuscript targets an important question in the miRNA field, the presented conclusions are to a large extent based on correlative data analyses. The limited set of validation experiments (based on reporter assays) lack experimental control for translation-status and operate at a small effect size resulting in borderline statistical cutoffs. Hence, quality and impact of the manuscript would certainly benefit from more rigorous controls and expanded sample-sizes to certify the presented statistics in order to preclude any possible biases in their interpretation.

Comments:

- What miRNAs are predicted to target lncRNA-c1 and how do these compare to well-established mRNA targets that are used as a reference? Solely relying on AGO2-CLIP and AGO2-CLIP data seems quite arbitrary and non-quantitative. Is lncRNA-c1 overall (and embedded predicted miRNA target sites) conserved? This is of particular importance, given the comparison to highly responsive target mRNAs. A fairer comparison would focus on lncRNA and mRNA transcripts with equal targeting features (i.e. number of miRNA binding sites, and binding site features) and miRNA expression levels.
- The authors imply that lncRNA-c1 is not translated but there is currently no information in the manuscript as to whether it is actually depleted in ribosome profiling datasets.
- lncRNA-c1 seems to respond somewhat in steady-state abundance to DICER-depletion (Fig. S3C and D). The significance cutoff is not reported in the text. It seems that appropriate statistical evaluation would benefit from additional replicates, given that highest variance is observed among WT measurements.
- Along the previous point, translation-dependent regulation of Cdkn1a transcript was tested by comparing derepression of Cdkn1a in the presence and absence of an ATG start codon, but the effect size is small and apparently mostly driven by one outlier measurement in the case of Cdkn1a-wt. Given the rather small effect size, I would have serious concerns that the data may be overinterpreted. And even if differences in miRNA responses were to be robust across more replicates, attributing those changes to lack of translation would require confirming loss of ribosome-association in the case of delta-ATG in further control experiments, since it cannot be excluded that any downstream ATG codon could compensate.
- The X-axis values in Figure 4D are misleading and do not enable to determine the fold derepression that is observed upon miR-294 inhibitor treatment. How does this change relate to the degree of derepression observed for endogenous protein-coding mRNA targets? The effect seems to be much larger compared to the reduction in derepression observed upon mutating the predicted miR-290 target sites in GFP-lncRNA-c1-deltaMRE (Fig.4E). How do the authors explain this?
- In the discussion the authors imply an involvement of DDX6 in discriminating translation-dependent and independent repression of miRNA targets. While I can see that those experiments may go beyond the scope of describing the phenomenon of translation-dependent miRNA-directed repression, it may add an additional layer of mechanistic understanding to the observations, which
mostly rely on correlations.

Other points:
- Most figures lack information on the number of analyzed datapoints, which makes intuitive interpretation of the data difficult.
- From the legend to Fig. 1A legend: n = 57 cytosolic IncRNAs and n = 175 nuclear IncRNAs. 57/0.066 ~ 863 cytosolic IncRNAs; 175/0.04 = 4375 nuclear IncRNAs. This information contrasts with the initial 1081 cytosolic and 4953 nuclear IncRNA numbers (see p.5, line 11-12). If there is some filtering, then the criteria should be explained.
- From the legend to Fig. 1B, n = 48 for cytosolic IncRNA. Again, the value for the total number of cytosolic IncRNAs is different - 48/0.06 = 800 vs 1081.
- Page 5, line 22 (and Fig. 1B): It may be helpful to show the density of Ago2 clusters for nuclear IncRNAs. As these should not be bound by miRNAs, much lower Ago2 density would speak for the correct definition of cytoplasmic and nuclear IncRNAs (definition is on p.5, lines 9-12).
- Fig 2D, S2E: Interpretation would benefit from an understanding to what extent stabilized transcripts overlap between the two s4U labeling timepoints.
We would like to thank the reviewers for their insightful and constructive comments that helped us improve the manuscript and strengthen our conclusions. In addition to addressing the reviewers’ comments and to increase the robustness of our hypothesis testing we expanded our experimental analyses to an additional lncRNA candidate, *lncRNA-c2*. The results of this analysis, similarly to what we have seen for *lncRNA-c1*, support the requirement of translation for miRNA-dependent regulation. In the revised version of the manuscript, we report the results of the analysis of the two candidates in Figure 4 and Figure EV3-6 and Table EV2.

Referee #1:

Biasini et al.

Translation is required for miRNA-dependent decay of endogenous transcripts

In this study, the authors have analyzed genome-wide expression profiling data to correlate transcript levels with translation-associated, miRNA-mediated mRNA decay. Based on available data sets, the authors separated cytosolic and nuclear fractions on lncRNAs. Ribosome profiling as well as Ago2-CLIP data, which are also publicly available revealed that lncRNA rarely associated with ribosomes but do interact with miRISC. Inactivation of miRNA expression by Dicer-deletion in mESCs revealed that steady-state levels of lncRNAs are only marginally affected by miRNA expression, while mRNA levels increased as expected when Dicer is deleted. Using additional statistical tests, the authors report that miRISC binding to lncRNAs has not much impact on the expression levels. However, when they analyzed the small population of lncRNAs that contain short open reading frames and have the potential to generate micropeptides, they find that those lncRNAs are affected by the loss of miRNA expression. The authors validate their model by fusing a lncRNA to a GFP reporter and demonstrate that miRNA affect such RNAs but not reporters with deleted start AUG. Thus, they conclude that ribosome binding is required for miRNA-mediated mRNA decay.

This is a solid statistical analysis of the impact or miRNA binding to coding and non-coding transcripts. The study addresses an important problem since it is unclear why many miRNAs associate with polysomes, for example. The finding that translation is actually required for mRNA decay is relevant and interesting. However, although the authors use reporter systems, the study would certainly benefit from more mechanistic experimental work linking ribosome binding to decay of the mRNA. There are a few comments listed below that need to be addressed.

1. The manuscript is mainly based on statistical analysis of RNA-seq, CLIP or ribosome profiling data sets. Presenting such data can be very demanding but the authors present their correlations in a clear and very nice way. However, some aspects could be clearer. On page 7, first paragraph of the part describing Figure 2 is not really accessible and unclear what exactly has been analyzed. Second, the description of Figure 4 on top of page 10 is somewhat confusing. It is stated that levels of Cdkn1aATG decrease in miRNA-depleted mESCs. Maybe one should add: ...compared to Cdkn1a wt, which is increased with miRNAs are depleted?
We would like to thank the reviewer for the positive feedback. We clarified the description of Figure 2 (first paragraph page 7) as follow:

**Results section:**
"Of the three processes (transcription, processing and degradation) that determine steady-state transcript abundance, only the rate of degradation is directly influenced by miRNAs. To determine transcriptome-wide differences in degradation rate between miRNA depleted and wild-type mESCs, we performed, in duplicate, 4-thio-uridine (4sU, 200 µM) metabolic labelling of RNA for 10 and 15 minutes, as previously described [1] 8 days after induction of DICER loss of function and in uninduced control mESCs. We sequenced pre-existing and newly synthesized RNA and quantified intron and exon expression transcriptome-wide in both RNA fractions (Figure 2A, Methods). Principal component analysis revealed that the RNA fraction (pre-existing or newly synthetized) is the strongest contributor to differences in gene expression between samples (Figure EV2A). The second principal component is strongly correlated with miRNA content in the cell as a result of DICER presence or absence (Figure EV2B). Finally, the third principal component discriminates samples from different biological replicates (Figure EV2C). We estimated degradation rates from the data we obtained from the two pulse durations (10 and 15 minutes) separately using INSPEcT ([2], Methods). We found that these rates are highly correlated between the two pulse lengths for wild-type and miRNA depleted cells ($R^2 > 0.75$, Figure 2B-C). As a control, we used an alternative method (transcription block by Actinomycin-D) to validate the estimated differences in transcript stability between wild-type and miRNA depleted cells for a subset of transcripts spanning a range of fold-differences in degradation rates (Pearson $R^2 = 0.58$, Figure EV2D)."

Regarding the description of Figure 4, we replaced the analysis of the Cdkn1a start codon mutation by a better controlled experiment and have entirely rewrote this section. We provide details on the motivation for this modification in our response to the reviewer’s point 2.

2. There are a number of controls that should be included. First, at least one Northern blot against a miRNA in Dicer-reduced cells should be added (to be cont).

The consequences on miRNA levels of conditional DICER loss of function in DTCM23/49 XY mESCs, the cell model used here, were previously investigated in detail in earlier publications (for example [3]; or [4]). We used small RNA-sequencing (smRNAseq) to validate these earlier observations and establish the temporal dynamics of miRNA depletion following induction of DICER loss of function (Figure 1C). This method allows sensitive and specific quantification of miRNA levels [5]. Library preparation in general and adapter ligation, in particular, can nevertheless impact the accuracy of absolute miRNA copy number estimates [6].

Despite this limitation being less of an issue when looking at relative expression levels, as done in the present study, we also sought to use an alternative approach to validate the observed decrease in miRNA levels. We did this using the
Thermofisher Advanced Taqman miRNA detection workflow, which ensures higher specificity in contrast to the conventional SYBR Green workflow. This is well illustrated by the absence of cross-reactivity between probes for human let-7 family members that differ by 1 nucleotide (https://www.thermofisher.com/content/dam/LifeTech/Documents/PDFs/TaqMan-Advanced-miRNA-Performance-White-Paper.pdf). Our analysis of two of the most abundant miRNAs in mESCs (reported in Figure EV1) confirmed that consistent with our smRNAseq experiment, 8 days after DICER loss of function, the levels of these two abundant miRNAs are at least 90% lower than in wild-type cells.

(cont) In addition, when the start codon of Cdkn1a is deleted, protein levels should be assessed by western blotting or ribosome binding should be tested. In some cases, alternative AUG can be used or ribosomes can still bind through uORFs, for example.

We share the reviewer’s concerns regarding the consequences of canonical start codon mutations on Cdkn1a translation. To overcome the potential shortcomings of this approach, that include for example initiation of translation from an alternative start codon that are hard to quantify, we decided to analyze the impact of inserting 5 BoxB sites upstream of the start codon in GFP-IncRNA candidate constructs as previously done [7]. Addition of these hairpin structures results in a significant reduction in GFP levels measured by FACS and Western Blot (>25-fold, Figure 4 and Figure EV5).

![Figure 4F](Representative immunoblot analysis of GFP (GFP) in protein extracts from mESCs transfected with mock, BoxB(-30)-GFP and GFP expressing vectors. ACTIN-β (ACT-β) was used as an internal control. Uncropped blots used for assembly of panels F is provided in Figure 4 Source Data.]

Using these constructs, that we named BoxB(-30)-GFP-IncRNA-c1/c2, we show that impaired GFPIncRNA-c1 or GFPIncRNA-c2 translations is associated with a significant decrease in the impact of miRNA on reporter gene expression (Figure 4).
Figure 4G- Fold-change (FC) in normalized expression of GFP-IncRNA-c1, GFP-IncRNA-c2 (noBoxB, circles) and BoxB(-30)-GFP-IncRNA-c1, BoxB(-30)-GFP-IncRNA-c2 (BoxB(-30), triangles) (x-axis) 4-OHT treated, miRNA depleted mESCs (KO) relative to ethanol treated mESCs (WT) (y-axis). Four independent biological replicates were analyzed. For all RTqPCR analyses, transcript expression was first normalized by the amount of Act-β and PolII and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001.

3. As mentioned above, the manuscript would benefit from more mechanistical work explaining why translation/ribosome binding is required for miRNA-guided decay. For example, is translation of the ORF or simply recruitment of ribosomes required? To study this, the stop codon could be systematically moved towards the start codon to define a minimally required ORF.

To understand whether translation of the ORF or simply recruitment of ribosomes was required in addition to BoxB(-30)GFP-IncRNA-c1/c2 we also analyzed how inhibiting translation elongation, by inserting 5xBoxB 339 nucleotides upstream of GFP start codon (BoxB(+339)GFP- IncRNA-c1/c2). We found that introduction of these hairpin structures decreased GFP levels supporting that this modification leads to inhibition of translation elongation (Figure 4H).

Figure 4H-Immunoblot analysis of GFP (GFP) in protein extracts from mESCs transfected with mock, BoxB(+339)-GFP and GFP expressing vectors. ACTIN-β (ACT-β) was used as an internal control. One representative blot is depicted. Uncropped blots used for assembly of panel H is provided in Figure 4 Source Data.

Importantly, we found that BoxB(+339) has a similar impact on the response of GFP-IncRNA candidate to miRNA depletion (Figure 4I). These results suggest that translation elongation is required for miRNA dependent degradation.
Figure 4I: Fold-change (FC) in normalized expression of GFP-IncRNA-c1, GFP-IncRNA-c2 (noBoxB, circles) and BoxB(+339)-GFP-IncRNA-c1, BoxB(+339)-GFP-IncRNA-c2 (BoxB(+339), triangles) (x-axis) in 8 day 4-OHT treated, miRNA depleted mESCs (KO) relative to ethanol treated mESCs (WT) (y-axis). Four independent biological replicates analyzed. For all RTqPCR analyses, transcript expression was first normalized by the amount of Act-β and PolII and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001.

(cont.) Or, it could also be interesting to investigate poly(A) tail lengths. Are poly(A) tails shortened but remain stable in the absence of ribosomes or translation? Or is only miRISC bound and deadenylases are recruited via ribosome interactions? This could be tested and would add further mechanistic insights.

We attempted to investigate the impact of miRNA depletion on coding and noncoding transcript polyA length. For this we chose to use the Poly(A) Tail-Length Assay Kit by Thermo Fisher which did not require establishing and ordering radioactivity reagents which would have not been possible due to COVID working restrictions. Whereas analysis of the positive control indicated that the chemistry worked in our hands, we were unfortunately unable because of the repetitive nature of the IncRNAs 3’end to design a primer that would allow specific amplification of IncRNAc1 or c2 polyA tail. The alternative would be to study the impact of miRNA depletion on coding and noncoding transcript polyA length genome wide which is a relevant follow-up as we now mention in the discussion.

Discussion Section:
"More generally the present results also imply that miRISC binding, per se, is not sufficient to determine the outcome of bound targets suggesting the requirement of further yet unidentified molecular partners. For example, GW182, a major component of miRISC, recruits the CCR4-NOT deadenylase complex [8, 9]. Deadenylation of mRNAs by CCR4-NOT has been shown to be a key step in facilitating miRNA-mediated transcript decay [10, 11]. Understanding the differences in coding and noncoding RNA miRNA-dependent deadenylation, for example by investigating polyA length following DICER depletion genome wide or identifying translation-dependent factors, may provide the much-needed mechanistic insights on how translation facilitates miRNA-dependent gene regulation."
Referee #2:

MicroRNAs repress protein synthesis by inhibiting mRNA translation and/or initiating mRNA deadenylation, decapping and 5'-3' destabilization. Here, Biasini and colleagues investigate whether mRNA translation is required in order for the miRNAs to promote mRNA decay. As the authors state, "a number of experiments using reporter constructs, revealed that transcript decay occurs even when translation initiation or elongation are impaired". However, they wished to address this by examining endogenous RNAs rather than reporters. To this end, they investigated long noncoding RNAs (lncRNAs) that theirs are other data suggest interact with Argonaute proteins (CLASH and RIP assays). Their genome-wide analysis suggest that lncRNAs that are targeted by miRNAs are only minimally impacted at the level of mRNA stability as compared to protein-coding mRNAs. They go on to fuse a miRNA-targeted lncRNA (lncRNA-c1) to a GFP reporter and observe that its steady state levels are higher in DICER KO as compared to WT mES cells. Based on these data they conclude that translation is a prerequisite in order for microRNA to promote the decay of targeted RNA molecules. The paper is well-written for the most part; however, several points dampen my overall enthusiasm with respect to whether the data provided supports the main conclusions of the paper:

1. Much of the data is correlative, without a large degree of functional testing. Just because these lncRNAs are associated to a certain degree with Argonaute proteins by CLASH analysis and Argonaute RIP analysis doesn't mean that the binding sites are often bound or are even functional. Can the authors show that GW182 proteins, which are required for miRNA-mediated mRNA decay, are also associating with these lncRNAs that are not being degraded?

In addition to the genome-wide analysis of AGO2 association to lncRNAs (Figure 1C) and evidence that transcripts bound by AGO2 are more responsive to miRNA depletion (Figure 2E), we validated the functionality of the predicted miRNA binding sites using miRNA mimics and inhibitors for lncRNA-c1 (Figure 4C) and Extended View File 6C-F. The development of Halo-enhanced Ago2 pull-down (HEAP) [12] and the recent release of AGO2 bound sites in mESCs determined using this approach, allowed us to further validate the interaction between miRISC and cytosolic lncRNAs, in general, and our candidate lncRNAs, in particular. Given this data extends significantly on the number of mESC transcripts bound by AGO2, we decided to replace the analysis done previously with AGO2-CLIP data with HEAP. The AGO2-CLIP results, that are concordant with the ones obtained using HEAP, are now presented in Extended View File 1C. which supports the functionality of MRE in candidate lncRNAs.

To complement these analyses, we attempted to perform a GW182-RIP in mESCs, as suggested by the reviewer, using the TNRC6A polyclonal antibody from Abnova. This is a synthetic peptide corresponding to the 16aa near C-Terminus of Human TNRC6A. In our hands, this antibody can be used to successfully IP TNRC6A in HEK293 cells. Unfortunately, and as illustrated by the Western Blot below, the antibody does not react with the mouse TNRC6A despite the vendor’s claims. None of the bands we obtained has the size expected for TNRC6A (182kDa) and the non-specific band we observed at around 100kDa suggests that the antibody is not
suitable for this application. After searching different vendor catalogs we could not identify a mouse antibody that was validated for IP experiments in mouse. We could not find papers reporting on GW182-RIP/CLIP in mouse that would guide the choice of an alternative antibody. So, despite our efforts we could not do the experiment requested by this reviewer.

Figure Reviewer2: Immunoprecipitation of TNRC6A in E14 mESC line.

2. In the final figure, the authors fuse the lncRNA-c1 to the 3' of a GFP reporter and see an increase in its relative expression in DICER KO vs WT mES cells; however mutating the miRNA target sites does not seem to have a major impact on this reporter (Figure 4E, right column vs left column). Thus the effects on the construct is most likely indirect via DICER KO as opposed to directly targeting the lincRNA-c1 via a number of miRNAs. In addition, it is unclear how the authors normalized for transfection efficiency of the construct.

To account for differences in transfection efficiency between experiments and cell types, we normalize reporter expression (relative to Actin-β and Polymerasell) to the expression of Neomycin. Neomycin is transcribed from an independent promoter in the same vector. This is mentioned in the figure legends and detailed in the methods section.
“Gene expression levels relative to Actin-β and PolymeraseII of transfected candidates were normalized to Neomycin expression to account for differences in transfection efficiency between different cell types and experiments”.

Whereas we agree with the reviewer that the MRE mutations do not fully rescue the effects of miRNAs on GFP-IncRNAc1 expression, we disagree that this is an indication that the observed differences are likely an indirect effect of DICER loss of function. We attribute the reviewer’s comment to the way the data was depicted in the previous version of the manuscript and that we have now modified.

![Graph](Image)

**Figure 4C:** Expression of GFP-IncRNA-c1 ΔMRE relative to GFP-IncRNA-c1 (y-axis) in ethanol treated (WT, circles) or 4-OHT treated ,miRNA-depleted cells (KO, triangles, x-axis). Four independent biological replicates were treated, transfected and analyzed by RTqPCR. For all RTqPCR analyses, transcript expression was first normalized by the amount of Act-β and PolII and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: NS- p-value> 0.05, *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001. Uncropped blots used for assembly of panels F and H are provided in Figure 4 Source Data.

As can be appreciated in the modified version Figure 4D, MRE deletion in IncRNA-c1 is associated with increased abundance of reporter construct in WT cells relative to reporter gene with intact MREs. Importantly the increase we observe in GFP-IncRNA-c1ΔMRE expression relative to GFP-IncRNA-c1 is significantly larger in WT cells. This observation supports that MRE deletion primarily affects the levels of reporter genes in WT cells, as expected. We attribute the incomplete rescue of MRE mutations, to the presence of functional binding sites for other miRNAs. As can be appreciated in Extended View File 8 we mutated 3 of the 17 MREs in IncRNA-c1 for mESC expressed miRNAs, respectively. Whereas we chose to focus on MREs for the most highly expressed miRNAs in mESCs [13] a number of other less abundant miRNAs in these cells have predicted MREs and can also impact the levels of targets. We modified the following section to clarify this point.

**Results section:**

“Evidence of AGO2-binding to one of IncRNA-c1’s miR-290/295 family of miRNAs response elements (MREs) supports that this candidate is bound by AGO2 loaded with one or more members of this miRNA family (Figure EV5A-B and Figure EV6). To validate that these miRNAs are indeed contributing to miRNA-dependent repression of GFP-IncRNA-c1, we co-transfected mESCs with GFP-IncRNA-c1 expressing vector and miR-294-inhibitors. We note a significantly higher expression
of GFP-lncRNA-c1 in the inhibitor transfected cells compared to cells transfected with negative control (paired two-tailed t-test p-value=0.006, Figure EV5C). We used site-directed mutagenesis to mutate three MREs for members of the miR-290/295 highly expressed miRNA family within GFP-lncRNA-c1 (hereafter GFP-lncRNA-c1ΔMRE). As expected, reintroduction of miRNA mimics in DICER depleted mESC impacts significantly the levels of these miRNA endogenous targets, Cdkn1a (paired two-tailed t-test p-value=0.024, Figure EV5D) and Lats2 (paired two-tailed t-test p-value=0.003, Figure EV5E). Consistent with the functionality of miR-290/295 MREs within IncRNA-c1, GFP-lncRNA-c1 is significantly more downregulated upon miRNA mimic reintroduction than GFP-lncRNA-c1ΔMRE (paired one-tailed t-test p-value=0.043, Figure EV5F). Consistent with these MREs mediating in part wild-type GFP-lncRNA-c1 miRNA-dependent repression, we found that disrupting miRNA binding sites attenuated the impact of miRNA depletion on GFP-lncRNA-c1 levels (paired two-tailed t-test p-value=0.007, Figure 4C). We noted that GFP-lncRNA-c1 is more responsive to global miRNA depletion than to MRE mutation. The presence of additional MREs for other mESC-expressed miRNAs (14, Table EV2) likely explains why mutation of highly expressed miR290/295 seed-complementary MREs is not sufficient to entirely abolish miRNA-dependent GFP-lncRNA-c1 destabilization.”

3. The authors mention in their discussion that their observations "are surprising in light of previous analysis demonstrating efficient miRNA dependent decay in the absence of translation initiation or elongation [23-25]. One potential confounder of previous studies is that they rely on the use of exogenous reporters". However, data provided in Figure 4 uses an exogenous GFP-fused reporter and still came to different conclusions. Can the authors comment on this?

Our conclusions are based on the genome-wide analysis of endogenously expressed transcripts that we went on to validate using a series of reporter constructs. The main difference between our reporter analysis and what was done in previous studies is that we seldomly rely on miRNA mimic/inhibitor transfections. The use of miRNA mimic/inhibitors is generally associated with a strong impact of miRNA on target expression as we can also appreciate in our experiments (Figure EV5C). In contrast, the impact of miRNA depletion on endogenous and exogenous transcript expression we observe is in line with the reported physiological impact of miRNA on target expression [14, 15] and is relatively modest (Figure 4B). Our hypothesis is that the non-physiological responses to mimics/inhibitor induced miRNA levels likely masks the contribution of translation to miRNA dependent regulation. This is supported by evidence that despite these limitations, a decrease in miRNA dependent regulation is still observed when translation is inhibited in these studies [7, 16]. We clarified this point in the discussion.

Discussion section:
“These observations may appear surprising in light of previous reports that miRNA dependent decay is minimally impacted by translation initiation or elongation [7, 17, 18]. One potential confounder of previous studies is that they rely on the use of exogenous reporters. Furthermore, the level of gene expression changes induced by the use of mimics or inhibitors exceed by several fold the expected impact of miRNAs on their target levels [14, 15]. Together these and other factors may limit the
extent by which these earlier studies recapitulate what happens in vivo. Analysis of cytosolic bonafide IncRNAs, that have been previously shown to interact with miRISC [19] but not with the translation machinery [20], provide a unique opportunity to investigate the requirement of translation for endogenous miRNA-directed target decay. Furthermore, the relatively modest impact of miRNA depletion on target levels we observed following inducible DICER loss of function is in line with what would be expected for physiological relevant miRNA-target interactions[14, 15], supporting the use of this experimental system and the physiological relevance of our findings.”

4. Ultimately, if the authors wish to assess if translation is required for the decay of a miRNA-targeted RNA, they should shut down translation using inhibitors such as hippuristanol and then look at the stability status of mRNAs that are known to be both translated and degraded.

To address this and the other reviewers concerns we decided to introduce 5BoxB sites upstream of the GFP start codon [ BoxB(-30) ] and in the middle of GFP ORF [BoxB(+339)].

Figure EV5G- Schematics of the BoxB insertion in GFP-IncRNA-candidate constructs

Addition of these hairpin structures resulted in significant reduction in translation initiation and elongation (for example Figure 4F,H).

Figure 4F-Representative immunoblot analysis of GFP (GFP) in protein extracts from mESCs transfected with mock, BoxB(-30)-GFP and GFP expressing vectors. ACTIN-β (ACT-β) was used as an internal control. Uncropped blots used for assembly of panels F is provided in Appendix Figure 4 Source Data
Figure 4H: Immunoblot analysis of GFP (GFP) in protein extracts from mESCs transfected with mock, BoxB(+339)-GFP and GFP expressing vectors. ACTIN-β (ACT-β) was used as an internal control. One representative blot is depicted. Uncropped blots used for assembly of panel H is provided in Figure 4 Source Data.

This approach is conceptually similar to the one proposed by the reviewer but minimizes pleiotropic effects due to the use of translation inhibition drugs. We found that decreased translation inhibition or elongation of GFPIncRNA-c1 and GFPIncRNA-c2 (Figure 4G and I) is associated with a significant decrease in the impact of miRNA on reporter gene expression.

Figure 4G: Fold-change (FC) in normalized expression of GFP-IncRNA-c1, GFP-IncRNA-c2 (noBoxB, circles) and BoxB(-30)-GFP-IncRNA-c1, BoxB(-30)-GFP-IncRNA-c2 (BoxB(-30), triangles) (x-axis) 4-OHT treated, miRNA depleted mESCs (KO) relative to ethanol treated mESCs (WT) (y-axis). Four independent biological replicates analyzed. For all RTqPCR analyses, transcript expression was first normalized by the amount of Act-β and PolII and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001
Figure 4I: Fold-change (FC) in normalized expression of GFP-lncRNA-c1, GFP-lncRNA-c2 (noBoxB, circles) and BoxB(+339)-GFP-lncRNA-c1, BoxB(+339)-GFP-lncRNA-c2 (BoxB(+339), triangles) (x-axis) in 4-OHT treated, miRNA depleted mESCs (KO) relative to ethanol treated mESCs (WT) (y-axis). Four independent biological replicates analyzed. For all RTqPCR analyses, transcript expression was first normalized by the amount of Actin-β and Polymerase II and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001

Referee #3:

In the manuscript "Translation is required for miRNA-dependent decay of endogenous transcripts", Biasini et al. report that coding and noncoding transcripts are differentially repressed by miRNAs, implying that translation is required for miRNA-dependent transcript destabilization. The authors compared the susceptibility of mRNAs and cytoplasmic long-non-coding RNAs (lncRNAs) to miRNA-mediated silencing in a translation-dependend manner in mouse embryonic stemcells, which revealed a correlation of translatability with effective miRNA-mediate repression. This observation was further confirmed by metabolic RNA labeling experiments in the presence and absence of Dicer to determine direct effects on RNA stability. Along those lines, putative micropeptide-encoding lncRNAs were (similar to mRNAs) more susceptible to miRNA-directed repression than untranslated lncRNAs. With the aim to experimentally validate these observations, the authors performed reporter assays to test translation-dependent miRNA-mediated repression focusing on one selected lncRNA.

While the manuscript targets an important question in the miRNA field, the presented conclusions are to a large extent based on correlative data analyses. The limited set of validation experiments (based on reporter assays) lack experimental control for translation-status and operate at a small effect size resulting in boarderline statistical cutoffs. Hence, quality and impact of the manuscript would certainly benefit from more rigorous controls and expanded sample-sizes to certify the presented statistics in order to preclude any possible biases in their interpretation.

Comments:
1- What miRNAs are predicted to target IncRNA-c1 and how do these compare to well-established mRNA targets that are used as a reference? Solely relying on AGO2-CLIP and AGO2-CLIP data seems quite arbitrary and non-quantitative. Is IncRNA-c1 overall (and embedded predicted miRNA target sites) conserved? This is of particular importance, given the comparison to highly responsive target mRNAs. A fairer comparison would focus on IncRNA and mRNA transcripts with equal targeting features (i.e. number of miRNA binding sites, and binding site features) and miRNA expression levels.

The list of mESC expressed miRNAs that are predicted, by TargetScan, to target IncRNA-c1 is provided in Extended View File 8. Besides miRNA predictions, in the previous version of the manuscript we used publicly available CLIP data [21] to assess the extent AGO2 bound IncRNAs genome wide (Figure 1B and Extended View File 1C). In the revised version of the manuscript, we repeated this analysis using the recently released HEAP data in mESCs [12] The results of this analysis are consistent with those presented for AGO2-CLIP [21] and support binding of cytosolic IncRNAs in general (Figure 1C) and candidate IncRNA (Figure EV5A) in particular.

**Figure 1B** - Density of HEAP-AGO2 peaks across cytosolic IncRNAs (n=62, blue) and the 3’UTR regions of mRNAs (n=8798, red) with experimental evidence for AGO2 binding in mESCs (>0 AGO2 peaks).
Figure EV3A Genome browser view of the region encompassing IncRNA-c1, Halo enhanced AGO2 pull-down peaks [12] and read density for two independent replicates (between 0-127) as well as PhyloCSF scores (between -15 and 15) in all possible reading frames are depicted. Gencode annotated genes are annotated in blue and the candidates are annotated in black.

We agree with the reviewer that comparison between IncRNA and Cdkn1a may be potentially confounded by differences in MRE responsiveness. To account for this confounder as well as other limitations of the previous experiment (detailed in our response to Reviewer 1, point 2 and this reviewer point 3) in the revised version of the manuscript, we compared how inhibiting translation of reporter gene by inserting a 5 BoxB sites upstream of start codon impacts reporter’s response to miRNAs depletion. Given that these reporters only differ at their 5'UTR (Extended View File 6D), this is a fairer comparison than the one we presented in the previous version of the manuscript where we compared IncRNAs with and a highly responsive mRNA target, Cdkn1a. The results of this experiment, that we describe our response to this reviewer point 4, are consistent with the requirement of translation to miRNA dependent regulation.

BoxB(-30)

T7 promoter

5XBoxB

EGFP

IncRNA-candidate

Figure EV5G- Schematics of the BoxB insertion in GFP-IncRNA-candidate constructs

In addition, and as suggested by the reviewer, we also add the alignment of the MRE regions in IncRNA-c1 as Extended View File 7. This analysis revealed that the sequence of IncRNA-c1 is partially conserved between mouse, rat and human and, that only one the MREs we mutated within IncRNA-c1 is conserved in all the species considered.

Figure EV6- Alignment in mouse, rat and human of the mutated MRE sequences in IncRNA-c1. Seed region is highlighted in grey. = represent positions not conserved and – deletions in either rat or human. Deletions in mouse are represented in yellow and the length indicated in the alignment.
The authors imply that lncRNA-c1 is not translated but there is currently no information in the manuscript as to whether it is actually depleted in ribosome profiling datasets.

We would like to thank the reviewer for pointing this out. We added the nucleotide PhyloCSF score for lncRNA-c1 and c2, that reflects the likelihood a position encodes a conserved ORF to the revised version of the Extended View File 4A-B and added a figure depicting the density of Ribosomal Profiling reads in mESCs for the two candidate IncRNAs in Extended View File 5. Based on this, we conclude the two lncRNA candidates we selected are unlikely to encode for a protein. We describe this in the result section.

“To test this hypothesis, we selected two cytosolic IncRNAs expressed at relatively different levels in mESCs: TCONS_00034281 and TCONS_00031378, hereafter lncRNA-c1 and lncRNA-c2 respectively (Figure EV3A-C). Both IncRNAs lack an apparent conserved ORF (Figure EV3A-B) and are weakly associated with ribosomes (Figure EV4A-B) supporting that they are noncoding.”

3 lncRNA-c1 seems to respond somewhat in steady-state abundance to DICER depletion (Fig. S3C and D). The significance cutoff is not reported in the text. It seems that appropriate statistical evaluation would benefit from additional replicates, given that highest variance is observed among WT measurements.

We think the difference in variance the reviewer points out is a technical artifact. We see similar variability in lncRNA-c1 levels in WT and KO samples when expression was measured by RT-qPCR using a completely independent set of samples. We added the p-values to the main text as requested by the reviewer.

Results section:
“Our transcriptome wide analysis indicates that translation is required for miRNA-dependent target destabilization. To test this hypothesis, we selected two cytosolic IncRNAs expressed at relatively different levels in mESCs: TCONS_00034281 and TCONS_00031378, hereafter lncRNA-c1 and lncRNA-c2 respectively (Extended View File 4A-C). Both IncRNAs lack an apparent conserved ORF (Extended View File 4A-B) and are weakly associated with ribosomes (Extended View File 5) supporting that they are noncoding. Consistent with our transcriptome wide profiling experiment (paired two-tailed t-test p-value >0.2, Extended View File 4D), RT-qPCR analysis also support that the steady state abundance of endogenously expressed lncRNA-c1 and lncRNA-c2 are not significantly increased upon miRNA depletion (paired two-tailed t-test p-value >0.5, Extended View File 4E), in line with our hypothesis and in contrast to bonafide miRNA targets, such as Lats2 or Cdkn1A [22] (paired two-tailed t-test p-value < 0.04, Extended View File 4D,E). Furthermore, and in contrast with Lats2 or Cdkn1A (paired two-tailed t-test p-value < 0.03, Extended View File 4F), stability of lncRNA-c1 and lncRNA-c2 is also not significantly affected in cells lacking DICER function (paired two-tailed t-test p-value > 0.2, Extended View File 4F)”
Along the previous point, translation-dependent regulation of Cdkn1a transcript was tested by comparing derepression of Cdkn1a in the presence and absence of an ATG start codon, but the effect size is small and apparently mostly driven by one outlier measurement in the case of Cdkn1a-wt. Given the rather small effect size, I would have serious concerns that the data may be overinterpreted. And even if differences in miRNA responses were to be robust across more replicates, attributing those changes to lack of translation would require confirming loss of ribosome-association in the case of delta-ATG in further control experiments, since it cannot be excluded that any downstream ATG codon could compensate.

We share the reviewer’s concerns regarding the impact of canonical start site mutations on Cdkn1a translation. Specifically, the experiment presented in the previous version of the manuscript did not account for potential initiation of translation downstream of mutated start codon (this point) as well as potential differences in the responsiveness to miRNAs (point1) as pointed out by the reviewer. To overcome these limitations, we chose to focus our analysis on the set of reporters that contain a 5 BoxB sites either 30 or 339 nucleotides down- or upstream of GFP start codon.

Addition of these hairpin structures resulted in significant reduction in translation (for example Figure 4F-H).

Figure EV5G- Schematics of the BoxB insertion in GFP-IncRNA-candidate constructs

Figure 4F- Representative immunoblot analysis of GFP (GFP) in protein extracts from mESCs transfected with mock, BoxB(-30)-GFP and GFP expressing vectors. ACTIN-β(ACT-β) was used as an internal control. Uncropped blots used for assembly of panels F is provided in Figure 4 Source Data
Figure 4H- Immunoblot analysis of GFP (GFP) in protein extracts from mESCs transfected with mock, BoxB(+339)-GFP and GFP expressing vectors. ACTIN-β (ACT-β) was used as an internal control. One representative blot is depicted. Uncropped blots used for assembly of panel H is provided in Figure 4 Source Data.

We found that inhibiting translation initiation or elongation of GFPIncRNA-c1 and GFPIncRNA-c2 (Figure 4G and I) is associated with a significant decrease in the impact of miRNA on reporter gene expression.

Figure 4G- Fold-change (FC) in normalized expression of GFP-IncRNA-c1, GFP-IncRNA-c2 (noBoxB, circles) and BoxB(-30)-GFP-IncRNA-c1, BoxB(-30)-GFP-IncRNA-c2 (BoxB(-30), triangles) (x-axis) 4-OHT treated, miRNA depleted mESCs (KO) relative to ethanol treated mESCs (WT) (y-axis). Four independent biological replicates analyzed. For all RTqPCR analyses, transcript expression was first normalized by the amount of Actin-β and PolymeraseII and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: *p-value<0.05, **p-value<0.01 and ***p-value<0.001.
Figure 4I: Fold-change (FC) in normalized expression of GFP-lncRNA-c1, GFP-lncRNA-c2 (noBoxB, circles) and BoxB(+339)-GFP-lncRNA-c1, BoxB(+339)-GFP-lncRNA-c2 (BoxB(+339), triangles) (x-axis) in 4-OHT treated, miRNA depleted mESCs (KO) relative to ethanol treated mESCs (WT) (y-axis). Four independent biological replicates analyzed. For all RTqPCR analyses, transcript expression was first normalized by the amount of Actin-β and PolymeraseII and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: *p-value<0.05, **p-value<0.01 and ***p-value<0.001.

- The X-axis values in Figure 4D are misleading and do not enable to determine the fold derepression that is observed upon miR-294 inhibitor treatment. How does this change relate to the degree of derepression observed for endogenous protein-coding mRNA targets? The effect seems to be much larger compared to the reduction in derepression observed upon mutating the predicted miR-290 target sites in GFP-lncRNA-c1-deltaMRE (Fig.4E). How do the authors explain this?

We agree with the reviewer that the inhibitor experiment would benefit from the addition of internal controls. However, we had no sample left from this experiment and could not do this analysis.

Furthermore, the experiment that, in our opinion, is key to demonstrate the functional relevance of the mutated MREs is the one we report in EVF6F. In this experiment, we tested how miRNA reintroduction in DICER depleted mESCs impacted the levels of GFP-lncRNA-c1 and GFP-lncRNA-c1ΔMRE.

Figure EV5F: Fold change in expression (y-axis) of GFP, GFP-lncRNA-c1 and GFP-lncRNA-c1-MREΔ (x-axis) in miRNA depleted cells transfected with negative control (NC) relative to miRNA depleted cells transfected with miRNA mimics (miRNA) (y-axis). Each point corresponds to the results of one independent biological replicate. Transcript expression was first normalized by the amount of
Actin-β and PolymeraseII and next by the total amount of transfected vectors per cell estimated based on levels of relative Neomycin expression. Statistics: *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001.

We now show that the levels of endogenous miRNA targets are also affected in this experiment.

![Graphs showing relative expression of Cdkn1a and Lats2](image)

Figure EV5D and E - Relative Cdkn1a (D) and Lats2 (E) expression following transfection of mmu-miR-294-3p and mmu-miR-295-3p equimolar mixes (Mimic) or negative control small RNA (NC). Each point corresponds to the results of one independent biological replicate. Transcript expression was first normalized by the amount of Actin-β and PolymeraseII. Each point corresponds to the results of one biological replicate. Statistics: *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001.

Regarding the difference in the effect observed using miRNA inhibitors relative to MRE mutation. Treatment with miR-294 antimir impacts GFP-IncRNA abundance directly because it reduces the levels of miRNAs available for GFP-IncRNA regulation. This direct effect is similar to disrupting MREs within GFP-IncRNAs. However, unlike MRE mutations, antimiRs will also impact the levels of other gene expression regulators targeted by miR-294 and consequently globally impact cell physiology. These pleotropic effects, that are not present when performing MRE mutation, can also impact GFP-IncRNA levels. In addition, antimiRs have also been shown to associate with off-targets [23] and reduce the availability of miRISC [24]. We added this point to the results section.

- In the discussion the authors imply an involvement of DDX6 in discriminating translation-dependent and independent repression of miRNA targets. While I can see that those experiments may go beyond the scope of describing the phenomenon of translation-dependent miRNA-directed repression, it may add an additional layer of mechanistic understanding to the observations, which mostly rely on correlations.

To understand whether translation of the ORF or simply recruitment of ribosomes was required in addition to BoxB(-30)GFP-IncRNA-c1/c2 (described in our response to this reviewers point #4) we also analyzed how inhibiting translation elongation, by inserting 5xBoxB 339 nucleotides upstream of GFP start codon. We found that
introduction of these hairpin structures decreased GFP levels supporting that this modification leads to inhibition of translation elongation. Importantly, we found that BoxB(+339) has a similar impact on the response of GFP-IncRNA candidate to miRNA depletion. These results suggest that translation elongation is required for miRNA dependent degradation.

Other points:
- Most figures lack information on the number of analyzed datapoints, which makes intuitive interpretation of the data difficult.

We have now specified in the text of the figure legends the number of analyzed data points.

- From the legend to Fig. 1A legend: n = 57 cytosolic IncRNAs and n = 175 nuclear IncRNAs. 57/0.066 ~ 863 cytosolic IncRNAs; 175/0.04 = 4375 nuclear IncRNAs. This information contrasts with the initial 1081 cytosolic and 4953 nuclear IncRNA numbers (see p.5, line 11-12). If there is some filtering, then the criteria should be explained.

Differences in sequencing depth between different experiments explain the differences pointed out by the reviewer. Specifically, the RNA sequencing data we used to infer IncRNA subcellular localization has over 4 times more reads that the RP data. We now clarify this in the materials and methods section of the Manuscript and would like to thank the reviewer for pointing this out.

Methods section:

“Translational efficiency (TE) was calculated as the log2 ratio between normalized RP counts and normalized TR counts. TE was only calculated for genes with cpm>1 and have RP read>0.”

- From the legend to Fig. 1B, n = 48 for cytosolic IncRNA. Again, the value for the total number of cytosolic IncRNAs is different - 48/0.06 = 800 vs 1081.

In Figure 1B we only consider transcripts with evidence for AGO2 binding. We specify this in the Results section and the figure legend. Note the numbers below differ from those presented by the reviewer because they refer to Halo enhanced AGO2 pull-down in mESCs, which we used to replace the AGO2-CLIP analysis in the main text. We still present AGO2-CLIP results as supplementary data.

Results section:

“…the density of binding at cytosolic IncRNAs (1.2 sites per kb of sequence) and mRNA 3’UTRs (1.4 sites per kb of sequence for the transcripts with experimental
evidence for AGO2 binding (>0 peak)) is similar (two-tailed Mann-Whitney U test, p-value=0.166, Figure 1B).”

**Figure 1 B legend:**
“Density of HEAP-AGO2 peaks across cytosolic lncRNAs (n=62, blue) and the 3'UTR regions of mRNAs (n=8798, red) with experimental evidence for AGO2 binding in mESCs (>0 AGO2 peaks).”

- Page 5, line 22 (and Fig. 1B): It may be helpful to show the density of Ago2 clusters for nuclear lncRNAs. As these should not be bound by miRNAs, much lower Ago2 density would speak for the correct definition of cytoplasmic and nuclear lncRNAs (definition is on p.5, lines 9-12).

We have now added the results of this analysis to the text. As expected a significantly higher fraction of cytosolic lncRNAs are bound by AGO2 according to this analysis.

**Results section:**
“As expected, nuclear lncRNAs have a significantly lower (two-tailed Mann-Whitney test, p-value<0.005) density of AGO2 peaks (0.7 sites per kb) than cytosolic lncRNAs.”

- Fig2D, S2E: Interpretation would benefit from an understanding to what extent stabilized transcripts overlap between the two s4U labeling timepoints.

The same set of transcripts were analyzed in both experiments and their degradation rates are highly correlated between the experiments as depicted in Figure 2B-C. We added the numbers of transcripts that are stabilized and significantly stabilized in both experiments to the results section.

**Results section:**
“As expected, miRNA depletion is associated with an increase in transcript stability (85% and 91% of transcripts have lower degradation rate in KO cells for 10 and 15 minutes pulse, Figure 2D and Figure EV2E, respectively). Next, we identified genes whose degradation rate is significantly different (FDR<0.05) between miRNA-depleted and control mESCs (14% and 17% in 10 and 15 minutes pulse, Figure 2D and Figure EV2E, respectively) and found that as expected, mRNAs are significantly more often stabilized in miRNA-depleted mESCs relative to control”
Figure 2B-C- Correlation between degradation rates (log₁₀) obtained after 10 (x-axis) and 15 (y-axis) minutes of 200 µM 4sU labelling in wildtype (WT) (B) and DICER null (KO) (C) cells.
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Dear Ana,

Thank you for submitting your revised manuscript, we have now received the reports from the three initial referees (see comments below). I am pleased to say that they overall find that their comments have been satisfactorily addressed and now support publication. Referee #2 however has remaining concerns regarding GW182 and the IncRNA reporter constructs. Please address these concerns by textual edits and additional discussion, and also provide a brief point-by-point response when submitting the revised manuscript. In addition, I would like to ask you to also address a number of editorial issues that are listed in detail below. Please make any changes to the manuscript text in the attached document only using the "track changes" option. Once these remaining issues are resolved, we will be happy to formally accept the manuscript for publication.
Referee #1:

In the revised version of their manuscript, the authors have addressed all points that I had raised on their previous version. They have added new experimental data and clarified statements that were unclear. I am satisfied and find that the authors adequately responded to my comments.

Referee #2:

The authors have made some changes to try to address my concerns. However, one of the major points (i.e. investigating if altering GW182 levels or determining whether GW182 RIP captures select lncRNAs) they were not able to address in spite of trying. Regarding another point, they originally used reporters with mutated putative miRNA binding sites on the lncRNA and attempted to show that the mutations relieved repression as compared to WT, which they could not show. In the revised manuscript they made some larger deletions instead of mutations and saw an effect, but they cannot conclude for sure which 'miRNA target sites' are actually involved for sure.

Thus, although the data are of value, they are mostly correlative. However, in light of the coronavirus pandemic, I recommend publishing the paper but with the provision that they should highlight the shortcomings noted above.

Referee #3:

The major points and concerns have been addressed in the revised version.
We would like to thank the reviewers for their supportive feedback and insightful suggestions that helped us shape and improve the manuscript.

Referee #1:

In the revised version of their manuscript, the authors have addressed all points that I had raised on their previous version. They have added new experimental data and clarified statements that were unclear. I am satisfied and find that the authors adequately responded to my comments.

Referee #2:

The authors have made some changes to try to address my concerns. However, one of the major points (i.e. investigating if altering GW182 levels or determining whether GW182 RIP captures select lncRNAs) they were not able to address in spite of trying.

We would like to thank the reviewer for the feedback. To the best of our knowledge GW182 RIP has only been carried out in human and in our hands the antibody used in this experiment does not work in mouse. The alternative to this experiment would be to endogenously tag GW182. We reasoned that the establishment and characterization of these cells entails lengthy experimental tests and goes beyond the scope of this work. Indeed, we use two independent genome-wide AGO2-RIP datasets to provide evidence that candidate lncRNA interacts with AGO2, which is known to be part of the same complex as GW182. Addition of GW182 would provide further support that lncRNAs interact with functional miRISC which is already supported by AGO2 binding and MRE validation experiments. We have edited our description of MREs in lncRNAs to ensure it accurately represents the data presented in the discussion (page 14, 4th paragraph continuing into page 15 1st paragraph).

Regarding another point, they originally used reporters with mutated putative miRNA binding sites on the lncRNA and attempted to show that the mutations relieved repression as compared to WT, which they could not show. In the revised manuscript they made some larger deletions instead of mutations and saw an effect, but they cannot conclude for sure which 'miRNA target sites' are actually involved for sure.

The reviewer misunderstood the difference between this and the previous version of the manuscript. As described in our previous response to the reviewer’s comment 2 (that we copy below) we changed the way the data was represented to ensure it was clear that the changes we observed upon MRE mutation where not an indirect effect of Dicer loss of function. We conclude from this analysis that the mutated MREs contribute but that other mESC expressed miRNAs are likely to interact with this transcript.

Previous comment by the reviewer:

2. In the final figure, the authors fuse the lncRNA-c1 to the 3' of a GFP reporter and see an increase in its relative expression in DICER KO vs WT mES cells; however mutating the miRNA target sites does not seem to have a major impact on this reporter (Figure 4E, right column vs left column). Thus the effects on the construct is most likely indirect via DICER KO as opposed to directly targeting the lincRNA-c1 via
a number of miRNAs. In addition, it is unclear how the authors normalized for transfection efficiency of the construct.

**Previous response to the reviewer’s comment:**
To account for differences in transfection efficiency between experiments and cell types, we normalize reporter expression (relative to Actin-β and PolymeraseII) to the expression of Neomycin. Neomycin is transcribed from an independent promoter in the same vector. This is mentioned in the figure legends and detailed in the methods section.

“Gene expression levels relative to Actin-β and PolymeraseII of transfected candidates were normalized to Neomycin expression to account for differences in transfection efficiency between different cell types and experiments”.

Whereas we agree with the reviewer that the MRE mutations do not fully rescue the effects of miRNAs on GFP-IncRNAc1 expression, we disagree that this is an indication that the observed differences are likely an indirect effect of Dicer loss of function. We attribute the reviewer’s comment to the way the data was depicted in the previous version of the manuscript and that we have now modified.

**Figure 4C-** Expression of GFP-IncRNA-c1 ΔMRE relative to GFP-IncRNA-c1 (y-axis) in ethanol treated (WT, circles) or 4-OHT treated, miRNA-depleted cells (KO, triangles, x-axis). Four independent biological replicates were treated, transfected and analyzed by RTqPCR. For all RTqPCR analyses, transcript expression was first normalized by the amount of Act-β and PolII and next by the total amount of transfected vectors per cell estimated based on the levels of relative Neomycin expression. Each point corresponds to the results of one independent biological replicate. Statistics: NS- p-value> 0.05, *-p-value<0.05, **-p-value<0.01 and ***-p-value<0.001. Uncropped blots used for assembly of panels F and H are provided in Figure 4 Source Data.

As can be appreciated in the modified version Figure 4D, MRE deletion in IncRNA-c1 is associated with increased abundance of reporter construct in WT cells relative to reporter gene with intact MREs. Importantly the increase we observe in GFP-IncRNA-c1ΔMRE expression relative to GFP-IncRNA-c1 is significantly larger in WT cells. This observation supports that MRE deletion primarily affects the levels of reporter genes in WT cells, as expected. We attribute the incomplete rescue of MRE mutations, to the presence of functional binding sites for other miRNAs. As can be appreciated in Extended View File 8 we mutated 3 of the 17 MREs in IncRNA-c1 for mESC expressed miRNAs, respectively. Whereas we chose to focus on MREs for the most highly expressed miRNAs in mESCs [13] a number of other less abundant
miRNAs in these cells have predicted MREs and can also impact the levels of targets. We modified the following section to clarify this point.

Thus, although the data are of value, they are mostly correlative. However, in light of the coronavirus pandemic, I recommend publishing the paper but with the provision that they should highlight the shortcomings noted above.

Referee #3:

The major points and concerns have been addressed in the revised version.
Thank you again for submitting the final revised version of your manuscript for our consideration. I am pleased to inform you that we have now accepted it for publication in The EMBO Journal.

Your article will be processed for publication in The EMBO Journal by EMBO Press and Wiley, who will contact you with further information regarding production/publication procedures and license requirements.
Any descriptions too long for the figure legend should be included in the methods section and/or with the source data.

Guidelines on Data Presentation

Source Data should be included to report the data underlying graphs. Please follow the guidelines set out in the authorship guidelines in preparing your manuscript consistent with the Principles and Guidelines for Reporting Preclinical Research issued by the NIH in 2014. Please follow the journal’s authorship guidelines in preparing your manuscript.

A. Figures

1. Data

The data shown in figures should satisfy the following conditions:

- The data were obtained and processed according to the field’s best practice and are presented to reflect the results of the experiments in an accurate and unbiased manner.
- Figure panels include only data points, measurements or observations that can be compared to each other in a scientifically meaningful way.
- Graphs include clearly labeled error bars for independent experiments and sample sizes. Unless justified, error bars should not be shown for technical replicates.
- If n = 5, the individual data points from each experiment should be plotted and any statistical test employed should be justified.
- Source Data should be included to report the data underlying graphs. Please follow the guidelines set out in the authorship guidelines on Data Presentation.

2. Captions

Each figure caption should contain the following information, for each panel where they are relevant:

- A definition of the experimental system investigated (e.g. cell line, species name).
- A definition of the assay(s) and method(s) used to carry out the reported observations and measurements.
- The exact sample size (n) for each experimental group/condition, given as a number, not a range.
- An explicit mention of the biological and chemical entity(ies) that are altered/varied/perturbed in a controlled manner.
- Definitions of statistical methods and measures:
  - Common tests, such as t-test (please specify whether paired or unpaired), simple χ² tests, Wilcoxon and Mann-Whitney tests, can be unambiguously identified by name only, but more complex techniques should be described in the methods section;
  - Are tests one-sided or two-sided?
  - Are there adjustments for multiple comparisons?
  - Exact statistical test results, e.g., P values = x but not P values < x;
  - Definition of “center values” as median or average;
  - Definition of error bars as s.d. or s.e.m.

Any descriptions too long for the figure legend should be included in the methods section and/or with the source data.

B. Statistics and general methods

| Question | Answer |
|----------|--------|
| 1. A. How was the sample size chosen to ensure adequate power to detect a pre-specified effect size? | Sample size was chosen based on statistical significance |
| 1. B. For animal studies, include a statement about sample size estimate even if no statistical methods were used. | Not relevant |
| 2. Describe inclusion/exclusion criteria if samples or animals were excluded from the analysis. Were the criteria pre-established? | Not relevant |
| 3. Were any steps taken to minimize the effects of subjective bias when allocating animals/samples to treatment (e.g., randomization procedure)? If yes, please describe. | In extensive experimental bias, the treatments and conditions of Biological Replicates done in parallel were handled by Biasini, A. and Abdulkarim B. in a staggered fashion. |
| 4. A. Were any steps taken to minimize the effects of subjective bias during group allocation or/and when assessing results (e.g., binding of the ligand)? If yes, please describe. | In extensive experimental bias, the treatments and conditions of Biological Replicates done in parallel were handled by Biasini, A. and Abdulkarim B. in a staggered fashion. |
| 4. B. For animal studies, include a statement about blinding even if no blinding was done | Not relevant |
| 5. For every figure, are statistical tests justified as appropriate? | Yes |
| Do the data meet the assumptions of the tests (e.g., normal distribution)? Describe any methods used to assess it. | Yes |
| Is there an estimate of variation within each group of data? | Yes |
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D- Animal Models
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14. Report any restrictions on the availability (and/or on the use) of human data or samples.
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16. For phase II and III randomized controlled trials, please refer to the CONSORT flow diagram (see link list at top right) and submit the CONSORT checklist (see link list at top right) with your submission. See author guidelines, under ‘Reporting Guidelines’. Please confirm you have submitted this list.

17. For tumor marker prognostic studies, we recommend that you follow the REMARK reporting guidelines (see link list at top right). See also: NIH (see link list at top right) and MRC (see link list at top right) recommendations. Please confirm you have followed these guidelines.

F- Data Accessibility

18. Provide a "Data Availability" section at the end of the Materials & Methods, listing the accession codes for data generated in this study and deposited in a public database (e.g., RNA-Seq data: Gene Expression Omnibus GSE13962, Proteomics data: PRIDE PXD000208 etc.) Please refer to our author guidelines for ‘Data Deposition’.

Data deposition in a public repository is mandatory for:

a. Protein, DNA and RNA sequences
b. Macromolecular structures
c. Crystallographic data for small molecules
d. Functional genomics data
e. Proteomics and molecular interactions

19. Deposition is strongly recommended for: any datasets that are central and integral to the study, please consider the journal’s data policy. If no structured public repository exists for a given data type, we encourage the provision of datasets in the manuscript as a Supplementary Document (see author guidelines under ‘Expanded View’ or in unstructured journal’s data policy. If no structured public repository exists for a given data type, we encourage the provision of datasets in the manuscript as a Supplementary Document (see author guidelines under ‘Expanded View’ or in unstructured journal’s data policy.

20. Access to human clinical and genomic datasets should be provided with as few restrictions as possible while respecting ethical obligations to the patients and relevant medical and legal issues. If practically possible and compatible with the individual consent agreement used in the study, such data should be deposited in one of the major public access-controlled repositories such as dbGAP (see link list at top right) or EGA (see link list at top right).

21. Computational models that are central and integral to a study should be shared without restrictions and provided in a machine-readable form. The relevant accession numbers or links should be provided. When possible, standardized format (e.g., SBML, CellML) should be used instead of scripts (e.g., MATLAB). Authors are strongly encouraged to follow the MIRIAM guidelines (see link list at top right) and deposit their model in a public database such as BioModels (see link list at top right) or EGA (see link list at top right). If computer source code is provided with the paper, it should be deposited in a public repository or included in supplementary information.
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22. Could your study fall under dual use research restrictions? Please check biosecurity documents (see link list at top right) and list of select agents and toxins (APS/DCD) (see link list at top right). According to our biosecurity guidelines, provide a statement only if it could.