Distributed Adaptive Neural Network Control Applied to a Formation Tracking of a Group of Low-Cost Underwater Drones in Hazardous Environments
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Featured Application: These applications are suitable for missions, such as oceanic surveillance, undersea oil detection, submarine pipeline monitoring, and seabed explorations.

Abstract: This paper addresses a formation tracking problem of multiple low-cost underwater drones by implementing distributed adaptive neural network control (DANNC). It is based on a leader-follower architecture to operate in hazardous environments. First, unknown parameters of underwater vehicle dynamics, which are important requirements for real-world applications, are approximated by a neural network using a radial basis function. More specifically, those parameters are only calculated by local information, which can be obtained by an on-board camera without using an external positioning system. Secondly, a potential function is employed to ensure there is no collision between the underwater drones. We then propose a desired configuration of a group of unmanned underwater vehicles (UUVs) as a time-variant function so that they can quickly change their shape between them to facilitate the crossing in a narrow area. Finally, three UUVs, based on a robot operating system (ROS) platform, are used to emphasize the realistic low-cost aspect of underwater drones. The proposed approach is validated by evaluating in different experimental scenarios.
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1. Introduction

In recent years, the application of unmanned underwater vehicles (UUVs) has grown steadily. Several activities related to the offshore industry, such as oceanic surveillance, undersea oil detections, seabed explorations, and so on, have been performed by using a group of low-cost, unmanned, small underwater vehicles. Its advantages are it is an effective, economic, and efficient solution, compared to a single expensive underwater vehicle. An essential topic in the cooperative control of multi-UUVs is the formation tracking problem [1–3]. It requires that all the UUVs reach into a formation with a desired shape from an arbitrary initial pose while the centroid of formation tracks a reference trajectory.

According to [1], there are four main approaches, such as leader-follower approach, behavior-based approach, artificial potential approach, and virtual structure approach, to achieve the formation tracking problem. Moreover, the formation tracking problems for a group of multi-agent systems with nonlinear dynamics and external disturbances have been studied in [1,3–8].
the robust distributed formation design for multiple UUVs is presented, where the dynamics of underwater vehicles, which is subject to nonlinearity, parametric uncertainties, and external disturbances, are analyzed by combining the feedback linearization method and the robust compensation theory. Distributed formation tracking control and learning/identification of nonlinear uncertain AUV dynamics by using two-layer, namely, an upper-layer distributed adaptive observer and a lower-layer decentralized deterministic learning controller, is introduced in [3]. This article also addresses some very interesting issues, such as heterogeneous nonlinear uncertain dynamics, local information, and formation control performance. In [4,9], a multi-layer neural network and an adaptive robust controller were developed to overcome unmodeled dynamics of under-actuated autonomous underwater vehicles and external disturbances with the prescribed performance. In addition, in [6], the trajectory tracking problem for a fully actuated autonomous underwater vehicle (AUV) that moves in the horizontal plane was developed. By using two neural networks, the long-time performance of a design control and the unknown dynamics are evaluated and compensated, respectively. For the issues of local information, the MORPH project [10] also introduced a formation control of underwater vehicles, using either inter-vehicle relative position measurements or range-only measurements. In [8], the distributed consensus tracking control problem for multiple strict-feedback systems with unknown nonlinearities under a directed graph topology is presented. The neural network is used to approximate and compensate for unknown nonlinear terms, which aims to design a local consensus controller. In [11], the leader-following consensus problem for a class of second-order multi-agent systems with input quantized is studied. A novel adaptive dynamic quantizer that can effectively reduce quantization error, with dynamic quantization interval and limited quantization level, is proposed.

Furthermore, there are also studies of the tracking control problem for a team of quad-rotors under directed switching topologies [12] and for multiple unmanned helicopters under finite-time conditions [13]. Alternatively, in [14], a distributed consensus-based formation control for nonholonomic wheeled mobile robots is studied. This article addresses the issue, namely, perfect velocity tracking, i.e., the actual control inputs of the robot are equal to the desired control inputs. By designing neural network torque controllers with on-line learning, the robust velocity tracking and the desired formation is achieved and guaranteed. In [15], the input quantization, actuator faults, and unknown nonlinear of a consensus tracking control of multi-agent systems are studied under directed communication topology. This work has introduced smooth functions to compensate for the effect of quantization and bounded stuck faults. In [16], the formation tracking problem was designed relying only on the agents’ local coordinate systems so that the centroid of the controlled formation tracks a given trajectory. In [17], a distributed model reference adaptive control (MRAC) design framework is proposed for containment control of heterogeneous general linear multi-agent systems. The main advantage of the model reference adaptive control (MRAC) is that adaptation takes place only when the system does not follow the reference model. This is particularly the case when there are uncertainties in the system under consideration. With respect to the distributed formation tracking control of multiple UUVs under a leader-follower architecture, the reference model is considered as the leading UUV. The remaining vehicles are considered as follow vehicles.

For large-scale oceanic missions in hazardous environments, collision and obstacle avoidance have attracted much attention in recent years. In [18], a stable formation control law and collision avoidance have been investigated for multiple robots with single integrator dynamics under an undirected and connected graph. Formation control and collision avoidance are also presented in [19] for double-integrator systems, which is based on position estimation. In [20], the problem of formation control with collision avoidance for networked Lagrangian systems with uncertain parameters is investigated under directed network topology.

In order to make a simulation of underwater drones, an open source tool that simulates the impact of communications in underwater robotics, namely, UWSim-NET [21], is presented. This is a new extension of UWSim [22], which is developed in the robot operation system (ROS). In [23], an extension
of the open-source robotics simulator Gazebo to underwater scenarios is introduced, namely, Unmanned Underwater Vehicle Simulator (UUV-Simulator). It can simulate multiple underwater robots, and simultaneously allows modeling the underwater hydrostatic and hydrodynamic effects, thrusters, sensors, and external disturbances. In [24,25], the SWARMS middleware architecture is presented for cooperative autonomous underwater vehicles at the mission level.

Motivated by the above discussions, this paper has proposed and implemented a control framework for multiple low-cost underwater drones (i.e., BlueROV-1). Compared to the previous relative studies on the control framework of UUVs for formation tracking problem [1–8], the proposed control framework can allow a group of UUVs to handle simultaneously and continuously the formation tracking problem and collision-obstacle avoidance. Compared with the collision-obstacle avoidance in [18,19], which were studied for single and double integrator systems, the proposed control framework is subject to nonlinearity, parametric uncertainties of UUVs. More specifically, this proposed control framework is a combination of four terms: the consensus control, the neural network control, the robust control, the collision-obstacle avoidance control. Firstly, the consensus term is used to set up a desired formation. Secondly, the neural network control is employed to compensate for the unknown uncertainties. Thirdly, the robust control is presented, which is aimed to achieve asymptotic convergence of the tracking error. Finally, the collision and obstacle avoidance are mentioned to ensure that a group of BlueROV-1 can operate in hazardous environments. Specially, we have also implemented the control framework that uses only relative positions between underwater drones. This is reasonable in real terms that are only equipped with low-cost sensors (i.e., an inertial measurement unit sensor and a camera) as well as limitations of underwater communication. By emphasizing the realistic simulation aspects, several scenarios with a team of three low-cost underwater drones (BlueROV-1) are presented and discussed. Consequently, the main contributions of this paper can be summarized as follows.

- We have proposed an incorporation of distributed adaptive neural networks control and collision-obstacle avoidance so that a group of the underwater drones is able to operate independently and autonomously in hazardous environments.
- The desired formation is proposed as a time-variant function, so that a group of UUVs can quickly change their shape between them to cross a narrow area.
- The implementation of algorithms is integrated on the Gazebo underwater drone models. The results show that the control framework can be applicable to low-cost UUVs.

The paper is organized as follows. In Section 2, preliminaries and problem formulation are introduced. Section 3 illustrates the incorporation of DANNC and collision-obstacle avoidance for a group of UUVs. Section 4 presents some experiments with the Gazebo UUV models. Finally, the conclusions are presented in Section 5.

2. Preliminaries and Problem Formulation

2.1. Preliminaries

2.1.1. Graph Theory

The interaction of a group of unmanned underwater vehicles is naturally modeled by a graph. For this reason, the vehicles can be represented as nodes (or vertices) of a graph, and the interactions, such as sensing and communication among the vehicles, can be represented as edges of the graph. Graph theory is a useful mathematical tool to design a distributed control for multi vehicle systems. A connected directed/undirected graph $G$ can be mathematically denoted as, $G = \{\mathcal{V}, \mathcal{E}, A\}$, where $\mathcal{V}$ is the vertices set and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the edges set, $A$ is the adjacency matrix of $G$ with the elements $a_{ij}$, which is defined as $a_{ii} = 0$ and $a_{ij} > 0$ if the $j^{th}$ vehicle interacts with the $i^{th}$ vehicle, otherwise $a_{ij} = 0$. A matrix $L = [\ell_{ij}] \in \mathbb{R}^{n \times n}$ is the Laplacian of a graph $G$, which be defined as, $\ell_{ii} = \sum_{j=1}^{n} a_{ij}$ and $\ell_{ij} = -a_{ij} \forall i \neq j$. 

2.1.2. Radial Basis Functions

Neural networks are generally used as approximation models for the unknown nonlinearities in the control community. In this paper, we choose the radial basis functions (RBF) neural network to compensate for the unknown items of the dynamics UUV. A RBF neural network has three layers: the input layer, the hidden layer, and the output layer. The hidden layer consists of an array of computing units called hidden nodes, which are activated by a radial basis function. Some advantages of RBF are a fast computing speed suitable for micro-controller systems, and an approximation that is good enough in the control field. A RBF network can be described by

\[ f_i (x_i) = W_i^T \phi_i (x_i) + \varepsilon_i, \quad \forall x_i \in D \]  

where \( W_i \in R^{s \times m} \) is the weight matrix of neural network, and satisfies \( \| W_i \| \leq W_{IM} \) with \( W_{IM} \in R \) is a positive constant; \( s \) is the number of neurons; \( x_i \) is the input vector dimension \( m; \phi_i (\bullet) : R^m \rightarrow R^s \) is an activation function with the form \( \phi_i (x_i) = [\phi_{i1} (x_i), \phi_{i2} (x_i), ... , \phi_{is} (x_i)]^T, \| \phi_i (x_i) \| \leq \phi_{IM} \) with \( \phi_{IM} \in R \) being a positive constant; \( \varepsilon_i \) is the approximation error, \( \| \varepsilon_i \| \leq \varepsilon_{IM} \) with \( \varepsilon_{IM} \in R \) a positive constant; \( D \subset R^s \) is a sufficiently large domain.

2.1.3. Low-Cost Underwater Drone Modeling

From the field of guidance, navigation, and control of underwater vehicles, the 6 degrees of freedom (DoF) dynamic model of UUVs in body frame [26], can be written in the following form:

\[ \eta_i = J (\eta_i) v_i \]

(2)

\[ M_i \dot{v}_i + C_i (v_i) v_i + D_i (v_i) v_i + g_i (\eta_i) = \tau_{iAct} + \tau_{Dist} \]

(3)

where: \( \eta_i = (x_i, y_i, z_i, \phi_i, \theta_i, \psi_i)^T \) is the position (NED: North, East, and Down) and the orientation (Euler RPY: Roll, Pitch, Yaw angles) of \( i^{th} \) UUV; \( v_i = [u_i, v_i, w_i, p_i, q_i, r_i]^T \) is the velocity and angular velocity; \( J (\eta) \) is the Jacobian matrix typed \( 6 \times 6 \) for \( \eta; M = M_{RB} + M_A \) is a matrix, which denotes the \( 6 \times 6 \) system inertia matrix containing \( M_{RB} \)—the generalized constant inertia matrix, and \( M_A \)—the added mass inertia matrix; \( C (v_i) = C_{RB} (v_i) + C_A (v_i) \) is the \( 6 \times 6 \) Coriolis and centripetal forces matrix, including added mass; linear and nonlinear hydrodynamics damping are contained within the \( 6 \times 6 \) matrix \( D (v_i) = D + D_n (v_i), \) \( D \) contains the linear damping terms, and \( D_n (v_i) \) contains the nonlinear damping terms; \( g (\eta) \) is the \( 6 \times 1 \) vector of gravitational and buoyancy effects; \( \tau_{Act} \) is the \( 6 \times 1 \) control input forces and torques; and finally, \( \tau_{Dist} \) is the \( 6 \times 1 \) vector external disturbances caused by wind, waves, and ocean current.

2.2. Problem Formulation

**Assumption 1.** The UUV only moves on the horizontal plane. This means that the robot dives to a predetermined depth and always remains at this depth (see Figure 1). Moreover, the UUV moves at a low-speed. This implies that the dynamics of UUV associated with the motion in heave, roll, and pitch are neglected, that is \( w = p = q = 0, \) and \( r \simeq 0. \) Then, \( \eta_i = (x_i, y_i, \psi_i)^T \in R^3 \) and \( v_i = [u_i, v_i, r_i]^T \in R^3. \)

**Assumption 2.** The graph \( G \) is directed and connected, and the leading UUV has access to the reference trajectory. The following UUVs always sense the leading UUV, and rely on the cameras equipped on each UUV.

**Assumption 3.** In this work, we only focus on the control for the follower UUVs with the assumption that the leader UUV is controlled in a given trajectory.
Figure 1. A proposal for submarine pipeline monitoring by using a low-cost unmanned underwater vehicle (UUV).

According to Fossen et al. [27], new coordinates, namely, the vessel parallel coordinates, are introduced as
$$\eta_{ib} = R^T (\psi_i) \eta_i$$

where $\eta_{ip} \in R^3$ is the position and heading of UUV in the body-fixed coordinates. Consequently, under the assumption 1 with $r_i = \dot{\psi}_i \simeq 0$, Equations (2) and (3) can be expressed in terms of $\eta_{ip}$ by
$$\dot{\eta}_{ib} = v_i$$

Equations (7) and (8) can be written in a state-space model with a form
$$\dot{x}_i = Ax_i + Bu_i + f_i(x_i) + w_i(t)$$

where
$$A = \begin{bmatrix} 0_{3 \times 3} & I_{3 \times 3} \\ 0_{3 \times 3} & 0_{3 \times 3} \end{bmatrix}, \quad B = \begin{bmatrix} 0_{3 \times 3} \\ 0_{3 \times 3} \end{bmatrix}$$

Let $x_i = (\eta_{ib}, v_i)^T = (x_{ib}, y_{ib}, \psi_{ib}, u_i, v_i, r_i)^T \in R^6$ is the state of UUV $i$ in the body-fixed coordinates, Equations (7) and (8) can be written in a state-space model with a form
$$\dot{x}_i = A x_i + B [u_i + f_i(x_i) + w_i(t)]$$

where
$$w_i = \tau_{Dist}, \quad u_i = \tau_{Act} \in R^3, \quad f_i(x_i) = -C_i(v_i)v_i + D_i(v_i)v_i + g_i(\eta_i)$$

is the unmodeled and unknown terms of the dynamics UUV $i$, which is approximated by Equation (1).

Let $\delta_{ij} = [\delta_{x_{ij}}, \delta_{y_{ij}}, \delta_{\psi_{ij}}, 0, 0, 0] \in R^6$ denote the desired state deviation between UUV $i$ and UUV $j$ in 3 DOF. In addition, the reference model is considered as the leading UUV, which is given by
$$\dot{x}_L = Ax_L + Br(x_L, t)$$

The objective of this paper is to apply a distributed adaptive neural network for the group of low-cost underwater drones to achieve the desired formation $\delta_{ij}$ and to stabilize the attitude dynamics $d_{ij} \rightarrow \delta_{ij}$. Meanwhile, the distance between the UUV $d_{ij}$ is guaranteed to avoid collision $d_{in} < d_{ij}$ with
where $d_{in} < D_{out} < \delta_{ij}$, where $d_{in}$ and $D_{out}$ are predefined values. And finally, $\max(d_{ij}) < (h - \Delta)$ to ensure a group of UUVs can pass the narrow area, where $h$ is the smallest size between narrow slots, $\Delta$ is a given value depending on the size of UUV.

**Remark 1.** To satisfy the assumption that the graph is connected in practice with the use of cameras, which are equipped on each UUV, a proposal for the following UUV sense of relative position and orientation for the leading UUV is introduced in this paper.

3. Incorporation of DANNC and Collision-Obstacle Avoidance for a Group of UUVs

In this section, we first introduce the overall distributed adaptive neural networks and apply to the formation tracking problem in Section 3.1. Then we integrate the formation tracking problem with collision and obstacle avoidance in Sections 3.2 and 3.3.

3.1. Leader-Follower Formation Tracking

For the following UUV $i$, the control input consists of four terms, which are the formation tracking control input $u_{i,FC}$, the robust control input $u_{i,R}$, the neural network control input $u_{i,NN}$, and the collision avoidance $u_{i,CA}$ (see in Figure 2).

**Figure 2.** The overall distributed adaptive neural networks formation tracking control with collision and obstacle avoidance for the UUV follower.

**3.1.1. Formation Control Term**

To do a formation control, we define an auxiliary variable vector, $e_i \in \mathbb{R}^6$ for the UUV $i$ as

$$e_i = \sum_{j \in N_i} a_{ij} (x_i - \delta_i - (x_j - \delta_j)) + a_{iL} (x_i - \delta_i - x_L)$$  \hspace{1cm} (12)

where $a_{ij}$ and $a_{iL}$ are described in Section 2.1.1.

A distributed adaptive formation tracking control is then designed based on the consensus tracking protocol and the feedback linearization technique, which is given as

$$u_{i,CA} = c_i K e_i$$  \hspace{1cm} (13)
where \( K = -B^TP \in \mathbb{R}^{3 \times 6} \) is a feedback control gain, \( c_i \in \mathbb{R} \) is a coupling weight updated as

\[
\dot{c}_i = \Gamma_{ic} \Pr \left( c_i e_i^TPBB^TPc_i \right)
\]

where \( \Gamma_{ic} \) is a positive constant, and \( P \) is the positive definite solution based on the algebraic Riccati equation

\[
A^TP + PA + Q - PBB^TP = 0
\]

where \( Q \in \mathbb{R}^{6 \times 6} \) is a positive-definite matrix.

3.1.2. Neural Network Control Term

Because the dynamics of UUV have unmodeled and unknown terms, a neural network control \( u_{iNN} \) is introduced to compensate for these terms. Each following UUV will have a neural network term locally to keep track of the current estimates. Therefore, the control input for UUV \( i \) in Equation (13) is the added \( u_{iNN} \) term, which is given by following

\[
u_i = u_i - u_{iNN}
\]

with

\[
u_{iNN} = \hat{W}_i^T \varphi \left( x_i \right)
\]

where \( \hat{W}_i \in \mathbb{R}^{s_i \times m} \) is the estimation of \( W_i \), \( s_i \) is the number of neural network neurons for the UUV \( i \), \( m \) is the number of input values, and the input vector \( x_i = (\eta_{ib}, v_i)^T = (x_{ib}, y_{ib}, \psi_{ib}, u_i, v_i, r_i)^T \in \mathbb{R}^6 \). That means \( m = 6 \) in this work. The activation function \( \varphi(x_i) \in \mathbb{R}^{s_i \times 1} \).

To guarantee the weight matrices of neural network retain bounded, the projection algorithm [5,28] is adopted to update the parameters

\[
\hat{W}_i = \Gamma_{iw} \Pr \left( \hat{W}_i \varphi_i \left( x_i \right) e_i^TPB \right)
\]

where \( \Gamma_{iw} \in \mathbb{R} \) is a positive constant. \( \Pr \) is the projection operator (a matrix \( n \times m \)), with the general form described as

\[
\Pr(\Theta, Y, \Phi) = \left[ \Pr(\theta_1, y_1, \phi_1), ..., \Pr(\theta_m, y_m, \phi_m) \right]
\]

with

\[
\Pr(\theta_i, y_i, \phi_i) = \begin{cases} y_i - \frac{\nabla \phi_i(\theta_i) \nabla \phi_i(\theta_i)^T}{\| \nabla \phi_i(\theta_i) \|^2} y_i \phi_i(\theta_i) & \text{if } \phi_i(\theta_i) > 0 \wedge y_i > 0 \\ y_i & \text{otherwise} \end{cases}
\]

where \( i = 1 \) to \( m; \Theta = [\theta_1 \cdots \theta_m] \in \mathbb{R}^{s \times m}; Y = [y_1 \cdots y_m] \in \mathbb{R}^{s \times m}; \Phi = [\phi_1 \cdots \phi_m] \in \mathbb{R}^{s \times m}; \phi_i : \mathbb{R}^k \rightarrow \mathbb{R} \) is a convex function.

In this work, \( \phi_i \) is chosen as

\[
\phi_i(\theta_i) = \frac{\theta_i^T \theta - \theta_{iM}^2}{\varepsilon_{\theta} \theta_{iM}^2}
\]

with \( \theta_{iM} \in \mathbb{R} \) is a projection norm bound, and \( \varepsilon_{\theta} \) is a projection tolerance bound.

**Lemma 1 ([28])**. The projection operator has an important property, which is given as

\[
\text{trace}\{ (\hat{\Theta} - \Theta)^T \Pr(\hat{\Theta}, Y, \Phi) - Y \} \leq 0
\]

The objective here is to use the states from the neighbors of UUV \( i \) to evaluate the performance of the current control of UUV \( i \) with the current estimates \( \hat{f}_i(x_i) \) of the function \( f_i(x_i) \). This is done through online adjustment of the weight of the neural network \( \hat{W}_i \) in Equation (18).
3.1.3. Robust Control Term

According to [7], a robust term is designed to guarantee the tracking error achieve a asymptotic convergence. It is given as

\[ u_{iR} = \frac{S_i^2 B^\top P e_i}{S_i \| B^\top P e_i \| + e^{-t}} \]  

(23)

with \( S_i \) is updated by :

\[ S_i = \Gamma IS \int_0^t \| e_i^\top PB \| \, dt \]  

(24)

where \( \Gamma IS \in \mathbb{R} \) is a positive constant.

**Remark 2.** For the proof of a stability, the readers are referred to [7].

Combining Equations (16) and (23), we have a formation tracking control, which is given as

\[ u_{in} = u_{iC} - u_{iNN} - u_{iR} \]  

(25)

**Remark 3.** The robust control \( u_{iR} \) is designed by using only the local information, which are the relative states between UUVs. This is essential for applications of low-cost underwater drones, where positioning and communication are limited.

3.2. Collision Avoidance for a Group of Multiple UUVs

By defining two values \( d_{in} \) and \( D_{out} \), as shown in Figure 3, the collision avoidance between UUVs will be guaranteed, and the change of distance will not happen suddenly. Specifically, when these distances are between \( d_{in} \) and \( D_{out} \), a control function will be activated.

![Figure 3](image)

**Figure 3.** Defines the zone to avoid collisions between UUVs.

Let \( d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \) be the distance between UUV \( i \) and \( j \). According to [18], a novel adaptive repulsive potential with finite cut-off \( D_{out} \) is given as

\[ \psi_c (d_{ij}) = \int_{d_{in}}^{d_{ij}} \phi (s) \, ds \]

with

\[ \phi (d_{ij}) = \begin{cases} 
-\frac{d_{ij}}{\sigma_{ij} + d_{ij}^2} & \text{if } d_{ij} \in (0, d_{in}) \\
\frac{-d_{ij}}{2 (\sigma_{ij} + d_{ij}^2)} \left[ 1 + \cos \left( \frac{\pi d_{ij} - d_{in}}{D_{out} - d_{in}} \right) \right] & \text{if } d_{ij} \in [d_{in}, D_{out}] \\
0 & \text{if } d_{ij} \notin (0, D_{out})
\end{cases} \]
where the parameter $\sigma_{ij}$ can be tuned online by each UUV at the time in the zone of collision avoidance. Then, a smooth collective potential function is defined as

$$V(d_{ij}) = \frac{1}{2} \sum_i \sum_{j \in N_i} \psi_c(d_{ij})$$

(26)

Finally, the collision avoidance term $u_{iCA}$ can be written as

$$u_{iCA} = -\nabla_d V(d_{ij}) = \sum_{j \in N_i} \phi(d_{ij}) \frac{p_j - p_i}{d_{ij}}$$

(27)

where $p_i = (x_i, y_i)^\top$ and $p_j = (x_j, y_j)^\top$ are the positions of UUV $i$ and $j$, respectively.

From Equations (25) and (27), we have a formation tracking control with a collision avoidance term, which is given as

$$u_{in} = u_{iC} - u_{iNN} - u_{iR} + u_{iCA}$$

(28)

3.3. Obstacle Avoidance for a Group of Multiple UUVs

For operations in hazardous environments, we define two environment zones (see Figure 4). Zone 1 is an environment with the obstacles, where the group of UUVs will change a trajectory to avoid obstacles. Zone 2 is an environment with a narrow area, where the group of UUVs will change the desired size of formation to be able to overcome that area.

Assumption 4. For zone 1, the static obstacles or dynamic obstacles are identified by the vision system or the sonar sensors. That means the distance from the obstacles to the UUV is predefined and updated continuously.

A smooth curve can be defined using the control point $A_0, A_1, A_2, A_3$, as shown in Figure 4. Note that the Bézier curve does not pass through the intermediate points $A_2, A_3$, however, it passes through the points $A_0$ and $A_3$. The implementation steps are outlined as Algorithm 1. For more details, the readers can refer to the previous works [29].

Assumption 5. For zone 2, the position and distance $h$ of narrow area are predefined through sensors.

By defining a desired formation as time-variant function, we have

$$\delta_{ij} = \delta_{ij}(t) = \delta_i(t) - \delta_j(t)$$

(29)
Algorithm 1: Propose to make a modified trajectory for obstacle avoidance.

| Data: | Distance from UUV to obstacle $r$ |
|-------|----------------------------------|
| Result: | Trajectory for UUV |

while $r \leq R_{out}$ do
    read current;
    Determine points $A_0, A_1, A_2, A_3$;
    if $r \leq r_{in}$ then
        Make a modified trajectory using the Bézier curve;
        UUV follow the modified trajectory;
    else
        go back to the initial trajectory;
    end
end

The idea here is to compare the distance from the UUV leader to the narrow area. When the UUV leader is in a narrow area, a group of UUVs will compare a desired formation $\delta_{ij}(t)$ with the distance from the narrow area $h$. It will have to satisfy the following conditions

$$\delta_{ij}(t) = \begin{cases} 
\delta_{ij}(t) & \text{if } \delta_{ij}(t) < h - \Delta \\
 h - \Delta & \text{if } \delta_{ij}(t) \geq h - \Delta 
\end{cases}$$

(30)

where $\Delta$ is a given value, which depends on the size of the UUV to ensure that the group of UUV moves through a narrow area without collision, and $h$ is the smallest distance in the narrow area.

4. Experiments with a Group of Low-Cost UUVs

4.1. Experimental Setup

The direct graph of three UUVs is shown in Figure 4. The distributed adaptive neural network control and the collision and obstacle avoidance have been tested and implemented in UUV-Simulator [23], which is based on ROS/Gazebo. The objective of the proposed experiments is to coordinate the low-cost underwater drones by simultaneously controlling some of their local information, and introducing a complete operating scenario in hazardous environments. We consider a leader–follower scheme composed of three identical underwater drones. The model that was used for the simulation is a BlueROV-1, actuated in surge, sway, heave, and yaw via a 6 thruster set configuration (the motion in roll and pitch has been neglected as both DoFs are passive and minimally affect the others). According to [30], the main inertial and hydrodynamic parameters of BlueROV-1 are given by

$$M = M_{RB} + M_A = \begin{bmatrix} 12.81 & 0 & 0 \\ 0 & 20.01 & 0 \\ 0 & 0 & 0.12 \end{bmatrix}, \quad D = \begin{bmatrix} -28.27 & 0 & 0 \\ 0 & -134.74 & 0 \\ 0 & 0 & -0.07 \end{bmatrix}$$

(31)

then,

$$B = \begin{bmatrix} 0_{3 \times 3} \\ M_t^{-1} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0.0781 & 0 & 0 \\ 0 & 0.0050 & 0 \\ 0 & 0 & 8.3333 \end{bmatrix}$$

(32)
and the mass of BlueROV-1 is \( m = 7.31 \text{ kg} \), the length is 483 mm, the width is 330 mm, and the height is 267 mm. The unmodeled dynamics \( f_i \) and disturbances \( w_i \) are considered randomly as

\[
f_i (x_i) = \begin{bmatrix} -0.01 u_i v_i^2 \\ -0.02 u_i v_i \\ -0.01 r_i u_i \end{bmatrix}
\]

and \( w_i = \begin{bmatrix} -0.1 \sin (0.5t) \cos (0.3t) \\ -0.1 \sin (0.2t) \cos (0.5t) \\ -0.1 \sin (0.1t) \cos (0.6t) \end{bmatrix} \) \quad (33)

The initial states of three BlueROV-1 are given by \( x_1 = [6, 0, \pi/2, 0, 0, 0]^\top \), \( x_2 = [-6, 1, 0, 0, 0, 0]^\top \), \( x_3 = [0, 3, \pi/2, 0, 0, 0]^\top \). The desired formation is given by \( \delta_1 = [5\sqrt{3}, 0, 0, 0, 0, 0]^\top \), \( \delta_2 = [0, 5, 0, 0, 0, 0]^\top \), \( \delta_3 = [0, -5, 0, 0, 0, 0]^\top \). The distance of a narrow area is chosen as \( h = 8 \text{ m} \), \( \Delta = 2 \text{ m} \).

The number of neural network neurons for each UUV has adjusted to 10 neurons. The number of input values for neural network is 6. The neural network activation function is chosen as a log-sigmoid of the form \( \phi(x_i) = 1/(1 + e^{-\kappa t}) \), where \( \kappa \) is a positive constant (\( \kappa = 2 \) in this work).

From Equations (10), (15), and (32), a solution \( P \) of the Riccati equation with \( Q = \text{diag}\{1, 1, 1, 1, 1, 1\} \) is

\[
P = \begin{pmatrix}
5.1595 & 0 & 0 & 12.8100 & 0 & 0 \\
0 & 6.4047 & 0 & 0 & 20.0100 & 0 \\
0 & 0 & 1.1136 & 0 & 0 & 0.1200 \\
12.8100 & 0 & 0 & 66.0926 & 0 & 0 \\
0 & 20.0100 & 0 & 0 & 128.1578 & 0 \\
0 & 0 & 0.1200 & 0 & 0 & 0.1336
\end{pmatrix} \quad (34)
\]

where \( P \) is a positive-definite matrix, then,

\[
K = -B^\top P = \begin{pmatrix}
-1.0000 & 0 & 0 & -5.1595 & 0 & 0 \\
0 & -1.0000 & 0 & 0 & -6.4047 & 0 \\
0 & 0 & -1.0000 & 0 & 0 & -1.1136
\end{pmatrix} \quad (35)
\]

The leader UUV assumes that it has been controlled to follow the trajectory with the way-points \((0, 6), (0, 12), (30, 12), (30, 6)\). The position of the obstacle is \((15, 9)\) and \( D_{\text{out}} = 7 \text{ m} \), \( d_{\text{in}} = 4 \text{ m} \).

4.2. Results

Figure 5 shows the distances among three BlueROV-1 drones in case of using collision avoidance terms compared to those in none of the collision avoidance term.
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(a) Distances without a collision avoidance term  
(b) Distances with a collision avoidance term

**Figure 5.** Distance among three BlueROV-1 in two experimental cases.
We first examine the formation control without a collision avoidance term. It can be observed that the minimum distance among the UUV 2 and the UUV 3 is \(d_{23} = 2\) m (see Figure 5a). That means there is a collision between the two UUVs. We then examine the formation control when applying the collision avoidance term. Figure 5b shows that the minimum distance between robots is and \(d_{23} \approx 4\) m. This guarantees no collision when the parameters selected are \(D_{out} = 7\) m, \(d_{in} = 4\) m, and \(\sigma_{ij} = 3\).

We further examine the distributed formation tracking control with collision in hazard environments. A group of UUVs start from a random configuration, reach a desired formation, and then follow a trajectory of the UUV-leader. During a move, a group of UUVs can change the shape of formation to cross a narrow area. Figure 6 shows the complete simulation scenario with three BlueROV-1. The distances among the UUVs are shown in Figure 6a, which converges to 10 m. It is clearly shown that the UUV follower is indeed tracking to the leader’s position, and maintaining the desired distances with the same heading angle. The velocities of three BlueROV-1 are illustrated in Figure 6b–d, respectively. In addition, during the period from \(t = 120\) s \(\rightarrow\) \(t = 170\) s, it can be seen that the group of UUV changed the distance \(d_{ij} = 6\) m to cross narrow areas. It should be noted that the velocity of the UUV is not smooth along the axes, but this result is still acceptable. The readers can find more details in Appendix A (see Figures A1 and A2).
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(a) Distances among three BlueROV-1
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(b) Angular velocity \(r_i \approx 0\)
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(c) Velocities in the axis \(x\)
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(d) Velocities in the axis \(y\)

**Figure 6.** A complete simulation scenario with three BlueROV-1.

An example of the evolution of three BlueROV-1 in ROS/Gazebo is presented in Figure 7, where a visualization of BlueROV-1 dynamics is presented under the underwater hydrostatic and
hydrodynamic effects. Finally, we have also performed some experiments with a modified trajectory based on Algorithm 1 to avoid obstacles (see Figure A3 in Appendix A).

![Figure 7](https://example.com/fig7.png)

**Figure 7.** An example of the evolution of three BlueROV-1 in robot operating system (ROS)/Gazebo.

## 5. Conclusions

The formation tracking control problems of a group of low-cost underwater drones are subject to nonlinearity, parametric uncertainties, and external disturbances have been discussed and implemented. A complete scenario of the underwater drone operation has been simulated by integrating the formation tracking control term and the collision-obstacle avoidance term. In particular, the use of a neural network technique approximates unknown parameters of UUV, thereby designing controllers to compensate for these parameters. We emphasize here that this paper aims to take the first step for future research to develop an application of multiple low-cost underwater drones.

Several important issues along this research are to be addressed in the future, such as performing experiments in a pool with image processing algorithms to determine the relative position of the UUV follower and UUV leader, and the integration of some low-cost sensors (i.e., a sonar, an underwater LiDAR) to increase accuracy in determining the distance between UUVs.

Although the approach is distributed, due to its implementation on the ROV-1 platform, the calculations are still centralized in the implementation aspect. However, with ROV-2 being released, the computations will be distributed completely for each UUV. In addition, we have only studied a group of UUVs on three degrees of freedom (3-DOF). In the future, the research will be extended to 6-DOF, where the effect of depth control of UUVs will be investigated.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- **AUV** Autonomous Underwater Vehicle
- **DANNC** Distributed Adaptive Neural Network Control
- **LiDAR** Light Detection and Ranging
- **NN** Neural Network
- **ROS** Robot Operating System
- **ROV** Remotely Operated Underwater Vehicle
- **UUV** Unmanned Underwater Vehicle
- **UWSim** UnderWater Simulator

**Appendix A**

In this section we would like to add the velocity and distance of the UUV while crossing the narrow area. It should be noted that the timing is asynchronous in Figures A1a,b and A2a,b because the starting point for the data collection process is not synchronized in ROS/Gazebo. However, this does not affect simulation results.

Figure A3 shows the distances from the UUV $i$ to the obstacle with an initial trajectory and a modified trajectory. It can be seen that the distance from the UUV 3 to the obstacle is 0.5 m, this is defined as the collision between UUV and obstacle (see Figure A3a). By using a modified trajectory, the distance from the UUV $i$ to the obstacle is $>2.8$ m, this proves no collision (see Figure A3b).

![Graphs](image_url)

(a) Velocities in the axis x  
(b) Velocities in the axis y

**Figure A1.** Velocities of three BlueROV-1 while crossing a narrow area.
Figure A2. Velocities and distances of three BlueROV-1 while crossing a narrow area.

Figure A3. The distances from the UUV $i$ to the obstacle.
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