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Abstract

The classification of local Artinian Gorenstein algebras is equivalent to the study of orbits of a certain non-reductive group action on a polynomial ring. We give an explicit formula for the orbits and their tangent spaces. We apply our technique to analyse when an algebra is isomorphic to its associated graded algebra. We classify algebras with Hilbert function $(1, 3, 3, 3, 1)$, obtaining finitely many isomorphism types, and those with Hilbert function $(1, 2, 2, 1, 1, 1)$. We consider fields of arbitrary, large enough, characteristic.
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1 Introduction

The problem of classifying Artinian Gorenstein algebras up to isomorphism is hard and long studied, a comprehensive reference is [IK99]. The results usually rest on additional assumptions: small length [Poo08a, CN07, CN09, Cas10, CN11] or being a codimension two complete intersection [Bri77, EV11, EH16]. See also [Iar81, ER93, EI14, FK12] for other approaches.

Let $k$ be a field. So far we do not impose any conditions such as $k$ being algebraically closed or on its characteristic (see Section 5), however the reader may freely assume that $k = \mathbb{C}$.

Let $(A, \mathfrak{m}_A, k)$ be a local Artinian Gorenstein $k$-algebra. As the notation suggests, throughout the paper we assume that $k \to A/\mathfrak{m}_A$ is an isomorphism. This assumption is automatic if $k$ is algebraically closed. It is standard and it is used to discard examples such as $k = \mathbb{R} \subset A = \mathbb{C}$.

An important numerical invariant of $A$ is the Hilbert function $H_A(i) = \dim_k \mathfrak{m}_A^i/\mathfrak{m}_A^{i+1}$. The socle degree $d$ is the maximal number such that $H_A(d) \neq 0$. If $H_A(d - i) = H_A(i)$ for all $i$, then the associated graded algebra $\text{gr} A = \bigoplus_{i \geq 0} \mathfrak{m}_A^i/\mathfrak{m}_A^{i+1}$ is also Gorenstein, see [Iar94, Proposition 1.7].

We may now formulate our motivating problems:
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1. What is the classification up to isomorphism of local Artinian Gorenstein algebras with Hilbert function $H_A$?

2. If $H_A$ is symmetric, what are the sufficient conditions for $A \simeq \text{gr} A$?

The first of these problems naturally leads to the second: suppose we are classifying $A$ whose Hilbert function $H_A$ is symmetric. Since $\text{gr} A$ is in this case Gorenstein, one natural way is to first determine possible $\text{gr} A$ and then classify $A$ having fixed $\text{gr} A$. Note that it is convenient to classify graded Gorenstein algebras by using ideas from projective geometry: Waring, border and smoothable ranks, and secant varieties, see [Ger96, IK99] for the overview of methods and [LO13, BBI14] for the state of the art on secant varieties. See [MZ15, Sta96] and references therein for information about the possible Hilbert functions. See [Iar94, Appendix] for a list of possible Hilbert functions for small values of $\dim_k A$.

Our main goal is to refine, simplify and make explicit the existing theory. Having done this, we are gratified with classification results in several cases:

1. We reprove and extend the result of Elias and Rossi:

   **Proposition 1.1** ([ER12, ER15], Corollary 3.14). Let $k$ be a field of characteristic other than 2 or 3. A local Artin Gorenstein $k$-algebra with Hilbert function $(1, n, n, 1)$ or Hilbert function $(1, n, (n+1)/2, n, 1)$ is isomorphic to its associated graded algebras.

   The original statement is proven in [ER12, ER15] for fields of characteristic zero. In Example 3.15 we show that the statement is not true for fields of characteristic two or three.

   In Proposition 1.1 the condition on the Hilbert function can be rephrased by saying that the algebra is **compressed**, see Section 3.2. The algebras appearing in Proposition 1.1 are precisely compressed algebras of socle degree three and four. A analogous statement for compressed algebras of higher socle degree is false. However, we show that compressed algebras of all socle degrees are near to the graded algebras, see Corollary 3.13.

2. We prove that general algebras with Hilbert function $(1, 2, 3, 3, 2, 1)$ and general algebras with Hilbert function $(1, 2, 2, \ldots, 2, 1)$ are isomorphic to their associated graded algebras (see Example 3.17 or Example 3.25 for a precise meaning of the word general).

3. An algebra is **canonically graded** if it isomorphic to its associated graded algebra. We investigate the set of (dual socle generators of) algebras which are canonically graded. In Proposition 3.19 we show that this set is irreducible, but in general neither open nor closed in the parameter space. This answers a question of Elias and Rossi [ER15, Remark 3.6].

   We investigate density of the set canonically graded algebras and in Proposition 3.20 we prove the only if part of the following conjecture.

   **Conjecture 1.2** (Conjecture 3.21). Assume that $k$ is a field of characteristic not equal to 2, 3, 5. Say that an algebra $A$ has type $(n,d)$ if $H_A(1) = n$ and the socle degree of $A$ is $d$. Then a general algebra of type $(n,d)$ is canonically graded if and only if $(n,d)$ belongs to the following list:

   (a) $d \leq 4$ and $n$ arbitrary,

   (b) $d = 5$ and $n \leq 6$,

   (c) $d = 6$ and $n = 2$.

   (d) $d$ arbitrary and $n = 1$.

4. We classify algebras with Hilbert function $(1, 3, 3, 3, 1)$, obtaining eleven isomorphism types, see Example 3.27. We also discuss the case of $(1, 3, 4, 3, 1)$, show that there are infinitely many isomorphism types and classify algebras which are not canonically graded, see Example 3.28. Non-canonically graded algebras with Hilbert function $(1, 3, 4, 3, 1)$ are investigated independently in [MR16].
5. We classify algebras with Hilbert function \( (1, 2, 2, 1, 1, 1) \) obtaining \(|k| + 1 \) isomorphism types, see Example 3.29. This example was worked out by Elias and Valla [EV11].

We now explain our approach. In short, the classification problem may be reduced to representation theory, see [Ems78]. Assume for a moment for simplicity of presentation that the characteristic of \( k \) is zero. Let \( n = H_A(1) \). Then \( A \) may be seen as a quotient of a fixed power series ring \( S = k[[\alpha_1, \ldots, \alpha_n]] \). The ring \( S \) acts on a polynomial ring \( P = k[x_1, \ldots, x_n] \) by letting \( \alpha_i \) act as the partial derivative with respect to \( x_i \). It turns out that \( A = S/\text{Ann}(f) \) for an element \( f \in P \), called the dual socle generator of \( A \). Then the problem of classifying algebras reduces to classifying quotients of \( S \), which in turn boils down to classifying \( f \in P \). There is a certain group \( \mathbb{G} \) acting on \( P \) such that \( S/\text{Ann}(f) \cong S/\text{Ann}(g) \) if and only if \( f \) and \( g \) lie in the same \( \mathbb{G} \)-orbit. We summarise this (for fields of arbitrary characteristic) in Proposition 2.14.

Our contribution to the above is in providing explicit formulas for all objects involved and in applying Lie-theoretic ideas. In particular, we give formulas for the \( \mathbb{G} \)-orbit and its tangent space, thus we are able to compute dimensions of orbits. We also find the unipotent radical of \( \mathbb{G} \) and analyse its orbits, which are closed.

The explicit formulas make several known results, such as those by Elias and Rossi, corollaries of the presented theory. This is, in our opinion, the most important contribution of this paper. Accordingly, we have tried to keep the paper as elementary as possible.

The reader willing to get a quick idea of the contents of this paper should analyse Example 2.16 referring to previous results if necessary. Otherwise we recommend to read through the paper linearly. The paper is organized as follows. First, we recall and develop the abstract theory of inverse systems; in particular we give an explicit formula for the automorphism group action in Proposition 2.9. Then we explain the link between classifying algebras and elements of \( P \) in Proposition 2.14. We give some examples, in particular Example 2.16, and then discuss the basic Lie theory in Section 2.4. Finally, in Section 3 we present the applications mentioned above. Apart from the conjecture above, there are several natural questions that are in our opinion worth considering:

1. What are \( H \) such that there are finitely many isomorphism types of Artinian Gorenstein algebras with Hilbert function \( H \)? What is the classification in these cases?

2. An Artinian Gorenstein algebra is rigid if it cannot be deformed to a non-isomorphic algebra, see [Sch73]. The \( \mathbb{G} \)-orbit of a rigid algebra should be large. For \( k \) algebraically closed, are there rigid \( k \)-algebras other than \( k \)?

3. Given the Hilbert function, are there non-trivial bounds on the dimensions of \( \mathbb{G} \)-orbits of algebras with this Hilbert function?

4. Can the above ideas of classification be generalised effectively to non-Gorenstein algebras?
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2 Preliminaries and theoretical results

2.1 Power series ring $S$ and its dual $P$

In this section we introduce our main objects of study: the power series ring $S$ and its action on the dual divided power (or polynomial) ring $P$.

By $\mathbb{N}_0$ we denote the set of non-negative integers. Let $k$ be an algebraically closed field of arbitrary characteristic. Let $S$ be a power series ring over $k$ of dimension $\dim S = n$ and let $m$ be its maximal ideal. By $\text{ord} (\sigma)$ we denote the order of a non-zero $\sigma \in S$ i.e. the largest $i$ such that $\sigma \in m^i$. Then $\text{ord} (\sigma) = 0$ if and only if $\sigma$ is invertible. Let $S^\vee = \text{Hom}_k(S,k)$ be the space of functionals on $S$. We denote the pairing between $S$ and $S^\vee$ by

$$\langle -, - \rangle : S \times S^\vee \to k.$$

**Definition 2.1.** The dual space $P \subset S^\vee$ is the linear subspace of functionals eventually equal to zero:

$$P = \{ f \in S^\vee \mid \forall_{D \geq 0} \ \langle m^D, f \rangle = 0 \}.$$

On $P$ we have a structure of $S$-module via precomposition: for every $\sigma \in S$ and $f \in P$ the element $\sigma \cdot f \in P$ is defined via the equation

$$\langle \tau, \sigma \cdot f \rangle = \langle \tau \sigma, f \rangle \quad \text{for every} \ \tau \in S. \quad (1)$$

This action is called contraction.

Existence of contraction is a special case of the following construction, which is basic and foundational for our approach. Let $L : S \to S$ be a $k$-linear map. Assume that there exists an integer $s$ such that $L(m^i) \subset m^{i+s}$ for all $i$. Then the dual map $L^\vee : S^\vee \to S^\vee$ restricts to $L^\vee : P \to P$. Explicitly, $L^\vee$ is given by the equation

$$\langle \tau, L^\vee(f) \rangle = \langle L(\tau), f \rangle \quad \text{for every} \ \tau \in S, \ f \in P. \quad (2)$$

To obtain contraction with respect to $\sigma$ we use $L(\tau) = \sigma \tau$, the multiplication by $\sigma$. Later in this paper we will also consider maps $L$ which are automorphisms or derivations.

To get a down to earth description of $P$, choose $\alpha_1, \ldots, \alpha_n \in S$ so that $S = k[[\alpha_1, \ldots, \alpha_n]]$. Write $\alpha^a$ to denote $\alpha_1^{a_1} \ldots \alpha_n^{a_n}$. For every $a \in \mathbb{N}_0^n$ there is a unique element $x^{[a]} \in P$ dual to $\alpha^a$, given by

$$\langle \alpha^b, x^{[a]} \rangle = \begin{cases} 1 & \text{if } a = b \\ 0 & \text{otherwise.} \end{cases}$$

Additionally, we define $x_i$ as the functional dual to $\alpha_i$, so that $x_i = x^{[(0, \ldots, 0, 1, 0, \ldots, 0)]}$ with one on $i$-th position.

Let us make a few remarks:

1. The functionals $x^{[a]}$ form a basis of $P$.
2. The contraction action is given by the formula

$$\alpha^a \cdot x^{[b]} = \begin{cases} x^{[b-a]} & \text{if } b \geq a, \text{ that is, } \forall_i b_i \geq a_i \\ 0 & \text{otherwise.} \end{cases}$$

Therefore our definition agrees with the standard, see [IK99 Definition 1.1, p. 4].

We say that $x^{[a]}$ has degree $\sum a_i$. We will freely speak about constant forms, linear forms, (divided) polynomials of bounded degree etc.

We endow $P$ with a topology, which is the Zariski topology of an affine space. It will be used when speaking about general polynomials and closed orbits, but for most of the time it is not important.

Now we will give a ring structure on $P$. It will be used crucially in Proposition [2.3]. For multi-indices $a, b \in \mathbb{N}_0^n$ we define $a! = \prod(a_i!)$, $\sum a = \sum a_i$ and $(\binom{a+b}{a}) = \prod_i (\binom{a_i+b_i}{a_i}) = (\binom{a+b}{b})$. 
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**Definition 2.2.** We define multiplication on \( P \) by

\[
x^{[a]} \cdot x^{[b]} := \binom{a + b}{a} x^{[a+b]}.
\]

(3)

In this way \( P \) is a *divided power ring*.

The multiplicative structure on \( P \) can be defined in a coordinate-free manner using a natural comultiplication on \( S \). We refer to [Eis95, §A2.4] for details in much greater generality.

**Example 2.3.** Suppose that \( k \) is of characteristic 3. Then \( P \) is not isomorphic to a polynomial ring. Indeed, \( x_1 \cdot x_1 \cdot x_1 = (2x_1^2) \cdot x_1 = 3x_1^3 = 0 \). Moreover \( x_1^3 \) is not in the subring generated by \( x_1, \ldots, x_n \).

Note that linear forms from \( S \) act on \( P \) as derivatives. Therefore we can interpret \( S \) as lying inside the ring of differential operators on \( P \). We will need the following related fact.

**Lemma 2.4.** Let \( \sigma \in S \) and denote by \( \sigma^{(i)} \) its \( i \)-th partial derivative. For every \( f \in P \) we have

\[
\sigma \cdot (x_i \cdot f) - x_i \cdot (\sigma \cdot f) = \sigma^{(i)} \cdot f.
\]

(4)

*Proof.* Since the formula is linear in \( \sigma \) and \( f \) we may assume these are monomials. Let \( \sigma = \alpha_i^r \tau \), where \( \alpha_i \) does not appear in \( \tau \). Then \( \sigma^{(i)} = r \alpha_i^{r-1} \tau \). Moreover \( \tau \cdot (x_i \cdot f) = x_i \cdot (\tau \cdot f) \), thus we may replace \( f \) by \( \tau \cdot f \) and reduce to the case \( \tau = 1 \), \( \sigma = \alpha_i^r \).

Write \( f = x_i^{[s]} g \) where \( g \) is a monomial in variables other than \( x_i \). Then \( x_i \cdot f = (s+1)x_i^{[s+1]} g \) according to (3). If \( s+1 < r \) then both sides of (4) are zero. Otherwise

\[
\sigma \cdot (x_i \cdot f) = (s+1)x_i^{[s+1-r]} g, \; x_i \cdot (\sigma \cdot f) = x_i \cdot x_i^{[s-r]} g = (s-r+1)x_i^{[s-r+1]} g, \; \sigma^{(i)} \cdot f = r x_i^{[s-(r-1)]} g,
\]

so Equation (4) is valid in this case also.

**Remark 2.5.** Lemma 2.4 applied to \( \sigma = \alpha_i \) shows that \( \alpha_i \cdot (x_i \cdot f) - x_i \cdot (\alpha_i \cdot f) = f \). This can be rephrased more abstractly by saying that \( \alpha_i \) and \( x_i \) interpreted as linear operators on \( P \) generate a Weyl algebra.

Example 2.3 shows that \( P \) with its ring structure has certain properties distinguishing it from the polynomial ring, for example it contains nilpotent elements. Similar phenomena do not occur in degrees lower than the characteristic or in characteristic zero, as we show in Proposition 2.6 and Proposition 2.8 below.

**Proposition 2.6.** Let \( P_{\geq d} \) be the linear span of \( \{ x^{[a]} \mid \sum a \geq d \} \). Then \( P_{\geq d} \) is an ideal of \( P \), for all \( d \). Let \( k \) be a field of characteristic \( p \). The ring \( P/P_{\geq p} \) is isomorphic to the truncated polynomial ring. In fact

\[
\Omega : P/P_{\geq p} \to k[x_1, \ldots, x_n]/(x_1, \ldots, x_n)^p
\]

defined by

\[
\Omega \left( x^{[a]} \right) = \frac{x_1^{a_1} \cdots x_n^{a_n}}{a_1! \cdots a_n!}.
\]

is an isomorphism.

*Proof.* Since \( \Omega \) maps a basis of \( P/I_p \) to a basis of \( k[x_1, \ldots, x_n]/(x_1, \ldots, x_n)^p \), it is clearly well defined and bijective. The fact that \( \Omega \) is a \( k \)-algebra homomorphism reduces to the equality

\[
\binom{a+b}{a} = \prod \binom{a_i+b_i}{a_i}.
\]
Characteristic zero case. In this paragraph we assume that \( k \) is of characteristic zero. This case is technically easier, but there are two competing conventions: contraction and partial differentiation. These agree up to an isomorphism. The main aim of this section is clarify this isomorphism and provide a dictionary between divided power rings used in the paper and polynomial rings in characteristic zero. Contraction was already defined above, now we define the action of \( S \) via partial differentiation.

**Definition 2.7.** Let \( k[x_1, \ldots, x_n] \) be a polynomial ring. There is a (unique) action of \( S \) on \( k[x_1, \ldots, x_n] \) such that the element \( \alpha_i \) acts a \( \frac{\partial}{\partial x_i} \). For \( f \in k[x_1, \ldots, x_n] \) and \( \sigma \in S \) we denote this action as \( \sigma \circ f \).

The following Proposition 2.8 shows that in characteristic zero the ring \( P \) is in fact polynomial and the isomorphism identifies the \( S \)-module structure on \( P \) with that from Definition 2.7 above.

**Proposition 2.8.** Suppose that \( k \) is of characteristic zero. Let \( k[x_1, \ldots, x_n] \) be a polynomial ring with \( S \)-module structure as defined in 2.7. Let \( \Omega : P \to k[x_1, \ldots, x_n] \) be defined via

\[
\Omega \left( x^a \right) = \frac{x_1^{a_1} \cdots x_n^{a_n}}{a_1! \cdots a_n!}.
\]

Then \( \Omega \) is an isomorphism of rings and an isomorphism of \( S \)-modules.

**Proof.** The map \( \Omega \) is an isomorphism of \( k \)-algebras by the same argument as in Proposition 2.6. We leave the check that \( \Omega \) is a \( S \)-module homomorphism to the reader. \( \square \)

Summarising, we get the following corresponding notions.

| Arbitrary characteristic | Characteristic zero |
|--------------------------|---------------------|
| divided power series ring \( P \) | polynomial ring \( k[x_1, \ldots, x_n] \) |
| \( x^a \) | \( x^a/a! \) |
| \( x_i = x^{([0,\ldots,0,1,\ldots,0])} \) | \( x_i \) |

### 2.2 Automorphisms and derivations of the power series ring

Let as before \( S = k[[\alpha_1, \ldots, \alpha_n]] \) be a power series ring with maximal ideal \( \mathfrak{m} \). This ring has a huge automorphism group: for every choice of elements \( \sigma_1, \ldots, \sigma_n \in \mathfrak{m} \) whose images span \( \mathfrak{m}/\mathfrak{m}^2 \) there is a unique automorphism \( \varphi : S \to S \) such that \( \varphi(\alpha_i) = \sigma_i \). Note that \( \varphi \) preserves \( \mathfrak{m} \) and its powers. Therefore the dual map \( \varphi^\vee : S^\vee \to S^\vee \) restricts to \( \varphi^\vee : P \to P \). The map \( \varphi^\vee \) is defined (using the pairing of Definition 2.1) via the condition

\[
\langle \varphi(\sigma), f \rangle = \langle \sigma, \varphi^\vee(f) \rangle \quad \text{for all } \sigma \in S, f \in P.
\]

Now we will describe this action explicitly.

**Proposition 2.9.** Let \( \varphi : S \to S \) be an automorphism. Let \( D_i = \varphi(\alpha_i) - \alpha_i \). For \( a \in \mathbb{N}_0^n \) denote \( D^a = D_1^{a_1} \cdots D_n^{a_n} \). Let \( f \in P \). Then

\[
\varphi^\vee(f) = \sum_{a \in \mathbb{N}_0^n} x^a \cdot (D^a \circ f) = f + \sum_{i=1}^n x_i \cdot (D_i \circ f) + \ldots.
\]

**Proof.** We need to show that \( \langle \sigma, \varphi^\vee(f) \rangle = \langle \varphi(\sigma), f \rangle \) for all \( \sigma \in S \). Since \( f \in P \), it is enough to check this for all \( \sigma \in k[\alpha_1, \ldots, \alpha_n] \). By linearity, we may assume that \( \sigma = \alpha^a \).

For every \( g \in P \) let \( \varepsilon(g) = \langle 1, g \rangle \in k \). We have

\[
\langle \varphi(\sigma), f \rangle = \langle 1, \varphi(\sigma) \circ f \rangle = \varepsilon \left( (\varphi(\sigma) \circ f) \right) = \varepsilon \left( \sum_{b \leq a} \binom{a}{b} (\alpha^{a-b} D^b \circ f) \right) = \sum_{b \leq a} \varepsilon \left( \binom{a}{b} \alpha^{a-b} (D^b \circ f) \right).
\]
Consider a term of this sum. Observe that for every $g \in P$

$$
\varepsilon \left( \left( \frac{a}{b} \right)^{a-b} \right) = \varepsilon \left( \left[ a \cdot \left( x^{[b]} \cdot g \right) \right] \right).
$$

(6)

Indeed it is enough to check the above equality for $g = x^{[c]}$ and both sides are zero unless $c = a - b$, thus it is enough to check the case $g = x^{[a-b]}$, which is straightforward. Moreover note that if $b \not\leq a$, then the right hand side is zero for all $g$, because $\varepsilon$ is zero for all $x^{[c]}$ with non-zero $c$. We can use (6) and remove the restriction $b \leq a$, obtaining

$$
\sum_b \varepsilon \left( \left[ a \cdot \left( x^{[b]} \cdot (D^b \cdot f) \right) \right] \right) = \varepsilon \left( \sum_b \left[ a \cdot \left( x^{[b]} \cdot (D^b \cdot f) \right) \right] \right) = \left( \left[ a \cdot \sum_b x^{[b]} \cdot (D^b \cdot f) \right] \right) = \left( \left[ a \cdot \varphi (f) \right] \right) = \left( \left[ \varphi (f) \right] \right).
$$

Consider now a derivation $D : S \to S$. Here and elsewhere a derivation is a $k$-linear map satisfying the Leibnitz rule. The derivation $D$ gives rise to a dual map $D^\vee : P \to P$. We wish to describe it explicitly.

**Proposition 2.10.** Let $D : S \to S$ be a derivation and $D_i := D(\alpha_i)$. Let $f \in P$. Then

$$
D^\vee (f) = \sum_{i=1}^{n} x_i \cdot (D_i \cdot f).
$$

**Proof.** The proof is similar, though easier, to the proof of Proposition 2.9. \(\square\)

**Remark 2.11.** Suppose $D : S \to S$ is a derivation such that $D(m) \subseteq m^2$. Then $\deg(D^\vee (f)) < \deg(f)$. We say that $D$ lowers the degree.

**Characteristic zero case.** Let $k$ be a field of characteristic zero. By $x^a$ we denote the monomial $x_1^{a_1} \cdots x_n^{a_n}$ in the polynomial ring $k[x_1, \ldots, x_n]$. Then, in the notation of Proposition 2.8 we have

$$
\Omega \left( x^{[a]} \right) = \frac{1}{a!} x^a.
$$

Clearly, an automorphism of $S$ gives rise to an linear map $k[x_1, \ldots, x_n] \to k[x_1, \ldots, x_n]$. We may restate Proposition 2.9 and Proposition 2.10 as

**Corollary 2.12.** Let $\varphi : S \to S$ be an automorphism. Let $D_i = \varphi (\alpha_i) - \alpha_i$. For $a \in \mathbb{N}_0^n$ denote $D^a = D_1^{a_1} \cdots D_n^{a_n}$. Let $f \in k[x_1, \ldots, x_n]$. Then

$$
\varphi^\vee (f) = \sum_{a \in \mathbb{N}_0^n} \frac{x^a}{a!} (D^a \circ f) = f + \sum_{i=1}^{n} x_i (D_i \circ f) + \ldots .
$$

Let $D : S \to S$ be a derivation and $D_i := D(\alpha_i)$. Then

$$
D^\vee (f) = \sum_{i=1}^{n} x_i (D_i \circ f).
$$

**Example 2.13.** Let $n = 2$, so that $S = k[[\alpha_1, \alpha_2]]$ and consider a linear map $\varphi : S \to S$ given by $\varphi (\alpha_1) = \alpha_1$ and $\varphi (\alpha_2) = \alpha_1 + \alpha_2$. Dually, $\varphi^\vee (x_1) = x_1 + x_2$ and $\varphi^\vee (x_2) = x_2$. Since $\varphi$ is linear, $\varphi^\vee$ is an automorphism of $k[x_1, x_2]$. Therefore $\varphi^\vee (x_1^3) = (x_1 + x_2)^3$. Let us check this equality using Proposition 2.12. We have $D_1 = \varphi (\alpha_1) - \alpha_1 = 0$ and $D_2 = \varphi (\alpha_2) - \alpha_2 = \alpha_1$. Therefore $D^{(a,b)} = 0$ whenever $a > 0$ and $D^{(0,b)} = \alpha_1^b$. 
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We have
\[ \varphi^\vee (x_1^3) = \sum_{(a,b) \in \mathbb{N}^2} \frac{x_1^a x_2^b}{a! b!} \left( D^{(a,b)} \circ x_1^3 \right) = \sum_{b \in \mathbb{N}} \frac{x_2^b}{b!} (\alpha_1 \circ x_1^3) = x_1^3 + \frac{x_2}{2} (3x_1^2) + \frac{x_2^2}{6} (6x_1) + \frac{x_2^3}{6} (6) = (x_1 + x_2)^3, \]
which indeed agrees with our previous computation.

When \( \varphi \) is not linear, \( \varphi^\vee \) is not an endomorphism of \( k[x_1, x_2] \) and computing it directly from definition becomes harder. For example, if \( \varphi(\alpha_1) = \alpha_1 \) and \( \varphi(\alpha_2) = \alpha_2 + \alpha_1^2 \), then
\[ \varphi^\vee (x_1) = x_1, \quad \varphi^\vee (x_1^4) = x_1^4 + 12x_1^2 x_2 + 12x_2^2. \]

### 2.3 Local Artinian Gorenstein algebras

Let \( (A, \mathfrak{m}_A, k) \) be a local Artinian Gorenstein algebra. Recall that the socle degree of \( A \) is defined as \( d = \max \{ i \mid \mathfrak{m}_A^i \neq 0 \} \). The embedding dimension of \( A \) is \( H_A(1) = \dim \mathfrak{m}_A / \mathfrak{m}_A^2 \). Note that \( A \) may be presented as a quotient of a power series ring \( S \) over \( k \) and only \( \dim S \geq H_A(1) \). Therefore it is most convenient to analyse the case when \( \dim S = H_A(1) \), which will usually do.

Recall that by Macaulay’s inverse systems, for every local Gorenstein quotient \( A = S/I \) there is an \( f \in P \) such that \( I = \text{Ann}(f) \), see [IK99, Iar94], [Eis95, Chapter 21] and [Mac94, Chapter IV]. Such an \( f \) is called a dual socle generator of \( A \). Given \( I \), the choice of \( f \) is non-unique, but any two choices differ by a unit in \( S \). Conversely, for \( f \in P \) we denote
\[ \text{Apolar}(f) = S/\text{Ann}(f), \]
which is called the apolar algebra of \( f \) and \( \text{Ann}(f) \) is called the apolar ideal of \( f \). It is important that the apolar algebra of the top degree form of \( f \) is a quotient of \( \text{gr} A \), see [Iar94, Chapter 1].

We may compare \( A \) and \( f \) as follows:

| algebra \( A \) | module \( Sf \) |
|----------------|-------------|
| \( S \)-module \( A \) | \( Sf \) |
| \( \dim_k A \) | \( \dim_k Sf \) |
| socle degree of \( A \) | \( \text{deg}(f) \) |
| certain quotient of \( \text{gr} A \) | \( \text{Apolar}(f_{\text{deg}(f)}) \) |
| If for all \( i \) we have | |
| \( H_A(d - i) = H_A(i) \) then \( \text{gr} A \) | \( \text{Apolar}(f_{\text{deg}(f)}) \) |

As mentioned in the introduction, our interest is in determining when two local Artinian Gorenstein quotients of the power series ring are isomorphic. The following Proposition 2.14 connects this problem with the results of the previous section. It is well-known, see e.g. [Ems78].

Let \( S^* \) denote the group of invertible elements of \( S \) and let
\[ \mathbb{G} := \text{Aut}(S) \ltimes S^* \]
be the group generated by \( \text{Aut}(S) \) and \( S^* \) in the group of linear operators on \( S \). As the notation suggests, the group \( \mathbb{G} \) is a semidirect product of those groups: indeed \( \varphi \circ \mu_s \circ \varphi^{-1} = \mu_{\varphi(s)} \), where \( \varphi \) is an automorphism, \( s \in S \) is invertible and \( \mu_s \) denotes multiplication by \( s \). By Equation (2) we have an action of \( \mathbb{G} \) on \( P \). Here \( S^* \) acts by contraction and \( \text{Aut}(S) \) acts as described in Proposition 2.9.

**Proposition 2.14.** Let \( A = S/I \) and \( B = S/J \) be two local Artinian Gorenstein algebras. Choose \( f, g \in P \) so that \( I = \text{Ann}(f) \) and \( J = \text{Ann}(g) \). The following conditions are equivalent:

1. \( A \) and \( B \) are isomorphic,

2. there exists an automorphism \( \varphi : S \to S \) such that \( \varphi(I) = J \),
3. there exists an automorphism \( \varphi : S \to S \) such that \( \varphi^\vee(f) = \sigma \cdot g \), for an invertible element \( \sigma \in S \).

4. \( f \) and \( g \) lie in the same \( \mathbb{G} \)-orbit of \( P \).

Proof. Taking an isomorphism \( A \simeq B \), one obtains \( \varphi' : S \to B = S/I \), which can be lifted to an automorphism of \( S \) by choosing lifts of linear forms. This proves \( \boxed{1} \iff \boxed{2} \).

Let \( \varphi \) be as in \( \boxed{2} \). Then \( \text{Ann}(\varphi^\vee(f)) = \varphi(\text{Ann}(f)) = \varphi(I) = J \). Therefore the principal \( S \)-submodules of \( P \) generated by \( \varphi^\vee(f) \) and \( g \) are equal, so that there is an invertible element \( \sigma \in S \) such that \( \varphi^\vee(f) = \sigma \cdot g \). The argument can be reversed.

Finally, \( \boxed{4} \) is just a reformulation of \( \boxed{3} \) \( \blacksquare \)

The invertible element in Point \( \boxed{3} \) cannot be discarded, see Example 2.16 and Example 3.27. The outcome of this theorem is that we are interested in the orbits of elements of \( P \) under the \( \mathbb{G} \) action.

Example 2.15 (quadrics). Let \( f \in P_2 \) be a quadric of maximal rank. Then \( \mathbb{G} \cdot f \) is the set of (divided) polynomials of degree two, whose quadric part is of maximal rank.

Example 2.16 (compressed cubics). Assume that \( k \) has characteristic not equal to two.

Let \( f = f_3 + f_{\leq 2} \in P_{\leq 3} \) be an element of degree three such that \( H_{\text{Apolar}}(f) = (1,n,n,1) \), where \( n = H_S(1) \). Such a polynomial \( f \) is called compressed, see [Iar84, ER15] or Section 3.2 for a definition.

We claim that there is an element \( \varphi \in \mathbb{G} \) such that \( \varphi^\vee(f_3) = f \). This implies that \( \text{Apolar}(f) \simeq \text{gr Apolar}(f) \). We say that the apolar algebra of \( f \) is canonically graded.

Let \( A = \text{Apolar}(f_3) \). Since \( H_A(2) = n = H_S(1) \), every linear form in \( P \) may be obtained as \( \delta \cdot f \) for some operator \( \delta \in S \) of order two, see Remark 3.11 below. We pick operators \( D_1, \ldots, D_n \) so that \( \sum x_i \cdot (D_i \cdot f_3) = f_2 + f_1 \). Explicitly, \( D_i \) is such that \( D_i \cdot f_3 = (\alpha_i \cdot f_2)/2 + \alpha_i \cdot f_1 \). Here we use the assumption on the characteristic.

Let \( \varphi : S \to S \) be an automorphism defined via \( \varphi(\alpha_i) = \alpha_i + D_i \). Since \( (D_1 D_3) \cdot f = 0 \) by degree reasons, the explicit formula in Proposition 2.9 takes the form

\[
\varphi^\vee(f_3) = f_3 + \sum x_i \cdot (D_i \cdot f_3) = f_3 + f_2 + f_1.
\]

The missing term \( f_0 \) is a constant, so that we may pick an order three operator \( \sigma \in S \) with \( \sigma \cdot \varphi^\vee(f_3) = f_0 \). Then \( (1 + \sigma) \cdot \varphi^\vee(f_3) = f_3 + f_2 + f_1 + f_0 = f \), as claimed.

The isomorphism \( \text{Apolar}(f) \simeq \text{Apolar}(f_3) \) was first proved by Elias and Rossi, see [ER12, Thm 3.3]. See Example 2.22 for a more conceptual proof for \( k = \mathbb{C} \) and Section 3.2 for generalisations. In particular Corollary 3.14 extends this example to cubic and quartic forms.

Remark 2.17 (Graded algebras). In the setup of Proposition 2.14 one could specialize to homogeneous ideals \( I, J \) and homogeneous polynomials \( f, g \in P \). Then Condition 1. is equivalent to the fact that \( f \) and \( g \) lie in the same \( \text{GL}(m/m^2) \)-orbit. The proof of Proposition 2.14 easily restricts to this case, see [Ger96].

Now we turn our attention to derivations. The notation and motivation come from Lie theory, see section on characteristic zero below. Let \( \text{aut} \) denote the space of derivations of \( S \) preserving \( m \), i.e. derivations such that \( D(m) \subseteq m \). Let \( S \subseteq \text{Hom}_k(S,S) \) be given by sending \( \sigma \in S \) to multiplication by \( \sigma \). Let

\[
\mathfrak{g} := \text{aut} + S,
\]

where the sum is taken in the space of linear maps from \( S \) to \( S \). Then \( \mathfrak{g} \) acts on \( P \) as defined in Equation (2). The space \( \mathfrak{g} \) is naturally the tangent space to the group \( \mathbb{G} \). Similarly, \( \text{aut} \cdot f \) is naturally the tangent space of the orbit \( \text{Aut}(S) \cdot f \) and \( \mathfrak{g} f \) is the tangent space to the orbit \( \mathbb{G} \cdot f \) for every \( f \in P \).

Sometimes it is more convenient to work with \( S \) than with \( P \). For each subspace \( W \subseteq P \) we may consider the orthogonal space \( W^\perp \subseteq S \). Below we describe the linear space \( (\mathfrak{g} f)^\perp \). For \( \sigma \in S \) by \( \sigma^{(i)} \) we denote the \( i \)-th partial derivative of \( \sigma \). We use the convention that \( \deg(0) < 0 \).
Proposition 2.18 (tangent space description). Let $f \in P$. Then

\[
\text{aut} \cdot f = \text{span} \langle x_i \cdot (\delta \cdot f) \mid \delta \in m, \ i = 1, \ldots, n \rangle, \quad gf = Sf + \sum_{i=1}^{n} m(x_i \cdot f).
\]

Moreover

\[
(gf)^\perp = \left\{ \sigma \in S \mid \sigma \cdot f = 0, \ \forall_i \ \deg(\sigma^{(i)} \cdot f) \leq 0 \right\}.
\]

Suppose further that $f \in P$ is homogeneous of degree $d$. Then $(gf)^\perp$ is spanned by homogeneous operators and

\[
(gf)_{\leq d}^\perp = \left\{ \sigma \in S \mid \sigma \cdot f = 0, \ \forall_i \ \sigma^{(i)} \cdot f = 0 \right\}.
\]

Proof. Let $D \in \text{aut}$ and $D_i := D(\alpha_i)$. By Proposition 2.10 we have $D^\vee(f) = \sum_{i=1}^{n} x_i \cdot (D_i \cdot f)$. For any $\delta \in m$ we may choose $D$ so that $D_i = \delta$ and all other $D_j$ are zero. This proves the description of $\text{aut} \cdot f$. Now $gf = Sf + \text{span} \langle x_i \cdot (\sigma \cdot f) \mid \sigma \in m, \ i = 1, \ldots, n \rangle$. By Lemma 2.3 we have $x_i(\sigma \cdot f) \equiv \sigma \cdot (x_i f) \mod Sf$. Thus

\[
gf = Sf + \text{span} \langle \sigma \cdot (x_i f) \mid \sigma \in m, \ i = 1, \ldots, n \rangle = Sf + \sum m(x_i f).
\]

Now let $\sigma \in S$ be an operator such that $\langle \sigma, gf \rangle = 0$. This is equivalent to $\sigma \cdot (gf) = 0$, which simplifies to $\sigma \cdot f = 0$ and $(\sigma m) \cdot (x_i f) = 0$ for all $i$. We have $\sigma \cdot (x_i f) = x_i(\sigma \cdot f) + \sigma^{(i)} \cdot f = \sigma^{(i)} \cdot f$, thus we get equivalent conditions:

\[
\sigma \cdot f = 0 \quad \text{and} \quad m \cdot (\sigma^{(i)} \cdot f) = 0,
\]

and the claim follows. Finally, if $f$ is homogeneous of degree $d$ and $\sigma \in S$ is homogeneous of degree at most $d$ then $\sigma^{(i)} \cdot f$ has no constant term and so $\deg(\sigma^{(i)} \cdot f) \leq 0$ implies that $\sigma^{(i)} \cdot f = 0$. \hfill \qed

Remark 2.19. Let $f \in P$ be homogeneous of degree $d$. Let $i \leq d$ and $K_i := (gf)^i \perp$. Proposition 2.18 gives a useful connection of $K_i$ with the conormal sequence. Namely, let $I = \text{Ann}(f)$ and $B = \text{Apolar}(f) = S/I$. We have $(I^2)_i \subseteq K_i$ and the quotient space fits into the conormal sequence of $S \to B$, making that sequence exact:

\[
0 \to (K/I^2)_i \to (I/I^2)_i \to (\Omega_{S/k} \otimes B)_i \to (\Omega_{B/k})_i \to 0. \quad (7)
\]

This is expected from the point of view of deformation theory. Recall that by [Har10] Theorem 5.1] the deformations of $B$ over $k[\varepsilon]/\varepsilon^2$ are in one-to-one correspondence with elements of a $k$-linear space $T^1(B/k, B)$. On the other hand, this space fits [Har10] Prop 3.10] into the sequence

\[
0 \to \text{Hom}_B(\Omega_{B/k}, B) \to \text{Hom}_B(\Omega_{S/k} \otimes B, B) \to \text{Hom}_B(I/I^2, B) \to T^1(B/k, B) \to 0.
\]

Since $B$ is Gorenstein, $\text{Hom}_B(-, B)$ is exact and we have $T^1(B/k, B)_i \simeq \text{Hom}(K/I^2, B)_i$ for all $i \geq 0$. The restriction $i \geq 0$ appears because $\text{Hom}(K/I^2, B)$ is the tangent space to deformations of $B$ inside $S$, whereas $T^1(B/k, B)$ parameterises all deformations.

Now we introduce a certain subgroup $G^+$ of $G$. It plays an important part in characteristic zero, because $G^+$-orbits are closed in $P$. This group is also very useful in applications, because it preserves the top degree form, which allows induction on the degree type arguments.

Each automorphism of $S$ induces a linear map on its cotangent space: we have a restriction $\text{Aut}(S) \to \text{GL}(m/m^2)$. Let us denote by $\text{Aut}^+(S)$ the group of automorphisms which act as identity on the tangent space: $\text{Aut}^+(S) = \{\varphi \in S \mid \forall_i \varphi(\alpha_i) - \alpha_i \in m^2\}$. We have the following sequence of groups:

\[
1 \to \text{Aut}^+(S) \to \text{Aut}(S) \to \text{GL}(m/m^2) \to 1. \quad (8)
\]
We define
\[ G^+ = \text{Aut}^+(S) \ltimes (1 + m) \subseteq G. \]

Note that we have the following exact sequence:
\[ 1 \to G^+ \to G \to \text{GL}(m/m^2) \times k^* \to 1. \tag{9} \]

Correspondingly, let \( \text{aut} \) denote the space of derivations preserving \( m \), i.e. derivations such that \( D(m) \subseteq m \). Let \( \text{aut}^+ \) denote the space of derivations such that \( D(m) \subseteq m^2 \). Denoting by \( \text{gl} (m/m^2) \) the space of linear endomorphisms of \( m/m^2 \), we have the following sequence of linear spaces:
\[ 0 \to \text{aut}^+ \to \text{aut} \to \text{gl} (m/m^2) \to 0. \tag{10} \]

We define \[ g^+ = \text{aut}^+ + m. \]

Following the proof of Proposition 2.18 we get the following proposition.

**Proposition 2.20.** Let \( f \in P \). Then \( g^+ f = m f + \sum m^2(x_i f) \) so that
\[ (g^+ f) \perp = \left\{ \sigma \in S \mid \deg(\sigma \cdot f) \leq 0, \ \forall_i \ \deg(\sigma^{(i)} \cdot f) \leq 1 \right\}. \]

If \( f \) is homogeneous of degree \( d \) then \( g^+ f \) is spanned by homogeneous polynomials and
\[ (g^+ f) \perp_{<d} = \left\{ \sigma \in S \mid \sigma \cdot f = 0, \ \forall_i \ \sigma^{(i)} \cdot f = 0 \right\} = (gf) \perp_{<d}. \]

\[ \square \]

### 2.4 Characteristic zero

For simplicity we restrict to \( k = \mathbb{C} \) in this section, to freely speak about Lie groups and algebras. As a general reference we suggest [FH91]. One technical problem is that the group \( \text{Aut}(S) \) is infinite-dimensional. In this section we implicitly replace \( S \) with \( S/m^D \) and \( \text{Aut}(S) \) with the group \( \text{Aut}(S/m^D) \), where \( D \gg 0 \) is larger than the degree of any element of \( P \) considered. Then \( \text{Aut}(S) \) and \( G \) become Lie groups.

Note that the group \( G^+ \subseteq \text{GL}(S) \) is unipotent: the map \( \varphi - \text{id} \) is nilpotent for every \( \varphi \in G^+ \). Therefore, we get the following theorem.

**Theorem 2.21.** For every \( f \in P \) the orbit \( G^+ \cdot f \) is closed in \( P \), in both Euclidean and Zariski topologies.

Classically, the Lie algebra corresponding to \( \text{Aut}(S) \) is \( \text{aut} \). Moreover by the exact sequences \( S \) and \( 10 \), the Lie algebra of \( \text{Aut}^+(S) \) is \( \text{aut}^+ \). Finally, the Lie algebra of \( G \) is \( \text{aut} + S = g \) and the Lie algebra of \( G^+ \) is \( \text{aut}^+ + m = g^+ \). In particular
\[ \dim G \cdot f = \dim (\text{aut} \cdot f + S f) = \dim \left( S f + \sum m(x_i f) \right). \]

We now give another proof of Elias-Rossi theorem on canonically graded algebras, in the following Example 2.22.

**Example 2.22** (compressed cubics, using Lie theoretic ideas). Assume that \( k = \mathbb{C} \).

Let \( f = f_3 + f_{\leq 2} \in P_{\leq 3} \) be an element of degree three such \( H_{\text{Apolar}}(f) = (1, n, n, 1) \), where \( n = H_g(1) \). Such a polynomial \( f \) is called compressed, see [Iar84, ER15] and Section 3.2 for a definition. Then \( H_{\text{Apolar}}(f) \) is symmetric, thus \( H_{\text{Apolar}}(f_3) = (1, n, n, 1) \) as explained in Section 2.3.

We claim that there is an element \( \varphi \) of \( G \) such that \( \varphi^\vee(f_3) = f \). This proves that \( \text{Apolar} (f) \simeq \text{Apolar} (f_3) = \text{gr Apolar} (f) \). We say that the apolar algebra of \( f \) is canonically graded.
In fact, we claim that already $G^+.f_3$ is the whole space:

$$G^+.f_3 = f_3 + P_{≤2}.$$

From the explicit formula in Proposition 2.20 we see that $G^+.f_3 ⊆ f_3 + P_{≤2}$. Then it is a Zariski closed subset. To prove equality it enough to prove that these spaces have the same dimension, in other words that $g^+.f_3 = P_{≤2}$. Let $σ ∈ (g^+.f_3)_{≤2}^\perp$ be non-zero. By Proposition 2.20 we get that $σ ∨ f_3 = 0$ and $σ^{(i)} ∨ f_3 = 0$ for all $i$. Then there is a degree one operator annihilating $f_3$. But this contradicts the fact that $H_{\text{Polar}(f_3)}(1) = n = HS(1)$. Therefore $(g^+.f_3)_{≤2}^\perp = 0$ and the claim follows.

3 Applications

In this part of the paper we give several new classification results using the above theory. The two most important ones are the $t$-compressed algebras in Section 3.2 and algebras having Hilbert function $(1, 3, 3, 3, 1)$ in Example 3.27. We begin and end with some examples computable by hand, which are nevertheless useful, see in particular the reference in Example 3.1.

We make the following assumption

**Assumption.** The field $k$ is algebraically closed. It has characteristic zero or greater than the degree of all considered elements of $P$.

For example, when we analyse cubics, we assume that $k$ has characteristic different from 2 or 3. When analysing degree $d$ polynomials, as in Example 3.1, we assume that the characteristic is at least $d + 1$ or 0. The fact that $k$ is algebraically closed is assumed because of various geometrical arguments involved, such as in Proposition 3.3 and because of assumptions required for the references: Example 3.27 refers to [LO13] and [CJN15] which both work over an algebraically closed field. It seems plausible that the classification is feasible over non-algebraically closed fields, however then there will be more isomorphism types: already the classifications of homogeneous quadrics over $C$ and $R$ differ. In contrast, the assumption that $k$ has large enough characteristic is hardly avoidable since key results are false without it, see Example 3.15 and compare with Example 2.16. This assumption is frequently used to guarantee that a non-constant element of $S$ has a non-zero derivative, which is needed to effectively apply Proposition 2.18, see Proposition 3.12.

Under Assumption, we may always think of $P$ as a polynomial ring, see Proposition 2.6. Before we begin, we make the following observation. As shown by Equation (9), the group $G$ is built from $G^+$, $GL(m/m^2)$ and $k^*$. We will be mostly concerned with $G^+$, in particular we will analyse its orbits. This often suffices to prove important results as in the cubic case above (Example 2.16) or below for $t$-compressed algebras. However sometimes the action of $G^+$ is not sufficient and the difference between this group and $G$ becomes the substance of the result. This is the case for algebras having Hilbert function $(1, 3, 3, 3, 1)$. The group $G^+$ is also convenient because it allows degree-by-degree analysis which is our main technical tool, see Proposition 3.3.

When classifying Artinian Gorenstein quotients of $S$ with Hilbert function $H$ we will usually assume that $\text{dim } S = H(1)$. This does not reduce generality and simplifies the argument a bit.

3.1 Basic examples and tools

In this section we analyse the $G$-orbits of “easy” homogeneous polynomials: those with small Waring and border Waring rank.

**Example 3.1 (Rank one).** The simplest example seems to be the case $f = ℓ^d$ for some linear form $ℓ$. We may assume $ℓ = x_1$ and apply Proposition 2.20 to see that

$$\left(\mathfrak{g}^+.x_1^d\right)_{≤d}^\perp = (α_2, \ldots, α_n)^2, \quad \mathfrak{g}^+.x_1^d = \text{span} \langle x_1^r m \mid m ∈ P_{≤1}, r + 1 < d \rangle,$$
or, in an invariant form, \( g^+ \ell^d = \text{span} \langle \ell^r \cdot m \mid m \in P_{\leq 1}, r + 1 < d \rangle \). Using Proposition 2.9 one can even compute the orbit itself. For example, when \( d = 4 \), the orbit is equal to
\[
G^+ \cdot \ell^4 = \{ \ell^4 + \ell^2 \cdot m_1 + \ell \cdot m_2 + m_3 + m_4 \mid m_i \in P_{\leq 1} \}.
\]
This example together with Corollary 3.4 plays an important role in the paper [CJN15], compare [CJN15] Lemma 4.2, Example 4.4, Proposition 5.13.

**Example 3.2** (Border rank two). Consider \( f = x^{d-1} y \). Assume \( S = k[[\alpha, \beta]] \) and \( P = k_{dp}[x, y] \). As above, the apolar ideal of \( f \) is monomial, equal to \((\alpha^d, \beta^2)\). Using Proposition 2.20 we easily get that
\[
(g^+ f)_{<d}^\perp = (\beta^2)_{<d}.
\]
so \( g^+ f \) is spanned by monomials \( x^a y^b \), where \( b \leq 2 \) and \( a + b < d \). Note that in contrast with Example 3.1 the equality \((g^+ f)_{<d}^\perp = \text{Ann}(f)_{<d}^\perp \) does not hold. This manifests the fact that Apolar \((f) \) is a deformation of Apolar \((x^d + y^d) \).

Before we analyse the rank two polynomials i.e. \( x^d + y^d \), we need a few more observations.

Let for every \( g \in P \) the symbol \( \text{tdf}(g) \) denote the top degree form of \( g \), so that for example \( \text{tdf}(x^3 + x^2 y + y^2) = x^3 + x^2 y + y^2 \).

**Proposition 3.3.** Let \( f \in P \). Then the top degree form of every element of \( G^+: f \) is equal to the top degree form of \( f \). Moreover,
\[
\{ \text{tdf}(g - f) \mid g \in G^+: f \} = \{ \text{tdf}(h) \mid h \in g^+ f \}.
\]
If \( f \) is homogeneous, then both sides of (11) are equal to the set of homogeneous elements of \( g^+ f \).

**Proof.** Consider the \( S \)-action on \( P_{\leq d} \). This action descends to an \( S/\mathfrak{m}^{d+1} \) action. Further in the proof we implicitly replace \( S \) by \( S/\mathfrak{m}^{d+1} \), thus also replacing \( \text{Aut}(S) \) and \( G \) by appropriate truncations. Let \( \varphi \in G^+ \). Since \((\text{id} - \varphi)(\mathfrak{m}^i) \subseteq \mathfrak{m}^{i+1} \) for all \( i \), we have \((\text{id} - \varphi)^{d+1} = 0 \). By our global assumption on the characteristic \( D := \log(\varphi) \) is well-defined and \( \varphi = \exp(D) \). We get an injective map \( \exp : g^+ \to G^+ \) with left inverse \( \log \). Since \( \exp \) is algebraic we see by dimension count that its image is open in \( G^+ \). Since \( \log \) is Zariski-continuous, we get that \( \log(G^+) \subseteq g^+ \), then \( \exp : g^+ \to G^+ \) is an isomorphism.

Therefore
\[
\varphi^\vee(f) = f + \sum_{i=1}^d \frac{D^\vee)^i(f)}{i!} = f + D^\vee(f) + \left( \sum_{i=1}^{d-1} \frac{(D^\vee)^i}{(i+1)!} \right) D^\vee(f).
\]
By Remark 2.11 the derivation \( D \in g^+ \) lowers the degree, we see that \( \text{tdf}(\varphi^\vee f) = \text{tdf}(f) \) and \( \text{tdf}(\varphi^\vee f - f) = \text{tdf}(D^\vee(f)) \). This proves (11). Finally, if \( f \) is homogeneous then \( g^+ f \) is equal to the span \( \langle \text{tdf}(h) \mid h \in g^+ f \rangle \) by Proposition 2.20 and the last claim follows.

For an elementary proof, at least for the subgroup \( \text{Aut}^+(S) \), see [Mat87], Proposition 1.2.

The following almost tautological Corollary 3.4 enables one to prove that a given apolar algebra is canonically graded inductively, by lowering the degree of the remainder.

**Corollary 3.4.** Let \( F \) and \( f \) be polynomials. Suppose that the leading form of \( F - f \) lies in \( g^+ F \). Then there is an element \( \varphi \in G^+ \) such that \( \deg(\varphi^\vee f - F) < \deg(f - F) \).

**Proof.** Let \( G \) be the leading form of \( f - F \) and \( e \) be its degree. By Proposition 3.3 we may find \( \varphi \in \text{Aut}^+(S) \) such that \( \text{tdf}(\varphi^\vee(F) - F) = -G \), so that \( \varphi^\vee(F) \equiv F - G \mod P_{\leq e-1} \). By the same proposition we have \( \deg(\varphi^\vee(f - F) - (f - F)) < \deg(f - F) = e \), so that \( \varphi^\vee(f - F) \equiv f - F \mod P_{\leq e-1} \). Therefore \( \varphi^\vee(f - F) = \varphi^\vee(F) + \varphi^\vee(f - F) - F \equiv f - G - F \equiv 0 \mod P_{\leq e-1} \), as claimed.

\[\square\]
Example 3.5 (Rank two). Let $P = k_{dp}[x, y], S = k[[\alpha, \beta]]$ and $F = x^d + y^d$ for some $d \geq 2$. Then $H_{\text{Apol}}(F) = (1, 2, 2, \ldots, 2, 1)$. We claim that the orbit $G^+ \cdot F$ consists precisely of polynomials $f$ having leading form $F$ and such that $H_{\text{Apol}}(f) = H_{\text{Apol}}(F)$.

Let us first compute $(g^+ F)^\perp$. Since $F$ is homogeneous, Proposition 2.20 shows that

$$(g^+ F)^\perp_{<d} = \left\{ \sigma \in S_{<d} \mid \sigma^{(x)} \cdot F = \sigma^{(y)} \cdot F = \sigma \cdot F = 0 \right\}.$$ 

Since $\text{Ann}(F) = (\alpha \beta, \alpha^d - \beta^d)$, we see that

$$(g^+ F)^\perp_{<d} = (\alpha \beta)^2_{<d}.$$ 

Now we proceed to the description of $G^+ \cdot F$. It is clear that every $f \in G^+ \cdot F$ satisfies the conditions given. Conversely, suppose that $f \in P$ satisfies these conditions: the leading form of $f$ is $F$ and $H_{\text{Apol}}(f) = H_{\text{Apol}}(F)$. If $d = 2$, then the claim follows from Example 2.15 so we may assume $d \geq 3$. By applying $\alpha^{d-2}$ and $\beta^{d-2}$ to $f$, we see that $x^2$ and $y^2$ are leading forms of partials of $f$. Since $H_{\text{Apol}}(f)(2) = 2$, these are the only leading forms of partials of degree two.

Let $G$ be the leading form of $f - F$. Suppose that $G$ contains a monomial $x^a y^b$, where $a, b \geq 2$. Then $\alpha^{a-1} \beta^{b-1} \cdot f = xy + l$, where $l$ is linear, then we get a contradiction with the conclusion of the previous paragraph.

Since $G$ contains no monomials of the form $x^a y^b$ with $a, b \geq 2$, we see that $G$ is annihilated by $(g^+ F)^\perp$, so it lies in $g^+ F$. By Corollary 3.4 we may find $u \in G^+$ such that $\text{deg}(uf - F) < \text{deg}(f - F)$. Thus, replacing $f$ by $uf$ we lower the degree of $f - F$. Repeating, we arrive to the point where $f - F = 0$, so that $f = F$.

The analysis made in Example 3.5 may be generalized to obtain the following Proposition 3.6.

**Proposition 3.6.** Let $f \in P$ be a polynomial with leading form $F$. Let $I = \text{Ann}(F)$. Fix an integer $t \geq 0$ and assume that

1. $\dim_k \text{Apol}(f) = \dim_k \text{Apol}(F)$.
2. we have $(g^+ F)^\perp_i = I^2_i$ for all $i$ satisfying $t \leq i \leq d - 1$.

Then there is an element $F + g \in G^+ \cdot f$ such that $\text{deg}(g) < t$. Equivalently, $\text{Apol}(f) \simeq \text{Apol}(F + g)$ for some polynomial $g$ of degree less than $t$.

**Proof.** We apply induction with respect to $\text{deg}(f - F)$. If $\text{deg}(f - F) < t$ then we are done. Otherwise, it is enough to find $u \in G^+$ such that $\text{deg}(uf - F) < \text{deg}(f - F)$.

Since $\text{Apol}(F)$ is a quotient of $\text{gr} \text{Apol}(f)$, the first condition implies that

$$\text{Apol}(F) \simeq \text{gr} \text{Apol}(f),$$

Thus for every element $i \in I = \text{Ann}(F)$ we may find $\sigma \in S$ such that $(i + \sigma) \cdot f = 0$ and $\text{ord}(\sigma) > \text{ord}(i)$.

Let $G$ be the leading form of $f - F$ and $t \leq r \leq d - 1$ be its degree. We will now prove that $G \in g^+ F$. By assumption, it is enough to show that $I^2_r$ annihilates $G$. The ideal $I$ is homogeneous so it is enough to show that for any elements $i, j \in I$ such that $\text{deg}(ij) = r$ we have

$$(ij) \cdot G = 0.$$ 

Take $\sigma \in S$ such that $(j - \sigma) \cdot f = 0$. Then $\text{ord}(i \sigma) > \text{ord}(ij) = r = \text{deg}(f - F)$, thus

$$(i \sigma) \cdot f = (i \sigma) \cdot F = 0.$$ 

Therefore,

$$(ij) \cdot G = (ij) \cdot (F + G) = (ij) \cdot f = i(j - \sigma) \cdot f = 0.$$ 

and the claims follow. 

□
Example 3.7 (Rank n). Let \( f \in P = k_{dp}[x_1, \ldots, x_n] \) be a polynomial of degree \( d \geq 4 \) with leading form \( F = x_1^d + \ldots + x_n^d \) and Hilbert function \( H_{\text{Apolar}}(f) = (1, n, n, \ldots, n, 1) \). Then the apolar algebra of \( f \) is isomorphic to an apolar algebra of \( F + g \), where \( g \) is a polynomial of degree at most three.

Indeed, let \( I = \text{Ann}(F) \). Then the generators of \( I_{<d} \) are \( \alpha_i \alpha_j \) for \( i \neq j \), thus the ideals \( I_{<d} \) and \( (I^2)_{<d} \) are monomial. Also the ideal \( (g^+ F)^\perp \) is monomial by its description from Proposition 2.20. The only monomials of degree at least 4 which do not lie in \( I^2 \) are of the form \( \alpha_i^{d-1} \alpha_j \) and these do not lie in \( (g^+ F)^\perp \). Therefore \( I^2 = (g^+ F)^\perp \) for all \( 4 \leq i \leq d - 1 \). The assumptions of Proposition 3.6 are satisfied with \( t = 4 \) and the claim follows.

It is worth noting that for every \( g \) of degree at most three the apolar algebra of \( F + g \) has Hilbert function \( (1, n, n, \ldots, n, 1) \), so the above considerations give a full classification of polynomials in \( P \) with this Hilbert function and leading form \( F \).

Since \( (g^+ F)^\perp_3 = \text{span} \{ \alpha_i \alpha_j \alpha_k | i < j < k \} \), we may also assume that \( f = F + \sum_{i<j<l} \lambda_{ijl} x_i x_j x_l \) for some \( \lambda_{ijl} \in k \); see also Example 3.27.

### 3.2 Compressed algebras and generalisations

In this section we use Proposition 2.18 to obtain a generalisation of wonderful results of Elias and Rossi on being canonically graded (see Corollary 3.14) and answer their question stated in [PR15] Remark 3.6.

Example 2.16 is concerned with a degree three polynomial \( f \) such that the Hilbert function of Apolar \((f)\) is maximal i.e. equal to \((1, n, n, 1)\) for \( n = H_S(1) \). Below we generalise the results obtained in this example to polynomials of arbitrary degree.

Recall that a local Artinian Gorenstein algebra \( A \) of socle degree \( d \) (see Section 2.3) is called compressed if

\[
H_A(i) = \min(H_S(i), H_S(d - i)) = \min \left( \binom{i + n - 1}{i}, \binom{d - i + n - 1}{d - i} \right) \quad \text{for all } i = 0, 1, \ldots, d.
\]

Here we introduce a slightly more general notation.

**Definition 3.8** (t-compressed). Let \( A = S/I \) be a local Artinian Gorenstein algebra of socle degree \( d \). Let \( t \geq 1 \). Then \( A \) is called \( t \)-compressed if the following conditions are satisfied:

1. \( H_A(i) = H_S(i) = \binom{i + n - 1}{i} \) for all \( 0 \leq i \leq t \),
2. \( H_A(d - 1) = H_S(1) \).

**Example 3.9.** Let \( n = 2 \). Then \( H_A = (1, 2, 2, 1, 1) \) is not \( t \)-compressed, for any \( t \). The function \( H_A = (1, 2, 3, 2, 2, 1) \) is 2-compressed. For any sequence \( * \) the function \( (1, 2, *, 2, 1) \) is 1-compressed.

Note that it is always true that \( H_A(d - 1) \leq H_A(1) \leq H_S(1) \), thus both conditions assert that the Hilbert function is maximal possible. Therefore they are open in \( P_{\leq d} \).

**Remark 3.10.** The maximal value of \( t \), for which \( t \)-compressed algebras exists, is \( t = \lfloor d/2 \rfloor \). Every compressed algebra is \( t \)-compressed for \( t = \lfloor d/2 \rfloor \) but not vice versa. If \( A \) is graded, then \( H_A(1) = H_A(d - 1) \), so the condition \( H_A(d - 1) = H_S(1) \) is satisfied automatically.

The following technical Remark 3.11 will be useful later. Up to some extent, it explains the importance of the second condition in the definition of \( t \)-compressed algebras.

**Remark 3.11.** Let \( A = \text{Apolar}(f) \) be a \( t \)-compressed algebra with maximal ideal \( m_A \). We have \( \dim P_{\leq 1} = H_A(d - 1) + H_A(d) = \dim m_A^{d-1}/m_A^d + \dim m_A^d = \dim m_A^{d-1} \). Moreover \( m_A^{d-1} \simeq m^{d-1}f \) as linear spaces and \( m^{d-1}f \subseteq P_{\leq 1} \). Thus

\[
m^{d-1}f = P_{\leq 1}.
\]
In fact, one can explicitly check that
\[ f \notin \sigma \] do not contain elements which are not canonically graded.

Consider a degree three polynomial
\[ \text{Example 3.15} \]
proven for cubics in Example 2.16, the cases of quartics is similar. Surprisingly, the assumption that \( \text{char} \neq 2 \) is unnecessary as the characteristic is two. By Proposition 3.12, the apolar algebra is compressed but not compressed. This contradicts the fact that \( H_A(i) = H_S(i) \) for all \( i \leq t \). Therefore \( P_{<t+1} \subseteq g^+f \).

Second, pick a polynomial \( g \in f + P_{<t+1} \). We prove that \( g \in G^+ \cdot f \) by induction on \( \deg(g - f) \). The top degree form of \( g - f \) lies in \( g^+f \). Using Corollary 3.3 we find \( \varphi \in G^+ \) such that
\[ \deg(\varphi'(g) - f) < \deg(g - f) \].

For completeness, we state the following consequence of the previous result.

**Corollary 3.13.** Let \( f \in P \) be a polynomial of degree \( d \geq 3 \) and \( A \) be its apolar algebra. Suppose that \( A \) is compressed. Then \( A \simeq \text{Apolar}(f_{[d/2]+2}) \).

**Proof.** The algebra \( A \) is \([d/2]\)-compressed and the claim follows from Proposition 3.12.

As a corollary we reobtain the result of Elias and Rossi, see [ER15] Thm 3.1.

**Corollary 3.14.** Suppose that \( A \) is a compressed Artinian Gorenstein local \( k \)-algebra of socle degree \( d \leq 4 \). Then \( A \) is canonically graded i.e. isomorphic to its associated graded algebra \( \text{gr} A \).

**Proof.** The case \( d \leq 2 \) is easy and left to the reader. We assume \( d \geq 3 \), so that \( 3 \leq d \leq 4 \).

Fix \( n = H_A(1) \) and choose \( f \in P = k_{d'}[x_1, \ldots, x_n] \) such that \( A \simeq \text{Apolar}(f) \). This is possible by the existence of standard form, see [Har94] Thm 5.3AB or [IM15]. Let \( f_d \) be the top degree part of \( f \). Since \([d/2] + 2 = d\), Corollary 3.13 implies that \( f_d \in G^+ \cdot f \). Therefore the apolar algebras of \( f \) and \( f_d \) are isomorphic. The algebra \( \text{Apolar}(f_d) \) is a quotient of \( \text{gr} \text{Apolar}(f) \). Since \( \dim_k \text{gr} \text{Apolar}(f) = \dim_k \text{Apolar}(f) = \dim_k \text{Apolar}(f_d) \) it follows that
\[ \text{Apolar}(f) \simeq \text{Apolar}(f_d) \simeq \text{gr} \text{Apolar}(f) \],
which was to be proved.

The above Corollary 3.14 holds under the assumptions that \( k \) is algebraically closed and of characteristic not equal to 2 or 3. The assumption that \( k \) is algebraically closed is unnecessary as proven for cubics in Example 2.16, the cases of quartics is similar. Surprisingly, the assumption on the characteristic is necessary.

**Example 3.15** (compressed cubics in characteristic two). Let \( k \) be a field of characteristic two. Let \( f_3 \in P_3 \) be a cubic form such that \( H_{\text{Apolar}(f_3)} = (1, n, n, 1) \) and \( \alpha^2_3 \cdot f_3 = 0 \). Then there is a degree three polynomial \( f \) with leading form \( f_3 \), whose apolar algebra is compressed but not canonically graded.

Indeed, take \( \sigma = \alpha_3^2 + 1 \). Then all derivatives of \( \sigma \) are zero because the characteristic is two. By Proposition 2.18 the element \( \sigma \) lies in \((g^+f_3)^\perp \). Thus \( g^+f_3 \) does not contain \( P_{<2} \) and so \( G \cdot f_3 \) does not contain \( f_3 + P_{<2} \). Taking any \( f \in f_3 + P_{<2} \) outside the orbit yields the desired polynomial. In fact, one can explicitly check that \( f = f_3 + x_1^2 \) is an example.

A similar example shows that over a field of characteristic three there are compressed quartics which are not canonically graded.
Compressed algebras of socle degree \( d \geq 5 \) in two variables. As noted in [ER15, Example 3.4], the claim of Corollary 3.14 is false for \( d = 5 \). Below we explain this from the point of view of our theory. First, we give an example of a compressed algebra of socle degree five, which is not canonically graded.

**Example 3.16** \((H_A = (1, 2, 3, 3, 2, 1), \text{special})\). Let \( n = 2, \ P = k_{dp}[x_1, x_2] \) and \( S = k[[\alpha_1, \alpha_2]] \). Take \( F = x_1^3 x_2^3 \in P \) and \( A = \text{Apolar}(F) = S/(\alpha_1^4, \alpha_2^3) \). Since \( x_1^3, x_1 x_2, x_2^3 \) are all partials of \( F \) we have \( H_A(2) = 3 \) and the algebra \( A \) is compressed. It is crucial to note that

\[
\alpha_1^4 \in (\mathfrak{g}F)^-.
\] (12)

Indeed, the only nontrivial derivative of this element is \( 4\alpha_2^3 \in \text{Ann}(F) \), so (12) follows from Proposition 2.18. Therefore \( \mathcal{G} \cdot F \) is strictly contained in \( F + P_{\leq 4} \). Pick any element \( f \in F + P_{<4} \) not lying in \( \mathcal{G} \cdot F \). The associated graded of Apolar \((f)\) is equal to Apolar \((F)\) but Apolar \((f)\) is not isomorphic to Apolar \((F)\), thus Apolar \((f)\) is not canonically graded. In fact one may pick \( f = F + x_2^4 \), so that Apolar \((f) = S/(\alpha_1^4, \alpha_2^3 - \alpha_1^3 \alpha_2)\).

On the positive side, Corollary 3.13 implies that every compressed algebra of socle degree five is isomorphic to Apolar \((f)\) for some \( f = f_5 + f_4 \). Thus we may always remove the cubic part of \( f \).

But even more is true: a general compressed algebra of socle degree five is canonically graded, as shown in Example 3.17 below.

**Example 3.17** \((H_A = (1, 2, 3, 3, 2, 1), \text{general})\). Let \( f \in P = k_{dp}[x_1, x_2] \) be a general polynomial of degree five with respect to the natural affine space structure on \( k_{dp}[x_1, x_2]_{\leq 5} \). Then Apolar \((f)\) and Apolar \((f_5)\) are compressed by [Lar84]. The ideal \( \text{Ann}(f_5) \) is a complete intersection of a cubic and a quartic. Since we assumed that \( f \) is general, we may also assume that the cubic generator \( c \) of \( \text{Ann}(f_5) \) is not a power of a linear form.

We claim that Apolar \((f)\) is canonically graded. Equivalently, we claim that \( f \in \mathcal{G} \cdot f_5 \). It is enough to show that

\[
\mathcal{G}^+ \cdot f_5 = f_5 + P_{\leq 4}.
\] (13)

We will show that \((\mathfrak{g}^+ f_5)_{<4}^+ = 0\). This space is spanned by homogeneous elements. Suppose that this space contains a non-zero homogeneous \( \sigma \). Proposition 2.20 implies that \( \sigma \) is non-constant and that all partial derivatives of \( \sigma \) annihilate \( f_5 \). These derivatives have degree at most three, thus they are multiples of the cubic generator \( c \) of \( \text{Ann}(f_5) \). This implies that all partial derivatives of \( \sigma \) are proportional, so that \( \sigma \) is a power of a linear form. Then also \( c \) is a power of a linear form, which contradicts our earlier assumption. We conclude that no non-zero \( \sigma \in (\mathfrak{g}^+ f_5)_{<4}^+ \) exists. Now, the equation (13) follows from Corollary 3.4.

**Example 3.18** (general polynomials in two variables of large degree). Let \( F \in P = k_{dp}[x_1, x_2] \) be a homogeneous form of degree \( d \geq 9 \) and assume that no linear form annihilates \( F \). The ideal \( \text{Ann}(F) = (q_1, q_2) \) is a complete intersection. Let \( d_i := \deg q_i \) for \( i = 1, 2 \) then \( d_1 + d_2 = d + 2 \). Since \( d_1, d_2 \geq 2 \), we have \( d_1, d_2 \leq d \).

We claim that the apolar algebra of a general (in the sense explained in Example 3.17) polynomial \( f \in P \) with leading form \( F \) is not canonically graded. Indeed, we shall prove that \( \mathcal{G} \cdot F \cap (F + P_{<d}) \) is strictly contained in \( F + P_{<d} \) which is the same as to show that \( K := (\mathfrak{g}F)^{-}_{<d} \) is non-zero.

The sequence (7) from Remark 2.19 becomes

\[
0 \to (K/I^2)_{d-1} \to (A[-d_1] \oplus A[-d_2])_{d-1} \to (A \oplus A)_{d-2},
\]

where the rightmost map has degree \(-1\). Note that

\[
\dim (A[-d_1] \oplus A[-d_2])_{d-1} = (d - 1 - d_1 + 1) + (d - 1 - d_2 + 1) = 2d - (d_1 + d_2) = d - 2.
\]

By assumption \( d - 2 > 6 = \dim (A \oplus A)_{d-2} \), so that \((K/I^2)_{d-1} \neq 0\) and our claim follows.
The set of canonically graded algebras is constructible but not necessarily open nor closed. Again consider $P_{\leq d}$ as an affine space with Zariski topology. Suppose that there exists a polynomial of degree $d$ whose apolar algebra is not canonically graded. Elias and Rossi asked in [ER15, Remark 3.6] whether in this case also the apolar algebra of a general polynomial of this degree is not canonically graded. The following proposition answers this question negatively.

**Proposition 3.19.** Fix the degree $d$ and the number of variables $n = \dim S$. Consider the set $G \subset P_{\leq d}$ of dual socle generators of canonically graded algebras of socle degree $d$. This set is irreducible and constructible, but in general it is neither open nor closed.

**Proof.** The set $G = G \cdot P_d$ is the image of $G \times P_d$, thus irreducible and constructible. Example 3.16 and Example 3.17 together show that for $n = 2$, $d = 5$ this set is not closed. Example 3.18 shows that for $n = 2$, $d \geq 9$ this set is not open. \qed

In view of Proposition 3.19 it is natural to ask for which degrees and numbers of variables the answer to the question above is positive; the apolar algebra of a general polynomial in $P_{\leq d}$ is a canonically graded algebra. Example 3.17 shows that this happens for $n = 2$, $d = 5$. However, the list of cases where the answer may be positive is short, as we shall see now.

**Proposition 3.20.** Assume that $k$ is a field of characteristic zero. Suppose that $n = \dim S$ and $d$ are such that the apolar algebra of a general polynomial in $P_{\leq d}$ is canonically graded. Then $(n, d)$ belongs to the following list:

1. $d \leq 4$ and $n$ arbitrary,
2. $d = 5$ and $n \leq 6$,
3. $d = 6$ and $n = 2$,
4. $d$ arbitrary and $n = 1$.

**Proof.** Fix $n, d$ outside the above list and suppose that $G \cdot P_d$ is dense in $P_{\leq d}$. Since we are over a field of characteristic zero, the tangent map $G \times P_d \to P_{\leq d}$ at a general point $(g, F)$ is surjective. Then by $G$-action, this map is surjective also at $(1, F)$. Its image is $gF + P_d$. Thus

$$gF + P_d = P_{\leq d}. \quad (14)$$

Let us now analyse $gF$. By Proposition 2.18 the equations of $gF$ are given by $\sigma \in S$ satisfying $\sigma \perp F = 0$ and

$$\sigma^{(i)} \perp F = 0 \quad \text{for all} \quad i = 1, \ldots, n. \quad (15)$$

Consider $\sigma \in S$ homogeneous of degree $d - 1$. The space $\Ann(F)_{d-2}$ is of codimension $H_{\Ap(F)}(d-2) = H_{\Ap(F)}(2) \leq \binom{n+1}{2}$. Thus for fixed $i$ the condition $\sigma^{(i)} \perp F = 0$ amounts to at most $\binom{n+1}{2}$ linear conditions on the coefficients of $\sigma$. Summing over $i = 1, \ldots, n$ we get $n \cdot \binom{n+1}{2}$ conditions. Now, if $(n, d)$ is outside the list, then

$$n \cdot \binom{n+1}{2} < \frac{(n-1+d-1)}{d-1},$$

so that there exists a non-zero $\sigma$ satisfying (15). Since $\sigma = (d-1)^{-1} \sum \alpha_i \sigma^{(i)}$ also $\sigma \perp F = 0$. Thus $\sigma \in (gF)^\perp$ is a non-zero element. Therefore $gF$ does not contain the whole $P_{\leq d-1}$, which contradicts (14). \qed

We have some computational evidence that in all cases listed in Proposition 3.20 a general polynomial indeed gives a canonically graded algebra. Of course for $d \leq 4$ it is the result of Elias and Rossi reproved in Corollary 3.14. We put forward the following conjecture.
Conjecture 3.21. Assume that $k$ is a field of characteristic not equal to 2, 3, 5. The pairs $(n, d)$ such that the apolar algebra of a general polynomial in $P_{\leq d}$ is canonically graded are precisely the pairs listed below:

1. $d \leq 4$ and $n$ arbitrary,
2. $d = 5$ and $n \leq 6$,
3. $d = 6$ and $n = 2$.
4. $d$ arbitrary and $n = 1$.

Here $n = \dim S$ is the number of variables.

We have some supporting evidence in all cases $d = 5$, $n \leq 6$ and $d = 6$, $n = 2$. Namely, for a pseudo-randomly chosen form $F$ a machine computation of $(gF)^\perp$ via Proposition 2.18 reveals that

$$gF \supset P_{\leq d-1}.$$ 

Thus arguing by semicontinuity we get that the map $\mathbb{G} \times P_d \to P_{\leq d}$ is dominating and the conjecture follows. However we find the use of computer here far from satisfactory, since it dims the reasons for this result. Hopefully someone would invent a computer-free proof.

Improvements using symmetric decomposition. The condition $H_A(d-1) = n$ in definition of $t$-compressed algebras may be slightly weakened, which is sometimes useful. The price one pays is a more technical assumption. We present the result below. An example of use of Proposition 3.22 is given in Example 3.29.

Proposition 3.22. Let $f \in P$ be a polynomial of degree $d \geq 3$ and $A$ be its apolar algebra. Let $\Delta_\bullet$ be the symmetric decomposition of $H_A$. Suppose that

1. $H_A(r) = H_S(r) = \binom{r+n-1}{r}$ for all $0 \leq r \leq t$.
2. $\Delta_r(1) = 0$ for all $d-1-t \leq r$.

Then the $\mathbb{G}^+$-orbit of $f$ contains $f + P_{\leq t+1}$. In particular $f_{\geq t+2} \in G_+.f$.

Proof. In the notation of [BJMR14, Section 2] or [CJN15] we see that

$$\Delta_a(1) = \dim C_a(1)/C_{a-1,1}(1), \quad \text{where} \quad C_{a,1}(1) = \left\{ \text{linear polynomials in } m^{d-1-a}f \right\}.$$ 

Moreover, the assumption $H_A(1) = n$ guarantees that $C_{d-1,1}(1) = P_{\leq 1}$ is the full space of linear polynomials. The assumption $\Delta_r(1) = 0$ for all $d-1-t \leq r \leq d-2$ shows that

$$P_{\leq 1} = C_{d-2,1}(1) = C_{d-3,1}(1) = \ldots = C_{d-2-t,1}(1) = m^{t+1}f. \quad (16)$$ 

Thus, for every $\ell \in P_{\leq 1}$ we have a $\delta$ of order greater than $t$ such that $\delta \cdot f = \ell$.

Now we repeat the proof of Proposition 3.12 with one difference: instead of referring to Remark 3.11 we use Equation (16) to obtain, for a given linear form $\ell$, an element $\delta \in S$ of order greater than $t$ and such that $\delta \cdot f = \ell$. \qed
3.3 Further examples

Below we present some more involved examples, which employ the tools developed in the previous section.

**Example 3.23** (Hilbert function $(1, 2, 2, 1)$). By the result of Elias and Rossi (Proposition 3.14) every apolar algebra with Hilbert function $(1, 2, 2, 1)$ is canonically graded. Then it is isomorphic to Apolar $(x^3 + y^3)$ or Apolar $(x^2 y)$ and these algebras are not isomorphic.

The example was treated in [CN07, p. 12] and [ER12, Prop 3.6].

**Example 3.24** (Hilbert function $(1, 2, 2, 2, 1)$). Let $f \in P_{\leq 4}$ be a polynomial such that $H_{\text{Apolar}(f)} = (1, 2, 2, 2, 1)$. If $f_1 = x^4 + y^4$ then if fact Apolar $(f) \simeq$ Apolar $(f_1)$ by Example 3.25 so we may assume $f_1 = x^3 y$. Since $f$ is 1-compressed we may also assume $f_{\leq 2} = 0$, whereas by Corollary 3.4 together with Example 3.2 we may assume $f_3 = cy^3$ for $c \in k$. Thus

$$\text{Apolar}(f) \simeq \text{Apolar}(x^3 y + cy^3).$$

By multiplying variables by suitable constants, we may assume $c = 0$ or $c = 1$ and obtain three possibilities:

$$f = x^4 + y^4, \quad f = x^3 y, \quad f = x^3 y + y^3.$$  

Note that the three types appearing above are pairwise non-isomorphic. Indeed, an isomorphism may only occur between Apolar $(x^3 y)$ and Apolar $(x^3 y + y^3)$. Suppose that such exists, so that there is $\varphi \in G$ such that $\varphi^\vee(x^3 y) = x^3 y + y^3$. Write $\varphi = gu$, for $g$ linear and $u \in G^+$. Then $g$ preserves $x^3 y$ and a direct check shows that $g$ is diagonal. Then $u^\vee(x^3 y) = x^3 y + cy^3$ for some non-zero $c \in k$ and $y^3 = c^{-1} tdf(u(x^3 y) - x^3 y) \in G^+(x^3 y)$, by Proposition 3.3. This is a contradiction with Example 3.2.

This example was analysed, among others, in [Cas10], where Casnati classifies all Artinian Gorenstein algebras of length at most 9. See especially [Cas10, Theorem 4.4].

**Example 3.25** (Hilbert function $(1, 2, 2, \ldots, 2, 1)$, general). Consider the set of polynomials $f \in P = k_{dp}[x, y]_{\leq d}$ such that $H_{\text{Apolar}(f)} = (1, 2, 2, \ldots, 2, 1)$ with $d - 1$ twos occurring. This set is irreducible in Zariski topology, by [CJN15, Proposition 4.8] which uses [Iar77, Theorem 3.13]. The leading form of a general element of this set has, up to a coordinate change, the form $x^d + y^d$. Example 3.5 shows that the apolar algebra of such an element is canonically graded.

**Remark 3.26.** In general, there are $d - 1$ isomorphism types of almost-stretched algebras of socle degree $d$ and with Hilbert function $(1, 2, 2, \ldots, 2, 1)$ as proved in [Cas10, Theorem 4.4]; see also [EV11, Remark 5., p. 447]. The claim is recently generalised by Elias and Homs, see [EH16].

**Example 3.27** (Hilbert function $(1, 3, 3, 3, 1)$). Consider now a polynomial $f \in P = k_{dp}[x, y, z]$ whose Hilbert function is $(1, 3, 3, 3, 1)$. Let $F$ denote the leading form of $f$. By [LO13] or [CJN15, Prop 4.9] the form $F$ is linearly equivalent to one of the following:

$$F_1 = x^4 + y^4 + z^4, \quad F_2 = x^3 y + z^4, \quad F_3 = x^2(xy + z^2).$$

Since Apolar $(f)$ is 1-compressed, we have Apolar $(f) \simeq$ Apolar $(f_{\geq 3})$; we may assume that the quadratic part is zero. In fact by the explicit description of top degree form in Proposition 3.3 we see that

$$G^+ \cdot f = f + g^+ F + P_{\leq 2}.$$  

Recall that $G/G^+$ is the product of the group of linear transformations and $k^*$ acting by multiplication.

**The case** $F_1$. Example 3.7 shows that $(g^+ F)_{\geq 3}$ is spanned by $\alpha \beta \gamma$. Therefore we may assume $f = F_1 + c \cdot xyz$ for some $c \in k$. By multiplying variables by suitable constants and then multiplying whole $f$ by a constant, we may assume $c = 0$ or $c = 1$. As before, we get two non-isomorphic algebras. Summarising, we got two isomorphism types:

$$f_{1,0} = x^4 + y^4 + z^4, \quad f_{1,1} = x^4 + y^4 + z^4 + xyz.$$  

Note that $f_{1,0}$ is canonically graded, whereas $f_{1,1}$ is a complete intersection.
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The case $F_2$. We have $\text{Ann}(F_2)_2 = (\alpha \gamma, \beta^2, \beta \gamma)$, so that $(\mathfrak{g}^+ F_2)_{\leq 3} = \text{span} \langle \beta^3, \beta^2 \gamma \rangle$. Thus we may assume $f = F_2 + c_1 y^3 + c_2 y^2 z$. As before, multiplying $x$, $y$, and $z$ by suitable constants we may assume $c_1, c_2 \in \{0, 1\}$. We get four isomorphism types:

$$f_{2,00} = x^3 y + z^4, \quad f_{2,10} = x^3 y + z^4 + y^3, \quad f_{2,01} = x^3 y + z^4 + y^2 z, \quad f_{2,11} = x^3 y + z^4 + y^3 + y^2 z.$$ 

To prove that the apolar algebras are pairwise non-isomorphic one shows that the only linear maps preserving $F_2$ are diagonal and argue as in Example 3.24 or as described in the case of $F_3$ below.

The case $F_3$. We have $\text{Ann}(F_3)_2 = (\beta^2, \beta \gamma, \alpha \beta - \gamma^2)$ and

$$(\mathfrak{g}^+ F_3)_{\leq 3} = \text{span} \langle \beta^2 \gamma, \beta^3, \alpha \beta^2 - 2 \beta \gamma^2 \rangle.$$ 

We may choose $\text{span} \langle y^3, y^2 z, y z^2 \rangle$ as the complement of $\mathfrak{g}^+ F_3$ in $P_3$. Therefore the apolar algebra of each $f$ with top degree form $F_3$ is isomorphic to the apolar algebra of

$$f_{3,} = x^3 y + x^2 z^2 + c_1 y^3 + c_2 y^2 z + c_3 y z^2$$ 

and two distinct such polynomials $f_{3,1}$ and $f_{3,2}$ lie in different $\mathbb{G}^+$-orbits. We identify the set of $\mathbb{G}^+$-orbits with $P_3/\mathfrak{g}^+ F_3 \simeq \text{span} \langle y^3, y^2 z, y z^2 \rangle$. We wish to determine isomorphism classes, that is, check which such $f_{3,}$ lie in the same $\mathbb{G}$-orbit. A little care should be taken here, since $\mathbb{G}$-orbits will be bigger than expected.

Recall that $\mathbb{G}/\mathbb{G}^+ \simeq \text{GL}(m/m^2) \times k^*$ preserves the degree. Therefore, it is enough to look at the operators stabilising $F_3$. These are $c \cdot g$, where $c \in k^*$ is a constant and $g \in \text{GL}(m/m^2)$ stabilises $\text{span} \langle F_3 \rangle$, i.e. $g^\vee (\text{span} \langle F_3 \rangle) = \text{span} \langle F_3 \rangle$. Consider such a $g$. It is a linear automorphism of $P$ and maps $\text{Ann}(F)$ into itself. Since $\beta(\lambda_1 \beta + \lambda_2 \gamma)$ for $\lambda_1, \lambda_2 \in k$ are the only reducible quadrics in $\text{Ann}(F_3)$ we see that $g$ stabilises $\text{span} \langle \beta, \gamma \rangle$, so that $g^\vee(x) = \lambda x$ for a non-zero $\lambda$. Now it is straightforward to check directly that the group of linear maps stabilising $\text{span} \langle F_3 \rangle$ is generated by the following elements

1. homotheties: for a fixed $\lambda \in k$ and for all linear $\ell \in P$ we have $g^\vee(\ell) = \lambda \ell$.
2. for every $a, b \in k$ with $b \neq 0$, the map $\mathfrak{t}_{a,b}$ given by

$$t_{a,b}(x) = x, \quad t_{a,b}(y) = -a^2 x + b^2 y - 2 a b z, \quad t_{a,b}(z) = a x + b z.$$ 

which maps $F_3$ to $b^2 F_3$.

The action of $t_{a,b}$ on $P_3/\mathfrak{g}^+ F_3$ in the basis $(y^3, y^2 z, y z^2)$ is given by the matrix

$$
\begin{pmatrix}
-b^6 & 0 & 0 \\
-6 a b^5 & b^6 & 0 \\
\frac{27}{4} a^2 b^4 & -\frac{9}{2} a b^4 & b^4
\end{pmatrix}
$$

Suppose that $f_{3,} = x^3 y + x^2 z^2 + c_1 y^3 + c_2 y^2 z + c_3 y z^2$ has $c_3 \neq 0$. The above matrix shows that we may choose $a$ and $b$ and a homothety $h$ so that

$$(h \circ t_{a,b})(f_{3,}) = c(x^3 y + x^2 z^2 + y^3 + c_3 y z^2), \quad \text{where } c \neq 0, \ c_3 \in \{0, 1\}.$$

Suppose $c_1 = 0$. If $c_2 \neq 0$ then we may choose $a$, $b$ and $\lambda$ so that $(h \circ t_{a,b})(f_{3,}) = x^3 y + x^2 z^2 + y^2 z$. Finally, if $c_1 = c_2 = 0$, then we may choose $a = 0$ and $b$, $\lambda$ so that $c_3 = 0$ or $c_3 = 1$. We get at most five isomorphism types:

$$f_{3,00} = x^3 y + x^2 z^2 + y^3, \quad f_{3,01} = x^3 y + x^2 z^2 + y^3 + y z^2, \quad f_{3,010} = x^3 y + x^2 z^2 + y^2 z, \quad f_{3,001} = x^3 y + x^2 z^2 + y z^2, \quad f_{3,000} = x^3 y + x^2 z^2.$$

By using the explicit description of the $\mathbb{G}$ action on $P_3/\mathfrak{g}^+ F_3$ one checks that the apolar algebras of the above polynomials are pairwise non-isomorphic.
Conclusion: There are 11 isomorphism types of algebras with Hilbert function \((1,3,3,3,1)\). We computed the tangent spaces to the corresponding orbits in characteristic zero, using a computer implementation of the description in Proposition \(2.18\). The dimensions of the orbits are as follows:

| Orbit          | Dimension | Orbit          | Dimension |
|----------------|-----------|----------------|-----------|
| \(G \cdot (x^4 + y^4 + z^4 + xyz)\) | 29        | \(G \cdot (x_3 y + x^2 z^2 + y^3 + yz^2)\) | 27        |
| \(G \cdot (x^4 + y^4 + z^4)\)          | 28        | \(G \cdot (x^3 y + x^2 z^2 + y^3)\)          | 26        |
| \(G \cdot (x^3 y + z^4 + y^3 z)\)     | 28        | \(G \cdot (x^3 y + x^2 z^2 + y^2 z)\)        | 26        |
| \(G \cdot (x^3 y + z^4 + y^2 z)\)     | 27        | \(G \cdot (x^3 y + x^2 z^2)\)                | 25        |
| \(G \cdot (x^3 y + z^4)\)             | 26        | \(G \cdot (x^3 y + x^2 z^2)\)                | 24        |

The closure of the orbit of \(f_{1,1} = x^4 + y^4 + z^4 + xyz\) is contained in \(GL_3(x^4 + y^4 + z^4) + P_{\leq 3}\), which is irreducible of dimension 29. Since the orbit itself has dimension 29 it follows that it is dense inside. Hence the orbit closure contains \(GL_3(x^4 + y^4 + z^4) + P_{\leq 3}\). Moreover, the set \(GL_3(x^4 + y^4 + z^4)\) is dense inside the set \(\sigma_3\) of forms \(F\) whose apolar algebra has Hilbert function \((1,3,3,3,1)\). Thus the orbit of \(f_{1,1}\) is dense inside the set of polynomials with Hilbert function \((1,3,3,3,1)\). Therefore, the latter set is irreducible and of dimension 29.

It would be interesting to see which specializations between different isomorphism types are possible. There are some obstructions. For example, the \(GL_3\)-orbit of \(x^3 y + x^2 z^2\) has smaller dimension than the \(GL_3\)-orbit of \(x^3 y + z^4\). Thus \(x^3 y + x^2 z^2 + y^3 + yz^2\) does not specialize to \(x^3 y + z^4\) even though its \(G\)-orbit has higher dimension.

**Example 3.28** (Hilbert function \((1,3,4,3,1)\)). Consider now a polynomial \(f \in k_{dp}[x,y,z]\) whose apolar algebra has Hilbert function \(H = (1,3,4,3,1)\). Let \(F\) be the leading form of \(f\). Since \(H\) is symmetric, the apolar algebra of \(F\) also has Hilbert function \(H\). In particular it is annihilated by 2-dimensional space of quadrics. Denote this space by \(Q\). Suppose that the quadrics in \(Q\) do not share a common factor, then they are a complete intersection. By looking at the Betti numbers, we see that \(Ann (F)\) itself is a complete intersection of \(Q\) and a cubic. From this point of view, the classification of \(F\) using our ideas seems ineffective compared to classifying ideals directly. Therefore we will not attempt a full classification. Instead we show that there are infinitely many isomorphism types and discuss non-canonically graded algebras.

Let \(V = V(Q) \subset \mathbb{P}^2\) be the zero set of \(Q\) inside the projective space with coordinates \(\alpha, \beta, \gamma\).

**Infinite family of isomorphism types.** Consider

\[
F = F_\lambda = \lambda_1 x^4 + \lambda_2 y^4 + \lambda_3 z^4 + \lambda_4 (x + y + z)^4. \tag{17}
\]

for some non-zero numbers \(\lambda_i\). Then the Hilbert function of \(Apolar (f)\) is \((1,3,4,3,1)\) and \(V(Q)\) is a set of four points, no three of them collinear. Suppose that \(F_\lambda\) and \(F_\lambda'\) are in the same \(G\)-orbit. By Remark 2.17 there is an element of \(GL(m/m^2)\) mapping \(F_\lambda\) to \(F_\lambda'\). Such element stabilizes \(V(Q)\), which is a set of four points, no three of them collinear. But the only elements of \(GL(m/m^2)\) stabilizing such set of four points are the scalar matrices. Therefore we conclude that the set of isomorphism classes of \(F_\lambda\) is the set of quadruples \(\lambda\) up to homothety. This set is in bijection with \((k^*)^4/k^* \simeq (k^*)^3\), thus infinite. It fact the set of \(F_\lambda\) with \(\lambda_4 = 1\) is a threefold in the moduli space of finite algebras with a fixed basis, see [Poo08b] for construction of this space.

**Non-canonically graded algebras.** We now classify forms \(F\) such that all polynomials \(f\) with leading form \(F\) lie in \(G \cdot F\). As in Example 3.27 we see that

\[
G^+ \cdot F = F + g^+ F + P_{\leq 2}.
\]

Thus we investigate \((g^+ F)_3\) using Proposition 2.20. Let us suppose it is non-zero and pick a non-zero element \(\sigma \in (g^+ F)_3\). Then \(\sigma^{(i)} \in Ann (F)_2 = Q\) for all \(i\). Since \(Q\) is two-dimensional
we see that the derivatives of $\sigma$ are linearly dependent. Thus up to coordinate change we may assume that $\sigma \in k[\alpha, \beta]$. If $\sigma$ has one-dimensional space of derivatives, then $\sigma = \alpha^3$ up to coordinate change and $\frac{1}{3}\sigma^{(1)} = \alpha^2$ annihilates $Q$. If $\sigma$ has two-dimensional space of derivatives $Q$, then $Q$ intersects the space of pure squares in an non-zero element $\alpha^2$, thus $\alpha^2$ annihilates $F$ in this case also. Conversely, if $\alpha^2$ annihilates $F$, then $\alpha^3$ lies in $(g^+ F)^\perp$.

Summarizing, $F + P_{\leq 3} \subset G \cdot F$ if and only if no square of a linear form annihilates $F$. For example, apolar algebras of all polynomials with leading form $F_\lambda$ from (17) are canonically graded. On the other hand, for $F = x^2 + x^2 y^2 + y^4$ and $f_\lambda = F + ax^3$ the apolar algebra of $f_\lambda$ is canonically graded if and only if $a = 0$.

Non-canonically graded algebras with Hilbert function $(1, 3, 4, 3, 1)$ are investigated independently in [MR16], where more generally Hilbert functions $(1, n, m, n, 1)$ are considered.

Any discussion of isomorphism types would be incomplete without tackling the example of Hilbert function $(1, 2, 2, 2, 1, 1, 1)$, which is the smallest example where infinitely many isomorphism types appear. It is also instructive as a non-homogeneous example. Strangely enough, the argument is similar to the previous examples. We will use some standard tools to deal with the dual socle generator, see [CJN15 Chap 3].

**Example 3.29 (Hilbert function $(1, 2, 2, 2, 1, 1, 1)$).** Consider any $f \in P$ such that

$$H_{\text{Apolar}}(f) = (1, 2, 2, 2, 1, 1, 1).$$

Then $f$ is of degree 6. Using the standard form, see [Iar94 Theorem 5.3] or [CJN15 Section 3], we may assume, after a suitable change of $f$, that

$$f = x^6 + f_{\leq 4}.$$ 

If $y^4$ appears with non-zero coefficient in $f_{\leq 4}$, we conclude that $f \in G^+(x^6 + y^4)$ arguing similarly as in Example 3.5. Otherwise, we may assume that $\beta^2$ is a leading form of an element of an annihilator of $f$, so that the only monomials in $f_4$ are $x^4, x^3 y$ and $x^2 y^2$. By subtracting a suitable element of $g^+ x^6$ and rescaling by homotheties, we may assume

$$f = x^6 + cx^2 y^2 + f_{\leq 3},$$

for $c = 0$ or $c = 1$. If $c = 0$, then the Hilbert function of $f$ is $(1, *, *, 1, 1, 1, 1)$, which is a contradiction; see [Iar94 Lem 1.10] or [Jel13 Lem 4.34] for details. Thus $c = 1$.

Consider elements of $(g^+(x^6 + x^2 y^2))^{\perp}$ with order at most three. Every non-zero partial derivative $\tau$ of such an element $\sigma$ has order at most two and satisfies $\deg(\tau \cdot f) \leq 1$. This is only possible if $\tau_2 = \beta^2$, so that $\sigma_3 = \beta^3$ up to a non-zero constant. Therefore we may assume

$$f = x^6 + x^2 y^2 + \lambda y^3 + f_{\leq 2} \quad \text{for some } \lambda \in k.$$ 

The symmetric decomposition of Apolar $(f)$ is $\Delta_0 = (1, 1, 1, 1, 1, 1, 1)$, $\Delta_1 = 0$, $\Delta_2 = (0, 1, 1, 1, 0)$, $\Delta_3 = 0$, $\Delta_4 = 0$. In particular $\Delta_4(1) = 0$, so that by Proposition 3.22 we may assume $f_{\leq 2} = 0$ and

$$f = f_\lambda = x^6 + x^2 y^2 + \lambda y^3.$$ 

Similarly as in the final part of Example 3.24 we see that for every $\lambda \in k$ we get a distinct algebra $A_\lambda = \text{Apolar}(f_\lambda)$ where $A_\lambda \simeq A_{\lambda'}$ if and only if $\lambda = \lambda'$. Thus in total we get $|k| + 1$ isomorphism types. Note that the $|k|$ types $f_\lambda$ form a curve in the moduli space of finite algebras with a fixed basis, see [Poo08H] for information on this space. The point corresponding to $y^6 + x^4$ does not seem to be related to this curve.
References

[BJMR14] Alessandra Bernardi, Joachim Jelisiejew, Pedro Macias Marques, and Kristian Ranestad. The dimension of cactus varieties of cubic forms. *ArXiv e-print arXiv:1211.7506v4*, 2014.

[BCP97] Wieb Bosma, John Cannon, and Catherine Playoust. The Magma algebra system. I. The user language. *J. Symbolic Comput.*, 24(3-4):235–265, 1997. Computational algebra and number theory (London, 1993).

[Bri77] Joël Briançon. Description de $\text{Hilb}^n C\{x, y\}$. *Invent. Math.*, 41(1):45–89, 1977.

[BB14] Weronika Buczyńska and Jarosław Buczyński. Secant varieties to high degree Veronese reembeddings, catalecticant matrices and smoothable Gorenstein schemes. *J. Algebraic Geom.*, 23:63–90, 2014.

[Cas10] Gianfranco Casnati. Isomorphism types of Artinian Gorenstein local algebras of multiplicity at most 9. *Comm. Algebra*, 38(8):2738–2761, 2010.

[CJN15] Gianfranco Casnati, Joachim Jelisiejew, and Roberto Notari. Irreducibility of the Gorenstein loci of Hilbert schemes via ray families. *Algebra Number Theory*, 9(7):1525–1570, 2015.

[CN07] Gianfranco Casnati and Roberto Notari. On some Gorenstein loci in $\text{Hilb}^6 (\mathbb{P}^4)$. *J. Algebra*, 308(2):493–523, 2007.

[CN09] Gianfranco Casnati and Roberto Notari. On the Gorenstein locus of some punctual Hilbert schemes. *J. Pure Appl. Algebra*, 213(11):2055–2074, 2009.

[CN11] Gianfranco Casnati and Roberto Notari. On the irreducibility and the singularities of the Gorenstein locus of the punctual Hilbert scheme of degree 10. *J. Pure Appl. Algebra*, 215(6):1243–1254, 2011.

[DGPS15] Wolfram Decker, Gert-Martin Greuel, Gerhard Pfister, and Hans Schönemann. *Singular 4-0-2 — A computer algebra system for polynomial computations*. *http://www.singular.uni-kl.de* 2015.

[EI14] Michael Eastwood and Alexander Isaev. Invariants of Artinian Gorenstein algebras and isolated hypersurface singularities. In *Developments and retrospectives in Lie theory*, volume 38 of *Dev. Math.*, pages 159–173. Springer, Cham, 2014.

[ER93] Richard Ehrenborg and Gian-Carlo Rota. Apolarity and canonical forms for homogeneous polynomials. *European J. Combin.*, 14(3):157–181, 1993.

[Ems78] Jacques Emsalem. Géométrie des points épais. *Bull. Soc. Math. France*, 106(4):399–416, 1978.

[EK12] Gregor Fels and Wilhelm Kaup. Nilpotent algebras and affinely homogeneous surfaces. *Math. Ann.*, 353(4):1315–1350, 2012.

[FH91] William Fulton and Joe Harris. *Representation theory*, volume 129 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 1991. A first course, Readings in Mathematics.

[Ger96] Anthony V. Geramita. Inverse systems of fat points: Waring’s problem, secant varieties of Veronese varieties and parameter spaces for Gorenstein ideals. In *The Curves Seminar at Queen’s, Vol. X (Kingston, ON, 1995)*, volume 102 of *Queen’s Papers in Pure and Appl. Math.*, pages 2–114. Queen’s Univ., Kingston, ON, 1996.
Daniel R. Grayson and Michael E. Stillman. Macaulay2, a software system for research in algebraic geometry. Available at [http://www.math.uiuc.edu/Macaulay2/](http://www.math.uiuc.edu/Macaulay2/).

Robin Hartshorne. *Deformation theory*, volume 257 of *Graduate Texts in Mathematics*. Springer, New York, 2010.

Anthony Iarrobino. Punctual Hilbert schemes. *Mem. Amer. Math. Soc.*, 10(188):viii+112, 1977.

Anthony Iarrobino. Deformations of zero-dimensional complete intersections after M. Granger, T. Gaffney. In *Proceedings of the Week of Algebraic Geometry (Bucharest, 1980)*, volume 40 of *Teubner-Texte zur Math.*, pages 92–105. Teubner, Leipzig, 1981.

Anthony Iarrobino. Compressed algebras: Artin algebras having given socle degrees and maximal length. *Trans. Amer. Math. Soc.*, 285(1):337–378, 1984.

Anthony Iarrobino. Associated graded algebra of a Gorenstein Artin algebra. *Mem. Amer. Math. Soc.*, 107(514):viii+115, 1994.

Anthony Iarrobino and Vassil Kanev. *Power sums, Gorenstein algebras, and determinantal loci*, volume 1721 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 1999. Appendix C by Anthony Iarrobino and Steven L. Kleiman.

Anthony Iarrobino and Pedro Macias Marques. Symmetric Decomposition of the Associated Graded Algebra of an Artinian Gorenstein Algebra. Preprint, 2015.

Joachim Jelisiejew. Deformations of zero-dimensional schemes and applications (Msc thesis). arXiv:1307.8108, 2013.

Joseph M. Landsberg and Giorgio Ottaviani. Equations for secant varieties of Veronese and other varieties. *Ann. Mat. Pura Appl.* (4), 192(4):569–606, 2013.

Francis S. Macaulay. *The algebraic theory of modular systems*. Cambridge Mathematical Library. Cambridge University Press, Cambridge, 1994. Revised reprint of the 1916 original, With an introduction by Paul Roberts.

Shreedevi Masuti and Maria Evelina Rossi. Artinian Level algebras of socle degree 4. 2016. In preparation.

Jerzy Matczuk. Relations between algebraic derivations and algebraic automorphisms of algebras. *Bull. Soc. Math. Belg. Sér. B*, 39(3):359–372, 1987.

Juan Migliore and Fabrizio Zanello. Stanley’s nonunimodal Gorenstein h-vector is optimal. arXiv:1512.01433., 2015.

Bjorn Poonen. Isomorphism types of commutative algebras of finite rank over an algebraically closed field. In *Computational arithmetic geometry*, volume 463 of *Contemp. Math.*, pages 111–120. Amer. Math. Soc., Providence, RI, 2008.

Bjorn Poonen. The moduli space of commutative algebras of finite rank. *J. Eur. Math. Soc. (JEMS)*, 10(3):817–836, 2008.

Michael Schlessinger. On rigid singularities. *Rice Univ. Studies*, 59(1):147–162, 1973. Complex analysis, 1972 (Proc. Conf., Rice Univ., Houston, Tex., 1972), Vol. I: Geometry of singularities.

Richard P. Stanley. *Combinatorics and commutative algebra*, volume 41 of *Progress in Mathematics*. Birkhäuser Boston Inc., Boston, MA, second edition, 1996.