A Novel Microwave Treatment for Sleep Disorders and Classification of Sleep Stages Using Multi-Scale Entropy
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Abstract: The aim of this study was to develop an integrated system of non-contact sleep stage detection and sleep disorder treatment for health monitoring. Hence, a method of brain activity detection based on microwave scattering technology instead of scalp electroencephalogram was developed to evaluate the sleep stage. First, microwaves at a specific frequency were used to penetrate the functional sites of the brain in patients with sleep disorders to change the firing frequency of the activated areas of the brain and analyze and evaluate statistically the effects on sleep improvement. Then, a wavelet packet algorithm was used to decompose the microwave transmission signal, the refined composite multiscale sample entropy, the refined composite multiscale fluctuation-based dispersion entropy and multivariate multiscale weighted permutation entropy were obtained as features from the wavelet packet coefficient. Finally, the mutual information-principal component analysis feature selection method was used to optimize the feature set and random forest was used to classify and evaluate the sleep stage. The results show that after four times of microwave modulation treatment, sleep efficiency improved continuously, the overall maintenance was above 80%, and the insomnia rate was reduced gradually. The overall classification accuracy of the four sleep stages was 86.4%. The results indicate that the microwaves with a certain frequency can treat sleep disorders and detect abnormal brain activity. Therefore, the microwave scattering method is of great significance in the development of a new brain disease treatment, diagnosis and clinical application system.
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1. Introduction

Over the years, sleep disorder has become one of the most serious public health problems worldwide because it affects the physical health and mental state of individuals. Sleep is a very common physiological phenomenon in the daily life of human beings and animals. Good sleep quality can ensure a high-quality living state and spiritual vitality. Sleep disorders can be found everywhere, for instance, in Japan, surveys show that 29% of people sleep less than six hours per day, 23% report insufficient sleep, 6% take hypnotics, 21% have underlying symptoms of insomnia, and 15% are excessively sleepy during the day [1]. During sleep, consciousness and brain activity undergo unusual changes within a very short period, with sleep signals varying in strength and intensity. Simultaneously, the fast, low-amplitude desynchronized electroencephalographic activity of wake is replaced by high-amplitude slow waves and spindles during sleep [2]. Animals in the process of sleep undergo mainly anabolism to restore physical strength and energy [3]. Similarly to eating,
breathing, and walking, sleep plays an important role in regulating function and physical recovery, such as reorganizing the cortex associated with learning and memory, and processing information to consolidate memories [4]. Sleep also helps the body and brain repair cells and maintain the functional integrity of the immune system [5]. A good night’s sleep can also boost immunity and help prevent contraction of the currently prevalent novel coronavirus pneumonia (COVID-19).

Sleep is important to people and thus, the treatment of sleep disorders remains a research focus. Most people with sleep disorders are treated with drugs such as 5-hydroxytryptamine and acetylcholine, which could cause potential harm to the body over time and can have a rebound effect [6]. The effect of treatment is obvious initially, then, after a time, the drug gradually appears to “fail” [7]. Many new forms of physical therapy, such as using sound, light, electricity, and magnetism to act on certain parts of the body [6–9], have been used to induce sleep. Electricity and magnetism can also stimulate neurons in the functional areas of the brain; a special frequency of weak electricity and weak magnetic field causes the resonance phenomena to affect the discharge frequency of brain functional areas, which, in turn, induces sleep [10]. However, the equipment used is relatively expensive and bulky and currently exists in laboratories and rarely used in daily life. A considerable amount of experimental data have proven that the brain’s sleep can be improved through external conditions. For example, neural drugs can be used to stimulate the brains of insomniacs and suppress neuronal activity to achieve the effect of sleep [11]. Intense exercise is also believed to improve the quality of sleep [12]. However, despite previous efforts, the growing number of people suffering from insomnia indicates the solutions are flawed. Drugs can damage people’s health and exercise is not suitable for people with disabilities.

Sleep stage detection and recognition is an important basis for measuring and evaluating sleep quality. Sleep stage detection and recognition is usually conducted with polysomnography (PSG), including electroencephalogram (EEG), electrooculogram (EOG), electromyogram (EMG), electrocardiogram (ECG), chest and abdomen movements, pulse oxygenation, and snoring [13,14]. These technologies involve the use of a considerable number electrodes, which is very inconvenient for the measurement and treatment of sleep disorders and may bring physical and psychological interference to patients, and even affect the quality of sleep [15]. The microwave scattering technique is a new method for testing brain activity. Microwaves can be used to detect brain activity such as sleep, pain perception, epilepsy, depression, and motor imagery [16–18], and it has been shown to be capable of treating insomnia and other brain diseases [19]. This technique is a non-contact test method to avoid the inconvenience and anxiety caused by electrode attachment to the scalp and to control the contamination of brain activity by physiological signal artifacts (i.e., EMG, EOG) [17,18]. Depending on its ability to record brain activity, it can also be used in the study of sleep stage [19]. Compared to existing techniques, the EEG is divided into invasive and non-invasive types. Invasive EEG causes irreversible damage to the brain, whereas non-invasive EEG (scalp EEG) has very low spatial resolution [5]. The use of EMG and EOG in detecting the sleep has undergone considerable progress but these methods rely on too many physiological traits and physiological response in the time dimension tends to be delayed by 5–6 s, which limits the time dynamics of the brain’s stimulus response; the low temporal and spatial resolution may also ignore some important information in the signal [13,14].

In terms of brain function detection, microwave has attracted extensive attention because of its low cost, high contrast imaging, its non-destructive and non-invasive advantages, as well as the fact that it is not limited by temporal resolution and spatial resolution [19]. The early application of microwave scattering technology has mainly been for the detection of cerebral strokes and brain tumors. Mobashsher et al. [20,21] successfully improved a simple microwave detection system, designed a realistic human head model, imaged the status of intracranial hemorrhage, and developed a method for locating and analyzing the bleeding target according to the frequency scattering characteristics of the bleeding site. Kandadai et al. [22] developed a microwave frequency scanning monitoring device and used the microwave transmission method to analyze the changes in the strength of the signal of pig brain edema. Zamani and colleagues [23] estimated the scattering power intensity in
the imaging region in real-time from measured multi-static microwave scattering signals outside the brain functional imaging region. These results indicate that the scattering of microwave in the brain functional sites leads to the polarization and depolarization of the brain tissue cell fluid, resulting in the change in dielectric constant and conductivity, which in turn changes the characteristics of microwave scattering to achieve the purpose of imaging [19]. Some recent reports have addressed the fact that microwave scattering has a significant effect on resting state EEG, particularly on the fact that the power of the EEG increases in the alpha band [24,25]. Exposure to electromagnetic fields can cause changes in the sleep EEG power [26], thereby suggesting that electromagnetic waves may affect brain function and the recovery process involved in sleep.

Sleep states need to be classified effectively and automatically to measure sleep quality more efficiently. For the classification of sleep stages, one of the most persistent problems is identifying and distinguishing the features, called feature extraction [27]. However, determining which algorithms can identify the valid features of a given problem is a very complex activity. Traditional insomnia stages use PSG to extract power, energy spectra, autoregressive models, and multiscale entropy using EEG, EMG, and EOG signals [28,29]. Then, the classifier is combined with the linear discriminant method, random forest (RF), support vector machine (SVM), Naive Bayes (NB), Sleep Stage Transformation (SST) model, and Time-Varying Sleep Stage Transformation (TSST) model [30,31]. However, these methods are computationally complex, with some requiring 41 features to be extracted from EEG and physiological signals. These models are also accurate enough to meet clinical needs [32–34]. The microwave modulation and detection technology proposed in this paper can avoid the physiological artifact of patients and can improve successfully the recognition accuracy of sleep stages by combining with the multiscale entropy features that can better distinguish different types of information. Some reports indicate that low-frequency microwave modulation frequency can alter the variations of EEG power in the resting state [35]. Other reports have shown that microwave frequency modulation can affect sleep and that changing the frequency modulation can prolong or shorten sleep time [36]. Li et al. [19] determined that microwaves can affect sleep and wakefulness in anesthetized rats using 30 GHz radiofrequency electromagnetic radiation and confirmed that microwaves have a higher spatial resolution than EEG. Using the principle of microwave scattering, Wang et al., [16] proved that microwave transmission signals could represent the dynamic characteristics of the brain in motion imagination by adjusting the transmission position of the antenna. Compared with EEG, fMRI, and other imaging methods, the microwave method can obtain purer brain activity signals. Some physiological artifacts are also avoided because the antenna is not in contact with human skin. Geng et al. successfully realized the recognition and classification of different pain categories by analyzing the microwave transmission signals. Their classification accuracy reached more than 90%, higher than that of most existing methods for pain classification [17,18].

Quantifying the dynamic irregularity of time series is an important challenge in signal processing. Entropy is an effective and extensive method for measuring the irregularity and uncertainty of time series [32]. The complexity of the time series characterized by entropy value shows different trends with the increase of the time scale. The greater the entropy, the greater the uncertainty; the higher entropy means higher uncertainty and lower entropy means lower irregularity or uncertainty [37,38]. Time series recorded by dynamic physiological systems usually show long-term correlation on multiple time scales; hence, time series related to brain activity have multiple and synchronous activity mechanisms that usually span multiple time scales [39–44]. Therefore, because entropy cannot describe brain dynamics fully on a single time scale, multiscale entropy is introduced to quantify the complexity of the system [42,45,46]. The entropy estimation result of the sample entropy (SampEn) algorithm is not always related to the complexity. Costa et al. introduced the multiscale (sample) entropy (MSE) to express the complexity of time series [40,41]. MSE algorithm solves the contradiction of low entropy and high complexity between 1/f noise and white noise. However, MSE may not be able to obtain accurate sampEn in large-scale coarse-grained time series [30]. Wu and his colleagues [39] sought to counter the problem of MSE algorithm accuracy by proposing a better overall performance of refined
composite multi-scale sample entropy (RCMSE). Multiscale fluctuation-based dispersion entropy (MFDE) is based on the dispersion entropy (DispEn); it introduced one type of measured approach to the time series of entropy uncertainty [42] and is the quantitative multiple time scales of new methods of physical dynamics. MFDE avoids the problem of undefined MSE value and makes the entropy of white noise and 1/f noise to become more stable than the scale factor. However, MFDE ignores the relative frequency of each fluctuation-based dispersion pattern of shifted series [40,41]. Multiscale fluctuation-based dispersion entropy (RCMFDE), which is defined as the shift sequences based on the fluctuation of the average rate of dispersion pattern of Shannon entropy, has been introduced to overcome the abovementioned problem and distinguish between the different neural data status in the fastest and most consistent manner [42]. Multivariate multiscale weighted permutation entropy (MMSWPE) is also a method for measuring the dynamic complexity of brain activity. Quantifying the regularity of time series on a single time scale based on the traditional permutation entropy (PE) may lead to false results of nonlinear time series [38]. Hence, MMSWPE combines weighted permutation entropy and multivariate multiscale method to quantify the characteristics of different brain regions and multi-time scales as well as the amplitude information contained in multi-channel EEG signals [37]. While using multiscale entropy to measure the complexity of time series, focus should also be given to the choice of the appropriate scale for entropy calculation. For example, a too small-scale selection is likely to result in insignificant features. When the scale is too large, the calculation is complicated and distinguishing the complexity index of different time series is easy.

In addition, entropy is usually used to characterize biomedical signals and cause an improvement in the classification accuracy and recognition efficiency. Geng et al. used the multi-scale entropy feature combined with SVM-RF classifiers to classify and evaluate different pain types with an accuracy of more than 93% [18]. Rahman et al. [47] used statistical features, such as spectral entropy and refined composite multiscale dispersion entropy (RCMDE) in the discrete wavelet transform (DWT) domain analysis of single-channel EOG signals and used RUSBoost classifier for automatic sleep stage classification with an average accuracy of 84.70%. Liang et al. [48] used the multiscale entropy method to process EEG signals and linear discriminant analysis to conduct automatic sleep staging with an average accuracy of 76.91%. Tian et al. [49] combined multi-scale entropy characteristics with the proportion information of sleep structure and proposed a hierarchical sleep automatic scoring method. The multi-scale entropy (MSE) was extracted from EEG to characterize the signal characteristics at multiple time scales while the SVM was used to achieve an accuracy of 85.60%. Therefore, the use of entropy as a signal feature to characterize the sleep-related time series may improve the classification accuracy of sleep stages.

We improved the sleep experiment scheme based on previous research experience to improve the observability and controllability of sleep experiments. Based on the principle of microwave scattering and using microwave modulation and detection technology, the satisfaction score of sleep quality and frequency band energy statistics of patients with sleep disorders were analyzed to evaluate the improvement in their sleep quality. The effects of microwave modulation on the treatment of sleep disorders and the accuracy of sleep staging were also tested. The detailed operation process is as follows. First, the specific frequency of microwave was used to penetrate the functional sites of the brain in patients with sleep disorders and the firing frequency of the sleeping brain activity was changed to realize the detection and treatment of sleep stages. Secondly, the wavelet packet algorithm was used to extract fine composite samples of RCMSE, RCMFDE, and MMSWPE as a feature data. Thirdly, the feature selection method based on mutual information-principal component analysis (MIPCA) was used to optimize the feature data set and the feature selection algorithm was used to identify the features providing the highest effect. Finally, the RF classifier was used to organize and evaluate sleep stages.
2. Experimental Design and Methods

2.1. Experimental Design and Data Collection

The twenty-four male volunteers with sleep disorders were all from Guilin University of Electronic Technology (GUET), right-handed with an average age of 22.65 years (age range of 21 to 25 years). All the volunteers had no neurological or physical problems other than sleep disorders, no long-term use of other psychiatric drugs or brain damage, and no alcohol, tea or coffee consumption during the sleep experiment. Before the experiment began, all volunteers were labeled as S1–S24. This study was approved by the ethics committee of the Guilin University of Electronic Technology and complies with the relevant laws of China and conducted in conformity with the Helsinki declaration.

The test was conducted in two rooms with good sound insulation, dim light, and no strong magnetic and electric interference. The indoor temperature was controlled at about 25 °C. The layout of the two rooms is exactly the same, with each room having a bed of the same arrangement (complete bedding). The brain functional site that regulate sleep is the ventrolateral preoptic nucleus (VLPO), which is about 1 cm in size. Hence, the wavelength of 6 GHz electromagnetic wave in vacuum was 6 cm to ensure that the near-field of the antenna can cover the functional sites of the brain to achieve higher detection and modulation efficiency. The near-field of the electromagnetic wave is formed through the antenna. ζ refers to the distance from the antenna to be tested to the boundary of the near field, D is the maximum size of the antenna’s physical diameter, and λ is the wavelength of an electromagnetic wave in a vacuum. The three conditions should be satisfied as follows:

\[ 0 < \zeta < 0.62 \times \sqrt[3]{\frac{D^3}{\lambda}}. \]  

Therefore, for the regulation and treatment of sleep disorders, the distance of a microwave antenna from VLPO’s brain functional sites is \( 0 < \zeta < 0.62 \times \sqrt[3]{\frac{12^3}{6}} \approx 10.5 \).

This study is composed of two procedures, namely, sleep treatment detection and classification of sleep stages. The experiment used the recording of PSG combined with the microwave transmission signal, in which PSG recorded the sleep stage activities and microwave transmission signals were used to replace EEG or EOG for the classification of sleep stages. The PSG recordings were obtained by utilizing the Jaeger-Toennies system (the sample rate was 256 Hz). The PSG recordings for each subject included six EEG channels (F3–A2, F4–A1, C3–A2, C4–A1, P3–A2, and P4–A1, according to the international 10–20 standard system), two EOG channels, and one EMG channel. The microwave transmission signal record is a column of microwave phase-changing data. Ag/AgCl alloy electrodes were used to collect physiological signals and the electrode impedance is less than 5000 Ω. The electromagnetic wave receiving equipment is a pair of wideband horn antenna (ChengDu Ainfo Inc., Chengdu, China), with a frequency of 2.0–18.0 GHz, transmission gain of 12 dB, and standing wave of 2.0:1. The equipment is also capable of withstanding the maximum continuous wave power of 50 W. The electromagnetic wave generation and signal processing equipment is an Agilent two-port vector network analyzer (Agilent Technologies N5230A; Agilent Technologies, Inc. USA) with a receiver measurement sensitivity of −120 dB, measurement frequency range of 300 K–20 GHz, and trace noise of 0.005 dB (when the intermediate frequency width is 10 kHz). For microwave modulation and detection, the sampling frequency is 250 Hz, the microwave transmission frequency is set to 6 GHz, and the microwave modulation frequency is set to 20 Hz. The transmission coefficient was S21 (S-parameters). Each night, two subjects were placed in one of the beds as they normally sleep. The test with microwave propagation is called a true machine test while the test without microwave propagation is called a false machine test. The microwave test process is shown in Figure 1. After the experiment began, none of the participants were allowed to use their phones or do anything other than sleep. Each test lasted 480 minutes and each person was subjected to eight tests, including four true machine tests and four false machine tests. The experiment began at 0:00 p.m. and ended at 8:00 a.m. After each
experiment, data from the detector tested by the true machine was transmitted to the computer through the Bluetooth device for later data processing, and then the zeroing detection device carried out the next test. At the end of each test, each participant filled out a survey rating form that measure their rate of satisfaction with sleep improvement. In this table, Numbers from 0 to 10 are used to represent different satisfaction scores. The scoring criteria are as follows: 0 = very dissatisfied, 1–3 = dissatisfied, 3–5 = slightly dissatisfied, 6–7 = slightly satisfied, 8–9 = relatively satisfied, 10 = very satisfied.

2.2. Data Preprocessing

In this study, only microwave transmission signals were analyzed, and the EMG and EOG were used only as references to determine sleep stages. Prior to data analysis, the acquisition of microwave transmission signal was digitally bandpass filtered using a fourth-order Butterworth filter between 0.5 and 150 Hz. The forward and backward filtering is used to reduce phase distortion. Finally, the time series was digitally filtered using the hamming window FIR bandpass filters of order 200, with cutoff frequencies of 0.5 Hz and 40 Hz, which are usually used to analyze brain activity. Brain activity signals within the range of 0.5–30 Hz are generally a focus of concern for clinical medical research because of the wide frequency span of microwave transmission signals. The results of microwave transmission signals and denoising before and after are shown in Figure 2. According to the R&K sleep staging criteria, sleep is divided mainly into wake (W), non-rapid eye movement (NREM), and REM. The NREM stage is divided into NREM stage I (S1), NREM stage II (S2), NREM stage III (S3), and NREM stage IV (S4). According to the standards of the American Academy of Sleep Medicine in 2007, S1 and S2 are combined into light sleep (LS), while S3 and S4 are combined into slow-wave sleep (SWS). Here,
the rhythm information contained in different sleep stages is as follows: the alpha wave (8–13 Hz) and
the beta wave (13–30 Hz) in stage W; the theta wave (4–8 Hz) is the main manifestation in the stage LS,
K-complex (0.5–1.5 Hz), and sleep spindle (12–14 Hz) are also observed; delta wave (0.5–4 Hz) is the
main manifestation in the stage SWS; in stage REM, it is represented mainly by alpha, beta and theta
waves, as well as some sawtooth waves (2–6 Hz).

![Figure 2. Comparison of pre-denoising and post-denoising of a microwave transmission signals in the
first 5000 s sleep test. The signal was digitally bandpass filtered using a fourth-order Butterworth filter
between 0.5 and 150 Hz. The forward and backward filtering is used to reduce the phase distortion.
Then, the time series was digitally filtered using the hammer window FIR bandpass filters of order
200, with cutoff frequencies of 0.5 Hz and 40 Hz, which are usually used to analyze brain activity.](image)

2.3. Sleep Quality Measurement and Statistics

We verify whether the 6 GHz microwave can detect and treat the abnormal brain activity of
patients with sleep disorders and compare the energy changes of the output data of different stages. The significance level $p \leq 0.05$ has statistical significance. Data calculation was performed in MATLAB
(2014b)® (The Math Works Inc., Natick, MA, USA). Data statistics and analysis were implemented
using SPSS 22.0® (IBM Corp., Armonk, NY, USA). The sleep quality evaluation was based on the sleep
standard of normal adults. Sleep onset latency (SOL) refers to the time between the patient’s waking
state and stage S1, which is generally short, accounting for about 5% of the total sleep time in normal
people. The number and duration of sleep awakenings are the total number of periods of W that occur
during sleep. Total sleep time (TST) is the total amount of sleep. The proportion of sleep time (also
known as sleep efficiency) refers to the ratio of TST to time in bed (TIB), that is, sleep efficiency =
TST/TIB, which is generally more than 80% is considered normal sleep. The sleep maintenance rate
(SMR) is the ratio of the TST to the time the person falls asleep to the time they wake up in the morning;
generally, a score of more than 90% is normal. In addition, it is normal for NREM to account for more
than 75%–80% of sleep time, in which S1 accounts for 2%–5%, S2 for 45%–55%, S3 for 3%–8%, and
S4 for 10%–15%. REM sleep accounts for 20%–25% of TIB. The paired t-test was used to analyze the
hypnotic effect of sleep disorder patients in a specific microwave frequency band.

2.4. Sleep Stage Recognition and Feature Extraction

After statistical analysis, we verify the accuracy of microwave detection of sleep stages by
extracting features of microwave transmission signals for classification and recognition. Forty groups
(each 10 s length) of data were selected randomly from each stage without repeating for feature research
because of the very large experimental data sampling frequency (250 Hz), long sampling time (28,800
s), and long signal length of each trial (7.2 million data points). We used the time window function,
taking 10 s data length as the basic unit of the time series. Wavelet packet transform was used to
decompose each time series by five levels. The mother wave was Daubechies-4, and 32 wavelet packet
coefficients (that is, 32 frequency bands) were obtained and reconstructed. The frequency bandwidth
of each coefficient is 125/32 ≈ 3.9 Hz. A(5,0), D(5,1), D(5,3), and D(5,2)+D(3,1) were selected from
the 32 wavelet packet reconstruction coefficients. The corresponding frequency bands were 0–3.9 Hz,
3.9–7.8 Hz, 7.8–11.7 Hz, 11.7–15.6 Hz, and 15.6–31.25 Hz, corresponding to delta wave, theta wave,
alpha wave, and beta wave, respectively. The entropy coefficients of RCMSE, RCMFDE, and MMSWPE
were extracted from these nodes as features [37,38]. The detailed solution methods for the three entropy
features are as follows.

2.4.1. RCMSE Extraction

In this study, the calculated entropy is the RCMSE based on the mean value. For a univariate
signal of length \( L: x = \{x_1, x_2, \ldots, x_L \} \). Hence, to compute RCMSE, we have to solve for MSE. Solving
MSE involves two steps [39]: (a) the coarse-grained process is used to obtain the representations of the
original time series on different time scales and (b) Sample entropy (SampEn) is used to quantify the
regularity of coarse-grained time series. For a given sampling power \( n \) and tolerance \( r \), let \( n^m \) represent
the total number of \( m \)-dimensional matching vector pairs, and get \( n^{m+1} \) to represent the total number
of \((m + 1)\)-dimensional matching vector pairs. SampEn is defined as the logarithm of the ratio of \( n^{m+1} \)
to \( n^m \), as follows:

\[
\text{SampEn}(x, m, r, \tau) = -\ln \frac{n^{m+1}}{n^m},
\]

where \( m \) is the embedded dimension, \( r \) is tolerance, and \( \tau \) is the scale factor.

The length of the original time series is divided into a non-overlapping window for \( \tau \) and for
an average of data points in each window to obtain the scale factor for \( \tau \) coarse-grained time series.
The \( k \)-th coarse-grained time series \( y^{(\tau)}_k = \{y^{(\tau)}_{k,1}, y^{(\tau)}_{k,2}, \ldots, y^{(\tau)}_{k,L}\} \) of \( x \) is defined as follows [40]:

\[
y^{(\tau)}_{k,j} = \frac{1}{\tau} \sum_{i=(j-1)\tau+k+1}^{j\tau} x_i,
\]

where \( 1 \leq j \leq \left\lfloor \frac{L}{\tau} \right\rfloor = N, 1 \leq k \leq \tau \), which means the coarse-grained series are calculated as the mean of
a continuous sample [41]. \( \tau \), the scale factor of the MSE, is defined as the first coarse-grained SampEn
time sequence, as follows:

\[
\text{MSE}(x, m, r, d, \tau) = \text{SampEn}(y^{(\tau)}_1, m, r).
\]

In the case of the scaling factor for \( \tau \), calculate all the coarse-grained sequence matching vector
of \( n^{m+1}_{k,\tau} \) and \( n^m_{k,\tau} \). Let \( \overline{n}^{m+1}_{k,\tau} \) or \( \overline{n}^m_{k,\tau} \) represent the average value of \( n^{m+1}_{k,\tau} \) or \( n^m_{k,\tau} \) in the range \( 1 \leq k \leq \tau \).
The RCMSE value of the scale factor \( \tau \) is defined as the logarithm of the ratio of \( \overline{n}^{m+1}_{k,\tau} \) to \( \overline{n}^m_{k,\tau} \). That is:

\[
\text{RCMSE}(x, m, r, d, \tau) = -\ln \frac{\overline{n}^{m+1}_{k,\tau}}{\overline{n}^m_{k,\tau}},
\]

where \( \overline{n}^{m+1}_{k,\tau} = \frac{1}{\tau} \sum_{k=1}^{\tau} n^{m+1}_{k,\tau}, \overline{n}^m_{k,\tau} = \frac{1}{\tau} \sum_{k=1}^{\tau} n^m_{k,\tau} \) is the delay time. Therefore, Equation (5) can be simplified as:

\[
\text{RCMSE}(x, m, r, d, \tau) = -\ln \frac{\overline{n}^{m+1}_{k,\tau}}{\overline{n}^m_{k,\tau}} - \ln \frac{\frac{1}{\tau} \sum_{k=1}^{\tau} n^{m+1}_{k,\tau}}{\frac{1}{\tau} \sum_{k=1}^{\tau} n^m_{k,\tau}} = -\ln \frac{\frac{1}{\tau} \sum_{k=1}^{\tau} n^{m+1}_{k,\tau}}{\frac{1}{\tau} \sum_{k=1}^{\tau} n^m_{k,\tau}}.
\]
Therefore, it can be concluded that RCMSE values are undefinable only when both \( n_{k,t}^{m+1} \) and \( n_{k,t}^m \) are zero and should be avoided when calculating RCMSE.

2.4.2. RCMFDE Extraction

Given a time series of length \( L: x = \{x_1, x_2, \cdots, x_L\} \), solving RCMFDE to calculate fluctuation-based dispersion entropy (FDispEn) and MFDE. The signal is mapped to \( c \) classes with integer indices from 1 to \( c \). The original signal is divided into non-overlapping segments of length, known as scale factors \( \tau \). The average value of each segment to get a coarse-grained time series can be calculated as shown below [42–44]:

\[
y_j^{(\tau)} = \frac{1}{\tau} \sum_{b=(j-1)\tau+1}^{j\tau} x_b, \quad 1 \leq j \leq \left\lfloor \frac{L}{\tau} \right\rfloor = N,
\]

where \( 1 \leq b \leq L \) and the FDispEn of each coarse-grained signal \( y_j^{(\tau)} \) is calculated. The coarse-grained approximation signal \( y \) is mapped into \( \{y_1, y_2, \cdots, y_N\} \) from 0 to 1 as follows:

\[
u_j^{(\tau)} = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-(x-y_j^{(\tau)})^2/2\sigma^2} \, dx,
\]

where \( \mu \) and \( \sigma \) are the mean and standard deviation (±SD) of coarse-grained time series \( y \), respectively. Then, each \( y_i \) is assigned an integer from 1 to \( c \) as \( z_j^c = \text{round}(c \cdot y_i + 0.5) \), where \( z_j^c \) denotes the \( j \)-th member of the time series [45,46].

For an embedding dimension \( m \) and a time delay \( d \), the time series \( z_i^{m,c} \) can be defined as \( z_i^{m,c} = \{z_i^1, z_{i+d}^1, \cdots, z_i^{c(m-1)d}\} \), where \( i=(1,2,\cdots,N-(m-1)d) \). Each time series \( z_i^{m,c} \) is mapped to a fluctuation-based dispersion pattern \( \pi_{v_0v_1\cdots v_{m-1}} \), where \( z_i^c = v_0, z_{i+d}^c = v_1, \cdots, z_{i+(m-1)d}^c = v_{m-1} \). The number of possible dispersion patterns that can be assigned to \( z_i^{m,c} \) is equal to \((2c-1)^{m-1}\).

For each \( c^m \) potential dispersion pattern \( \pi_{v_0v_1\cdots v_{m-1}} \) relative frequency is obtained as follows:

\[
p(\pi_{v_0v_1\cdots v_{m-1}}) = \frac{\#\{\#i \leq N - (m-1)d, z_i^{m,c} \text{ has type } \pi_{v_0v_1\cdots v_{m-1}}\}}{N - (m-1)d},
\]

where \# refers to a cardinality. Therefore, the MFDE value is calculated by using Shannon’s definition of entropy as given below:

\[
MFDE(y, m, c, d, \tau) = - \sum_{\pi_{v_0v_1\cdots v_{m-1}}}^{(2c-1)^{m-1}} p(\pi_{v_0v_1\cdots v_{m-1}}) \ln p(\pi_{v_0v_1\cdots v_{m-1}}).
\]

RCMFDE is the basis of MFDE calculation, which in turn is based on each time scale. The scale factor of the coarse-grained series \( \tau \) is considered, with each \( \tau \) corresponding to a different starting point in the process of coarse-grained. Then, from the screened series, the relative frequency of each fluctuation-based dispersion pattern is calculated. Finally, the RCMFDE value is defined as the Shannon entropy value of the average occurrence rate of the fluctuation-based dispersion pattern of those screened series. That is

\[
RCMFDE(x, m, c, d, \tau) = - \sum_{\pi_{v_0v_1\cdots v_{m-1}}}^{(2c-1)^{m-1}} \bar{p}(\pi_{v_0v_1\cdots v_{m-1}}) \ln \bar{p}(\pi_{v_0v_1\cdots v_{m-1}}),
\]

where \( \bar{p}(\pi_{v_0v_1\cdots v_{m-1}}) = \frac{1}{\tau} \sum_{k=1}^{\tau} p_k^{(\tau)} \) is the dispersion model in time series \( x_k^{(\tau)} (1 \leq k \leq \tau) \) of the relative frequency, \( c \) is mapped class, and \( d \) is the delay time.
2.4.3. MMSWPE Extraction

For a signal $x = \{x_1, x_2, \cdots, x_L\}$ with length $L$, a set of $m$-dimensional vectors formed as $V = \{x_i, x_{i+1}, \cdots, x_{i+m-1}\}$ of length $o$ is given by sample $x_j$, with $i$ and ranged from 1 to $G$, where $G = N - (o - 1)\tau$. Different samples have $d!$ potential ordinal patterns, $\pi$, also known as “motifs”. The relative frequency is obtained as follows [50]:

$$p(\pi_k) = \frac{\sum_{i=1}^{G} l_{\text{type}(v)} = \pi_k (V_k^{(\tau)})}{\sum_{i=1}^{G} l_{\text{type}(v)} = \Pi (V_k^{(\tau)})},$$  \hspace{1cm} (12)

where $\Pi = \{\pi_j\}_{j=1}^{m}$, $l_0$ denotes the indicator function of set $A = \{d\}$, which defined as $l_0 = 0$ if $v \notin A$ and $l_0 = 1$ if $v \in A$, $V_k^{(\tau)}$ stands for $k$-dimensional vectors in a specified length of time.

Therefore, PE is calculated by using Shannon’s definition of entropy as follows [51]:

$$PE(o, d, \tau) = - \sum_{\pi_k = d!} \frac{n_k = d! \quad \frac{p(\pi_k) \ln p(\pi_k)}}{\sum_{n_k = 1}^{n_k = d!} p(\pi_k) \ln p(\pi_k)}. \hspace{1cm} (13)$$

For WPE, transformation Equation (12), the probability distribution of each “motif” is defined as follows:

$$p_w(\pi_k) = \frac{\sum_{i=1}^{G} l_{\text{type}(v)} = \pi_k (V_k^{(\tau)}) w_j}{\sum_{i=1}^{G} l_{\text{type}(v)} = \Pi (V_k^{(\tau)}) w_j},$$  \hspace{1cm} (14)

where $w_j$ is the weighted value for vector $V$ and is calculated by the variance of each adjacent vector $V$, and the mean of the vector $V$ is $\bar{V}$, thus, $w_j = \frac{1}{m} \sum_{q=1}^{m} [x_{i+(q-1)\tau} - \bar{V}]^2$. WPE is the extension of PE, and it saves useful amplitude information included in the signal, which is computed as

$$WPE(o, d, \tau) = - \sum_{\pi_k = d!} \frac{p_w(\pi_k) \ln p_w(\pi_k)}. \hspace{1cm} (15)$$

The MMSWPE method, which combines WPE with the multivariate multiscale method was proposed to extract the complexity of different signals more effectively. Therefore, MMSWPE, which represents microwave transmission signal complexity, is calculated as

$$MMSWPE(o, d, \tau) = - \sum_{\pi_k = d!} \frac{p_w(\pi_k) \ln p_w(\pi_k)}. \hspace{1cm} (16)$$

Therefore, we calculate RCMSE, RCMFDE, and MMSWPE by setting six parameters, namely, the embedding dimension $m$, mapping class $c$, delay time $d$, scale factor $\tau$, tolerance $r$, and permutation entropy order number $o$. In this study, $c$ and $d$ are known to be 6 and 1, respectively and $m$ is determined according to $c^m < L$, $L = 2500$, hence it is set as $m = 4$. $\tau = 6$ can guarantee a satisfactory performance and will not have too many features that could influence the classification effect. $r = 0.15\sigma(x)$, $\sigma(x)$ represents the standard deviation of the original time series $x$, and $r$ is too large to cause information loss. As suggested by reports [51,52], when $\sigma(x)$ is 1, the signal is most stable; thus $r$ is set to 0.15. On the basis of numerous experiments and experience, the performance is the best when $o$ is set to 3 in this paper [50].
2.5. Feature Selection and Classification

2.5.1. Feature Selection

Each time series was calculated to obtain $5 \times (6 + 6 + 6) = 5 \times 18$ features, and each subject obtained a $40 \times 4 \times 4 \times 5 \times 18$ five-dimensional feature matrix. Then, 24 combinations of subjects obtained a $24 \times 40 \times 4 \times 4 \times 5 \times 18$ six-dimensional feature matrix, adjusting the dimension to a $15,360 \times 90$ feature matrix. A six-dimensional feature matrix with a combination of $24 \times 40 \times 4 \times 4 \times 5 \times 18$ was obtained by 24 subjects and we adjusted the dimensions to a $15,360 \times 90$ feature matrix. The number and dimensions of these features are large and the feature dataset has too many dimensions or redundant features, which not only poses challenges to the classifier design and training but also worsens the classification effect and considerably increases computational complexity because of the possible “dimension disaster” [53]. Therefore, it is necessary to select the feature matrix. In the feature selection process, principal component analysis (PCA) can only measure the linear relationship between variables but not the nonlinear relationship between features [54]. The purpose of the minimal-redundancy-maximal-relevance (mRMR) criterion based on mutual information is to maximize the dependence between variables, which includes the calculation of multivariate joint probability. The process is complicated and very difficult [55]. If the mutual information method is combined with the PCA algorithm, the estimation of multivariate density, which is difficult to achieve in the process of dependency maximization, can be avoided in feature selection. Therefore, this paper proposes a mutual information-principal component analysis (MIPCA) feature selection method based on mutual information. The method preserves the probability distribution of features in PCA, the self-information between features, and the mutual information between features.

For a feature dataset $F^{R \times D}$, where feature $F^{i \times M}$, $M = 1, 2, \cdots, R$ and feature $F^{j \times N}$, $N = 1, 2, \cdots, R$. If their probability density functions and joint probability density functions are $p(f_i)$, $p(f_j)$, and $p(f_i, f_j)$, respectively, their mutual information can be expressed as [55]:

$$I(F_i, F_j) = \sum_{M} \sum_{N} p(f_i, f_j) \log \frac{p(f_i, f_j)}{p(f_i)p(f_j)}.$$  \hspace{1cm} (17)

Then, the principal component matrix based on mutual information can be calculated using the following formula:

$$B^* \sum_{I(F_i, F_j)} B = \Lambda,$$  \hspace{1cm} (18)

where $B$ is the matrix composed of the feature matrix $[\beta_1, \beta_2, \cdots, \beta_\kappa]$, and the corresponding feature vectors are orthogonal in pairs and are orthogonal matrices, $\Lambda$ is a matrix composed of the feature vector $[\gamma_1, \gamma_2, \cdots, \gamma_\kappa]$, which is a diagonal matrix, and $\sum I(F_i, F_j)$ is the mutual information matrix, which is a symmetric matrix of non-negative real numbers.

The principal component information based on mutual information can be expressed as follows:

$$P_{\kappa} = B^* f_{\kappa'},$$  \hspace{1cm} (19)

where the variables are orthogonal to each other. Dimension $D_\kappa$ of the principal component is determined next. The contribution rate of the principal component of MIPCA is defined as $C_\kappa$, which is the ratio of the single principal component to total principal component information, that is,

$$C_\kappa = \mu_\kappa / \sum_{k=1}^{N} \mu_\kappa,$$  \hspace{1cm} (20)

where $\mu_\kappa$ is the characteristic value of the $\kappa$-th largest mutual information matrix $\sum I(F_i, F_j)$, which represents the information amount of the principal component $\kappa$. 
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The contribution rate of the principal component in dimension $d_k$ is the sum of the contribution rates of the previous $d_{ki}$, that is,

$$\delta_k = \sum_{i=1}^{k} C_i. \quad (21)$$

The first $D_k$ principal components with a contribution rate of 85–95% were selected as the new feature.

2.5.2. Classification and Performance Evaluation

MIPCA was used for feature selection and dimensionality reduction of feature dataset. The features of the first 20 with a contribution rate of $\geq 85\%$ were selected as feature subsets for training and classification. Leave-one-out Cross Validation (LOOCV) was used to capture the optimal classification model, leaving all data of one subject at a time as the test dataset and the rest as the training dataset. Finally, a generalized classifier of non-specific individuals was generated. The RF classifier was then used to complete multi-class task recognition. For RF, the random selection of training datasets and feature subsets depends on LOOCV to construct, test, and validate the decision tree. The C4.5 decision tree was selected and the leaf node containing the minimum sample number minleaf was 36 to generate the optimal decision tree. The test results were evaluated, and the optimal classification selected by voting to generate the optimal RF classifier. Then, the optimal classifier was used to categorize the classification performance of the test dataset. The evaluation indicators are true positive (TP), true negative (TN), false positive (FP), and false negative (FN). The performance of the RF classifier is evaluated using accuracy and precision. The calculation method is as follows:

$$\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \times 100\%, \quad (22)$$

$$\text{Precision} = \frac{TP}{TP + FP} \times 100\%. \quad (23)$$

3. Results

3.1. Evaluation of Improvement of Brain Function Sites and Sleep Quality by Microwave

The microwave modulation frequency (20 Hz) acts on the active area of the brain, changes the firing frequency of its functional sites, inhibits the firing activity of the awakening nerve cells, increases the tendency of brain activity to calm down, and improves sleep quality. To test the effect of microwaves on sleep, patients filled out a survey rating form when they woke up after each true machine test, and their sleep quality was rated on a scale of 0 to 10. The higher the score, the more satisfied with the sleep improvement. Figure 3 shows the statistics of the sleep quality satisfaction rating scale of the subjects under the condition of a true machine. It shows that the subjects’ satisfaction with the effect of microwave treatment is above eight points, representing "relatively satisfied", indicating that the effect of microwave on the functional sites of the brain really improves the sleep effect of the patients with sleep disorders.

![Figure 3. Bar chart of mean satisfaction scores of all subjects.](image-url)
To objectively evaluate the improvement of sleep quality, we used PSG records to identify each subject’s sleep condition throughout the night. Figure 4 shows that in the first test, the neuralgia subjects who did not receive microwave treatment (false machine) had less than 15% sleep time. After microwave treatment (true machine), the patients’ proportion of sleep time continued to improve, maintaining above 80% overall, and the insomnia rate decreased gradually. After four tests, the average sleep time was also more than 70% without the assistance of microwave, indicating that a significantly better improvement of sleep quality due to the microwave. A comparison of the paired t-test results of the true and false machine in four tests, we find that as the number of treatments increased, the difference between the true and the false machine tests became increasingly smaller. Hence, we can conclude that microwaves can achieve good results within a short time and taper off the use of microwaves to help people to sleep, which is a safer and more reliable option than the long-term use of drug therapy. Figure 5 shows the average SOL of patients receiving treatment on the true machine and the false machine. After the addition of electromagnetic wave therapy, the sleep time of patients were improved significantly and thus, the SOL could be advanced and SMR increased. As the number of times microwaves aid sleep increases, SOL continues to decline as shown in Figure 5. The paired t-test of the true and the false machines showed that the p-value was less than 0.05 or 0.01, indicating that the true machine improved sleep quality significantly better than the false machine.

![Figure 4. Comparison of sleep efficiency of four tests, * p ≤ 0.05, ** p ≤ 0.01.](image1)

![Figure 5. SOL comparison chart for four tests, * p ≤ 0.05, ** p ≤ 0.01.](image2)

Figure 6 shows that when the subjects were in the true machine environment, in a EOG channel, the power spectral density variation of brain activity was significantly lower than that in the false machine environment. The explanation for this finding is that the microwave does change the firing frequency of brain function sites, causes the degree of activity of the cerebrum to decrease, thereby facilitating a person to fall asleep.
In general, microwaves significantly improved sleep quality. The delta band had the largest proportion of each sleep stage, indicating that LS in A(5,0) had the largest complexity. Conversely, the higher the wavelet packet coefficient in the high-frequency band, the higher the complexity.

Table 1. Frequency band energy percentage of different sleep stages in the case with microwave regulation.

| Sleep Stage | Delta     | Theta     | Alpha     | Beta       |
|-------------|-----------|-----------|-----------|------------|
| W           | 69.23 ± 9.32 | 10.17 ± 2.34 | 3.35 ± 1.78 | 17.25 ± 3.78 |
| REM         | 64.41 ± 8.73 | 20.19 ± 4.31 | 6.43 ± 1.87 | 8.97 ± 2.74  |
| LS          | 79.54 ± 6.27 | 12.37 ± 1.58 | 4.62 ± 1.03 | 3.47 ± 1.23  |
| SWS         | 91.12 ± 2.18 | 5.26 ± 0.68  | 2.26 ± 0.27 | 1.36 ± 0.19  |

Table 2 shows the proportion of each sleep stage in TIB and the p-value of the paired t-test for the true and the false machine tests. As can be seen from Table 2, there was a significant statistical difference between the true and false machine tests in the W and LS stages, indicating that microwave treatment could significantly reduce W and increase LS. However, the improvement of SWS stage by microwave treatment was not significant, and there was no improvement in REM stage. In the false machine test, the highest proportion of W stage was 58.72%, and the TST was only 41.28%, indicating that the patient was in a state of severe insomnia. In the true machine test, the W stage dropped to 18.44%, and the TST accounted for 81.56%. In general, microwaves significantly improved sleep quality in people with sleep disorders.

Figure 6. Variation of the power spectral density of brain activity under the modulation of a false machine and a true machine.

Under microwave regulation, the frequency band energy percentage of each sleep stage was compared, as shown in Table 1. In each sleep phase, the highest frequency band energy percentage was in the delta band, while the variations in other frequency bands were not consistent. Delta had the highest proportion in the SWS phase, and lowest when it was in REM. As sleep progresses, the insomnia rate gradually decreases, and the energy ratio in the theta, alpha, and beta bands becomes lower and lower.
Table 2. Proportion of each sleep stage in TIB with and without microwave regulation.

| Sleep Stage | True Machine (%) | False Machine (%) | Improve? | p       |
|-------------|-----------------|-------------------|----------|---------|
| W           | 18.44 ± 1.37    | 58.72 ± 2.53      | Yes      | <0.01   |
| REM         | 23.79 ± 1.78    | 23.22 ± 1.46      | No       | 0.54    |
| LS          | 46.25 ± 2.83    | 11.17 ± 1.83      | Yes      | <0.01   |
| SWS         | 11.52± 1.57     | 6.89 ± 1.64       | Yes      | <0.05   |

Note: $p < 0.05$ (0.01) means the difference is statistically significant.

3.2. Multiscale Entropy Extraction

RCMSE, RCMFDE, and MMSWPE were extracted from the wavelet packet coefficients corresponding to the frequency band of each sleep stage: A(5,0), D(5,1), D(5,3), D(5,2) and D(3,1), respectively. The calculated mean entropy value is shown in Figure 7. By comparing the entropy at different stages, the following results are obtained; for coefficient of A(5,0), the entropy of LS period is the largest, indicating that LS in A(5,0) had the largest complexity. However, in D(5,1), D(5,3), and D(5,2), no uniform distinction between the corresponding entropy values in each stage was observed, thereby indicating that different entropy values in the wavelet packet coefficients will have different complexities. For D(3,1), its frequency band only appears in stage W and entropy is higher in stage W, indicating that the brain shows strong activity at this time. In general, for the coefficient of the low-frequency band, the shallower the sleep, the higher the entropy and the higher the complexity. Conversely, the higher the wavelet packet coefficient in the high-frequency band, the higher the entropy of deeper sleep. Figure 7 shows the significant differences in the entropy of different sleep stages. Each stage can be distinguished from other stages.

Figure 8 shows the average results calculated for RCMSE, RCMFDE, and MMSWPE in each sleep stage. The results show that the entropy value of stage W is the largest whereas that of LS and SWS decreased successively and SWS reached the lowest. REM increased and was close to LS, indicating that brain activity was the most active during the W stage, accompanied by complex thinking activities. W also had the largest corresponding complexity. With the deepening of sleep, the activity of the cerebral cortex is weakened gradually and brain firing activity is reduced, leading to the reduction of system complexity, that is, the complexity of the deep sleep stage is the lowest. During REM, however, because of the uncertainty as to brain activity, the degree of activity and complexity fluctuates but the entropy value hovers around LS or is slightly higher than LS.
Figure 7. Mean measurements of RCMSE, RCMFDE, and MMSWPE for each sleep stage at different wavelet packet coefficients.
The test dataset is classified, and the results obtained are shown in Table 3. The average classification accuracy of brain activity was the most active during the W stage, whereas that of REM was the lowest. REM increased and was close to LS, which affects the detection precision.

The four types of sleep stages of the 24 subjects were classified and compared separately to verify the feasibility of microwave recognition of sleep stages and treatment of sleep disorders. The entropy features were obtained from data of each stage through WPT decomposition and in the selected wavelet packet coefficients. The features selected by MIPCA were combined into a new feature dataset and the RF classifier was constructed according to the LOOCV method, that is, the data of one person were selected randomly as the test dataset and the rest as the training dataset. The test dataset is classified, and the results obtained are shown in Table 3. The average classification accuracy is 86.41%, among which LS and SWS had the highest recognition rate and REM had the lowest, possibly because REM tends to alias with LS, which affects the detection precision.

Table 3. Classification results of test set by random forest algorithm.

|       | W    | REM  | LS   | SWS  |
|-------|------|------|------|------|
| Accuracy | 83.72% | 81.45% | 89.76% | 90.17% |
| Overall Accuracy | 86.41% |

Figure 8 shows the average results calculated for RCMSE, RCMFDE, and MMSWPE at various stages of sleep.

3.3. Classified Evaluation

The entropy features were obtained from data of each stage through WPT decomposition and in the selected wavelet packet coefficients. The features selected by MIPCA were combined into a new feature dataset and the RF classifier was constructed according to the LOOCV method, that is, the data of one person were selected randomly as the test dataset and the rest as the training dataset. The test dataset is classified, and the results obtained are shown in Table 3. The average classification accuracy is 86.41%, among which LS and SWS had the highest recognition rate and REM had the lowest, possibly because REM tends to alias with LS, which affects the detection precision.

The four types of sleep stages of the 24 subjects were classified and compared separately to verify the feasibility of microwave recognition of sleep stages and treatment of sleep disorders. Figure 9 shows the accuracy and precision of 24 subjects being classified. Figure 9 shows the detection accuracy of all subjects is more than 70% and the average accuracy is more than 80%. Similarly, the precision of each subject was maintained between 70% and 90%, with an average of over 85%. This finding suggests that microwaves have the same function as EEG and can be used to detect various types of brain activity. It also provides further evidence that microwaves can detect brain activity, such as pain, sleep, epilepsy, and depression, and can be used to treat and alleviate brain diseases caused by these factors.
The performance of the proposed method is compared with several existing method-based techniques in Table 4 in terms of overall accuracy. Although these methods use different databases, such as EEG or EOG signals, they all use entropy features for classification. The proposed method has the best overall performance with an accuracy of 86.41%. The detection accuracy achieved by the proposed method is significantly higher than those of other techniques. Table 5 is a comparison of the overall accuracy performance of the proposed method with existing methods of other feature types. The proposed scheme outperforms the others in most of the cases. Thus, microwave detection could be a viable alternative to EEG in sleep stage classification.

Table 4. Comparison of the proposed scheme with existing methods under different entropy features.

| Authors                  | Features (Database)              | Methods                        | Overall Accuracy (%) |
|--------------------------|----------------------------------|--------------------------------|----------------------|
| Rodríguez-Sotelo et al.  | Entropy metrics (EEG)            | J-means approach               | 81.00                |
| Liang et al. [48]        | Multiscale entropy (EOG)         | Linear discriminant analysis   | 76.91                |
| Rahman et al. [47]       | Refined composite multiscale dispersion entropy (EOG) | Random under-sampling boosting | 84.70                |
| Tian et al. [49]         | Multiscale entropy (EEG)         | Support vector machine         | 85.60                |
| Proposed                 | Multiple multiscale entropy (microwave) | Random forest                 | 86.41                |

Figure 9. Mean classification precision and accuracy of the four types of sleep stages of the 24 subjects.

(a) Classification and recognition accuracy of four types of sleep stages.

(b) Classification and recognition precision of four types of sleep stages.
Table 5. Comparison of the proposed scheme with existing methods for other feature types.

| Authors         | Features (Database)                        | Methods             | Overall Accuracy (%) |
|-----------------|--------------------------------------------|---------------------|----------------------|
| Zoubek et al. [57] | Relative powers (EEG, EMG, and EOG)        | Bayes rule-based classifiers | 71.00                |
| Tagluk et al. [58] | Hybrid features (EEG, EMG, and EOG)        | Artificial neural networks | 74.70                |
| Ronzhina et al. [59] | Hybrid features (EEG)                      | Artificial neural networks | 81.55                |
| Fraiwan et al. [60] | Power spectrum (EEG)                       | Random forest        | 84.00                |
| Proposed        | Multiple multiscale entropy (microwave)     | Random forest        | 86.41                |

4. Discussion

The current research aims to develop an integrated system of non-contact sleep stage detection and sleep disorder treatment for health monitoring. Based on the principle of microwave scattering, the system uses a microwave transceiver instead of scalp EEG contact to evaluate sleep staging. After four microwave modulation treatments, sleep efficiency, SMR, and SOL were improved considerably. The quality of sleep has also improved markedly. The classification of microwave transmission signals for testing sleep shows that the average detection accuracy of sleep stages exceeds 80%, indicating that microwaves can replace EEG in detecting brain activity. However, different from EEG, microwave can not only analyze and identify the spectrum of the signal quickly based on the detected brain activity signal through the calculation module but also send the modulation frequency to act on the brain functional sites, changing and adjusting the firing frequency of the brain functional sites to achieve the purpose of the treatment [16–19]. In view of the small amplitude of EEG, which is difficult to measure and because non-invasive and low-damage detection is a trend, the high frequency and strong penetration characteristics of the microwave makes it an important method for non-invasive detection [61].

In the sleep quality test, Figures 3–6 shows the subjects’ sleep satisfaction scores, sleep efficiency, SMR, and SOL, which were calculated without considering the number of awakenings between sleep. All subjects experienced significant improvements in sleep quality after four microwave treatments. In particular, the efficiency of sleep increased to 80%, reaching the level of normal people. The SOL is reached much earlier, which means the rate of insomnia decreased gradually. The paired t-test (95% confidence level) with and without microwave therapy showed the differences in sleep efficiency and SOL decreased over time. By the fourth treatment, the difference was so close that some patients may have completed the treatment.

This paper also improved the traditional PSG technology using microwave detection without touching the scalp instead of EEG as a tool to obtain brain activity signals. The power spectral density variation with microwave regulation is lower than that without microwave regulation, indicating that brain activity decreased under microwave regulation. The direct reason may be because the subjects were drowsy or fell asleep during this process. Tables 1 and 2 show the energy possession ratio and the relative TIB possession ratio for each sleep stage. The energy of slow waves during sleep is significantly lower than when they are awake. Based on the experimental results, as sleep deepened, the energy carried by the high-frequency component of the microwave signal decreased gradually [62]. In contrast, the energy of the low-frequency component increased gradually [63]. In terms of the proportion of energy of brain rhythm corresponding to each sleep stage, the proportion of the delta energy was the highest. However, the proportion of delta energy was higher 90% because of the decrease in brain activity. In general, neuronal activity in the brain decreases during sleep but does not disappear completely, with the beta wave energy percentage decreasing and the delta ratio increasing [64]. However, our results and the results of Sichari et al. [65] may also be explained by a common mechanism that leads to an increase in power spectral activity across the upper portion of the EEG spectrum including the slow waves and alpha frequency bands. The proportion of theta...
waves increased during REM and the proportion of delta waves was the smallest, indicating that during REM, brain activity was in a state of wakefulness and that the energy of theta and alpha waves began to increase [66]. When LS and SWS were in light and deep sleep, alpha and beta activities were the weakest, but the energy ratio of delta and theta waves increased significantly [67]. In addition, according to the paired t-test results with or without microwave modulation, significant differences in the proportion of TIB can be observed at each stage. Among them, W decreased by 49%, LS and SWS increased by 39% and 16%, respectively, which means that with the help of a microwave, sleep efficiency was improved, and sleep disturbance was alleviated.

In terms of extracting features, wavelet packets are more precise in extracting rhythm wave frequency bands, which can decompose high-frequency signals further such that each coefficient corresponds to a frequency band of brain rhythm, which is more conducive to feature extraction [68]. Figures 7 and 8 show the RCMSE, RCMFDE, and MMSWPE extracted in each sleep stage. Among the features, those with the highest frequency of use are the ones in the time domain and frequency domain. However, because these features are linear signals that deal with non-stationary, nonlinear signals, such as microwave propagation, some information can be easily lost [69]. Therefore, the nonlinear feature may be a choice for identifying signal information [70,71]. In this paper, three nonlinear features of RCMSE, RCMFDE, and MMSWPE were extracted, which were effective in the sleep stage. Different entropies differ significantly in different wavelet packet coefficients, which can reflect fully the different stages of sleep [37–40]. Multiscale entropy can represent system dynamics features on multiple time scales and may reveal specific characteristics in different sleep stages, which is beneficial to the recognition of sleep types [72,73]. In general, neurons in the brain exhibit reduced activity during sleep but follow a specific pattern [74]. In fact, neither sleep nor wakefulness can determine whether a neuron system is inactive during sleep. Certain oscillatory behaviors and sometimes even some neurons are more active during sleep than during wakefulness [75]. Figures 7–9 confirm this view, and the changes in different entropies in each rhythm are not necessarily consistent. However, in different sleep periods, the entropy value appears at a certain regularity because of the different degrees of nerve activity [76]. The higher the nerve activity, the higher the complexity of the signal, and the higher the value [45,46].

Before the recognition and classification of sleep stages, some feature dimensionality reduction or feature selection algorithms may be used to process the data to handle the large dimension of the extracted feature dataset, which affects the classification effect of the classifier [53]. For example, PCA and independent component analysis (ICA) can only measure the linear relationship between variables and may ignore important information [54]. The modified MIPCA retains the probability distribution of features in the PCA method and has self-information and mutual information between features to be expressed in mutual information, which is more favorable for retaining useful sleep staging data [55]. Table 3 and Figure 9 show that the recognition rate of all sleep stages was over 80%, the overall accuracy was 86.41, and the average recognition accuracy of each subject was over 70% when RF classification is used.

The proposed method uses only microwave recordings as the input signals. Compared to the conventional sleep scoring methods that require multiple physiological signals (EEG, EOG, and EMG), the microwave-based method has the advantage of reducing sleep disturbance caused by recording wires. It is especially helpful for home environments and clinical care. Although some methods based on EEG or EOG have been developed recently, Tables 4 and 5 show that our method is superior to other methods, whether using similar entropy as a feature or other forms of the feature. Another advantage of our method is that the accuracy of each stage is more balanced and the classification accuracy reaches 86.41%, indicating that our method has higher reliability.

In summary, using microwaves instead of EEG tests could both eliminate the hassle of too many electrodes sticking to the skin and allow brain activity to be detected and identified in the same way as an EEG. In addition, certain microwave frequency modulation can improve the sleep quality of patients with sleep disorders. This effect may be due to microwaves changing the concentration of ions
in the extracellular fluid of neurons in the functional sites of the brain during sleep, thereby altering the permittivity of neurons in the functional sites of the brain, resulting in a loss of energy in the brain’s electromagnetic field and the brain’s desire for drowsiness [16–19]. Therefore, the principle of microwave scattering can be used to design portable and inexpensive integrated microwave devices to detect and treat sleep disorders. For a variety of insomnia patients, including the elderly, children, women, microwaves can be used safely to improve their sleep without the dependence on neurological drugs. Moreover, it can obtain higher classification accuracy. Notably, the method is also is superior to other methods in the detection accuracy of sleep stages.

Our study has the following limitations: (1) We chose 6 GHz electromagnetic wave emission frequency and 20 Hz modulation frequency for the detection of sleep stages and the treatment of sleep disorders. However, we did not consider the comparison and validation of other frequencies because more reliable information on microwave detection and treatment of brain diseases is not available. (2) The comparison of multiple microwave frequencies to determine which microwave frequency is more favorable for detecting sleep activity is not considered. It is also not possible to identify which modulation band range is more favorable for regulating the firing behavior of the functional sites of sleep activity. Individual brains have certain differences in firing behavior of sleep and thus, a large error could occur in the detection and regulation using the same frequency standard. (3) For the sleep stage, wavelet packet technology with better robustness and multiscale entropy features are used to distinguish between the features of different sleep stages. Excessive consideration of a single type of nonlinear feature may affect the accuracy of the sleep stage. In view of these defects, our next research focus will be to consider and solve the problem.

5. Conclusions

In this paper, the principles of microwave scattering are used for the first time in the design of a microwave detection and treatment system. Following the problem of a popular sleep disorder, the microwave is used to modulate the brain functional sites and change the abnormal firing behavior of the activated area to improve and treat insomnia. This paper is also the first time that a microwave has been used to detect sleep brain activity. The proposed system is found to be capable of improving on the shortcomings of traditional PSG technology, replacing the inconvenient EEG contact connection and enabling non-contact microwave antenna to monitor sleep brain activity. After extracting the multiscale entropy features of microwave transmission signals and evaluating the performance of RF classifier, the average classification accuracy was 86.41%. Hence, the proposed system is proven to be successful despite many shortcomings. In the future, we will focus on the defects in the current research and improve the research methods further to achieve higher classification accuracy and treatment effect. Finally, we designed a more effective and convenient integrated microwave system that can be used widely in the daily detection and treatment of insomnia and could offer more effective treatments for other brain disorders, such as epilepsy, depression, and consciousness disorders.

Author Contributions: D.Y. and M.C. conceived and designed the research; D.Y. and D.G. analyzed the data and wrote the manuscript; D.G. and L.Z. revised the manuscript. All authors have read and approved the final manuscript.

Funding: This work was supported in part by Grant No. 61865004 and No. 21805055 from the National Natural Science Foundation of China. The research was also funded by the Guangxi Key Laboratory of Manufacturing Systems Foundation under Grant No. 17-259-05-003Z.

Acknowledgments: This work was partially supported by the National Natural Science Foundation of China (No.61865004, No. 21805055) and the Guangxi Key Laboratory of Manufacturing Systems Foundation (17-259-05-003Z).

Conflicts of Interest: The authors declare no conflict of interest.
References

1. Liu, X.-C.; Uchiyama, M.; Kim, K.; Okawa, M.; Shibui, K.; Kudo, Y.; Doi, Y.; Minowa, M.; Ogihara, R. Sleep loss and daytime sleepiness in the general adult population of Japan. Psychiatry Res. 2000, 93, 1–11. [CrossRef]

2. Spiess, M.; Bernardi, G.; Kurth, S.; Ringli, M.; Wehrle, F.M.; Jenni, O.G.; Huber, R.; Siclari, F. How do children fall asleep? A high-density EEG study of slow waves in the transition from wake to sleep. NeuroImage 2018, 178, 23–35. [CrossRef] [PubMed]

3. Siegel, J.M. Clues to the functions of mammalian sleep. Nature 2005, 437, 1264–1271. [CrossRef] [PubMed]

4. Laventure, S.; Fogel, S.; Lungu, O.; Albouy, G.; Sevigny-Dupont, P.; Vien, C.; Sayour, C.; Carrier, J.; Benali, H.; Doyon, J. NREM2 and Sleep spindles are instrumental to the consolidation of motor sequence memories. PLoS Biol. 2016, 14, e1002429. [CrossRef] [PubMed]

5. Kang, S.-G.; Mariani, S.; Marvin, S.A.; Ko, K.P.; Redline, S.; Winkelman, J.W. Sleep EEG spectral power is correlated with subjective-objective discrepancy of sleep onset latency in major depressive disorder. Prog. Neuro Psychoph. Biol. Psychiat. 2018, 85, 122–127. [CrossRef]

6. Barker, A.T.; Freeston, I.L.; Jalinous, R.; Jarratt, J.A. Magnetic stimulation of the human brain and peripheral nervous system: An introduction and the results of an initial clinical evaluation. Neurosurgery 1987, 20, 100–109. [CrossRef]

7. Trevizol, A.P.; Blumberger, D.M. An update on repetitive transcranial magnetic stimulation for the treatment of major depressive disorder. Clin. Pharmacol. Pharmaceut. 2019, 106, 747–762. [CrossRef]

8. Nayak, C.S.; Mariyappa, N.; Majumdar, K.K.; Prasad, P.D.; Ravi, G.S.; Nagappa, M.; Kandavel, T.; Taly, A.B.; Sinha, S. Heightened background cortical synchrony in patients with epilepsy: EEG phase synchrony analysis during awake and sleep stages using novel ensemble measure. Clin. EEG Neurosci. 2018, 49, 177–186. [CrossRef]

9. Trevizol, A.P.; Goldberger, K.W.; Mulsant, B.H.; Rajji, T.K.; Downar, J.; Daskalakis, Z.J.; Blumberger, D.M. Unilateral and bilateral repetitive transcranial magnetic stimulation for treatment-resistant late-life depression. Int. J. Geriatr. Psychiat. 2019, 34, 822–827. [CrossRef]

10. Kiebs, M.; Hurlemann, R.; Mutz, J. Repetitive transcranial magnetic stimulation in non-treatment-resistant depression. Br. J. Psychiat. 2019, 215, 445–446. [CrossRef]

11. James, L.M.; Iannone, R.; Palcza, J.; Renger, J.J.; Calder, N.; Cerchio, K.; Gottesdiener, K.; Hargreaves, R.; Murphy, M.G.; Boyle, J.; et al. Effect of a novel histamine subtype-3 receptor inverse agonist and modafinil on EEG power spectra during sleep deprivation and recovery sleep in male volunteers. Psychopharmacology 2011, 215, 643–653. [CrossRef] [PubMed]

12. Kline, C.E.; Irish, L.A.; Krafty, R.T.; Sternfeld, B.; Kravitz, H.M.; Buysse, D.J.; Bromberger, J.T.; Dugan, S.A.; Hall, M.H. Consistently high sports/exercise activity is associated with better sleep quality, continuity and depth in midlife women: The SWAN sleep study. Sleep 2013, 36, 1279–1288. [CrossRef] [PubMed]

13. Castroflorio, T.; Bargellini, A.; Rossini, G.; Cugliari, G.; Deregibus, A.; Manfredini, D. Agreement between clinical and portable EMG/ECG diagnosis of sleep bruxism. J. Oral. Rehabil. 2015, 42, 759–764. [CrossRef] [PubMed]

14. Dursun, M.; Oszsen, S.; Yucelbas, C.; Yucelbas, S.; Tezel, G.; Kucukcukturk, S.; Yosunkaya, S. A new approach to eliminating EOG artifacts from the sleep EEG signals for the automatic sleep stage classification. Neural Comput. Appl. 2017, 28, 3095–3112. [CrossRef]

15. Nozoe, K.T.; Kim, L.J.; Polesel, D.N.; Hirotsu, C.; de Souza, A.L.; Hachul, H.; Tufik, S.B.; Tufik, S.; Andersen, M.L.; Moreira, G.A. Sleep pattern and spectral analysis of caregiver-mothers of sons with Duchenne muscular dystrophy, and an examination of differences between carriers and non-carriers. Sleep Med. 2017, 32, 114–121. [CrossRef] [PubMed]

16. Wang, J.-K.; Jiang, X.; Peng, L.; Li, X.-M.; An, H.-J.; Wen, B.-J. Detection of neural activity of brain functional site based on microwave scattering principle. IEEE Access 2019, 7, 13468–13475. [CrossRef]

17. Geng, D.-S.; Yang, D.-G.; Cai, M.; Hao, W.-D.; Li, X.-M. Detection of acute tonic cold pain from microwave transcranial transmission signals obtained via the microwave scattering approach. IEEE Access 2019, 7, 142388–142405. [CrossRef]
18. Geng, D.-S.; Yang, D.-G.; Cai, M.; Hao, W.-D. Evaluation of acute tonic cold pain from microwave transcranial transmission signals using multi-entropy machine learning approach. *IEEE Access* 2020, 8, 2780–2791. [CrossRef]

19. Li, X.-P.; Xia, Q.; Qu, D.; Wu, T.-C.; Yang, D.-G.; Hao, W.-D.; Jiang, X.; Li, X.-M. The dynamic dielectric at a brain functional site and an EM wave approach to functional brain imaging. *Sci. Rep.* 2014, 4, 6893. [CrossRef]

20. Mobashsher, T.; Bialkowski, K.S.; Abbosh, A.M.; Crozier, S. Design and experimental evaluation of a non-invasive microwave head imaging system for intracranial haemorrhage detection. *PLoS ONE* 2016, 11, e0152351. [CrossRef]

21. Mobashsher, T.; Mahmoud, A.; Abbosh, A.M. Portable wideband microwave imaging system for intracranial hemorrhage detection using improved back-projection algorithm with model of effective head permittivity. *Sci. Rep.* 2016, 6, 20459. [CrossRef] [PubMed]

22. Kandadai, M.A.; Korfhagen, J.J.; Beiler, S.; Beiler, C.; Wagner, K.; Adeoye, O.M.; Shaw, G.J. In vivo testing of a non-invasive prototype device for the continuous monitoring of intracerebral hemorrhage. *J. Neurosci. Methods* 2014, 235, 117–122. [CrossRef] [PubMed]

23. Zamani, A.; Abbosh, A.M.; Mobashsher, A.T. Fast frequency-based multistatic microwave imaging algorithm with application to brain injury detection. *IEEE Trans. Microw. Theory Technol.* 2016, 64, 653–662. [CrossRef]

24. Danker-Hopfe, H.; Eggert, T.; Dorn, H.; Sauter, C. Effects of RF-EMF on the human resting-state EEG-the inconsistencies in the consistency. Part 1: Non-exposure-related limitations of comparability between studies. *Bioelectromagnetics* 2019, 40, 291–318. [CrossRef] [PubMed]

25. El Khoueiry, C.; Moretti, D.; Renom, R.; Camera, F.; Orlacchio, R.; Garenne, A.; De Gannes, F.P.; Poque-Haro, E.; Lagroye, I.; Veyret, B.; et al. Decreased spontaneous electrical activity in neuronal networks exposed to radiofrequency 1,800 MHz signals. *J. Neurophysiol.* 2018, 120, 2719–2729. [CrossRef]

26. Huber, R.; Treyer, V.; Borbely, A.A.; Schuderer, J.; Gottselig, J.M.; Landolt, H.P.; Werth, E.; Berthold, T.; Kuster, N.; Buck, A.; et al. Electromagnetic fields, such as those from mobile phones, alter regional cerebral blood flow and sleep and waking EEG. *J. Sleep Res.* 2002, 11, 289–295. [CrossRef]

27. Sinha, R.K. Artificial neural network and wavelet based automated detection of sleep spindles, REM sleep and wake states. *J. Med. Syst.* 2008, 32, 291–299. [CrossRef]

28. Koley, B.; Dey, D. An ensemble system for automatic sleep stage classification using single channel EEG signal. *Comput. Biol. Med.* 2012, 42, 1186–1195. [CrossRef]

29. Phan, H.; Andreotti, F.; Cooray, N.; Chen, O.Y.; De Vos, M. SeqSleepNet: End-to-end hierarchical recurrent neural network for sequence-to-sequence automatic sleep staging. *IEEE Trans. Neural Syst. Rehabil. Eng.* 2019, 27, 400–410. [CrossRef]

30. Wei, Y.-H.; Qi, X.; Wang, H.-N.; Liu, Z.; Wang, G.; Yan, X.-G. A multi-class automatic sleep staging method based on long short-term memory network using single-lead electrocardiogram signals. *IEEE Access* 2019, 7, 85959–85970. [CrossRef]

31. Khandoker, A.H.; Palaniswami, M.; Karmakar, C.K. Support vector machines for automated recognition of obstructive sleep apnea syndrome from ECG recordings. *IEEE Trans. Informat. Technol. Biomed.* 2009, 13, 37–48. [CrossRef] [PubMed]

32. Zarei, A.; Asl, B.M. Automatic detection of obstructive sleep apnea using wavelet transform and entropy-based features from single-lead ECG signal. *IEEE J. Biomed. Health Informat.* 2019, 23, 1011–1021. [CrossRef] [PubMed]

33. Alickovic, E.; Subasi, A. Ensemble SVM method for automatic sleep stage classification. *IEEE Trans. Instrum. Meas.* 2018, 67, 1258–1265. [CrossRef]

34. Yuan, Q.; Zhou, W.; Li, S.; Cai, D. Epileptic EEG classification based on extreme learning machine and nonlinear features. *Epilepsy Res.* 2011, 96, 29–38. [CrossRef] [PubMed]

35. Henz, D.; Schollhorn, W.I.; Poeggeler, B. Mobile phone chips reduce increases in EEG brain activity induced by mobile phone-emitted electromagnetic fields. *Front. Neurosci.* 2018, 12, 190. [CrossRef] [PubMed]

36. Hong, H.; Zhang, L.; Zhao, H.; Chu, H.; Gu, C.; Brown, M.; Zhu, X.-H.; Li, C.-Z. Microwave sensing and sleep. *IEEE Microw. Mag.* 2019, 20, 18–29. [CrossRef]

37. Deng, B.; Cai, L.H.; Li, S.N.; Wang, R.F.; Yu, H.T.; Chen, Y.; Wang, J. Multivariate multi-scale weighted permutation entropy analysis of EEG complexity for Alzheimer’s disease. *Cogn. Neurodyn.* 2017, 11, 217–231. [CrossRef]
38. Morabito, F.C.; Labate, D.; La Foresta, F.; Bramanti, A.; Morabito, G.; Palamara, I. Multivariate multi-scale permutation entropy for complexity analysis of Alzheimer’s disease EEG. *Entropy* **2012**, *14*, 1186–1202. [CrossRef]

39. Wu, S.-D.; Wu, C.-W.; Lin, S.-G.; Lee, K.-Y.; Peng, C.-K. Analysis of complex time series using refined composite multiscale entropy. *Phys. Lett. A* **2014**, *378*, 1369–1374. [CrossRef]

40. Costa, M.; Goldberger, A.L.; Peng, C.K. Multiscale entropy analysis of complex physiologic time series. *Phys. Rev. Lett.* **2002**, *89*, 068102. [CrossRef]

41. Costa, M.; Goldberger, A.L. Generalized multiscale entropy analysis: Application to quantifying the complexity volatility of human heartbeat time series. *Entropy* **2015**, *17*, 1197–1203. [CrossRef] [PubMed]

42. Azami, H.; Escudero, J. Amplitude- and fluctuation-based dispersion entropy. *Entropy* **2018**, *20*, 210. [CrossRef]

43. Azami, H.; Escudero, J. Coarse-graining approaches in univariate multiscale sample and dispersion entropy. *Entropy* **2018**, *20*, 138. [CrossRef]

44. Costa, M.; Goldberger, A.L.; Peng, C.-K. Multiscale entropy analysis of biological signals. *Phys. Rev. E* **2005**, *71*, 021906. [CrossRef] [PubMed]

45. Rostaghi, M.; Azami, H. Dispersion entropy: A measure for time-series analysis. *IEEE Signal Process. Lett.* **2016**, *23*, 610–614. [CrossRef]

46. Dong, X.-Z.; Chen, C.; Geng, Q.-S.; Cao, Z.X.; Chen, X.-Y.; Lin, J.-X.; Jin, Y.; Zhang, Z.-Z.Y.; Shi, Y.; Zhang, X.D. An improved method of handling missing values in the analysis of sample entropy for continuous monitoring of physiological signals. *Entropy* **2019**, *21*, 274. [CrossRef]

47. Rahman, M.M.; Bhuiyan, M.I.H.; Hassan, A.R. Sleep stage classification using single-channel EOG. *Comput. Biol. Med.* **2018**, *102*, 211–220. [CrossRef]

48. Liang, S.-F.; Kuo, C.-E.; Hu, Y.-H.; Pan, Y.-H.; Wang, Y.-H. Automatic stage scoring of single-channel sleep EEG by using multiscale entropy and autoregressive models. *IEEE Trans. Instrum. Meas.* **2012**, *61*, 1649–1657. [CrossRef]

49. Tian, P.; Hu, J.; Qi, J.; Ye, X.; Che, D.-T.; Ding, Y.; Peng, Y.-H. A hierarchical classification method for automatic sleep scoring using multiscale entropy features and proportion information of sleep architecture. *Biocybern. Biomed. Eng.* **2017**, *37*, 263–271. [CrossRef]

50. Hu, M.; Liang, H.L. Adaptive multiscale entropy analysis of multivariate neural data. *IEEE Trans. Biomed. Eng.* **2012**, *59*, 12–15.

51. Bandt, C.; Pompe, B. Permutation entropy: A natural complexity measure for time series. *Phys. Rev. Lett.* **2002**, *88*, 174102. [CrossRef] [PubMed]

52. Martinez-Rodrigo, A.; Garcia-Martinez, B.; Alcaraz, R.; Gonzalez, P.; Fernandez-Caballero, A. Multiscale entropy analysis for recognition of visually elicited negative stress from EEG recordings. *Int. J. Neural Syst.* **2019**, *29*, 1850038. [CrossRef] [PubMed]

53. Hariharan, M.; Sindhu, R.; Vijean, V.; Yazid, H.; Nadarajaw, T.; Yaacob, S.; Polat, K. Improved binary dragonfly optimization algorithm and wavelet packet based non-linear features for infant cry classification. *Comput. Methods Progr. Biomed.* **2018**, *155*, 39–51. [CrossRef] [PubMed]

54. Jolliffe, I.T.; Cadima, J. Principal component analysis: A review and recent developments. *Philos. Trans. Roy. Soc. A Math. Phys. Eng. Sci.* **2016**, *374*, 20150202. [CrossRef] [PubMed]

55. Peng, H.-C.; Long, F.-H.; Ding, C. Feature selection based on mutual information: Criteria of max-dependency, max-relevance, and min-redundancy. *IEEE Trans. Pattern Anal. Mach. Intell.* **2005**, *27*, 1226–1238. [CrossRef]

56. Rodriguez-Sotelo, J.L.; Osorio-Forero, A.; Jimenez-Rodriguez, A.; Cuesta-Frau, D.; Cirugeda-Roldan, E.; Peluffo, D. Automatic sleep stages classification using EEG entropy features and unsupervised pattern analysis techniques. *Entropy* **2014**, *16*, 6573–6589. [CrossRef]

57. Zoubek, L.; Charbonnier, S.; Lesecq, S.; Buguet, A.; Chapotot, F. Feature selection for sleep/wake stages classification using data driven methods. *Biomed. Signal Process. Control* **2007**, *2*, 171–179. [CrossRef]

58. Tagluk, M.E.; Sezgin, N.; Akin, M. Estimation of sleep stages by an artificial neural network employing EEG, EMG and EOG. *J. Med. Syst.* **2010**, *34*, 717–725. [CrossRef]

59. Ronzhina, M.; Janoušek, O.; Kolářová, J.; Nováková, M.; Honzik, P.; Provazník, I. Sleep scoring using artificial neural networks. *Sleep Med. Rev.* **2012**, *16*, 251–263. [CrossRef]
60. Fraiwan, L.; Lweesy, K.; Khasawneh, N.; Wenz, H.; Dickhaus, H. Automated sleep stage identification system based on time-frequency analysis of a single EEG channel and random forest classifier. *Comput. Methods Programs Biomed.* 2012, 108, 10–19. [CrossRef] [PubMed]

61. Korfhagen, J.J.; Kandadai, M.A.; Clark, J.F.; Adeoye, O.; Shaw, G.J. A prototype device for non-invasive continuous monitoring of intracerebral hemorrhage. *J Neurosci. Methods* 2013, 213, 132–137. [CrossRef] [PubMed]

62. Su, B.-L.; Luo, Y.-X.; Hong, C.-Y.; Nagurka, M.-L.; Yen, C.-W. Detecting slow wave sleep using a single EEG signal channel. *J. Neurosci. Methods* 2015, 243, 47–52. [CrossRef] [PubMed]

63. Alam, M.A.; Kumar, S.; McGinty, D.; Alam, M.N.; Szymusiak, R. Neuronal activity in the preoptic hypothalamus during sleep deprivation and recovery sleep. *J. Neurophysiol.* 2014, 111, 287–299. [CrossRef] [PubMed]

64. Holth, J.K.; Mahan, T.E.; Robinson, G.O.; Rocha, A.; Holtzman, D.M. Altered sleep and EEG power in the P301S Tau transgenic mouse model. *Ann. Clin. Transl. Neurol.* 2017, 4, 180–190. [CrossRef]

65. Siclari, F.; Bernardi, G.; Riedner, B.A.; LaRocque, J.J.; Benca, R.M.; Tononi, G. Two distinct synchronization processes in the transition to sleep: A high-density electroencephalographic study. *Sleep* 2014, 37, 1621–1637. [CrossRef]

66. Laufs, H.; Rodionov, R.; Thornton, R.; Duncan, J.S.; Lemieux, L.; Tagliazucchi, E. Altered fMRI connectivity dynamics in temporal lobe epilepsy might explain seizure semiology. *Front. Neurol.* 2014, 5, 175. [CrossRef]

67. Ferrarelli, F.; Smith, R.; Dentico, D.; Riedner, B.A.; Zennig, C.; Benca, R.M.; Lutz, A.; Davidson, R.J.; Tononi, G. Experienced mindfulness meditators exhibit higher parietal-occipital EEG gamma activity during NREM sleep. *PLoS ONE* 2013, 8, e73417. [CrossRef]

68. Neu, D.; Mairesse, O.; Verbanck, P.; Le Bon, O. Slow wave sleep in the chronically fatigued: Power spectra distribution patterns in chronic fatigue syndrome and primary insomnia. *Clin. Neurophysiol.* 2015, 126, 1926–1933. [CrossRef]

69. McCarthy, A.; Waﬀord, K.; Shanks, E.; Ligocki, M.; Edgar, D.M.; Dijk, D.J. REM sleep homeostasis in the absence of REM sleep: Effects of antidepressants. *Neuropharmacology* 2016, 108, 415–425. [CrossRef]

70. Ebrahimi, F.; Setarehdan, S.K.; Ayala-Moyeda, J.; Nazera, H. Automatic sleep staging using empirical mode decomposition, discrete wavelet transform, time-domain, and nonlinear dynamics features of heart rate variability signals. *Comput. Methods Programs Biomed.* 2013, 112, 47–57. [CrossRef] [PubMed]

71. Chen, A.C.; Rappelsberger, P. Brain and human pain: Topographic EEG amplitude and coherence mapping. *Brain Topogr.* 1994, 7, 129–140. [CrossRef] [PubMed]

72. Perentos, N.; Nicol, A.U.; Martins, A.Q.; Stewart, J.E.; Taylor, P.; Morton, A.J. Techniques for chronic monitoring of brain activity in freely moving sheep using wireless EEG recording. *J. Neurosci. Methods* 2017, 279, 87–100. [CrossRef] [PubMed]

73. Xiao, M. Sleep stages classification based on heart rate variability and random forest. *Biomed. Signal Process. Control* 2013, 8, 624–633. [CrossRef] [PubMed]

74. Ancoli-Israel, S.; Cole, R.; Alessi, C.; Chambers, M.; Moorcroft, W.; Pollak, C.P. The role of actigraphy in the study of sleep and circadian rhythms. *Sleep* 2003, 26, 342–392. [CrossRef] [PubMed]

75. Cao, Z.; Chuang, C.-H.; King, J.-K.; Lin, C.-T. Multi-channel EEG recordings during a sustained-attention driving task. *Sci. Data* 2019, 6, 19. [CrossRef] [PubMed]

76. Fraiwan, L.; Lweesy, K.; Khasawneh, N.; Fraiwan, M.; Wenz, H.; Dickhaus, H. Classification of sleep stages using multi-wavelet time frequency entropy and LDA. *Methods Informat. Med.* 2010, 49, 230–237.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).