Universal Constraints on Relaxation Times for $d$-level GKLS master equations
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In 1976, Gorini, Kossakowski, Sudarshan and Lindblad independently discovered a general form of master equations for the open quantum Markovian dynamics. In honor of all the authors, the equation is nowadays called the GKLS master equation. In this paper, we show universal constraints on the relaxation times valid for any $d$-level GKLS master equations, which is a generalization of the well-known constraints for 2-level systems. Specifically, we show that any relaxation rate, the inverse-relaxation time, is not greater than the half of the sum of all relaxation rates. Since the relaxation times are measurable in experiments, our constraints provide a direct experimental test for the validity of the GKLS master equations, and hence for the conditions of the completely positivity and Markovianity.

INTRODUCTION

The study of the open quantum dynamics holds significant value both in fundamental theory and technologies [1–4]. On the one hand, the origin of the non-unitary dynamics has been in debate for many years, especially in connection with the measurement problem [5]. On the other hand, the decoherence is the key obstacle in achieving practical quantum devices such as the quantum computer [6]. Therefore, a better understanding of the nature of decoherences and relaxation processes in open quantum systems is becoming almost an urgent task for theorists due to demands from quantum technologies.

While a general property of a time evolution is the unitarity (reversibility) for isolated quantum systems, it is widely accepted that the completely positivity plays such a role for an open quantum system [7]. The completely positivity comes from the positivity preservation for a system coupled to an environment owning finite dimension. Indeed, one can directly prove the completely positive condition of a time evolution map under any interaction between the system $S$ and the environment $E$, provided that there is no initial correlations between $S$ and $E$ [10]. However, some of the authors believe that further debate is necessary before setting the completely positivity as an axiom of the theory of open quantum dynamics, especially in connection with the presence of initial correlation [1]. Therefore, it would be quite prominent if there is a direct way to check the validity of the completely positivity in experiments.

In many physical situations, especially where the interaction with an environment is not too strong, the dynamics is well described by the Markovian dynamics where the memory effect turns out to be negligible. (Note that the validity of the assumption can be quantitatively studied by measuring the correlation times in environments.) [2, 4]. The time evolution map $\Lambda_t$ is then described by a one parameter $t \in \mathbb{R}$ semigroup acting on the set of density operators:

$$\rho \rightarrow \rho_t = \Lambda_t \rho,$$

which is called a (completely positive) dynamical semigroup [9, 10]. With a natural continuity condition, we get the master equation for the density operator

$$\frac{d}{dt} \rho_t = \mathcal{L} \rho_t,$$  \hspace{1cm} (1)

where $\mathcal{L}$ is the generator of the dynamics [8]. In 1976, Gorini, Kossakowski, and Sudarshan [10], and independently Lindblad [11] were successful in obtaining a general form of the generator $\mathcal{L}$ for any completely positive dynamical semigroups: If the system of interest is a quantum system with the associated $d$-dimensional Hilbert space, the generator $\mathcal{L}$ can be decomposed into the Hamiltonian part $\mathcal{H}$ and the dissipative part $\mathcal{D}$ as

$$\mathcal{L} = \mathcal{H} + \mathcal{D}, \quad \mathcal{H}(\rho) = -i[H, \rho], \quad \mathcal{D}(\rho) = \frac{1}{2} \sum_{i,j=1}^{d^2-1} C_{ij} \left( [F_i, \rho F_j^\dagger] + [F_i \rho, F_j^\dagger] \right)$$  \hspace{1cm} (2)

where $H$ is an Hermitian matrix (an effective Hamiltonian), $|C_{ij}|^2$ is a positive matrix, and $(F_i)_{i=1}^{d^2}$ with $F_i F_i^\dagger = 1/\sqrt{d}$ is an orthonormal basis of the set of all linear operators with respect to the Hilbert-Schmidt inner product, and

1 We do not go any further into this problem here. However, it deserves to be noticed that the real problem lies not in the completely positive condition but in the validity of the concept of time evolution map (See the footnotes 29 and 30 in [3]).
$[A, B] := AB - BA$ denotes the commutator between linear operators $A, B$. Equation (1) with the form (2) is called the GKLS (Gorini-Kossakowski-Lindblad-Sudarshan) master equation in honor of all the authors for this seminal discovery, and is widely used in the variety of fields such as quantum optics, quantum information sciences, biology, condensed matter physics and particle physics [1, 2, 4]. As essential assumptions for the GKLS master equations are the completely positivity and Markovianity, it is quite interesting to ask a general physical character of GKLS master equations directly available in experiments.

The authors in [10] indeed discussed such a general feature and revealed a generic constraints among the relaxation times in two level system, i.e., a qubit system: The three relaxation times $T_i$ ($i = 1, 2, 3$) of the two level systems are shown to satisfy the following inequalities

$$1/T_i + 1/T_j \geq 1/T_k, \ (i, j, k) : \text{permutation of } (1, 2, 3)$$

(3)

In particular, these relations includes the famous relation between the longitudinal relaxation time $T_L (= T_1)$ and the transverse relaxation time $T_T (= T_2 = T_3)$:

$$2T_L \geq T_T.$$  

(4)

This relation is usually observed in experiments [1, 12], the fact of which reflects the universal validity of GKLS master equations in open quantum systems. While the authors in [10] discussed the relations (3) only for a restricted setting where the Hamiltonian part $\mathcal{H}$ and $\mathcal{D}$ are commutative, which is equivalent to the case of Pauli master equations [15], the constraints (3) was later shown to hold for arbitrary GKLS master equation in two level system [13]. For higher level systems, Schimer and Solomon has studied some properties for relaxation times [16], but to the best of the authors’ knowledge, there are no universal constraints which are known to hold for any GKLS master equations. The purpose of this paper is to generalize constraints (3) to an arbitrary $d$-level quantum system. Namely, for generally $d^2 - 1$ existing relaxation times $T_\alpha$ ($\alpha = 1, \ldots, d^2 - 1$) (see next section for the detail) of $d$-level GKLS master equations, it follows that

$$\frac{1}{2} \sum_{\beta=1}^{d^2-1} \frac{1}{T_\beta} \geq \frac{1}{T_\alpha}.$$  

(5)

One observes easily that this is a generalization of (3) which is the case of $d = 2$. Naively speaking, the constraints (5) states that GKLS master equation, or the completely positive condition, prohibits the case where only one of the decaying time scale is too small. Indeed, we shall prove more tight constraints than (5) for $d \geq 3$ in the next section (See Theorem 1).

**UNIVERSAL CONSTRAINTS ON RELAXATION TIMES FOR $d$-LEVEL SYSTEMS**

In the following, let the system of interest be an arbitrary $d$-level quantum system associated with the Hilbert space $\mathbb{C}^d$. The Hilbert-Schmidt inner product between two matrices $A, B \in M_d(\mathbb{C})$ is denoted by $\langle A, B \rangle := \text{Tr}(A^\dagger B)$.

Let us start from clarifying the concept of the relaxation time in $d$ level GKLS master equations. Mathematically, GKLS master equation is an ordinary differential equation of the first order and dimension $d^2$, and the general solutions are superposition of the terms $P(t) \exp(\lambda t)$ where $P(t)$ is a polynomial function of $t$ and $\lambda$ is an eigenvalue of the generator $\mathcal{L}$. Considering the trace preserving property, one of the eigenvalue of $\mathcal{L}$ is $0$, so there are in general $d^2 - 1$ other eigenvalues $\lambda_\alpha$ ($\alpha = 1, \ldots, d^2 - 1$). Moreover, the real part of any eigenvalues of $\mathcal{L}$ cannot be positive, since otherwise the corresponding solution eventually go outside the set of all density operators, which is the bounded set, with e.g., the Hilbert-Schmidt norm. With these facts in mind, we define $d^2 - 1$ relaxation rates by $\Gamma_\alpha := - \text{Re} \lambda_\alpha > 0$ ($\alpha = 1, \ldots, d^2 - 1$), and the relaxation times by $T_\alpha := 1/\Gamma_\alpha$. By the linearity of $\mathcal{L}$ and the Born’s rule of quantum mechanics, an expectation value (including a probability) of any physical quantity $A$ evolves as the superposition of the exponential decay with these time scales:

$$\langle A \rangle_t = \sum_{\alpha=1,\ldots,d^2-1} P_\alpha(t) \exp(-t/T_\alpha) \exp(i\omega_\alpha t) + C,$$

(6)

where $P_\alpha(t)$ is a polynomial function of $t$.

---

2 The generator can be written for the infinite dimensional system as well [11]. However, in the present paper, we restrict ourselves to finite dimensional cases.

3 Let $A^*$ be the adjoint of $A$, i.e., $\langle \mathcal{L}^*(A), B \rangle = \langle A, \mathcal{L}(B) \rangle$ for $A, B \in M_d(\mathbb{C})$. From the trace preserving property, one has $0 = \frac{d}{dt} \text{Tr}(\rho t) \big|_{t=0} = \text{Tr} \mathcal{L}^*(\rho) = \text{Tr} \mathcal{L}^*(\rho) \rho$ for any $\rho := \rho_0 \in M_d(\mathbb{C})$, so it follows that $\mathcal{L}^*(\rho) = 0$. As the adjoint map has conjugate eigenvalues in general, so $\mathcal{L}$ has also a zero eigenvalue.
where \( P_\alpha(t) \) is a polynomial of \( t \), \( C \) is a constant (corresponding to the 0 eigenvalue) and \( \omega_\alpha := \Im \lambda_\alpha \) for the oscillating terms. Therefore, by measuring various quantities \( A \), one can in principle observe the relaxation times \( T_\alpha \) as exponential decaying time scales.

We are now ready to prove the main theorem:

**Theorem 1** For any GKLS master equation in \( d \)-level quantum system, all relaxation rates \( \Gamma_\alpha \) (\( \alpha = 1, \ldots, d^2 - 1 \)) satisfy

\[
\sum_{\beta=1}^{d^2-1} \Gamma_\beta \geq \frac{d}{\sqrt{2}} \Gamma_\alpha.
\]  

(6)

Note that \( \frac{d}{\sqrt{2}} \) for all \( d \geq 3 \), constraints (6) implies (5) by using \( T_\alpha = 1/\Gamma_\alpha \). As the case for \( d = 2 \) has already shown to be true in [13], we conclude that the constraints (5) universally follows for any \( d \)-level GKLS master equations.

[Proof] First, note that all complex eigenvalues of \( L \) appears as conjugate pairs. To see this, note that the Positive and hence Hermiticity Preserving property of dynamical semigroup implies

\[
(L(A))^\dagger = L(A^\dagger).
\]  

(7)

Let \( u_\alpha \) (\( \alpha = 1, \ldots, d^2 - 1 \)) be the normalized eigenvector of \( L \) belonging to the eigenvalue \( \lambda_\alpha \), i.e, \( L(u_\alpha) = \lambda_\alpha u_\alpha \) (\( ||u_\alpha||^2 = \text{Tr} u_\alpha^\dagger u_\alpha = 1 \)). By taking the adjoint of this and using (7), we have \( L(u_\alpha^\dagger) = \overline{\lambda_\alpha} u_\alpha^\dagger \). This shows that if \( \lambda \) is an eigenvalue of \( L \), then its complex conjugate \( \overline{\lambda} \) is also an eigenvalue of \( L \). Combining this and the fact that one of eigenvalue of \( L \) is 0, we have

\[
\text{Tr } L = \sum_{\beta=1}^{d^2-1} \Gamma_\beta.
\]  

(8)

Moreover, the trace of GKLS generator \( L \) can be directly computed to be \(-d \text{Tr } C^4 \), we have

\[
\sum_{\beta=1}^{d^2-1} \Gamma_\beta = d \text{Tr } C,
\]  

(9)

where \( C \) is the positive matrix in (2).

By GKLS form (2), the eigenvalue equation for \( L \) reads

\[
-\imath [H, u_\alpha] + \frac{1}{2} \sum_{ij} C_{ij} (2 F_i u_\alpha F_j^\dagger - \{ F_j^\dagger F_i, u_\alpha \}) = \lambda_\alpha u_\alpha
\]  

(10)

and its conjugation

\[
-\imath [H, u_\alpha^\dagger] + \frac{1}{2} \sum_{ij} C_{ij} (2 F_i u_\alpha^\dagger F_j^\dagger - \{ F_j^\dagger F_i, u_\alpha^\dagger \}) = \overline{\lambda_\alpha} u_\alpha^\dagger.
\]  

(11)

Here \( \{ A, B \} := AB + BA \) denotes the anti-commutator between linear operators \( A, B \). Multiplying \( u_\alpha^\dagger \) to (10) from the left and \( u_\alpha \) to (11) from the right, we have

\[
-\imath u_\alpha^\dagger [H, u_\alpha] + \frac{1}{2} \sum_{ij} C_{ij} (2 u_\alpha^\dagger F_i u_\alpha F_j^\dagger - u_\alpha^\dagger \{ F_j^\dagger F_i, u_\alpha \}) = \lambda_\alpha u_\alpha^\dagger u_\alpha
\]  

(12)

\[
-\imath [H, u_\alpha^\dagger] u_\alpha + \frac{1}{2} \sum_{ij} C_{ij} (2 F_i u_\alpha^\dagger F_j^\dagger u_\alpha - \{ F_j^\dagger F_i, u_\alpha^\dagger \} u_\alpha) = \lambda_\alpha u_\alpha^\dagger u_\alpha
\]  

(13)

\[4\] Using ONB \( \{|k\rangle\langle l|\}_{k,l=1}^d \) of \( M_d(\mathbb{C}) \), one has

\[
\text{Tr } H = \sum_{k,l} \langle k| H |l \rangle = -\imath \sum_{k,l} \langle k| H |k \rangle - \langle l| H |l \rangle = 0,
\]

and

\[
\text{Tr } D = \frac{1}{2} \sum_{k,l} \sum_{i,j} C_{ij} \sum_{k,l} (2 \langle k| F_i |k \rangle \langle l| F_j^\dagger |l \rangle - \langle k| F_i^\dagger F_j |k \rangle - \langle l| F_j^\dagger F_i |l \rangle)
\]

\[= \frac{1}{2} \sum_{i,j} C_{ij} (2 \text{Tr } F_i \text{Tr } F_j - 2d \text{Tr } F_i^\dagger F_j) = -d \sum_{i} C_{ii} = -d \text{Tr } C,
\]

where we have used that \( \text{Tr } F_i^\dagger F_i = \langle F_i^\dagger F_i \rangle = 0 \) and \( \text{Tr } F_i^\dagger F_j = \langle F_i^\dagger F_j \rangle = 0 \).
Taking traces over both equations and summing them up, we have
\[
\sum_{ij} C_{ij} \text{Tr}(u_i^a F_i u_a^j F_j^\dagger) + \text{Tr}(u_i^a F_i^\dagger u_a^j F_j) - u_i^a u_a^j F_i^\dagger F_j = -2\Gamma_\alpha,
\]
where we have used \(2 \text{Re} \lambda_\alpha = -\Gamma_\alpha\) and \(\text{Tr} u_i^a u_a^j = 1\) (the normalization condition for eigenvectors). Using the eigenvalue decomposition of the positive matrix \(C\), \(C_{ij} = \sum_k p_k v_i^{(k)} v_j^{(k)}\) with \(p_k \geq 0\) and letting \(L_k := \sum_i v_i^{(k)} F_i\), we have
\[
\sum_k p_k \text{Tr}(u_i^a L_k u_a^j L_k^\dagger) + \text{Tr}(u_i^a u_a^j L_k^\dagger L_k - u_i^a u_a^j L_k L_k^\dagger) = -2\Gamma_\alpha.
\]
This can be rewritten as
\[
\sum_k p_k (|[L_k, u_a]| |L_k u_a| + |[L_k, u_a^\dagger]| |L_k^\dagger u_a^\dagger|) = 2\Gamma_\alpha.
\]
By Schwarz inequality and the triangle inequality,
\[
2\Gamma_\alpha \leq \sum_k p_k ([|L_k, u_a| |L_k u_a| + |[L_k, u_a^\dagger]| |L_k^\dagger u_a^\dagger|]) \leq \sum_k p_k (||L_k, u_a|| + ||L_k, u_a^\dagger||) ||L_k||,
\]
where we have used \(|AB| \leq ||A|| ||B||\) and \(|u_a| = |u_a^\dagger| = 1\).
Finally, using the inequality [17]
\[
||[A, B]|| \leq \sqrt{2} ||A|| ||B||,
\]
we obtain
\[
\Gamma_\alpha \leq \sqrt{2} \sum_k p_k ||L_k|| = \sqrt{2} \sum_k p_k = \sqrt{2} \text{Tr} C,
\]
where we have used \(||L_k||^2 = \text{Tr} L_k^\dagger L_k = \sum_{ij} \sum_k |v_i^{(k)} v_j^{(k)} F_i^\dagger F_j| = \sum_k |v_i^{(k)}|^2 = ||v^{(k)}||^2 = 1\). Hence,
\[
\frac{d}{\sqrt{2}} \Gamma_\alpha \leq \sum_{\alpha=1}^{d^2-1} \Gamma_\alpha.
\]
Applying (9), we obtain the constraints (6).

\[\blacksquare\]

**CONCLUSION AND DISCUSSION**

In this paper, we have investigated \(d\)-level GKLS master equations and obtained universal constraints (5) for relaxation times that are predicted by any GKLS master equation. Indeed, the obtained constraints are more tight for \(d \geq 3\) and are expressed as (6). As the relaxation times are in principle measurable in experiments, the constraints would serve as a direct check for the validity of GKLS master equation, or equivalently, for the validity of completely positive conditions and Markovianity.

**ACKNOWLEDGMENTS**

We would like to thank Prof. D. Chruściński and Prof. K. Życzkowski for their useful comments and discussions. G.K. is grateful to Prof. Kossakowski for inviting me to this interesting subject and for supporting my work with helpful and fruitful advices since he was a postdoc at his laboratory.

[1] R. Alicki and K. Lendi, *Quantum Dynamical Semigroups and Application*, Lecture Notes in Physics Vol. 286 (Springer-Verlag, Berlin, 1987).
[2] H. P. Breuer and F. Petruccione, *The theory of open quantum systems* (Oxford, 2002).
[3] Gen Kimura, “ELEMENTARY MATHEMATICAL FRAMEWORK FOR OPEN QUANTUM d-LEVEL SYSTEMS: DECOHERENCE OVERVIEW” in “Decoherence Suppression in Quantum Systems 2008” edited by Mikio Nakahara, Robabeh Rahimi, Akira SaiToh (Kinki University Series on Quantum Computing, 2008).
[4] C. W. Gardiner and P. Zoller, *Quantum Noise*, 2nd ed. (Springer-Verlag, Heidelberg, 2000).
[5] B. d’Espagnat, *Conceptual Foundations of Quantum Mechanics* (Benjamin, Reading, MA, 1976).
[6] M. A. Nielsen and I. L. Chuang, *Quantum computation and quantum information*, Cambridge University Press, Cambridge, 2000.
[7] K. Kraus, *States, Effects, and Operations* (Springer, 1983).
[8] K. Yoshida, *Functional Analysis* (Springer, 1972).
[9] A. Kossakowski, Rep. Math. Phys 3, 247 (1972); Bull. Acad. Pol. Sci. Ser. Math. Astr. Phys. 21, 1021 (1972); R. S. Ingarden and A. Kossakowski, Ann. Phys. 89, 451 (1975).
[10] V. Gorini, A. Kossakowski, E. C. G. Sudarshan, J. Math. Phys. 17, 821 (1976).
[11] G. Lindblad, Commun. Math. Phys. 48, 119 (1976).
[12] A. Abragam, *Principles of Nuclear Magnetism* (Oxford University Press, 1961); C. P. Slichter, *Principles of Magnetic Resonance* (Springer-Verlag, 1990).
[13] G. Kimura, Phys. Rev. A 66, 062113 (2002).
[14] N. G. van Kampen, *Stochastic Processes In Physics And Chemistry* (North-Holland, 1983).
[15] G. Kimura, *State space and dynamics of open quantum systems with N levels*, doctor thesis (Waseda Univ., 2004).
[16] S. G. Schimer and A. I. Solomon, Phys. Rev. A 70 022107 (2004).
[17] A. Böttcher, D. Wenzel, Linear Algebra Appl. 429 1864 (2008).