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Abstract

The extremal inequality approach plays a key role in network information theory problems. In this paper, we propose a novel monotone path construction in product probability space. The optimality of Gaussian distribution is then established by standard perturbation arguments. The proofs of Liu-Viswanath extremal and vector Generalization of Costa’s entropy power inequality are illustrated into the unified framework. As applications, capacity region of the multiple-input multiple-output (MIMO) Gaussian broadcast channel and rate-distortion-equivocation function of the vector Gaussian secure source coding are revisited through our proposed extremal inequality approach.
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I. INTRODUCTION

Motivated by multi-antennas communication systems, computing capacity (rate-distortion) region of the vector Gaussian channel (source) is of wide interest. One of the most celebrated results is Weingarten et al.’s solution to capacity of the multiple-input multiple-output (MIMO) Gaussian broadcast channel [1]. It was pointed out in [2] that Weingarten’s result can be represented as optimization problem involving auxiliary random variables, and the capacity problem is reduced to evaluations of the extremal random variables.

Let $X, Z_1, Z_2$ be independent random vectors taking values in $p$ dimensional real number space $\mathbb{R}^p$, 

$$\max_{p(x):\text{cov}(x) \preceq S} h(X + Z_1) - \mu h(X + Z_2),$$

where $Z_1$ and $Z_2$ are vector Gaussian random variables with positive definite covariance matrix, and $\mu$ is any real number greater than 1. In [2], it is shown that the extremal auxiliaries of (1) are Gaussian distributed. In the proof of extremal inequality, two key techniques are involved. One is the channel enhancement argument [1], which is exploited to convert $Z_1$ and $Z_2$ in degraded order. The other is a strengthened perturbation approach following by Stam [3] and Blachman [4] in the proof of entropy power inequality (EPI) [5].

The extremal inequality approach is important in its own right. Not only has it played a key role in characterizing capacity region of the MIMO Gaussian broadcast channel with (without) secrecy [6]–[14], but also indispensable to several other vector Gaussian multi-terminal source and channel coding problems [15]–[29].

Note that conventional extremal inequality approach based on enhancement and perturbation might not be flexible enough to include all the situations, e.g., capacity of the MIMO Gaussian broadcast with common and private message. Indeed, Geng and Nair establish the Gaussian optimality through factorization property by regarding the product version of the original channel model [30]. Another example is on rate-distortion-equivocation function evaluation of the vector Gaussian secure source coding. The conventional approach can had resisted solution beyond the case of $\mu = 1$ [19].

Inspired by the recent work of [29], [31], we construct the Gaussian perturbation variable via a continuously parameterized tensorization process. Although the proposed method works in the product probability space as in [30], it is monotone path centric, and enables to leverage standard perturbation techniques [2], [21] to prove the optimality of the Gaussian solution. To show flexibility and informatics of our proposed construction, we will recover some existing extremal inequalities under the monotone path arguments, including Liu-Viswanath extremal inequality [2] and vector generalization of Costa’s EPI [10].

The rest of paper is organized as follows. In Section II we represent our techniques on Liu-Viswanath extremal inequality, and show how to prove Gaussian optimality without channel enhancement argument. In Section III we illustrate the similar idea can also recover the vector generalization of Costa’s EPI. We further revisit the main result of [30] and [19] in Section IV and V separately. The fundamental limits of the two multi-user information theory problems are fully characterized via our perturbation methods. Finally, we conclude by summarizing our contributions in the context of applications in multi-user information theory problems.
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II. LIU-VISWANATH EXTREMAL INEQUALITY

In this section, we provide an alternative proof of Liu-Viswanath extremal inequality in details.

Theorem 1: [2] Theorem 1] Let $Z_1, Z_2$ be Gaussian random vectors with positive semi-definite covariance matrices $K_1$ and $K_2$, respectively. If there exists a positive semi-definite matrix $B^*$ such that

$$ (B^* + K_1)^{-1} + M_1 = \mu (B^* + K_2)^{-1} + M_2, $$

for $\mu \geq 1$, and $M_1, M_2, S$ are positive semi-definite matrices satisfying

$$ B^* M_1 = 0, $$
$$ (S - B^*) M_2 = 0, $$

we have

$$ h(X + Z_1) - \mu h(X + Z_2) \leq \frac{1}{2} \log |(2\pi e) (B^* + K_1)| - \frac{\mu}{2} \log |(2\pi e) (B^* + K_2)|, $$

for any $X$ such that $\text{cov}(X) \preceq S$.

Remark 1: In [2], the extremal inequality was proved in two steps: Firstly, Gaussian random vector $Z_1$ is transformed into $\tilde{Z}_1$ via enhancement argument [6], which is degraded to $Z_2$. Secondly, a monotone path centered approach is invoked to show that Gaussian optimality of the auxiliary optimization problem on arbitrary distributed random vectors. Alternatively, Geng and Nair introduced a doubling trick to obtain Liu-Viswanath extremal inequality directly in [30]. Motivated by the doubling trick, we construct an appropriate monotone path in the tensorized probability space, and show the Gaussian optimality without enhancement argument.

A. Monotone Path Construction

We consider the covariance preserved transform in [32]. Specifically, for any $\gamma \in (0, 1)$, define

$$ X_{+\gamma} = \sqrt{1 - \gamma} X + \sqrt{\gamma} X^G, $$
$$ X_{-\gamma} = \sqrt{\gamma} X - \sqrt{1 - \gamma} X^G, $$

where $X^G$ follows Gaussian distribution $N(0, B^*)$, which is independent of $X$. Notice that $\{X_{+\gamma}, X_{-\gamma}\}$ is a family of distributions connecting arbitrary distributed $X$ to Gaussian distributed $X^G$. Let $g(\gamma)$ be the objective function evaluated along the perturbed path $\{X_{+\gamma}, X_{-\gamma}\}$,

$$ g(\gamma) = \mu h \left( X_{+\gamma} + \sqrt{1 - \gamma} N_1 + \sqrt{\gamma} N_1^G, X_{-\gamma} + \sqrt{\gamma} N_2 - \sqrt{1 - \gamma} N_2^G \right) $$
$$ - (\mu - 1) h \left( X_{+\gamma} + \sqrt{1 - \gamma} N_1 + \sqrt{\gamma} N_1^G \right). $$

In [32], $N_1^G, N_2^G$ are Gaussian random vectors with the same distribution of $N_1, N_2$, which are independent of $N_1, N_2$.

If $\gamma = 0$, we have

$$ g(0) = \mu h(X + N_1, -X^G - N_2^G) - (\mu - 1) h(X + N_1) $$
$$ = h(X + N_1) + \frac{\mu}{2} \log |(2\pi e) (B^* + K_2)|. $$

If $\gamma = 1$, we have

$$ g(1) = \mu h(X^G + N_1^G, X + N_2) - (\mu - 1) h(X^G + N_1^G) $$
$$ = \mu h(X + N_2) + \frac{1}{2} \log |(2\pi e) (B^* + K_1)|. $$

B. Derivative Evaluation

For the sake of simplifying notations, we denote by

$$ S_1 = \sqrt{\gamma} X^G + \sqrt{1 - \gamma} N_1 + \sqrt{\gamma} N_1^G, $$
$$ S_2 = -\sqrt{1 - \gamma} X^G + \sqrt{\gamma} N_2 - \sqrt{1 - \gamma} N_2^G. $$

The covariance matrices of $S_1$ and $S_2$ are

$$ K_{S_1} = \gamma B^* + K_1, $$
$$ K_{S_2} = (1 - \gamma) B^* + K_2. $$
It is easily verified that
\[ \sqrt{\gamma}S_1 - \sqrt{1-\gamma}S_2 = X^G + \sqrt{\gamma(1-\gamma)}N_1 + \gamma N_1^G - \sqrt{\gamma(1-\gamma)}N_2 + (1-\gamma)N_2^G. \] (17)

The covariance of \( \sqrt{\gamma}S_1 - \sqrt{1-\gamma}S_2 \) is
\[ K_\Delta = B^* + \gamma K_1 + (1-\gamma)K_2 \]
\[ = K_{S_1} + K_{S_2}. \] (18) (19)

We can thereby represent \( \sqrt{\gamma}S_1 \) by using its optimal estimation when giving \( \sqrt{\gamma}S_1 - \sqrt{1-\gamma}S_2 \), as below,
\[ \sqrt{\gamma}S_1 = \gamma(B^* + K_1)K_\Delta^{-1} \left( \sqrt{\gamma}S_1 - \sqrt{1-\gamma}S_2 \right) + \sqrt{\gamma(1-\gamma)W}, \] (20)

where \( W \) is independent of \( \sqrt{\gamma}S_1 - \sqrt{1-\gamma}S_2 \), with covariance
\[ K_W = K_{S_1} - \gamma(B^* + K_1)K_\Delta^{-1}(B^* + K_1) \]
\[ = ((1-\gamma)(B^* + K_1)^{-1} + \gamma(B^* + K_2)^{-1})^{-1} - B^* \]
\[ = (B^* + K_2)K_\Delta^{-1}(B^* + K_1) - B^*. \] (21) (22) (23)

Calculating the derivative of the first term of bivariate differential entropy in (5) on \( \gamma \), it can be written as
\[ \frac{d}{d\gamma} \left( X_{+,\gamma} + \sqrt{1-\gamma}N_1 + \sqrt{\gamma}N_1^G, X_{-,\gamma} + \sqrt{\gamma}N_2 - \sqrt{1-\gamma}N_2^G \right) \]
\[ = \frac{d}{d\gamma} \left( \sqrt{1-\gamma}X + S_1, \sqrt{\gamma}X + S_2 \right) \] (24)
\[ = \frac{d}{d\gamma} \left\{ h \left( \sqrt{\gamma(1-\gamma)}X + \sqrt{\gamma}S_1, \sqrt{\gamma}S_1 - \sqrt{1-\gamma}S_2 \right) + \frac{n}{2} \log (\gamma(1-\gamma)) \right\} \] (25)
\[ = \frac{d}{d\gamma} \left\{ h \left( \sqrt{\gamma(1-\gamma)}X + \sqrt{\gamma}S_1 \right| \sqrt{\gamma}S_1 - \sqrt{1-\gamma}S_2 \right) + \frac{n}{2} \log (\gamma(1-\gamma)) \right\} \] (26)
\[ = \frac{b}{2} \left\{ h(X + W) + \frac{1}{2} \log |(2\pi e)K_\Delta| \right\} \] (27)
\[ = \frac{1}{2} \text{ tr } \left\{ (\nabla_\gamma K_W) J(X + W) \right\} + \frac{1}{2} \text{ tr } \left\{ (K_1 - K_2)K_\Delta^{-1} \right\} \] (28)
\[ = \frac{1}{2(1-\gamma)^2} \text{ tr } \left\{ ((B^* + K_1)^{-1} - (B^* + K_2)^{-1}) (1-\gamma)^2(B^* + K_1)K_\Delta^{-1}(B^* + K_2)J(X + W) \right\} \] (29)

where
(a) is due to notations of \( S_1 \) and \( S_2 \) in (13) and (14);
(b) is due to (19) and (20);
(c) is due to chain rule of matrix calculus and Lemma 3 in Appendix A;
(d) is due to following calculations:
\[ \nabla_\gamma K_W = ((1-\gamma)(B^* + K_1)^{-1} + \gamma(B^* + K_2)^{-1})^{-1} - (B^* + K_2)^{-1} \]
\[ = ((1-\gamma)(B^* + K_1)^{-1} + \gamma(B^* + K_2)^{-1})^{-1} \]
\[ = (B^* + K_2)K_\Delta^{-1}(B^* + K_1) - (B^* + K_1)K_\Delta^{-1}(B^* + K_2), \] (30)
\[ K_1 - K_2 = (B^* + K_1) - (B^* + K_2) \]
\[ = -(B^* + K_2)((B^* + K_1)^{-1} - (B^* + K_2)^{-1})(B^* + K_1). \] (31)

Calculating the derivative of the second term of differential entropy in (5) on \( \gamma \), it can be written as
\[ \frac{d}{d\gamma} \left( X_{+,\gamma} + \sqrt{1-\gamma}N_1 + \sqrt{\gamma}N_1^G \right) \]
\[ = \frac{a}{d\gamma} \left( \sqrt{1-\gamma}X + S_1 \right) \] (32)
\[ = \frac{d}{d\gamma} \left\{ h \left( X + \frac{1}{\sqrt{1-\gamma}}S_1 \right) + \frac{n}{2} \log(1-\gamma) \right\} \] (33)
\[ = \frac{1}{2(1-\gamma)^2} \text{ tr } \left\{ (B^* + K_1)J \left( X + \frac{1}{\sqrt{1-\gamma}}S_1 \right) \right\} - \frac{n}{2(1-\gamma)^2} \] (34)
\[
\frac{1}{2(1-\gamma)^2} \text{tr} \left\{ \left( B^* + K_1 \right)^{-1} \left( B^* + K_1 \right) J \left( X + \frac{1}{\sqrt{1-\gamma}} S_1 \right) \left( B^* + K_1 \right) - (1-\gamma)(B^* + K_1) \right\}
\]

(35)

where

(a) is due to notations of \( S_1 \) in (13);
(b) is due to Lemma 3 in Appendix A and following calculation:

\[
\nabla_\gamma \left( \frac{K S_1}{1-\gamma} \right) = \nabla_\gamma \left( \frac{\gamma B^* + K_1}{1-\gamma} \right) = \frac{B^* + K_1}{(1-\gamma)^2}.
\]

(36)

Combining (8), (29) and (31), we obtain

\[
(1-\gamma)^2 \frac{d}{d\gamma} g(\gamma) = \text{tr} \left\{ \left( \mu(B^* + K_1)^{-1} - \mu(B^* + K_2)^{-1} \right) \left( \mu(B^* + K_1)^{-1} \left( B^* + K_1 \right) \left( B^* + K_1 \right) \right) \right\}
\]

(1-\gamma)^2 \left( \mu(B^* + K_1)^{-1} \left( B^* + K_1 \right) \right) \left( B^* + K_1 \right)

\[
\leq \text{tr} \left\{ \left( (B^* + K_1)^{-1} - \mu(B^* + K_1)^{-1} \right) \left( B^* + K_1 \right) \right\}
\]

(37)

C. Lower Bounds

In this subsection, we will show that (37) is lower bounded by 0. By (28), we firstly notice that

\[
\frac{1}{\sqrt{1-\gamma}} S_1 = W + \sqrt{\frac{\gamma}{1-\gamma}} (B^* + K_1) K_\Delta \left( \sqrt{\gamma} S_1 - \sqrt{1-\gamma} S_2 \right).
\]

(38)

Applying Fisher information inequality of Lemma 3 in Appendix A we obtain

\[
(B^* + K_1) K_\Delta^{-1} K_\Delta J \left( X + \frac{1}{\sqrt{1-\gamma}} S_1 \right) K_\Delta K_\Delta^{-1} (B^* + K_1) - (1-\gamma)(B^* + K_1)
\]

(39)

\[
\leq (B^* + K_1) K_\Delta^{-1} (B^* + K_1) J(X + W)(B^* + K_2) K_\Delta^{-1} (B^* + K_1)
\]

\[
+ (1-\gamma)^2 (B^* + K_1) K_\Delta^{-1} (B^* + K_2) J(X + W)(B^* + K_2) K_\Delta^{-1} (B^* + K_1)
\]

\[
- (1-\gamma)^2 (B^* + K_1) K_\Delta^{-1} (B^* + K_2).
\]

(40)

Thus, (37) can be lower bounded by

\[
\frac{d}{d\gamma} g(\gamma) \geq \text{tr} \left\{ \left( \left( B^* + K_1 \right)^{-1} - \mu \left( B^* + K_2 \right)^{-1} \right) \left( B^* + K_1 \right) \left( B^* + K_1 \right) \right\}
\]

(41)

\[
\leq \text{tr} \left\{ M_2 \left( (B^* + K_1) K_\Delta^{-1} (B^* + K_2) J(X + W)(B^* + K_2) K_\Delta^{-1} (B^* + K_1)
\right)
\]

\[
- \left( B^* + K_1 \right) K_\Delta^{-1} (B^* + K_2) \right) \}
\]

\[
- \text{tr} \left\{ M_1 \left( (B^* + K_1) K_\Delta^{-1} (B^* + K_2) J(X + W)(B^* + K_2) K_\Delta^{-1} (B^* + K_1)
\right)
\]

\[
- \left( B^* + K_1 \right) K_\Delta^{-1} (B^* + K_2) \right) \}
\]

(42)

We are going to evaluate bounds of (42) and (43), separately.

1) Bounds of (42): By applying Cramér-Rao inequality of Lemma 6 it can be shown that

\[
J(X + W)^{-1}
\]

(44)

\[
\leq \text{cov}(X + W) = \text{cov}(X) + K_W
\]

\[
\leq (B^* + K_2) K_\Delta^{-1} (B^* + K_1) + (S - B^*),
\]

(45)

where (a) is due to condition of \( \text{cov}(X) \leq S \) and (23).

Thus, (42) can be bounded as

\[
\text{tr} \left\{ M_2 \left( (B^* + K_1) K_\Delta^{-1} (B^* + K_2) J(X + W)(B^* + K_2) K_\Delta^{-1} (B^* + K_1)
\right)
\]

\[
- \left( B^* + K_1 \right) K_\Delta^{-1} (B^* + K_2) \right) \}
\]

\[
\geq \text{tr} \left\{ M_2 \left( (B^* + K_1) K_\Delta^{-1} (B^* + K_2) \left( (B^* + K_2) K_\Delta^{-1} (B^* + K_1) + (S - B^*) \right)^{-1}
\right)
\]

\[
((B^* + K_2) K_\Delta^{-1} (B^* + K_1)) - (B^* + K_2) K_\Delta^{-1} (B^* + K_1) - (S - B^*) \right) \}
\]

(46)

(47)
where (a) is from condition of $(S - B^*) M_2 = 0$.

2) Bounds of \((43)\): By applying data processing inequality of Lemma 7 it can be seen that

$$J(X + W) \leq J(X + W|X) = K_W^{-1} \tag{50}$$

where (a) is due to \((24)\).

Thus, \((43)\) can be thereby bounded as

$$\begin{align*}
\text{tr} \left\{ M_1 ((B^* + K_1)K_\Delta^{-1}(B^* + K_2)J(X + W)(B^* + K_2)K_\Delta^{-1}(B^* + K_1) \\
-(B^* + K_1)K_\Delta^{-1}(B^* + K_2)) \right\} \\
\leq \text{tr} \left\{ M_1(B^* + K_1)K_\Delta^{-1}(B^* + K_2) ((B^* + K_1)K_\Delta^{-1}(B^* + K_1) - B^*)^{-1} \\
((B^* + K_2)K_\Delta^{-1}(B^* + K_1) - (B^* + K_2)K_\Delta^{-1}(B^* + K_1) + B^*) \right\} \\
= \text{tr} \left\{ M_1(B^* + K_1)K_\Delta^{-1}(B^* + K_2) ((B^* + K_2)K_\Delta^{-1}(B^* + K_1) - B^*)^{-1} B^* \right\} \\
\equiv 0, \tag{55}
\end{align*}$$

where (a) is from condition of $B^* M_1 = 0$.

Combining \((49)\) and \((55)\), we have shown $dg(\gamma)/d\gamma \geq 0$, for $\gamma \in (0, 1)$. This completes the monotone path centered proof of Liu-Viswanath extremal inequality.

III. Vector Generalization of Costa’s Entropy Power Inequality

In [10], Liu et al. derived another extremal inequality based on a generalized Costa’s entropy power inequality, and use it to characterize secrecy capacity region of the MIMO Gaussian broadcast channel with layered confidential messages. In this section, we will proof the main theorem of [10] by appealing to monotone path approach only.

**Theorem 2:** [10] Theorem 2] Let $Z_i, i = 0, \ldots, L,$ be a total of $L + 1$ Gaussian random vectors with covariance matrices $K_i$, respectively. Assume that

$$K_1 \preceq \ldots \preceq K_L. \tag{56}$$

If there exists a positive semi-definite matrix such that

$$\sum_{i=1}^{L} \mu_i (B^* + K_i)^{-1} + M_1 = (B^* + K_0)^{-1} + M_2, \tag{57}$$

for $\mu_i \geq 0$ with $\sum_{i=1}^{L} \mu_i = 1$, and $M_1, M_2, S$ are positive semi-definite matrices satisfying

$$B^* M_1 = 0, \tag{58}$$

$$(S - B^*) M_2 = 0, \tag{59}$$

we have

$$\sum_{i=1}^{L} \mu_i b(X + Z_i) - b(X + Z_0) \leq \sum_{i=1}^{L} \mu_i \frac{1}{2} \log |(2\pi e)(B^* + K_i)| - \frac{1}{2} \log |(2\pi e)(B^* + K_0)|, \tag{60}$$

for any $X$ such that $\text{cov}(X) \preceq S$.

Remark 2: In [10], the extremal inequality is proved via enhancement argument and monotone path centered approach. However, as pointed out in [33], the monotone path proof of [10] contains an incorrect application of AM-GM inequality. We modified the perturbation framework, which is similar to Liu-Viswanath extremal inequality in the last section, and show the vector generalization of Costa’s entropy power inequality can be proved without enhancement argument and AM-GM inequality.
A. Monotone Path Construction

We consider the same covariance preserved transform \( \{X_{+, \gamma}, X_{-, \gamma}\} \) as \((6)\) and \((7)\). For any \( \gamma \in (0, 1) \), define the perturbed function \( g(\gamma) \) as follows

\[
g(\gamma) = \sum_{i=1}^{L} \mu_i h \left( X_{+, \gamma} + \sqrt{1 - \gamma} N_i + \sqrt{\gamma} N_i^G, X_{-, \gamma} + \sqrt{\gamma} N_0 - \sqrt{1 - \gamma} N_0^G \right),
\]

(61)

where \((N_0^G, \ldots, N_L^G)\) is a group of Gaussian random vectors with the same distribution as \((N_0, \ldots, N_L)\), which is independent of \((N_0, \ldots, N_L)\).

If \( \gamma = 0 \), we have

\[
g(0) = \sum_{i=1}^{L} \mu_i h(X + N_i, -X^G - N_0^G)
\]

(62)

\[
= \sum_{i=1}^{L} \mu_i h(X + N_i) + \frac{1}{2} \log |(2\pi e) (B^* + K_0)|.
\]

(63)

If \( \gamma = 1 \), we have

\[
g(1) = \sum_{i=1}^{L} \mu_i h(X^G + N_i^G, X + N_0)
\]

(64)

\[
= \sum_{i=1}^{L} \mu_i \frac{1}{2} \log |(2\pi e) (B^* + K_i)| + h(X + N_0).
\]

(65)

Similarly, we are going to prove the monotonicity of \( g(\gamma) \), i.e.,

\[
\frac{d}{d\gamma} g(\gamma) \geq 0, \quad \gamma \in (0, 1).
\]

(66)

B. Derivative Evaluation

For the sake of simplifying notations, we denote by

\[
S_i \triangleq \sqrt{\gamma} X^G + \sqrt{1 - \gamma} N_i + \sqrt{\gamma} N_i^G, \quad i = 1, \ldots, L,
\]

(67)

\[
S_0 \triangleq -\sqrt{1 - \gamma} X^G + \sqrt{\gamma} N_0 - \sqrt{1 - \gamma} N_0^G.
\]

(68)

For \( i = 1, \ldots, L \), is can be evaluated that

\[
\sqrt{\gamma} S_i - \sqrt{1 - \gamma} S_0 = X^G + \sqrt{\gamma(1 - \gamma)} N_i + \sqrt{\gamma} N_i^G - \sqrt{\gamma(1 - \gamma)} N_0 + (1 - \gamma) N_0^G.
\]

(69)

and its covariance is shown as

\[
K_{\Delta_i} = B^* + \gamma K_i + (1 - \gamma) K_0.
\]

(70)

We can also represent \( \sqrt{\gamma} S_i \) by using its optimal estimation when giving \( \sqrt{\gamma} S_i - \sqrt{1 - \gamma} S_0 \), for \( i = 1, \ldots, L \),

\[
\sqrt{\gamma} S_i = \gamma (B^* + K_i) K_{\Delta_i}^{-1} \left( \sqrt{\gamma} S_i - \sqrt{1 - \gamma} S_0 \right) + \sqrt{\gamma(1 - \gamma)} W_i,
\]

(71)

where \( W_i \) is independent of \( \sqrt{\gamma} S_i - \sqrt{1 - \gamma} S_0 \), with covariance

\[
K_{W_i} = ((1 - \gamma)(B^* + K_i)^{-1} + \gamma (B^* + K_0)^{-1})^{-1} - B^*
\]

(72)

\[
= (B^* + K_0) K_{\Delta_i}^{-1} (B^* + K_i) - B^*.
\]

(73)

Calculating the derivative of the bivariate differential entropy on \( \gamma \) as \((24)-(29)\) similarly, we obtain

\[
\frac{d}{d\gamma} g(\gamma)
\]

\[
= \sum_{i=1}^{L} \mu_i \frac{d}{d\gamma} h \left( X_{+, \gamma} + \sqrt{1 - \gamma} N_i + \sqrt{\gamma} N_i^G, X_{-, \gamma} + \sqrt{\gamma} N_0 - \sqrt{1 - \gamma} N_0^G \right)
\]

(74)

\[
= \sum_{i=1}^{L} \text{tr} \left\{ \mu_i ((B^* + K_i)^{-1} - (B^* + K_0)^{-1}) ((B^* + K_i) K_{\Delta_i}^{-1} (B^* + K_0)) \right\}
\]

(75)
\[
\begin{align*}
&= \sum_{i=1}^{L} \text{tr} \left\{ \mu_i \left( (B^* + K_i)^{-1} - (B^* + K_0)^{-1} + M_1 - M_2 \right) \left( (B^* + K_i)K_\Delta^{-1}(B^* + K_0)J(X + W_i) \right. \right. \\
&\quad \left. \left. - (B^* + K_i)K_\Delta^{-1}(B^* + K_0) \right) \right\} \\
&+ \sum_{i=1}^{L} \text{tr} \left\{ \mu_i M_2 \left( (B^* + K_i)K_\Delta^{-1}(B^* + K_0)J(X + W_i)(B^* + K_0)K_\Delta^{-1}(B^* + K_i) \right. \right. \\
&\quad \left. \left. - (B^* + K_i)K_\Delta^{-1}(B^* + K_0) \right) \right\} \\
&- \sum_{i=1}^{L} \text{tr} \left\{ \mu_i M_1 \left( (B^* + K_i)K_\Delta^{-1}(B^* + K_0)J(X + W_i)(B^* + K_0)K_\Delta^{-1}(B^* + K_i) \right. \right. \\
&\quad \left. \left. - (B^* + K_i)K_\Delta^{-1}(B^* + K_0) \right) \right\}.
\end{align*}
\]

(76)

C. Lower Bounds

It can be observed that (77) and (78) can be lower bounded by 0, using the same method of (43) and (42). We therefore omit the bounding details on (77) and (78). In the following, we show that (76) is lower bounded by 0.

Now let’s denote

\[
I_i = (B^* + K_i)K_\Delta^{-1}(B^* + K_0)J(X + W_i)(B^* + K_0)K_\Delta^{-1}(B^* + K_i) \\
- (B^* + K_i)K_\Delta^{-1}(B^* + K_0), \quad i = 1, \ldots, L.
\]

(79)

For any \(1 \leq j \leq i \leq L\), define

\[
K_i^{(j)} \triangleq K_{W_i} - K_{W_j} = (B^* + K_0)K_\Delta^{-1}(B^* + K_i) - (B^* + K_0)K_\Delta^{-1}(B^* + K_i)
\]

(80)

\[
= ((1 - \gamma)(B^* + K_i)^{-1} + \gamma(B^* + K_0)^{-1})^{-1} - ((1 - \gamma)(B^* + K_j)^{-1} + \gamma(B^* + K_0)^{-1})^{-1}
\]

(82)

\[
\geq 0.
\]

(83)

Thus, \(W_i\) can be decomposed as

\[
W_i = W_j + W_i^{(j)},
\]

(84)

where \(W_i^{(j)}\) is independent of \(W_j\), which follows Gaussian distribution \(N(0, K_i^{(j)})\).

Invoking Fisher information inequality of Lemma 4 in Appendix A, we can further obtain

\[
I_i = (B^* + K_i)K_\Delta^{-1}(B^* + K_0)J(X + W_j + W_i^{(j)})(B^* + K_0)K_\Delta^{-1}(B^* + K_i) \\
- (B^* + K_i)K_\Delta^{-1}(B^* + K_0) \leq (B^* + K_j)K_\Delta^{-1}(B^* + K_0)J(X + W_j)(B^* + K_0)K_\Delta^{-1}(B^* + K_j) \\
+ K_i^{(j)} - (B^* + K_i)K_\Delta^{-1}(B^* + K_0) = I_j.
\]

(85)

(86)

(87)

This implies the \(I_i \leq I_j\), for any \(1 \leq j \leq i \leq L\).

For the sake of simplifying notations, we denote \(\{A_1^{(1)}, \ldots, A_L^{(1)}\}\) as

\[
A_i^{(1)} = (B^* + K_i)^{-1} - (B^* + K_0)^{-1} + M_1 - M_2, \quad i = 1, \ldots, L.
\]

(88)

For \(j = 1, \ldots, L - 1\), we recursively define \(\{A_{j+1}^{(j+1)}, \ldots, A_L^{(j+1)}\}\) as

\[
A_i^{(j+1)} = A_i^{(j)} + \frac{\mu_j}{\sum_{k=j+1}^{L} \mu_k} A_i^{(j)}, \quad i = j + 1, \ldots, L.
\]

(89)

We have the following proposition on sequence of \(\{A_1^{(j)}, \ldots, A_L^{(j)}\}\), \(j = 1, \ldots, L\), and its proof can be found in Appendix B.

Proposition 1: Let \(\{A_1^{(j)}, \ldots, A_L^{(j)}\}\), \(j = 1, \ldots, L\), we have the following properties,

\[
\sum_{i=1}^{K} \mu_i A_i^{(j)} = 0, \quad j = 1, \ldots, L.
\]

(90)
The average block error probability is defined as
\[ P_e^{(n)} = \max_{i=1,2} Pr \left\{ (\hat{M}_0, \hat{M}_i) \neq (M_0, M_i) \right\} \]  

2) \[ A_j^{(j)} \succeq 0. \]  

We further define a family of functions \( \{f^{(1)}, \ldots, f^{(L)}\} \) as
\[ f^{(j)} = \sum_{i=j}^{L} \text{tr} \left\{ \mu_i A_i^{(j)} I_i \right\}, \quad j = 1, \ldots, L. \]  
Notice that \( f^{(1)} \) is equivalent to (76), and \( f^{(L)} = 0. \) We are in the position of showing a chain of inequalities,
\[ f^{(1)} \geq \cdots \geq f^{(L)} = 0. \]  
For a fixed \( 1 \leq j \leq L - 1 \), we have
\[ f^{(j)} = \sum_{i=j}^{L} \text{tr} \left\{ \mu_i A_i^{(j)} I_i \right\} \]  
\[ = \sum_{i=j+1}^{L} \text{tr} \left\{ \mu_i A_i^{(j)} I_i \right\} + \text{tr} \left\{ \mu_j A_j^{(j)} I_j \right\} \]  
\[ = \sum_{i=j+1}^{L} \text{tr} \left\{ \mu_i \left( A_i^{(j)} I_i + \frac{\mu_j}{\sum_{l=j+1}^{L} \mu_l} A_j^{(j)} I_j \right) \right\} \]  
\[ \geq \sum_{i=j+1}^{L} \text{tr} \left\{ \mu_i \left( A_i^{(j)} I_i + \frac{\mu_j}{\sum_{l=j+1}^{L} \mu_i} A_j^{(j)} I_i \right) \right\} \]  
\[ \equiv \sum_{i=j+1}^{L} \text{tr} \left\{ \mu_i A_i^{(j+1)} I_i \right\} \]  
\[ = f^{(j+1)}, \]  
where
(a) is due to the fact that \( I_i \preceq I_j \), for \( 1 \leq i \leq j \leq L \), and the fact that \( A_j^{(j)} \succeq 0 \) in Proposition 1;  
(b) is due to the recursive definition of \( A_i^{(j+1)} \) in (89).  
This completes the proof the inequality chain \( f^{(1)} \geq \cdots \geq f^{(L)} = 0 \), and further shows that (76) is lower bounded by 0.

IV. CAPACITY OF THE MIMO GAUSSIAN BROADCAST CHANNEL WITH COMMON AND PRIVATE MESSAGES

A. Problem Statement
Consider the MIMO Gaussian broadcast channel defined as follows,
\[ Y_1 = X + N_1, \]  
\[ Y_2 = X + N_2, \]  
where \( X \) is \( p \times 1 \) dimensional input random vector, \( N_1, N_2 \) are \( p \times 1 \) dimensional additive noises, which follow Gaussian distribution \( \mathcal{N}(0, K_1) \) and \( \mathcal{N}(0, K_2) \). We may denote \( n \)-length i.i.d. copies of random vector by a superscript \( n \) in this section, e.g. \( X^n = (X_1, \ldots, X_n) \).

Assume one encoder wants to broadcast one common message \( M_0 \) to each receiver and two private messages \( M_1, M_2 \) to every receiver respectively. We assume the message \( M_0, M_1, M_2 \) are independent of each other and uniformly distributed over message sets \( M_0^n = \{1, 2, \ldots, 2^n R_0\} \), \( M_1^n = \{1, 2, \ldots, 2^n R_1\} \), \( M_2^n = \{1, 2, \ldots, 2^n R_2\} \), individually. A \((2^{n R_0}, 2^{n R_1}, 2^{n R_2}, n)\) code consists of
- an encoding function \( \phi^n : M_0^n \times M_1^n \times M_2^n \rightarrow \mathbb{R}^{p \times n} \) that assigns a codeword \( x^n(m_0, m_1, m_2) \) to each message triple \((m_0, m_1, m_2)\),
- two decoding functions \( \psi_i^n : \mathbb{R}^{p \times n} \rightarrow M_0^n \times M_i^n \), \( i = 1, 2 \), in which decoder \( i \) assigns an estimate the common message and private message \((\hat{m}_0, \hat{m}_i)\) upon receiving \( y_i^n \).

The average block error probability is defined as
\[ P_e^{(n)} = \max_{i=1,2} Pr \left\{ (\hat{M}_0, \hat{M}_i) \neq (M_0, M_i) \right\}. \]  
A rate triple \((R_0, R_1, R_2)\) is said to be achievable if there exists a sequence of \((\phi^n, \psi_1^n, \psi_2^n, n)\) such that \( \lim_{n \rightarrow \infty} P_e^{(n)} = 0. \)
We assume an input covariance constraint \( \text{cov}(X) \leq S \) for some covariance matrix \( S \geq 0 \). The capacity \( C(S) \) is the closure of all achievable rate triples. Since the capacity region is convex set, we can characterize the capacity by its supporting hyperplanes. Equivalently, it can be expressed by solving the following optimization problem:

\[
\max_{(R_0, R_1, R_2) \in C(S)} R_0 + \mu_1 R_1 + \mu_2 R_2.
\]

If \( \max\{\mu_1, \mu_2\} \geq 1 \), we have

\[
\max_{(R_0, R_1, R_2) \in C(S)} R_0 + \mu_1 R_1 + \mu_2 R_2 \leq \max_{(0, R_1, R_2) \in C(S)} \mu_1 R_1 + \mu_2 R_2.
\]

Notice that the r.h.s. of (104) indicates the capacity region of MIMO Gaussian broadcast channel with private messages only, which has been derived in [1, 2]. It means an upper bound of the optimal value of (103) can be achieved by setting the rate of common message zero. So the capacity in the case that \( \max\{\mu_1, \mu_2\} \geq 1 \) is obtained by the capacity without common message. Throughout this section, we only focus on the case \( 0 < \mu_1, \mu_2 < 1 \).

**B. The Extremal Inequality**

By performing the coding scheme in [30, 34–36], an achievable rate region can be characterized by the matrix optimization problem

\[
\max_{(R_0, R_1, R_2) \in C(S)} R_0 + \mu_2 R_2 + \mu_1 R_1 \geq R^* (S, \mu_1, \mu_2), \quad 0 < \mu_1 \leq \mu_2 < 1,
\]

where

\[
R^* (S, \mu_1, \mu_2) \triangleq \max_{B_1, B_2} \min_{i = 1, 2} \left\{ \frac{1}{2} \log \frac{|S + K_i|}{|B_1 + B_2 + K_i|} \right\} + \frac{\mu_2}{2} \log \frac{|B_1 + B_2 + K_2|}{|B_2 + K_2|} + \frac{\mu_1}{2} \log \frac{|B_2 + K_1|}{|K_1|},
\]

subject to \( B_1 \geq 0, B_2 \geq 0, B_1 + B_2 \preceq S \).

Let \((B_1^*, B_2^*)\) be a maximizer of \( R^* (S, \mu_1, \mu_2) \), the necessary Karush-Kuhn-Tucker (KKT) conditions are given in the following lemma, whose proof is omitted because it is a standard evaluation on Lagrange function of \( R^* (S, \mu_1, \mu_2) \).

**Lemma 1**: The maximizer \((B_1^*, B_2^*)\) of \( R^* (S, \mu_1, \mu_2) \) need to satisfy

\[
\frac{\mu_2 - \lambda}{2} (B_1^* + B_2^* + K_2)^{-1} + M_1 = \frac{1 - \lambda}{2} (B_1^* + B_2^* + K_1)^{-1} + M_3,
\]

\[
\frac{\mu_2}{2} (B_2^* + K_2)^{-1} + M_1 = \frac{\mu_1}{2} (B_2^* + K_1)^{-1} + M_2,
\]

for some positive semi-definite matrices \( B_1^*, B_2^*, M_1, M_2 \) and \( M_3 \) that satisfy

\[
B_1^* M_1 = 0,
\]

\[
B_2^* M_2 = 0,
\]

\[
(S - B_1^* - B_2^*) M_3 = 0.
\]

To establish an extremal inequality and obtain the capacity region of two-receiver MIMO Gaussian broadcast channel common and private messages, we need further show

\[
\max_{(R_0, R_1, R_2) \in C(S)} R_0 + \mu_2 R_2 + \mu_1 R_1 \leq R^* (S, \mu_1, \mu_2),
\]

for any \( 0 < \mu_1 \leq \mu_2 < 1 \).

In [30], Geng and Nair resolved this converse proof of Gaussian optimality by exploiting the factorization of concave envelopes. Nevertheless, it seems indirect to extend this method to multi-receiver case. In this section, we construct the monotone path in tensorized probability space, and recover the same result as in [30]. Thus, Our approach gives an alternative converse based on perturbation arguments such as [2].

Now consider the \( UVW \) outer bound in [30, Sec. III-B]. For any \((R_0, R_1, R_2) \in C(S)\) and \( 0 < \mu_1 \leq \mu_2 < 1 \), we have

\[
R_0 + \mu_2 R_2 + \mu_1 R_1 \\
\leq (1 - \mu_2) R_0 + (\mu_2 - \mu_1)(R_0 + R_2) + \mu_1 (R_0 + R_2 + R_1)
\]

\[
\leq \min\{I(U; Y_1), I(U; Y_2)\} + \mu_2 I(V; Y_2 U) + \mu_1 I(X; Y_1 | V, U)
\]

1We omit the case that \( R_0 = 0 \), because it degenerates to the MIMO Gaussian broadcast channel with only private messages and has been resolved in [1, 2].
\[ \leq \lambda(U; Y_2) + (1 - \lambda)I(U; Y_1) + \mu_2 (X; Y_2|U) + \mu_1 (X; Y_1|U) \quad (115) \]

\[ = \mu_1 h(X + N_1|U, V) - \mu_2 h(X + N_2|U, V) + (\mu_2 - \lambda) h(X + N_2|U) - (1 - \lambda) h(X + N_1|U) \]

\[ - \mu_2 h(N_1) + \lambda h(X + N_2 + (1 - \lambda) h(X + N_1) \quad (116) \]

\[ \leq \mu_1 h(X + N_1|U, V) - \mu_2 h(X + N_2|U, V) + (\mu_2 - \lambda) h(X + N_2|U) - (1 - \lambda) h(X + N_1|U) \]

\[ - \frac{\mu_1}{2} \log \left| \frac{2\pi e}{|K_1|} \right| + \frac{\lambda}{2} \log \left| \frac{2\pi e}{|S + K_2|} \right| + \frac{1 - \lambda}{2} \log \left| \frac{2\pi e}{|S + K_1|} \right|. \quad (117) \]

By comparing (117) with optimization problem \( R^*(S, \mu_1, \mu_2) \) in (106), it can be shown that to prove the converse part, it is sufficient to prove the following extremal inequality.

**Theorem 3:** Let \( B_1^* \) and \( B_2^* \) be an optimal solution of \( R^*(S, \mu_1, \mu_2) \), then for any random variables \((U, V, X)\) such that \((U, V) \rightarrow X \rightarrow (Y_1, Y_2) \) and \( \text{cov}(X) \leq S \), we have

\[ \mu_1 h(X + N_1|U, V) - \mu_2 h(X + N_2|U, V) + (\mu_2 - \lambda) h(X + N_2|U) - (1 - \lambda) h(X + N_1|U) \]

\[ \leq \frac{\mu_1}{2} \log \left| \frac{2\pi e}{|B_1^* + K_1|} \right| + \frac{\mu_2 - \lambda}{2} \log \left| \frac{2\pi e}{|B_1^* + B_2^* + K_2|} \right| \]

\[ - \frac{1 - \lambda}{2} \log \left| \frac{2\pi e}{|B_1^* + B_2^* + K_1|} \right|. \quad (118) \]

**C. Proof of Theorem 3**

1) **Monotone Path Construction:** As before, we consider the covariance preserved transform \( \{X_+^{(1)}, X_-^{(1)}, X_+^{(2)}, X_-^{(2)}\} \) as below,

\[ X_+^{(2)} = \sqrt{1 - \gamma}X + \sqrt{\gamma}X_2^G, \quad (119) \]

\[ X_-^{(2)} = \sqrt{\gamma}X - \sqrt{1 - \gamma}X_2^G, \quad (120) \]

\[ X_+^{(1)} = X_+^{(2)} + \sqrt{\gamma}X_1^G, \quad (121) \]

\[ X_-^{(1)} = X_-^{(2)} - \sqrt{1 - \gamma}X_1^G, \quad (122) \]

where \( X_1^G \) and \( X_2^G \) follow independent Gaussian distribution \( \mathcal{N}(0, B_1^*) \) and \( \mathcal{N}(0, B_2^*) \), and they are both independent of \( X \).

For any \( \gamma \in (0, 1) \), define the perturbed function \( g(\gamma) \) as

\[ g(\gamma) = \mu_2 h \left( X_+^{(2)} + \sqrt{1 - \gamma}N_1 + \sqrt{\gamma}N_2, X_-^{(2)} - \sqrt{1 - \gamma}N_1 \right), \quad (123) \]

where \( N_1^G, N_2^G \) are Gaussian random vectors with the same distribution of \( N_1, N_2 \), which are independent of \( N_1, N_2 \).

When \( \gamma = 0 \), we notice that

\[ g(0) = \mu_2 h \left( X + N_1, -X_2^G - N_2^G \right) - (\mu_2 - \mu_1) h \left( X + N_1 \right) \]

\[ - (\mu_2 - \lambda) h \left( X + N_1, -X_1^G - N_2^G \right) - (1 - \mu_2) h \left( X + N_1 \right) \quad (124) \]

\[ = \mu_1 h \left( X + N_1 \right) - (1 - \lambda) h \left( X + N_1 \right) \]

\[ + \frac{\mu_2 - \lambda}{2} \log \left| \frac{2\pi e}{|B_1^* + B_2^* + K_2|} \right|. \quad (125) \]

When \( \gamma = 1 \), we notice that

\[ g(1) = \mu_2 h \left( X_2^G + N_2^G, X + N_2 \right) - (\mu_2 - \mu_1) h \left( X_2^G + N_2^G \right) \]

\[ - (\mu_2 - \lambda) h \left( X_2^G + N_2^G, X + N_2 \right) - (1 - \mu_2) h \left( X_2^G + N_2^G \right) \quad (126) \]

\[ = \mu_2 h \left( X + N_2 \right) - (\mu_2 - \lambda) h \left( X + N_2 \right) \]

\[ + \frac{\mu_1}{2} \log \left| \frac{2\pi e}{|B_1^* + B_2^* + K_1|} \right| - \frac{1 - \lambda}{2} \log \left| \frac{2\pi e}{|B_1^* + B_2^* + K_1|} \right|. \quad (127) \]

To prove (118) in Theorem 3 it is sufficient to show that \( g(\gamma) \) is monotonically increasing along the path of \( \{X_+^{(1)}, X_-^{(1)}, X_+^{(2)}, X_-^{(2)}\} \), i.e.,

\[ \frac{d}{d\gamma} g(\gamma) \geq 0, \quad \gamma \in (0, 1). \quad (128) \]
2) Derivative Evaluation: We firstly denote by
\[
S_1^{(2)} \triangleq \sqrt{\gamma}X_2^G + \sqrt{1 - \gamma}N_1 + \sqrt{\gamma}N_1^G, \tag{129}
\]
\[
S_2^{(2)} \triangleq -\sqrt{1 - \gamma}X_2^G + \sqrt{\gamma}N_2 - \sqrt{1 - \gamma}N_2^G. \tag{130}
\]
Their covariance are
\[
K_{S_1^{(2)}} = \gamma B_2^* + K_1, \tag{131}
\]
\[
K_{S_2^{(2)}} = (1 - \gamma)B_2^* + K_2. \tag{132}
\]
Using the same method in \([24],[25]\), the derivative of first term in \(g(\gamma)\) can be written as
\[
\begin{align*}
&\frac{d}{d\gamma} h \left( X_2^{(2)} + \sqrt{1 - \gamma}N_1 + \sqrt{\gamma}N_1^G, X_2^{(2)} - \sqrt{1 - \gamma}N_2 + \sqrt{\gamma}N_2^G \right) |_{U,V} \\
&\quad = \frac{d}{d\gamma} h \left( \sqrt{1 - \gamma}X + S_1^{(2)}, \sqrt{\gamma}X + S_2^{(2)} \right) |_{U,V} \tag{133}
\end{align*}
\]
\[
= \text{tr} \left\{ \left((B_2^* + K_1)^{-1} - (B_2^* + K_2)^{-1}\right) \left((B_2^* + K_1)K_{\Delta^{(2)}}^{-1}(B_2^* + K_2)\right) J(X + W|U,V) \right\}, \tag{134}
\]
where
\[
W = \sqrt{1 - \gamma}S_2^{(2)} - \mathbb{E} \left[ \sqrt{1 - \gamma}S_2^{(2)} \right] \tag{135}
\]
\[
K_{\Delta^{(2)}} = B_2^* + \gamma K_1 + (1 - \gamma)K_2. \tag{136}
\]
We now represent \(\sqrt{\gamma}S_2^{(2)}\) by using its optimal estimation when giving \(\sqrt{1 - \gamma}S_2^{(2)}\),
\[
\sqrt{\gamma}S_2^{(2)} = -\gamma B_2^* K_{S_2^{(2)}}^{-1} \sqrt{1 - \gamma}S_2^{(2)} + (B_2^* + K_2) K_{S_2^{(2)}}^{-1} W', \tag{137}
\]
where \(W'\) is independent of \(S_2^{(2)}\), which is a Gaussian random vector with covariance \(K_{W'}\). Since
\[
\sqrt{\gamma}S_2^{(2)} - \sqrt{1 - \gamma}S_2^{(2)} = (B_2^* + K_2) K_{S_2^{(2)}}^{-1} \left( -\sqrt{1 - \gamma}S_2^{(2)} + W' \right), \tag{138}
\]
we have the following relation on covariance matrices,
\[
K_{\Delta^{(2)}} = (B_2^* + K_2) K_{S_2^{(2)}}^{-1} \left( (1 - \gamma)K_{S_2^{(2)}} + \Sigma_{W'} \right) K_{S_2^{(2)}}^{-1} \left( B_2^* + \Sigma_2 \right). \tag{139}
\]
From \([138]\), we have
\[
\begin{align*}
\sqrt{\gamma}(1 - \gamma)W &= \sqrt{1 - \gamma}S_2^{(2)} + (1 - \gamma)(B_2^* + K_2) \Sigma_{\Delta^{(2)}}^{-1} \left( \sqrt{\gamma}S_2^{(2)} - \sqrt{1 - \gamma}S_2^{(2)} \right) \tag{140} \\
&= \sqrt{1 - \gamma}S_2^{(2)} + (1 - \gamma)(B_2^* + K_2) K_{\Delta^{(2)}}^{-1} \left( B_2^* + K_2 \right) K_{S_2^{(2)}}^{-1} \left( -\sqrt{1 - \gamma}S_2^{(2)} + W' \right)' \tag{141} \end{align*}
\]
\[
= \sqrt{1 - \gamma}S_2^{(2)} + (1 - \gamma)K_{S_2^{(2)}} \left( (1 - \gamma)K_{S_2^{(2)}} + \Sigma_{W'} \right)^{-1} \left( -\sqrt{1 - \gamma}S_2^{(2)} + W' \right)' \tag{142}
\]
\[
= \Sigma_{W'} \left( (1 - \gamma)\Sigma_{S_2^{(2)}} + \Sigma_{W'} \right)^{-1} \sqrt{1 - \gamma}S_2^{(2)} + (1 - \gamma)\Sigma_{S_2^{(2)}} \left( (1 - \gamma)K_{S_2^{(2)}} + \Sigma_{W'} \right)^{-1} W', \tag{143}
\]
where (a) is due to \([138]\), and (b) is due to \([139]\).

Invoking the complementary identity in Corollary 1 of Appendix A, we write Fisher information \(J(X + W|U,V)\) as
\[
J(X + W|U,V) = \frac{\gamma}{1 - \gamma} J \left( \sqrt{\gamma}(1 - \gamma)X + \sqrt{\gamma}(1 - \gamma)W \right) \tag{144}
\]
\[
= \frac{\gamma}{1 - \gamma} \left( K_{S_2^{(2)}} + K_{W'} \right) J \left( \sqrt{\gamma}(1 - \gamma)X + \sqrt{\gamma}(1 - \gamma)W \right) \tag{145}
\]
\[
= \frac{\gamma}{1 - \gamma} \left( K_{S_2^{(2)}} + K_{W'} \right) K_{S_2^{(2)}}^{-1} \left( (1 - \gamma)K_{S_2^{(2)}} + K_{W'} \right) K_{S_2^{(2)}}^{-1}
\]
\[
= \frac{\gamma}{1 - \gamma} \left( (1 - \gamma)K_{S_2^{(2)}} + K_{W'} \right) K_{S_2^{(2)}}^{-1} \left( B_2^* + K_2 \right) J \left( \sqrt{\gamma}(1 - \gamma)X + \sqrt{\gamma}S_1^{(2)} \right) \tag{146}
\]
\[
= \frac{\gamma}{1 - \gamma} \left( B_2^* + K_2 \right) K_{S_2^{(2)}}^{-1} \left( (1 - \gamma)K_{S_2^{(2)}} + K_{W'} \right) K_{S_2^{(2)}}^{-1}
\]

Similarly, the third and fourth terms in (137) and (139).

Substituting (147) into (134), we obtain

\[
\frac{d}{d\gamma} h \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) \sqrt{1 - \gamma X + S_2^{(2)}} | U, V \right) \\
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ (B_2^* + K_1) \left( (B_2^* + K_1)^{-1} - (B_2^* + K_2)^{-1} \right) (B_2^* + K_1) J \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) \sqrt{1 - \gamma X + S_2^{(2)}} U, V \right) \\
- \frac{1}{2(1 - \gamma)} \text{tr} \left\{ \gamma (B_2^* + K_1) \left( (B_2^* + K_1)^{-1} - (B_2^* + K_2)^{-1} \right) (B_2^* + K_1) K_{\Delta(2)}^{-1} \right\} \\
+ \frac{1}{2(1 - \gamma)} \text{tr} \left\{ (1 - \gamma) (B_2^* + K_2) \left( (B_2^* - K_1)^{-1} - (B_2^* + K_2)^{-1} \right) (B_2^* + K_1) K_{\Delta(2)}^{-1} \right\} \\
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ \left( (B_2^* + K_1)^{-1} - (B_2^* + K_2)^{-1} \right) (B_2^* + K_1) \\
J \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) \sqrt{1 - \gamma X + S_2^{(2)}} U, V \right) \left( (B_2^* + K_1) - (B_2^* + K_1) \right) \right\}. \\
(148)
\]

Using the same method as (129-135), the derivative of second term in \( g(\gamma) \) can be evaluated as

\[
\frac{d}{d\gamma} h \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) \sqrt{1 - \gamma X + S_2^{(2)}} | U, V \right) \\
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ (B_2^* + K_1)^{-1} \left( (B_2^* + K_1) J \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) U, V \right) (B_2^* + K_1) - (B_2^* + K_1) \right\}. \\
(150)
\]

Similarly, the third and fourth terms in \( g(\gamma) \) can be evaluated as

\[
\frac{d}{d\gamma} h \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_2^{(2)}} | U \right) \\
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ \left( (B_2^* + B_2^* + K_1)^{-1} - (B_2^* + B_2^* + K_2)^{-1} \right) (B_1^* + B_2^* + K_1) \\
J \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_2^{(2)}} U \right) \left( (B_1^* + B_2^* + K_1) - (B_1^* + B_2^* + K_1) \right) \right\}, \\
(151)
\]

\[
\frac{d}{d\gamma} h \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) U \\
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ (B_1^* + B_2^* + K_1)^{-1} (B_1^* + B_2^* + K_1) \\
J \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) U \right) \left( (B_1^* + B_2^* + K_1) - (B_1^* + B_2^* + K_1) \right) \right\}. \\
(152)
\]

Combining (149), (150), (151) and (152), we obtain

\[
2(1 - \gamma) \frac{d}{d\gamma} g(\gamma) \\
= \text{tr} \left\{ \mu_2 \left( (B_2^* + K_1)^{-1} - (B_2^* + K_2)^{-1} \right) (B_2^* + K_1) \\
J \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) \sqrt{1 - \gamma X + S_2^{(2)}} U, V \right) \left( (B_2^* + K_1) - (B_2^* + K_1) \right) \right\} \\
- \text{tr} \left\{ \left( \mu_2 - \mu_1 \right) (B_2^* + K_1)^{-1} \left( (B_2^* + K_1) J \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) U, V \right) \left( (B_2^* + K_1) - (B_2^* + K_1) \right) \right\} \\
- \text{tr} \left\{ \left( \mu_2 - \lambda \right) (B_1^* + B_2^* + K_1)^{-1} \left( (B_1^* + B_2^* + K_1) J \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) U \right) \left( (B_1^* + B_2^* + K_1) - (B_1^* + B_2^* + K_1) \right) \right\}, \\
(153)
\]

\[
- \text{tr} \left\{ \left( \mu_2 - \lambda \right) (B_1^* + B_2^* + K_1)^{-1} \left( (B_1^* + B_2^* + K_1) J \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) U \right) \left( (B_1^* + B_2^* + K_1) - (B_1^* + B_2^* + K_1) \right) \right\} \\
J \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) \left( (B_1^* + B_2^* + K_1) - (B_1^* + B_2^* + K_1) \right) \right\}. \\
(154)
\]

3) Lower Bounds: Firstly applying data processing inequality in Lemma [7]

\[
J \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) U, V \right) \leq J \left( \sqrt{1 - \gamma X + S_1^{(2)}} \right) \sqrt{1 - \gamma X + S_2^{(2)}} U, V \right), \\
(155)
\]

\[
J \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) U \right) \leq J \left( \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_1^{(2)}} \right) \sqrt{1 - \gamma X + \sqrt{\gamma} X_1^G + S_2^{(2)}} U \right). \\
(156)
\]
We thus have

\[
2(1 - \gamma) \frac{d}{d\gamma} \varphi(\gamma) \\
\geq \text{tr} \left\{ \left( \mu_1 (B_2^* + K_1)^{-1} - \mu_2 (B_2^* + K_2)^{-1} \right) \left( (B_2^* + K_2) \right) \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \right\} \\
- \text{tr} \left\{ \left( (1 - \lambda) (B_1^* + B_2^* + K_1) \right) \left( (B_1^* + B_2^* + K_2) \right) \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \right\} \\
= \text{tr} \left\{ \left( (B_1^* + B_2^* + K_1) \right) \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \right\} \\
\geq \text{tr} \left\{ \left( (B_1^* + B_2^* + K_1) \right) \left( (B_1^* + B_2^* + K_1) \right) \right\}
\]

(a)

where (a) is due to KKT conditions \[107\] and \[108\] in Lemma \[1\]. From data processing inequality in Lemma \[7\]

\[
J \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \leq J \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right)
\]

Thus, \[161\] can be upper bounded by

\[
\text{tr} \left\{ \left( B_1^* + B_2^* + K_1 \right) \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \right\} \\
\leq \text{tr} \left\{ \left( B_1^* + B_2^* + K_1 \right) \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \right\}
\]

(a)

where (a) is due to KKT condition \(B_2^* M_1 = M_1 B_2^* = 0\) in Lemma \[1\].

From data processing inequality in Lemma \[7\]

\[
J \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \leq J \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right)
\]

(a)

where (a) is from the fact that \(\sqrt{1 - \gamma} N_1 + \sqrt{\gamma} N_1^G\) is independent of \(\sqrt{1 - \gamma} N_2 + \sqrt{\gamma} N_2^G\). Thus, \[162\] can be upper bounded by

\[
\text{tr} \left\{ \left( B_2^* + K_1 \right) \left( \sqrt{1 - \gamma} X + S_1^{(2)} \right) \right\} \\
\geq \text{tr} \left\{ \left( B_2^* + K_1 \right) \left( B_2^* + K_1 \right) \right\}
\]

(a)

where (a) is due to KKT condition \(B_2^* M_2 = 0\) in Lemma \[1\].
From data processing inequality in Lemma[7] and Cramér-Rao inequality of Lemma[6] it can be shown that

\[
J \left( \sqrt{1 - \gamma} X + \sqrt{\gamma} X^G + S_1^{(2)} \right) \left( \sqrt{\gamma} X - \sqrt{1 - \gamma} X^G + S_2^{(2)}, U \right)^{-1} \\
\leq J \left( \sqrt{1 - \gamma} X + \sqrt{\gamma} X^G + S_1^{(2)} \right)^{-1} \\
cov \left( \sqrt{1 - \gamma} X + \sqrt{\gamma} X^G + \sqrt{\gamma} X^G + \sqrt{1 - \gamma} N_1 + \sqrt{\gamma} N_1^G \right) \\
= (1 - \gamma) \text{cov}(X) + \gamma (B_1^* + B_2^* + K_1) \\
\leq (1 - \gamma) S + \gamma (B_1^* + B_2^*) + K_1.
\]

Thus, (163) can be lower bounded by

\[
\text{tr} \left\{ M_3 ((B_1^* + B_2^* + K_1) \\
J \left( \sqrt{1 - \gamma} X + \sqrt{\gamma} X^G + S_1^{(2)} \right) \left( \sqrt{\gamma} X - \sqrt{1 - \gamma} X^G + S_2^{(2)}, U \right) (B_1^* + B_2^* + K_1) - (B_1^* + B_2^* + K_1)) \right\} \\
\geq \text{tr} \left\{ M_3 ((1 - \gamma) S + \gamma (B_1^* + B_2^* + K_1))^{-1} (B_1^* + B_2^* + K_1) - (B_1^* + B_2^* + K_1)) \right\} \\
= - \text{tr} \left\{ M_3 (1 - \gamma) (B_1^* + B_2^* + K_1) ((1 - \gamma) S + \gamma (B_1^* + B_2^*)) + K_1)^{-1} (S - B_1^* - B_2^*) \right\} \\
\stackrel{(a)}{=} 0,
\]

where (a) is due to KKT condition $S - B_1^* - B_2^*$ $M_3 = 0$ in Lemma[1]. Combining (168), (175) and (182), this completes the perturbation proof of $dg(\gamma)/d\gamma \geq 0$, and so the extremal inequality (118) in Theorem[3].

V. RATE-DISTORTION-EQUIVOCATION FUNCTION OF THE VECTOR GAUSSIAN SECURE SOURCE CODING

A. Problem Statement

The vector Gaussian secure source coding problem setup consists of one encoder, one legitimate decoder and one eavesdropper decoder. Let \{X, Y, Z\} be a tuple of random vectors, which is drawn from a jointly vector Gaussian distribution. The encoder, the legitimate decoder and the eavesdropper decoder observe X, Y and Z, respectively.

The vector Gaussian source \{X, Y, Z\} can be written as
\[
Y = X + N_Y, \\
Z = X + N_Z,
\]

where X is a p×1-dimensional Gaussian random vector with mean zero and covariance K > 0, each $N_Y$ is a p×1-dimensional Gaussian random vector with mean zero and covariance $K_Y > 0$, and $N_Z$ is a p×1-dimensional Gaussian random vector with mean zero and covariance $K_Z > 0$, respectively. We shall point out that $(N_Y, N_Z)$ and X are independent from expressions (183) and (184). However, no additional independence relationship is imposed between $N_Y(t)$ and $N_Z(t)$.

The encoder wants to convey an n-length source sequence $X^n \triangleq (X_1, \ldots, X_n)$ to the legitimate decoder within a distortion constraint, and meanwhile the eavesdropper decoder is kept ignorant of source $X^n$, which is measured by equivocation.

A $(2^nR, n)$ code of rate R consists of
- an encoding function $\phi : \mathcal{R}^{p \times n} \mapsto \mathcal{M}^n = \{1, \ldots, 2^nR\}$ that finds a codeword $m(x^n)$ to each n-length source sequence $x^n$, and sends it to both decoders,
- an legitimate decoding function $\psi : \mathcal{R}^{p \times n} \times \mathcal{M}^n \mapsto \mathcal{R}^{p \times n}$ that assigns an estimate $\hat{x}^n(m, y^n)$ to each received codeword $m$ and the side information $y^n$.

The distortion of the reconstructed $\hat{X}$ at the legitimate is measured by the mean square error (MSE) matrix D, and the privacy leakage about the source X at the eavesdropper is measured by the equivocation rate $R_e$ as in [37]. A rate-distortion-equivocation tuple $(R, D, R_e)$ is said to be achievable if there exists a sequence of $(2^nR, n)$ code such that
\[
\begin{align*}
\frac{1}{n} \text{cov}(X^n|Y^n, M) & \preceq D, \\
\frac{1}{n} H(X^n|Z^n, M) & \geq R_e.
\end{align*}
\]

For a fixed D, the rate-equivocation pair $(R, R_e)$ is included in region $\mathcal{R}(D)$. Since region $\mathcal{R}(D)$ is convex, to characterize the rate-distortion-equivocation function for the vector Gaussian model, we can alternatively consider the following $\mu$-difference problem
\[
\inf_{(R, R_e) \in \mathcal{R}(D)} \mu R - R_e,
\]
for any $\mu \geq 0.$
B. The Extremal Inequality

Villard and Piantanida studied the general setting of secure source coding problem in [38]. By performing rate splitting and Wyner-Ziv coding to exploit the side information at the legitimate, an achievable rate-distortion-equivocation tradeoff region can be characterized by the following matrix optimization problem,

$$\inf_{(R,R_e) \in \mathcal{R}(D)} \mu R - R_e \leq R^*(D, \mu),$$  \hspace{1cm} (188)

where

$$R^*(D, \mu) \triangleq \min_{B_1, B_2} \frac{\mu + 1}{2} \log \left( \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Y + B_1 + B_2 \right) \right) - \frac{1}{2} \log \left( \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Y + B_2 \right) \right)$$

$$+ \frac{1}{2} \log \left( \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Z + B_2 \right) \right) - \frac{\mu}{2} \log \left( \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Y \right) \right)$$

subject to

$$B_1 \geq 0, \ B_2 \geq 0,$$

$$B_1 + B_2 \geq D^{-1} - K^{-1} - K^{-1}_Y.$$  \hspace{1cm} (189)

To establish an extremal inequality and characterize the rate-distortion-equivocation function of the vector Gaussian secure source coding problem, we need further show

$$\inf_{(R,R_e) \in \mathcal{R}(D)} \mu R - R_e \geq R^*(D, \mu).$$  \hspace{1cm} (190)

In [19], Ekrem and Ulukus studied the vector Gaussian secure source coding problem, and partially characterize the rate-distortion-equivocation function in the case of $\mu = 1$. However, it seems a difficult task to generalize their source enhancement argument beyond the case of $\mu = 1$. As pointed out in [28], it is also unclear how to generalize the method of factorization in [30] to handle the non-degraded source. In this section, we prove the extremal inequality based on a novel monotone path construction, and fully characterize the rate-distortion-equivocation function for arbitrary positive $\mu$.

Let $(B_1^*, B_2^*)$ be one minimizer of the optimization problem $R^*(D, \mu)$. The necessary Karush-Kuhn-Tucker (KKT) conditions are given in the following lemma, whose proof is omitted because it is a standard evaluation on Lagrange function of $R^*(D, \mu)$.

**Lemma 2:** The minimizer $(B_1^*, B_2^*)$ of $R^*(D, \mu)$ need to satisfy

$$(\mu + 1) \left( K^{-1} + K^{-1}_Y + B_1^* + B_2^* \right)^{-1} = M_1 + M_3,$$  \hspace{1cm} (191)

$$K^{-1} + K^{-1}_Y + B_2^* \right)^{-1} + M_2 = (K^{-1} + K^{-1}_Z + B_2^*)^{-1} + M_1,$$  \hspace{1cm} (192)

for some positive semi-definite matrices $M_1, M_2, M_3 \geq 0$ such that

$$B_1^* M_1 = 0,$$  \hspace{1cm} (193)

$$B_2^* M_2 = 0,$$  \hspace{1cm} (194)

$$(K^{-1} + K^{-1}_Y + B_1^* + B_2^* - D^{-1}) M_3 = 0.$$  \hspace{1cm} (195)

Now starting from the single-letter expressions in [38 Theorem 3], the $\mu$-difference of $\mu R - R_e$ for any rate-equivocation pair $(R, R_e) \in \mathcal{R}(D)$ should be lower bounded by

$$\mu R - R_e \geq \mu I(X; V | Y) - h(X | V, Y) - I(X; Y | U) + I(X; Z | U)$$

$$= (\mu + 1) I(X; V | Y) - h(X | Y) - I(X; Y | U) + I(X; Z | U)$$

$$= - (\mu + 1) h(X | Y, V) + h(X | Y, U) - h(X | Z, U) + \mu h(X | Y)$$

$$= - (\mu + 1) h(X | Y, V) + h(X | Y, U) - h(X | Z, U) - \frac{\mu}{2} \log \left[ \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Y \right) \right].$$  \hspace{1cm} (196)

By comparing [199] with optimization problem $R^*(D, \mu)$ in (189), it can be shown that to prove to converse part, it is sufficient to prove the following extremal inequality.

**Theorem 4:** There exist two positive semi-definite matrices $B_1^*$ and $B_2^*$, which satisfy KKT conditions (191)-(195) in lemma 2 to minimize optimization problem $R^*(D, \mu)$, then for some real number $\mu \geq 0$, we have

$$- (\mu + 1) h(X | Y, V) + h(X | Y, U) - h(X | Z, U)$$

$$\geq \frac{\mu + 1}{2} \log \left[ \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Y + B_1^* + B_2^* \right) \right] - \frac{1}{2} \log \left[ \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Y + B_2^* \right) \right]$$

$$+ \frac{1}{2} \log \left[ \frac{1}{(2\pi e)} \left( K^{-1} + K^{-1}_Z + B_2^* \right) \right],$$  \hspace{1cm} (200)

for any $(U, V)$ such that $U \rightarrow V \rightarrow X \rightarrow (Y, Z)$ forms a Markov chain and $\text{cov}(X | Y, V) \leq D$. 
C. Proof of Theorem 4

1) Monotone Path Construction: For the sake of simplifying notations, we firstly denote by
\[
\Delta_1^{-1} = K^{-1} + B_1^* + B_2^*, \quad (201)
\]
\[
\Delta_2^{-1} = K^{-1} + B^*_2, \quad (202)
\]

We consider the covariance preserved transform \( \{X_{\gamma}^{(1)}, X_{\gamma}^{(2)}\} \) as
\[
X_{\gamma}^{(1)} = \sqrt{1 - \gamma} X + \sqrt{\gamma} X_1^G, \quad (203)
\]
\[
X_{\gamma}^{(1)} = \sqrt{\gamma} X - \sqrt{1 - \gamma} X_1^G, \quad (204)
\]
\[
X_{\gamma}^{(2)} = X_{\gamma}^{(1)} + \sqrt{\gamma} X_2^G, \quad (205)
\]
\[
X_{\gamma}^{(2)} = X_{\gamma}^{(2)} - \sqrt{1 - \gamma} X_2^G, \quad (206)
\]

where \( X_1^G \) and \( X_2^G \) are mutually independent random vectors, which follow Gaussian distributions \( N(0, \Delta_1) \) and \( N(0, \Delta_2 - \Delta_1) \), separately. For any \( \gamma \in (0, 1) \), the perturbation function \( g(\gamma) \) is defined as
\[
g(\gamma) = - (\mu + 1) \left( h(X|V) - (\mu + 1) h(Y|V) + h(Z|U) + h(X_1^G + X_2^G + N_2^G) \right) \quad (207)
\]

where \( N_1^G, N_2^G \) are independent Gaussian random vectors with the same distributions of \( N_Y, N_Z \).

When \( \gamma = 0 \), we have
\[
g(0) = - (\mu + 1) h(X|V) - (\mu + 1) h(X_1^G + N_2^G) + h(Z|U) + h(X_1^G + X_2^G + N_2^G) \quad (208)
\]

When \( \gamma = 1 \), we have
\[
g(1) = - (\mu + 1) h(X|V) - (\mu + 1) h(Y|V) + h(X_1^G + X_2^G + N_2^G) + h(Y|U). \quad (209)
\]

Therefore,
\[
g(0) - g(1)
= - (\mu + 1) ((h(X|V) - h(Y|V)) + h(Z|U) - h(Y|U)
- \frac{\mu + 1}{2} \log \frac{\Delta_1 + K_2^*}{\Delta_1} + \frac{\mu + 1}{2} \log \frac{\Delta_2 + K_Y}{\Delta_2 + K_Z}
= - (\mu + 1) h(X|Y, V) + h(X|Y, U) - h(X|Z, U)
- \frac{\mu + 1}{2} \log \left( \frac{2\pi e}{\Delta_1^{-1} + K_Y^{-1}} \right) + \frac{1}{2} \log \left( \frac{2\pi e}{\Delta_2^{-1} + K_Z^{-1}} \right) - \frac{1}{2} \log \left( \frac{2\pi e}{\Delta_2^{-1} + K_Z^{-1}} \right). \quad (210)
\]

Comparing (200) with (211), it can be concluded that it needs to prove \( g(\gamma) \) is a monotonically decreasing function on \( \gamma \), i.e.,
\[
\frac{d}{d\gamma} g(\gamma) \leq 0, \quad \gamma \in (0, 1). \quad (212)
\]

2) Derivative Evaluation: Using the same method of calculating the derivative from (134) to (149), we can obtain
\[
\frac{d}{d\gamma} h \left( X_{\gamma}^{(1)}, X_{\gamma}^{(2)} + \sqrt{\gamma} Y + \sqrt{1 - \gamma} N_2^G \right)
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ \left( \Delta_1^{-1} - \left( \Delta_1 + K_Y \right)^{-1} \right) \left( \Delta_1 J \left( X_{\gamma}^{(1)} \right| X_{\gamma}^{(1)} + \sqrt{\gamma} Y + \sqrt{1 - \gamma} N_2^G, V \right) \Delta_1 - \Delta_1 \right\} \quad (213)
\]
\[
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ \left( \Delta_2^{-1} + K_Y^{-1} \right)^{-1} \left( \Delta_1 \right) \left( X_{\gamma}^{(1)} \right| X_{\gamma}^{(1)} + \sqrt{\gamma} Y + \sqrt{1 - \gamma} N_2^G, V \right) - \Delta_1^{-1} \right\}, \quad (214)
\]

where (a) is due Woodbury matrix inversion identity.

We can similarly obtain
\[
\frac{d}{d\gamma} h \left( X_{\gamma}^{(2)} + \sqrt{1 - \gamma} Z + \sqrt{\gamma} N_2^G, X_{\gamma}^{(2)} + \sqrt{\gamma} Y + \sqrt{1 - \gamma} N_2^G \right)
= \frac{1}{2(1 - \gamma)} \text{tr} \left\{ \left( \Delta_2 + K_Z \right)^{-1} - \left( \Delta_2 + K_Y \right)^{-1} \right\} \left( \Delta_2 + K_Z \right) \left( J \left( X_{\gamma}^{(2)} \right| X_{\gamma}^{(2)} + \sqrt{\gamma} Y + \sqrt{1 - \gamma} N_2^G, U \right) \Delta_2 + K_Z \right) - \left( \Delta_2 + K_Z \right) \right\} \quad (215)
\]
\[
\frac{1}{2(1-\gamma)} \text{tr} \left\{ \left( (\Delta_2^{-1} + K_Z^{-1}) - (\Delta_2^{-1} + K_Z^{-1}) \right) ( (I + \Delta_2^{-1} K_Z) \right. \\
J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \left) (I + K_Z \Delta_2^{-1}) - \Delta_2^{-1} (\Delta_2 + K_Z) \Delta_2^{-1} \right) \right\}. 
\]

(216)

So, the derivative of \( g(\gamma) \) can be written as

\[
2(1-\gamma) \frac{d}{d\gamma} g(\gamma) = \text{tr} \left\{ \left( (\Delta_2^{-1} + K_Z^{-1}) - (\Delta_2^{-1} + K_Z^{-1}) \right) ( (I + \Delta_2^{-1} K_Z) \right. \\
J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \left) (I + K_Z \Delta_2^{-1}) - \Delta_2^{-1} (\Delta_2 + K_Z) \Delta_2^{-1} \right) \right\}. 
\]

(217)

\[
= \text{tr} \left\{ \left( (\Delta_2^{-1} + K_Z^{-1}) - (\Delta_2^{-1} + K_Z^{-1}) \right) ( (I + \Delta_2^{-1} K_Z) \right. \\
J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \left) (I + K_Z \Delta_2^{-1}) - \Delta_2^{-1} (\Delta_2 + K_Z) \Delta_2^{-1} \right) \right\}. 
\]

(218)

\[
= \text{tr} \left\{ M_1 \left( (I + \Delta_2^{-1} K_Z) J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right) (I + K_Z \Delta_2^{-1}) \\
- J \left( X_{\gamma,\gamma}^{(1)} \right) X_{\gamma,\gamma}^{(1)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},V}) - \Delta_2^{-1} K_Z \Delta_2^{-1} - \Delta_2^{-1} + \Delta_1^{-1} \right) \right\}. 
\]

(219)

\[
- \text{tr} \left\{ M_2 \left( (I + \Delta_2^{-1} K_Z) J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right) (I + K_Z \Delta_2^{-1}) \\
- \Delta_2^{-1} (\Delta_2 + K_Z) \Delta_2^{-1} \right) \right\}. 
\]

(220)

\[
- \text{tr} \left\{ M_3 \left( J \left( X_{\gamma,\gamma}^{(1)} \right) X_{\gamma,\gamma}^{(1)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},V}) - \Delta_1^{-1} \right) \right\}. 
\]

(221)

3) Upper Bounds: From data processing inequality in Lemma 7 and Markov chain \( U \rightarrow V \rightarrow X \), we have

\[
J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right) \left( I + K_Z \Delta_2^{-1} \right) \\
\leq J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right) \left( I + K_Z \Delta_2^{-1} \right) \\
= J \left( X_{\gamma,\gamma}^{(1)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(1)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right). 
\]

(222)

Since \( \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \) is independent of \( X_{\gamma,\gamma}^{(1)} \) and \( \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G}} \), we can apply Lemma 4 in Appendix A. It is shown that

\[
(I + \Delta_2^{-1} K_Z) J \left( X_{\gamma,\gamma}^{(1)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(1)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},V}) \left( I + K_Z \Delta_2^{-1} \right) \\
\leq J \left( X_{\gamma,\gamma}^{(1)} \right) X_{\gamma,\gamma}^{(1)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},V}) + \Delta_2^{-1} K_Z \Delta_2^{-1}. 
\]

(223)

By combining (223) and (222), it shows that (219) can be bounded by

\[
\text{tr} \left\{ M_1 \left( (I + \Delta_2^{-1} K_Z) J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right) (I + K_Z \Delta_2^{-1}) \\
- J \left( X_{\gamma,\gamma}^{(1)} \right) X_{\gamma,\gamma}^{(1)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},V}) - \Delta_2^{-1} K_Z \Delta_2^{-1} - \Delta_2^{-1} + \Delta_1^{-1} \right) \right\} \\
\leq \text{tr} \left\{ M_1 \left( (I + \Delta_2^{-1} K_Z) (I - \gamma K + \gamma \Delta_2 K Z) \right)^{-1} \right\} = 0. 
\]

(225)

Again from data processing inequality in Lemma 7 we have

\[
J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right) \\
\geq J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) \left( (1-\gamma) K + \gamma \Delta_2 K Z \right)^{-1} 
\]

(226)

Substituting (227) into (220), it can be shown

\[
\text{tr} \left\{ M_2 \left( (I + \Delta_2^{-1} K_Z) J \left( X_{\gamma,\gamma}^{(2)} + \sqrt{1-\gamma N_Z + \sqrt{\gamma N_Z^G}} \right) X_{\gamma,\gamma}^{(2)} + \sqrt{\gamma N_Y - \sqrt{1-\gamma N_Y^G},U} \right) (I + K_Z \Delta_2^{-1}) \\
- \Delta_2^{-1} (\Delta_2 + K_Z) \Delta_2^{-1} \right) \right\} \\
\geq \text{tr} \left\{ M_2 \left( (I + \Delta_2^{-1} K_Z) (I - \gamma K + \gamma \Delta_2 K Z) \Delta_2^{-1} \right) \right\} \\
= \text{tr} \left\{ M_2 \left( I + \Delta_2^{-1} K Z \right) (I - \gamma K + \gamma \Delta_2 K Z) \Delta_2^{-1} \right\}. 
\]

(228)

(229)
\begin{align*}
= \text{tr} \left\{ (1 - \gamma) M_2 (I + \Delta^{-1} K) (1 - \gamma) (K + \gamma \Delta_2 + KZ)^{-1} K^{-1} (K^{-1} - \Delta^{-1}) \right\} \\
= \text{tr} \left\{ (1 - \gamma) M_2 (I + \Delta^{-1} KZ) (1 - \gamma) (K + \gamma \Delta_2 + KZ)^{-1} K^{-1} B_2^* \right\} \\
(a) = 0,
\end{align*}

where (a) is due to KKT condition $B_2^* M_2 = 0$ in (194).

Now using a similar argument as (145)-(147), we show that
\begin{align*}
J \left( X_{+, \gamma}^{(1)} \left| X_{+, \gamma}^{(1)} + \sqrt{\gamma} N_Y - \sqrt{1 - \gamma} N_{Y, W} \right| V \right) - \Delta^{-1}
\overset{(a)}{=} (1 - \gamma) (\Delta_1 + (1 - \gamma) K)^{-1} (\Delta_1 + K) J (X + W | V) (\Delta_1 + K) (\Delta_1 + (1 - \gamma) K)^{-1} \\
+ \gamma (\Delta_1 + (1 - \gamma) K)^{-1} - \Delta^{-1}
= (1 - \gamma) (\Delta_1^{-1} + K^{-1}) (1 - \gamma) (\Delta_1^{-1} + K)^{-1} (\Delta_1^{-1} + K^{-1})^{-1} (\Delta_1^{-1} + K_Y^{-1}) \\
+ \gamma (\Delta_1 + (1 - \gamma) K)^{-1} - \Delta^{-1}
\overset{(b)}{=} \frac{1 - \gamma}{\gamma} (\Delta_1^{-1} + K_Y^{-1}) (1 - \gamma) (\Delta_1^{-1} + K_Y^{-1})^{-1} (\Delta_1^{-1} + K_Y^{-1}) + \gamma (\Delta_1 + (1 - \gamma) K)^{-1} - \Delta^{-1} \\
- \frac{1 - \gamma}{\gamma^2} (\Delta_1^{-1} + K_Y^{-1}) \text{cov}(X | X + W, V) (\Delta_1^{-1} + K_Y^{-1})
= \frac{1 - \gamma}{\gamma} (\Delta_1^{-1} + K_Y^{-1}) - \frac{1 - \gamma}{\gamma^2} (\Delta_1^{-1} + K_Y^{-1}) \text{cov}(X | X + W, V) (\Delta_1^{-1} + K_Y^{-1}),
\end{align*}

where in (a) $W$ is a Gaussian random vector with covariance $K_W = \gamma \left( (1 - \gamma) (\Delta_1^{-1} + K_Y^{-1}) \right)$, and (b) is due to complementary identity of Lemma 3 in Appendix A.

Notice that $K_W \preceq K_Y$, then applying Lemma 3 in Appendix A we have lower bounds on $\text{cov}(X | X + W, V)$,
\begin{align*}
\text{cov}(X | X + N_Y, V)^{-1} & \preceq \text{cov}(X | X + W, V)^{-1} + K_W^{-1} - K_Y^{-1} \\
& \overset{(a)}{=} \text{cov}(X | X + N_Y, V)^{-1} + \frac{1 - \gamma}{\gamma} (\Delta_1^{-1} + K_Y^{-1}) \\
& \preceq D^{-1} + \frac{1 - \gamma}{\gamma} (\Delta_1^{-1} + K_Y^{-1})
\end{align*}

where (a) is due to the MMSE distortion constraint $\text{cov}(X | Y)^{-1} \preceq D$.

Substituting (236) and (239) into , we obtain
\begin{align*}
\text{tr} \left\{ M_3 \left( J \left( X_{+, \gamma}^{(1)} \left| X_{+, \gamma}^{(1)} + \sqrt{\gamma} N_Y - \sqrt{1 - \gamma} N_{Y, W} \right| V \right) - \Delta^{-1} \right) \right\}
\geq \text{tr} \left\{ M_3 \left( \frac{1 - \gamma}{\gamma} (\Delta_1^{-1} + K_Y^{-1}) - \frac{1 - \gamma}{\gamma^2} (\Delta_1^{-1} + K_Y^{-1}) \left( D^{-1} + \frac{1 - \gamma}{\gamma} (\Delta_1^{-1} + K_Y^{-1}) \right) \right)^{-1} \left( \Delta_1^{-1} + K_Y^{-1} \right) \right\}
\overset{(a)}{=} \frac{1 - \gamma}{\gamma} \text{tr} \left\{ M_3 (\Delta_1^{-1} + K_Y^{-1}) (\gamma D^{-1} + (1 - \gamma) (\Delta_1^{-1} + K_Y^{-1})^{-1} (\gamma D^{-1} + (1 - \gamma) (\Delta_1^{-1} + K_Y^{-1}) - (\Delta_1^{-1} + K_Y^{-1})) \right\}
\geq (1 - \gamma) \text{tr} \left\{ M_3 (\Delta_1^{-1} + K_Y^{-1}) (\gamma D^{-1} + (1 - \gamma) (\Delta_1^{-1} + K_Y^{-1})^{-1} (D^{-1} - \Delta_1^{-1} - K_Y^{-1}) \right\}
\overset{(a)}{=} 0,
\end{align*}

where (a) is due to KKT condition $(D^{-1} - \Delta_1^{-1} - K_Y^{-1}) M_3 = 0$ in (195).

Then Combining (225), (232) and (243), this completes the perturbation proof of $dg(\gamma)/d\gamma \leq 0$, and so the extremal inequality (200) in Theorem 4.

VI. CONCLUSION

Extremal inequalities has been found to be important to establish the converse result for the vector Gaussian network information theory problems. However, there are several instances so that the conventional perturbation approach in original probability space is resisted to show Gaussian optimality. In this paper, we develop a new method of constructing the monotone path in tensorized probability space. Several classical extremal inequalities are shown to be established via standard perturbation approach under this construction. As applications, the capacity region of the MIMO Gaussian broadcast channel and the rate-distortion-equivocation function of the vector Gaussian secure source coding are also revisited. It is shown that the new method monotone path construction is more flexible and powerful than original construction in single space. We expect the new extremal inequality approach to play important roles in solving other Gaussian network communication problems in the future.
APPENDIX A
PRELIMINARIES ON FISHER INFORMATION

We begin with the definition of conditional Fisher information matrix and MMSE matrix.

Definition 1: Let \((X, U)\) be a pair of jointly distributed random vectors with differentiable conditional probability density function:
\[
f(x | u) \triangleq f(x_1, \ldots, x_n | u).
\]
(244)
The vector-valued score function is defined as
\[
\nabla \log f(x | u) = \left[ \frac{\partial \log f(x | u)}{\partial x_1}, \ldots, \frac{\partial \log f(x | u)}{\partial x_n} \right]^T.
\]
(245)
The conditional Fisher information of \(X\) with respect to \(U\) is given by
\[
J(X | U) = \mathbb{E} \left[ (\nabla \log f(x | u)) \cdot (\nabla \log f(x | u))^T \right].
\]
(246)

Definition 2: Let \((X, Y, U)\) be a set of jointly distributed random vectors. The conditional covariance matrix of \(X\) given \((Y, U)\) is defined as
\[
cov(X | Y, U) = \mathbb{E} \left[ (X - \mathbb{E}[X | Y, U]) \cdot (X - \mathbb{E}[X | Y, U])^T \right].
\]
(247)

Lemma 3 (Matrix Version of de Bruijn’s Identity): Let \((X, U)\) be a pair of jointly distributed random vectors, and \(N \sim \mathcal{N}(0, \Sigma)\) be a Gaussian random vector independent of \((X, U)\). Then
\[
\nabla_{\Sigma h}(X + N | U) = \frac{1}{2} J(X + N | U).
\]
(248)
Lemma 3 is a conditional version of [39] Theorem 1], which provides a link between differential entropy and Fisher information.

Lemma 4: Let \((X, Y, U)\) be a set of jointly distributed random vectors. Assume that \(X\) and \(Y\) are conditionally independent given \(U\). Then for any square matrix \(A\) and \(B\),
\[
(A + B) J(X + Y | U) (A + B)^T \preceq A J(X | U) A^T + B J(Y | U) B^T.
\]
(249)
Proof: From the conditional version of matrix Fisher information inequality in [32] Appendix II], we have
\[
J(X + Y | U) \preceq K J(X | U) K^T + (I - K) J(Y | U) (I - K)^T,
\]
(250)
for any square matrix \(K\). Setting
\[
K = (A + B)^{-1} A
\]
(251)
proves (249).

Lemma 5: Let \(X\) be a Gaussian random vector and \(U\) be an arbitrary random vector. Let \(N_1\) and \(N_2\) be two zero-mean Gaussian random vectors, independent of \((X, U)\), with covariance matrices \(\Sigma_1\) and \(\Sigma_2\), respectively. If
\[
\Sigma_2 \succ \Sigma_1 \succ 0,
\]
(252)
then
\[
cov(X | X + N_1, U)^{-1} - \Sigma_1^{-1} \succeq cov(X | X + N_2, U)^{-1} - \Sigma_2^{-1}.
\]
(253)

Lemma 6 (Cramér–Rao Inequality): Let \((X, U)\) be a pair of jointly distributed random vectors. Assume that the conditional covariance matrix \(cov(X | U) \succ 0\), then
\[
J(X | U)^{-1} \preceq \text{cov}(X | U).
\]
One can refer to the proof of unconditional version in [32] Theorem 20].

Lemma 7 (Data Processing Inequality): Let \((X, U, V)\) be a set of jointly distributed random vectors. Assume that \(U \rightarrow V \rightarrow X\) form a Markov chain. Then
\[
J(X | U) \preceq J(X | V).
\]
(254)
Lemma 7 is analogous to [40] Lemma 3], and can be easily proved using the chain rule of Fisher information matrix [40] Lemma 1].

Lemma 8: Let \((X, U)\) be a pair of jointly distributed random vectors, and \(N \sim \mathcal{N}(0, \Sigma)\) be a Gaussian random vector independent of \((X, U)\). Then
\[
J(X + N | U) + \Sigma^{-1} \text{cov}(X | X + N, U) \Sigma^{-1} = \Sigma^{-1}.
\]
(255)
Remark 3: The complementary identity in Lemma 8 provides a link between Fisher information and MMSE, and its proof can be found in [39] Corollary 1.

Lemma 9: Let $(X, U)$ be a pair of jointly distributed random vectors. Let $N_1 \sim \mathcal{N}(0, \Sigma_1)$ and $N_2 \sim \mathcal{N}(0, \Sigma_2)$ be two mutually independent Gaussian random vectors, and they are independent of $(X, U)$ as well. We have
\[
J(X + N_0|U) + (\Sigma_1^{-1} + \Sigma_2^{-1}) \text{cov}(X|X + N_1, X + N_2, U) (\Sigma_1^{-1} + \Sigma_2^{-1}) = (\Sigma_1^{-1} + \Sigma_2^{-1})
\]
where
\[
N_0 = (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} (\Sigma_1^{-1} N_1 + \Sigma_2^{-1} N_2),
\]
is a Gaussian random vector with zero mean and covariance $(\Sigma_1^{-1} + \Sigma_2^{-1})^{-1}$.

Proof: Beginning with the expression of MMSE in Definition 2 we denote that
\[
\text{cov}(X|X + N_1, X + N_2, U) = \Sigma_2 \text{cov} (\Sigma_2^{-1} X | \Sigma_1^{-1} (X + N_1) + \Sigma_2^{-1} (X + N_2), X + N_1, X + N_2, U) \Sigma_2
\]
\[
= \Sigma_2 \text{cov} \left( \Sigma_2^{-1} X \middle| X + (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} \Sigma_1^{-1} N_1 + (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} \Sigma_2^{-1} N_2, X + N_1, X + N_2, U \right) \Sigma_2
\]
(258)
(259)

Since $N_i, i = 1, 2,$ are zero mean Gaussian random vectors with positive definite covariance matrices $\Sigma_i, i = 1, 2,$ and denote that
\[
N_0 \triangleq \mathbb{E} \left[ N_i \left( (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} \Sigma_1^{-1} N_1 + (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} \Sigma_2^{-1} N_2 \right) \right]
\]
\[
= (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} (\Sigma_1^{-1} N_1 + \Sigma_2^{-1} N_2), \quad i = 1, 2.
\]
(260)

It is known that $N_i$ can be decomposed as
\[
N_i = N_0 + Q_i, \quad i = 1, 2.
\]
(261)

where $Q_i, i = 1, 2,$ are mutually independent zero mean Gaussian random vectors with positive definite covariance matrices $\Sigma_i, i = 1, 2,$ given by
\[
\hat{\Sigma}_i = \Sigma_i (\Sigma_1 + \Sigma_2)^{-1} \Sigma_i, \quad i = 1, 2,
\]
(262)

and are independent of $N_0$.

It is because the following long Markov Chain:
\[
U \rightarrow X \rightarrow X + N_0 \rightarrow (X + N_1, X + N_2),
\]
(263)

the expression of MMSE in (259) can be simplified as
\[
\text{cov}(X|X + N_1, X + N_2, U) = \Sigma_2 \text{cov} (\Sigma_2^{-1} X | X + N_0, U) \Sigma_2
\]
\[
= \Sigma_2 \text{cov} (\Sigma_2^{-1} X + \Sigma_1^{-1} (X + N_0) | X + N_0, U) \Sigma_2
\]
\[
= \Sigma_2 \text{cov} ((\Sigma_1^{-1} + \Sigma_2^{-1}) X + \Sigma_1^{-1} N_0 | X + N_0, U) \Sigma_2
\]
\[
= \Sigma_2 \text{cov} ((\Sigma_1^{-1} + \Sigma_2^{-1}) X + \Sigma_1^{-1} N_1 + \Sigma_1^{-1} N_0 + \Sigma_1^{-1} Q_1 | X + N_0, U) \Sigma_2 - \Sigma_2 (\Sigma_1 + \Sigma_2)^{-1} \Sigma_2
\]
\[
= \Sigma_2 \text{cov} ((\Sigma_1^{-1} + \Sigma_2^{-1}) X + \Sigma_1^{-1} N_1 | (\Sigma_1^{-1} + \Sigma_2^{-1}) X + \Sigma_1^{-1} N_1 + \Sigma_2^{-1} N_2, U) \Sigma_2 - \Sigma_2 (\Sigma_1 + \Sigma_2)^{-1} \Sigma_2
\]
(264)
(265)
(266)
(267)
(268)

Now making use of complementary identity (255) in Lemma 8 we have
\[
\Sigma_2 \text{cov} \left( (\Sigma_1^{-1} + \Sigma_2^{-1}) X + \Sigma_1^{-1} N_1 | (\Sigma_1^{-1} + \Sigma_2^{-1}) X + \Sigma_1^{-1} N_1 + \Sigma_2^{-1} N_2, U \right) \Sigma_2
\]
\[
= \Sigma_2 - J((\Sigma_1^{-1} + \Sigma_2^{-1}) X + \Sigma_1^{-1} N_1 + \Sigma_2^{-1} N_2, U)
\]
\[
= \Sigma_2 - (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} J(X + N_0|U) (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1}
\]
(269)
(270)

At last, we combine (268) and (270) together, and further invoke the Woodbury matrix inversion lemma on $\Sigma_i, i = 1, 2,$ such that
\[
(\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} = \Sigma_2 - \Sigma_2 (\Sigma_1 + \Sigma_2)^{-1} \Sigma_2
\]
(271)

It can be verified that
\[
J(X + N_0|U) + (\Sigma_1^{-1} + \Sigma_2^{-1}) \text{cov}(X|X + N_1, X + N_2, U) (\Sigma_1^{-1} + \Sigma_2^{-1}) = (\Sigma_1^{-1} + \Sigma_2^{-1})
\]
where $N_0 = (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1} (\Sigma_1^{-1} N_1 + \Sigma_2^{-1} N_2).$ This completes the proof of Lemma 9.
Corollary 1: Let \((X, U)\) be a pair of jointly distributed random vectors. Let \(N_1 \sim \mathcal{N}(0, \Sigma_1)\) and \(N_2 \sim \mathcal{N}(0, \Sigma_2)\) be two mutually independent Gaussian random vectors, and they are independent of \((X, U)\) as well. We have

\[ J(X + N_0|U) = \Sigma_2^{-1}(\Sigma_1 + \Sigma_2) J(X + N_1|X + N_2, U)(\Sigma_1 + \Sigma_2)\Sigma_2^{-1} - \Sigma_2^{-1}(\Sigma_1 + \Sigma_2)\Sigma_2^{-1}, \]

where

\[ N_0 = (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1}(\Sigma_1^{-1}N_1 + \Sigma_2^{-1}N_2), \]

is a Gaussian random vector with zero mean and covariance \((\Sigma_1^{-1} + \Sigma_2^{-1})^{-1}\).

Proof: From Lemma \[9\] we write

\[ J(X + N_0|U) \]

\[ = (\Sigma_1^{-1} + \Sigma_2^{-1}) - (\Sigma_1^{-1} + \Sigma_2^{-1}) \text{cov}(X|X + N_1, X + N_2, U)(\Sigma_1^{-1} + \Sigma_2^{-1}) \]

\[ = (\Sigma_1^{-1} + \Sigma_2^{-1}) - (\Sigma_1^{-1} + \Sigma_2^{-1})(\Sigma_1 - \Sigma_1 J(X + N_1|X + N_2, U)\Sigma_1) (\Sigma_1^{-1} + \Sigma_2^{-1}) \]

\[ = \Sigma_2^{-1}(\Sigma_1 + \Sigma_2) J(X + N_1|X + N_2, U)(\Sigma_1 + \Sigma_2)\Sigma_2^{-1} - \Sigma_2^{-1}(\Sigma_1 + \Sigma_2)\Sigma_2^{-1}, \]

where (276) is by applying Lemma \[8\] by treating \((X + N_2, U)\) as \(U\) in (255).

APPENDIX B

PROOF OF PROPOSITION 1

1) Proof of (281): From condition of (57), it can be easily observed that \(\sum_{i=1}^{K} \mu_i A_i^{(1)} = 0\). Now assume

\[ \sum_{i=j}^{K} \mu_i A_i^{(j)} = 0, \]

for \(1 \leq j \leq L - 1\). From (89), it can be verified that

\[ \sum_{i=j}^{L} \mu_i A_i^{(j+1)} = \sum_{i=j+1}^{K} \mu_i \left( A_i^{(j)} + \frac{\mu_j}{\sum_{k=j+1}^{L} \mu_k} A_j^{(j)} \right) \]

\[ = \sum_{i=j+1}^{L} \mu_i A_i^{(j)} + \mu_j A_j^{(j)} \]

\[ = 0. \]

This completes the proof of \(\sum_{i=j}^{L} \mu_i A_i^{(j)} = 0\) via induction.

2) Proof of (271): From the construction of \(A_i^{(j)}\) in (89) and the fact that \(K_1 \subseteq \ldots \subseteq K_L\), it can be shown that

\[ A_j^{(j)} \geq \ldots \geq A_j^{(L)} , \quad j = 1, \ldots, L. \]

So, we have

\[ \sum_{i=j}^{L} \mu_i A_i^{(j)} \geq \sum_{i=j}^{L} \mu_i A_i^{(j)} = 0. \]

Since \(\sum_{i=j}^{L} \mu_i \geq 0\), it implies that \(A_j^{(j)} \geq 0\).
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