A model for simulating speckle-pattern evolution based on close to reality procedures used in spectral-domain OCT
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Abstract
A robust model for simulating speckle-pattern evolution in optical coherence tomography (OCT) depending on the OCT system parameters and tissue deformation is reported. The model is based on the application of close to reality procedures used in spectral-domain OCT scanners. It naturally generates images reproducing properties of real images in spectral-domain OCT, including the pixelized structure and finite depth of unambiguous imaging, influence of the optical spectrum shape, dependence on the optical wave frequency and coherence length, influence of the tissue straining, etc. Good agreement with generally accepted speckle features and properties of real OCT images is demonstrated.
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1. Introduction
The problem of modelling speckle patterns of OCT images attracts significant attention because for many applications based on analysis of OCT images the speckle structure plays a key role. Since the first works (e.g. [1]) related to studies of speckle patterns in OCT, a number of methods that can be used for simulating speckle patterns and studying correlation properties have been discussed. In [1], the notion of signal-carrying speckles and signal-degrading speckles were introduced. The former reflect the relation of speckles in OCT images with the local density of scatterers and the latter correspond to intensity variations induced by the conditions of light propagation that are not directly related to the single scattering form the localized scatterers. The methods developed for simulation of initial speckle patterns and their evolution comprise, in particular, representation of speckle amplitudes as a sum of sinusoidal functions with random phases (following [1]), application of certain functional transformations to the initial random speckle-pattern in order to obtain desired variations in the speckle-correlation properties of various types (i.e. with some prescribed character of correlation evolution including both monotonic decrease and non-monotonic behavior of cross-correlation [2], as well as various modifications of speckle-pattern simulation based on constructing speckle spots using an assumed point spread functions (PSF) (e.g. [3]). Moreover, a popular trend is the application of Monte-Carlo approaches for taking into account phase (and amplitude) variability of waves scattered by localized scatterers. In terms of [1], this makes it possible to simulate both signal-carrying and signal-degrading speckles [4, 5]. A vast amount of works are devoted to the development of speckle-reduction methods (e.g. based on compounding images obtained for waves with different frequencies [6], polarizations [7], angular orientations [8] and various (often rather sophisticated) filtering methods [9, 10].

The development of the model reported here was stimulated first of all by the necessity of studying the evolution of speckle patterns, including correlation properties for different parameters of the OCT system, which is a key issue in the context of the development of new variants of elastographic imaging in OCT.
The same understanding is also indispensable for a wide range of problems related to the development of super-resolution methods for application to OCT image processing, perfection of speckle-suppression methods, etc. To study these problems, one requires a model for realistic description of speckle-pattern evolution caused by deformation of the tissue. Other important requirements to such a model include the possibility of studying the role of such characteristics as the coherence length of the optical field, the relation between the number of spectral components used for image formation in spectral-domain OCT scanners and the number of discrete elements if real pixelized images, the density of scatterers distributed in the tissue, etc. Another desired requirement is the possibility to directly obtain pixelized images with the structure as close as possible to real OCT images, so that the processing methods developed for simulated images could be directly applied to real images. Although the reported model is based on the procedures close to those used in spectral-domain OCT, the obtained results can actually be applied to images obtained by time-domain OCT scanners (if the appropriate ratio between the optical wave length and the coherence length is used).

2. Basic idea of the model

The realistic character of speckle-pattern simulation is ensured by the fact that the considered model reproduces (omitting technical details) main features of image-formation in real spectral-domain OCT devices. Although principles of spectral-domain OCT scanners are widely discussed in literature (see, e.g. [18–23] and literature cited therein), we first recall some basic issues in order to clearer emphasize key physical points of the reported model.

Consider first the volume of the tissue limited in the lateral direction by the transversal size of the optical beam. In the axial direction, this region from one side is limited by the tissue surface \( z = 0 \) that is convenient to associate with the middle of the first pixel in the image to be constructed. Let us assume that the other boundary in the axial direction corresponds to the middle of the last pixel with coordinate \( z = H \). Here, \( H \) is the desired maximal interrogation depth (although physically the tissue may continue for \( z > H \)). Thus, a region with the axial size \( 0 \leq z \leq H \) corresponds to one A-scan in the OCT image, where \( N \) pixels correspond to \( N \) physical cells in the tissue containing scatterers as shown in figure 1.

Let us first assume that a unit-amplitude single element (point-like particle) is located in the first cell and has the axial coordinate \( z_0 = 0 \), and in all other cells there are no elements (or, equivalently, all other \((N-1) \) cells correspond to zero-amplitude elements). This array of discrete elements has a spatial Fourier spectrum such that \( N \) elements in the space domain correspond to \( N \) spectral harmonics \( \propto \exp(\pm izkz) \) with certain complex amplitudes in the formal spatial spectrum as shown in figure 1 for the case of a single element. The interval \( \delta k \) between the spectral harmonics is determined by the entire axial size \( 0 \leq z \leq H \) of the array of the cells containing particles, \( \delta k = 2\pi/H \). For the element located at \( z_0 = 0 \), the harmonics in the spectrum \( \hat{S}(k_x, z_0 = 0) \) have equal amplitudes and zero phases (case 1 in figure 1). The inverse Fourier transform corresponds to a summation of these discrete spectral harmonics \( \hat{S}(k_x, z_0 = 0) \) and yields exactly an array of zeros in all spatial cells (pixels) except for the first cell containing a single unit-amplitude scatterer with \( z_0 = 0 \) (case 1 in figure 1). For any other position of such a single scatterer, the amplitudes of the harmonics remain the same, whereas their phases are modified. Namely, for \( z_0 \neq 0 \), according to the properties of Fourier-transforms, the spectral components \( \exp(ik_xz) \) acquire phase shifts corresponding to the appearance of an additional factor \( \exp(-ik_xz_0) \) for each harmonic (see cases 2 and 3 in figure 1). Summation of such spectral harmonics with the so-shifted phases (which is equivalent to the procedure of inverse Fourier transform) makes it possible to construct the corresponding spatial domain pattern for an

Figure 1. Schematically shown 1D array of \( N \) spatial cells equivalent to pixels in an A-scan (left panels) and the corresponding Fourier components in the spatial spectrum (right panels) for the three positions \( z_0 \) of a single localized scatterer (shown by asterisk): in the center of the first cell (at the surface \( z_0 = 0 \)), in the center of the next cell (i.e. exactly 1 pixel deeper), and 1.25 pixel deeper. The phases of the spectral components acquire phase shifts described by the factor \( \exp(-ik_xz_0) \), whereas their absolute values do not change in the absence of interference of contributions of several neighbouring scatterers. Summation of all \( N \) spectral harmonics ensures the localization of the first cell (at the surface \( knz_0 \) spectral components acquire phase shifts described by the factor \( \exp(-i\pi l_0) \), whereas their absolute values do not change in the absence of interference of contributions of several neighbouring scatterers. Summation of all \( N \) spectral harmonics ensures the localization of the first cell (at the surface \( z = 0 \)), whereas their absolute values do not change in the absence of interference of contributions of several neighbouring scatterers. Summation of all \( N \) spectral harmonics ensures the localization of the first cell (at the surface \( z = 0 \)).
arbitrary axial position \( z = z_0 \) of such a single unit-amplitude element. An important for the present discussion consequence of this procedure is that if the scatterer coordinate does not exactly coincide with the center of a cell \((z_0 = nH(N - 1))\), where \(n = 0, 1, 2, \ldots N - 1\), the space-domain pattern in an A-scan still can be correctly reconstructed. For example, if a single point-like scatterer is located between centres of the cells (case 3 in figure 1), the corresponding maximum in the resultant amplitude/intensity pattern becomes spread over these adjacent cells and probably a few more distant neighbouring cells.

Next, if there is a set of such points/elements with arbitrarily distributed coordinates \( z_j \) and amplitudes \( A_j \), the entire spectrum is given by the summation of individual spectra for all localized elements. Correspondingly, the interference (linear superposition) of all those spectral components results in a certain spatial pattern, the intensity of which is determined by mutual phases and amplitudes of all spectral harmonics. The resultant amplitudes in \( q \)th pixel with the center located at the depth \( z_q = qH(N - 1) \) (where \( q = 1 \ldots N - 1 \)) within a single A-scan can be written as

\[
A(q) = \sum_j \sum_n A_j \exp(ik_nz_j) \exp(-i k_nz_q).
\]

Here, for symmetry, it is assumed an odd number \( N \), the index \( n \) relates to summation over all spectral harmonics in the range \( \pm(N - 1)/2 \), for which \( \delta k = k_{n+1} - k_n = 2\pi H, \ k_0 = 2\pi nH, \) and index \( j \) corresponds to the summation of contributions from all particles localized within the tissue volume represented by the given A-scan. Taking into account the above-introduced notations, equation (1) can be rewritten as

\[
A(q) = \sum_j \sum_n A_j \exp(\frac{2\pi n}{H} z_j) \exp(-\frac{2\pi n}{H} z_q).
\]

We recall that although the position \( z_j \) of \( j \)th scatterer can be arbitrary, the axial coordinate \( (z_q) \) in the pixelized A-scan is discrete with a spatial step \( H/(N - 1) \) between the adjacent pixels. Correspondingly, although the different positions of a scatterer inside the \( q \)th pixel has an uncertainty \( \pm H/2N \), the amplitude distribution for several neighbouring pixels should be somewhat different depending on the exact coordinate of the element close to \( qH(N - 1) \).

To physically implement the above outlined formal Fourier transformations in a spectral-domain OCT scanner, an optical beam containing a set of \( N \) discrete spectral components localized around a certain central frequency is radiated into the inspected tissue. Correspondingly, the wavenumbers of the probing-field spectral components are \( k_n = k_0 + \delta k \cdot n \), where the index \( n \) ranges from \( n = -(N - 1)/2 \) to \( n = (N - 1)/2 \), so that the total spectrum width is \( \Delta k_n = \delta k \cdot (N - 1) \). To form an A-scan, the set of the backscattered optical spectral components is received such that both their amplitudes and phases are registered by the receiving sensor (or sensors) via comparison (heterodyning) with a reference beam. For the present consideration, technical details (e.g. using a swept source or a broadband source) of obtaining the necessary amplitudes and phases of \( N \) spectral components are not essential.

To form an A-scan corresponding to an axially oriented array of spatial cells containing scatterers, the phase delays for all backscattered optical harmonics is natural to count from the surface of the tissue corresponding to the coordinate \( z_0 = 0 \). Next, in an ideal case it is assumed that OCT A-scans are formed by ballistic photons, i.e. photons that propagate in the axial direction of the beam and experience a single back-scattering from the scatterers in the tissue bulk. The complex amplitude of each harmonic backscattered from a localized scatterer is determined by the scattering strength of the latter, as well as by the phase delay acquired during the optical wave propagation and determined by the depth of the scatterer.

The reception of the backscattered beam is usually performed in the Fraunhofer zone, so that the phase difference related to the off-axial location of a scatterer inside the optical beam can be neglected (at least in the first approximation). Thus, the one-dimensional character of formation of axial A-scans is a good approximation to the reality. This fact ensures that properly performed summation of the received \( N \) spectral harmonics backscattered from a localized obstacle located at \( z = z_0 \) can be considered as a fairly good approximation of the inverse 1D Fourier transform (IFT). The summation of such a discrete set of backscattered components correspondingly yields a discrete (pixelized) one-dimensional space-domain image (A-scan), in which the position of the scatterer located at \( z = z_0 \) is represented with an accuracy corresponding to the size of the spatial cells as depicted in figure 1. The scatterer localization in the transversal direction is determined by the lateral size of the optical beam.

The outlined above procedure of physical summation of spectral components is close, although not identical to formal inverse Fourier transform of the discrete spectrum of spatial harmonics corresponding to compact scatterers located along an 1D array of spatial cells. In particular, similarly to the formal forward and inverse Fourier transforms, the number \( N \) of physically used spectral components determines the number of pixels (discrete spatial cells) in the constructed A-scan. However, there are also important differences between such a summation of physically backscattered waves and the formal inverse Fourier transform. Just these details are responsible for specific features of speckle patterns in real OCT images.

The first key point is that the wavenumbers of real spectral components that form an OCT image are grouped around a certain central wavenumber \( k_0 = \omega_0/c \), where \( \omega_0 \) is the central optical frequency and \( c \) is the phase velocity of light in the tissue. This is in contrast to the shown in figure 1 situation corresponding to the formal Fourier transforms, for which the wavenumbers are distributed around \( k_0 = \omega_0/c = 0 \). Certainly, for the recorded physical spectral components, fast oscillations of the received signal with the optical frequency \( \omega_0 \) are eliminated in the reception scheme by performing a comparison with the phase of a reference optical beam using a heterodyning procedure. This procedure ensures that for \( j \)th scatterer located at the depth \( z_j \), the acquired phase differences \( (k_{n+1} - k_n)c \) between all received spectral components are conserved similarly to the phase differences in the formal forward and inverse Fourier transforms depicted in figure 1. However, we recall that for the optical waves with the wavenumbers \( k_n = k_0 + \delta k_n \), the central wavenumber \( k_0 \neq 0 \). Consequently, in the presence of several
scatterers with coordinates $z_i \neq z_j$, after propagation forth and back, the corresponding backscattered waves acquire the phase delays $2k_0z_i = 2(k_0 + \delta k_0)z_i$ and $2k_0z_j = 2(k_0 + \delta k_0)z_j$. For the result of summation of such components, the contributions $2k_0z_i$ and $2k_0z_j$ related to the non-zero $k_0$ are important (for example, they may change the character of the backscattered wave interference if the inter-scatterer distance is less than the coherence length). If only a single scatterer is located at the depth $z = z_0$, this ‘background’ phase delay $2k_0z_0$ is the same for all backscattered harmonics (a common phase factor) and consequently does not affect the amplitude (absolute value) of the reconstructed spatial A-scan representing such a single scatterer. However, if a group of several scatterers is located within the same spatial cell (sample volume) and the axial size $H/N$ of the spatial cells is not negligibly small compared with the optical wave length $\lambda_0 = 2\pi k_0$ (which is a real situation in OCT), then the waves scattered by such closely located particles can interfere either destructively or constructively depending on the exact initial positions. Due to such interference the pixel may become either dark or bright. For example, the fields produced by these sub-resolution scatterers located within one sample volume may cancel each other in the initial state of the tissue, whereas in the deformed state may interfere in phase, producing peculiar blinking and ‘boiling’ of speckles in the OCT image during the tissue deformation. Such blinking/boiling in some situations is considered as a kind of image-degrading noise or, in contrast, may be used as information-carrying effect. In particular, proper understanding of such phenomena is of primary interest for elastographic mapping in OCT, for which speckle decorrelation may be exploited as a useful effect [12].

Further, there is another important difference between the formal Fourier transforms and the physical summation of optical spectral components in OCT. Namely, for a particle located at $z = z_0$, the corresponding phase delay according to the Fourier-transform properties is $k_0z_0$, whereas the physical backscattered waves received by the OCT scanner twice cover the distance $z = z_0$ (forth and back from the scatterer) and acquire the phase delays $2k_0z_0$. Consequently, to ensure the correct spatial position of the scatterers (such that the total scatterer positions correspond to their actual continuous coordinates in the physical space. In contrast, the coordinate $z_q$ for the pixelized amplitude function $A(q)$ in the constructed A-scan can take only a discrete number of values (corresponding to pixels in the OCT image). As has already been formulated above, the maximum number of these pixels is limited by the number $N$ of spectral optical components used in the OCT scanner. Therefore, the position of a small scatterer is known in the best case with an uncertainty equal to one pixel that corresponds to the size $H/(N-1)$ in the space domain. Despite such a discrete character of the constructed A-scan, even if the physical (continuous) coordinate $z_q$ of a localized scatterer changes to a value smaller than the axial size of the sample volume (coherence length), this small variation will manifest itself via the corresponding variation in the complex amplitude $A(q)$ due to the presence of the exponential factors $\exp(i2k_0z_q) \exp(i2mz_j/H)$ in equation (3).

This fact ensures the possibility to detect subpixel displacements of scatterers even in such pixelized images (although the accuracy of determining the initial positions is limited by the pixel size).

One should also take into account that in the formal Fourier transform depicted in figure 1 for a single scatterer, all spatial spectral harmonics have identical amplitudes (the envelope of the spectrum is rectangular). However, since the spectral form $S(k)$ of real optical sources is not necessarily rectangular, the corresponding amplitude factor should be introduced in equation (3), so that the expression for an A-scan takes the form

$$A(q) = \sum_j \sum_n S_n(k_n) A_j \exp(i2k_0z_j) \exp\left(-\frac{2\pi m}{H}z_j\right).$$

Consequently, in contrast to the ideal rectangular spectral shape (that can ensure ultimately narrow localization within a single pixel number as is discussed above), a smoother spectrum $S_n(k_n)$ usually introduces somewhat stronger smoothing of a point-like particle image, so that speckle spots are spread between at least two adjacent pixels.

Expression (4) for the A-scan readily allows one to study the influence of the source spectrum shape, as well as the roles of other key factors: the central wavelength, total spectral width (or equivalently, coherence length) of the sounding light, density of scatterers, number of spectral harmonics and pixels in the spatial-domain A-scan. Some other important characteristics can also be readily introduced. For example, the light polarization is not explicitly present in equations (3) and (4), which can be interpreted as the so-called co-polarization imaging in which scans are formed by the scattered light with the same linear polarization as in the incident wave. Certainly, in a similar manner, the scattering amplitudes $A_j^{\parallel}$ and $A_j^{\perp}$ into both co- and cross-polarized components can be readily attributed to the scatterers (such that the total scattering intensity is $I_j = (A_j^{\parallel})^2 + (A_j^{\perp})^2$). Thus, cross-polarized A-scans together with the scans based on combining the cross- and co-polarized components can also be simulated. Before turning to examples, we note that two-dimensional OCT images (B-scans) are composed as arrays of adjacent linear A-scans. Assuming different amplitude distribution in the
transversal direction of the optical beam and different degree of lateral displacement between the adjacent A-scans, one can readily simulate B-scans with more or less dense overlapping of A-scans. In the next section, for simplicity, we use the approximation of a uniform amplitude distribution in the cross-section of the sounding beam and construct simulated B-scans by matching adjacent A-scans without overlapping (i.e. the scatterers within each A-scan are different). We show below that even this simple approximation well reproduces statistical properties of speckles in real OCT scans.

3. Examples of the model application for studying the main characteristics of speckle patterns

Here, we present some examples illustrating the possibilities of the above-formulated model. Figure 2 demonstrates fragments (10 × 10 pixels to clearer show the differences) of simulated 2D speckle patterns corresponding to a random distribution of sub-resolution scatterers with different spatial densities. Each A-line contains $N = 256$ pixels. To form an A-scan, a prescribed number $N_{sc}$ of scatterers with uniformly distributed random coordinates $z_j$ and equal scattering strength are numerically generated. The density of scatterers corresponding to figure 2 is $N_{sc}/N = 0.5, 1, 2$ and $4$. These patterns imitate scattering into the mode with the same polarization as in the incident wave. With increasing density $N_{sc}/N > 2$, the histograms corresponding to figure 2 are well fitted by the Rayleigh distribution $(x/\sigma^2)\exp(-x^2/2\sigma^2)$ (solid line in all panels for the same fitting parameter $\sigma$).

Figure 2. Fragments (10 × 10 pixels) of simulated speckle patterns for $N = 256$ pixels in an A-scan for randomly distributed $N_{sc}$ scatterers in each A-scan with the density $N_{sc}/N = 0.5, 1, 2$ and $4$ (plots (a)–(d), respectively). The physical size of one pixel is $8 \, \mu m$. The central optical wavelength in physical units is $\lambda_0 = 1 \, \mu m$ and the coherence length $L_c$ is an order of magnitude greater than $\lambda_0$, which is a typical value for OCT scanners. To exclude the trivial increase of brightness with increasing density of scatterers, the amplitudes of the images are normalized (divided) by $(N_{sc}/N)^{1/2}$.

Figure 3. Simulated evolution of the pixel-amplitude histograms with increasing density of scatterers $N_{sc}/N = 0.5, 0.74, 1.5, 2, 4$, and the bottom-right inset corresponds to the largest $N_{sc}/N = 16$. For $N_{sc}/N \geq 1.5...2$, the histograms are well fitted by the Rayleigh distribution $(x/\sigma^2)\exp(-x^2/2\sigma^2)$ (solid line in all panels for the same fitting parameter $\sigma$).
stabilizes and, in agreement with the known speckle properties (see e.g. [3]), tends to a Rayleigh distribution (see the solid line in figure 3 shown in all panels for the same fitting parameter).

The next figure 4 demonstrates comparison with statistical properties of speckles in a real OCT scan obtained in the co-polarization mode. The simulated histograms in figure 4 are obtained for \( N_{\text{sc}}/N = 4 \). Panels (a) and (c) are shown in the logarithmic scale to emphasize that the speckle intensities well obey exponential distributions [1].

Further, figure 5 illustrates the simulation results for the influence of the ratio \( L_c/\lambda_0 \) between the coherence length \( L_c \) and the central wavelength \( \lambda_0 \) (or equivalently for the varying ratio \( k_0/\Delta k \)). Figure 5 presents the same fragment 10 × 10 pixels of the image simulated for the same positions of scatterers using an order of magnitude different ratios \( k_0/\Delta k = 10 \) (typical

Figure 4. Histograms for the pixel intensities and amplitudes for simulated speckle patterns (upper row) and an experimentally obtained OCT image (lower row). Panels (a) and (c) are for the pixel intensities; panels (b) and (d) are for the pixel amplitudes. The lines in the intensity histograms (a) and (c) are exponential fits and Rayleigh fits in the amplitude histograms (b) and (d).

Figure 5. Fragments of simulated co-polarization images illustrating variability of the speckle-texture realizations for different ratios \( k_0/\Delta k = 10 \) (left) and \( k_0/\Delta k = 1 \) (right). In contrast, the respective speckle-amplitude histograms in both cases are well fitted by the same Rayleigh distribution. Simulations are made for \( N_{\text{sc}}/N = 4 \).
of the majority of OCT systems) and \( k_0/\Delta k = 1 \) (a super-broadband case). Even though the texture fragments look different, this does not affect the statistical properties of the speckles as is seen from the respective histograms of the pixel amplitudes, as shown below. Both histograms are well fitted by a Rayleigh distribution with the same parameters. This is expected, because the variation in the wavelength mainly changes the random phases of the backscattered waves, so that for a sufficiently large number of such interfering waves, the average properties should not change.

In contrast to identical speckle statistics for static images, deformation of the material should produce strongly different evolution (blinking and boiling) of the speckle patterns for different ratios \( k_0/\Delta k \) (or \( L_s/\lambda_0 \)). Indeed, the same straining should cause very different variations in the mutual phasing of interfering waves scattered by sub-resolution scatterers located within the sample volume. Figure 6 shows the evolution of decorrelation between a reference OCT image and images of tissue subjected to straining in the vertical direction.

Figure 6(a) shows the correlation maps for 1% uniaxial straining with and without compensation of the strain-induced inhomogeneous translational displacements. After performing the compensation, the residual decorrelation depends only on the local strain and consequently can be used for plotting strain elastograms [12]. Figure 6(b) demonstrates that, as expected from simple analytical arguments [24], under the same strain, speckle blinking causing decorrelation is much more pronounced for larger ratios \( L_s/\lambda_0 \). The right scan demonstrates the effect of non-monotonic evolution of the cross-correlation caused by partial restoration of the speckle-spot intensities when the strain reaches a certain value \( s_{\text{crit}} \) ensuring similar conditions of phasing between the scatterers located at the opposite sides of the sample volume, for which the phase difference between the scatterers changes by \( 2k_0L_s s_{\text{crit}} = 2\pi \) rad. For an approximately twice smaller strain \( s_{\text{min}} = s_{\text{crit}}/2 \), the phasing changes by \( \pi \) rad. and the character of interference changes to the opposite for a significant part of sampling volumes, so that the cross-correlation reaches a minimum (see figure 6(b)).

4. Conclusions

Due to the used close-to-reality procedures, the proposed model generates images with the speckle structure as close as possible to images of real spectra-domain OCT scanners. Consequently, the image processing principles tested on this model can be directly applied to real scans. An example of applying this model to the comparative analysis of elastographic mapping based on initial displacement-field reconstruction by correlation processing versus the direct use of the correlation-stability can be found in [25]. Owing to the similarity with formation of real scans, the used simulation procedures readily allowed us to study in detail how the deformation-induced speckle blinking and other measurement conditions (central optical frequency, coherence length, density of scatterers, displacement and strain values) affect the quality of displacement reconstruction by correlational speckle tracking.

In the above-considered variant, the model reproduces the OCT image formation in the most pure form, i.e. assuming the ballistic character of optical-field propagation and single scattering from the localized scatterers into the same polarization. However, in a quite straightforward way the model allows for introducing additional factors important in real conditions, for example, additive noises of the receiving array, depth-dependence of the optical field, scattering into the mode with the orthogonal polarization, additional random phase variation due to imperfectly straight trajectories of the photons or refraction index fluctuations. Taking into account heterogeneity of locations of scatterers and their distribution over scattering strengths is also straightforward. Introducing different profiles of the optical beam and different degree of overlapping between adjacent A-lines, it is possible to imitate arbitrarily dense (rarefied) B-scans, beyond the assumption of a single form of point-spread function in the lateral direction. Due to its close-to-reality
character, the proposed model can be useful for studying a wide range of problems (the above-mentioned elastographic mapping, testing of various methods of speckle suppression, studying correlation properties of scans and other aspects of OCT image processing). Certainly with appropriately adjusted parameters, among which the central wavelength and coherence length of the optical field are the key ones, this model can be readily applied to time-domain OCT images as well.
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