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ABSTRACT

Explainable artificial intelligence (XAI) methods lack ground truth. In its place, method developers have relied on axioms to determine desirable properties for their explanations’ behavior. For high stakes uses of machine learning that require explainability, it is not sufficient to rely on axioms as the implementation, or its usage, can fail to live up to the ideal. As a result, there exists active research on validating the performance of XAI methods. The need for validation is especially magnified in domains with a reliance on XAI. A procedure frequently used to assess their utility, and to some extent their fidelity, is an ablation study. By perturbing the input variables in rank order of importance, the goal is to assess the sensitivity of the model’s performance. Perturbing important variables should correlate with larger decreases in measures of model capability than perturbing less important features. While the intent is clear, the actual implementation details have not been studied rigorously for tabular data. Using five datasets, three XAI methods, four baselines, and three perturbations, we aim to show 1) how varying perturbations and adding simple guardrails can help to avoid potentially flawed conclusions, 2) how treatment of categorical variables is an important consideration in both post-hoc explainability and ablation studies, and 3) how to identify useful baselines for XAI methods and viable perturbations for ablation studies.
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Figure 1: Comparison of baselines with a constant median perturbation
1 INTRODUCTION
Along with the spectacular performance of black box models on complex data sets, comes a need to explain how those models make their predictions, whether the motivation for explanations originate with an internal responsibility from the model developers, or is encouraged by policy [12]. Explaining predictions of black box models typically comes from the perspective of local attributions, providing some measure of importance for each feature of all data observations of interest.

A lack of comprehensive ground truth sources for local attributions leads to an inadequate understanding of which methods and hyperparameters are best for a particular use case (e.g. global feature selection, XAI baseline selection, and local explanations). Ablation studies attempt to assess the effectiveness of a set of local and global attributions through sensitivity of model capability under a given perturbed input. Perturbing inputs deemed important by an XAI method should lead to larger decreases in model performance than perturbing less important features. This intuitive behavior can be further expanded to the shape of the ablation curve: the drop in model capability as a function of the fraction of ablated input features. The value of the curve, as well as its derivative, should be monotonically decreasing as the fraction of ablated features increase.

We focus on applying ablation to models, built on a variety of open source tabular datasets with varying feature types, to assess the capability of XAI methods for tabular data. To broaden the scope of XAI methods available for experimentation, we use differentiable models, although the process in general translates to non-differentiable models (e.g. gradient boosted trees).

Our contributions are as follows:
- We differentiate ablation perturbations vs XAI baseline distributions by examining the effect of changing both in our experiments. This removes the confounding effect of using the same perturbation across experiments and matching baseline and perturbation distributions.
- We identify the need to treat categorical features in their label encoded form when applying perturbations—a opposed to the one hot encoded form used as model inputs. This treatment provides a more accurate ranking of features and helps keep ablation perturbations in-sample.
- We propose guardrails or sanity checks for ablation studies that help to define the feasible region of an ablation study. This guides the attention away from problematic regions and results in firmer conclusions.

Taken together, these contributions provide a more rigorous approach for conducting ablation studies on tabular data and raise further questions for future work.

2 PREVIOUS WORK

2.1 Post-hoc explainability
Post-hoc explainability is part of a diverse, collective effort to explain high performing black box models. Global, local, model-agnostic, and model-specific methods each attempt to address post-hoc explainability, but a common framework for application and validation of these methods has not yet been established.

Gradient-based attribution is one model-specific sub-field within post-hoc explainability that seeks to generate attributions for neural network inputs. Common to other XAI methods, it is difficult to determine if, and under which conditions, these gradient-based explanations are valid. Adebayo et al. [1] demonstrate through randomization tests that there are certain conditions where popular gradient-based methods appear independent to training data perturbations and model parameter changes. They show that the combination of these inadequate methods with misleading visualizations underscore the need for guidelines and sanity checks [1]. Guidance is not only needed for gradient-based attribution methods, but also for popular XAI methods such as SHAP.

SHAP is a local additive feature attribution method developed to align with classical cooperative game theory methods. Lundberg and Lee [11] propose several implementations of SHAP: Kernel SHAP and Deep SHAP. Kernel SHAP was designed to be an efficient model-agnostic estimation of Shapley values while the model-specific Deep SHAP leverages work from DeepLIFT to more accurately estimate Shapley values for neural network models [11]. Slack et al. [13] present an adversarial method for developing a biased classifier that cannot be detected by SHAP, highlighting vulnerabilities and the need for validation frameworks within various sub-fields of XAI. The lack of consensus on an XAI validation framework results in misapplication of XAI methods and misinterpretation of results.

There are efforts to move away from traditional XAI methods that naively permute or vary features without considering interactions between them. Hooker et al. [8] categorize these as “permute-and-predict (PaP)” methods. They show that feature correlation biases attributions and suggest augmenting these PaP approaches by either sampling features conditionally\(^1\), thereby remaining within the model’s in-sample operating range, or by dropping features and retraining. Similar fundamental criticisms are made of ablation studies.

2.2 Use of ablation to assess XAI methods
Ablation studies assess XAI methods by ablating or removing feature information from observations based on importance ranking. If the XAI method is appropriately applied, features deemed important will cause model capability to decrease when ablated. Hooker et al. [9] were early adopters of using ablation to interrogate explanations for image processing models. Working with ImageNet data and RESNET-50 models, they ablated features sequentially by replacing a fraction of the important pixels with the mean value and retraining the model. During this process, Hooker et al. [9] measured model accuracy after being retrained with ablated features to assess the XAI method employed. Also within the field of XAI for image processing, Sturmfels et al. [14] investigated the impact of a broader set of baselines on explanations by measuring changes in an ImageNet classifier’s prediction confidence when ablating pixels based on attributed importance. Outside of the field

\(^1\)This method is often applied to tree based models where conditional sampling is feasible.
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3 METHOD

3.1 Overview

In this section we describe the process of an ablation study given a
trained classification model \( f : X \rightarrow Y \), with \( X = \mathbb{R}^{n \times d} \) and
\( Y = \mathbb{R}^{n \times c} \), and \( n \) samples, \( d \) features, and \( c \) classes. We refer to single
inputs \( x_i \in X \forall i \in \{1 \ldots n\} \) and their features as \( x_i^j \forall j \in \{1 \ldots d\} \).

An ablation study relies on explanations originating from an
XAI method and its baseline as well as perturbations.

**Definition 1.** An explanation method is any local feature attribution or global importance method \( A \) that attributes the output of \( f \)
for a specific observation \( x_i \) or assigns importance to each feature for
a collection of observations.

There are a wide variety of explanation methods that exist. We
use methods in our evaluation which require baseline distributions.

**Definition 2.** Baselines are reference distributions used in general removal or gradient based explanation methods. Baselines can be
default values or a distribution over which removed features are marginalized.

**Definition 3.** A perturbation \( p \sim \mathcal{P} \) attempts to remove information from \( x_i^j \) by replacing \( x_i^j \) with \( p_i^j \).

**Definition 4.** An ablation study attempts to assess the validity of local or global explanations through examining the relative model performance change as input features \( x_i^j \) are perturbed in order of importance.

3.2 Models and explanation methods

We train differentiable models for each ablation study to expand
our set of available explanation methods. Each model is a two layer
neural network with hidden neurons proportional to the number of
features in each dataset. We select the best performing model
with early stopping on held out validation data.

We use two gradient based explanation methods, Deep SHAP [11]
and Integrated Gradients [15], along with one model agnostic
method, Kernel SHAP [11]. We use these methods to generate local
explanations across all datasets and baselines. Global explanations
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Figure 2: Diagram of data and logic flow for an ablation study. The process starts with a trained model, an XAI method, and
a reference distribution generated from training data called a baseline (see Table 1). Features of test samples to be explained
are rank ordered and perturbed based on importance and assessed with model capability. The series of ablation steps are
summarized in an ablation curve (far right).
are taken to be the average absolute value across the local explanations.

### 3.3 Baseline and perturbation distributions

Our studies use the following set of sampling methods, listed in Table 1, as either baseline samples or perturbations during ablation.

| Distribution   | Perturbation | Baseline | Reference |
|----------------|--------------|----------|-----------|
| constant median | ✓            | ✓        | [3]       |
| marginal distribution | ✓        | ✓        | [2]       |
| nearest neighbors     | ✓            | ✓        | [2]       |
| opposite class      | ✓            | ✓        | [7, 11]   |
| training            | ✓            | ✓        | [7, 14]   |
| max distance        | ✓            | ✓        |           |

Table 1: Perturbations and baselines used in our experiments.

The constant median distribution is a variant of the constant distribution which is simply the median of each feature. We believe this is a more meaningful baseline than a constant zero baseline for tabular data.

We use the marginal distribution as a perturbation replacing each perturbed feature with a value drawn from the training marginal distribution of that feature [3].

The training baseline, also known as the expectation baseline, is a sub-sample of the training data [11].

We borrow two baselines from Albini et al. [2] that introduce alternative counterfactual baselines—opposite class and nearest neighbors. The opposite class baseline includes a sample from the training data with an observed class that is opposite of the predicted class of the explained observation. The nearest neighbor baseline selects \( k \) samples that are closest to the data sample. For this study the value of \( k \) is fixed at five. Finally, we use the max distance perturbation [14] as a strident contrast to the the median and marginal perturbations.

### 3.4 Hyperparameters for experiments

To select a common sample size for sampling baselines (training, opposite class) we examine how the rankings of global explanations change as we vary the size of the baseline sample. We measure the change in rankings by using Kendall’s Tau to compare each set of rankings with the rankings derived from explanations using the full training data as a baseline. Over all datasets we find that a sample size of 50 captures sufficiently similar rankings to the full training data. The analysis for Spambase can be seen in Figure 3.

We perform a similar analysis for the larger datasets to ensure that our experiments are manageable with reduced compute resources yet still robust. We use a 50% stratified subsample of the Human Activity Recognition (har) and adult datasets in our experiments.

### 3.5 Ablation study algorithm

We detail the steps of an ablation study based on local explanations in Algorithm 1. Ideally, ablation studies expect that any good explanation method will return explanation values that adhere to the following property: features removed from the model with higher

#### Algorithm 1 Ablation study

1. Given a model \( f \), evaluation data \( X, Y \), perturbation distribution \( \mathcal{P} \), baseline distribution \( \mathcal{B} \), explanation method \( A \), and an ablation performance metric \( L \), and number of trials \( T \).
2. Initialize scores to track loss metric
3. for \( t \leftarrow 1 \ldots T \) do
4.   Sample \( b \sim \mathcal{B} \) and \( p \sim \mathcal{P} \).
5.   for \( i \leftarrow \{1 \ldots n\} \) do
6.     Compute explanations \( e_i \) via method \( A \) and baseline \( b \)
7.     Compute ranking \( r_i \leftarrow \text{argsort}(e_i) \) in decreasing order
8.     where \( r_i^k \) is index of the \( k \)th ranked feature.
9.   end for
10.  scores\((t, 0)\) \( \leftarrow L(f(X), Y) \) \( \triangleright \) Loss on original \( X \)
11.  for \( k \leftarrow \{1 \ldots d\} \) do
12.    for \( i \leftarrow \{1 \ldots n\} \) do
13.      \( m \leftarrow r_i^k \) \( \triangleright \) \( k \)th ranked feature for \( x_i \)
14.      \( x_i^{(m)} \leftarrow p_i^{(m)} \) \( \triangleright \) perturb \( x_i \)
15.    end for
16.  scores\((t, k)\) \( \leftarrow L(f(X), Y) \)
17. end for
18. end for
19. return scores

#### Figure 3: To determine a sufficient baseline sample size we compare Kendall Tau correlation of global explanation rankings at varying baseline sample sizes relative to the full training dataset (1840 samples) using Deep SHAP explanations.

importances decrease model performance more than those with lower importances.

importances decrease model performance more than those with lower importances.

### 3.6 Sanity checks

In addition to the ablation procedure outlined above, three sanity checks are overlaid on the plots and are used as guidance in understanding the results. The first sanity check is a model trained with shuffled labels to provide a lower bound on model capability. We
suspect that any model performance that drops below this control may have degraded due to other factors such as out of distribution inputs. We display this guardrail as a horizontal dashed line as seen in Figure 4a.

The second sanity check attempts to put a lower bound on the value of a feature’s explanation. We augment the original dataset with four additional randomly generated features \( x_i \sim N(0, 1) \). These random features are not correlated with the prediction target, thus should have no importance. Features with attributions smaller in absolute value than the added random features are likely not important, and we should not focus on changes in model performance after perturbing these features. For global explanations, we assign this sanity check as the rank of the most important random feature. When using local explanations, we take the best average rank of the random features. Given an ordinal rank \( o_j^i \) for sample \( x_i \) at feature \( j \) and a set of random features \( R \), we calculate the guardrail as:

\[
\arg \min_{j \in R} \frac{1}{N} \sum_{i=1}^{N} o_j^i
\]

To represent this sanity check, we add a dashed vertical line as seen in Figure 4b.

Similar to Haug et al. [7], we also use a random set of explanations, ablating features in a uniformly random order, as a reference to benchmark against. As shown in Figure 4c, the random ordering results in a steady decline in model capability.

### 3.7 Categorical treatment

Previous work often does not address tabular data, and when it does, categorical variables do not have their own distributional assumptions in baselines or perturbations [7]. We propose two alterations to the ablation process in the presence of categorical variables.

1. For ranking, each categorical feature has a single ranking derived from the sum of attributions of its one-hot-encoded features.
2. For perturbations, categorical features are carefully perturbed such that the result is a valid category from the original training distribution. For example, constant median perturbation for a categorical feature is modified to the most common category.

By combining the one-hot-encoded explanations, we observed that our vertical guardrail sanity check moves to the right. This can be observed in Figure 5.

Since performing perturbations in the multinomial category space is feasible for only the marginal distribution, we additionally alter max distance. Max distance in continuous space is the furthest point in \( L_1 \) space, so we sample uniformly from the other categories. Formally, for a categorical feature \( x_j^i = a \) with categories \( C \) as:

\[
\mathcal{P}_{\text{max distance}} = \{ c \in C, c \neq a \}
\]

### 4 EXPERIMENTS

We ran experiments on one synthetic and four open source datasets [5] using a fixed dense neural network over all trials.

| Dataset     | Samples | Num | Cat | OHE |
|-------------|---------|-----|-----|-----|
| synthetic   | 1,000   | 15  | 5   | 30  |
| adult       | 48,842  | 6   | 8   | 100 |
| german credit | 1,000 | 7   | 13  | 54  |
| har         | 10,299  | 561 | 0   | 0   |
| spambase    | 4,601   | 0   | 57  | 57  |

Table 2: Summary of datasets, detailing number of samples, numerical (Num), categorical (Cat), and one hot encoded (OHE) features. - See [5] for open source available datasets.

Across the five datasets, three explanation methods, five baselines, and three perturbations for both local and global experiments with three trials, we conducted a total of 1350 experiments. We use a synthetic dataset, discussed below, as a benchmark to assess the sensitivity of an ablation study over a fixed set of hyperparameters. The following subsections summarize those comparisons.
Figure 6: We train a linear model on the synthetic dataset and extract the coefficients as our ground truth global explanations. We sequentially subtract coefficients in decreasing order from the total sum to mimic the theoretical degradation of information from the model. Results of global ablation studies should mimic this decay.

4.1 Synthetic dataset

We first examine ablation results on the synthetic dataset. It contains fifteen continuous normally distributed variables and five categorical features with six uniformly sampled categories. We sample coefficients from $\mathcal{N}(0, 1)$ for each continuous variable and each of the 30 categorical levels. We sample labels according to $y_i \sim \text{Bernoulli} \left( \frac{1}{1 + \exp(-c \cdot x_i)} \right)$.

An additional four uninformative random features are added as discussed in subsection 3.6.

By definition, global feature importance directly correlates to the coefficients in our data generation. Therefore, we can visualize a theoretical ablation curve based on global explanations in Figure 6. Ideally, performance should decay proportionally to the importance of the ablated features.

4.2 Effect of perturbations

To explore the impact that the choice of perturbation has on ablation, we focus on one explanation method (Deep SHAP), a variety of baselines, and vary the perturbations on the synthetic dataset, as seen in Figure 7.

It is evident that the max distance perturbation has the most significant impact on the ablation curve. It causes an extremely steep drop in performance during the ablation of the first 15% of features, rapidly descending below the horizontal guardrail of minimum model performance. Conversely, for the other perturbations, the ablation curves remain above the guardrail and exhibit decay similar to Figure 6. It is clear that max distance is pushing the model into a decision space that deviates from those established during training.

This behavior is not unique to the synthetic dataset and is replicated across our empirical experiments on real datasets and explanation methods. We see steep decreases and odd behavior from har and spambase when using the max distance perturbation in Figures 8 and 9.

Interestingly, the guardrail for lower limit of model capability is sometimes, but not always, crossed by ablation experiments using the max distance perturbation (e.g., adult dataset in Figure 8). This is most likely due to a high percentage of categorical features. As discussed in Section 3.7, categorical features are treated more
closely as a marginal sample in the max distance perturbation since categorical features already live on the hypercube.

To summarize experiments in one metric, we focus on the infeasible area, bounded below by the ablation curve, from above by the horizontal guardrail, and on the right by the vertical guardrail. Any ablation curve that dips below the lowest capability model very quickly will incur a large area above the curve in quadrant III (see Figure 4d). As seen in Table 3, across all experiments, we find that max distance perturbation results in triple the area of any other perturbation.

| Perturbation        | Area Measure | local | global |
|---------------------|--------------|-------|--------|
| constant median     | 0.007        | 0.003 |
| marginal            | 0.008        | 0.004 |
| max distance        | 0.024        | 0.012 |

Table 3: An area measure for assessing perturbations. We measure the area above ablation curves that is under the horizontal guardrail and left of the vertical guardrail in quadrant III. Areas are averaged by perturbation over all datasets, baselines, and explanation methods

4.3 Effect of baselines

To estimate the effect induced by a baseline, we measure the area between the random explanation curve and the ablation curve. Any time an ablation curve remains under the random explanation it contributes positively to the area, and if it crosses above, it decreases the area. The random explanation curve is obtained by ablating features in a random order. Therefore, a low area measurement indicates that the corresponding explanations are of low quality, as they perform similarly to a uniformly random assignment of importance. Over all experiments, the nearest neighbor baseline performs the worst for both local and global explanations, followed by the constant median baseline as seen in Table 4.

| Baseline            | Area Measure | local | global |
|---------------------|--------------|-------|--------|
| nearest neighbors   | 0.037        | 0.087 |
| constant median     | 0.081        | 0.109 |
| training            | 0.195        | 0.111 |
| opposite class      | 0.229        | 0.112 |

Table 4: Average area between random explanation and baseline curves over all datasets, perturbations, and explanation methods

Moreover, we hypothesize that “better” baselines should push the vertical guard to the right, indicating that the baseline helps to correctly attribute low importance to random features. This can especially be seen in Figure 10 where less informative baselines such as nearest neighbors and constant median have guardrails closer to the left portion of the curves, while the guardrails of opposite class and training, are further to the right.

4.4 Effect of local vs. global explanations

We conducted experiments comparing typical ablation curves and guardrails based on individual observations (local) vs across all...
Figure 11: Comparison of the worst baseline (nearest neighbors) and best baseline (opposite class) according to our area metric, using Deep SHAP explanations and constant median perturbation for global feature importance. The opposite class curve is consistently further from the random explanation compared to nearest neighbors suggesting more informative explanations generated with opposite class baselines. See Table 4 for details.

Figure 12: Comparisons of ablation curves derived from global and local explanations using the adult dataset, Deep SHAP explanations, and training baseline.

We initially hypothesized that averaging local explanations into global explanations would produce two effects: 1) ablation curves derived from global explanations would smooth out those produced by local explanations, and 2) ablation curves produced by local explanations would initially have steeper slopes and shift curves produced by global explanations to the left. Both of these effects can be seen in Figure 12 with the Adult dataset. It is also worth noting that the vertical guardrails for each type of explanation are close in agreement.

4.5 Effect of explanation methods

We explore the impact of explanation methods in ablation studies, comparing multiple explanation methods while focusing on the constant median perturbation method and training baseline, as seen in Figure 13. Curves produced by most explanation methods seem to agree across most datasets, with KernelSHAP as an outlier in the Adult and HAR datasets. We hypothesize that these deviations in the Adult dataset in Figure 13 are a result of the differences in SHAP value estimation between gradient-free KernelSHAP and gradient-dependent Deep SHAP and Integrated Gradients. Since our models under test are neural networks, it is appropriate for Deep SHAP to produce higher quality explanations [11]. The greatest deviation for KernelSHAP occurs in HAR, see Figure 13. We hypothesize, and identify as an item for future work, that our baseline sample size used for KernelSHAP may be insufficient for HAR, as it has the highest feature dimensionality of all the datasets.

Differences in general trends between datasets containing categorical features (Synthetic, Adult, German), and those containing only continuous features (HAR, Spambase) could speak more to the perturbation and baseline choices rather than explanation methods. Note that selection and impact of the explanation method on the ablation curves is significantly influenced based on the choice of perturbation and baseline.

Figure 13: Comparison of ablation curves on three XAI methods across datasets indicate agreement among gradient based methods. (perturbation: constant median, baseline: training)

5 CONCLUSIONS

Ablation studies can be an effective XAI validation technique with appropriate selection of perturbation method and treatment of categorical data. Our ablation analysis, augmented with guardrails as sanity checks, identified that steeper performance declines from
Ablation do not necessarily confirm explanation quality. The decline in model capability can be driven by perturbations that drive model inputs out of sample. Additionally, perturbations can exert an outsized influence on the ablation study, which masks the true performance of the explanations. Therefore, there is a need to carefully choose the perturbation method to avoid confounding assessments and to use other measures to ensure quality ablation studies. The three proposed guardrails are a step in that direction. They are sanity checks that help limit inappropriate conclusions drawn from an ablation analysis (e.g., the max distance perturbation rapidly dropping model performance).

Furthermore, data types of features must also be carefully considered. When ranking and perturbing, one-hot-encoded features should be aggregated back to their original multi-category form. Perturbations used on categorical features should maintain the data type; using any representation that falls outside of a feature’s categories (e.g., mean of one hot encoding) should be avoided.

The aggregation to the multi-categorical representation improves the utility of the random feature guardrail. The sparsity induced by one-hot-encoding creates high dimensional local attributions, with the vast majority having little importance. This results in the vertical guardrail moving further to the left, compressing the relevant region for the ablation study, and increasing the difficulty in interpreting the results as shown in Figure 5.

Future work in this area should include techniques to bound the out of distribution problem for perturbations, an expansion to include more model types, baselines, and XAI methods, and a more rigorous measurement of the lower limit of feature importance, as shown in our vertical guardrail.
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