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Abstract

Hypothesis tests in models whose dimension far exceeds the sample size can be formulated much like the classical studentized tests only after the initial bias of estimation is removed successfully. The theory of debiased estimators can be developed in the context of quantile regression models for a fixed quantile value. However, it is frequently desirable to formulate tests based on the quantile regression process, as this leads to more robust tests and more stable confidence sets. Additionally, inference in quantile regression requires estimation of the so called sparsity function, which depends on the unknown density of the error. In this paper we consider a debiasing approach for the uniform testing problem. We develop high-dimensional regression rank scores and show how to use them to estimate the sparsity function, as well as how to adapt them for inference involving the quantile regression process. Furthermore, we develop a Kolmogorov-Smirnov test in a location-shift high-dimensional models and confidence sets that are uniformly valid for many quantile values. The main technical result are the development of a Bahadur representation of the debiasing estimator that is uniform over a range of quantiles and uniform convergence of the quantile process to the Brownian bridge process, which are of independent interest. Simulation studies illustrate finite sample properties of our procedure.
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1 Introduction

High dimensional quantile inference plays a critical role in contemporary robust statistics and machine learning. Development of high-dimensional methods have been driven by the need to study data sets arising in diverse fields, ranging from biology and astronomy to economy and social science, where the technological improvements in ways data are collected have resulted in data sets that could not be studied using the traditional tools. Furthermore, these data sets are often heterogeneous and require the use of robust methods like quantile regression. In this paper, we consider the following linear model

\[ Y_i = \beta^*_0 + x_{i1}\beta^*_1 + \ldots + x_{ip}\beta^*_p + u_i, \quad i = 1, \ldots, n, \]

where \( \beta^* = (\beta^*_0, \beta^*_1, \ldots, \beta^*_p)^T \in \mathbb{R}^{p+1} \) is the unknown vector of parameters, \( X_i = (x_{i0}, x_{i1}, \ldots, x_{ip})^T \in \mathbb{R}^{p+1} \) are vectors of (random) input variables with \( x_{i0} = 1 \), and \( u_i \) are random errors. We assume
that \( u_1, \ldots, u_n \) are i.i.d. with \( P[u_i \leq 0] = \frac{1}{2} \). The focus of the paper is construction of robust, uniformly valid confidence intervals for large and growing number of subsets of model parameters in \( \{1, \ldots, p\} \). In particular, we are interested in constructing confidence bands that are robust to a number of classes of error distributions. A confidence band \( C_n = C_n(Y_1, X_1, \ldots, Y_n, X_n) \) is a family of random \( \mathbb{R}^p \) intervals \( C_n := \{ C_n(x) = [cL(y, x), cU(y, x)] \} \) that contain the true parameter \( \beta^* \) with a guaranteed probability uniformly over a range of true parameter values \( \beta^* \).

Let \( F(\cdot) \), \( F^{-1}(\cdot) \), and \( f(\cdot) \) denote the distribution, quantile and density function of \( u_\ell \). The conditional quantile function of \( Y \) given \( X_i \) is

\[
Q_\tau[Y \mid X_i] = \beta_{0i}^* + x_{i1}\beta_{1i}^* + \ldots + x_{ip}\beta^*_p + F^{-1}(\tau) = X_i^T \beta^*(\tau),
\]

where \( \beta^*(\tau) = \beta^* + e_1 F^{-1}(\tau) \). The seminal work of Koenker and Bassett (1978) introduced the quantile regression as a way to estimate the conditional quantile function by finding a minimizer of the following convex program \( n^{-1} \sum_{i=1}^n \rho_\tau(Y_i - X_i^T \beta) \), where \( \rho_\tau(z) = \tau(z - I\{z < 0\}) \) is the quantile loss function, also known as the check function. During the past four decades, various approaches were proposed for constructing confidence intervals and confidence bands for quantiles with \( p \ll n \). They can be grouped into three general approaches: studentization, the bootstrap approach and the direct distribution-free approach. For a fixed \( \tau \) and \( \alpha \), an approximate studentized \( (1 - 2\alpha)100\% \) confidence interval for \( \beta^*(\tau) \), has the standard form \( \beta^*(\tau) \pm \delta(\tau) z_\alpha \sqrt{n^{-1}X^T X(1 - \tau) \tau} \), where \( X \in \mathbb{R}^{n \times (p+1)} \) and \( \delta(\tau) \) is an \( n^{-1/4} \)-consistent estimator of the sparsity function \( 1/f(F^{-1}(\tau)) \) and \( z_\alpha \) denotes the \( 1-\alpha \)th standard normal percentile point (Zhou and Portnoy 1996). An alternative approach that circumvents the problem of estimating the sparsity function is the bootstrap approach. However, this approach is considered unsatisfying even in the low dimensional settings (Hall 1992). Finally, the direct method (Csörgő and Révész 1984; Zhou and Portnoy 1996) constructs a confidence interval without estimating the sparsity function as \( \beta^*(\tau \pm z_\alpha \sqrt{n^{-1}X^T X(1 - \tau) \tau}) \).

Here the confidence interval for \( \beta^*(\tau) \) is obtained by two estimates for the nearby quantiles.

In a high dimensional setting, under an assumption that the vector \( \beta \) is sparse, an effective way to perform estimation is using penalized methods

\[
\hat{\beta}(\tau) = \arg \min_{\beta \in \mathbb{R}^{p+1}} \frac{1}{n} \sum_{i=1}^n \rho_\tau(Y_i - X_i^T \beta) + \sum_{j=1}^{p+1} \lambda_j(\tau) \| \beta_j \|.
\]

Achieving asymptotic coverage when \( p \gg n \) is nontrivial due to the presence of bias, which does not vanish even asymptotically irrespective of the penalty function considered (Fan and Lv 2011). Approaches with non convex penalties (Fan and Li 2001; Zhang 2010; Fan and Lv 2011; Fan et al. 2014; Wang et al. 2013) provide viable alternatives, however, these procedures rely on oracle properties and, as such, do not lead to uniform inference. With an assumption of signal separation, also known as the “beta-min” condition (Zhao and Yu 2006; Wainwright 2009), one can establish asymptotic normality for the selected variables, but is left with no inference results for the non-selected ones. Results in Gautier and Tsybakov (2011), Juditsky et al. (2012), and Gautier and Tsybakov (2013) can be used to establish valid conservative bounds on the true parameter based on the \( \ell_\infty \) norm convergence rate. These confidence intervals have width of the order \( O(\sqrt{n^{-1}\log(p)}) \) under suitable conditions, while we concentrate on construction of confidence intervals with parametric rate. Zhang and Zhang (2013) introduced and van de Geer et al. (2014) further developed,
the de-biasing technique, which includes a correction term in the candidate estimator $\hat{\beta}$ that is able to remove the aforementioned bias. In high-dimensional linear and generalized linear models, Belloni et al. (2013a), Belloni et al. (2013d), Javanmard and Montanari (2014) and Farrell (2013), develop a set of complementary de-biasing techniques with one-step or two-step corrections.

In the context of quantile regression, a lot of the early work focused on estimation, prediction and variable selection consistency in low (Li and Zhu, 2008; Zou and Yuan, 2008; Wu and Liu, 2009) and high-dimensional setting (Belloni and Chernozhukov, 2011; Wang et al., 2012; Zheng et al., 2013). Comparatively, little work has been done on construction of valid hypothesis tests, confidence intervals and quantification of uncertainty. Unfortunately, unless perfect model selection is achieved (consistent variables selection), the above three general procedures designed for the confidence intervals with $p \ll n$ do not simply carry over to the high-dimensional setting. If “beta-min” condition is violated, distribution free confidence interval may not be optimal in width, as some components will be shrunk to zero. Moreover, in the context of linear regression with $p \gg n$, Bradic (2013), Chatterjee and Lahiri (2013), Liu and Yu (2013), Chernozhukov et al. (2013) and Lopes (2014) study properties of various bootstrap methods. General conclusion is that, under “no-separation condition” bootstrap approaches may suffer from severe bias. This in turn, may lead to the poor convergence properties of the bootstrap confidence intervals. Therefore, we concentrate on the studentized method.

Belloni et al. (2013c) and Belloni et al. (2013b) propose a three-stage refitting procedure for construction of studentized confidence intervals. However, the point-wise confidence intervals for regression quantiles are valid for a fixed quantile value and a single parameter at a time. There are subtle and yet important issues with the practical use of uniform inference for the quantile process. There is no clear scientific support in choosing one $\tau$ versus another value that is near by. Hence, confidence intervals that can provide coverage for a range of quantile values, say $\tau \in \mathcal{T}$, are very important. Typically the set $\mathcal{T}$ is selected as an interval of quantile levels that well captures a part of the conditional distribution. This is where our paper makes progress on. We establish a uniform Bahadur representation with exact rates of the reminder term for a one-step debasing method, similar in nature to Zhang and Zhang (2013) and Zhao et al. (2014). Different from the previous work, we provide theoretical guarantees for the range of values of $\tau \in \mathcal{T}$ while simultaneously allowing both the sparsity or number of non-zero coordinates of $\beta^*$, $s$, and the ambient dimension, $p$, to depend on the sample size $n$. We are unaware of prior work that successfully shows uniform guarantees. These guarantees are non trivial to establish as traditional arguments do not extend, due to the non-differentiable nature of the quantile process and high-dimensionality of the parameter space.

In addition to the uniform results above, we propose and develop a high-dimensional rank score process, closely related to the quantile process $\beta(\tau)$. We show that this process is exceptionally useful in high-dimensional regimes as it does not depend on the dimension $p$. Instead, it scales linearly with the sample size $n$. Moreover, we illustrate the usefulness of the rank process by providing a novel procedure for the estimation of the sparsity function. Unlike linear models, studentized method for quantiles requires knowledge of the sparsity function. The sparsity function estimator is constructed using the rank scale statistics, which is a linear functional of the proposed rank process, and hence is distribution-free. It is well known that estimators based on the rank scale statistics are less sensitive to estimation of nuisance parameters, which
is useful for approximately sparse models. We establish a number of results illustrating good properties of the proposed estimator. Moreover, we establish the Bahadur representation of the proposed scale rank statistics and establish results that are valid for all quantile levels \( \tau \in \mathcal{T} \).

Lastly, we provide a new set of results pertaining to the exact and uniform coverage rates of the studentized confidence intervals and confidence bands. We show that the rate of the coverage is of the order of \( \mathcal{O} \left( n^{-1} s^3 \log^5 (p \vee n) \right)^{1/4} \) and that the estimation of the sparsity function does not affect the coverage probability. When \( s \) and \( p \) are fixed, that is, do not depend on \( n \), the rate matches that of Zhou and Portnoy [1996], while in the high-dimensional setting for a fixed \( \tau \) the scaling matches that of Belloni et al. [2013]. Moreover, we consider a wide range of hypothesis testing problems including those based on linear functionals of growing dimensions of the process \( \beta(\tau) \). We propose a new Kolmogorov-Smirnov test statistics and show its point-wise and uniform convergence under the null hypothesis. The proofs develop arguments to approximate the quantile process by a corresponding Brownian bridge process and allow the dimensionality of the linear tests to depend on \( n \). To the best of our knowledge, such results are not available in the existing literature.

### 1.1 Organization of the Paper

This paper investigates the effects of debiasing technique for uniform confidence inference in high-dimensional spaces. In particular, how to incorporate uniform guarantees to improve the continuous inference for the high-dimensional quantile process. The first result, introduced in Section 3, extends previous work on debasing to incorporate uniform statements for the quantile process. The second result, discussed in Section 4, develops theory for the introduced high-dimensional regression rank score process. In particular, Section 4.1 develops new theory linking the introduced process to the ranks of the residuals of the model (1.1); Section 4.2 proposes a new scaled rank statistics which offers an alternative way of estimating the sparsity function over the existing Koenker’s method; Section 4.3 incorporates this newly proposed estimator into the debiased estimator and establishes uniform Bahadur result. Section 5 establishes exact coverage rates of the uniform confidence intervals (Section 5.1) and bands (Section 5.2) with known and unknown density of the error. Moreover, the subsection 5.3 proposes sup Wald test statistics and shows its usefulness in a range of continuous testing problems. Lastly, Section 6 contains numerical experiments, which show that the proposed method works extremely well.

### 1.2 Notation

Let \([n]\) denote the set \(\{1, \ldots, n\}\) and let \(\mathbb{I}\{\cdot\}\) denote the indicator function. We use \(1_p\) to denote a vector in \(\mathbb{R}^p\) with all components equal to 1. For a vector \(a \in \mathbb{R}^d\), we let \(\text{supp}(a) = \{j : a_j \neq 0\}\) be the support set (with an analoguous definition for matrices \(A \in \mathbb{R}^{n_1 \times n_2}\), \(\|a\|_q, q \in [1, \infty)\), the \(\ell_q\)-norm defined as \(\|a\|_q = (\sum_{i \in [n]} |a_i|^q)^{1/q}\) with the usual extensions for \(q \in \{0, \infty\}\), that is, \(\|a\|_0 = |\text{supp}(a)|\) and \(\|a\|_\infty = \max_{i \in [n]} |a_i|\). We denote the vector \(\ell_\infty\), \(\ell_1\) and \(\ell_2\)-norm of a matrix \(A\) as \(\|A\|_{\max} = \max_{i \in [n_1], j \in [n_2]} |a_{i,j}|\), \(\|A\|_1 = \max_{j \in [n_2]} \sum_{i \in [n_1]} |a_{i,j}|\) and \(\|A\|_2 = \sup\{\|Ax\|_2 : \|x\|_2 = 1\}\), respectively. For two sequences of numbers \(\{a_n\}_{n=1}^\infty\) and \(\{\beta_n\}_{n=1}^\infty\), we use \(a_n = \mathcal{O}(\beta_n)\) to denote that \(a_n \leq C\beta_n\) for some finite positive constant \(C\), and for all \(n\) large enough. If \(a_n = \mathcal{O}(\beta_n)\) and \(\beta_n = \mathcal{O}(a_n)\), we use the notation \(a_n \asymp \beta_n\). The notation \(a_n = o(\beta_n)\) is used to denote that

---
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Throughout the paper, we let $c, C$ be two generic absolute constants, whose values will vary at different locations. For a random variable $Z$, let $\|Z\|_{\psi_2} = \sup_{k \geq 1} k^{-1/2} \left( \mathbb{E} \left[ |Z|^k \right] \right)^{1/k}$ be the sub-gaussian norm of $Z$. For a random vector $Z$, the sub-gaussian norm is defined as $\|Z\|_{\psi_2} = \sup \{ \|Z^T a\|_{\psi_1} \mid \|a\|_2 = 1 \}$.

2 Preliminaries: de-biased estimator

Let $(X_i, Y_i)$ be $n$ independent observations from the model in (1.1). We estimate the conditional quantile function of $Y$ given $X$ by minimizing the penalized objective in (1.2) with the penalty parameter set as

$$\lambda_j(\tau) = \lambda_0 \sqrt{\tau (1 - \tau) \bar{\sigma}_j}$$

(2.1)

where $\bar{\sigma}_j = n^{-1} \sum_{i \in [n]} x_{ij}^2$ as suggested in Belloni and Chernozhukov (2011). Let $\hat{\beta}$ be a minimizer of (1.2) with the penalty set as in (2.1). Given $\hat{\beta}$, a debiased estimator $\beta$ can be constructed as

$$\hat{\beta}(\tau) = \hat{\beta}(\tau) + n^{-1} \hat{D}_r \sum_{i \in [n]} X_i \Psi(\tau) \left( Y_i - X_i^T \hat{\beta}(\tau) \right)$$

(2.2)

where $\Psi(\tau) = \tau - \mathbb{1}\{\tau < 0\}$ and $\hat{D}_r = \check{\varsigma}(\tau) \hat{D}$ with $\check{\varsigma}(\tau)$ being an estimator of the sparsity function

$$\varsigma(\tau) = 1/f(F^{-1}(\tau))$$

(2.3)

and $\hat{D}$ being an estimator of the inverse of the covariance matrix $\Sigma = \mathbb{E}[\hat{\Sigma}]$, with $\hat{\Sigma} = n^{-1} \sum_{i \in [n]} X_i X_i^T$. Let $D^p = [d_1^p, \ldots, d_{p+1}^p]$ where the column $d_j^p$ is obtained as a solution to the following optimization program

$$\hat{d}_j^p = \arg \min_{d \in \mathbb{R}^p} \left\| d \right\|_1 \quad \text{s.t.} \quad \left\| \hat{\Sigma} d - e_j \right\|_\infty \leq \gamma_n, \quad \left\| X_i^T d \right\| \leq L_n, \quad i = 1, \ldots, n,$$

(2.4)

where $\gamma_n$ and $L_n$ are a-priori defined tuning parameters. As the matrix $D^p$ is not symmetric in general, we symmetrize it to obtain the final estimator $\hat{D} = (\hat{d}_{ij})_{i,j \in [p+1]}$ as follows

$$\hat{d}_{ij} = \hat{d}_{ji} = d_{ij}^p \mathbb{1}\{|d_{ij}^p| \leq |d_{ji}^p|\} + d_{ij}^p \mathbb{1}\{|d_{ij}^p| > |d_{ji}^p|\}.$$

We leave the details of our novel construction of $\check{\varsigma}(\tau)$ for Section 4. The debiased estimator above is of a similar form to that studied in Zhang and Zhang (2013) and van de Geer et al. (2014), and is different from those in Javanmard and Montanari (2014) and Zhao et al. (2014). In particular, it produces a consistent estimator of $\Sigma^{-1}$ which is needed for construction of linear tests and uniform confidence bands as they depend on consistent estimation of possibly all correlations, whereas point-wise confidence intervals do not. Notice that in (2.4) the CLIME estimator (Cai et al. 2011) is augmented with an additional constraint in order to control the residual terms in the Bahadur representation. This allows us to provide uniform inference results for a quantile process as a function of $\tau$. To the best of our knowledge, such uniform results that allow both $s$ and $p$ to depend on $n$ are new.
Using Knight’s identity $|z−z'|−|z|=−v[I\{z>0\}−I\{z<0\}]+2\int_0^{z'}[I\{z\leq s\}−I\{z\leq 0\}] ds$, for $z \neq 0$, and the fact that $\rho_\tau(z) = |z|/2 + (\tau − 1/2)z$ it is easy to see that

$$
\rho_\tau(Y_i - X_i^T \beta) = \rho_\tau(u_i - F^{-1}(\tau)) - X_i^T (\beta - \beta^*(\tau)) \psi_\tau (u_i - F^{-1}(\tau)) + \int_0^{X_i^T (\beta - \beta^*)} \left[I\{u_i - F^{-1}(\tau) \leq s\} − I\{u_i - F^{-1}(\tau) \leq 0\}\right] ds.
$$

(2.5)

We will use this identity to show that $\tilde D_\tau = \zeta(\tau) \tilde D$ is a uniformly good approximation of the population Hessian over a large range of values of $\tau$ and that the optimization program (2.4) is a good proxy for the one-step Newton update for the quantile process.

Before we state the characterization of the proposed estimator $\hat \beta(\tau)$, [2.2], we introduce some additional notation to simplify the exposition. Let $G_n(\tau, \delta)$ denote the weighted empirical process

$$
G_n(\tau, \delta) = \nu_n(\tau, \delta) - E[\nu_n(\tau, \delta)],
$$

where for $\delta \in \mathbb{R}^p$

$$
\nu_n(\tau, \delta) = n^{-1} \sum_{i \in [n]} \tilde D_\tau X_i \left( I\{u_i \leq X_i^T \delta + F^{-1}(\tau)\} − I\{u_i \leq F^{-1}(\tau)\}\right).
$$

(2.7)

**Proposition 2.1.** Suppose that the optimization program in (2.4) is feasible. The debiased estimator [2.2] has the following representation uniformly in $\tau$

$$
\sqrt{n}(\hat \beta(\tau) - \beta^*(\tau)) = n^{-1/2} \tilde D_\tau \sum_{i \in [n]} X_i \psi_\tau (u_i - F^{-1}(\tau)) − \sqrt{n}(\Delta_1(\tau) + \Delta_2(\tau) + \Delta_3(\tau)),
$$

(2.8)

where

$$
\Delta_1(\tau) = \frac{\zeta(\tau)}{\zeta(\tau)} G_n \left( \tau, \hat \beta(\tau) - \beta^*(\tau) \right), \quad \Delta_2(\tau) = \left( \frac{\zeta(\tau)}{\zeta(\tau)} \tilde D \tilde \Sigma - I \right) (\hat \beta(\tau) - \beta^*(\tau)),
$$

$$
\Delta_3(\tau) = n^{-1} \frac{\zeta(\tau)}{\zeta(\tau)} \sum_{i \in [n]} f(\tilde w_i) \tilde D_\tau X_i \left( X_i^T (\hat \beta(\tau) - \beta^*(\tau)) \right)^2,
$$

with $\tilde w_i$ between $X_i^T (\hat \beta(\tau) - \beta^*(\tau)) + F^{-1}(\tau)$ and $F^{-1}(\tau)$.

We will use Proposition [2.1] to establish novel Bahadur representation in Section [3] that holds over a range of values of $\tau$. Notice that the statement of Proposition [2.1] is deterministic. Under the conditions given in the following section, we will show that the term $\sqrt{n}(\Delta_1(\tau) + \Delta_2(\tau) + \Delta_3(\tau))$ is small uniformly in $\tau$ with high probability, while the first term in (2.8) converges to a Brownian bridge process.

### 3 Uniform Bahadur Representation

Different from the classical setting, our representation provides a convergence rate of the remainder term while allowing both $s$ and $p$ to grow with $n$. Bahadur [1966] representations are useful for construction of confidence bands, especially when the loss function is not smooth, such as
in M-estimation and quantile regression. They are also significantly more challenging to establish for non-smooth losses. To simplify presentation, we first establish Bahadur representation for the case when the density function \( f \) is known. In Section 4, we detail a novel procedure for estimating the sparsity function based on the regression rank scores, prove that the sparsity function can be estimated uniformly over \( \tau \), and give the rate of convergence.

We require the following regularity conditions.

\( \textbf{(D)} \) The density of the error, \( f \), is uniformly bounded from above by \( f_{\max} < \infty \) and from below by \( f_{\min} > 0 \). Furthermore, \( f \) is continuously differentiable with the derivative, \( f' \), bounded by \( f'_{\max} \).

\( \textbf{(X)} \) The vector of covariates \( x_i = (1, \tilde{x}_i^T)^T \in \mathbb{R}^{p+1} \) satisfies \( \|\Sigma^{-1/2} \tilde{x}_i\|_2 = \sigma_X \) where \( \Sigma = \text{Cov}(\tilde{x}_i) \). Furthermore, the covariance matrix satisfies \( 0 < \Lambda_{\min}(\Sigma) \leq \Lambda_{\max}(\Sigma) \leq \Lambda_{\max} < \infty \) and the precision matrix \( \Sigma^{-1} \) satisfies \( \max_{j \in [p]} \|\{\Sigma^{-1}\}_j\|_0 \leq \bar{s} \) and \( \|\Sigma^{-1}\|_1 \leq M \) for some \( \Lambda_{\min}, \Lambda_{\max}, \bar{s}, \) and \( M \).

\( \textbf{(S)} \) The vector of coefficients \( \beta^* \in \mathbb{R}^{p+1} \) is sparse, that is, \( s = |S| = |\{\beta_j \neq 0 | j \in [p + 1]\}| \ll n \).

The assumptions above are standard in the literature of high-dimensional inference and are just one set of sufficient conditions. For example, assumption \( \textbf{(X)} \) was considered in the literature on inverse covariance matrix estimation [Cai et al., 2016] and in a slightly weaker form for inference of univariate parameters [van de Geer et al., 2014]. However, in this paper we are interested in linear testing of multivariate parameters which requires slightly stronger conditions. Assumption \( \textbf{(D)} \) on the density of the error \( f \) is common in the literature on quantile regression [Koenker, 2005]. Finally, the hard sparsity assumption on \( \beta^* \), \( \textbf{(S)} \), can be relaxed to allow a number of coefficients with small elements [Belloni et al., 2013b]. We chose the above conditions to simplify the presentation and use existing results on the first step estimator \( \hat{\beta}(\tau) \). In particular, under our regularity conditions \( \textbf{(D)} \), \( \textbf{(X)} \), and \( \textbf{(S)} \), the conditions D.4 and D.5 of [Belloni and Chernozhukov, 2011] are satisfied (see Lemma 1 in their paper). Hence, Theorem 2 and Theorem 3 of Belloni and Chernozhukov [2011] apply and we have

\[
\sup_{\tau \in [\epsilon, 1-\epsilon]} \|\hat{\beta}(\tau) - \beta^*(\tau)\|_2 = O_P \left( \sqrt{\frac{s \log(p \vee n)}{n}} \right) \tag{3.1}
\]

and \( \sup_{\tau \in [\epsilon, 1-\epsilon]} \|\hat{\beta}(\tau)\|_0 = O_P(s) \). The latter can be treated as a condition on the initial step estimator – see [Belloni et al., 2013] for more details where the authors introduce an additional step to remove this assumption. For the case of known density function \( f \), the debiased estimator takes the form

\[
\beta(\tau) = \tilde{\beta}(\tau) + n^{-1} \tilde{D}_\tau \sum_{i \in [n]} X_i \Psi_\tau \left( Y_i - X_i^T \tilde{\beta}(\tau) \right) . \tag{3.2}
\]

The estimator \( \hat{\beta}(\tau) \) is analogous to \( \tilde{\beta}(\tau) \) in (2.2), however, \( \tilde{D}_\tau \) is replaced with \( \hat{D}_\tau = \varsigma(\tau) \tilde{D} \). The following theorem provides Bahadur representation for the estimator \( \beta(\tau) \).

**Theorem 3.1.** Suppose that the assumptions \( \textbf{(D)} \), \( \textbf{(X)} \), and \( \textbf{(S)} \) hold. Furthermore, let \( \hat{\beta}(\tau) \) be a minimizer of (1.2) with the penalty parameter set as in (2.1) with \( \lambda_0 = c_1 \sqrt{n^{-1} \log(p)} \) and \( \hat{D} \) be
a minimizer of (2.4) with \( \gamma_n = c_2 M \sqrt{\log(p)/n} \), \( M = \|\Sigma^{-1}\|_1 \) and \( L_n = c_3 \Lambda_{\min}^{1/2}(\Sigma) \sqrt{\log(p \lor n)} \). Then the debiased estimator \( \hat{\beta}(\tau) \) in (3.2) satisfies

\[
\sqrt{n}(\hat{\beta}(\tau) - \beta^*(\tau)) = n^{-1/2} \tilde{D}_r \sum_{i \in [n]} X_i \psi_{\tau}(u_i - F^{-1}(\tau)) \\
+ O_P \left( \frac{L_n s^{3/4} \log^{3/4}(p \lor n)}{n^{1/4}} \sqrt{L_n s \log(p \lor n)} \right)
\]

(3.3)

uniformly in \( \tau \in [\epsilon, 1-\epsilon] \) for \( \epsilon \in (0, 1) \).

Theorem 3.1 is a generalization of Theorem 2.1 of Zhou and Portnoy (1996) as it provides a Bahadur representation of regression quantiles for a high dimensional linear model. The theoretical development for the high dimensional case cannot rely on the traditional empirical process arguments. We devise new chaining arguments to circumvent both the non-smoothness of the process at hand and its high dimensionality. We observe that in the high dimensional setting, the residual term in the Bahadur representation is of higher order compared to the classical quantile estimator. Zhou and Portnoy (1996) establish the residual to be of the order of \( (\log n)/n^{1/4} \), whereas we establish a rate of \( (s^4 \log^5 p/n^4)^{1/4} \) whenever \( s \log p/n < 1 \). Moreover, the result is uniform in nature, as it holds true for all \( \epsilon \leq \tau \leq 1-\epsilon \) and \( \epsilon \in (0, 1) \). To the best of our knowledge this is the first result establishing uniform and high dimensional guarantees. The proof of Theorem 3.1 begins with Proposition 2.1 and shows uniform bounds on the terms \( \Delta_1(\tau), \Delta_2(\tau), \Delta_3(\tau) \) appearing therein. These bounds are given in Lemma 1, 2, and 3 below.

**Lemma 1.** Suppose the assumptions of Theorem 3.1 are satisfied and \( f_{\max} \Lambda_{\max} r^2_n = O_P(1) \). Then there exists a fixed constant \( C \), such that

\[
\sup_{\tau \in [\epsilon, 1-\epsilon]} \sup_{\delta \in C(r, t)} \|G_n(\tau, \delta)\|_{\infty} \leq C \left( \sqrt{\frac{f_{\min}^{2} t^2}{n} f_{\max}^{1/2} \Delta_{\max}(\Sigma) r_{\max}(np/\delta)} \lor \frac{f_{\min}^{1} L_n t \log(\delta/\delta)}{n} \right).
\]

with probability \( 1 - \delta \), where

\[
C(r, t) = \{ \mathbf{w} \in \mathbb{R}^{p+1} | \|\mathbf{w}\|_2 \leq r, \|\mathbf{w}\|_0 \leq t \}
\]

denote a ball around the origin of vectors that are \( t \)-sparse and \( G_n(\tau, \delta) \) is defined in (2.6).

A few remarks are in order. Lemma 1 establishes a doubly uniform tail probability bound for a growing supremum of an empirical process \( G_n(\tau, \delta) \). It is doubly uniform as it covers both a large range of \( \delta \) and of \( \tau \); and it is growing as supremum is taken over \( p \) coordinates of the process, which are allowed to grow with \( n \). The proof of Lemma 1 is further challenged by the non-smooth components of the process \( G_n(\tau, \delta) \) itself. It proceeds in two steps. First, we show that for a fixed \( \tau \) and \( \delta \) the term \( ||G_n(\tau, \delta)||_{\infty} \) is small. In the second step, we devise a new epsilon net argument to control the non-smooth terms uniformly for all \( \tau \) and \( \delta \) simultaneously. In conclusion, with \( r_n = C \sqrt{s \log(p \lor n)/n} \) and \( t = C s \) (see (3.2)), Lemma 1 establishes a uniform bound \( \sup_{\tau \in [\epsilon, 1-\epsilon]} \sqrt{n} \Delta_1(\tau) = o_P(1) \).

**Lemma 2.** Suppose the assumptions of Theorem 3.1 are satisfied. Then the optimization program in (2.4) has a feasible solution with probability at least \( 1 - C p^{-c_3} \).
The proof of Lemma 2 is a modification of the result of Javanmard and Montanari (2014) and shows that the population precision matrix $\Sigma^{-1}$ is feasible for the optimization program with high-probability.

**Lemma 3.** Let $\{\tilde{w}_i\}_{i \in [n]}$ be such that each $\tilde{w}_i$ is between $X_i^T \delta + F^{-1}(\tau)$ and $F^{-1}(\tau)$. Under the conditions of Theorem 3.1 we have that

$$
\sup_{\tau \in [\epsilon, 1-\epsilon]} \left\| n^{-1} \sum_{i \in [n]} f(\tilde{w}_i) \tilde{D}_t X_i \left( X_i^T (\hat{\beta}(\tau) - \beta^*(\tau)) \right) \right\|_{\infty} = O_P \left( \frac{L_n s \log(p)}{n} \right).
$$

Result of Lemma 3 is based on the above two Lemmas and equation (3.1). Lemma 3 shows that $\sup_{\tau \in [\epsilon, 1-\epsilon]} \sqrt{n} \Delta_3(\tau) = o_P(1)$.

4 Density Estimation Through Regression Rank Scores

In this section we introduce a high dimensional regression rank scores in the regression model (1.1) with $p \geq n$ that generalize regression rank scores of Gutenbrunner and Jurečková (1992). We provide a uniform, finite sample, Bahadur representation of such high dimensional regression rank scores, generalizing the asymptotic results of Gutenbrunner and Jurečková (1992) to the case of $p \geq n$. The introduced regression rank scores provide a foundation for the new theory of linear rank statistics which we use to provide a new, distribution free estimator of the sparsity function $\zeta(\tau)$ defined in (2.3).

4.1 High Dimensional Regression Rank Scores

We define high-dimensional regression rank scores, $\hat{\xi}(\tau)$, as the solution to the dual of the primal problem (1.2). For a fixed value of the tuning parameter $\lambda_n$ and the quantile $\tau$, we define $\hat{\xi}(\tau)$ as the solution to the following optimization problem

$$
\max_{\xi} \quad Y^T \xi(\tau)
\text{s.t.} \quad ||X_i^T \xi(\tau) - (1-\tau)X_i^T 1_n||_{\infty} \leq \lambda_n,
\xi(\tau) \in [0,1]^n.
$$

(4.1)

In the display above, it is clear that the high dimensional rank scores $\hat{\xi}(\tau)$ depend on the value of the tuning parameter $\lambda_n$, $\hat{\xi}(\tau) = \xi(\tau, \lambda_n)$. This dependence on $\lambda_n$ is suppressed in the notation whenever possible.

While the regression quantiles are suitable mainly for estimation, the regression rank scores are used for testing hypotheses in the linear model, particularly when the hypothesis concerns only some components of $\beta^*$ and other components are considered as nuisance. In what follows, we show that the introduced penalized regression rank scores $\hat{\xi}(\tau)$ are uniformly close to the regression rank scores $\alpha(\tau)$ of Gutenbrunner and Jurečková (1992). Let $S$ and $s$ be defined as in Condition (S). Then the regression rank scores $\alpha(\tau)$ are defined as the solution to the following optimization problem

$$
\max_{\alpha} \quad Y^T \alpha(\tau)
\text{s.t.} \quad X_S^T \alpha(\tau) = (1-\tau)X_S^T 1_n
\alpha(\tau) \in [0,1]^n.
$$

(4.2)
While allowing the size of the set \( S \), \( s \), to be a function of \( n \) and to diverge with \( n \) we show the following result.

**Lemma 4.** Assume that the conditions of Theorem [3.1](#) hold. Let \( \alpha(\tau) \) be a solution to the dual problem in [4.2]. Furthermore, let \( E_{i\tau} = u_i - F^{-1}(\tau) \), and \( \hat{\alpha}_i(t) = \mathbb{I}\{E_{i\tau} \geq 0\} \). Then,

\[
\sup_{\tau \in [\epsilon,1-\epsilon]} \frac{1}{n} \sum_{i \in [n]} E_{i\tau} |\alpha_i(\tau) - \hat{\alpha}_i(\tau)| = O_P \left( \sqrt{\frac{\log n}{n}} \right), \tag{4.3}
\]

for any fixed \( \epsilon \in (0,1) \).

 Lemma 4 shows that the regression rank scores of [Gutenbrunner and Jurečková (1992)](#) can be well approximated by an empirical process. The uniform upper bound indicates that the uniform consistency of the regression rank scores is up to an order of \( s\sqrt{\log n/n} \). It is the first result that explicitly establishes the rate of convergence of such uniform approximation that is the function of both \( s \) and \( n \). If we only consider a finite number of \( \tau \)'s we obtain the rate of \( \sqrt{s^2/n} \). When \( s \) is not diverging this rate matches the optimal rate of [Gutenbrunner and Jurečková (1992)](#) (see Theorem 1 (ii) therein).

**Lemma 5.** Assume that the conditions of Theorem [3.1](#) hold. Let \( \alpha(\tau) \) be a solution to the dual problem in [4.2] and let \( \hat{\xi}(\tau) \) be a solution to [4.1]. Suppose that the assumptions (D), (X), and (S) hold. Then

\[
\sup_{\tau \in [\epsilon,1-\epsilon]} \left| n^{-1} \sum_{i \in [n]} Y_i \left( \hat{\xi}_i(\tau) - \alpha_i(\tau) \right) \right| = O_P \left( \lambda_n \left( \sup_{\tau \in [\epsilon,1-\epsilon]} ||\beta^*(\tau)||_1 \right) + s \sqrt{\frac{\log(p \vee n)}{n}} \right), \tag{4.4}
\]

for any \( \epsilon \in (0,1) \).

Lemma 5 shows that if \( \lambda_n \) is chosen appropriately, then the high dimensional regression rank scores can be well approximated by the regression rank scores. Moreover, this approximation is uniform in that the upper bound is established over a large set of values of \( \tau \). The reminder term in the approximation indicates that the bias in this approximation is of the order of \( \lambda_n \left( \sup_{\tau \in [\epsilon,1-\epsilon]} ||\beta^*(\tau)||_1 \right) \) and is diminishing as long as \( \lambda_n \) is chosen appropriately. This establishes a uniform approximation of two linear rank statistics based on the penalized regression rank scores and the regression rank scores. Regression rank statistics are useful for designing rank estimators while results above are useful in establishing asymptotic properties of these estimators. This is the first result on regression rank scores developed in the setting where \( s \) and \( p \) are allowed to grow with \( n \).

### 4.2 Rank Density Estimation

In this section we propose a new estimator for the sparsity function \( \varsigma(\tau) = 1/f(F^{-1}(\tau)) \), which is based on the regression rank scores. The sparsity function is commonly estimated using the Koenker’s quotient estimator. Let \( \hat{Q}_Y(\tau) = n^{-1} \sum_{i=1}^n X_i^\top \hat{\beta}(\tau) \) be the estimated conditional quantile function, where \( \hat{\beta}(\tau) \) is a consistent estimator of \( \beta^*(\tau) \). Then Koenker’s estimator of \( \varsigma(\tau) \) is defined as

\[
\left( \hat{Q}_Y(\tau + h) - \hat{Q}_Y(\tau - h) \right) / (2h),
\]
where \( h \) is a bandwidth parameter. Belloni et al. (2013b) employ such an estimator in a high-dimensional setting. In contrast we take a new approach and design a rank statistics based on the introduced high-dimensional regression rank scores. Both approaches achieve consistency, but the estimator based on ranks has a smaller bias (see Theorem 4.1 below). Furthermore, the estimator is less sensitive in situations when data are not normally distributed.

One of the main advantages of regression rank scores is their regression equivariance, which is useful in designing a number of distribution-free tests. The ranks allow for a distribution free inference and are widely used in robust statistics (Jurečková et al., 2012). Furthermore, ranks are robust to outliers in the response variable and invariant with respect to the regression shift of the nuisance parameter. The invariance property is highly desirable in high dimensional models where perfect model selection is not possible.

To estimate the sparsity function, \( \varsigma(\tau) \), we propose a scale rank statistics and then connect it with \( \varsigma(\tau) \). The scale rank statistics, \( S_n(\tau) \), is defined as a weighted linear combination of penalized regression rank scores. In particular, we define \( S_n(\tau) \) as

\[
S_n(\tau) = n^{-1} \sum_{i \in [n]} Y_i \int_0^\tau \phi(\alpha) d\xi_i(\alpha),
\]

where \( \phi(t) = \text{sign}(t - \frac{1}{2}) \) is the scaled score function and the sign function \( \text{sign}(x) \) is defined as 1 if \( x \geq 0 \) and -1 if \( x < 0 \). Notice that if \( \phi \) is taken to be an identity function, then the scale rank statistic becomes a linear combination of penalized regression ranks scores and as such preserves a distribution free property.

We define the population quantity \( S_F(\tau) \) as

\[
S_F(\tau) = \int_0^\tau \phi(\alpha) F^{-1}(\alpha) d\alpha
\]

and observe that the sparsity function \( \varsigma(\tau) \) is related to \( S_F(\tau) \) via the following equation

\[
\varsigma(\tau) = \partial^2 S_F(\tau)/\partial \tau^2.
\]

Later, we show \( S_n(\tau) \xrightarrow{p} S_F(\tau) \) as \( n, p \to \infty \), even in the regime where \( p \gg n \). This suggests the following estimator for the sparsity function

\[
\widehat{\varsigma}(\tau) = h^{-2} \left( S_n(\tau + h) - 2S_n(\tau) + S_n(\tau - h) \right).
\]

In the display above, \( h \) is an appropriately chosen bandwidth parameter that converges to zero. If the conditional quantile function is three times continuously differentiable, the estimator is based on the second order partial difference of the scale rank statistics \( S_n(\tau) \) and it can be shown to have the bias of order \( O(h^2) \). The size of the bias can be improved by considering the following corrected estimator

\[
\tilde{\varsigma}(\tau) = \frac{24}{21} h^{-2} \left( S_n(\tau + h) - 2S_n(\tau) + S_n(\tau - h) \right) - \frac{1}{14} h^{-2} \left( S_n(\tau + 2h) - 2S_n(\tau) + S_n(\tau - 2h) \right),
\]

whose bias is of the order \( O(h^4) \).

The following Lemma establishes a first order approximation of the scale rank statistics \( S_n(\tau) \).
Lemma 6. Assume that the conditions of Theorem 3.1 hold. Let \( E_i \tau = u_i - F^{-1}(\tau), \) with \( E_{\tau} = (E_1 \tau, \ldots, E_n \tau)^T \) and let \( w \in \mathbb{R}^n \) be defined as

\[
    w = \left( I - X_S (X_S^T X_S)^{-1} X_S^T \right) E_{\tau}.
\]

Then the scale statistics can be represented as

\[
    S_n(\tau) = n^{-1} \sum_{i \in [n]} w_i \phi(F(u_i)) \mathbb{I} \{ F^{-1}(\tau) \leq u_i \leq F^{-1}(0) \}
    + \mathcal{O}_p \left( \lambda_n \left( \sup_{\tau \in [\epsilon, 1-\epsilon]} \| \beta^*(\tau) \|_1 \right) + s \sqrt{\frac{\log(p \lor n)}{n}} \right),
\]

uniformly for all \( \tau \in [\epsilon, 1-\epsilon] \) and any \( \epsilon \in (0,1) \).

In particular, if \( \sup_{\tau \in [\epsilon, 1-\epsilon]} \| \beta^*(\tau) \|_1 = \mathcal{O}(s) \) and \( \lambda_n \) is chosen to be of the order \( \mathcal{O}(\sqrt{\frac{\log(p \lor n)}{n}}) \) then the result of Lemma 6 implies

\[
    S_n(\tau) = n^{-1} \sum_{i \in [n]} w_i \phi(F(u_i)) \mathbb{I} \{ F^{-1}(\tau) \leq u_i \leq F^{-1}(0) \} + o_p(1),
\]

uniformly for all \( \tau \in [\epsilon, 1-\epsilon] \) and \( \epsilon \in (0,1) \). Hence, we have approximated a linear rank process \( S_n(\tau) \) with a non-linear residual process. In a classical setting, similar results were obtained by Gutenbrunner and Jurečková [1992]. In contrast to their result, we allow both \( s \) and \( p \) to grow with \( n \). The proof is challenging due to the high-dimensional nature of the rank scores \( \bar{\xi}(\tau) \). The proof has three parts. In the first part, we establish a connection between high-dimensional rank scores process and their oracle counterpart process. Moreover, this result is established uniformly and not pointwise. The second and third steps project the oracle process to the residual process \( E_i \tau \) and control the size of the projection uniformly in \( \tau \).

To show consistency of the estimator \( \bar{\varsigma}(\tau) \) we require the following regularity condition.

\( \text{(D') The density of the error, } f, \text{ is three times continuously differentiable with the derivative } f''' \text{ bounded by a constant.} \)

Theorem 4.1. Assume that the conditions of Theorem 3.1 hold. In addition, assume that the condition \( \text{(D')} \) is satisfied. Then the sparsity function estimator \( \bar{\varsigma}(\tau) \) in (4.7), satisfies

\[
    \sup_{\epsilon \leq \tau \leq 1-\epsilon} | \bar{\varsigma}(\tau) - \varsigma(\tau) | = \mathcal{O}_p \left( h^2 + h^{-2} \left( \lambda_n \left( \sup_{\tau \in [\epsilon, 1-\epsilon]} \| \beta^*(\tau) \|_1 \right) + s \sqrt{\frac{\log(p \lor n)}{n}} \right) \right)
\]

for every \( \epsilon \in (0,1) \).

Theorem 4.1 gives us guidance on how to choose the bandwidth parameter that balances the bias and variance of the density estimator. Suppose that \( \sup_{\tau \in [\epsilon, 1-\epsilon]} \| \beta^*(\tau) \|_1 = \mathcal{O}(s) \). Then the choice of the bandwidth \( h^4 = \mathcal{O} \left( s \sqrt{n^{-1} \log(p \lor n)} \right) \) gives us

\[
    \sup_{\epsilon \leq \tau \leq 1-\epsilon} | \bar{\varsigma}(\tau) - \varsigma(\tau) | = \mathcal{O}_p \left( s^{1/2} \left( \frac{\log(p \lor n)}{n} \right)^{1/4} \right).
\]
We are unaware of any existing result that establishes uniform rates of convergence for the sparsity function estimation. Belloni et al. (2013b) establish a point-wise convergence rate of the Koenker’s density estimator that is of the order of \( h^{-1} \sqrt{s \log(p \lor n)/n} + h^\kappa \) (see equation (C.48) therein). The parameter \( \kappa \) depends on the initial estimator \( \hat{\beta}(\tau) \). The main difference from their work is that we establish a uniform rate of convergence that neither depends on the initial estimator nor the quantile \( \tau \). Lemma 4 provides an easy access to the asymptotic variance of the proposed estimator. It is easy to see that the asymptotic variance of \( S_n(\tau) \) will be

\[
\int_{F^{-1}(0)}^{F^{-1}(\tau)} \int_{F^{-1}(0)}^{F^{-1}(\tau)} (F(u \land v) - F(u)F(v)) \phi(F(u))\phi(F(v))dudv,
\]

and hence is bounded. As \( \zeta(\tau) \) is a linear functional of \( S_n(\tau) \), its asymptotic variance is clearly bounded and is of the order of

\[
O \left( s^3 \left( \frac{\log(p \lor n)}{n} \right)^{3/2} \right),
\]

for the optimal choice of \( h \) above.

### 4.3 Bahadur Representation Revisited

For the case of the unknown density function \( f \), the debiased estimator, \( \hat{\beta}(\tau) \), takes the form in (2.2). The following theorem provides Bahadur representation for the estimator \( \hat{\beta}(\tau) \), when the sparsity function estimator \( \zeta(\tau) \) takes the form in (4.7).

**Theorem 4.2.** Suppose that conditions of Theorem 3.1 and Theorem 4.1 are satisfied. Moreover, suppose the sparsity function estimator \( \zeta(\tau) \) defined in (4.7) be obtained with \( h = c_4 s^{1/4} n^{-1/8} \log^{1/8}(p \lor n) \) where \( c_4 \) is a positive constant independent of \( n \) and \( p \). Then, the debiased estimator \( \tilde{\beta}(\tau) \) in (2.2) satisfies

\[
\sqrt{n}(\hat{\beta}(\tau) - \beta^*(\tau)) = n^{-1/2} \hat{D}_r \sum_{i \in [n]} X_i \psi_r(u_i - F^{-1}(\tau))
\]

\[
+ O_P \left( \frac{L_n s^{3/4} \log^{3/4}(p \lor n)}{n^{1/4}} \sqrt{L_n s \log(p \lor n)/n^{1/2}} \sqrt{\frac{s \log^{3/4}(p \lor n)/n^{1/4}}{n^{1/4}}} \right)
\]

(4.10)

uniformly in \( \tau \in [\epsilon, 1 - \epsilon] \) for all \( \epsilon > 0 \).

A few comments are in order. Compared to the residual size of the Bahadur representation with known sparsity function, the case of the unknown sparsity function has a residual whose size contains an additional term of the order of \( s \log^{3/4}(p \lor n)/n^{1/4} \). This term has an effect on the rate only when \( \sqrt{\log(p \lor n)} < s^{1/4} \). Whenever, \( \log(p \lor n) > \sqrt{s} \), the rates of convergence in Theorem 4.2 and 3.1 are the same and of the order of \( s^{3/4} \log^{5/4}(p \lor n)/n^{1/4} \).

### 5 Confidence Intervals and Hypothesis Testing

In this section we provide uniform inference results on the quantile process \( \beta(\tau) \). Although other inference problems can be analyzed, we focus on those of paramount importance where \( \beta(\tau) \) is treated as a function of \( \tau \).
5.1 Pointwise Confidence Intervals

Fix \( \tau \) and \( \alpha \) to be in the interval \((0, 1)\) and let \( z_\alpha \) denote the \((1 - \alpha)\)th standard normal percentile point. Let \( \mathbf{x} \) be a fixed vector in \( \mathbb{R}^{p+1} \). A \((1 - 2\alpha)100\%\) confidence interval for \( \mathbf{x}^\top \beta(\tau) \) can be constructed as

\[
\hat{I}_n = \left( \mathbf{x}^\top \hat{\beta}(\tau) - \hat{a}_n, \mathbf{x}^\top \hat{\beta}(\tau) + \hat{a}_n \right),
\]

where \( \hat{\beta}(\tau) \) is defined in (2.2) and

\[
\hat{a}_n = \hat{\zeta}(\tau) z_\alpha \sqrt{\tau(1 - \tau) \mathbf{x}^\top \hat{\Sigma} \hat{\Sigma} \mathbf{x} / \sqrt{n}},
\]

with \( \hat{\Sigma} \) defined in (2.4) and \( \hat{\zeta}(\tau) \) defined in (4.7). A confidence interval for one coordinate, \( \beta_j(\tau) \), can be obtained by choosing \( \mathbf{x} \) to be a standard basis vector. The following lemma provides coverage of \( \hat{I}_n \).

Lemma 7. Suppose that conditions of Theorem 3.1 and 4.1 hold. In addition, assume that \( s M^4 \log(p) = o(n^{1/5}) \), then for all \( \tau \in (\epsilon, 1 - \epsilon) \), \( \epsilon \in (0, 1) \) and all vectors \( \mathbf{x} \), such that \( \|\mathbf{x}\|_1 = o(n^{1/5}) \) and \( \|\mathbf{x}\|_2 = 1 \), we have

\[
\sup_{\beta(\tau) : \|\beta(\tau)\|_0 \leq s} \mathbb{P}_{\beta(\tau)} \left( \mathbf{x}^\top \beta(\tau) \in \hat{I}_n \right) = 1 - \alpha + O \left( \|\mathbf{x}\|_1 \cdot \Lambda_{\max}(\Sigma) \cdot \left( n^{-1/2} L_n \vee n^{-1/4} s \log^{3/4}(p \vee n) \right) \sqrt{\frac{L_n s^{3/4} \log^{3/4}(p \vee n)}{n^{1/4}}} \vee \frac{L_n s \log(p \vee n)}{n^{1/2}} \right).
\]

Lemma 7 indicates that the coverage errors of \( \hat{I}_n \) are of the order \( O \left( (n^{-1} s^3 \log^5(p \vee n))^{1/4} \right) \) whenever the constant \( M \) and the dimension and size of the vector \( \mathbf{x} \) are considered fixed. Classical results, with \( p \ll n \), have the coverage error of the confidence interval as \( O \left( (n^{-1} \log^3(n))^{1/4} \right) \) (Zhou and Portnoy, 1996). Hence, we obtain rates with an additional term that is a polynomial in \( s \) and \( \log(p \vee n) \). Controlling the coverage is difficult if one applies pointwise tests over a number of quantile indices. Thus, methods developed in Zhao et al. (2014) and Belloni et al. (2013b), which control coverage of single parameters, cannot guarantee coverage of the confidence intervals studied here and a new proof technique needs to be developed. The dimension of the loadings \( \mathbf{x} \) is allowed to grow with \( n \) and \( p \), making the problem significantly more challenging from the existing literature on testing for one or simultaneous coordinates. Moreover, the size of the matrix \( l_1 \) norm, \( M \), stated in the assumption (X) is also allowed to grow with \( n \) and \( p \).

We observe a particular phase transition. Whenever the loadings vector is sparse, with \( \|\mathbf{x}\|_0 = O(n^{1/5}) \), and \( \|\mathbf{x}\|_{\max} = O(1) \), together with \( M \leq Cs \) for some constant \( C \), we have that the coverage error is of the order \( O \left( \max(s^4, s^{5/4}) \log^{5/4}(p \vee n)/n^{1/4} \right) \). These conditions are satisfied for a wide range of settings; for example, it is satisfied for a design with Toeplitz correlation matrix and whenever one is interested in testing for a linear combination of a sparse number of coordinates of the regression parameter.

Whenever the loading vector, \( \mathbf{x} \) is non-sparse with \( \|\mathbf{x}\|_0 = O(p) \), we see that the rates of convergence are of the order of \( O \left( \|\mathbf{x}\|_1 s \log^{3/4}(p \vee n)/n^{1/4} \right) \), which can be substantially slower.
than the rates obtained for the sparse loadings above. The behavior of the problem is significantly
different in the two regimes of the loading vector $x$. An important example of a dense loading
vector is a design vector, in which case the above confidence intervals provide intervals for a quantile
regression function, $Q_\tau$ for a fixed $\tau$.

5.2 Uniform Confidence Bands

Let $e$ be a unit vector in $\mathbb{R}^{p+1}$. We are interested in constructing confidence bands for regression
quantile process $T_n$ defined as

$$T_n = \{ e^T \beta(\tau), \tau \in T \}$$

where $T$ is a compact subset of $(0,1)$. To that end, let

$$\nu_\alpha = \inf \left\{ t : \mathbb{P} \left( \sup_{0<\tau<1} |B(\tau)| \leq t \right) \geq 1 - \alpha \right\}$$

with $B(t)$ denoting the 1-dimensional Brownian bridge. Now the confidence band for $T_n$ can be
constructed as

$$J_n = \{ e^T \hat{\beta}(\tau) \pm j_n(\tau), \tau \in T \}$$

(5.2)

with

$$j_n(\tau) = \hat{\zeta}(\tau) \nu_\alpha \sqrt{\tau(1-\tau)} e^T \hat{\Sigma} \hat{D} e / n.$$  

The following lemma characterizes the coverage.

**Lemma 8.** Let $J_n$ be defined in (5.2) with $e$ satisfying $\|e\|_1 \leq C$ for a positive constant $C$. Under
conditions of Theorems 3.1 and 4.1 for a constant $c > 0$, we have

$$\sup_{\beta(\tau) : \|\beta(\tau)\|_0 \leq s} \mathbb{P} \beta(\tau) (T_n \in J_n) = 1 - 2\alpha + O\left( n^{-c} \right).$$

Observe that, whenever the design vectors $X_i$ are such that the conditions of Lemma 8 are
satisfied, the interval $J_n$ provides a valid confidence interval for the whole quantile regression
function. In the case of random designs, such conditions are satisfied for independent Gaussian
designs with variance of the order of $1/\sqrt{p}$ or Gaussian designs with sparse correlation matrix. In
the case of fixed designs, conditions will be met whenever a design is a sparse matrix itself.

Next, we present a uniform convergence result that allows for an asymptotics of growing number
of linear combination of high-dimensional quantile estimators.

**Lemma 9.** Let $V \in \mathbb{R}^{d \times (p+1)}$ be a fixed matrix with $\|V\|_F = d$. Suppose that $ds^2 M^3 \sqrt{\log(p \vee n)/n} = o(1)$ and $d^7 \log^3(p \vee n) = o(n^{1-\delta})$ for some $\delta \in (0,1)$. Under conditions of Theorems 3.1 and 4.1
when $n \to \infty$ we have the following:

$$\sup_{\tau \in T} \sqrt{n} \left\| \left( V \hat{D} \hat{\Sigma} \hat{D} V^T \right)^{-1/2} V (\hat{\beta}(\tau) - \beta(\tau)) \right\|_2 \xrightarrow{\mathbb{D}} \sup_{\tau \in T} \|B_d(\tau)\|_2,$$

(5.3)

with $B_d(t)$ denoting the $d$-dimensional Brownian bridge and $\xrightarrow{\mathbb{D}}$ denoting convergence in distribution.
Lemma 9 is useful for establishing our next task, where we construct simultaneous uniform confidence bands with respect to both the quantile of interest and the loading vector. Let $w$ denote the loading vector of interest and define the set

$$
\mathcal{D} = \left\{ w = (1, \tilde{w}), \tilde{w} \in \mathbb{R}^{p-1} : \|\tilde{w}\|_0 \leq d \text{ and } \tilde{w}^T \Sigma^{-1} \tilde{w} \leq K \right\}
$$

for a constant $K > 0$ that is independent of $n$. Moreover, define the confidence interval of interest

$$
M_n = \left\{ w^T \beta(\tau), \tau \in \mathcal{T}, w \in \mathcal{D} \right\},
$$

and its candidate estimator as

$$
K_n = \left\{ w^T \hat{\beta}(\tau) \pm l_n(\tau), \tau \in \mathcal{T}, w \in \mathcal{D} \right\},
$$

where $l_n = \tilde{\zeta}(\tau) \nu \tau^{(1-\tau)} w^T \tilde{D} \Sigma \tilde{D} w / \sqrt{n}$ and $\nu = \inf \{ t : \mathbb{P} \left( \sup_{0<\tau<1} \|B_d(\tau)\|_2 \leq t \right) \geq 1 - \alpha \}$, with $B_d(t)$ denoting the $d$-dimensional Brownian bridge, is a simultaneous uniform confidence band for $M_n$.

**Lemma 10.** Let $M_n$ and $K_n$ be defined in (5.4) and (5.5). Under conditions of Lemma 9 for all $\tau \in \mathcal{T}$ when $n \to \infty$ we have the following

$$
\sup_{\beta(\tau) : \|\beta(\tau)\|_0 \leq s} \mathbb{P}_{\beta(\tau)} (M_n \in K_n) = 1 - 2\alpha + O \left( n^{-c} \right), \quad \text{for } c \in (0, 1).
$$

Lemma 10 provides validity of a set of uniform confidence bands over the range of quantile values and designs when $p \geq n$. Differently from Lemma 8 we observe that the width of the pessimistic interval of Lemma 10 depends on the $l_2$ quantile of a $d$-dimensional Brownian bridge, whereas the interval of Lemma 8 depends on a quantile of a univariate Brownian bridge. We observe that the conditions imposed are matching those of the single-parameter testing. Much like Corollaries 3.2 and 3.3 of Zhou and Portnoy (1996), which give a uniform confidence band for regression quantile in case of $p \leq n$, Lemmas 8 and 10 provide confidence bands that are uniform in $\tau$ and simultaneously uniform in the loading vectors, respectively, when $p \geq n$.

### 5.3 Linear Testing

Let $M \in \mathbb{R}^{d \times (p+1)}$ as defined in Lemma 9. We allow for $d$ to depend and grow with the sample size $n$. We are interested in testing

$$
H_0 : M \beta(\tau) = r \quad \text{vs} \quad H_a : M \beta(\tau) \neq r,
$$

for $r \in \mathbb{R}^d$ known and for possibly a wide range of quantile $\tau$ values, $\tau \in \mathcal{T}$. The linear hypotheses above are defined in abstract terms, however they include many cases of interests that haven’t been addressed in the existing literature. Among others, they include single-parameter testing, simultaneous testing, and a test of linear combination of many parameters of interest. An example, with a particular choice of $M$ and $r$, leads to a test for structural changes (Qu, 2008) in the quantile process

$$
H_0 : \beta_k(\tau) = \beta_j(\tau), \quad k \neq j
$$
for a fixed value of $\tau \in (0, 1)$. A different choice of $M$ and $r$ leads to a test based on indefinite integrals of the process $\beta(\tau)$

$$H_0 : \int_0^1 \beta_k(\tau) d\tau > \int_0^1 \beta_j(\tau) d\tau,$$

(see for example Qu and Yoon (2015)). Another specifically important class of examples include the partial orderings of conditional distributions using stochastic dominance. The simplest examples is a treatment control model where the test above can be used to test whether

$$H_0 : \beta_J(\tau) > 0, \quad \tau \in \mathcal{T}, J \subset \{1, \ldots, p\}, |J| \leq q,$$

that is, to test whether the treatment distribution stochastically dominates the control distribution (Pin Ng, 2011). Lastly, our setup includes testing the complete quantile regression function, for example a test of the following kind

$$H_0 : Q_\tau(Y|X_i) > 0,$$

is included in the setting above. It is worth pointing that testing complete quantile regression function, although a problem of a great practical interest and importance, has not been covered in the existing literature of high-dimensional models.

Under the linear hypothesis $H_0$, for any fixed $\tau$, we construct a regression Wald test statistics as follows

$$W_n(\tau) = n(M\hat{\beta}(\tau) - r)^T \left[ \tau(1-\tau)M\hat{\Sigma}D_\tau D_\tau^T M^T \right]^{-1} (M\hat{\beta}(\tau) - r).$$

Additionally, when performing the test for a range of values $\tau \in \mathcal{T} \subset (0, 1)$, we look at a Kolmogorov-Smirnov test, or a sup-Wald test, defined as

$$\sup_{\tau \in \mathcal{T}} W_n(\tau).$$

We note that the Kolmogorov-Smirnov test is more appropriate for general alternatives and outperforms $t$ test for a variety of non-gaussian error distributions (Koenker and Xiao, 2002). Next, we present theoretical properties of the two tests introduced above.

**Theorem 5.1.** Suppose that conditions of Theorems 3.1 and 4.1 as well as those of Lemmas 7 - 10 are satisfied. Then,

(a) Under the null hypothesis $H_0$ and a fixed value of $\tau$, we have

$$\sup_z \left| P(W_n(\tau) \leq z) - P(\chi^2_d \leq z) \right| = o(1),$$

(b) Under the null hypothesis $H_0$ and a range of values of $\tau \in \mathcal{T} \subset (0, 1)$, we have

$$\sup_z \left| P(\sup_{\tau \in \mathcal{T}} W_n(\tau) \leq z) - P(\sup_{\tau \in \mathcal{T}} Q_d(\tau) \leq z) \right| = o(1),$$

where $Q_d(\tau) = \|B_d(\tau)/\sqrt{\tau(1-\tau)}\|$ is a Bessel process of order $d$, $B_d(t)$ denotes a $d$-dimensional Brownian bridge and $\| \cdot \|$ stands for the Euclidean norm.

Part (a) of Theorem 5.1 provides a way to approximate the quantiles of the Wald test statistic for a fixed value of $\tau$. Part (b) establishes a much stronger result, which approximates quantiles of the sup-Wald test statistics.
6 Numerical Experiments

In this section we provide Monte-Carlo simulations to illustrate finite sample properties of the confidence intervals constructed in Section 5. Data are generated from a model in (1.1) with \((n, p) = (1000, 1500)\). The number of non-zero coefficient of \(\beta^*\) is \(s = 10\) with \(\text{supp}(\beta^*) = \{1, \ldots, 10\}\). The intercept is \(\beta_0^* = 0\) and the non-zero coefficients are \(\beta_j^* = 1 - 1/18 * (j - 1)\) for \(j = 1, \ldots, 10\). Because of the decay of the coefficients, the small coefficients cannot be recovered reliably. However, as we illustrate below, our procedure is robust to model selection mistakes. Each \(X_i\) is drawn independently from \(N(0, \Sigma)\) where the covariance \(\Sigma\) is one of the following: an equi-correlation matrix \(\Sigma = (1 - \rho)I + \rho 1_p 1_p^T\) with \(\rho = 0.5\) or a Toeplitz matrix with elements \((\sigma_{ab})_{ab}\) where \(\sigma_{ab} = \rho^{\vert a - b \vert}\) with \(\rho = 0.1\). We also illustrate three quantile settings \(\tau = 0.3, 0.5\) and \(0.6\). The noise \(u_i\) follows one of the following distributions: standard Normal distribution or t-distribution with one degrees of freedom. Empirical coverage of constructed confidence intervals is reported over 500 independent simulation runs.

In Figures 1 - 6 we present distribution of our test statistic under the null under various quantile levels and distributional errors. We observe a persistently good behavior of our test statistics and its closeness to the theoretical null distribution - both when the error is normal or extremely heavy tailed with only existence of the first moment. Moreover, we compared the distribution also with the oracle one, that is the distribution of the Wald test statistics composed of an estimator using only the true non-zero indices. What we observe is that the effect of a large number of nuisance parameters is negligible and that the two distributions match. Additionally, the distribution doesn’t vary much across different coordinates of parameter beta - both signal and noise variables behave uniformly well. However we observe that our \(p\) and \(n\) needed to be large in order to see asymptotic in the finite samples – this may be due to the non-smoothness of the loss function. Lastly, we see robustness of the distribution with respect to the choice of the quantile value \(\tau\) as well.

Next, we perform a finite sample analysis of the newly proposed robust density estimator, i.e. sparsity function estimator. Figure 7 collects the results of our analysis where the black line presents the true sparsity function and the gray lines present 100 replications of the estimator \(\hat{S}(\tau)\). Figure 7 presents an estimator \(\hat{S}(\tau)\) as a function of the quantiles \(\tau\) and over a range of bandwidth choices \(h\). Moreover we show results of the estimation of a density of a standard normal distribution and Student \(t_1\) distribution. It is worth pointing that the estimator of the latter is extremely difficult due to its heavy-tailed properties. However, Figure 7 presents remarkable results and a consistency of estimation of the underlying sparsity function \(1/f(F^{-1}(\tau))\).

We also present a power curve of the Wald test developed in Section 5 for testing the null. Results are presented in Figure 8. We show plots for light-tailed and heavy-tailed error and observe that the test reaches power very quickly for both settings and preserves Type I error simultaneously.

Lastly, we present coverage probability of the proposed confidence intervals. Results are presented in Table 1. We observe that the coverage probabilities are extremely close to the nominal 95% both for the strong signal, weak signal and noise variables. Overall coverage is not disturbed by a change in the error distribution – going from light to heavy tails – or a change in the choice of the quantile \(\tau\).
Figure 1: Histogram of $\hat{\sigma}_j^{-1} \cdot \sqrt{n} (\hat{\beta}_j - \beta_j)$ under equi-correlation and Toeplitz design with Gaussian noise and $\tau = 0.5$. The oracle procedure solves the quantile regression problem using a subset of predictor $\{1, \ldots, 10\} \cup \{j\}$. The red curve indicates the density of a standard Normal random variable centered.
Figure 2: Histogram of $\hat{\sigma}_j^{-1} \cdot \sqrt{n} (\beta_j - \hat{\beta}_j)$ under equi-correlation and Toeplitz design with $t_1$ distributed noise and $\tau = 0.5$. The oracle procedure solves the quantile regression problem using a subset of predictor $\{1, \ldots, 10\} \cup \{j\}$. The red curve indicates the density of a standard Normal random variable centered.
Figure 3: Histogram of $\hat{\sigma}_j^{-1} \cdot \sqrt{n} (\hat{\beta}_j - \beta_j)$ under equi-correlation and Toeplitz design with Gaussian noise and $\tau = 0.3$. The oracle procedure solves the quantile regression problem using a subset of predictor $\{1, \ldots, 10\} \cup \{j\}$. The red curve indicates the density of a standard Normal random variable centered.
Figure 4: Histogram of $\hat{\sigma}_j^{-1} \cdot \sqrt{n} (\hat{\beta}_j - \beta_j)$ under equi-correlation and Toeplitz design with $t_1$ distributed noise and $\tau = 0.3$. The oracle procedure solves the quantile regression problem using a subset of predictor $\{1, \ldots, 10\} \cup \{j\}$. The red curve indicates the density of a standard Normal random variable centered.
Figure 5: Histogram of $\tilde{\sigma}_j^{-1} \cdot \sqrt{n} (\tilde{\beta}_j - \beta_j)$ under equi-correlation and Toeplitz design with Gaussian noise and $\tau = 0.6$. The oracle procedure solves the quantile regression problem using a subset of predictor $\{1, \ldots, 10\} \cup \{j\}$. The red curve indicates the density of a standard Normal random variable centered.
Figure 6: Histogram of $\hat{\sigma}_j^{-1} \cdot \sqrt{n} (\hat{\beta}_j - \beta_j)$ under equi-correlation and Toeplitz design with $t_1$ distributed noise and $\tau = 0.6$. The oracle procedure solves the quantile regression problem using a subset of predictor $\{1, \ldots, 10\} \cup \{j\}$. The red curve indicates the density of a standard Normal random variable centered.
Figure 7: Robust Sparsity Function Estimator as a function of $\tau$. The first row is for the Normal Errors and the second is for the Student $t$ Errors.

Figure 8: Power curves of the Linear Tests with Normal and Student $t$ Error Distributions
| Setting     | $\beta_1$  | $\beta_{10}$ | $\beta_{20}$ |
|------------|------------|--------------|--------------|
| EQ, $N(0, 1)$ | 95.4 (0.45) | 94.8 (0.45) | 94.6 (0.22) |
| Toeplitz, $N(0, 1)$ | 96.2 (0.26) | 93.2 (0.26) | 96.8 (0.26) |
| EQ, $t_1$ | 94.8 (1.50) | 95.2 (1.50) | 95.6 (0.75) |
| Toeplitz, $t_1$ | 93.6 (1.90) | 93.0 (1.92) | 96.6 (1.92) |
| Oracle      |            |              |              |
| EQ, $N(0, 1)$ | 95.8 (0.41) | 94.8 (0.41) | 94.6 (0.23) |
| Toeplitz, $N(0, 1)$ | 95.8 (0.23) | 96.2 (0.23) | 94.4 (0.23) |
| EQ, $t_1$ | 96.2 (1.34) | 94.8 (1.34) | 97.4 (0.75) |
| Toeplitz, $t_1$ | 96.2 (0.75) | 95.6 (0.75) | 97.2 (0.75) |
| $\tau = 0.5$ |            |              |              |
| EQ, $N(0, 1)$ | 96.2 (0.40) | 95.8 (0.40) | 95.4 (0.20) |
| Toeplitz, $N(0, 1)$ | 96.2 (0.20) | 95.8 (0.20) | 94.8 (0.20) |
| EQ, $t_1$ | 94.8 (0.68) | 96.2 (0.68) | 97.0 (0.34) |
| Toeplitz, $t_1$ | 94.8 (0.73) | 93.2 (0.73) | 94.8 (0.73) |
| Oracle      |            |              |              |
| EQ, $N(0, 1)$ | 96.6 (0.36) | 96.8 (0.36) | 94.4 (0.20) |
| Toeplitz, $N(0, 1)$ | 96.2 (0.20) | 96.0 (0.20) | 94.8 (0.20) |
| EQ, $t_1$ | 96.0 (0.61) | 95.0 (0.61) | 96.2 (0.34) |
| Toeplitz, $t_1$ | 95.8 (0.34) | 94.6 (0.34) | 95.6 (0.34) |
| $\tau = 0.6$ |            |              |              |
| EQ, $N(0, 1)$ | 96.2 (0.41) | 95.0 (0.41) | 93.0 (0.20) |
| Toeplitz, $N(0, 1)$ | 95.4 (0.21) | 94.2 (0.21) | 94.8 (0.21) |
| EQ, $t_1$ | 95.4 (0.82) | 93.6 (0.82) | 95.6 (0.41) |
| Toeplitz, $t_1$ | 94.6 (0.95) | 92.2 (0.96) | 95.2 (0.96) |
| Oracle      |            |              |              |
| EQ, $N(0, 1)$ | 95.8 (0.37) | 94.8 (0.37) | 94.0 (0.21) |
| Toeplitz, $N(0, 1)$ | 96.2 (0.21) | 95.0 (0.21) | 95.0 (0.21) |
| EQ, $t_1$ | 94.6 (0.74) | 95.2 (0.74) | 95.4 (0.41) |
| Toeplitz, $t_1$ | 95.8 (0.41) | 94.6 (0.41) | 96.2 (0.41) |

Table 1: Coverage of the confidence intervals and $\sqrt{n}$ times the width of the confidence interval (reported in parenthesis).
7 Discussion

We aim to provide a rigorous statistical approach to formalizing confidence sets and hypothesis testing statistics for all quantiles at the percentile level in a predetermined set $T$. Our work does not address how $T$ should be chosen because the choice of $T$ should align with the scientific problem at hand. In practice, $T$ can be chosen as a large interval say $[0.1, 0.9]$ to reflect an interest in normal outcomes or a smaller interval, say $[0.75, 0.9]$ to reflect our interest in the upper tail of the response distribution. Even in the case where one is interested in a single quantile level $\tau$, our work suggests that applying the proposed method with $T$ chosen as a small window interval containing $\tau$ leads to a more stable confidence sets when the sample size is limited. In practice, the scientist may have more than one reasonable choice of $\tau$. For example, choice of $[0.7, 0.9]$ and $[0.72, 0.88]$ should not induce huge changes in the testing decision and confidence intervals.

We showcase a particular transition phase for linear testing which is affected by the properties of the loading vector of the linear hypothesis. If it is a sparse vector we obtain rates that are in line with classical results, however when the loading vector is a dense vector we obtain significantly slower rates of convergence. As linear tests are practically very important it is of interest to present full analysis of their properties. For example, our results apply for construction of confidence intervals of a complete quantile regression line, a result we believe is new in existing high-dimensional literature.
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Supplementary Material

In this document we provide detailed proofs of all of the results presented in the main text. The proofs are organized by sections with the proof of the main theorem of the section first, followed by the proofs and statements of necessary lemmas.

8 Technical Proofs

8.1 Preparatory Lemmas

For the proof we will need the following Hanson-Wright inequality that can be found in Rudelson and Vershynin (2013).

**Lemma 11** (Preparatory lemma: Hanson-Wright inequality). Let \( X = (X_1, \ldots, X_n) \in \mathbb{R}^n \) be a random vector with independent component \( X_i \) which satisfy \( \mathbb{E}X_i = 0 \) and \( \|X_i\|_2 \leq K \). Let \( A \) be an \( n \times n \) matrix. Then, for every \( t \geq 0 \)

\[
P \left( \left| X^TAX - \mathbb{E}X^TAX \right| > t \right) \leq 2 \exp \left\{ -c \min \left( \frac{t^2}{K^4\|A\|^4}, \frac{t}{K^2\|A\|^2} \right) \right\}.
\]

8.2 Proofs for Section 2

**Proof of Proposition 2.1** Using Knight’s identity and the representation of the loss function, we have that

\[
\hat{\beta}(\tau) = \arg \min_{\beta \in \mathbb{R}^{p+1}} \left\{ \frac{1}{n} \sum_{i \in [n]} \left[ -X_i^T(\beta - \beta^*(\tau)) \psi_\tau (u_i - F^{-1}(\tau)) \right. \right.
\]

\[
+ \left. \int_0^\tau X_i^T(\beta - \beta^*(\tau)) \left[ \mathbb{I} \{ u_i \leq s + F^{-1}(\tau) \} - \mathbb{I} \{ u_i \leq F^{-1}(\tau) \} \right] ds \right]
\]

\[
+ \sum_{j \in [p]} \lambda_j |\beta_j| \}.
\]

To simplify the notation, let \( \delta = \hat{\beta}(\tau) - \beta^*(\tau) \). Since the function \( \psi_\tau \) can be represented as

\[
\psi_\tau(Y_i - X_i^T\hat{\beta}(\tau)) = \psi_\tau(u_i - F^{-1}(\tau)) - \mathbb{I} \{ u_i \leq X_i^T\delta + F^{-1}(\tau) \} + \mathbb{I} \{ u_i \leq F^{-1}(\tau) \},
\]

from (2.2) we obtain the following representation

\[
\hat{\beta}(\tau) - \beta^*(\tau) = n^{-1} \tilde{D}_\tau \sum_{i \in [n]} X_i \psi_\tau (u_i - F^{-1}(\tau)) - \frac{\zeta(\tau)}{\zeta(\tau)} G_n(\tau, \delta) - \frac{\zeta(\tau)}{\zeta(\tau)} \mathbb{E}_{u_i} [\nu_n(\tau, \delta)] + \delta. \tag{8.1}
\]

Note that

\[
\mathbb{E}_{u_i} [\nu_n(\tau, \delta)] = n^{-1} \sum_{i \in [n]} \tilde{D}_i X_i \left( \mathbb{P} \left[ u_i \leq X_i^T\delta + F^{-1}(\tau) \right] - \mathbb{P} \left[ u_i \leq F^{-1}(\tau) \right] \right)
\]

\[
= n^{-1} \sum_{i \in [n]} \tilde{D} X_i X_i^T \delta + n^{-1} \sum_{i \in [n]} f(\tilde{w}_i) \tilde{D}_i X_i \left( X_i^T \delta \right)^2,
\]
using the mean value theorem and \( \tilde{w}_i \) is between \( X_i^T \delta + F^{-1}(\tau) \) and \( F^{-1}(\tau) \). The desired representation immediately follows by plugging the above display into (8.1) and rearranging terms.

\[ \square \]

### 8.3 Proofs for Section 3

**Proof of Theorem 3.1.** Starting from Proposition 2.1, we have uniformly in \( \tau \) that

\[
\sqrt{n}(\tilde{\beta}(\tau) - \beta^*(\tau)) = n^{-1/2} \tilde{D}_\tau \sum_{i \in [n]} X_i \psi_{\tau}(u_i - F^{-1}(\tau)) - \sqrt{n}(\Delta_1(\tau) + \Delta_2(\tau) + \Delta_3(\tau)),
\]

where

\[
\Delta_1(\tau) = G_n(\tau, \delta), \quad \Delta_2(\tau) = (\hat{D} \hat{\Sigma} - I) \left( \tilde{\beta}(\tau) - \beta^*(\tau) \right),
\]

and

\[
\Delta_3(\tau) = n^{-1} \sum_{i \in [n]} \frac{f(\tilde{w}_i)}{f(F^{-1}(\tau))} \hat{D} X_i (X_i^T \delta)^2
\]

with \( \delta = \tilde{\beta}(\tau) - \beta^*(\tau) \) and \( \tilde{w}_i \) between \( X_i^T \delta + F^{-1}(\tau) \) and \( F^{-1}(\tau) \).

Using Lemma 1 with \( r_n = C \sqrt{s \log(p \lor n)/n} \) and \( t = C_s \), we have that

\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \sqrt{n} \Delta_1(\tau) = O_P \left( \frac{L_n s^{3/4} \log^{3/4} (p \lor n)}{n^{1/4}} \sqrt{\frac{L_n s \log (p \lor n)}{n^{1/2}}} \right).
\]

Lemma 2 gives us

\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \sqrt{n} \Delta_2(\tau) \leq \sqrt{n} \gamma_n \sup_{\tau \in [\epsilon, 1 - \epsilon]} ||\tilde{\beta}(\tau) - \beta(\tau)||_1 = O_P \left( \frac{s \log (p \lor n)}{n^{1/2}} \right).
\]

Finally, Lemma 3 gives us

\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \sqrt{n} \Delta_3(\tau) = O_P \left( \frac{L_n s \log (p \lor n)}{n^{1/2}} \right).
\]

Combining all the results with (8.2), we have that

\[
\sqrt{n}(\tilde{\beta}(\tau) - \beta^*(\tau)) = n^{-1/2} D_\tau \sum_{i \in [n]} X_i \psi_{\tau}(u_i - F^{-1}(\tau)) + O_P \left( \frac{L_n s^{3/4} \log^{3/4} (p \lor n)}{n^{1/4}} \sqrt{\frac{L_n s \log (p \lor n)}{n^{1/2}}} \right)
\]

uniformly in \( \tau \), which completes the proof. \( \square \)
Proof Lemma 1. Recall that
\[ Y_i = X_i^T \beta^*(\tau) - F^{-1}(\tau) + u_i \]
where \( \beta^*(\tau) = (\beta^*_0 + F^{-1}(\tau), \beta^*_1, \ldots, \beta^*_p)^T \in \mathbb{R}^{p+1} \). To facilitate the proof, we introduce some additional notation. Denote
\[ \hat{P}_i(\tau, \delta) = \mathbb{I} \{ u_i \leq F^{-1}(\tau) + X_i^T \delta \} \]
and
\[ P_i(\tau, \delta) = \mathbb{P}[u_i \leq F^{-1}(\tau) + X_i^T \delta | X_i]. \]
Then
\[ \nu_n(\tau, \delta) = n^{-1} \sum_{i \in [n]} \tilde{D}_\tau X_i \left( \hat{P}_i(\tau, \delta) - \hat{P}_i(\tau, 0) \right). \]

Let \( \{ \tilde{\tau}_l \}_{l \in [N]} \) with \( \tilde{\tau}_l = \epsilon + \frac{1 - 2\epsilon}{2N_\tau} (2l - 1) \), where \( N_\tau \in \mathbb{N} \) will be chosen later. Furthermore, let \( \{ \tilde{\delta}_k \}_{k \in [N]} \) be centers of the balls of radius \( r_\tau \xi_n \) that cover the set \( C(r_\tau, t) \). Such a cover can be constructed with \( N_\delta \leq \left( \frac{1}{\epsilon} \right) (3/\xi_n)^t \) (see, for example, Lemma 2.5 in \[\text{van de Geer} \ 2000\]). Furthermore, let
\[ B^{\text{supp}}(\tilde{\delta}_k, r) = \left\{ \delta \mid ||\tilde{\delta}_k - \delta||_2 \leq r \land \text{supp}(\delta) \subseteq \text{supp}(\tilde{\delta}_k) \right\} \]
be a ball or radius \( r \) centered at \( \tilde{\delta}_k \) with points that have the same support as \( \tilde{\delta}_k \). In what follows, we will bound \( \sup_{\tau \in [\epsilon, 1-\epsilon]} \sup_{\delta \in C(r_\tau, t)} ||G_n(\tau, \delta)||_\infty \) using a standard \( \epsilon \)-net argument. In particular, using the above introduced notation, we have the following decomposition
\[
\sup_{\tau \in [\epsilon, 1-\epsilon]} \sup_{\delta \in C(r_\tau, t)} ||G_n(\tau, \delta)||_\infty \\
= \max_{l \in [N_\tau]} \max_{k \in [N_\delta]} \sup_{\tau \in \left[ \tilde{\tau}_l - \frac{1 - 2\epsilon}{2N_\tau}, \tilde{\tau}_l + \frac{1 - 2\epsilon}{2N_\tau} \right]} \sup_{\delta \in B^{\text{supp}}(\tilde{\delta}_k, r_\tau \xi_n)} ||G_n(\tau, \delta)||_\infty \\
\leq \max_{l \in [N_\tau]} \max_{k \in [N_\delta]} ||G_n(\tilde{\tau}_l, \tilde{\delta}_k)||_\infty \tag{8.3} \\
+ \max_{l \in [N_\tau]} \max_{k \in [N_\delta]} \sup_{\tau \in \left[ \tilde{\tau}_l - \frac{1 - 2\epsilon}{2N_\tau}, \tilde{\tau}_l + \frac{1 - 2\epsilon}{2N_\tau} \right]} \sup_{\delta \in B^{\text{supp}}(\tilde{\delta}_k, r_\tau \xi_n)} ||G_n(\tau, \delta) - G_n(\tilde{\tau}_l, \tilde{\delta}_k)||_\infty.
\]

Notice that the term \( T_1 \) arises from discretization of the sets \( [\epsilon, 1-\epsilon] \) and \( C(r_\tau, t) \). To control it, we will apply the union bound for each fixed \( l \) and \( k \). The term \( T_2 \) captures the deviation of the process in a small neighborhood around the fixed center \( \tilde{\tau}_l \) and \( \tilde{\delta}_k \). In the remainder of the proof, we provide details for bounding \( T_1 \) and \( T_2 \).
We first bound the term $T_1$ in (8.3). Let $a_{ij}(\tau) = e_T^j \tilde{D}_\tau X_i,$

$$Z_{ijlk} = a_{ij}(\tilde{\tau}_l) \left( \left( \tilde{P}_i(\tilde{\tau}_l, \tilde{\delta}_k) - P_i(\tilde{\tau}_l, \tilde{\delta}_k) \right) - \left( \tilde{P}_i(\tilde{\tau}_l, 0) - P_i(\tilde{\tau}_l, 0) \right) \right)$$

and

$$\tilde{Z}_{ijlk} = a_{ij}(\tilde{\tau}_l) \left( P_i(\tilde{\tau}_l, \tilde{\delta}_k) - P_i(\tilde{\tau}_l, 0) \right) - E \left[ a_{ij}(\tilde{\tau}_l) \left( \tilde{P}_i(\tilde{\tau}_l, \tilde{\delta}_k) - \tilde{P}_i(\tilde{\tau}_l, 0) \right) \right]$$

Then

$$T_1 = \max_{i \in [n]} \max_{j \in [p]} \max_{k \in [N_3]} \left| n^{-1} \sum_{i \in [n]} \left( Z_{ijlk} + \tilde{Z}_{ijlk} \right) \right|$$

$$\leq \max_{i \in [n]} \max_{j \in [p]} \max_{k \in [N_3]} \left( n^{-1} \sum_{i \in [n]} Z_{ijlk} \right) + \max_{i \in [n]} \max_{j \in [p]} \max_{k \in [N_3]} \left( n^{-1} \sum_{i \in [n]} \tilde{Z}_{ijlk} \right).$$

Note that $E[Z_{ijlk} \mid \{X_i\}_{i \in [n]}] = 0$ and

$$\text{Var}[Z_{ijlk} \mid \{X_i\}_{i \in [n]}] = a_{ij}^2(\tilde{\tau}_l) \left( P_i(\tilde{\tau}_l, \tilde{\delta}_k) - P_i^2(\tilde{\tau}_l, \tilde{\delta}_k) + P_i(\tilde{\tau}_l, 0) - P_i^2(\tilde{\tau}_l, 0) \right)$$

$$- 2 \left( P_i(\tilde{\tau}_l, 0) \land P_i(\tilde{\tau}_l, \tilde{\delta}_k) \right) + 2P_i \left( \tilde{\tau}_l, \tilde{\delta}_k \right) P_i(\tilde{\tau}_l, 0)$$

$$\leq a_{ij}^2(\tilde{\tau}_l) \left( P_i(\tilde{\tau}_l, \tilde{\delta}_k) + P_i(\tilde{\tau}_l, 0) - 2 \left( P_i(\tilde{\tau}_l, 0) \land P_i(\tilde{\tau}_l, \tilde{\delta}_k) \right) \right)$$

$$\leq a_{ij}^2(\tilde{\tau}_l) \left| X_i^T \tilde{\delta}_k \right| f_{\max} \left( F^{-1}(\tilde{\tau}_l) + \eta_i X_i^T \tilde{\delta}_k \right)$$

$$\leq a_{ij}^2(\tilde{\tau}_l) \left| X_i^T \tilde{\delta}_k \right| f_{\max}$$

where (i) follows by dropping a negative term, (ii) follows by the mean value theorem, and (iii) from the assumption that the conditional density is bounded stated in Condition (D).

Furthermore, conditional on $\{X_i\}_{i \in [n]}$ we have that $|Z_{ijlk}| \leq 4 \max_{i,j} |a_{ij}(\tilde{\tau}_l)|$ a.s. For a fixed $j$, $k$, and $l$, Bernstein’s inequality (see, for example, Section 2.2.2 of van der Vaart and Wellner 1996) gives us

$$\left| n^{-1} \sum_{i \in [n]} Z_{ijlk} \right| \leq C \left( \frac{f_{\max} \log(2/\delta)}{n^2} \sum_{i \in [n]} a_{ij}^2(\tilde{\tau}_l) \left| X_i^T \tilde{\delta}_k \right| \sqrt{\frac{\max_{i \in [n], j \in [p]} |a_{ij}(\tilde{\tau}_l)|}{n}} \log(2/\delta) \right)$$

with probability $1 - \delta$. By construction in (2.4), we have

$$\max_{i \in [n], j \in [p]} |a_{ij}(\tilde{\tau}_l)| \leq f_{\min}^{-1} L_n$$
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and therefore
\[ \sum_{i \in [n]} a_{ij}^2(\tau_l) X_i^T \delta_k \leq f_{\min}^{-2} L_n^2 n \sqrt{\delta_k} \delta_k \]
\[ \leq (1 + O(1)) f_{\min}^{-2} L_n^2 n r_n \Lambda_{\max}^{1/2}(\Sigma), \]
where the line follows using the Cauchy-Schwartz inequality and inequality (58a) of Wainwright (2009). Combining the results, with probability \(1 - 2\delta\) we have that
\[ \left| n^{-1} \sum_{i \in [n]} Z_{ijk} \right| \leq C \left( \sqrt{\frac{f_{\max}^{1/2}(\Sigma)}{f_{\min}^{2}} L_n^2 r_n \log(2/\delta)} \right) \left( \sqrt{f_{\min}^{-1} L_n \log(2/\delta)} \right). \]

Using the union bound over \(j \in [p], l \in [N_{r}]\) and \(k \in [N_{\delta}]\), with probability \(1 - 2\delta\), we have
\[ T_{11} \leq C \left( \sqrt{\frac{f_{\max}^{1/2}(\Sigma)}{f_{\min}^{2}} L_n^2 r_n \log(2N_{r}N_{\delta}p/\delta)} \right) \left( \sqrt{f_{\min}^{-1} L_n \log(2N_{r}N_{\delta}p/\delta)} \right). \]

We deal with the term \(T_{12}\) in a similar way. We will work on the event
\[ \mathcal{A} = \left\{ \sup_{\tau \in [\epsilon, 1-\epsilon]} \max_{l \in [n]} |a_{ij}(\tau)| \leq f_{\min}^{-1} L_n \right\}, \tag{8.4} \]
which holds with probability at \(1 - \delta\) using Lemma [2]. For a fixed \(l, k\) and \(j\), we apply Bernstein’s inequality to obtain
\[ \left| n^{-1} \sum_{i \in [n]} \tilde{Z}_{ijk} \right| \leq C \left( \sqrt{\frac{f_{\min}^{2} f_{\max}^{2} \Lambda_{\max}(\Sigma) L_n^2 r_n \log(2/\delta)}{n}} \right) \left( \sqrt{f_{\min}^{-1} L_n \log(2/\delta)} \right), \]
with probability \(1 - \delta\), since on the event \(\mathcal{A}\) in (8.4) we have that \(|\tilde{Z}_{ijk}| \leq 4 f_{\min}^{-1} L_n\) and
\[ \text{Var}\left[ \tilde{Z}_{ijk} \right] \leq E \left[ a_{ij}^2(\tau_l) \left( P_i(\bar{\tau}_l, \bar{\delta}_k) - P_i(\bar{\tau}_l, 0) \right)^2 \right] \leq f_{\min}^{-2} L_n^2 f_{\max}^2 r_n \Lambda_{\max}(\Sigma). \]

The union bound over \(l \in [N_{r}], k \in [N_{\delta}],\) and \(j \in [p]\), gives us
\[ T_{12} \leq C \left( \sqrt{\frac{f_{\min}^{2} f_{\max}^{2} \Lambda_{\max}(\Sigma) L_n^2 r_n \log(2N_{r}N_{\delta}p/\delta)}{n}} \right) \left( \sqrt{f_{\min}^{-1} L_n \log(2N_{r}N_{\delta}p/\delta)} \right) \]
with probability at least \(1 - 2\delta\). Combining the bounds on \(T_{11}\) and \(T_{12}\), with probability \(1 - 4\delta\), we have
\[ T_{1} \leq C \left( \sqrt{\frac{f_{\min}^{2} f_{\max}^{1/2} \Lambda_{\max}(\Sigma) L_n r_n \log(2N_{r}N_{\delta}p/\delta)}{n}} \right) \left( \sqrt{f_{\min}^{-1} L_n \log(2N_{r}N_{\delta}p/\delta)} \right), \]
since $f_{\max} \Lambda_{\max}^{1/2}(\Sigma) r_n = \mathcal{O}_P(1)$.

Let us now focus on bounding $T_2$ term. Note that $a_{ij}(\tau) = a_{ij}(\bar{\tau}) + a_{ij}'(\bar{\tau})(\tau - \bar{\tau})$ for some $\bar{\tau}$ between $\tau$ and $\bar{\tau}$. Let

$$W_{ijl}(\tau, \delta) = a_{ij}'(\bar{\tau})(\tau - \bar{\tau}) \left( \hat{P}_l(\tau, \delta) - \hat{P}_l(\tau, 0) \right).$$

For a fixed $j, l$, and $k$ we have

$$\sup_{\tau \in \left[ \frac{\bar{\tau} - 2s}{2N_r}, \bar{\tau} + \frac{1 - 2s}{2N_r} \right]} \sup_{\delta \in \text{supp}(\delta_{k, r_n \xi_n})} \left| e_j^T \left( G_n(\tau, \delta) - G_n(\bar{\tau}, \delta_k) \right) \right|$$

$$\leq \sup_{\tau \in \left[ \frac{\bar{\tau} - 2s}{2N_r}, \bar{\tau} + \frac{1 - 2s}{2N_r} \right]} \sup_{\delta \in \text{supp}(\delta_{k, r_n \xi_n})} \left| e_j^T \left( G_n(\bar{\tau}, \delta) - G_n(\bar{\tau}, \delta_k) \right) \right|$$

$$+ \sup_{\tau \in \left[ \frac{\bar{\tau} - 2s}{2N_r}, \bar{\tau} + \frac{1 - 2s}{2N_r} \right]} \sup_{\delta \in \text{supp}(\delta_{k, r_n \xi_n})} \left| n^{-1} \sum_{i \in [n]} W_{ij}(\tau, \delta) - \mathbb{E}[W_{ijl}(\tau, \delta)] \right|.$$

We will deal with the two terms separately. For $T_{21}$, we will use the fact that $\mathbb{I}\{a < x\}$ and $\mathbb{P}\{Z < x\}$ are monotone functions in $x$. Note that

$$\max_{l \in [N_r]} \max_{k \in [N_d]} \max_{i \in [n]} \sup_{\tau \in \left[ \frac{\bar{\tau} - 2s}{2N_r}, \bar{\tau} + \frac{1 - 2s}{2N_r} \right]} \sup_{\delta \in \text{supp}(\delta_{k, r_n \xi_n})} \left| F^{-1}(\tau) + X_i^T \delta - F^{-1}(\bar{\tau}) + X_i^T \delta_k \right|$$

$$\leq \left( \frac{f_{\min}^{-1}(1 - 2\epsilon)}{2N_r} + r_n \xi_n \sqrt{\max_{i, j} |x_{ij}|} \right)$$

$$\leq C \left( \frac{f_{\min}^{-1}}{N_r} + r_n \xi_n \sqrt{\left( \max_j \xi_{jj} \right) t \log(2np\delta^{-1})} \right)$$

$$=: \tilde{L}_n,$$

with probability $1 - \delta$, since $|F^{-1}(\tau) - F^{-1}(\bar{\tau})| \leq f_{\min}^{-1} |\tau - \bar{\tau}|$ using the mean value theorem,

$$\left| X_i^T (\delta - \delta_k) \right| \leq ||\delta - \delta_k||_2 \sqrt{\text{supp}(\delta - \delta_k)} \max_{i, j} |x_{ij}|$$

and finally $\max_{i, j} |x_{ij}| \leq C \sqrt{\max_j \xi_{jj}} \log(2np\delta^{-1})$ using a tail bound for subgaussian random
variables (see Section 2.2.1. of van der Vaart and Wellner [1996]). Now,

\[ T_{21} \leq n^{-1} \sum_{i \in [n]} \left[ |a_{ij}(\tilde{\tau})| \left( \mathbb{I} \left\{ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k + \bar{L}_n \right\} - \mathbb{I} \left\{ u_i \leq F^{-1}(\tilde{\tau}) - \bar{L}_n \right\} \right) + \mathbb{I} \left\{ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k \right\} \right] \]

\[ - \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k \right] - \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) - \bar{L}_n \right] \]

\[ + \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k - \bar{L}_n \right] + \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) + \bar{L}_n \right] \]

\[ + \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k - \bar{L}_n \right] + \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) - \bar{L}_n \right] \]

\[ \leq n^{-1} \sum_{i \in [n]} \left[ |a_{ij}(\tilde{\tau})| \left( \mathbb{I} \left\{ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k + \bar{L}_n \right\} - \mathbb{I} \left\{ u_i \leq F^{-1}(\tilde{\tau}) - \bar{L}_n \right\} \right) + \mathbb{I} \left\{ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k \right\} \right] \]

\[ - \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k \right] - \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) - \bar{L}_n \right] \]

\[ + \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) + X_i^T \delta_k - \bar{L}_n \right] + \mathbb{P} \left[ u_i \leq F^{-1}(\tilde{\tau}) + \bar{L}_n \right] \]

The first term in the display above can be bounded in a similar way to \( T_1 \) by applying Bernstein’s inequality and hence the details are omitted. For the second term we have a bound \( C f_{\min}^{-1} f_{\max} L_n \bar{L}_n \), since \( |a_{ij}(\tilde{\tau})| \leq f_{\min}^{-1} L_n \) by construction and \( F(x + \bar{L}_n) - F(x - \bar{L}_n) \leq C f_{\max} \bar{L}_n \) for all \( x \in \mathbb{R} \). Therefore, with probability \( 1 - 2\delta \),

\[ T_{21} \leq C \left( \sqrt{\frac{f_{\max}^{-2} L_n^2 \bar{L}_n \log(2/\delta)}{n}} \sqrt{\frac{f_{\min}^{-1} L_n \log(2/\delta)}{n}} \right) \]

\[ + \sqrt{\frac{f_{\max}^{-2} L_n^2 \bar{L}_n \log(2/\delta)}{n}} \sqrt{\frac{f_{\min}^{-1} L_n \log(2/\delta)}{n}} \]

A bound on \( T_{22} \) is obtained similarly to that on \( T_{21} \). The only difference is that we need to bound \( |a'_{ij}(\tilde{\tau})(\tau - \tilde{\tau})| \) for \( \tau \in \left[ \tau_1 - \frac{1 - 2s}{2N_r}, \tau + \frac{1 - 2s}{2N_r} \right] \) instead of \( |a_{ij}(\tilde{\tau})| \). We have \( |a'_{ij}(\tilde{\tau})(\tau - \tilde{\tau})| \leq C N_r^{-1} f_{\max} L_n \), since \( |X_i^T d| \leq L_n \) by construction and \( |\tau - \tilde{\tau}| \leq C N_r^{-1} \). Now,

\[ T_{22} \leq C \left( \sqrt{\frac{f_{\max}^{-2} (f_{\min}')^{-2} L_n^2 \bar{L}_n \log(2/\delta)}{n}} \right) \]

\[ + \sqrt{\frac{f_{\min}^{-1} L_n \log(2/\delta)}{n}} \sqrt{\frac{f_{\max}^{-1} f_{\max} L_n \bar{L}_n \log(2/\delta)}{n}} \]

A bound on \( T_2 \) now follows using a union bound over \( j \in [p] \), \( l \in [N_r] \) and \( k \in [N_\delta] \).
We can choose $N_\tau = n^2$ and $\xi_n = n^{-1}$, which gives us $N_\delta \lesssim (pn^2)^t$. With these choices, the term $T_2$ is negligible compared to $T_1$ and we obtain

$$T \leq C \left( \sqrt{\frac{f_{\min}^2 L_n^2 f_{\max} \Lambda_{\max}^{1/2}(\Sigma) r_n t \log(np/\delta)}{n}} \right),$$

which completes the proof.

**Proof of Lemma 2** The lemma is proven by showing that $\Sigma^{-1}$ is a feasible point for the optimization problem in (2.4). From Lemma 6.2 of Javanmard and Montanari (2014), we have that $||\Sigma^{-1} \tilde{\Sigma} - I||_\text{max} \leq \gamma_n$ with probability at least $1 - C'p^{-c'}$. Using a standard tail bound for the sub-gaussian random variables (see Section 2.2.1. of van der Vaart and Wellner, 1996), we have that

$$\max_{i \in [n]} ||\Sigma^{-1} x_i||_{\infty} \leq C \Lambda_{\min}^{-1}(\Sigma) \sqrt{\log(p \lor n)}$$

with probability at least $1 - C'p^{-c'}$ as desired.

**Proof of Lemma 3** To simplify the notation, let $\xi_i(\tau) = \left( X_i^T (\hat{\beta}(\tau) - \beta^*(\tau)) \right)^2$. With this we have

$$n^{-1} \sum_{i \in [n]} f(\bar{w}_i) \tilde{D}_\tau X_i \xi_i \leq \frac{f_{\max}}{f_{\min}} \frac{1}{n} \sum_{i \in [n]} ||\tilde{D} X_i \xi_i||_{\infty} \leq \frac{f_{\max} L_n}{f_{\min}} \frac{1}{n} \sum_{i \in [n]} |\xi_i|,$$

where the first inequality follows since $f(\bar{w}_i)/f(F^{-1}(\tau)) \leq f_{\max}/f_{\min}$ and the second inequality follows from the construction of $\tilde{D}$ in (2.4). Recall that by Lemma 2 there is a solution to (2.4). Finally, using Theorem 2 in Belloni and Chernozhukov (2011), we have that

$$n^{-1} \sum_{i \in [n]} |\xi_i| \leq C s \log(p) \frac{\log(p)}{n}$$

with probability at least $1 - C p^{-c}$.

**8.4 Proofs for Section 4**

**Proof of Theorem 4.1** Since the effect of penalization mostly disappears from the second order derivative $\hat{\xi}_i''(\tau)$, we will make a connection between penalized regression rank scores $\hat{\xi}_i(\tau)$ and regression rank scores $\hat{\alpha}_i(\tau)$ of Gutenbrunner and Jurečková (1992). We split the proof into three parts. First, we approximate $S_n(\tau)$ by a linear function. Then, we continue by showing that the
linear approximation is uniform over a range of values of $\tau$. Lastly, approximate the second order derivatives of $S_n(\tau)$.

**Part I.** Let $w = P^\perp S E_\tau$ with $P^\perp S = I - X_S (X^T S X_S)^{-1} X^T S$. From Lemma 6, we have that

$$\sup_{\tau \in [\epsilon, 1-\epsilon]} |S_n(\tau) - \tilde{T}_n(\tau)| = O_P(R_n),$$

where

$$\tilde{T}_n(\tau) = n^{-1} \sum_{i \in [n]} u_i \phi(F(u_i)) 1[F^{-1}(\tau) \leq u_i \leq F^{-1}(0)]$$

and

$$R_n = O_P \left( \frac{\lambda_n \left( \sup_{\tau \in [\epsilon, 1-\epsilon]} ||\beta^*(\tau)||_1 \right) + s \sqrt{\frac{\log(p \vee n)}{n}} }{\beta^*} \right).$$

We proceed to show that

$$\tilde{T}_n(\tau) - S_F(\tau) = o_P(1).$$

**Gutenbrunner and Jurečková 1992** show that statistic $\tilde{T}_n(\tau)$ is regression invariant. Therefore, we can write

$$\tilde{T}_n(\tau) = n^{-1} \sum_{i \in [n]} \eta_i = n^{-1} \sum_{i \in [n]} u_i \phi(F(u_i)) 1[F^{-1}(\tau) \leq u_i \leq F^{-1}(0)]$$

with

$$\mathbb{E}\eta_i = \mathbb{E}(u_i \phi(F(u_i)) 1[\tau \leq F(u_i) \leq 0])$$

$$= \int_{-\infty}^{\infty} u \phi(F(u)) 1[\tau \leq F(u) \leq 0] f(u) du$$

$$= \int_{\tau}^{1} F^{-1}(z) \phi(z) dz$$

$$= S_F(\tau)$$

where second to last equality follow by a change of variables $F(u) = z$. Since $\eta_i$ is a bounded random variable, taking values in $[F^{-1}(\tau), F^{-1}(1/2)]$, Hoeffding’s inequality gives us

$$\mathbb{P}(|\tilde{T}_n(\tau) - S_F(\tau)| \geq t) \leq 2 \exp \left\{ -2 \left( \frac{nt^2}{(F^{-1}(\tau) - F^{-1}(0))^2} \right) \right\}.$$ 

This implies that for a fixed $\tau \in [\epsilon, 1-\epsilon]$ we have $S_n(\tau) = S_F(\tau) + O_P(R_n)$.

**Part II.** Result established in Part I is pointwise in nature. Here, we establish the uniform convergence. For that purpose, due to Lemmas 4 and 5, it suffices to show stochastic equicontinuity of the sequence $T_n(\tau)$, that is

$$\mathbb{E} \left[ \sup_{\epsilon \leq \tau \leq 1-\epsilon} \left\{ \frac{\partial}{\partial \tau} \left( -n^{-1} \sum_{i \in [n]} \int_0^{\tau} \phi(t) d\alpha_i(t) \right) \right\}_{\tau=\tau} \right] < \infty. \quad (8.5)$$

Since

$$-\int_0^\tau \phi(t) d\alpha_i(t) = + \int_0^\tau \phi(t) \alpha'_i(t) dt \quad \text{and} \quad \frac{\partial}{\partial \tau} - \int_0^\tau \phi(t) d\alpha_i(t) = \phi(\tau) \alpha'_i(\tau),$$
together with \( \sup_{\epsilon \leq \tau \leq 1-\epsilon} \phi(\tau) < 1 \) we have that
\[
\sup_{\epsilon \leq \tau \leq 1-\epsilon} \left( \frac{\partial}{\partial \tau} - n^{-1} \sum_{i \in [n]} \int_\tau^0 \phi(t) d\alpha_i(t) \right) \leq \sup_{\epsilon \leq \tau \leq 1-\epsilon} n^{-1} \sum_{i \in [n]} \alpha_i'(\tau).
\]

Right hand derivative of the regression rank scores \( \alpha \) are one-step functions defined as
\[
\sum_{i \in N_n(\tau)} X_{i,S} \alpha_i'(\tau) + (1-\tau) X_{i,S}^T 1_n = 0_S
\]
for \( N_n(\tau) = \{ i \mid Y_i = X_{i,S}^T \hat{\beta}^o(\tau) \} \) where \( \hat{\beta}^o(\tau) = \arg \min \sum_{i \in [n]} \rho_\tau(Y_i - X_{i,S}^T \beta) \) is the solution of the oracle problem. By the identifiability condition of the quantile loss problem, we have that \( \exists \delta_s > 0 \) such that
\[
\| \alpha'(\tau) \|_2 \leq \delta_s^{-1} \left\| n^{-1} \sum_{i \in N_n(\tau)} X_{i,S} \alpha_i'(\tau) \right\|_2.
\]

Let \( \Sigma_S \) be a \( s \times s \) sub matrix of \( \Sigma \) indexed by \( S \). Combining with the previous equation we have
\[
\| \alpha'(\tau) \|_2 \leq \frac{1-\tau}{\delta_s n} \| X_S^T 1_n \|_2 = \frac{1}{\delta_s n} \sqrt{\lambda_{\max} \left( X_S^T X_S \right) \| 1_n \|_2^2} = \frac{1}{\delta_s} \sqrt{\lambda_{\max}(n^{-1} X_S^T X_S)} \quad (8.6)
\]

By Weyl’s inequality we have that
\[
|\lambda_{\max}(n^{-1} X_S^T X_S) - \lambda_{\max}(\Sigma_S)| \leq \| n^{-1} X_S^T X_S - \Sigma_S \|_2 \leq \sqrt{\log p/n}. \quad (8.7)
\]

where \( \| \| \) stands for a spectral norm of a matrix. By a matrix Bernstein inequality, see Corollary 5.2 of Mackey et al. [2014], we have \( \| n^{-1} X_S^T X_S - \Sigma_S \| \leq \sqrt{\log p/n} \). Hence, from all of the above
\[
\| \alpha'(\tau) \|_\infty \leq \| \alpha'(\tau) \|_2 \leq \frac{1}{\delta_s} \sqrt{\lambda_{\max}(\Sigma)} + \frac{\sqrt{\log p/n}}{n},
\]

concluding that (8.5) holds and that representation of Part I holds uniformly in \( \tau \in (\epsilon, 1-\epsilon) \).

**Part III.** Observe that
\[
S_F(\tau + h) - S_F(\tau) = S_F'(\tau) h + \frac{1}{2} S_F''(\tau) h^2 + \frac{1}{6} S_F''(\tau) h^3 + \frac{1}{24} S_F'''(\tau) h^4, \quad (8.8)
\]

and
\[
S_F(\tau - h) - S_F(\tau) = -S_F'(\tau) h + \frac{1}{2} S_F''(\tau) h^2 - \frac{1}{6} S_F''(\tau) h^3 + \frac{1}{24} S_F'''(\tau) h^4, \quad (8.9)
\]

for \( \tilde{\tau} \in (\tau, \tau + h) \) and \( \tilde{\tau} \in (\tau - h, \tau) \). Recall, that \( S_F'(\tau) = 1/f(F^{\leftarrow}(\tau)) = \varsigma(\tau) \). Combining the last two equations gives us
\[
\frac{S_F(\tau + h) - 2S_F(\tau) + S_F(\tau - h)}{h^2} = \varsigma(\tau) + \frac{1}{24} h^2 \left[ S_F'''(\tilde{\tau}) + S_F'''(\tilde{\tau}) \right].
\]
Recall that \( \hat{\varsigma}(\tau) = h^{-2}(S_n(\tau + h) - 2S_n(\tau) + S_n(\tau - h)) \). Therefore,
\[
\hat{\varsigma}(\tau) - \varsigma(\tau) = \frac{1}{h^2} \left[ S_n(\tau + h) - SF(\tau + h) - 2\left(S_n(\tau) - SF(\tau)\right) + S_n(\tau - h) - SF(\tau - h) \right] + O(h^2),
\tag{8.10}
\]
and the RHS is bounded above by a constant using Condition (D\textsuperscript{′}).

Combining the results from the three steps, we have that
\[
\sup_{\epsilon \leq \tau \leq 1 - \epsilon} |\hat{\varsigma}(\tau) - \varsigma(\tau)| = O_P \left(h^{-2}R_n + h^2\right),
\]
which completes the proof. \( \square \)

**Proof of Lemma 4.** To simplify notation we define \( \delta \in \mathbb{R}^{p+1} \) as \( \delta_S = \hat{\beta}^0(\tau) - \beta^*_S(\tau) \) and zeros elsewhere. Observe that we can write the check function as \( \rho(\tau) = z (\mathbb{I}\{z \geq 0\} - (1 - \tau)) \). Therefore
\[
n^{-1} \sum_{i \in [n]} (E_{ir} - X_i^T \delta) [\alpha_i(\tau) - (1 - \tau)] = n^{-1} \sum_{i \in [n]} \rho(\tau) (E_{ir} - X_i^T \delta),
\]
and
\[
n^{-1} \sum_{i \in [n]} E_{ir} [\tilde{\alpha}_i(\tau) - (1 - \tau)] = n^{-1} \sum_{i \in [n]} \rho(\tau) (E_{ir}).
\]

Taking difference between the last two displays and combining with Knight’s identity \( \square \), we obtain
\[
n^{-1} \sum_{i \in [n]} E_{ir} [\alpha_i(\tau) - \tilde{\alpha}_i(\tau)] = n^{-1} \sum_{i \in [n]} X_i^T \delta [\alpha_i(\tau) - (1 - \tau)] - n^{-1} \sum_{i \in [n]} \psi(\tau) (E_{ir}) X_i^T \delta \\
+ n^{-1} \sum_{i \in [n]} \int_0^{X_i^T \delta} \left[\mathbb{I}\{E_{ir} \leq s\} - \mathbb{I}\{E_{ir} \leq 0\}\right] ds.
\]

Observe that \( |\alpha_i(\tau)| \leq 1 \) and \( \psi(\tau) \geq \tau - 1 \) uniformly in \( \tau \). Therefore,
\[
n^{-1} \sum_{i \in [n]} E_{ir} [\alpha_i(\tau) - \tilde{\alpha}_i(\tau)] \leq \tau n^{-1} \sum_{i \in [n]} \left|X_i^T \delta\right| + (1 - \tau) n^{-1} \sum_{i \in [n]} \left|X_i^T \delta\right| + 2n^{-1} \sum_{i \in [n]} \left|X_i^T \delta\right|
\leq 3n^{-1} \|X\delta\|_1,
\]
where we have used \( \left|f_a^b g(x) dx\right| \leq |b - a| \sup_{x \in [a,b]} |g(x)| \). The lemma follows since
\[
n^{-1} \|X\delta\|_1 = n^{-1} \left\|X_S \left(\hat{\beta}^0(\tau) - \beta^*_S(\tau)\right)\right\|_1 = O_P \left(s \sqrt{\frac{\log(n)}{n}}\right)
\]
for all \( \tau \in [\epsilon, 1 - \epsilon] \) by adapting the proof of Theorem 2 in \textbf{Belloni and Chernozhukov (2011)}. \( \square \)
Proof of Lemma 5. Since the loss function $\rho_\tau(\cdot)$ is Lipschitz, we have that
\[
\left| \rho_\tau \left( E_{i\tau} - X_i^T \hat{\beta}^o(\tau) \right) - \rho_\tau \left( E_{i\tau} - X_i^T \hat{\beta}(\tau) \right) \right| \leq \max\{\tau, 1-\tau\} |X_i^T \hat{\beta}^o(\tau) - X_i^T \hat{\beta}(\tau)|. \tag{8.11}
\]
The proof of the lemma is continued by analyzing separately the left and the right hand side of the previous inequality.

Since the strong duality holds, we have that
\[
n^{-1} \sum_{i\in[n]} \rho_\tau(Y_i - X_i^T \hat{\beta}(\tau)) + \lambda_n \| \hat{\beta}(\tau) \|_1
\]
\[
= n^{-1} \sum_{i\in[n]} Y_i \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right]
\]
\[
= n^{-1} \sum_{i\in[n]} (Y_i - X_i^T \hat{\beta}(\tau)) \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right] + n^{-1} \sum_{i\in[n]} X_i^T \hat{\beta}(\tau) \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right].
\]
Furthermore, we have that
\[
\max_{j\in[p]} \left| \sum_{i\in[n]} X_{ij} \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right] \right| \leq \lambda_n. \tag{8.12}
\]
Let $\delta = \hat{\beta}(\tau) - \beta^*(\tau)$. We can write the display above as
\[
n^{-1} \sum_{i\in[n]} (E_{i\tau} - X_i^T \delta) \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right] + n^{-1} \sum_{i\in[n]} X_i^T \hat{\beta}(\tau) \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right] - \lambda_n \| \hat{\beta}(\tau) \|_1
\]
\[
= n^{-1} \sum_{i\in[n]} \rho_\tau(E_{i\tau} - X_i^T \delta).
\]
Similarly, let $\delta^o = \hat{\beta}^o(\tau) - \beta(\tau)$ and write
\[
n^{-1} \sum_{i\in[n]} (E_{i\tau} - X_i^T \delta^o) \left( \alpha_i(\tau) - (1 - \tau) \right) = n^{-1} \sum_{i\in[n]} \rho_\tau \left( E_{i\tau} - X_i^T \delta^o \right),
\]
for the oracle problem. Taking the difference of the right hand side of the last two equations we get that
\[
n^{-1} \sum_{i\in[n]} \rho_\tau \left( E_{i\tau} - X_i^T \delta^o \right) - n^{-1} \sum_{i\in[n]} \rho_\tau \left( E_{i\tau} - X_i^T \delta \right)
\]
\[
= n^{-1} \sum_{i\in[n]} E_{i\tau} \left( \alpha_i(\tau) - \hat{\xi}_i(\tau) \right) - n^{-1} \sum_{i\in[n]} X_i^T \delta^o \left( \alpha_i(\tau) - (1 - \tau) \right)
\]
\[
- n^{-1} \sum_{i\in[n]} X_i^T \beta^*(\tau) \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right] + \lambda_n \| \hat{\beta}(\tau) \|_1.
\]
Using (8.11), it follows from the display above that

\[
\begin{align*}
& n^{-1} \sum_{i \in [n]} E_{i\tau} \left( \alpha_i(\tau) - \hat{\xi}_i(\tau) \right) \\
& \leq n^{-1} \sum_{i \in [n]} X_i^T \delta^o [\alpha_i(\tau) - (1 - \tau)] - n^{-1} \sum_{i \in [n]} X_i^T \beta^* \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right] \\
& \quad - \lambda_n \| \tilde{\beta}(\tau) \|_1 + \max\{\tau, 1 - \tau\} n^{-1} \sum_{i \in [n]} |X_i^T \delta^o - \delta^o|_1.
\end{align*}
\]

(8.13)

We bound each of the four terms individually. From the optimality conditions for the oracle problem in (4.2), we have that

\[
\begin{align*}
& n^{-1} \sum_{i \in [n]} X_{ij}[\alpha_i(\tau) - (1 - \tau)] = 0, \\
\end{align*}
\]

(8.14)

for each \( j \in S \). Therefore, \( T_1 = 0 \).

For the term \( T_2 \), we have

\[
T_2 = -n^{-1} \sum_{i \in [n]} \sum_{j \in [p]} X_{ij} \beta_j^*(\tau) \left[ \hat{\xi}_i(\tau) - (1 - \tau) \right]
\]

\[
\leq n^{-1} \max_{j \in [p]} \left| \sum_{i \in [n]} X_{ij} \hat{\xi}_i(\tau) - (1 - \tau) \right| \cdot \| \beta^*(\tau) \|_1
\]

\[
\leq n^{-1} \lambda_n \| \beta^*(\tau) \|_1,
\]

where \((i)\) is a simple application of Hölder’s inequality and \((ii)\) an application of (8.12).

For the term \( T_3 \), the triangle inequality leads to

\[
T_3 \leq \lambda_n (\| \delta \|_1 + \| \beta^*(\tau) \|_1) \leq \lambda_n (\| \beta^*(\tau) \|_1 + O_P(s\lambda_n))
\]

where the last inequality follows from (3.1).

For the term \( T_4 \), we have

\[
T_4 \leq n^{-1} |X\delta^o|_1 + n^{-1} |X\delta|_1 = O_P \left( s \sqrt{\log(p \lor n) \over n} \right)
\]

similar as in the proof of Lemma 4 by adapting the proof of Theorem 2 and 3 in Belloni and Chernozhukov (2011).

Combining the bounds on \( T_1, T_2, T_3 \) and \( T_4 \), we have

\[
\left| n^{-1} \sum_{i \in [n]} E_{i\tau} \left( \alpha_i(\tau) - \hat{\xi}_i(\tau) \right) \right| = O_P \left( \lambda_n \| \beta^*(\tau) \|_1 + s \sqrt{\log(p \lor n) \over n} \right).
\]

(8.15)
Next, observe that
\[
\left| n^{-1} \sum_{i \in [n]} Y_i (\alpha_i(\tau) - \hat{\xi}_i(\tau)) \right| \leq n^{-1} \sum_{i \in [n]} E_{ir}(\alpha_i(\tau) - \hat{\xi}_i(\tau)) + n^{-1} \sum_{i \in [n]} X_i^T \beta^*(\tau)(\alpha_i(\tau) - \hat{\xi}_i(\tau))
\]
\[
\leq T_5 + T_6.
\]
Now, $T_5$ is bounded with (8.15). Moreover
\[
T_6 \leq n^{-1} \sum_{i \in [n]} X_i^T (\alpha_i(\tau) - (1 - \tau)) \beta^*(\tau) + \max_{j \in [p]} n^{-1} \sum_{i \in [n]} X_{ij}(\hat{\xi}_i(\tau) - (1 - \tau)) \cdot \|\beta^*(\tau)\|_1
\]
\[
\leq n^{-1} \lambda_n \|\beta^*(\tau)\|_1,
\]
using (8.14) and (8.12), respectively. Therefore, we have
\[
\left| \frac{1}{n} \sum_{i \in [n]} Y_i (\alpha_i(\tau) - \hat{\xi}_i(\tau)) \right| = O_P \left( \lambda_n \|\beta^*(\tau)\|_1 + s \sqrt{\frac{\log(p \vee n)}{n}} \right),
\]
which concludes the proof.

**Proof of Lemma 6** The proof requires three steps. In the first we approximate the penalized rank process $\hat{\xi}(\tau)$ with the rank process $\alpha(\tau)$. In the second step, we approximate the process $\alpha(\tau)$ with a process $\mathbb{I} \{E_{ir} \geq 0\}$. In the third step we show that the representation of linear combination of $\mathbb{I} \{E_{ir} \geq 0\}$ has the exact format as in (4.9).

**Step 1.** The first step of the proof is given in Lemma 5.

**Step 2.** Let the score statistic $T_n(\tau)$ be defined as
\[
T_n(\tau) = -n^{-1} \sum_{i \in [n]} Y_i \int_t^0 \phi(t) d\alpha_i(t),
\]
where $\alpha(\tau)$ is the dual oracle solution in (4.2). Notice that $T_n(\tau)$ is analogous to $S_n(\tau)$, however, with $\alpha(\tau)$ substituting $\hat{\xi}(\tau)$. The score statistics $T_n(\tau)$ is regression invariant and hence can be represented as
\[
T_n(\tau) = -n^{-1} \sum_{i \in [n]} w_i \int_t^0 \phi(t) d\tilde{\alpha}_i(t),
\]
where $w \in \mathbb{R}^n$ is defined as
\[
w = P_{\hat{S}} Y = P_{\hat{S}} E_{\tau}
\]
with $P_{\hat{S}} = I - X_S (X_S^T X_S)^{-1} X_S^T$.

We proceed to show that
\[
\sup_{\tau \in [\epsilon, 1-\epsilon]} n^{-1} \sum_{i \in [n]} w_i \int_t^0 \phi(t) |d\alpha_i(t) - d\tilde{\alpha}_i(t)| = O_P \left( s \sqrt{\frac{\log n}{n}} \right),
\]
(8.18)
where \( \bar{\alpha}_i(t) = \mathbb{1}\{E_i \tau \geq 0\} \). Let
\[
W(\tau) = n^{-1} \sum_{i \in [n]} w_i [\alpha_i(\tau) - (1 - \tau)]
\]
and
\[
\bar{W}(\tau) = n^{-1} \sum_{i \in [n]} w_i [\bar{\alpha}_i(\tau) - (1 - \tau)]
\]
and \( \Delta_{\alpha}(\tau) = \alpha(\tau) - \bar{\alpha}(\tau) \). Observe that
\[
W(\tau) - \bar{W}(\tau) = n^{-1} \sum_{i \in [n]} w_i [\alpha_i(\tau) - \bar{\alpha}_i(\tau)]
\]
\[
= n^{-1} \text{tr}(P_S^\perp E_\tau \Delta_{\alpha}^\top)
\]
\[
\overset{(i)}{\leq} n^{-1} \sum_{i \in [n]} \sigma_i \left(P_S^\perp \sigma_i \left(E_\tau \Delta_{\alpha}^\top\right)\right)
\]
\[
\overset{(ii)}{\leq} \sigma_{\max} \left(P_S^\perp \right) n^{-1} \text{tr} \left(E_\tau \Delta_{\alpha}^\top\right)
\]
\[
\overset{(iii)}{=} n^{-1} \text{tr} \left(E_\tau \Delta_{\alpha}^\top\right),
\]
where (i) is due to Von-Neumann’s trace inequality, (ii) is due to the equality \( \sum_{i \in [n]} \sigma_i \left(E_\tau \Delta_{\alpha}^\top\right) = \text{tr}(E_\tau \Delta_{\alpha}^\top) \), and (iii) follows since the largest singular value of the projection matrix is equal to 1. Moreover, by Lemma 4, \( \sup_{\tau \in [0,1]} n^{-1} \text{tr}(E_\tau \Delta_{\alpha}^\top) = O_P(\sqrt{s \log n/n}) \), which gives us (8.18) easily.

Substituting (8.18) into the definition of the scale statistics \( T_n(\tau) \), (8.17), we obtain
\[
T_n(\tau) = -n^{-1} \sum_{i \in [n]} w_i \int_\tau^0 \phi(t) d\bar{\alpha}_i(t) + O_P \left(s \sqrt{\log n/n}\right),
\]
(8.19)
which completes the proof of the second step.

**Step 3.** The proof is finalized by showing that \( \bar{T}_n(\tau) \) has the desired form in (4.9). Let
\[
\bar{b}_i = -\int_\tau^0 \phi(t) d\bar{\alpha}_i(t), \quad \text{and} \quad \bar{T}_n(\tau) = n^{-1} \sum_{i \in [n]} w_i \bar{b}_i.
\]
By partial integration we have
\[
\bar{b}_i = \bar{\alpha}_i(\tau) \phi(\tau) - \bar{\alpha}_i(0) \phi(0) + \int_\tau^0 \bar{\alpha}_i(t) d\phi(t).
\]
The function \( \phi \) satisfies \(-\phi(1 - \tau) = \phi(\tau)\), leading to
\[
\bar{T}_n(\tau) = n^{-1} \sum_{i \in [n]} w_i \bar{\alpha}_i(\tau) \phi(\tau) + n^{-1} \sum_{i \in [n]} w_i \bar{\alpha}_i(0) \phi(0) + n^{-1} \sum_{i \in [n]} w_i \int_\tau^0 \bar{\alpha}_i(t) d\phi(t).
\]
Let us concentrate on the third term first. Plugging in $\tilde{\alpha}_i(t) = \mathbb{I}\{u_i \geq F^{-1}(t)\} = \mathbb{I}\{F(u_i) \geq t\}$, we obtain

$$\bar{T}_3(\tau) = n^{-1} \sum_{i \in [n]} w_i \int_0^{\tau} \mathbb{I}\{u_i \geq F^{-1}(t)\} d\phi(t)$$

$$= n^{-1} \sum_{i \in [n]} w_i \int_{F^{-1}(0)}^{F^{-1}(\tau)} \mathbb{I}\{u_i \geq z\} \phi'(F(z)) f(z) dz,$$

where the second line follows from a change of variables, $t = F(z)$. We split the term $\bar{T}_3(\tau)$ into three factors, $\bar{T}_{31}$, $\bar{T}_{32}$ and $\bar{T}_{33}$, according to the value of $u_i$: the first term for $u_i \leq F^{-1}(t)$, the second for $F^{-1}(t) \leq u_i \leq F^{-1}(0)$ and the last for $u_i \geq F^{-1}(0)$. If $u_i \leq F^{-1}(t)$, then $\tilde{\alpha}_i(t) = 0$ and $\bar{T}_{31} = 0$. If $F^{-1}(t) \leq u_i \leq F^{-1}(0)$, then

$$\bar{T}_{32} = n^{-1} \sum_{i \in [n]} w_i \int_{F^{-1}(0)}^{u_i} \phi'(F(z)) f(z) dz.$$

With a change of variable $z = F^{-1}(t)$ we have $dz = dt/f(F^{-1}(t))$ and

$$\bar{T}_{32} = n^{-1} \sum_{i \in [n]} w_i \int_{F^{-1}(0)}^{F(u_i)} \phi'(t) f(F^{-1}(t)) \frac{dt}{f(F^{-1}(t))} = n^{-1} \sum_{i \in [n]} w_i \int_{F^{-1}(0)}^{F(u_i)} \phi'(t) dt$$

$$= n^{-1} \sum_{i \in [n]} w_i \left[ \phi(F(u_i)) - \phi(\tau) \right].$$

Finally, if $u_i \geq F^{-1}(0)$, then $\tilde{\alpha}_i(t) = 1$ and

$$\bar{T}_{33} = n^{-1} \sum_{i \in [n]} w_i \int_{F^{-1}(\tau)}^{F^{-1}(0)} \phi'(F(z)) f(z) dz = n^{-1} \sum_{i \in [n]} w_i \int_{F^{-1}(\tau)}^{0} \phi'(t) dt$$

$$= n^{-1} \sum_{i \in [n]} w_i \left[ \phi(0) - \phi(\tau) \right].$$

Putting things together, we have

$$\bar{T}_3(\tau) = n^{-1} \sum_{i \in [n]} w_i \phi(F(u_i)) \mathbb{I}\{F^{-1}(\tau) \leq u_i \leq F^{-1}(0)\}$$

$$- n^{-1} \sum_{i \in [n]} w_i \phi(\tau) \mathbb{I}\{u_i \geq F^{-1}(\tau)\}$$

$$+ n^{-1} \sum_{i \in [n]} w_i \phi(1 - \tau) \mathbb{I}\{u_i \geq F^{-1}(0)\}$$

Writing down explicitly $\bar{T}_1(\tau)$ and $\bar{T}_2(\tau)$ we have

$$\bar{T}_1(\tau) = n^{-1} \sum_{i \in [n]} w_i \phi(\tau) \mathbb{I}\{u_i \geq F^{-1}(\tau)\}.$$
\[
\bar{T}_2(\tau) = -n^{-1} \sum_{i \in [n]} w_i \phi(1 - \tau) \mathbb{I} \{ u_i \geq F^{-1}(0) \},
\]

which leads to
\[
\bar{T}_n(\tau) = n^{-1} \sum_{i \in [n]} w_i \phi(F(u_i)) \mathbb{I} \{ F^{-1}(\tau) \leq u_i \leq F^{-1}(0) \},
\]

thus proving (4.9).

**Proof of Theorem 4.2.** Starting from Proposition 2.1, we need to bound
\[
\sqrt{n} \left( \Delta_1(\tau) + \Delta_2(\tau) + \Delta_3(\tau) \right)
\]
uniformly in \( \tau \).

Using Lemma 4.1, we have that
\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \frac{\hat{\varsigma}(\tau)}{\varsigma(\tau)} = O_P(1).
\]
Combined with Lemma 1 with \( r_n = C \sqrt{s \log(p \vee n)/n} \) and \( t = Cs \), we obtain
\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \sqrt{n} \Delta_1(\tau) = \sup_{\tau \in [\epsilon, 1 - \epsilon]} \sqrt{n} G_n \left( \tau, \hat{\beta}(\tau) - \beta^*(\tau) \right) = O_P \left( \frac{L_n s^{3/4} \log^{3/4} (p \vee n)}{n^{1/4}} \sqrt{\frac{L_n s \log (p \vee n)}{n^{1/2}}} \right).
\]

Similarly
\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \sqrt{n} \Delta_3(\tau) = \sup_{\tau \in [\epsilon, 1 - \epsilon]} n^{-1/2} \sum_{i \in [n]} f(\tilde{\bar{w}}_i, \tilde{D}_i, \tilde{X}_i) \left( X_i^T (\hat{\beta}(\tau) - \beta^*(\tau)) \right)^2 = O_P \left( \frac{L_n s \log (p \vee n)}{n^{1/2}} \right).
\]

Finally, Lemma 2 provides
\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \sqrt{n} \Delta_2(\tau) \leq \sqrt{n} \gamma_n \sup_{\tau \in [\epsilon, 1 - \epsilon]} \left| \hat{\beta}(\tau) - \beta(\tau) \right| \left| \frac{\hat{\varsigma}(\tau)}{\varsigma(\tau)} \right| + \sqrt{n} \sup_{\tau \in [\epsilon, 1 - \epsilon]} \left| \hat{\beta}(\tau) - \beta(\tau) \right| \left| \frac{\hat{\varsigma}(\tau)}{\varsigma(\tau)} - 1 \right|
\]
\[
= O_P \left( \frac{s \log (p \vee n)}{n^{1/2}} \sqrt{\frac{s \log^{3/4} p}{n^{1/4}}} \right),
\]
where the last step follows from
\[
\sup_{\tau \in [\epsilon, 1 - \epsilon]} \left| \frac{\hat{\varsigma}(\tau)}{\varsigma(\tau)} - 1 \right| = O_P(\sqrt{s \log^{1/4} p/n^{1/4}})
\]
using Lemma 4.1. Combining all the results, the proof is complete.
8.5 Proofs for Section 5

**Proof of Theorem 5.1.** The proof follows easily from Lemmas 7 - 10 and Theorem 4.1.

**Proof of Lemma 7.** From Proposition 2.1, we have that

\[
\sqrt{n}x^\top(\hat{\beta}(\tau) - \beta^*(\tau)) = n^{-1/2} \sum_{i\in[n]} x^\top D_i \psi_i(u_i - F^{-1}(\tau))
\]

\[
\frac{n^{-3/2}}{\sqrt{n}x^\top D_i \hat{\Sigma} D_i x} \left( \sum_{i\in[n]} x^\top D_i x \right) \frac{\varepsilon_i}{\sqrt{1 - \tau^2}} \varepsilon_i u_i (1 - \tau^{-1}) (\tau - 1 - \tau^{-1}) \frac{1}{n} \leq Cn^{-3/2} \sum_{i=1}^{n} \mathbb{E}_{u_i} |Z_i|^3,
\]

where \( \mathbb{E}_{u_i} \) denotes the expectation with respect to the probability measure generated by the random noise \( u_i \). Let \( a_i = \frac{x^\top D_i}{\sqrt{\tau(1 - \tau)x^\top \hat{\Sigma} D_i x}} \). Then

\[
n^{-3/2} \sum_{i\in[n]} \mathbb{E}_{u_i} \left[ |a_i \psi_i(u_i - F^{-1}(\tau))|^3 \right] \leq \frac{\sum_{i\in[n]} x^\top D_i x}{n} \frac{\|x\|_1 L_n}{\sqrt{(1 - \tau)x^\top \hat{\Sigma} D_i x}^{3/2}} \mathbb{E}_{u_i} \left[ |\psi_i(u_i - F^{-1}(\tau))|^3 \right] \leq Cn^{-1/2} \|x\|_1 L_n \left( x^\top \hat{\Sigma} \hat{D} \hat{D} x \right)^{-1/2}.
\]

We proceed to establish a lower bound on \( x^\top \hat{D} \hat{\Sigma} \hat{D} x \). We have that

\[
x^\top \hat{D} \hat{\Sigma} \hat{D} x = x^\top \Sigma^{-1} x - x^\top \left( \hat{D} \hat{\Sigma} \hat{D} - \Sigma^{-1} \right) x \geq \Lambda^{-1}_\max(\Sigma) - \left| x^\top \left( \hat{D} \hat{\Sigma} \hat{D} - \Sigma^{-1} \right) x \right|.
\]

(8.22)

For the second term in (8.22), we have

\[
\left| x^\top \left( \hat{D} \hat{\Sigma} \hat{D} - \Sigma^{-1} \right) x \right| \leq \|x\|_1 \cdot \max_{i\in[p+1]} \left| \varepsilon_i^T \left( \hat{D} \hat{\Sigma} \hat{D} - \Sigma^{-1} \right) x \right| \leq \|x\|_1 \cdot \left\| \hat{D} \hat{\Sigma} \hat{D} - \Sigma^{-1} \right\|_{\text{max}}.
\]

(8.23)
Finally,
\[
\left| \hat{\Sigma}D\hat{\Sigma} - \Sigma^{-1} \right|_{\max} = \left\| (\hat{D} - \Sigma^{-1}) \hat{\Sigma}D + \Sigma^{-1} (\hat{\Sigma}D - \mathbf{I}) \right\|_{\max} \\
\leq \max_i \left| e_i^\top (\hat{D} - \Sigma^{-1}) \right|_1 \cdot \max_{j,k} |(\hat{\Sigma}D)_{kj}| + \left| \Sigma^{-1} \right|_1 \cdot \left\| \hat{\Sigma}D - \mathbf{I} \right\|_{\max} \\
\leq \left( \max_i \left| e_i^\top (\hat{D} - \Sigma^{-1}) \right|_1 + \left| \Sigma^{-1} \right|_1 \right) \cdot \left\| \hat{\Sigma}D - \mathbf{I} \right\|_{\max} + \max_i \left| e_i^\top (\hat{D} - \Sigma^{-1}) \right|_1 \\
\leq C \gamma_n s M,
\]

where the last statement follows as a consequence of Lemma 1 and Theorem 6 of \cite{Cai}. Combining the last three displays, we have
\[
x^\top \hat{D}\hat{\Sigma}\hat{D}x \geq \Lambda_{\max}^{-1}(\Sigma) - C\|x\|_1^2 M \gamma_n s.
\]
Combining with (8.21), we have
\[
\sup_t \left| \mathbb{P} \left( n^{-1/2} \sum_{i[n]} Z_i \leq t \right) - \Phi(t) \right| \leq C n^{-1/2} \|x\|_1 L_n A_{\max}^{1/2}(\Sigma)
\]
under the conditions of the lemma.

For the term $B$ in (8.20), similar to the proof of Theorem 3.1 and Theorem 4.2 we have that
\[
|B| = O_P \left( L_n s^{3/4} \log^{3/4}(p \lor n) \sqrt{n} \log (p \lor n) \sqrt{s \log^{3/4}(p \lor n)} \right).
\]

Using Lemma B.3 of \cite{BarberKolar}, we have
\[
\sup_{t \in \mathbb{R}} \left| \mathbb{P} \left( n^{-1/2} \sqrt{n} x^\top (\hat{\beta}(\tau) - \beta^*(\tau)) \right) \leq t \right| - \Phi(t) \\
\leq C \left( \|x\|_1 \cdot A_{\max}^{1/2}(\Sigma) \cdot (n^{-1/2} L_n \lor n^{-1/4} s \log^{3/4}(p \lor n)) \sqrt{L_n s^{3/4} \log^{3/4}(p \lor n)} \right)
\]
\[
\leq C \left( \|x\|_1 \cdot A_{\max}^{1/2}(\Sigma) \cdot \left( n^{-1/2} L_n \lor n^{-1/4} s \log^{3/4}(p \lor n) \right) \sqrt{L_n s^{3/4} \log^{3/4}(p \lor n)} \right).
\]

Since the right hand side does not depend on $\beta^*(\tau)$ the result follows.

\hspace{1cm} \square

**Proof of Lemma 8** First we consider the statements conditional on the covariates $X_i$. Let $a_i = e^\top \hat{D}X_i \in \mathbb{R}$ be a univariate random variable. Let $\delta > 0$ be a small positive constant and let $C > 0$ be a constant independent of $n$ and $p$.

Consider an event of interest
\[
\Omega = \left\{ \sup_{\alpha \in (0,1)} n^{-1} \sum_{i[n]} (\alpha a_i)^2 \leq C, \max_{i[n]} |a_i| \leq u_p, 1/u_p \leq 1, u_p^6 = o(n^{1-\delta}) \right\}. \tag{8.27}
\]
By the symmetry of the $\hat{D}$ we can write $a_i = \sum_{j=1}^{p} e_j X_i^\top \hat{d}_j$. We next observe that the third constraint of the hessian estimator (2.4) guarantees $|X_i^\top \hat{d}_j| \leq L_n$. Then, $\max_{1 \leq i \leq n} |a_i| \leq \|e\|_1 L_n$, hence obtaining $u_\epsilon$ of the event $\Omega$ to be $u_\epsilon = \|e\|_1 L_n$. Additionally Lemma 12 guarantees that $\sup_{\alpha \in (0,1)} n^{-1} \sum_{i \in [n]} (\alpha a_i)^2 \leq C$ happens with high probability for the choice of $a_i$ as the above.

Per these results, $\mathbb{P}(\Omega) \to 1$ as $n, p \to \infty$. Then, Lemma 14 of Belloni et al. (2011) with $v_1 = 1$ and $Z_i = a_i$ (where $v_i$ and $Z_i$ are the notation therein) implies that there exists a process $B^*(\cdot) = B^*_C(\cdot)$ on $T \subset (0, 1)$ that, conditionally on $X_i$ is a zero-mean Gaussian process with a.s. continuous sample paths and the covariance structure

$$(\tau \wedge \tau' - \tau \tau') e^\top \hat{D} \hat{\Sigma} \hat{D} e$$

such that

$$\sup_{\tau \in T} \left| \frac{1}{\sqrt{n}} \sum_{i \in [n]} a_i \psi(u_i - F^{-1}(\tau)) - B^*(\tau) \right| \leq o(n^{-\epsilon'})$$

for some $\epsilon' > 0$. The process $B^*(\cdot)$ is a Brownian motion with respect to the filtration $\mathcal{F}_\tau^u = \sigma(\psi(u - F^{-1}(\tau)); \tau \in T)$.

Let $M = \hat{D} \hat{\Sigma} \hat{D}$ and let $M^{1/2}$ denote the square root of the matrix $M$. Note that the covariance function of the process $B^*(\cdot)$ conditional on $X_i$ is equal to that of the process $e^\top M^{1/2} B_p(\cdot)$ where $B_p(\cdot) = \{B_p(u) : u \in T\}$ is a standard $p$-dimensional Brownian bridge, that is a vector consisting of $p$ independent scalar Brownian bridges. Since the sample path of Brownian bridge is continuous a.s., it follows that the process $e^\top M^{1/2} B_p(\cdot)$ is a copy of the process $B^*(\cdot)$, conditional on $\{X_i\}_{i=1}^n$.

Now we define the process $e^\top \Sigma^{-1/2} B_p(\cdot) = B(\cdot)$ on $T \subset (0, 1)$ as a zero-mean Gaussian process with a.s. continuous sample paths and the covariance function

$$(\tau \wedge \tau' - \tau \tau') e^\top \Sigma^{-1} e$$

Let $\hat{c} = e^\top \hat{D} \hat{\Sigma} \hat{D} e$ and $c = e^\top \Sigma^{-1} e$. By the scaling property of Brownian motion we can see that $1/\sqrt{\hat{c}}B^*(\cdot)$ is a Brownian motion with unitary variance, conditional on $X_i$. Additionally $1/\sqrt{c}B(\cdot)$ is Brownian motion with unitary variance.

Combined with $|\hat{c} - c| = o_P(1)$ and $\hat{c} > 0$ (Lemma 12 and Equation 8.34 in the proof of Lemma 9), and Theorem 3.1 the above uniform approximation of the quantile process with Brownian bridge provides the asserted claim. \hfill \square

**Lemma 12.** Let $\gamma_n \geq c_1 M \sqrt{\log(p \vee n)/n}$ for a constant $c_1 > 0$ independent of $n$ and $p$. For $a_i = x^\top \hat{D} X_i \in \mathbb{R}$, there exists a positive constant $C$ independent of $n$ and $p$ such that

$$\mathbb{P} \left( \sup_{\alpha \in (0,1)} n^{-1} \sum_{i \in [n]} (\alpha a_i)^2 \leq C \right) \to 1$$

**Proof of Lemma 12** First, we observe $\sup_{\alpha \in (0,1)} n^{-1} \sum_{i \in [n]} (\alpha a_i)^2 = e^\top \hat{D} \hat{\Sigma} \hat{D} e$.

Second, for $1 \leq i, j \leq p$ we observe that

$$\hat{d}_i \hat{\Sigma} \hat{d}_j^\top = (\hat{d}_i \hat{\Sigma} - e_i) \hat{d}_j^\top + e_i \hat{d}_j^\top.$$
Additionally as \( \| \hat{d}_j \hat{\Sigma} - e_j \|_\infty \leq \gamma_n \), by Hölder’s inequality and Lemma 2, we have
\[
\hat{d}_i \hat{\Sigma} \hat{d}_j^\top = \left( \hat{d}_i \hat{\Sigma} - e_i \right) \hat{d}_j^\top + e_i \hat{d}_j^\top \leq \| \hat{d}_i \hat{\Sigma} - e_i \|_\infty \| \hat{d}_j \|_1 + e_i \hat{d}_j^\top \quad (8.28)
\]
where in the last line we have used that \( \| \hat{d}_j - \Sigma_j^{-1} \|_1 = o_P(1) \) (see for example Theorem 6 of [Cai et al. 2011]). Lastly, we observe that \( \sum_{m=1}^p | \Sigma_{im}^{-1} | = \| \Sigma^{-1} \|_1 \leq M \) by Condition (C). Additionally, as a consequence of Theorem 6 of [Cai et al. 2011] (see Eq (13)) provides a bound on the max matrix norm
\[
\| \hat{D} - \Sigma^{-1} \|_{\max} = O_P(1)
\]
as long as \( \gamma_n \geq c_1 M \| \hat{\Sigma} - \Sigma \|_{\max} \) for a constant \( c_1 > 0 \) independent of \( n \) and \( p \). As \( X_i \)'s are sub-Gaussian random vectors, we easily obtain \( \| \hat{\Sigma} - \Sigma \|_{\max} = O_P(\sigma_X \sqrt{\log p/n}) \). Putting all together, we obtain
\[
\| \hat{D} \hat{\Sigma} \hat{D} - \Sigma^{-1} \|_{\max} = O_P(M \gamma_n).
\]
Thus,
\[
e^\top \hat{D} \hat{\Sigma} \hat{D} e \leq \| e \|_2^2 \| \hat{D} \hat{\Sigma} \hat{D} \|_{\max} \leq \| e \|_2^2 (1 + M \gamma_n).
\]
The proof is concluded by observing that \( C \geq M \| e \|_2^2 \) by assumptions of the Lemma. \( \square \)

**Proof of Lemma 7** The proof strategy is similar to that of Lemma 8 in that we divide an argument into two stages – the first conditional on the covariates \( X_i \) and the second moving forward to unconditional distributions.

For the first stage we utilize Lemma 14 of [Belloni et al. 2011] where we define an event \( \Omega \)
\[
\Omega = \left\{ \sup_{\alpha \in S^{d-1}} \frac{1}{n} \sum_{i \in [n]} (\alpha^\top Z_i)^2 \leq C, \max_{i \in [n]} \| Z_i \|_2 \leq u_p, 1/u_p \leq 1, d^7 u_p^6 = o(n^{1-\delta}) \right\}
\]
with \( \delta > 0 \) and \( S^d \) denoting a unit sphere in \( d \) dimensions. With little abuse in notation, constant \( C \) in the above display may be different from the one used in other proofs.

In the notation of Lemma 14 therein, we define \( v_i = 1 \) and \( Z_i = w \hat{D} X_i \in \mathbb{R}^d \) where with little abuse in notation \( w = (V \hat{D} \hat{\Sigma} V^\top)^{-1/2} V \in \mathbb{R}^d \). We proceed to discover the size of the constant \( C \) and the sequence \( u_p \), defined in (8.30).

First we observe that by construction of the vector \( Z_i, \sup_{\alpha \in S^{d-1}} \frac{1}{n} \sum_{i=1}^n (\alpha^\top Z_i)^2 \leq \lambda_{\max}(I_d) \) almost surely.

Regarding the sequence \( u_p \), we observe
\[
\max_{i \in [n]} \| Z_i \|_2^2 = \max_{i \in [n]} X_i^\top \hat{D} V^\top A^{-1} V \hat{D} X_i \in \mathbb{R}_+,
\]
for a matrix \( A = V \hat{D} \hat{\Sigma} V^\top \in \mathbb{R}^{d \times d} \). Let \( J = \max_j \| \hat{d}_j \|_0 \). Then, by Cauchy-Schwarz inequality we obtain
\[
\| Z_i \|_2^2 \leq \| X_i, J \|_2^2 \| \hat{D} \|_2^2 \| V^\top V \|_2 \| A^{-1} \|_2
\]
\[
\leq d \sigma_X \lambda_{\max}(\Sigma) \left( \| \hat{D} - \Sigma^{-1} \|_2^2 + \| \Sigma^{-1} \|_2^2 \right) \| A^{-1} \|_2
\]

(8.33)
where the last line follows from \(\|V^TV\|_2 = O(d)\) and \(\|X_{i,j}\|_2^2 \leq \Lambda_{\max}(\Sigma)\). We are now left to bound all the elements of the right hand side of (8.33). For that end, firstly we observe that by Condition (X)
\[
\|\hat{D} - \Sigma^{-1}\|_2^2 = O_P(\hat{s}M\gamma_n),
\]
by the applying the same methods as in Theorem 6 of [Cai et al. (2011)] and Eq (14) therein (details are omitted due to space considerations).

Now, we proceed to bound \(\|A^{-1}\|_2\). By Weyl’s inequality, we have \(|\lambda_{\min}(A) - \lambda_{\min}(\mathbb{E}[A])| \leq \|A - \mathbb{E}[A]\|_2\). Hence, it suffices to bound the right hand side. As \(\mathbb{E}[A] = V\Sigma^{-1}V^T\) we observe
\[
\lambda_{\min}(A) \geq \lambda_{\min}(V\Sigma^{-1}V^T) - \|V\hat{\Sigma}\hat{D}V^T - V\Sigma^{-1}V^T\|_2.
\]
Lastly, we observe \(\lambda_{\min}(V\Sigma^{-1}V^T) \geq \lambda_{\min}(\Sigma^{-1}) = 1/\Lambda_{\max}(\Sigma)\) and
\[
\|V\hat{\Sigma}\hat{D}V^T - V\Sigma^{-1}V^T\|_2 \leq d\|\hat{\Sigma}\hat{D} - \Sigma^{-1}\|_2 = O_P\left(ds^2M^2\gamma_n\right) \tag{8.34}
\]
where we utilized Lemma 13. Finally, with \(\gamma_n \geq CM\sqrt{\log p/n}\) for a constant \(C > 0\), we obtain
\[
\max_{i \in [n]} \|Z_i\|_2^2 \leq \sigma_X\Lambda_{\max}^3(\Sigma)d^2s^2M^2\log^{3/2}(p \vee n)/\sqrt{n}. \tag{8.35}
\]

Per these results, \(\mathbb{P}(\Omega) \to 1\) as \(n \to \infty\). Hence, the above implies that there exists a process \(B^*(\cdot) = B_n^*(\cdot)\) on \(T \subset (0, 1)\) that, conditionally on \(X_i\) is zero-mean Gaussian process with a.s. continuous sample paths and the covariance function
\[
(\tau \land \tau' - \tau\tau')_d
\]
such that
\[
\sup_{\tau \in T} \left\| \frac{1}{\sqrt{n}} \sum_{i \in [n]} Z_i \psi(u_i - F^{-1}(\tau)) - B_n^*(u) \right\|_2 \leq o\left(n^{-\epsilon'}\right)
\]
for some \(\epsilon' > 0\). The process \(B_n^*(\cdot)\) is a \(d\)-dimensional Brownian bridge with respect to the filtration \(\mathcal{F}_t^u = \sigma(\psi(u - F^{-1}(\tau)); \tau \in T)\).

\[\square\]

**Lemma 13.** For \(\hat{D}\) and a tuning parameter \(\gamma_n\) as defined in (2.4) and chosen as \(\gamma_n \geq c_1M\sqrt{\log(p \vee n)/n}\) for a constant \(c_1 > 0\) independent of \(n\) and \(p\),
\[
\|\hat{D}\hat{\Sigma}\hat{D} - \Sigma^{-1}\|_1 = O_P\left(\hat{s}M^2\sqrt{\log p/n} \sqrt{s^2M^2\Lambda_{\max}(\Sigma)}\gamma_n\right).
\]

**Proof of Lemma 13** With some abuse in notation let us define a matrix \(\Xi = \hat{D}\hat{\Sigma}\hat{D}\), where it is understood that \(\Xi\) defined above is only used in this proof.

Let \(u_n = \|\hat{D} - \Sigma^{-1}\|_1\). Following the steps of the proof of Theorem 6 of [Cai et al. (2011)] and Eq (14) therein, it is easy to obtain that \(u_n = \gamma_nM\hat{s}\) and that for a certain choice of \(\gamma_n\) it is a sequence of numbers converging to zero. Here \(\hat{s} = \max_j \|\Sigma_j^{-1}\|_0\) denote the maximal row-sparsity of the precision matrix throughout this proof. Observe that by Lemma 2, we have
\[
\|\hat{d}_j\|_1 \leq \|\Sigma_j^{-1}\|_1, \tag{8.36}
\]
where \( \mathbf{d}_j \) is the \( j \)-th row of \( \mathbf{D} \). We proceed to show that there exists a sequence of positive numbers \( t_n \) converging to zero, such that \( \| \xi_j - \Sigma_j^{-1} \|_1 = \mathcal{O}_P(t_n) \), where \( \xi_j \) is the \( j \)-th row of \( \Xi \). For that end we denote with \( \tilde{\sigma}_l, \sigma_l \), the \( l \)-th column of the covariance matrix \( \tilde{\Sigma}, \Sigma \) and observe

\[
\| \xi_j - \Sigma_j^{-1} \|_1 = \sum_{l,k \in [p+1]} \left| \mathbf{d}_j \hat{\sigma}_l \mathbf{d}_{lk} - \Sigma_j^{-1} \sigma_l \Sigma_l^{-1} \right| \\
\leq \sum_{l,k \in [p+1]} \left| \mathbf{d}_j \hat{\sigma}_l \left( \mathbf{d}_{lk} - \Sigma_l^{-1} \right) \right| + \sum_{l,k \in [p+1]} \left| \mathbf{d}_j \hat{\sigma}_l - \Sigma_j^{-1} \sigma_l \right| \| \Sigma_l^{-1} \| \\
:= T_1 + T_2, \tag{8.37}
\]

where (i) follows from the triangular inequality. We proceed to bound each of the terms \( T_1 \) and \( T_2 \) independently. By the basic inequality of the Dantzig-type estimators in that \( \| \mathbf{d}_j - \Sigma_j^{-1} \|_1 \leq 2 \| \mathbf{d}_j, \tilde{\Sigma} - \Sigma_j^{-1} \|_1 \) where \( \tilde{\Sigma} \) denotes the set of true non-zero indices

\[
T_1 \leq 2 \left( \max_{l \in [p+1]} \| \mathbf{d}_j \|_1 \right) \sum_{l \in [p+1]} \sum_{k \in \tilde{S}} \| \mathbf{d}_{lk} - \Sigma_l^{-1} \|_1 \\
\leq 2s \| \mathbf{d}_j \|_1 \max_{l \in [p+1]} \| \hat{\sigma}_l \|_\infty \max_{k \in [p+1]} \sum_{l \in [p+1]} \| \mathbf{d}_{lk} - \Sigma_l^{-1} \|_1 \\
\leq 4sM \| \Sigma \|_\infty \| \tilde{\Sigma} - \Sigma_j^{-1} \|_1 \leq 4s^2 M^2 \Lambda_{\max}(\Sigma) \gamma_n, \tag{8.38}
\]

(ii) follows from Hölder’s inequality; (iii) follows from the \( \| \tilde{\Sigma} - \Sigma \|_{\max} = \mathcal{O}_P(\sqrt{\log p/n}) = o_P(1) \), the equation \(8.36\) and the symmetric structure of the estimator \( \tilde{\Sigma} \); and the last inequality follows from the definition of the constant \( M \) and the sequence \( u_n \).

Regarding the term \( T_2 \) we see by the definition of the precision matrix \( \Sigma^{-1} \) and its sparsity we see

\[
T_2 = \sum_{k \in [p+1]} \sum_{l \in \tilde{S}} \left| \mathbf{d}_j \hat{\sigma}_l - \Sigma_j^{-1} \sigma_l \right| \| \Sigma_{kl}^{-1} \| \\
\leq \max_{l \in [p+1]} \left( \sum_{k \in [p+1]} \| \Sigma_{kl}^{-1} \| \right) \sum_{l \in \tilde{S}} \left( \| \mathbf{d}_j \hat{\sigma}_l \|_1 + \| \mathbf{d}_j \sigma_l - \Sigma_j^{-1} \sigma_l \|_1 \right) \\
\leq M \sum_{l \in \tilde{S}} \left( \| \mathbf{d}_j \|_1 \| \hat{\sigma}_l \|_\infty + \| \mathbf{d}_j - \Sigma_j^{-1} \|_1 \| \sigma_l \|_\infty \right) \\
\leq M^2 s \sqrt{\log p/n} + M \| \tilde{\Sigma} - \Sigma_j^{-1} \|_1 \| \Sigma \|_{\max} \\
\leq M^2 s \sqrt{\log p/n} + M^2 s^2 \Lambda_{\max}(\Sigma) \gamma_n, \tag{8.39}
\]

(iv) follows from triangular inequality; (v) follows from the Hölder’s inequality and the definition of \( M \); (vi) follows from \(8.36\), the definition of \( M \) and from \( \| \tilde{\Sigma} - \Sigma \|_{\max} = \mathcal{O}_P(\sqrt{\log p/n}) \); (vii) the definition of \( u_n \) and the symmetric structure of the estimator \( \tilde{\Sigma} \).
Proof of Lemma 10. Apply Lemma 9 together with Theorem 4.2 and repeat the same steps as in the proof of Lemma 7.