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Abstract: The symmetrical input-interleaved high-gain DC-DC converters are suitable candidates to be used as the first stage in PV microinverters and as parallel-connected power optimizers. In both applications, they are responsible for boosting the PV module DC voltage to a higher value and executing the maximum power point tracking control. However, such converters have many state variables, some of them discontinuous, and many operation stages, which make the development of the small-signal model a challenging task. Therefore, the aim of this paper is to propose a reduced-order improved average method (ROIAM) to model the family member of converters that present characteristics such as symmetry, interleaved operation, and discontinuous state-space variables. ROIAM is applied to model for the first time in the literature the symmetrically-interleaved coupled inductor-based boost (SICIBB), leading to a fourth-order mathematical model (reduced-order model). The complete eighth-order mathematical model is developed as well to prove that the reduced-order model represents correctly the dynamic behavior of the SICIBB converter by employing only four state variables, reducing considerably the effort of the modeling. Based on the reduced-order proposed model, a closed-loop control is designed and tested in a 300-W prototype of the SICIBB converter.
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1. Introduction

In recent years, photovoltaic (PV) energy has grown significantly in terms of installed capacity due to a reduction in PV modules’ cost, political regulations establishing feed-in tariffs, technology development, and increased concern about environmental issues [1–3]. Grid-connected PV systems can be classified depending on the PV module arrangement into a centralized inverter, multi-string inverter, and AC module [3,4]. The first three ones use PV modules in series to obtain higher DC-link voltage for generating power to AC grid lines [3,4]. However, such configurations have power loss due to PV module mismatch, partial shading, long high voltage DC connection cables, etc. [3,4].

In the AC module system, these drawbacks are mitigated since a low-power (200–300 W) grid-connected inverter, called the PV microinverter (MIC), is mounted in a single PV module, which has its own maximum power point tracking (MPPT), improving, thus, the energy harvesting of the PV system [3,4]. Such capability, known as distributed MPPT, is also addressed in centralized and inverter topologies by employing one DC-DC converter for each PV module. These DC-DC converters, called power optimizers, are connected in series to feed a DC-AC inverter [5].
PV microinverters have the features of lower installation costs, “plug and play” operation, enhanced flexibility and modularity, improved safety, etc. [3]. Due to these advantages, PV microinverters are useful for residential applications with continuous partial shading and complex roof structures with different tilts and orientations [1]. MICs can be classified as single-stage or two-stage conversion systems [1,6]. Single-stage MICs convert the PV module DC voltage (around 22–45 V) directly to AC, while two-stage MICs have a DC-DC stage, responsible for boosting the PV module DC voltage to a higher value (around 200–400 V) and executing the MPPT control and a DC-AC stage that performs the DC-link voltage regulation and the grid-tied functions, which should satisfy the grid standards and codes [1,4,7]. Single-stage MICs usually have higher power density and efficiency when compared with two-stage MICs [7]. However, single-stage MICs use bulky input electrolytic capacitors in order to reduce the double-frequency ripple, which affects the MPPT operation, while reducing the life span of the entire system [6]. On the other hand, the power decoupling in two-stage MICs occurs between stages, using an electrolytic capacitor with reduced volume and proper control strategies in both stages that eliminate the double-frequency ripple influence on the MPPT [6]. The increased life span and the simple/decoupled control system make two-stage MICs more attractive for industrial PV applications [6].

Since both the rated voltage and efficiency of a PV module are very low, high-gain high-efficiency DC-DC converters are required in microinverters and parallel-connected power optimizers to track the maximum available power from a PV module and to boost the DC-link voltage above the minimum value necessary for delivering the generated energy in a 127-V or 220-V single-phase grid [8]. Isolated DC-DC converters such as flyback can achieve high voltage gain by increasing the secondary turns of a high-frequency transformer [8]. However, the use of a transformer results in higher cost and additional losses, reducing the system’s efficiency [8]. In applications where galvanic isolation is not mandatory, transformerless DC-DC converter can operate with high switching frequencies to achieve voltage step-up with lower weight, volume, and cost [8].

Many transformerless DC-DC converters have been proposed to obtain high voltage gain and improved conversion efficiency. Switched capacitor-based converters can achieve high voltage gain by charging the capacitors in parallel and discharging them in series [9]. However, their structure becomes quite complex when the conversion ratio is increased further [8,10]. The conventional series resonant DC-DC converter offers the advantage of high efficiency as it can operate with zero-voltage switching [1]. However, it is not able to regulate a wide input voltage range with a fixed-frequency phase-shift control [11]. Coupled inductor-based DC-DC converters with a clamp circuit have some features such as high voltage gain, high efficiency, leakage inductor energy recycling, and low voltage stress on the switches. Furthermore, the reverse recovery losses of the diodes is reduced due to the leakage inductance of the coupled inductor [12]. Such boosting techniques have also been applied in the impedance source network to offer an efficient means of converting power with a wide range of input voltage regulation [13]: the paper in [14] presented a non-isolated high step-up Z-source DC-DC converter with zero voltage transition operation that combined coupled inductor and switched capacitors; the converter proposed in [15] contained a quasi-active switched-inductor network made up of two coupled inductors. Beyond providing high voltage conversion gain, these DC-DC converters present low voltage stress and low conduction loss on switches, as well as small volume, as they share a single magnetic core. These converters have the main drawback of high input current ripple, which affects the MPPT operation of the PV module [16].

In order to reduce both the input current ripple and the current stress on the switches, the interleaved technique is widely used in step-up DC-DC converters for PV systems [17–21]. Although such DC-DC converters offer high voltage gain, high efficiency, and reduced input current ripple, characteristics very attractive in PV applications, they have a large number of state variables (inductors and capacitors), many operation stages, some of them with time intervals given in terms of the average values of the states variables, and the coexistence of continuous and discontinuous state variables. Thus, the development of the small-signal model and hence the design of the closed-loop...
controller of the input voltage necessary to track the maximum power point of the PV module is not straightforward.

In [22], the interleaved boost series resonant converter was modeled through the extended describing functions methodology due to its strongly oscillatory nature. This method gives a continuous-time small-signal model, which can incorporate any number of harmonics to improve model accuracy. In [21], a three-phase interleaved boost converter was modeled, and a proposed switched linear control was implemented on it. In [23, 24], dynamic models of the two-phase and six-phase interleaved boost converter were presented, respectively. In [25], a reduced-order model for the boost converter with a voltage multiplier cell was developed by neglecting the resonant energy exchange between the capacitors and assuming a small ripple in the state variables. In such converters, the time intervals of the operation stages are given only in terms of the duty cycle, and all state variables are continuous quantities. Hence, their dynamic behavior is modeled through the conventional state-space averaging modeling approach. In [26], an improved average method (IAM) was proposed to model the asymmetrical interleaved DC-DC converter family operating in discontinuous current conduction mode.

Thus, this paper proposes a reduced-order improved average method (ROIAM) for modeling typical high-gain DC-DC converters that present characteristics such as symmetry, interleaved operation, and discontinuous state-space variables. The proposed method is used to model, for the first time in the literature, the symmetrical interleaved coupled-inductor-based boost (SICIBB) converter with a clamp circuit proposed in [20]. The SICIBB converter presents the main characteristics necessary for the application of the ROIAM: four state-space variables are symmetric to the other four; the currents of the leakage inductances are discontinuous, and the converter presents interleaved operation at its input. The complete-order and reduced-order models of the SICIBB are presented in order to prove that the reduced-order model represents correctly the dynamics of the converter. Both mathematical models and the simulated circuit are verified and compared by simulations. Based on the small-signal reduced-order model, a closed-loop controller is designed and tested in a 300-W prototype of the SICIBB converter. A perturb and observe (P&O) MPPT method is implemented along with the designed control system in order to prove the effectiveness of the proposed method and to show the capability of the SICIBB converter to operate at the maximum power point for different irradiance and temperature conditions.

2. The SICIBB DC-DC Converter

The SICIBB converter topology is composed of two basic coupled inductor-based boost modules, the inputs of which are connected in parallel, generating an interleaved input current, and the output capacitors are associated in series with the input capacitor. In order to avoid interrupting the leakage currents of the coupled inductors, two passive clamp circuits should also be considered. Figure 1 shows the SICIBB converter, which could be a solar optimizer or used as the first stage of an MIC, where:

- $L_{m1}$ and $L_{m2}$ are the magnetizing inductances;
- $l_{k1}$ and $l_{k2}$ are the leakage inductances;
- $r_1$ and $r_2$ are the winding resistances;
- $n_1 = \frac{N_{s1}}{N_{p1}}$ and $n_2 = \frac{N_{s2}}{N_{p2}}$ are the turn ratios of the coupled inductors;
- $C_1$ and $C_2$ are the output capacitors;
- $S_1$ and $S_2$ are the switches;
- $D_{out,1}$ and $D_{out,2}$ are the output diodes;
- $C_{c1}$ and $C_{c2}$ are the clamp capacitors;
- $D_{c1}$ and $D_{c2}$ are the clamp diodes;
- $C_{pv}$ is the input capacitor;
- $v_{in}$ is the input voltage;
- $V_o$ is the DC-link voltage.
Assuming that the semiconductors and the coupled inductors are ideal, the two modules are identical, i.e., \( L_{m1} = L_{m2}, n_1 = n_2 = n, C_1 = C_2, \) and \( C_{c1} = C_{c2}, \) and the voltage across the output capacitors, \( V_{C1} \) and \( V_{C2}, \) and across the clamp capacitors, \( V_{C_{c1}} \) and \( V_{C_{c2}}, \) are constant, the static gain is given by [20]:

\[
G = \frac{V_o}{v_{in}} = \frac{1 + D(2n + 1)}{1 - D}. \tag{1}
\]

The switches of both boost modules are controlled by gate pulses with the same duty cycle (for step-up operation, consider \( D > 0.5 \)) and 180° phase shift. These conditions impose three combinations on the switches: \((S_1 = on, S_2 = on), (S_1 = off, S_2 = on), \) and \((S_1 = on, S_2 = off).\)

The inductance and diode currents’ waveforms and the gate pulses of the switches are presented in Figure 2. One can observe that there are six operation stages with long time intervals inside a switching period, \( T_s, \) all of them characterized by the conduction states of the diodes. Table 1 presents the equivalent circuit, state equations, and duration corresponding to these six operation stages, where the first index of the state-space variables indicates the upper (1) and lower (2) modules and the second index identifies the operation stage.
Figure 2. Inductances, diode currents’ waveforms, and gate pulses.
Table 1. Operation stages.

| Stage | Equivalent Circuit | State-Space Equations | Duration |
|-------|--------------------|-----------------------|----------|
| Stage 1: \[t_0 - t_1\] \[t_4 - t_5\] | ![Equivalent Circuit](image) | \[\dot{i}_{L_{m1}} = -r_i \dot{i}_{L_{m1}} + v_{C_1} + v_{C_2} - V_0\] \[\dot{i}_{L_{m2}} = -r_i \dot{i}_{L_{m2}} + v_{C_1} + v_{C_2} - V_0\] \[\dot{v}_{C_{11}} = -i_{L_{m1}} - i_{L_{m2}} + i_{pv}\] | ![Duration](image) |
| Stage 2: \[t_1 - t_2\] | ![Equivalent Circuit](image) | \[\dot{i}_{L_{m1}} = -r_i \dot{i}_{L_{m1}} + v_{C_1} + v_{C_2} - V_0\] \[\dot{i}_{L_{m2}} = -r_i \dot{i}_{L_{m2}} + v_{C_1} + v_{C_2} - V_0\] \[\dot{v}_{C_{12}} = \frac{-C_{i_{L_{m1}}} + \frac{C_{i_{L_{m2}}}}{L_{in}} i_{L_{m1}} + \frac{C_{i_{L_{m2}}}}{L_{in}} i_{L_{m2}} + C_{i_{pv}}}{C^2 + 2C_{pv}C}\] | ![Duration](image) |
| Stage 3: \[t_3 - t_4\] | ![Equivalent Circuit](image) | \[\dot{i}_{L_{m1}} = -r_i \dot{i}_{L_{m1}} + v_{C_1} + v_{C_2} - V_0\] \[\dot{i}_{L_{m2}} = -r_i \dot{i}_{L_{m2}} + v_{C_1} + v_{C_2} - V_0\] \[\dot{v}_{C_{21}} = \frac{-C_{i_{L_{m1}}} + \frac{C_{i_{L_{m2}}}}{L_{in}} i_{L_{m1}} + \frac{C_{i_{L_{m2}}}}{L_{in}} i_{L_{m2}} + C_{i_{pv}}}{C^2 + 2C_{pv}C}\] | ![Duration](image) |
| Stage | Equivalent Circuit | State-Space Equations | Duration |
|-------|---------------------|-----------------------|---------|
| Stage 3: $[t_2 - t_3]$ |  |  |  |
|  |  |  |  |
| $\dot{i}_{L_{m1,3}} = -r_{L_{m1}} + v_{C_1} + v_{C_2} - V_o$ |  |  |  |
| $\dot{i}_{C_{1,3}} = \frac{C_{PV} i_{L_{m1,3}} + C_{PV} i_{L_{m2,3}}}{C^2 + 2C_{PV}C}$ |  |  |  |
| Stage 4: $[t_5 - t_6]$ |  |  |  |
|  |  |  |  |
| $\dot{i}_{L_{m1,4}} = \frac{v_{C_1} + v_{C_2} - V_o}{L_m n}$ |  |  |  |
| $\dot{i}_{C_{4,3}} = \frac{v_{C_1} + v_{C_2} - V_o}{L_m n}$ |  |  |  |
| $\dot{i}_{L_{m1,4}} = -r i_{L_{m1,4}} + v_{C_1} + v_{C_2} + (n+1)v_{C_{4,3}} + V_o$ |  |  |  |
| $\dot{i}_{C_{4,3}} = \frac{v_{C_1} - r i_{L_{m1,4}} + v_{C_2} - V_o}{L_m n}$ |  |  |  |
Table 1. Cont.

| Stage | Equivalent Circuit | State-Space Equations | Duration |
|-------|--------------------|-----------------------|----------|
| Stage 5: $[t_6 - t_7]$ | ![Equivalent Circuit Diagram] | $i_{L_{1,5}} = \frac{v_{C_2} + v_{C_1} - V_0}{L_m n}$<br>$i_{L_{1,5}} = 0$
$v_{C_1} = \frac{C_p v_{n} i_{L_m 1}}{C_1 + C_{pC} C}$
$i_{L_{1,5}} = \frac{v_{C_1} - r_{L_{1,5}} + v_{C_2} - V_0}{L_k + L_m}$
$i_{L_{1,5}} = \frac{v_{C_1} - r_{L_{1,5}} + v_{C_2} - V_0}{L_k + L_m}$
$v_{C_2} = \frac{-C_p v_{n} i_{L_m 1} - C_i_{n2} + C_{pC} C}{C^2 + 2C_{pC} C}$ | $d_5 \equiv 1 - d - d_4$ |
It should be noted that the currents through the magnetizing inductances are continuous, while the leakage inductances are discontinuous. Furthermore, for all six operation intervals, \( V_o = v_{C1} + v_{C2} - v_{in} \).

### 3. The SICIBB DC-DC Converter Modeling

The dynamic behavior of the SICIBB converter shown in Figure 1 was modeled through the proposed ROIAM. This method consists of obtaining the state equations only for the continuous variables; averaging the state equations, which contain continuous variables of just one module in the conventional way; identifying and including new variables to describe the behavior of the discontinuous variables; obtaining the small-signal model by linearizing the system around a desired operating point; summing the corresponding state variables’ coefficients of each module; and representing the system in state-space to obtain the transfer function.

In order to simplify, it was assumed that the semiconductors were ideal; the two modules of the converter were identical; \( V_o \) was constant; and the commutation stages (corresponding to the time intervals \([t_3 - t_4]\) and \([t_7 - t_8]\)) were neglected. The states variables were the currents through the inductances \((i_{Lm1}, i_{L1}, i_{Lm2}, i_{L2})\) and the voltages across the capacitors \((v_{C1}, v_{C2}, v_{C3})\). The input current, \( i_{in} \), and the output voltage, \( V_o \), were the input variables. The input voltage \( (v_{in}) \) was the output variable.

#### 3.1. Step 1: Calculating \( d_2 \) and \( d_4 \)

The duty cycle corresponding to Stage 2, named \( d_2 \), was obtained by solving the system of equations in (2), formed by the expressions of the voltage across the magnetizing inductance \( L_{m2} \) when \( S_2 = on \) and the expressions of the average values of the current through the magnetization and leakage inductances, \( \langle i_{Lm2} \rangle \) and \( \langle i_{L2} \rangle \), yielding (3).

\[
\begin{align*}
- v_{in} + r \langle i_{Lm2} \rangle + (L_m + L_k) \frac{d i_{Lm2,\max} - d i_{Lm2,\min}}{d T_s} &= 0 \\
\langle i_{L2} \rangle + \frac{i_{Lm2,\min} d}{2} + \frac{i_{Lm2,\max} (d + d_2)}{2} &= 0 \\
\langle i_{Lm2} \rangle + \frac{i_{Lm2,\max} + i_{Lm2,\min}}{2} &= 0 \\
\end{align*}
\]

\[ d_2 = \frac{4(L_k + L_m) \langle i_{L2} \rangle - d \langle i_{Lm2} \rangle}{2\langle i_{Lm2} \rangle L_k + 2\langle i_{Lm2} \rangle L_m + d T_s v_{in} - d \langle i_{Lm2} \rangle r T_s} \tag{3} \]

Similarly, the duty cycle corresponding to Stage 4, named \( d_4 \), was obtained by solving the system of equations in (4), formed by the expressions of the voltage across the magnetizing inductance \( L_{m1} \) when \( S_1 = on \) and the expressions of the average values of the current through the magnetization and leakage inductances, \( \langle i_{Lm1} \rangle \) and \( \langle i_{L1} \rangle \), yielding (5).

\[
\begin{align*}
- v_{in} + r \langle i_{Lm1} \rangle + (L_m + L_k) \frac{d i_{Lm1,\max} - d i_{Lm1,\min}}{d T_s} &= 0 \\
\langle i_{L1} \rangle + \frac{i_{Lm1,\min} d}{2} + \frac{i_{Lm1,\max} (d + d_4)}{2} &= 0 \\
\langle i_{Lm1} \rangle + \frac{i_{Lm1,\max} + i_{Lm1,\min}}{2} &= 0 \\
\end{align*}
\]

\[ d_4 = \frac{4(L_k + L_m) \langle i_{L1} \rangle - d \langle i_{Lm1} \rangle}{2\langle i_{Lm1} \rangle L_k + 2\langle i_{Lm1} \rangle L_m + d T_s v_{in} - d \langle i_{Lm1} \rangle r T_s} \tag{5} \]
3.2. Step 2: Averaging the State-Space Equations

The averaged equations were calculated by using the conventional method of multiplying each state equation by the corresponding duration and dividing it by the switching period. The result is:

\[
\langle i_{\text{m1}} \rangle = i_{\text{m1},1}d_1 + i_{\text{m1},2}d_2 + i_{\text{m1},3}d_3 + i_{\text{m1},4}d_4 + i_{\text{m1},5}d_5
\]
\[
\langle i_{\text{m2}} \rangle = i_{\text{m2},1}d_1 + i_{\text{m2},2}d_2 + i_{\text{m2},3}d_3 + i_{\text{m2},4}d_4 + i_{\text{m2},5}d_5
\]
\[
\langle \dot{v}_{C_1} \rangle = \dot{v}_{C_1,1}d_1 + \dot{v}_{C_1,2}d_2 + \dot{v}_{C_1,3}d_3 + \dot{v}_{C_1,4}d_4 + \dot{v}_{C_1,5}d_5
\]
\[
\langle \dot{v}_{C_2} \rangle = \dot{v}_{C_2,1}d_1 + \dot{v}_{C_2,2}d_2 + \dot{v}_{C_2,3}d_3 + \dot{v}_{C_2,4}d_4 + \dot{v}_{C_2,5}d_5
\]

(6)

3.3. Step 3: Including the New Variables

As the charging currents of the clamp capacitors were discontinuous, their averaged values were not calculated by averaging the equations as done in Section 3.2. Instead, \( \langle \dot{v}_{C_1} \rangle \) and \( \langle \dot{v}_{C_2} \rangle \) were given in terms of the currents through the diodes as follows:

\[
C_c \langle \dot{v}_{C_1} \rangle = \langle i_{D_1} \rangle - \langle i_{D_2} \rangle
\]
\[
C_c \langle \dot{v}_{C_2} \rangle = \langle i_{D_3} \rangle - \langle i_{D_2} \rangle,
\]

(7)

where:

\[
\langle i_{D_1} \rangle = \frac{\langle i_{\text{m1}} \rangle - \langle i_{\text{m2}} \rangle}{n}
\]
\[
\langle i_{D_2} \rangle = \frac{\langle i_{\text{m2}} \rangle - \langle i_{\text{m1}} \rangle}{n}.
\]

(8)

The equations that provided the values of both \( \langle i_{\text{m2}} \rangle \) and \( \langle i_{\text{m1}} \rangle \) and of both \( \langle i_{\text{m1}} \rangle \) and \( \langle i_{\text{m2}} \rangle \) were given by Equations (2) and (4), respectively. The average values of the clamp circuit diode currents, \( \langle i_{Dc1} \rangle \) and \( \langle i_{Dc2} \rangle \), were the areas of the triangles in the current waveforms shown in Figure 3. The results are:

\[
\langle i_{D_1} \rangle \simeq \frac{i_{\text{m1},\text{max}}d_2}{2}
\]
\[
\langle i_{D_2} \rangle \simeq \frac{i_{\text{m2},\text{max}}d_4}{2},
\]

(9)

where the peak currents \( i_{\text{m1},\text{max}} \) and \( i_{\text{m2},\text{max}} \) were calculated from (2) and (4), respectively, which leads to:

\[
i_{\text{m1},\text{max}} = \frac{2(l_k + L_m)\langle i_{\text{m1}} \rangle + d_1 T_s \langle v_{in} \rangle + rd_1 T_s \langle i_{\text{m1}} \rangle}{2(l_k + L_m)}
\]
\[
i_{\text{m2},\text{max}} = \frac{2(l_k + L_m)\langle i_{\text{m2}} \rangle + d_1 T_s \langle v_{in} \rangle + rd_1 T_s \langle i_{\text{m2}} \rangle}{2(l_k + L_m)}.
\]

(10)

Figure 3. Clamp diodes’ currents.
3.4. Step 4: Calculating the Small-Signal AC Models and Transfer Functions’ Expressions

To obtain the converter small-signal AC model, Equations (6) and (7) should be linearized around a desired operating point. Let:

\[
\langle x \rangle = X + \hat{x} \quad \langle y \rangle = Y + \hat{y} \quad \langle u \rangle = U + \hat{u} \quad d = D + \hat{d},
\]

where the uppercase variables define the operation point, the lowercase variables with the hat (\(\hat{\cdot}\)) define small deviations from the operation point, and:

\[
x = \begin{bmatrix} i_{\text{Lm}} & i_{\text{Lc1}} & v_{\text{C1}} & v_{\text{C1}} & i_{\text{Lm}} & i_{\text{Lc2}} & v_{\text{C2}} & v_{\text{C2}} \end{bmatrix}^T_{1 \times 8}
\]

\[
y = [v_{\text{in}}]_{1 \times 1}
\]

\[
u = [i_{\text{po}} \ V_0 \ d]_{1 \times 3}^T.
\]

Thus, the small-signal linear model is given by:

\[
\begin{align*}
\hat{x} &= A \hat{x} + B \hat{u} \\
\hat{y} &= C \hat{x} + E \hat{u}
\end{align*}
\]

(11)

where:

\[
A = \begin{bmatrix}
\frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{Lm}})} \\
\frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lm}})} \\
\frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lm}})} \\
\frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lm}})} \\
\frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lm}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lm}})} \\
\frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{Lc1}})} \\
\frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lc1}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{Lc1}})} \\
\frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{Lc2}})} \\
\frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lc2}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{Lc2}})} \\
\end{bmatrix}_{8 \times 8}
\]

(12)

\[
B = \begin{bmatrix}
\frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{po}})} & \frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{po}})} & \frac{\partial (i_{\text{Lm}})}{\partial (i_{\text{po}})} \\
\frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{po}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{po}})} & \frac{\partial (i_{\text{Lc1}})}{\partial (i_{\text{po}})} \\
\frac{\partial (v_{\text{C1}})}{\partial (i_{\text{po}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{po}})} & \frac{\partial (v_{\text{C1}})}{\partial (i_{\text{po}})} \\
\frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{po}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{po}})} & \frac{\partial (i_{\text{Lc2}})}{\partial (i_{\text{po}})} \\
\frac{\partial (v_{\text{C2}})}{\partial (i_{\text{po}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{po}})} & \frac{\partial (v_{\text{C2}})}{\partial (i_{\text{po}})} \\
\end{bmatrix}_{8 \times 3}
\]

(13)
\[ C = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \end{bmatrix}_{1 \times 8} \]

\[ E = \begin{bmatrix} 0 & -1 & 0 \end{bmatrix}_{1 \times 3}. \]

It is important to observe that, due to the symmetric structure of the converter and the condition of both switches being controlled by the same duty cycle, the corresponding state variables of the boost modules have the same averaged value in a switching cycle, i.e., \( \langle i_{Lm1} \rangle = \langle i_{Lm2} \rangle \), \( \langle i_{Lk1} \rangle = \langle i_{Lk2} \rangle \), \( \langle v_{C1} \rangle = \langle v_{C2} \rangle \), and \( \langle v_{C3} \rangle = \langle v_{C4} \rangle \), and the mathematical model of the symmetrical interleaved converter can be derived by using just one module, reducing the order of the model from eight to four.

Taking the upper module into account, the state vector can be redefined as \( x_{\text{red}} = [i_{Lm} \ i_{Lk} \ v_{C}]^T \). Thus, the state, input, and output matrices are reduced in two steps: (1) the last four lines of the matrices are disregarded, since they are the mirrored version of the first four lines; (2) the last four columns of \( A_{8 \times 8} \) and \( C_{1 \times 8} \) are added to the first four columns (e.g., Column 1 + Column 5; Column 2 + Column 6 . . .), reducing the number of columns in half, yielding matrices \( A_{\text{red}} \), \( B_{\text{red}} \), and \( C_{\text{red}} \).

\[
A_{\text{red}} = \begin{bmatrix}
\frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm1} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm2} \rangle} \\
\frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm1} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C1} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C2} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C3} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C4} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm2} \rangle} \\
\frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm1} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm2} \rangle} \\
\frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm1} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C1} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C2} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C3} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle v_{C4} \rangle} + \frac{\partial \langle i_{Lm1} \rangle}{\partial \langle i_{Lm2} \rangle}
\end{bmatrix}_{4 \times 4}
\]

\[
B_{\text{red}} = \begin{bmatrix}
\frac{\partial \langle i_{Lm} \rangle}{\partial i_{Lm}} \\
\frac{\partial \langle i_{Lm} \rangle}{\partial i_{Lm}} \\
\frac{\partial \langle i_{Lk} \rangle}{\partial i_{Lm}} \\
\frac{\partial \langle i_{Lk} \rangle}{\partial i_{Lm}} \\
\frac{\partial \langle i_{Lk} \rangle}{\partial i_{Lm}} \\
\frac{\partial \langle i_{Lk} \rangle}{\partial i_{Lm}} \\
\frac{\partial \langle i_{Lk} \rangle}{\partial i_{Lm}} \\
\frac{\partial \langle i_{Lk} \rangle}{\partial i_{Lm}}
\end{bmatrix}_{4 \times 3}
\]

\[
C_{\text{red}} = \begin{bmatrix} 0 & 0 & 2 & 0 \end{bmatrix}_{1 \times 4}.
\]

It should be pointed out that, if this symmetric property is used, none of the equations of the bottom module seen in (6) to (10) are necessary to obtain the small signal reduced-order AC model (the fourth-order model).

Finally, the transfer functions can be formulated from the state-space small-signal AC model presented in (11), which leads to:

\[
v_{in}(s) = \begin{bmatrix} G_1(s) & G_2(s) & G_3(s) \end{bmatrix}_{1 \times 3} \times \begin{bmatrix} I_{po}(s) \\ V_i(s) \\ D(s) \end{bmatrix}_{3 \times 1}.
\]

4. Validation of the Fourth- and Eighth-Order Models

In order to verify the two main characteristics of the proposed ROIAM, which are the capability to model discontinuous state variables and to reduce the order of the system by using the symmetric structure property, the SICIBB converter shown in Figure 1 was simulated in PSIM using the parameters
given in Table 2. The resulting steady-state conditions of the main variables (desired operation point) are given in Table 3.

Table 2. Simulation parameters of the symmetrically-interleaved coupled inductor-based boost (SICIBB) converter.

| Parameter                        | Value          |
|----------------------------------|----------------|
| Duty cycle, \(D\)                | 0.66           |
| Switching frequency, \(f_{sw}\)  | 100 kHz        |
| Input current, \(I_{pv}\)        | 8 A            |
| Output voltage, \(V_o\)          | 400 V          |
| Turns ratio of the coupled inductors, \(n\) | 2 |
| Magnetizing inductances, \(L_{m1}\) and \(L_{m2}\) | 350 µH |
| Leakage inductances, \(l_{k1}\) and \(l_{k2}\) | 3 µH |
| Output capacitors, \(C_{1}\) and \(C_{2}\) | 7.5 µF |
| Clamp capacitors, \(C_{c1}\) and \(C_{c2}\) | 10 µF |

Table 3. Steady-state conditions.

| Variable | Value          |
|----------|----------------|
| \(I_{Lm1}\) and \(I_{Lm2}\) | 5.63 A |
| \(I_{lk1}\) and \(I_{lk2}\) | 4.31 A |
| \(V_{Cc1}\) and \(V_{Cc2}\) | 65.97 V |
| \(V_{C1}\) and \(V_{C2}\) | 216.70 V |
| \(V_{in}\) | 33.40 V |

Duty cycle to input voltage transfer functions obtained using the desired operating point given in Table 3 for the fourth-order and eighth-order dynamic models are given by (18) and (19).

\[
G_{3,4}^{th}(s) = \frac{-1.212 \cdot 10^5 s^3 - 7.127 \cdot 10^{10} s^2 - 4.52 \cdot 10^{15} s - 5.546 \cdot 10^{19}}{s^4 + 8.771 \cdot 10^5 s^3 + 1.353 \cdot 10^{10} s^2 + 2.936 \cdot 10^{15} s + 4.179 \cdot 10^{19}} \tag{18}
\]

\[
G_{3,8}^{th}(s) = \frac{-1.214 \cdot 10^5 s^7 - 1.78 \cdot 10^{11} s^6 - 6.903 \cdot 10^{16} s^5 - 5.38 \cdot 10^{21} s^4 - 1.36 \cdot 10^{26} s^3 - 1.116 \cdot 10^{31} s^2 - 8.191 \cdot 10^{35} s - 3.018 \cdot 10^{39}}{s^8 + 1.355 \cdot 10^7 s^7 + 8.031 \cdot 10^{12} s^6 + 3.043 \cdot 10^{17} s^5 + 3.36 \cdot 10^{22} s^4 + 1.135 \cdot 10^{27} s^3 + 9.175 \cdot 10^{31} s^2 + 5.909 \cdot 10^{35} s + 2.275 \cdot 10^{39}} \tag{19}
\]

The frequency response of both dynamic models were compared with that obtained from the PSIM AC Sweep tool to verify its correctness. The results are shown in Figure 4.

One can see from the Bode diagrams that the frequency response of both transfer functions and PSIM AC Sweep simulation matched perfectly, except around the resonant frequency, where the peaks’ magnitudes from small-signal models were a little higher than that of PSIM AC Sweep. Moreover, there was no difference between the eighth- and fourth-order models. Such results put into evidence the satisfactory prediction of the dynamic behavior of the SICIBB converter provided by both mathematical models, which makes ROIAM a useful method to model directly the converter with only four state variables, reducing considerably the effort of the modeling.
5. Controller Design

Through the dynamic model obtained in Section 3, the controller was designed for compensation of the error between the output and the reference. From (17), the input voltage ($v_{in}$) of the DC-DC converter depended on the input current ($I_{pv}$), the output voltage ($V_o$), and the duty cycle ($D$). In two-stage MICs and solar power optimizers, $I_{pv}$ changes slowly at a rate defined by the MPPT, and $V_o$ is controlled by the inverter stage. Hence, variations in $I_{pv}$ and $V_o$ were considered output disturbances, $v_{in}$ being controlled exclusively by $D$. Therefore, only $G_3(s)$ was required to design the input voltage controller; for simplicity, $G_{3,4th}(s)$ was chosen. Figure 5 shows the block diagram of the input voltage control scheme.

Aiming to reject output disturbances and to track the input voltage reference quickly, a 0-dB crossover frequency around 10 kHz and a phase margin around 20° were chosen. The controller that is able to meet such requirements is a proportional-integral (PI) controller plus lead compensator. In the continuous $\omega$-domain, the transfer function of the designed controller is given by:
\[ C(w) = -0.72 \times \frac{(w + 62.8)}{w} \times \frac{(w + 4.18 \times 10^4)}{(w + 7.64 \times 10^4)}. \] (20)

The frequency response of the input voltage control is shown in Figure 6, including the open-loop transfer function \( G_{3,4}^{0h}(w) \), controller transfer function \( C(w) \), and compensated loop transfer function \( C(w)G_{3,4}^{0h}(w) \). The gain margin \( G_m \) and phase margin \( P_m \) of the compensated DC-DC converter were \( G_m = 4.71 \text{ dB} \) and \( P_m = 20.1^\circ \), as shown in Figure 6.

\[ C(z) = k_p + \frac{k_i T_s}{z - 1} + \frac{a}{z - b}, \] (21)

where \( k_p = -0.630067 \), \( a = 0.130327 \), \( b = 0.447178 \), and \( k_i T_s = -0.000247 \), which implies \( k_i = -24.7 \), since the switching period is 10 µs.

6. Experimental Results

In order to implement the controller in a digital signal processor (DSP), \( C(w) \) given by (20) was discretized by the Tustin method. After a partial fraction expansion process, the result can be expressed in terms of the proportional gain \( (k_p) \) and the integral gain \( (k_i) \) as follows:

The component list used in the prototype is presented in Table 5. The control was implemented by the TMS320F28335 DSP, which is capable of generating two gate signals with an adjustable duty cycle and a 180° phase shift. The voltage and the current at the input were measured with transducers AMC 1301 and ACS 722, respectively.
Figure 7. The 300-W prototype of the SICIBB converter.

Table 4. Design specifications.

| Parameter            | Value            |
|----------------------|------------------|
| Rated power          | 300 W            |
| Switching frequency  | 100 kHz          |
| Input DC voltage     | 10–40 V          |
| Output voltage       | 400 V            |

Table 5. Devices used in the prototype.

| Circuit Element | Device                          |
|-----------------|---------------------------------|
| Digital signal processor | TMS320F28335 |
| Voltage sensor   | AMC 1301                        |
| Current sensor   | ACS 722                         |
| $C_{c1}$ and $C_{c2}$ | 10 µF, 200 V, electrolytic |
| $C_1$ and $C_2$  | 10 µF, 400 V, electrolytic     |
| $C_{pv}$         | 100 µF, 50 V, electrolytic     |
| $S_1$ and $S_2$  | IPP320N20N3 (MOSFET)           |
| $D_{out1}$, $D_{out2}$, $D_{c1}$, and $D_{c2}$ | 200 V, 34 A STH3R04 |
| Coupled inductor  | 350 µH, NEE-55/28/21 IP12R     |

According to the waveforms of the SICIBB converter operation shown in Figure 8, the current through the leakage inductance reached zero and remained there for a certain period of time. It should be pointed out that the current through the magnetizing inductance presented in Figure 8 was obtained by $i_{L1} + 2i_{D1}$. In order to verify the control system design, a step change from 20 V to 35 V in the
reference input voltage was carried out, and the results are shown in Figures 9 and 10. It is possible to note that the input voltage took 35 ms to reach its new reference value.

In order to verify the capability of the SICIBB converter and its control system to find the maximum power point (MPP) of a PV module, the conventional P&O algorithm was implemented in the DSP, and the PV solar array simulator Chroma 62150H-600S was connected at the SICIBB converter’s input, emulating the behavior of an 80-W PV module. The P&O algorithm was tested for five different irradiance (S) and temperature (T) conditions, as seen in Table 6. In each case, a different voltage value was associated with the MPP, and the P&O algorithm should be able to track it.

The experimental result can be seen in Figure 11, where a different S and T condition was imposed on the PV module every four seconds. It is possible to see that the SICIBB converter was able to track the MPP in each case, i.e., the control system, designed based on the fourth-order model, was effective.

**Table 6.** Optimal operating voltage ($V_{mp}$) and power ($P_{mp}$) for different irradiances (S) and temperatures (T).

| Case | $S$ [W/m²] | $T$ [°C] | $V_{mp}$ [V] | $P_{mp}$ [W] |
|------|-------------|----------|--------------|--------------|
| 1    | 401         | 40       | 15.86        | 29.16        |
| 2    | 1061        | 57       | 14.72        | 73.64        |
| 3    | 587         | 22       | 17.43        | 47.01        |
| 4    | 288         | 59       | 14.40        | 19.49        |
| 5    | 1125        | 32       | 16.85        | 86.78        |

**Figure 8.** Main experimental waveforms of the SICIBB.
Figure 9. Dynamic response of the input voltage control for a step change from 20 V to 35 V.

Figure 10. Dynamic response of the main waveforms of the SICIBB converter for a step change from 20 V to 35 V at 8 ms.
Figure 11. PV module voltage and current ($V_{pv}$ and $I_{pv}$, respectively) for five different temperature and irradiance conditions, when the P&O algorithm is implemented in the SICIBB converter.

7. Conclusions

This paper proposed a reduced-order improved average method to overcome the challenge of accurately modeling typical high-gain DC-DC converters that present characteristics such as symmetry, input interleaved, a large number of state variables, many operation stages, and the coexistence of continuous and discontinuous state variables.

ROIAM was used to model the SICIBB converter, resulting in a fourth-order mathematical model. By simulation, there was no difference between the frequency response of the fourth-order and the eighth-order models developed in this paper as well. Their frequency responses were compared with the simulated circuit in PSIM, exhibiting a perfect match, except around the resonant frequency. Such simulation results validated the capabilities of the ROIAM to model discontinuous state variables and to reduce the order of the system, reducing the effort of the modeling task.

The satisfactory accuracy in the frequency response of the duty cycle to input voltage fourth-order transfer function provided by the ROIAM made it possible to design a PI controller plus lead compensator for the SICIBB converter. The SICIBB convert and its closed loop control system were verified experimentally through a step change in the reference input voltage and implementing a P&O algorithm to find the maximum power point for five different irradiance and temperature conditions. In both cases, the results proved the effectiveness of the proposed ROIAM applied for the SICIBB converter.
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