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Abstract

Fast and accurate predictions of uncertainties in the computed dose are crucial for the determination of robust treatment plans in radiation therapy. This requires the solution of particle transport problems with uncertain parameters or initial conditions. Monte Carlo methods are often used to solve transport problems especially for applications which require high accuracy. In these cases, common non-intrusive solution strategies that involve repeated simulations of the problem at different points in the parameter space quickly become infeasible due to their long run-times. Intrusive methods however limit the usability in combination with proprietary simulation engines. In [51], we demonstrated the application of a new non-intrusive uncertainty quantification approach for Monte Carlo simulations in proton dose calculations with normally distributed errors on realistic patient data. In this paper, we introduce a generalized formulation and focus on a more in-depth theoretical analysis of this method concerning bias, error and convergence of the estimates. The multivariate input model of the proposed approach further supports almost arbitrary error correlation models. We demonstrate how this framework can be used to model and efficiently quantify complex auto-correlated and time-dependent errors.

1. Introduction

The linear Boltzmann equation has been used to model transport processes in a large variety of applications [e.g. 44, 50, 10, 3]. Computational methods in radiation therapy require a discretization of the seven-dimensional phase space. These discretizations can be grouped into deterministic and stochastic approaches. Deterministic approaches [3, 13], such as the spherical harmonics ($P_N$) [9] and the discrete ordinates ($S_N$) [56, 16] method for the angular discretization, are computationally efficient. However, stochastic Monte Carlo methods are increasingly preferred for radiation therapy due to their accuracy and flexibility [58, 23]. They also have the advantage of a known error estimate, an intuitive physical interpretation and being well-suited for parallel implementation. Under the assumption of exact geometry, this theoretically enables an arbitrarily exact approximation at the cost of longer run-times. However, in radiation therapy, human error as well as lack of information can cause deviations of the treatment reality from the model. Therefore, in addition to the physical distribution of phase space parameters, uncertainties also have a significant impact on the outcome of the simulations [32, 27].

When using the Monte Carlo method to solve the transport problem, quantifying the impact of these uncertainties can be challenging, as many UQ methods, such as (quasi-) Monte Carlo [5] or stochastic collocation [61], require numerous repeated runs of the solver at different points in the uncertain space.
Further, the incorporation and sampling of multivariate error correlation models, which are essential for a realistic representation of certain error types, can be extremely tedious in scenario-based methods. Most other approaches either cannot provide the required accuracy [e.g. 14, 6], are only aimed at deterministic solution methods [e.g. 1, 42] or are intrusive [e.g. 47], which is not realizable with the often proprietary softwares used for Monte Carlo simulations.

We introduce a non-intrusive method, that generates estimates of the expected value and variance of radiation therapy doses from a single MC simulation run. The approach is based on the concept of importance sampling [24, 18] and mimics the computation of scenarios in the parameter space by (re-)weighting the results of a single realization. The computational overhead of a complex simulation is thus reduced to that of the (re-)weighting step, effectively making the uncertainty quantification problem a scoring problem independent from the underlying physical simulation.

Similar strategies have been previously employed, e.g. to estimate the average of samples from different distributions [2, 53], for more efficient updates in optimization [48] and reinforcement learning [45, 17] or to artificially increase the sample size in costly simulations [52]. However, to the best of our knowledge there is no previous research on computing a conditional variance by (re-)weighting a single original sample. Also, in the field of medical physics and in particular dose calculation, we are not aware of any previous use of importance (re-)weighting for the reuse of samples, neither for dose estimates (which are averages) nor for the variance with respect to input uncertainties. Note that a detailed application of the proposed approach to intensity modulated proton therapy (IMPT) treatment plans and several patient cases from the open CORT (common optimization for radiation therapy) data set [8] is described in our previous publication [51].

In the following, we first introduce the problem of particle transport with uncertain input in the context of radiation therapy (section 2), then show how to use importance sampling to quantify uncertainties (section 4), discuss mathematical properties of this approach (section 5) as well as different models for the input uncertainties (section 6), and lastly show results for a water phantom as well as a prostate patient (section 8).

2. Solution of the deterministic linear Boltzmann equation using Monte Carlo

We are interested in particle transport for an application in radiation therapy. The behavior of particles can be described by the Boltzmann transport equation. Here we focus on protons, which are especially sensitive to uncertainties due to the sharp peak in their depth-dose curve [32, 30].

Let $\mathcal{D}$ be a bounded region containing the voxelized patient anatomy and $\Phi(r, \Omega, E)$ the proton fluence at location $r \in \mathcal{D} \subset \mathbb{R}^3$, with unit velocity direction $\Omega \in S^2$ and energy $E \in \mathbb{R}_+$. The linear Boltzmann equation reads

$$\Omega \cdot \nabla \Phi(r, \Omega, E) + \sigma_t(r, E)\Phi(r, \Omega, E) = Q^{\text{Sc}}(r, \Omega, E) + S(r, \Omega, E),$$

where $Q^{\text{Sc}}$ is the energy loss and scattering component and is given as

$$Q^{\text{Sc}}(r, \Omega, E) = \int_0^\infty \int_{\Omega' \in S^2} \sigma_s(r, \Omega, \Omega', E \rightarrow E')\Phi(r, \Omega', E')d\Omega'dE'.$$

Note that the total and differential cross sections $\sigma_t$ and $\sigma_s$ are material and particle dependent and $S(r, \Omega, E)$ is the source function, which characterizes the spatial, angular, and energy distribution of the radiation source. The dose can then be determined from the fluence as

$$D(r) = \frac{1}{\rho(r)} \int_0^\infty \int_{\Omega \in S^2} L(r, E)\Phi(r, \Omega, E)d\Omega dE.$$
Here, $L(r, E)$ is the stopping power, i.e., the rate at which particles lose energy and $\rho(r)$ is the tissue density at position $r$.

### 2.1. The Monte Carlo method

The Monte Carlo method is a numerical integration method, which is based on evaluating the integrand at random positions sampled from the probability distribution of the integration variable. For realizations $x_i, i = 1, ..., N$ of the random variable $X \in \mathbb{R}^d$ with probability density function $p : \mathbb{R}^d \to \mathbb{R}_+$, the estimator is defined as follows:

$$I(f) = E_p[f(X)] = \int_{\mathbb{R}^d} f(X)p(X)dX \approx \frac{1}{N} \sum_{i=1}^{N} f(x_i) := I_N(f).$$

(4)

Note, that with the **Strong Law of Large Numbers**, one can show

$$P \left( \lim_{N \to \infty} I_N(f) = I(f) \right) = 1 ,$$

(5)

i.e., the Monte Carlo estimator converges to the true value in probability. Further, the independence of the random variables $x_i$ and the **Central Limit Theorem** provide a formula for the variance of the estimator:

$$\text{Var}(I_N(f)) = \frac{v_f^2}{N} ,$$

(6)

which depends solely upon the variance $v_f^2$ of the integrand and the number of samples $N$. The estimator thus converges with $O\left(\frac{1}{\sqrt{N}}\right)$ and its accuracy can be controlled through the number of computed realizations.

### 2.2. Randomized quasi-Monte Carlo

Due to the slow convergence and therefore often large sample sizes required for Monte Carlo estimates, numerous variations of the method exist which reduce the variance of the estimator.

The quasi-Monte Carlo method replaces the randomly sampled points with a set of deterministic low discrepancy points $P_N := \{u_1, ..., u_N\}$, which cover the domain more uniformly [5]:

$$I_{qMC}^N(f) := \frac{1}{N} \sum_{i=1}^{N} f(u_i) .$$

(7)

This can for example be achieved using grid points or number theoretic sequences such as the Sobol sequence [49], used later in this paper. These typically result in a faster convergence, however it is less straightforward to compute the error compared to the standard Monte Carlo method [29].

Randomized quasi-Monte Carlo therefore reintroduces randomness to the method, while retaining the convergence properties of quasi-MC. The resulting point set is a low discrepancy sequence, in which each individual point is uniformly distributed [29]. In the case of a grid rule, this can be achieved e.g. rotating the lattice or randomly drawing points within the grid cells from a uniform distribution. For number theoretic sequences, different random shuffling and scrambling strategies have been developed [37, 35, 28, 26]. We use a Sobol sequence with linear scrambling and a random digit shift according to [35]. For square-integrable functions, the resulting randomized quasi-Monte Carlo approach preserves the properties of Sobol sequences, ensuring a variance of $O\left(\frac{\log(N)^d}{N}\right)$ for $N$ $d$-dimensional sample points, while also generating an unbiased estimate and allowing for a statistical estimation of the integration error [37, 38].

---

1 Shuffling refers to a randomization of the sample index, while scrambling refers to the randomization of the sample value.
2.3. The Boltzmann equation in integral form

In order to solve equation (1) using a variant of the Monte Carlo method, it needs to be given in its integral form. We first execute a change of variables, where \( r \) is parametrized with respect to a reference location \( r_0 \)

\[
r = r_0 + s\Omega.
\]

For all combinations of \( r' \) and \( \Omega' \), such a reference location \( r'_0 + s\Omega' \) is determined, s.t. \( r'_0 + s\Omega' \):

\[
Q_{Sc} (r, \Omega, E) = \int_0^\infty \int_{\Omega' \in S^2} \sigma_s (r'_0 + s\Omega', \Omega \cdot \Omega', E \to E') \Phi (r'_0 + s\Omega', \Omega', E') ds dE',
\]

\[
\frac{d}{ds} \Phi (r_0 + s\Omega, E) + \sigma_t (r_0 + s\Omega, E) \Phi (r_0 + s\Omega, E) = Q_{Sc} (r_0 + s\Omega, \Omega, E) + S (r_0 + s\Omega, \Omega, E).
\]

Lastly we multiply with the integrating factor \( \exp (- \int_0^s \sigma_t (s', E) ds') \) and integrate both sides to obtain

\[
\Phi (s, \Omega, E) = \Phi (r_0, \Omega, E) \exp \left( - \int_0^s \sigma_t (s', E) ds' \right)
+ \int_0^s (Q_{Sc} (s'', \Omega, E) + S (s'', \Omega, E)) \exp \left( - \int_{s'}^{s''} \sigma_t (s', E) ds' \right) ds''.
\]

Now the transport problem can be solved by sampling particles with phase space coordinates \( (r, \Omega, E) \) from the source function \( S (r, \Omega, E) \) and simulating their trajectories and random interactions according to the respective probability distributions. This corresponds to interpreting equation (12) in the sense of equation (4) while choosing the probability density function \( p \) to represent the respective particle source and physics. For the most accurate solution, this simulation is done event by event for each individual particle, always sampling the distance to the next collision, the type of collision, energy loss and scattering angle [55]. However, in order to increase computation speed, different variations of this method exist, such as condensed history algorithms which only explicitly simulate so called catastrophic collision events, while accounting for soft collisions collectively after a given traveled distance. We will not elaborate this further here, the interested reader might take a look at [55] or [47] for a more concise derivation of the probability measures, the resulting solution algorithm and different Monte Carlo variations.

When considering non-intrusive UQ methods, the Monte Carlo dose calculation algorithm can be treated as a black box \( BB(r, \Omega, E) \), returning the dose \( D (r) \) at position \( r \) for the input vector \( X = (r, \Omega, E) \sim S_0 \) on \( D_{S_0} \)

\[
D (r) = E_{S_0} [BB (r, \Omega, E)] = \int_{D_{S_0}} BB (X) S_0 (X) dX \approx \frac{1}{H} \sum_{p=1}^H BB (x_p),
\]

where the realizations \( x_1, \ldots, x_H \) are sampled from \( S_0 (X) \).

Note, that the black box for fixed realizations of the input parameters still describes a stochastic process, due to subsequent sampling of the path and interactions of the particles. The input sampled from the source
distribution merely fixes the initial properties of released particles. Each response $BB(r, \Omega, E)$ however also implicitly includes realizations of the probability distributions governing the interactions of these particles. Thus, the Monte Carlo method is applied to the complete random particle trajectory, we however omit this, since we are only interested in uncertainties affecting the phase space at a superficial level in the source distribution.

3. Introducing uncertainties

We now introduce a random error vector $Z$ with density $p_Z$ to the problem equation (1). The corresponding uncertain linear Boltzmann equation takes the following form.

$$
\Omega \cdot \nabla \Phi(r, \Omega, E, Z) + \sigma_t(r, E, Z)\Phi(r, \Omega, E, Z) = Q^{Sca}(r, \Omega, E, Z) + S(r, \Omega, E, Z),
$$

We are interested in the expected value and variance of the dose estimate with respect to uncertainties, which occur during radiation treatments.

3.1. Uncertainties in radiation therapy

Among the most important sources of uncertainties in proton therapy are such that manifest in the patient set-up and particle range [41, 30, 42, 32, 33]. Set-up uncertainties directly affect the particle source $S_0$, by shifting the initial particle positions $r$ by a random amount $Z_r$. Range uncertainties are caused by a variety of factors concerning the patient density, ranging from CT conversion errors to imaging artifacts or changes in the patient geometry [54, 40, 32, 36]. Therefore, they manifest in the material dependent quantities, such as the scattering cross sections $\sigma_s$ and $\sigma_t$, as well as the density $\rho$ and the stopping power $L$.

In the following, the method will be introduced for a general random error vector $Z$ which affects the initial particle parameters $X(Z)$ and the corresponding phase space distribution. We assume that the conditional distribution $S_{0, X|Z}(X|Z = z)$ of $X$ for a fixed error realization is known. An application of the proposed method to set-up uncertainties will be discussed in section 6.

3.2. Solution of the uncertain problem using Monte Carlo

Most non-intrusive strategies involve computing the dose at different points in the parameter space. In case of the Monte Carlo method, these points are realizations randomly drawn from the probability distribution $p_Z$ of the uncertain variable $Z$.

Note that the introduction of an uncertain parameter adds a second stochastic process around the black box transport solver. On the one hand, the dose distribution depends on random input parameters following a distribution defined by the physical radiation source. On the other hand, this distribution now depends on the random error vector $Z$. Thus, if we want to compute the expected value $D$ of the dose with respect to both processes, we are looking for

$$
D(r) = E_{p_Z} \left[ E_{S_{0, X|Z}} [BB(X(Z))|Z = z] \right] = \int_{D_{p_Z}} \int_{D_{S_0}} BB(X(Z)) \cdot S_{0, X|Z}(X|Z = z) dX \cdot p_Z(Z) dZ
$$

The Monte Carlo method can now be applied to both random processes. Starting with the error variable, for a fixed realization, the black box MC solver can be applied analogously to the original problem. Thus, the dose estimate $D_i(r)$ for realization $z_i$ and the corresponding conditional distribution $S_i = S_{0, X|Z}(X|Z = z_i)$ is given by

$$
D_i(r) = E_{S_i}[BB(X(Z))|Z = z_i] = \int_{D_{S_i}} BB(X(z_i))S_i(X|Z = z_i) dX \approx \frac{1}{H} \sum_{p=1}^{H} BB(x^i_p)
$$
with $x_1^i, ..., x_H^i$ sampled from $S_i$. The Monte Carlo estimate of the expected value with respect to both processes is then computed as the mean over $D_1(r), ..., D_N(r)$ for $z_1, ..., z_N$ sampled from $p_Z$

$$D(r) \approx \frac{1}{N} \sum_{i=1}^{N} D_i(r) \approx \frac{1}{N} \sum_{i=1}^{N} \frac{H}{H} \sum_{p=1}^{H} BB(x^i_p),$$

(17)

and the variance as the sample variance, defined as

$$S^2_N = \frac{1}{N-1} \sum_{i=1}^{N} (x_i^* - \bar{x})^2$$

where $\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i$, (18)

for $x_i^*$, $i = 1, ..., N$ that are independent and identically distributed. This is an unbiased estimator of the variance of the random variable $X$. Applied to the problem at hand, this results in the following formula for the dose variance:

$$Var_{p_Z}(D(r, Z)) \approx \frac{1}{N-1} \sum_{i=1}^{N} (D_i(r) - D(r))^2$$

$$\approx \frac{1}{N-1} \sum_{i=1}^{N} \left( \frac{1}{H} \sum_{p=1}^{H} BB(x^i_p) - \frac{1}{N} \sum_{j=1}^{N} \frac{1}{H} \sum_{p=1}^{H} BB(x^j_p) \right)^2.$$  

(19)

3.3. Direct computation of the expected value

When not only the conditional or marginal distributions of $X$ and $Z$, but also their joint distribution $S(X(Z))$ is known, it is possible to compute the expected dose directly

$$E_{p_Z}[D(r, Z)] = E_{S}[BB(X(Z))] \approx \frac{1}{H} \sum_{p=1}^{H} BB(x_p),$$

(20)

with $x_p$, $p = 1, ..., H$ sampled from $S$.

4. (Re-)weighting Monte Carlo samples for uncertainty quantification

In the following section, we introduce the proposed (re-)weighting approach. We exploit the fact, that the input vector $X$ is non-deterministic, i.e., has the probability density $S_0(X)$ regardless of uncertainties. Uncertainties usually manifest in a way that merely changes this distribution. The concept of importance sampling can be used to gain insight into dose realizations for different input distributions $S_i(X|Z = z_i)$ corresponding to error realizations $z_i$, $i = 1, ..., N$ from $p_Z$, from one initial simulation.

We therefore now recall the basic principles of importance sampling.

4.1. Standard importance sampling

Importance sampling is a method originally introduced by [24] and later made popular in a more general context by [18].

Let’s assume we are interested in $g(X)$. Let $X$ have the probability density function $p(X)$ with support $D_p$, i.e., $X \sim p(X)$. Then

$$\int_{D_p} g(X)p(X)dX = \int_{D_p} g(X)\frac{p(X)}{q(X)}q(X)dX .$$

(21)
So the integral can be approximated as

\[
\int_{\mathcal{Q}} g(X) \frac{p(X)}{q(X)} q(X) dX \approx \sum_{i=1}^{N} g(x_i) \frac{p(x_i)}{q(x_i)}.
\]  

(22)

Where \(x_i, i = 1, ..., N\) are realizations of \(X \sim q(X)\) and \(q\) is a distribution with support \(\mathcal{Q} \supseteq D_p\).

Thus, the computation of \(g(X)\) for realizations of \(p(X)\), can be replaced by computations of \(g(X)\) with realizations \(x_i, i = 1, ..., N\) from \(q(X)\) using additional weights \(\frac{p(x_i)}{q(x_i)}\) in the aggregation of the results. This can be convenient if it is easier to sample from \(q(X)\) than \(p(X)\) or because choosing \(q(X)\) cleverly can reduce the variance of the estimate. It can also be helpful, when evaluating \(g\) is much more expensive than evaluating \(\frac{p(x_i)}{q(x_i)}\), for example because \(g\) is an expensive simulation. In this case, if we are interested in \(g(X)\) for different distributions of \(X\), we can reuse the realizations \(g(x_1), ..., g(x_N)\).

4.2. Importance (re-)weighting

For our purpose, this can be applied to mimic dose computations at different points in the parameter space from a previously computed sample of particle trajectories. In the following, we will assume random samples, the method can however be analogously applied to quadratures or quasi-random numbers.

Instead of solving the transport problem \(N\) times with slightly different input distributions \(S_1, ..., S_N\) (compare equation (16)), it is solved once and the results for other error realizations are determined by (re-)weighting the deposited dose of this one sample of particles as explained in section 4.1. For an error realization \(z_i\) from \(p_Z\), initial parameter realizations \(x_1, ..., x_H\) from the sampling distribution \(q(X)\) and target distributions \(S_i(X|Z = z_i)\), the dose is given by

\[
D_i(r) = \int_{D_{S_i}} BB(X(z_i))S_i(X|Z = z_i) dX = \int_{D_{S_i}} BB(X(z_i)) \frac{S_i(X|Z = z_i)}{q(X)} \cdot q(X) dX
\]

\[
\approx \frac{1}{H} \sum_{p=1}^{H} BB(x_p) \frac{S_i(x_p|Z = z_i)}{q(x_p)}. \tag{23}
\]

This yields the following procedure:

**Algorithm 1** Calculate doses \(D_{S_i}\)

(a) On-the-fly

\[
\text{for} \quad \text{particles} \quad p=1:H \quad \text{do} \\
\quad \text{Sample} \quad x_p \leftarrow q(X) \\
\quad \text{Compute} \quad BB(x_p) \\
\quad \text{Sample} \quad z_i \leftarrow p_Z(Z) \\
\quad \text{for} \quad \text{target distributions} \quad S_i(X|Z = z_i), \quad i = 1, ..., N \quad \text{do} \\
\quad \quad D_{S_i} += \frac{1}{H} BB(x_p) \frac{S_i(x_p|Z = z_i)}{q(x_p)} \\
\quad \text{end for} \\
\text{end for}
\]

(b) In post-processing

\[
\text{for} \quad \text{particles} \quad p=1:H \quad \text{do} \\
\quad \text{Sample} \quad x_p \leftarrow q(X) \\
\quad \text{Compute} \quad BB(x_p) \\
\quad \text{end for} \\
\quad \text{for} \quad \text{target distributions} \quad S_i(X|Z = z_i), \quad i = 1, ..., N \quad \text{do} \\
\quad \quad D_{S_i} = \frac{1}{H} \sum_{p=1}^{H} BB(x_p) \frac{S_i(x_p|Z = z_i)}{q(x_p)} \\
\quad \text{end for}
\]

The importance and target distributions have to be chosen according to the quantities of interest. Here we show the derivation for the nominal dose without uncertainty, the expected dose and the dose variance with respect to uncertainties.
4.3. Nominal dose

The nominal dose is the solution to the problem introduced in section 2 without uncertainty, i.e., for the input distribution $S_0(X)$. Let $q(X)$ be the simulated particle distribution, then the nominal dose can be computed by replacing $p(X)$ with $S_0(X)$ in section 4.1.

$$D(r) = E_{S_0}[BB(X)] = \int_{D_{S_0}} BB(X)S_0(X)dX = \int_{D_{S_0}} \frac{BB(X)S_0(X)}{q(X)} \cdot q(X)dX$$

This reduces to the regular dose computation with Monte Carlo described in section 2, when $q$ is chosen to be $S_0$.

4.4. Expected value

Using equation (23) to compute the dose for individual error realizations, we can mimic the Monte Carlo method for uncertainties and compute the expected dose as

$$D(r) \approx \frac{1}{H} \sum_{p=1}^{H} \frac{BB(x_p)S_0(x_p)}{q(x_p)}$$

with $z_i$, $i = 1, ..., N$ sampled from $S_i$ and $BB(x_p)$ again the pre-computed particle trajectories with input parameters $x_p$, $p = 1, ..., H$ sampled from $q$.

For a known joint distribution of the uncertain input, it is possible to directly compute the expected value, without sampling from $p_Z$, by adapting equation (20)

$$D(r) = E_S[BB(X|Z)] \approx \frac{1}{H} \sum_{p=1}^{H} \frac{BB(x_p)S(x_p|Z = z_i)}{q(x_p)}$$

where $x_p$, $p = 1, ..., H$ sampled from $S$.

4.5. Variance

The variance can also be computed for error realizations $z_1, ..., z_N$ from $p_Z$, using dose realizations from equation (25) with the sample variance formula

$$\sigma^2 = Var_{p_Z}(D(r, Z)) \approx \frac{1}{N-1} \sum_{i=1}^{N} (D_i(r) - D(r))^2$$

4.6. Choosing the importance distribution

The optimal choice of $q(X)$ depends largely on the target quantities. It follows from sections 4.3 to 4.5 that the nominal dose, expected dose and the error scenarios required for the variance computation correspond to $N + 2$ different distributions of the input parameters. Thus, when all of these quantities are computed from the same set of realizations, $q(X)$ needs to be suitable for not just one but $N + 2$ different target distributions. Therefore it will most likely not be possible to choose a function which is optimal for each individual computation and the choice depends on how the accuracy of the different target quantities is prioritized.
For a given target distribution \( p(X) \) there are two criteria, by which \( q(X) \) should be chosen (see e.g. [39]):

- Let \( Q = \{ X | q(X) > 0 \} \), if \( p(X) \cdot BB(X) \neq 0 \) then \( X \in Q \)
- To minimize the standard error of the approximation \( \sigma_q^2 = \frac{1}{H} \sum_{p=1}^{H} \left[ \frac{p(x_p) \cdot BB(x_p)}{q(x_p)} - \mu \right]^2 \) with \( \mu = E_{S_0}[BB(X)] \), \( q(X) \) should be chosen to be proportional to \( p(X) \cdot BB(X) \)

The first point is jointly attainable for all target values, for example if the support of \( q(X) \) includes the supports of \( S_1(X), ..., S_N(X) \) as well as those of \( S_0 \) and \( S \).

The second point creates a trade-off between the different targets. Choosing \( q(X) = S \) or \( q(X) = S_0 \), leads to accurate estimates of the expected dose and nominal dose respectively. It can be expected, that \( q(X) = S \) is a better choice with respect to the dose variance, since it has more density in the outer regions, which is necessary for an acceptable estimate of the shifted densities \( S_i \) for larger errors \( z_i \).

When prioritizing the computation of the variance estimate, a more fat-tailed choice of distribution for \( q(X) \) is beneficial. This ensures a larger number of realizations and therefore higher accuracy in the outer regions of the densities, where the variance is typically high. In general it is not advisable to choose a \( q \) which is more light-tailed than the target distribution, as the variance can explode if \( q \) is too small in regions where the target distribution is not zero [39]. One option is using a mixture distribution of the individual shifted distributions we want to reconstruct [19]. Another common rule of thumb in case of a normal target distribution is to use a Student’s t distribution, as they are similar but the latter has heavier tails [39]. The accuracy of estimates for some exemplary choices of \( q \) will be investigated numerically in section 8.3.2.

### 5. Mathematical properties

#### 5.1. Accuracy & Bias

An advantage of the proposed method is that it inherits some of the mathematical properties of importance sampling. Namely, for the nominal dose, expected dose and dose for the single error realizations, the estimates are unbiased [39].

**Proposition 1.** For \( q(X) : D_X \rightarrow \mathbb{R}_+ \) with \( Q = \{ X | q(X) > 0 \} \), if \( p(X) \cdot BB(X) \neq 0 \) let \( X \in Q \). Then the importance reweighting estimator \( \hat{D}(r) \) is unbiased, i.e. \( E_q[\hat{D}(r)] = D(r) \).

Proof: According to section 4.3, the importance sampling estimate is defined as

\[
\hat{D}(r) = \frac{1}{H} \sum_{p=1}^{H} \frac{BB(x_p) \cdot p(x_p)}{q(x_p)},
\]

where \( x_p, p = 1, ..., H \) are realizations of \( X \sim q(X) \). Then

\[
E_q[\hat{D}(r)] = E_q \left[ \frac{1}{H} \sum_{p=1}^{H} \frac{BB(x_p) \cdot p(x_p)}{q(x_p)} \right] = \frac{1}{H} \sum_{p=1}^{H} E_q \left[ \frac{BB(x_p) \cdot p(x_p)}{q(x_p)} \right] = \iint_{Q} \frac{BB(X) \cdot p(X)}{q(X)} \cdot q(X) dX = \int_{Q} BB(X) \cdot p(X) dX \ ,
\]

\[
= \int_{D_p} BB(X) \cdot p(X) dX + \int_{Q \cap D_p} BB(X) \cdot p(X) dX + \int_{Q \cap D_p} BB(X) \cdot p(X) dX ,
\]

\[
= E_{S_0}[BB(X)] = D(r)
\]
Also, the standard error $\epsilon_q$ of these estimators can be computed similarly to that of Monte Carlo estimates [39]. It depends on the number of realizations as well as the similarity of the importance distribution and the distribution of interest:

$$
\epsilon_q = \frac{\sigma_q^2}{H}, \quad \text{where} \quad \sigma_q^2 = \frac{1}{H-1} \sum_{p=1}^{H} \left[ BB(x_p)S_0(x_p) - D(r) \right]^2.
$$

To lower the standard error, the importance distribution should resemble the target distribution. In the variance computation, the estimates for more extreme error realizations will thus be less accurate. For the type and extent of errors in radiation therapy, the distributions are however mostly similar enough, as we will demonstrate further in section 8.

In contrast to the dose estimates, the variance computed as in section 4.5 is not generally unbiased. This is due to its computation from estimates of the dose for shifted beams, which rely on the same single sample of particles. What we consider as the realizations in the sample variance computation, while individually unbiased, are thus no longer independent.

**Proposition 2.** For $x_p$ from $S_i(x_p; Z = z_i)$, let $w_i(x_p) = \frac{S_i(x_p; Z = z_i)}{q_i(x_p)}$ be independent of $BB(x_p)$. Then the importance reweighting estimator for the dose variance is not generally unbiased and the bias is given by

$$
b_{S_N^2} = \left( \frac{1}{H} \sum_{p=1}^{H} BB(x_p) \cdot E[w_i(x_p)] \right)^2 - \frac{1}{H^2} \sum_{p=1}^{H} \sum_{h=1}^{H} BB(x_p)BB(x_h) \cdot E[w_i(x_p)w_j(x_h)]
$$

Proof: In [4], general formulas for the moments of the sample variance $S_n^2$ are derived. The first moment $E[S_n^2]$ for general non independent or identically distributed (iid) samples $X_1, ..., X_N$ is given by:

$$
E[S_n^2] = \frac{\sum_{i=1}^{n} E[X_i^2]}{n} - \frac{\sum_{i\neq j} E[X_iX_j]}{n(n-1)} X_1, ..., X_n \text{ iid}.
$$

Applied to our context, the realizations are $D_i = \frac{1}{H} \sum_{p=1}^{H} BB(x_p)w_i(x_p)$ for $i = 1, ..., N$, with $w_i(x_p) = \frac{S_i(x_p; Z = z_i)}{q_i(x_p)}$. Since all realizations use the same sample of computed particle trajectories $BB(x_p)$ and initial particle properties $x_p$, $p = 1, ..., H$, they cannot be assumed to be independent, in particular $D_i = D_j + \frac{1}{H} \sum_{p=1}^{H} BB(x_p)(w_i(x_p) - w_j(x_p))$. Thus,

$$
E[S_n^2] = \frac{\sum_{i=1}^{N} E[D_i^2]}{N} - \frac{\sum_{i\neq j} E[D_iD_j]}{N(N-1)}.
$$

Since we assume that the $D_i$ are identically distributed, this reduces to

$$
E[S_n^2] = E[D_n^2] - E[D_iD_j] = E[D_n^2] - E[D_i]E[D_j] - (E[D_i]E[D_j] - E[D_iD_j]) = Var(D) = \epsilon_N \neq 0 \quad \text{for} \quad i \neq j.
$$

(32)
Thus the estimator is not necessarily unbiased and the bias is

$$b_{S_N^2} = E[D_i]E[D_j] - E[D_iD_j]$$

$$= E\left[\frac{1}{H} \sum_{p=1}^{H} BB(x_p)w_i(x_p)\right]^2 - E\left[\left(\frac{1}{H} \sum_{p=1}^{H} BB(x_p)w_i(x_p)\right)\left(\frac{1}{H} \sum_{p=1}^{H} BB(x_p)w_j(x_p)\right)\right]$$

$$= \left(\frac{1}{H} \sum_{p=1}^{H} BB(x_p)E[w_i(x_p)]\right)^2 - E\left[\frac{1}{H^2} \sum_{p=1}^{H} \sum_{h=1}^{H} BB(x_p)BB(x_h)w_i(x_p)w_j(x_h)\right]$$

$$= \left(\frac{1}{H} \sum_{p=1}^{H} BB(x_p)E[w_i(x_p)]\right)^2 - \frac{1}{H^2} \sum_{p=1}^{H} \sum_{h=1}^{H} BB(x_p)BB(x_h)E[w_i(x_p)w_j(x_h)]$$

(33)

Since this bias term is costly to compute, it is generally not feasible to score this in addition to the quantities of interest. Computing the bias once for a given problem class could however be of interest to judge its order of magnitude. Its potential impact on our results will be assessed in greater detail in section 8.

5.2. Bounds on the variance

While the discussed estimators can be expected to significantly lower the expense of scenario computations, the variance still requires $N$ scoring operations, either accumulated on-the-fly after each simulated particle history, or in post processing as (re-)weighting of stored histories. For a large number of simulated particles, run-times can therefore exceed the required time-frame, especially in the context of robust optimization, where the variance has to be computed in each of numerous iterations [46, 30, 7].

**Proposition 3.** An upper bound to the variance estimator $\hat{\sigma}^2$ is given by

$$\hat{\sigma}^2 \leq \left(\frac{1}{H} \sum_{p=1}^{H} BB(x_p)^2\right) \left(\frac{1}{H} \sum_{p=1}^{H} S_N^2(w(x_p))\right)$$

Proof: Using the definition of the importance reweighing estimator for the dose variance, the dose for a
single error realization and the expected dose (see equations (23), (26) and (27)), we get

\[
\sigma^2 = \frac{1}{N - 1} \sum_{i=1}^{N} \left[ \frac{1}{\bar{H}} \sum_{p=1}^{H} \frac{BB(x_p) S_i(x_p | Z = z_i)}{q(x_p)} - \frac{1}{N} \sum_{j=1}^{N} \frac{1}{\bar{H}} \sum_{p=1}^{H} BB(x_p) S_j(x_p | Z = z_j) \right]^2
\]

\[
= \frac{1}{N - 1} \sum_{i=1}^{N} \left[ \frac{1}{\bar{H}} \sum_{p=1}^{H} BB(x_p) w_i(x_p) - \frac{1}{N} \sum_{j=1}^{N} \frac{1}{\bar{H}} \sum_{p=1}^{H} BB(x_p) w_j(x_p) \right]^2
\]

\[
= \frac{1}{N - 1} \sum_{i=1}^{N} \left[ \frac{1}{\bar{H}} \sum_{p=1}^{H} BB(x_p) \left( w_i(x_p) - \frac{1}{N} \sum_{j=1}^{N} w_j(x_p) \right) \right]^2
\]

\[
\leq \left( \frac{1}{\bar{H}} \sum_{p=1}^{H} BB(x_p)^2 \right) \left( \frac{1}{\bar{H}} \sum_{p=1}^{H} \frac{1}{N - 1} \sum_{i=1}^{N} \left[ w_i(x_p) - \frac{1}{N} \sum_{j=1}^{N} w_j(x_p) \right]^2 \right)
\]

\[
= \left( \frac{1}{\bar{H}} \sum_{p=1}^{H} BB(x_p)^2 \right) \left( \frac{1}{\bar{H}} \sum_{p=1}^{H} S^2_N(w(x_p)) \right)
\]

The advantage of this bound is, that the squared simulation response $BB(x_p)^2$ is aggregated independently from the error realizations. This includes the implicit assumption, that the variance in the likelihood ratio between the simulated and target distribution, is enough to describe the variance of the output. While this might hold for relatively homogeneous background media, it is unclear whether it is sufficient in heterogeneous media as present in many patient anatomies.

6. Modeling set-up uncertainties

We now consider an application of the proposed approach to the case of uncertainties in the patient set-up or position. These can be modeled by random shifts in the particle positions $r$. The input $X$ is thus affected by the error additively, i.e., the input $X(Z)$ under uncertainty is

\[
X(Z) = X + Z, \text{ where } X = (r, \Omega, E) \text{ and } Z = (Z_r, 0, 0).
\]

We follow the common assumption, that errors as well as input parameters are normally distributed [60, 54, 42, 1, 15, 57]

\[
p_Z = \mathcal{N}(\mu_Z, \Sigma), \quad S_0 = \mathcal{N}(\mu_X, \Lambda).
\]

In this case we can define the density $S$ of the input including the uncertain factors through convolution of $p_Z$ and $S_0$:

\[
S := \mathcal{N}(\mu_Z + \mu_X, \Sigma + \Lambda).
\]

Thus, the expected value can be directly computed using section 4.4 and the nominal dose as well as the dose variance are computed as described in sections 4.3 and 4.5.
6.1. Beam correlation models

The most frequently used uncertainty model for set-up errors assumes one global error \( Z_r = (Z_{r_x}, Z_{r_y}, Z_{r_z}) \sim N(\mu_r, \Sigma_r) \). Therefore, it corresponds to movements or mispositioning of the patient which affect the complete body or at least area of interest around the tumor.

However, in radiation therapy, often numerous beamlets with different energy levels, positions and incoming angles are used in order to achieve better coverage of the tumor. Here, the term beamlet or pencil beam refers to a single instance of energy, angular and lateral position. An ensemble of beamlets coming from the same geometrical set-up of nozzle and patient is then referred to as beam, a group of beamlets with the same lateral positioning within a beam as ray and a group of beamlets with the same energy within a beam as energy level. In this case, it may be more reasonable to assume beamlet-specific correlation patterns, e.g., depending on the differences in time and position of application of the individual beamlets. Additionally, treatments are usually administered in several sittings or fractions, which can also affect how errors are correlated. A number of simple correlation models, assuming full correlation between the beamlets belonging to the same beam or ray, have been investigated by different authors [1, 57, 46] and also discussed in our previous work [51]. However, depending on the dose calculation and uncertainty quantification method, the incorporation of more complex correlation models can be tedious to both set up and compute.

Fortunately, the introduced framework principally allows arbitrary correlation models for uncertainties in the set-up of different beamlets. These can be implemented using the covariance matrix of a multivariate probability distribution or, alternatively, a Copula with mean \( \mu_r = (\mu_{r_x}, ..., \mu_{r_z})^T \) and covariance matrix \( C \).

Besides the discussed simple correlation models, this framework allows us to model more complex correlation patterns. This can, for example, be used to incorporate knowledge about the radiation process and even model certain time dependencies. In the following, we demonstrate the derivation of the covariance matrix \( C \) for two examples of autocorrelated set-up errors.

6.1.1. Autocorrelated set-up errors

To show how the covariance matrix \( C \) can be obtained for a given correlation model, we first consider the case of autocorrelated set-up errors, which follow an AR(1) process. While irradiation itself usually only takes a few milliseconds, beamlets are applied sequentially according to their energy level and up to 1-2 seconds can pass between them. Thus, assuming the patient is exhibiting random movement with some probability at all points in time, the patient position corresponding to beamlets in adjacent energy groups should be correlated to a higher degree than those of beamlets with a larger difference in energies. Since first order autoregressive models are sufficient to capture interfractional set-up errors [21], we choose such a model for the random patient movements during treatment.
We thus describe movements by an autoregressive process of order one, meaning that the overall deviation at time \( t \) depends on the deviation at time \( t - 1 \) as well as a random variable \( U_t \), \( \sim N(\mu_{Z_t}, \Sigma) \), which represents the movement error introduced between \( t - 1 \) and \( t \):

\[
Z_{r:t} = \alpha Z_{r:t-1} + U_t.
\]

(38)

Here the factor \(|\alpha| < 1\) controls how strongly the position at the previous time step affects the current position. It can for example be chosen depending on how much time passes between the time steps. In our case each beam \( b \) corresponds to a point in time \( t(b) \) according to its energy and we assume that there is no additional correlation between the \((x,y,z)\)-coordinates, i.e.,

\[
\Sigma = \begin{pmatrix} \sigma_x^2 & 0 & 0 \\ 0 & \sigma_y^2 & 0 \\ 0 & 0 & \sigma_z^2 \end{pmatrix}.
\]

(39)

From this description of the process it is now possible to obtain the covariance matrix \( C \) using the Autocovariance Function (ACVF):

\[
\rho_{ij} = \text{Cov}(Z_{r:a}(i), Z_{r:a}(j)) = \begin{cases} \frac{\alpha^{t(i) - t(j)}\sigma_x^2}{1 - \alpha^2}, & a = b = x \\ \frac{\alpha^{t(i) - t(j)}\sigma_y^2}{1 - \alpha^2}, & a = b = y \\ \frac{\alpha^{t(i) - t(j)}\sigma_z^2}{1 - \alpha^2}, & a = b = z \\ 0, & a \neq b \end{cases}
\]

(40)

Note that the variance is constant in time and the covariances only depend on the time difference. To obtain a joint probability function we use a Gaussian copula, which for Gaussian marginals reduces to the multivariate normal distribution \( \mathcal{N}(\mu_{Z_r}, C) \) with \( \mu_{Z_r} = (\mu_{Z_x}, \mu_{Z_y}, \mu_{Z_z}) \) and

\[
C = \begin{pmatrix} \frac{\sigma_x^2}{1 - \alpha^2} & 0 & 0 \\ 0 & \frac{\sigma_y^2}{1 - \alpha^2} & 0 \\ 0 & 0 & \frac{\sigma_z^2}{1 - \alpha^2} \\ \frac{\alpha^{t(1) - t(2)}\sigma_x^2}{1 - \alpha^2} & 0 & 0 \\ \frac{\alpha^{t(1) - t(2)}\sigma_y^2}{1 - \alpha^2} & \frac{\sigma_y^2}{1 - \alpha^2} & 0 \\ \frac{\alpha^{t(1) - t(2)}\sigma_z^2}{1 - \alpha^2} & 0 & \frac{\sigma_z^2}{1 - \alpha^2} \\ 0 & \frac{\alpha^{t(1) - t(2)}\sigma_x^2}{1 - \alpha^2} & 0 \\ 0 & \frac{\alpha^{t(1) - t(2)}\sigma_y^2}{1 - \alpha^2} & \frac{\sigma_y^2}{1 - \alpha^2} \\ 0 & 0 & \frac{\sigma_z^2}{1 - \alpha^2} \end{pmatrix}.
\]

(41)

This AR(1)-correlation model gives an intuitive description for random movements of a patient over the time of irradiation. However, there are also errors caused by periodic movements such as respiratory motion or heart beats. Respiratory motion is often modeled using Gaussian processes with an appropriate covariance kernel [11], however, there is also literature exploring the use of a periodic autoregressive moving average (ARMA) model [20]. Both could be incorporated into our uncertainty framework, we however confine ourselves to showing an example for a Gaussian process with a (local) periodic kernel here.

The Gaussian process (GP) implements the concept of data in a time series following a joint multivariate Gaussian distribution, where the covariance kernel defines the dependencies between different data points.
As the type of movement we are interested in has a dominant periodic component, which may however vary over time, we choose the following kernel \( k(Z_{r,t(i)}, Z_{r,t(j)}) \), proposed similarly by [12],

\[
k(Z_{r,t(i)}, Z_{r,t(j)}) = \sigma^2 \cdot \exp\left( -\frac{2\sin^2(\pi(t(i) - t(j))/p)}{l_1^2} \right) \cdot \exp\left( -\frac{(t(i) - t(j))^2}{2l_2^2} \right). \tag{42}
\]

Here \( \sigma^2 \) is the variance of the stationary process, \( p \) is the period and \( l_1 \) and \( l_2 \) are scale parameters. The first exponential term describes an exact periodic repetition, whereas the second term is a local kernel which introduces the variations over time. Figure 1 illustrates the covariance kernel as well as five exemplary realizations. The process starts at a random point in the cycle and periodically repeats itself with some random variations. From equation (42) the derivation of the covariance matrix \( C \) is straightforward with the entries

\[
p_{ab}^{ij} = \text{Cov}(Z_{r_a,t(i)}, Z_{r_b,t(j)}) = \\
\begin{cases}
\sigma_x^2 \cdot \exp\left( -\frac{2\sin^2(\pi(t(i) - t(j))/p)}{l_1^2} \right) \cdot \exp\left( -\frac{(t(i) - t(j))^2}{2l_2^2} \right), & a = b = x \\
\sigma_y^2 \cdot \exp\left( -\frac{2\sin^2(\pi(t(i) - t(j))/p)}{l_1^2} \right) \cdot \exp\left( -\frac{(t(i) - t(j))^2}{2l_2^2} \right), & a = b = y \\
\sigma_z^2 \cdot \exp\left( -\frac{2\sin^2(\pi(t(i) - t(j))/p)}{l_1^2} \right) \cdot \exp\left( -\frac{(t(i) - t(j))^2}{2l_2^2} \right), & a = b = z \\
0, & a \neq b
\end{cases} \tag{43}
\]

The errors for all pencil beams can now be sampled from the multivariate Gaussian \( \mathcal{N}(\mu_d, C) \) and will depend on the time at which their corresponding energy level is applied.

The two examples above demonstrate, that it is possible to implement complex movement patterns and even to some degree model time dependencies, by changing the way error realizations are sampled.

### 7. Implementation and Test cases

The described method was implemented as post-processing in Matlab. Radiation plans were generated for proton dose calculations using the treatment planning software matRad [59] and dose calculations were
performed with the Monte Carlo engine TOPAS \cite{43}. For quicker convergence we use randomized quasi-Monte Carlo with scrambled Sobol numbers when sampling the error scenarios for the dose variance estimate (see section 2.2).

In the following, we present the results for a 3D water phantom as well as a prostate and liver patient obtained from the open CORT (common optimization for radiation therapy) data set \cite{8}. Overall, we consider three different treatment plans, combined with the three error models discussed in section 6. For the Gaussian set-up error we assume a standard deviation of 3 mm and mean $\mu = 0$, i.e., the errors do not have a systematic component [comp. 42]. For two of the treatment plans, intensity modulated proton therapy (IMPT) \cite{25,31} was employed. In these cases, each source consists of a large number of narrow pencil beams to enable a better and more flexible coverage of the target volume. More details concerning the treatment plans and the respective error models applied to each of them can be found in table 1.

| Test case | Water phantom | Prostate | Liver |
|-----------|---------------|----------|-------|
| Size      | 60x25x25 voxels | 183x183x90 voxels | 217x217x168 voxels |
| Irradiation angles | (0°,0°) | (0°,90°)/(0°,270°) | (0°,315°) |
| Pencil beams | 1 | 175 | 1375/1383 |
| Simulated particles | 100 000 | 2 566 453 | 16 992 193/16 748 034 |
| Error model | global | global/AR(1)/GP | global |
| Sample size | 500 | 500 | 100 |

7.1. Evaluation criteria

In order to evaluate the quality of our estimates, we compute a reference for each test case using the regular randomized quasi-Monte Carlo method for the uncertainties. The number of realizations was chosen to be equal to that used for the importance (re-)weighting estimates, which is 500 for the water phantom and 100 for the prostate patient.

We compare the results according to the $\gamma$ criterion \cite{34}, as well as a difference map. For the difference maps, we compute

$$\text{diff}_i(d^\text{ref}_i, d^\text{est}_i) = d^\text{ref}_i - d^\text{est}_i,$$

for each voxel $i$ in the reference result $d^\text{ref}$ and (re-)weighting estimate $d^\text{est}$.

The $\gamma$ criterion is frequently used for comparisons of three-dimensional dose matrices in clinical applications. To compare doses $d$ and $d_c$, one first computes

$$\gamma(x) = \min_{x_c} \sqrt{\frac{|x_c-x|^2}{\Delta x^2} + \frac{|d_c(x_c) - d(x)|^2}{\Delta d^2}},$$

where $x$ and $d(x)$ are a location and the dose at that location respectively, $x_c$ and $d_c(x_c)$ are locations and dose in the cube to be compared and $\Delta x$ and $\Delta d$ are the user defined distance and dose tolerances. The overall agreement is then measured according to the $\gamma$-passrate over all points $x$. For each point

$$\left\{ \begin{array}{ll} \gamma(x) \leq 1, & x \text{ passes} \\ \gamma(x) > 1, & x \text{ fails} \end{array} \right.$$

It implements the idea of agreement within a predefined neighborhood and tolerance around a single coordinate or data point. In contrast to criteria such as the difference or (root) mean square error, which compare the values at an exact location, this does not take minor fluctuations in the spatial dose distribution into
account. Since the reference itself is also subject to statistical errors, the dose distribution is not necessarily incorrect if it deviates slightly from the reference. However, the $\gamma$ criterion is not a metric in the mathematical sense if the tolerances are larger than zero. Thus, two dose cubes could have 100% agreement according to the $\gamma$-passrate without actually being the same. Therefore the $\gamma$-passrates always have to be interpreted together with the applied tolerances. In the following, we choose values frequently used in literature: a distance tolerance of 3 mm and a dose tolerance of 3%. Furthermore, the $\gamma$-passrate can depend on the grid resolution as well as the implementation [22]. We use the matRad implementation [59], which reduces the dependency on the resolution by interpolating the comparison dose cube and comparing it at a higher resolution.

8. Results

8.1. Fully correlated pencil beams

Figure 2 presents the expected dose and standard deviation for a single pencil beam in a water phantom. In order to enable a direct comparison to a more complex application case, we also include a recomputation of the respective quantities for the prostate patient investigated in [51] with fully correlated pencil beams, i.e., one global error, in figure 3. The importance distribution was chosen to be the nominal distribution $S_0$. For this reason, the nominal dose estimate is just a regular Monte Carlo estimate and is therefore omitted in the following figures.

Figure 2: Expected dose and standard deviation w.r.t. set-up uncertainties with 3 mm standard deviation for one pencil beam in a water box. The left column shows the estimate computed with the proposed (re-)weighting approach, the middle column a reference computed with Monte Carlo and the right column a plot of the $\gamma_{3\text{mm}/3\%}$-indices.
The results using the importance (re-)weighting estimate are in good agreement with the reference, with a $\gamma_{3\text{ mm}/3\%}$-passrate of 100\% for the expected value and over 99.9\% with respect to the standard deviation in both waterbox and prostate patient.

![Figure 3: Expected dose and standard deviation w.r.t. set-up uncertainties with 3 mm standard deviation for two beams (gantry angles 90° and 270°, couch angle 0°) in a prostate patient. The left column shows the estimate computed with the proposed (re-)weighting approach, the middle column a reference computed with Monte Carlo and the right column the results of a $\gamma_{3\text{ mm}/3\%}$-analysis.](image)

8.2. Other correlation models

In section 6, we derived correlation matrices and error distributions for different uncertainty models. Our implementation was validated against Monte Carlo results for individual realizations of shifts over time. For a single ray with 6 energy levels in a water box, shifted by ±2 mm every 10 ms, the dose results in each time step reached 100\% agreement in a $\gamma$-analysis with tolerances of 2 mm/2\% in dose and location, respectively.

Figure 4 compares the dose standard deviation for three such models in a water phantom with a beam consisting of several superimposed pencil beams of seven different energy groups. The results illustrate that already in this simple case the uncertainty assumption has a significant impact on both the amount and shape of the dose standard deviation. However, due to the low amount of energy levels and homogeneous tissue, the characteristics of the different input models are not fully visible.

This becomes apparent in figure 5, which compares the standard deviation for the three error models in a realistic liver patient, with 21 energy levels and 166 rays. While the region of high standard deviation is still at the gradients of the beam in the fully correlated and periodic model, several local peaks can additionally be observed in the latter. In this case, considering the accumulated dose over all time steps/energy levels results in a lower magnitude of standard deviation, due to averaging of the errors. In the AR(1) model, which mimics a random movement process over time, the standard deviation is less concentrated to the beam edges. Here, pencil beams are frequently shifted against each other, due to the larger random component of the error in each time step/energy level.
Figure 4: Standard deviation of dose from a beam made up of 175 pencil beams in a 3D waterbox for different error models: (a) one global error (b) AR(1) model for movement between energy levels (c) seasonal AR(1) model for movement between energy levels

Figure 5: Standard deviation of dose from a beam with irradiation angle (gantry angle 315°, couch angle 0°) made up of 1378 pencil beams in a liver patient for different error models: (a) one global error (b) seasonal AR(1) model for movement between energy levels

8.3. Practical investigation of mathematical properties
8.3.1. Bias
The above findings indicate that the bias in the dose variance estimate, introduced in proposition 2, does not significantly affect the accuracy of the results, as the agreement with the reference solutions is comparable
for the unbiased expected value estimator and the biased variance estimator. Further, figure 6 shows that the bias reduces for an increasing number of particle histories.

![Graph showing convergence of the variance estimator's bias.](image)

Figure 6: Convergence of the variance estimator’s bias in (a) number of error realizations used to compute the bias and (b) the number of particle histories used for the dose reconstructions for a single pencil beam in a water box.

8.3.2. Standard error

So far, the dose for all estimates was reconstructed from samples of the distribution $S_0$. However, we have seen in equation (30), that the standard error of the estimates depends on the relation of distribution from which the original sample was drawn to the target distribution. When computing the dose standard deviation, each error scenario corresponds to a Gaussian input distribution with a shifted mean value (see section 6). Figure 7 shows that the accuracy of the estimates decreases with growing distance of the mean of the target distributions from that of the sampling distribution. This development can be observed not only for the theoretical standard error, but also for the mean square error and $\gamma$-passrates. This indicates that the more extreme realizations of the uncertain parameters introduce relatively high errors to the overall standard deviation estimate. We want to see, whether the use of a better suited sampling distribution, such as a wider Gaussian or a Gaussian mixture of some of the target distributions, can improve the accuracy of the estimate.

For this, we sample input parameters once from the joint distribution $S$ and once from a mixture of the narrower Gaussian $S_0$, shifted by $\pm \sigma$ and $\pm 2\sigma$ in all coordinate directions. In order to better detect differences in the results, we compare the estimates constructed from these samples with the results from $S_0$ using the stricter criteria 2 mm/2 % for the $\gamma$-analysis.
Figure 7: Accuracy of dose estimates for increasing distance between importance distribution \( q \) and target distribution \( \Phi_i \). (a) Measured by mean square error (MSE), (b) by \( \gamma \)-passrate and (c) the mean of the theoretical error (see equation (30)) in voxels with non-zero dose.

Figure 8 illustrates that the \( \gamma \)-passrate increases when using both the wider Gaussian and the Gaussian mixture. Thus, especially when one has an uncertainty model involving errors with a high variance or if the expected value and standard deviation of the dose are more important than the nominal dose, it can be worthwhile to not use the regular parameter distribution to generate the initial sample. For medical purposes, the high accuracy of the nominal dose is however an integral part of the quality assurance of a method and could often be prioritized over the quantification of uncertainties.

![Figure 8](image-url)

Figure 8: Estimates of the dose standard deviation in a water box using different sampling distributions: (a) the nominal distribution \( S_0 \), (b) the distribution \( S \) corresponding to the expected value and (c) a Gaussian mixture distribution.
8.3.3. Variance upper bound
Lastly, in section 5.2 an upper bound for the dose variance estimate was derived, which is significantly less computationally expensive than the variance estimate itself. Figure 9 shows a comparison of this upper bound estimate to the dose variance. While the variance values are expectedly higher in the upper bound estimate, both exhibit a similar structure with two distinct variance peaks at positions with high dose gradients. This indicates a potential use for optimization purposes. However, further analyses in more complex test cases, in particular such with several irradiation angles and in heterogeneous materials, are necessary.

Figure 9: Comparison of the upper bound to the dose variance estimate for a beam made up of 175 pencil beams in a 3D water box.

8.4. Convergence
The proposed approach mimics a sampling-based uncertainty quantification method. The solution of the modified problem for each error realization using the black box solver is replaced by (re-)weighting the dose corresponding to particle trajectories from a previous simulation. Thus, the convergence of the method is equivalent to that of the underlying UQ method, in our case randomized quasi-Monte Carlo. Figure 10 illustrates this for the dose standard deviation of the single beam in a water box. While the convergence of reference and estimate is very similar per computed realization, the speed-up is achieved by the quicker computation of each iteration, that is, only performing MC scoring operations compared to physical simulations. Therefore, the amount of time which can be saved also depends on the specific patient case, treatment plan and software, which determine how much overhead is produced for example by the initialization and simulation of physical processes.
For run-time comparisons, reference computations and the (re-)weighting approach were run on the same virtual machine\(^2\) and timed during the computation of the dose standard deviation using the global error model. As table 2 shows, we observe reduced CPU times by a factor of approximately 183 and 80 for the two treatment plans using the water phantom and factors of 32 and 23 for the liver and prostate patient. Note, that the large difference in initialization times between the IMPT plans and the plan involving just one beam is due to the size of the sparse matrix containing the doses for all particle histories. For the larger plans, this exceeded the available RAM such that the use of less efficient tall arrays was necessary. Note, that these conclusions refer solely to a post-processing implementation of the method. When implemented as on-the-fly scoring no storage of histories is required, instead, one sparse dose cube per considered scenario has to be stored. Also, the possibility to use existing efficient structures of the Monte Carlo code might enable performance improvements compared to the post-processing routine.

Table 2: CPU time comparison for the reference vs. (re-)weighting approach applied to different test cases and computed on the same machine. All values are given in seconds. Note that the times for 100 realizations include the initialization times, while the time for a single realization only refers to the dose computation time.

| Test Case          | reference | (re-)weighting |
|--------------------|-----------|----------------|
| Water phantom (1 beam) |           |                |
| Initialization     | 2.27      | 1.34           |
| One realization    | 72.21     | 0.38           |
| 100 realizations   | 7221.64   | 39.34          |
| Water phantom (IMPT) |           |                |
| Initialization     | 2.35      | 61.53          |
| One realization    | 2331.30   | 28.51          |
| 100 realizations   | 233126.93 | 2912.53        |
| Liver              |           |                |
| Initialization     | 2.44      | 2038.75        |
| One realization    | 390066.44 | 1198.74        |
| 100 realizations   | 39006650.90 | 121912.75    |
| Prostate           |           |                |
| Initialization     | 4.26      | 4867.75        |
| One realization    | 58762.40  | 2479.07        |
| 100 realizations   | 5876253.86 | 252774.75     |

\(^2\)Virtual machine including 64 CPUs with 1.995 GHz and 200GB RAM
9. Discussion

In this paper we demonstrate how importance sampling can be adapted to lower the computational costs of sampling-based uncertainty quantification in Monte Carlo dose calculations using the example of proton irradiation. We derive an unbiased estimator and the standard error for the expected value, as well as an estimator, bias and upper bound for the standard deviation. We apply the proposed method to Gaussian set-up uncertainties with 3 mm standard deviation in a homogeneous water phantom, a prostate and a liver patient. For a simple, global uncertainty model we observe high agreements of at least 99.9% for both test cases (figures 2 and 3). We show that these results can be further improved by adapting the distribution function used for the initial Monte Carlo simulation to the quantity which is of highest interest. Here the user can choose between the exactness of the nominal dose estimate and that of the expected dose or standard deviation.

The sampling of error realizations is completely independent from the solution of the transport problem, which allows us to incorporate complex correlation models including movement patterns and time dependence. This is a clear advantage compared to classic sampling based methods, which would require elaborate set up and a large number of realizations to account for the degrees of freedom in a multivariate model. Therefore, more complex correlation models are currently often neglected in uncertainty studies [1, 46, 30], although it is apparent in figures 4 and 5, that different uncertainty models can have a significant impact on the dose standard deviation, already in a homogeneous material. As an extension to this work, the time-dependent error modeling introduced in section 6 might be extended to simulate spatial motion for 4D treatment planning or even deformations in geometry components [1]. The derived correlation models are of interest in their own right and can be transferred to any dose calculation and uncertainty quantification framework which supports multivariate error correlations [e.g. 1]. Also, the resulting uncertainty estimates may be used for the purpose of robust optimization during treatment planning.

While an extension to other types of uncertainties in the input parameters is straightforward, the method is limited to errors which have a non-trivial density function. Further work could explore the adaptation and application of the model to uncertainties beyond errors in the patient set-up.

The main computational advantage of the proposed method is that it minimizes the overhead associated with complex simulations. Therefore we cannot claim a faster convergence rate and the speed-up is dependent on the specific application and implementation. A combination with more sophisticated scenario-based UQ methods, such as quadratures or a non-intrusive polynomial chaos expansion, could however lead to further run-time improvements.

Further, we argue that computational performance can be improved through a more efficient implementation. In particular, importance weighting can be implemented on-the-fly using multiple sub-scoring routines, where each routine accumulates the delivered dose for one scenario (see algorithm 1). Here, performance gains should be achievable compared to the current post-processing implementation, since the existing efficient structures of the Monte Carlo code could be directly used. However, in this case the number of error scenarios has to be predetermined, causing a loss in flexibility, and is also limited with regard to memory constraints.

Lastly, the proposed (re-)weighting approach is not limited to proton therapy. An application to uncertainties in radiation therapy using e.g. carbon ions or photons is feasible and the method can in principal be relevant to any case of input uncertainties in complex Monte Carlo simulations.
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