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Abstract

We give a rigorous deduction of the eigenvalue problem of the nonlinear Schrödinger equation (NLS) at Dirac Points for potential of honeycomb lattice symmetry. Based on a bootstrap method, we observe the bifurcation of the eigenfunctions into eight distinct modes from the two-dimensional degenerated eigenspace of the regressive linear Schrödinger equation. We give the existence, the way of construction, uniqueness in $H^2$ space and the $C^\infty$ continuity of these eigenfunctions.
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I. INTRODUCTION

This article focuses on the nonlinear phenomenon of Honeycomb lattice, which attracts intense interests around the physics and mathematics societies. As a frequently investigated two-dimensional models, honeycomb lattice has been widely researched in many fields of science. In condensed matter physics, the electronic structure of the graphene is one of the most famous applications \[1, 2\]. In the quantum optics, there are also some important applications in several photonic honeycomb crystal \[3–6\], reporting the unusual properties of the honeycomb lattice like the self-localization and periodical tunnelling patterns. Among all of these important findings, one of the significant properties of the honeycomb lattice are the special dispersion relation of the linear Hamiltonian model \(H_L = -\delta + V_{hc}(x)\). The origin of the dispersion relation comes from the solid physics when considering the energy bands of the electronic structure. As the Floquet-Bloch theorem states, the eigenvalue problems \(H_L u(x) = E u(x)\) can be decomposed into the subproblem \(H_L(k, x)u(k, x) = E(k)u(k, x)\). Associated with the so-called Bloch state \(u(k, x) = v(k, x)e^{i k \cdot x}\), where \(v(x)\) is a periodic function of the honeycomb lattice. The evolution of the eigenvalue \(E(k)\) with the parameter \(k\) in the Fourier space exactly represents the energy dispersion relation with the momentum of the electron for an single electron effective model. The uniqueness of honeycomb lattice lies in the corners of hexagonal the Brillouin zone, defined as the closure of the points \(k\) closer to the origin points than any other points of the dual lattice \(Z^2\), the parameters of the discrete Fourier transformation of the torus constructed by identifying the points \(x\) related through honeycomb periodicity. The conical shape of the dispersion surface near the corners, also called Dirac points by physicists, shading light on the unusual electromagnetic properties of materials like graphene and so on. At the Dirac points, the theoretical analysis \[7\] exhibit the degeneration of the eigenspace for certain eigenvalue and its conical singularities. Especially, for weak potential, the ground states are exactly two-dimensionally degeneration, which is consistent with the observations in physical researches \[1\]. This degeneration and the singularities are closely related to the finite symmetry of honeycomb lattice, resulting in the sensitivity of physical structure described by the honeycomb models towards external environment \[2\] or internal distortion \[8\] and nonlinear effects \[5\].

Nonlinearity constantly causes novel phenomena like solitons in physical and mathematical practices \[9\]. For Bose-Einstein condensate (BEC), some researches investigated the
self-trapping and symmetry breaking of the system in a double-well potential\[10\text{–}13\]. Unlike the linear cases, additional nonlinear terms significantly change the characteristics of the system just due to the varying of the norm of the target wavefunction, say $L^2$ norm for example. For the eigenvalue problem of nonlinear Hamiltonian $H_{NL} = -\Delta + V_{NL}(x, \phi)$, the dependence of the potential on the wavefunction implies the failure of linear operator in theory coping with the eigenvalue problem. Rigorously speaking, the eigenspace is even not well-defined, since the solution $H_{NL}\phi(x) = E\phi(x)$ for fixed $E$ never forms a linear space, contradicting to the usual definition. It is still valuable to investigate such eigenvalue problem, though. In the context of the nonlinear Schrödinger equations (NLS), the justification of the existences of the eigenfunction indicates the stationary states of the system, no matter stable or unstable, showing the experimental feasibility of these models. Plus, these special states also offer as strong hints for the classification of the phase trajectories. Some stable states are attractors while some unstable states remark the critical points of the classification (See \[10\text{–}13\]). More importantly, as the varying of norm, some stationary states may emergent while some others disappear, which is called the bifurcation problem of the stationary states. Bifurcation only belongs to nonlinear dynamics, since the wavefunction never change by multiplication with a constant in a linear system. It repeated occurs in physical researches as phenomena of spontaneous symmetry breaking \[14\], in stark differences with some examples of eigenspace modification by external symmetry-breaking effects \[2\].

For strong interests of both the periodical structure and the nonlinear effects, surveys on the nonlinear Schrödinger equations in periodic potential are a natural extension of the previous researches. For instance, Bifurcation problem of Gross-Pitaevskii equation for periodic potential of any dimension was discussed in \[15\]. The soliton and breather solutions of NLS in an array of Bose-Einstein condensates were reported in \[16\]. Multiple solutions in $L^2(\mathbb{R}^2)$ were found in the periodic nonlinear systems under specific conditions \[17, 18\]. For the widely usage and interesting function of honeycomb-type structure, there were also researches specifically focused on the equations in honeycomb lattice: the linear and nonlinear travelling of the edge states \[4, 19\], dynamics of nonlinear waves in the deformed honeycomb lattice \[8, 20\], conical diffraction of the tight-binding lattice \[21\], and results by considering the approximate Dirac equation \[22\]. In particular, we point out the dynamics of the wave pocket compositions of the two-dimensional degenerated ground states dominated by NLS in honeycomb lattice are reported in \[23\]. In that paper, they also take use of the
featured eigenfunctions of the Dirac points, which coincides with this research. However, we focus on periodical function of which the norms are defined in the torus, but not $\mathbb{R}^2$. For weak self-interactions and external potential, the assumption of Bloch periodicity is reasonable, and we give more detailed calculation and conclusions of the features of the eigenfunctions.

The goal of this article is to solve the eigenvalue problem of the nonlinear Schrödinger equation $H_{NL}\phi(x) = E\phi(x)$ for $H^1$ functions of small norm at Dirac points in the torus corresponding to weak, smooth honeycomb potential, where $H^s$ means the functions of the Sobolev space which have up to $s$ order weak derivative function in $L^2$ space ($s \in \mathbb{Z}^+$). Our main result is Theorem VI.1 which states generally, the initially two-dimensional ground states in the linear Hamiltonian of honey lattice, or the eigenspace of the first eigenvalue in other words, bifurcate exactly into eight distinct curves of eigenstates in the nonlinear cases. It is remarkable result to exhibit such an bifurcation pattern, since it quite distinguish itself from many previous work reporting the nonlinear bifurcations. In those cases, the linear equations as the limit of nonlinear ones have one-dimensional ground state in general. When adding up the nonlinear term, the perturbed stationary states around the original ground state still remain one-dimensional. However, in this article, only the perturbation of some specific eigenfunctions in the degenerated two-dimensional eigenspace of the regressive linear Hamiltonian can result in the bifurcation of the nonlinear eigenstates. It looks like that the perturbation theory of degenerated eigenspace in physics monographs, but here we give a rigorous proof of the existence and the uniqueness of the eigenfunctions. It is still unknown if such bifurcation exists when in the strong potential or the norm of the testing function is large, though. In the derivation processes of the main results, the discrete symmetry of the system is found to have great influences in the determination of the allowed parameters that represent the states which eventually get involved in the bifurcation in the nonlinear cases. In honeycomb lattice, these symmetries are the reversion symmetry and the $C_3$ rotation symmetry. The results of this article may extend to any bifurcation of degenerated eigenspace, and we predict the discrete symmetry may play a similar role in the distribution of the allowed parameters.

This article is constructed as follows. In section II we point out the basic knowledge of the linear Schrödinger equation in honeycomb lattice. Several properties of the primitive vectors, dual lattice, Dirac points and their eigenfunctions and eigenvalues are offered
for reference. The result in the article [7] is emphasized as the foundations for the follow-
ing arguments. In section [III] we shortly restate the problem of the nonlinear Schrödinger
equation. Some specific forms of the nonlinear terms and their applications are listed to
show the potential of the researched model. In section [IV] we preliminarily showing the
limitation of the potential candidates of the eigenfunctions. By the analytical methods, we
orthogonally decompose the problem into the solvable system. The shallowing of the allowed
parameter space implies the following discoveries of discrete bifurcation patterns. In section
[V] we deduce two propositions concerning the uniqueness and the radial separability of the
eigenfunctions. For the newly defined parameter space Σ_q, the propositions further inves-
tigate the topologies of the allowed subspace. In section [III] we obtain the main theorem
VI.1 showing there are exactly eight bifurcation curves in general cases. In the deduction
of the main theorem, major efforts are put into the construction of the eigenfunctions by
a bootstrap method. To guarantee the procedure of bootstrapping, we also introduce the
extended concept of pseudo eigenfunction as an intermediary step towards the true eigen-
functions. Six out of the eight modes are figured out by the careful consideration of the
pseudo eigenfunctions.

II. PROPERTIES OF LINEAR SCHRÖDINGER EQUATION

A brief review of the properties of the Schrödinger Equation with periodic potential
is given in this section. By Bloch theorem and some symmetry arguments, we will see
the degeneration of the eigenspace at K point in the momentum space and the distinctive
shapes of the eigenfunctions due to the symmetry group of honeycomb lattice, which plays a
crucial role in the deduction of eigenvalue problem of the nonlinear equation in the following
sections.

Denote \( r_1, r_2 \) as the primitive vectors of the honeycomb lattice, i. e., the potential of the
honeycomb lattice satisfy

\[
\begin{align*}
V(x + r_1) &= V(x), \\
V(x + r_2) &= V(x),
\end{align*}
\]

(1)
where \( r \in \mathbb{R}^2 \) and
\[
\begin{align*}
  r_1 &= \left( \frac{\sqrt{3}}{2}, \frac{1}{2} \right), \\
  r_2 &= \left( \frac{\sqrt{3}}{2}, -\frac{1}{2} \right).
\end{align*}
\]

In the following passage, all the vectors would be of two dimension and written in bold form.

According to the Bloch theorem, we know that the eigenspace of the periodic Hamiltonian can always be decomposed into smaller invariant space in respect with the momentum space. In other words, for any \( k \in \mathbb{R}^2 \), there is a solution \( \psi(r; k) \) satisfying the following equations:

\[
H \psi(x; k) = E \psi(x; k),
\]

\[
\psi(x + r; k) = e^{i k \cdot r} \psi(x; k),
\]

where \( r = N_1 r_1 + N_2 r_2 \) \( (N_1, N_2 \in \mathbb{Z}) \) stands for any element of honeycomb lattice. The Hamiltonian of a typical two-dimensional quantum system with periodic potential can be written as:

\[
H \equiv -\Delta + V(x),
\]

where \( \Delta = \partial_{xx} + \partial_{yy} \) is the Laplacian in \( \mathbb{R}^2 \). For each momentum \( k \), we can also decompose the original eigenvalue problem into the following equivalent problems:

\[
H(k) \phi(x; k) = \mu(k) \phi(x; k),
\]

\[
H(k) = -(\nabla + i k)^2 + V(x),
\]

\[
\phi(x + r; k) = \phi(x; k).
\]

Here \( \phi(k) = \psi(k) e^{-i k \cdot x} \). So the eigenfunctions are converted into periodic ones in terms of honeycomb translation symmetry. Moreover, given enough smoothness condition of the potential, all of these solutions consist of a complete basis in \( L^2(\mathbb{R}^2/\{r\}) \), where \( \mathbb{R}^2/\{r\} \) is the torus constructed by identifying the points whose difference is an element of honeycomb lattice. In the following we rewrite the lattice \( \{r\} \) by \( \Gamma \). For each periodic function \( \phi(x; k) \), discrete Fourier transformation can be conducted to convert the function into the linear space of the dual lattice, the primitive basis of which are:

\[
k_1 = \left( \frac{2 \pi \sqrt{3}}{3}, \frac{2 \pi}{2} \right),
\]

\[
k_2 = \left( \frac{2 \pi \sqrt{3}}{3}, -\frac{2 \pi}{2} \right).
\]
Therefore, all the allowed frequencies in the Fourier transformation of any $\phi(x; k)$ can be rewritten as $N_1k_1 + N_2k_2$ ($N_1, N_2 \in \mathbb{Z}$).

For the honeycomb lattice, additional restrictions except for the translation symmetry are made in the periodic potential $V(x)$ of Eq. (5). It is easy to enumerate all the sufficient and necessary conditions to build up a honeycomb lattice:

1. $V$ is periodic for any element of $\Gamma$.
2. $V$ has inversion symmetry, i.e. $V(-x) = V(x)$.
3. $V$ is invariant under clockwise rotation by $2\pi/3$, i.e. $V(Rx) = V(x)$, where $R$ is a 2 times 2 matrix:

$$R = \begin{pmatrix} -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\ \frac{\sqrt{3}}{2} & -\frac{1}{2} \end{pmatrix} \quad (11)$$

The eigenvalue problem of Eq. (6) at certain specific parameters $k$ has some unusual properties, endowing materials like graphene with irreplaceable value in scientific researches and industry [1]. One of the example is the corner of the Brillouin zone, or $K(K')$ point, the eigenvalue problem of which would be focused on later. Without loss of generality, we only show the properties of the reciprocal momentum space at $K$ point, which is given by

$$K = \frac{4\pi}{3} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad (12)$$

One specificity of the $K$ point is the rotational invariance of the function space $\{\psi(x; K)\}$. In detail, $\{\psi(Rx; K)\}$ is also a eigenfunction of the Eq. (5) with parameter $K$. It implies that we can also define the rotation operator in the solution space $\{\phi(x; K)\}$ of Eq. (5).

To justify the above argument, take $f(x)$ as a eigenfunction of Eq. (5) with parameter $K$. Due to the periodicity condition, $f(x)$ has a representation of Fourier series:

$$f(x) = \sum_{M_1, M_2 \in \mathbb{Z}} c(M_1, M_2) e^{i(M_1 k_1 + M_2 k_2) \cdot x} \quad (13)$$

Rotating the coordinate by matrix $R$, we get:

$$f(Rx) = \sum_{M_1, M_2 \in \mathbb{Z}} c(M_1, M_2) e^{i(R \cdot (K + M_1 k_1 + M_2 k_2) \cdot Rx)}$$

$$= \sum_{M_1, M_2 \in \mathbb{Z}} c(M_1, M_2) e^{iR \cdot (K + M_1 k_1 + M_2 k_2) \cdot x}$$

$$= \sum_{M_1, M_2 \in \mathbb{Z}} c(M_1, M_2) e^{i[(K + (M_2) k_1 + (M_1 - M_2 + 1) k_2) \cdot x]}, \quad (14)$$
where $R^t$ is the transpose of the matrix $R$. It is an immediate result that the transformed function also has the form consistent with Eq. (11) as the original one. Furthermore, the commutativity of the Hamiltonian $H$ and the rotation operator $R$ implies that the transformed function is also an eigenfunction with the same eigenvalue.

It is also noticeable that we can now apply the rotation operator in the smaller subspace $\{\psi(x; K)\}$, or equivalently, $\{\phi(x; K)\}$, the eigenfunction space of the Hamiltonian with parameter $K$.

It is a proverbial fact by representation theory of finite group that the commutative group has only one-dimensional irreducible representations. As a result, every eigenfunction $\phi(x; K)$ of the effective Hamiltonian $H(K)$ can be written as the sum of eigenfunctions which are also the eigenfunctions of the rotation operator. Since $R^3 = I$, the eigenvalue of the rotation operator can only be $1, e^{2\pi i/3}, e^{-2\pi i/3}$. Denote $\omega = e^{2\pi i/3}$, and we further decompose the function space $\{\phi(x; K)\}$ into three smaller spaces:

$$L^2_{K,1} \equiv \{\phi(x; K)|\tilde{R}\phi(x; K) = \phi(x; K)\},$$

$$L^2_{K,\omega} \equiv \{\phi(x; K)|\tilde{R}\phi(x; K) = \omega\phi(x; K)\},$$

$$L^2_{K,\overline{\omega}} \equiv \{\phi(x; K)|\tilde{R}\phi(x; K) = \overline{\omega}\phi(x; K)\},$$

where $\overline{\omega}$ represents the conjugate of $\omega$ and $\tilde{R}$ is a transformed rotation operator: $\tilde{R}f(x) = e^{-iK\cdot x} \left[e^{iK\cdot (-\cdot)} f(\cdot)\right] (Rx)$. An additional noteworthy remark is that if there exists an eigenfunction $f(x) \in L^2_{K,\omega}$ of the Hamiltonian $H(K)$, then $f(-x)$ lying in $L^2_{K,\overline{\omega}}$ is also an eigenfunction of the same eigenvalue. Moreover, for $g(x) \in L^2_{K,\omega}$, $h(x) \in L^2_{K,\overline{\omega}}$ and $M(x)$ a real function of honeycomb lattice symmetry, we have the following equality:

$$I \equiv \int_{\mathbb{R}^2/\Gamma} M(x)\overline{g(x)h(x)} d^2x = \int_{\mathbb{R}^2/\Gamma} M(x)\overline{g(x)h(x)} d^2x = 0.$$  (18)

It can be derived by applying the operator $\tilde{R}$ to the integrand and by the invariance of the measure under the operator. This operation gives $(\overline{\omega}^2 - 1)I = 0 ((\omega^2 - 1)I = 0)$ and then Eq. (18) follows. The rotational properties of the function space are quite useful and some deductions of similar identities are repeated constantly in the following passage.

There are plenties of researches focusing on the eigenvalue problem of the linear system $H(K)$. To name a few, Fefferman and Weinstein have proved the following theorem, showing the degeneration of the eigenspace of the first eigenvalue for some specific weak honeycomb-like potential.
Theorem II.1 (Fefferman and Weinstein\cite{7}) For $V(x)$ a honeycomb lattice, suppose one of the Fourier coefficient of $V(x)$ is nonzero:

$$V_{1,1} = \int_{\mathbb{R}^2/\Gamma} e^{-(k_1 + k_2) \cdot x} V(x) d^2 x \neq 0. \quad (19)$$

Then for sufficiently small $\epsilon$ such that $\epsilon V_{1,1} > 0$, the eigenspace of the first eigenvalue of $H_K = -(\nabla + iK)^2 + \epsilon V(x)$ is two-dimensional, with $\phi_0^a \in L^2_{K,\omega}$ and $\phi_0^b \in L^2_{K,\omega}$ as the two linearly independent eigenfunctions. For proper choices, $\phi_0^a(x) = \phi_0^b(-x)$.

The lowest degenerate two-dimensional linear space, the bifurcation of which with respect to the parameter $k$ in the neighborhood of $K$ is known as the famous Dirac cone, lies exactly in $L^2_{K,\omega} \oplus L^2_{K,\omega}$. In condensed matter physics, this conical dispersion of the electronic spectral implies a type of dynamics dominated by the equation for the massless Dirac fermion \cite{1}. In the following sections, we would take advantage of these symmetrical properties to construct a bootstrap method in the analysis of eigenvalue problem of the nonlinear Schrödinger equation in the honeycomb lattice.

III. NONLINEAR SCHRÖDINGER EQUATION OF HONEYCOMB LATTICE

In this section, we would focus on the nonlinear schrodinger equation (NLS) in a honeycomb lattice, where the nonlinear Hamiltonian is:

$$H = -\Delta + V_{NL}(x, |\psi(x)|^2), \quad (20)$$

where $V_{NL}$ is a $C^\infty$ function of $\psi$ and $x$ and $\psi(x)$ is the function which the Hamiltonian is applied to. There are numerous examples of physical models that can be described by Eq. \cite{20}. Here we present two kinds of the nonlinear effects that attract great interests in the scientific community:

1. Kerr terms \cite{3,9}, or $V_{NL} = V_L + K|\psi|^2$, where $V_L$ is a honeycomb lattice potential independent of $\psi$. It is one of the most simplistic nonlinear term in the nonlinear dynamics. It is also called Gross-Pitaevskii equation (GPE) in the researches of Bose-Einstein condensates. In the language of quantum field theory, it is also regarded as the variation equation of the complex scalar Hamiltonian with $\phi^4$ term. It also consist of an integrable system if the linear term $V_L$ is trivial. This model is well suitable for the case when the strength of...
the wave is not strong, i.e. the $L^2$ norm is not large, say. The integrability also helps to give the analytical soliton solutions, for which why this model is so famous.

(2) Saturable nonlinear Schrödinger equation [9, 24], with the potential as $V_{NL} = K/(1 + V_L + |\psi|^2)$. In this case, the nonlinear is globally bounded for $V_L > 0$ for any points in $\mathbb{R}^2$. It is useful for strong external fields or testing fields, usually discussed in the context of the propagation of electromagnetic field in quantum optics. We will see the differences of the saturable nonlinear term with the Kerr terms in the determination of the eigenfunctions among the pseudo ones.

Although the Bloch theorem fails to decompose the nonlinear system into subproblems with specified momentum $k$, we can also consider the eigenvalue problem within the function space of certain periodicity condition as an approximation for the limit of wavepacket with short width in the momentum space. Specifically, we can define the similar momentum-dependent Hamiltonian:

$$H(k) = -(\nabla + ik)^2 + V_{NL}. \quad (21)$$

For $k$ lies in the bulk of the Brillouin zone, plenties of researches showed usually all the eigenvalues of the linear Hamiltonian $H(k)$ in Eq. (6) are of multiplicity one [1]. For the corresponding models of Eq. (21), it is actually equivalent to a double-well model in the tight-binding approximation [10], with the same bifurcation pattern of the ground state energy, the physical jargon of the first eigenvalue, as the varying of the norm of the eigenfunctions as reported. The equivalence of these two models will be discussed in the forthcoming article of the author. Apart from the bulk cases, things are changed in the Dirac points due to the degeneration of the eigenspace. In the following passage, we are going to show the quite special bifurcation of the eigenfunctions.

IV. THE RESTRICTION OF PARAMETER SPACE IN THE EIGENVALUE PROBLEM

For the sake of construction of eigenfunctions, we consider the approximate linear differential equations, of which the Hamiltonian is:

$$H_t = -\Delta + V_{NL}(x, |\psi(x)|^2), \quad (22)$$
where \( \psi_t \) acted as a test function would be given in different situations. Since now the function inside the nonlinear term is fixed, the Hamiltonian retains its classical definition with linearity. Subsequently, we also define the corresponding Hamiltonian with momentum \( k \):

\[
H_t(k) = -(\nabla + ik)^2 + \vec{V}_{NL}(x, |\phi_t(x)|^2),
\]

\[
\equiv -\Delta_k + V_{NL},
\]

(23)

if \( \psi_t \) is also a Bloch function of the honeycomb lattice.

Recall that the ground states consist of a two-dimension linear subspace of the whole Hilbert space \( L^2(\mathbb{R}^2/\Gamma) \). Denote the basis of the subspace as \( \psi_0^a \) and \( \psi_0^b \), which are of norm one lying in the subspace \( L^2_{K,\omega} \) and \( L^2_{K,\pi} \) defined in section III respectively.

Remark that \( \psi_0^a(x) = \overline{\psi_0^b(−x)} \) as mentioned in section III. To begin the bootstrap argument, we set \( \psi_t = a\psi_0^a + b\psi_0^b \). Below we show that by a perturbation method, the eigenfunction of Eq. (23) for \( \psi_t \) can only exist in a restricted parameter area for \( (a, b) \). Indeed, we have an even more general proposition for many \( \psi_t \):

**Proposition IV.1** For sufficiently small \( \epsilon > 0 \), suppose \( V_{NL}(x, |\phi_t(x)|^2) \) in Eq. (23) is a \( C^\infty(x, |\phi_t|^2) \) function expanded as \( V_{NL} = V_L(x) + v(x, |\phi_t(x)|^2) \), where \( v = K(x)|\phi(x)|^2 + O(|\phi(x)|^4) \) and \( K(x) \) is a nonzero function of honeycomb symmetry. Additionally, \( \phi_t \in H^2(\mathbb{R}^2/\Gamma) \) is chosen to satisfy

\[
1 - \frac{|\langle \phi_t, \psi_0^a \rangle|^2 + |\langle \phi_t, \psi_0^b \rangle|^2}{|\langle \phi_t, \phi_t \rangle|} < \epsilon^4
\]

(24)

and \( \|\phi_t(x)\|_{L^2(\mathbb{R}^2/\Gamma)} < \epsilon K(x) \) satisfies

\[
\int_{\mathbb{R}^2/\Gamma} K(x) \left[ |\psi_0^a(x)|^4 - 2|\psi_0^b(x)|^2|\phi_0^a(x)|^2 \right] d^2x
\]

\[
= \int_{\mathbb{R}^2/\Gamma} K(x) \left[ |\psi_0^b(x)|^4 - 2|\psi_0^a(x)|^2|\phi_0^a(x)|^2 \right] d^2x \neq 0.
\]

(25)

Then there exists \( \delta > 0 \) so that the necessary condition that there exists an eigenvalue function \( \phi(x) \) in \( H^2(\mathbb{R}^2/\Gamma) \) of Eq. (23), such that \( \langle \phi(x) - \phi_t(x), \phi_0^a(x) \rangle = \langle \phi(x) - \phi_t(x), \phi_0^b(x) \rangle = 0 \) and \( (H_t(k) - E_0)\|\phi(x)\|_{L^2(\mathbb{R}^2/\Gamma)} < \epsilon \|\phi(x)\|_{L^2(\mathbb{R}^2/\Gamma)} \), is that either

\[
\frac{\langle \phi_0^a, \phi \rangle}{\langle \phi, \phi \rangle} < \delta \quad \text{or} \quad \frac{\langle \phi_0^b, \phi \rangle}{\langle \phi, \phi \rangle} < \delta,
\]

(26)
or
\[ ||\langle \phi_0^a, \phi \rangle||^2 - ||\langle \phi_0^b, \phi \rangle||^2 < \delta. \]  

(27)

Here \( \langle \cdot, \cdot \rangle \) means the inner product in the space \( L^2(\mathbb{R}^2/\Gamma) \) and \( E_0 \) is the first eigenvalue of the function-independent \( H(K) \), the linear Hamiltonian Eq. (23) with \( \phi_t = 0 \).

Proof Suppose the existence of the eigenfunction of Eq. (23). To find an eigenfunction of small norm, we can expand the supposed eigenfunction \( \phi(x) \) as

\[ \phi = \epsilon(a\phi_0^a + b\phi_0^b) + \widetilde{\phi}_1, \]

where \( |a|^2 + |b|^2 = 1 \) and \( \widetilde{\phi}_1 \) is orthogonal to \( \phi_0^a \) and \( \phi_0^b \) in \( L^2 \) space. Suppose the eigenvalue of \( \phi \) is \( E_0 + E_1 \) and substitute Eq. (28) into Eq. (23). We have

\[
\begin{align*}
&\left[ -\Delta_K \epsilon(a\phi_0^a + b\phi_0^b) + V_L \epsilon(a\phi_0^a + b\phi_0^b) \right] - \Delta_K \widetilde{\phi}_1 + V_L \widetilde{\phi}_1 + v(|\phi_t|^2) \widetilde{\phi}_1 \\
= &\ v(|\phi_t|^2) \epsilon(a\phi_0^a + b\phi_0^b) + (E_0 + E_1) \widetilde{\phi}_1 + E_1 \epsilon(a\phi_0^a + b\phi_0^b).
\end{align*}
\]

(29)

By the definition of \( \phi_0^a \) and \( \phi_0^b \), the first term in the left hand side vanishes. Therefore, we derive a linear, nonhomogeneous elliptical function for \( \widetilde{\phi}_1 \). Define \( L = -\Delta_K + V_L - E_0 \). To solve this partially differential equation, we decompose both sides of the equation into two orthogonal spaces by two operators \( M_\parallel \) and \( M_\perp \), which project \( L^2(\mathbb{R}^2/\Gamma) \) into \( \{\phi_0^a\} \oplus \{\phi_0^b\} \) and its orthogonal complementary space, respectively. In other words,

\[ M_\perp \phi_0^a = M_\perp \phi_0^b = 0, \quad M_\perp \widetilde{\phi}_1 = \widetilde{\phi}_1 \]

(30)

and \( M_\parallel = I - M_\perp \). Then we transform Eq. (29) into two equations:

\[
\begin{align*}
(L - E_1) \widetilde{\phi}_1 + M_\perp [v(|\phi_t|^2) \widetilde{\phi}_1] &= -M_\parallel [v(|\phi_t|^2) \epsilon(a\phi_0^a + b\phi_0^b)], \\
M_\parallel [v(|\phi_t|^2) \widetilde{\phi}_1] &= E_1 \epsilon(a\phi_0^a + b\phi_0^b).
\end{align*}
\]

(31)

Here we use \( \langle \phi_0^a, L\widetilde{\phi}_1 \rangle = \langle \phi_0^b, L\widetilde{\phi}_1 \rangle = 0 \). Since the elliptic operator has a discrete spectrum, it is readily obtained that \( L \) is a reversible operator in the space \( M_\perp L_2(\mathbb{R}^2/\Gamma) \). Therefore, given \( \epsilon \) and \( E_1 \) are sufficiently small, we have a unique solution of Eq. (31):

\[
\widetilde{\phi}_1 = -(1 + L^{-1} M_\perp [v(|\phi_t|^2) \cdot (\cdot)])^{-1} L^{-1} M_\perp [v(|\phi_t|^2) \epsilon(a\phi_0^a + b\phi_0^b)],
\]

(33)

where \( v(|\phi_t|^2) \cdot (\cdot) \) represent the operator of multiplying a \( C^\infty \) function \( v(\phi_t) \) if \( \phi_t \in C^\infty(\mathbb{R}^2/\Gamma) \). If \( E_1 \) is supposed to be small enough, the invertibility of the operator
\(1 - L^{-1}M_\perp[v(|\phi_1|^2) \cdot (\cdot) + E_1]\) results from the small norm of \(v(|\phi_1|^2)\) and \(E_1\). Indeed, by elliptic regularity, this operator should be a reversible mapping in \(M_\perp H^s(\mathbb{R}^2/\Gamma)\) for any \(s\). See lemma A.1 in the appendix. So the \(\tilde{\phi}_1\) is also a \(C^\infty\) function. Note that \(\|\tilde{\phi}_1\|_{L^2} \sim O(\epsilon^3)\) from Eq. (33).

Now it is time to examine the consistency of the \(\tilde{\phi}_1\) given by Eq. (31) with Eq. (32). Substitute the expression of \(\tilde{\phi}_1\) into Eq. (32) and calculate the inner product in each side with \(\phi^a_0\) and \(\phi^b_0\) and then we have the following two consistency conditions:

\[
\int_{\mathbb{R}^2/\Gamma} v(|\phi_1|^2) \left[ \epsilon a |\phi^a_0|^2 + \epsilon b \bar{\phi}^a_0 \phi^b_0 + \bar{\phi}_0 \phi_1 \right] d^2x = \epsilon E_1 a, \tag{34}
\]

\[
\int_{\mathbb{R}^2/\Gamma} v(|\phi_1|^2) \left[ \epsilon a \bar{\phi}^a_0 \phi^a_0 + \epsilon b |\phi^b_0|^2 + \bar{\phi}_0 \phi_1 \right] d^2x = \epsilon E_1 b. \tag{35}
\]

Eliminate \(E_1\) by the linear combinations \(b\cdot\text{Eq. (34)} - a\cdot\text{Eq. (35)}\) and the consistency condition is transferred to be

\[
ab(E_a - E_b) = a^2 E_{int} - b^2 E_{int} + \frac{1}{\epsilon} \int_{\mathbb{R}^2/\Gamma} v(|\phi_1|^2) \tilde{\phi}_1 [b \phi^a_0 - a \phi^b_0] d^2x, \tag{36}
\]

where

\[
E_a = \int_{\mathbb{R}^2/\Gamma} v(|\phi_1|^2) |\phi^a_0|^2 d^2x, \tag{37}
\]

\[
E_b = \int_{\mathbb{R}^2/\Gamma} v(|\phi_1|^2) |\phi^b_0|^2 d^2x, \tag{38}
\]

\[
E_{int} = \int_{\mathbb{R}^2} v(|\phi_1|^2) \bar{\phi}^a_0 \phi^b_0 d^2x. \tag{39}
\]

According to the condition satisfied by \(\tilde{\phi}_1\) (Eq. (33)) and \(v(|\phi_1|^2)\) (Eq. (24)), it is readily known from the expansion about \(\epsilon\) that the last term in the right hand side of Eq. (36) is of order \(O(\epsilon^4)\) and

\[
E_a = \epsilon^2 [a^2 I_a + |b|^2 I_{int}] + O(\epsilon^4), \tag{40}
\]

\[
E_b = \epsilon^2 [a^2 I_{int} + |b|^2 I_b] + O(\epsilon^4), \tag{41}
\]

\[
E_{int} = \epsilon^2 [a \bar{\Phi}^{int}] + O(\epsilon^4), \tag{42}
\]

where \(I_a = \int K |\phi^a_0|^4\), \(I_b = \int K |\phi^b_0|^4\) and \(I_{int} = \int K |\phi^a_0|^2 |\phi^b_0|^2\). Here Eq. (18) is used. Since \(I_a = I_b\) derived by the properties of these two function aforementioned, denote \(I_{one} \equiv I_a = I_b\). Therefore, Eq. (36) is rewritten as

\[
ab(|b|^2 - |a|^2) [I_{one} - 2I_{int}] + J(\epsilon) = 0, \tag{43}
\]
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where \( J \sim O(\epsilon^2) \). Let \( |P| < C\epsilon^2 \). Suppose the converse of conditions Eqs. (26) and (27) in Proposition [IV.1]. If \( \delta = |C\epsilon/(I_{one} - 2I_{int})|^{1/3} \), the left hand side of Eq. (43) must be greater than 0, contradicting the existence of the eigenfunction of (23). \( \square \)

V. UNIQUENESS AND RADIAL SEPARABILITY OF THE ALLOWED PARAMETER SPACE

We have discussed the necessary conditions for ones to find the eigenfunctions of the nonlinear system. Only in a highly restricted parameter space for \( a \) and \( b \) mentioned above can the existence of the eigenfunction be proved. It gives a strong hint that the original two-dimensional linear space of the stationary wavefunction space spontaneously decays into limited cases in the parameter space. Now we further investigate the properties of the parameter space.

In the following passage, we define the full parameter space \( \Sigma = \{(a, b)| |a|^2 + |b|^2 = 1\} \). Here \( a \) and \( b \) share the same meaning as defined in section IV. Apparently, the eigenfunction is physically unchanged if multiplied by an constant complex number of norm 1. This equivalence can be even expanded if consider the linear system, since now the eigenfunction forms a linear space and is even unchanged after multiplication by a constant without the restriction of norm 1, although it is not the case here. For this reason, we redefine a new quotient space of \( \Sigma \) as \( \Sigma_q = \Sigma/T \), where \( T \) is a set of binary equivalence relations \( \{(a, b) \sim (c, d)| ad - bc = 0\} \). If the topology of \( \Sigma_q \) is inherited from the natural topology of metric space \( \mathbb{C}^2 \), then it is readily seen the homeomorphism of \( \Sigma_q \) to \( S^2 \) in \( \mathbb{R}^2 \).

For the nonlinear equation, we subsequently define the allowed parameter space \( \Sigma_q^a(\epsilon) \), which is the set of all the allowed pairs \( (a, b, \epsilon) \) for which there at least exists one eigenfunction \( \phi \in H^2 \) of the nonlinear Hamiltonian with the eigenvalue \( E \) such that \( \|\phi\|_{L^2} \leq \epsilon \) and \( |E - E_0| \leq \epsilon \), where we set \( \epsilon < \epsilon_0 \) such that Eq. (33) is well-defined. Given all the preparation, we firstly consider the Lipschitz continuity of \( \phi \) in the allowed parameter space:

Lemma V.1 For sufficiently small \( \epsilon > 0 \), suppose \( (a^{(1)}, b^{(1)}), (a^{(2)}, b^{(2)}) \) are both pairs in \( \Sigma_q^a(\epsilon) \). Then for any pairs \( (a^{(1)}, b^{(1)}, E^{(1)}, \phi^{(1)}), (a^{(2)}, b^{(2)}, E^{(2)}, \phi^{(2)}) \) satisfying the condition of Proposition [IV.1], we have the following relation:

\[
\|M_\perp(\phi^{(1)} - \phi^{(2)})\|_{H^s(\mathbb{R}^2/T)} \leq C \left(|a^{(1)} - a^{(2)}| + |b^{(1)} - b^{(2)}|\right) \epsilon^3
\]  

(44)
for any $s \geq 2$, where $C$ is only dependant of $V_{NL}$ and $s$.

Proof Substitute the two pairs $(a^{(i)}, b^{(i)}, E^{(i)}, \phi^{(i)})$ $(i = 1, 2)$ into Eq. (31) and calculate the difference

$$
L \left( \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \right) = E_1^{(1)} \left( \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \right) - M_\perp \left[ v \left( |\phi_0^{(1)}|^2 \right) \left( \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \right) \right] \\
+ M_\perp \left[ \tilde{\phi}_1^{(2)} \left( v \left( |\phi_0^{(1)}|^2 \right) - v \left( |\phi_0^{(2)}|^2 \right) \right) \right] \\
= -\epsilon M_\perp \left[ v \left( |\phi_0^{(1)}|^2 \right) \left( a^{(1)} - a^{(2)} \right) \phi_0^a - \epsilon M_\perp \left[ v \left( |\phi_0^{(1)}|^2 \right) \left( b^{(1)} - b^{(2)} \right) \phi_0^b \right] \\
- \epsilon M_\perp \left[ \left( v \left( |\phi_0^{(1)}|^2 \right) - v \left( |\phi_0^{(2)}|^2 \right) \right) \left( a^{(2)} \phi_0^a + b^{(2)} \phi_0^b \right) \right].
$$

(45)

Therefore, we further transfer the equation as

$$
L \left( \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \right) = E_1^{(1)} \left( \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \right) - M_\perp \left[ v \left( |\phi_0^{(1)}|^2 \right) \left( \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \right) \right] \\
+ \left( E_1^{(2)} - E_1^{(1)} \right) \tilde{\phi}_1^{(2)}.
$$

(46)

The properties to be unravelled are the difference $E^{(2)} - E^{(1)}$. Here we invoke the Eqs. (31) and (35). Note that we only need to consider the case when $a^{(1)} - a^{(2)}$ and $b^{(1)} - b^{(2)}$ are sufficiently small. For both the differences are greater than a certain number, say $1/\sqrt{2}$, we only need to prove $\tilde{\phi}_1^{(i)} \sim O(\epsilon^3)$, which is already proved in Proposition [IV.1]. Then suppose $a^{(1)} > 1/\sqrt{2}$ and $a^{(1)} - a^{(2)} < 1/(2\sqrt{2})$ without loss of generality. We just need to pick Eq. (31) and get:

$$
E_1^{(1)} - E_1^{(2)} = \int_{\mathbb{R}^2/\Gamma} \left\{ v \left( |\phi_0^{(1)}|^2 \right) \left[ \frac{b^{(1)}}{a^{(1)}} - \frac{b^{(2)}}{a^{(2)}} \right] \phi_0^a \phi_0^b + \frac{\left( \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \right) \phi_0^a}{\epsilon a^{(1)}} - \frac{\left( a^{(1)} - a^{(2)} \right) \phi_0^b}{\epsilon a^{(1)} a^{(2)}} \phi_0^a \right\} \mathbf{d}^2 x.
$$

(47)

To disentangle the absolute value sign, note that for any $A, B, C, D, |A + B| - |C + D| \leq |A + B - C - D| \leq |A - C| + |B - D|$. Let $A = \tilde{\phi}_1^{(1)}$, $B = a^{(1)} \phi_0^a + b^{(1)} \phi_0^b$, $C = \tilde{\phi}_1^{(2)}$ and $D = a^{(2)} \phi_0^a + b^{(2)} \phi_0^b$. In sum, we can estimate $\tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)}$ as

$$
\| \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \|_{H^s} \leq C_1 \epsilon^2 \| \tilde{\phi}_1^{(1)} - \tilde{\phi}_1^{(2)} \|_{H^s} + C_2 \epsilon^3 \left( |a^{(1)} - a^{(2)}| + |b^{(1)} - b^{(2)}| \right).
$$

(48)
Here we take use of the finite norms of $L^{-1}$ and $M_{\perp}$, the $C^\infty$ properties of $v(x)$ and several estimations: $v(|\phi(i)|^2) \sim O(\epsilon^2)$, $D(|\phi_1^{(i)}|^2, |\phi_2^{(i)}|^2) \sim O(\epsilon)$ and $\tilde{\phi}_1^{(i)} \sim O(\epsilon^3)$. For the $H^s$ regularity, we use the arguments in Lemma A.1. Then the proof is complete. \hfill $\square$

For $a^{(1)} = a^{(2)}$, $b^{(1)} = b^{(2)}$, we readily obtain $\tilde{\phi}_1^{(1)} = \tilde{\phi}_1^{(2)}$, which means the uniqueness of the solution:

**Proposition V.1 (Uniqueness)** For $(a, b)$ an allowed pair in $\Sigma_q^a(\epsilon)$, there is only one eigenfunction $\phi$ of Eq. (21), or in an equivalent meaning, an eigenfunction of Eq. (23) with $\phi_t = \phi$ that satisfy the conditions in Proposition IV.1.

It endows each allowed parameter pair a bijection towards an eigenfunction. A more crucial fact is we can actually prove the following proposition of the radial separability of the allowed parameter space in small $\epsilon$. Based on the restriction of allowed parameter space given in Proposition IV.1 below the Proposition V.2 excludes a wide internal around a given allowed pair of the whole parameter space in the radial direction. It indeed implies the allowed parameter space can only be at most one-dimensional, showing a giant progress toward the main theorem.

**Proposition V.2 (Radial Separability)** For the pair $(a^{(1)}, b^{(1)}) = (\cos(\theta)e^{i\alpha}, \sin(\theta)e^{i\beta})$ in $\Sigma_q^a(\epsilon)$. Suppose there exists an eigenfunction $\phi$ of Eq. (22), i.e. an eigenfunction of Eq. (23) with $\phi_t = \phi$, that satisfies the condition given in Proposition IV.1. Then the following statements of the radial separability hold:

1. If there exists $\delta > 0$ such that $|a^{(1)}| \geq \delta$ and $|b^{(1)}| \geq \delta$, then for sufficiently small $\epsilon$, there is not another distinct allowed pair $(a^{(2)}, b^{(2)}) = (\cos(\theta')e^{i\alpha}, \sin(\theta')e^{i\beta})$ for which there exists an eigenfunction of Eq. (22) that also satisfies the same condition while $|a^{(2)}| \geq \delta$ and $|b^{(2)}| \geq \delta$.

2. If $a^{(1)} = 0$ or $b^{(1)} = 0$, then there exist $\delta > 0$ such that for sufficiently small $\epsilon > 0$, there is not another distinct allowed pair $(a^{(2)}, b^{(2)})$ for which there exists an eigenfunction of Eq. (22) that also satisfies the same condition while $|a^{(2)}| \leq \delta$ or $|b^{(2)}| \leq \delta$.

**Proof** We start the proof from Eqs. (34) and (35). Substitute $(a^{(i)}, b^{(i)}, E^{(i)}, \phi^{(i)})$ ($i = 1, 2$)
into the equations and calculate the differences we have:

\[
E_1^{(1)} (a^{(1)} - a^{(2)}) + \left( E_1^{(1)} - E_1^{(2)} \right) \\
= \int_{\mathbb{R}^2 / \Gamma} \left\{ v \left( |\phi^{(1)}|^2 \right) \left[ (a^{(1)} - a^{(2)}) |\phi_0^a|^2 + (b^{(1)} - b^{(2)}) \frac{\phi_0^a \phi_0^b}{\epsilon} \right] \\
+ \left[ v \left( |\phi^{(1)}|^2 \right) - v \left( |\phi^{(2)}|^2 \right) \right] \left( a^{(2)} |\phi_0^b|^2 + b^{(2)} \frac{\phi_0^a \phi_0^b}{\epsilon} \right) \right\} d^2x, \\
\text{and} \\
E_1^{(1)} (b^{(1)} - b^{(2)}) + \left( E_1^{(1)} - E_1^{(2)} \right) \\
= \int_{\mathbb{R}^2 / \Gamma} \left\{ v (\phi^{(1)}) \left[ (b^{(1)} - b^{(2)}) |\phi_0^b|^2 + (a^{(1)} - a^{(2)}) \frac{\phi_0^a \phi_0^b}{\epsilon} \right] \\
+ \left[ v (\phi^{(1)}) - v (\phi^{(2)}) \right] \left( b^{(2)} |\phi_0^b|^2 + a^{(2)} \frac{\phi_0^a \phi_0^b}{\epsilon} \right) \right\} d^2x. \tag{49}
\]

By \( v(|\phi|^2) = K(x)|\phi|^2 + O(|\phi|^4) \) and Lemma [V.1] we can figure out the terms of order \( \epsilon^2 \):

\[
E_1^{(1)} (a^{(1)} - a^{(2)}) + \left( E_1^{(1)} - E_1^{(2)} \right) a^{(2)} \\
= \int_{\mathbb{R}^2 / \Gamma} \left\{ \epsilon^2 \left[ (a^{(1)} - a^{(2)}) |\phi_0^a|^2 + (b^{(1)} - b^{(2)}) \frac{\phi_0^a \phi_0^b}{\epsilon} \right] K |a^{(1)} \phi_0^a + b^{(1)} \phi_0^b|^2 \\
+ \epsilon^2 K \left( |a^{(1)} \phi_0^a + b^{(1)} \phi_0^b|^2 - |a^{(2)} \phi_0^a + b^{(2)} \phi_0^b|^2 \right) \left( a^{(2)} |\phi_0^b|^2 + b^{(2)} \frac{\phi_0^a \phi_0^b}{\epsilon} \right) \\
+ (|a^{(1)} - a^{(2)}| + |b^{(1)} - b^{(2)}|) O(\epsilon^4) \right\} d^2x, \tag{51}
\]

\[
E_1^{(1)} (b^{(1)} - b^{(2)}) + \left( E_1^{(1)} - E_1^{(2)} \right) b^{(2)} \\
= \int_{\mathbb{R}^2 / \Gamma} \left\{ \epsilon^2 \left[ (b^{(1)} - b^{(2)}) |\phi_0^b|^2 + (a^{(1)} - a^{(2)}) \frac{\phi_0^a \phi_0^b}{\epsilon} \right] K |a^{(1)} \phi_0^a + b^{(1)} \phi_0^b|^2 \\
+ \epsilon^2 K \left( |a^{(1)} \phi_0^a + b^{(1)} \phi_0^b|^2 - |a^{(2)} \phi_0^a + b^{(2)} \phi_0^b|^2 \right) \left( b^{(2)} |\phi_0^b|^2 + a^{(2)} \frac{\phi_0^a \phi_0^b}{\epsilon} \right) \\
+ (|a^{(1)} - a^{(2)}| + |b^{(1)} - b^{(2)}|) O(\epsilon^4) \right\} d^2x. \tag{52}
\]

Like the arguments in Proposition [V.1] we rewrite the above equations in the form of \( I_{int} \) and \( I_{one} \) as

\[
E_1^{(1)} - E_1^{(2)} = \frac{a^{(1)} - a^{(2)}}{a^{(2)}} \left( 2\epsilon^2 |b^{(1)}|^2 I_{int} + \epsilon^2 |a^{(1)}|^2 I_{one} - E_1^{(1)} \right) \\
+ \epsilon^2 \left( 2 |b^{(1)}|^2 - 2 |b^{(2)}|^2 \right) I_{int} + \epsilon^2 \left( |a^{(1)}|^2 - |a^{(2)}|^2 \right) I_{one}, \tag{53}
\]

\[
E_1^{(1)} - E_1^{(2)} = \frac{b^{(1)} - b^{(2)}}{b^{(2)}} \left( 2\epsilon^2 |a^{(1)}|^2 I_{int} + \epsilon^2 |b^{(1)}|^2 I_{one} - E_1^{(1)} \right) \\
+ \epsilon^2 \left( 2 |a^{(1)}|^2 - 2 |a^{(2)}|^2 \right) I_{int} + \epsilon^2 \left( |b^{(1)}|^2 - |b^{(2)}|^2 \right) I_{one}. \tag{54}
\]
Here we complete the proof of the radial separability by classifying them into two cases:

(i) In the case (1) of the proposition, suppose the existences of both two allowed pairs. Remark that the first terms of Eqs. \((53)\) and \((54)\) are of order \(\left( |a^{(1)}| - |a^{(2)}| + |b^{(1)}| - |b^{(2)}| \right) / \delta O(\epsilon^4)\) by Proposition \([V.1]\). Then \(2(2I_{int} - I_{one})(|a^{(1)}|^2 - |a^{(2)}|^2)(1 + O(\epsilon^2)/\delta) = 0\), which is contradictory when \(\epsilon\) is much smaller than \(\delta^{1/2}\).

(ii) In the case (2) of the proposition, suppose \(a^{(1)} = 1\) without loss of generality and the existences of both two allowed pairs. We firstly derive \(E_1^{(1)} = \epsilon^2 I_{one} + O(\epsilon^4)\), \(E_1^{(2)} = \epsilon^2 I_{one} + O(\epsilon^4)\) from Eq. \((34)\) in Proposition \([V.1]\). Therefore, we have \(2(2I_{int} - I_{one})O(\delta) + [2I_{int} - I_{one} + O(\epsilon^2)][1 + O(\delta)] = 0\). Then we can choose a \(\delta\) such that \(|O(\delta)| < 1/4\), say. At this time, for sufficiently small \(\epsilon\) this identity leads to a contradictory.

It is noteworthy to point out the different preconditions of the two cases. In the first case, as \(\epsilon\) goes to 0, \(\delta\) can also tend to 0, means if there is an allowed pair \((a, b)\) in the first case, then for a long region in the radial direction except the neighborhoods of \((0, 1)\) and \((1, 0)\), there is no another different one. So it is a powerful tool to exclude the unallowed cases. On the other hand, there is no way from the existence of allowed pairs of the first case to claim the impossibilities of \((0, 1)\) and \((1, 0)\) being allowed pairs. Therefore, it is necessary to refer to the second case in order to have a complete understanding of the radial separability.

VI. A BOOTSTRAP METHOD FOR THE CONSTRUCTION OF EIGENFUNCTIONS

All the preparation for the proof of the main theorem has been done. In the following passage we focus on the existence of eigenfunctions for certain pairs in \(\Sigma^a_q\). Based on the previous propositions, there are clearly two kinds of potential candidates worth being considered: two "polar" points \((0, 1),\ (1, 0)\) and one "equator" \((a, b)\) with \(|a| = |b|\). Once they are proved to be in allowed parameter space \(\Sigma^a_q\), they are just all the allowed pairs of \(\Sigma^a_q\). However, actually things are different in these two cases: While we do construct the corresponding eigenfunctions for the polar points \((0, 1)\) and \((1, 0)\), we can only obtain a pseudo or approximate eigenfunctions for the generic points of the equator circle. A deeper perturbation analysis gives generally only in 6 points we can get the true eigenfunctions.

Through the demonstration, a bootstrap method will be repeatedly used to construct several convergent series of functions, the limits of which are our targeted eigenfunctions or
the pseudo eigenfunctions and thus the existence part of the eigenvalue problem is complete. Fundamentally, this bootstrap method is a rewording of the perturbation theory, which are well-known to and frequently used by physicists. However, a rigorous proof of the existence of eigenfunctions after the so-called perturbation and their regularity will be given in this article.

In order to construct the subsequent reasoning, it is useful to find a complete orthogonal basis of the space $L^2_K(\mathbb{R}^2/\Gamma)$. A natural choice is the eigenfunctions of the linear Hamiltonian $H_L = -\Delta_K + V_L(x)$, the completeness of which is guaranteed by the elliptical operator theory. For reference, we denote $(\phi^a_i, E^a_i)$ ($i \in \mathbb{Z}^+$) as the other eigenfunctions of $H_L$ except $\phi^0_0$ and $\phi^0_b$ and their corresponding eigenvalues. Recall that in section III each of these eigenfunctions is also classified into one of the three subspaces: $L^2_{K,1}$, $L^2_{K,\omega}$ and $L^2_{K,\infty}$. We denote $i_1$, $i_\omega$, $i_\infty$ as the index of the eigenfunctions $\phi^a_i$ which lie in the three subspaces, respectively.

**Theorem VI.1** Suppose $V_{NL}(x, |\psi_i(x)|^2)$ in Eq. (21) defined as that in Proposition IV.1. If $K(x)$ satisfies $I_{one} - 2I_{int} \neq 0$, then for sufficiently small $\epsilon > 0$, the allowed parameter space $\Gamma^a_q$ defined in section I satisfies $\{(0, 1), (1, 0)\} \subset \Gamma^a_q \subset \{(0, 1), (1, 0)\} \cup \{(a, b)||a| = |b|\}$. The corresponding eigenfunctions of the pairs $(0, 1)$ and $(1, 0)$ are unique, of which the eigenvalues are both equal to $E = E_0 + \epsilon^2(I_{one} + O(\epsilon^2))$. Moreover, if the nonlinear term $V_{NL}$ can be further expanded as $V_{NL} = V_L(x) + K(x)|\phi|^2 + M(x)|\phi|^4 + O(|\phi|^6)$ and below the imaginary part of the complex interaction term is nonzero:

$$I_{c-int} = \left[ 3T_2 + \int_{\mathbb{R}^2/\Gamma} M(\overline{\phi^a_0 \phi^b_0})^2 d^2x \right] \neq 0,$$

(55)

where $T_2$ represents

$$T_2 = -\sum_{n \in i_1} \frac{1}{E^0_i - E_0} \int_{\mathbb{R}^2/\Gamma} K \phi^b_b \phi^a_0 \phi^a_0 \phi^b_0 d^2x \int_{\mathbb{R}^2} K \overline{\phi^a_0 \phi^b_0 \phi^b_0} d^2x.$$

(56)

then

$$\Gamma^a_q = \{(0, 1), (1, 0)\} \cup \left\{ \left( \frac{1}{\sqrt{2}}, \frac{e^{-i\theta_1}}{\sqrt{2}} \right), \left( \frac{1}{\sqrt{2}}, \frac{e^{-i\theta_1 + 2\pi i/3}}{\sqrt{2}} \right), \left( \frac{1}{\sqrt{2}}, \frac{e^{-i\theta_1 + 4\pi i/3}}{\sqrt{2}} \right) \right\}$$

$$\cup \left\{ \left( \frac{1}{\sqrt{2}}, -\frac{e^{-i\theta_2}}{\sqrt{2}} \right), \left( \frac{1}{\sqrt{2}}, -\frac{e^{-i\theta_2 + 2\pi i/3}}{\sqrt{2}} \right), \left( \frac{1}{\sqrt{2}}, -\frac{e^{-i\theta_2 + 4\pi i/3}}{\sqrt{2}} \right) \right\},$$

(57)

where $\theta_1, \theta_2 = \arg(I_{c-int})/3 + O(\epsilon^2)$. For each of the eight pairs, there is a unique eigenfunction in $H^2(\mathbb{R}^2/\Gamma)$ and the eigenvalues of the elements in each of the three sets are equal.
The eigenvalue of the second set is \( E = E_0 + \epsilon^2 (I_{\text{int}} + I_{\text{one}}/2 + O(\epsilon^2)) \) and the eigenvalue of the third set has also the same expansion to the order of \( O(\epsilon^2) \). All the above eigenfunctions are \( C^\infty \) functions.

**Proof** Based on the aforementioned proposition, we firstly prove the existence of eigenfunctions for the allowed pairs \((0, 1)\) and \((1, 0)\). Without loss of generality, we only prove the case of \((1, 0)\). To begin with, we are trying to find the eigenfunction of Eq. (23) with \( \phi_t = \epsilon \phi_0^a \). As in Proposition. IV.1, we can easily get the counterpart in \( M_{\perp} L^2 \) space when \( \epsilon \) is sufficiently small. We can even acquire the more exact estimation of the operator in Eq. (33). As a result of Lemma A.1, we find the operator in Eq. (33) is indeed a contracting mapping in any \( H^s \) if \( \epsilon \) is supposed to be small enough for each space. We apply the transformed rotation operator \( \tilde{R} \) defined in section II to both sides of Eq. (33). Recall the definition of \( \tilde{R} \), it is readily to find \( \tilde{R} \Delta_K \psi = \Delta_K \tilde{R} \psi \). Furthermore, \( \tilde{R} \) is also commutative with \( M_{\perp} \). Then if \( |\phi_t|^2 \) is invariant under the transformed rotation, \( \tilde{R} \tilde{\phi}_1 = P(\tilde{R} \epsilon \phi_0^a) = \omega P \epsilon \phi_0^a = \omega \tilde{\phi}_1 \). This result leads to an miraculous cancellation of Eq. (35): the integrations involving \( \phi_0^b \phi_0^a \) and \( \tilde{\phi}_0^b \tilde{\phi}_1 \) vanish, so that the second consistency condition is automatically satisfied.

Before going to the bootstrap procedure, we still need to prove the existence of \( E_1 \) that solve the eigenvalue problem of \( H_t \) with \( \phi_t = \epsilon \phi_0^a \). Substitute \( E_1 = (1 + \mu) \epsilon^2 I_{\text{one}} \) into Eq. (34) and rewrite it as

\[
\mu = f_{2,1}(\epsilon, \mu),
\]

where \( f_{2,1} \) means \( f_{2,1} \sim O(\epsilon^2) \) and \( f_{2,1} \) is an Lipschitz function of \( \mu \). For \( \epsilon \) sufficiently small, \( f_{2,1} \) can be defined when \( \mu < C \) since we only need to ensure the existence of \( P \) in Eq. (33). Suppose \( |f_{2,1}| < C|\epsilon|^2 \). Since \( f_{2,1}(\epsilon, C|\epsilon|^2) < C|\epsilon|^2 \), by the Brouwer fixed point theorem, there must exist \( \mu_0(\epsilon) \in \mathbb{C} \) such that \( |\mu_0(\epsilon)| < C|\epsilon|^2 \) and \( f_{2,1}(\epsilon, \mu_0(\epsilon)) = \mu_0(\epsilon) \). By Proposition IV.1 \( \mu \) and thus the eigenfunction and its corresponding eigenvalue are unique for \( E_1 \) and \( \epsilon \) small enough. Since \( H_t \) is a self-adjoint operator, the eigenvalue is also real.

After the construction of the eigenfunction of \( H_t \) for \( \phi_t = \epsilon \phi_0^a \), next we continue to find an eigenfunction of \( H_t \) for \( \phi_t = \phi_1 = \epsilon \phi_0^a + \tilde{\phi}_1 \). Under a similar procedure, denote the orthogonal counterpart as \( \tilde{\phi}_2 \) and the correction of the eigenvalue compared to \( E_0 \) as \( E_2 \). For the same reason, we can always find the cancellation of Eq. (35) and the existence of \( E_2 \). The iteration can go on for any \( n \in \mathbb{Z}^+ \) and there is a series of \( \{(\phi_n, E_n)\} \). To complete the first part of the theorem, we need to prove the convergence of both the two series of
$E_n$ and $\phi_n$ through the bootstrap procedure and examine the limit of them turn out to be consistent with Eq. (21).

Similar to the arguments in Lemma V.1 we estimate $\tilde{\phi}_{n+1} - \tilde{\phi}_n$ by Eq. (31) and obtain

$$L(\tilde{\phi}_{n+1} - \tilde{\phi}_n) = E_{n+1}(\tilde{\phi}_{n+1} - \tilde{\phi}_n) - M_1 \left[ v(|\phi_n|^2)(\tilde{\phi}_{n+1} - \tilde{\phi}_n) \right]$$

$$- M_1 [D(|\phi_n|^2, |\phi_{n-1}|^2)(|\phi_n|^2 - |\phi_{n-1}|^2)\phi_n]$$

$$+ (E_{n+1} - E_n)\tilde{\phi}_n.$$  \hspace{1cm} (59)

It implies $\|\phi_{n+1} - \phi_n\|_{H^s} \leq C\epsilon^2(\|\phi_n - \phi_{n-1}\|_{H^s} + |E_{n+1} - E_n|)$. Turning to the series of $E_n$, the estimation of $E_{n+1} - E_n$ can be derived by Eq. (33) as

$$E_{n+1} - E_n = \frac{1}{\epsilon} \int_{\mathbb{R}^2/\Gamma} \left\{ v(\phi_1) \left[ (\tilde{\phi}_{n+1} - \tilde{\phi}_n)\phi_0^a \right] \right\}$$

$$+ D(|\phi_n|^2, |\phi_{n-1}|^2)(|\phi_n|^2 - |\phi_{n-1}|^2)\phi_0^a \phi_n \right\} d^2x.$$  \hspace{1cm} (60)

Therefore $|E_{n+1} - E_n| \leq C\epsilon^2(\|\phi_n - \phi_{n-1}\|_{H^s} + |E_{n+1} - E_n|)$. Eventually, $\|\phi_{n+1} - \phi_n\|_{H^s} \leq C\epsilon^2\|\phi_n - \phi_{n-1}\|_{H^s}$ and $|E_{n+1} - E_n| \leq C\epsilon^2\|\phi_n - \phi_{n-1}\|_{H^s}$, showing the convergence of $\{\phi_n\}$ and $E_n$. Denote the limits of these two series are $\phi$ and $E'$ respectively, then

$$\|H(K)\phi - (E_0 + E')\phi\|_{H^s} \leq C(\|\phi - \phi_n\|_{H^s} + |E' - E_n|),$$  \hspace{1cm} (61)

the right hand side of which goes to zero as $n \to \infty$. As a result, $\phi \in H^s(\mathbb{R}^2/\Gamma)$ is the eigenfunction wanted. Since $\Delta_K\bar{\phi}(-x) = (\Delta_K \cdot \phi)(-x)$, $\bar{\phi}(-x)$ is also an eigenfunction of $H_K$ with the same eigenvalue and its projection in $M_\parallel$ is represented by $(0,1)$. The proof of the first case is complete.

Now we consider the case $|a| = |b|$. Given the equivalence relation of the parameter space, assume $|a| = 1/\sqrt{2}$ and $|b| = e^{i\beta/\sqrt{2}}$ without loss of generality. Following the similar steps in the first case, we can set $\phi_t = \epsilon(\phi_0^a + e^{i\beta}\phi_0^b)/\sqrt{2}$ and obtain the corresponding $\tilde{\phi}_1$.

Apply the same operator mentioned above, i.e. $\bar{\phi}_1(-x) = (\epsilon/\sqrt{2})P(\phi_0^a + e^{i\beta}\phi_0^b)(-x) = (\epsilon/\sqrt{2})e^{-i\beta}P(\phi_0^a + e^{i\beta}\phi_0^b) = e^{-i\beta}\tilde{\phi}_1$. Similarly, this identity is also available to any $\phi_t$ such that $\bar{\phi}_t(-x) = e^{-i\beta}\phi_t$ if they exist. To continue the same bootstrap procedure, we need to examine the consistency of Eqs. (34) and (35). Apply the inversion-conjugation operation to both sides of Eq. (34) and multiply it by $e^{i\beta}$, we have a similar equation compared to Eq. (35):

$$\int_{\mathbb{R}^2/\Gamma} v(|\phi_t|^2)[e^{i\beta}|\phi_0^a|^2 + \bar{\phi}_0^a\phi_1^a + \bar{\phi}_0^a\phi_t^a]d^2x = E_1 e^{i\beta}\phi_0^b.$$  \hspace{1cm} (62)
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For real $E_1$, it implies the automatic consistency of Eq. (35). However, in generic cases, $E_1$ can be complex. Although there is no such automatic consistency generally, we can still define a pseudo eigenfunction and its pseudo eigenvalue by simultaneously satisfying the revised Eq. (33) and Eq. (34):

$$\widetilde{\phi}_1 = -\frac{1}{\sqrt{2}}(1 + L^{-1}M_\perp[v(|\phi_t|^2) \cdot (\cdot)] - \text{Re}[E_1]L^{-1})^{-1}L^{-1}M_\perp[v(|\phi_t|^2)\epsilon(\phi_0^a + e^{i\beta}\phi_0^b)],$$

$$E_1 = \int_{\mathbb{R}^2/\Gamma} v(|\phi_t|^2) \left[ |\phi_0^a|^2 + e^{i\beta}\phi_0^b + \sqrt{2}\frac{\phi_0^a\phi_0^b}{\epsilon} \right] d^2x. \quad (64)$$

From the definition of the solution of the pseudo eigenvalue problem, now the existence of $E_1$ can be proved again from Brouwer fixed point theorem. Actually, suppose $E_1 = \epsilon(1 + \mu)(I_{\text{one}}/2 + I_{\text{int}})$. We still have $\mu = f_{2,1}(\epsilon, \mu)$ and $|f_{2,1}| < C\epsilon^2$. For $f_{2,1}$ a Lipschitz function of $\mu$, there exists $\mu_0(\epsilon)$ such that both Eqs. (63) and (64) are satisfied by Brouwer fixed point theorem like Eq. (58). The uniqueness of $E_1$ should be reconsidered. In this situation, suppose they are two pairs $(E_1^{(1)}, \phi_1^{(1)})$ and $(E_1^{(2)}, \phi_1^{(2)})$. Then

$$L(\phi_1^{(1)} - \phi_1^{(2)}) + v(|\phi_t|^2)(\phi_1^{(1)} - \phi_1^{(2)}) = \text{Re}(E_1^{(1)} - E_1^{(2)})\phi_1^{(1)} + \text{Re}(E_1^{(2)})\phi_1^{(1)} = \phi_1^{(1)} - \phi_1^{(2)}. \quad (65)$$

Since $|\text{Re}(E_1^{(1)} - E_1^{(2)})| \leq |E_1^{(1)} - E_1^{(2)}|$, following the same argument in Lemma V.1 can finally prove the uniqueness of $\phi_1$ as a pseudo eigenfunction and $E_1$ as a pseudo eigenvalue for sufficiently small $\epsilon$.

As the bootstrap procedure goes on, we also acquire two series of the eigenpairs $\{\phi_n\}$ and $E_n$ for each $\beta$. Similarly, the limits exist and denote them as $\phi(\beta)$ and $E'(\beta)$. By the same argument above we can reconstruct Lemma V.1 and Proposition V.1 even for the pseudo eigenvalue problem, in other words the eigenpairs satisfying Eqs. (63) and (64) for $\widetilde{\phi}_1$, $\phi_t$, and $E_1$ replaced by $\phi$, $\phi_t$ and $E_1$ replaced by $E_1^{(1)}$ and $E_1^{(2)}$. So at this time we should take the conjugation of Eq. (54) and calculate the difference of Eqs. (63) and (64), the result showing a similar contradiction like in Proposition V.2.

The remaining work is to figure out the true eigenfunctions from the pseudo ones, meaning the imaginary part of the eigenvalue Im$(E') = 0$. Intuitively, the leading order of the left hand side of Eq. (64) that has complex contribution may determine the distribution of the allowed pairs in $\Sigma_q^a$ and their corresponding eigenfunctions in the strict meaning. For the order $O(\epsilon^2)$, we have calculate them as $\epsilon^2(I_{\text{one}}/2 + I_{\text{int}})$, which is real and therefore has no
effects on the location of the allowed parameter pairs. Before calculate the terms of order \( O(\epsilon^4) \), we need to calculate the leading term of \( \tilde{\phi} \). As mentioned before, \( \tilde{\phi}(\beta) \sim O(\epsilon^3) \), so we can rewrite Eq. (63) as

\[
\tilde{\phi}(\beta) = -\epsilon^3 L^{-1} M_\perp \left[ |\phi_0^a + e^{i\beta} \phi_0^b|^2 (\phi_0^a + e^{i\beta} \phi_0^b) \right] + O(\epsilon^5). \tag{66}
\]

As it states in the beginning of this section, we can regard \( M_\perp L^2 \) as the closure of the linear span of the basis \{\phi_0^i\}. For any \((\phi_0^i, E_0^i)\), we have \( L^{-1} \phi_0^i = \phi_0^i/(E_0^i - E_0) \) by definition. Therefore, we can rewrite \( \tilde{\phi}(\beta) \) as

\[
\tilde{\phi}(\beta) = -\epsilon^3 \left[ \sum_{n=1}^{\infty} \frac{\phi_0^n}{E_0^n - E_0} \int_{\mathbb{R}^2/\Gamma} |\phi_0^a + e^{i\beta} \phi_0^b|^2 (\phi_0^a + e^{i\beta} \phi_0^b) \overline{\phi_0^n} d^2x \right] + O(\epsilon^5) \tag{67}
\]

Substituting Eq. (67) into Eq. (64), The consistency condition for the order \( O(\epsilon^4) \) is

\[
e^4 \text{Im} \left[ \int_{\mathbb{R}^2/\Gamma} M |\phi_0^a + e^{i\beta} \phi_0^b|^4 e^{i\beta} \overline{\phi_0^b} d^2x + \int_{\mathbb{R}^2/\Gamma} \left( 2K |\phi_0^a + e^{i\beta} \phi_0^b|^2 \overline{\phi_0^a} \phi_0^b + K (\phi_0^a + e^{i\beta} \phi_0^b)^2 \overline{\phi_0^n} \overline{\phi_0^n} \right) d^2x \right] = e^4 \text{Im} \left\{ \int_{\mathbb{R}^2/\Gamma} M |\phi_0^a + e^{i\beta} \phi_0^b|^4 e^{i\beta} \overline{\phi_0^b} d^2x - \sum_{n=1}^{\infty} \left[ 2 \int_{\mathbb{R}^2/\Gamma} K |\phi_0^a + e^{i\beta} \phi_0^b|^2 \overline{\phi_0^a} \phi_0^b d^2x \int_{\mathbb{R}^2/\Gamma} K |\phi_0^a + e^{i\beta} \phi_0^b|^2 (\phi_0^a + e^{i\beta} \phi_0^b) \overline{\phi_0^n} d^2x \\
+ \int_{\mathbb{R}^2/\Gamma} K |\phi_0^a + e^{i\beta} \phi_0^b|^2 (\phi_0^a + e^{i\beta} \phi_0^b) \phi_0^n d^2x \int_{\mathbb{R}^2/\Gamma} K (\phi_0^a + e^{i\beta} \phi_0^b)^2 \overline{\phi_0^n} \overline{\phi_0^n} d^2x \right] \right\} \tag{68}
\]

where \( v \) is supposed to be expanded as \( v = K(\mathbf{x})|\phi|^2 + M(\mathbf{x})|\phi|^4 + O(|\phi|^6) \). To simplify Eq. (68), we classify the summand in the summation into three categories: \( n \in i_1, n \in i_\omega \) and \( n \in i_\pi \), which are defined in the beginning of this section. For \( n \in i_\pi \), since the necessary condition that the integration is nonzero is the integrand remains unchanged under the action of the transformed rotation operator \( \tilde{R} \), the summation of these terms turn out to be real:

\[
S_\pi = - \text{Im} \left[ \int_{\mathbb{R}^2/\Gamma} 2K \phi_0^n \overline{\phi_0^a} |\phi_0^a|^2 \int_{\mathbb{R}^2/\Gamma} K \left( 2\phi_0^n \phi_0^b |\phi_0^b|^2 + \phi_0^n \phi_0^b |\phi_0^b|^2 \right) \\
+ \int_{\mathbb{R}^2/\Gamma} K \left( 2\phi_0^n \phi_0^b |\phi_0^b|^2 + \phi_0^n \phi_0^b |\phi_0^b|^2 \right) \int_{\mathbb{R}^2/\Gamma} 2K \phi_0^n \phi_0^b |\phi_0^b|^2 \right] = 0. \tag{69}
\]

The same for \( n \in i_\omega \). Things are different when \( n \in i_1 \). In this case, the imaginary part of
the summation can depend on $\beta$:

$$S_1 = -\text{Im} \left[ \int 2K \overline{\phi_0^a} \phi_0^b \phi_0^n \int K \left( \phi_0^a \overline{\phi_0^b} \phi_0^n + \phi_0^b \overline{\phi_0^a} \phi_0^n e^{3i\beta} \right) \right] + \int K \overline{\phi_0^b} \phi_0^b \phi_0^n \int K \left( \phi_0^a \overline{\phi_0^b} \phi_0^n + \phi_0^b \overline{\phi_0^a} \phi_0^n e^{3i\beta} \right)$$

$$= -3\text{Im} \left[ e^{3i\beta} \int K \overline{\phi_0^b} \phi_0^b \phi_0^n \int K \overline{\phi_0^a} \phi_0^a \phi_0^n \right].$$

(70)

For the first integration of Eq. (68), following a similar simplification can result in the form of $\text{Im}[e^{3i\theta} \int M \overline{\phi_0^a} \phi_0^b \phi_0^n]$. Therefore, Eq. (68) can be rewritten as

$$\text{Im} E'(\beta) = \text{Im}[e^A e^{3i\beta} I_{c-\text{int}} + O(e^0)].$$

(71)

where $I_{c-\text{int}}$ is given in Theorem VI.1. For $\beta$ close to $-\theta$ defined in the theorem and sufficiently small $\epsilon$, suppose $\beta = \gamma - \theta$ it is obvious that $\text{Im} E'(\gamma) > 0$ for $\pi/3 - C\epsilon^2 > \gamma > C\epsilon^2$ and $\text{Im} E'(\gamma) < 0$ for $-\pi/3 + C\epsilon^2 < \gamma < -C\epsilon^2$. For the zero point theorem, there exist $\beta$ such that $\text{Im} E' = 0$. For all the $\beta \in [-\pi, \pi)$, we can conclude that there are at least six points such that let $\text{Im} E'(\beta) = 0$, the locations of which are just as described in Theorem VI.1. Furthermore, Applying the transformed rotation operator $\tilde{R}$ to the eigenfunction $\phi$, we can prove $\tilde{R}\phi$ and $\tilde{R}^2\phi$, with $\beta$ transformed to $\beta + 2\pi/3$ and $\beta + 4\pi/3$, are also the eigenfunctions of $H(K)$ of the same eigenvalue because of the commutivity of $\tilde{R}$ and $H(K)$.

The remaining work is the uniqueness of the six fixed pairs. Suppose there are two distinct allowed pairs $(1/\sqrt{2}, e^{i\beta(1)}/\sqrt{2})$ and $(1/\sqrt{2}, e^{i\beta(2)}/\sqrt{2})$, whose eigenvalues are $E'(1)$ and $E'(2)$, respectively. By Eq. (47), we find $\text{Im}[E'(\beta(1)) - E'(\beta(2))] \sim O(|b(1) - b(2)|)$. Therefore, like Proposition VI.2, we have

$$\text{Im}(E'(1) - E'(2)) = \text{Im} \left[ \left( e^{3i\beta(1)} - e^{3i\beta(2)} \right) \left( e^A I_{c-\text{int}} + \frac{O(e^{\delta})}{e^{2i\beta(1)} + e^{2i\beta(2)} + e^{i\beta(1) + i\beta(2)}} \right) \right] = 0. \quad (72)$$

Then suppose one of $\beta(i)$ is not one of the given six points, so for sufficiently small $\epsilon$, we can suppose the two allowed pairs are close enough, like $|\beta(1) - \beta(2)| < \pi/6$, say. Thus the absent value of the denominator of the second term is $|1 + e^{i(\beta(1) - \beta(2))} + e^{2i(\beta(1) - \beta(2))}| > C$.

For $\epsilon$ sufficiently small,

$$\frac{\text{arg}(E'(1) - E'(2))}{e^A} = \text{arg}(I_{c-\text{int}}) + \text{arg}(e^{3i\beta(1)}) + \text{arg}(1 - e^{3i(\beta(1) - \beta(2))}) + O(\epsilon^2)$$

$$= \text{arg}(1 - e^{3i(\beta(1) - \beta(2))}) + O(\epsilon^2) \neq 0,$$

(73)

contradicting to the assumption and we therefore complete the second part of the proof. For the $C^\infty$ continuity of the eigenfunctions, see the appendix. \qed
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Appendix A: Analytical analysis of regularity and $C^\infty$ continuity of the eigenfunctions

In the appendix, we add the necessary analysis for the regularity problems occurred in the main text. The primary question is $-\Delta u + f(x)u = 0$ in $\Omega$ with homogeneous Dirichlet boundary condition $u = 0$ on $\partial\Omega$. We claim that for any function $u \in H^s(\Omega)$, the following inequality holds:

$$
\|\nabla u\|_{L^p(\Omega)} \leq C(s,p)\|u\|_{H^s(\Omega)}
$$

for any $s \geq 1$ and $1 < p < \infty$. The proof of this inequality involves the use of Sobolev embedding theorems and Morrey’s inequality. We assume that $\Omega$ is a bounded domain with a smooth boundary.

Lemma A.1 Suppose for sufficiently small $\epsilon > 0$, the norm of $\phi_i$, which are defined as $H^s(\mathbb{R}^2/\Gamma)$ functions with index $\epsilon$, satisfies $\|\phi_i\|_{H^s} \leq C(s)\epsilon$ and $|E_1(\epsilon)| \leq C\epsilon$. Then for any $s \in Z^+$ ($s \geq 2$), there exist $\epsilon(s)$ such that for any $\epsilon < \epsilon(s)$, the operator $P : H^s \rightarrow H^{s+1}$ such that $P\psi = -(1 + L^{-1}M_\perp[v(|\phi_i|^2)\cdot(\cdot)] - E_1L^{-1})^{-1}L^{-1}M_\perp[v(|\phi_i|^2)\cdot(\cdot)]$ has the norm of $O(\epsilon^2)$.

Proof The core step is the regularity of the operator with multiplier $v(|\phi_i|^2)$. According to the Morrey inequality, we have the embedding of $H^s$ into the Holder space $H^s \subset C^{s-2,1-\delta}$ for any $0 < s < 1$. Since $v(x)$ is supposed as a $C^\infty$ function, $v(|\phi_i|^2)$ is an $C^{s-2}$ function and for any partial derivatives $|D^j v(|\phi_i|^2)| \leq C\epsilon^2$ in terms of $x$.

We still need to prove it is actually a $H^{s+1}$ function. Recall that by the Sobolev inequality, any $\phi_i$ is also in the Sobolev space $W^{s-1,p}$ for any $1 \leq p < \infty$. We claim $\|\phi_i\|_{W^{s-1,p}} \leq C(s,p)\|\phi_i\|_{H^s}$ for any $p$ and will prove it by definition. We now see $\phi_i$ as defined in $H^s_{loc}(\mathbb{R}^2)$. For the denseness of $C^\infty$ functions in any local Sobolev space, we can choose a series $\Phi_j \in C^\infty \cap W^{s-1,p}$ such that $\Phi_j \rightarrow \phi_i$. Then it follows that for the partial derivatives of any order $k \leq s - 1$ $D^k v(x, \phi)$,
where \( v \) is considered as the function of \( x = \{x, y\} \) and \( |\phi|^2 \), we have

\[
\int_S |D^k v(|\phi_t|^2) - D^k v(|\Phi_t|^2)|^p d^2 x \leq \left( \sup_{|\phi|<|\phi_t|} \partial_\theta D^k v \right)^p \int_S ||\phi_t||^2 - ||\Phi_t||^2 |d^2 x| \to 0 \tag{A1}
\]

for any \( S \) a compact subset of \( \mathbb{R}^2 \). Then we conclude that \( D^k v(|\Phi_j|^2) \to D^k v(|\phi_t|^2) \) in \( L^p_{loc} \) for any \( p \). According to the Riesz Theorem, there is an subsequence of \( \Phi_j \) such that \( \Phi_j \to \phi_t \) a. e. in \( \mathbb{R}^2 \). Then from the \( C^\infty \) continuity of \( D^k v, D^k v(|\Phi_t|^2) \to D^k v(|\phi_t|^2) \) a. e. in \( \mathbb{R}^2 \). For the formal partial derivatives of \( v(|\phi_t|^2) \) in terms of \( x \), we can rewrite it as

\[
D^\ell_{j m} v(|\phi_t|^2) = \sum_{0 \leq k_1, k_2, m_j \leq i} C(m_j, k_1, k_2) v_{k_1, k_2} (x, \phi_t) \prod_{j=1}^{k_2} D^{m_j}(|\phi_t|^2) \tag{A2}
\]

where all the \( D^\ell \) means the partial derivatives of variants \( x \) and \( y \) and \( k_1, k_2 \) represent the order of the partial derivative \( D^k \) for \( x \) and \( \phi \), respectively. By the dominated convergence theorem, we can readily conclude that

\[
\int_S |D^\ell v(|\Phi_j|^2) - D^\ell_{j m} v(|\phi_t|^2)|^p d^2 x \leq C \left( \sup_{|\phi|<|\phi_t|} D^k v \right)^p \|\Phi_j - \phi_t\|_{W^{s, p}(S)}
\]

\[+ \sum_{0 \leq k, m_j \leq i} \int_S |D^k v(|\Phi_j|^2) - D^k v(|\phi_t|^2)|^p \prod_{j=1}^{k_2} D^{m_j}(|\phi_t|^2) d^2 x \to 0, \tag{A3}\]

showing the \( L^p \) convergence of \( D^\ell v(|\Phi_j|^2) \to D^\ell_{j m} v(|\phi_t|^2) \). Recall the definition of the weak derivatives for any function in \( H^{s+1-p} \). Then for any testing function \( q \in C_0^\infty (\mathbb{R}^2) \), the identities

\[
\int_S q D^\ell v(|\Phi_j|^2) d^2 x = (-1)^{|\ell|} \int_S v(|\Phi_j|^2) D^\ell q d^2 x \tag{A4}
\]

have the limit

\[
\int_S q D^\ell_{j m} v(|\phi_t|^2) d^2 x = (-1)^{|\ell|} \int_S v(|\phi_t|^2) D^\ell q d^2 x \tag{A5}
\]

by the convergence of \( D^\ell v(|\Phi_j|^2) \) and \( v(|\phi_t|^2) \) in \( L^2_{loc} \). Therefore we confirm the claim.

Going through the procedure above for \( v[\epsilon^2(|\phi_t|^2/\epsilon^2)]/\epsilon^2 \), we have \( \|v(|\phi_t|^2)\psi\|_{H^{s-1}} \leq C \epsilon^2 \|\psi\|_{H^s} \), by choosing \( p \) great enough and use the Hölder inequality. \( M_\perp \) is a bounded operator for any \( H^s \) space, and \( L^{-1} \) is a bound mapping from \( H^{s-1} \) to \( H^{s+1} \) according to the elliptical regularity. Therefore, for \( \epsilon \) sufficiently small, \( P \) is also well-defined mapping between \( H^s \to H^{s+1} \) and the norm is of the order \( O(\epsilon^2) \).  

\( \square \)
For the $C^\infty$ continuity of any eigenfunctions of the nonlinear Hamiltonian, one can just prove the similar lemma for $\tilde{\phi} = L^{-1} M_L [E\tilde{\phi} + v(|\phi|^2)\phi]$. Therefore finish the last part of Theorem VI.1.
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