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\textbf{Abstract.} We prove a fractional Pohozaev type identity in a generalized framework and discuss its applications. Specifically, we shall consider applications to nonexistence of solutions in the case of supercritical semilinear Dirichlet problems and regarding a Hadamard formula for the derivative of Dirichlet eigenvalues of the fractional Laplacian with respect to domain deformations. We also derive the simplicity of radial eigenvalues in the case of radial bounded domains and apply the Hadamard formula to this case.

1. Introduction

Let $\Omega$ be a bounded open set of class $C^{1,1}$ and $s \in (0,1)$. We consider the semilinear fractional Dirichlet problem
\begin{equation}
(\Delta)^s u = f(u) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \mathbb{R}^N \setminus \Omega.
\end{equation}
Here $(-\Delta)^s$ denotes the fractional Laplacian, which, for sufficiently regular functions $\varphi$, is pointwisely given by
\begin{equation}
(-\Delta)^s \varphi(x) = c_{N,s} \int_{\mathbb{R}^N} \frac{\varphi(x) - \varphi(y)}{|x-y|^{N+2s}} dy = \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{2\varphi(x) - \varphi(x+y) - \varphi(x-y)}{|y|^{N+2s}} dy.
\end{equation}
with $c_{N,s} = \pi^{-\frac{N}{2}} s \frac{\Gamma(\frac{N}{2}+s)}{\Gamma(1-s)}$. Moreover, we assume that
\begin{equation}
f : \mathbb{R} \to \mathbb{R} \text{ in (1.1) is locally Lipschitz},
\end{equation}
and we let $F \in C^1(\mathbb{R})$ be defined by $F(t) = \int_0^t f(s) ds$. We consider (1.1) in weak sense. For this we define
\begin{equation}
\mathcal{H}_0^s(\Omega) := \{u \in H^s(\mathbb{R}^N) : u \equiv 0 \text{ on } \mathbb{R}^N \setminus \Omega\} \subset H^s(\mathbb{R}^N).
\end{equation}
Here $H^s(\mathbb{R}^N)$ is the set of those functions $u$ for which $\mathcal{E}(u,u)$, with $\mathcal{E}$ defined as in (1.4), is finite. By definition, a function $u \in \mathcal{H}_0^s(\Omega) \cap L^\infty(\Omega)$ is a weak solution of (1.1) if
\begin{equation}
\mathcal{E}(u,v) = \int_\Omega f(u)v \, dx \quad \text{for all } v \in \mathcal{H}_0^s(\Omega),
\end{equation}
where
\begin{equation}
(v,w) \mapsto \mathcal{E}(v,w) := \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(v(x)-v(y))(w(x)-w(y))}{|x-y|^{N+2s}} \, dx \, dy.
\end{equation}
From (1.2) and the elliptic regularity theory for weak solutions developed in recent years (see [14][16]), it follows that every weak solution $u \in \mathcal{H}_0^s(\Omega) \cap L^\infty(\Omega)$ is contained in the space $C_0^s(\Omega) \cap C^{\frac{s}{2}+1-\varepsilon}_{loc}(\Omega)$ for every $\varepsilon \in (0,2s+1)$. Here $C_0^s(\Omega) = \{u \in C^s(\Omega) : u = 0 \text{ in } \mathbb{R}^N \setminus \Omega\}$. Moreover, it has been proved in [14] that
\begin{equation}
\text{the function } \varphi_u := \frac{u}{\delta^s} \text{ extends uniquely to a function in } C^\alpha(\mathbb{R}) \text{ for some } \alpha > 0,
\end{equation}
where, here and in the following, we let $\delta(x) = \text{dist}(x,\mathbb{R}^N \setminus \Omega)$ for $x \in \mathbb{R}^N$. 

In the seminal paper [15], Ros-Oton and Serra introduced and proved a fractional Pohozaev identity which states that every (weak) solution of (1.1) satisfies
\[
\Gamma(1 + s)^2 \int_{\partial\Omega} \psi_u^2 x \cdot \nu \, d\sigma = 2N \int_{\Omega} F(u) \, dx - (N - 2s) \int_{\Omega} f(u) u \, dx,
\]
see [15, Theorem 1.1]. Here \( \nu \) in (1.5) is the unit outer normal vector field. This identity has proved to be highly relevant in the study of (1.1). In particular, it yields a nonexistence result for (1.1) in the case where \( \Omega \) is starshaped and \( f \) satisfies a supercritical growth condition, see [15, Corollary 1.3]. Somewhat surprisingly, (1.5) is already useful in the linear case
\[
\frac{\partial^s}{\partial (\partial^s)^2} u(x) = f(x)
\]
for (1.1) in the case where \( \Omega \) is a ball or an annulus. Moreover, (1.5) has been used recently in [4] to prove the nonradiality of second Dirichlet eigenfunctions of \( (-\Delta)^s \) in the case \( \Omega = B_1(0) \). Note that these properties are standard in the local case \( s = 1 \), where tools like separation of variables and ODE techniques are available.

The main purpose of this paper is to present a generalization of the identity (1.5) depending on a given Lipschitz vector field \( \mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N) \). We recall that every such vector field is a.e. differentiable on \( \mathbb{R}^N \), so its derivative \( d\mathcal{X} \) and also \( \mathcal{X} \) are a.e. well defined on \( \mathbb{R}^N \).

For every such vector field, we let
\[
K_{\mathcal{X}}(x, y) := \frac{C_{\mathcal{X}, s}}{2} \left[ (\text{div} \mathcal{X}(x) + \text{div} \mathcal{X}(y)) - (N + 2s) \frac{(\mathcal{X}(x) - \mathcal{X}(y)) \cdot (x - y)}{|x - y|^2} \right] \frac{1}{|x - y|^{N + 2s}}
\]
for \( x, y \in \mathbb{R}^N, x \neq y \), and we call \( K_{\mathcal{X}} \) the fractional deformation kernel associated with the vector field \( \mathcal{X} \). We will justify this name further below. Moreover, we denote by \( \mathcal{E}_\mathcal{X} \) the bilinear form associated to the Kernel \( K_{\mathcal{X}} \), i.e,
\[
\mathcal{E}_\mathcal{X}(v, w) := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (v(x) - v(y))(w(x) - w(y)) K_{\mathcal{X}}(x, y) \, dx \, dy \quad \text{for all } v, w \in H^s(\mathbb{R}^N).
\]

Our first main result for problem (1.1) is the following.

**Theorem 1.1.** Let \( u \in H_0^s(\Omega) \cap L^\infty(\Omega) \) be a (weak) solution of the problem (1.1). Then we have
\[
\Gamma(1 + s)^2 \int_{\partial\Omega} \left( \frac{\partial}{\partial\nu} \right)^2 \mathcal{X} \cdot \nu \, dx = 2 \int_{\Omega} F(u) \text{div} \mathcal{X} \, dx - \mathcal{E}_\mathcal{X}(u, u) \quad \text{for all } \mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N)
\]
with \( F(t) = \int_0^t f(s) \, ds \). Here \( \nu \) is the outer unit normal to the boundary and \( \mathcal{E}_\mathcal{X}(v, w) \) is defined as in (1.7).

**Theorem 1.1** is a particular case of the following more general identity.

**Theorem 1.2.** Let \( u \in H^s(\mathbb{R}^N) \) such that \( u \equiv 0 \) in \( \mathbb{R}^N \setminus \Omega \). Moreover, assume \( (-\Delta)^s u \in L^\infty(\Omega) \) if \( 2s > 1 \) and \( (-\Delta)^s u \in C_\text{loc}(\Omega) \cap L^\infty(\Omega) \) with \( \alpha > 1 - 2s \) if \( 2s \leq 1 \). Then we have
\[
2 \int_{\Omega} \nabla u \cdot \mathcal{X}(-\Delta)^s u \, dx = -\Gamma^2(1 + s) \int_{\partial\Omega} \left( \frac{\partial}{\partial\nu} \right)^2 \mathcal{X} \cdot \nu \, dx - \mathcal{E}_\mathcal{X}(u, u),
\]
for any vector field \( \mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N) \).

To deduce formula (1.8) from (1.9) it simply suffices to use the pointwise identities \( (-\Delta)^s u = f(u), \nabla F(u) = f(u)\nabla u \) and to integrate by parts, noting that \( F(0) = 0 \). As noted already above, the regularity assumptions of Theorem 1.2 are satisfied in this case as a consequence.
of assumption (1.2) and the elliptic regularity theory for weak solutions developed in [14,16]. We note that Theorem 1.2 generalizes [15] Proposition 1.6 where the particular vector field $\mathcal{X} \equiv \text{id} : \mathbb{R}^N \to \mathbb{R}^N$ is considered. Indeed, in the case $\mathcal{X} \equiv \text{id}$, we have

$$\text{div} \mathcal{X} \equiv N \quad \text{and} \quad K_X(x,y) = \frac{cN}{2} (N-2s) |x-y|^{-N-2s} \quad \text{for} \ x, y \in \mathbb{R}^N,$$

so (1.9) reduces to

$$2 \int_{\Omega} (x \cdot \nabla)(-\Delta)^s u \, dx = -\Gamma(1+s) \int_{\Omega} (\Delta^s)^2 x \cdot \nu \, dx - (N-2s) \int_{\partial\Omega} u (-\Delta)^s u \, d\sigma.$$

This is the identity stated in [15] Proposition 1.6. Moreover, for every weak solution of (1.11) we have

$$\mathcal{E}_X(u,u) = (N-2s)\mathcal{E}(u,u) = (N-2s) \int_{\Omega} f(u) \, dx$$

in this case, and therefore (1.8) reduces to (1.5).

We also note the following integration-by-parts formula, which is an immediate consequence of Theorem 1.2.

**Theorem 1.3.** Let $u, v \in H^s(\mathbb{R}^N)$ be functions with $u \equiv 0 \equiv v$ in $\mathbb{R}^N \setminus \Omega$. Moreover, assume $(-\Delta)^s u, (-\Delta)^s v \in L^\infty(\Omega)$ if $2s > 1$ and $(-\Delta)^s u, (-\Delta)^s v \in C^\alpha_{\text{loc}}(\Omega) \cap L^\infty(\Omega)$ with $\alpha > 1 - 2s$ if $2s \leq 1$. Then, for any vector field $\mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N)$, it holds that

$$\int_{\Omega} \nabla u \cdot \mathcal{X}(-\Delta)^s v \, dx = -\int_{\Omega} \nabla v \cdot \mathcal{X}(-\Delta)^s u \, dx - \Gamma(1+s) \int_{\partial\Omega} \frac{\nabla v}{\delta^s} \mathcal{X} \cdot \nu \, d\sigma - \mathcal{E}_\mathcal{X}(u,v). \quad (1.10)$$

To deduce this theorem from Theorem 1.2 it suffices to apply (1.9) to $u, v$ and $u + v$ and to evaluate the difference $\mathcal{E}_\mathcal{X}(u+v, u+v) - \mathcal{E}_\mathcal{X}(v, v) - \mathcal{E}_\mathcal{X}(u, u)$. We note that Theorem 1.3 is stated in [15] Theorem 1.9 in the particular case of constant coordinate vector fields $\mathcal{X} \equiv e_i$, $i = 1, \ldots, N$, in which $K_E \equiv 0$ and therefore (1.10) reduces to

$$\int_{\Omega} u_{x_i}(-\Delta)^s v \, dx = -\int_{\Omega} v_{x_i}(-\Delta)^s u \, dx - \Gamma(1+s) \int_{\partial\Omega} \frac{\nabla v}{\delta^s} \nu_i \, d\sigma.$$

The following corollary of Theorem 1.3 is devoted again to problem (1.1) and deals with a class of vector fields leading to the same RHS as in (1.5) (up to a constant).

**Corollary 1.4.** Let $\mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N)$, and suppose that

$$(\mathcal{X}(x) - \mathcal{X}(y)) \cdot (x - y) = c|x-y|^2 \quad \text{for all} \ x, y \in \mathbb{R}^N \quad (1.11)$$

with some constant $c \in \mathbb{R}$. Moreover, let $u \in H^s_0(\Omega) \cap L^\infty(\Omega)$ be a (weak) solution of the problem (1.1). Then we have

$$\Gamma(1+s)^2 \int_{\partial\Omega} \psi^2 \mathcal{X} \cdot \nu \, dx = c \left( 2N \int_{\Omega} F(u) \, dx - (N-2s) \int_{\Omega} f(u) \, dx \right). \quad (1.12)$$

**Remark 1.5.** It is easy to see that condition (1.11) is equivalent to

$$(d\mathcal{X}(y)h) \cdot h = c|h|^2 \quad \text{for a.e.} \ y \in \mathbb{R}^N \ \text{and every} \ h \in \mathbb{R}^N.$$  \quad (1.13)

Applying (1.13) to the coordinate vectors $e_1, \ldots, e_N \in \mathbb{R}^N$, we deduce that $\text{div} \mathcal{X} \equiv cN$ a.e. on $\mathbb{R}^N$. We note that condition (1.11) is satisfied if

$$x \mapsto \mathcal{X}(x) = cx + \mathcal{Y}(x) + v, \quad (1.14)$$

with $v \in \mathbb{R}^N$ is a constant vector and $\mathcal{Y}$ is any linear combination of the vector fields

$$x \mapsto \mathcal{Y}^{ij}(x) = x_i e_j - x_j e_i, \quad 1 \leq i < j \leq N.$$
In Section 2, we also deduce the following corollary from Theorem 1.1.

**Corollary 1.6.** Let \( \mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N) \), and suppose that

\[
div \mathcal{X}(x) \geq c_1 \quad \text{and} \quad (\mathcal{X}(x) - \mathcal{X}(y)) \cdot (x - y) \leq c_2 |x - y|^2 \quad \text{for all } x, y \in \mathbb{R}^N \tag{1.15}
\]

with constants \( c_1, c_2 \in \mathbb{R} \). Moreover, let \( u \in \mathcal{H}^s_0(\Omega) \cap L^\infty(\Omega) \) be a (weak) solution of the problem (1.1) with a nonlinearity \( f \) satisfying (1.2) and \( F(t) = \int_0^t f(s) ds \geq 0 \) for \( t \in \mathbb{R} \). Then we have

\[
\Gamma(1+s)^2 \int_{\partial \Omega} \psi_u^2 \mathcal{X} \cdot \nu \, dx \leq \int_{\Omega} \left( 2c_2 NF(u) - [2c_1 - (N + 2s)c_2] f(u)u \right) dx. \tag{1.16}
\]

In particular, if \( f(u) = |u|^{p-2}u \) for some \( p > 2 \), then

\[
\Gamma(1+s)^2 \int_{\partial \Omega} \psi_u^2 \mathcal{X} \cdot \nu \, dx \leq \left( \frac{2c_2 N}{p} - [2c_1 - (N + 2s)c_2] \right) \int_{\Omega} |u|^p \, dx. \tag{1.17}
\]

Corollary 1.6 gives rise to the nonexistence of nontrivial solutions of (1.1) in the case where \( u \mapsto f(u) = |u|^{p-2}u \) is a homogeneous nonlinearity with supercritical growth. In particular, the following non-existence result is an immediate consequence.

**Corollary 1.7.** Let \( \mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N) \) be a vector field satisfying (1.15) with some constants \( c_2 > 0 \) and \( c_1 \in \left( \frac{c_2 N}{2}, c_2 N \right] \). Moreover, suppose that

\[
0 < s < \left( \frac{c_1}{c_2} - \frac{N}{2} \right), \quad p > \frac{2N}{c_2} - (N + 2s), \tag{1.18}
\]

and let \( u \in \mathcal{H}^s_0(\Omega) \cap L^\infty(\Omega) \) be a (weak) solution of the problem

\[
(-\Delta)^s u = |u|^{p-2}u \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \mathbb{R}^N \setminus \Omega. \tag{1.19}
\]

If \( \mathcal{X} \cdot \nu \geq 0 \) on \( \partial \Omega \), then \( u \equiv 0 \).

If (1.11) holds for a vector field \( \mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N) \) with some \( c > 0 \), then, by Remark 1.5, condition (1.15) holds with \( c = c_2 \) and \( c_1 = Nc_2 \). In this case, Corollary 1.7 reduces to the following statement.

**Corollary 1.8.** Let \( \mathcal{X} \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N) \) be a vector field satisfying (1.11) for some \( c > 0 \). Moreover, suppose that

\[
N \geq 2s \quad \text{and} \quad p > \frac{2N}{N - 2s}, \tag{1.19}
\]

and let \( u \in \mathcal{H}^s_0(\Omega) \cap L^\infty(\Omega) \) be a (weak) solution of problem (1.19). If \( \mathcal{X} \cdot \nu \geq 0 \) on \( \partial \Omega \), then \( u \equiv 0 \).

**Example 1.9.** We briefly discuss applications of Corollaries 1.7 and 1.8 to some specific domains.

(i) In the special case \( \mathcal{X} = \text{id} \), Corollary 1.8 yields the nonexistence of nontrivial solutions of (1.18) for starshaped domains, as stated in [15, Corollary 1.3].

(ii) A specific example of a non-sharshaped domain \( \Omega \subset \mathbb{R}^2 \) to which Corollary 1.8 applies is given by

\[
\Omega = \{ x \in \mathbb{R}^2 : x_1^2 + 10(x_2^3 + x_1)^2 < 1 \}
\]

Here, we choose the vector field

\[
\mathcal{X} : \mathbb{R}^2 \rightarrow \mathbb{R}^2, \quad \mathcal{X}(x_1,x_2) = (5x_1 - 4x_2,5x_2 + 4x_1),
\]
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Figure 1. Domain Ω and flow lines of the vector field \( X \).

so \( X \equiv 5 \text{id} - 4y^{12} \) with the notation of Remark 1.5. Hence (1.11) is satisfied with \( c = 5 \). Moreover, a careful estimate shows that \( X \cdot \nu \geq 0 \) on \( \partial \Omega \) (see Figure 1). In [13, p. 92], further (non-explicit) examples of non-sharshaped domains \( \Omega \subset \mathbb{R}^N \) and vector fields \( X \) of the form (1.14) for some \( c > 0 \) satisfying \( X \cdot \nu \geq 0 \) on \( \partial \Omega \) are given in the context of the Dirichlet problem for the classical local equation \(-\Delta u = |u|^{p-2}u\).

(iii) We consider \( N \geq 2 \) and, for \( \varepsilon \in [0,1) \), the vector field \( X_\varepsilon \in C^{0,1}(\mathbb{R}^N, \mathbb{R}^N) \) given by \( X(x) = (\varepsilon x_1, x_2, \ldots, x_N) \), which satisfies \( \text{div} X_\varepsilon \equiv N - 1 + \varepsilon \) and \( (X(x) - X(y)) \cdot (x - y) \leq |x - y|^2 \) for \( x, y \in \mathbb{R}^N \). Hence (1.15) is satisfied with \( c_2 = 1 \) and \( c_1 := N - 1 + \varepsilon \in \left[ \frac{N}{2}, c_2 N \right] \). Consequently, for any bounded domain \( \Omega \subset \mathbb{R}^N \) satisfying

\[
X_\varepsilon \cdot \nu \geq 0 \quad \text{on } \partial \Omega, \tag{1.19}
\]

Corollary 1.7 yields nonexistence of nontrivial solutions to (1.18) if \( 0 < s < \min \{ 1, \frac{N}{2} - 1 + \varepsilon \} \) and \( p > \frac{4}{1 - 2s} \). To give specific examples, we restrict our attention to rotationally symmetric domains of the form

\[
\Omega = \{ x \in \mathbb{R}^N : g(x_1^2) + \kappa \sum_{\ell=2}^{N} x_\ell^2 < 0 \}
\]

with \( \kappa > 0 \) and a \( C^2 \)-function \( g : [0, \infty) \to \mathbb{R} \) having a simple zero at some point \( r > 0 \) with the property that \( g < 0 \) on \( [0, r) \) and \( g > 0 \) on \( (r, \infty) \). Then \( \Omega \) is a bounded domain of class \( C^2 \), and it can easily be shown that (1.19) holds for \( \varepsilon \geq 0 \) sufficiently small, so in particular for \( \varepsilon = 0 \). As an explicit example in dimension \( N = 2 \), we consider the non-starshaped domain

\[
\Omega = \{ x \in \mathbb{R}^2 : 3x_1^2 - 5x_1^4 + x_2^6 - 1 + 4y^4 < 0 \}
\]

In this case, a careful estimate shows that (1.19) holds with \( \varepsilon = \frac{1}{4} \) (see Figure 2 below). Hence Corollary 1.7 yields nonexistence of nontrivial solutions to (1.18) for \( s \in (0, \frac{1}{2}) \) and \( p > \frac{4}{1 - 2s} \). A related study of non-starshaped rotationally symmetric domains in the context of the second order semilinear elliptic PDEs is contained in [12, Section 2].

Next, we briefly comment on the proof of Theorems 1.1 and 1.2 which relies on some integral identities and boundary estimates obtained recently by the authors in [3] to obtain a Hadamard formula for the rate of change of best constants in subcritical Sobolev embeddings with respect to domain deformations. In particular, this Hadamard formula applies
to the first Dirichlet eigenvalue of $(-\Delta)^s$. It is one aim of the paper to indicate close connections between Hadamard formulas and Pohozaev identities in the fractional setting. In fact, both in the Hadamard formula given in [3, Theorem 1.1] and in fractional Pohozaev type identities, the boundary term on the LHS of (1.8) appears. Moreover, the bilinear form $\mathcal{E}_X(u,v)$ related to the fractional deformation kernel $K_X$ defined in (1.6) arises as a derivative $\frac{d}{d\varepsilon}|_{\varepsilon=0} \mathcal{E}(u \circ \Phi_\varepsilon, v \circ \Phi_\varepsilon)$, where $\mathcal{E}$ is the unperturbed bilinear form given in (1.4) and $\varepsilon \to \Phi_\varepsilon$ is a family of diffeomorphisms $\mathbb{R}^N \to \mathbb{R}^N$ with $\frac{d}{d\varepsilon}|_{\varepsilon=0} \Phi_\varepsilon = X$, see [3] and Section 3 below for more details. The connections will be further stressed in Theorem 3.1 below, which is a variant of the Hadamard formula given in [3, Corollary 1.2] dealing with arbitrary Dirichlet eigenvalues of $(-\Delta)^s$.

As a further application of the fractional Pohozaev identity in the form (1.5), we derive, in Theorem 4.1, the simplicity of radial eigenvalues of $(-\Delta)^s$ in a ball or an annulus, and in Theorem 4.3 we provide a multiplicity estimate in general (disconnected) radial open bounded sets. The proofs of these facts are extremely simple but have not been noticed in the literature up to our knowledge. As an application of Theorem 3.1 we also derive, in Theorem 4.1, a rate of change formula for radial eigenvalues with respect to radial deformations of balls or annuli.

The paper is organized as follows: Section 2 is devoted to the proof of Theorem 1.2, Corollary 1.4 and Corollary 1.6. In the last section, we use the identity (1.8) to derive Hadamard formula for simple eigenvalues of the Dirichlet fractional laplacian and we apply the latter to radial eigenvalues of bounded radial domains.

2. PROOF OF THE GENERALIZED INTEGRATION BY PARTS FORMULA THEOREM 1.2

This section is mainly devoted to the proof of Theorem 1.2. Throughout this section, let $X$ be a vector field of class $C^{0,1}$ which satisfies a global Lipschitz bound. Recall the definition in (1.7) of the bilinear form $\mathcal{E}_X$ associated to $X$. We first need the following result.

**Lemma 2.1.** Let $U \in C^\alpha_\infty(\Omega)$ for some $\alpha > \max\{1, 2s\}$. Then we have

$$\mathcal{E}_X(U, U) = -2 \int_{\mathbb{R}^N} \nabla U \cdot X(-\Delta)^s U \, dx. \quad (2.1)$$

A similar statement has been proved under slightly stronger regularity assumptions on $U$ in [3, Lemma 4.2]. Here we give a somewhat simpler proof which is also consistent with the present notation.
Thus (2.4) yields
\[
E(\mu) = \mathcal{X}(U, U)
\]
\[
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} (U(x) - U(y))^2 \left[ \frac{\text{div} \mathcal{X}(x) + \text{div} \mathcal{X}(y)}{|x-y|^{N+2s}} - (N + 2s) \frac{\mathcal{X}(x) - \mathcal{X}(y)}{|x-y|^{N+2s+2}} \right] dx dy
\]
\[
= c_{N,s} \lim_{\mu \to 0} \int_{\mathbb{R}^N} \int_{B_\mu(y)} (U(x) - U(y))^2 \left[ \frac{\text{div} \mathcal{X}(x)}{|x-y|^{N+2s}} - (N + 2s) \frac{\mathcal{X}(x)}{|x-y|^{N+2s+2}} \right] dxdy
\]
\[
= c_{N,s} \lim_{\mu \to 0} \int_{\mathbb{R}^N} \int_{B_\mu(y)} (U(x) - U(y))^2 \nabla_x \left( |x-y|^{-N-2s} \mathcal{X}(x) \right) dx dy.
\]
Applying, for fixed \( y \in \mathbb{R}^N \) and \( \mu > 0 \), the divergence theorem in the domain \( \mathbb{R}^N \setminus B_\mu(y) \), we obtain
\[
\int_{\mathbb{R}^N} K \mathcal{X}(x, y)(U(x) - U(y))^2 dx dy
\]
\[
= c_{N,s} \lim_{\mu \to 0} \int_{\mathbb{R}^N} \int_{\partial B_\mu(y)} (U(x) - U(y))^2 \frac{y-x}{|x-y|^{N+2s+1}} \cdot \mathcal{X}(x) d\sigma(x) dx
\]
\[
- 2c_{N,s} \lim_{\mu \to 0} \int_{\mathbb{R}^N} \int_{B_\mu(y)} (U(x) - U(y)) \nabla U(x) \cdot \mathcal{X}(x) \frac{x-y}{|x-y|^{N+2s}} dx dy =: I_1 - 2I_2.
\]
Since \( U \in C^\alpha_c(\Omega) \) for some \( \alpha > 2s \), we may use Fubini’s theorem and the change of variable \((x, y) \mapsto (y, y - x)\) to see that
\[
I_2 = c_{N,s} \lim_{\mu \to 0} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{U(y) - U(y - x)}{|x|^{N+2s}} \nabla U(y) \cdot \mathcal{X}(y) dy dx
\]
\[
= c_{N,s} \int_{\mathbb{R}^N} \frac{2U(y)}{|y|^{N+2s}} \nabla U(y) \cdot \mathcal{X}(y) dy dx
\]
\[
= c_{N,s} \int_{\mathbb{R}^N} \nabla U(y) \cdot \mathcal{X}(y) \int_{\mathbb{R}^N} \frac{2U(y) - U(y - x) - U(y + x)}{|x|^{N+2s}} dx dy
\]
\[
= \int_{\mathbb{R}^N} \nabla U(y) \cdot \mathcal{X}(y) (\Delta)^s U(y) dy.
\]
Moreover, also by Fubini’s theorem, we have
\[
I_1 = \frac{1}{2} \lim_{\mu \to 0} \mu^{-N-1-2s} \int_{|x-y|=\mu} (U(x) - U(y))^2 (y-x) \cdot (\mathcal{X}(x) - \mathcal{X}(y)) d\sigma(x, y)
\]
(2.4)
Moreover, since \( U \) is compactly supported, we may fix \( R > 0 \) large enough such that \((U(x) - U(y))^2 = 0\) for all \( x, y \in B_R(0) \) with \(|x-y| < 1\). Setting \( N_\mu := \{(x, y) \in B_R(0) \times B_R(0) : |x-y| = \mu\} \) for \( 0 < \mu < 1 \) and using that \( U, \mathcal{X} \in C^{0,1}(\mathbb{R}^N) \), we thus deduce that
\[
\mu^{-N-1-2s} \int_{|x-y|=\mu} (U(x) - U(y))^2 (y-x) \cdot (\mathcal{X}(x) - \mathcal{X}(y)) d\sigma(x, y)
\]
\[
= \mu^{-N-1-2s} \int_{N_\mu} (U(x) - U(y))^2 (y-x) \cdot (\mathcal{X}(x) - \mathcal{X}(y)) d\sigma(x, y) = O(\mu^{3-1-2s}) \to 0,
\]
as \( \mu \to 0 \), since the \( 2N-1 \)-dimensional measure of the set \( N_\mu \) is of order \( O(N-1) \) as \( \mu \to 0 \). Thus (2.4) yields \( I_1 = 0 \), and together with (2.2) and (2.3) the claim follows. □

Next we consider \( u \in \mathcal{H}^\alpha_0(\Omega) \) satisfying the assumptions of Theorem 1.2 and we recall that \( u \in C^\alpha_0(\Omega) \cap C^\alpha_{loc}(\Omega) \) with \( \alpha > \max(1, 2s) \) by the standard regularity theory. We cannot apply
Lemma 2.1 directly to $u$ since $u$ does not have compact support. We therefore consider inner approximations $U_k := u \zeta_k$ for $k \in \mathbb{N}$ for suitable functions $\zeta_k \in C^{1,1}(\mathbb{R}^N)$. To define $\zeta_k$, we note that, since $\Omega$ is of class $C^{1,1}$ by assumption, the signed distance function to $\partial \Omega$ is also of class $C^{1,1}$ in a neighborhood of $\partial \Omega$. We therefore may consider a function $\delta \in C^{1,1}(\mathbb{R}^N)$ which is is positive in $\Omega$, negative in $\mathbb{R}^N \setminus \Omega$ and coincides with the signed distance to $\partial \Omega$ in a neighborhood of $\partial \Omega$. We then define $\zeta_k \in C^{1,1}(\mathbb{R}^N)$ by

$$
\zeta_k(x) = 1 - \rho(k \delta(x)).
$$

where $\rho \in C_c^\infty(-2, 2)$ is fixed with $0 \leq \rho \leq 1$ and $\rho \equiv 1$ on $(-1, 1)$. By [3] Lemma 2.1 and 2.2, we have, for arbitrary $u \in \mathcal{H}_0^s(\Omega)$,

$$
u \zeta_k \rightarrow u \quad \text{in } \mathcal{H}_0^s(\Omega) \quad \text{and} \quad \mathcal{E}_X(u \zeta_k, u \zeta_k) \rightarrow \mathcal{E}_X(u, u) \quad \text{as } k \rightarrow \infty. \quad (2.5)
$$

Indeed, the latter is true for more general kernel functions $(x, y) \mapsto K(x, y)$ in place of $K_X$ as long as $(x, y) \mapsto K(x, y)|x - y|^{N+2s}$ defines a function in $L^\infty(\mathbb{R}^N \times \mathbb{R}^N)$. To complete the proof of Theorem 1.2 we need, as a final tool taken from [3], the following limit identity.

**Proposition 2.2.** We have

$$
\lim_{k \rightarrow \infty} \int_\Omega \nabla(u \zeta_k) \cdot \mathcal{X}(u(-\Delta)^s \zeta_k - I(u, \zeta_k)) \, dx = \frac{\Gamma(1+s)^2}{2} \int_{\partial \Omega} \psi_u^2 \mathcal{X} \cdot \nu \, dx, \quad (2.6)
$$

where

$$I(u, \zeta_k)(x) := \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(u(x) - u(y))(\zeta_k(x) - \zeta_k(y))}{|x - y|^{N+2s}} \, dy. \quad (2.7)
$$

**Proof.** As stated in [3] Prop. 2.4 and Remark 2.5, the identity (2.6) holds for functions $u \in C_0^\infty(\Omega) \cap C^{1,1}_{loc}(\Omega)$ satisfying, for some $\alpha > 0$, the following regularity properties:

$$
\psi_u \in C^{\alpha}(\Omega) \quad \text{and} \quad \delta^{1-\alpha} \nabla \psi_u \quad \text{is bounded in a neighborhood of } \partial \Omega. \quad (2.8)
$$

The first property is satisfied under the assumption of Theorem 1.2 by the regularity theory in [14]. Moreover, the gradient estimate for $\psi_u$ holds as well in this case, as proved in [5].

Hence the identity (2.6) holds if $u$ satisfies the assumptions of Theorem 1.2. \hfill \Box

We may now complete the

**Proof of Theorem 1.2.** Applying Lemma 2.1 to $U_k = u \zeta_k$, we find that

$$
\mathcal{E}_X(U_k, U_k) = -2 \int_{\mathbb{R}^N} \nabla U_k \cdot \mathcal{X}(-\Delta)^s U_k \, dx = -2 \int_\Omega \nabla U_k \cdot \mathcal{X}(-\Delta)^s U_k \, dx \quad \text{for } k \in \mathbb{N}.
$$

By the standard product rule for the fractional Laplacian, we have

$$(-\Delta)^s U_k = \zeta_k(-\Delta)^s u + u(-\Delta)^s \zeta_k - I(u, \zeta_k) \quad \text{in } \Omega
$$

with $I(u, \zeta_k)$ given in (2.7). We thus obtain

$$
\mathcal{E}_X(U_k, U_k) = -2 \int_\Omega \zeta_k \nabla U_k \cdot \mathcal{X}(-\Delta)^s u \, dx - 2 \int_{\mathbb{R}^N} \nabla U_k \cdot \mathcal{X}(u(-\Delta)^s \zeta_k - I(u, \zeta_k)) \, dx,
$$

$$= -2 \int_\Omega \zeta_k^2 \nabla u \cdot \mathcal{X}(-\Delta)^s u \, dx - 2 \int_{\mathbb{R}^N} \nabla U_k \cdot \mathcal{X}(u(-\Delta)^s \zeta_k - I(u, \zeta_k)) \, dx,$$

$$- 2 \int_\Omega u \zeta_k \nabla \zeta_k \cdot \mathcal{X}(-\Delta)^s u \, dx.
$$

\[\text{Note that sign of the RHS of (2.6) differs from [3] since the inner unit normal is used in [3].}\]

\[\text{In [3] Prop. 2.4, the property } u \zeta_k \in C^{1,1}_c(\Omega) \text{ for all } k \text{ is unnecessarily stated as an assumption. Only the bounds (2.8) and the } C^{1,1}\text{-regularity of the functions } \zeta_k \text{ are used in the proof.}\]
Since \((-\Delta)^s u \in L^\infty(\Omega)\) and \(u \in C^s_0(\Omega)\), we easily find, by definition of \(\zeta_k\), that
\[
\int_\Omega u \zeta_k \nabla \zeta_k \cdot \mathcal{X}(-\Delta)^s u \, dx \to 0 \quad \text{as} \quad k \to \infty. \tag{2.9}
\]
Taking the limit into the identity above and using (2.5), (2.6) and (2.9) we deduce
\[
\mathcal{E}_X(u, u) = \lim_{k \to \infty} c_k(u) = -2 \int_\Omega \nabla u \cdot \mathcal{X}(-\Delta)^s u \, dx - \Gamma^2(1 + s) \int_{\partial \Omega} \psi^2 u \mathcal{X} \cdot \nu \, dx. \tag{2.10}
\]
The proof is finished. \(\square\)

Next we give the
Proof of Corollary 1.6. As noted in Remark 1.5, it follows from assumption (1.11) that \(\text{div} \mathcal{X} \equiv cN\) and therefore
\[
K_X(x, y) = \frac{cN,c}{2}(N - 2s)|x - y|^{-N - 2s} \quad \text{for} \ x, y \in \mathbb{R}^N.
\]
Hence for every weak solution \(u \in H^s_0(\Omega) \cap L^\infty(\Omega)\) of (1.1) we have
\[
\mathcal{E}_X(u, u) = c(N - 2s)E(u, u) = c(N - 2s) \int_\Omega f(u)u \, dx.
\]
Therefore (1.8) reduces to (1.12) in this case, as claimed. \(\square\)

We close this section with the
Proof of Corollary 1.6. We first note that the second condition in (1.15) implies that
\[
(d \mathcal{X}(y)h) \cdot h \leq c_2|h|^2 \quad \text{for a.e.} \ y \in \mathbb{R}^N \text{ and every } h \in \mathbb{R}^N. \tag{2.11}
\]
Applying (2.11) to the coordinate vectors \(e_1, \ldots, e_N \in \mathbb{R}^N\) and combining the result with the first condition in (1.15), we deduce that
\[
c_1 \leq \text{div} \mathcal{X} \leq c_2 N \quad \text{a.e. on } \mathbb{R}^N. \tag{2.12}
\]
In particular, this implies that
\[
K_X(x, y) \geq \frac{cN,s}{2} \frac{2c_1 - c_2(N + 2s)}{|x - y|^{N+2s}} \quad \text{for} \ x, y \in \mathbb{R}^N.
\]
Hence for every weak solution \(u \in H^s_0(\Omega) \cap L^\infty(\Omega)\) of (1.1) we have
\[
\mathcal{E}_X(u, u) \geq \left[2c_1 - c_2(N + 2s)\right]E(u, u) = \left[2c_1 - c_2(N + 2s)\right] \int_\Omega f(u)u \, dx.
\]
Since \(F(u)\) is nonnegative in \(\Omega\) by assumption, we thus conclude from (1.8) and (2.12) that
\[
\Gamma(1 + s)^2 \int_{\partial \Omega} \psi^2 u \mathcal{X} \cdot \nu \, dx = 2 \int_\Omega F(u) \text{div} \mathcal{X} \, dx - \mathcal{E}_X(u, u)
\leq \int_\Omega \left(2c_2 NF(u) - \left[2c_1 - c_2(N + 2s)\right]f(u)u\right) \, dx,
\]
as claimed in (1.16). Moreover, (1.17) is a direct consequence of (1.10). \(\square\)
3. A Hadamard formula for the fractional Dirichlet eigenvalue problem

Let $\Omega \subset \mathbb{R}^N$ denote a bounded open set with $C^{1,1}$-boundary. From now on we fix $\varepsilon_0 > 0$ and a family of deformations $\{\Phi_\varepsilon\}_{\varepsilon \in (-\varepsilon_0, \varepsilon_0)}$ with the following properties:

$$\Phi_\varepsilon \in C^{1,1}(\mathbb{R}^N; \mathbb{R}^N) \text{ for } \varepsilon \in (-1, 1), \Phi_0 = \text{id}_{\mathbb{R}^N}, \text{ and}$$

the map $(-1, 1) \to C^{1,1}(\mathbb{R}^N, \mathbb{R}^N), \varepsilon \to \Phi_\varepsilon$ is of class $C^2$. (3.1)

By making $\varepsilon_0 > 0$ smaller if necessary, we may then assume that $\Phi_\varepsilon : \mathbb{R}^N \to \mathbb{R}^N$ is a global diffeomorphism for $\varepsilon \in (-\varepsilon_0, \varepsilon_0)$, see e.g. [2, Chapter 4.1]. For $\varepsilon \in (-\varepsilon_0, \varepsilon_0)$, we write $\Omega_\varepsilon = \Phi_\varepsilon(\Omega)$.

The aim of this section is to establish the following rate of change formula for Dirichlet eigenvalues of the fractional Laplacian with respect to the domain deformation given by $\Phi_\varepsilon$.

Theorem 3.1. Consider a $C^1$-curve

$$(-\varepsilon_0, \varepsilon_0) \to \mathcal{H}^s_0(\Omega), \quad \varepsilon \mapsto u_\varepsilon$$

with the property that, for every $\varepsilon \in (-\varepsilon_0, \varepsilon_0)$, the function

$$v_\varepsilon := u_\varepsilon \circ \Phi_\varepsilon^{-1} \in \mathcal{H}^s_0(\Omega_\varepsilon)$$

is a nontrivial weak solution of the Dirichlet eigenvalue problem

$$(-\Delta)^s v_\varepsilon = \lambda(\varepsilon) v_\varepsilon \text{ in } \Omega_\varepsilon, \quad v_\varepsilon \equiv 0 \text{ in } \Omega_\varepsilon^c,$$ (3.2)

for some $\lambda(\varepsilon) \in \mathbb{R}$. Then the function $\varepsilon \mapsto \lambda_\varepsilon$ is of class $C^1$ on $(-\varepsilon_0, \varepsilon_0)$, and we have the identity

$$\partial_\varepsilon \bigg|_{\varepsilon = 0} \lambda_\varepsilon = -\frac{\Gamma(1+s)^2 \int_{\partial \Omega} \psi^2 \nabla u \cdot \nu \, dx}{\int_{\Omega} u^2 \, dx}$$

with $u := u_0$ and the vector field

$$\mathcal{X} := \partial_\varepsilon \bigg|_{\varepsilon = 0} \Phi_\varepsilon \in C^{1,1}(\mathbb{R}^N, \mathbb{R}^N).$$ (3.3)

For the proof of this theorem, we introduce some notation. In weak sense, the eigenvalue equation for $v_\varepsilon$ reads

$$\mathcal{E}(v_\varepsilon, \phi) = \lambda_\varepsilon \int_{\Omega_\varepsilon} v_\varepsilon \phi \, dx \quad \text{for all } \phi \in \mathcal{H}^s_0(\Omega_\varepsilon),$$ (3.4)

Using the fact that the map

$$\mathcal{H}^s_0(\Omega) \to \mathcal{H}^s_0(\Omega_\varepsilon), \psi \mapsto \psi \circ \Phi_\varepsilon^{-1}$$

is a topological isomorphism, we may rewrite this property, by means of integral transformations, in the form

$$\mathcal{E}^\varepsilon(u_\varepsilon, \phi) = \lambda_\varepsilon \int_{\Omega} u_\varepsilon \phi \text{Jac}_\Phi \, dx \quad \text{for all } \phi \in \mathcal{H}^s_0(\Omega).$$ (3.5)

Here $\text{Jac}_\Phi$ denotes the Jacobian determinant of the map $\Phi_\varepsilon \in C^{1,1}(\mathbb{R}^N, \mathbb{R}^N)$, and

$$\mathcal{E}^\varepsilon(v, \phi) := \frac{1}{2} \int_{\mathbb{R}^{2N}} (v(x) - v(y))(\phi(x) - \phi(y))K_\varepsilon(x, y) \, dx \, dy \quad \text{for } v, \phi \in \mathcal{H}^s_0(\Omega)$$ (3.6)

with the kernel

$$K_\varepsilon(x, y) := c_{N, s} \frac{\text{Jac}_{\Phi_\varepsilon}(x) \text{Jac}_{\Phi_\varepsilon}(y)}{|\Phi_\varepsilon(x) - \Phi_\varepsilon(y)|^{N+2s}} \quad \text{for } \varepsilon \in (-\varepsilon_0, \varepsilon_0).$$ (3.7)

The first step in the proof of Theorem 3.1 is the following lemma.
Lemma 3.2. (i) The map

\[-\varepsilon_0, \varepsilon_0) \times \mathcal{H}_0^s(\Omega) \times \mathcal{H}_0^s(\Omega) \to \mathbb{R}, \quad (\varepsilon, v, w) \mapsto \mathcal{E}(v, w)

is of class \( C^1 \) with

\[ \mathcal{E}(v, w) := \partial_\varepsilon \Big|_{\varepsilon = 0} \mathcal{E}(v, w) = \mathcal{E}(u, v) \]

for \( v, w \in \mathcal{H}_0^s(\Omega) \), where \( \mathcal{X} \) is given in (1.7) and the kernel \( \mathcal{E}(v, w) \) is defined in (1.7).

(ii) The map

\[-\varepsilon_0, \varepsilon_0) \times L^2(\Omega) \times L^2(\Omega) \to \mathbb{R}, \quad (\varepsilon, v, w) \mapsto \int_\Omega vw \text{Jac}_{\varepsilon} dx

is of class \( C^1 \) with

\[ \partial_\varepsilon \Big|_{\varepsilon = 0} \int_\Omega vw \text{Jac}_{\varepsilon} dx = \int_\Omega vw \text{div} \mathcal{X} dx \quad \text{for } v, w \in L^2(\Omega). \]

Proof. We only give the proof of (i), the proof of (ii) is similar but easier. We first note that, by direct computation, we have

\[ \partial_\varepsilon \Big|_{\varepsilon = 0} \left( |x - y|^{N+2s} K_\varepsilon(x, y) \right) \]

by (3.9), we have, for \( v, w \in \mathcal{H}_0^1(\Omega) \),

\[ \mathcal{E}(v, w) - \mathcal{E}(v, w) - \mathcal{E}(v, w) = \frac{1}{2} \int_{\mathbb{R}^{2N}} (v(x) - v(y))(w(x) - w(y))(K_\varepsilon(x, y) - c_{N,s}|x - y|^{N-2s} - 2K_\varepsilon(x, y)) dxdy \]

as \( \varepsilon \to 0 \), where \( o(\varepsilon) \) is independent of \( v \) and \( w \). Consequently,

\[ \|\mathcal{E} - \mathcal{E} - \varepsilon \mathcal{E} \|_{L^2_3} = \sup \left\{ \frac{|\mathcal{E}(v, w) - \mathcal{E}(v, w) - \mathcal{E}(v, w)|}{\|v\|_{H^1_0} \|w\|_{H^1_0}} : v, w \in \mathcal{H}_0^1(\Omega) \setminus \{0\} \right\} = o(\varepsilon), \]

and this shows that the map \( \varepsilon \mapsto \mathcal{E} \) is differentiable at \( \varepsilon = 0 \) with \( \partial_\varepsilon \Big|_{\varepsilon = 0} \mathcal{E} = \tilde{\mathcal{E}} \). For \( \varepsilon \in (-\varepsilon_0, \varepsilon_0) \) different from 0, the same argument shows that \( \varepsilon \mapsto \mathcal{E} \) is differentiable at \( \varepsilon_* \),
corresponding to the eigenvalue $\mu$ has the same form as $\partial_\varepsilon|_{\varepsilon=0} \mathcal{E}_\varepsilon$ in (3.8) with $\mathcal{X}'$ replaced by $\mathcal{X}_*=:= \partial_\varepsilon|_{\varepsilon=\varepsilon_*} \Phi_\varepsilon$. Finally, the continuity of the map

$$(-\varepsilon_0, \varepsilon_0) \to \mathcal{L}_2^2(\mathcal{H}_\varepsilon^0(\Omega)), \quad \varepsilon_* \mapsto \partial_\varepsilon|_{\varepsilon=\varepsilon_*} \mathcal{E}_\varepsilon,$$

follows in a straightforward way from the fact that the map functions in the space $\mathcal{H}$. Since

Proof of Theorem 3.1. □

is continuous. The proof of (3.10) is thus finished.

We may then complete the

Proof of Theorem 3.1. Since $\lambda(\varepsilon) = \frac{\mathcal{E}_\varepsilon(u_\varepsilon,u_\varepsilon)}{\int_\Omega \operatorname{Jac}_{\phi_\varepsilon} dx}$ for $\varepsilon \in (-\varepsilon_0, \varepsilon_0)$, it follows from Lemma 3.2 that the map $\varepsilon \mapsto \lambda(\varepsilon)$ is of class $C^1$. So we may differentiate the equation

$$\mathcal{E}_\varepsilon(u_\varepsilon,u_\varepsilon) = \lambda(\varepsilon) \int_\Omega u_\varepsilon^2 \operatorname{Jac}_{\phi_\varepsilon} dx,$$

at $\varepsilon = 0$, noting that

$$\partial_\varepsilon|_{\varepsilon=0} \mathcal{E}(u_\varepsilon,u_\varepsilon) = \tilde{\mathcal{E}}(u,u) + 2\mathcal{E}(\partial_\varepsilon|_{\varepsilon=0} u_\varepsilon,u)$$

and

$$\partial_\varepsilon|_{\varepsilon=0} \left( \lambda(\varepsilon) \int_\Omega u_\varepsilon^2 \operatorname{Jac}_{\phi_\varepsilon} dx \right) = \left( \partial_\varepsilon|_{\varepsilon=0} \lambda(\varepsilon) \right) \int_\Omega u^2 dx + 2\lambda(0) \int_\Omega \left( \partial_\varepsilon|_{\varepsilon=0} v_\varepsilon \right) \phi dx + \lambda(0) \int_\Omega u^2 \operatorname{div} \mathcal{X} dx.$$

Since

$$\mathcal{E}(\partial_\varepsilon|_{\varepsilon=0} u_\varepsilon,u) = \lambda(0) \int_\Omega \left( \partial_\varepsilon|_{\varepsilon=0} u_\varepsilon \right) u dx$$

as a consequence of (3.5), we deduce that

$$\mathcal{E}(u,u) = \left( \partial_\varepsilon|_{\varepsilon=0} \lambda(\varepsilon) \right) \int_\Omega u^2 dx + \lambda(0) \int_\Omega u^2 \operatorname{div} \mathcal{X} dx.$$

On the other hand, the generalized Pohozaev identity (1.8) for $u$ gives, with $F(u) = \frac{\lambda_0}{2} u^2$,

$$\int_{\mathbb{R}^N} K_\varepsilon(x,y)(u(x)-u(y))^2 dxdy = \lambda_0 \int_\Omega u^2 \operatorname{div} \mathcal{X} dx - \Gamma(1+s)^2 \int_{\mathcal{X}} \psi_\varepsilon^2 \mathcal{X} \cdot \nu dx$$

Recalling (3.8), we conclude that

$$\partial_\varepsilon|_{\varepsilon=0} \lambda(\varepsilon) = -\frac{\Gamma(1+s)^2 \int_{\mathcal{X}} \psi_\varepsilon^2 \mathcal{X} \cdot \nu dx}{\int_\Omega u^2 dx},$$

as claimed. □

4. APPLICATION TO THE RADIAL EIGENVALUE PROBLEM

In this section we study the eigenvalue problem

$$(-\Delta)^s w = \mu w \quad \text{in } \Omega, \quad u \equiv 0 \quad \text{in } \Omega^c,$$

among radial functions. For this, we let $H^s_{rad}$ denote the subspace of radially symmetric functions in the space $\mathcal{H}_\varepsilon^0(\Omega)$. By definition, a function $w \in H^s_{rad}$ is an eigenfunction of (4.1) corresponding to the eigenvalue $\mu$ if

$$\mathcal{E}_s(w,\psi) = \mu(\Omega) \int_\Omega w(x)\psi(x)dx \quad \text{for all } \psi \in H^s_{rad}. \quad (4.2)$$
In the following, we will call $\mu$ a radial eigenvalue for $\mu$ if there exists an eigenfunction $w \in H^s_{rad}$ for $\mu$. It is a well-known fact that the radial eigenvalues of (4.1) form an increasing sequence of numbers $0 < \mu_1 < \mu_2 \leq \mu_3 \leq \cdots \rightarrow +\infty$, counted with possible multiplicity.

While the simplicity of $\mu_1$ is a classical fact (see e.g [3]), the same property seems unavailable in the literature for higher eigenvalues. In this section, we shall show, by means of the fractional Pohazaev identity (1.5), that all radial eigenvalues are simple in the case where $\Omega$ is a ball or an annulus in $\mathbb{R}^N$.

For a related question, we refer to [7] where for $\Omega = \mathbb{R}^N$ simplicity result has been obtained for Schrödinger operator with a increasing radially symmetric potential. The second aim of this section is to derive, from Theorem 3.1, a Hadamard formula for the dependence of the $k$-th eigenvalue $\lambda_k$ on the inner and outer radius of $\Omega$.

The following is the main result of this section. Here and in the following, we identify a radial function $u = u(x)$ with the associated function $u = u(r)$ of the radial variable.

**Theorem 4.1.** Let $0 < r_{inn} < r_{out} < \infty$ and suppose that either

$$\Omega = B_{r_{out}}(0) \quad \text{or} \quad \Omega = A(r_{inn}, r_{out}) := \{x \in \mathbb{R}^N : r_{inn} < |x| < r_{out}\}.$$

Let $k \geq 1$ and let $\lambda_k$ be the $k$-th radial eigenvalue of (4.1). Then we have:

(i) $\lambda_k(\Omega)$ is simple.

(ii) $\lambda_k$ depends in a differentiable way on $r_{out}$ with

$$\frac{\partial \lambda_k}{\partial r_{out}} = -\Gamma(1 + s)|S^{N-1}|r_{out}^{N-1}\psi_u^2(r_{out}).$$

Moreover, in the case where $\Omega = A(r_{inn}, r_{out})$, $\lambda_k$ depends in a differentiable way on $r_{inn}$ with

$$\frac{\partial \lambda_k}{\partial r_{inn}} = \Gamma(1 + s)|S^{N-1}|r_{inn}^{N-1}\psi_u^2(r_{inn}).$$

Here $u \in H^s_{rad}$ is the (up to sign unique) $L^2$-normalized eigenfunction associated with $\lambda_k$, and $\psi_u$ is the continuous extension of $\frac{u}{r^s}$ to $\Omega$, as before.

Notice that the statement of the theorem is new for $k > 1$ but is already known for $k = 1$. In fact, as we already mentioned above, the simplicity of the first (radial) eigenvalue is a classical fact, while the identities (4.3) and (4.4) follow from [3, Corollary 1.2] in this special case.

In the case $N = 1$ the annulus $A(r_{inn}, r_{out})$ is a disconnected set. It is therefore natural to ask whether at least a weaker variant of Theorem 4.1 still holds on other disconnected radial open sets. The following result gives a partial answer to this question.

**Theorem 4.2.** Consider, for some $n \in \mathbb{N}$, real positive numbers

$$0 < r_{inn}^1 < r_{out}^1 < r_{inn}^2 < r_{out}^2 < \cdots < r_{inn}^n < r_{out}^n < \infty$$

and suppose that either

$$\Omega = B_{r_{out}^1}(0) \cup \bigcup_{i=2}^n A(r_{inn}^i, r_{out}^i) \quad \text{or} \quad \Omega = \bigcup_{i=1}^n A(r_{inn}^i, r_{out}^i).$$

Then every radial eigenvalue of (4.1) on $\Omega$ has multiplicity at most $n$.

Note that Theorem 4.1(i) is a special case of Theorem 4.2. In the following, we therefore give the proof of Theorem 4.2 first and then add the proof of Theorem 4.1(ii).

We start by noting the following direct consequence of the fractional Pohazaev type identity (1.5).
Proposition 4.3. Consider, for some \( n \in \mathbb{N} \), real positive numbers
\[
0 < r_{\text{inn}}^1 < r_{\text{out}}^1 < r_{\text{inn}}^2 < r_{\text{out}}^2 < \cdots < r_{\text{inn}}^n < r_{\text{out}}^n < \infty
\]
and suppose that either
\[
\Omega = B_{r_{\text{out}}}^1(0) \cup \bigcup_{i=2}^n A(r_{\text{inn}}^i, r_{\text{out}}^i) \quad \text{or} \quad \Omega = \bigcup_{i=1}^n A(r_{\text{inn}}^i, r_{\text{out}}^i).
\]
Moreover, let \( u \in H^s_{\text{rad}} \) be a solution of (4.1).

(i) We have
\[
u = 0 \quad \text{if and only if} \quad \psi_u(r_{\text{out}}^1) = \psi_u(r_{\text{out}}^2) = \cdots = \psi_u(r_{\text{out}}^n) = 0. \tag{4.5}
\]

(ii) If \( \Omega = \bigcup_{i=1}^n A(r_{\text{inn}}^i, r_{\text{out}}^i) \), then
\[
\int_{\Omega} u^2 \, dx = \frac{|S^{N-1}| \Gamma(1+s)^2}{2s\mu} \sum_{i=1}^n \left( (r_{\text{out}}^1)^N \psi_u(r_{\text{out}}^1) + \sum_{i=2}^n (r_{\text{out}}^i)^N \psi_u(r_{\text{out}}^i) - (r_{\text{inn}}^i)^N \psi_u(r_{\text{inn}}^i) \right). \tag{4.6}
\]

(iii) If \( \Omega = B_{r_{\text{out}}}^1(0) \cup \bigcup_{i=2}^n A(r_{\text{inn}}^i, r_{\text{out}}^i) \), then
\[
\int_{\Omega} u^2 \, dx = \frac{|S^{N-1}| \Gamma(1+s)^2}{2s\mu} \left( (r_{\text{out}}^1)^N \psi_u(r_{\text{out}}^1) + \sum_{i=2}^n (r_{\text{out}}^i)^N \psi_u(r_{\text{out}}^i) - (r_{\text{inn}}^i)^N \psi_u(r_{\text{inn}}^i) \right). \tag{4.7}
\]

Here, as noted before, we write \( u \) and \( \psi_u \) as a function of the radial variable.

Proof. Applying (1.5) with \( f(u) = \mu u \) and \( F(u) = \frac{\mu}{2} u^2 \), we obtain
\[
\int_{\Omega} u^2 \, dx = \frac{\Gamma(1+s)^2}{2s\mu} \int_{\partial\Omega} \left( \frac{u}{\delta^s} \right)^2 x \cdot \nu \, d\sigma(x), \tag{4.8}
\]
where, as before, \( \nu \) denotes the outer unit normal on \( \partial\Omega \). The formulas (4.7) and (4.6) follow directly from (4.3) and the radiality of \( u \) in view of the fact that the outward unit normal \( \nu \) on \( \partial\Omega \) is given by
\[
\nu(x) = \begin{cases} 
\frac{x}{|x|} & \text{if } |x| = r_{\text{out}}^i \text{ for some } i \in \{1, \ldots, N\}; \\
-\frac{x}{|x|} & \text{if } |x| = r_{\text{inn}}^i \text{ for some } i \in \{1, \ldots, N\}.
\end{cases}
\]

To see (4.5), we note that \( u = 0 \) trivially implies \( \psi_u(r_{\text{out}}^i) = 0 \) for \( i = 1, \ldots, n \). On the other hand, if \( \psi_u(r_{\text{out}}^i) = 0 \) for \( i = 1, \ldots, n \), it follows from (4.7) and (4.6) that \( \int_{\Omega} u^2 \, dx \leq 0 \) and therefore \( u = 0 \). Hence (4.5) follows. \( \square \)

We may now complete the

Proof of Theorem 4.2. Let, for \( \mu > 0 \), \( V_\mu \subset H^s_{\text{rad}} \) denote the space of radial solutions of the eigenvalue problem (4.1). From (4.3), it follows that the linear map
\[
\ell : V_\mu \to \mathbb{R}^n, \quad \ell(u) = \left( \psi_u(r_{\text{out}}^1), \ldots, \psi_u(r_{\text{out}}^n) \right)
\]
is injective. Hence the space \( V_\mu \) is at most \( n \)-dimensional. It thus follows that every positive eigenvalue \( \mu \) of (4.1) has multiplicity at most \( n \). \( \square \)
In the remainder of this section, we give the

**Proof of Theorem 4.1(ii).** We only prove the differentiability of $\lambda_k$ as a function of $r_{out}$ and the formula (4.3), the differentiability as a function of $r_{inn}$ and the formula (4.4) follow in a similar way.

We fix $\delta > 0$ with $\delta < r_{out}$ in case $\Omega = B_{r_{out}}(0)$ and $\delta < r_{out} - r_{inn}$ in case $\Omega = \Omega = A(r_{inn} , r_{out})$. Moreover, we let $\mathcal{X} \in C^{1,1}(\mathbb{R}^N, \mathbb{R}^N)$ be a vector field with

$$\mathcal{X}(x) = \frac{x}{|x|} \quad \text{for } x \in A(r_{out} - \frac{\delta}{2}, r_{out} + \frac{\delta}{2})$$

and

$$\mathcal{X} \equiv 0 \quad \text{in } \mathbb{R}^N \setminus A(r_{out} - \delta, r_{out} + \delta).$$

For $\varepsilon \in \mathbb{R}$, we now define $\Phi_\varepsilon \in C^{1,1}(\mathbb{R}^N, \mathbb{R}^N)$, $\Phi_\varepsilon(x) = x + \varepsilon \mathcal{X}(x)$. Then $\Phi_\varepsilon$ satisfies the assumptions (3.1), so we may fix $\varepsilon_0 \in (0, \frac{\delta}{2})$ sufficiently small so that $\Phi_\varepsilon : \mathbb{R}^N \to \mathbb{R}^N$ is a global diffeomorphism for $\varepsilon \in (-\varepsilon_0 , \varepsilon_0)$. Moreover, for $\varepsilon \in (-\varepsilon_0 , \varepsilon_0)$, we write $\Omega_\varepsilon = \Phi_\varepsilon(\Omega)$. By our choice of $\delta$ we have

$$\Omega_\varepsilon = B_{r_{out} + \varepsilon}(0) \quad \text{if } \Omega = B_{r_{out}}(0) \quad (4.9)$$

and

$$\Omega_\varepsilon = A(r_{inn} , r_{out} + \varepsilon) \quad \text{if } \Omega = A(r_{inn} , r_{out}) \quad (4.10)$$

Next, for $\varepsilon \in (-\varepsilon_0 , \varepsilon_0)$, we let $\lambda(\varepsilon)$ denote the $k$-th eigenvalue of (4.11) on $\Omega = \Omega_\varepsilon$. By Proposition (4.31), there exists a unique eigenfunction $v_\varepsilon \in H^s_0(\Omega_\varepsilon)$ corresponding to $\lambda(\varepsilon)$ with $\psi_\varepsilon(r_{out} + \varepsilon) > 0$ and the normalization $\|v_\varepsilon\|_{L^2(\Omega)} = 1$, where we define

$$v_\varepsilon := v_\varepsilon \circ \Phi_\varepsilon \quad \text{for } \varepsilon \in (-\varepsilon_0 , \varepsilon_0).$$

We claim that

the curve $(-\varepsilon , \varepsilon) \to H^s_0(\Omega)$, $\varepsilon \mapsto v_\varepsilon$ is of class $C^1$. \hfill (4.11)

Once this is proved, it follows from Theorem (3.1) and the definition of $\mathcal{X}$ that $\varepsilon \mapsto \lambda(\varepsilon)$ is a differentiable function with

$$\partial_\varepsilon|_{\varepsilon = 0} \lambda(\varepsilon) = -\Gamma(1+s)^2 \int_{\Omega_\varepsilon} \psi^2_\varepsilon \mathcal{X} \cdot \nu \, dx = -\Gamma(1+s)^2 |r_{out}^{N-1} \psi^2_\varepsilon(r_{out})|.$$

Thus (4.3) follows by (4.9) and (4.10). As mentioned before, (4.4) follows by a similar argument.

It thus remains to prove (4.11). More precisely, it suffices to prove, using the simplicity of the eigenvalue $\lambda(\varepsilon)$ and the implicit function theorem, the differentiability of the map $\varepsilon \mapsto u_\varepsilon$ in a neighborhood of $\varepsilon = 0$. For $\varepsilon \in (-\varepsilon_0 , \varepsilon_0)$, we define the linear maps

$$L_\varepsilon \in \mathcal{L}(H^s_{rad}, (H^s_{rad})'), \quad [L_\varepsilon v]w = \mathcal{E}(v, w)$$

and

$$J_\varepsilon \in \mathcal{L}(H^s_{rad}, (H^s_{rad})'), \quad [J_\varepsilon v]w = \int_{\Omega} vw \text{Jac} \Phi_\varepsilon \, dx.$$

Here, as usual, $(H^s_{rad})'$ denotes the topological dual of $H^s_{rad}$. With this notation, we can write the property (3.3) in the form

$$L_\varepsilon u = \lambda J_\varepsilon u \quad \text{in } (H^s_{rad})'.$$

Moreover, as a consequence of Lemma (3.2) we see that the maps

$$(-\varepsilon_0 , \varepsilon_0) \to \mathcal{L}(H^s_{rad}, (H^s_{rad})'), \quad \varepsilon \mapsto L_\varepsilon, \quad \varepsilon \mapsto J_\varepsilon$$
are of class $C^1$. Consequently, the map
\[ \Sigma : (-\varepsilon_0, \varepsilon_0) \times (0, \infty) \times H^s_{rad} \to \mathbb{R} \times (H^1_{rad})', \quad \Sigma(\varepsilon, \lambda, u) = (\|u\|_{L^2(\Omega)}^2 - 1, L\varepsilon u - \lambda J\varepsilon u) \quad (4.13) \]
is also of class $C^1$, and by definition we have
\[ \Sigma(\varepsilon, \lambda, u) = 0 \quad \text{for} \quad \varepsilon \in (-\varepsilon_0, \varepsilon_0). \quad (4.14) \]
Moreover, we have
\[ \frac{\partial \Sigma}{\partial (\lambda, u)}(0, \lambda, u)(\mu, v) = \left(2\langle u, v \rangle_{L^2(\Omega)}, L_0 v - \lambda v - \mu J_0(u) \right) \]
for $(\lambda, u) \in (0, \infty) \times H^s_{rad}$ and $(\mu, v) \in \mathbb{R} \times H^s_{rad}$. We claim that
\[ \frac{\partial \Sigma}{\partial (\lambda, u)}(0, \lambda(0), u_0) \in L\left(\mathbb{R} \times H^1_{rad}, \mathbb{R} \times (H^1_{rad})'\right) \quad \text{is a topological isomorphism.} \quad (4.15) \]
Indeed, since the radial eigenvalue $\lambda(0)$ is simple by Theorem 4.1(i), the linear map
\[ v \mapsto L_0 v - \lambda(0)J_0(v) \]
defines a topological isomorphism between the spaces \( \{v \in H^1_{rad} : \langle v, u_0 \rangle_{L^2(\Omega)} = 0\} \) and \( Y := \{\phi \in (H^1_{rad})' : \phi(u_0) = 0\}. \) From this we readily deduce (4.15).

From (4.14), (4.15) and the simplicity of the eigenvalue $\lambda(\varepsilon)$, it follows by the implicit function theorem that the map $\varepsilon \mapsto u_\varepsilon$ is of class $C^1$ in a neighborhood of $\varepsilon = 0$, as claimed.

\[ \square \]
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