Shaking the foundations: delusions in sequence models for interaction and control
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The recent phenomenal success of language models has reinvigorated machine learning research, and large sequence models such as transformers are being applied to a variety of domains. One important problem class that has remained relatively elusive however is purposeful adaptive behavior. Currently there is a common perception that sequence models “lack the understanding of the cause and effect of their actions” leading them to draw incorrect inferences due to auto-suggestive delusions. In this report we explain where this mismatch originates, and show that it can be resolved by treating actions as causal interventions. Finally, we show that in supervised learning, one can teach a system to condition or intervene on data by training with factual and counterfactual error signals respectively.
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— Imagined conversation with a fast food AI.

1. Introduction

Suppose we are given a probabilistic model \( P \) that captures a joint distribution over a stochastic sequence \( X_1, X_2, \ldots, X_T \). We can use this probabilistic model to make sequential predictions: if we have observed a history \( X_1 = x_1, \ldots, X_t = x_t \) up to time \( t \), then we can predict the observation \( X_{t+1} \) at time \( t + 1 \) by conditioning the model on the past observations, that is,

\[
P(X_{t+1} = x_{t+1} \mid x_1, \ldots, x_t).
\]
This prediction scheme works well under very broad conditions. In fact, it is optimal in expectation with respect to the log-loss; and if the sequence is governed by latent variables (which is the case, for instance, when the sequence is exchangeable) then the scheme corresponds to Bayesian prediction [7].

If we are interested in purposeful adaptive behavior (rather than mere prediction), it is natural to ask whether the above auto-regressive prediction scheme extends to the interactive setting, where the model is used both for generating and predicting data (see e.g. [6, 11]). For instance assume we are given a probabilistic model for a stochastic sequence $A_1, O_1, A_2, O_2, \ldots, A_T, O_T$ describing sequential interactions between an expert and their environment, who issue the actions $A_t$ and observations $O_t$ respectively. Such a model could have been built from recorded demonstrations of an expert performing one or more tasks—say, a driver navigating a vehicle, a guided robot arm manipulating objects, or an interactive language model. First we remark that, as discussed before, we can use this model to passively predict the sequential expert-environment interactions. If we observe a sequence of past interactions $a_{1:t}, o_{1:t}$ between the expert and the environment, we can predict the expert’s next action using the conditional probability

$$P(A_{t+1} = a_{t+1} \mid a_{1:t}, o_{1:t}).$$

The predictions made by this model will converge quickly even if we are initially uncertain about the task the expert is performing.

But assume now that we want to use this model for imitation. The rationale is to imitate the expert (or act as if one were the expert) by following the actions predicted by the model. The hope is that, as in the prediction case, if the sequence is governed by latent variables that characterize the task properties and the intentions of the expert, then the model will serve as an adaptive policy that converges quickly. More precisely, given past interactions $a_{1:t}$ and $o_{1:t}$, can we use this model for iteratively choosing the next action $A_{t+1}$ by sampling it from

$$a_{t+1} \sim P(A_{t+1} \mid a_{1:t}, o_{1:t}),$$

where $a_{1:t}$ are the previous actions generated by the model and $o_{1:t}$ are the past observations produced by the environment? This is a simple question with far-reaching implications on foundation models [4], language agents [5], behavior cloning [10], inverse reinforcement learning [1, 13], goal-/return-conditioned policies [6, 11, 22]), and so forth. For instance, it would allow the construction of highly-general adaptive agents by simply building a probabilistic model from observed demonstrations over multiple tasks and domains without relying on expensive reward maximization procedures.

Unfortunately, the answer to this question is “no”—at least not without assumptions (e.g. that the task is a causally-sufficient Markov Decision Process and the expert policy is stationary) and not under the same general conditions under which passive sequence prediction works\(^1\). Unlike in control and reinforcement learning, here the actions are random variables, and as such embedded in a network of causal and probabilistic dependencies. In this report we will see that, while we can condition the model on observations as usual, actions (or action groups) must be treated as causal interventions. The reason is subtle: the model update triggered by the collected data differs depending upon whether the data was generated by the model itself (i.e. actions) or outside of it (i.e. observations), and mixing them up leads to wrong inferences. These take the form of self-delusions where the model takes its own actions as evidence about the world (for instance, believing that “Cheeseburgers are on the menu” after sampling this sentence from the predictive distribution) due to the presence of confounding variables. This problem\(^2\) was first pointed out in [14, 15], and related points were made in [19].

---

\(^1\)It does work in some restricted settings discussed later.

\(^2\)The self-delusions discussed here are unrelated to the problem arising from observational confounding [2, 8, 25].
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Figure 1 | The prize-or-frog problem. The objective is to choose the box containing the prize. Two problem instances exist: either the prize is in box 1 (\( \Theta = 1 \)) or box 2 (\( \Theta = 2 \)). There is also an expert who knows which box to open provided they are told the value of \( \Theta \). Panel (a) depicts the two configurations. Solid transitions are deterministic (taken with probability one) and dotted ones are possible transitions that aren’t taken. Panel (b) shows the causal Bayesian network of the problem.

2. A minimal example

To illustrate the self-delusion problem, we need an example with at least three random variables. For this, consider the following prize-or-frog problem. There are two boxes (1 & 2), one containing a prize and the other a frog respectively. The objective is to open the box containing the prize.

Suppose we build a probabilistic model from data generated by an expert who opens the correct box when told where the prize is. For simplicity, we assume the two configurations are equiprobable. The full model is a joint distribution \( P(\Theta, A, O) \) over the box configuration \( \Theta \), the chosen box \( A \) (1 or 2), and the observed content \( O \) (+1 or -1). See Figure 1a for a depiction. Formally, we have

\[
P(\Theta = \theta) = \frac{1}{2}; \quad P(A = a \mid \Theta = \theta) = \begin{cases} 1 & \text{if } a = \theta, \\ 0 & \text{otherwise}; \end{cases} \quad P(O = o \mid \Theta = \theta, A = a) = \begin{cases} 1 & \text{if } (o = +1 \text{ and } a = \theta), \\ 0 & \text{otherwise}. \end{cases}
\]

First we verify that the model works as intended for sequential prediction—that is, when the agent uses the model to sequentially predict the interactions between the expert and the task. We consider two cases: the fully observable case, and a partially observable where we do not see the task parameter.

**Fully observable, passive.** This is a sequential prediction problem that proceeds in three steps. In each step, we predict the value of a random variable and then observe its outcome, following the order \( \Theta, A, \) and \( O \). The predictions are made using the conditional probability distributions \( P(\Theta) \), \( P(A \mid \Theta) \), and \( P(O \mid \Theta, A) \) respectively. Clearly, only the first prediction is uncertain—i.e. \( P(\Theta = 1) = P(\Theta = 2) = \frac{1}{2} \); after \( \Theta \) is revealed, \( A \) and \( O \) can be predicted with certainty.

**Partially observable, passive.** This time the configuration \( \Theta \) is latent, and thus we are only required to predict the action \( A \) and the observation \( O \) using the marginal joint distribution

\[
P(a, o) = \sum_\theta P(a, o \mid \theta)P(\theta).
\]

This marginal distribution can be derived as shown or learned directly from data, for instance (unintentionally) when \( \Theta \) is a hidden latent we are unaware of. Accordingly, we make our sequential...
predictions using the conditional probability distributions \( P(A) \) and \( P(O \mid A) \). The first prediction is uniform, that is
\[
P(a) = \sum_\theta P(a \mid \theta)P(\theta) = \frac{1}{2},
\]
which makes sense because we do not know the configuration \( \Theta \). However, once the expert issues the action \( A = a \), we can infer the unique value of \( \Theta = \theta \) compatible with this choice. Given \( A = a \), the subsequent observation \( O = +1 \) occurs with certainty because of the dependency between \( \Theta \) and \( A \). Mathematically, this is
\[
P(o \mid a) = \sum_\theta P(o \mid \theta, a)P(\theta \mid a) = \begin{cases} 1 & \text{if } o = +1, \\ 0 & \text{if } o = -1, \end{cases}
\]
where \( P(\theta \mid a) = \delta[\theta = a] \) is the posterior probability of the configuration given the expert’s action.

Now that we know the model works well for prediction, we will use the model in an interactive way for imitation, i.e. where we choose the action \( A \) following our sequential model instead of letting the expert choose it. Again we will consider both the fully and partially observable cases separately.

**Fully observable, interactive.** In the fully observable case we will first observe \( \Theta \), then choose \( A \), and finally observe \( O \). Clearly, once the value of \( \Theta \) is known, acting amounts to imitating the expert:
\[
P(a \mid \theta) = \begin{cases} 1 & \text{if } a = \theta, \\ 0 & \text{otherwise.} \end{cases}
\]
After the action is chosen, the prediction of the outcome \( O \) follows as usual.

**Partially observable, interactive—and the self-delusion problem.** In this case we are required to first issue the action \( A \) and then observe the outcome \( O \), following the marginal distribution \( P(A, O) \). Crucially, we do not observe \( \Theta \).

Since we do not know the configuration of the task, the model is uncertain about which action to pick, suggesting \( P(a) = \frac{1}{2} \) as calculated in (1). Sticking to the recommendation made by the model, we sample the action from \( P(A) \). This immediately leads to a problem: \textit{whichever action we choose will convince ourselves of the box configuration!} That is,
\[
P(\theta \mid a) = \begin{cases} 1 & \text{if } \theta = a, \\ 0 & \text{otherwise,} \end{cases}
\]
because there is only one configuration that is consistent with the choice of the action. This \textit{delusion} will impact our inferences downstream: we now predict with certainty that we will obtain the prize \( P(O = 1 \mid a) = 1 \) no matter which action we took, whereas clearly the correct inference is that we still don’t know.

**Addressing the delusion.** How did this delusion happen and does one circumvent it? The problem lies in the causal structure: \( \Theta \) causally precedes \( A \) and \( O \), and \( A \) precedes \( O \) (Figure 1b). Crucially, the causal structure implies that knowing the configuration \( \Theta \) is a precondition for choosing the action \( A \), just as the expert did. But when we choose the action using \( P(A) \) without knowing \( \Theta \) we are violating the causal requisite. This is why conditioning on the generated action will not only provide
where \( \Theta \)
where we used Bayes’ rule and then the fact that
The result makes sense: now, selecting a box at random using the model does not provide evidence
about the configuration, which in turn leaves us uncertain about the outcome.

Remark 1. We stress that, unlike in standard conditioning, to evaluate an intervention we need to know the causal structure. For instance, had the graph been the same except that \( A \) causally precedes \( \Theta \), then the conditional probability \( P(\Theta \mid \text{do}(a)) \) would have been

\[
P(\Theta \mid \text{do}(a)) = \text{do}(a) \left\{ \frac{P(a \mid \Theta)P(\Theta)}{\sum_\Theta P(a \mid \Theta')P(\Theta')} \right\} = \frac{P(\text{do}(a))P(\Theta \mid \text{do}(a))}{\sum_\Theta P(\text{do}(a))P(\Theta') \mid \text{do}(a)} = P(\Theta \mid a) = \delta^\Theta_{a}.
\]

In this case choosing the action does fix the box configuration, consistent with the new causal story.

Back to fully observable, interactive. Having seen that actions are causal interventions one might ask: why did we not intervene in the fully observable case? The answer is: we did. The difference is
that in the fully observable case, conditioning and intervening leads to the same posterior distribution:

\[ P(O \mid \Theta, A) = P(O \mid \Theta, \text{do}(A)). \]

This is seen by noticing that conditioning on \( A \) only produces a flow of information that travels downstream. The upward flow of information is blocked, since we have already conditioned on \( \Theta \) (Figure 2c).

**Summary.** When using a probabilistic model in an interactive setting, actions (i.e. data generated by the model) are causal interventions, whilst observations (i.e. data generated externally) are standard Bayesian conditions. This prevents incorrect inferences (=delusions) via hidden confounders. Hence, one cannot learn from one’s own actions, but only from their effects. Furthermore, to evaluate an intervention we need to know the underlying causal structure.

**Remark 2.** In our example situation we used a random configuration, but otherwise the expert choices and outcomes are deterministic. However, the reader can easily verify that the problem and the solution hold in the general case when the expert choices and the outcomes are stochastic.

**Remark 3.** The source of the delusion can also be seen by comparing the two posterior beliefs \( P(\theta \mid a, o) \) and \( P(\theta \mid \text{do}(a), o) \) over the task parameter, that is, where the past action is treated as a standard condition and a causal intervention respectively (differences are highlighted):

\[
P(\theta \mid a, o) = \frac{P(\theta)P(a \mid \theta)P(o \mid \theta, a)}{\sum_{\theta'} P(\theta')P(a \mid \theta')P(o \mid \theta', a)} \quad P(\theta \mid \text{do}(a), o) = \frac{P(\theta)P(o \mid \theta, a)}{\sum_{\theta'} P(\theta')P(o \mid \theta', a)}.
\]

Here we can clearly see that the intervention causes the dismissal of the evidence \( P(a \mid \theta) \) produced by the self-generated action \( A = a \).

**Remark 4.** In control and RL, the controller/agent is never included into the probabilistic model, but regarded as an external process. Actions are not treated as random variables but as indexes over families of distributions. Hence, when the control/RL practitioner “conditions” on an action, technically they choose a distribution from a family parameterized by the actions, which results in the (correct) second posterior belief formula in (2).

**Remark 5.** Sampling an action from the posterior predictive \( P(a) \) amounts to sampling from

\[ P(a) = \sum_{\theta} P(a \mid \theta)P(\theta). \]

The sum (or integral, if \( \Theta \) were continuous) can render the direct calculation of \( P(a) \) intractable. An equivalent and algorithmically easier way to obtain an action using Monte-Carlo simulation is to first sample \( \theta \sim P(\theta) \) and then sample the action from the expert policy \( a \sim P(a \mid \theta) \). Note that this is Thompson Sampling—not as a heuristic, but derived from first principles \([14, 15]\).

**Remark 6.** This is also the reason why goal-conditioned planning does not work in the general case. Suppose the interactions are generated from the process \( \Theta, A, O, G \), where \( G \) is a random variable characterizing the final state that depends causally on \( \Theta \). This could e.g. be an explicit final state or a function computed from the interactions, such as the return. In goal-conditioned planning, one conditions on the desired goal \( G = g \) and then acts according to the posterior predictive, i.e. \( P(A \mid G = g) \). The problem is that the choice of the goal \( G = g \) is an action, and conditioning on it will reveal false information about the latent task parameter \( \Theta \), which is delusion.

**Remark 7.** The breakdown in the partially observable case relied on the presence of an unobservable latent factor, which in general cannot be avoided. However, often there are domains where the observation is so rich that it (implicitly) contains the task identifier. This essentially brings the problem back to the fully observable case, limiting the impact of the delusion.

**Remark 8.** The role played by interventions in our discussion has a parallel in the brain sciences. The central motor system, when issuing a motor signal, generates an efferent copy which is sent to the sensory system. This enables the sensory system to take into account what the intended actions are, so that these are not mistaken for environmental actions. This mechanism is hypothesized to be the reason why one can’t tickle oneself \([3]\).
3. The sequential case

A straightforward way of extending the previous example to sequential decisions is by formalizing the interactions as a sequential game because they reflect the causal dependencies. We will do this in two steps: first we formulate the idealized, causally sufficient game which includes all the task parameters an expert needs in order to make their decisions, and then we use it to derive an adaptive policy for when these parameters are latent. The fact that this actually works is non-trivial.

We start by considering a stochastic process \( P \) with \( T \) rounds over the random variable triplets

\[
\Theta_1, A_1, O_1, \Theta_2, A_2, O_2, \ldots, \Theta_T, A_T, O_T,
\]

where the \( \Theta_t \) and \( O_t \) are moves taken by Nature, and the \( A_t \) are moves taken by an expert. Here we chose this triplet structure only for convenience: one can easily envision games with other structures better suited for the desired application domain. For instance, a natural language domain might require hierarchically structured variables (say, topic, sentence, and word markers). Figure 3a shows an example with binary random variables and \( T = 2 \) rounds and Figure 3b shows its associated causal Bayesian network. As in the prize-or-frog game, we interpret the \( \Theta \)'s as task/expert-intention parameters; only here they are generated as the process unfolds. The process represents a game with complete information, where every move is observable by both parties. That is, in every time step \( t + 1 \), the expert sees all the past moves and chooses an action from the conditional distribution (i.e. the expert policy)

\[
P(A_{t+1} \mid \theta_{1:t+1}, a_{1:t}, o_{1:t}).
\]

Variations of such a game could represent, for instance, an agent playing a multi-armed bandit with known reward distributions; an agent controlling a known MDP; or a card player who sees the hands of their opponents (the opponent players were folded into a single environment).

Now let us assume we use this model to mimic the interactions, but without seeing the task parameters. The interaction process is thus the marginal process over the random variables

\[
A_1, O_1, A_2, O_2, \ldots, A_T, O_T.
\]

In the language of game theory, we have turned the original, perfect information game into a game with imperfect information. In this more challenging game, Nature can make hidden moves, choosing the task parameters \( \Theta \) secretly. From game theory, we also know that hidden moves spawn information sets, i.e. game states that are indistinguishable (highlighted in Figure 3a) and hence do not admit the same state-specific actions that the expert would choose [17, 23].

Given the above limitations, how do we choose our next action? As we have seen in the prize-or-frog example, we cannot sample actions from \( P(A_{t+1} \mid a_{1:t}, o_{1:t}) \) because conditioning on past actions leads to delusions. Instead, we must choose our next action using

\[
P(A_{t+1} \mid \text{do}(a_{1:t}), o_{1:t})
\]

(3)

where past actions are incorporated as causal interventions and past observations as standard conditions. This leads to inferences that are consistent with the causal constraints imposed by the information sets. Compare the causal Bayesian network before and after the interactions in Figures 3b & c respectively. In addition, the resulting policy is adaptive—essentially, it is Thompson sampling—and will converge to the expert’s policy under broad conditions [12, 14, 16].

If instead we had started directly from the marginal process over the interactions without knowing the underlying causal dependencies on the confounders \( \Theta \), (see Figure 3d), then we would have been incapable of evaluating the correct result of interventions. This is why possessing a causally sufficient model is of paramount importance.
Figure 3 | Stochastic process over the binary random variables $\Theta_1, A_1, O_1, \Theta_2, A_2, O_2$ representing interactions between Nature (choosing $\Theta$’s and $O$’s) and the agent (choosing $A$’s). The interactions can be represented as a game in extensive form (Panel a) or as a causal Bayesian network (Panel b). In the partially observable case the $\Theta$’s are hidden moves by Nature, which create information sets (=collection of indistinguishable states) for the agent. These are shown explicitly in (a) as nodes sharing the color which reduce the game to (d). Panel (c) shows the graph resulting from treating actions as interventions. Panel (d) shows the game representing the marginal interaction process that the agent experiences when Nature makes hidden moves. This game is causally insufficient for evaluating the effects of interventional actions.

**Summary.** If we want to imitate an expert who interacts with a task class, we can do so by constructing a causally sufficient model of their sequential interactions, and then sample our actions from the conditional (3) which treats past actions as interventions. In short, imitation requires knowing the reasons behind actions. This will produce an adaptive policy that converges to the expert’s policy under broad conditions.

**Remark 9.** Interestingly, by introducing the notion of information sets for describing hidden moves, Von Neumann shows to have been acutely aware of the associated causal problem already in 1944 [23, Chapter 7].

**Remark 10.** While the conditional distribution (3) looks simple, it is worth expressing it in terms of conditional probabilities that are free from interventions. For completeness, here we provide its recursive definition. The posterior predictive over the next action is

$$P(a_{t+1} \mid \text{do}(a_{1:t}), o_{1:t}) = \sum_{\theta_{1:t+1}} P(a_{t+1} \mid \theta_{1:t+1}, a_{1:t}, o_{1:t}) P(\theta_{1:t+1} \mid \text{do}(a_{1:t}), o_{1:t}),$$

i.e. a weighted superposition of expert actions weighted by the posterior probabilities of the task parameters. The posterior $P(\theta_{1:t+1} \mid \text{do}(a_{1:t}), o_{1:t})$ in turn is given by the recursive expression

$$P(\theta_{1:t+1} \mid \text{do}(a_{1:t}), o_{1:t}) \propto P(\theta_{t+1} \mid \theta_{1:t}, a_{1:t}, o_{1:t}) P(\theta_{1:t} \mid \theta_{1:t-1}, a_{1:t-1}, o_{1:t-1}) P(\theta_{1:t} \mid \text{do}(a_{1:t-1}), o_{1:t-1}),$$

That is, proportional to the product of the probability of choosing the last task parameter, the likelihood of the observation, and the prior probability of the remaining task parameters. The likelihood of the action is absent from the product because it was treated as an intervention. This derivation makes use of standard probability and the rules of causal calculus. It is easy to see that if the recursive equation is “unrolled”, the result will be entirely free of expressions containing interventions.
Remark 11 (Multi-armed bandits). Learning how to play a multi-armed bandit is the quintessential introductory reinforcement learning problem [21], exemplifying the exploration-exploitation dilemma an agent must face when dealing with uncertainty. We built a model of interactions between a noisy expert and a multi-armed bandit with 5 arms where each arm delivers a Bernoulli-distributed reward. The interaction process is \( \Theta, A_1, O_1, A_2, O_2, \ldots \) where \( \Theta \) is the hidden choice of the best arm (\( \Theta \in \{1, 2, 3, 4, 5\} \)), and the \( A_i \) and \( O_i \) are the expert actions and the bandit rewards respectively. The causal probabilistic model is specified by the following mechanisms,

\[
P(\Theta = \theta) = \frac{1}{5}; \quad P(A_t = a_t \mid \theta) = \begin{cases} 
0.6 & \text{if } a_t = \theta, \\
0.1 & \text{otherwise}; 
\end{cases} \quad P(O_t = 1 \mid \theta, a_t) = \begin{cases} 
0.75 & \text{if } a_t = \theta, \\
0.25 & \text{otherwise}. 
\end{cases}
\]

Since these are the mechanisms, the \( A_i \) are independent of the past given \( \Theta \) and so are the \( O_i \) given the previous action \( A_i \) and the parameter \( \Theta \). The table below shows the result of using this model for imitating the expert during twenty rounds without knowing \( \Theta \). It compares two cases: when past actions are treated as standard conditions and as causal interventions with three trajectories each. For simplicity, the best arm was labelled as arm 1.

| Conditioning: \( a_{t+1} \sim P(a_{t+1} \mid a_{1:t}, o_{1:t}) \) | Intervening: \( a_{t+1} \sim P(a_{t+1} \mid \text{do}(a_{1:t}), o_{1:t}) \) |
|---------------------------------------------------------------|---------------------------------------------------------------|
| Actions: \( 3 \ 4 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \ 3 \) | Actions: \( 1 \ 4 \ 4 \ 3 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \) |
| Rewards: \( 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 1 \ 0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \) | Rewards: \( 0 \ 0 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 1 \ 1 \ 0 \ 1 \ 1 \ 1 \ 1 \ 0 \ 1 \) |
| Actions: \( 2 \ 1 \ 2 \ 1 \ 2 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \) | Actions: \( 5 \ 4 \ 5 \ 3 \ 4 \ 5 \ 3 \ 2 \ 3 \ 1 \ 1 \ 5 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \) |
| Rewards: \( 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \) | Rewards: \( 1 \ 0 \ 0 \ 1 \ 0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 1 \ 1 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \) |
| Actions: \( 5 \ 5 \ 2 \ 2 \ 2 \ 2 \ 5 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \ 2 \) | Actions: \( 2 \ 1 \ 1 \ 1 \ 5 \ 4 \ 5 \ 4 \ 1 \ 4 \ 5 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \) |
| Rewards: \( 0 \ 0 \ 1 \ 0 \ 1 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 0 \ 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \) | Rewards: \( 0 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1 \ 0 \ 1 \ 1 \ 1 \ 1 \) |

The two resulting strategies differ significantly. Treating actions as conditions leads to self-delusion—evidenced by a tendency to repeating previously chosen actions, often converging to the wrong arm. In contrast, treating actions as interventions leads to a richer exploratory strategy which identifies the best arm.

Remark 12 (Language models). In language modelling, the actions and observations are both language tokens, such as words. The web is full of the actions (text) produced by many other agents, mostly people, but recently machines too, such as GPT3 [5]. Language models \( P(x_t \mid x_{t-1}) \) are often pre-trained with self-supervised learning techniques. These pre-trained models are agents that can generate actions by conditioning on previous actions. Their environment is an API that allows for human experts to prompt the agents with text.

Consider a pre-trained language model whose job is to predict the fourth word given a sequence of three words proposed by us (experts). Without any loss of generality, we again introduce the variable \( \theta \) to capture information that is available to the experts, but not to the agent. This information could represent the intention, emotional state or any other information about the experts that the language model has no access to via the observations. If we knew the posterior distribution of \( \theta \), we could easily marginalise it out using the rules of probability, and predict the fourth word as follows:

\[
P(x_4 \mid x_1, x_2, x_3) = \int P(x_4 \mid \theta, x_1, x_2, x_3) P(\theta \mid x_1, x_2, x_3) \, d\theta, \tag{4}
\]

where the posterior distribution \( P(\theta \mid x_1, x_2, x_3) \), representing the model’s beliefs about \( \theta \), is given by

\[
P(\theta \mid x_1, x_2, x_3) \propto P(x_3 \mid \theta, x_1, x_2) P(x_2 \mid \theta, x_1) P(x_1 \mid \theta) P(\theta). \tag{5}
\]

Note that in practice we don’t know the shape of \( \theta \) and indeed it may even be an unknown unknown. Therefore we don’t compute the prediction using the right hand side of equation (4), but instead train the predictive model on the left hand side of this equation.

The problem arises when we consider interaction between the pre-trained language model and the environment. Suppose we use a language model API to enter the first word \( x_1 \), but this time let the model use its own generated second word \( x_2 \), and then force the model to use our third word \( x_3 \). We then try to predict the fourth word as before. That is, while \( x_1 \) and \( x_3 \) are expert data, \( x_2 \) is an intervention produced by the language agent. Hence, by
the arguments introduced earlier in the minimal example section, we must adopt the following model to avoid delusions:

\[ P(x_4 \mid x_1, \text{do}(x_2), x_3) = \int P(x_4 \mid \theta, x_1, x_2, x_3) P(\theta \mid x_1, \text{do}(x_2), x_3) \, d\theta \]  

(6)

The posterior distribution \( P(\theta \mid x_1, \text{do}(x_2), x_3) \), with \( x_2 \) being treated as an intervention, is given by

\[ P(\theta \mid x_1, \text{do}(x_2), x_3) \propto P(x_3 \mid \theta, x_1, x_2) P(x_1 \mid \theta) P(\theta) \]  

(7)

Note that \( P(x_2 \mid \theta, x_1) \) appears in equation (5) but not in equation (7) because in this latter equation what we have is \( P(\text{do}(x_2) \mid \theta, x_1) \) and this term cancels out in the expression for the posterior distribution as we discussed earlier. This can be understood as an application of the back-door criterion to the causal graph, whereby we delete all links pointing to \( x_2 \). That is, \( x_2 \) is fixed, and not a random variable. Hence,

\[ P(x_4 \mid x_1, x_2, x_3) \neq P(x_4 \mid x_1, \text{do}(x_2), x_3). \]  

(8)

If the model acted in the past, its actions must be treated as causal interventions and not as observations. In the extreme case imagine that the language model generates a lot of text and that this text is added to the dataset, say a web corpus. Then relearning from this dataset will only confirm the model's biases, that is, its delusions.

How important is this in practice? If the observations are very informative about the latent information \( \theta \), then the difference between the two predictive models, described above, will be small. However, when the observations are not informative about \( \theta \), or ambiguous, and the agent cannot collect data online to reduce its ignorance, the two predictive models can be very different, giving rise to absurd dialogues as the one in the introduction of this paper.

4. Sequential models built from data

So far we have assumed that we are in possession of a complete causal-probabilistic model over interaction sequences on which we can arbitrarily operate by marginalizing, conditioning, and intervening on any desired random variable. We now turn our attention to learning such models from data through regression, where the models typically have rigid function signatures. For instance, say we learn a function \( f \) that computes the probabilities of a Markov transition kernel

\[ P(X_{t+1} = x_{t+1} \mid X_t = x_t) = f(x_{t+1}, x_t). \]

Using \( f \), we cannot compute \( P(X_{t+1} \mid \text{do}(x_t)) \). This is the type of challenge we'll face next.

4.1. Meta-learning and “counterfactual teaching”

We can learn a sequential model for control using memory-based meta-learning [9, 24] (as was done to train e.g. GPT-3 [5]). If we have a collection of tasks and an expert, and a prior distribution over task parameters, then we can meta-train an agent system with memory to learn an adaptive policy over the task class. An agent with memory could be e.g. a recurrent neural architecture based on LSTM cells or a higher-order Markov model based on transformers. Once the agent has been meta-trained, it can then be deployed at test time with fixed parameters; importantly, the resulting agent will follow an adaptive policy.

**Setup.** For simplicity here we restrict ourselves to interaction processes with one initial latent parameter, i.e. \( \Theta, A_1, O_1, \ldots, A_T, O_T \). Formally, we need the following ingredients: A prior distribution over task parameters \( Q(\Theta) \); a collection of tasks, where each task is represented by a conditional probability distribution \( Q(O \mid \Theta, W) \) over the next observation \( O \) given the task parameter \( \Theta \) and the current memory state \( W \); an expert, represented by a conditional probability distribution \( Q(A \mid \Theta, E) \) over the next ideal action \( A \) given the task parameter \( \Theta \) and the current memory state \( E \); and an agent,
Figure 4 | Computation graph for meta-training. Squiggly arrows (~~~) denote stochastic functions.

a) Initialization step. \(\Theta\) is the randomly drawn task parameter, which is shown to the expert. Crucially, \(\Theta\) is not shown to the agent. \(E, W,\) and \(M\) are the expert’s, the task’s, and the agent’s memory states respectively. b) Observation step with factual teaching. The agent predicts the next observation using a distribution \(P_O\). The task responds stochastically with a factual observation \(O\) which generates a log-loss \(\ell\) and updates the memory states. c) Action step with counterfactual teaching. The agent predicts the expert’s action using a distribution \(P_A\) and samples an action \(A\) from it, which updates the memory states. Crucially, this stochastically generated action must not propagate gradients when trained end-to-end using backpropagation—if necessary, a stop-gradient must be introduced to model the intervention. The expert then stochastically generates an ideal action \(\bar{A}\) which generates a log-loss \(\ell\) for the agent’s prediction. “Counterfactual teaching” refers to the property that the agent doesn’t get penalized for the action it takes, but for its probability of taking the action the expert would have taken.

represented by learnable conditional probability distributions \(P(A \mid M)\) and \(P(O \mid M)\) predicting the next action or observation given a memory state \(M\). In all of the three, the memory states \(W, E\) and \(M\) act as the sufficient statistics of the past interactions.

Without loss of generality, we can implement our agent using four trainable functions,

\[
\begin{align*}
P(A \mid M = m) &= f_A(m) \\
P(M' \mid M = m, A = a) &= g_A(a, m) \\
P(O \mid M = m) &= f_O(m) \\
P(M' \mid M = m, O = o) &= g_O(o, m)
\end{align*}
\]

where \(f_A\) and \(f_O\) implement the policy and the prediction, and where \(g_A\) and \(g_O\) are their associated memory transition kernels.

**Training.** The challenge is to meta-train the agent so that we address the following two problems:

a) the observation predictions regress the Bayesian posterior predictive;

b) and the action probabilities regress the posterior predictive, but respecting the causal constraints before and after choosing the action.

Part (a) is solved by minimizing the log-loss of the predictions in the standard way. We call this **factual teaching**. To address (b), the agent first predicts the expert’s action and then samples its own action from it. Subsequently the expert reveals their action, inducing a log-loss penalty for the agent. We call this scheme **counterfactual teaching**. This training setup makes sure that the resulting agent, at deployment time, imitates the expert while treating past actions as interventions (see Appendix A). The computation graph is shown in Figure 4.
It is worth being clear about what this achieves. If the agent is trained using factual/counterfactual teaching to regress the observation/action probabilities, then upon convergence the functions \( f_A \) and \( f_O \) will approximate

\[
\begin{align*}
f_A(m_t) &\approx Q(A_{t+1} \mid \text{do}(a)_{1:t}, o_{1:t}) \\
\text{and } f_O(m'_t) &\approx Q(O_{t+1} \mid \text{do}(a)_{1:t+1}, o_{1:t}),
\end{align*}
\]

where \( m_t \), and \( m'_t \) are the sufficient statistics for the interaction histories and where all the past actions—and only those—have been intervened on. This avoids the delusions pointed out in Sections 2 & 3. Other probabilities, such as

\[
\begin{align*}
Q(A_{t+1} = a_{t+1} \mid a_{1:t}, o_{1:t}) \text{ or } Q(A_{t+1} = a_{t+1} \mid a_{1:t}, \text{do}(o)_{1:t}),
\end{align*}
\]

where we condition on actions or where we intervene on the observations respectively, are not captured.

**Summary.** When training a function approximator to learn an adaptive policy, the causal distinction between actions and observations translates into using counterfactual and factual teaching signals respectively. This ensures that predictions are amortized using the correct weighting of past histories that mix conditioning and intervening.

**Remark 13.** Rather than using an architecture with explicit internal memory, alternatively we can also train a single function implementing a sequence predictor

\[
P(X_{t+1} \mid X_1 = x_1, \ldots, X_t = x_t) = f([x_1, x_2, \ldots, x_t]).
\]

In this approach the architecture does not distinguish between actions and observations, treating them uniformly as symbols. Since the entire past is provided as prediction context, no explicit memory is required because the past is trivially a sufficient statistic of itself. Even when the context is truncated to the most recent \( K \) symbols (=\( K \)-order Markov) it could still provide a good approximation to the ideal sufficient statistic (provided \( K \) is sufficiently large).

**Remark 14.** For all practical purposes, a given symbol \( x \) and its intervened version \( \text{do}(x) \) are best seen as entirely different symbols. For instance,

\[
P(X_4 \mid \text{do}(x_1), x_2, x_3), \quad P(X_4 \mid x_1, \text{do}(x_2), x_3), \quad \text{and } \quad P(X_4 \mid x_1, x_2, \text{do}(x_2), \text{do}(x_3)),
\]

are three different conditional probability distributions because they differ in their intervened variables: each must be meta-learned separately, carefully switching between factual and counterfactual teaching signals. Thus in the previous example, assuming that \( X_1, X_2, \) and \( X_3 \) are binary, then there are not \( 2^3 = 8 \), but \( 4^3 = 64 \) different pasts of length 3, because each random variable has 2 standard and 2 intervened possible values.

**Remark 15.** In the example given we explicitly distinguished between the task and the expert as providers of the factual and counterfactual teaching signals respectively. However, in many cases one cannot or does not want to draw this distinction. A timely example is given by interactive language models. Tokens generated by the model are actions to be treated as causal interventions, while tokens provided by the user are standard observations. Since we cannot tell ahead of time which party will produce which part of speech, it would be necessary to amortize each token both in its standard and intervened form using factual and counterfactual teaching signals.

**Remark 16.** If we do not distinguish between actions and observations, then a language model will delude itself. In the opening epigraph of this report, the sentences generated by the model were incorporated into the prediction context as standard conditions.

---

3Assuming the function classes are rich enough.
Remark 17. The requirement of soliciting an expert’s action online from a trajectory generated by an agent for counterfactual teaching is similar to the Dagger algorithm [20] where an expert provides supervising signals for imitation learning in states reached by a student agent. However, they come from different motivations. Dagger is designed to reduce the extrapolation error due to distribution shift at test time, and doesn’t consider the existence of latent parameters. The benefit of Dagger over vanilla imitation learning diminishes if a student can predict the expert’s action distribution exactly. In contrast, it becomes necessary to request counterfactual learning signals from an expert in this study at the presence of latent variables. The bias always exists in this case no matter how expressive the agent model is and how much data is available.

Remark 18. For the purpose of learning an adaptive policy, it appears that all we want is estimate the action distribution $P(A_{t+1} \mid do(a)_{1:t}, o_{1:t})$. Therefore, training our model on the loss on $f_A(m)$ might be enough, although the loss defined for observation prediction could be useful as an auxiliary loss.

4.2. Offline Adaptation and Control

Now our goal is to train an agent to imitate an expert who is not available. Instead, we only have a dataset containing demonstrations, i.e. trajectories of interactions between the expert and the tasks, from which we want to build our (causal-probabilistic) sequential model. This limitation does not impact learning a sequential predictor, but it does affect the problem of learning an adaptive policy in a fundamental way. Currently this is an open problem, and we will limit ourselves to merely pointing out the main difficulty.

As before we assume the interaction process is $\Theta, A_1, O_1, \ldots, A_T, O_T$, but now we are only provided with sampled trajectories of the form $\tau = a_1, o_1, \ldots, a_T, o_T$ where the task parameter $\theta$ is latent. Meta-training an agent for sequential prediction is easy: we select a trajectory at random, and then we sequentially provide factual teaching signals for the agent’s predictions. However, in the interactive case, if we do not know the task parameter $\theta$, then we cannot supply counterfactual teaching signals.

To see this, imagine we attempt to meta-train following the approach of the prediction case, and sample a trajectory $\tau = \tilde{a}_1, o_1, \ldots, \tilde{a}_T, o_T$ from the dataset. Here the $\tilde{a}_i$ are the expert actions. The agent starts by forecasting the first action using $P(A_1)$. To implement the counterfactual teaching signal, we penalize the prediction using the expert’s action as $\ell = -\log P(A_1 = \tilde{a}_1)$ and let the agent pick its own action $a_1 \sim P(A_1)$. If the two actions differ, i.e. $a_1 \neq \tilde{a}_1$, then the agent’s choice is incompatible with our sampled trajectory $\tau$ and hence we cannot use it to continue the sequence. This problem cannot be circumvented by replacing $\tau$ with another sequence $\tau'$ from the dataset that starts with $a_1$, because $\tau'$ might not have been generated by a task-expert combination having the same latent parameter $\theta$ as the original trajectory $\tau$.

This is not a problem of data sparsity: even if the dataset is rich enough to contain every possible interaction sequence (with different multiplicities) the above problem persists because the data has been collected under the presence of the confounding factor $\Theta$. To address the problem, it is necessary to incorporate assumptions (e.g. a set of hypotheses) about the confounding variable, but currently it is unclear how to incorporate this seamlessly into a meta-learning scheme.

Summary. In general, we cannot meta-train an agent only from expert demonstrations to imitate the expert at deployment time, because said demonstrations could depend on unknown confounding variables. To train an agent using expert demonstrations, it is necessary to induce causal models which propose the necessary confounders for explaining the data.
5. Conclusion

In this report we have explored the use of sequence models for control. This was motivated by the recent enormous success of large language models. We have shown that a naive use, where actions are chosen according to the predicted next action conditioned on the past, does not work in general because it creates delusions, i.e. situations in which the agent mistakes its own actions for evidence about the task. These delusions occur whenever there are confounding factors that obscure the cause-effect relationships between actions and observations.

To overcome this, actions must be treated as causal interventions after being generated. Doing so introduces the correct causal constraints so that the agent can only learn about the task through the effects of its actions. However, performing interventions requires having access to the causal model. We then explored meta-learning as a sequence model suitable for adaptive imitation. The main challenge here is to make sure that actions and observations are regressed as interventions and conditions respectively, and we have shown that this can be achieved via counterfactual and factual teaching signals respectively.

Finally, if the sequence does not possess any latent confounders, then conditioning on the actions will not lead to self-delusions. In practice, there are many domains which could not be significantly affected by self-delusions. For instance, if the observations are sufficiently informative (with respect to the latent task and expert intentions), then the effect on the posterior over sequences can be reasonably assumed to be negligible.

A. Why does factual/counterfactual teaching work?

We explain why the computation graph described in Figure 4 leads to the regression of the correctly-conditioned and -intervened conditional probabilities. During training, each sample trajectory $\theta, a_1, o_1, a_2, o_2, \ldots, a_T, o_T$ is generated by taking turns between the agent, the expert, and the task. For simplicity we assume that all the alphabets are finite and that the function approximator implementing the agent can represent the optimal solution. The first symbol $\theta$ is unobserved by the agent but observed by the task and the expert. The observations $o_t$ and the expert actions $\bar{a}_t$ are used to compute losses, but the expert actions are immediately discarded thereafter and do not influence the remaining course of the realization. The probability of such a trajectory is

$$B(\theta, a_{\leq t}, \bar{a}_{\leq t}, o_{\leq T}) := Q(\theta) \left( \prod_{t=1}^{T} P(A_t = a_t \mid a_{<t}, o_{<t})Q(A_t = \bar{a}_t \mid \theta, a_{<t}, o_{<t})Q(O_T = o_T \mid \theta, a_{\leq t}, o_{<t}) \right),$$

where $B$ stands for “braided” distribution, $P$ are the agent’s probabilities and $Q$ are the environmental/expert probabilities. The probabilities of the right-hand-side correspond to the causal mechanisms. At time $t$, the agent gets two training signals, namely a factual and counterfactual one, given by

$$\ell(o_t) := -\log P(O_t = o_t \mid a_{\leq t}, o_{<t}) \quad \text{and} \quad \ell(\bar{a}_t) := -\log P(A_t = \bar{a}_t \mid a_{<t}, o_{<t}),$$

obtained with probabilities

$$\sum_{\theta} B(\theta, a_{\leq t}, o_{<t})Q(O_t = o_t \mid \theta, a_{\leq t}, o_{<t}) \quad \text{and} \quad \sum_{\theta} B(\theta, a_{<t}, o_{<t})Q(A_t = \bar{a}_t \mid \theta, a_{<t}, o_{<t})$$

respectively. Note that the marginal distributions on $B$ were derived from the joint in the usual way, and that we average over the latent parameter $\Theta$ because it is unobserved by the agent.

The training setup implies that each loss term is optimized only w.r.t. a subset of the conditional probabilities. If we use backpropagation to optimize the loss in an end-to-end fashion, then the
computation graph in Figure 4c (page 11) implies that direct links such as $P_A \rightarrow \ell(\tilde{A})$ propagate gradients, but stochastic links such as $P_A \rightsquigarrow A$ don’t. By tracing the gradient paths originating in each loss, one sees that the minimization of the log-losses $\ell(\tilde{a}_i)$ and $\ell(o_t)$ at time $t$ only depend on the conditional probabilities $P(A_t = \tilde{a}_i \mid a_{<t}, o_{<t})$ for all $\tilde{a}_i$ and $P(O_t = o_t \mid a_{<t}, o_{<t})$ for all $o_t$ respectively. Therefore, it is sufficient to analyze the log-losses separately and w.r.t. to given fixed histories $a_{<t}, o_{<t}$ averaged over $\theta$. Let us investigate actions and observations in turn.

For an action at time $t$, we have the expected log-loss:

$$L(A_t) := \sum_{\tilde{a}_i} \sum_{\theta} B(\theta, a_{<t}, o_{<t})Q(\tilde{a}_i \mid \theta, a_{<t}, o_{<t})\ell(\tilde{a}_i)$$

$$\begin{align*}
&= \sum_{\tilde{a}_i} \sum_{\theta} Q(\theta) \left( \prod_{t=1}^{t-1} P(a_{\tau} \mid a_{<\tau}, o_{<\tau})Q(o_{\tau} \mid \theta, a_{\leq\tau}, o_{<\tau}) \right) Q(\tilde{a}_i \mid \theta, a_{<t}, o_{<t}) \log P(\tilde{a}_i \mid a_{<t}, o_{<t}) \\
&= \sum_{\tilde{a}_i} \sum_{\theta} Q(\theta) \left( \prod_{t=1}^{t-1} P(a_{\tau} \mid a_{<\tau}, o_{<\tau})Q(o_{\tau} \mid \theta, \hat{a}_{\leq\tau}, o_{<\tau}) \right) Q(\tilde{a}_i \mid \theta, \hat{a}_{<t}, o_{<t}) \log P(\tilde{a}_i \mid a_{<t}, o_{<t}) \\
&= \left( \prod_{t=1}^{t-1} P(a_{\tau} \mid a_{<\tau}, o_{<\tau})Q(o_{\tau} \mid \hat{a}_{\leq\tau}, o_{<\tau}) \right) \left( \sum_{\tilde{a}_i} Q(\tilde{a}_i \mid \hat{a}_{<t}, o_{<t}) \log P(\tilde{a}_i \mid a_{<t}, o_{<t}) \right). 
\end{align*}$$

Equality (a) is obtained by substituting the definitions. Equality (b) is obtained in two steps. First we convert the action conditions $a_{\tau}$ to action interventions $\hat{a}_{\tau} := do(a_{\tau})$ in the $Q$ probabilities. This works because the $Q$ probabilities are the causal factors. Then we introduce the remaining action interventions up to time $t - 1$ to get $\hat{a}_{<t} = do(a_{<t})$. One can do this because the probability arguments are independent of the actions downstream after intervention. Finally, equality (c) results from using the chain rule on the $Q$-terms to obtain $Q(\theta, do(a_{<t}), o_{<t})$, then marginalizing out $\theta$, and finally using the chain rule again to break the joint probabilities into conditional probabilities, plus a cosmetic re-grouping of the terms.

Rewritten in this way reveals that $L(A_t)$ is an expectation over a collection of cross-entropies between $Q(A_t \mid do(a_{<t}), o_{<t})$ and $P(A_t \mid a_{<t}, o_{<t})$, where the expectation is taken over all histories of length $t - 1$. Hence, minimizing $L(A_t)$ w.r.t. $P(A_t \mid a_{<t}, o_{<t})$ implies

$$P(a_t \mid a_{<t}, o_{<t}) = Q(a_t \mid do(a_{<t}), o_{<t})$$

(9) for all histories $a_{<t}, o_{<t}$ of length $t - 1$. In particular, note how $Q(a_t \mid do(a_{<t}), o_{<t})$ contains intervened past actions in the conditional.

Following an analogous argument for the observation at time $t$, we get:

$$L(O_t) := \sum_{o_t} \sum_{\theta} B(\theta, a_{<t}, o_{<t})Q(A_t = \tilde{a}_i \mid \theta, a_{<t}, o_{<t})\ell(o_t)$$

$$\begin{align*}
&= - \sum_{o_t} \sum_{\theta} Q(\theta) \left( \prod_{t=1}^{t} P(a_{\tau} \mid a_{<\tau}, o_{<\tau})Q(o_{\tau} \mid \theta, a_{\leq\tau}, o_{<\tau}) \right) \log P(o_t \mid a_{<t}, o_{<t}) \\
&= - \sum_{o_t} \sum_{\theta} Q(\theta) \left( \prod_{t=1}^{t} P(a_{\tau} \mid a_{<\tau}, o_{<\tau})Q(o_{\tau} \mid \theta, \hat{a}_{\leq\tau}, o_{<\tau}) \right) \log P(o_t \mid a_{<t}, o_{<t}) \\
&= \left( \prod_{t=1}^{t} P(a_{\tau} \mid a_{<\tau}, o_{<\tau})Q(o_{\tau} \mid \hat{a}_{\leq\tau}, o_{<\tau}) \right) \left( \sum_{o_t} Q(o_t \mid \hat{a}_{<t}, o_{<t}) \log P(o_t \mid a_{<t}, o_{<t}) \right). 
\end{align*}$$

As before, minimizing $L(O_t)$ w.r.t. $P(o_t \mid a_{<t}, o_{<t})$ implies

$$P(o_t \mid a_{<t}, o_{<t}) = Q(o_t \mid do(a_{<t}), o_{<t}).$$

(10)
Hence, (9) and (10) together show that the use of factual and counterfactual loss signals leads to conditional probabilities that correctly treat past actions as interventions.
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