Influence of atomic modeling on electron capture and shaking processes
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Abstract

Ongoing experimental efforts to measure with unprecedented precision electron-capture probabilities challenges the current theoretical models. The short range of the weak interaction necessitates an accurate description of the atomic structure down to the nucleus region. A recent electron-capture modeling has been modified in order to test the influence of three different atomic descriptions on the decay and shaking probabilities. To this end, a specific atomic modeling was developed in the framework of the relativistic density-functional theory, exploring several exchange-correlation functionals and self-interaction-corrected models. It was found that the probabilities of total shaking, tested on both photoionization and electron-capture processes, depend strongly on the accuracy of the atomic modeling. Predictions of capture probabilities have been compared with experimental values evaluated from available published data for different radionuclides from ⁷Be to ¹³⁸La. New high-precision measurements are strongly encouraged because the accuracy of the current experimental values is insufficient to test the models beyond the inner shells.
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I. Introduction

Electron capture is a low-energy weak interaction, wherein a proton embedded in a nucleus, absorbs an atomic electron. This results in the formation of a nucleus with a reduced atomic number, accompanied by the emission of a neutrino with a precisely defined energy. Upon undergoing the transition, if the daughter nucleus is not in its ground state, its deexcitation occurs through a cascade of $\gamma$ transitions. This sequence ultimately results in the emission of either $\gamma$ rays or internal-conversion electrons, the latter inducing the creation of atomic vacancies. Furthermore, immediately following the transition, the daughter atom is neutrally charged but in an excited state, characterized by a neutral atom with a vacancy. The subsequent relaxation of this state results in the emission of x rays and Auger electrons throughout the propagation of the vacancies until their disappearance.

Ground-state to ground-state transitions are very difficult to measure, especially for low-mass nuclei, because only x rays and Auger electrons of very low energies can be detected. Standardization of such pure electron-capture emitters in radionuclide metrology is challenging and directly depends on the knowledge of the capture probabilities, which most often come from theory. Recently, a new international reference system, called ESIR \[1\], has been established by the International Bureau of Weights and Measures (BIPM) based on activity measurements carried out with the liquid scintillation counting (LSC) technique. The computed LSC efficiency strongly decreases at very low energy and a precise modeling of the atomic rearrangement is necessary, which depends on the number of initial vacancies \[2\].

What is problematic for radionuclide metrology can become an advantage in nuclear medicine for cancer treatment when the radioactive nuclei are correctly vectorized into the human body. The vast majority of Auger electrons are emitted with a few keV kinetic energy, deposited in a range from nanometers to micrometers. This property makes them highly promising for an accurate, well-controlled internal radiotherapy at the cell or even the DNA level. Many short-lived nuclei decaying by electron capture have been studied in this perspective \[3, 4\].

Long-lived isotopes can also be useful in other contexts. The decommissioning of legacy nuclear sites necessitates the radioactivity inventory of various materials. When nondestructive techniques such as $\gamma$ spectrometry are impossible, precise measurements of samples are
used together with scaling methods to estimate the total amount of radioactivity [5, 6]. Some long-lived pure electron-capture emitters have been used to investigate the age of the Solar System [7, 8] and the irradiation history of meteorites and lunar samples [9].

Every application refers to evaluated nuclear decay data, which can be taken either in the ENSDF (Evaluated Nuclear Structure Data File) database [10] or in the DDEP (Decay Data Evaluation Project) database [11], the latter being recommended by the BIPM for metrology purposes. In ENSDF evaluations, the properties of $\beta$ transitions and electron captures have been calculated for the last 50 years with the LogFT code [12], which is based on an approximate theoretical model limited by the computing power available in the 1970s. Over the past decade, the BetaShape code has been developed by one of the authors in order to improve the theoretical predictions for $\beta$ transitions and electron captures [13, 14]. Its modeling takes into account several additional physical phenomena and provides much more detailed information required by different communities. The DDEP Collaboration has already adopted this new code for its nuclear data evaluations. Recently, the International Network of Nuclear Structure and Decay Data Evaluators (NSDD) has also adopted it for the future ENSDF evaluations.

Capture probabilities from BetaShape have been compared with a selection of measurements available in the literature, concluding to the need of new high-precision measurements to validate and constrain the theoretical models [15]. This played a crucial role in the inception of the European metrology project MetroMMC [16], which was dedicated to advancing our comprehension of electron-capture decay and the subsequent processes involved in atomic relaxation. The ongoing European metrology project PrimA-LTD [17] also addresses this topic, one of its ambitions being the measurement of the $^{55}$Fe capture spectrum with unprecedented precision. Such high-precision measurements challenge the theoretical predictions, for which the accuracy of the atomic modeling is essential. Indeed, as the electron-capture process takes place inside the nucleus, the description of the electronic properties of atoms must be as precise as possible, in particular in this region of space. In addition, one can also wonder about the role played by electron correlations in the decay process. Trying to answer these two issues constitute the main goal of this work.

To this end, we have studied the influence of atomic modeling on electron capture and shaking processes considering three different approaches. In Sec. II we first present the framework used to calculate these two processes, as implemented in the BetaShape code.
Next, we summarize two existing atomic models: the basic BetaShape model and a much more accurate one, the Multiconfiguration Dirac-Fock (MCDF) method. Finally, we describe in detail a model specifically developed for this work (called KLI for Krieger, Li and Iafrate) and built within the framework of relativistic density-functional theory with local density approximation (RLDA). In Sec. II, we compare our theoretical predictions for binding energies, shaking and capture probabilities between each other, and to experimental values when available.

For ease of comparison with the literature, we use in the theoretical descriptions the usual notation for atomic orbitals, i.e., $1s_{1/2}$ or $2p_{3/2}$, and Siegbahn’s notation when comparing with experimental results, i.e., $K$ or $L_3$, respectively. The probability of decaying through the capture of an electron in a $K$, $L$, etc. shell is denoted $P_K$, $P_L$, etc., respectively.

II. Theoretical methods

Our modeling of electron-capture decay, which includes the shaking process, is based on the formalism from Refs. [18, 19] and has already been described in detail in Refs. [14, 15]. In this section, we focus on the dependency of this modeling on the atomic wave functions, and on the determination of the wave functions themselves.

A. Electron capture

The low rest mass of the $\beta$ particle compared with the transition energies necessitates a fully relativistic formalism of electron-capture decay, usually expressed in relativistic units ($\hbar = m_e = c = 1$). Considering spherical symmetry, radial and angular parts of the wave functions can be separated. An atomic orbital is then characterized by its quantum numbers $(n, \kappa)$, the latter being the eigenvalue of the operator $K = \beta(\vec{\sigma} \cdot \vec{L} + 1)$ defined from the Dirac ($\beta$) and Pauli ($\vec{\sigma}$) matrices and the angular-momentum operator ($\vec{L}$).

Atomic levels being degenerate, one has to introduce their relative occupation number $n_{n\kappa}$. In addition, each wave function is characterized by its Coulomb amplitude $\beta_{n\kappa}$, as defined in Refs. [18, 19]. This quantity has to be computed and is simply the value of the wave function at the origin ($r = 0$) for $\kappa = -1$, i.e., in the case of $s_{1/2}$ orbitals.

The transition probability per unit of time can be derived by applying first-order time-dependent perturbation theory and results in the sum of the capture probability of each
subshell:

\[
\lambda_e = \frac{G^2_\beta}{2\pi^3} \sum_{\kappa} \frac{\pi}{2} n_{\kappa} q_{\kappa}^2 G_{\kappa}^2 \beta_{\kappa}^2 B_{\kappa} \left( 1 + \sum_{\kappa'} P_{\kappa}\right)
\]

\[
= \sum_{\kappa} P_{\kappa},
\]

(1)

with \( G_\beta \) being the Fermi coupling constant and \( q_{\kappa} \) the neutrino momentum. In the present work, we do not consider any electron-capture decay for which the available energy would be sufficient for a competition with a \( \beta^+ \) transition.

The quantity \( C_{\kappa} \) couples the lepton and nucleon wave functions. For allowed and forbidden unique transitions, the nuclear dependency acts as a constant factor. Therefore, determining ratios of relative capture probabilities prevents from introducing any nuclear structure. In such cases,

\[
C_{\kappa} \propto \frac{p_{\kappa}^{2(k-1)} q_{\kappa}^{2(L-k)}}{(2k-1)!(2L-k+1)!},
\]

(2)

with \( k = |\kappa| \), \( p_{\kappa} \) the electron momentum and \( L = |J_i - J_f| \) the difference between the total angular momenta of initial and final nuclear levels.

The quantity \( B_{\kappa} \) is a correction that accounts for overlap and exchange effects. The former is induced by the capture process that changes the nucleus charge, leading to an imperfect overlap of the initial and final wave functions of the spectator electrons. The latter arises from electrons being identical particles. The two following methods, available in the literature, have been considered in the BetaShape code for calculating \( B_{\kappa} \). Bahcall’s approach [20] only considers the first three \( s_{1/2} \) orbitals, assumes a complete set of states for the other orbitals and makes use of the closure property to sum over the continuum states. Vatai’s approach [21] considers in addition the exchange term of the \( 4s_{1/2} \) orbital and the overlap correction of each subshell, but does not use the closure property. The generalization of these approaches [15] leads to \( B_{\kappa} = \left| b_{\kappa}/\beta_{\kappa}\right|^2 \) with

\[
b_{\kappa} = t_{\kappa} \left[ \prod_{m\kappa \neq \kappa} \langle (m\kappa')(m\kappa) \rangle \right] \times \left[ \beta_{\kappa} - \sum_{m\kappa \neq \kappa} \beta_{m\kappa} \frac{\langle (m\kappa')(n\kappa) \rangle}{\langle (m\kappa')(m\kappa) \rangle} \right],
\]

(3)

where \( \langle (m\kappa')(m\kappa) \rangle \) is the overlap of the atomic wave functions between the initial \( (m\kappa) \) state and the final \( (m\kappa)' \) state, and correspondingly for the other overlaps. Bahcall’s model
is given by $t_{n\kappa} = 1$ and Vatai’s model by

$$t_{n\kappa} = \langle (n\kappa)'|(n\kappa) \rangle^{n_{n\kappa}-1/(2|\kappa|)} \times \left[ \prod_{n\kappa \neq n\kappa} \langle (m\kappa)'|(m\kappa) \rangle^{n_{m\kappa}-1} \right] \times \left[ \prod_{m\mu \neq m\kappa} \langle (m\mu)'|(m\mu) \rangle^{n_{m\mu}} \right]. \quad (4)$$

The difference between the Bahcall and Vatai models in the resulting capture probabilities is used in BetaShape as a theoretical uncertainty component. The other component comes from input data and corresponds to the propagation of the uncertainty on the transition energy. The factor in parentheses in Eq. (1) corrects for the shaking effects, i.e., internal excitation (shake-up) and internal ionization (shake-off). These effects take into account additional final states in which other atomic vacancies are present with the initial vacancy due to capture. The modeling implemented in BetaShape is limited to a single additional vacancy due to shaking. The separate calculation of each process requires the knowledge of all unoccupied bound states up to the Fermi level for shake-up, and summing over the infinite continuum states for shake-off. However, the determination of capture probabilities only requires the total probability $P_{n\kappa}^{n'\kappa'}$ of creating a secondary vacancy in an orbital $(n'\kappa')$ consecutive to the capture of an electron in an orbital $(n\kappa)$. For better readability, we denote in the following $(n'\kappa')$ and $(n\kappa)$ by $(i)$ and $(j)$, respectively. Such a probability is simpler to calculate when considering the nonshaking probability, and can be expressed as [22]:

$$P_j^i = 1 - |\langle (i_j)'|(i_j) \rangle|^{2N_i} - \frac{N_i}{2k_i} \sum_{l \neq i} N_{jl}^i |\langle (l_j)'|(i_j) \rangle|^2, \quad (5)$$

where $N_i$ indicates the occupancy number of the parent’s $(i)$ orbital and $N_{jl}^i$ denotes the occupancy number of the daughter’s $(l)$ orbital after capture in the $(j)$ orbital. These effects are already taken into account in the Bahcall modeling of overlap and exchange with the use of the closure property. On the contrary, they are not included in Vatai’s approach. The shaking correction is therefore only applied along with Vatai modeling.

Finally, the possibility of radiative capture process is taken into account with radiative corrections, for which calculation depends on the atomic energies. However, they are only significant when a $\beta^+$ transition competes, i.e., for the determination of capture-to-positron ratios.
B. Wave functions

1. BetaShape wave functions

The relativistic electron wave functions in BetaShape are determined following essentially the method of Behrens and Bühring [19], as described in detail in Refs. [14, 23]. Consider a neutral atom whose orbitals are filled according to Madelung’s rule. The potential created by the nucleus is modeled by that of a uniformly charged sphere, while the one produced by the bound electrons is constructed from the self-consistent Dirac-Hartree-Fock-Slater model described in Ref. [24]. For bound states, an exchange potential is added that includes a constant prefactor. The latter is adjusted in order to force the convergence procedure to tabulated atomic energies.

As underlined by Vatai in Ref. [21], the vacancy created in a subshell by the capture process has a significant influence on all the orbitals. This hole effect is corrected employing first-order time-independent perturbation theory [15], as proposed by Vatai.

The tabulated Dirac-Fock binding energies from Desclaux [25] were used in a first study [15]. However, comparison with a selection of experimental values showed that the accuracy of the electronic wave functions was not sufficient to distinguish between Bahcall and Vatai models of overlap and exchange correction. In a second study [14], binding energies from Kotochigova et al. [26] recommended on the NIST website [27] were considered. They were determined using a point-charge model to describe the nucleus potential and using the relativistic local density approximation, including electronic correlation. Good agreement with the experimental data was found and, as expected, the Vatai overlap and exchange model, corrected for shaking proved to be more accurate than the Bahcall one.

It is clear that this method for determining the electronic wave functions is inconsistent. First, because a realistic model must use an extended charge distribution to describe the nucleus, whereas Kotochigova’s approach uses a point-charge distribution. Second, because no correlation is included in the adjusted potential of BetaShape (adjustment via the constant prefactor of the exchange potential). Finally, the method used to obtain changes due to hole creation is approximate, since it is based on a perturbative approach.

On the contrary, the model outlined in the present work, which is further elucidated below, demonstrates complete consistency. Depending on the atom under consideration, the electronic properties are calculated using either the MCDF method, which is the most
sophisticated model to date, but is limited to light atoms with a few electronic orbitals, or the KLI model, which provides a realistic description for all atoms. A specific version of the BetaShape code has been developed to use wave functions, binding energies and electronic configuration from MCDF and KLI models. The approximate correction of the hole effect has been removed and this effect is exactly taken into account by determining the wave functions for an electronic configuration with a vacancy due to capture.

2. Multiconfiguration Dirac-Fock (MCDF) method

The MCDF wave functions were computed using the Multiconfiguration Dirac-Fock and General Matrix Element (MCDFGME) code developed by Desclaux and Indelicato [28, 29]. Nuclear size effects are taken into account by considering a two-parameter Fermi distribution [30]. Atomic masses and nuclear radii are taken respectively from the tables given in Refs. [31] and [32]. For a detailed description of the MCDF method, we refer the reader to [28, 33–35].

We provide here only a brief description of the method. The effective relativistic Hamiltonian for the $N$-electron system in the MCDF method reads

$$H_{DB} = \sum_{i=1}^{N} h_i^D + \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} V_{ij}^{\text{CB}},$$ (6)

where $h_i^D$ is the Dirac one-electron Hamiltonian of the $i$-th electron. The term $V_{ij}^{\text{CB}}$ describes the Coulomb repulsion and the Breit interaction (magnetic interaction and retardation) between the $i$-th and the $j$-th electrons. In this context, the method is characterized by the optimization of the $N$-electron wave function obtained by minimizing the total energy of the system through the self-consistent field approximation. The $N$-electron many-body wave function for a state $s$ with total angular momentum $J$, its projection on the chosen direction $M$ and parity $p$, is assumed to be expressed as

$$\Psi_s(JM^p) = \sum_m c_m(s) \Phi(\gamma_m JM^p),$$ (7)

where $\Phi(\gamma_m JM^p)$ are the Configuration State Functions (CSF) expressed in the form of Slater determinants or a linear combination of Slater determinants built from one-electron Dirac spinors. The mixing coefficients are expressed by $c_m(s)$ for state $s$ while $\gamma_m$ represents all the required information to uniquely define a given CSF.
In the MCDF method, in order to obtain high-precision results on energies and wave functions, it is necessary to include all singly and doubly excited CSFs up to a certain principal quantum number $n$, which must be greater than the principal quantum number of the valence shell.

The effect of electronic correlations is particularly important for open-shell atomic systems or atoms with a few electrons. Due to the computational time, which becomes prohibitive for atoms with more than a dozen of electrons, we have applied this method only to $^7\text{Be}$. It is important to stress that the use of this \textit{ab initio} method makes it possible to study, with great precision, the role played by electronic correlations in the electron-capture process. This is done by comparing the shake and capture probabilities obtained with and without taking into account electronic correlations. The latter have been calculated for all singly and doubly CSFs excited up to $n=5$. We found that the change due to correlations is negligible in the shaking and capture probabilities, although the energies change with increasing configuration number, i.e., with increasing correlation (see Table I).

Another level of complexity arises from the fact that we have to consider atomic systems with a vacancy (due to the capture process) in the inner electron shell. In this case, multiple energy levels can be generated due to the coupling of angular momentum between that of the vacancy state and that of the other electrons. However, for all the atomic systems investigated in this work ($^7\text{Be}$, $^{37}\text{Ar}$, $^{41}\text{Ca}$ and $^{109}\text{Cd}$, all of which are initially closed-shell atoms), we have considered only one electronic level per vacancy, which makes the calculations less time consuming.

3. \textit{RLDA-KLI}

To describe the electron-capture process, one has to work in the framework of relativistic quantum mechanics for describing the electronic part of the atom. In this context, it is also mandatory to include correlation effects – beyond mean-field – and nuclear finite-size effects by using a precise description of the nucleus charge distribution – beyond the usual point-charge approximation. Indeed, the penetration of the electron wave function inside the nucleus can be important for heavy elements.

As previously discussed in [1B2], one of the most popular and powerful method for including correlation effects at a relativistic level is the MCDF model, which uses a linear combination of Slater determinants to approximate the electron many-body wave function
However as mentioned above, the use of MCDF is restricted to atoms having a relatively low atomic number (up to $Z = 12$) due to the exponential increase with atomic number of the configurations involved in the computation.

An alternative approach, although a priori less accurate, is provided by the relativistic density-functional theory (RDFT) within the local density approximation (RLDA). The latter is much less time consuming, easier to use and able to cover a large number of radionuclides. In the present work, we have developed a specific calculation code based on this method. The main ingredients of RLDA are reminded below and we refer to [37–39] for more details. In the following, spherical symmetry is assumed and atomic units are used if not otherwise stated.

In RDFT, one must solve the one electron Dirac equation

$$
\left[ \frac{\bar{\alpha} \cdot \vec{p}}{\alpha} + \frac{\beta}{\alpha^2} + V_{\text{eff}}[\rho](r) \right] \Psi_i(\vec{r}) = \varepsilon_i \Psi_i(\vec{r}), \quad (8)
$$

where $\bar{\alpha}$ and $\beta$ are the Dirac matrices, $\alpha$ is the fine-structure constant, $\Psi_i$ is a bi-spinor and $V_{\text{eff}}[\rho]$ is an effective spherical one-particle potential. $T$ is the kinetic energy that introduces a coupling between the small and large components of the Dirac wave function and $\beta/\alpha^2$ is the electron rest energy. The electron density is given by

$$
\rho(r) = \sum_{i=1}^{N_{\text{orb}}} \Psi_i^*(\vec{r}) \Psi_i(\vec{r}) = \sum_{i=1}^{N_{\text{orb}}} \rho_i(r), \quad (9)
$$

where $N_{\text{orb}}$ is the number of orbitals.

Within the framework of RLDA, the effective potential can be expressed as

$$
V_{\text{eff}}[\rho](r) = V_H[\rho](r) + V_{\text{xc}}[\rho](r) + V_{\text{ext}}(r), \quad (10)
$$

where $V_H[\rho](r) = \int \frac{\rho(r')}{|\vec{r} - \vec{r}'|} d\vec{r}'$ is the Hartree potential, $V_{\text{xc}}[\rho]$ is the relativistic exchange and correlation potential, and $V_{\text{ext}}$ is the external potential due to the interaction of the electrons with the nucleus.

The nuclear charge distribution $\rho_{\text{nuc}}(r)$ is modeled by using a two-parameter Fermi-type distribution. The value of the root mean square charge radius of the nucleus, which is needed as an input parameter, is taken from Ref. [32] where existing experimental data are quoted. Otherwise, the empirical formula from Ref. [41] is used. The external potential $V_{\text{ext}}$ is then computed thanks to

$$
V_{\text{ext}}(r) = -\int \frac{\rho_{\text{nuc}}(r')}{|\vec{r} - \vec{r}'|} d\vec{r}' \quad (11)
$$
For $V_{xc}[\rho]$, we have used different exchange-correlation functionals: Vosko, Wilk and Nusair (VWN) [42], Gunnarsson and Lundqvist (GL) [43] and Perdew and Wang (PW) [44]. We have also implemented the gradient-dependent exchange-correlation functional of van Leeuwen and Baerends (LB) [45]. This functional is nonlocal and depends not only on the electron density but also on the electron-density gradient.

We have elaborated a computer code for generating electron energies and wave functions. It is based on the numerical schemes of Ref. [46] and is complemented by the incorporation of a realistic description of the nucleus and by the implementation of the optimized effective potential method. We have used an exponential grid well adapted for radius values within the area of the nucleus, which is essential for the modeling of the electron-capture process. The possibility to create atomic vacancies, as needed for the modeling of electron capture, has also been implemented.

We have first tested and benchmarked our code by reproducing the atomic energies from Kotochigova et al. [26] for atoms from Hydrogen to Uranium. They have been obtained within the framework of RLDA using the Vosko, Wilk and Nusair exchange-correlation functional and a point-charge model for describing the charge distribution of the nucleus.

In a second step, we have optimized our modeling in regards to the effective potential. For a neutral atom, the asymptotic behavior of the effective potential is given by the exchange contribution $V_{xc}$, which behaves at large distance as $\rho^{1/3}$. As a consequence, the effective potential $V_{\text{eff}}$ decreases exponentially to zero and does not reproduce the expected $1/r$ asymptotic behavior. This problem does not appear in the Dirac-Fock theory because the Dirac-Fock exchange potential exactly compensates the self-interaction term contained in the Hartree potential (see Fig. 1).

Generally, the use of this correction leads to a much better description of the outermost shells. In particular, the experimental ionization potential can be well reproduced [45]. In addition, this correction is crucial for a correct description of unoccupied and continuum states that are essential for shake-up and shake-off processes. However, the drawback of this correction and its variants (ADSIC [47], SIC [48], GAM [49]) is an inaccurate description of the inner shells, which are mainly involved in the electron-capture process (i.e., $1s_{1/2}$, $2s_{1/2}$, $2p_{1/2}$). A way to overcome this inconvenience is to use the optimized effective potential method, which was originally described within a nonrelativistic framework by J. B. Krieger et al. [50, 51] and extended to the relativistic case by Xiao-Min Tong and Shih-I Chu [52].
To compute the optimized effective potential $V_{\text{eff}}^{\text{KLI}}$—giving what we call the KLI model in the following, one has to solve self-consistently the equation

$$V_{\text{eff}}^{\text{KLI}}(r) = V_{\text{eff}}[\rho](r) + \frac{N_{\text{orb}}\rho N_{\text{orb}}(r)}{\rho(r)} \times (-V_H[\rho N_{\text{orb}}](r) - V_{\text{xc}}[\rho N_{\text{orb}}](r))$$

$$+ \sum_{i=1}^{N_{\text{orb}}} N_i \rho_i(r) \times \left\{ -V_H[\rho_i](r) - V_{\text{xc}}[\rho_i](r) - \int_0^\infty \rho_i(r)(-V_{\text{xc}}[\rho_i](r) - V_H[\rho_i](r)) r^2 dr \right\} ,$$

where $N_i$ is the occupation number of the orbital $i$. The term $V_{\text{eff}}^{\text{KLI}}(r)$ that appears on both sides of the above equation will quickly converge after a few iterations. All the details concerning the derivation of this equation are given in Ref. [52].

### III. Results

We have carried out many calculations employing different exchange-correlation functionals (VWN, GL, PW and LB) and self-interaction-corrected models (ADSIC, SIC, GAM and KLI). It turned out that KLI is the best compromise for obtaining: $i)$ electron binding energies of inner subshells close to the experimental values (see Table I); and $ii)$ a long-
range Coulomb behavior of the effective potential (see Fig. 1). Moreover, we have found that within the KLI model, the results depend only very slightly on the exchange-correlation functional utilized. Therefore, we have employed the VWN functional for the comparison of the results obtained with both Kotochigova and MCDF models.

A. Binding energies

Binding energies of the inner subshells of the atoms considered in the present work are given in Table I for Kotochigova [26, 27], KLI and MCDF models. They are compared with experimental values taken in Refs. [53, 54]. One must point out that MCDF energies for $^{37}$Ar, $^{41}$Ca and $^{109}$Cd have been computed in single configuration, without the inclusion of electron correlations. For $^7$Be, the binding energies obtained in the MCDF framework and including correlations (see explanations in II B 2) are also given in Table I. It is clear that KLI energies are much more accurate, which validates the approach developed to correct for the asymptotic behavior of the effective potential and to obtain accurate binding energies for the inner subshells.

Table I: Binding energies (in atomic units) of the innermost orbitals for Kotochigova [26, 27] (RLDA approximation, neutral atoms), KLI and MCDF models. Experimental values are from Ref. [53] for $^7$Be to $^{55}$Fe atoms (in gaseous or vapor state) and from Ref. [54] for $^{109}$Ce to $^{138}$La atoms (in elemental or oxide state).

| Element | Kotochigova | KLI  | MCDF | Experimental |
|---------|-------------|------|------|--------------|
| $^7$Be  | -3.856      | -4.815 | -4.733 | -4.384       |
|         |             |       |       | [-4.752]*    |
| $^{37}$Ar | 114.08     | -118.14 | -119.05 | -117.704 (11) |
| $^{41}$Ca | -144.40    | -148.93 | -150.05 | -148.57 (7)   |
| $^{54}$Mn | -235.08    | -240.81 | —     | -240.70 (6)   |
| $^{55}$Fe | -255.90    | -261.88 | —     | -261.802 (37) |
| $^{109}$Cd | 968.69     | -981.42 | -985.50 | -981.619 (11) |
| $^{125}$I | -1204.13   | -1218.71 | —     | -1218.953 (15) |
| $^{138}$La | -1414.24   | -1430.37 | —     | -1430.453 (15) |
### Table

|        | $2s_{1/2}$                      |        | $2p_{1/2}$                      |
|--------|---------------------------------|--------|---------------------------------|
|        |                                 | $2s_{1/2}$ |                                 | $2p_{1/2}$ |
|        |                                 | Baldwin  |                                 | Baldwin |
| $^{7}$Be | -0.206 -0.377 -0.309 -0.343     |        |                                 | Baldwin  |
| $^{37}$Ar | -10.86 -11.74 -12.41 -11.9803 (33) | Baldwin  |                                 | Baldwin  |
| $^{41}$Ca | -15.16 -16.14 -16.96 -16.26 (7)   |        |                                 | Baldwin  |
| $^{54}$Mn | -27.22 -28.38 — -28.72 (6)       |        |                                 | Baldwin  |
| $^{55}$Fe | -29.99 -31.20 — -31.49 (7)       |        |                                 | Baldwin  |
| $^{109}$Cd | -143.97 -146.64 -149.64 -147.659 (11) | Baldwin  |                                 | Baldwin  |
| $^{125}$I | -186.24 -189.33 — -190.659 (11)  |        |                                 | Baldwin  |
| $^{138}$La | -225.36 -228.79 — -230.282 (18)  |        |                                 | Baldwin  |

B. Shaking probabilities

Beyond binding energies, we investigated shaking probabilities in order to validate our atomic modeling. The initial state is the relaxed parent atom. Two final states have been studied, from different processes that create a vacancy:

i) **Photoionization or internal conversion** – The final state corresponds to a parent ion, with a vacancy in the orbital where the electron is ejected. We denote this as the Frozen Orbital (FO) approximation.

ii) **Electron capture** – The final state corresponds to a daughter atom with the electronic configuration of the parent atom, but without the captured electron. We denote this as the Daughter Excited (DE) approximation.

*With correlations.*
Our predictions have been compared with partial results in the literature for a wide range of elements: $^7$Be, $^{37}$Ar, $^{41}$Ca, $^{54}$Mn, $^{55}$Fe, $^{109}$Cd, $^{125}$I and $^{138}$La. These results were generated from nonrelativistic *ab initio* modeling techniques for various shell vacancies and assuming sudden approximation, as reported in Refs. [22, 55–57]. Shaking probabilities for each subshell of the different elements are given in the Appendix, determined with BetaShape, KLI and MCDF models. It is noteworthy that the perturbative approach to account for the hole effect in BetaShape leads to identical shaking probabilities with FO and DE approximations.

For photoionization, Mukoyama and Taniguchi [55] results are for 1s, 2s, and 2p vacancies up to Kr. Kochur and Popov [57] results depend only on the principal quantum number, i.e., no distinction was made between the shaking probabilities after e.g., a 2s or a 2p vacancy. In addition, we had to extract their numbers from their graphs and the uncertainties we quote are simple estimates due to our extraction procedure. For the electron capture process, results from Crasemann *et al.* [22] are only provided for vacancies in the s shells and 16 elements from N to Xe. Marked probabilities in the Appendix have been interpolated.

We focus in this section on $^{37}$Ar and $^{109}$Cd predictions for their relevance and completeness regarding MCDF results. The shaking probabilities for different initial subshell vacancies are compared with the above-mentioned results in Figs. 2 and 3 for $^{37}$Ar and $^{109}$Cd, respectively.

$^{37}$Ar

BetaShape model gives probabilities of 6%-8%, slightly dependent on the created vacancy. They are quite close to the KLI and MCDF predictions for the outer shells when considering the FO approximation. They strongly disagree in all other cases, either with KLI and MCDF predictions or with results from Refs. [22, 55–57] for the FO and DE approximations, respectively.

Remarkably, KLI and MCDF predictions for both processes are in good agreement with each other, but also with the results from Refs. [22, 55–57]. In addition, both the KLI and MCDF methods exhibit a small dependency of the shaking probability on the vacancy subshell, which cannot be seen on the results from Refs. [22, 55–57] because of their nonrelativistic approach.
Figure 2. Shaking probability after a shell vacancy in $^{37}$Ar determined from three atomic models considered in this work. (Top) Photoionization process, Frozen Orbital (FO) approximation. (Bottom) Electron-capture process, Daughter Excited (DE) approximation. Nonrelativistic values are from Mukoyama et al. [55], Kochur et al. [56] and Crasemann et al. [22].
Figure 3. Shaking probability after a shell vacancy in $^{109}\text{Cd}$ determined from three atomic models considered in this work. (Top) Photoionization process, Frozen Orbital (FO) approximation. (Bottom) Electron-capture process, Daughter Excited (DE) approximation. Nonrelativistic values are from Kochur et al. [56] and Crasemann et al. [22].
As in $^{37}$Ar case, the shaking probabilities from BetaShape are quite constant (10%-12%) regardless of the vacancy location, and are close to KLI and MCDF predictions only for the outer shells (4s, 4p) with FO approximation. Considering electron capture, KLI and MCDF shaking predictions exhibit a striking agreement, and also with the probabilities from Ref. [22].

However for the photoionization process, MCDF results are systematically higher by about 3% than KLI results. The values from Ref. [57] differ even more, which can be due in part to the imprecision of our graphical extraction method.

Discussion

Our relativistic approach confirms that shaking is more likely for inner-shell vacancies when considering the FO approximation. In contrast, the DE approximation gives a higher probability of shaking when an outer shell vacancy is created. This difference is due to the overlap between the initial and final atomic states involved, as can be seen from Eq. (5). The closer the final state is to the initial state, the weaker the perturbation of the electron cloud, which results in a lower probability of shaking.

The physical process at the origin of the vacancy has thus a major impact on the shaking probabilities. They are related to the capture probabilities via Eq. (1). Consequently, the atomic model employed to describe the initial and final states is critical to any realistic theoretical prediction. It is clear that the BetaShape model fails to provide accurate shaking probabilities, especially for the innermost subshells.

The quoted shaking probabilities from Kochur and Popov [57] are the sum of the shake-up and shake-off probabilities for electrons in the L, M and N shells after photoionization of an electron belonging to the K, L or M shell. The error due to this restriction on the origin of excited and ejected electrons is acceptable for light elements since only K and O shell are missing. Indeed, Figs. 2 and 3 and shaking probabilities in the Appendix show a difference of 10%-50% between our calculations and those from [57] up to Cd. However for heavier atoms such as lanthanum and iodine, the shaking probabilities for electrons from other shells than L, M and N contribute significantly to the overall sum, and the difference with our predictions is a factor of three to four.
C. Capture probabilities

The weak interaction transforms the parent nucleus with atomic number \( Z \) into the daughter nucleus with atomic number \((Z-1)\). This interaction is mediated by massive bosons and is therefore of very short range. The timescale of the electron-capture decay might be seen as instantaneous compared with the atomic timescale, i.e., the vacancy lifetime. We thus considered the DE approximation for the calculation of the capture probabilities.

We selected some radionuclides of interest to test the predictions of the presented atomic models under different conditions: atomic number \((Z = 4 – 57)\); transition nature (allowed: \(^7\)Be, \(^{37}\)Ar, \(^{54}\)Mn, \(^{55}\)Fe, \(^{109}\)Cd and \(^{125}\)I; first forbidden unique: \(^{41}\)Ca; second forbidden unique: \(^{138}\)La); and availability of accurate measurements to compare with (except for \(^{41}\)Ca). The dominant electron-capture transition in each case was studied. Calculation of capture probabilities were performed using the recommended \( Q \) values established in the latest Atomic Mass Evaluation AME2020 [58]. Nuclear level energies were taken from the latest ENSDF evaluations for the following decays: \(^{54}\)Mn [59], \(^{109}\)Cd [60], \(^{125}\)I [61] and \(^{138}\)La [62].

Most often, experimental values are given as relative, i.e., as a ratio of capture probabilities between two shells, instead of absolute capture probabilities, which are much more difficult to measure precisely. To unify the presentation of their comparison with the theoretical predictions, we defined the following quantities

\[
R_i^j = \frac{P_i}{(P_i)_{\text{exp}}},
\]

\[
R_i^j = \frac{P_i}{P_j} / \frac{P_i}{P_j}_{\text{exp}},
\]

where \( P_i = P_{n\kappa} \) is defined in Eq. (1). Numerator values are either from BetaShape, KLI, or MCDF models. Figures 4 to 7 show, for the selected radionuclides, the capture probability ratios obtained with the different models. Detailed data are also given in Table II and are discussed below.
Figure 4. Capture probability ratios $R_L^L$ for $^7$Be (top) and $^{37}$Ar (bottom). Predictions of different atomic models are compared: KLI (circles), MCDF (squares) and BetaShape (crosses). Black diamonds indicate experimental uncertainties.
Figure 5. Capture probability ratios $P_L/P_K$ for $^{41}\text{Ca}$ (top) and $R^L_K$, $R^K$ for $^{54}\text{Mn}$ (bottom). The meaning of the symbols is the same as in Fig. 4.
Figure 6. Capture probability ratios $R^L_K$, $R^M_K$ and $R^M_L$ for $^{55}\text{Fe}$ (top), $R^{LM\text{NO}}_K$ and $R^K$ for $^{109}\text{Cd}$ (bottom). The meaning of the symbols is the same as in Fig. 4.
Figure 7. Capture probability ratios $R^K$ for $^{125}$I (top), $R^K_L$, $R^K_M$, and $R^M_L$ for $^{138}$La (bottom). The meaning of the symbols is the same as in Fig. 4.
Table II. Comparison of calculated and measured capture probabilities for different isotopes considered in the present work. The three models and the experimental values are described in the text.

| Isotope | Energy (keV) | Quantity       | Experimental | BetaShape | KLI   | MCDF   |
|---------|--------------|----------------|--------------|-----------|-------|--------|
| ⁷Be     | 861.89 (7)   | $P_L/P_K$      | 0.070 (7)    | 0.105 (8) | 0.168 (12) | 0.131 (10) | 0.127 (11) |
| ³⁷Ar    | 813.87 (20)  | $P_L/P_K$      | 0.09750 (46) | 0.09260 (45) | 0.0991 (9) | 0.09922 (26) |
| ⁴¹Ca    | 421.64 (14)  | $P_L/P_K$      | –            | 0.09800 (40) | 0.1053 (8) | 0.1064 (9) |
| ⁵⁴Mn    | 542.3 (10)   | $P_L/P_K$, $P_K$ | 0.1044 (27) | 0.11219 (31) | 0.1088 (8) | –     |
| ⁵⁵Fe    | 231.12 (18)  | $P_L/P_K$, $P_M/P_K$, $P_M/P_L$ | 0.1165 (9) | 0.11629 (31) | 0.1134 (8) | –     |
| ¹⁰⁹Cd   | 127.1 (18)   | $P_{LMNO}/P_K$ | 0.2279 (21) | 0.2273 (15) | 0.2384 (17) | 0.2374 (14) |
| ¹²⁵I    | 150.28 (6)   | $P_K$          | 0.7971 (14) | 0.79927 (41) | 0.7959 (5) | –     |
| ¹³⁸La   | 312.59 (34)  | $P_L/P_K$, $P_M/P_K$, $P_M/P_L$ | 0.391 (3) | 0.3913 (26) | 0.4163 (10) | –     |

*With correlations.*

³⁶Be

The experimental value of $P_L/P_K = 0.070(7)$ is from a precise measurement in which ³⁶Be was implanted in a thin Ta metallic film [63]. It is clear that none of the calculated values agrees and that the atomic modeling has a very strong influence on the $P_L/P_K$ ratio, with a factor of 1.5 to 2.4 between the predictions. The chemical form of ³⁶Be was demonstrated to have a significant influence on its decay half-life, which seems reasonable with only two filled atomic orbitals. It is noteworthy that a first experiment made by Voytas et al. [64] in a HgTe layer gave a significantly different ratio of $P_L/P_K = 0.040(6)$. The $P_L/P_K$ ratio is thus
expected to be influenced by environmental effects and the discrepancy with the theoretical predictions could be due the assumption of a decay in vacuum. In medium effects were estimated by Ray *et al.* in Ref. [65] with a simple model and a strong correction factor of 0.2986 was determined for metallic Ta, and of 0.577 for HgTe. Applying these corrections to our predictions reduces the disagreement but the former seems too high and the latter insufficient.

\[ ^{37}\text{Ar} \]

The reference value of \( P_L/P_K = 0.09750(46) \) is a weighted average of the measurements given in the review from Bambynek *et al.* [18]. KLI and MCDF results perfectly agree and both are much closer to the reference value (consistent at 2σ) than BetaShape result, which underestimates the \( P_L/P_K \) ratio by 5%.

\[ ^{41}\text{Ca} \]

This transition is first forbidden unique, the only one considered in the present work. In this case, \( C_{nn} \) in Eq. (2) is not equal to unity and must be taken into account. To our knowledge, no experimental value of any capture probability is available in the literature for this radionuclide. We can simply observe that the \( P_L/P_K \) ratios from KLI and MCDF agree well and are consistent within the uncertainties. The BetaShape value is lower by about 7%, as for \(^{37}\text{Ar}\) decay.

\[ ^{54}\text{Mn} \]

The first experimental value comes from the weighted mean of two old measurements with quite large uncertainties: \( P_L/P_K = 0.098 (6) \) from Ref. [66] and \( P_L/P_K = 0.106 (3) \) from Ref. [67].

The experimental \( P_K \) probability has been determined examining the measured values listed in Ref. [18, 68]. Only two consistent measurements do not depend on the fluorescence yield \( \omega_K(Cr) \) and we chose for our comparison their weighted mean \( P_K = 0.901 (6) \). Nine other measurements do depend on \( \omega_K(Cr) \) because the experimental techniques employed did not allow to detect both the emitted x rays and Auger electrons. Their weighted mean is \( P_K \omega_K = 0.253 (6) \). It is interesting to note that the fluorescence yield \( \omega_K(Cr) = 0.289 (5) \) from a semi-empirical fit from Bambynek [69] is significantly different from the experimental
value $\omega_K(Cr) = 0.2793 \pm 0.17$ from the same author [70]. Using the former leads to $P_K = 0.875 \pm 0.26$ while with the latter, we have deduced a higher value $P_K = 0.906 \pm 0.22$. This suggests that the correct fluorescence yield should be close to the experimental value.

BetaShape and KLI $P_K$ probabilities agree well with each other, and are about 2% lower than the experimental value. However, the predictions are in good agreement with the $P_K$ value established with the fluorescence yield from the semi-empirical fit. Regarding the $P_L/P_K$ ratio, KLI result is much closer to the experimental value than BetaShape prediction, which is about 8% higher.

$^{55}$Fe

All three experimental capture probability ratios result from the weighted means of two precise measurements [71, 72]. The BetaShape predictions are in excellent agreement, consistent within the uncertainties. Surprisingly, KLI results deviate much more: $P_L/P_K$ is lower by about 3%; $P_M/P_K$ and $P_M/P_L$ are higher by about 10%.

$^{109}$Cd

The experimental values have been determined as weighted means of several measurements listed in Ref. [73]. The $P_{LMNO}/P_K$ value has been reevaluated by revising one of the measured values as suggested in Ref. [18]. The BetaShape model provides the most accurate predictions, fully consistent with experiment, with less than 0.3% difference. KLI and MCDF results are in very good agreement with each other, but it seems that they fail to reproduce the experimental values. It is true for the $P_{LMNO}/P_K$ ratio, which is 4% higher than expected for both. However, the $P_K$ probabilities are less than 1% lower and only appear off because of the small relative experimental uncertainty (0.2%).

$^{125}$I

Seven measurements of the $P_K$ capture probability were performed in the past, listed in Ref. [18, 74]. The experimental value in Table II results from their weighted mean. The value is largely dominated by the measurement from Ref. [75] and only a slight dependency in the $\omega_K(\text{Te})$ fluorescence yield is expected. KLI prediction is consistent with the experimental reference, an exceptional agreement considering the small relative uncertainty (0.2%) of the latter. BetaShape result is not consistent but exhibits a disagreement of only 0.3%.
This transition is of second forbidden unique nature, the only one studied in the present work. As for $^{41}$Ca decay, $C_{nk}$ in Eq. [2] is not equal to unity and must be taken into account. All the measured values come from a single recent experiment [76]. Comparing with theoretical predictions, the situation is quite unclear. For the $P_L/P_K$ ratio, the BetaShape result is in remarkable accordance with the experimental value, with less than 0.1% difference. However, KLI results is higher by 6%. It is the contrary for the $P_M/P_K$ ratio, for which BetaShape result is lower by 6% while KLI result is in excellent agreement with experiment, with 0.2% difference. For the $P_M/P_L$ ratio, BetaShape and KLI results agree with each other but any model provides an accurate prediction, both being lower by $\sim$6%.

Discussion

KLI and MCDF atomic models provide very consistent predictions of capture probabilities, except for $^7$Be decay. As discussed, such a low-mass nucleus was proved to be sensitive to its chemical environment. However, the difference might be also due to correlation effects. MCDF results in Table II have been determined without correlation between the electrons, while KLI model includes them through the effective potential. We have performed additional MCDF calculations with full correlation treatment. The results differ by only 3% to those without correlations and remain consistent: $P_L/P_K = 0.127 (11)$ instead of 0.131 (10). The total shaking probabilities differ by about 7%: 0.10789 instead of 0.11553 for a 1s vacancy, and 0.46798 instead of 0.44076 for 2s vacancy. Such differences are expected to be much smaller for higher $Z$. Therefore, electron correlations should not play a significant role in the context of this study.

IV. Conclusion and perspectives

The two international collaborations that recommend nuclear decay data (DDEP and ENSDF) employ the BetaShape code in their evaluations in order to improve the accuracy of the beta and electron-capture properties. In the present work, we have studied in minute detail the influence of the modeling of the atomic electrons on the electron-capture process.

A realistic model has been developed within the framework of RDFT, in which we have implemented a few exchange-correlation functionals and self-interaction-corrected models,
among the most popular in the community. From our analysis, the best choice that fulfills some physical constraints – binding energies of inner subshells, asymptotic behavior of the effective potential – is provided by the optimized effective potential method originally developed by Krieger, Li and Iafrate (KLI). It turns out that within this model, correlation effects seem to play a minor role. This has been confirmed by comparing the predictions for $^7$Be decay with MCDF calculations with and without correlations. We found differences of only a few percent, and this effect should be most significant for low-mass nuclei. A more precise study with MCDF for medium-mass nuclei would require a very heavy computational burden.

The electron-capture model of BetaShape has been adapted in order to consistently use the binding energies, wave functions and electronic configurations from the KLI and MCDF approaches. It allowed us to precisely include the hole effect on the other orbitals due to the vacancy created by the capture process, while this effect is accounted for approximately with the BetaShape atomic modeling.

The total shaking probabilities in both photoionization and electron-capture processes have been calculated using the FO and DE approximations, respectively. Due to a lack of measured values, the results of the three atomic models employed – BetaShape, KLI and MCDF – have been compared with available predictions [22, 55–57], all established within nonrelativistic frameworks. The BetaShape atomic model cannot differentiate photoionization from electron capture in shaking calculations, and the predictions are not accurate. KLI and MCDF results reasonably agree for photoionization, also with Mukoyama and Taniguchi [55] and Kochur and Popov [57] results for low-mass nuclei. For electron capture, KLI and MCDF results are in very good agreement with those from Crasemann et al. [22]. Our relativistic approach makes us confident in predicting realistic shaking probabilities for medium and high-$Z$ nuclei. Besides relativistic effects, our study also improves the description of the shaking process by considering all possible vacancy creation scenarios and all subshell dependencies.

The theoretical capture probabilities of several transitions of interest have been compared with experimental values with relative uncertainties from 0.2% to 3.5%, except for $^7$Be (10%) and $^{41}$Ca (no existing measurement). Such a comparison covers a wide range of atomic numbers, $3 \leq Z \leq 57$, as well as different transition natures. KLI and MCDF predictions agree well and are better than BetaShape results for $^{37}$Ar, $^{54}$Mn, $^{125}$I and the $P_M/P_K$
ratio in $^{138}$La decay. BetaShape predictions are surprisingly in much better agreement with experiment in all other cases. Our understanding is that the inaccuracies of its atomic model – binding energies, hole and shaking effects – somehow compensate each other. However, it is not always true as clearly seen with $^{37}$Ar, $^{41}$Ca and $^{54}$Mn decays, without any hint to anticipate such a breakdown. New high-precision measurements are needed to explore this in detail, with more complete set of capture probabilities per radionuclide that include outer shells.

In the near future, the KLI atomic model will be extended to the continuum states, which will allow the separate computation of shake-up and shake-off processes. Indeed, good description of the unoccupied levels and the continuum states is mandatory for such processes, shake-off being in particular conditioned by the asymptotic behavior of the effective potential. In addition, this will allow us to determine capture-to-positron ratios, for which numerous precise measurements exist [14, 18].

The electron-capture model should also benefit from ongoing developments that aim at including a realistic nuclear structure for the calculation of forbidden nonunique transitions. Such an improvement will necessitate a revision of the overlap and exchange correction, with a precise coupling of lepton and nucleon wave functions.

Finally, another important issue concerns the role played by the environment on the electron-capture process, as seen in $^7$Be decay. Such a complicated problem deserves in itself a detailed specific study.
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Appendix: Shaking probabilities

We provide in Table III of this Appendix the probabilities of electron displacement following the creation of a vacancy calculated for different subshells of various elements. The vacancy is created either by photoionization or electron-capture process. BETASHAPE atomic modeling cannot distinguish between the two processes. KLI and MCDF approaches employed the frozen orbital (FO) approximation for the former, and the daughter excited (DE) approximation for the latter. Comparison is made with available predictions generated from nonrelativistic ab initio modeling techniques for various shell vacancies and assuming sudden approximation (see section III B).

Table III: Shaking probabilities consecutive to the creation of an atomic vacancy in a given subshell due to photoionization or electron capture. See text for detailed explanations.

| Parent Vacancy | Photoionization | Electron capture |
|----------------|----------------|-----------------|
|                | BetaShape      |                 |
|                | KLI FO         | MCDF FO         | Mukoyama & Kochur & Taniguchi [55] Popov [57] | KLI DE | MCDF DE | Crasemann et al. [22] |
| $^7\frac{3}{2}$Be | 1s 0.36649 | 0.17952 0.21779 0.21228 0.281 (14) | 0.09680 0.11553 0.05820* |
|                 | [0.22112]* | [0.10789]* | |
| 2s 0.35005 | 0.04584 0.06530 0.03450 - | 0.36171 0.44076 0.44716* |
|                 | [0.04797]* | [0.46798]* | |
| $^3\frac{1}{2}$Ar | 1s 0.08117 | 0.21336 0.23284 0.20918 0.263 (20) | 0.00628 0.00320 0.00489 |
| 2s 0.07420 | 0.14426 0.16360 0.13951 | 0.03615 0.01714 0.03389 |
| $^3\frac{1}{2}$Ar | 2p$_{1/2}$ 0.07353 | 0.15303 0.16394 0.14673 | 0.167 (20) |
| 3s 0.06248 | 0.04917 0.05080 - | 0.12595 0.12491 0.13646 |
| 3p$_{1/2}$ 0.06211 | 0.04140 0.04825 | 0.14316 0.13420 - |
| Element | 1s  | 2s  | 2p<sub>1/2</sub> | 2p<sub>3/2</sub> | 3s  | 3p<sub>1/2</sub> | 3p<sub>3/2</sub> | 4s  | 4p<sub>1/2</sub> | 5s  |
|---------|-----|-----|----------------|----------------|-----|----------------|----------------|-----|----------------|-----|
| ^{41}_{20}Ca | 0.27494 | 0.26792 | 0.26945 | 0.26864 | 0.26839 | 0.25943 | 0.25635 | 0.25635 | 0.24671 | 0.32739 |
| ^{54}_{25}Mn | 0.33169 | 0.32739 | 0.32687 | 0.32074 | 0.31905 | 0.31313 | 0.31605 | 0.31605 | 0.31313 | 0.33169 |
| ^{55}_{26}Fe | 0.3802 | 0.3394 | 0.3360 | 0.2692 | 0.2594 | 0.2283 | 0.21395 | 0.12395 | 0.12395 | 0.12395 |
| ^{109}_{48}Cd | 0.12395 | 0.12152 | 0.12137 | 0.11554 | 0.11531 | 0.10770 | 0.10685 | 0.10230 | 0.10230 | 0.10230 |
| 1s  | 0.08764 | 0.21104 - | - | 0.063 (10) | 0.00132 - | 0.00107* |
| 2s  | 0.08518 | 0.18969 - | - | 0.053 (10) | 0.00678 - | 0.00628* |
| 2p_{1/2} | 0.08508 | 0.19405 - | - | | 0.00536 - | |
| 3s  | 0.07867 | 0.15781 - | - | 0.039 (10) | 0.01961 - | 0.01840* |
| 3p_{1/2} | 0.07859 | 0.15932 - | - | | 0.01846 - | |
| 4s  | 0.06853 | 0.11863 - | - | - | 0.04710 - | 0.05015* |
| 4p_{1/2} | 0.06831 | 0.11643 - | - | - | 0.04865 - | |
| 5s  | 0.05841 | 0.05211 - | - | - | 0.11458 - | |
| 5p_{1/2} | 0.05888 | 0.03975 - | - | - | 0.13501 - | |

| 1s  | 0.08202 | 0.26099 - | - | 0.041 (10) | 0.00124 - | 0.00095* |
| 2s  | 0.07944 | 0.24204 - | - | - | 0.00627 - | 0.00557* |
| 2p_{1/2} | 0.07935 | 0.24575 - | - | 0.039 (10) | 0.00497 - | |
| 2p_{3/2} | 0.07930 | 0.24431 - | - | - | 0.00534 - | |
| 3s  | 0.07272 | 0.21199 - | - | - | 0.01775 - | 0.01614* |
| 3p_{1/2} | 0.07265 | 0.21351 - | - | - | 0.01664 - | |
| 3p_{3/2} | 0.07238 | 0.21190 - | - | 0.032 (10) | 0.01736 - | |
| 3d_{3/2} | 0.07225 | 0.21613 - | - | - | 0.01507 - | |
| 3d_{5/2} | 0.07223 | 0.21556 - | - | - | 0.01532 - | |

| 4s  | 0.06402 | 0.17603 - | - | - | 0.04148 - | 0.04291* |
| 4p_{1/2} | 0.06381 | 0.17462 - | - | - | 0.04226 - | |
| 4p_{3/2} | 0.06343 | 0.17241 - | - | - | 0.04387 - | |
| 4d_{3/2} | 0.06333 | 0.16826 - | - | - | 0.04640 - | |
| 4d_{5/2} | 0.06314 | 0.16744 - | - | - | 0.04693 - | |
| 5s  | 0.05550 | 0.11864 - | - | - | 0.09147 - | |
| 5p_{1/2} | 0.05438 | 0.10826 - | - | - | 0.09974 - | |
| 5p_{3/2} | 0.05437 | 0.10351 - | - | - | 0.10391 - | |
| 5d_{3/2} | - | 0.07259 - | - | - | 0.15132 - | |
| 6s  | 0.04488 | 0.03833 - | - | - | 0.21868 - | |

† With correlations. * Interpolated.
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