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Abstract—We present a novel sparsity-based space-time adaptive processing (STAP) technique based on the alternating direction method to overcome the severe performance degradation caused by array gain/phase (GP) errors. The proposed algorithm reformulates the STAP problem as a joint optimization problem of the spatio-Doppler profile and GP errors in both single and multiple snapshots, and introduces a target detector using the reconstructed spatio-Doppler profiles. Simulations are conducted to illustrate the benefits of the proposed algorithm.

I. INTRODUCTION

Ground moving target detection (GMTD) in surveillance airborne radar is a crucial task for many military and civilian applications. The technique of moving target indication (MTI) exploits the differences of the Doppler frequencies between the targets and clutter for the detection of targets [1]. However, targets are often obscured by the spreading Doppler spectrum of the clutter due to the moving airborne platform, which leads to severe detection performance degradation. Unlike MTI, space-time adaptive processing (STAP) separates the target and clutter from a joint spatio-Doppler dimension, and exploits significantly more degrees of freedom (DoFs) than MTI to mitigate clutter while preserving target energy [1], [2].

Because of the large number of space-time DoFs, full rank STAP techniques have a slow convergence and requires a large number of independent and identically distributed (IID) training snapshots (e.g., twice the system DoFs according to the Reed-Mallett-Brennan rule [1], [2]), which is difficult to satisfy in real scenarios, especially in nonhomogeneous environments [1], [2]. For example, to ensure a loss less than 3dB, it requires the ground with the range of 6 kilometers to satisfy the homogeneity for a range resolution of 30 meters (corresponding to a bandwidth of 5MHz), 10 antenna elements and 10 pulses. When the observation area is the city or the sea, the above requirement is very difficult to be satisfied. Reduced-dimension and reduced-rank methods [9], [15], [17], [22], [29], [46], [48], [40], [41], [59], including the principle-components (PC) methods [3], joint-domain localized approach [4], cross-spectral metric method [5], multistage Wiener filter [6], auxiliary-vector filtering [7], and joint interpolation, decimation and filtering algorithm [60], have been developed to counteract the slow convergence of full rank STAP. The parametric adaptive matched filter (PAMF) based on a multichannel autoregressive model [61] and sparse space-time beamformers exploiting the sparsity of the received data and filter weights [62], [63] provide alternative solutions to reduce the number of required IID snapshots. Recently, knowledge-aided (KA) STAP techniques, which aim at exploiting environmental knowledge, have been developed to enhance the detection performance especially in the case of nonhomogeneous environments (see, e.g., [64]–[69] and the references therein). However, the exact form of prior knowledge is still problem-dependent and hard to derive. Moreover, how to effectively use the prior knowledge remains a topic for further investigation. Direct data domain least-squares (D3-LS) STAP approaches use only the received data in the cell under test (CUT) and require no training data, thereby avoiding estimation distortion caused by different statistics of the training data [70], [71]. However, this benefit comes at the cost of a reduced system DoFs resulting in degraded performance.

More recently, motivated by compressive sensing techniques, sparsity-based STAP has been applied to GMTD and its basic idea is to formulate the observing scene with the target and clutter [72]–[76], [78], [79], only the clutter [67], [79]–[82], or only the target [79], [83]–[90] estimation problem as a sparse recovery/representation (SR) problem or a low-rank matrix estimation problem [84]. Compared with conventional reduced-dimension and reduced-rank STAP algorithms, the sparsity-based STAP algorithms provide high-resolution of the scene and exhibit much better performance in a very small training support, or even in a single snapshot. However, this approach relies on the accuracy of the sparse model and suffers performance degradation due to the model mismatches caused by array errors or the intrinsic clutter motion (ICM) [1]. A sparsity-based D3 STAP algorithm with the covariance matrix taper (CMT) has been proposed to overcome the model mismatches caused by the ICM [78]. A sparsity-based STAP with array gain/phase (GP) error self-calibration has been developed in [87], which iteratively solves an SR problem and an LS calibration problem. Since it requires to repeatedly recover the scene in every iteration, the computational complexity is high.
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1One point worth mentioning is that standard STAP is relative robust because these errors are captured in the adaptively estimated space-time covariance matrix if assuming that they are constant over the coherent processing interval and things are suitably narrowband. The only impact to detection is a potential loss of the output signal-to-interference-plus-noise ratio (SINR) from steering vector mismatch.
In this paper, we focus on the GMTD using the sparsity-based STAP in the presence of array GP errors. We first build the sparse measurement model by taking array GP errors into account. Under the framework of the alternating direction method (ADM) \cite{91, 92}, we add a constraint to the array GP errors, and transform the conventional sparsity-based STAP problem into a joint optimization problem of the spatio-Doppler profile and the array GP errors. Different from the conventional sparsity-based STAP, the proposed algorithm simultaneously estimates the spatio-Doppler profile and array GP errors resulting in adaptation to practical situations. Unlike the approach in \cite{87}, the proposed algorithm only requires the recovery procedure once, leading to a reduced computational complexity. Furthermore, we propose iterative approaches to solve the above problem with both single snapshot and multiple snapshots. A median constant false alarm (CFAR) detector based on the reconstructed spatio-Doppler profiles is developed for target detection. Finally, simulations are carried out to illustrate the performance and computational complexity of the proposed algorithm.

The work is organized as follows. Section II introduces the STAP signal model in the presence of array GP errors for airborne radar systems. Section III builds the sparse signal model, and details the sparsity-based STAP using the ADM framework. Simulated airborne radar data are used to evaluate the performance of the proposed algorithm in Section IV. Section V provides the summary and conclusions.

Notation: scalar quantities are denoted with italic typeface. Lowercase boldface quantities denote vectors and uppercase boldface quantities denote matrices. The operations of transposition, complex conjugation, and conjugate transposition are denoted by superscripts $T$, $*$, and $\dagger$, respectively. The symbols \( \otimes \), \( \odot \), $\cdot \cdot \cdot$, \( \Re \), and \( \| \cdot \|_p \) represent the Kronecker product, Hadamard product, absolute value, real part of the argument, and $l_p$-norm operation, respectively.

II. SIGNAL MODEL

The airborne radar system under consideration employs a uniform linear array (ULA) consisting of $M$ antenna elements with half wavelength inner spacing $d_a = \lambda_c/2$ (where $\lambda_c$ is the carrier wavelength), as shown in Fig.\ref{fig:signal_model}. Each element receives $N$ pulses in a coherent processing interval (CPI) with the pulse repetition interval (PRI) of $T_r$. At the receiver, each antenna element has its own low-noise amplifier (LNA), mixer and AD converter (ADC). After these, all samples ($NM$) from the same CPI are combined for sequential processing. In general, the target detection problem for airborne radar can be stated in the context of binary hypothesis testing as given by

$$
\begin{align*}
H_0 : x &= x_t \\
H_1 : x &= x_t + x_u,
\end{align*}
$$

(1)

where $x_t$ is the target component, $x_u$ is the disturbance component, $H_0$ and $H_1$ denote target-absence and target-presence, respectively. In reality, as the external environment changes, such as temperature and humidity, the consistency of the amplifiers of the array multi-channel receivers is hard to keep. This inconsistency of the amplifiers is usually modeled as the array GP errors \cite{2}. Hence, for a point target, $x_t$ can be written as

$$
\begin{align*}
x_t &= \alpha_t v_d(f_d^t) \otimes (c \odot v_s(f_s^t)) = \alpha_t C v_d(f_d^t, f_s^t)
\end{align*}
$$

(2)

where $c = [c_1, \ldots, c_M]^T$ is the $M \times 1$ array GP error vector, $C = I_N \otimes \text{diag}(c)$, and $I_N$ is an identity matrix of size $N$, $v_d(f_d^t)$ denotes the $N \times 1$ temporal steering vector at the target Doppler frequency $f_d^t$, $v_s(f_s^t)$ denotes the spatial steering vector in the direction provided by the target spatial frequency $f_s^t$, and $v(f_d^t, f_s^t) = v_d(f_d^t) \otimes v_s(f_s^t)$ is the space-time steering vector without array GP error. For the ULA, the steering vectors $v_s(f_s^t)$ and $v_d(f_d^t)$ are given by

$$
\begin{align*}
v_s(f_s^t) &= [1, \exp(j2\pi f_s^t), \ldots, \exp(j2(M-1)\pi f_s^t)]^T, \\
v_d(f_d^t) &= [1, \exp(j2\pi f_d^t), \ldots, \exp(j2(N-1)\pi f_d^t)]^T.
\end{align*}
$$

(3)

(4)

The disturbance vector $x_u$ is composed of the clutter component $x_c$ and the thermal noise component $n$, i.e., $x_u = x_c + n$. It is usually assumed that the clutter can be adequately approximated by a summation of individual clutter patches over the iso-range of interest, given by

$$
\begin{align*}
x_c &= \sum_{k=1}^{N_c} \alpha_{c,k} v_d(f_d^{c,k}) \otimes (c \odot v_s(f_s^{c,k})) \\
&= C \sum_{k=1}^{N_c} \alpha_{c,k} v(f_d^{c,k}, f_s^{c,k}).
\end{align*}
$$

(5)

where $N_c$ denotes the number of independent clutter patches, $\alpha_{c,k}$ is the random complex amplitude of the $k$th clutter patch, and $f_d^{c,k}$ and $f_s^{c,k}$ are the spatial and Doppler frequencies, respectively, of the $k$th clutter patch. Moreover, it is assumed that the clutter amplitudes $\alpha_{c,k}$, $k = 1, 2, \ldots, N_c$, are IID mean-zero complex Gaussian random variables with variance $\sigma_{c,k}^2$. Hence, the corresponding clutter covariance matrix can be represented by

$$
R_c = C \sum_{k=1}^{N_c} \sigma_{c,k}^2 v(f_d^{c,k}, f_s^{c,k}) v^H(f_d^{c,k}, f_s^{c,k}) C^H.
$$

(6)

Additionally, we assume that the clutter spectral characteristics follow the local homogeneity. In the following, we will use this local homogeneity to estimate the clutter-plus-noise power level for target detection. Since the thermal noise comes from the receiver electronics and is added to the return after it passes through the antenna array, it is not affected by the array errors. Here, we assume the thermal noise $n$ is independent from element to element and from pulse to pulse and follows the zero-mean Gaussian distribution with covariance matrix $R_n = \sigma_n^2 I_{NM}$.

III. PROPOSED SPARSITY-BASED STAP IN THE PRESENCE OF ARRAY GP ERRORS

In this section, we first introduce the sparse signal model in the presence of array GP errors, and then detail the sparsity-based STAP algorithm under the framework of ADM.
A. Sparse Signal Model

One notes that the clutter return in (5) is a function of the Doppler frequency and spatial frequency. Let us discretize the whole spatio-Doppler plane into a large number of grid points (where \( N_s = \rho_s M, N_d = \rho_d N \), \( \rho_s, \rho_d > 1 \), \( N_s \) and \( N_d \) are the discretized number of grid points along the spatial and Doppler frequencies), respectively [72]. A nonzero element from any discretized number of grid points along the spatial and Doppler frequency and spatial frequency. Let us discretize the whole spatio-Doppler plane into a large number of grid points (where \( \Psi \)), for example (5), the clutter return can be expressed by

\[
\Psi = \{(f_d,1),\ldots, f_d,N_d, f_s,1\ldots, f_s,N_s\}. \tag{7}
\]

Therefore, the spatial and Doppler frequencies of the \( N_c \) clutter patches can be seen as a subset of \( \Psi \), termed as \( \Psi_c \). Hence, similar to (5), the clutter return can be expressed by

\[
x_c = \mathbf{C}\Phi\alpha_c, \tag{7}
\]

where \( \alpha_c = [\alpha_{1,1}, \alpha_{1,2}, \ldots, \alpha_{N_d,N_s}]^T \) denotes the \( N_dN_s \times 1 \) spatio-Doppler profile with nonzero elements representing the clutter, and the \( NM \times N_dN_s \) matrix \( \Phi \) is the over-complete space-time steering dictionary, as given by

\[
\Phi = [\mathbf{v}(f_d,1,f_s,1), \mathbf{v}(f_d,1,f_s,2), \ldots, \mathbf{v}(f_d,N_d,f_s,N_s)], \tag{8}
\]

The clutter sparsity can be understood from the following two points: (a) it is well known that, the relationship between the Doppler frequency and the spatial frequency is a one-to-one mapping. For example, the shapes of the clutter ridge are straight lines for the side-looking ULA. Compared with the whole discretized place (corresponding to the size of the set \( \Psi \)), the number of the nonzero elements in the spatio-Doppler profile occupied by the clutter (corresponding to the size of the subset \( \Psi_c \)) is quite small. (b) It is proved that for the case of side-looking radar with a ULA, constant PRF, constant platform velocity and no crab angle, there is a group of space-time steering vectors (whose number is equivalent to the clutter rank) that can approximately represent the clutter subspace [81]. That is to say the clutter sparsity is much lower than the system DoFs and far lower than \( N_dN_s \) (since the clutter rank is much lower than \( NM \) and \( NM \gg N_dN_s \)). Similar conclusions are also obtained by L. Bai [77]. Moreover, according to [8], the clutter rank can be estimated by counting the number of resolution grids that are occupied by the significant clutter spectrum components. Therefore, there is a high degree of sparsity of the clutter in the spatio-Doppler profile.

When a target is present in the CUT, corresponding to \( H_1 \) hypothesis, the target’s return is just like the response of a nonzero element in the spatio-Doppler profile. If we assume the target’s spatial and Doppler frequencies are from the grid points \( \Psi \), then, the target return can be written as

\[
x_t = \mathbf{C}\Phi\alpha_t, \tag{9}
\]

where \( \alpha_t \) denotes the target amplitude. Thus, the total return in the presence of target can be represented by

\[
x = x_t + x_c + n = \mathbf{C}\Phi\alpha + n, \tag{10}
\]

where \( \alpha = \alpha_t + \alpha_c \) represent the amplitudes from both the clutter and the target. Because of the limitation of the number of targets, it results in sparsity of the spatio-Doppler profile.

B. Problem Formulation via the Framework of ADM

For simplicity and convenience, we rewrite the expression of (10) as

\[
Tx = \Phi\alpha + n', \tag{11}
\]

where \( T = \mathbf{I}_N \otimes \text{diag}(t), t = [t_1, \ldots, t_M]^T, t_m = c_{m}^{-1}, 1 \leq m \leq M \), and \( n' = Tn \). Here, we assume that the unknown array GP errors are nonzero. Exploiting the sparsity of \( \alpha \), the spatio-Doppler profile can be approximately estimated by
solving the so-called basis pursuit denoising (BPDN) problem, described by
\[
\min_{\alpha} \|\alpha\|_1 + \frac{1}{2\rho} \|Tx - \Phi\alpha\|_2^2,
\]
where \(\rho > 0\) is the positive regularization parameter that provides a trade-off between the sparsity and total squared error. With an auxiliary variable \(r = Tx - \Phi\alpha\), the above BPDN problem can be reformulated as
\[
\min_{\alpha, r} \|\alpha\|_1 + \frac{1}{2\rho} \|r\|_2^2 \quad \text{s.t.} \quad \Phi\alpha + r = Tx
\]
\[(13)\]
Then, the augmented Lagrangian function of this problem is given by \[91, 92\]
\[
\min_{\alpha, r, \lambda, \tau} L^*(\alpha, r, \lambda, t) = \min_{\alpha, r, \lambda, \tau} \|\alpha\|_1 + \frac{1}{2\rho} \|r\|_2^2 - \Re \left\{ \lambda H (\Phi\alpha + r - Tx) \right\} + \frac{\beta}{2} \|\Phi\alpha + r - Tx\|_2^2
\]
\[(14)\]
where \(\lambda \in \mathbb{C}^{NM}\) is a Lagrange multiplier and \(\beta > 0\) is a penalty parameter. Note that the matrix \(T\) of \[(14)\] depends on the array GP error vector \(c\) (t), which is unknown and should be estimated from the data. Given the snapshot \(x\) and the over-complete space-time steering dictionary \(\Phi\), we can obtain the spatio-Doppler profile \(\alpha\), the auxiliary variable \(r\) and the array GP error vector \(c\) by applying alternating minimization to solve \[(14)\].

With the above formulation, we observe that the problem \[(14)\] is an unconstrained convex optimization problem. However, it is trivially satisfied for zeros of vectors \(t\) and \(\alpha\). To avoid this trivial solution, we introduce a convex normalization constraint \(\sum_{m=1}^{M} t_m = \varsigma\), where \(\varsigma \in \mathbb{C}\) is an arbitrary constant scale. Therefore, the cost function \(L^*(\alpha, r, \lambda, t)\) in problem \[(14)\] can be rewritten as
\[
L (\alpha, r, \lambda, t) = \|\alpha\|_1 + \frac{1}{2\rho} \|r\|_2^2 - \Re \left\{ \gamma^* \left( \sum_{m=1}^{M} t_m - \varsigma \right) \right\} - \Re \left\{ \lambda H (\Phi\alpha + r - Tx) \right\} + \frac{\beta}{2} \|\Phi\alpha + r - Tx\|_2^2
\]
\[(15)\]
where \(\gamma\) is a Lagrange multiplier. The actual array GP error vector is recovered after the optimization using \(c_m = 1/t_m\), \(m = 1, \cdots, M\). One should also note that the estimated array GP error vector scales to the true one because of the constant scale \(\varsigma\) in the constraint.

**C. Jointly Iterative Estimation of the Spatio-Doppler Profile and Array GP Error**

In this subsection, we estimate the spatio-Doppler profile and array GP error vector iteratively. For \(\alpha = \alpha^p\), \(\lambda = \lambda^p\), and \(t = t^p\) fixed (\((p)\) denotes the \(p\)th iteration), the minimizer of \[(15)\] with respect to \(r^p\) is given by
\[
r^{p+1} = \frac{\rho \beta}{1 + \rho \beta} \left( \frac{\lambda^p}{\beta} - \Phi \alpha^p + T^p x \right).
\]
\[(16)\]
Similarly, for \(r = r^{p+1}\), \(\lambda = \lambda^p\), and \(t = t^p\) fixed, the minimization of \[(15)\] with respect to \(\alpha^*\) is equivalent to
\[
\min_{\alpha} \|\alpha\|_1 + \frac{\beta}{2} \|\Phi\alpha + r^{p+1} - T^p x - \frac{\lambda^p}{\beta}\|_2^2.
\]
\[(17)\]
Then, the solution of the problem \[(17)\] can be approximately given by \[91, 92\]
\[
\alpha^{p+1} = \text{soft} \left( \alpha^p - \tau g^p, \frac{\tau}{\beta} \right)
\]
\[
= \max \left\{ \|\alpha^p - \tau g^p\| - \frac{\tau}{\beta}, 0 \right\} \frac{\alpha^p - \tau g^p}{\|\alpha^p - \tau g^p\|},
\]
\[(18)\]
where all the operations in \[(13)\] are performed component-wise (usually known as shrinkage), \(\frac{\beta}{\rho} = 0\), \(\tau > 0\) is a proximal parameter and
\[
g^p = \Phi^H \left( \Phi \alpha^p + r^{p+1} - T^p x - \frac{\lambda^p}{\beta} \right).
\]
\[(19)\]
Given \(r = r^{p+1}\), \(\lambda = \lambda^p\) and \(\alpha = \alpha^{p+1}\), the minimization of \[(15)\] with respect to \(t^*\) can be simplified as
\[
\min_{\tau} \frac{\beta}{2} \|\Phi \alpha^{p+1} + r^{p+1} - Tx - \frac{\lambda^p}{\beta}\|_2^2
\]
\[
- \Re \left\{ \gamma^* \left( \sum_{m=1}^{M} t_m - \varsigma \right) \right\}
\]
\[(20)\]
For simplicity, we denote \(z^p = \Phi \alpha^{p+1} + r^{p+1} - \frac{\lambda^p}{\beta}, Tx = Qt\) and \(Q = \text{diag}(x) \otimes I_M\). Then, \[(28)\] can be rewritten with the form of
\[
\min_{\tau} \frac{\beta}{2} \|z^p - Qt\|_2^2 - \Re \left\{ \gamma^* \left( \sum_{m=1}^{M} t_m - \varsigma \right) \right\}.
\]
\[(21)\]
By taking the gradient of the cost function in problem \[(21)\] with respect to \(t^*\) and \(\gamma^*\), equating the terms to zero, and solving for \(t\), we obtain (the detailed derivations are given in Appendix A)
\[
t^{p+1} = \left[ \frac{b_1 + \gamma}{a_1}, \frac{b_2 + \gamma}{a_2}, \ldots, \frac{b_M + \gamma}{a_M} \right]^T.
\]
\[(22)\]
where \(b_m, a_m\) and \(\gamma\), \((m = 1, 2, \cdots, M)\) are defined by \[41, 42\] and \[43\] in Appendix A.

Finally, minimizing \[(15)\] with respect to \(\lambda^*\), we obtain the update of the multiplier \(\lambda\) as
\[
\lambda^{p+1} = \lambda^p - \beta \left( \Phi \alpha^{p+1} + r^{p+1} - T^{p+1} x \right).
\]
\[(23)\]
In short, the proposed approach iteratively updates \[(16), (18), (22)\] and \[(23)\] to obtain estimates of the spatio-Doppler profile and array GP error vector.

**D. Application to Multiple Snapshots**

It is reasonable to suppose that the array GP errors are identical for different snapshots from adjacent range bins in the same CPI. By using multiple snapshots, we can expect to improve the accuracy of the estimated array GP errors and spatio-Doppler profiles. In the following, we apply the proposed ADM algorithm to the multiple snapshots case. For
where and snapshots, 

\[ \min_{\alpha_l, r_l, \lambda_l} \sum_{l=1}^{L} \left\| \alpha_l \right\|_1 + \frac{1}{2\lambda_l} \sum_{l=1}^{L} \left\| r_l \right\|_2^2 \]

\[ \beta \left\{ \sum_{l=1}^{L} \left\| \alpha_l \right\| + \frac{1}{2\lambda_l} \sum_{l=1}^{L} \left\| r_l \right\|_2^2 \right\} \]

where \( \alpha_l, r_l \) and \( \lambda_l \) denote the corresponding variables of the \( l \)th snapshot.

Let us define \( \mathbf{Y} = [\alpha_1, \alpha_2, \ldots, \alpha_L], \mathbf{\Gamma} = [r_1, r_2, \ldots, r_L], \Lambda = [\lambda_1, \lambda_2, \ldots, \lambda_L], \) and \( \mathbf{X} = [x_1, x_2, \ldots, x_L]. \) Similar to the derivations in the previous subsection, we can subsequently obtain the updates in the following as

\[ \mathbf{\Gamma}^{p+1} = \frac{\rho \beta}{1 + \rho \beta} \left( \frac{\mathbf{\Lambda}^p}{\beta} - \mathbf{\Phi} \mathbf{Y}^p + \mathbf{T}^p \mathbf{X} \right), \]

\[ \mathbf{\Phi}^{p+1} = \text{soft} \left( \mathbf{T}^p - \tau \mathbf{G}^p, \frac{T}{\beta} \right), \]

and

\[ \mathbf{\Lambda}^{p+1} = \mathbf{\Lambda}^p - \beta \left( \mathbf{\Phi} \mathbf{Y}^{p+1} + \mathbf{\Gamma}^{p+1} - \mathbf{T}^{p+1} \mathbf{X} \right), \]

where

\[ \mathbf{G}^p = \mathbf{\Phi}^H \left( \mathbf{\Phi} \mathbf{Y}^p + \mathbf{\Gamma}^{p+1} - \mathbf{T}^{p+1} \mathbf{X} \right) \]

The update of the vector \( \mathbf{t} \) with multiple snapshots case can be represented by

\[ \mathbf{t}^{p+1} = \left[ \frac{\sum_{l=1}^{L} b_{l,1} + \tilde{\gamma}}{\sum_{l=1}^{L} a_{l,1}}, \ldots, \frac{\sum_{l=1}^{L} b_{l,M} + \tilde{\gamma}}{\sum_{l=1}^{L} a_{l,M}} \right]^T, \]

where

\[ b_{l,m} = \sum_{l=1}^{L} \sum_{n=1}^{N} \lambda_{l,-1}(n-1)M+m \gamma_{l,-1}(n-1)M+1 \]

\[ a_{l,m} = \sum_{l=1}^{L} \sum_{n=1}^{N} \lambda_{l,-1}(n-1)M+1 \]

\[ \tilde{\gamma} = \frac{\sum_{l=1}^{L} b_{l,m}}{\sum_{l=1}^{L} a_{l,m}}, \]

and

\[ \mathbf{Z}^p = [z^p_1, z^p_2, \ldots, z^p_L] = \mathbf{\Phi} \mathbf{Y}^{p+1} + \mathbf{\Gamma}^{p+1} - \frac{\mathbf{\Lambda}^p}{\beta}. \]

Moreover, we detail the proposed ADM algorithm for jointly iterative estimation of the spatio-Doppler profile and the array GP error vector (shortened as JIE-ADM) in Table I.

**TABLE I**

| Initialization: |
|----------------|
| \( \alpha^0_l = 0 \forall d_i \), \( \lambda^0_l = 0 \forall M, l = 1, \ldots, L, \) |
| \( t^{0} = 1_M, T^{0} = 1_N \otimes \text{diag}(t^{0}), p = 0 \) |

**Repeat**

1. \( \mathbf{\Gamma}^{p+1} = \frac{\rho \beta}{1 + \rho \beta} \left( \mathbf{\Lambda}^p - \mathbf{\Phi} \mathbf{Y}^p + \mathbf{T}^p \mathbf{X} \right), \)
2. \( \mathbf{G}^p = \mathbf{\Phi}^H \left( \mathbf{\Phi} \mathbf{Y}^p + \mathbf{\Gamma}^{p+1} - \mathbf{T}^{p+1} \mathbf{X} - \frac{\mathbf{\Gamma}^{p+1}}{\beta} \right), \)
3. \( \mathbf{\Gamma}^{p+1} = \text{soft} \left( \mathbf{\Gamma}^p - \tau \mathbf{G}^p, \frac{T}{\beta} \right), \)
4. Update \( \mathbf{Z}^p, b_{l,m} \) and \( \bar{\gamma} \) by \( 33, 20, 31, \) and \( 32. \)
5. \( \mathbf{t}^{p+1} = \left[ \frac{\sum_{l=1}^{L} b_{l,1} + \tilde{\gamma}}{\sum_{l=1}^{L} a_{l,1}}, \ldots, \frac{\sum_{l=1}^{L} b_{l,M} + \tilde{\gamma}}{\sum_{l=1}^{L} a_{l,M}} \right] \)
6. \( \mathbf{\Lambda}^{p+1} = \mathbf{\Lambda}^p - \beta \left( \mathbf{\Phi} \mathbf{Y}^{p+1} + \mathbf{\Gamma}^{p+1} - \mathbf{T}^{p+1} \mathbf{X} \right), \)

Until \( \sum_{l=1}^{L} \left\| \mathbf{\alpha}_l^p - \mathbf{\alpha}_l \right\|_2^2 \leq \epsilon \)

**E. Target Detection**

Since the main purpose of this paper is to improve the spatio-Doppler profiles’ estimation by using the joint estimation approach, in this subsection, we only consider using a simple detector for illustration purposes. Furthermore, following the ideas in \( 24, \) we focus on target detection based on the estimated spatio-Doppler profiles. It is reasonable to assume that the reconstructed clutter peaks at a few (say, 10) adjacent bins are nearly the same, and the target peaks are not so “dense” in range \( 24. \) Therefore, as shown in Fig \( 2, \) we first exclude some snapshots around the CUT (namely the guard cells) for avoiding target canceling, and then perform a moving test window to the estimated spatio-Doppler profile \( \mathbf{\alpha}_{\text{CUT}} \) at the CUT with the size of a spatio-Doppler resolution cell (i.e., \( 1/N \) and \( 1/M \) for the Doppler and spatial frequencies, respectively). When we conduct the detection procedure, we should determine the presence/absence of the target for every single angle and every single Doppler frequency. Since the airborne radar transmitter usually keeps a high gain in the observing angle for a CPI, we only require to conduct the detection procedure by fixing the spatial frequency of detection to the main-lobe \( f_{\text{sp}} \) and varying the Doppler frequency within a set of possible values. Specifically, for a possible target Doppler frequency \( f_d, \) the range of the moving test window is \( (f_d - 1/2N, f_d + 1/2N) \) and \( (f_{\text{sp}} - 1/2M, f_{\text{sp}} + 1/2M). \) Then, we pick out the elements that belong to the moving test window from \( \mathbf{\alpha}_{\text{CUT}}, \) and arrange them into a new vector \( \mathbf{\alpha}_{\text{CUT}}, \) as given by

\[ \mathbf{\alpha}_{\text{CUT}} = \left\{ \hat{\mathbf{\alpha}}_{\text{CUT},k,i} \middle| f_{d,k} \in \left( f_d - 1/2N, f_d + 1/2N \right) \right\}, \]

\[ f_{s,i} \in \left( f_{\text{sp}} - 1/2M, f_{\text{sp}} + 1/2M \right) \}

Similarly, for the same moving test window, we form L secondary samples \( \mathbf{\alpha}_l, l = 1, 2, \ldots, L, \) by

\[ \mathbf{\alpha}_l = \left\{ \hat{\mathbf{\alpha}}_{l,k,i} \middle| f_{d,k} \in \left( f_d - 1/2N, f_d + 1/2N \right) \right\}, \]

\[ f_{s,i} \in \left( f_{\text{sp}} - 1/2M, f_{\text{sp}} + 1/2M \right) \}

Due to the estimation errors or the discretized errors, the target energy might be not just concentrated at a single
discretized spatio-Doppler grid point. Therefore, we select the sum value of absolute elements in $\hat{\alpha}_{\text{CUT}}$ as the test statistic for each spatio-Doppler resolution cell. Similar operations are carried out for the secondary samples $\hat{\alpha}_l$, $l = 1, \cdots, L$, which are used to generate the background clutter-plus-noise level. Finally, we use a median CFAR detector with the form of \[93]\]

$$20 \log \vartheta_{\text{CUT}} - 20 \log \text{median}(\vartheta_l) \leq \xi,$$ \hspace{1cm} (36)

where $l = 1, 2, \cdots, L$, $\xi$ is the threshold scalar, median($\cdot$) yields the median value of samples in the parentheses, log represents the logarithm taking 10 as the base, and $\vartheta_{\text{CUT}}$ and $\vartheta_l$ are given by

$$\vartheta_{\text{CUT}} = \sum_{k,i} |\hat{\alpha}_{\text{CUT},k,i}|,$$

$$\vartheta_l = \sum_{k,i} |\hat{\alpha}_{l,k,i}|.$$ \hspace{1cm} (37)

IV. Performance Assessment

In this section, we evaluate the performance of the proposed JIE-ADM algorithm in terms of the reconstructed spatio-Doppler profiles and the probability of detection (PD) using simulated data. For comparison purposes, we also show the performance of the proposed JIE-ADM algorithm, conventional D3-LS STAP [70], ADM [91], basis pursuit using interior-point method (BP-IPM) [94], and IAA [74] and ADMT (using the ADM reconstructs the spatio-Doppler profile with the known array GP errors).

The parameters of the simulated radar platform are shown in Table II. In addition, for each range bin, the $[-\pi/2, \pi/2]$ AOA interval was divided into 361 clutter patches, whose single channel, single pulse clutter-to-noise ratio (CNR) is 30dB. The thermal noise power for each channel and each pulse is set to unit. The gain error and phase error are both assumed to follow a uniform distribution [68], [87]. Specifically, we can denote the $m$th entry of the array GP error vector as $c_m = (1 + \epsilon_m)e^{j\phi_m}$, $m = 1, 2, \cdots, M$, where $\epsilon_m$ and $\phi_m$ follow a

---

**Table II**

| Parameter                        | Value             |
|----------------------------------|-------------------|
| Antenna array                    | Side-looking ULA  |
| Antenna array spacing            | $\lambda_c/2$     |
| Carrier frequency                | 1.24GHz           |
| Transmit taper                   | Uniform           |
| PRF                              | 198kHz            |
| Platform velocity                | 100m/s            |
| Platform height                  | 3000 m            |
| Antenna elements number          | 10                |
| Pulse number in one CPI          | 10                |
SR algorithms are significantly degraded in the presence of D3-LS ST AP when there are no array GP error, which are with clairvoyant knowledge of the space-time covariance matrix, represents the detector of the adaptive matched filter (AMF) of array GP errors on the detection performance of the algorithms. Specifically, it might have different influences on the proposed algorithm and the existing ones. Additionally, the performance of a typical statistical STAP method, i.e., PC, with AMF, (namely, AMF-PC) is also shown in Fig. 1. The rank and the number of training snapshots used for the AMF-PC are set to 28 and 60, respectively. It illustrates that the AMF-PC is not sensitive to the array GP errors. However, statistical STAP methods require significantly more training snapshots than the sparsity-based STAP. Furthermore, in the following simulations, when the array GP errors increase, the performance of AMF-PC becomes worse than the proposed algorithm (see Fig. 6).

Next, we show the detection performance of the proposed JIE-ADM algorithm and ADMT against the input SNR in Fig. 1. Here, we consider six different cases of GP errors: case 1, no array GP error; case 2, \( \epsilon_{\text{max}} = 0.025 \) and \( \phi_{\text{max}} = 0.25 \pi \); case 3, \( \epsilon_{\text{max}} = 0.05 \) and \( \phi_{\text{max}} = 0.05 \pi \); case 4, \( \epsilon_{\text{max}} = 0.1 \) and \( \phi_{\text{max}} = 0.1 \pi \); case 5, \( \epsilon_{\text{max}} = 0.15 \) and \( \phi_{\text{max}} = 0.15 \pi \); and case 6, \( \epsilon_{\text{max}} = 0.2 \) and \( \phi_{\text{max}} = 0.2 \pi \).
SNRs are fixed to 0 from Fig. for the slow moving target. This can be roughly understood or relative fast moving targets. It should be pointed out that ST AP and existing SR algorithms in presence of array GP. The results in Fig.6 highlight that the proposed JIE-ADM simulated with the normalized Doppler frequencies of. Here, slow, median speed and relative fast moving targets are showing the receiver operating characteristic (ROC) curve rs.

Fig. 6. The ROC curves of the proposed JIE-ADM algorithm against different Doppler frequencies at a level of array GP errors $\epsilon_{\text{max}} = 0.1$ and $\phi_{\text{max}} = 0.1\pi$. Fig. 7. The average running time of the sparsity-based ST AP algorithms versus sizes of dictionary for estimating one spatio-Doppler profile.

better performance than the conventional D3-LS STAP and existing SR algorithms. This is because the proposed JIE-ADM algorithm provides more accurate estimate of the spatio-Doppler profile and is much more robust to the array GP errors.

To further investigate the performance of the proposed JIE-ADM algorithm, in Fig.6 we examine the detection performance with different Doppler frequencies at a level of array GP errors $\epsilon_{\text{max}} = 0.1$ and $\phi_{\text{max}} = 0.1\pi$, by showing the receiver operating characteristic (ROC) curves. Here, slow, median speed and relative fast moving targets are simulated with the normalized Doppler frequencies of 0.13, 0.23 and 0.36, respectively. The corresponding input target’s SNRs are fixed to 0.2dB, -3.8dB and -3.8dB, respectively. The results in Fig.6 highlight that the proposed JIE-ADM algorithm considerably outperforms the conventional D3-LS STAP and existing SR algorithms in presence of array GP errors regardless of the detection of the slow, median speed or relative fast moving targets. It should be pointed out that the detection performance of the proposed algorithm degrades for the slow moving target. This can be roughly understood from Fig.?? that the difficulty to separate the target and the clutter increases when the target is close to the clutter ridge.

As the target’s input SNR increases, the detection performance improves.

Fig.7 plots the average running time of the sparsity-based STAP algorithms versus sizes of dictionary for estimating one spatio-Doppler profile. Here, the simulations are operated on a standard desktop computer with a 3.6GHz CPU (dual core with Matlab’s multithreading option enabled) and 4GB of memory. The size of one CPI is changed from 16 to 144, corresponding to the number of columns of the dictionary from 400 to 3600. The curves indicate that the computational complexity of the proposed JIE-ADM algorithm is close to that of the ADM and ADMT algorithms. That is to say, the added array GP errors estimation step of the proposed algorithm costs very little, which can be also concluded from the estimation equations, i.e., (40), (41), (42) and (43).

V. CONCLUSIONS

In this paper, a novel sparsity-based STAP algorithm has been presented for airborne radar. In order to avoid the performance degradation caused by array errors, the proposed algorithm reformulated the sparsity-based STAP as a joint optimization of the spatio-Doppler profile and array errors by employing the framework of ADM. By solving the above problem iteratively, we developed a median CFAR detector using the reconstructed spatio-Doppler profiles. The performance of the proposed algorithm was tested and compared with that of the conventional D3-LS STAP and other existing sparsity-based STAP algorithms. Results show that the proposed algorithm is robust to array errors and yields significant improvement in detection performance over the conventional D3-LS STAP and other existing sparsity-based STAP algorithms. Additionally, the proposed algorithm adds very little computational complexity compared with the ADM without array error estimation. In our future work, we will investigate fast sparsity-based STAP algorithms with jointly estimating the spatio-Doppler profile and array errors. Moreover, the detection design based on the spatio-Doppler profiles and its statistics will be considered and analyzed.

APPENDIX A

PROOF OF (22)

Taking the gradients of the cost function in problem (21) with respect to $t^*$ and $\gamma^*$ and equating them to zeros, we have

$$Q^H Qt = Q^H z^p + \gamma I_M,$$  

and

$$\sum_{m=1}^{M} t_m = \varsigma.$$  

Note that $Q^H Q$ is an $M \times M$ diagonal matrix, and its $m$th diagonal element is $\sum_{n=1}^{N} |x_{(n-1)M+m}|^2$. Thus, substituting this into (38), we obtain

$$t^{p+1} = \left[ \frac{b_1 + \gamma}{a_1}, \frac{b_2 + \gamma}{a_2}, \ldots, \frac{b_M + \gamma}{a_M} \right]^T,$$  

(40)
where
\[ b_m = \sum_{n=1}^{N} x^*_n (n-1)m + m + (n-1)M + m^* \]  
(41)

and
\[ a_m = \sum_{n=1}^{N} |x(n-1)M + m|^2. \]  
(42)

Substituting (40) into (39), we obtain
\[ \gamma = \sum_{m=1}^{M} b_m \]  
\[ \sum_{m=1}^{M} a_m. \]  
(43)

Therefore, we have the formulation of \( t \) given in (22).
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