Computation of gravitational particle production using adiabatic invariants
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1 Introduction

Gravitational production of superheavy hidden sector particles during the transition out of the inflationary quasi-de Sitter (quasi-dS) era remains a plausible mechanism of dark matter production (e.g. [1–15]).\footnote{In addition, see refs. [4, 6, 16–28] for examples of superheavy dark matter motivated by UV model constructions.} However, gravitational production of super-Hubble-mass particles was largely considered phenomenologically uninteresting due to an exponential suppression during inflation.\footnote{Here super-Hubble-mass refers to a mass that is larger than the Hubble expansion rate during the quasi-dS era.} This outlook has changed after it was found [8, 29, 30] that unsuppressed production can take place after inflation via

\[
\text{coherent oscillating inflatons } \phi \rightarrow \text{graviton} \rightarrow \chi \text{ particles (1.1)}
\]

for some inflationary models if \( m_\phi > m_\chi \gg H_{\text{inf}} \), where \( H_{\text{inf}} \) is the inflationary Hubble expansion rate, and \( m_\phi \) and \( m_\chi \) are the masses of the respective particles. For example, this can occur in hilltop models such as those of refs. [15, 31–34].

Intuitively, the fast oscillatory component in an otherwise slow Hubble expansion rate \( H \) after the quasi-dS era leads to the production of particles. In contrast with preheating related particle production (e.g. [35–40]), this scenario requires mediation by the massless gravitational sector, which cannot be integrated out. Also, unlike the scenarios of refs. [27, 41–43], the phase space structure of the initial inflaton degrees of freedom is fixed by the Bunch-Davies/adiabatic vacuum prescription during inflation. It is in this sense that the particle production considered in ref. [8] might naively be thought of as part of the gravitational particle production resulting from the transition out of the quasi-dS era.

In ref. [44], an analytic formalism for computing the particle production in this scenario was constructed based on a double expansion in \( H/m_\phi \ll 1 \) and \( H/m_\chi \ll 1 \). In using the formalism, a Gaussian spectral model was introduced to obtain a compact formula. It was based on the assumptions that the Fourier spectrum of the fast time variation of the inflaton field is approximately Gaussian, and that most of the particle production takes place during the first few oscillations. A production rate was then estimated using a naive matching to Fermi’s golden rule, and the Boltzmann equation was integrated to obtain the final number density.

However, there were at least two problems with this. Firstly, the matching to Fermi’s golden rule was done in a non-systematic manner, and neglected the long time behavior of the dynamics, although it certainly is correct to \( O(1) \) accuracy. Secondly, the high \( k \) part of the particle production spectrum requires the fast oscillation component of \( H \) to be tracked for longer than a few oscillation periods. This is because the time \( t_\\ast \) at which the time-integral in the formalism picks up the dominant contribution to the particle production amplitude is when

\[
\frac{k^2}{a^2(t_\\ast)} + m_\chi^2 \approx m_\phi^2, \quad (1.2)
\]

corresponding to the on-shell condition of eq. (1.1).
One of the main results of this paper is to correct these shortcomings. More specifically, using the technique of adiabatic invariants, we construct an accurate time model instead of a spectral model. We will see that these will lead to a $2 + O(1)$ factor correction to the final spectrum compared to that of ref. [44].

It is important to note that the adiabatic invariant formalism of this paper is distinct from the adiabatic vacuum of refs. [45–47]. In particular, the latter is essentially the WKB approximation, and applies only to linear wave equations, while the former requires oscillatory motion, and can be applied to non-linear Hamiltonian dynamics. Furthermore, in the context of gravitational particle production, the WKB approach is used to solve the $\chi_k$ mode equation, and is controlled by an expansion in $H/m_\chi$. In contrast, the adiabatic invariant formalism of this paper is used to analyze the dynamics of the inflaton $\phi$ and the scale factor $a$, and is controlled by $H/m_\phi$. This then determines the $\chi$ mode dispersion, which controls its particle production.

A second main result of this paper demonstrates that one can use the formalism of ref. [44] to compute the spectrum numerically more efficiently than the brute force methods used in the literature. We note that what is expensive to compute numerically is the slow time-varying component weighted integration over fast oscillating functions which converge slowly to a negligible contribution. Instead, the formalism of ref. [44] already isolates the fast time variation such that its numerical integration can be more than $O(1000)$ faster in convergence. The relative gain in efficiency depends on the amplitude of the spectrum.

It is important to note that although the original motivation for this scenario is the production of dark matter, the computational tools presented in this work are useful for constraining top down constructions as well. For example, in contrast with moduli problem scenarios such as those of refs. [48, 49], moduli much heavier than the inflationary expansion rate can be gravitationally produced as well during the first few oscillations out of inflation [50] (where the largest number is produced in the first oscillation). Furthermore, even if the particles decay too rapidly to be dark matter, they can have observable consequences as long as they are sufficiently long lived, as discussed for example in refs. [2, 5, 51–60].

The order of presentation will be as follows. In section 2, we summarize the previous work of separating the $H$ time scale from the $m_\phi$ time scale and explain its shortcomings [44]. Here, we also establish the notation for this paper. In section 3, we explain how the adiabatic invariant can be constructed and how to use it to compute the long time behavior of slowly varying fields. This tool will play a crucial role in section 4, where we present a more accurate approximation of the Boltzmann equation, which is one of the main goals of this paper. We parameterize the associated errors based on a coarse graining over short time scales. In section 5, we introduce an explicit time model of the inflaton dynamics that separates the short and long time scale dependences.

In section 6, we derive an analytic formula for the coarse grained particle production amplitude that includes $\{1 \rightarrow 2, 2 \rightarrow 2, 3 \rightarrow 2\}$ resonance contributions. The formulae of this section are analogous to the S-matrix amplitude, which will need to be supplemented

---

3The suppression behaves as $e^{-m_\chi/H}$.

4In the case of the gravity wave probe presented in [61], the present mechanism for dark matter production apparently does not lead to an early enough matter domination in the plausible scenarios they considered.
with an analog of phase space integrals to express a physically measurable number density. The coarse graining time scale is computed in section 7 by minimizing the competing errors associated with quantum interference and general sum to integral approximations. We calculate the spectrum and number density estimates in section 8 by utilizing the explicit solutions obtained from the adiabatic invariant tool. In section 9, we present our second main result: numerical integration advantage of the “fast only” formula of eq. (9.15) over the brute force Bogoliubov formulation of eq. (2.6). In that section, we also generalize the Gaussian spectral model of ref. [44] by incorporating the adiabatic invariant formalism, and compare it with other computational methods.

We summarize our results in section 10. The appendices include a review of the adiabatic invariant formalism used in this paper and a derivation of an explicit formula for the time dependence of the slowly varying Hubble expansion rate after the end of inflation for a generic inflationary potential.

2 Aspects of previous work on the topic

Here we review our conventions and previous work on this topic. Consider the action in the metric signature (1,-1,-1,-1):

\[ S = \int d^4x \sqrt{-g} \left( -\frac{M_P^2}{2} R + \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) + \frac{1}{2} g^{\mu\nu} \partial_\mu \chi \partial_\nu \chi - 2 \left( m_\chi^2 - \xi R \right) \chi^2 \right), \tag{2.1} \]

where \( M_P = 1/\sqrt{8\pi G} \) is the reduced Planck mass, \( R \) is the Ricci scalar, \( \phi \) denotes the inflaton field with potential \( V(\phi) \), and \( \chi \) denotes a real scalar field. We assume that \( \chi \) interacts only through gravity controlled by a non-minimal coupling \( \xi \). Pure Einstein gravity (i.e. minimal coupling) corresponds to \( \xi = 0 \) while conformal coupling corresponds to \( \xi = 1/6 \). The standard background cosmological metric is written as

\[ ds^2 = g_{\mu\nu} dx^\mu dx^\nu = dt^2 - a^2(t) |d\vec{x}|^2 = a^2(\tau) \left( d\tau^2 - |d\vec{x}|^2 \right), \tag{2.2} \]

where the scalar factor \( a \) is a function of either coordinate time \( t \) or conformal time \( \tau \). The Hubble parameter \( H \) and Ricci scalar \( R \) have the conventions

\[ H = \frac{\dot{a}}{a} = \frac{a'}{a^2} \quad \text{and} \quad R = -6 \left( \frac{\dot{a}}{a} + \frac{\dot{a}^2}{a^2} \right) = -6 \frac{a''}{a^3}, \tag{2.3} \]

where \( \dot{a} = \partial_t a \) and \( a' = \partial_\tau a \). The energy-momentum tensor is assumed to arise primarily from a homogeneous inflaton field \( \phi \), and therefore Einstein’s equation can be written as

\[ 3M_P^2 H^2 = \rho \simeq \frac{1}{2} \dot{\phi}^2 + V(\phi) \quad \text{and} \quad -M_P^2 R = \rho - 3P \simeq -\dot{\phi}^2 + 4V(\phi). \tag{2.4} \]

It is well known that the number density \( n_\chi \) can be written as

\[ a^3(t)n_\chi(t) = \int \frac{d^3k}{(2\pi)^3} f_\chi(k,t), \quad f_\chi(k,t) \equiv |\beta_k(t)|^2, \tag{2.5} \]
where the Bogoliubov coefficient expression for gravitational production of $\chi$ particles with mass $m_\chi$ is
\begin{equation}
\beta_k(t) = \int_{-\infty}^{t} dt' \frac{\omega_k(t')}{2\omega_k(t')} e^{-2i \int_{-\infty}^{t'} dt'' \frac{\omega_k(t'')}{\omega_k(t')}} ,
\end{equation}
with $\omega_k^2 = k^2 + a^2 m_\chi^2 + \frac{1}{6}(1 - 6\xi)a^2 R$ as long as $|\beta_k| \ll 1$ \[38, 62\]. After separating out the time scale much faster than $\frac{1}{H}$, the expression can be written as
\begin{equation}
\beta_k(t) \approx \int_{t_{\text{end}}}^{t} dt' B_k(t') e^{-2\Omega_k(t')},
\end{equation}
where $t_{\text{end}}$ is the time when inflation ends (when the slow-roll parameter $\epsilon$ is unity), with
\begin{align}
E_k^2(t) &\equiv \frac{k^2}{a_{\text{slow}}^2(t)} + m_\chi^2, \\
\Omega_k(s) &\equiv \int_{t_{\text{end}}}^{s} E_k(s') ds', \\
B_k(t) &\equiv \left( \frac{H_{\text{UV}}(t)}{2} + \frac{1}{24} (1 - 6\xi) \frac{\dot{R}_{\text{UV}}(t)}{m_\chi^2} \right) \frac{m_\chi^2}{E_k^2(t)},
\end{align}
and the subscript UV denotes the quantities with the low frequency components filtered out \[44\]. In the work of ref. \[44\], a Gaussian Fourier spectrum function with a high frequency peak was fit to the properties of the potential to effectively define these UV components. Although this did allow one to analytically compute the dominant contribution to the particle production in a clean formula, there were some shortcomings:

1. Although the largest amplitude of inflaton oscillations occurs at $t_{\text{end}}$, particle production remains significant at later times when the amplitude is appreciably smaller. Indeed, the final number density was computed in that reference by converting the first few oscillations computation into a rate using
\begin{equation}
\frac{d\gamma(t_{\text{end}})}{dk} \equiv \frac{\sigma}{\sqrt{2\pi}} \frac{dn_\chi}{dk} \bigg|_{t_{\text{end}}} e^{\frac{k}{\sigma}},
\end{equation}
(where $\sigma$ is related to the Gaussian spectral model), setting $t_{\text{end}} \rightarrow t$, and using a Boltzmann equation to compute the production rate. However, no formalism was provided on how to solve for the long time scale dependence such that the replacement $t_{\text{end}} \rightarrow t$ can be made for an inflaton potential that is not purely quadratic. One expects this long time scale to be particularly important for the $k$ modes where
\begin{equation}
\frac{k}{a_{\text{end}}} \gg \sqrt{m_\phi^2 - m_\chi^2} \gg H, \quad a_{\text{end}} \equiv a(t_{\text{end}}),
\end{equation}
since for these cases, $\beta_k$ settles to its asymptotic final value only for $t \gg t_{\text{end}}$. 

\[5\] We will restrict $\xi$ to values such that $\omega_k^2 > 0$ for all times.

\[6\] More explicitly, low frequency components refer to time dependent quantities that vary on a time scale of order $H^{-1}$ or longer. Also, by filtered out, we mean subtracted out from the total.
The choice of the coarse graining time scale identification \((\Delta t)^{-1} = \sigma / \sqrt{2\pi}\) in equation 6.11 of ref. [44] was an estimate for the coarse graining time scale based on the naive expectation of the Gaussian frequency model:

\[
\delta(E_\ast - E_\ast') = \lim_{\sigma^2 \to 0} \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left[-\frac{(E_\ast - E_\ast')^2}{2\sigma^2}\right], \quad (2.13)
\]

\[
\frac{\Delta t}{2\pi} = \lim_{\sigma^2 \to 0} \frac{1}{\sqrt{2\pi\sigma^2}}. \quad (2.14)
\]

However, since the actual Gaussian model comes from the square of \(\dot{\phi}^2\) whereas eq. (2.14) came from the \(\phi\) spectral representation itself (see equation 5.23 of ref. [44]), there is an ambiguity in this identification.

Both of these shortcomings will be addressed in this paper through a novel time dependent model based on an adiabatic invariant construction replacing the Gaussian Fourier spectral model of ref. [44]. The use of the adiabatic invariant also makes more precise exactly which \(\dot{\phi}^2\) component is being kept when evaluating \(\beta_k\) contributions from “fast varying” (UV) modes.

### 3 Constructing the adiabatic invariant

One of the issues outlined near eq. (2.12) is the long time scale behavior of the inflaton oscillation amplitude necessary for the accurate determination of the amplitude for the high \(k\) modes. To compute this, we use the adiabatic invariant technique reviewed in appendix A. This technique allows one to construct an approximate invariant \(Q\) because of the combination of the properties that Hamiltonian equations of motion preserving phase space and energy being conserved in the limit that an external time-translation breaking function becomes a constant.

To use the adiabatic invariant to isolate the slowly varying part from the fast varying part of \(T^{\mu\nu}\) cleanly, we decompose the FLRW scale factor as \(a(t) = a_{\text{slow}}(t) + a_{\text{fast}}(t)\). Let the slowly varying source function for the adiabatic invariant construction be \(\lambda(t) = a_{\text{slow}}(t)\) and let the coordinate of the phase space \(q\) (in the notation of the appendix A) be the inflaton field \(\phi\). An interesting part of the procedure we are going to follow is that \(a_{\text{slow}}(t)\) does not need to be specified to obtain the adiabatic invariant.

We start by carrying out the integral in eq. (A.25). We choose \(C\) to be the \(\phi\) path that begins and ends at \(\phi(v)\). We can set the initial condition \(\phi(v)\) at which \(\pi(v) = 0\). This can typically be done since the motion is oscillatory by assumption and the turning point typically corresponds to \(\pi = 0\). We can therefore write \(E(v)\) from eq. (A.4) as

\[
E(v) = H (\phi', \Pi [\phi', E(v), a_{\text{slow}}(v)], a_{\text{slow}}(v)) = H (\phi', 0, a_{\text{slow}}(v)), \quad (3.1)
\]

where \(H\) is the Hamiltonian and \(\phi'\) is any field value in the path \(C\). This results in an adiabatic invariant equation for \(\phi(v)\):

\[
Q = \oint_C d\phi' \Pi [\phi', H (\phi(v), 0, a_{\text{slow}}(v)), a_{\text{slow}}(v)]. \quad (3.2)
\]
Since this expression is a constant, we have a prediction for how $\phi(v)$ varies as a function of $a_{\text{slow}}(v)$.

Let us now obtain a more explicit expression for $\phi(v)$ using the conservation of energy per integration cycle $f_C \, d\phi$. First, canonically normalize the fields such that the Lagrangian is $a_{\text{slow}}^3(t)[\frac{1}{2} \dot{\phi}^2 - V(\phi)]$. If there are non-minimal gravitational couplings, such terms can be absorbed into $V$. The momentum conjugate to $\phi$ is $\pi = a_{\text{slow}}^3 \dot{\phi}$, and thus the Hamiltonian is

$$H(\phi, \pi, a_{\text{slow}}) = \frac{1}{2} \pi^2 + a_{\text{slow}}^3 V(\phi).$$

(3.3)

Solving for $\Pi$ using eqs. (3.1) and (3.3), the adiabatic invariant can now be written as

$$Q = 2\sqrt{2} a_{\text{slow}}^3(v) \int_{\phi_{C,-}(v)}^{\phi_{C,+}(v)} d\phi' \sqrt{V(\phi_{C,+}(v)) - V(\phi')},$$

(3.4)

where $\phi_{C,-}(v)$ and $\phi_{C,+}(v)$ are respectively the smallest and largest values $\phi$ takes during an oscillation cycle beginning at time $v$. The turning points are determined by

$$V(\phi_{C,+}(v)) = V(\phi_{C,-}(v))$$

(3.5)

where $\phi_{C,-}(v)$ can then be viewed as a function of $\phi_{C,+}(v)$.

The mass dimension of $Q$ is 3 which is the same as that of the phase space density of canonically normalized scalar fields. This adiabatic invariant is the phase space density multiplied by the time-dependent volume scaling factor $a_{\text{slow}}^3(v)$, which is intuitively the reason why it is constant. The interesting nontrivial aspect is that the phase space density here is not defined with respect to free particles but with interactions turned on. Starting with an initial condition $\phi_{C,+}(v_i)$, one can replace $Q$ with this initial data and thereby solve for the slowly varying $\phi_{C,+}(v)$ using

$$\int_{\phi_{C,-}(\phi_{C,+}(v))}^{\phi_{C,+}(v)} d\phi' \sqrt{V(\phi_{C,+}(v)) - V(\phi')} = \frac{a_{\text{slow}}^3(v_i)}{a_{\text{slow}}^3(v)} \int_{\phi_{C,-}(\phi_{C,+}(v_i))}^{\phi_{C,+}(v_i)} d\phi' \sqrt{V(\phi_{C,+}(v_i)) - V(\phi')},$$

(3.6)

where $v_i$ is the initial time (which we will often take to be the time at the end of inflation in practice). This can also be rewritten as

$$\sqrt{1 - (\partial_\phi I(\phi_{C,+}(v), \phi_{C,+}(v_i)))^2} I(\phi_{C,-}[\phi_{C,+}(v)], \phi_{C,+}(v)) = \frac{a_{\text{slow}}^3(v_i)}{a_{\text{slow}}^3(v)} I(\phi_{C,-}[\phi_{C,+}(v_i)], \phi_{C,+}(v_i)),$$

(3.7)

where

$$I(\phi, \phi_{C,+}) \equiv \int_{\phi}^{\phi_{C,+}} d\phi' \sqrt{1 - \frac{V(\phi)}{V(\phi_{C,+})}}.$$

(3.8)

For some choice of potentials $V(\phi)$, $I(\phi, \phi_{C,+}(v))$ will be simple enough to compute such that $\phi_{C,+}(v)$ will be easy to obtain from eq. (3.7). We will give some examples below.
An alternative method is to compute \( V_m \equiv V(\phi_{C,\pm}) \) as a function of time using the formalism of appendix B, and solve for \( \phi_{C,\pm}(v) \) through

\[
\phi_{C,\pm} = V^{-1}(V_m) = \phi_{\text{min}} \pm M_p \sqrt{2V_m} \left( 1 \pm \phi_3 \left( 2V_m \right)^{\frac{1}{2}} + \phi_4 \left( 2V_m \right)^{\frac{1}{2}} + \phi_5 \left( 2V_m \right)^{\frac{3}{2}} + \phi_6 \left( 2V_m \right)^{2} + \ldots \right),
\]

where the coefficients are defined in appendix B, and \( V_m \) is the potential value at the peak of the oscillations. Let’s turn to some examples.

### 3.1 Quadratic potentials

In this notation, we know for the quadratic potential \( V(\phi) = m^2 \phi^2 / 2 \) such that eq. (3.8) becomes

\[
I(\phi, \phi_{C,+}(v)) = \frac{1}{2} \left( \phi_{C,+}(v) \left( \frac{\pi}{2} - \arcsin \left( \frac{\phi}{\phi_{C,+}(v)} \right) \right) - \phi \sqrt{1 - \frac{\phi^2}{\phi_{C,+}^2(v)}} \right),
\]

and using eq. (3.5), we find that \( \phi_{C,-}[\phi_{C,+}(v)] = -\phi_{C,+}(v) \). Eq. (3.7) then becomes

\[
\frac{\phi_{C,+}(v)}{\phi_{C,+}(v_i)} \left[ \frac{\pi}{2} \phi_{C,+}(v) \right] = \frac{a_{\text{slow}}^3(v_i)}{a_{\text{slow}}^3(v)} \left[ \frac{\pi}{2} \phi_{C,+}(v_i) \right],
\]

which gives

\[
\phi_{C,+}(v) = \left( \frac{a_{\text{slow}}^3(v_i)}{a_{\text{slow}}^3(v)} \right)^{3/2} \phi_{C,+}(v_i).
\]

This is one of the most important generic examples since most potentials have the quadratic mass terms dominating as the amplitude of the oscillations decreasing. That is why we separated this example from the next set of examples. By taking \( A = 0 \) in eq. (B.51) of appendix B, one can see the time scale of \( a_{\text{slow}} / a_{\text{slow}} \) is determined entirely by \( H_{\text{end}}^{-1} \), which is much larger than the oscillatory period given by \( 2\pi / m_\phi \). This is because the solution of eq. (3.4) is \( Q = 6\pi M_p^2 a_{\text{end}}^3 H_{\text{end}}^2 / m_\phi \) for a purely quadratic potential.

### 3.2 \( 2n \) power potentials

In the case of more general even powered potentials, for some integer \( n \geq 1 \) we have

\[
V = \frac{\lambda}{(2n)!} \phi^{2n},
\]

with eq. (3.5) giving \( \phi_{C,-}[\phi_{C,+}] = -\phi_{C,+} \). Now eq. (3.8) evaluates to

\[
I(\phi, \phi_{C,+}) = \frac{1}{1+n} \left( -\phi \sqrt{1 - \left[ \frac{\phi}{\phi_{C,+}} \right]^{2n}} + n\phi_{C,+} \sqrt{\pi} \frac{\Gamma \left( 1 + \frac{1}{2n} \right)}{\Gamma \left( \frac{1}{2n} \right)} - n\phi_{2} F_1 \left( \frac{1}{2}, \frac{1}{2n}; 1 + \frac{1}{2n} ; \phi_{C,+}^{2n} \right) \right),
\]
where \( _2F_1 \) is the hypergeometric function. Note that

\[
I(\phi_{C,-}[\phi_{C,+}], \phi_{C,+}) = \frac{2n}{n+1} \phi_{C,+} \sqrt{\pi} \frac{\Gamma \left( 1 + \frac{1}{2n} \right)}{\Gamma \left( \frac{1+n}{2n} \right)},
\]

which allows eq. (3.7) to be evaluated as

\[
\frac{\phi_{C,+}(v)}{\phi_{C,+}(v_i)} = \left( \frac{a_{\text{slow}}(v_i)}{a_{\text{slow}}(v)} \right)^{\frac{3}{2+n}}.
\]

Consider \( n = 2 \), which corresponds to a quartic potential. The field \( \phi_{C,+}(v) \) scales consistently with the conformal scaling dimension of the scalar field and significantly different from the quadratic power index \(-3/2\) (see eq. (3.13)). That is because even when the oscillation amplitude decreases, there is no mass term for such potentials.

### 3.3 Trigonometric integrability

With the potential

\[
V(\phi) = V_0 \sin^2 \left[ \frac{\phi}{F \pi} \right]
\]

eq. (3.5) gives \( \phi_{C,-}[\phi_{C,+}] = -\phi_{C,+} \). We also find that as \( |\phi| \to \infty \) the potential is bounded from below. Therefore, eq. (3.8) evaluates to

\[
I(\phi, \phi_{C,+}) = \frac{F}{\pi} \left[ E \left( \frac{\pi \phi_{C,+}}{F}, \csc^2 \left[ \frac{\phi_{C,+}}{F \pi} \right] \right) - E \left( \frac{\pi \phi_{C,+}}{F}, \csc^2 \left[ \frac{\phi_{C,+}}{F \pi} \right] \right) \right],
\]

where \( E(\phi, m) \) is the elliptic integral of the second kind. Note that

\[
I(\phi_{C,-}[\phi_{C,+}], \phi_{C,+}) = \frac{2F}{\pi} E \left( \frac{\pi \phi_{C,+}}{F}, \csc^2 \left[ \frac{\phi_{C,+}}{F \pi} \right] \right),
\]

which allows eq. (3.7) to be evaluated as

\[
\frac{\sin \left[ \frac{\phi_{C,+}(v)}{F \pi} \right]}{\sin \left[ \frac{\phi_{C,+}(v_i)}{F \pi} \right]} E \left( \frac{\pi \phi_{C,+}(v)}{F \pi}, \csc^2 \left[ \frac{\phi_{C,+}(v)}{F \pi} \right] \right) = \frac{a_{\text{slow}}^3(v_i)}{a_{\text{slow}}^3(v)} E \left( \frac{\pi \phi_{C,+}(v_i)}{F \pi}, \csc^2 \left[ \frac{\phi_{C,+}(v_i)}{F \pi} \right] \right),
\]

expressing a nontrivial scale factor dependence of \( \phi_{C,+}(v) \). One can easily plot the function to see that \( \phi_{C,+}(v) \) behaves very close to \( a_{\text{slow}}^{-3/2}(v) \) except near \( v = v_i \) for \( \phi_{C,+}(v_i) \pi/F \sim O(1) \). That is simply because as \( a_{\text{slow}}(v) \) increases, the field samples the minimum of the potential which becomes quadratic. This example also illustrates that in general, one cannot find an expression for \( \phi_{C,+}(v) \) as a function of \( a_{\text{slow}}(v) \) using elementary functions.

### 3.4 Asymmetric potentials

Consider the potential

\[
V(\phi) = \frac{m^2}{2} \phi^2 - A \phi^3,
\]

...
which has asymmetric turning points

$$\phi_{C,-}[\phi_{C,+}] = \frac{1}{4} \left( \frac{m^2}{A} - 2\phi_{C,+} - \sqrt{\frac{m^4}{A^2} + 4 \left( \frac{m^2}{A} - 3\phi_{C,+} \right) \phi_{C,+}} \right)$$

(3.23)

due to the cubic interaction term. Even though this potential is not bounded from below, as long as one considers the initial oscillation amplitude \(\phi_{C,+}(v_i)\) close to the minimum point of the potential \(\phi_{\text{min}} = 0\), there will be stable classical oscillations. Because of \(|\phi_{C,-}[\phi_{C,+}]| \neq |\phi_{C,+}|\) in the turning points, this is an example that is not covered by techniques such as that presented by ref. [63]. Although eq. (3.8) can be evaluated giving a result similar to eq. (3.21), it is more instructive to use eq. (3.10).

Using eqs. (B.14), (B.32), and (B.49), we find the long term field time dependence of \(\phi_{C,\pm}(v) = \pm m \sqrt{\frac{2V_m(v)}{m^4}} \left( 1 \pm \frac{A}{m} \sqrt{\frac{2V_m(v)}{m^4}} + \ldots \right)\),

(3.24)

\(V_m(v) = mQ \left( \frac{a_{\text{slow}}(v_i)}{a_{\text{slow}}(v)} \right)^3 \left( 1 + \frac{15}{4} \frac{A}{m} \frac{Q}{m^3} \left( \frac{a_{\text{slow}}(v_i)}{a_{\text{slow}}(v)} \right)^3 + \ldots \right)\),

(3.25)

where the physical, initial condition dependent charge is

$$Q = \frac{a_{\text{slow}}^{-3}(v_i)}{2\pi} = \frac{m^2 \phi_{C,+}^2(v_i) - A\phi_{C,+}^3(v_i)}{m} \left( 1 + \frac{15}{4} \frac{A}{m} \frac{Q}{m^3} \left( \frac{a_{\text{slow}}(v_i)}{a_{\text{slow}}(v)} \right)^3 + \ldots \right),$$

(3.26)

as given by eq. (B.28).\(^7\) Clearly, eq. (3.24) shows that the asymmetric time dependence of \(\phi_{C,\pm}\) is suppressed parametrically by

$$\frac{A}{m} \sqrt{\frac{2V_m(v)}{m^4}} \sim \frac{A}{m} \frac{\phi}{m},$$

(3.27)

which is intuitively expected since this is a measure of the cubic potential strength to the quadratic potential strengths: i.e. the deviation \(\Delta \phi\) from a symmetric excursion \(\phi_{\text{sym}} = \phi - \phi_{\text{min}}\) is

$$\frac{\Delta \phi}{\phi_{\text{sym}}} \sim \frac{A\phi_{\text{sym}}}{m^2 \phi_{\text{sym}}^2}$$

(3.28)

at a linearization level. It is interesting to see explicitly in a simple manner that field interactions lead to a non-scaling behavior of the energy density, in contrast with other interaction results such as eq. (3.17) (or equivalently eq. (B.7)).

4 Approximation of the Boltzmann equation

The Boltzmann collision equation allows number density computation of a particle production process. The collision term includes both a production rate and an annihilation

\(^7\)Here we made a change of notation, using \(v\) as the independent variable by taking \(u \to a_{\text{slow}}(v)\) in the equations presented in appendix B.
rate. As noted in eq. (2.11), an effective production rate was estimated in ref. [44], but as explained in section 2, the effective production rate can be improved by better time domain computation of the inflaton field.

We present here an approximation of the quantum production rate induced by Bogoliubov transform, which models the $\chi$ particle number density spectrum $f_\chi(k,t) = |\tilde{b}_k(t)|^2$ using a non-negative effective production rate spectrum. This is nontrivial as the actual time evolution of $f_\chi(k,t)$ is not a monotonically growing function unlike a production rate of a Boltzmann equation.\(^8\) However, when coarse-grained over a short quantum fluctuation time scale,\(^9\) the production rate is positive definite. Ultimately, this is because the initial state is a vacuum, which by construction has no particles, and the final state at time $t$ cannot have negative number of particles. The main goal of this section is to set up the parameterization of such a positive definite quantity approximation and compute the error incurred by neglecting the fluctuations and coarse-graining.

Given the short time scale separation eq. (2.7) of the Bogoliubov coefficient, the Boltzmann collision equation will be approximated as
\[
d\left(\frac{a^3(t) n_\chi(t)}{dt}\right) = \int \frac{d^3k}{(2\pi)^3} \frac{\partial}{\partial t} |\tilde{b}_k(t)|^2 \approx \int \frac{d^3k}{(2\pi)^3} \frac{1}{\Delta t(t)} |\tilde{b}_k(t)|^2,
\]
where we defined
\[
\tilde{b}_k(v) \equiv \int_0^{\Delta t(v)} ds B_k(v + s) e^{-2iE_k(v)s},
\]
and $\Delta t$ is a characteristic coarse graining time that encompasses many oscillations and will be chosen such that the error of this approximation is minimized. After accounting for all errors, an expression for $\Delta t$ is given by eq. (7.11). The approximation eq. (4.1) of the Boltzmann rate equation is equivalent to the spectrum density being modeled as
\[
f_\chi(k,t) = \int_{t_{end}}^{t} \frac{dv}{\Delta t(v)} |\tilde{b}_k(v)|^2 + O(\mathcal{E}_{R_1}) + O(\mathcal{E}_{Taylor}) + O(\mathcal{E}_P) + O(\mathcal{E}_I) + O(\mathcal{E}_{R_2}),
\]
where the errors are estimated by
\[
O(\mathcal{E}_{R_1}) = \left[ \int_{t_{end}}^{t} ds B_k(s) e^{-2i\Omega_k(s)} \right]^2 - \sum_{m=0}^{N_1-1} \left[ \int_0^{\Delta t(v_m)} ds B_k(v_m + s) e^{-2i\Omega_k(v_m + s)} \right]^2,
\]
\[
O(\mathcal{E}_{Taylor}) = \sum_{m=0}^{N_1-1} \left[ \int_0^{\Delta t(v_m)} ds B_k(v_m + s) e^{-2i\Omega_k(v_m + s)} \right]^2 - \sum_{m=0}^{N_1-1} \tilde{b}_k(v_m) e^{-2i\Omega_k(v_m)} \tilde{b}_k(v_m) e^{-2i\Omega_k(v_m)}
\]
\[
O(\mathcal{E}_P) \equiv \sum_{m \neq n} \tilde{b}_k(v_m) \tilde{b}_k(v_n) e^{2i(\Omega_k(v_m) - \Omega_k(v_n))},
\]
\[
O(\mathcal{E}_I) = \sum_{m=0}^{N_1-1} \tilde{b}_k(v_m)^2 - \int_{t_{end}}^{v_{n_1}} \frac{dv}{\Delta t(v)} |\tilde{b}_k(v)|^2,
\]
\[
O(\mathcal{E}_{R_2}) = - \int_{v_{n_1}}^{t} \frac{dv}{\Delta t(v)} |\tilde{b}_k(v)|^2,
\]
with $v_m$ in a discrete set of times whose spacing $v_{m+1} - v_m$ is $\Delta t(v_m)$.

\(^8\)In $f_\chi(k,t)$, the variable $t$ represents the final time at which the 1-particle state is defined with respect to an adiabatic vacuum.

\(^9\)The quantum fluctuation time scale is fixed by the oscillation period of the inflaton field.
Let us now justify this result. First, to make uniform the kinematic description of the fast time dynamics, we partition the real time variable $t$ into a pair of variables $\{v_m, s\}$ for $m \in \mathbb{X} \equiv \{0,1,2,\ldots\}$:

$$b_k(v_m, s) = B_k(v_m + s) \quad s \in [0, \Delta t(v_m)],$$

(4.9)

where

$$v_{m+1} = v_m + \Delta t(v_m) \quad v_0 = t_{\text{end}} \quad N_t = \text{minimum } m \in \mathbb{Z} \text{ such that } v_{m+1} > t,$$

(4.10)

and where the finite time interval $\Delta t(v_m)$ will be fixed through an approximation scheme that minimizes the error terms of eq. (4.3).

The estimation of the phase interference error eq. (4.6) will be deferred to section 7 due to the prerequisite results from sections 5 and 6. It will be shown below that the other errors associated with eqs. (4.4), (4.5), (4.7), and (4.8) have upper bounds that approximately scale with positive powers of $H(v)\Delta t(v)$, which is assumed to be a small expansion parameter.

### 4.1 Taylor expansion error

Here we will estimate the error of eq. (4.5) due to linearizing the Bogoliubov phase. Over the time interval $s \in [0, \Delta t(v)]$ from eq. (4.9), the phase $\Omega_k(v_m + s)$ is approximated by the first order Taylor expansion $\Omega_k(v_m) + E_k(v_m)s$. The upper bound on the relative phase difference is

$$\left| \frac{\Omega_k(v_m + s) - \Omega_k(v_m) - E_k(v_m)s}{E_k(v_m)s} \right| = \left| \frac{\frac{1}{2} \partial_v E_k(v_m)s^2 + \frac{1}{6} \partial_v^2 E_k(v_m)s^3 + \ldots}{E_k(v_m)s} \right|$$

$$\leq \frac{1}{2} \frac{\partial_v E_k(v_m)}{E_k(v_m)} s + \frac{1}{6} \frac{\partial_v^2 E_k(v_m)}{E_k(v_m)} s^2 + \ldots,$$

(4.11)

(4.12)

which is maximized at $s = \Delta t(v)$. As $E_k(v)$ is a slowly varying function, its $n$-th derivative scales as $H^n(v)E_k(v)$. Therefore the upper bound on the relative phase difference is

$$\left| \frac{\Omega_k(v_m + s) - \Omega_k(v_m) - E_k(v_m)s}{E_k(v_m)s} \right| \leq \frac{E_k^2(v_m) - m^2}{E_k^2(v_m)} H(v_m)\Delta t(v_m) + O\left(\frac{H^2(v_m)\Delta t^2(v_m)}{E_k(v_m)}\right),$$

(4.13)

which is suppressed if $H(v_m)\Delta t(v_m) \ll 1$.

### 4.2 Sum to integral error

This subsection will justifying neglecting the term eq. (4.7) by showing that the relative sum to integral error, defined as

$$\mathcal{E}_I = \sum_{m=0}^{N_t-1} \frac{\left| b_k(v_m) \right|^2}{\sum_{m=0}^{N_t-1} \left| b_k(v_m) \right|^2} \int_{t_{\text{end}}}^{v_N} \frac{dv}{\Delta t(v)} \frac{\left| b_k(v) \right|^2}{\sum_{m=0}^{N_t-1} \left| b_k(v_m) \right|^2},$$

(4.14)
is suppressed by $H(v)\Delta t(v)$. With the Euler-Maclaurin formula, the sum can be approximated with an integral as

$$
\sum_{m=0}^{N_i-1} \left| \tilde{b}_k(v_m) \right|^2 - \int_{t_{\text{end}}}^{v_{N_i}} \frac{dv}{\Delta t(v)} \left| \tilde{b}_k(v) \right|^2 \approx \frac{\left| \tilde{b}_k(t_{\text{end}}) \right|^2 - \left| \tilde{b}_k(v_{N_i}) \right|^2}{2} + \int_{t_{\text{end}}}^{v_{N_i}} dv \frac{d}{dv} \left| \tilde{b}_k(v) \right|^2 P_1(m(v)),
$$

(4.15)

where $P_1(x)$ is the first Bernoulli polynomial and we define its argument as

$$
m(v) \equiv \int_{t_{\text{end}}}^{v} \frac{dv'}{\Delta t(v')}.
$$

(4.16)

Slowly varying functions such as $\tilde{b}_k(v)$ and $\Delta t(v)$ derive their time dependence from $a_{\text{slow}}(t)$, and therefore the derivative of such functions are typically on the order of the function multiplied by the Hubble parameter. Thus the error terms of the right hand side of eq. (4.15) are estimated as

$$
\left| \tilde{b}_k(v_{N_i}) \right|^2 - \left| \tilde{b}_k(t_{\text{end}}) \right|^2 = \left| \tilde{b}_k(v_{N_i-1} + \Delta t(v_{N_i-1})) \right|^2 - \left| \tilde{b}_k(t_{\text{end}}) \right|^2 \\
\sim \left| \tilde{b}_k(v_{N_i-1}) \right|^2 + O(1)H(v_{N_i-1})\Delta t(v_{N_i-1}) \left| \tilde{b}_k(v_{N_i-1}) \right|^2 - \left| \tilde{b}_k(t_{\text{end}}) \right|^2
$$

(4.17)

$$
\sim \sum_{m=0}^{N_i-1} O(1)H(v_m)\Delta t(v_m) \left| \tilde{b}_k(v_m) \right|^2,
$$

(4.18)

and

$$
\int_{t_{\text{end}}}^{v_{N_i}} dv \frac{d}{dv} \left| \tilde{b}_k(v) \right|^2 P_1(m(v)) \sim \int_{t_{\text{end}}}^{v_{N_i}} dv H(v) \left| \tilde{b}_k(v) \right|^2 \\
\sim \sum_{m=0}^{N_i-1} O(1)\Delta t(v_m)H(v_m) \left| \tilde{b}_k(v_m) \right|^2,
$$

(4.19)

(4.20)

(4.21)

respectively to leading order in $H(v_m)\Delta t(v_m)$. Therefore the relative error is of the form

$$
\mathcal{E}_I \sim \frac{\sum_{m=0}^{N_i-1} O(1)H(v_m)\Delta t(v_m) \left| \tilde{b}_k(v_m) \right|^2}{\sum_{m=0}^{N_i-1} \left| \tilde{b}_k(v_m) \right|^2},
$$

(4.22)

with an upper bound given by

$$
|\mathcal{E}_I| \lesssim \max_{m \in [0,N_i]} |c_m| H(v_m)\Delta t(v_m),
$$

(4.23)

where $c_m$ are order one numbers. This is suppressed if $H(v_m)\Delta t(v_m) \ll 1$. 
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4.3 Remainder errors

We will now estimate the relative remainder errors of eq. (4.3). These errors will vanish as \( t \to \infty \). For finite time, they are suppressed by positive powers of \( H(v_{N_1}) \Delta t(v_{N_1}) \).

The relative error associated with eq. (4.4) is given by

\[
\mathcal{E}_{R_1} = \left| \frac{\int_{t_{\text{end}}}^{t} dsB_k(s)e^{-2i\Omega_k(s)} - \int_{t_{\text{end}}}^{v_{N_1}} dsB_k(s)e^{-2i\Omega_k(s)}}{\int_{t_{\text{end}}}^{t} dsB_k(s)e^{-2i\Omega_k(s)}} \right|^2 \tag{4.24}
\]

or

\[
\mathcal{E}_{R_1} \approx 2 \left| \frac{\int_{t_{\text{end}}}^{t} dsB_k(s)e^{-2i\Omega_k(s)} - \int_{t_{\text{end}}}^{v_{N_1}} dsB_k(s)e^{-2i\Omega_k(s)}}{\int_{t_{\text{end}}}^{t} dsB_k(s)e^{-2i\Omega_k(s)}} \right|^2. \tag{4.25}
\]

Using the inequality

\[
\left| \int_{t_{\text{end}}}^{t} dsB_k(s)e^{-2i\Omega_k(s)} - \int_{t_{\text{end}}}^{v_{N_1}} dsB_k(s)e^{-2i\Omega_k(s)} \right| \leq \int_{t_{\text{end}}}^{v_{N_1}} dsB_k(s)e^{-2i\Omega_k(s)} \leq \Delta t(v_{N_1}) |B_k(v_{N_1})|, \tag{4.26}
\]

we obtain an approximate upper bound of

\[
\mathcal{E}_{R_1} \lesssim 2 \frac{\Delta t(v_{N_1}) |B_k(v_{N_1})|}{\int_{t_{\text{end}}}^{t} dsB_k(s)e^{-2i\Omega_k(s)}}. \tag{4.27}
\]

As will be shown in section 6, the fast varying component of the Bogoliubov integrand can be estimated as

\[
|B_k(v)| \lesssim O(1) \frac{H^2(v)}{m_{\phi}}, \tag{4.28}
\]

and therefore an approximate upper bound on this remainder error is

\[
\mathcal{E}_{R_1} \lesssim \frac{O(1)H(v_{N_1})}{\int_{t_{\text{end}}}^{t} dsB_k(s)e^{-2i\Omega_k(s)}} \frac{H(v_{N_1}) \Delta t(v_{N_1})}{m_{\phi}}. \tag{4.29}
\]

The relative error arising from eq. (4.8) is given by

\[
\mathcal{E}_{R_2} = \left| \frac{\int_{t_{\text{end}}}^{v_{N_1}} \frac{dv}{\Delta t(v)} \tilde{b}_k(v)}{\int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} \tilde{b}_k(v)} \right|^2 \leq \left| \frac{\int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} \tilde{b}_k(v)}{\int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} \tilde{b}_k(v)} \right|^2 \leq \left| \frac{\int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} \tilde{b}_k(v)}{\int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} \tilde{b}_k(v)} \right|^2. \tag{4.30}
\]

The upper bound of eq. (4.28) of the Bogoliubov integrand yields

\[
\left| \tilde{b}_k(v) \right| \leq \Delta t(v) |B_k(v)| \lesssim O(1) \frac{H^2(v)}{m_{\phi}} \Delta t(v), \tag{4.31}
\]

and therefore an approximate upper bound on this remainder error is

\[
\mathcal{E}_{R_2} \lesssim \frac{O(1)H^2(v_{N_1})}{\int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} \tilde{b}_k(v)} \left( \frac{H(v_{N_1}) \Delta t(v_{N_1})}{m_{\phi}} \right)^2. \tag{4.32}
\]

Eqs. (4.29) and (4.32) are both suppressed by positive powers of \( H/m_{\phi} \) and \( H \Delta t \).
5 A time model of inflaton dynamics

Although Einstein equations give directly the Hubble rate $H$ in eq. (2.10), it is useful to compute its time derivative since that will tend to suppress the slow frequency components such that the fast frequency components become manifest. The time derivative of $H$ gives

$$\dot{H} = -\frac{1}{2M_p^2} \ddot{\phi}^2. \quad (5.1)$$

Similarly, the Einstein equation for the Ricci scalar $R$ gives

$$R = \frac{1}{M_p^2} \left( \dot{\phi}^2 - 4V(\phi) \right),$$

which shows up in eq. (2.10). To extract the high frequency time variation of this term, it is also useful to take a derivative

$$\dot{R}(t) = \frac{3}{M_p^2} \left( \frac{d}{dt} \dot{\phi}^2 + 4H\dot{\phi}^2 \right),$$

where one notes that the first term obtained a large contribution from the potential term. In this form, the second term in eq. (5.2) is subdominant to the first term because $H$ is much smaller than $m_\phi$, which is the inverse time scale of the time derivative. Remarkably we have reduced the determination of the Bogoliubov integrand $B_k(t)$ to modeling $\dot{\phi}^2$. In this section, we will develop a model of $\dot{\phi}$ using an adiabatic invariant and a fast-slow time decomposition.

Since $\phi_{C,\pm}(v)$ are left-right bounds on the inflaton field $\phi(t)$, we can parameterize the field time dependence in terms of a phase $\Xi_\phi(v, s)$ such that

$$\phi(t) \approx \phi(v, s) = \bar{\phi}(v) + \Delta \phi(v) \cos \Xi_\phi(v, s), \quad (5.3)$$

where

$$\bar{\phi}(v) \equiv \frac{\phi_{C,+}(v) + \phi_{C,-}(v)}{2}, \quad (5.4)$$

$$\Delta \phi(v) \equiv \frac{\phi_{C,+}(v) - \phi_{C,-}(v)}{2}, \quad (5.5)$$

and the trajectory is only over a time period $s \in [0, \Delta t]$. To finish defining the approximate model, we must give a map between $t$ and $(v, s)$. As we will see, we will define this map through $v$ only having $\Delta t$ resolution such that the set of points $\{ v \in (t_1, t_2), s \in [0, \Delta t] \}$ approximately covers the same domain as $t \in (t_1, t_2)$. This equivalence class definition of $v$ is possible because all the quantities with $v$ dependence will be slowly varying such that they are approximately constant in the time interval $\Delta t$.

We define $\phi_{C,\pm}(v)$ to be the amplitude derived from the adiabatic invariant. This automatically gives $v$ a resolution of the period of the adiabatic invariant. In this case, we see $\Xi_\phi$ is real since $\phi_{C,\pm}$ are bounds of periodic motion in the adiabatic invariant approximation. As a definition of the model, we require

$$\Xi_\phi(v, 0) = 0 \quad (5.6)$$
(modulo the usual solution periodicity which is unimportant here) such that \( \phi(v, 0) = \phi_{C, +}(v) \).

Now, we attribute the fast time behavior of \( \phi(t) \approx \phi(v, s) \) in eq. (5.3) through approximate energy conservation. We can express \( \partial_s \phi \) as

\[
\frac{1}{2} (\partial_s \phi(v, s))^2 = V_m(v) - V(\phi(v, s)),
\]

where

\[
\partial_s \phi(v, s) = -\Delta \phi(v) \frac{\partial \Xi(v, s)}{\partial s} \sin \Xi(v, s),
\]

which makes manifest how \( \alpha_3 \) controls the asymmetric nature of the maximum and minimum value of the field excursion represented by \( \phi_{C, \pm} \). Putting this into eq. (5.10) gives

\[
\sin \Xi(v, s) \approx \sin \tau(v, s) (1 + a_3(v) \cos \tau(v, s)),
\]

where

\[
\tau(v, s) = \sqrt{\frac{2V_m(v)}{[\Delta \phi(v)]^2}} s.
\]
Using eqs. (5.17) and (5.16), the time dependence of $[\partial_s \phi]^2$ is approximated (to leading order in $\alpha_3$) as

$$[\partial_s \phi(v, s)]^2 \approx V_m(v) (1 - \cos 2\tau(v, s)) (1 + 4a_3(v) \cos \tau(v, s)).$$

(5.19)

Note the squaring produced a slowly varying term even though $\Delta \phi(v) \cos \Xi_\phi$ naively looked to be fast varying only. The fast varying part is obtained by throwing out the terms that depend on $v$ only. We will call this UV:

$$(\partial_s \phi(v, s))^2_{UV} = -V_m(v) \left[ \cos 2\tau(v, s) + 2a_3(v) (\cos 3\tau(v, s) - \cos \tau(v, s)) \right].$$

(5.20)

6 Amplitude of the production rate

In the time interval of $s \in [0, \Delta t(v)]$, the relevant quantities for evaluation of the Bogoliubov coefficient integrand are eqs. (2.10), (5.1), and (5.2). To leading order in $H/m_\phi$, we therefore have

$$b_k(v, s) = \frac{1}{4 M_P^2} \left( \frac{1 - 6\xi}{2m^2} \partial_s \phi(v, s)]^2 - \left( \int_0^s ds' \partial_s \phi(v, s')]^2 \right)_{UV} \right) \frac{m^2_{\chi}}{E_k^2(v)},$$

(6.1)

which is essentially determined by the inflaton fast velocity squared function $[\partial_s \phi(v, s)]^2_{UV}$. For convenience of interpretation later, this can be evaluated using eq. (5.20) rewritten in a complexified form as

$$(\partial_s \phi(v, s))^2_{UV} = -3 M_P^2 H^2_{slow}(v) \Re \left\{ e^{2i\tau(v, s)} + 2a_3(v) \left( e^{3i\tau(v, s)} - e^{i\tau(v, s)} \right) \right\},$$

(6.2)

where we substituted $V_m = 3 M_P^2 H^2_{slow}$. The key quantity eq. (4.9) can therefore be written as

$$b_k(v, s) = \Re \left\{ A_2(k, v) e^{2i\omega_+(v)s} + A_3(k, v) e^{3i\omega_+(v)s} + A_1(k, v) e^{i\omega_+(v)s} \right\},$$

(6.3)

where we defined

$$A_2(k, t) = \frac{3 H^2_{slow}(t) (1 - 6\xi) \omega^2_+(t)}{4 i \omega_+(t)} \frac{1}{E_k^2(t)} \left[ \frac{1}{2} m^2_\chi \right],$$

(6.4)

$$A_3(k, t) = +2a_3(t) \frac{3 H^2_{slow}(t)}{4 i \omega_+(t)} \frac{3}{2} \left( 1 - 6\xi \right) \omega^2_+(t) + \frac{1}{2} m^2_\chi, $$

(6.5)

$$A_1(k, t) = -2a_3(t) \frac{3 H^2_{slow}(t)}{4 i \omega_+(t)} \omega^2_+(t) + \frac{1}{2} m^2_\chi,$$

(6.6)

$$\omega_+(t) = \sqrt{\frac{2V(\phi_{C,\pm}(t))}{|\Delta \phi(t)|^2}},$$

(6.7)

and the order of terms in the brackets in eq. (6.3) is in the order of typical importance in magnitude.
We now arrive at one of our main analytic results of this paper. Using the Boltzmann equation approximation of section 4, we write the spectrum as

\begin{equation}
\ln f_\chi(k, t) = \int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} |\tilde{b}_k(v)|^2 = \int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} |F(E_k(v)) + F^*(-E_k(v))|^2,
\end{equation}

\begin{equation}
\tilde{b}_k(v) = \int_0^{\Delta t} ds b_k(v, s) e^{-2iE_k(v)s} = F(E_k(v)) + F^*(-E_k(v)),
\end{equation}

\begin{equation}
F(E_k) = \frac{A_2}{2} e^{i(2\omega_\ast-2E_k)\Delta t} - 1 + \frac{A_3}{2} e^{i(3\omega_\ast - 2E_k)\Delta t} - 1 + \frac{A_4}{2} e^{i(2\omega_\ast - 2E_k)\Delta t} - 1.
\end{equation}

For brevity of notation, $F(E_k)$ has its $v$ dependences that exist through $\{V_m(v), \omega_\ast(v), E_k(v), a_3(v)\}$ hidden (see eqs. (5.9), (6.7), (2.8), and (5.14)). Note the denominator of eq. (6.10) gives a clear interpretation of the various contributions. $\{A_1, A_2, A_3\}$ terms contribute to the processes $\{\delta\phi \to \chi\chi, \delta\phi \delta\phi \to \chi\chi, \delta\phi \delta\phi \delta\phi \to \chi\chi\}$. The fact that odd $\to$ even processes are mediated by the $m_\phi a_3(\phi - \phi_{\text{min}})^3 \equiv m_\phi a_3(\phi - \phi_{\text{min}})^3$ interaction vertex is clear since without the cubic vertex, the symmetry $\delta\phi \to -\delta\phi$ would forbid all odd $\delta\phi$ number changing processes.

To obtain an intuition for $a_3$ consider the example potential of

\begin{equation}
V(\phi) = M^4 \left(1 - \left(\frac{\phi}{v_\phi}\right)^n\right)^2.
\end{equation}

The inflaton mass will be $m_\phi = \sqrt{2nM^2/v_\phi}$. We choose $v_\phi = 0.5M_P$. The leading asymmetry term will be $a_3 = n - 1$ and thus

\begin{equation}
a_3(t_{\text{end}}) = a_3 \left(\frac{2V(\phi_{\text{end}})}{m_\phi^4 M_P^2}\right) \approx \frac{n - 1}{2n},
\end{equation}

which is an $O(1)$ number. At later times, $a_3(t)$ will decay as $H_{\text{slow}}(t)$ and therefore become a small expansion parameter at large resonance times.

7 Estimation of coarse graining time $\Delta t$

Until now, we still have not specified the time width $\Delta t(v)$. Its specification dominantly affects the computation in several ways. First, it fixes the errors of eq. (4.3). Second, it enters in the approximation eq. (5.3) and the trajectory interval $s \in [0, \Delta t(v)]$ specifying the adiabatic invariant based time model. As far as most of the errors of eq. (4.3) are concerned, the smallest error is obtained when $\Delta t$ is the smallest. On the other hand, there is a preferred $\Delta t > 0$ that makes the quantum interference error of eq. (4.6) negligible. The adiabatic invariant interpretation also sets a minimum $\Delta t$. We will see that they can be made commensurate. We will find below that the quantum interference error considerations lead to a time width at an intermediate scale between those set by the inflaton mass and Hubble expansion rate, i.e. $m_\phi^{-1} \ll \Delta t(v) \ll H^{-1}(v)$. This scale is larger than the one set by the adiabatic invariant minimum of a single oscillation.
We will first consider the quantum interference error of eq. (4.6). The dominant interference term is

$$\frac{|\mathcal{E}_p|}{\sum_{n=1}^{N(t)} |\tilde{b}_k(v_n)|^2} = \frac{\sum_{m\neq n} e^{2i(\Omega_k(v_m) - \Omega_k(v_n))} \tilde{b}_k^*(v_m) \tilde{b}_k(v_n)}{\sum_{n}^{N(t)} |\tilde{b}_k(v_n)|^2} \approx \frac{2\mathcal{R}\left\{e^{2i(\Omega_k(v_p) - \Omega_k(v_{p+1}))} \tilde{b}_k^*(v_p) \tilde{b}_k(v_{p+1}) + e^{2i(\Omega_k(v_p) - \Omega_k(v_{p-1}))} \tilde{b}_k^*(v_p) \tilde{b}_k(v_{p-1})\right\}}{|\tilde{b}_k(v_p)|^2}$$

(7.1)

where \(v_p\) is the nearest time to resonance \(\bar{v}_k\), and therefore dominates the denominator sum. Neglecting the cubic coupling \(a_3\), and for large frequencies \(E_k \sim \omega_s \gg m_k\), eqs. (6.9) and (6.10) lead to

$$\big|\tilde{b}_k(v_p)\big| \approx \frac{1}{2} |A_2(k, v_p)| \Delta t(v_p) \text{sinc} \left([E_k(v_p) - \omega_s(v_p)] \Delta t(v_p)\right),$$

(7.4)

where \(\text{sinc}(x) = \frac{\sin x}{x}\), and \(A_2\) is given by eq. (6.4). As such, we have

$$\big|E_k(v_p) - \omega_s(v_p)\big) \Delta t(v_p)\big| < \pi,$$

(7.5)

for times \(v_p\) nearest the central peak of \(\tilde{b}_k\). The largest off-diagonal contributions will be

$$\big|\tilde{b}_k(v_{p\pm 1})\big| \approx \frac{1}{2} |A_2(k, v_{p\pm 1})| \Delta t(v_{p\pm 1}) \text{sinc} \left([E_k(v_{p\pm 1}) - \omega_s(v_{p\pm 1})] \Delta t(v_{p\pm 1})\right)$$

(7.6)

where we made use of \(\partial_v \omega_s(v) \sim \mathcal{H}^3(v)/m_\phi\) and \(\partial_v \Delta t(v) \sim \mathcal{H}(v) \Delta t(v) \ll 1\) to neglect sub-leading terms. Therefore, the quantity

$$\frac{|\mathcal{E}_p|}{\sum_{n=1}^{N(t)} |\tilde{b}_k(v_n)|^2} \sim \frac{\text{sinc} \left([E_k(v_p) - \omega_s(v_p)] \Delta t(v_p) \pm \partial_v E_k(v_p) \left[\Delta t(v_p)\right]^2\right)}{\text{sinc} \left([E_k(v_p) - \omega_s(v_p)] \Delta t(v_p)\right)}$$

(7.8)

is an estimate of the relative error.

To minimize this error, we require the arguments of the sine-cardinal functions in the numerator to lie outside the central peak:

$$\big|\partial_v E_k(v_p)\big) \left[\Delta t(v_p)\right]^2 - \big|E_k(v_p) - \omega_s(v_p)\big) \Delta t(v_p)\big| > \pi,$$

(7.9)

where the other sign equation is automatically satisfied if this condition is satisfied. The above inequality will be satisfied if \(\big|\partial_v E_k(v_p)\big) \left[\Delta t(v_p)\right]^2 > 2\pi\) for all \(v_p\) that satisfy eq. (7.5). The coarse graining time \(\Delta t(v_p)\) is therefore set to the lower bound:

$$\Delta t(v_p) = \sqrt{\frac{2\pi}{|\partial_v E_k(v_p)|}} \approx \sqrt{\frac{2\pi}{\mathcal{H}(v_p)m_\phi}},$$

(7.10)
where we have assumed $E_k \approx m_\phi$. For general times $v$ away from the peak, we take $H(v_p) \rightarrow H(v)$ to ensure $H(v)\Delta t(v)$ remains a small expansion parameter. As such, we set

$$\Delta t(v) \simeq \sqrt{\frac{2\pi}{H(v)m_\phi}}$$

(7.11)

as the coarse graining time width of the Boltzmann rate approximation.

This time interval is longer than the single period of the adiabatic invariant construction oscillations which is of order $\omega^{-1}_s \sim m^{-1}_\phi$ since $H(v_p) \ll m_\phi$ for these scenarios. However, we see that $H(v)\Delta t(v) \rightarrow 0$ as $v \rightarrow \infty$, which allows for an accurate fast-slow decomposition. A slow varying function can be treated as approximately constant over the time interval $(v, v + \Delta t(v))$ because the Taylor expansion terms are suppressed by positive powers of $H(v)\Delta t(v)$.

8 Predicted spectrum and number density

Using the time model described by eqs. (6.8), (6.9) and (6.10), the particle density spectrum\(^\S\) $f_\chi(k, t)$ and the number density $n_\chi(t)$ can be computed using slow varying quantities derived from the adiabatic invariant formalism. We begin with the integration approximation

$$f_\chi(k, t) = \int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} |F(E_k) + F^*(-E_k)|^2$$

(8.1)

$$\approx \int_{t_{\text{end}}}^{t} dv \frac{|A_2(k, v)|^2}{2} \Delta t(v) \frac{\delta}{\delta (2\omega_s(v) - 2E_k(v))}$$

(8.2)

with $F(E_k)$ given in eq. (6.10). Here $F(-E_k)$ and the cubic vertex amplitudes eqs. (6.6) and (6.5) were treated as subdominant to $F(E_k)$ and $A_2$ of eq. (6.4) respectively.

It is evident that the particle production peaks at the resonance time $\bar{v}_k$ when the energy matching condition $E_k(\bar{v}_k) = \omega_s(\bar{v}_k)$ is satisfied. As the inverse time width is much smaller than the energy scale set by the inflaton mass, one can treat the limit $\Delta t^{-1} \rightarrow 0$ as a good approximation. The spectrum of the particle production rate then follows Fermi’s golden rule:

$$\frac{\partial f_\chi(k, v)}{\partial v} \rightarrow 2\pi \frac{|A_2(k, v)|^2}{2} \delta (2\omega_s(v) - 2E_k(v)),$$

(8.3)

with $A_2/2$ acting as the transition matrix element, and the delta function as the energy density of states. In analogy to refs. [41, 42], this can be interpreted as the particle scattering process $\phi \rightarrow \chi\chi$ of two inflatons with total energy $2\omega_s(v)$ under going gravitational annihilation to produce two $\chi$ particles with total energy $2E_k(v)$ in the center of mass frame.

After integration of eq. (8.3), the spectrum and number density limit to

$$f_\chi(k, t) \rightarrow \frac{\pi}{4} \frac{|A_2(k, \bar{v}_k)|^2}{\partial_v (E_k(\bar{v}_k) - \omega_s(\bar{v}_k))} \Theta(t_{\text{end}} \leq \bar{v}_k \leq t),$$

(8.4)

$$\omega^3(t)n_\chi(t) \rightarrow \frac{1}{8\pi} \int_{t_{\text{end}}}^{t} dv \omega_2(v) |A_2(\bar{k}(v), v)|^2 \sqrt{1 - \frac{m^2_\chi}{\omega^2_2(v)}} \Theta (\omega_s(v) - m_\chi),$$

(8.5)

\(^\S\)This can also be called the phase space density.
respectively, where $\tilde{v}_k$ is the time such that

$$E_k(\tilde{v}_k) = \omega_*(\tilde{v}_k),$$

(8.6)

and we defined $\tilde{k}(v) = a(v)\sqrt{\omega_2^*(v) - m_\chi^2}$. The number density was obtained by resolving the delta function through wave-vector $k$ integration. Integration of the spectrum eq. (8.4) with bounds $k \leq \frac{\tilde{k}(\tilde{v}_k)}{a}$ gives

$$f_\chi(k, t) \approx \frac{9\pi}{64} \frac{H_\text{slow}^3(\tilde{v}_k)}{\omega_*(\tilde{v}_k)(\omega_2^*(\tilde{v}_k) - m_\chi^2)} \left(1 - 6\xi + \frac{m_\chi^2}{2\omega_2^*(\tilde{v}_k)}\right)^2 \Theta(t_{\text{end}} \leq \tilde{v}_k \leq t),$$

(8.7)

$$a^3(t)n_\chi(t) \approx \frac{9}{128\pi} \int_{a_{\text{end}}}^{a(t)} du u^2 H_\text{slow}^3(u) \left(1 - 6\xi + \frac{m_\chi^2}{2\omega_2^2(u)}\right)^2 \sqrt{1 - \frac{m_\chi^2}{\omega_2^2(u)}} \Theta(\omega_*(u) - m_\chi),$$

(8.8)

where we treated $\partial_t\omega_*(\tilde{v}_k) \sim H_\text{slow}^3(\tilde{v}_k)/m_\phi$ as subdominant to $\partial_t E_k(\tilde{v}_k) \sim H(\tilde{v}_k)m_\phi$, and made the change of variables $u = a(v)$ in the last line.

For a quadratic potential, the scale factor dependence of the Hubble rate and oscillation frequency can be treated as

$$H_\text{slow}(a_{\text{slow}}(t)) = H_{\text{end}} \left(\frac{a_{\text{end}}}{a_{\text{slow}}(t)}\right)^{3/2},$$

(8.9)

and $\omega_* = m_\phi$ respectively, and this yields the estimates

$$f_\chi(k, t) = \frac{9\pi}{64} \frac{H_{\text{end}}^3}{m_\phi(m_\phi^2 - m_\chi^2)} \left(1 - 6\xi + \frac{m_\chi^2}{2m_\phi^2}\right)^2 \left(\frac{k/a_{\text{end}}}{\sqrt{m_\phi^2 - m_\chi^2}}\right)^{-9/2} \Theta(t_{\text{end}} \leq \tilde{v}_k \leq t),$$

(8.10)

$$\left(\frac{a(t)}{a_{\text{end}}}\right)^3 n_\chi(t) = \frac{3H_{\text{end}}^3}{64\pi} \left(1 - 6\xi + \frac{m_\chi^2}{2m_\phi^2}\right)^2 \sqrt{1 - \frac{m_\phi^2}{m_\chi^2}} \left(1 - \left(\frac{a_{\text{end}}}{a(t)}\right)^{3/2}\right) \Theta(m_\phi - m_\chi),$$

(8.11)

where $H_{\text{end}} = H_\text{slow}(t_{\text{end}})$. The number density scales as $n_\chi \propto a^{-3}(t)$ at large times, as expected for non-relativistic massive particles. Note that the spectrum scales as $f_\chi \propto k^{-9/2}$, matching the results of ref. [8]. These estimates of the number density are larger by a factor of 2 from the results of the spectral model of ref. [44]. The spectral model suffered from an ambiguity of setting the correct time scale of Fermi’s golden rule. The time model has no such ambiguity, with eq. (8.3) emerging as a result without being put in by hand.

For a more general potential which is quadratic near its minimum, we show in appendix B that a perturbative expansion in the adiabatic invariant charge $Q$ allows us to write the Hubble expansion rate as

$$H_\text{slow}(u) = \tilde{H}_{\text{end}} \left(\frac{a_{\text{end}}}{u}\right)^{3/2} \left(1 + h_1\tilde{Q}_{\text{end}} \left(\frac{a_{\text{end}}}{u}\right)^3 + h_2\tilde{Q}_{\text{end}}^2 \left(\frac{a_{\text{end}}}{u}\right)^6 + \ldots\right),$$

(8.12)
where we define
\[ \tilde{Q}_{\text{end}} \equiv \frac{Q_{\text{end}}^3}{2\pi m_\phi M_P^2}, \quad \text{and} \quad \tilde{H}_{\text{end}} \equiv \sqrt{\frac{Qm_\phi Q_{\text{end}}}{6\pi M_P^2}}, \] (8.13)
and
\[
\begin{align*}
    h_1 &= \frac{3}{8} \left( -5\alpha_3^2 + 2\alpha_4 \right) \\
    h_2 &= \frac{1}{128} \left( -3045\alpha_3^4 + 3780\alpha_3^2\alpha_4 - 308\alpha_3^2 + 1120\alpha_3^3 + 160\alpha_6 \right) \\
    \alpha_n &= \frac{1}{n!} \frac{M_P^{n-2}}{m_\phi^n} \frac{\partial^n V}{\partial \phi^n} \bigg|_{\phi=\phi_{\text{min}}},
\end{align*}
\] (8.14-8.16)
are the relevant coefficients. The leading \( u^{-3/2} \) term of eq. (8.12) quickly dominates at later times. The spectrum eq. (8.7) can therefore be estimated as
\[
f_\chi(k, t) = \frac{9\pi}{64} \tilde{H}_{\text{end}}^3 \left( 1 - 6\xi + \frac{m_\chi^2}{2\omega_k^2} \right)^2 \left( \frac{k/a_{\text{end}}}{\sqrt{\omega_k^2(v_k) - m_\chi^2}} \right)^{-9/2} \Theta(t_{\text{end}} \leq v_k \leq t),
\] (8.17)
for large \( k \). Let us now neglect the time dependence of the frequency \( \omega_\ast = H^2/m_\phi^2 \) relative corrections to \( m_\phi \). The integral for the number density in eq. (8.8) is then proportional to
\[
\int_{a_{\text{end}}}^{\infty} du \frac{u^2}{a_{\text{end}}^3} H_{\text{slow}}^3 u = \tilde{H}_{\text{end}}^3 \int_1^\infty dx \frac{1}{x} \left( 1 + 3h_1 \tilde{Q}_{\text{end}} x^{-3} + 3 \left( h_1^2 + h_2 \right) Q_{\text{end}}^2 x^{-6} + \ldots \right),
\] (8.18)
and therefore the number density is estimated as
\[
\left( \frac{a(t)}{a_{\text{end}}} \right)^3 n_\chi(t) = \frac{3F}{64\pi} \tilde{H}_{\text{end}}^3 \left( 1 - 6\xi + \frac{m_\chi^2}{2m_\phi^2} \right)^2 \sqrt{1 - \frac{m_\chi^2}{m_\phi^2}} \Theta(m_\phi - m_\chi),
\] (8.19)
\[
F = 1 + h_1 \tilde{Q}_{\text{end}} + \frac{3}{5} \left( h_1^2 + h_2 \right) Q_{\text{end}}^2 + \ldots
\] (8.20)
at late times for \( m_\phi > m_\chi \). Note the differences between this number density and eq. (8.11) for a purely quadratic potential. The effect of the non-quadratic terms of the inflaton potential is summarized by the factors \( F \) and \( \tilde{H}_{\text{end}}/H_{\text{end}} \), which are derived from the adiabatic invariant \( Q \) and the \( \alpha_n \) coefficients. In contrast with ref. [63], this formalism is applicable for potentials that are asymmetric about their minimum.

As an example, consider the potential
\[
V(\phi) = M^4 \left( 1 - \left( \frac{\phi}{v_\phi} \right)^6 \right)^2,
\] (8.22)
with \( v_\phi = M_P/2 \). The relevant parameters are

\[
\begin{align*}
  m_\phi &= 30.41H_{\text{end}} \\
  \alpha_3 &= 5 \\
  \alpha_5 &= 260/3 \\
  h_1 &= -55/2
\end{align*}
\]

where the large numbers stem partly from the large \( M_p/m_\phi \) ratio (see e.g. eq. (B.49) and the comment below (B.51) for further explanation). When the inflaton potential is quadratic, the Hubble rate has the time behavior of eq. (8.9). For general potentials, the Hubble rate is more accurately modeled as eq. (8.12), with the leading order \( u^{-3/2} \) term dominating at late times. The ratio of these two estimates will deviate from unity for non-quadratic potentials, and this will change the magnitude of predicted spectrum and number density. For the potential eq. (8.22), this ratio is

\[
\frac{\tilde{H}^3}{H^3_{\text{end}}} = 1.843,
\]

which deviates significantly from unity. The relative corrections to the \( u^{-3/2} \) dominant contribution are

\[
h_1 \tilde{Q}_{\text{end}} = -0.134 \quad \text{and} \quad \frac{3}{5} \left( h_1^2 + h_2 \right) \tilde{Q}_{\text{end}}^2 = -2.58 \times 10^{-3}.
\]

Overall, the predictions given by eqs. (8.11) and (8.20) differ by a factor of around 1.6 for this example. As shown in figure 1, numerical results demonstrate this for the example potential eq. (8.22), with eq. (8.17) being a better numerical fit of the spectrum than eq. (8.10) at large \( k \).

### 9 Comparison of different computational approaches

In this section, we compare some different approaches to computing the super-Hubble mass scale particle production. The second main result of this paper presented in section 9.2...
is to note the $O(m_\phi/H)$ (which can easily be a factor of 100) enhancement in numerical integration efficiency is achieved for a formulation obtained by subtracting out the slowly varying component of $H$. All of our numerical illustrations will be done with a prototype inflationary model presented in subsection 9.1. In subsection 9.3, we compare the particle production results of the Gaussian spectral model of ref. [44] with a generalized Gaussian spectral model based on an adiabatic invariant and an analogous time-model of 5. In subsection 9.4, we illustrate the time model in the context of potentials where the maximum displacement from the minimum of the potential is asymmetric on two sides of the minimum.

9.1 Inflationary model used for illustration

As a prototype of an inflaton potential for low-scale inflation, we test the time model developed in this paper by considering the hilltop model:

\[ V(\phi) = M^4 \left(1 - \left(\frac{\phi}{v_\phi}\right)^n\right)^2, \quad (9.1) \]

where $n > 2$ is an integer and $v_\phi > 0$ is the vacuum expectation value of the inflaton at the minimum of its potential [31, 64–67]. The mass of the inflaton near the minimum is

\[ m_\phi = n\sqrt{2}M^2/v_\phi, \quad (9.2) \]

and there is an effective cubic interaction of field displacements from the minimum (as well as higher order interactions). The Hubble expansion rate at the end of inflation is estimated as $H_{\text{end}} \simeq (\sqrt{3}M_P)^{-1}M^2$. By calculating the large-scale curvature perturbations, the scalar spectral index and the tensor-to-scalar ratio is found to be

\[ n_s = 1 - \frac{2}{N} \frac{n - 1}{n - 2}, \quad r = \frac{16n}{N(n - 2)} \left[ \frac{1}{2n(n - 2)} \frac{v^2_\phi}{M^2_P} \right]^\frac{n}{n - 2}, \quad (9.3) \]

where the e-folding number $N$ of the CMB lies between 50 and 60 [68]. As observed by the Planck satellite, the overall normalization of the curvature perturbation implies

\[ P_\zeta \simeq \frac{M^4}{12\pi^2} \left[ \frac{2n(N(n - 2))^{n - 1}}{v^3_\phi M_P^n M^4_P} \right]^\frac{1}{n - 2} \simeq 2.2 \times 10^{-9}, \quad (9.4) \]

which relates $M$ and $v_\phi$. Hence there is one free parameter left, which can be taken as $v_\phi$ [64].

The measured range of the spectral index ($n_s = 0.968(6)$ at 1σ level [69]) can be made consistent with $n \geq 6$ [64]. We take $n = 6$ in the potential eq. (9.1) and $v_\phi = 0.5M_P$ to compare to the numerical results of ref. [8]. This is a somewhat tuned model that could be destabilized by loop generated Planck suppressed operators, but it serves as an algebraically simple demonstration of the adiabatic invariant formalism.\textsuperscript{11} It is interesting that the

\textsuperscript{11} Since most models of inflation are tuned to some extent and since the current UV physics picture in the context of landscape most likely suggests some tuning is possible, we will still consider this example to be not completely unrealistic.
cosmological data driven phenomenology favoring $n \geq 6$ also enforces $m_\phi/H \gg 1$ since

$$\frac{m_\phi}{H_{\text{end}}} \approx \frac{n\sqrt{2}M^2/\nu_\phi}{\sqrt{M^4/(3M_P^2)}} = 2n\sqrt{6}, \quad (9.5)$$

which is equivalent to the condition $m_\phi \approx 30H_{\text{end}}$ with $n = 6$. As we saw in eqs. (8.24) and (8.25), the expansion in non-quadratic parameters $\alpha_n \propto \partial^n_\phi V$ defined in eq. (B.13) allows us to capture many different models [15, 70, 71] even though we focused for numerical illustrations on the model of eq. (9.1).

### 9.2 Exact versus fast component numerical integration

In this section, we will summarize our numerical procedure to compute $\beta_k$ using the brute force exact integration eq. (2.6) and the fast only component integration eq. (2.7). We will then discuss figures that illustrate the differences between these methods, and explain observed features.

Both methods first required solving for the solution $\phi_{\text{ode}}(t)$ to the inflaton equation of motion, given by the non-linear ordinary differential equation

$$\ddot{\phi}_{\text{ode}} + 3\frac{\dot{\phi}_{\text{ode}}^2 + V(\phi_{\text{ode}})}{3M_P^2}\phi_{\text{ode}} + V'(\phi_{\text{ode}}) = 0, \quad (9.6)$$

where we assumed a background homogeneous inflaton field that dominates the energy density. Here the initial conditions and parameters were chosen such that at least $N \approx 55$ e-folds in the scale factor occurred before the end of inflation. We used the initial conditions $\phi(t_i) = 0.17\phi_{\text{end}}$ and $\dot{\phi}(t_i) = 0$, and found that $t_i - t_{\text{end}} \approx -63H_{\text{end}}^{-1}$. It was found that the relevant portions of the ODE solution were nearly independent of the slow roll initial conditions.

The time $t_{\text{end}}$ when the quasi-dS era ends is given by the solution to

$$\phi_{\text{ode}}(t_{\text{end}}) = \phi_{\text{end}} \equiv v_\phi \left(\frac{v_\phi}{\sqrt{2nM_P}}\right)^{1/(n-1)}, \quad (9.7)$$

following the criterion used in ref. [8]. For the sake of convenience, we shifted time such that $t_{\text{end}} = 0$. We also set our time scale such that $M = 5297H_{\text{end}}$ and $M_P = 1.565 \times 10^5H_{\text{end}}$, where we have defined

$$H_{\text{end}} \equiv \sqrt{\frac{V(\phi_{\text{end}})}{3M_P^2}}, \quad (9.8)$$

which is approximately the usual Hubble expansion rate at the end of inflation.

The Hubble rate and Ricci scalar were determined by the Einstein equations $3M_P^2H^2_{\text{ode}} = \frac{1}{2}\dot{\phi}_{\text{ode}}^2 + V(\phi_{\text{ode}})$, and $M_P^2R_{\text{ode}} = \dot{\phi}_{\text{ode}}^2 - 4V(\phi_{\text{ode}})$, respectively. The scalar factor was then

\[\text{The fractional difference in the } \phi_{\text{ode}} \text{ trajectory that would arise from the standard slow-roll boundary condition of } 3H(t_i)\dot{\phi}_{\text{ode}}(t_i) = -V'(\phi_{\text{ode}}(t_i)) \text{ is } O(10^{-8}).\]
computed by solving \( \dot{a}_{\text{ode}} = H_{\text{ode}}a_{\text{ode}} \). With these quantities in hand, we evaluated the exact \( \beta_k \) integration as

\[
\beta_k^{(\text{exact})}(t_f) = \frac{1}{2} \int_{t_i}^{t_f} dt \frac{H_{\text{ode}}(t)m^2 + \frac{1}{6}(1 - 6 \xi) \left( \dot{R}_{\text{ode}}(t) + 2H_{\text{ode}}(t)R_{\text{ode}}(t) \right)}{a_{\text{ode}}^2(t) + m^2 + \frac{1}{6}(1 - 6 \xi)R_{\text{ode}}(t)} e^{-2\Phi_k(t)}
\]

where \( t_i \) was chosen sufficiently in the past compared to \( t_{\text{end}} \) to approximate the adiabatic initial conditions of the Bunch-Davies vacuum. In our computations, we chose \( H_{\text{end}}(t_i - t_{\text{end}}) = -5 \).

To obtain the necessary components for the fast only integration, we solved the adiabatic invariant equation to obtain the slow time behavior of the Hubble expansion parameter. We first defined

\[
J(V_m) = 2 \int d\phi \Theta(V_m - V(\phi)) \sqrt{2V_m - 2V(\phi)},
\]

and computed it for various values of \( V_m \) starting with \( V(\phi_{\text{end}}) \) and proceeding to smaller values as needed. The step function ensured that finding the turning points was numerically unnecessary, and the smooth monotonic nature of the integration ensured that only a few sampling points of \( V_m \) were needed to obtain a good interpolation.

The monotonic nature of \( J(V_m) \) also guarantees the existence of its inverse. The adiabatic invariant equation \( Q = a_{\text{slow}}^3 J(V_m) \) can then be written as

\[
V_m(a_{\text{slow}}) = \text{inverse of } J \left( Q a_{\text{slow}}^{-3} \right),
\]

which determines \( V_m \) in terms of \( a_{\text{slow}} \). We computed the adiabatic invariant using the initial conditions as \( Q = a_{\text{end}}^3 J(V(\phi_{\text{end}})) \). The time dependence of \( a_{\text{slow}} \) was then obtained by integrating

\[
\dot{a}_{\text{slow}} = a_{\text{slow}} \sqrt{\frac{V_m(a_{\text{slow}})}{3M_P}},
\]

with the initial condition being \( a_{\text{slow}}(t_{\text{end}}) = a_{\text{end}} \). For convenience, we chose for our numerical work the normalization \( a_{\text{end}} = 1 \).

With \( a_{\text{slow}}(t) \) in hand, we arrived at the desired quantities

\[
H_{\text{slow}}(t) \equiv \sqrt{\frac{V_m(a_{\text{slow}}(t))}{3M_P}}, \quad \text{and} \quad H_{\text{fast}}(t) \equiv H_{\text{ode}}(t) - H_{\text{slow}}(t),
\]

where \( H_{\text{fast}} \) is defined to be zero before \( t_{\text{end}} \). One can compute other slowly varying quantities by taking \( \langle \frac{1}{2} \dot{\phi}^2 \rangle_{\text{slow}} = \langle \dot{V}(\phi) \rangle_{\text{slow}} \approx \frac{1}{2} V_m(a_{\text{slow}}(t)) \). For example, \( \rho_{\text{slow}} = V_m \) and \( R_{\text{slow}} = -V_m/M_P^2 \). However, only \( H_{\text{slow}} \) was necessary for our purposes here as \( \dot{R}_{\text{ode}} \) is dominated by its oscillatory components.

The fast only integration refers to subtracting out the slow components and sub-leading contributions, such as assuming that \( \dot{R} \gg HR \) and \( m^2 \gg R \), as indicated by eq. (2.7). We also assumed \( \dot{R}_{\text{slow}} \ll \dot{R}_{\text{fast}} \) and kept \( R_{\text{ode}} \) for the sake of computational simplicity.
Figure 2. The exact (slow+fast) vs fast only integrations for computing \( \beta_k(t) \), given by eqs. (9.9) and (9.15), respectively, are compared for the inflationary model of eq. (9.1). Although both methods tend towards nearly identical asymptotic values, the fast integration converges 3 orders of magnitude faster in integration time than the exact integration. The long convergence time of the latter is due to the slowly varying component in eq. (2.6), which damps down only as \( t^{-1} \) for large times. On the right, we see that the exact integration is sensitive to the initial conditions before the end of inflation, while the fast integration is not. Starting the exact integration at \( t_{\text{end}} \) would lead to a large deviation in the asymptotic limit, which is due to the adiabatic condition not being satisfied at that time.

and accuracy. For similar reasons, we avoided replacing \( a_{\text{ode}} \) with \( a_{\text{slow}} \). In summary, we evaluated

\[
\beta_k^{(\text{fast})}(t_f) = \frac{1}{2} \int_{t_{\text{end}}}^{t_f} dt \left( H_{\text{fast}}(t) + \frac{1}{12} (1 - 6\xi) \frac{\dot{R}_{\text{ode}}(t)}{m_\chi^2} \right) \frac{m_\chi^2}{E_k^2(t)} e^{-2i \int_{t_{\text{end}}}^{t_f} E_k(t') dt'},
\]

(9.15)

where \( E_k(t) = \sqrt{k^2/a_{\text{ode}}^2(t) + m_\chi^2} \). The integration time \( t_f \) should be chosen long enough such that the dominant resonance occurs for a given \( k \) mode i.e. \( t_f > \bar{v}_k \), where \( \bar{v}_k \) is defined in eq. (8.6). This is particularly important for particle mass \( m_\chi \) close to the \( m_\phi \) threshold. The scale factor at resonance is \( a(\bar{v}_k) \approx k/\sqrt{m_\phi^2 - m_\chi^2} \), and therefore \( \bar{v}_k \to \infty \) as \( m_\chi \to m_\phi \).

In practice, one uses a cutoff \( k_c \) for the wave-vector integration of the number density. The relative error incurred in the number density can be estimated to be

\[
\left( \frac{k_c/a_{\text{end}}}{\sqrt{m_\phi^2 - m_\chi^2}} \right)^{-3/2},
\]

(9.16)

as implied by eq. (8.11).

Figure 2 illustrates the efficiency advantage of fast integration formulation of eq. (9.15) over the exact integration formulation of eq. (2.6). For this illustration, the parameters were chosen such that the \( 2 \to 2 \) resonance at time (see eq. (8.3)) in the \( m_\phi/H_{\text{end}} \approx 30 \) model of section 9.1 is at \( t \) satisfying

\[
\frac{H_{\text{end}}t_{\text{end}}}{H_{\text{end}}t} \approx \left( \frac{a_{\text{end}}}{a_{\text{slow}}(t)} \right)^{3/2} \sim O(1),
\]

(9.17)

which explains the spike in the dashed curve at near unity time. The fast integration formulation of eq. (9.15) occurs because the integration over the sinc function in eq. (8.2)
converges on a time scale
\[ \Delta t \approx \frac{14}{m_\phi} \approx \frac{14}{30} H_{\text{end}}^{-1}, \]  
(9.18)
as given by eq. (7.11).

The comparatively slow convergence of the “exact” numerical integration stems from
\[ \beta_k(t) \sim \frac{1}{2} \int_0^t dt' \frac{m_\chi^2 H(t')}{k^2/a^2 + m_\chi^2} e^{-2i \int_{-\infty}^{t'} dt" \frac{\omega_k(t'')}{a(t'')}} e^{-2i \int_{-\infty}^{t'} dt" \omega_k(t'')} \]  
(9.19)
which has a fluctuation amplitude \( \Delta \beta_k \) scaling as \( t^{-1} \) if \( k/a \ll 1 \) after the resonance is reached. This requires an integration time \( t \) of
\[ H_{\text{end}} t \sim 10^{-1} |\Delta \beta|^{-1} \]  
(9.20)
for \( |\Delta \beta| \) is the accuracy of the amplitude that is desired. For figure 2, the final \( |\beta_k| \) is \( O(10^{-4}) \), which means we require an accuracy of \( |\Delta \beta| \sim |\beta_k| \sim 10^{-4} \). This gives a convergence time of
\[ H_{\text{end}} t \gtrsim 10^3, \]  
(9.21)
for the brute force numerical integration (“exact integration”). As shown by eq. (9.20), the advantage of the fast only integration method increases for small \( |\beta_k| \) which is typical for the scenarios of physical interest.

Figure 2 illustrates another advantage of the fast only integration technique over the exact integration for a mode slightly off resonance at the initial time \( t_{\text{end}} \). The exact integration is more sensitive to satisfying the adiabatic vacuum condition during the quasi-dS era because imposing the standard adiabatic vacuum condition at a non-adiabatic time of \( t_{\text{end}} \) is apparently an excited state which contains a sizable amount late time high frequency particle modes. On the other hand the fast only integration started at \( t_{\text{end}} \) has by construction subtracted out the leading nonadiabaticity governed by \( O(H_{\text{end}}) \) dynamical scales, giving rise to an apparently acceptable level of consistency with the implicitly assumed adiabaticity (with respect to high frequency modes) at \( t_{\text{end}} \).

To put this another way, assuming an adiabatic boundary condition at a nonadiabatic time with an adiabaticity violating scale of \( O(H_{\text{end}}) \) is equivalent to assuming the extra presence of late-time high frequency (i.e. \( \omega_k/a_{\text{end}} \gg H_{\text{end}} \)) modes, even though naively \( O(H_{\text{end}}) \) nonadiabaticity should not contain any high frequency components. This somewhat surprising result may be due to the fact that imposing the adiabatic vacuum boundary condition at a nonadiabatic time \( t_{\text{end}} \) implicitly contains a step function in time with a non-negligible amplitude, which necessarily includes non-negligible high frequency components.

The produced \( \chi \) number density as a function of \( m_\chi \) is shown using various approximations in figure 3. The “Exact integration” and “Fast only integration” use eqs. (9.9) and (9.15), respectively, along with eq. (2.5). The figure clearly shows that the number density reaches a significant threshold at \( m_\chi = m_\phi \). This is due to the \( \delta \phi \delta \phi \rightarrow \chi \chi \) resonance becoming kinematically suppressed. A similar suppression of the \( \delta \phi \rightarrow \chi \chi \) resonance causes the slope change around the \( m_\chi = \frac{1}{2} m_\phi \) threshold. The largest deviation between the fast only and exact integrations occurs at low \( m_\chi \), where the assumption of \( m_\chi^2 \gg R \) made in eq. (2.8) becomes less accurate.
9.3 Time model versus Gaussian model

In this subsection, we generalize the Gaussian spectral model of ref. [44] and compare its computational accuracy with that of the symmetric time model of eq. (8.2). In both models, we compute the spectrum using the Boltzmann equation approximation form of eq. (4.3):

\[ f_\chi(k, t) = \int_{t_{\text{end}}}^{t} \frac{dv}{\Delta t(v)} |\tilde{b}_k(v)|^2, \]

(9.22)

where \( \Delta t(v) \) and \( \tilde{b}_k(v) \) will be defined differently based on the model: i.e. \{\( \Delta t \rightarrow \Delta t^{(\text{GS})} \), \( \tilde{b}_k \rightarrow \tilde{b}_k^{(\text{GS})} \)\} or \{\( \Delta t \rightarrow \Delta t^{(\text{TM})} \), \( \tilde{b}_k \rightarrow \tilde{b}_k^{(\text{TM})}(v) \)\}.

As discussed in section 2, the Gaussian model had several shortcomings partly because of the ambiguities associated with mapping to the Boltzmann equation as well as not having a long time understanding of oscillating field amplitudes. The Gaussian spectral model with the adiabatic invariant evolved fields resolving these deficiencies is defined by generalizing the Gaussian model of ref. [44] as

\[ \Delta t^{(\text{GS})}(v) = \frac{\sqrt{2\pi}}{\sigma(v)}, \]

(9.23)

\[ \tilde{b}_k^{(\text{GS})}(v) \approx \frac{\pi}{8i} \left( \frac{\Delta \phi(v)}{M_P} \right)^2 \left( 1 - 6\xi \right) E_k(v) + \frac{m_\chi^2}{2E_k(v)} \frac{1}{\sqrt{4\pi \sigma^2(v)}} e^{-\left(E_k(v) - \omega_*(v)\right)^2/(4\sigma^2(v))}, \]

(9.24)

\[ \omega_*(v) = \frac{2\pi}{f_C d\phi/\sqrt{2V_m(v) - 2V(\phi)}}, \]

(9.25)

where the width \( \sigma(v) \) is defined as

\[ \sigma^2(v) = \left| \frac{V'(\phi_{C,+}(v)) - V'(\phi_{C,-}(v))}{\phi_{C,+}(v) - \phi_{C,-}(v)} - \omega_*(v) \right| + \epsilon, \]

(9.26)
with $\epsilon$ as a small positive parameter to ensure computational convergence. This model still has the limitation that the spectrum has a limited shape, but it will be able to reproduce the high $k$ part of the spectrum as can be seen in figure 4. This analytic fit to the high $k$ part of the spectrum was used as the primary guidance in the generalization of the Gaussian model.

In the time model, we have instead from eq. (8.2) the expressions

$$\Delta t^{(TM)}(v) = \sqrt{\frac{2\pi}{m_\phi H_{\text{slow}}(v)}},$$  \hspace{1cm} \text{(9.27)}$$

$$\tilde{\omega}_k^{(TM)}(v) = \frac{3\pi}{4i} H^2_{\text{slow}}(v) \left(1 - 6\xi \omega^2_{\text{sinc}}(v) + \frac{1}{2} m^2 \right) \frac{\Delta t(v)}{2\pi} \text{sinc} \left[ \Delta t(v) (E_k(v) - \omega_{\text{s}}(v)) \right],$$  \hspace{1cm} \text{(9.28)}$$

$$\omega_{\text{s}}(v) = \sqrt{\frac{2 V_m(v)}{|\Delta \phi(v)|^2}},$$  \hspace{1cm} \text{(9.29)}$$

which are similar to eq. (9.24) in having a peaked function, but different in how fast that peaked function falls off with $E_k = \omega_{\text{s}}$. The sinc function falls off much slower and has multiple peaks. Furthermore, the prefactors dependent on the non-minimal coupling parameter $\xi$ are different and can become significant for large $\omega_{\text{s}}/E_k \sim m_\phi/m_\chi$ applicable for small $k/(a_{\text{end}} m_\phi)$.\textsuperscript{13} These features can be seen in figure 4.

Shown in figure 3 is also the integrated number density of the “Time model” (eq. (9.28)) and the “Gaussian spectral model” (eq. (9.24)). The “Time model” plot does not fall off with large $m_\chi/m_\phi$ because eq. (9.28) grows as $m^2_\chi$ and therefore the rate is boosted by an

\textsuperscript{13}For another perspective on the non-minimal coupling’s role in the $m_\chi/H \gg 1$ dark matter gravitational production, see ref. [72].
which is consistent with the step feature in the figure near $E$. While the time model in subsection 9.3 did not account for the $m_\chi/m_\phi$ condition $m_\chi > m_\phi$ parametric region as an error on the particle production computation for any finite $v$. Using eqs. (2.5), (4.3) and (9.28), we can estimate this error as

$$
\Delta \left( a^3(t)n_\chi(t) \right) \sim \frac{9}{512\pi^2} m_\chi \int_{t_{end}}^{t} \frac{dv}{\Delta t(v)} \left( \frac{H_{slow}^3(v)}{m_\phi} \right) \delta t(v) \frac{2^3 a_{slow}^3}{(v - 1)^2} \left| \int_{0}^{\infty} dw \frac{w^2}{(w^2 + 1)^3} \right|_{m_\chi = m_\phi}
$$

which with

$$
H_{slow}(v) \approx \frac{H_i}{1 + \frac{1}{2} H_i (v - t_i)}
$$

evaluates to

$$
\Delta \left( \frac{a^3}{a^3 n_\chi} \right) \sim \frac{1}{2048 \sqrt{2 \pi} / 3^2} \frac{H_i^{7/2}}{m_\phi^{1/2}}
$$

which is suppressed by $\sqrt{H_i/m_\phi}$ and the small prefactor. The Gaussian model in contrast has an exponentially suppressed error as $m_\chi/m_\phi$ becomes larger than unity.

### 9.4 Asymmetric time model

The time model in subsection 9.3 did not account for the $\delta \phi \delta \phi \delta \phi \rightarrow \chi \chi$ and $\delta \phi \rightarrow \chi \chi$ scattering. Using eq. (6.8), we can make the substitution $\{ \Delta t \rightarrow \Delta t^{ASTM}, \tilde{b}_k \rightarrow \tilde{b}_k^{ASTM} \}$ in eq. (9.22) where

$$
\Delta t^{ASTM} = \sqrt{\frac{2\pi}{m_\phi H_{slow}}}.
$$

$$
\tilde{b}_k^{ASTM} = \frac{A_1 e^{i(\omega_s - 2E_k)\Delta t} - 1}{2i(\omega_s - 2E_k)} + \frac{A_2 e^{i(2\omega_s - 2E_k)\Delta t} - 1}{2i(2\omega_s - 2E_k)} + \frac{A_3 e^{i(3\omega_s - 2E_k)\Delta t} - 1}{2i(3\omega_s - 2E_k)},
$$

and $A_n$ are amplitudes given by eqs. (6.6), (6.4), and (6.5). Notice that because $\omega_s \approx m_\phi$ while $E_k$ redshifts, one can see from the denominators of eq. (9.34) that $\delta \phi \delta \phi \delta \phi \rightarrow \chi \chi$ amplitude $A_3$ will be reached first before the $\delta \phi \delta \phi \rightarrow \chi \chi$ amplitude as a function of time for $2m_\chi < 3m_\phi$.

The time evolution of the particle spectrum for an example parametric point is shown in figure 5. In the following argument, we will set $t_{end} = 0$ for convenience. Using the resonance condition $3\omega_s = 2E_k$, we would predict a step in particle spectrum time evolution at

$$
a(t_s) = \frac{k}{\sqrt{(3/2 \omega_s)^2 - m_\chi^2}} \Rightarrow H_{end} t_s \approx \frac{2}{3} \left[ \left( \frac{k/(m_\phi t_{end})}{\sqrt{9/4 - m_\chi^2/m_\phi^2}} \right)^{3/2} - 1 \right],
$$

which is consistent with the step feature in the figure near $H_{end} t \approx 3$. The step at $H_{end} t \approx 5.5$ is due to the dominant $2\omega_s = 2E_k$ resonance.
Figure 5. The Bogoliubov coefficient approximation results are compared for the asymmetric time model with the fast integration method. There are two spikes in the rate corresponding to the $\delta\phi\delta\phi\delta\phi \rightarrow \chi\chi$ and $\delta\phi\delta\phi \rightarrow \chi\chi$ resonances. In the case of the time model, $|\beta_k(t)|$ was obtained by taking the square root of $f_{\chi}(k, t)$, which was computed via eqs. (9.22), (9.33), and (9.34).

10 Summary

In this paper, we developed analytic and numerical techniques to compute the Bogoliubov coefficient $\beta_k$ more accurately and efficiently. Using the adiabatic invariant equation, we computed the slowly varying components of the $\beta_k$ integrand necessary to implement the fast-slow decomposition formalism of ref. [44]. In the process, a numerical integration technique was created that is $O(1000)$ faster than a brute force computation.

To compute the particle production rate and number density, an approximation of the Boltzmann equation was presented, and a coarse graining time $\Delta t$ was introduced. We demonstrated that $\Delta t$ minimizes the error of this approximation at an intermediate scale between the inflaton mass and Hubble rate, and that the overall error is suppressed by powers of $H/m_\phi$. This simplified the integration by linearizing the phase of the Bogoliubov integrand, yielding a form reminiscent of a Fourier transform.

We derived a time model of inflaton dynamics and used it simplify the $\beta_k$ integrand to a form amenable to exact analytical integration. This was done using the adiabatic turning points to create an envelope of the oscillatory motion. A differential equation for the fast oscillatory phase was then obtained using approximate energy conservation. By treating the slowly varying components as constant, and using a perturbative expansion of the inflaton potential, the phase was obtained as a function of adiabatic invariants.

A closed form production rate proportional to a sine-cardinal function was derived, with a resonant peak when the inflaton oscillatory frequency equals the time derivative of the Bogoliubov phase; i.e., when $\omega_r = E_k$. We then integrated the production rate to obtain the spectrum and number density. For $m_\chi < m_\phi$ and large $k$, these results matched the exact Bogoliubov integration.

For $k > m_\phi a_{\text{end}}$, the rate limits to the form of Fermi’s golden rule for the tree-level graviton-mediated process $\phi\phi \rightarrow \chi\chi$ in a frame where both inflatons are at rest. In this case,
\(\omega\) and \(E_k\) can be interpreted as the energies of the \(\phi\) and \(\chi\) particles, respectively. The delta function in the production rate allowed an analytical evaluation of the time integral, which yielded simple closed form approximations of the spectrum and number density. These made \(O(1)\) corrections to the predictions of the Gaussian spectral model of ref. [44].

This formalism demonstrates a correspondence between the Bogoliubov and scattering methods of computing gravitational particle production. The predicted spectrum and number density are the same, up to factors of 2, as the results of papers that considered a gas of inflatons at rest undergoing gravitational annihilation [41, 42]. These factors of 2 are not currently understood, but we suspect that the inflaton gas must be treated as an appropriate coherent state in the scattering picture to obtain an exact correspondence.

The noisy behavior of the numerical spectrum as a function of \(k\) (see for example numerical results of ref. [8] and figure 4 of the present work) remains unexplained and is a subject of ongoing research by our group. Preliminary results suggest this is due to quantum interference between different resonances of the Bogoliubov integral, and have interesting implications for the particle scattering method of computing gravitational particle production. It would also be of great interest to find cosmological observables that are sensitive to the details in the momentum spectrum of the gravitationally produced particles, which is one of the main results of this paper.
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A Adiabatic invariant

Here we give a clarification of the adiabatic invariant construction presented in ref. [73]. In addition to the derivation of the conserved adiabatic invariant expression of eq. (A.25), the error incurred over a long time period \(T/\epsilon\) (where \(T\) is the period of fast periodic motion and \(\epsilon\) is a small adiabaticity parameter) is explicitly evaluated in eq. (A.34) using eq. (A.26). We also compare it to the canonical transformation approach of ref. [74].

Consider an external influence on the system represented by the function \(\lambda(t)\). The Hamiltonian of the system is denoted as \(H(\vec{q}, \vec{\pi}, \lambda(t))\), where \(\vec{\pi}\) is the conjugate momentum to \(\vec{q}\). Suppose this function is slowly (adiabatically) changing such that

\[
T \frac{d\lambda}{dt} + T^2 \frac{d^2\lambda}{dt^2} + \ldots \ll \lambda \tag{A.1}
\]

on a time scale \(T\). The energy \(E(t) = H(\vec{q}(t), \vec{\pi}(t), \lambda(t))\) is not conserved because of the time dependence of \(\lambda(t)\). We write the time average of \(dE/dt\) at time \(v\) over a time period \(T\) as

\[
\langle \frac{dE(t)}{dt} \rangle_v \approx \frac{1}{T} \frac{d\lambda}{dt} \bigg|_v \int_v^{v+T} dt \partial_\lambda H(\vec{q}(t), \vec{\pi}(t), \lambda(v)) + \Delta_1(v), \tag{A.2}
\]
where the leading order error $\Delta_1$ is estimated as
\begin{equation}
\Delta_1(v) = \frac{1}{T} \int_v^{v+T} dt (t - v) \left( \left. \frac{d^2 \lambda}{dt^2} \right|_v \partial_\lambda H(\tilde{q}(t), \tilde{\pi}(t), \lambda(v)) + \left. \frac{d\lambda}{dt} \right|_v \right)^2 \partial_\lambda^2 H(\tilde{q}(t), \tilde{\pi}(t), \lambda(v)) \right) \tag{A.3}
\end{equation}
through a Taylor expansion.

Next, restrict to a 1-dimensional motion which becomes periodic in $t$ when $\lambda(t)$ becomes independent of $t$ as $\lambda(t) = \lambda(v)$. Define $\Pi(q, E, \lambda)$ to be the solution to
\begin{equation}
E = H(q, \Pi(q, E, \lambda), \lambda) \tag{A.4}
\end{equation}
as an algebraic identity. Using this, we can define the time period to be
\begin{equation}
T(v) \equiv \int_v^{v+T} dt \tag{A.5}
\end{equation}
\begin{equation}
T(v) \approx \int_v^{v+T} dt \frac{dq'}{\partial_{q'} H(\Pi(q', E(v), \lambda), \lambda)} (1 + \Delta_2) \tag{A.6}
\end{equation}
\begin{equation}
\Delta_2 = \frac{\left. O \left( [q(v + T) - q(v)] \frac{dt}{dq} \right) \right|_v}{\int_q^{C_T(v)} \partial_{q'} H(\Pi(q', E(v), \lambda), \lambda) dq'} \tag{A.7}
\end{equation}
where $C_T(v)$ represents a chosen 1-dimensional path where $q_C(t)$ returns to itself periodically with $\lambda(t) = \lambda(v)$ fixed, i.e. $q_C(t)$ is a solution to the equation of motion with $\lambda(t) = \lambda(v)$.

From eq. (A.4), we conclude
\begin{equation}
\frac{dE}{d\lambda} = \partial_\lambda H(q, \Pi(q, E, \lambda), \lambda) + \partial_\lambda \Pi(q, E, \lambda) \partial_{q'} H(q, \Pi(q, E, \lambda), \lambda) = 0, \tag{A.8}
\end{equation}
as $E$ and $\lambda$ are independent variables. One can use this to write
\begin{equation}
dt = -dq \frac{\partial_\lambda \Pi(q, E(t), \lambda(t))}{\partial_\lambda H(q, \Pi(q, E(t), \lambda(t)), \lambda(t))}, \tag{A.9}
\end{equation}
where we made use of $\dot{q} = \partial_\lambda H(q, \Pi(q, E, \lambda), \lambda)$ just as in eq. (A.6). Since there are 2 values of $t$ for a given value of $q$ in the time interval $[v, v + T]$, we will call one branch of eq. (A.2) integral “branch 1” and the other “branch 2”. Putting eq. (A.9) into eq. (A.2) gives
\begin{equation}
\left. \left\langle \frac{dE(t)}{dt} \right\rangle \right|_v \approx \frac{-1}{T} \frac{d\lambda}{dt} \left|_v \left[ \int_{\text{branch 1}} dq' + \int_{\text{branch 2}} dq' \right] \partial_\lambda \Pi(q', E(\tilde{t}(q'))), \lambda(\tilde{t}(q')) \right] + \Delta_4(v), \tag{A.10}
\end{equation}
where $\tilde{t}(q')$ is the implicit solution of eq. (A.9) such that $\tilde{t}(q(t)) = t$.

As the external parameter is fixed at $\lambda = \lambda(v)$ without time variation for which $q_C(t)$ is defined below eq. (A.7), a small error is incurred by putting in approximate solutions with $\lambda$ fixed. Therefore, we define the error $\Delta_4$ as
\begin{equation}
\partial_\lambda \Pi(q(t), E(t), \lambda(t)) = \partial_\lambda \Pi(q_C(t), E(v), \lambda(v)) (1 + \Delta_4(t)), \tag{A.11}
\end{equation}
which is still a function of time. Putting this in to eq. (A.10) gives
\[
\left\langle \frac{dE(t)}{dt} \right\rangle_v = -\frac{1}{\langle C_T(v) \rangle_v} \frac{d\lambda}{dt} \int_{C_T(v)} dq' \partial_\lambda \Pi[q', E(v), \lambda(v)] (1 + \Delta_4(\tilde{t}(q'))) + \Delta_1(v),
\]
which implies
\[
0 = T(v) \left( \left\langle \frac{dE(t)}{dt} \right\rangle_v - \Delta_1(v) \right) + \frac{d\lambda}{dt} \int_{C_T(v)} dq' \partial_\lambda \Pi[q', E(v), \lambda(v)] (1 + \Delta_4(\tilde{t}(q'))) + \Delta_1(v),
\]
\[
= \int_{C_T(v)} dq' \left[ (1 + \Delta_2(q', v)) \left( \left\langle \frac{dE(t)}{dt} \right\rangle_v - \Delta_1(v) \right) + \frac{d\lambda}{dt} \right] \partial_\lambda \Pi[q', E(v), \lambda(v)] (1 + \Delta_4(\tilde{t}(q'))) \right],
\]
where we replaced \( T(v) \) in the second line using eq. (A.5). Taking a derivative of eq. (A.4) with respect to \( E \) yields
\[
1 = \partial_E \Pi(q, E, \lambda) \partial_\pi H(q, \Pi[q, E, \lambda], \lambda).
\]
Combining this with eq. (A.15) results in
\[
0 = \int_{C_T(v)} dq' \left[ (1 + \Delta_2(q', v)) \left( \left\langle \frac{dE(t)}{dt} \right\rangle_v - \Delta_1(v) \right) + \frac{d\lambda}{dt} \right] \partial_\lambda \Pi(q', E(v), \lambda(v)) (1 + \Delta_4(\tilde{t}(q'))) \right],
\]
which almost brings us to the desired result after neglecting the \( \Delta_n \) errors.
Given that \( v \)-dependent quantities do not depend on \( t \), we expand the time-averaging in eq. (A.17) to the entire integral as
\[
0 = \int_{C_T(v)} dq' \left[ (1 + \Delta_2(q', v)) \left( \left\langle \frac{dE(t)}{dt} \right\rangle_v - \Delta_1(v) \right) + \frac{d\lambda}{dt} \right] \partial_\lambda \Pi(q', E(v), \lambda(v)) (1 + \Delta_4(\tilde{t}(q'))) \right],
\]
such that there is now a simple motivation to approximate judicious objects inside the more inclusive time average as a function of \( t \). Taylor expanding \( v \) dependent quantities \( E(v) \) and \( \lambda(v) \) about the point \( t \), the integrand becomes
\[
0 = \int_{C_T(v)} dq' \left[ (1 + \Delta_2(q', v)) \left( \frac{dE}{dt} \right)_t - \Delta_1(v) \right] + \frac{d\lambda}{dt} \left( -(t-v) \frac{d^2\lambda}{dt^2} \right) \right) \partial_\lambda \Pi(q', E(t) - (t-v) \frac{dE}{dt}_v, \lambda(t) - (t-v) \frac{d\lambda}{dt}_v) \right] (1 + \Delta_4(\tilde{t}(q'))) \right],
\]
and the function $\Pi$ can be expanded further as
\begin{equation}
\partial_E \Pi \left( q', E(t) - (t - v) \frac{dE}{dt} \big|_t, \lambda(t) - (t - v) \frac{d\lambda}{dt} \big|_t \right) \\
= \partial_E \Pi (q, E(t), \lambda(t)) - (t - v) \left( \frac{dE}{dt} \bigg|_t \partial^2_E \Pi (q, \lambda(t), E(t)) + \frac{d\lambda}{dt} \bigg|_t \partial_\lambda \partial_E \Pi (q, \lambda(t), E(t)) \right) + \ldots, \\
(A.20)
\end{equation}
\begin{equation}
\partial_\lambda \Pi \left( q', E(t) - (t - v) \frac{dE}{dt} \big|_t, \lambda(t) - (t - v) \frac{d\lambda}{dt} \big|_t \right) \\
= \partial_\lambda \Pi (q, E(t), \lambda(t)) - (t - v) \left( \frac{dE}{dt} \bigg|_t \partial_\lambda \partial_E \Pi (q, \lambda(t), E(t)) + \frac{d\lambda}{dt} \bigg|_t \partial^2_\lambda \Pi (q, \lambda(t), E(t)) \right) + \ldots, \\
(A.21)
\end{equation}
to obtain more small error quantities. We therefore define
\begin{equation}
\Delta_3(q, t, v) \equiv -(t - v) \left[ \left( \frac{dE}{dt} \bigg|_t \right)^2 \partial^2_E \Pi (q, \lambda(t), E(t)) + 2 \frac{dE}{dt} \bigg|_t \frac{d\lambda}{dt} \bigg|_t \partial_E \partial_\lambda \Pi (q, \lambda(t), E(t)) \right. \\
+ \left. \frac{d\lambda}{dt} \bigg|_t \right)^2 \partial^2_\lambda \Pi (q, \lambda(t), E(t)) + \frac{d^2\lambda}{dt^2} \bigg|_t \partial_\lambda \Pi (q, E(t), \lambda(t)) \right] \equiv O \left( \left( \frac{dE}{dt} \right)^2, \frac{dE}{dt} \frac{d\lambda}{dt}, \frac{d\lambda}{dt} \right)^2, \frac{d^2\lambda}{dt^2},
(A.22)
\end{equation}
as the error due to these last set of expansions.

Neglecting all $\Delta_n$, we find
\begin{equation}
0 = \left\langle \int_{C_T(v)} dq \left[ \frac{dE}{dt} \bigg|_t \partial_\Pi (q', E(t), \lambda(t)) + \frac{d\lambda}{dt} \bigg|_t \partial_\Pi (q', E(t), \lambda(t)) \right] \right\rangle_v, \tag{A.24}
\end{equation}
or equivalently, the statement is that
\begin{equation}
Q(t) \equiv \int_{C_T(t)} dq' \Pi (q', E(t), \lambda(t)) \\
(A.25)
\end{equation}
is conserved when $\Delta_n$ are all neglected. To be more explicit, the identity is
\begin{equation}
\left\langle Q \right\rangle_v = 0
\end{equation}
when errors $\Delta_n$ are neglected.

The correction to $Q(t)$ is
\begin{equation}
\Delta \left\langle \dot{Q} \right\rangle_v = \left\langle \int_{C_T(v)} dq' \left[ \frac{\Delta_2(q', v)}{1/\partial_\Pi (q', E(t), \lambda(t)))} - \Delta_1(v) \right] \right. \\
\left. + \frac{d\lambda}{dt} \bigg|_t \partial_\lambda \Pi (q', E(t), \lambda(t))) \Delta_4(\tilde{t}(q')) + \Delta_3(q', t, v) \right\rangle_v, \tag{A.26}
\end{equation}
to leading order in $\Delta_n$. Let us compute the change in $Q$ over a long time period over which $\lambda$ changes significantly, denoted as
\begin{equation}
\Delta t(v) \sim \frac{\lambda(v)}{\lambda(v)} \equiv \frac{T(v)}{\epsilon(v)},
(A.27)
\end{equation}
to leading order in \( \epsilon \ll 1 \).\(^{14}\) For a generic non-adiabatic-invariant quantity \( \mathcal{O}_{\text{NAI}}(t) \) that derives time dependence from \( \lambda(t) \), the change over the long time period \( \Delta t(v) \) is

\[
\Delta \mathcal{O}_{\text{NAI}} \sim \Delta t \left\langle \dot{\mathcal{O}}_{\text{NAI}} \right\rangle_v \sim \mathcal{O}_{\text{NAI}}
\]  

(A.28)

where the time average has been estimated as \( \left\langle \dot{\mathcal{O}}_{\text{NAI}} \right\rangle_v \sim \epsilon \mathcal{O}_{\text{NAI}}/T(v) \) which exactly vanishes in the limit that \( \lambda(t) \) becomes time independent. Note regardless of how small the time variation \( \epsilon \) is, the change in \( \mathcal{O}_{\text{NAI}} \) over the long time period \( \Delta t \) is large.

This is in contrast with the case of the adiabatic invariant for which the change is

\[
\Delta Q = \Delta \left\langle \dot{Q} \right\rangle_v \Delta t \sim \left( \frac{O}{T(v)} \left[ \frac{q(v+T) - q(v)}{\dot{q}} \right] + QO(\epsilon) + \frac{T(v)}{\epsilon} \oint_{C_T(v)} dq' \Delta \dot{q}(q', T(v), v) \right)
\]

(A.29)

where we have assumed, for example, \( \dot{E}(t) \sim \dot{\lambda}(t) E/\lambda, \dot{\lambda}(t)/\lambda \sim O(\epsilon^2)/T^2, Q \sim ET \), and \( \partial_\lambda^2 H(\vec{q}, \vec{p}, \lambda(v)) \sim H/\lambda^2 \), based on smoothness of these functions. Simplifying the large piece \( \Delta_3 \), we find

\[
\frac{T(v)}{\epsilon} \oint_{C_T(v)} dq' \Delta \dot{q}(q', T(v), v) = QO(\epsilon)
\]

(A.30)

and thus

\[
\Delta Q \sim \left( O \left( \frac{[q(v+T) - q(v)] d\bar{q}}{\bar{q}} \right) + QO(\epsilon) \right) Q
\]

(A.31)

to be the variation in the adiabatic invariant charge \( Q \) over a long time period \( \Delta t \sim T/\epsilon \). This makes manifest the importance of the periodicity of \( q \) motion. If the motion were not periodic, then we would conclude

\[
O \left( \frac{[q_{\text{nonperiodic}}(v+T) - q_{\text{nonperiodic}}(v)] d\bar{q}_{\text{nonperiodic}}}{\bar{q}_{\text{nonperiodic}}} \right) \sim O(1)
\]

(A.32)

leading to a result analogous to eq. (A.28). However, for periodic motion relevant to the adiabatic invariant construction, the first term in eq. (A.31) turns into

\[
\frac{q(v+T) - q(v)}{\dot{q}} \sim \epsilon T,
\]

(A.33)

resulting in

\[
\frac{\Delta Q}{Q} \sim O(\epsilon),
\]

(A.34)

which shows that \( Q \) is conserved to leading order even on long time scales over which \( \lambda \) changes.

\(^{14}\)Note that the small parameter \( \epsilon \) that is on the order of \( H/m_\phi \) in the context of the gravitational particle production studied in this paper.
This matches the more subtle analysis of ref. [74] where the key idea is to first derive the leading order approximation

\[ \langle \dot{Q} \rangle_T = -\frac{e\lambda(0)}{T} \int_0^T dt \frac{\partial}{\partial \Omega} \left( [\partial_t E_1(q(t), \Omega(t), \lambda(0))]_{q=q(\Omega,J,\lambda(0))} \right) \]  

(A.35)

where \( E_1(q, \Omega, \lambda(0)) \) is the generating function of the canonical transformation to a special set of variables: action angle variables \((\Omega, Q)\) for the time independent problem except with the constant parameter \(\lambda(0)\) lifted to a function of time \(\lambda(t)\). More explicitly, one first solves the phase space symplectic form preserving map \((q, p; \lambda(0)) \leftrightarrow (\Omega, Q; \lambda(0))\) for the time independent problem, use this to find \(p(q, \Omega; a(0))\) and \(Q(q, \Omega; a(0))\), make the replacement \(a(0) \rightarrow a(t)\), and solve the differential equations

\[ p(q, \Omega; a(t)) = \partial_q E_1(q, \Omega, a(t)), \]  
\[ Q(q, \Omega; a(t)) = -\partial_\Omega E_1(q, \Omega, a(t)), \]  

(A.36) (A.37)

to construct \( E_1(q, \Omega, a(t)) \). Because of the action-angle variable choice, one can show that

\[ [\partial_t E_1(q(t), \Omega(t), \lambda(0))]_{q=q(\Omega,J,\lambda(0))} \text{ and } \frac{\partial}{\partial \Omega} \left( [\partial_t E_1(q(t), \Omega(t), \lambda(0))]_{q=q(\Omega,J,\lambda(0))} \right), \]  

(A.38)

are periodic with period \(T\) such that eq. (A.35) vanishes.

B A perturbative expansion of the Hubble rate time dependence

In this section we will develop a formalism to estimate the time dependence of the adiabatic energy \(V_m = V(\phi_{C,\pm})\) by using an expansion of the inflation potential from leading order behavior at its minimum. As the time dependence is given by the first few terms of this expansion, this formalism is broadly applicable to many models of inflation.

B.1 Integral equation

If we want to solve for \(V_m\) as a function of scale factor \(a_{\text{slow}}\), we want to solve

\[ Q \sqrt{2/\Omega_{\text{slow}}} V_m^{3/2} = \int_0^1 ds \sqrt{1-s} \frac{V(V^{-1}(sV_m))}{V'(V^{-1}(sV_m))} + \int_0^1 ds \frac{\sqrt{1-s}}{V'(V^{-1}(sV_m))} \]  

(B.1)

obtained from eq. (3.4) for the potential at the oscillation maximum \(V_m\) where

\[ V^{-1}_>(V) \equiv V^{-1}(V) \geq \phi_{\text{min}} \]  
\[ V^{-1}_<(V) \equiv V^{-1}(V) < \phi_{\text{min}}, \]  

(B.2) (B.3)

\[ ^{15}\text{Here } Q \text{ is the conjugate momentum to the angle variable } \Omega \text{ in contrast with the usual notation of calling } Q \text{ as } J. \text{ This notation change was natural since } Q \text{ is often used to denote a conserved charge.} \]

\[ ^{16}\text{Symplectic form preservation is a sufficient condition for the construction of canonical transformations for a time-dependent Hamiltonian, even if the form-preserving transformation does not lead to any special simplification in the general time-dependent case: i.e. when one uses the time-independent problem derived action-angle canonical transformations on the time-dependent system, the action variable } Q \text{ is not constant, but the transformation is still canonical.} \]
and we have shifted the potential such that minimum of the potential is at \( V(\phi_{\text{min}}) = 0 \). For potentials \( V(\phi) \) where the inverse function \( V^{-1}(V) \) is simple enough for the integration to be executed in a closed form (such as monomial potentials), eq. (B.1) is useful. Since \( Q \) is a constant, we can take ratios to write

\[
\frac{a_{\text{slow}}^3 V_m^{3/2}}{a_{\text{end}}^3 V_m^{3/2}} = \frac{\int_0^1 ds \sqrt{\frac{1-s}{1-V'(V^{-1}(s V_{\text{end}}))}}}{\int_0^1 ds \sqrt{\frac{V'(V^{-1}(s V_{\text{end}}))}{1-s}}}. 
\]

An interesting information offered by this expression is that even though \( V_m \) will generically not scale as a power law with \( a_{\text{slow}} \), there is always some function of \( V_m \) only that will scale as \( a_{\text{slow}}^3/a_{\text{end}}^3 \).

As an example of using eq. (B.1), consider the potential of eq. (3.14). We can easily work out

\[
V^{-1}(V) = \pm \left( \frac{(2n)!}{\lambda} V \right)^{1/n},
\]

making eq. (B.1) evaluate to

\[
\frac{Q}{2\sqrt{3} (a_{\text{slow}})^3 V_m^{3/2}} = \frac{\sqrt{\frac{\pi}{2n}}}{\lambda} \left( \frac{1}{(2n)!} \right)^{1/(2n)} V_m^{-1 + \frac{1}{3n}} \Gamma \left( \frac{1}{2n} \right) \Gamma \left( \frac{3}{2} + \frac{1}{2n} \right),
\]

which allows us to write by taking the ratio as in eq. (B.4) a simple expression

\[
V_m = V_{m|\text{end}} \left( \frac{a_{\text{end}}}{a} \right)^{\frac{3n}{1+3n}},
\]

matching the result of eq. (3.17). In the limit \( n \to \infty \), the potential is infinitely flat near the minimum, corresponding to an effectively massless scalar energy density behavior. Indeed, it is well known that for kination dominated fields, the equation of state is such that the energy density scales as \( a^{-6} \) consistently with eq. (B.7).

As a second example, consider eq. (8.22) for which

\[
V^{-1}(V) = v_\phi \left( 1 \pm \sqrt{\frac{V}{M^4}} \right)^{1/6},
\]

and

\[
V'(\phi) = -12 M^4 \left( 1 - \left( \frac{\phi}{v_\phi} \right)^6 \right) \left( \frac{\phi^5}{v_\phi^6} \right),
\]

which can be inserted into eq. (B.1) to evaluate \( V_m \) implicitly in terms of hypergeometric functions. However, writing the formal expressions are not as illuminating as the original integral expression of eq. (B.4) with the substitutions of eqs. (B.8) and (B.9). This in turn is not as illuminating as the Taylor expansion derived expression of eq. (8.12) whose derivation we turn to next.
\[ \dot{Q}(u) = \frac{1}{\sqrt{2}} \sqrt{V_m(u)} \int_C \frac{d\phi}{M_P \pi} \sqrt{1 - \frac{V(\phi)}{m_\phi^2 M_P^2 V_m(u)}}, \]  
(B.10)

where we defined the dimensionless parameters

\[ \dot{Q}(u) = \frac{Q u^{-3}}{2\pi m_\phi M_P^2}, \quad \text{and} \quad \dot{V}_m(u) = \frac{V_m(u)}{m_\phi^2 M_P^2} = \frac{3H_{\text{slow}}(u)}{m_\phi^2}, \]  
(B.11)

and \( u = a_{\text{slow}}(t) \) is the independent variable of the slow time dependence. Let us now solve eq. (B.10) for \( \dot{V}_m(u) \) by expanding the potential about its local minimum \( \phi_{\text{min}} \) in the path \( C \) as

\[ \frac{V(\phi_{\text{min}} + \delta \phi)}{m_\phi^2 M_P^2} = \sum_{n=2}^{\infty} \alpha_n \left( \frac{\delta \phi}{M_P} \right)^n \]  
(B.12)

\[ \alpha_n \equiv \frac{M_P^{n-2}}{m_\phi^{n-1}} \left. \partial_n^\phi V(\phi) \right|_{\phi = \phi_{\text{min}}} \]  
(B.13)

which allows one to compute the integral of eq. (B.10) with the bounds of integration \( \phi_{C,\pm} \) computed by inverting \( \dot{V}_m = V(\phi_{C,\pm})/(m_\phi^2 M_P^2) \):

\[ \phi_{C,\pm} = \frac{\phi_{\text{min}}}{M_P} \pm \sqrt{2V_m} \left( 1 \pm \phi_3 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \phi_4 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \phi_5 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \phi_6 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \ldots \right) \]  
(B.14)

\[ \phi_3 = -\alpha_3 \]  
(B.15)

\[ \phi_4 = \frac{5}{2} \alpha_3^2 - \alpha_4 \]  
(B.16)

\[ \phi_5 = -8\alpha_3^2 + 6\alpha_3 \alpha_4 - \alpha_5 \]  
(B.17)

\[ \phi_6 = \frac{231}{8} \alpha_3^4 - \frac{63}{2} \alpha_3^2 \alpha_4 + \frac{7}{2} \alpha_4^2 + 7\alpha_3 \alpha_5 - \alpha_6 \]  
(B.18)

\[ \phi_7 = \ldots \]  
(B.19)

which is effectively an expansion in smallness of \( \sqrt{V} \sim H/m_\phi \).

We then parameterize the integral over \( \phi \) as

\[ \phi = \tilde{\phi}(\bar{V}_m) + \Delta \phi(\bar{V}_m) \cos \Xi, \]  
(B.20)

where

\[ \tilde{\phi} = \frac{\phi_{C,+} + \phi_{C,-}}{2} = \phi_{\text{min}} + M_P \sqrt{2V_m} \left( \phi_3 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \phi_5 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \ldots \right), \]  
(B.21)

\[ \Delta \phi = \frac{\phi_{C,+} - \phi_{C,-}}{2} = M_P \sqrt{2V_m} \left( 1 + \phi_4 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \phi_6 \left( 2\dot{V}_m \right)^{\frac{3}{2}} + \ldots \right), \]  
(B.22)

and the integration is over \( \Xi \in [0, 2\pi] \). Eq. (B.10) can then be expressed as

\[ \dot{Q} = \sqrt{\frac{V_m}{2}} \int_{C} \frac{d(\cos \Xi)}{M_P} \sqrt{1 - \frac{V(\tilde{\phi}(\bar{V}_m) + \Delta \phi(\bar{V}_m) \cos \Xi)}{m_\phi^2 M_P^2 V_m}.} \]  
(B.23)
The first terms of the expansion of the integrand are

\[
\sqrt{1 - \frac{V(\phi(V_m) + \Delta \phi(V_m) \cos \Xi)}{m^2_p M^2 P \tilde{V}_m}} \quad (B.24)
\]

\[
|\sin \Xi| \left( 1 + \left( \sqrt{2} \alpha_3 \cos \Xi \right) \tilde{V}_m^{1/2} + \left( -\alpha_3^2 \left( 1 + \cos^2 \Xi \right) + 2 \alpha_4 \cos^2 \Xi \right) \tilde{V}_m + \ldots \right) \quad (B.25)
\]

where we have assumed that \( \tilde{V}_m \) is small enough to avoid any branch points. This automatically holds given that \( V_m \geq V(\phi) \) along the entire integration path. The integrand will always be proportional to \( \sqrt{1 - \cos^2 \Xi} \) at each order in the perturbative series as one can always factor out the roots of \( 1 - \frac{V(\phi)}{V_m} \) at \( \cos \Xi = \pm 1 \). This expansion can be integrated to find

\[
\int \frac{dx}{\pi} \sqrt{1 - \frac{V(\phi(V_m) + \Delta \phi(V_m)x)}{m^2_p M^2 P \tilde{V}_m}} = 1 + \frac{-5 \alpha_3^2 + 2 \alpha_4}{4} \tilde{V}_m + \frac{-593 \alpha_4^2 + 676 \alpha_3^2 \alpha_4 - 68 \alpha_4^2 - 168 \alpha_3 \alpha_5 + 24 \alpha_6}{16} \tilde{V}_m^2 + \ldots \quad (B.26)
\]

By multiplying this with \( \Delta \phi(V_m) \sqrt{\tilde{V}_m/2} \), we find \( \tilde{Q} \) in terms of an expansion in \( \tilde{V}_m \):

\[
\tilde{Q} = \tilde{V}_m \left( 1 + q_1 \tilde{V}_m + q_2 \tilde{V}_m^2 + q_3 \tilde{V}_m^3 + q_4 \tilde{V}_m^4 + \ldots \right) \quad (B.28)
\]

\[
q_1 = \frac{3}{4} \left( 5 \alpha_3^2 - 2 \alpha_4 \right) \quad (B.29)
\]

\[
q_2 = \frac{5}{16} \left( 231 \alpha_3^4 - 252 \alpha_3^2 \alpha_4 + 28 \alpha_4^2 + 56 \alpha_3 \alpha_5 - 8 \alpha_6 \right) \quad (B.30)
\]

\[
q_3 = \ldots \quad (B.31)
\]

The inversion of this result gives

\[
\tilde{V}_m = \tilde{Q} \left( 1 + v_1 \tilde{Q} + v_2 \tilde{Q}^2 + v_3 \tilde{Q}^3 + v_4 \tilde{Q}^4 + \ldots \right) \quad (B.32)
\]

\[
v_1 = -q_1 \quad (B.33)
\]

\[
v_2 = 2q_1^2 - q_2 \quad (B.34)
\]

\[
v_3 = -5q_1^3 + 5q_1 q_2 - q_3 \quad (B.35)
\]

\[
v_4 = 14q_1^4 - 21q_1^2 q_2 + 3q_2^2 + 6q_1 q_3 - q_4 \quad (B.36)
\]

\[
v_5 = \ldots \quad (B.37)
\]
Using the relation $H_{\text{slow}} = \sqrt{\frac{V_m}{3M_P^2}}$, yields a perturbative expansion of the Hubble rate as

$$
\frac{H_{\text{slow}}(u)}{m_\phi} = \sqrt{\frac{Q(u)}{3}} \left( 1 + h_1 \dot{Q}(u) + h_2 Q^2(u) + h_3 \dot{Q}^3(u) + h_4 Q^4(u) + \ldots \right) \tag{B.38}
$$

\begin{align*}
h_1 &= \frac{1}{2} v_1 \tag{B.39} \\
h_2 &= \frac{1}{8} \left( -v_1^2 + 4v_2 \right) \tag{B.40} \\
h_3 &= \frac{1}{16} \left( v_1^4 - 4v_1 v_2 + 8v_3 \right) \tag{B.41} \\
h_4 &= \frac{1}{128} \left( -5v_1^4 + 24v_1^2 v_2 - 16v_2^2 - 32v_1 v_3 + 64v_4 \right) \tag{B.42}
\end{align*}

We can summarize in terms of the potential coefficients as

$$
\frac{H_{\text{slow}}(u)}{m_\phi} = \sqrt{\frac{Q_{\text{end}}}{3}} \left( 1 + h_1 Q_{\text{end}}^3 \frac{a_3}{u^3} + h_2 Q_{\text{end}}^2 \frac{a_6}{u^6} + \ldots \right) \tag{B.43}
$$

\begin{align*}
\dot{Q}_{\text{end}} &= \frac{Q a_{\text{end}}^{-3}}{2 \pi m_\phi M_P^2} \sim \frac{3H_{\text{end}}^3}{a_{\text{end}}^2 m_\phi^2} \tag{B.44} \\
h_1 &= \frac{3}{8} \left( -5\alpha_3^2 + 2\alpha_4 \right) \tag{B.45} \\
h_2 &= \frac{1}{128} \left( -3045\alpha_4^4 + 3780\alpha_3^2\alpha_4 - 308\alpha_4^2 - 1120\alpha_3\alpha_5 + 160\alpha_6 \right) \tag{B.46} \\
h_3 &= \ldots \tag{B.47}
\end{align*}

To gain intuition for this formalism, consider a toy potential of eq. (3.22) with $m_\phi = m = M$ giving

$$
V = \frac{m^2}{2} \phi^2 - A\phi^3, \tag{B.48}
$$

and $\phi_{\text{min}} = 0$. The potential Taylor expansion coefficients are

$$
\alpha_2 = \frac{1}{2}, \quad \alpha_3 = -\frac{AM_P}{m^2}, \tag{B.49}
$$

which gives

$$
\phi_{C, \pm} = \pm \sqrt{\frac{2V_m}{m}} + \frac{2AV_m}{m^4} + \ldots \tag{B.50}
$$

consistently with an easily obtainable exact solution.\textsuperscript{17} Note that in situations where $A\phi^3$ vanish, $\alpha_3$ and $2V_m/m^3$ would be absent. This also illustrates that $\alpha_n$ is not necessarily small, partly due to the hierarchy between $M_P$ and the non-gravitational dynamics scales $m$ and $A$. As long as the potential is analytic, the Taylor expansion of eq. (B.12) can be exact, which means that $\alpha_n$ has no requirement of being small. Eq. (B.43) becomes

$$
\frac{H_{\text{slow}}(u)}{m} = \sqrt{\frac{Q a_{\text{end}}^{-3}}{6\pi m M_P^2}} \left( \frac{a_3}{u^3} \right)^{3/2} \left( 1 + \frac{15}{8} \frac{A^2 Q}{2\pi m^5} \frac{a_3}{u^3} - \frac{3045}{128} \left[ \frac{A^2 Q}{2\pi m^5} \right]^2 \frac{a_6}{u^6} + \ldots \right), \tag{B.51}
$$

\textsuperscript{17}The quantity $V_m$ is defined in eq. (5.9).
where one sees that the corrections to the $u^{-3/2}$ coming from the cubic interactions do not depend on the $M_P/m$ hierarchy of the intermediate steps coming from $\alpha_n$. Although the growing pure numbers such as $3045/128$ seem alarming, the extra power of $A^2 Q/(2\pi m^5 u^3)$ (which can be orders of magnitude smaller than $10^{-1}$ in practice) leads to a suppression, particularly at large times when $u^3$ grows large. For a cosmologically relevant example, see eq. (8.28).
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