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Abstract—Person re-identification (reID) plays an important role in computer vision. However, existing methods suffer from performance degradation in occluded scenes. In this work, we propose an occlusion-robust block, Region Feature Completion (RFC), for occluded reID. Different from most previous works that discard the occluded regions, RFC block can recover the semantics of occluded regions in feature space. Firstly, a Spatial RFC (SRFC) module is developed. SRFC exploits the long-range spatial contexts from non-occluded regions to predict the features of occluded regions. The unit-wise prediction task leads to an encoder/decoder architecture, where the region-encoder models the correlation between non-occluded and occluded region, and the region-decoder utilizes the spatial correlation to recover occluded region features. Secondly, we introduce Temporal RFC (TRFC) module which captures the long-term temporal contexts to refine the prediction of SRFC. RFC block is lightweight, end-to-end trainable and can be easily plugged into existing CNNs to form RFCnet. Extensive experiments are conducted on occluded and commonly holistic reID benchmarks. Our method significantly outperforms existing methods on the occlusion datasets, while remains top even superior performance on holistic datasets. The source code is available at https://github.com/blue-blue272/OccludedReID-RFCnet.
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1 INTRODUCTION

Person re-identification (reID) aims at re-identifying a target person across multiple non-overlapped cameras. This task has drawn increasing attention in recent years due to its importance in application, such as video surveillance. It remains a challenging problem because of complex variations in camera viewpoints, human poses, background clutter and occlusion.

Most of existing methods focus on holistic (non-occluded) images, while neglecting occluded images. In a real scenario, persons can be frequently occluded by some obstacles, e.g. vehicles, trees or other persons, leading to occluded targets. Thus it is necessary to identify persons with occlusions, which is known as occluded person reID [1], [2].

Compared to match persons with holistic images, occluded person reID is more challenging due to the interference of obstacles and information loss of the target person. Recently, some occluded person reID methods are proposed. Most of them discard the occluded parts. For example, the methods [1], [3], [4] detect non-occluded body parts using body part detectors and then only consider the shared visible parts for matching. However, these non-occluded parts based methods degrade reliability of the retrieval results. Therefore, these methods may fail in the situation, where the non-occluded parts share a similar appearance and the occluded body parts are key discriminative facts.

Another type of methods attempts to recover the appearance of the occluded parts. Our previous work [5], VRSTC, employs an image completion network to predict the appearance of the occluded regions. With the completion, VRSTC can obtain an integral representation of the target person. The completion-based method provides more complete spatial information and coherent temporal information which benefits reID tasks.

Despite the significant performance improvement by the completion in occluded reID, VRSTC has some weaknesses due to image level completion. Although image completion is superior in interpreting and visualizing what is recovered, the feature level completion is more effective and efficient for improving reID performance. Firstly, feature completion can be seamlessly integrated to the reID network whereas image completion cannot. Because of the huge network parameters, the image completion is usually post-hoc addition to the reID network. It leads to that the reID task cannot provide direct feedback to the completion task. Therefore, the image completion is more dedicated to generating real images rather than improving the reID performance. In contrast, the feature completion is lightweight. It can be inserted into the reID backbone at any depth, which enables end-to-end training. In this way, the feedback signals from the reID task can supervise the feature completion to fully improve the reID performance.

Secondly, feature completion is more effective to capture long-range spatial contexts and long-term temporal contexts. In general, image completion network is built on U-Net [6] that is an encoder-decoder pipeline. The encoder and decoder both consist of a series of convolutional layers. For one thing, since the convolutional operations process a local spatial neighborhood, the long-range spatial contexts can only be captured when the convolutional operations are applied repeatedly. For example, as shown in Fig. 1 (a), the information of the visible “yellow” pixel can only be propagated to the occluded “red” pixel by
Fig. 1. The motivation of our work. (a) Image completion network. It is built on an encoder-decoder pipeline. The information of the visible “yellow” pixel can only be propagated to the occluded “red” pixel by stacking multiple convolutional layers, which is computationally inefficient. (b) Region feature completion with spatial contexts. By representing each body region as a feature, one single spatial completion module can propagate the information among any two positions. (c) Region feature completion with long-term temporal contexts.

Stacking multiple convolutional layers. However, Wang et al. [7] point out that repeating convolution operations is computationally inefficient and causes optimization difficulties. On the contrary, as shown in Fig. 1 (b), the image feature map can be represented by a few region features through region division. With a few feature nodes, it is easier for one feature completion module to propagate the spatial information among any two positions. Thus the feature completion can capture the distant spatial contexts more effectively.

For another thing, due to the limitation of computation resources, the expensive image completion operation usually only considers adjacent two frames. Instead, as shown in Fig. 1 (c), the feature completion only requires to predict a few region features, which imposes slight computations. So feature completion can use more adjacent frames, which captures longer-term temporal contexts to perform better completion. In summary, it is appealing to explore a way of recovering occluded regions in feature level for occluded reID problem.

To this end, we propose a feature completion block, Region Feature Completion (RFC), for video-based occluded person reID. Firstly, we design an Adaptive Partition Unit (APU) to adaptively divide input feature maps into different regions. Each region corresponds to a specific body part, which can achieve precise spatial alignment. Secondly, we apply a Spatial Region Feature Completion (SRFC) module, which uses spatial information to recover the occluded regions via a region-encoder and a region-decoder. As shown in Fig. 1 (b), the region-encoder learns to aggregate the occluded region and correlated non-occluded regions to an intermediate node. Then the region-decoder predicts the feature of the occluded region from this intermediate node. With these intermediate nodes, the information from correlated non-occluded regions can be propagated to the occluded region to recover its feature representation. Thirdly, we utilize a Temporal Region Feature Completion (TRFC) module, which uses long-term temporal contexts to refine the prediction of SRFC. Specifically, TRFC firstly computes the temporal relations among the same regions across all input frames. Then, the temporal contexts are aggregated based on the computed temporal relations. Finally, TRFC uses the temporal contexts to help the feature recovery of occluded regions.

Different from the computationally expensive image completion network, the proposed RFC block is lightweight and imposes only a slight increase in model complexity. It can be readily inserted into any network. In our work, we integrate RFC block with ResNet-50 [8] to construct Region Feature Completion Network (RFCnet). To facilitate the research on the video-based occluded reID, we reorganize DukeMTMC-VideoReID [9] to form a large-scale dataset named Occluded-DukeMTMC-VideoReID. We demonstrate the effectiveness of RFCnet on both occluded and holistic reID benchmarks. Notably, as images can be regarded as single frame videos, the proposed SRFC can also be used for image person reID. Extensive experimental results show that our method performs favorably against state-of-the-arts. Especially on the occluded datasets, our method significantly outperforms state-of-the-art by about 10% mAP.

In summary, the main contributions of our work lie in four aspects: (1) proposing to use feature completion to address the occluded person reID problem; (2) designing a SRFC and TRFC module that respectively captures spatial and temporal contexts to recover the features of occluded regions; (3) constructing a large-scale video occluded reID dataset Occluded-DukeMTMC-VideoReID to facilitate the research on occluded reID; (4) achieving superior performance on both occluded and holistic reID compared with state-of-the-art methods.

2 Related Work

2.1 Image Person ReID

In recent years, deep learning methods [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23] show significant superiority on image person reID. A line of the work uses the siamese network which takes image pairs or triplets as the inputs. Li et al. [24] propose to input a pair of pedestrian images to a CNN and train the model with verification loss. Ding et al. [25] further employ a triplet loss. Another line adopts identity classification models. Zheng et al. [26] propose an identity discriminative embedding (IDE) that learns the features from multi-class person identification classification tasks. Further, Zhang et al. [27] train the model with a joint triplet and classification loss and achieve the state-of-the-art performance.

Also, some works attempt to alleviate the occlusion for image person reID. Generally, previous methods typically either leverage external clues, or adopt part-to-part matching. External-clues guided methods usually use the person poses or masks to remove the appearance of obstacles. For example, some works [10], [28] use person masks to remove the background clutters at pixel-level. Further, Kalayeh et al. [29] integrate human semantic parsing to extract the features of body parts. Other works [30], [31], [32] locate each body part using human landmarks and utilize the skeleton as an external cue to effectively relieve the occlusion interference. Part-based matching methods employ a part-to-part matching strategy and aim at the cases where the target person is partially out of the camera’s view, which is known as Partial person reID problem. The work [33] firstly defines the partial person reID, i.e., a probe image contains only partial body of a person and the task is to match this partial observation with a gallery consisting of full-body images. And this work proposes to decompose the probe and gallery images into small local patches and performs patch-level local-to-local matching. Furthermore,
Fig. 2. The overall architecture of Region Feature Completion (RFC) block. The Adaptive Partition Unit (APU) is firstly used to divide input feature maps into multiple regions. The Foreground-Guided Region Feature Extractor is then employed to produce a body-aware probability map for each frame, which is then added to the divided regions to generated discriminative region features. Then, we sequentially feed the video region features into Spatial Region Feature Completion (SRFC) and Temporal Region Feature Completion (TRFC) modules to recover the features of occluded regions. Finally, the Reverse Projection operation projects the completed region features to original space, which makes RFC compatible with existing CNN architecture.

Sun et al. [3] employ self-supervision for learning the probability of region visibility and then only match the shared body regions for a pair of images. Although above approaches can alleviate the occlusion issue, they completely discard the occluded parts and only rely on the non-occluded parts, which reduces the reliability of the retrieval results. In contrast, our RFC block can recover the features of occluded regions to obtain more discriminative representation.

### 2.2 Video Person ReID

Video person reID is an extension of the image setting, where video sequences are used instead of individual images. The powerful feature learning ability of CNN also inspires its application in video reID [14], [17], [34], [35], [36], [37]. The key focus of existing studies for video person reID lies in the exploitation of temporal clues. The early works [38], [39], [40], [41] use the optical flows to encode the short-term motion features between adjacent frames. McLaughlin et al. [38] employ a recurrent architecture to aggregate the frame-level representations and generate a sequence-level feature representation. Liao et al. [42] use 3D convolution for spatial-temporal feature learning. Recently, some works [5], [42], [43] apply non-local blocks [7] to model long-term temporal dependencies.

To handle the occlusion problem for video person reID, the approaches based temporal attention are gaining popularity. Liu et al. [44] predict a quality score for each frame to weaken the interference of occluded frames. Zhou et al. [40] propose a RNN temporal attention mechanism to select the most discriminative frames from video. Further, the works [39], [45] employ spatial and temporal attention layers, where the spatial attention layer localizes the discriminative body parts for each frame and the temporal attention layer selects informative frames in the video. The attention based methods usually discard the occluded frames directly, causing the loss of valuable spatial and temporal information of videos. Our previous work [5] proposes an image completion network for recovering the occluded pixels. In this work, our RFC block performs a feature completion of human body regions, which can be seamlessly integrated to reID network for end-to-end training.

### 2.3 Occluded Person ReID

Although some previous works attempt to solve the occlusion issue, the occluded reID task lacks a precise definition and benchmarks. Recently, the work [2] introduces an image occluded reID dataset and clearly defines the occluded reID problem, in which all probe images are occluded and gallery images contain both holistic (non-occluded) and occluded images. The task is more challenging since at least one occluded image exists when matching. Zhou et al. [1] use a binary classification loss to distinguish the occluded images from holistic ones and an identification loss to force the model to focus on non-occluded body parts. He et al. [4] propose to reconstruct the feature map of the occluded pedestrian from the holistic ones. They also utilize the person masks to assign the occlusion parts with smaller weights to overcome the occlusion problem. Miao et al. [2] propose a pose guided feature alignment mechanism to match the shared body parts of probe and gallery images based on the pose landmarks. Specifically, they use a pre-defined threshold of landmark confidence to determine whether a body part is occluded or not and filter out the information of occluded parts in the matching stage.

However, most existing occluded person reID methods only focus on the pedestrian images. In this work, we propose a framework for video occluded person reID. Since images can be regarded as singe frame videos, our method can also be used for image reID. Also, unlike previous works which only discard the occluded parts, our RFC block can use the spatial-temporal contexts to automatically recover the features of occluded parts for more accurate person retrieval.

### 3 Region Feature Completion Block

The architecture of our RFC block is illustrated in Fig. 2. Suppose a convolutional video feature map $F \in \mathbb{R}^{T \times H \times W \times D}$ is given, where $T$, $H$, $W$ and $D$ denote the frame number, the height, the width and the channel number of the feature map respectively. We first use an Adaptive Partition Unit to adaptively divide input feature maps into different regions. A Foreground-Guided Region Feature Extractor is then employed to produce a body-aware probability map for each frame, which is then added to the divided regions to generate discriminative region features. Then, we feed the video region features into two completion modules, Spatial RFC and Temporal RFC. The two completion modules employ
complementary clues, focusing on spatial and temporal respectively. Considering this, two modules can be placed in parallel or sequential manner. We find that the sequential arrangement gives a better result than a parallel arrangement. We argue that the sequential arrangement enables a progressive completion where one module gives a coarse prediction and the other refines the initial prediction. Finally, we project the completed region features to the original space to make above building blocks compatible with existing CNN architecture.

3.1 Adaptive Partition Unit

In order to remove the corruption of occlusion, existing methods [4], [46] usually conduct fixed partition on the convolutional feature maps and then analyze whether each divided region contains occlusions or not. However, as pointed by the works [30], [47], [48], the fixed partition is prone to the spatial misalignment of pedestrians. Sun et al. [47] propose refined part pooling (RPP) to improve the fixed partition. But RPP relies on the appearance information that may fail to accurately locate the body parts under occlusion. In particular, when the target person is occluded by another pedestrian, the part region generated by RPP may contain the corresponding part of the other person, resulting in an inaccurate part feature.

To this end, we design an adaptive partition unit which can adaptively divide input feature maps into different regions corresponding to specific body parts. As occlusion typically occurs on the lower part of the pedestrians, we conduct a fine-partition on the lower body. Specifically, we define $N$ regions on the person images, which are associated to different body parts, namely head, upper body, upper-left leg, lower-left leg, upper-right leg, lower-right leg. Then on each frame feature map $F_t$, APU appends a key-points locator to discover the pre-defined regions on $F_t$, and then generates a respective mask for each region.

Key-points Locator. As shown in Fig. 3 (a), four key points, $\{(a_1^t, 0), (a_2^t, 0), (a_3^t, 0), (0, a_4^t)\}$, are enough to obtain aforementioned partition for a person image. To this end, we design a key-points locator to predict the locations of the four key points on $F_t$, which is considered as a multi-class classification problem.

For $a_i^t$, as an example, the locator predicts a probability distribution $p_i^t \in \mathbb{R}^H$, where $p_i^t_h$ is the probability of $a_i^t = h$. Then $a_i^t$ can be obtained by taking the index of the maximum value of $p_i^t$.

Specifically, as shown in Fig. 3 (b), we first process $F_t$ with a $1 \times 1$ convolution to reduce the channel dimension. Then for each column-wise key point $a_i^t (i \in \{1, 2, 3\})$, we perform average pooling along the horizontal direction to obtain a column-wise descriptor. After that, we feed the flattened column-wise descriptor to a linear layer followed by a Softmax function to generate corresponding probability distribution $p_i^t \in \mathbb{R}^H$. Finally, $a_i^t$ is achieved by taking the index of the maximum value of $p_i^t$ as $a_i^t = \arg\max(p_i^t)$. Similarly, we perform average pooling along the vertical direction to obtain a row-wise descriptor. Then we employ a linear layer on the flattened row-wise descriptor to produce the probability distribution $p_i^t \in \mathbb{R}^W$ and obtain $a_i^t$ as $\arg\max(p_i^t)$. Notably, we use the human key points obtained by a pose estimator model [49] to guide the generation of $\{p_i^t\}_{i=1}^4$.

The detailed implementation is described in Section 4.2.

According to the generated key points, each pixel $(F_t)_{hw}$, where $(h, w)$ denotes the spatial location of the pixel on $F_t$, can be classified into the pre-defined regions $\{R_i^t\}_{i=1}^N$:

$$
(F_t)_{hw} \in \begin{cases}
R_1^t (h \leq a_1^t) \\
R_2^t (a_1^t < h \leq a_2^t) \\
R_3^t (a_2^t < h \leq a_3^t, w \leq a_4^t) \\
R_4^t (a_2^t < h \leq a_3^t, w > a_4^t) \\
R_5^t (h > a_3^t, w \leq a_4^t) \\
R_6^t (h > a_3^t, w > a_4^t)
\end{cases}
$$

Finally, we can obtain the region mask $M_i^t \in \mathbb{R}^{H \times W}$ for each region $R_i^t$ by setting the values of pixels in $R_i^t$ to 1, as shown in Fig. 3 (b).

Notably, we can simply replace APU with other methods [50], [51], [52] that can locate the body parts. However, compared to the unsupervised methods [50], [51], APU can more accurately locate the body parts with the guidance of external human pose information. And compared to the method [52] that requires to predict all human key points, APU only predicts four coarse keypoints which is more robust to the pose detection noise. Therefore, we choose to use APU in RFC block.

3.2 Foreground-Guided Region Feature Extractor

The Foreground-Guided Region Feature Extractor is used to extract the features for the divided regions of APU. The extractor uses a foreground map to guarantee the region features less corrupted by occlusion. As shown in Fig. 2, we employ a $1 \times 1$ convolutional layer followed by a Sigmoid function to produce a foreground probability map $I_t \in \mathbb{R}^{H \times W}$ for frame feature map $F_t$. We use the body masks obtained by a human parsing model [49] to guide the generation of $I_t$. The detailed implementation is described in Section 4.2. With the guidance of body masks, the foreground maps can assign relatively large values to foreground pixels while relatively small values to background and occluded pixels. Thus we can leverage $I_t$ to generate a discriminative region features $f_i \in \mathbb{R}^{N \times D}$.

$$
f_i = (f_i)_i = \frac{M_i^t \odot I_t}{||M_i^t \odot I_t||} \ast F_t.
$$

Here $f_i^t$ is the feature vector corresponding to the $i^{th}$ region, $\odot$ is the element-wise multiplication operation, $||||_1$ denotes the $L_1$ norm of the matrix and $\ast$ denotes the weighted sum operation.

3.3 SRFC Module

The foreground-guided extractor masks the appearance information of the occluders. So it can alleviate the feature corruption by the visual appearance of occluder. However, occlusion still leads to information loss of the target person. To this end, we propose
SRFC that uses spatial information to complement the features of occluded regions. SRFC processes the region feature of each frame independently. For simplicity, we omit the subscript \( t \) and denote region feature \( f_i \) as \( f \). In the region-encoding, the features of divided regions \( \{ f^i \}_{i=1}^N \) are aggregated to a few clusters \( \{ c^k \}_{k=1}^K \) by an assignment matrix \( S \in \mathbb{R}^{N \times K} \). \( S_{ik} \) indicates the probability of assigning region \( R^i \) to cluster \( c^k \), and a darker color indicates a higher probability value in this figure. SRFC constrains to assign the regions with similar appearance or close position to a cluster. So each cluster gathers the features of most correlated regions and usually represents a body part. In this figure, \( c^1 \), \( c^2 \) and \( c^3 \) correspond to the pants, upper-body and boots respectively. In the region-decoding, \( \{ c^j \}_{j=1}^K \) are distributed to output region features \( \{ o^j \}_{j=1}^N \) by \( S \). So the occluded region can use the correlated cluster to recover its feature. For example, \( R^6 \) can use \( c^3 \) to recover its feature to represent the boots.

Constraining to assign similar-appearance regions to a cluster. \( S^A \) aims to assign the regions with similar appearance to a cluster. In other words, if the features of region \( R^i \) and \( R^j \) have a high appearance similarity, the corresponding appearance assignment vectors \( S^A_i \) and \( S^A_j \) should be highly similar. To achieve this, we introduce an appearance assignment regularization term, which constrains the similarities of appearance assignment vectors to be consistent with the similarities of corresponding region features,

\[
L_a = \sum_{i=1}^N \sum_{j=1}^N || \text{sim} \left( S^A_i, S^A_j \right) - \text{sim} \left( f^i, f^j \right) ||_1. \tag{4}
\]

Here \( || \cdot ||_1 \) denotes \( l_1 \) distance, and \( \text{sim} \) measures the cosine similarity, which is defined as \( \text{sim}(x, y) = \frac{x^T y}{||x||_2 ||y||_2} \). With \( L_a \) constraint, the region-encoder tends to produce consistent appearance assignment vectors for appearance-similar regions. Therefore, \( S^A \) can assign the regions with similar appearances to a cluster.

Feature completion of partially occluded regions with \( S^A \). \( S^A \) is conducive to the feature completion of partially occluded regions. For example, as shown in Fig. 5, the region \( R^4 \) is partially occluded where the remaining visible area has a similar appearance to \( R^3 \). With \( L_a \) constraint, \( S^A \) can assign \( R^4 \) and \( R^3 \) to a cluster. In this way, the information from \( R^3 \) can be propagated to \( R^4 \), thereby helping its feature completion.

Position Information. To complete the fully occluded regions, we additionally utilize the position information to connect adjacent regions. Concretely, we firstly encode the position information of region \( R^i \) with a vector \( (y_i, x_i, h_i, w_i) \), where \( (y_i, x_i) \) denote the spatial coordinate of the region center, and \( h_i \) and \( w_i \) denote the height and width of the region respectively. Then, we define the position encoding of divided \( N \) regions as \( L \in \mathbb{R}^{N \times 4} \). Finally, the region-encoder produces a position assignment matrix \( S^P \in \mathbb{R}^{N \times K} \) as,

\[
S^P = \text{softmax} \left( W^p \ast \max \left( 0, W^P \ast L \right) \right), \tag{5}
\]

where \( W^P \in \mathbb{R}^{1 \times 4 \times D} \) and \( W^p \in \mathbb{R}^{1 \times 1 \times D \times K} \) correspond to two learnable convolutional kernels. Analogously to Eq. 3, the softmax function is applied in row-wise fashion to guarantee \( \sum_{k=1}^K S^P_{ik} = 1 \).

Constraining to assign close-position regions to a cluster. \( S^P \) aims to assign the close regions to a cluster. In other words, if the regions \( R^i \) and \( R^j \) are close, the corresponding position...
assignment vectors \( S^P_i \) and \( S^P_j \) should be highly similar. To achieve this, we firstly measure the position similarity of two regions \( R^i \) and \( R^j \) as:

\[
ps(R^i, R^j) = 1 - 2 \sqrt{\left( \frac{y_i - y_j}{H} \right)^2 + \left( \frac{x_i - x_j}{W} \right)^2}. \tag{6}
\]

It can be inferred from Eq. 6 that \( ps(R^i, R^i) = 1 \) and \( ps(R^i, R^j) \in [-1, 1] \). Thus the position similarity is comparable to the cosine similarity. To this end, we introduce a position assignment regularization term, which constrains the cosine similarity of position assignment vectors to be consistent with the position similarity of corresponding regions,

\[
L_p = \sum_{i=1}^{N} \sum_{j=1}^{N} \left| \text{sim} \left( S^P_i, S^P_j \right) - ps \left( R^i, R^j \right) \right|_1. \tag{7}
\]

With \( L_p \) constraint, the region-encoder tends to produce consistent position assignment vectors for close regions. Therefore, \( S^P \) can assign the close regions to a cluster.

**Feature completion of fully occluded regions with \( S^P \).** \( S^P \) is conducive to complete the **fully occluded regions**. For instance, as shown in Fig. 5, the region \( R^6 \) is fully occluded with no appearance clues. In this case, the region-encoder can use the position information. With \( L_p \) constraint, \( S^P \) can map \( R^6 \) and the most adjacent region \( R^5 \) to a cluster. Thus the information from \( R^5 \) can be propagated to \( R^6 \) to recover its feature representation.

**Encoding Matrix.** The assignment matrix \( S \) integrates the appearance with position information as \( S = (S^A + S^P) / 2 \). It can be inferred that \( \sum_{k=1}^{K} s_{ik} = \left( \sum_{k=1}^{K} s_{ik}^A + \sum_{k=1}^{K} s_{ik}^P \right) / 2 = 1 \). So \( s_{ik} \) can represent the probability of assigning region \( R^i \) to \( c^k \).

Based on \( S \), we can generate the bag of clusters \( \{ c^k \}_{k=1}^{K} \), where \( c^k \) is obtained by aggregating the region features weighted by the \( k \)th column of \( S \). This inspires us to develop an attention-based feature encoding operation. We further apply a column-wise \( l_1 \)-normalization on \( S \) to generate an encoding matrix \( A \in \mathbb{R}^{N \times K} \) and perform region encoding as:

\[
c^k = \sum_{i=1}^{N} A_{ik} f^i, \quad \text{where} \quad A_{ik} = \frac{S_{ik}}{\sum_{j=1}^{N} S_{jk}} \tag{8}
\]

In this way, each cluster gathers the most correlated regions. With the cluster as an intermediary, we can build the connection between occluded regions and long-distance non-occluded regions, thereby helping the feature completion of occluded regions.

It can be inferred from Eq. 8 that the resulting cluster \( c^k \) linearly aggregates the features from different regions. But these linear aggregations may be insufficient to provide the clusters powerful representation ability. Therefore, we add a channel transformer layer with a \( 1 \times 1 \times D \times D \) convolutional kernel on \( c^k \) to enhance its representation.

**Region-Decoder.** The region-decoder performs an inverse operation of the region-encoder. It distributes the clusters to each region based on assignment matrix \( S \). Specifically, we first transform \( S \) to obtain the decoding matrix \( B \in \mathbb{R}^{K \times N} \). Then, the clusters are transformed to \( z \in \mathbb{N}^{1 \times D} \) as:

\[
z^i = \sum_{k=1}^{K} B_{ki} c^k, \quad \text{where} \quad B_{ki} = s_{ik} \tag{9}
\]

The reuse of \( S \) can ensure the consistency of the encoding and decoding process. That is, a higher \( S_{ik} \) tends to produce a higher \( a_{ik} \) (Eq. 8) and \( b_{ki} \) (Eq. 9). So if the region-encoder assigns an occluded region \( R^i \) to cluster \( c^k \), the region-decoder will predict the feature of this region from \( c^k \). Since \( c^k \) aggregates the features of correlated non-occluded regions, the occluded region can sense the correlated part information to recover its feature.

Finally, a channel transformer layer is attached on region-decoder to update \( z \). Following image completion [6], we adopt a residual learning strategy to ease the completion task, which is defined as \( o = f + z \). In a similar way, we can obtain the completed region feature of each frame, forming the output \( \{ o_1, \ldots, o_T \} \) for the input sequence.
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Fig. 6. The architecture of (TRFC) module for the \( i \)th region in \( t \)th frame. Operations for other regions are the same.

3.4 TRFC Module

TRFC module uses long-term temporal clues to refine the prediction of SRFC. It is based on a query-memory attention mechanism, where the region being processed is the query and the corresponding regions of remaining frames are the memory. The intuition is that the attention will add temporal contexts from other frames to the query vector, to aid with the feature completion.

As shown in Fig. 6, TRFC respectively considers each region feature generated by SRFC \( (o_t^i) \) as the query. Corresponding, a probability map can be obtained regarding how well the query vector matches each item of the memory through dot-product similarity [53]. The temporal context vector \( v_t^i \) is obtained as the sum of the items in the memory weighted by their probabilities.

This operation can be succinctly represented as,

\[
\begin{align*}
\alpha_k^i &= \exp \left( (o_t^i)^T o_k \right) / \sum_{k \neq i} \exp \left( (o_t^i)^T o_k \right), \\
v_t^i &= \sum_{k \neq i} \alpha_k^i o_k^i.
\end{align*}
\]

As last, we use a gate schema to control the required balance of how much temporal contexts should be passed to a query. Specifically, the query is updated by summing with the context vectors through a gating weight \( g \),

\[
g_t^i = \text{Sigmoid}(W o_t^i + b),
\]

\[
e_t^i = g_t^i \odot o_t^i + (1 - g_t^i) \odot v_t^i,
\]

where \((W, b)\) are trainable weights and bias variable, \( \odot \) is element-wise multiplication. In this way, the query vector can be adaptively aggregated with the temporal contexts. Notably, we constrain \( W \) to be positive by a ReLU function. Since RFC block uses the foreground-guided extractor to mask the occluded feature units, the features of occluded regions tend to have small values. With the linear transformation of positive weight \( W \), TRFC tends to output a small gating weight \( g \) for occluded region. Correspondingly, TRFC can assign more weight \((1 - g)\) to the temporal context vector for occluded region. In this way, the feature of occluded region can be better recovered to represent the target person.

In a similar way, we can obtain the completed feature for each region, forming the output \( e_t = [e_t^1, \ldots, e_t^N]^T \) for the \( t \)th frame.

3.5 Embedding with Networks

To make above building blocks compatible with existing CNN architecture, we reuse the region mask \( M_t \) to project the completed region feature \( e_t \) to original space. Specifically, we first reshape \( M_t \) to \( \mathbb{R}^{N \times HW} \). Then we perform matrix multiplication between the transpose of \( M_t \) and \( e_t \) and reshape the results to obtain the updated feature \( F'_t \in \mathbb{R}^{H \times W \times D} \). As last, we adopt a residual learning to ease the training process, which is defined as:

\[
E_t = BN(F'_t) + F_t.
\]

Here, BN is a batch normalization [54] layer to adjust the scale of \( F'_t \) to the initial \( F_t \).

4 NETWORK DESIGN FOR RFC

4.1 Network Architecture

The proposed RFC blocks can be easily plugged into existing CNNs to form the RFCnet. In this work, we use ResNet50 [8] pre-trained on ImageNet [55] as the backbone network. We remove the last down-sampling operation, following [47] to enrich the spatial granularity. So the final extracted features can better describe the target person. We denote the architecture as modified ResNet50. For video reID, a temporal aggregation layer, which outputs the mean of all frame features of the input sequence, is added on the backbone to obtain a single feature for the sequence.

RFC can be inserted at any depth of networks. Considering the computational complexity, we only place it at the bottlenecks of models where the downsampling of feature maps occurs. On one hand, different from previous works [2], [4] that only consider occlusions in the end, RFC blocks are added in the earlier stages, which can alleviate occlusion corruptions at the bottom layers. On the other hand, multiple RFC blocks can be located at different stages. They can hierarchically complete the features of occluded parts, which further enhances the ability to deal with occlusion. Finally, we insert RFC blocks to stage2 and stage3 of the backbone network to form our RFCnet. Notably, the image data only contains one frame, which can not use TRFC module. So we remove the TRFC module when applying RFC block for image reID.

4.2 Objective Functions.

In this part, we describe the objective function to train the network. The total loss of our network is denoted as:

\[
L_{all} = (L_{ce} + L_{tri}) + \lambda_1 L_k + \lambda_2 L_f + \lambda_3 (L_a + L_p).
\]

Here \( L_{ce} \) is the Cross Entropy Loss, \( L_{tri} \) is the Batch Triplet loss, \( L_k \) denotes the Key-points Loss, \( L_f \) denotes the Foreground Maps Loss, and \( L_a \) (Eq. 4) is the appearance assignment regularization term and \( L_p \) (Eq. 7) is the position assignment regularization term. \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are the hyperparameters to balance the effects of different loss functions.

Cross Entropy Loss \( L_{ce} \). The supervised loss is used to calculate the classifier error among the identities. The number of nodes in the softmax layer depends on the number of identities of the training set.

Batch Triplet Loss \( L_{tri} \). To reduce intra-class variation and increase inter-class variation, we additionally adopt a batch hard triple loss [56]. For each sample in a batch, it only selects the hardest positive and hardest negative samples within the batch to form the triplets. We refer the readers to [56] for a more detailed description of the batch triplet loss.
### TABLE 1. The tracklets ratio with a certain fraction of occluded frames on query and gallery set of Occluded-DukeMTMC-VideoReID.

| Fraction of occluded frames (%) | 0 | 0-30 | 30-40 | 40-50 | 50-60 | 60-70 | 70-80 | 80-90 | 90-100 |
|---------------------------------|---|------|-------|-------|-------|-------|-------|-------|--------|
| Tracklets ratio on query        | 0%| 0%   | 1.1%  | 2.1%  | 4.0%  | 8.4%  | 13.8% | 35.2% | 33.4%  |
| Tracklets ratio on gallery      | 31.0%| 24.3% | 1.3%  | 1.4%  | 2.6%  | 3.6%  | 5.9%  | 12.4% | 18.1%  |

### TABLE 2. The ratio of video frames with a certain fraction of occlusion on query and gallery set of Occluded-DukeMTMC-VideoReID.

| Occlusion fraction (%) | 0-10 | 10-20 | 20-30 | 30-40 | 40-50 | 50-60 | 60-70 | 70-100 |
|-----------------------|------|-------|-------|-------|-------|-------|-------|--------|
| Frames ratio on query | 13.5%| 11.1% | 12.4% | 14.8% | 14.9% | 15.6% | 11.1% | 6.6%   |
| Frames ratio on gallery| 13.3%| 11.2% | 12.3% | 14.7% | 14.4% | 14.6% | 11.2% | 8.3%   |

### TABLE 3. Occluded dataset details. We respectively use the abbreviation Occluded-Duke and Occluded-Duke-Video to represent the Occluded-DukeMTMC and Occluded-DukeMTMC-VideoReID datasets for convenience.

| Dataset          | Occluded-Duke | Occluded-Duke-Video |
|------------------|---------------|---------------------|
| Train (ID/Images)| 702/15,168    | 702/292,343         |
| Gallery (ID/Images)| 1,110/17,661 | 1,110/281,114       |
| Query (ID/Images)| 519/2,210     | 661/39,526          |

**Key-points Loss (L_k).** The key-points locator in APU aims to predict the location of the key-points. The label of predicted key-point probability \( \{p_{ij}^k\}_{i,j} \) is a one-hot vector \( \{l_{ij}^k\}_{i,j} \) obtained by a pose estimator model \(^1\) \([49]\). The key-points loss is defined as,

\[
L_k = \frac{1}{4T} \sum_{t=1}^{T} \sum_{i=1}^{4} CE(p_{ij}^k, l_{ij}^k),
\]

where \( CE \) denotes the cross entropy loss.

**Foreground Maps Loss (L_f).** The foreground probability map (shown in Fig. 2) aims to classify the background/occlusion part and the body part. We treat this problem as a binary classification problem. The label of predicted foreground map \( I_t \in \mathbb{R}^{H \times W} \) is determined by the person mask \( G_t \in \mathbb{R}^{H \times W} \) obtained by a human paring model \([49]\). Then the foreground maps loss is given by a binary cross entropy loss,

\[
L_f = -\frac{1}{THW} \sum_{t=1}^{T} \sum_{i=1}^{H} \sum_{j=1}^{W} \left[ (G_{t,ij} \log((I_{t,ij})) + (1 - (G_{t,ij})) \log(1 - (I_{t,ij}))) \right].
\]

### 5 OCCLUDED-DUKEMTMC-VIDEOREID DATASET

To facilitate the research on the Occluded Person ReID problem, we reorganize the DukeMTMC-VideoReID dataset \([9]\) to form a large-scale occluded video-based person re-identification dataset, Occluded-DukeMTMC-VideoReID.

#### 5.1 Data Reorganization

Following the collection process of Occluded-DukeMTMC \([2]\), we re-split the DukeMTMC-VideoReID testing set so that it contains 100% occluded query tracklets. Specifically, all query tracklets contain occlusion by manually selecting from both the gallery and query set of the original dataset. Therefore, there always exists at least one occluded tracklet when calculating the pairwise distance between query and gallery tracklets.

1. We use the vertical position of detected key-points *shoulder*, *hip* and *knee* as the label of \( p^1 \), \( p^2 \) and \( p^3 \), respectively. Also, we use the horizontal position of detected key-points *knee* as the label of \( p^4 \).

There are three steps to generate query tracklets for Occluded-DukeMTMC-VideoReID: 1) annotate the frame which contains more than one person as an occluded frame. Also annotate the frame in which a person is occluded by obstacles (e.g. trees or cars) as an occluded frame. 2) select the tracklets containing occluded frames from the gallery and query set of the original dataset. 3) from each selected tracklet, we randomly select a sub-tracklet, of which above 1/3 frames contain occlusion, as a query tracklet.

When constructing the training set, we manually remove 494 tracklets from original Occluded-DukeMTMC training set, because these 494 tracklets contain exactly the same obstacles as in the testing set. Those tracklets may lead the model to “remember” these specific occlusion patterns in the testing set, which overestimates the generality of the trained model.

In the end, the training set contains 1,702 tracklets covering 702 identities in total, the query set contains 661 tracklets of 661 identities and the gallery set contains 2,636 tracklets of 1,110 identities. The dataset can be downloaded in [http://vipl.ict.ac.cn/database.php](http://vipl.ict.ac.cn/database.php).

### 5.2 Properties of Occluded-DukeMTMC-VideoReID

There are a few properties to make Occluded-DukeMTMC-VideoReID appealing. First, as shown in Tab. 3, it is the largest occluded person reID dataset to date. Second, previous datasets \([1, 2]\) only focus on the image setting. Occluded-DukeMTMC-VideoReID is the first occluded dataset for video-based person reID. Third, there are rich variations in Occluded-DukeMTMC-VideoReID, including different viewpoints and large variety of obstacles, including cars, trees, bicycles and other persons.

Because we care about the models’ performance on test set, we further give more statistical-orient analysis of the test set of Occluded-DukeMTMC-VideoReID dataset. Firstly, we give the fraction of occluded tracklets on query/gallery set. As described in Section 5.1, all query tracklets contain occlusion. So 100% tracklets of the query set has occlusion. And we count that above 70% tracklets of the gallery set has occlusion. Secondly, we annotate the fraction of occluded frames in each tracklet of query/gallery set. Furthermore, we count the tracklets ratio with a certain fraction of occluded frames. As shown in Tab. 1, above 60% tracklets have more than 80% occluded frames on query set, and above 30% tracklets have more than 80% occluded frames on gallery set. It indicates that the proposed dataset contains serious occlusion, which can well evaluate the performance of the models on occluded scenes. Thirdly, we annotate the occlusion fraction of each video frame on query/gallery set. In particular, we annotate each frame with label \( \{0, 1, 2, \ldots, 10\}^3 \). Further, in all occluded frames files can be downloaded in [http://vipl.ict.ac.cn/database.php](http://vipl.ict.ac.cn/database.php).

3. “0” denotes the frame without any occlusion, “1” denotes 0-10% fraction of the frame is occluded, and so on.
frames, we count the frame ratio with a certain of occlusion on query and gallery set in Tab. 2. We observe that about 65% frames contain less than 50% occluded regions, which shows the partial occlusion is more common on the dataset.

6 EXPERIMENTS

6.1 Datasets and Settings

We evaluate our method on an image occluded reID datasets, Occluded-DukeMTMC [2], a video occluded reID dataset, Occluded-DukeMTMC-VideoReID, four image holistic datasets, Market-1501 [63], DukeMTMC-reID [64], CUHK03 [24] and MSMT17 [65], and two video holistic datasets, MARS [26] and DukeMTMC-VideoReID [9].

Occluded-DukeMTMC is selected from DukeMTMC-reID by leaving occluded images as query and filtering out the images with same occlusion mode in the training set. The details can be seen in Tab. 3. There are a large variety of obstacles, making it is more challenging.

Occluded-DukeMTMC-VideoReID is our proposed video occluded reID datasets. See Section 5 for more details.

Market-1501 is a large-scale dataset that contains 1,501 identities. The dataset is split into two fixed parts: 12, 936 images from 751 identities for training and 19, 732 images from 751 identities for testing.

DukeMTMC is a subset of the multi-target, multi-camera pedestrian tracking dataset [66]. There are 36, 411 images belonging to 1, 404 identities. It contains 16, 522 training images of 702 identities, 2, 228 query images of the other 702 identities and 17, 661 gallery images.

CUHK03 dataset contains 13, 164 images of 1, 467 identities. Each identity is observed by 2 cameras. CUHK03 offers both hand-labeled and DPM-detected bounding boxes, and we use the latter in this paper following [47]. We adopt the new training/testing protocol proposed in [67], and denote CUHK03 as CUHK03-NP in the following part.

MSMT17 is the largest image person reID dataset. The training set contains 32, 621 images of 1, 041 identities, and the testing set contains 93, 820 images of 3, 060 identities. From the testing set, 11, 659 images are randomly selected as query images, and the others are used as gallery images.

MARS is the largest video reID benchmark with 1, 261 identities and 17, 503 sequences captured by 6 cameras. It consists of 631 identities for training and the remaining identities for testing. The bounding boxes are produced by DPM [68] detector and GMMCP tracker [69], such that it provides a more challenging environment similar to real-world applications.

DukeMTMC-VideoReID is a subset of the tracking dataset DukeMTMC for video reID. The dataset consists of 702 identities for training, 702 identities for testing, and 408 identities as distractors. In total, there are 2, 196 videos for training and 2, 636 videos for testing.

Implementation Details for Image ReID. For image reID, the input images are resized to 256 $\times$ 128. We use random flipping and random erasing [59] with a probability of 0.5 for data augmentation. The random erasing implicitly adds occluded images to the training set, which is conducive to the learning of our RFC block. The initial learning rate is set to 0.00035 with a decay factor 0.1 at every 20 epochs. Adam [70] optimizer is used with a minibatch size of 64 for 60 epochs training. The balance rate $\lambda_1$, $\lambda_2$ and $\lambda_3$ of loss function are set to 0.1, 0.5 and 0.05 respectively.

Implementation Details for Video ReID. For video reID, when training, we randomly sample 4 frames with a stride of 8 frames from the original full-length video to form an input video clip. RFCnet is trained for 150 epochs in total, with an initial learning rate of 0.0003 and reduced it with decay rate 0.1 every 40 epochs. The batch size is set to 32. Other setting and hyperparameters are the same as those in the experiments of image reID. Notably, the reason of using 4-frame clips when training is due to GPU memory limitations. In particular, when a larger input-clip length is used, we have to reduce the batch size due to GPU memory limitations. However, the small batch size may not be conducive to the optimization of RFCnet, resulting in performance degeneration.

In the test phase, for each video tracklet, we first split it into several 64-frame video clips. Then we extract the feature representation for each video clip and the final video feature is the averaged representation of all clips$^4$. So RFC can explore a long-term temporal contexts when testing. After feature extraction, the cosine distance between the query and gallery features are computed for retrieval.

Evaluation Metric. We use standard metrics as in most person reID literatures, namely Cumulative Matching Characteristic (CMC) curves and mean Average Precision (mAP), to evaluate the quality of different person reID models. All the experiments are performed in single query setting.

6.2 Evaluation on Occluded Person Datasets

Image Setting. Tab. 4 summarizes the results of our method and previous works on image occluded dataset. We also list the network backbone, loss function and extra information (key points and foreground) used by each method. For fair comparison, we re-implement RFCnet which uses the same backbone, loss function and extra information with the compared methods. In particular, when the extra key points are not used, RFCnet replaces APU by fixed partition with 6 regions (shown in Fig. 7). When the extra foreground information are not used, RFCnet removes the foreground-guided region feature extractor of RFC blocks.

As shown in Tab. 4, RFCnet consistently achieves the best performance under the same conditions. It is noted that: (1) The gaps between our results and those methods designed for holistic reID [47], [50], [62] are significant: about 10% improvement in term of mAP. This is because occlusions largely affect the feature extracting of holistic reID methods, leading to poor performance. (2) Some occluded reID methods [2] only extract the non-occluded parts for relieving the influence of occlusions. RFCnet outperforms these methods with an improvement up to 8.8% on mAP. We argue that the completion strategy in RFCnet is conducive to distinguish the different identities with seeming alike visible parts. In addition, different from the existing methods that only solve occlusion in the end, RFCnet can alleviate the occlusion corruptions in the earlier stages in a progressive manner. (3) Some reID methods [59], [61] employs a data augmentation mechanism which adds occluded images to the training set. RFCnet still achieve much better performance: about 10% improvement on mAP. Further, as a data augmentation technique, these works [59], [61] are compatible with our method to further lift the performance.

4. The parameters of RFC block is independent of the length of input sequences.
TABLE 4. Comparison with state-of-the-arts on on image occluded reID dataset, Occluded-DukeMTMC. The “CE” and “Triplet” indicate whether the methods use the cross-entropy loss and triplet loss to train. The “Key-points” and “Foreground” indicate whether the methods rely on extra supervision information from human pose model and human parsing model.

TABLE 5. Comparison with state-of-the-arts on video occluded reID dataset, Occluded-DukeMTMC-VideoReID. For fair comparison, we reproduce the other methods which use ResNet50 as the backbone network.

**6.3 Evaluation on Holistic Person Datasets**

**Video Setting.** Tab. 5 summarizes the result of our method and previous works on video occluded dataset. To make a fair comparison on Occluded-DukeMTMC-VideoReID, we implement several recent works using ResNet50 as backbone, which are trained with the combination of cross-entropy and triplet loss. Our method outperforms the best existing methods. (1) The works [38], [56] designed for holistic video reID treat each frame of a video equally, leading to the corruption of the video representation by occluded frames. RFCnet surpasses these works up to 29.6% and 27.7% in term of top-1 accuracy and mAP. (2) RFCnet outperforms the occluded reID methods [44], [45], [46] up to 15.2% mAP. These methods leverage a temporal attention network to select the non-occluded frames to alleviate occlusion. But it still leads to the spatial information loss and temporal information interrupt. The significant improvements can be attributed to the spatial-temporal information enhancement by feature completion in RFC blocks. (3) Existing completion-based reID methods [5] employ an image completion network to recover the appearance of occluded image pixels, which makes the reID framework too complicated and time consuming. Our RFCnet puts much less overhead with a much better performance: about 13.4% mAP gain. We argue that the improvement is due to our feature completion strategy where reID tasks can provide direct feedback to the completion task.

**Image Setting.** Tab. 6 compares RFCnet with the state-of-the-arts on four image reID benchmarks. Form the table, it can be seen that the proposed RFCnet achieves the competitive performance under all conditions. Firstly, RFCnet outperforms the occluded reID methods [2], [3], [4], [61]. RFCnet increases 2.0% and 2.2% mAP on Market-1501 and DukeMTMC respectively. The improvements demonstrate that the proposed feature completion is also more effective on holistic reID task. Secondly, RFCnet achieves comparable even superior results to the methods designed specifically for holistic reID [27], [47], [72], [74], which indicates the good generality of our method. On the other hand, our method only deals with the occlusion problem. Thirdly, RFCnet significantly outperforms previous methods on CUHK03-NP and MSMT17 datasets, which shows the superiority of our method on more challenge scenes. The effectiveness of our method also indicates that occlusion is an important issue and has important research significance in reID.

**Video Setting.** We then compare our method with state-of-the-arts on holistic video datasets. As shown in Tab. 7, our method achieves the best performance. It significantly outperforms the temporal-attention based methods [43], [45] by about 4.6% mAP on MARS, further showing the effectiveness of completion strategy. In addition, RFCnet surpasses the holistic reID methods [41], [75], [76] up to 4% mAP on MARS. We argue that the RFC blocks
TABLE 6. Comparison with state-of-the-arts on Market-1501, DukeMTMC, CUHK03 and MSMT17 datasets. “KP” denotes key-points and “F” denotes Foreground.

| Methods   | Backbone | Loss Function | External Clues | Market-1501 | DukeMTMC | CUHK03-NP | MSMT17 |
|-----------|----------|---------------|----------------|-------------|-----------|-----------|--------|
|           |          |               |                | mAP top-1   | mAP top-1 | mAP top-1 | mAP top-1 |
| PCB [47]  | ResNet50 | ✓             | ✓              | 77.4 92.3   | 66.1 81.8 | 54.2 61.3 | -      |
| AO [61]   | ResNet50 | ✓             | ✓              | 78.3 93.3   | 62.1 79.1 | 56.1 54.6 | -      |
| PCB+RPP [47] | ResNet50 | ✓             | ✓              | 81.6 93.8   | 69.2 83.3 | 57.5 63.7 | -      |
| CASN [71] | ResNet50 | ✓             | ✓              | 82.8 94.4   | 73.7 87.7 | 64.4 71.5 | -      |
| IAnet [72] | ResNet50 | ✓             | ✓              | 83.1 94.4   | 73.4 87.1 | -        | 46.8 75.5 |
| RFCnet    | ResNet50 | ✓             | ✓              | 84.8 94.5   | 76.5 87.7 | 69.7 73.3 | 51.5 76.4 |
| PGFA [2]  | ResNet50 | ✓             | ✓              | 76.8 91.2   | 65.5 82.6 | -        | -      |
| RFCnet    | ResNet50 | ✓             | ✓              | 85.7 94.5   | 76.6 87.7 | 69.9 73.5 | 52.7 77.7 |
| VPM [3]   | ResNet50 | ✓             | ✓              | 80.8 93.0   | 72.6 83.6 | -        | -      |
| BDB [73]  | ResNet50 | ✓             | ✓              | 84.3 94.2   | 72.1 86.8 | 69.3 72.8 | -      |
| Pyramid [74] | ResNet50 | ✓             | ✓              | 88.2 95.7   | 79.0 89.0 | 74.8 78.9 | -      |
| RFCnet    | ResNet50 | ✓             | ✓              | 88.2 95.1   | 80.1 89.5 | 76.5 79.9 | 59.2 81.7 |
| TPR [4]   | ResNet50 | ✓             | ✓              | 86.6 95.4   | 78.4 88.6 | 72.3 76.1 | -      |
| RFCnet    | ResNet50 | ✓             | ✓              | 88.6 95.1   | 80.6 89.9 | 77.3 80.9 | 59.3 81.9 |
| DSA [27]  | ResNet50 | ✓             | ✓              | 87.6 95.7   | 74.3 86.2 | 73.1 78.2 | -      |
| RFCnet    | ResNet50 | ✓             | ✓              | 88.7 95.1   | 80.5 90.0 | 76.5 80.0 | 59.6 81.9 |
| RFCnet    | ResNet50 | ✓             | ✓              | 89.2 95.2   | 80.7 90.7 | 78.0 81.1 | 60.2 82.0 |

TABLE 7. Comparison with related methods on MARS and DukeMTMC-VideoReID datasets.

| Methods   | Backbone | Loss Function | External Clues | MARS | Duke-VideoReID |
|-----------|----------|---------------|----------------|------|----------------|
|           |          |               |                | mAP top-1 | mAP top-1 |
| STAN [45] | ResNet50 | ✓             | ✓              | 65.8 82.3 | -      |
| EUG [9]   | ResNet50 | ✓             | ✓              | 67.4 80.8 | 78.3 83.6 |
| M3D [75]  | ResNet50 | ✓             | ✓              | 74.1 84.4 | -      |
| Snippet   | ResNet50 | ✓             | ✓              | 76.1 86.3 | -      |
| TAFD [76] | ResNet50 | ✓             | ✓              | 78.2 87.0 | -      |
| GLTP [43] | ResNet50 | ✓             | ✓              | 78.5 87.0 | 93.7 96.3 |
| VRSTC [5] | ResNet50 | ✓             | ✓              | 82.3 88.5 | 93.8 95.0 |
| RFCnet    | ResNet50 | ✓             | ✓              | 83.1 88.6 | 95.5 95.6 |
| COSAM [77] | ResNet50 | ✓             | ✓              | 79.9 84.9 | 93.7 96.3 |
| RFCnet    | ResNet50 | ✓             | ✓              | 85.7 90.5 | 96.6 96.8 |
| RFCnet    | ResNet50 | ✓             | ✓              | 86.3 90.7 | 97.0 97.6 |

utilize the rich visible clues to recover the occluded information, which eliminates the impact of occlusion and enhances the feature representation. Compared to VRSTC [5], RFCnet achieves 1.7% mAP gains on DukeMTMC-VideoReID with less computations. The improvements further demonstrate the superiority of completion on the feature level.

Notably, compared to holistic reID datasets, our RFCnet shows more superiority on occluded datasets. It demonstrates that the existing reID methods perform poorly on occluded scenes, while our method can relieve influence of occlusion and achieve better performance.

6.4 Ablation Study

To investigate the effectiveness of each component in RFC block, we conduct a series of ablation studies on the image occluded dataset Ocluded-DukeMTMC, and video occluded dataset Ocluded-DukeMTMC-VideoReID. We adopt modified ResNet50 as the baseline. In particular, the baseline uses modified ResNet50 as the feature extractor, which is trained by the combination of cross entropy loss and triplet loss. For fair comparison, the training details of the baseline are the same with RFCnet. Tab. 8 and 9 summary the comparison results for different settings. If there is no special explanation, the proposed block is inserted to the last residual block of stage2 layer of modified ResNet50.

TABLE 8. Ablation study on image occluded reID task. Param: the parameter number of the models; GFLOPs: the number of floating-point operations for an input image; TT: the training time of the models; IT: the inference time of retrieving all queries, where “m” denotes “minutes” and “s” denotes “seconds” (The timings are performed on a server with one NVIDIA 2080Ti GPU).

| Models          | Ocluded-DukeMTMC |
|-----------------|------------------|
|                 | Param. | GFLOPs | TT (m) | IT (s) | mAP top-1 |
| baseline        | 23.5M  | 4.06   | 72m    | 110s   | 45.8 53.9 |
| Foreground       | 23.5M  | 4.06   | 73m    | 110s   | 47.1 55.9 |
| Keypoint-Select | 23.7M  | 4.18   | 74m    | 111s   | 48.1 56.7 |
| SRFC             | 23.9M  | 4.20   | 75m    | 112s   | 51.8 60.9 |
| SRFC-A           |        |        | -      | -      | 50.6 58.6 |
| SRFC-P           |        |        | -      | -      | 51.3 60.0 |
| RFC (stage1)     | 23.7M  | 4.21   | 76m    | 112s   | 49.9 58.9 |
| RFC (stage2)     | 23.9M  | 4.20   | 75m    | 112s   | 51.8 60.9 |
| RFC (stage3)     | 25.2M  | 4.20   | 74m    | 111s   | 52.8 61.9 |
| RFC (stage4)     | 30.0M  | 4.63   | 80m    | 115s   | 49.5 58.2 |
| RFCnet-wo-Lp     |        |        | -      | -      | 52.9 62.0 |
| RFCnet-wo-Lp     |        |        | -      | -      | 52.5 61.4 |
| RFCnet-wo-Lsp    |        |        | -      | -      | 53.8 62.2 |
| RFCnet-wo-Lsp    |        |        | -      | -      | 54.0 62.5 |
| RFCnet-wo-Ltp    |        |        | -      | -      | 53.9 63.0 |
| RFCnet           | 25.6M  | 4.34   | 78m    | 119s   | 54.5 63.9 |

SRFC block as shown in Tab. 8 and 9, SRFC block consis-
tently improves the performance remarkably. Only employing the foreground masks (Foreground) to discard the occluded regions only leads to small improvements. While SRFC significantly outperforms Foreground by 4.7% and 8.8% mAP on Occluded-DukeMTMC and Occluded-DukeMTMC-VideoReID datasets respectively. The significant improvements indicate that the completion operation to recover occluded regions is more effective than the previous discard strategy on occluded reID.

We then investigate whether both appearance and position information are effective in SRFC. Tab. 8 and 9 compares different SRFC blocks: SRFC-A and SRFC-P that respectively uses the appearance assignment matrix ($S^A$) and position assignment matrix ($S^P$) in the encoding process. As seen, only employing the appearance information (SRFC-A) brings 4.8% and 11.3% mAP improvement on Occluded-DukeMTMC and Occluded-DukeMTMC-VideoReID datasets respectively. We argue that the appearance information is conducive to complete the partially occluded region by using remaining visible appearance feature in this region. SRFC-P also achieves better results than baseline which demonstrates the effectiveness of introducing position prior. By combining the appearance and position information, SRFC consistently achieves the best performance. The results validate the complementary of appearance and position information for spatial completion.

**Compare SRFC to fixed selecting regions based on human keypoints.** In order to verify the effectiveness of the adaptive clustering in SRFC block, we further explore the strategy of grouping the regions based on the human keypoints (denoted as keypoints-select). In particular, we respectively assign the regions belonging to “head” ($\{R_1\}$), “upper-body” ($\{R_2^U\}$) and “lower-body” ($\{R_3^L, R_4, R_5, R_6\}$) to a cluster. As shown in Tab. 8 and 9, SRFC significantly outperforms keypoint-select by 4.2% and 5.0% mAP on Occluded-DukeMTMC and Occluded-DukeMTMC-VideoReID respectively. We argue that the fixed clustering of keypoint-select is difficult to deal with all occlusion patterns, resulting in the performance degeneration.

**TRFC block.** We further assess the effectiveness of TRFC block on video occluded reID task. As shown in Tab. 9, TRFC individually outperforms baseline by above 10% mAP and top-1 accuracy. We attribute the significant improvements to the effectiveness of capturing long-term temporal clues. TRFC blocks can attend the information from distant frames, which makes the completed features more precise and semantically consistent with the whole video sequence. When we integrate SRFC and TRFC blocks together to RFC block, the performance can be further lifted by 7.2% mAP and top-1 accuracy. The reason is that SRFC and TRFC complete occluded features in different ways and will facilitate each other.

**Arrangement of SRFC and TRFC modules.** We compare three different ways of arranging SRFC and TRFC modules: sequential SRFC and TRFC blocks (S-T-RFC), sequential TRFC and SRFC blocks (T-S-RFC) and parallel use of both modules (S+T-RFC). As each module has different functions, the combining mode and order may affect the overall performance. Tab. 9 summarizes the experimental results on different arranging modes. We can see that the sequentially arrangement performs better than the parallel mode. The sequential modes enable a progressive completion where one module gives a coarse prediction and the other refines the initial prediction. In this way, the completion difficulty is decomposed thus can produce a finer feature. Note that all the combining methods outperform adding SRFC and TRFC independently, showing that utilizing both modules is crucial and the best-arranging strategy further pushes performance.

We observe that the spatial-first order performs slightly better than the temporal-first order. We argue that S-T-RFC is more conducive to recover the appearance of fully occluded regions. In particular, SRFC and TRFC use complementary contexts, where SRFC focuses on “spatial” with “appearance and position” information, while TRFC focuses on “temporal” with “only appearance” information. So for a fully occluded region without appearance clues, it is difficult for TRFC to find the correlated frames, which may produce inaccurate feature recovering. On the contrary, SRFC can use extra position information to roughly recover the feature of the fully occluded region. After that, TRFC can use the recovered appearance information to accurately attend the correlated non-occluded frame. Therefore, we sequentially arrange SRFC and TRFC modules in this work.

**Location of RFC block within the network.** The effect of the RFC block is evaluated by plugging it after each stage of ResNet50. The network is trained and evaluated on Occluded-DukeMTMC-VideoReID datasets respectively.

![Fig. 7. The top-1 accuracy and mAP using fixed partition and adaptive partition strategies (APU) with different region numbers on Occluded-DukeMTMC-VideoReID](image-url)
The Partition Regions

scale variation

To detect the same body region. We further compare APU with a degenerate solution, where multiple transforms learn information, which utilizes the human keypoints to guide the learning location. However, APU incorporates the human structure information, in which the second block can complete the occluded feature on the basic of the prediction of the first block and then provide some complementary features.

Adaptive Partition Strategy. In this part, we evaluate the effectiveness of the proposed APU. As shown in Fig. 7, we evaluate multiple variants of our method that use fixed partition/APU w.r.t. different region numbers. As seen, the proposed adaptive partition consistently outperforms the fixed partition, showing the superiority of adaptive partition strategy. We argue that the fixed partition is prone to the spatial misalignment of person images. Thus the regions produced by fixed partition lack precise semantics which is not conduct to the spatial-temporal correlation modeling for feature completion.

We observe that APU achieves the best performance when the region number is 6. We argue that: 1) too small region number cannot accurately locate the occluded body parts; 2) too large region number may divide the non-occluded part into multiple regions, which damages the semantics of the corresponding part. Specifically, we observe that the occlusion typically occurs on the lower part of the pedestrians, and the head and upper-body parts are usually fully visible on Occluded-DukeMTMC and Occluded-DukeMTMC-VideoReID datasets. So when the divided region number is set to 8, the head and upper-body parts are both divided into two regions, which damages the semantics of the two parts, resulting in inferior performance.

APU is conceptually similar to STN [78] because both are designed to learn a transformation matrix for informative part location. However, APU incorporates the human structure information, which utilizes the human keypoints to guide the learning of transformation. Without the keypoints guidance, STN easily produces a degenerate solution, where multiple transforms learn to detect the same body region. We further compare APU with STN where APU is replaced by STN in RFC block. STN achieves 49.1% mAP and 53.9% top-1. So APU significantly outperforms STN by 6.4% mAP, which verifies the superiority of APU.

Effect of Key-points Constraint $L_k$. To evaluate the contribution of proposed key-points constraint $L_k$, we train RFCnet without $L_k$ (RFCnet-wo-$L_k$) and report the results. As shown in Tab. 8 and 9, the results of RFCnet consistently outperform that of RFCnet-wo-$L_k$ on both image and video occluded benchmarks. This confirms the effectiveness of using key-points constraint. We also visualize the learnt partitions of RFCnet and RFCnet-wo-$L_k$ in Fig. 8 (a). We observe that RFCnet is able to produce an adaptive meaningful partition, in which each region focuses on a specific body part. On the contrary, the divided regions tend to be disorganized and lack specific semantics in RFCnet-wo-$L_k$. Therefore, it is difficult for RFCnet-wo-$L_k$ to capture spatial-temporal clues between different body parts, resulting in a poor completion and performance degradation.

Notably, our keypoints locator can deal with the hard cases, where the person images only contain a few body parts due to imperfect pedestrian detection. Fig. 9 visualizes some examples. We observe that: (1) the keypoints locator can still accurately locate the contained body parts even under severe scale variation. We argue that the locator aims to predict four coarse keypoints, which is less sensitive to scale variation. (2) the locator learns to generate corresponding boundary values when the keypoints cannot be detected. For example, for the images in Fig. 9 (b), the keypoints hip and knee are missed and the locator predicts both $a^2$ and $a^3$ to $h$. In this way, these images are divided into two regions, i.e., head and upper body, which can generate accurate local representation of contained regions and empty representation of non-contained regions.

Effect of Foreground Maps Constraint $L_f$. To evaluate the effectiveness of foreground maps constraint $L_f$, we also show the results of RFCnet trained without $L_f$ (RFCnet-wo-$L_f$). Experimental results are presented in Tab. 8 and 9. We can clearly observe that RFCnet significantly outperforms RFCnet-wo-$L_f$, which demonstrates the effectiveness of foreground map constraint. Similarly, we visualize the learnt foreground maps of RFCnet and RFCnet-wo-$L_f$ in Fig. 8 (b). As seen, the generated foreground maps of RFCnet can accurately detect the person parts. On the contrary, the learnt foreground maps of RFCnet-wo-$L_f$ tend to be messy and may focus on background and occluded regions. Therefore, it is difficult for RFCnet-wo-$L_f$ to eliminate the interference of obstacles, resulting in performance degradation.

Effect of Assignment Regularization Terms $L_a$ and $L_p$. To evaluate the effectiveness of assignment regularizations, we respectively train RFCnet without $L_a + L_p/L_a/L_p$ (RFCnet-wo-$L_{ap}$/RFCnet-wo-$L_a$/RFCnet-wo-$L_p$). As shown in Tab. 8 and 9,
RFCnet consistently outperforms the other three models, indicating the effectiveness of proposed assignment regularizations. We also visualize the learnt assignment matrix $S$ of RFCnet-wo-$L_{ap}$ and RFCnet in Fig. 10. As seen, RFCnet-wo-$L_{ap}$ may produce degenerate assignment matrix for severely occluded image. We argue that when a person is severely occluded, there is little valid information to be used. In this case, RFCnet-wo-$L_{ap}$ is difficult to identify which regions are relevant, and tends to assign all regions to a cluster. On the contrary, the assignment regularization terms ($L_{a1}/L_{p}$) explicitly constrain the similarity of assignment vectors to be consistent with the appearance/position similarity of corresponding regions. Therefore, for the appearance-dissimilar regions ($R^1$ and $R^2$ in Fig. 10) and distant regions ($R^1$ and $\{R^1, R^5, R^6\}$), RFCnet can learn to assign them to different clusters, producing a reasonable assignment matrix.

**Complexity Comparisons.** To illustrate the cost of RFC blocks, we report the number of network parameters (Params), the number of floating-point operations (GFLOPs) and training and testing time in Tab. 8 and Tab. 9. We can observe that RFC block introduces small computational and time overhead. For example on image reID task, RFCnet requires 4.34 GFLOPs, corresponding to only 6.8% relative increase over original model. RFCnet introduces 2.1M parameters corresponding to 8.9% relative increase over baseline. And RFCnet requires 78 minutes(m) training time and 119 seconds(s) inference time, corresponding to 8.3% and 8.2% relative increase over baseline. The small additional overhead required by RFCnet is justified by its contribution to model performance.

**6.5 Performance Analysis between video and image.**

As shown in Tab. 4 and 5, RFCnet achieves much better performance on Occluded-DukeMTMC-VideoReID than Occluded-DukeMTMC datasets. We argue that there are two main reasons for this phenomenon. Firstly, the occlusion issue can be partially solved by the non-occluded frames of input sequence on Occluded-DukeMTMC-VideoReID. Fig. 11 visualizes a query of the same pedestrian on Occluded-DukeMTMC and Occluded-DukeMTMC-VideoReID. On Occluded-DukeMTMC, the lower-body of the person is completely occluded, so the model is only able to distinguish the identity based on upper-body part. While the integral appearance of the person can be obtained by the non-occluded frames on Occluded-DukeMTMC-VideoReID, which alleviates the information loss caused by occlusion. Also, as shown in Tab. 8 and 9, baseline achieves 15% higher performance on Occluded-DukeMTMC-VideoReID than Occluded-DukeMTMC, which implicitly shows that the input sequences with more frames can partially solve the occlusion issue.

Secondly, the proposed Temporal Region Feature Completion (TRFC) block brings additional performance gains on Occluded-DukeMTMC-VideoReID. As shown in Fig. 11, the lower-body of the person is completely occluded with no appearance clues. In this case, it is difficult for SRFC block to accurately predict its feature. On the contrary, TRFC can use the visible information from the non-occluded frames, which is conducive to accurately recover the appearance of occluded frames thus achieves better performance. In addition, as shown in Tab. 8 and 9, SRFC brings 10% and 13.8% top-1 gains over baseline on Occluded-DukeMTMC and Occluded-DukeMTMC-VideoReID respectively, and TRFC brings 10.3% more top-1 gain on Occluded-DukeMTMC-VideoReID. The results also show that the additional performance gain over baseline on Occluded-DukeMTMC-VideoReID is mainly brought by TRFC block.

**6.6 Parameter Analysis**

Fig. 12 evaluates the influence of the hyper-parameters $\lambda_1$, $\lambda_2$ and $\lambda_3$ (Eq. 13) on Occluded-DukeMTMC dataset. We respectively evaluate each hyper-parameter, where we change its value and fix the other hyper-parameters to the optimal values. Notably, we split 100 identities from the original training set as the validation set, and use the validation set to tune the hyper-parameters. The phenomenon w.r.t different hyper-parameters on validation set is consistent with that on test set. So we only show the performance on the test set in Fig. 12.

Firstly, we change $\lambda_1$ from 0 to 0.3 to learn different models. As shown in Fig. 12 (a), the performance of different $\lambda_1 > 0$ consistently outperforms that of $\lambda_1 = 0$, which further verifies the effect of key-points constraint $L_k$. In addition, the performance of different $\lambda_1$ is stable, indicating the robustness of RFCnet to various $\lambda_1$. We can find that RFCnet achieves the best performance when $\lambda_1 = 0.1$. Secondly, we change $\lambda_2$ from 0 to 1.0. As shown in Fig. 12 (b), the performance of different $\lambda_2 > 0$ fluctuates in a small range and achieves the best performance when $\lambda_2 = 0.5$. Finally, we change $\lambda_3$ from 0 to 1.0. We observe that the performance of different $\lambda_3 > 0$ consistently outperforms that of $\lambda_3 = 0$, indicating the effect of assignment regularization terms. And RFCnet achieves the best performance when $\lambda_3 = 0.05$. Therefore, we choose to use $\lambda_1 = 0.1$, $\lambda_2 = 0.5$ and $\lambda_3 = 0.05$ in our work.
6.7 Visualization RFC Block

Visualizing SRFC module. For qualitative analysis, we visualize the completed features by SRFC, where we insert a RFC block after stage 3 layer of ResNet50. Fig. 13 visualizes the initial region features (f in Fig. 5), the completed region features by SRFC module (o in Fig. 5), the encoding matrix (A) and decoding matrix (B) respectively. It is clear that, for the two persons occluded by a car, the appearance information of the lower-leg almost disappears in the initial feature f. In addition, since the two persons wear similar upper clothes, the features of upper body are not very discriminative. The above two factors make the initial features insufficient to distinguish the two pedestrians. On the contrary, SRFC module completes the features of lower-body, making the updated features more distinguishable. As seen, R^5 is partially occluded where the remaining visible area has a similar appearance to R^3. With the proposed appearance assignment regularization, the encoding matrix assigns R^5 and R^3 to a cluster c^3. And the fully occluded region R^6 is very close to R^2. With the proposed position assignment regularization, the encoding matrix assigns R^4 and R^6 to a cluster c^5. Then the decoding matrix distributes the feature of c^1/c^3 to R^3/R^6. So the occluded region can use the information of correlated non-occluded region in the cluster to recover its appearance.

Notably, the assignment of SRFC is adaptive to the occlusion mode of input image. For example, as shown in Fig. 14, the regions R^3 and R^5 of the input image are fully occluded. With the appearance assignment regularization, SRFC assigns appearance-dissimilar regions R^3 (pants) and R^6 (shoes) to different clusters. With the position assignment regularization, SRFC assigns R^3 and the closest R^4 to a cluster c^3, and R^5 and the closest R^6 to a cluster c^3. Overall, SRFC produces a assignment mode that is different from Fig. 13, which can still effectively recover the features of occluded regions.

Visualizing TRFC module. We further visualize the completed features by TRFC, where we insert a RFC block after stage 3 layer of ResNet50. Fig. 15 visualizes the initial features of region R^4 (o^4 in Fig. 6), updated region feature (e^4 in Fig. 6) and the gating weight (g in Fig. 6) of the input sequence. It is clear that, the occlusion affects the initial region features, i.e., the feature substantially changes as occlusion happens. TRFC can utilize the memory mechanism to capture the temporal clues of other frames. Therefore, with the aggregation of other frames’ information, the features of occluded regions can be recovered to describe the original body parts, as shown in Fig. 15 (b). We can also observe that TRFC assigns lower gating weights to the occluded regions. It indicates that the features of occluded regions are suppressed during temporal completion operation and the final video feature can better describe the target person.

6.8 Visualizing Retrieval Results

In this section, we qualitatively demonstrate the performance of RFCnet by showing some ranking examples. Fig. 16 shows some retrieval examples of existing methods, PCB [47] and PGFA [2], and our RFCnet method on Occluded-DukeMTMC. The retrieval results show that PCB is prone to mix the information of the target person and obstacles, resulting in retrieving a wrong person with similar obstacle. Although PGFA utilizes the pose landmarks to alleviate the interference of obstacle, it still exists the information loss. As shown in Fig. 16, because of discarding the occluded regions, the characteristic of upper-body dominates the probe feature in PGFA. This makes PGFA tend to retrieve the wrong pedestrians with similar upper clothes. On the contrary, our RFCnet can complete the lower-body feature and form a full characteristic of the target identity. So RFCnet can work successfully in the case.

Failure Cases. We additionally show some failure cases of RFCnet in Fig. 17. Our method may fail to deal with the cases with severe occlusion. (1) When a person is severely occluded by other person, the model may mistake the disturbed person as the target pedestrian, resulting in wrong retrieval results. For example, as illustrated in Fig. 17 (a), given a probe image where the target person is severely occluded by another pedestrian, our model retrieves wrong person images with similar appearance to the disturbed person. (2) When a person is extremely occluded by static object, it is difficult for our model to predict the features of
In this paper, we propose a RFC block for occluded person reID. The RFC block jointly captures the long-range spatial context and long-term temporal contexts for recovering the occluded regions. By recovering the occluded features, our method can suppress the noise and alleviate the information loss caused by occluded regions on the target person. Besides, to facilitate the research on the Video Occluded reID problem, we introduce a large-scale dataset, Occluded-DukeMTMC-VideoReID. Extensive experiments on image and video reID demonstrate the effectiveness of our proposed method, especially on occluded datasets.

Occluded person reID remains largely an unsolved problem and we argue that: (1) The completion strategy that recovers the appearance of occluded regions usually performs better than the discarding strategy to ignore the occluded regions. The discarding strategy only considers the non-occluded parts to measure the partial similarity, leading to measure inconsistency. While the completion strategy can obtain a complete representation of the target person, which is conducive to distinguish the persons with similar non-occluded parts. (2) The feature level completion is superior to image level completion. The feature completion can capture the longer-range spatial and longer-term temporal contexts to achieve better completion. Moreover, the feature completion is lightweight and can be readily inserted into a reID network end-to-end. So we suggest that the feature level completion strategy should be given priority for occluded reID task.

In the future, we intend to explore a better combination mode of spatial and temporal completion mechanism for occluded reID, such as collaborative integration. We will also apply our method in other computer vision tasks on occlusion scenes, e.g., tracking and detection.
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