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Deep Learning-Based Prediction of Physical Stability considering Class Imbalance for Amorphous Solid Dispersions
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This research is aimed at predicting the physical stability for amorphous solid dispersion by utilizing deep learning methods. We propose a prediction model that effectively learns from a small dataset that is imbalanced in terms of class. In order to overcome the imbalance problem, our model performs a hybrid sampling which combines synthetic minority oversampling technique (SMOTE) algorithm with edited nearest neighbor (ENN) algorithm and reduces the dimensionality of the dataset using principal component analysis (PCA) algorithm during data preprocessing. After the preprocessing, it performs the learning process using a carefully designed neural network of simple but effective structure. Experimental results show that the proposed model has faster training convergence speed and better test performance compared to the existing DNN model. Furthermore, it significantly reduces the computational complexity of both training and test processes.

1. Introduction

Amorphous solid dispersion (ASD) has been widely used in pharmaceutical industry for the enhancement of solubility and bioavailability of poorly water-soluble drugs. ASD relies on the concept of dispersing drug molecules into polymer carriers through constraints to form homogeneous amorphous systems. Since drugs exist in the state of separated molecules in this dispersion system, lattice energy to be overcome during decomposition can be completely avoided, and thus the solubility can be increased. Despite the utility of ASD, physical stability remains a challenging issue for formulation scientists.

Unraveling the chemical properties of substances is a key problem and challenge for drug development. Current pharmaceutical formulation development still strongly relies on the traditional trial-and-error methods of pharmaceutical scientists. This approach is a time-consuming and costly process. Indeed, to ensure both patient safety and drug effectiveness, prospective drugs must undergo a competitive and long procedure. For instance, the physical stability test of amorphous solid dispersion (ASD) needs at least three months to six months by trial-and-error experiments. Moreover, the mechanism of physical stability of ASD is still poorly understood and the theoretical approaches need large amount of physicochemical information of each component and plenty of professional knowledge.

Machine learning has the potential to facilitate data-driven decision making, accelerates processes, and reduces failure rates. For this reason, machine learning has been used in many pharmaceutical applications from drug discovery to drug development. In the drug discovery, one of the early areas in which machine learning is applied is quantitative structure activity relationship (QSAR). QSAR is a strategy based on the idea that when we change a structure of a molecule then also the activity or property of the substance will be modified. Since QSAR research involves complex and nonlinear characteristics, various machine learning tools
such as artificial neural network (ANN), support vector machine (SVM), decision tree (DT), random forest (RF), radial basis function neural network (RBFNN), and $k$-nearest neighbors (KNN) are widely used [1, 2]. The process of drug development can be divided into pre-formulation and formulation stage. In the preformation stage, the physicochemical properties of a drug substance are assessed. Determining the physicochemical properties of a drug substance is very important because it governs various parameters, such as its solubility, stability, interaction with excipients, and bioavailability [3]. In this area, important progress has been achieved in utilizing the emerging machine learning techniques such as ANN for solubility prediction [4] and transfer learning and multitask learning for pharmacokinetic parameter prediction [5]. In the formulation stage, pure drug substances are formulated into drug products to be administered by patients. Neural networks including the drug substances are formulated into drug products to be administered by patients. Neural networks including the deep neural network (DNN) have gained significant interest in this area. As an example, a DNN architecture was proposed for predicting the disintegrating time of oral disintegrating films and oral disintegrating tablets [6].

For poorly soluble orally administered drugs, the absorption rate is often controlled by the dissolution rate of the drug in the gastrointestinal tract. Various techniques have been used to improve the dissolution rate of sparingly soluble drugs in water. Among them, ASD technique is widely used to obtain the amorphous state of drug and improves the dissolution rate of drugs, hence increasing bioavailability. However, amorphous drug is generally unstable and easily crystallized. Thus, the stability of ASD has become the key issue to hinder the commercialization of this technique. The physical stability test for ASD needs at least three months to six months by trial-and-error experiments, which is a time-consuming and costly process. In addition, the mechanism of physical stability of ASD is still poorly understood [7]. In recent years, several theories about the ASD stability were discussed in [8]. However, these theoretical models need large amount of physicochemical information of each component and plenty of professional knowledge. Moreover, the prediction capability of these models was quite limited with the uncontrolled error due to the mathematical hypothesis.

Recently, to improve efficiency and accuracy of ASD formulation development, an intelligent system for the stability prediction of ASD by machine learning approaches was proposed in [9]. The outcomes suggested that the DNN model has the best performance among their machine learning models. However, for small and imbalanced data, the DNN model may cause overfitting problem and the test performance deterioration due to its inefficient structure.

In this paper, we investigate deep learning methods for stability prediction of ASD and propose a new architecture of prediction model. One of the main contributions is that the proposed model can effectively learn from small dataset with imbalanced input space due to the limited experimental data. Another contribution is that our model is suitable for avoiding overfitting. As a result, our model shows better test performance with fewer training parameters and epochs than the existing DNN model in [9].

2. Methodology

2.1. Dataset. An open dataset [10] is used for fair performance comparison. The data were collected from the “Web of Science” database and regenerated by extracting only samples with the same features. The dataset contains four parts: formulations, process parameters, experimental conditions, and stability results. The experimental conditions include the environmental temperature and relative humidity. The dataset is split into the training set and test set. The training set has 103 data samples with 15 features such as molecular weight, melting point, XLogP3, hydrogen bond donor count, hydrogen bond acceptor count, rotatable bond count, topological polar surface area, heavy atom count, complexity, logS, polymers, drug loading ratio, hot melt extrusion, temperature, and relative humidity. The test set has 20 data samples with the same features above. The stability results are individually given for two labels of 3 months and 6 months. Each label is represented as the numbers “1” for stable and “0” for unstable until the corresponding period.

Unfortunately, the mechanism of physical stability of ASD is not yet well understood, and how the relationship between features affects the stability prediction has not been theoretically established. Therefore, we need an effective model design that enables the prediction by extracting linear as well as non-linear characteristics from the given input data.

2.2. Data Preprocessing. It is worth noting that the stability results were classified into four in [9]. Dual binary classification work was performed through multitask learning to predict the stability after 3 and 6 months. However, it is practically impossible to become unstable after 3 months and stable after 6 months, so considering the corresponding class leads to the performance degradation. In this paper, we reformulate the stability results as three classes: (1) a class that the stability is not maintained until 3 months, (2) a class that the stability is maintained until 3 months, but not until 6 months, and (3) a class that the stability is maintained until 6 months.

In the dataset, the number of samples is not the same for all the classes. The data imbalance problem could be one of the main causes that degrade the performance of classification task. To address this problem, an oversampling technique may be used to generate samples of a class with a relatively insufficient number of samples. Synthetic Minority Oversampling TEchnique (SMOTE) [11] and ADaptive SYNthetic sampling (ADASYN) [12] are used as representative oversampling techniques. Using these techniques, we obtained a dataset containing about 200 samples for each class. In addition, we considered undersampling techniques, Tomek Links (TL) [13], one-sided selection (OSS) [14], and edited nearest neighbor (ENN) [15], and condensed nearest neighbor (CNN) [16], for removing a few samples at class boundaries to further improve classification performance. To obtain both the advantages of oversampling and undersampling, we also considered hybrid sampling techniques, SMOTE+ENN [17] and SMOTE+TL [18]. Finally, we selected a hybrid sampling technique, SMOTE+ENN, that
Figure 1: The correlation of the features in the training set.

Figure 2: The relative importance of the features obtained by XGBoost.
has the best performance. After the sampling, we apply standard scaler to standardize the features so that they are centered around 0 with a standard deviation of 1.

As the next step, we reduce the dimensionality of the features using principal component analysis (PCA) [19]. This algorithm is based on the search of orthogonal directions explaining as much variance of the data as possible. It reduces the dimension of a dataset and increase the speed of the training. In order to determine the amount of the reduction, we calculate the correlation of the features in the training set. It is presented in Figure 1. We also measure the relative importance of the features using eXtreme Gradient Boosting (XGBoost) [20]. XGBoost is an advanced implementation of gradient boosting framework. Boosting algorithms iteratively learn weak classifiers and then add them to a final strong classifier. In this process, we can calculate the relative importance of features. The relative importance obtained by XGBoost is presented in Figure 2. From the results, we can see that a feature of low importance is highly correlated with one another. For example, the least important feature, XLogP3, is strongly correlated with molecular weight. Based on these observations, we reduce the dimensionality of the features from 15 to 13 using PCA. As a result, we can not only reduce the computational cost of the classification model but also improve the performance of the model.

2.3. Model Architecture. The neural network architecture used in [9] is shown in Figure 3. A multitask learning technique was adopted to extract the common information in the low-level features among the 3-month and 6-month tasks. This network contained two parts: the first part was the shared layers, and the second part was the task layers. Four shared layers with 512, 256, 128, and 32 neurons were implemented to extract the common features from the raw data. The task layers with two branches were implemented to extract the specific features for the 3- and 6-month stability predictions, respectively. Each subpart of the task layers contained 3 layers of 32 neurons. For the layers, weights are initialized with Glorot uniform distribution [21] and biases are initialized to zero. In the network, hyperbolic tangent function was chosen as the activation function in the hidden layers and sigmoid in the output layers. The loss weights for two tasks were 0.5. The Adam optimizer [22] was adopted with parameters, $\alpha = 0.00001$, $\beta_1 = 0.9$, and $\beta_2 = 0.999$. The batch gradient descent took 1400 epochs.

The proposed neural network architecture is shown in Figure 4. The neural network included two hidden layers; the first layer containing 512 neurons and the second layer containing 128 neurons. For the layers, both weights and biases are initialized randomly with standard normal distribution. The two hidden layers used Sigmoid function as the activate function, while the last output layer used Softmax function for the multiclass classification. The Adam optimizer was adopted with parameters, $\alpha = 0.0001$, $\beta_1 = 0.9$, and $\beta_2 = 0.999$. The batch gradient descent took 100 epochs. Note that the number of epochs in the proposed model is only 7.14% of the number of epochs in the model used in [9], and the number of training parameters is also significantly reduced.

3. Results and Discussion

3.1. Model Performance Criterion. The common evaluation metrics for machine learning models are accuracy, precision,
recall, and $F_1$-score. The metrics derive from four types of outcomes for prediction: true positive (TP), false positive (FP), true negative (TN), and false negative (FN). TP means that data samples labelled as positive are actually positive. FP means that data samples labelled as positive are actually negative. TN means that data samples labelled as negative are actually negative. FN means that data samples labelled as negative are actually positive.

Accuracy is a ratio of corrected predictions to total predictions. It is defined as follows:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}. \quad (1)$$

If a dataset is asymmetric, that is, the numbers of positive and negative samples are different, it is proper to consider other metrics, such as precision, recall, and $F_1$-score, as well.

Precision is a ratio of corrected positive predictions to total positive predictions. Therefore, precision measures how many predictions are correct among all samples labelled as positive. The definition of precision is as follows:

$$\text{Precision} = \frac{TP}{TP + FP}. \quad (2)$$

Recall is a ratio of corrected positive predictions to total actual samples. Therefore, recall measures how many actual samples the model can label. The definition of recall is as follows:

$$\text{Recall} = \frac{TP}{TP + FN}. \quad (3)$$
Table 1: The performance comparison of models applying various sampling techniques to the proposed neural net architecture.

|                | Without sampling | Oversampling | Undersampling | Hybrid sampling |
|----------------|------------------|--------------|---------------|-----------------|
|                |                  | SMOTE | ADASYN | TL | ENN | OSS | CNN | Smote+ENN | Smote+TL |
| Training set   |                  | 0.864 | 0.998 | 0.99 | 1.0 | 1.0 | 1.0 | 1.0       | 1.0       |
| Accuracy       |                  | 0.864 ± 0.063 | 0.957 ± 0.027 | 0.924 ± 0.036 | 0.871 ± 0.087 | 0.8 ± 0.041 | 0.877 ± 0.077 | 0.8 ± 0.078 | 0.971 ± 0.019 | 0.958 ± 0.025 |
| Test set       |                  | 0.85 | 0.9 | 0.8 | 0.9 | 0.8 | 0.8 | 0.65 | 0.95 | 0.9 |
| Training set   |                  | 0.865 | 0.998 | 0.99 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| Precision      |                  | 0.88 ± 0.071 | 0.959 ± 0.026 | 0.933 ± 0.028 | 0.904 ± 0.062 | 0.651 ± 0.059 | 0.908 ± 0.049 | 0.814 ± 0.17 | 0.974 ± 0.016 | 0.96 ± 0.024 |
| Test set       |                  | 0.864 | 0.86 | 0.864 | 0.86 | 0.887 | 0.826 | 0.725 | 0.96 | 0.86 |
| Training set   |                  | 0.864 | 0.998 | 0.99 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| Recall         |                  | 0.864 ± 0.063 | 0.957 ± 0.027 | 0.924 ± 0.036 | 0.871 ± 0.087 | 0.8 ± 0.041 | 0.877 ± 0.077 | 0.8 ± 0.078 | 0.971 ± 0.019 | 0.958 ± 0.025 |
| Test set       |                  | 0.85 | 0.9 | 0.8 | 0.9 | 0.8 | 0.8 | 0.65 | 0.95 | 0.9 |
| Training set   |                  | 0.86 | 0.998 | 0.99 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.998 |
| F1-score       |                  | 0.857 ± 0.071 | 0.957 ± 0.027 | 0.921 ± 0.038 | 0.869 ± 0.082 | 0.715 ± 0.054 | 0.867 ± 0.093 | 0.765 ± 0.116 | 0.971 ± 0.019 | 0.958 ± 0.025 |
| Test set       |                  | 0.842 | 0.878 | 0.812 | 0.878 | 0.825 | 0.803 | 0.676 | 0.952 | 0.878 |
In this section, we evaluate and compare the performance of the proposed model and existing models in [9]. The evaluation metrics are precision, recall, F1-score, and accuracy. Figures 5–8 show the original data samples and the number of samples generated by each sampling method used in the experiment. Figure 5 confirms that the data imbalance problem is very serious in the original dataset. In addition, it is confirmed through Figures 6–8 that the imbalance problem is alleviated through the sampling technique.

Table 1 shows that the performance comparison of models applying various sampling techniques to the proposed neural network architecture. At first, we divided the training set and the test set at a 103/20 ratio. After the sampling, we performed 5-fold cross-validation for verification and parameter tuning. In this case, we used a stratified k-fold with random shuffling. Comparing oversampling techniques, SMOTE outperforms ADASYN on both the training set and test set. Because undersampling is trained on a relatively small number of samples than oversampling techniques, it is more prone to overfitting problems. However, among them, ENN is showing relatively good performance.

However, among them, TL and ENN are showing relatively good performance. Therefore, the performance of SMOTE +ENN combining oversampling SMOTE and undersampling ENN and SMOTE+TL combining oversampling SMOTE and undersampling TL were compared. As a result, it was confirmed that SMOTE+ENN had the best performance.

Figure 9 shows the change in the loss value as the number of epochs increases in the learning process for each sampling technique. In the figure, the blue curve is the result of the training set and the green curve is the result of the validation dataset. Note that the larger the difference between the two curves, the more overfitting problems arise. From the result, we can expect that SMOTE+ENN ensures the most stable performance by avoiding overfitting.

Given the small size of the dataset, complex deep learning models are prone to overfitting. To verify the performance of the proposed deep learning model, we compared the performance by applying sampling techniques to ensemble machine learning methods, random forest (RF), and light gradient boosting machine (lightGBM) that showed excellent performance in [9]. Tables 2 and 3 show the performance of RF and lightGBM, respectively. We also compared the performance of the machine learning models without sampling as an ablation study. As a result, it was confirmed that there is a limitation in prediction performance due to the data imbalance when any sampling method is not used. Among the sampling methods, hybrid samplings show the best performance as in the proposed model. However, they still show worse performance than that of the proposed model.

Table 4 shows the performance comparison of the final proposed model and the existing DNN model [9]. From the results summarized in Table 4, it is confirmed that the proposed model significantly outperforms the existing DNN model [9] for all the four evaluation metrics introduced above. In particular, the proposed model obtained 100% accuracy in the training set and 95% accuracy even in the test set.
Table 2: The performance comparison of models applying various sampling techniques to the RF [9].

|                     | Without sampling | Oversampling | Undersampling | Hybrid sampling |
|---------------------|------------------|--------------|---------------|-----------------|
|                     | Accuracy         | Precision    | Recall        | F1-score        |
| Training set        | 1.0              | 1.0          | 1.0           | 1.0             |
| 5-fold cross-validation | 0.691 ± 0.095   | 0.947 ± 0.015 | 0.931 ± 0.023 | 0.8 ± 0.089     |
| Test set            | 0.85             | 0.9          | 0.8           | 0.6             |
|                     | 1.0              | 0.985        | 0.975         | 1.0             |
| 5-fold cross-validation | 0.724 ± 0.083   | 0.948 ± 0.014 | 0.978 ± 0.02  | 0.846 ± 0.078   |
| Test set            | 0.83             | 0.933        | 0.83          | 0.77            |
|                     | 1.0              | 0.985        | 0.973         | 1.0             |
| 5-fold cross-validation | 0.691 ± 0.095   | 0.947 ± 0.015 | 0.931 ± 0.023 | 0.8 ± 0.089     |
| Test set            | 0.85             | 0.9          | 0.8           | 0.65            |
|                     | 1.0              | 0.985        | 0.973         | 1.0             |
| 5-fold cross-validation | 0.691 ± 0.095   | 0.947 ± 0.015 | 0.932 ± 0.023 | 0.797 ± 0.0939  |
| Test set            | 0.83             | 0.96         | 0.832         | 0.783           |
|                     | 1.0              | 0.906        | 0.832         | 0.688           |
| 5-fold cross-validation | 0.691 ± 0.095   | 0.947 ± 0.015 | 0.932 ± 0.023 | 0.797 ± 0.0939  |
| Test set            | 0.83             | 0.906        | 0.832         | 0.783           |
Table 3: The performance comparison of models applying various sampling techniques to the lightGBM [9].

|                              | Without sampling | Oversampling | Undersampling | Hybrid sampling |
|------------------------------|------------------|--------------|---------------|----------------|
|                              | Training set     | SMOTE        | ADASYN        | TL             | ENN            | OSS            | CNN            | Smote+ENN    | Smote+TL     |
| Accuracy                     | 0.99             | 1.0          | 1.0           | 1.0            | 1.0            | 1.0            | 0.364          | 1.0          | 1.0          |
| 5-fold cross-validation      | 0.815 ± 0.024    | 0.953 ± 0.013| 0.951 ± 0.028| 0.777 ± 0.077  | 0.522 ± 0.121  | 0.802 ± 0.053  | 0.362 ± 0.064  | 0.98 ± 0.01  | 0.953 ± 0.023|
| Test set                     | 0.9              | 0.9          | 0.85          | 0.75           | 0.6            | 0.8            | 0.05           | 0.85         | 0.85         |
| Training set                 | 0.991            | 1.0          | 1.0           | 1.0            | 1.0            | 1.0            | 0.132          | 1.0          | 1.0          |
| Precision                    | 0.843 ± 0.042    | 0.956 ± 0.01 | 0.953 ± 0.028| 0.815 ± 0.079  | 0.398 ± 0.117  | 0.823 ± 0.045  | 0.134 ± 0.047  | 0.982 ± 0.009| 0.954 ± 0.022|
| 5-fold cross-validation      | 0.86             | 0.86         | 0.83          | 0.709          | 0.734          | 0.807          | 0.002          | 0.866        | 0.83         |
| Test set                     | 0.99             | 1.0          | 1.0           | 1.0            | 1.0            | 1.0            | 0.364          | 1.0          | 1.0          |
| Training set                 | 0.9              | 0.9          | 0.85          | 0.75           | 0.6            | 0.8            | 0.05           | 0.85         | 0.85         |
| Recall                       | 0.815 ± 0.024    | 0.953 ± 0.013| 0.951 ± 0.028| 0.777 ± 0.077  | 0.522 ± 0.121  | 0.802 ± 0.053  | 0.362 ± 0.064  | 0.981 ± 0.01  | 0.953 ± 0.023|
| 5-fold cross-validation      | 0.86             | 0.86         | 0.83          | 0.709          | 0.734          | 0.807          | 0.002          | 0.866        | 0.83         |
| Test set                     | 0.99             | 1.0          | 1.0           | 1.0            | 1.0            | 1.0            | 0.194          | 1.0          | 1.0          |
| Training set                 | 0.9              | 0.9          | 0.85          | 0.75           | 0.6            | 0.8            | 0.05           | 0.85         | 0.85         |
| F1-score                     | 0.812 ± 0.032    | 0.953 ± 0.012| 0.951 ± 0.028| 0.772 ± 0.07   | 0.438 ± 0.111  | 0.798 ± 0.054  | 0.195 ± 0.059  | 0.981 ± 0.01  | 0.952 ± 0.023|
| 5-fold cross-validation      | 0.878            | 0.878        | 0.832         | 0.729          | 0.653          | 0.788          | 0.005          | 0.856        | 0.832        |
| Test set                     | 0.878            | 0.878        | 0.832         | 0.729          | 0.653          | 0.788          | 0.005          | 0.856        | 0.832        |
4. Conclusions

In this paper, we proposed a deep learning-based stability prediction model that can replace the conventional ASD stability test that takes a long time and requires expensive costs. The proposed model guarantees superior performance and low complexity compared to the existing technique. For efficient model design, unnecessary class was removed, and the data imbalance problem was solved through the sampling technique. Moreover, remarkable performance was finally obtained through reducing the dimensionality of features through the correlation analysis and PCA technique and designing effective neural network architecture. The proposed technique is expected to be utilized in predicting the properties of various substances for the development of new drugs in the future.
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Table 4: The performance comparison of the existing DNN model [9] and the proposed model.

|                | The existing DNN model [9] | The proposed model (SMOTE+ENN) |
|----------------|----------------------------|-------------------------------|
| Accuracy       | 0.99                       | 1.0                           |
| 5-fold cross-validation | 0.894 ± 0.07               | 0.971 ± 0.019                 |
| Test set       | 0.85                       | 0.95                          |
| Training set   | 0.991                      | 1.0                           |
| Precision      |                            |                               |
| 5-fold cross-validation | 0.906 ± 0.0813             | 0.974 ± 0.016                 |
| Test set       | 0.856                      | 0.96                          |
| Training set   | 0.99                       | 1.0                           |
| Recall         |                            |                               |
| 5-fold cross-validation | 0.894 ± 0.07               | 0.971 ± 0.019                 |
| Test set       | 0.85                       | 0.95                          |
| Training set   | 0.99                       | 1.0                           |
| F1-score       |                            |                               |
| 5-fold cross-validation | 0.888 ± 0.076              | 0.971 ± 0.019                 |
| Test set       | 0.85                       | 0.952                         |
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