Abstract—Optimal actuator design for a vibration control problem is calculated. The actuator shape is optimized according to the closed-loop performance of the resulting linear-quadratic regulator and a penalty on the actuator size. The optimal actuator shape is found by means of shape calculus and a topological derivative of the linear-quadratic regulator (LQR) performance index. An abstract framework is proposed based on the theory for infinite-dimensional optimization of both the actuator shape and the associated control problem. A numerical realization of the optimality condition is presented for the actuator shape using a level-set method for topological derivatives. A Numerical example illustrating the design of actuator for Euler-Bernoulli beam model is provided.

I. INTRODUCTION

Actuator location and shape are important design variables for feedback synthesis in active vibration control. Optimal actuator design improves performance of the controller and significantly reduces the cost of control. Optimized static controls can yield better performance on a structure than dynamic controls with actuation at different locations [1], [2], [3]. In the engineering literature, the optimal actuator location problem has gained considerable interest, as shown in [4], [5], [6], [7].

The optimal actuator location theory of linear distributed parameter systems has been extensively studied in the literature. In [8], it was proven that an LQ-optimal actuator location exists if the control operator continuously depends on actuator locations. Similar results have been obtained for $H_2$ and $H_\infty$ controller design objectives [9], [10]. Other objectives such as maximizing controllability or stability margin have been studied in [11], [12].

In contrast, optimal actuator shape design has only been studied in relatively few works. In [13], the optimal shape and position of an actuator for the wave equation in one spatial dimension are discussed. An actuator is placed on a subset $\omega \in [0, \pi]$ with a constant Lebesgue measure $L\pi$ for some $L \in (0, 1)$. The optimal actuator minimizes the norm of a Hilbert Uniqueness Method (HUM)-based control; such control steers the system from a given initial state to zero state in finite time. In [14], optimal actuator shape and position for linear parabolic systems are discussed. This paper adopts the same approach as in [13] but with initial conditions that have randomized Fourier coefficients. The cost is defined as the average of the norm of HUM-based controls. In [15], optimal actuator design for linear diffusion equations has been discussed. A quadratic cost function is considered, and shape and topological derivative of this function are derived. Numerical results show significant improvement in the cost and performance of the control.

Optimal sensor design problem is in many ways similar to the optimal actuator design problem. In [16], optimal sensor shape design has been studied where the observability is being maximized over all admissible sensor shapes. Optimal actuator design problems for nonlinear distributed parameter systems has also been studied. In [17], it is shown that under certain conditions on the nonlinearity and the cost function, an optimal input and actuator design exist, and optimality equations are derived. Results are applied to the nonlinear railway track model as well as to the semi-linear wave model in two spatial dimensions. Numerical techniques to calculate the optimal actuator shape design are mostly limited to linear quadratic regulator problems, see eg. [18], [19], [6], [20]. For controllability-based approaches, numerical schemes have been studied in [21], [22], [23].

In this paper, optimal actuator design for the Euler-Bernoulli beam model arising in active vibration control is studied. We evaluate the performance of a given actuator in terms of the cost associated to the resulting LQR problem and a penalty on the actuator size. This defines a cost function for the actuator and corresponding optimality conditions. The optimal actuator design is found based on shape calculus and the notion of topological derivative. Well-posedness of the abstract problem for a linear evolution equation, and the particular setting for the Euler-Bernoulli model is established. The characterization of the optimal actuator shape by means of the topological derivative dictates the construction of an approximation scheme based on the discretization of the LQR problem, along with a level-set method for the realization of the optimality condition for the actuator shape.

The rest of the paper is structured as follows. In Section II, an abstract formulation of the optimal actuator design problem is described. Section III introduces the control setting associated to the the Euler-Bernoulli model for beam vibration control. Section IV, presents a numerical method for the approximation of optimal actuators based on level-set method for topological derivatives. In Section V, computa-
tional results are discussed.

II. ABSTRACT FORMULATION OF THE OPTIMAL ACTUATOR DESIGN PROBLEM

Consider an abstract evolution equation over $[0, \tau]$:

\[
\begin{cases}
\dot{z}(t) = Az(t) + B(r)u(t), & t \in (0, \tau], \\
z(0) = z_0.
\end{cases}
\]

(1)

Let $H$ and $U$ be Hilbert spaces, $A : D(A) \to H$ be the state operator, and $z(t)$ the state of the system. The state operator $A$ generates a strongly continuous semi-group on $H$. Let $r$ indicate an actuator design parameter taking values in a topological space $K$. The input operator $B(r) : U \to H$ continuously depends on actuator design $r$, that is,

\[
\lim_{r_2 \to r_1} \|B(r_2) - B(r_1)\|_{\mathcal{L}(U; H)} = 0.
\]

(2)

The input $u$ is assumed to belong to the space $L^2(0, \tau; U)$.

Depending on the regularity of inputs $u$ and initial conditions $z_0$, various notions of solutions can be defined for this system [24, Definition II.3.2].

Definition 2.1: (Weak solution) Let $A^* : D(A^*) \to H$ be the dual operator of $A$. If $z$ belongs to $L^2(0, \tau; H)$, and for all $h \in D(A^*)$, $(h, z(t))$ belongs to $H^1(0, \tau)$, and for almost all $t \in (0, \tau]$ and $h$ in $D(A^*)$

\[
\begin{align*}
\frac{d}{dt} (h, z(t)) &= \langle A^* h, z(t) \rangle + \langle h, B(r)u(t) \rangle, \\
(z(0)) &= z_0,
\end{align*}
\]

(3)

then $z(t)$ is said to be a weak solution of (1).

Since the state space $H$ is a Hilbert space, this definition of weak solution is equivalent to a weak solution defined in the variational framework for parabolic systems [24, Remark II.3.2].

Let $U_{ad} \subset L^2(0, \tau; U)$ be the set of admissible inputs.

The admissible actuator shape set is denoted by $K_{ad}$ and is compact with respect to the topology on $K$. Given an admissible actuator parameter $r$, define the finite-horizon cost

\[
J(u, r; z_0) := \frac{1}{2} \int_0^\tau \|z(t)\|_H^2 + \gamma \|u(t)\|_U^2 \, dt.
\]

(4)

for some positive number $\gamma$, constrained to the evolution (1).

The actuator shape will be designed based on minimizing $J(u, r; z_0)$ over all admissible inputs and actuator shapes, that is,

\[
\min_{r \in K_{ad}} \min_{u \in U_{ad}} J(u, r; z_0).
\]

(5)

Provided that $K_{ad}$ is compact in the topology on $K$, Theorem 4.1 in [17] guarantees the existence of an optimal control and actuator shape for this problem.

Let $\Omega$ be a bounded set in $\mathbb{R}^n$ related to the spatial domain of the abstract evolution (1). In order to characterize the optimal shape in terms of

\[
J_1(r, z_0) := \min_{u \in U_{ad}} J(u, r; z_0),
\]

(6)

Analysis is restricted to the case in which $r$ corresponds to a subset $\omega$ of $\Omega$. In this setting, we define the topological derivative of $J_1(\omega)$, where we omit the dependence with respect to $z_0$.

Definition 2.2 (Topological derivative): The topological derivative of $J_1$ at $\omega$ in the point $\eta_0 \in \Omega \setminus \partial \omega$ is defined by

\[
\mathcal{F} J_1(\omega)(\eta_0) = \begin{cases}
\lim_{\epsilon \to 0} \frac{J_1(\omega \cup \mathcal{B}([\eta])) - J_1(\omega)}{|\mathcal{B}([\eta])|} & \text{if } \eta_0 \in \omega,
\lim_{\epsilon \to 0} \frac{J_1(\omega \cup \mathcal{B}([\eta])) - J_1(\omega)}{|\mathcal{B}([\eta])|} & \text{if } \eta_0 \in \Omega \setminus \mathbb{R}.
\end{cases}
\]

III. BEAM VIBRATIONS

Consider a simply supported Euler-Bernoulli beam with Kelvin-Voigt damping coefficient $C_d$ and viscous damping coefficient $\mu$. The state $w(x, t)$ corresponds to the transverse vibrations of the beam with $(x, t) \in [0, 1] \times [0, \tau]$. The actuator shape is characterized by an indicator function $\chi_\omega(x)$, where $\omega$ is a Lebesgue measurable subset of $[0, 1]$. The beam vibrations are governed by

\[
\begin{align*}
\partial^2_t w + \partial^2_{xx} w + C_d \partial^3_{xx} w + \mu \partial_t w &= \chi_\omega(x)u(t), & t > 0, \\
w(x, 0) &= w_0(x), & \partial_t w(x, 0) = v_0(x), \\
w(0, t) &= w(1, t) = 0,
\end{align*}
\]

(7)

where the subscript $\partial_t$ denotes the derivative with respect to $x$; the derivative with respect to $t$ is indicated similarly.

The velocity of the displacement is denoted by $v = \partial_t w$. We define the augmented state $\bar{z} := (w, v)$. Also, define the state space $H := H^2(0, 1) \cap H^1_0(0, 1) \times \mathbb{R}$ with norm

\[
\|(w, v)\|_H^2 = \int_0^1 \left( \partial^2_{xx} w(x)^2 + w^2(x) + v^2(x) \right) dx,
\]

(8)

and the closed self-adjoint positive operator

\[
\begin{align*}
A_0 w &= \partial^4_{xxx} w, \\
D(A_0) &= \{ w \in H^4(0, 1) \mid w(0) = w(1) = 0, \partial^2_{xx} w(0) = \partial^2_{xx} w(1) = 0 \},
\end{align*}
\]

(9)

The state operator is

\[
A(w, v) = (v, -A_0(w + C_d v) - \mu v),
\]

\[
D(A) = \{ (w, v) \in H \mid v \in H^2(0, 1) \cap H^1_0(0, 1), \}
\]

(10)

Letting $U = \mathbb{R}$ and $U_{ad} = L^2(0, \tau)$, for $r = \chi_\omega$, define the input operator

\[
B(r)u = (0, \chi_\omega u).
\]

(11)

Define $K := L^c_w(0, 1)$. The admissible actuator design set is for some $V > 0$ and $0 < c < 1$.

\[
K_{ad} := \{ \chi_\omega \in BV(0, 1) : \text{Var}\{\chi_\omega(x), [0, 1]\} \leq V, |\omega| = c \},
\]

(12)

where $BV(0, 1)$ denotes the set of functions of bounded variations on $(0, 1)$, $\text{Var}\{r, [0, 1]\}$ denotes the total variation of $r$ on $[0, 1]$. Since $BV(0, 1)$ is compactly embedded into $L^1(0, 1)$ and since $r \mapsto \text{Var}(r, [0, 1])$ is lower semi-continuous, it follows that $K_{ad}$ is compact in $K$ with respect to weak-* topology; see [25, Thm. 1.126]. Also, for any sequence
in $K_{ad}$, there is a subsequence that converges point-wise in $(0,1)$ to a function in $K_{ad}$. Thus, if $r_2 \in K_{ad}$ converges to $r_1 \in K_{ad}$ in weak-* topology, so does it point-wise. Noting that
\[
\|B(r_2) - B(r_1)\|_{L^2(U,H)} = \left( \int_0^1 (r_2(x) - r_1(x))^2 \, dx \right)^{1/2},
\] (10)
condition (2) follows from this and the Dominated Convergence Theorem.

For every initial condition $z_0 = (w_0, v_0)$, define the cost
\[
J_1(\omega, z_0) := \min_u \int_0^T \int_0^1 \| (w, \nu) \|^2 + \gamma |u(t)|^2 \, dt.
\]
An optimal shape and control for this problem exists [17, Thm. 4.1]. For given $z_0$ and $\omega$, the associated optimal control will be denoted by $\bar{\omega}^{0, z_0}$.

The weak solution to the beam equation is obtained using variational calculus. That is, the weak solution satisfies
\[
\int_0^T \int_0^1 \partial_t \eta^2 \psi + (\partial^2_x^2 \psi + C_d \partial^3_x \psi) \psi + \mu \partial_t \psi \, dx dt = \int_0^T \int_0^1 \chi \omega u(t) \psi \, dx dt.
\] (11)

The corresponding optimal deflection associated with the optimal control $\bar{\omega}^{0, z_0}$ is denoted by $\bar{w}^{0, z_0}$. Then the variational formulation of $J_1$ at an open set $\omega$ in $\Omega_0 \setminus \partial \omega$ is given by $\mathcal{J} J_1(\omega)(\eta_0) = \lambda.$

The optimal input $\bar{u}(t)$ is
\[
\bar{u}(t) = -\frac{1}{\gamma} \bar{B}_N^T \Pi_N(t) \bar{z}_N(t),
\] (18)
and the adjoint state associated with $\bar{z}_N$ and $\bar{u}$ is
\[
\bar{p}_N(x, t) = \sum_{n=1}^N \phi_n(x) b_n(t),
\] (19)
where $b_n(t)$ are the entries of $2 \Pi_N(t) \bar{z}_N(t)$.

We obtain a numerical realization of the adjoint state associated with the optimal actuator design problem. Given an actuator $\omega$, define the function
\[
g^{0}_N(x) = -\int_0^T \bar{u}(t) \bar{p}_N(x, t) \, dt + 2\alpha(\|\omega\|_C - c).
\] (20)

The necessary optimality condition for an actuator shape $\omega$ is
\[
g^{0}_N(x) \leq 0 \quad \text{for all } x \in \omega,
\] (21)
\[
g^{0}_N(x) \geq 0 \quad \text{for all } x \in \Omega \setminus \omega.
\] (22)

In order to find a stationary point for the topological derivative, we use a level-set method as proposed in [26]. A remarkable advantage of this formulation is that the level-set evolution is versatile enough to allow the generation of multi-component actuators. We specialize the actuator $\omega$ by means of a level-set function $\psi^0 \in V_N$, such that
\[
\psi_N(x) < 0 \quad \text{for all } x \in \omega, \quad \psi_N(x) = 0 \quad \text{for all } x \in \partial \omega, \quad \psi_N(x) > 0 \quad \text{for all } x \in \Omega \setminus \omega.
\] (22)

Given an initial guess for $\psi^0_N$, the optimal actuator shape is determined by the iteration
\[
\psi^{k+1}_N = (1 - \beta_k) \psi^k_N + \beta_k \frac{g^0_N}{\|g^0_N\|_{\mathbb{R}^N}}, \quad \omega_k := \{ x \in \Omega : \psi^k_N(x) < 0 \},
\]
where $\beta_k$ is the step size of the level-set update, which evolves according to the realization of the topological derivative for the current shape. After reaching a stationary point
of the topological derivative, the level-set evolution stops. Algorithm 1 summarizes all the steps for the calculation of the optimal actuator shape.

Algorithm 1 Level set algorithm for optimal actuator design

Input: \( \psi_N^0 \in V_N(\Omega) \), \( \omega_0 := \{ x \in \Omega, \psi_N^0(x) < 0 \} \), \( \beta_0 > 0 \), \( Z_N(0) \), and tolerance \( \epsilon > 0 \).

while \( \| \omega_{i+1} - \omega_i \| \geq \epsilon \) do

if \( J_{1,N}(\omega_{i+1}, Z_N(0)) < J_{1,N}(\omega_i, Z_N(0)) \) then

\( \psi_N^{i+1} \leftarrow (1 - \beta_i) \psi_N^i + \beta_i \frac{m_i}{\| \psi_N^0 \|} \)

\( \beta_{i+1} \leftarrow \beta_i \)

\( \omega_{i+1} \leftarrow \{ \psi_N^{i+1} < 0 \} \)

\( i \leftarrow i + 1 \)

else

decrease \( \beta_i \)
endif

end while

return optimal actuator \( \omega_{opt} \)

Algorithm 1 also includes a line search strategy for finding a suitable \( \beta_i \) to ensure a decay on the overall cost \( J_{1,N} \). In practice, the algorithm is also embedded inside a continuation approach over the quadratic penalty parameter \( \alpha \) in (16) to discard suboptimal actuators which satisfy the size constraint but which lead to poor closed-loop performance.

V. NUMERICAL EXPERIMENTS

We present a series of numerical experiments illustrating the implementation and performance of the proposed method for actuator design. Let \( x \in \Omega := (0, 1) \), we consider the initial condition given by \( w(x, 0) = \sin(3\pi x) \) and \( v(x, 0) = 0 \), and the damping parameters set to \( C_d = 10^{-4} \) and \( \mu = 10^{-3} \). The system dynamics are discretized by taking the first \( N = 40 \) eigenmodes of the operator \( A \). The time horizon is set to \( \tau = 200 \), the control penalty is set to \( \gamma = 10^{-3} \) and the volume constraint \( c = 0.4 \), i.e. the actuator is enforced to cover 40% of the domain. The continuation with respect to the volume penalty starts the execution of Algorithm 1 with \( \alpha = 0.1 \), increasing \( \alpha \) by a factor of 10 until reaching \( \alpha = 10^4 \). The level-set algorithm is stopped after a tolerance of \( \epsilon = 10^{-7} \) is reached. Every 20 iterations the level-set method is reinitialized with a signed distance function computed as in [27]. The performance of the level-set algorithm is first shown in Figure 1(a), where we see the decrease of the overall cost \( J_{1,N} \) as the shape of the actuator evolves. The initial actuator corresponds to \( \omega_0 = [0.1, 0.9] \). The evolution is monotone as ensured by our line search step, and reaches the desired tolerance after 70 iterations, reducing the total cost in three orders of magnitude. The optimal actuator is shown in Figure 1(b), and we observe a splitting into two components, consistent with the shape of the initial condition under which the actuator was optimized. The closed-loop performance with the optimal actuator is shown in Figure 2 and it is compared against the closed-loop performance of a single-component, sub-optimal actuator \( w_s = [0.2, 0.6] \) in Figure 3.
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(a) evolution of the cost \( J_{1,N} \) under the level-set set Algorithm 1
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(b) optimal actuator

The convergence of the optimal shape with respect to the discretization of the system dynamics was investigated. In the presence of both viscous and Kelvin-Voigt damping, the optimal actuator design problem yields a numerical solution. In Figure 4(a), we illustrate this by showing the norm of the Kalman gain \( K_N^w = -\frac{1}{\gamma} B_N^T\Pi_N(0) \) for increasing number of modes in our spectral discretization of the Euler-Bernoulli dynamics. In contrast, when \( C_d = 0 \), the semigroup generated by \( A \) is no longer analytic, and the Kalman gain fails to converge with respect to the discretization, as shown in Figure 4(b). This translates into the lack of convergence for the actuator shape, which continues to split into more components as the number of modes increases, see Figure 5.
Conclusion and Future Research

We have discussed the optimal actuator design problem based on the LQR performance of the closed-loop associated to a given actuator shape. We presented a methodology to find the optimal actuator as a stationary point of the topological derivative of the cost associated to the LQ cost. We have applied this technique to solve the optimal actuator problem for a linear Euler-Bernoulli beam model. The improvement in the performance of the system as well as convergence with respect to discretization parameters were illustrated. It was shown that without the presence of Kelvin-Voigt damping, the approximate optimal actuator shapes do not converge as the order of approximation is increased. Future work will focus on the optimal actuator shape design for nonlinear models of flexible structures.
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Fig. 4: Convergence of the Kalman gain and associated optimal actuator with respect to the number of discretization modes depends on the choice of damping parameters.

Fig. 5: In the absence of Kelvin-Voigt damping, the optimal actuator fails to converge, and splits into multiple components as the number of discretization modes increases. In this figure, \( N = 40 \) is the order of approximation.
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