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Abstract—Predictive beamforming design is an essential task in realizing high-mobility integrated sensing and communication (ISAC), which highly depends on the accuracy of the channel prediction (CP), i.e., predicting the angular parameters of users. However, the performance of CP highly depends on the estimated historical channel state information (CSI) with estimation errors, resulting in the performance degradation for most traditional CP methods. To further improve the prediction accuracy, in this paper, we focus on the ISAC in vehicle networks and propose a convolutional long-short term (CLSTM) recurrent neural network (CLRNet) to predict the angle of vehicles for the design of predictive beamforming. In the developed CLRNet, both the convolutional neural network (CNN) module and the LSTM module are adopted to exploit the spatial features and the temporal dependency from the estimated historical angles of vehicles to facilitate the angle prediction. Finally, numerical results demonstrate that the developed CLRNet-based method is robust to the estimation error and can significantly outperform the state-of-the-art benchmarks, achieving an excellent sum-rate performance for ISAC systems.
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I. INTRODUCTION

Future wireless networks are expected to provide not only heterogeneous connectivity but also highly accurate sensing capability [1]. Conventionally, the communication and radar sensing are treated as two separated applications with different operating frequency bands [2]. However, with the rapid growth of the wireless technology, the frequency spectrum is experiencing severe congestion, which pushes the network provider to consider the harmonious coexistence of communication and radar sensing over the same frequency spectrum. Typically, there are two approaches to achieve this coexistence. One is to design powerful interference management algorithms that are able to suppress the interference generated from other functionalities, while the other one is to consider the integrated sensing and communication (ISAC) technology by applying a carefully designed waveform that jointly considers both communication and radar sensing functionalities. In particular, we will consider the latter approach to achieve the communication and radar sensing coexistence, because it has been widely acknowledged that ISAC technology is capable of providing performance improvements for both the functionalities.

Many recent advances in ISAC worth to be discussed. The waveform design for downlink ISAC was discussed in [3], where several design criteria are considered. Specifically, the globally optimal solutions on the beampattern are obtained, which are further used to design low-complexity algorithms for achieving a desired tradeoff between the communication and radar performances. The inter-pulse modulation was considered in ISAC aiming to detect the target using the mainlobe of the multiple-input multiple-output (MIMO) radar waveform, while transmitting information symbols using the sidelobes [4]. However, this type of ISAC transmission imposes strong assumption that the communication terminals must be within the sidelobe region to guarantee the information reception [5]. It should be noted that many of the existing works on ISAC leveraged the conventional orthogonal frequency-division multiplexing (OFDM) waveforms. The orthogonal time frequency space (OTFS) modulation is recently proposed 2-dimensional (2D) modulation scheme that is designed in the so-called “delay-Doppler (DD) domain” [6]. It has been acknowledged in the literature that the OTFS system enjoys a better communication performance than the OFDM system, especially over the high-mobility channels [7]. Furthermore, the concept of DD domain aligns well with the conventional radar theory [8], [9], where the delay and Doppler are two important parameters determining the target range and velocity. Therefore, the application of OTFS in ISAC transmissions is worth to be studied. Preliminary attempts on designing ISAC waveforms based on the OTFS signal have also available in the literature. In [10], the effectiveness of using OTFS signal for ISAC has been examined, in which the OTFS signals are shown to be capable of achieving a promising communication performance without sacrificing the radar sensing quality. A novel ISAC-empowered OTFS network was devised in [11]. A key motivation of this work is that it bypasses the channel estimation process in the downlink by relying on the channel state information acquired from the radar sensing. A spatially spread OTFS modulation-based ISAC transmission scheme was discussed in [12], where the concept of spatially spreading was introduced to fully exploit the angular domain feature, resulting simple and insightful system models for both communication and radar sensing functionalities.

Although the concept of ISAC is appealing in theory, it faces
many difficulties hindering its practical applications. Among those difficulties, the accurate angular prediction is one of the most important issues for implementing ISAC in practice. Consider a base station (BS) equipping a monostatic radar as an example, where the ISAC signal is transmitted towards the communication terminals according to the angular prediction of the current time slot, while applying the angle estimation based on the radar echoes received at the coming time slot. Consequently, the exact angular parameters at the current time slot cannot be known before the actual transmission in this case, and we must rely on powerful angular prediction algorithms for achieving good ISAC performance. In [13], an extended Kalman filtering (EKF) approach was adopted for angular prediction, which can obtain a good prediction performance at the cost of high computational complexity. Furthermore, a Bayesian inference-based angular prediction algorithm was appeared in [14], where a state evolution model was derived according to the geometric relationship between the motion parameters from the previous time slot to the upcoming time slot. Based on the state evolution model, a factor graph assisted Bayesian inference algorithm was proposed for angular prediction, where the required computational complexity is reduced compared to the EKF approach. However, the aforementioned algorithms generally suffer from the limited prediction accuracy due to various practical reasons, such as the sophisticated target moving trajectory and the inaccurate modelling.

To further improve the prediction accuracy for realizing the predictive beamforming, in this paper, we focus on the ISAC-assisted vehicle-to-infrastructure (V2I) system taking into account vehicle mobility and exploit the deep learning (DL) technology [15] [16], [17] to develop a predictive beamforming framework, where a convolutional long-short term (CLSTM) recurrent neural network (CLRNet) is first designed for angle prediction based on the historical estimated angles and a predicted angle-based beamforming design is then adopted to perform the predictive beamforming. In particular, both the convolutional neural network (CNN) and the LSTM modules are adopted in CLRNet to exploit the spatial features and the temporal dependency from the historical estimated angles for improving the angle prediction accuracy. Furthermore, through the neural network offline training, the well-trained CLRNet is able to extract robust features for angle prediction, which facilitates the design of an angle predictor robust to the historical estimation errors. Finally, simulation results verify the efficiency of the developed predictive scheme and demonstrate that the proposed method can achieve a comparable performance with the perfect beamforming scheme based on the perfect real-time angles.

Notations: Superscripts $T$ and $H$ denote the transpose and the conjugate operations, respectively. $\mathbb{C}$ and $\mathbb{R}$ are the sets of complex numbers and real numbers, respectively. $\arccos x$ represents the inverse cosine operation of $x$. $\mathcal{U}(a, b)$ is used to represent the uniform distribution within $[a, b]$. $\mathcal{CN}(\mu, \sigma^2)$ is the circularly symmetric complex Gaussian (CSCG) distribution with $\mu$ and $\sigma^2$ being the mean value and the variance, respectively. Similarly, $\mathcal{CN}(\mu, \sigma^2)$ denotes the real-valued Gaussian distribution.

Fig. 1. The considered ISAC-empowered V2I network.

II. SYSTEM MODEL

In this paper, an ISAC-empowered V2I system is considered, where we consider that a roadside unit (RSU) is deployed for serving $K$ single-antenna vehicles, as shown in Fig. 1. The RSU is exactly an ISAC system, where a millimeter wave (mmWave)-based large scale uniform linear array (ULA) [18] equipped with a $N_t$-transmit-antenna-array as well as a $N_r$-receive-antenna-array is deployed for signal transceiving. In particular, a full-duplex radio technology [19] is adopted on ULA such that the RSU is able to simultaneously transmit the downlink signals and receive the sensing signals [14].

A. Sensing Model

Let $U_k$ denote the $k$-th, $k \in K \triangleq \{1, 2, \cdots, K\}$, vehicle and $s_{k,n}(t)$ denote the ISAC downlink signal for $U_k$ at time instant $t$ within the $n$-th, $n \in \{1, 2, \cdots, N\}$, time slot. In this case, the ISAC signal vector to be transmitted to all the $K$ vehicles can be expressed as

$$\tilde{s}_n(t) = W_n s_n(t) \in \mathbb{C}^{N_t \times 1}. \quad (1)$$

Here, $W_n = [w_{1,n}, w_{2,n}, \cdots, w_{K,n}] \in \mathbb{C}^{N_t \times K}$ represents the transmit beamforming matrix, where $w_{k,n} \in \mathbb{C}^{N_t \times 1}$ denotes the beamforming vector with respect to $U_k$. Accordingly, the RSU receives the echo signals reflected from the vehicles, which is given by [13], [14], [20]

$$r_n(t) = G \sum_{k=1}^{K} \beta_{k,n} e^{j2\pi \mu_{k,n} t} b(\theta_{k,n}) a^H(\theta_{k,n}) \tilde{s}_n(t-\nu_{k,n}) + z(t). \quad (2)$$

Here, $\nu_{k,n}$ denotes the time-delay of $U_k$ and $\mu_{k,n}$ represents the Doppler frequency of $U_k$. $G = \sqrt{N_r N_t}$ denotes the total antenna array gain. In addition, $\theta_{k,n}$ represents the angle between $U_k$ and the RSU at time slot $n$ and $\beta_{k,n} = \|d_{k,n}\| \frac{\rho}{2 d_{k,n}}$ denotes the reflection coefficient, with $\rho$ and $d_{k,n}$ being the fading coefficient and the distance between $U_k$ and the RSU at time slot $n$, respectively. Furthermore, $z(t) \in \mathbb{C}^{N_r \times 1}$ represents a CSCG noise vector at the RSU. It is worth noting that a line-of-sight (LoS) channel model [21] is usually adopted for mmWave communication systems, where the transmit steering
we assume that all vehicles keep in parallel to the road, slot
the kinematic equation of $\theta$ with $x$ and $y$-axis, respectively. Similarly, the location
characterize the locations. In particular, the RSU is located at
with time and the location of RSU is fixed. As illustrated
B. Vehicle Mobility Model
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Here, $v_{k,n-1} = [v^x_{k,n-1}, 0]$ denotes the average velocity
of $U_k$ at time slot $n-1$ with $v^y_{k,n-1}$ being the velocity
projections in the directions of $x$-axis. In addition, $\Delta T$ denotes
the time duration of each time slot. Furthermore, $g_{k,n-1} = [g^x_{k,n-1}, g^y_{k,n-1}] \sim \mathcal{N}(0, \sigma^2_k I)$ denotes a random vector to
characterize the environment uncertainty of $U_k$ at time slot
$n-1$, where $g^x_{k,n-1}$ and $g^y_{k,n-1}$ denote the uncertainty offsets
at $x$-axis and $y$-axis, respectively, and $\sigma^2_k$ represents the offset variance.

C. Communication Model

In the downlink model, all the vehicles receive the trans-
mittted signal from the RSU. In particular, the received signal
at $U_k$ can be formulated as

$$
d_i(t) = \tilde{G} \sqrt{\alpha_{k,n}} e^{j2\pi \mu_{k,n} t} a^H(\theta_{k,n}) \sum_{i=1}^{K} w_{i,n} s_{i,n}(t) + \eta_{k,n}(t).$$

Here, $d_i(t)$ is the received signal at the $t$-th time instant
within the $n$-th time slot and $\tilde{G} = \sqrt{N_t}$ denotes the antenna
gain. In addition, $\alpha_{k,n} = \alpha_0 (d_{k,n}/d_0)^{-\zeta}$ denotes the path loss
with $\alpha_0$ and $\zeta$ being the reference path loss at $d_0$ and the path
loss exponent, respectively. Furthermore, $\eta_{k,n}(t) \sim \mathcal{CN}(0, \sigma^2_k)$
is adopted to represent the noise at $U_k$, where $\sigma^2_k$ denotes
the received noise variance. In this case, the received signal-to-interference-plus-noise ratio (SINR) at $U_k$ is formulated as

$$
\text{SINR}_{k,n} = \frac{G \sqrt{\alpha_{k,n}} a^H(\theta_{k,n}) w_{i,n}^2}{\sum_{j \in K, j \neq k} |G \sqrt{\alpha_{k,n}} a^H(\theta_{k,n}) w_{j,n}|^2 + \sigma^2_k}. 
$$

As discussed in [3], since a massive MIMO system is equipped with a large number of transmit antennas, the steering vectors associated with different angles can be regarded as asymptotically
orthogonal, $\forall k \neq k'$, we have $|a^H(\theta_{k,n}) a(\theta_{k',n})| \approx 0$. In this case, if we set
$w = \sqrt{p_{k,n}} a(\theta_{k,n})$, where $p_{k,n}$ denotes the signal power and $\theta_{k,n}$ is the predictive value of $\theta_{k,n}$, the interference from other users is negligible. Thus, the SINR is simplified to a signal-to-noise ratio (SNR), which is formulated as

$$
\text{SNR}_{k,n}(\theta_{k,n}) = \frac{G \sqrt{\alpha_{k,n}} a^H(\theta_{k,n}) a(\theta_{k,n})^2}{\sigma^2_k}. 
$$
Correspondingly, the downlink sum-rate at time slot $n$ can be formulated as

$$R_n = \sum_{k=1}^{K} \log_2 \left( 1 + \text{SNR}_{k,n}(\theta_{k,n}^p) \right).$$  \hfill (12)$$

It is worth noting that $R_n$ depends on the value of $\theta_{k,n}^p$, which can be obtained from the historical estimated angle values, i.e., $\theta_{k,n}^p$, $n' \leq n - 1$, via the sensing function in ISAC system, as defined in (5). However, the estimated angles are usually with estimation errors, which hinders the prediction accuracy of $\theta_{k,n}^p$. In the following, we will exploit the DL technology to develop a recurrent neural network-based approach robust to the estimation errors to facilitate the angle estimation for predictive beamforming.

III. THE PROPOSED CLRNET-BASED PREDICTIVE BEAMFORMING

In this section, we will adopt a DL approach for angle prediction to realize the predictive beamforming in ISAC systems. Without loss of generality, we assume that the estimated channel information within $\tau$ historical time slots can be obtained at the RSU for angle prediction. In this case, if we specify that the $n - 1$ time slot is the current time slot, then the task of angle prediction is to obtain

$$\Theta_n^p = [\theta_{1,n}^p, \theta_{2,n}^p, \cdots, \theta_{K,n}^p]^T \in \mathbb{R}^{K \times 1},$$  \hfill (13)$$

based on the historical estimated channels, i.e., $\{\Theta_{n-1}^e, \Theta_{n-2}^e, \cdots, \Theta_{n-\tau}^e\}$, as defined in (6). In the following, we will first introduce the developed neural network structure for predictive beamforming and then propose the DL-based predictive beamforming algorithm.

A. Developed CLSTM-based Recurrent Neural Network (CLRNet)

Inspire by the powerful capability of the recurrent neural network in handling the sequential data, we develop a CLRNet to exploit both the spatial features and the temporal dependency from the historical estimated angles to predict the angle at the next time slot. As illustrated in Fig. 3, the developed CLRNet consists of an input layer, one convolutional neural network (CNN) module, one LSTM module, one fully-connected (FC) layer, and one output layer. The default hyperparameters of the CLRNet are summarized in Table I. The details of the CLRNet will be introduce in the following.

a) Input Layer. Stacking the estimated angle vectors at different time slots into one matrix, we can obtain the set of the estimated angles from different vehicles at different time slots, which can be formulated as

$$\Omega_{n,\tau} \triangleq [\Theta_{n-1}^e, \Theta_{n-2}^e, \cdots, \Theta_{n-\tau}^e].$$  \hfill (14)$$

Since $\Omega_{n,\tau} \in \mathbb{R}^{K \times \tau}$ carries the temporal information of all the $K$ vehicles, we adopt it as the input of the CLRNet.

b) CNN Module. It is worth noting that the CLRNet is a recurrent neural network with $\tau$ time steps. For each time step, we will first adopt a CNN module to extract features from the estimated angles at each time slot for the subsequent processing. In particular, the CNN module consists of one convolutional layer and one flatten layer [31]. The default filter sizes of different layers are set according to Table I where “conv. layer” denotes the abbreviation of convolutional layer and a rectified linear unit (ReLU) is adopted after each convolution operation in the convolutional layer.

c) LSTM Module. For each time step, the LSTM module, i.e., an LSTM unit, is adopted after the CNN module to recurrently handle the extracted features at each time slot. Specifically, for the previous $\tau - 1$ time steps, the output of the LSTM unit in time step $\lambda$, $\lambda \in \{1, 2, \cdots, \tau - 1\}$, is sent to the LSTM unit for time step $\lambda + 1$. Whereas, the output of the LSTM unit for the last time step $\tau$ is regarded as the LSTM module final output for it carries the temporal features extracted from estimated angles within the past $\tau$ time slots.

d) FC Layer. Given the extracted features from previous layers/modules, we adopt an FC layer with a linear activation function to make full use of these features for finally generating the desired output.

e) Output Layer. Based on the processing from a) to d), the CLRNet can finally outputs the predicted angle at time slot $n$, i.e., $\Theta_n^p$, as defined in (13). According to the above discussions, the predicted angle generated by the CLRNet can be formulated as

$$\Theta_n^p = f_\omega(\Omega_{n,\tau}),$$  \hfill (15)$$

where $f_\omega(\cdot)$ denotes the mathematical expression of the developed CLRNet with $\omega$ being the neural network parameters.

Note that once the system parameters, e.g., $K$, $\tau$, change, the structure of the developed CLRNet can be easily refined by changing the sizes of the neural network accordingly. Thus, the developed CLRNet is scalable and can be adopted for systems with different deployments.

B. Proposed CLRNet-based Predictive Beamforming Algorithm

Based on the developed CLRNet, we can then propose a CLRNet-based predictive beamforming algorithm, which consists of the offline neural network training and the online
predictive beamforming. In the following, we will introduce the details of the proposed algorithm.

a) Offline Neural Network Training. Denote by
\[(\mathcal{X}, \mathcal{Y}) \triangleq \{(\Omega^{(1)}_{n,t}, \theta^{(1)}_{n,t}), (\Omega^{(2)}_{n,t}, \theta^{(2)}_{n,t}), \ldots, (\Omega^{(N_i)}_{n,t}, \theta^{(N_i)}_{n,t})\}\]  
(16)
the training dataset. Here, \((\Omega^{(i)}_{n,t}, \theta^{(i)}_{n,t})\) represents the \(i\)-th, \(i \in \{1, 2, \ldots, N_i\}\), offline training example of \((\mathcal{X}, \mathcal{Y})\), where \(\Omega^{(i)}_{n,t}\) denotes the neural network input of the \(i\)-th training example, as defined in (4) and \(\theta^{(i)}_{n,t} = [\theta^{(i)}_{1,n}, \theta^{(i)}_{2,n}, \ldots, \theta^{(i)}_{K,n}]^T \in \mathbb{R}^{K \times 1}\) denotes the label of the \(i\)-th training example, i.e., the true values of angles. According to the defined task in (13), the cost function of the developed CLRNet can be formulated as a mean square error function \([32]–[35]\), which can be formulated as
\[J_{\text{CLRNet}}(\omega) = \frac{1}{2N_t} \sum_{i=1}^{N_t} \left\| \theta^{(i)}_{n,t} - f_{\omega}(\Omega^{(i)}_{n,t}) \right\|^2.\]  
(17)
Given the training dataset in (16), we can then minimize the cost function in (17) via the backpropagation algorithm (BPA) to obtain a well-trained CLRNet, i.e., \(f_{\omega^*}(\cdot)\) with
\[\omega^* = \min_{\omega} J_{\text{CLRNet}}(\omega)\]  
(18)
being the well-trained neural network parameters.

b) Online Predictive Beamforming. After offline neural network training, we can directly adopt the well-trained CLRNet to generate the predicted angle based on the historical estimated angles, which can be expressed as
\[\hat{\theta}^P_{n,t} = f_{\omega^*}(\Omega_{n,t})\]  
(19)
where \(\hat{\theta}^P_{n,t}\) denotes the predicted angle based on the well-trained CLRNet \(f_{\omega^*}(\cdot)\) and the test example \(\Omega_{n,t}\). Then, based on the predicted angle, we can design the predictive beamforming vectors for all the \(K\) vehicles, i.e.,
\[w_{k,n} = a(\hat{\theta}^P_{n,t}[k]), \forall k \in K.\]  
(20)

c) Proposed Algorithm Steps. According to the above discussions, we then propose the CLRNet-based predictive beamforming algorithm and the associated algorithm steps are summarized in Algorithm 1, where \(i_t\) and \(N_{\text{max}}\) are the iteration index and the maximum iteration number of the offline neural network training, respectively.

### IV. Simulation Results

In this section, we present simulation results in the ISAC-assisted V2I mmWave systems to verify the effectiveness of the developed predictive beamforming algorithm. As introduced in Fig. 1, we consider a classical V2I system, where one RSU is equipped with \(N_t = 32\) transmit antennas and \(N_r = 32\) receive antennas for serving \(K = 8\) single-antenna vehicles. Moreover, we adopt a 2D coordinate to characterize the mobilities of the vehicles, as illustrated in Fig. 2. For brevity, the RSU is set at the location of \([0\ \text{m}, 0\ \text{m}]\) and the initial locations of all the vehicles are assumed to be random, i.e., \(\forall U_k\), the associated initial location is set as \([x^1_k, y^1_k] = [x_k, y_k] + [\Delta x, \Delta y]\). Here, \([x^1_k, y^1_k]\) represents the initial coordinate of \(U_k\) and \([x_k, y_k]\) denotes the mean value of the initial coordinate with a default setting of \([x_k, y_k] = [25\ \text{m}, 10\ \text{m}]\). In addition, \(\Delta x, \Delta y\) are assumed to be Gaussian random variables with \(\Delta x, \Delta y \sim \mathcal{N}(0, 1)\) to characterize the randomness of \([x^1_k, y^1_k]\). For the vehicle mobility model, we set \(\Delta T = 0.02\ \text{s}\) and \(\forall k, n\), the average velocity is randomly generated with \(v^k_{e,n} \sim \mathcal{N}(8\ \text{m/s}, 8.25\ \text{m/s})\), i.e., the average velocity of each vehicle is set around 30 km/h. Furthermore, a path loss model is adopted to characterize the large-scale fading, i.e., \(\alpha_k,n = \alpha_0(d_k,n/d_0)^{-\zeta}\), as defined in (10), where \(\alpha_0 = -65\ \text{dB}, d_0 = 1\ \text{m}\), and \(\zeta = 3\ [21], [36]–[40]\). Also, \(\forall k, n\), the noise variance is set as \(\sigma^2_k = -80\ \text{dBm}\) and the transmit power for \(U_k\) is set as \(p_{k,n} = P/K\), where \(P\) denotes the total transmit power. For the proposed predictive beamforming scheme, we assume \(\tau = 0\), \(N_t = 10,000\), and the associated neural network hyperparameters are set according to Table 1.

To evaluate the beamforming performance, two benchmarks are adopted as introduced in the following.

(a) Perfect beamforming: In this scheme, the real-time actual angles of vehicles are adopted to realize the perfect beamforming design.

(b) Model-based method: This scheme is based on the state evolution model, i.e., \(\sin(\theta^E_{k,n} - \theta^E_{k,n-1})d_{k,n} = v_{k,n-1}\Delta T\sin(\theta^E_{k,n-1})\), which can be easily derived from

### Table I

| Modules / Layers | Parameters | Values |
|------------------|------------|--------|
| CNN module - Conv. layer | Filter size | 2 × 2 |
| LSTM module | Output size | 8 × 1 |
| FC layer | Activation function | Linear |

| Output Layer | \(\Theta_k \in \mathbb{R}^{K \times 1}\) |

Algorithm 1 CLRNet-based Predictive Beamforming Algorithm

**Initialization:** The training dataset \((\mathcal{X}, \mathcal{Y})\) and \(i_t = 0\)

**Offline Neural Network Training:**
1. **Input:** Training dataset \((\mathcal{X}, \mathcal{Y})\)
2. **while** \(i_t \leq N_{\text{max}}\) **do**
3. Update \(\omega\) via BPA to minimize \(J_{\text{CLRNet}}(\omega)\) in (17)
4. **end while**
5. **Output:** The well-trained CLRNet \(f_{\omega^*}(\cdot)\) in (18)

**Online Predictive Beamforming:**
6. **Input:** Test example \(\Omega_{n,t}\) in (19)
7. **do** Angle Prediction using \(f_{\omega^*}(\cdot)\)
8. **Output:** Predicted angles \(\hat{\theta}^P_{n,t} = f_{\omega^*}(\Omega_{n,t})\)
9. **do** Predictive Beamforming based on \(\hat{\theta}^P_{n,t}\)
10. **Output:** \(w_{k,n} = a(\hat{\theta}^P_{n,t}[k]), \forall k \in K\)
Average achievable sum-rate \( \text{bits}/(\text{s} \cdot \text{Hz}) \times 10^{12} \)

Fig. 4. The average achievable sum-rate versus the NMSE under \( P = 20 \text{ dBm} \).

\[ \theta^P_{k,n} = \arcsin \left( \frac{v_{k,n-1} \Delta T \sin \theta^E_{k,n-1}}{d_{k,n-1}} \right) + \theta^E_{k,n-1}, \forall k, n, \]

\( k,n \)

(21)

where for ease of study, we only consider the historical angles with estimated errors and ideally assume that the other parameters, e.g., the velocities and the distances, are perfect known.

Furthermore, all the points in the presented numerical results are generated by the mean results of 2,000 Monte Carlo realizations.

We first investigate the impact of the estimation errors of the historical channels on the beamforming performance. As shown in Fig. 4, we fix the total transmit power at \( P = 20 \text{ dBm} \) and evaluate the average achievable sum-rate performance via varying the NMSE values of the historical angle estimation, as defined in (5). It can be observed that with the increase of the NMSE, the performance of the model-based method drops seriously compared with the performance of the perfect beamforming scheme. This is because in the model-based method, the estimated historical angles with a large NMSE are adopted for angle prediction, which leads to a low angle prediction accuracy for beamforming design and thus results in the system performance degradation. In contrast, when the NMSE increases, our proposed CLRNet-based predictive beamforming method only has a slight performance drop and can achievable system performance compared with the perfect beamforming scheme. This is expected since the developed method can not only exploit the temporal dependency from the historical information to improve the angle prediction accuracy, but also learn robust features from the inaccurate observations for angle prediction to grant a satisfactory system performance under different NMSEs.

Correspondingly, we then present the curves of the average sum-rate versus the total transmit power in Fig. 5, where the NMSE of the angle estimation is set as \( \text{NMSE} = 0.7 \) and \( P \) varies within [0 dBm, 25 dBm]. We can find that the sum-rate of all the considered methods increase with the transmit power. In particular, the performance of the proposed method almost increases with the same slope as the perfect beamforming scheme and the proposed method outperforms the model-based method significantly, e.g., achieving a 5 dB performance gain at the sum-rate of 6 bits/s/Hz. The reason is that the developed method can adopt the CLSTM module to extract spatial and temporal features from historical estimated angles to further improve the angle prediction accuracy for beamforming design.

V. Conclusions

This paper investigated the ISAC-assisted V2I systems and adopted a DL approach to predict angles of vehicles for beamforming design. In the developed scheme, we proposed a predictive beamforming framework, where a CLRNet is first designed for angle prediction based on the historical estimated angles and a predicted angle-based beamforming design is then adopted to realize the ISAC functions. In CLRNet, a CLSTM module is specifically adopted to exploit the spatial and temporal features to further improve the learning performance. Meanwhile, by exploiting the powerful data-driven capability, the developed CLRNet can be trained as a robust predictor, which is hardly affected by the estimation errors and thus grants an excellent system performance. Finally, simulation results demonstrated that the performance of the proposed predictive method can approach that of the perfect beamforming scheme requiring the availability of the real-time actual angles.
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