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The scatter halfspace depth (sHD) is an extension of the location halfspace (also called Tukey) depth that is applicable in the nonparametric analysis of scatter. Using sHD, it is possible to define minimax optimal robust scatter estimators for multivariate data. The problem of exact computation of sHD for data of dimension $d \geq 2$ has, however, not been addressed in the literature. We develop an exact algorithm for the computation of sHD in any dimension $d$ and implement it efficiently using C++ for $d \leq 5$, and in R for any dimension $d \geq 1$. Since the exact computation of sHD is slow especially for higher dimensions, we also propose two fast approximate algorithms. All our programs are freely available in the R package scatterdepth.

**Key words:** Scatter halfspace depth; Exact computation; Approximate algorithm

**2010 Mathematics Subject Classification Codes:** 65C60; 62G35; 62H12

### 1 Introduction: Scatter halfspace depth and its computation

The location halfspace (or Tukey) depth is a powerful method of nonparametric analysis that is applicable to multivariate data (Tukey, 1975; Donoho and Gasko, 1992; Chen et al., 2018). For a dataset $\mathcal{X}$ composed of observations $x_1, \ldots, x_n \in \mathcal{R}^d$, the location halfspace depth of a point $x \in \mathcal{R}^d$ with respect to (w.r.t.) the dataset $\mathcal{X}$ can be defined as the smallest number of data points lying in a closed halfspace whose boundary hyperplane passes through $x$

$$
\text{HD}(x, \mathcal{X}) = \inf_{u \in S^{d-1}} \# \left\{ i \in \{1, \ldots, n\} : u^\top x_i \leq u^\top x \right\}.
$$

(1)

Here, $S^{d-1} = \{ u \in \mathcal{R}^d : \|u\| = 1 \}$ is the unit sphere in $\mathcal{R}^d$, and $\#A$ stands for the number of elements of a finite set $A$. The unit vector $u \in S^{d-1}$ plays in (1) the role of the outer normal vector to the halfspace whose mass we evaluate.

The location halfspace depth (1) provides a natural data-dependent ordering in $\mathcal{R}^d$ — points $x \in \mathcal{R}^d$ positioned “centrally” w.r.t. the data cloud $\mathcal{X}$ obtain higher values of the depth (1), while peripheral points are distinguished by their low depth values. This ordering allows us to devise a theory of nonparametric statistics based on ranks in $\mathcal{R}^d$. A prime example is (the barycenter of) the set of maximizers of the depth function (1) over $x \in \mathcal{R}^d$. That collection of deepest points is frequently called the set of halfspace medians of $\mathcal{X}$, and presents a plausible analogue of the univariate median suitable for $\mathcal{R}^d$-valued observations (Donoho and Gasko, 1992; Chen et al., 2018). Another prominent example of a depth-based method is the bagplot, which is a version of the boxplot applicable to multivariate data (Rousseeuw et al., 1999). All these concepts are already firmly embedded in the nonparametrics of multivariate data, and a substantial progress has been made into their theory, practice, and computational aspects.

The location halfspace depth introduces elements of the first-order inference to $\mathcal{R}^d$; in (1) we indeed evaluate points $x \in \mathcal{R}^d$ for their suitability as location estimators of $\mathcal{X}$. A next step is the
analysis of the dispersion of $\mathcal{X}$. Expanding the scope of the location halfspace depth toward the scatter of multivariate data clouds, the scatter halfspace depth ($\text{sHD}$) has been proposed. $\text{sHD}$ is based on the ideas of Zhang (2002), and was formally introduced by Chen et al. (2018) and Paindaveine and Van Bever (2018). For a given dataset $\mathcal{X}$ of $\mathbb{R}^d$-valued observations $x_1, \ldots, x_n$ and a given centering vector $\mu \in \mathbb{R}^d$, the scatter halfspace depth\(^1\) evaluates the depth of a positive definite matrix $\Sigma \in \mathbb{R}^{d \times d}$ w.r.t. $\mathcal{X}$ as

$$\text{sHD}(\Sigma, \mu, \mathcal{X}) = \inf_{u \in S^{d-1}} \min \left\{ \# \left\{ i : \| u^T (x_i - \mu) \| \leq \sqrt{u^T \Sigma u} \right\}, \# \left\{ i : \| u^T (x_i - \mu) \| \geq \sqrt{u^T \Sigma u} \right\} \right\}. \tag{2}$$

Of course, the index $i$ in (2) takes values in $\{1, \ldots, n\}$. A typical choice of the centering vector $\mu \in \mathbb{R}^d$ is the halfspace median of the dataset $\mathcal{X}$. Throughout this paper we, however, leave $\mu$ unspecified, and treat $\text{sHD}$ with any positive definite matrix $\Sigma$ and any location vector $\mu$.

Analogously to the location halfspace depth (1), the scatter halfspace depth (2) assigns higher values to matrices that fit into the dispersion pattern generated by the dataset $\mathcal{X}$. The median scatter matrix (called also the scatter halfspace median) of $\mathcal{X}$ can be defined as (a representative of) the set of positive definite matrices that maximize the function (2) with $\mu$ given. The scatter halfspace median is known to possess several excellent theoretical properties; in particular, with $\mu$ the halfspace median, it has been shown to be a minimax optimal estimator of scatter in certain contamination models (Chen et al., 2018).

The location halfspace depth (1) is known to be difficult to compute exactly. Nevertheless, great progress has already been made in that direction, and efficient exact algorithms for the computation of the location halfspace depth (1) are currently available. We refer to the pioneering works of Rousseeuw and Ruts (1996) for bivariate data, Rousseeuw and Struyf (1998) for 3-dimensional data, and more recently Dyckerhoff and Mozharovskyi (2016) for general dimension $d \geq 1$. The algorithm for bivariate data is based on the general idea of a circular sequence (Edelsbrunner, 1987); the situation with $d > 2$ is much more involved and requires specialized techniques (Liu and Zuo, 2014; Dyckerhoff and Mozharovskyi, 2016; Liu et al., 2019).

Despite its theoretical appeal, efficient computation of $\text{sHD}$ for $d \geq 2$ is virtually unexplored. The only available implementations of $\text{sHD}$ are based on random approximations of (2), by means of a finite minimum over randomly chosen directions $u \in S^{d-1}$. Such approximations are well known from the task of computing the location halfspace depth (Dyckerhoff et al., 2021),

\(^1\)Note that similarly as for the location halfspace depth, the general definition of the scatter halfspace depth in Chen et al. (2018) and Paindaveine and Van Bever (2018) is given, instead of only for datasets $\mathcal{X}$, for Borel probability measures $P$ on $\mathbb{R}^d$. In that case, the number of elements used in (2) is replaced by the $P$-mass of appropriate sets. Strictly speaking, our definition (2) should be divided by $n$ to match the sample depth from the literature exactly. It will, however, be convenient for us to consider the integer-valued version of the sample $\text{sHD}$ as defined in (2). The two versions of the depth are, of course, equivalent.
and are notorious for their poor performance in higher dimensions (Nagy et al., 2020, see also our Section 4). Unlike for the location halfspace depth, no exact programs are available for the computation of \( sHD \).

We address the problem of both exact and approximate computation of \( sHD \) in arbitrary dimension \( d \geq 1 \). Based on thorough geometric considerations, we develop an original computational algorithm for \( sHD \). Our algorithm provides exact results under a mild condition of sufficiently general position of the data points \( \mathcal{X} \), which is satisfied if \( \mathcal{X} \) is sampled from a distribution with a density. In addition, we propose two versions of fast approximate algorithms for the computation of \( sHD \). For dimension \( d \leq 5 \) we have efficiently implemented our program in C++ and R via the interface given by Rcpp (Eddelbuettel, 2013) and RcppArmadillo (Eddelbuettel and Sanderson, 2014). All these programs are freely available in an R package \texttt{scatterdepth} accompanying this paper.\(^2\)

The rest of this paper is organized as follows. The methodology and the main theoretical results are presented in Section 2. Based on that discussion, we develop both exact and approximate computational algorithms in Section 3, and comment on their implementation. Two numerical studies are given in Section 4 to investigate the computational speed, and to compare the approximate versions of the developed implementations. An extensive proof of our main theoretical result and several proofs of auxiliary lemmata are given in the Appendix.

\textbf{Notations.} We make frequent use of tools and terminology from geometry; our general reference is Schneider (2014). For a set \( A \subseteq \mathcal{R}^d \) its interior and boundary are denoted by \( \text{int}(A) \) and \( \text{bd}(A) \), respectively. The set \( A \) is an affine (sub)space (also called a flat) of dimension \( k \leq d \) if \( A = \{x + a : x \in L \} \) for some point \( a \in \mathcal{R}^d \) and some \( k \)-dimensional linear subspace \( L \) of \( \mathcal{R}^d \).

The affine hull of a set \( A \) is the smallest affine space that contains \( A \). For example, the affine hull of two distinct points in \( \mathcal{R}^d \) is the infinite line spanned by them. The elements of the unit sphere \( S^{d-1} = \{x \in \mathcal{R}^d : \|x\| = 1 \} \) are called directions. We say that a set \( A \subset \mathcal{R}^d \) is a \( k \)-sphere if \( k \in \{0, \ldots, d - 1\} \) and if \( A \) can be written as an intersection of a sphere \( \{x \in \mathcal{R}^d : \|x - a\| = r \} \) for some \( a \in \mathcal{R}^d \) and \( r > 0 \) with a \( k \)-dimensional affine subspace of \( \mathcal{R}^d \). In particular, a 0-sphere is any pair of points in \( \mathcal{R}^d \).

\(^2\)https://github.com/NagyStanislav/scatterdepth
2 Methodology and main results

Our algorithm is based on considerations from spherical geometry, coupled with elements of convex geometry, and matrix theory. It is described in several steps. We begin in Section 2.1, where we interpret \( s\text{HD} \) in geometric terms. Our algorithm is guaranteed to give an exact result under a mild assumption of sufficiently general position of the data points, introduced in Section 2.2. To simplify the exposition, in Section 2.3 we use the affine invariance of \( s\text{HD} \) to reduce the problem of the computation of \( s\text{HD} \). Instead of computing the depth for any positive definite matrix \( \Sigma \in \mathbb{R}^{d \times d} \) centered at an arbitrary location \( \mu \in \mathbb{R}^d \), we use the equivalent formulation of finding \( s\text{HD} \) of the unit \( d \times d \) matrix \( I_d \) centered at the origin \( 0_d \), w.r.t. a transformed sample of data points. Having covered the preliminaries, we state our main result as Theorem 1 in Section 2.4, and outline the way how to use that result to develop our algorithm in Section 2.5.

2.1 Geometry of the scatter halfspace depth

The scatter halfspace depth has a geometric interpretation (Nagy, 2020) in terms of probabilities of the slabs

\[
\text{Sl}(u, \Sigma, \mu) = \{ x \in \mathbb{R}^d : |u^\top (x - \mu)| \leq \sqrt{u^\top \Sigma u} \}.
\]

The slab \( \text{Sl}(u, \Sigma, \mu) \) is located between two hyperplanes that are both (i) orthogonal to \( u \in S^{d-1} \), and (ii) supporting the (boundary of the) Mahalanobis ellipsoid of \( \Sigma \) centered at \( \mu \)

\[
E = \{ x \in \mathbb{R}^d : (x - \mu)^\top \Sigma^{-1} (x - \mu) = 1 \}.
\]

Denoting the closure of the complement of \( \text{Sl}(u, \Sigma, \mu) \) in \( \mathbb{R}^d \) by

\[
\text{cSl}(u, \Sigma, \mu) = \{ x \in \mathbb{R}^d : |u^\top (x - \mu)| \geq \sqrt{u^\top \Sigma u} \},
\]

we can rewrite (2) as

\[
s\text{HD}(\Sigma, \mu, \mathcal{X}) = \inf_{u \in S^{d-1}} \min \{ \# \{ i : x_i \in \text{Sl}(u, \Sigma, \mu) \}, \# \{ i : x_i \in \text{cSl}(u, \Sigma, \mu) \} \}.
\]

2.2 The assumption of general position w.r.t. ellipsoids

To avoid clunky notation coupled with technical and numerical difficulties, throughout this paper we assume that the data \( \mathcal{X} \) is in position that is sufficiently general. Recall that a (multi)set \( Z \) of points in \( \mathbb{R}^d \) is said to be in general position if no \( k \)-point subset of \( Z \) lies in a \( (k - 2) \)-dimensional affine space, for any \( k \in \{2, \ldots, d + 1\} \). The assumption of data points lying in general position is quite standard in the literature on the computation of the (location) depth.
For the scatter halfspace depth of a dataset $\mathcal{X}$ we need to assume a slightly different condition that we call general position w.r.t. the (Mahalanobis) ellipsoid $E$ from (4). To formulate our condition, denote for $u \in S^{d-1}$ by $H_u$ the boundary hyperplane of the unique tangent halfspace\(^3\) to $E$ with inner normal $u$.

**Definition 1.** Let $\Sigma \in \mathbb{R}^{d \times d}$ be positive definite and let the center $\mu \in \mathbb{R}^d$ be given. For a dataset $\mathcal{X}$ of points $x_1, \ldots, x_n \in \mathbb{R}^d$, consider the amended dataset $\mathcal{X}^*$ of $2n$ points consisting of the original data $x_1, \ldots, x_n$ and the points $2\mu - x_1, \ldots, 2\mu - x_n$ reflected around the center $\mu$. We say that $\mathcal{X}$ is in general position w.r.t. the ellipsoid (4) if for each $u \in S^{d-1}$ the finite (multi)set $(H_u \cap E) \cup \{H_u \cap \mathcal{X}^\ast\}$ of points inside the hyperplane $H_u$ is in general position.

**Assumption.** Throughout this paper we assume that the dataset $\mathcal{X}$ is in general position w.r.t. $E$ from (4).

In Definition 1 we assume that the hyperplane $H_u$ always contains at most $d - 1$ points from $\mathcal{X}^*$, and when taken together with the unique point $H_u \cap E$ on the boundary of $E$, these points are in general position inside $H_u$. To phrase our condition in other words, we suppose that the union of the two hyperplanes $H_u$ and $H_{-u}$, which is the boundary of the slab $\text{Sl}(u, \Sigma, \mu)$ of $E$ from (3), contains at most $d - 1$ data points, and if the points from the hyperplane $H_{-u}$ are flipped around the center $\mu$ of $E$ to $H_u$, all the data points in $H_u$ together with $H_u \cap E$ are in general position. In particular, we assume that (i) no data point lies exactly on the boundary of $E$, (ii) no two data points determine a straight line that touches $E$, etc. Our Definition 1 is similar to the usual assumption of general position in $\mathbb{R}^d$, but it neither implies nor is implied by the latter. The assumption of general position w.r.t. $E$ is almost surely satisfied for random samples $\mathcal{X}$ from absolutely continuous distributions in $\mathbb{R}^d$.

### 2.3 Affine invariance

The scatter halfspace depth is affine invariant (Paindaveine and Van Bever, 2018, Theorem 2.1), meaning that the task of computing $\text{sHD}(\Sigma, \mu, \mathcal{X})$ can be reduced to finding the depth of the identity matrix $I_d \in \mathbb{R}^{d \times d}$ w.r.t. an affine transform of the original dataset $\mathcal{X}$. Indeed, because $\Sigma \in \mathbb{R}^{d \times d}$ is positive definite, there exists a unique symmetric matrix $\Sigma^{-1/2} \in \mathbb{R}^{d \times d}$ with the property $\Sigma^{-1/2}\Sigma\Sigma^{-1/2} = I_d$ (Horn and Johnson, 2013, Theorem 7.2.6). Transforming $y_i = \Sigma^{-1/2}(x_i - \mu), i = 1, \ldots, n$, and denoting by $\mathcal{Y}$ the dataset of the transformed points $y_1, \ldots, y_n$, we obtain $\text{sHD}(\Sigma, \mu, \mathcal{X}) = \text{sHD}(I_d, 0_d, \mathcal{Y})$. The corresponding Mahalanobis ellipsoid (4) reduces \(^\text{3}\)A halfspace $H$ is said to be tangent to $E$ if $H \cap E$ is a single point.
to the unit sphere $S^{d-1}$, and the slab (3) and its complement simplify to

$$\text{Sl}(\mathbf{u}, \mathbb{I}_d, 0_d) = \{ \mathbf{x} \in \mathcal{R}^d : |\mathbf{u}^\top \mathbf{x}| \leq 1 \}, \quad \text{and} \quad c\text{Sl}(\mathbf{u}, \mathbb{I}_d, 0_d) = \{ \mathbf{x} \in \mathcal{R}^d : |\mathbf{u}^\top \mathbf{x}| \geq 1 \},$$

with their two boundary hyperplanes at $\mathbf{u}$ and $-\mathbf{u}$

$$H_u = \{ \mathbf{x} \in \mathcal{R}^d : \mathbf{x}^\top \mathbf{u} = 1 \} \quad \text{and} \quad H_{-u} = -H_u = \{ \mathbf{x} \in \mathcal{R}^d : \mathbf{x}^\top \mathbf{u} = -1 \}$$

(5)
supporting the unit sphere $S^{d-1}$. As a result, the computation of $\text{sHD}(\mathbb{I}_d, 0_d, \mathcal{Y})$ is easier to describe, and throughout this section we therefore focus on the situation when $\Sigma = \mathbb{I}_d$, $\mathbf{\mu} = 0_d$, and the dataset $\mathcal{Y}$. This allows us to simplify the notations and the geometric arguments that will follow. We write $\text{sHD}(\mathcal{Y})$ for $\text{sHD}(\mathbb{I}_d, 0_d, \mathcal{Y})$, and $\text{Sl}(\mathbf{u}), c\text{Sl}(\mathbf{u})$ instead of $\text{Sl}(\mathbf{u}, \mathbb{I}_d, 0_d), c\text{Sl}(\mathbf{u}, \mathbb{I}_d, 0_d)$, respectively. Likewise, the assumption of general position w.r.t. $E$ from Definition 1 simplifies, as $E = S^{d-1}$, and $H_u \cap E = \{ \mathbf{u} \}$ for all $\mathbf{u} \in S^{d-1}$. The general position of $\mathcal{X}$ w.r.t. $E$ from (4) is equivalent with the general position of $\mathcal{Y}$ w.r.t. $S^{d-1}$.

Thanks to the affine invariance, the computation of the scatter halfspace depth reduces to the minimization of the objective function

$$h(\mathbf{u}) = \min \left\{ \# \left\{ i \in \{1, \ldots, n\} : \left| \mathbf{u}^\top \mathbf{y}_i \right| \leq 1 \right\}, \# \left\{ i \in \{1, \ldots, n\} : \left| \mathbf{u}^\top \mathbf{y}_i \right| \geq 1 \right\} \right\}$$

(6)
over all $\mathbf{u} \in S^{d-1}$. The main idea of our computational algorithm is a significant reduction of the domain $S^{d-1}$ of the function $h$ to a finite subset $\mathcal{U}$ with a guarantee that the infimum of the function $h$ over $S^{d-1}$ coincides with the minimum of (a slightly modified version of) $h$ over $\mathcal{U}$. 

2.4 Main theorem

**Definition 2.** Denote by $\mathcal{Y}^*$ the dataset of 2n points $\mathbf{y}_1, \ldots, \mathbf{y}_n, -\mathbf{y}_1, \ldots, -\mathbf{y}_n$. We say that $H_u$ from (5) is a maximal tangent hyperplane if there is no direction $\mathbf{v} \in S^{d-1}$ such that $H_v \cap \mathcal{Y}^*$ is a strict subset of $H_u \cap \mathcal{Y}^*$. The direction $\mathbf{u} \in S^{d-1}$ corresponding to a maximal tangent hyperplane is called a maximal direction, and the finite set $\mathcal{Y}^* \cap H_u$ is called a maximal subset of $\mathcal{Y}^*$.

To phrase Definition 2 differently, a maximal tangent hyperplane $H_u$ cannot be modified in a way to obtain a different tangent hyperplane of $S^{d-1}$ that would contain the same points as $H_u \cap \mathcal{Y}^*$, and some additional points from $\mathcal{Y}^*$. We are now ready to state our main theorem.

**Theorem 1.** Let $\mathcal{Y}$ be a dataset in general position w.r.t. the unit sphere $S^{d-1}$. Let $\mathcal{U} \subset S^{d-1}$ be a finite collection of directions such that

- for each maximal subset $\{a_1, \ldots, a_{d-1}\}$ of $\mathcal{Y}^*$ of $d-1$ points, both corresponding maximal directions are contained in $\mathcal{U}$, and
• for each maximal subset \( \{a_1, \ldots, a_k\} \) of \( Y^* \) of \( k < d - 1 \) points, any single direction from the corresponding set of maximal directions is contained in \( U \).

Then we can write

\[
\text{sHD}(Y) = \min_{u \in U} \left\{ \# \left\{ i \in \{1, \ldots, n\} : |u^T y_i| < 1 \right\}, \# \left\{ i \in \{1, \ldots, n\} : |u^T y_i| > 1 \right\} \right\}. \tag{7}
\]

The proof of Theorem 1 is technical and long; in full detail it is contained in the Appendix, Section A.

**Remark 1.** Since the objective function to be minimized in (7) is symmetric w.r.t. antipodal reflections of directions \( S^{d-1} \to S^{d-1} : u \mapsto -u \), it is possible to restrict the set of directions \( U \) to those contained in an arbitrary hemisphere of \( S^{d-1} \) in (7). This argument of symmetry will be used to simplify our main algorithm in Section 3.

There are finitely many directions in the set \( U \) in Theorem 1. They can be found using the notion of circles and anti-circles of data points from \( Y \), dealt with in detail in Section A.2 in the Appendix. Let \( y_i \in Y \) be a data point such that \( \|y_i\| > 1 \). The circle of \( y_i \) is the set

\[
S^{d-1} \cap \left\{ x \in \mathbb{R}^d : x^T y_i = 1 \right\}.
\]

The anti-circle of \( y_i \) is the circle of its antipodal reflection \(-y_i \in Y^*\). Each (anti-)circle,\(^4\) being an intersection of the unit sphere \( S^{d-1} \) and a hyperplane, is a \((d-2)\)-sphere lying inside the unit sphere \( S^{d-1} \), see Figures 1 and 2. The circle is a 1-sphere (or a circle in the sense of a simple closed curve) on the surface of \( S^2 \) only for \( d = 3 \); in the sequel it will, however, be convenient to use this terminology.\(^5\) The connections between (anti-)circles of data points and maximal tangent hyperplanes are expounded in Section A.5 in the Appendix. In brief, a maximal direction is any direction that lies in an intersection \( C \) of \( k \in \{1, \ldots, d - 1\} \) (anti-)circles that have the property that no \((k + 1)\)-st (anti-)circle intersects \( C \). In dimension \( d = 2 \), the maximal directions are exactly the points of (any) (anti-)circles. For dimensions \( d = 3 \) and \( d = 4 \) see Figures 2 and 4, respectively.

### 2.5 The main algorithm: General description

Based on Theorem 1, we design our main algorithm for the exact computation of the scatter halfspace depth.

---

\(^4\)By (anti-)circle we mean circle and/or anti-circle, with precise meaning obvious from the context.

\(^5\)To avoid ambiguous terminology, we reserve the term circle only to this context, and call \( S^1 \) consistently the (unit) 1-sphere throughout this paper.
Main algorithm: The procedure for finding the exact scatter halfspace depth \( s_{\text{HD}} \) of \( \Sigma \in \mathcal{R}^{d \times d} \) positive definite, centered at \( \mu \in \mathcal{R}^d \), w.r.t. \( x_1, \ldots, x_n \in \mathcal{R}^d \).

(S1) Transform \( y_i = \Sigma^{-1/2}(x_i - \mu) \), \( i = 1, \ldots, n \), and take the amended dataset \( Y^* \) consisting of \( y_1, \ldots, y_n, -y_1, \ldots, -y_n \).

(S2) Initialize the list of maximal directions \( \mathcal{U} = \emptyset \).

(S3) Loop through all \( k \)-point subsets \( \{a_1, \ldots, a_k\} \) of \( Y^* \) such that \( a_{j_1} \neq \pm a_{j_2} \) for all \( j_1 \neq j_2 \), \( j_1, j_2 \in \{1, \ldots, k\} \), and all \( k \in \{1, \ldots, d - 1\} \). That is

For each \( k \in \{1, \ldots, d - 1\} \) and for each \( \{a_1, \ldots, a_k\} \subset Y^* \) as above do

- Search for any maximal tangent hyperplane \( H_u \) that satisfies \( \{a_1, \ldots, a_k\} = H_u \cap Y^* \).
- If such a maximal tangent hyperplane \( H_u \) does not exist, then break out of the current loop and continue with the next subset in Step (S3).
- Else, we distinguish two cases:
  - If \( k = d - 1 \), then we find both directions \( u \) and \( u' \) such that \( H_u \cap Y^* = H_{u'} \cap Y^* = \{a_1, \ldots, a_{d-1}\} \), and add both \( u \) and \( u' \) to \( \mathcal{U} \).
  - If \( k < d - 1 \), then we take an arbitrary single direction \( u \in S^{d-1} \) that satisfies \( H_u \cap Y^* = \{a_1, \ldots, a_k\} \) and add \( u \) to \( \mathcal{U} \).

(S4) Return \( s_{\text{HD}} \) as (7) from Theorem 1 with the given set \( \mathcal{U} \).

In dimension \( d = 2 \) our algorithm simplifies since in Step (S3) the case \( k < d - 1 = 1 \) is never considered. The algorithm thus in the main loop in Step (S3) reduces to the search of two tangent hyperplanes (lines) to \( S^1 \) from all points of the amended dataset \( Y^* \), see also Figure 1.

For \( d = 3 \), the algorithm searches through all pairs of points in Step (S3) with \( k = d - 1 = 2 \) and their maximal directions, and then with \( k = d - 2 = 1 \) it considers also data points from \( Y^* \) whose (anti-)circles do not intersect any other (anti-)circle. This situation is displayed in Figures 2 and 3.

With \( d > 3 \) the procedure is substantially more involved, as all cases of \( k \in \{1, \ldots, d - 1\} \) (anti-)circles must be treated in Step (S3). For a hint with \( d = 4 \) see Figure 4. The technical implementation of our procedure and details of the computation are provided in Section 3.

### 3 Computational algorithms

Before embarking on the details of the general exact algorithm from Section 2.5 valid in each dimension \( d \geq 2 \), we begin by expounding its basic idea in the simpler situation of dimension \( d = 2 \) in Section 3.1. That will help us to fix ideas and develop understanding for the more technical general description in Section 3.2.
Figure 1: The situation in dimension $d = 2$: A dataset $\mathcal{Y}$ of $n = 4$ points (black points labeled $A$–$D$) and their antipodal reflections (orange points labeled $A'$–$D'$). The circles of $\mathcal{Y}$ are displayed as the points on $S^1$ in black ($A_1, A_2, C_1, C_2, D_1, D_2$); the anti-circles of $\mathcal{Y}$ are the points on $S^1$ in orange ($A'_1, A'_2, C'_1, C'_2, D'_1, D'_2$). According to Theorem 1, the depth $\text{sHD}$ can be computed using slabs $\text{Sl}(\mathbf{u})$ with $\mathbf{u}$ taken from the (anti-)circles of $\mathcal{Y}$ only, if the points on the boundaries of $\text{Sl}(\mathbf{u})$ are disregarded. One such slab $\text{Sl}(\mathbf{u})$ is displayed with $\mathbf{u} = A_1$; this slab contains 2 data points in its interior ($B$ and $D$), and 1 data point outside of it ($C$). Thus, to the minimum in Step (S4) of our algorithm it contributes by value 1. The smaller brown points $M_1$–$M_{12}$ on $S^1$ are the midpoints of the sequence of the ordered (anti-)circles, used in the second variant of our algorithm explained in Remark 3 in Section 3.1.
Figure 2: The situation in dimension $d = 3$: Left: A single data point $y_1 = (2, 0, 0)^\top$ (black) and its antipodal reflection $-y_1$ (orange). The circle (black curve) and the anti-circle (orange curve) of $y_1$ are both 1-spheres, that is simple curves, on the surface of $S^2$. The tangent planes of $S^2$ at the points of the circle pass through $y_1$, while the tangent planes at the points of anti-circle pass through $-y_1$. Two such tangent planes are displayed; they correspond to $u_1$ and $-u_1$, respectively. Right: Two data points $y_1$ and $y_2$ (black points) with their circles (dashed curves) on the unit sphere $S^2$. The circles intersect in two maximal directions (red points) $u_1, u_2 \in S^2$. These directions correspond to the two maximal tangent (hyper)planes of $S^2$ that pass through both $y_1$ and $y_2$. The tangent plane $H_{u_1}$ is displayed along with the lines from $u_1$ to $y_i$, $i = 1, 2$, inside $H_{u_1}$.

Figure 3: The case $d = 3$, with a dataset $\mathcal{Y}$ of three points $y_1, y_2, y_3 \in \mathbb{R}^3$ (black points) and their corresponding circles (black curves) and anti-circles (orange dashed curves) on the unit sphere $S^2$. Left: Configuration of points where each circle of $\mathcal{Y}$ intersects another (anti-)circle, resulting in two maximal tangent hyperplanes per each intersection of two (anti-)circles. The maximal directions of these (hyper)planes are displayed as the red points on the sphere $S^2$, and they are exactly the points of $\mathcal{U}$ in Theorem 1. Right: A set of points $\mathcal{Y}$ such that the (anti-)circles of $y_2$ and $y_3$ intersect (in the two pairs of red points on $S^2$, respectively), while none of them intersects the (anti-)circle of $y_1$ (the largest curves in black and dashed orange, respectively). The set of directions $\mathcal{U}$ has to be chosen as the two points of intersection of circles of $y_2$ and $y_3$ (case $k = d - 1 = 2$), and an arbitrary single point $u_1 \in S^2$ on the circle of $y_1$ (red point, case $k = d - 2 = 1$).
Figure 4: The situation in dimension $d = 4$. Left: Two intersecting circles of data points are displayed. Both these circles are 2-spheres inside the 3-sphere $S^3$; here they are displayed canonically embedded into $\mathbb{R}^3$. The intersection of these circles is a 1-sphere (black curve) that is not intersected by any other (anti-)circle of the dataset. As a maximal direction, an arbitrary direction $u \in S^3$ (red point) in the intersection of these two circles is taken in Theorem 1 (case $k = d - 2 = 2$). Right: Three circles of points in $\mathbb{R}^4$ that intersect in two maximal directions (a 0-sphere) displayed as the red points $u_1, u_2 \in S^3$ (case $k = d - 1 = 3$). Again, the setup in $\mathbb{R}^4$ is projected canonically to $\mathbb{R}^3$ in this figure.

Remark 2. In all algorithms that follow, $\epsilon$ denotes a small positive constant, that should effectively stand for a “positive zero”, to account for flopping errors. In our implementations $\epsilon$ is set by default to $10^{-14}$.

3.1 Exact algorithm: Bivariate case

Algorithm 1. Inputs: $X = \{x_1, \ldots, x_n\}$, $\mu \in \mathbb{R}^d$, $\Sigma \in \mathbb{R}^{d \times d}$ positive definite, and $\epsilon > 0$.

Step 1. Initialize $s_{\text{HD}} = n$ and $U = \emptyset$.

Step 2. Transform $y_i = \Sigma^{-1/2}(x_i - \mu)$ for $i = 1, \ldots, n$.

Step 3. Find the observations that lie outside $S^1$ and store them in a list $Y_{\text{out}} = \{y_i : \|y_i\| > 1$ and $i \in \{1, \ldots, n\}\}$. If $\#Y_{\text{out}} \leq 1$, return $s_{\text{HD}} = 0$ and terminate the algorithm.

Step 4. For each $y \in Y_{\text{out}}$, compute its circle composed of the two directions $u_1, u_2 \in S^1$ such that $u_j^\top(y - u_j) = 0$, $j = 1, 2$. Append the two directions $u_1, u_2$ of the circle of $y$, and the two directions of the anti-circle $-u_1, -u_2$ of $y$, to the list $U$.

Step 5. For each $v \in U$, obtain $p_1 = \#\{i \in \{1, \ldots, n\} : |v^\top y_i| > 1 + \epsilon\}$ and $p_2 = \#\{i \in \{1, \ldots, n\} : |v^\top y_i| < 1 - \epsilon\}$. Set $s_{\text{HD}} = \min\{p_1, p_2, s_{\text{HD}}\}$.

Output: The value of $s_{\text{HD}}$.

Remark 3. Algorithm 1 is a direct translation of our main procedure from Section 2.5 in case $d = 2$ into pseudocode. In the R package scatterdepth our code is, however, further optimized for performance and numerical stability. We do the following amendments.
1. Once we found in Step 3 which observations $y_i$ are contained inside the unit 1-sphere, these observations are excluded from the subsequent computation and only the number of them $m \leq n-1$ is added to $p_2$ in Step 5. This is possible since the observations within $S^1$ always project inside the slab $Sl(u)$ for each $u \in S^{d-1}$.

2. We use polar coordinates to represent the directions $U \subset S^1$. The elements of $U$ are ordered according to their direction angles $\theta_j \in [-\pi, \pi)$. Instead of the $\epsilon$-perturbation performed in Step 5 we take the mid-point $v \in S^1$ on the arc between each two consecutive angles, and use the slab $Sl(v)$ directly, see also Figure 1. This way we get $p_1 = \#\{i \in \{1, \ldots, n\} : |v^\top y_i| > 1\}$ and $p_2 = \#\{i \in \{1, \ldots, n\} : |v^\top y_i| < 1\}$, and we do without the choice of the constant $\epsilon$.

3. Since each element of $u \in U$ is in the list $U$ together with its opposite direction $-u$, in the polar domain in $\mathbb{R}^2$ we can restrict to angles $\theta_j \in [0, \pi)$ (Remark 1).

3.2 Exact algorithm: Multivariate case

For data of dimension $d > 2$, our algorithm is rather complex. We proceed by presenting its complete pseudocode. A detailed discussion on the individual steps is provided in Comments C1–C8 after the code. In the code, places where these comments apply are indicated.

**Remark 4.** In the description of Algorithm 2, we say that a collection of (anti-)circles corresponding to points from $Y$ was already visited if a maximal direction in their intersection was already found, and added to the list $U$. According to our discussion in Section 2.4, a visited set of (anti-)circles does not correspond to any additional maximal tangent hyperplane that would need to be appended to $U$, and thus it does not need to be considered. In this sense, once a collection of (anti-)circles has been visited, all its sub-collections will be flagged as visited too. Finally, note that in Algorithm 2 we do not explicitly keep the list of directions $U$. Instead, the minimum in Step (S1) of our main algorithm is computed on the fly.

By $\text{span}(u_1, \ldots, u_m) = \{\sum_{i=1}^m \lambda_i u_i \in \mathbb{R}^d : \lambda_i \in \mathbb{R} \text{ for all } i \in \{1, \ldots, m\}\}$ we denote the linear span of the vectors $u_1, \ldots, u_m \in \mathbb{R}^d$.

Algorithm 2. **Inputs:** $X = \{x_1, \ldots, x_n\}$, $\mu \in \mathbb{R}^d$, $\Sigma \in \mathbb{R}^{d \times d}$ positive definite, and $\epsilon > 0$.

**Step 1.** Initialize $sHD = n$.

**Step 2.** Transform $y_i = \Sigma^{-1/2}(x_i - \mu)$ for $i = 1, \ldots, n$. 
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**Step 3.** Compute the list $\mathcal{Y}_{\text{out}} = \{y_i: \|y_i\| > 1 \text{ and } i \in \{1, \ldots, n\}\}$, and denote the number of such data points by $m = \#\mathcal{Y}_{\text{out}}$. If $m \leq d - 1$, return $s_{\text{HD}} = 0$ and terminate the computation (C1). Without loss of generality, suppose that $\mathcal{Y}_{\text{out}} = \{y_1, \ldots, y_m\}$.

**Step 4: Initialization.** Initialize a series of $d - 2$ lists of Boolean values (C4):

- $\mathcal{V}_1$ a vector of length $2m$;
- $\mathcal{V}_2$ a matrix of size $2m \times 2m$;
- $\mathcal{V}_3$ a three-dimensional array of size $2m \times 2m \times 2m$;
- \ldots;
- $\mathcal{V}_{d-2}$ a $(d - 2)$-dimensional array of size $2m \times 2m \times \cdots \times 2m$.

All entries of these lists are initialized to FALSE. In each dimension of each of these lists, the first $m$ elements correspond to the circles generated by the $m$ points of $\mathcal{Y}_{\text{out}}$, and the latter $m$ elements to the anti-circles generated by $\mathcal{Y}_{\text{out}}$. The $j$-th list $\mathcal{V}_j$ represents indicators of whether $j$-element sets of (anti-)circles were already visited by the algorithm.

**Step 5: Main loop, case $k = d - 1$.** The main loop consists of two nested for-loops. Their setups are described in **Outer loop** and **Inner loop**. The batch of work inside the iterated loops is described in **Main batch**.

- **Outer loop.** For each $(d - 1)$-tuple of distinct points $\{z_1, \ldots, z_{d-1}\} = \{y_{i_1}, \ldots, y_{i_{d-1}}\} \subset \mathcal{Y}_{\text{out}}$ with $1 \leq i_1 < \cdots < i_{d-1} \leq m$ and $z_j = y_{i_j}$, $j = 1, \ldots, d - 1$, run:

- **Inner loop.** For each vector $(s_2, \ldots, s_{d-1})^\top$ of $(d - 2)$ signs $s_j \in \{-1, +1\}$, $j = 2, \ldots, d - 1$, replace $z_j$ by $z_j^* = s_j \cdot z_j = s_j \cdot y_{i_j}$ for $j = 2, \ldots, d - 1$, while keeping $z_1^* = z_1 = y_{i_1}$ fixed (C3). Denoting by $\mathcal{Y}_{\text{out}}^*$ the set of $2m$ elements $y_i$ and $-y_i$ with $y_i \in \mathcal{Y}_{\text{out}}$ we therefore have $\{z_1^*, \ldots, z_{d-1}^*\} \subset \mathcal{Y}_{\text{out}}^*$. Run:

- **Main batch.** Given the set $\{z_1^*, \ldots, z_{d-1}^*\} \subset \mathcal{Y}_{\text{out}}^*$, compute:

  (a) Consider the $(d - 2)$-dimensional (C5) linear space $\Pi = \text{span}(z_2^*-z_1^*, \ldots, z_{d-1}^*-z_1^*)$ parallel to the affine hull of the points $\{z_j^*\}_{j=1}^{d-1}$. Obtain the two orthonormal basis vectors $\alpha_1$, $\alpha_2$ of the two-dimensional orthogonal complement $\Pi^\perp$ to $\Pi$.

  (b) Compute $w = ((z_1^*)^\top \alpha_1, (z_1^*)^\top \alpha_2)^\top \in \mathbb{R}^2$ being the projection of the affine hull of $\{z_j^*\}_{j=1}^{d-1}$ into $\Pi^\perp$, and $w_i = (y_i^\top \alpha_1, y_i^\top \alpha_2)^\top \in \mathbb{R}^2$, $i = 1, \ldots, n$, the projections of the data points into $\Pi^\perp$ (C7). In both cases, the space $\Pi^\perp$ with the basis $\alpha_1$, $\alpha_2$ is canonically identified with the Euclidean space $\mathbb{R}^2$ with the basis $(1,0)^\top$, $(0,1)^\top$. 
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(c) If $\|w\| < 1$, the collection of points $\{z_{i1}^*, \ldots, z_{i(d-1)}^*\}$ is not a maximal subset of $\mathcal{Y}^*$ (C6). In that case, go to the next iteration of the Inner loop in Step 5 of the present algorithm. Otherwise, we have $\|w\| > 1$ and we found a new maximal tangent hyperplane.\textsuperscript{6} Then run:

(i) **Flagging visited (anti-)circles.** Flag as TRUE all elements of the lists $\mathcal{V}_1, \ldots, \mathcal{V}_{d-2}$ that correspond to the collection of the (anti-)circles associated with $z_{ij}^*$, $j = 1, \ldots, d-1$, visited in the current loop of the algorithm (see Remark 4). Precisely, with the convention that $s_1 = +1$, we denote for all $i_j, j = 1, \ldots, d-1$,

$$i_j^* = \begin{cases} i_j & \text{if } s_j = +1, \\ i_j + m & \text{if } s_j = -1, \end{cases} \tag{9}$$

and run the following (C4):

- For $d = 2$, we have $d - 2 = 0$, and no action is necessary.
- For $d = 3$, we set $\mathcal{V}_1[i_1^*] = \mathcal{V}_1[i_2^*] = \text{TRUE}$ to indicate that the (anti-)circles of $z_{ij}^* = s_j \cdot y_{ij}$, $j = 1, 2$, were already visited by our algorithm.
- For $d = 4$, set $\mathcal{V}_1[i_1^*] = \mathcal{V}_1[i_2^*] = \mathcal{V}_1[i_3^*] = \text{TRUE}$ as for $d = 3$. In addition, for each of the $\binom{d}{2} = 3$ two-point subsets $\{\ell_1^*, \ell_2^*\}$ of $\{i_1^*, i_2^*, i_3^*\}$ fill out $\mathcal{V}_2[\ell_1^*, \ell_2^*] = \text{TRUE}$.
- In general, for $d \geq 2$, for each $k \in \{1, \ldots, d - 2\}$ and for all $k$-element subsets $\{\ell_1^*, \ldots, \ell_k^*\}$ of $\{i_1^*, \ldots, i_{d-1}^*\}$ set to TRUE all the elements of $\mathcal{V}_k$ whose indices correspond to a permutation of $\ell_1^*, \ldots, \ell_k^*$.

(ii) Compute the two 2-dimensional unit normal vectors $v_j$, $j = 1, 2$ of the tangent line of the 1-sphere $S^1$ that passes through $w$. That is, compute the two directions $v_1, v_2 \in S^1$ such that $v_j^\top(w - v_j) = 0$, $j = 1, 2$ (CT).

(iii) Compute the quantities $p_{1,j} = \#\{i \in \{1, \ldots, n\} : |v_j^\top w_i| > 1 + \epsilon\}$ and $p_{2,j} = \#\{i \in \{1, \ldots, n\} : |v_j^\top w_i| < 1 - \epsilon\}$ and set $p_j = \min\{p_{1,j}, p_{2,j}\}$, $j = 1, 2$.

(iv) Set $s\text{HD} = \min\{p_1, p_2, s\text{HD}\}$.

**Step 6: Main loop, case $k < d - 1$.** For all $k \in \{d - 2, \ldots, 1\}$ in decreasing order (C2) run through the list $\mathcal{V}_k$:

(a) Consider each entry of $\mathcal{V}_k$ that takes value FALSE, meaning that the corresponding collection of $k$ (anti-)circles was never visited in Step 5(c) or in previous iterations of Step 6 of this algorithm (Remark 4). The indices $i_1^*, \ldots, i_k^*$ of each such entry correspond to either

\textsuperscript{6}Note that $\|w\| = 1$ cannot happen due to assumption of the general position w.r.t. the Mahalanobis ellipsoid, see Definition 1.
circles if \( i_j^* \leq m \), or to anti-circles if \( i_j^* > m \), \( j = 1, \ldots, k \). Define the index \( i_j \) and the sign \( s_j \) given by

\[
i_j = \begin{cases} i_j^* & \text{if } i_j^* \leq m, \\ i_j^* - m & \text{if } i_j^* > m. \end{cases}
\]

\[
s_j = \begin{cases} +1 & \text{if } i_j^* \leq m, \\ -1 & \text{if } i_j^* > m. \end{cases}
\]

The map \( i_j^* \mapsto i_j \) is inverse to (9). Let \( z_j = s_j \cdot y_{i_j} \) be the point corresponding to the circle or the anti-circle with index \( i_j \). Take the \( k \)-tuple of points \( \{ z_1^*, \ldots, z_k^* \} \subset \mathcal{Y}^* \).

(b) Consider the \((k - 1)\)-dimensional (C5) linear space \( \Pi_k = \text{span} \{ z_2^* - z_1^*, \ldots, z_k^* - z_1^* \} \) parallel to the affine hull of the points \( \{ z_j^* \}_{j=1}^k \). Complete \( \Pi_k \) by attaching to it the linear span of \( d - k - 1 \) vectors \( v_1, \ldots, v_{d-k-1} \in S^{d-1} \) that form (any) orthogonal collection of vectors in the orthogonal complement \( \Pi_0^\perp \) of the at most \( k \)-dimensional linear space \( \Pi_0 = \text{span} \{ z_1^*, \ldots, z_k^* \} \) (C8). Together, the vectors \( z_2^* - z_1^*, \ldots, z_k^* - z_1^*, v_1, \ldots, v_{d-k-1} \) form a \((d - 2)\)-dimensional linear space

\[
\Pi = \text{span} \{ z_2^* - z_1^*, \ldots, z_k^* - z_1^*, v_1, \ldots, v_{d-k-1} \}.
\]

Obtain the two orthonormal basis vectors \( \alpha_1, \alpha_2 \in S^{d-1} \) of the two-dimensional orthogonal complement \( \Pi^\perp \) to \( \Pi \) (C7).

(c) Compute \( w = (z_1^* \alpha_1, z_1^* \alpha_2)^\top \in \mathcal{R}^2 \) being the projection of the affine hull of \( \{ z_j^* \}_{j=1}^k \) into \( \Pi^\perp \), and \( w_i = (y_i^* \alpha_1, y_i^* \alpha_2)^\top \in \mathcal{R}^2 \), \( i = 1, \ldots, n \), the projections of the data points into \( \Pi^\perp \) (C7). In both cases, the space \( \Pi^\perp \) with the basis \( \alpha_1, \alpha_2 \) is canonically identified with the Euclidean space \( \mathcal{R}^2 \) with the basis \((1, 0)^\top, (0, 1)^\top\).

(d) If \( \| w \| < 1 \), the collection of points \( \{ z_1^*, \ldots, z_k^* \} \) is not a maximal subset of \( \mathcal{Y}^* \) (C6). In that case, go to the next iteration of Step 6 of the present algorithm. Otherwise, we have \( \| w \| \geq 1 \) and we found a new maximal tangent hyperplane. Then run:

(i) Flag as TRUE all subsets of the current collection of circles and anti-circles visited in the present iteration of Step 6 in the same way as in Step 5(c)/(i).

(ii) Compute a 2-dimensional unit normal vector \( v \in S^1 \) of (any) tangent line of the 1-sphere \( S^1 \) that passes through \( w \), i.e. find any \( v \in S^1 \) such that \( v^\top (w - v) = 0 \).

(iii) Compute \( p_1 = |\{ i \in \{ 1, \ldots, n \} : |v^\top w_i| > 1 + \epsilon \}| \) and \( p_2 = |\{ i \in \{ 1, \ldots, n \} : |v^\top w_i| < 1 - \epsilon \}| \) and set \( p = \min \{ p_1, p_2 \} \).

(iv) Set \( sHD = \min \{ p, sHD \} \).

**Output:** The value of \( sHD \).
We see that the complete description of the general Algorithm 2 is rather contrived. Several explanatory comments are in order.

► C1: Step 3 and early termination

In Step 3 we halt the computation immediately if the number of observations outside the unit sphere does not exceed \(d-1\). Indeed, if there are at most \(d-1\) of such data points in \(\mathcal{Y}\), together with the origin they lie in a hyperplane in \(\mathcal{R}^d\) with unit normal \(\mathbf{u} \in S^{d-1}\). The slab \(\text{Sl}(\mathbf{u})\) then contains all the data points from \(\mathcal{Y}\) in its interior, and \(c\text{Sl}(\mathbf{u})\) does not contain any observation, giving \(s\text{HD} = 0\).

Further, if at any time during the run the current value of \(s\text{HD}\) reaches 0, the algorithm is terminated and \(s\text{HD} = 0\) is returned. For simplicity, this is not indicated in Algorithm 2.

► C2: The order of loops in Steps 5 and 6

Recall that we explore maximal tangent hyperplanes that contain \(k \in \{1, \ldots, d-1\}\) data points. If a set \(A \subset \mathcal{Y}^*\) of \(k\) points is a maximal subset of \(\mathcal{Y}^*\), then no strict subset of \(A\) can be maximal. For that reason, we pass through \(k\)-point subsets with \(k\) decreasing from \(d-1\) (Step 5) and \(d-2\) (Step 6) to 1 (Step 6), and we only take those combinations of \(k\) points that were not previously visited (as part of a bigger maximal subset of \(\mathcal{Y}^*\)). Note that formally, Steps 5 and 6 could be merged in the description of Algorithm 2 and explained together. Step 5 is only a particular case of Step 6 for \(k = d-1\). We chose to explain Step 5 separately for sake of clarity, as the geometric ideas are easier to understand for \(k = d-1\).

► C3: Steps 5 and 6: Signs attached to data points

By keeping the first element \(z_1^* = z_1\) fixed, in the inner loop of Step 5 we guarantee that we do not explore redundant combinations of points \(z_1^*, \ldots, z_{d-1}^*\). This is true because each combination of signs \((s_1, \ldots, s_{d-1})^\top \in \{-1, +1\}^{d-1}\) results in the same values \(p_1, p_2\) in Step 5(c) as the combination of the opposite signs \((-s_1, \ldots, -s_{d-1})^\top\), thanks to Remark 1. Keeping \(s_1 = +1\) in all cases, we reduce the complexity of the loop in Step 5 of the algorithm to a half. The same restriction is applied in Step 6, although for brevity this is not indicated in the formal description of Algorithm 2.

► C4: Step 4 and economical representation of Boolean lists

Our representation in the series of \(d-2\) lists \(\mathcal{V}_1, \ldots, \mathcal{V}_{d-2}\) is redundant, and was introduced as such only for ease of exposition. The implementation of the lists \(\mathcal{V}_1, \ldots, \mathcal{V}_{d-2}\) used in our C++ function is much more economical. All the lists are stored inside a single \((d-2)\)-dimensional
array $\mathcal{V}$ of dimensions $2m \times 2m \times \cdots \times 2m$. Even in this structure, only some elements are effectively used:

- The first $m$ elements of $\mathcal{V}_1$, corresponding to the circles of $y_i$, are the entries $\mathcal{V}[i, i, \ldots, i]$, $i = 1, \ldots, m$. Due to our discussion in Comment C3 we do not need to consider the anti-circles of individual points, i.e. indices $i \leq m$ are sufficient for $\mathcal{V}_1$.

- For the list $\mathcal{V}_2$, by C3 again, we need to store only the information whether the collection of points $y_{i_1}$ and $y_{i_2}$ with $1 \leq i_1 < i_2 \leq m$ was visited, with $y_{i_1}$ corresponding to a circle. The circle of $y_{i_1}$ and the circle of $y_{i_2}$ correspond to $\mathcal{V}[i_1, i_1, \ldots, i_1, i_2 + m]$; the circle of $y_{i_1}$ and the anti-circle of $y_{i_2}$ are $\mathcal{V}[i_1, i_1, \ldots, i_1, i_2 + m]$. This way, only entries $\mathcal{V}[i_1, \ldots, i_1, i_2]$ are used with $i_1 \in \{1, \ldots, m\}$ and $i_2 \in \{i_1 + 1, \ldots, m\} \cup \{i_1 + 1 + m, \ldots, 2m\}$ for encoding $\mathcal{V}_2$.

- Analogously, for triples and $\mathcal{V}_3$, the information about the collection of the circle of $y_{i_1}$ and the (anti-)circles of $y_{i_2}$ and $y_{i_3}$ with $1 \leq i_1 < i_2 < i_3 \leq m$ is stored in the element $\mathcal{V}[i_1, i_1, \ldots, i_1, i_2 + s_2 m, i_3 + s_3 m]$, with $s_j = 0$ if the circle of $y_{i_j}$ is considered and $s_j = 1$ if the anti-circle of $y_{i_j}$ is taken, $j = 2, 3$.

- ...  

- Finally, a set of $d - 2$ distinct indices $1 \leq i_1 < i_2 < \cdots < i_{d-2} \leq m$ is represented as $\mathcal{V}[i_1, i_2 + s_2 m, \ldots, i_{d-2} + s_{d-2} m]$ with $s_j \in \{0, 1\}$ for all $j \in \{2, \ldots, d-2\}$ as in the previous cases.

This allows us to store all the necessary information about the collections of (anti-)circles in a single data structure $\mathcal{V}$.

**C5: Steps 5 and 6: Dimensionality of affine spaces**

In Steps 5(a) and 6(b) we claimed that the dimension of the space $\Pi$ is $d - 2$, and the dimension of $\Pi_k$ is $k - 1$, respectively. Indeed, our assumption of data points $\mathcal{X}$ being in general position from Definition 1 guarantees that any affine hull $A$ of $k$ points from $\mathcal{Y}^*$ that does not intersect the unit sphere $S^{d-1}$ must be of dimension $k - 1$. For if it was not, it would be possible to find a hyperplane $H$ tangent to $S^{d-1}$ that contains $A$, which means that inside $H$ there is a set of $k \leq d - 1$ points of $\mathcal{Y}^*$ that are not in general position.
C6: Steps 5(c) and 6(d): Intersecting (anti-)circles and affine hulls

We need to be able to find intersections of (anti-)circles analytically. To compute those points efficiently, we state an equivalence of (i) the fact that (anti-)circles have non-empty intersection, with (ii) a certain property of the affine hull of the corresponding sample points. To simplify our argument, consider only circles; the case of anti-circles is dealt with completely analogously. The proof of the following lemma can be found in the Appendix, Section B.

Lemma 1. A set of \( k \in \{1, \ldots, d-1\} \) circles has a non-empty intersection in \( S^{d-1} \) if and only if the affine hull of the corresponding sample points from \( \mathcal{Y} \) does not intersect the interior of the unit ball \( B = \{ x \in \mathbb{R}^d : \|x\| < 1 \} \).

This result is not applied directly in \( \mathbb{R}^d \), but rather in combination with a projection into \( \mathbb{R}^2 \) as discussed in Comment C7.

C7: Steps 5 and 6: Projections into two-dimensional spaces

An important nuance of Algorithm 2 concerns the way the maximal directions \( u_j \in U \) are found in Steps 5 and 6. Suppose that \( u_j \) lies in the intersection of \( k \) circles (\( k = d-1 \) for Step 5, or \( k < d-1 \) for Step 6) corresponding to points \( y_1, \ldots, y_k \) (without loss of generality). We use a projection approach to determine \( u_j \in S^{d-1} \). We first project our data into a two-dimensional subspace \( \Pi^\perp \) orthogonal to the affine hull of \( y_1, \ldots, y_k \). There are two situations to be distinguished:

1. In Step 5 we have \( k = d-1 \). The affine hull of \( y_1, \ldots, y_k \) is, according to Comment C5, an affine space of dimension \( d-2 \), and \( \Pi^\perp \) is simply its orthogonal complement.

2. If Step 6 we have \( k < d-1 \). Then, the points \( y_1, \ldots, y_k \) are complemented by a set \( V \) of (arbitrarily chosen) vectors such that the complete set \( V \cup \{ y_1, \ldots, y_k \} \) generates an affine space of dimension \( d-2 \). The way the complementary set \( V \) is found is explained in detail in Comment C8. The space \( \Pi^\perp \) is again taken as the orthogonal complement to this affine space.

Both orthogonal complements in Steps 5 and 6, and the completion of a subspace by orthogonal vectors in Step 6, are obtained using the QR-decomposition of the matrix whose \( k-1 \) columns are the vectors \( y_1 - y_k, \ldots, y_{k-1} - y_k \) (Horn and Johnson, 2013, Section 2.1).

After projecting our setup into a two-dimensional space \( \Pi^\perp \) (identified with \( \mathbb{R}^2 \)), the whole affine hull of \( y_1, \ldots, y_k \) projects to a single point \( w \) in \( \Pi^\perp \), which lies outside the open unit ball in \( \mathbb{R}^2 \) if and only if the intersection of the circles of \( y_1, \ldots, y_k \) is non-empty, see Comment C6.
For this point \( w \), the two directions \( v_1, v_2 \in S^1 \) inside the two-dimensional space \( \Pi \perp \) such that the tangent lines of \( S^1 \) at \( v_1, v_2 \) pass through \( w \) are found by direct calculation as vectors \( v_1, v_2 \in S^1 \) such that \( v_j^\top (w - v_j) = 0 \). The final vector \( u_j \in S^{d-1} \) is the unique direction in \( \mathcal{R}^d \) that is projected onto \( v_j \in \Pi \perp \). In our implementation, however, the final vectors \( u_j, j = 1, 2 \), are not needed to be found, since we only need the number of data points \( \mathbf{y}_i \) strictly inside (or outside) the slab \( \text{Sl}(u_j) \) in (7). This can be inferred directly inside the two-dimensional space \( \Pi \perp \); it is the number of the projected points \( w_i \) strictly inside (or outside, respectively) the two-dimensional slab given by \( v_j \). For an illustration in dimension \( d = 3 \) see Figure 5.

Our projection technique into a two-dimensional space \( \Pi \perp \) always results in exactly two maximal directions \( u_1, u_2 \in S^{d-1} \) (or, more precisely, their equivalent representatives \( v_1, v_2 \in S^1 \)). They are both needed if \( k = d - 1 \), because in that case we want to find both maximal directions of the 0-sphere of intersection of the (anti-)circles, see Theorem 1 and Lemma 4 in the Appendix. This is done in Step 5(c). If \( k < d - 1 \), it is enough to take any single such maximal direction as we do in Step 6(d).

Figure 5: The principle of projection from Comment C7 in dimension \( d = 3 \). Left: A dataset \( \mathcal{Y} \) of six observations \( \mathbf{y}_1, \ldots, \mathbf{y}_6 \). In Step 5 we now consider \( i_1 = 5, i_2 = 6 \), and take \( z_1^* = \mathbf{y}_5, z_2^* = \mathbf{y}_6 \). The linear space \( \Pi \) is parallel with the line spanned by \( \mathbf{y}_5 \) and \( \mathbf{y}_6 \) (dashed orange line). The orthogonal space \( \Pi \perp \) is the horizontal plane, where all data points project (solid arrows); the situation inside the plane \( \Pi \perp \) is visualized on the right hand panel of the figure. The projection \( w \) of both \( z_1^* \) and \( z_2^* \) into \( \Pi \perp \) lies outside the unit sphere \( S^1 \), meaning that by Lemma 1, two maximal directions \( u_1, u_2 \in S^{d-1} \) are found (brown arrows) in the left hand figure. According to our discussion in Comment C7, these correspond to the only directions that project into \( v_1, v_2 \in S^1 \) in \( \Pi \perp \). In Algorithm 2, directions \( u_1, u_2 \in S^{d-1} \) are not computed, as \( \mathbf{y}_i \in \text{Sl}(u_j) \) if and only if \( w_i \in \text{Sl}(v_j) \) for each \( i = 1, \ldots, n \) and \( j = 1, 2 \). Thus, once projected into \( \Pi \perp \), only \( v_1 \) and \( v_2 \) need to be found.
C8: Step 6: Expanding the affine hull

We are given a \((k - 1)\)-dimensional affine hull \(A\) of the points \(\{z^*_j\}_{j=1}^k\). We know that \(A\) intersects the set \(B = \{x \in \mathbb{R}^d : \|x\| < 1\}\) if and only if the (anti-)circles corresponding to \(z^*_1, \ldots, z^*_k\) intersect, due to Comment C6. To be able to project into a two-dimensional orthogonal complement in Step 6(c) of the algorithm, we first add to the affine space \(A\) the linear space \(C\) given as the span of \((d - k - 1)\) orthonormal vectors \(v_1, \ldots, v_{d-k-1}\) from the orthogonal complement \(\Pi_0^\perp\) to the linear space \(\Pi_0 = \text{span} (z^*_1, \ldots, z^*_k)\). This forms a \((d - 2)\)-dimensional affine space

\[
A' = A + C = \{a + c : a \in A \text{ and } c \in C\}. \tag{10}
\]

For the proof of the next lemma see the Appendix, Section C.

Lemma 2. For the affine space \(A'\) from (10) we have that \(A \subset A'\). Further, \(A'\) intersects \(B = \{x \in \mathbb{R}^d : \|x\| < 1\}\) if and only if \(A\) intersects \(B\). In particular, by Comment C6, the circles of the points \(\{z^*_j\}_{j=1}^k\) intersect in \(S^{d-1}\) if and only if \(A'\) intersects \(B\).

Finally, by considering an arbitrary set of vectors \(v_1, \ldots, v_{d-k-1}\) in Steps 6(c) and (d) we find an arbitrary point (see Theorem 1) in the intersection of the associated (anti-)circles, if such a point exists. It exists if and only if in Step 6(d) we have \(\|w\| < 1\) by Comment C6.

3.3 Approximate algorithms

We will see in Section 4 that especially in higher dimensions \(d > 4\) and sample sizes starting at hundreds of points, the exact computation of sHD depth becomes slow. For that reason, we propose two approximate computational algorithms:

- An algorithm based on randomly sampled directions \(u_j \in S^{d-1}, j = 1, \ldots, N\), distributed uniformly in the unit sphere \(S^{d-1}\). The approximation of sHD(\(\Sigma, \mu, \mathcal{X}\)) is

\[
\min_{j=1, \ldots, N} \min \left\{ \# \left\{ i : |u_j^\top \Sigma^{-1/2}(x_i - \mu)| \leq 1 \right\}, \# \left\{ i : |u_j^\top \Sigma^{-1/2}(x_i - \mu)| \geq 1 \right\} \right\}.
\]

In this formula we replace the whole sphere \(S^{d-1}\) in (2) by the finite set of randomly chosen points \(\{u_1, \ldots, u_N\} \subset S^{d-1}\) and use affine invariance of sHD as discussed in Section 2.3.

- A random extension of Algorithm 2, where instead of running through all \(\binom{n}{d-1}\) tuples of sample points in the outer loop of Step 5, only a random subset of \(N\) of the \((d - 1)\)-tuples of distinct points is selected in Step 5. The search for maximal directions in less than \(d - 1\) (anti-)circles in Step 6 is not executed in this approximation.

\[\text{This follows from Definition 1, thanks to the derivation in Comment C5.}\]
In the R package `scatterdepth` the first approximation method is called `rdirections` (standing for random directions) and the second `rpoints` (standing for random points). The method `rdirections` can be seen as an extension of the idea of approximate computation applicable to any depth satisfying the projection property (Dyckerhoff, 2004, Section 6). Especially in higher dimensions, the method `rdirections` is not expected to perform well; that was observed already for the location halfspace depth in Nagy et al. (2020) and Dyckerhoff et al. (2021). Both approximation methods are compared in a numerical study in Section 4.

### 3.4 Implementation

We have implemented both exact Algorithm 1 for \( d = 2 \) and Algorithm 2 with \( d \geq 1 \) in the R package `scatterdepth`, along with both approximate algorithms from Section 3.3. The R package is available as part of the Supplementary Materials accompanying this paper. Its latest version is available at [https://github.com/NagyStanislav/scatterdepth](https://github.com/NagyStanislav/scatterdepth).

### 4 Numerical studies

We conclude by presenting two numerical experiments to assess the performance of our R programs for the computation of sHD. We study the computational speed of the exact algorithm in Section 4.1 as well as the quality and speed of the two approximate algorithms in Section 4.2. The computations were performed on a modest laptop with processor Intel(R) Core(TM) i7-7500U CPU @2.70GHz (2 CPUs), \( \sim 2.9 \)GHz, 16.0 GB RAM.

#### 4.1 Speed of the exact algorithm

We use simulated datasets of sizes \( 2^k \) with \( k \in \{2, \ldots, 14\} \), amounting to sample sizes ranging from \( n = 2^5 = 32 \) to \( n = 2^{14} = 16384 \), and dimensions \( d \in \{2, \ldots, 5\} \). Each simulated dataset comes from the standard \( d \)-variate normal distribution. For each dataset, the scatter halfspace depth of the identity matrix \( I_d \in \mathbb{R}^{d \times d} \) centered at the origin \( 0_d \in \mathbb{R}^d \) is computed. The means and the standard deviations of the execution times taken over 20 independent runs of our simulation setup can be found in Table 1. All runs whose mean execution times exceeded 5 000 seconds (approximately 80 minutes) were terminated, and the computation for higher sample sizes \( n \) was not performed. As can be seen from Table 1, the exact algorithm is very fast in dimension \( d = 2 \), where even the computation of sHD for more than 10 000 points does not take longer than one second. With \( d = 3 \), the computation becomes slower with \( n > 1000 \), and takes already about 50 minutes for 10 000 points. With \( d > 3 \), exact computation is feasible only for lower hundreds of data points.
Table 1: Means and standard deviations (in brackets) of execution times of the implementation of the exact algorithm in R package scatterdepth in seconds. The results depend on the size $n$ of the dataset and its dimension $d$. They are computed from 20 independent runs; executions in setups that took on average longer than 5000 seconds (approximately 80 minutes) were halted.

| $n$ | $d = 2$ | $d = 3$ | $d = 4$ | $d = 5$ |
|-----|---------|---------|---------|---------|
| 32  | 0.00070 (0.00035) | 0.00121 (0.00013) | 0.01574 (0.00291) | 0.33318 (0.05634) |
| 64  | 0.00065 (0.00009) | 0.00411 (0.00056) | 0.16892 (0.02830) | 0.68989 (0.53821) |
| 128 | 0.00126 (0.00168) | 0.02094 (0.00281) | 2.14470 (0.24781) | 158.05592 (12.29712) |
| 256 | 0.00135 (0.00018) | 0.13000 (0.00756) | 24.24822 (2.66352) | 3781.61763 (263.738) |
| 512 | 0.00261 (0.00020) | 0.90816 (0.06754) | 338.44751 (20.2452) | — |
| 1024| 0.00742 (0.00041) | 6.87280 (0.47802) | 4924.46641 (294.792) | — |
| 2048| 0.02533 (0.00111) | 51.41536 (2.45273) | — | — |
| 4096| 0.09369 (0.00510) | 443.62476 (36.4937) | — | — |
| 8192| 0.36278 (0.01103) | 3110.07089 (174.922) | — | — |
| 16384| 1.39010 (0.04574) | — | — | — |

4.2 Accuracy of approximate algorithms

Since exact computation of $sHD$ becomes unfeasible for $d > 3$ and thousands of data points, we run a second simulation study where also the two approximate algorithms from Section 3.3 are compared. The simulation setup is similar to that from Section 4.1. We generated 50 independent replicates of $d$-dimensional standard normal samples of size $n$, with $d \in \{2, \ldots, 5\}$ and $n = 2^k$, $k \in \{6, \ldots, 10\}$. In each setup, the exact depth $sHD$ and both its approximations from Section 3.3 were computed for matrix $I_d \in \mathbb{R}^{d \times d}$ centered at $0_d \in \mathbb{R}^d$. The respective computation times and resulting depth values were recorded. Both approximate algorithms are taken with parameter $N = 10^4$.

In Table 2 we see the means and the standard deviations of the computation times for all three versions of our procedure: (i) the exact Algorithm 2 (exact), (ii) the approximate algorithm from Section 3.3 based on uniformly sampled random directions (rdirections), and (iii) the approximate algorithm from Section 3.3 based on a subsampling idea (rpoints).

To assess the quality of the approximation, we consider the relative difference of the computed depths. The relative difference of the exact value $sHD$ (computed using Algorithm 2) and its approximation $sHD_A$ (computed using one of the algorithms from Section 3.3) is evaluated as

$$\frac{sHD_A - sHD}{sHD}.$$ 

This quantity is always non-negative. The smaller relative difference, the better the approximation algorithm. Mean relative differences over the 50 performed runs in our simulation study are reported in Table 3. With them, we provide the percentage of independent runs in which $sHD_A = sHD$, that is the proportion of runs where an exact result was obtained. In the case
n = 64 | exact | rdirections | rpoints
---|---|---|---
| 0.00062 (0.00009) | 0.00406 (0.00060) | 0.17148 (0.02266) | 6.97294 (0.63412)

n = 128 | exact | rdirections | rpoints
---|---|---|---
| 0.00078 (0.00004) | 0.02155 (0.00054) | 1.99720 (0.24853) | 163.786 (10.4920)

n = 256 | exact | rdirections | rpoints
---|---|---|---
| 0.00121 (0.00007) | 0.02148 (0.00054) | 1.99720 (0.24853) | 163.786 (10.4920)

n = 512 | exact | rdirections | rpoints
---|---|---|---
| 0.00593 (0.00821) | 0.15061 (0.02625) | 2.1078 (0.0922) | 34689 (0.03684)

n = 1024 | exact | rdirections | rpoints
---|---|---|---
| 0.01213 (0.01015) | 0.04191 (0.00269) | 0.01906 (0.00144) | 0.02052 (0.00204)

Table 2: Means and standard deviations (in brackets) of execution times of the implementation of the three versions of our algorithm in R package `scatterdepth` in seconds (the exact Algorithm 2 and the two approximate algorithms `rdirections` and `rpoints` from Section 3.3). The results depend on the size n of the dataset and its dimension d. They are computed from 50 independent runs; executions of the exact algorithm that took on average longer than 5000 seconds (approximately 80 minutes) were halted. The corresponding assessment of precision of the approximation is in Table 3.

Summarizing the results in Tables 2 and 3, the algorithm `rdirections` is only slightly faster, but significantly less precise than `rpoints`. Interestingly, also in higher dimension the computational cost of `rpoints` is negligible; even for 1000 data points in dimension d = 5, `rpoints` terminates in under one second. We conclude that the approximate algorithm `rpoints` based on our exact procedure is to be favored when the exact computation of sHD is not attainable. All the results of our simulation studies agree with our analysis from Section 3.3, and also concur with the findings of Nagy et al. (2020) for the location halfspace depth.

A Proof of Theorem 1

The exact computation of sHD amounts to minimizing an objective function $h: S^{d-1} \rightarrow \{0,1,\ldots,n\}$ from (6) over $S^{d-1}$. In Section A.1 we give the first simplification: it is enough to
\begin{table}
\centering
\begin{tabular}{lcccc}
\hline
 & $d = 2$ & $d = 3$ & $d = 4$ & $d = 5$ \\
\hline
$n = 64$ & \textbf{rdirections} & 0.00105 (0.98) & 0.03701 (0.60) & 0.12140 (0.24) & 0.27977 (0.04) \\
$n = 128$ & \textbf{rpoints} & 0.00000 (1.00) & 0.00000 (1.00) & 0.00200 (0.98) & 0.07804 (0.50) \\
$n = 256$ & \textbf{rdirections} & 0.00000 (1.00) & 0.01884 (0.50) & 0.08271 (0.02) & 0.18487 (0.00) \\
$n = 512$ & \textbf{rpoints} & 0.00000 (1.00) & 0.00000 (1.00) & 0.01884 (0.50) & 0.08271 (0.02) \\
$n = 1024$ & \textbf{rdirections} & 0.00000 (1.00) & 0.00000 (1.00) & 0.01884 (0.50) & 0.08271 (0.02) \\

\hline
\end{tabular}
\caption{Mean relative differences in computed depths compared to the exact sHD values, and mean percentage of exact evaluations (in brackets) for the two approximate algorithms (\textit{rdirections} and \textit{rpoints} from Section 3.3) implemented in R package \texttt{scatterdepth}. In the last two cases $d = 5$ and $n = 512, 1024$, the exact sHD was not computed. Instead, the mean difference of the approximate depths \textit{rdirections}−\textit{rpoints} is given (the number in \textbf{thick colored font}) and the proportion of runs where the approximate depth \textit{rdirections} was higher/equal/lower than \textit{rpoints} (in brackets). The corresponding assessment of computation times is in Table 2.}
\end{table}

minimize $h$ over the set of neighborhoods of spherical boundaries\footnote{For a subset $A \subset \mathcal{S}^{d-1}$ of the unit sphere, the spherical boundary of $A$ is defined as
\[ \text{bd} \left( \left\{ \lambda \mathbf{x} \in \mathbb{R}^d : \lambda \in (0, \infty) \text{ and } \mathbf{x} \in A \right\} \right) \cap \mathcal{S}^{d-1}. \]
Spherical interior and spherical neighborhood are defined analogously.} $\mathcal{T} \subset \mathcal{S}^{d-1}$ of certain distinctive spherical polytopes called shells. This is true because the shells partition the unit sphere into regions where the value of $h$ is constant. The shells are bounded by circles and anti-circles (see (8)), subsets of the unit sphere where the tangent hyperplane to $\mathcal{S}^{d-1}$ passes through a given data point or its antipodal reflection, respectively. Shells and (anti-)circles are considered in detail in Section A.2. In Section A.3 we use shells to reach a second substantial simplification of our minimization task. Instead of minimizing $h$ over neighborhoods of $\mathcal{T}$, we modify $h$ slightly, and minimize that new function only over a finite number of elements from $\mathcal{T}$. Before identifying such elements, in Section A.4 we provide an auxiliary lemma on the dimensionality of intersections of (anti-)circles, and finally use all the previous results in Section A.5 to prove Theorem 1.

A.1 Searching through tangent hyperplanes

As the dataset $\mathcal{Y}$ is finite, the objective function $h(\mathbf{u})$ takes only finitely many different values among $\{0, 1, \ldots, n\}$. Moreover, both mappings making up function $h$ in (6)

\[ \mathbf{u} \mapsto \# \left\{ i \in \{1, \ldots, n\} : |\mathbf{u}^\top \mathbf{y}_i| \leq 1 \right\}, \quad \text{and} \quad \mathbf{u} \mapsto \# \left\{ i \in \{1, \ldots, n\} : |\mathbf{u}^\top \mathbf{y}_i| \geq 1 \right\}, \]


are locally constant at all \( \mathbf{u} \in S^{d-1} \), except for those directions \( \mathbf{u} \) for which there is at least one index \( i \in \{1, \ldots, n\} \) such that \( |\mathbf{u}^\top \mathbf{y}_i| = 1 \). Geometrically, if there is no data point \( \mathbf{y}_i \) lying on one of the two boundary hyperplanes \( H_u, H_{-u} \) of the slab \( S(\mathbf{u}) \), there exists a spherical neighborhood

\[
B(\mathbf{u}; \epsilon) = \left\{ \mathbf{v} \in S^{d-1}: \|\mathbf{u} - \mathbf{v}\| < \epsilon \right\}
\]

of \( \mathbf{u} \) in \( S^{d-1} \) for \( \epsilon > 0 \) small such that for all \( \mathbf{v} \in B(\mathbf{u}; \epsilon) \), the value of \( h(\mathbf{v}) \) is constant.

The collection of all directions \( \mathbf{u} \in S^{d-1} \) such that there exists a point \( \mathbf{y}_i \) in the boundary of \( S(\mathbf{u}) \) will be crucial. We denote the set of all such directions by \( \mathcal{T} \). Note that \( \mathbf{u} \in \mathcal{T} \) if and only if the tangent hyperplane \( H_u \) from (5) to \( S^{d-1} \) with normal vector \( \mathbf{u} \), or its reflection \( -H_u = H_{-u} \), contains at least one data point from \( \mathcal{Y} \). Equivalently, \( \mathbf{u} \in \mathcal{T} \) if and only if \( H_u \) contains at least one point from \( \mathcal{Y}^* \) from Definition 2. Consequently, it is enough to consider only directions from \( B(\mathbf{u}; \epsilon) \) from (11) for all \( \mathbf{u} \in \mathcal{T} \) and any \( \epsilon > 0 \) when computing \( \text{sHD} \). In other words, to evaluate the infimum of \( h(\mathbf{u}) \) from (6) over \( \mathbf{u} \in S^{d-1} \), it suffices to consider some neighborhoods of all the points \( \mathbf{u} \in \mathcal{T} \). We obtain our first simplification of (2) in the form

\[
\text{sHD}(\mathcal{Y}) = \inf_{\mathbf{u} \in \mathcal{T}} f_\epsilon(\mathbf{u}) \quad \text{for any } \epsilon > 0,
\]

where

\[
f_\epsilon(\mathbf{u}) = \inf_{\mathbf{v} \in B(\mathbf{u}; \epsilon)} h(\mathbf{v})
\]

denotes the infimum of the considered masses over all directions from the neighborhood \( B(\mathbf{u}; \epsilon) \).

### A.2 Spherical shells and (anti-)circles

For \( \mathbf{u} \in S^{d-1} \) we need to determine for each \( i \in \{1, \ldots, n\} \) whether \( \mathbf{y}_i \) belongs to sets \( S(\mathbf{u}) \) and \( \text{cSl}(\mathbf{u}) \), respectively. The set \( \text{cSl}(\mathbf{u}) \) is a union of a closed halfspace \( H_u^+ = \{ \mathbf{x} \in \mathbb{R}^d: \mathbf{u}^\top \mathbf{x} \geq 1 \} \) and its reflection \( H_u^- = -H_u^+ = \{ \mathbf{x} \in \mathbb{R}^d: \mathbf{u}^\top \mathbf{x} \leq -1 \} \) around the origin.

If \( \|\mathbf{y}_i\| \leq 1 \), certainly \( \mathbf{y}_i \in S(\mathbf{u}) \) for all \( \mathbf{u} \in S^{d-1} \), as follows for example by the Cauchy-Schwarz inequality \( |\mathbf{u}^\top \mathbf{y}_i| \leq \|\mathbf{u}\| \|\mathbf{y}_i\| \leq 1 \). Consider therefore the case \( \|\mathbf{y}_i\| \geq 1 \). We have that \( \mathbf{y}_i \in H_u^+ \) is equivalent with \( \mathbf{u}^\top \mathbf{y}_i \geq 1 \). Therefore, the set of those \( \mathbf{u} \in S^{d-1} \) such that \( \mathbf{y}_i \in H_u^+ \) is the intersection of the unit sphere \( S^{d-1} \) with the halfspace \( \{ \mathbf{x} \in \mathbb{R}^d: \mathbf{x}^\top \mathbf{y}_i \geq 1 \} \), whose boundary passes through the point \( \mathbf{y}_i/ \|\mathbf{y}_i\|^2 \) and is orthogonal to the vector \( \mathbf{y}_i \). That is a cap of the unit sphere; we denote it by

\[
S_i = S^{d-1} \cap \left\{ \mathbf{x} \in \mathbb{R}^d: \mathbf{x}^\top \mathbf{y}_i \geq 1 \right\}.
\]

Analogously, \( \mathbf{y}_i \in H_u^- \) if and only if \( \|\mathbf{y}_i\| \geq 1 \) and \( \mathbf{u} \in -S_i \). Denoting further by

\[
C_i = S^{d-1} \cap \left\{ \mathbf{x} \in \mathbb{R}^d: |\mathbf{x}^\top \mathbf{y}_i| \leq 1 \right\}
\]
the closed spherical segment of $S^{d-1}$ complementary to $S_i \cup (-S_i)$, we have that

$$y_i \in \text{Sl}(u) \text{ if and only if } u \in C_i,$$

$$y_i \in \text{cSl}(u) \text{ if and only if } u \in S_i \cup (-S_i).$$

(16)

The sets $S_i$, $-S_i$, and $C_i$ cover the unit sphere. A point $y_i$ lies in the boundary of the slab $\text{Sl}(u)$, that is in both sets $\text{Sl}(u)$ and $\text{cSl}(u)$ at the same time, if and only if $u$ is in the spherical boundary of the set $C_i$, see Figures 1 and 2.

The triples of sets $S_i$, $-S_i$, and $C_i$, for all $i$ such that $\|y_i\| > 1$, segment the sphere $S^{d-1}$. For $d = 2$ this segmentation amounts to a simple partition of the unit 1-sphere $S^1$ into circular intervals, as can be observed in Figure 1. For $d = 3$, the spherical boundary of $S_i$ is a 1-sphere (a circle) on the unit sphere $S^2$, see Figure 2. For the general situation $d \geq 2$ we obtain that the spherical boundary of $S_i$ is the intersection of a hyperplane with $S^{d-1}$ in $R^d$. That set can be written as the $(d-2)$-sphere (a 0-sphere or two points in $R^2$, a 1-sphere in $R^3$, or a 2-sphere in $R^4$) centered at the point $y_i/\|y_i\|^2$ with radius $\sqrt{1 - \|y_i\|^2}$, lying on the surface of the unit sphere $S^{d-1}$. In what follows it will be useful to identify a point $y_i$ such that $\|y_i\| > 1$ with the spherical boundary of the corresponding cap $S_i$. In (8) in Section 2.4, the spherical boundary of $S_i$ was called the circle of $y_i$, and the spherical boundary of $-S_i$ the anti-circle of $y_i$. Each (anti-)circle is thus a $(d-2)$-sphere lying in the unit sphere $S^{d-1}$.

Considering the whole (transformed) random sample $Y$ we see that the circles and anti-circles (or, equivalently the sets $S_i$, $-S_i$, $C_i$, for $i = 1, \ldots, n$ such that $\|y_i\| > 1$) segment the unit sphere $S^{d-1}$ into a finite number of spherical polytopes. We call these regions spherical shells.

**Remark 5.** A direction $v \in S^{d-1}$ belongs to $\mathcal{T}$ if and only if it lies on any (anti-)circle of $y_i$ for some $i \in \{1, \ldots, n\}$. Consequently, the spherical boundary of every shell is composed of points from $\mathcal{T}$.

**A.3 Exploring the shells: Vertices of the shells and tilting**

Under our assumption of general position\(^9\) of $Y$ w.r.t. $S^{d-1}$ from Definition 1, the value of the function $f_\epsilon$ from (12) simplifies substantially. Using this simplification, only finitely many directions from $\mathcal{T}$ need to be considered to obtain the exact $\text{shD}$.

**Lemma 3.** For any $u \in S^{d-1}$ and $\epsilon > 0$ small enough we can write function $f_\epsilon$ from (13) as

$$f_\epsilon(u) = \min \left\{ \# \left\{ i \in \{1, \ldots, n\} : |u^\top y_i| < 1 \right\}, \# \left\{ i \in \{1, \ldots, n\} : |u^\top y_i| > 1 \right\} \right\}.$$  

(17)

\(^9\)General position of $X$ w.r.t. the ellipsoid (4) is equivalent with general position of $Y$ w.r.t. $S^{d-1}$. 
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In particular, there exists $\epsilon_0 > 0$ small enough so that for any $\epsilon \in (0, \epsilon_0)$ the right hand side of (17) does not depend on $\epsilon$. Let $U$ be a finite subset of $T$ such that for any shell $S$ of $S^{d-1}$ there exists an element of $U$ in the spherical boundary of $S$. Then we can write

$$s\text{HD}(Y) = \min_{u \in U} f_\epsilon(u) = \min_{u \in U} \min \left\{ \# \left\{ i \in \{1, \ldots, n\} : \|u^T y_i\| < 1 \right\}, \# \left\{ i \in \{1, \ldots, n\} : \|u^T y_i\| > 1 \right\} \right\}. \quad (18)$$

**Proof.** Take any direction $u \in S^{d-1}$ and consider those data points from $\mathcal{Y}$ that lie in the interior of the slab $S_l(u)$. Since there are only finitely many of them, there must exist $\epsilon > 0$ such that for any direction $v \in S^{d-1}$ that belongs to the neighborhood $B(u; \epsilon)$ of $u$ from (11), the interior of $S_l(v)$ contains the same data points as the interior of $S_l(u)$. In addition, using the same argument, we can select $\epsilon > 0$ such that also for all $v \in B(u; \epsilon)$ all the data points outside $S_l(u)$ coincide with the data points outside $S_l(v)$. Finally, we also take $\epsilon < \sqrt{2}$ which guarantees that for all $v \in B(u; \epsilon)$ we have $v^T u > 0$.

Take now $v \in B(u; \epsilon)$ and examine what happens with the points on the boundary of $S_l(u)$ if we tilt $u$ to $v \neq u$. The intersection

$$H_u \cap S_l(v) = \left\{ x \in \mathbb{R}^d : x^T u = 1 \text{ and } \|x^T v\| \leq 1 \right\}$$

is a $(d-1)$-dimensional relatively closed slab inside the hyperplane $H_u$. Its $(d-2)$-dimensional boundaries, when considered inside the hyperplane $H_u$, are orthogonal to the projection of the vector $v - u$ into $H_u$. The unit normal of the $(d-1)$-dimensional slab $H_u \cap S_l(v)$ with $v \neq u$ is given by the vector

$$n(u, v) = \frac{v - (v^T u) u}{\|v - (v^T u) u\|} = \frac{v - (v^T u) u}{\sqrt{1 - (v^T u)^2}} \in S^{d-1}$$

parallel with $H_u$. For a visualization of our situation with $d = 3$ see Figure 6. As the distance between $u$ and $v$ decreases, the inner product $v^T u$ tends to 1, and the slab $H_u \cap S_l(v)$ becomes wider in the direction $-n(u, v)$. Indeed, we have that for any $x \in H_u \cap S_l(v)$ we can bound

$$\frac{-1 - v^T u}{\sqrt{1 - (v^T u)^2}} \leq x^T (n(u, v)) = \frac{x^T v - (v^T u) (x^T u)}{\sqrt{1 - (v^T u)^2}} \leq \frac{1 - v^T u}{\sqrt{1 - (v^T u)^2}},$$

and as $v^T u \to 1$ we have that the left hand side diverges to $-\infty$, while the right hand side approaches 0 from the right. Therefore, as $v_n \to u$, the intersection $H_u \cap S_l(v_n)$ forms a sequence of slabs (i) containing $u$, (ii) with boundaries orthogonal to $n(u, v_n)$, (iii) whose one boundary approaches the point $u$ and the other tends to infinity, see Figure 6. Because both
Figure 6: Proof of Lemma 3: The effect of a slight tilt of the slab \( \text{Sl}(u) \) to \( \text{Sl}(v) \) for \( d = 3 \). In the left hand panel we see the intersection of the boundary plane \( H_u \) with \( \text{Sl}(v) \). The region of intersection is a slab in the two-dimensional space \( H_u \) (right hand figure), whose boundary is orthogonal to \( n(u, v) \), the projection of the difference \( v - u \) into \( H_u \). In the right hand panel the points indicated as \( u \) and \( v \) represent the orthogonal projections of \( u \) and \( v \) into \( H_u \), respectively. As \( v \) approaches \( u \), the slab \( H_u \cap \text{Sl}(v) \) has one of the boundaries approaching \( u \), and the other one passing to infinity in the direction \( -n(u, v) \). In the limit, we obtain a halfspace in \( H_u \) whose boundary passes through \( u \).

\( \text{Sl}(v) \) and \( H_u \cup H_{-u} \) are symmetric around the origin, a data point \( y_i \) lies inside \( H_{-u} \cap \text{Sl}(v) \) if and only if its reflection \( -y_i \) lies inside \( H_u \cap \text{Sl}(v) \).

Because of our assumption from Definition 1, we know that among the points \( y_1, \ldots, y_n, -y_1, \ldots, -y_n \) from \( \mathcal{Y}^* \), there are at most \( d-1 \) points inside \( H_u \), and these points together with \( u \) lie in general position. In particular, there exists a closed \((d-1)\)-dimensional halfspace inside the hyperplane \( H_u \) with \( u \) in its relative boundary that contains no point from \( \mathcal{Y}^* \). Denote by \( w \in S^{d-1} \) the outer unit normal of that halfspace. The direction \( w \) is parallel with \( H_u \). We select two particular directions:

- Choosing \( v = (u + tw)/\|u + tw\| \) for \( t > 0 \) small enough, we can guarantee that inside the slab \( \text{Sl}(v) \) we find precisely all data points \( y_i \) that lie in the interior of \( \text{Sl}(u) \) and no points from the boundary of \( \text{Sl}(u) \).

- Taking \( v = (u - tw)/\|u - tw\| \) for \( t > 0 \) small enough, we have that all points from the interior and the boundary of \( \text{Sl}(u) \) are inside the interior of \( \text{Sl}(v) \), meaning that the complementary slab \( \text{cSl}(v) \) contains exactly those points that are not contained in \( \text{Sl}(u) \).

Summarizing our observations, we conclude that the minimum of the number of points from \( \mathcal{Y} \cap \text{Sl}(v) \) and the number of points from \( \mathcal{Y} \cap \text{cSl}(v) \) over \( v \in B(u; \epsilon) \) (or equivalently the minimum of \( h(v) \) over \( v \in B(u; \epsilon) \)), for any \( \epsilon > 0 \) small enough, is equal to the minimal value

\[10\]

\( A \) set is relatively closed if it is closed when considered as a subset of its affine hull. Analogously, the relative boundary of \( A \) is the boundary of \( A \) when considered as a subset of its affine hull.
of the number of data points from $\mathcal{Y}$ that are contained in the interior of the slab $\text{Sl}(u)$ and the number of data points from $\mathcal{Y}$ that are outside $\text{Sl}(u)$. We have shown (17).

As for our second claim, from our construction we see that this minimum is attained at some $v \in B(u; \epsilon) \setminus \{u\}$ if $H_u$ contains some points from $\mathcal{Y}^*$ (or equivalently, if $u \in \mathcal{T}$), because we have shown that there exists a tilt of $u$ to $v$ such that the points from the boundary of $\text{Sl}(u)$ can be safely ignored in the computation of $h(v)$. That means that the infimum in $\inf_{v \in B(u; \epsilon)} h(v)$ is always attained at some direction that belongs to the spherical interior of some shell. As the value of $h(v)$ is constant inside the interior of any shell, it is enough to pick a single direction $u$ from the spherical boundary of every shell in formula (12), instead of considering all the directions from $\mathcal{T}$. This brings about our second substantial simplification of the expression for the sample scatter halfspace depth — instead of (2) or (12), it can be written as (18).

In Lemma 3 we found that the minimization in $\text{sHD}$ reduces to finding a minimum of a quite simple expression (17) over any finite set of directions $U \subset \mathcal{T}$ such that each spherical shell generated by $\mathcal{Y}$ contains at least one $u \in U$ on its spherical boundary. It remains to construct a set $U$ with this property. We find $U$ among the maximal directions from Definition 2. Before doing so in Section A.5, an auxiliary lemma will be useful.

A.4 Dimensionality of intersections of (anti-)circles

Under our condition $\mathcal{Y}$ in general position w.r.t. $S^{d-1}$, intersections of (anti-)circles are always “non-degenerate” spheres in an appropriate lower-dimensional affine subspace.

**Lemma 4.** The intersection of $k \in \{2, \ldots, d-1\}$ distinct (anti-)circles is either an empty set, or a $(d-k-1)$-sphere inside $S^{d-1}$.

**Proof.** Denote by $a_1, \ldots, a_k$ the data points from $\mathcal{Y}^*$ that correspond to the (anti-)circles, respectively. Suppose that the intersection of the (anti-)circles is non-empty, and take $u \in S^{d-1}$ in this intersection. By the definition of an (anti-)circle we then have that $H_u$ contains all points $a_1, \ldots, a_k$, and by our assumption of general position w.r.t. the unit sphere (Definition 1) we thus know that the points $a_1, \ldots, a_k$ lie in general position inside $H_u$. Since $k \leq d-1$, these points must be affinely independent, which is equivalent with the general position of the hyperplanes\footnote{A system of $k \in \{1, \ldots, d\}$ hyperplanes in $\mathbb{R}^d$ is said to be in general position if any collection of $k$ of them intersects in an $(d-k)$-dimensional affine space, $k \leq d$.} $H_j = \{x \in \mathbb{R}^d: x^\top a_j = 1\}$. The last claim can be seen, e.g., using duality considerations for convex polytopes (Schneider, 2014, Section 2.4). We also know by (14) that the $j$-th (anti-)circle is the intersection of $H_j$ with $S^{d-1}$. The intersection of all $k$ (anti-)circles
can therefore be expressed as $S^{d-1} \cap \left( \bigcap_{j=1}^{k} H_j \right)$, where $\bigcap_{j=1}^{k} H_j$ is a $(d-k)$-dimensional affine subspace of $\mathcal{R}^d$, as we wanted to show. \hfill \Box

A.5 Finding representative points: Maximal tangent hyperplanes

Recall from Definition 2 that $H_u$ is a maximal tangent hyperplane if $u \in T$ and if there is no direction $v \in S^{d-1}$ such that $H_u \cap \mathcal{Y}^*$ is a strict subset of $H_v \cap \mathcal{Y}^*$. It is instructive to see this definition also in terms of the unit normal $u \in S^{d-1}$. Let $u \in T$ lie in an intersection $C$ of $k$ (anti-)circles determined by points from $\mathcal{Y}$. This direction is maximal if and only if there is no additional $(k+1)$-st (anti-)circle that intersects $C$. We intend to show now that in (18) it suffices to consider only unit normal vectors $U$ of all maximal tangent hyperplanes.

We concluded in (18) that we need to pick at least one point $u$ from the spherical boundary of every shell. The following lemma shows that the collection of all directions $u \in T$ that correspond to maximal tangent hyperplanes has this property.

**Lemma 5.** Let $S \subset S^{d-1}$ be a spherical shell. Then there exists a maximal direction $u \in S \cap T$.

**Proof.** The shell $S$ is defined as an intersection of a finite number of spherical caps $S_i$, $-S_i$ from (14), and spherical segments $C_i$ from (15), $i \in \{1, \ldots, n\}$. Each cap and segment can be represented as an intersection of the unit sphere $S^{d-1}$ with one (for cap) or two (for segment) halfspaces in $\mathcal{R}^d$. In particular, the shell $S$ can be written in the form

$$S = S^{d-1} \cap \left( \bigcap_{j=1}^{J} H_j \right)$$

for some $J \geq 1$ and $H_1, \ldots, H_J$ a collection of halfspaces in $\mathcal{R}^d$.

We start from any direction $v \in S \cap T$ in the spherical boundary of $S$, meaning that $v$ must be contained in the boundary of some of the halfspaces $H_1, \ldots, H_J$. Without loss of generality, suppose that

$$v \in S^{d-1} \cap \left( \bigcap_{j=1}^{K} \text{bd} (H_j) \right) \cap \left( \bigcap_{j=K+1}^{J} \text{int} (H_j) \right)$$

for $1 \leq K \leq J$. The $K$ elements $S^{d-1} \cap \text{bd} (H_j)$, $j = 1, \ldots, K$, correspond exactly to the (anti-)circles in $S^{d-1}$ in which $v$ is contained; denote

$$C = S^{d-1} \cap \left( \bigcap_{j=1}^{K} \text{bd} (H_j) \right).$$

If $v$ is not a maximal direction, there must exist some $(K+1)$-st (anti-)circle that intersects $C$ at a point $u \in C$, $u \neq v$. We show that a point $u$ with this property can be found also in the
spherical boundary of the shell $S$. Starting from any $v$ from the spherical boundary of $S$ that is not a maximal direction we can therefore get another direction $u$ from the spherical boundary of $S$ that belongs to one more (anti-)circle than $v$. Iterating this search with $v$ replaced by $u$ until no additional (anti-)circle intersects the set $C$ from (20), we make sure that $u$ from the last iteration corresponds to a maximal tangent hyperplane. That concludes our proof.

It remains to find a point in $S$ with the property above. If $u \in S$, our assertion is trivially true. If $u \notin S$, then there must exist at least one halfspace among $H_{K+1}, \ldots, H_J$ in which $u$ is not contained; let $\ell \in \{K + 1, \ldots, J\}$ be the first index such that $u \notin H_\ell$. The set $A = \bigcap_{j=1}^K \text{bd} (H_j)$ is an affine subspace of $\mathbb{R}^d$. Since $v, u \in C = S^{d-1} \cap A$, the space $A$ has non-empty intersection $C$ with $S^{d-1}$. In particular, as an intersection of an affine subspace and the unit sphere, $C$ must be a sphere inside the space $A$, and thus it is connected. Take any circular arc connecting the points $v$ and $u$ inside $C$. Since we know by (19) that $v \in \text{int} (H_\ell)$ and $u \notin H_\ell$, there must be a point $u'$ on this circular arc lying on the boundary of $H_\ell$. We have found a direction $u' \in C \cap \text{bd} (H_\ell)$. Now, if $u' \in S$ we are done since we have $u' \in S \cap T$ that lies in the intersection of both $C$ and the additional (anti-)circle $S^{d-1} \cap \text{bd} (H_\ell)$. If $u' \notin S$, we iterate our procedure with $u$ replaced by $u'$. This time we know that our new choice of $u = u'$ lies inside $C$ defined by (20) and the (anti-)circle given by $\text{bd} (H_\ell)$. But, since $u \notin S$ it must be that, there is another halfspace from $H_{\ell+1}, \ldots, H_J$ not containing $u$. Let $\ell' \in \{\ell + 1, \ldots, J\}$ be the first index such that $u \notin H_{\ell'}$. We iterate our procedure until we exhaust all indices $\ell$ such that $u \notin H_\ell$, and finally find a point $u \in S$ that lies in the intersection of $C$ and an additional (anti-)circle as required. \hfill \Box

Lemma 5 reduces the directions used in (12) from all (anti-)circles $u \in T$ to its subset of maximal directions. That lemma, however, applies also to the finer result (18) with finitely many elements in the minimum. Suppose that $H_u$ is a maximal tangent hyperplane and denote $\{a_1, \ldots, a_k\} = H_u \cap Y$ the maximal subset of $k$ data points of $Y$ contained in the boundary of the slab $\text{Sl} (u)$. Due to the general position of $Y$ w.r.t. $S^{d-1}$ from Definition 1, we know that $a_1, \ldots, a_k$ must be in general position and also $k \leq d - 1$. We distinguish two cases:

**Case** $k = d - 1$. By Lemma 4, the (non-empty) intersection of all $d - 1$ (anti-)circles is a 0-sphere inside a one-dimensional line intersecting $S^{d-1}$. In other words, there are exactly two intersection directions $u$ and $u'$ in $S^{d-1}$ corresponding to two distinct maximal tangent hyperplanes $H_u$ and $H_{u'}$.

**Case** $k < d - 1$. Applying Lemma 4 again, we have that the intersection of these $k$ (anti-)circles is a $(d - k - 1)$-sphere $C$ inside $S^{d-1}$, with $d - k - 1 \geq 1$. Because of the definition of
a maximal tangent hyperplane, no additional (anti-)circle intersects $C$. For any direction $u \in C$ we therefore have that the slabs $S_l(u)$ contain exactly the same points from $Y$ in their interior, boundary, and complement, respectively. For any $u \in C$ it thus holds that the function $f_\epsilon$ from (17) is constant over $u \in C$ if $\epsilon > 0$ is small enough. Thus, in formulas (12) and (18) it is enough to pick an arbitrary single direction $u \in C$ and plug it into (12) as a representative of $C \subset T$.

Combining the results obtained throughout this section we complete the proof of Theorem 1.

B Proof of Lemma 1

There exists a direction $u \in S^{d-1}$ in the intersection of the $k$ circles if and only if the tangent hyperplane $H_u$ of $S^{d-1}$ that passes through $u$ contains all the $k$ data points corresponding to the circles. That follows directly from the definition of a circle. The hyperplane $H_u$ then necessarily contains the affine hull $A$ of these points, and because $H_u$ does not intersect $B$, neither does the affine hull $A$. For the other implication, should the affine hull $A$ intersect the open ball $B$, then necessarily any hyperplane that contains $A$ intersects $B$, and thus it cannot be tangent to $S^{d-1}$.

C Proof of Lemma 2

Because $0_d \in C$, certainly $A \subset A'$, and if $A \cap B \ni a$, then also $a \in A' \cap B$. On the other hand, suppose that $A \cap B = \emptyset$, meaning that $\|a\| \geq 1$ for all $a \in A$. Then for any $a \in A$ and $c \in C$ we have by the orthogonality of all $z_j^*$, $j = 1, \ldots, k$, with $c$ that $\|a + c\|^2 = \|a\|^2 + \|c\|^2 \geq \|a\|^2 > 1$.

This inequality follows using Pythagoras’ theorem because $a$, as a linear combination of $\{z_j^*\}_{j=1}^k$, is orthogonal to the vector $c$. Necessarily, no point of $A'$ can intersect $B$ as we wanted to show.
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