Pell–Lucas collocation method for numerical solutions of two population models and residual correction
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ABSTRACT

Our aim in this article is to present a collocation method to solve two population models for single and interacting species. For this, logistic growth model and prey–predator model are examined. These models are solved numerically by Pell–Lucas collocation method. The method gives the approximate solutions of these models in form of truncated Pell–Lucas series. By utilizing Pell–Lucas collocation method, non-linear mathematical models are converted to a system of non-linear algebraic equations. This non-linear equations system is solved and the obtained coefficients are the coefficients of the truncated Pell–Lucas serie solution. Furthermore, the residual correction method is used to find better approximate solutions. All results are shown in tables and graphs for different \((N, M)\) values, and additionally the comparisons are made with other methods from. It is seen that the method gives effective results to the presented model problems.

1. Introduction

The mathematical models in population biology have a very important role in applied mathematics and science. These models, non-linear differential equations and their systems usually, are practically beneficial. In research into living systems, mathematics, physics, biology and chemistry are essential for the development of an integrative perspective. There are biotic interactions between each organism and its environment. These interactions affect the growth and destiny of a species or community. Population dynamics are related to population growth in a short time under certain conditions. In this short period, the variation in the number of individuals in the population depends on some interactions. Examples of these interactions include reproductive and food supply, death rates, climate change and predators, competition, parasitism, mutualism, disease and social context.

The number of individuals in a population is constantly changing in the continuous time approach. The most common type of modelling is the interaction between a species and the environment. Such models are very convenient for determining the destiny of a small number of interactive species or the destiny of a single population. These models were pioneered by Pierre-Fran Verhulst [1–3], with the introduction of the logistic model in the nineteenth century. Also, in the first quarter of the twentieth century, these models were pioneered by Vito Volterra [4, 5], with the introduction of a model to describe, the cycling behaviour of communities of herbivore and carnivore fishes, qualitatively. Recently, some model problems related to HIV infection, population growth, reaction-diffusion, gas dynamic and the non-linear porous fin problem have been solved by various numerical methods in [6–10]. Also, the differential equations and integral equations has been solved by numerical techniques based on various polynomial bases [11–23]. Besides these, lately, there are some recent developments that have obtained numerical results for non-linear PDEs [24–30].

In this study, we will first discuss the logistic equation

\[
Y'(t) = rY(t)\left(1 - \frac{Y(t)}{K}\right), \quad 0 \leq t \leq b. \quad (1)
\]

Equation (1) is the logistic equation introduced firstly by Verhulst and then studied by R. Pearl and L. J. Reed (1920) [31]. The population growth of a particular species is modelled by this equation over time. In the logistic Equation (1), where

\[
Y(0) = \lambda. \quad (2)
\]
the exact solution is
\[ Y(t) = \frac{K\lambda}{\lambda + (K - \lambda)e^{-\lambda t}}. \]

Here, \( Y(t), Y'(t) \) and \( K \) represent respectively the size of the population at the time \( t \), the rate of change of population size and the carrying capacity of the environment. While \( r \) is the positive constant, \( \lambda \) is the suitable constant.
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• The generating function of the Pell–Lucas $Q_n(t)$ is

$$W(t, p) = \sum_{n=0}^{\infty} Q_{n+1}(t)p^n = (2t + 2p)[1 - 2tp - t^2]^{-1}.$$  

• The Pell–Lucas polynomials $Q_n(t)$ can also be given expressly as follows

$$Q_n(t) = \sum_{k=0}^{[n/2]} 2^{n-2k} \frac{n}{n-k} (n-k)^{v-2k}.$$  

• Pell–Lucas numbers are explicitly given by the Binet-type formulas as

$$Q_n = (1 - \sqrt{2})^n + (1 + \sqrt{2})^n.$$  

• The Pell–Lucas numbers are also equal

$$Q_n = F_{n-1}(2) + F_{n+1}(2)$$

where $F_n(t)$ is a Fibonacci polynomial.

• For the convergence of the Pell–Lucas expansion, see [51].

### 3. Pell–Lucas collocation method

In this section, a method will be developed to find approximate solutions of the models (1)–(2) and (3). For this purpose, firstly, the matrix representation of Pell–Lucas polynomials will be found. After, the collocation points will be chosen. Consequently, the approximate solution will be achieved by giving the relations between the matrix relations and collocation points required for the model (1)–(2) in Section 3.1. Similarly, the approximate solution will be obtained by giving the relations between the matrix relations and collocation points required for the model (3) in Section 3.2.

The Pell–Lucas polynomials $Q_n(t)$ can be represented in matrix form by using Equation (6) as follows

$$Q^T(t) = MT^T(t)$$

or

$$Q(t) = T(t)M^T$$

where $Q(t) = [Q_0(t), Q_1(t), Q_2(t), \ldots, Q_N(t)]$, $T(t) = [t, t^2, \ldots, t^N]$ and if $N$ is odd

$$M = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & 2^1 \left( \frac{1}{\sqrt{2}} \right) & 0 & 0 \\
2^0 \frac{1}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^2 \left( \frac{3}{\sqrt{2}} \right) & 0 \\
0 & 2^1 \frac{3}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^3 \frac{5}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^0 \frac{3}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^2 \frac{5}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^1 \frac{5}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^3 \frac{9}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^2 \frac{7}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^4 \frac{11}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^1 \frac{7}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^2 \frac{9}{2} \left( \frac{1}{\sqrt{2}} \right) \\
\vdots & \vdots & \vdots & \vdots \\
0 & 2^N \frac{N}{2} \left( \frac{N-1}{\sqrt{2}} \right) & 0 & 2^2 \frac{N}{2} \left( \frac{N-1}{\sqrt{2}} \right)
\end{bmatrix}$$

and if $N$ is even

$$M = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & 2^1 \left( \frac{1}{\sqrt{2}} \right) & 0 & 0 \\
2^0 \frac{1}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^2 \left( \frac{3}{\sqrt{2}} \right) & 0 \\
0 & 2^1 \frac{3}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^3 \frac{5}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^0 \frac{3}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^2 \frac{5}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^1 \frac{5}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^3 \frac{9}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^2 \frac{7}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^4 \frac{11}{2} \left( \frac{1}{\sqrt{2}} \right) \\
0 & 2^1 \frac{7}{2} \left( \frac{1}{\sqrt{2}} \right) & 0 & 2^2 \frac{9}{2} \left( \frac{1}{\sqrt{2}} \right) \\
\vdots & \vdots & \vdots & \vdots \\
0 & 2^N \frac{N}{2} \left( \frac{N-1}{\sqrt{2}} \right) & 0 & 2^2 \frac{N}{2} \left( \frac{N-1}{\sqrt{2}} \right)
\end{bmatrix}$$

Now, the collocation points required for the Pell–Lucas collocation method are defined as

$$t_i = a + \frac{b - a}{N} i, \quad i = 0, 1, 2, \ldots, N.$$  

### 3.1. Solution method for the model (1-2)

In this section, Pell–Lucas collocation method will be established to obtain approximate solutions of the model (1)–(2). Therefore the single species model can be shown as

$$Y' = rY - \frac{r}{K} Y^2$$

$$Y(0) = \lambda.$$  

Suppose the model (10) has an approximate solution in the truncated Pell–Lucas series form (4). In that case, Equation (4) can be converted into a matrix form as

$$[Y(t)] = [\mathbf{Q}(t)A], \quad \mathbf{A} = [a_0, a_1, a_2, \ldots, a^N]^T$$

or if Equation (8) is used, then it becomes

$$[Y(t)] = [T(t)M^T A]$$

Now, let’s construct the matrix representation of the $Y'(t)$ expression in model (10). For this purpose, if the
As for the matrix representation of the $Y^2(t)$, it becomes

$$[Y^2(t)] = \hat{Y}(t)Y(t)$$  \hspace{1cm} (15)$$

where

$$\hat{Y}(t) = \begin{bmatrix} Y(t) & 0 & 0 & \cdots & 0 & 0 \\ 0 & Y(t) & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & Y(t) & 0 & 0 \\ 0 & 0 & \cdots & 0 & Y(t) & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \end{bmatrix}.$$

As the next step for the method, the collocation points (9) are written in Equations (12), (13) and (15). So, it is obtained the relationships

$$[Y(t_i)] = T(t_i)\bar{M}^T A,$$

$$[Y'(t_i)] = T'(t_i)\bar{M}^T A,$$

and

$$[Y^2(t_i)] = \hat{Y}(t_i)Y(t_i).$$

These three expressions, respectively, can be represented in compact form

$$Y = T\bar{M}^T A,$$  \hspace{1cm} (16)$$

$$Y' = T\bar{M}^T A$$  \hspace{1cm} (17)$$

and

$$Y^2 = \hat{Y}Y.$$  \hspace{1cm} (18)$$

Here $\hat{Y} = T\bar{M}\bar{A}$. All these matrices are expressed as

$$\bar{T} = \begin{bmatrix} T(t_0) & 0 & \cdots & 0 \\ 0 & T(t_1) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & T(t_N) \end{bmatrix},$$

$$\bar{A} = \begin{bmatrix} A & 0 & \cdots & 0 \\ 0 & A & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A \end{bmatrix}.$$

If Equations (16), (17) and (18) are substituted in Equation (19), then it is obtained

$$Y'(t_i) = r Y(t_i) - \frac{r}{K} Y^2(t_i),$$

or along with matrix representations it becomes

$$Y' - rY + KY^2 = G.$$  \hspace{1cm} (19)$$

Here,

$$R = \begin{bmatrix} r & 0 & \cdots & 0 & \cdots & 0 \\ 0 & r & \cdots & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & \cdots & r & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & \cdots & 0 & \cdots & r \end{bmatrix},$$

$$K = \begin{bmatrix} \frac{r}{K} & 0 & \cdots & 0 & \cdots & 0 \\ 0 & \frac{r}{K} & \cdots & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & \cdots & \frac{r}{K} & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & \cdots & 0 & \cdots & \frac{r}{K} \end{bmatrix},$$

$$G = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}.$$

If Equations (20) are substituted in Equation (21), then it is obtained

$$[T\bar{B}^T \bar{M}^T - RTM^T + KTM\bar{M}^T]A = G$$  \hspace{1cm} (20)$$

or briefly

$$WA = G \quad \text{or} \quad [W; G].$$  \hspace{1cm} (21)$$

Here,

$$W = T\bar{B}^T \bar{M}^T - RTM^T + KTM\bar{M}^T.$$
On the other hand, if 0 is written instead of \( t \) in Equation (12), the matrix representation of the initial condition depended on the matrix of Pell–Lucas coefficients is obtained as
\[
\begin{align*}
T(0)M^T A &= \lambda. \\
\text{or briefly} \\
UA &= \lambda & \text{or } [U; \lambda].
\end{align*}
\]

Here,
\[
U = T(0)M^T = \begin{bmatrix} u_0 & u_1 & u_2 & \cdots & u_N \end{bmatrix}.
\]

As the last step for the method, the one row of the increased matrix \([W; G]\) is discarded. The matrix \([U; \lambda]\) is written instead of the line that is discarded. Thus, we have the new increased matrix
\[
\bar{W}A = \bar{G}. \tag{23}
\]

Equation (23) represents a non-linear algebraic system. This system is solved with the help of Matlab. It should be noted that Matlab solves this non-linear system of equations using the trust-region-dogleg algorithm. The trust-region-dogleg algorithm is a subspace trust-region method and is based on the interior-reflective Newton method. Thus the Pell–Lucas coefficient matrix \( A \) is obtained. This matrix is the coefficient matrix in the solution form required for the method. As a result, Pell–Lucas polynomial solution is
\[
Y(t) = \sum_{n=0}^{N} a_n Q_n(t), \quad 0 \leq t \leq b \tag{24}
\]

### 3.2. Solution method for the model (3)

In this section, Pell–Lucas collocation method will be established to obtain the solutions that provide the model (3). Accordingly, the predator–prey model can be shown in the form
\[
\begin{align*}
\dot{Y}_1(t) &= aY_1(t) - bY_1(t)Y_2(t) \\
\dot{Y}_2(t) &= cY_1(t)Y_2(t) - dY_2(t)
\end{align*} \tag{25}
\]

Suppose the model (25) has an approximate solution in the form of a truncated Pell–Lucas series (6). In that case, Equation (5) can be converted into a matrix form as
\[
[Y_i(t)] = Q(t)A_i,
\]
\[
A_i = \begin{bmatrix} a_{i,0} & a_{i,1} & a_{i,2} & \cdots & a_{i,N} \end{bmatrix}^T, \quad i = 1, 2 \tag{26}
\]
or if Equation (8) is used, then it can be written as
\[
[Y_i(t)] = T(t)M^T A_i, \quad i = 1, 2 \tag{27}
\]
or briefly
\[
Y(t) = \bar{T}(t)\bar{M}A \tag{28}
\]
where
\[
Y(t) = \begin{bmatrix} Y_1(t) \\ Y_2(t) \end{bmatrix}, \quad \bar{T}(t) = \begin{bmatrix} T(t) & 0 \\ 0 & T(t) \end{bmatrix}, \quad \bar{M} = \begin{bmatrix} M^T & 0 \\ 0 & M^T \end{bmatrix}, \quad A = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix}
\]

and let’s put the collocation points (9) in Equation (28) for \( s = 0, 1, \ldots, N \), then we have
\[
Y(t_i) = \bar{T}(t_i)\bar{M}A
\]
or briefly
\[
Y = \bar{T}M \tag{29}
\]

where
\[
\bar{T} = \begin{bmatrix} \bar{T}(t_0) \\ \bar{T}(t_1) \\ \vdots \\ \bar{T}(t_N) \end{bmatrix}.
\]

Now, let’s construct the matrix representation of the \( Y'(t) \) expression in model (25). For this purpose, if the derivative of Equation (28) is taken and Equation (14) is used, we obtain
\[
[Y'_i(t)] = T'(t)M^T A_i = T(t)B^T M^T A_i, \quad i = 1, 2 \tag{30}
\]
or briefly
\[
Y'(t) = \bar{T}(t)B^T \bar{M}A \tag{31}
\]
where
\[
Y'(t) = \begin{bmatrix} Y'_1(t) \\ Y'_2(t) \end{bmatrix}, \quad B = \begin{bmatrix} B^T & 0 \\ 0 & B^T \end{bmatrix}
\]

and let’s put the collocation points (9) in Equation (31) for \( s = 0, 1, \ldots, N \), then it is obtained
\[
Y'(t_i) = \bar{T}(t_i)B^T \bar{M}A
\]
or briefly
\[
Y' = TB \tag{32}
\]

where
\[
T = \begin{bmatrix} \bar{T}(t_0) \\ \bar{T}(t_1) \\ \vdots \\ \bar{T}(t_N) \end{bmatrix}, \quad \bar{T}(t_i) = \begin{bmatrix} T(t_i) & 0 \\ 0 & T(t_i) \end{bmatrix}.
\]

As the next step for the method, let’s construct the matrix representation of the model (25) as
\[
Y'(t) = HY(t) + LY_{1,2}(t) \tag{33}
\]
where
\[
H = \begin{bmatrix} a & 0 \\ 0 & -d \end{bmatrix}, \quad L = \begin{bmatrix} -b & c \\ -c & d \end{bmatrix}, \quad Y_{1,2}(t) = [Y_1(t)Y_2(t)]_{1 \times 1}
\]
and let’s put the collocation points (9) in Equation (33)
for \( s = 0, 1, \ldots, N \), then we have
\[
Y'(t_s) = HY(t_s) + LY_{1,2}(t_s)
\]
(34)

or it can be expressed as an equivalent in the form of
\[
Y' - HY - LY = G.
\]
(35)

Here,
\[
Y = \begin{bmatrix}
Y(t_0) \\
Y(t_1) \\
\vdots \\
Y(t_N)
\end{bmatrix}, \quad Y' = \begin{bmatrix}
Y'(t_0) \\
Y'(t_1) \\
\vdots \\
Y'(t_N)
\end{bmatrix}, \quad \tilde{Y} = \begin{bmatrix}
Y_{1,2}(t_0) \\
Y_{1,2}(t_1) \\
\vdots \\
Y_{1,2}(t_N)
\end{bmatrix},
\]
\[
\bar{H} = \begin{bmatrix}
H & 0 & 0 & \cdots & 0 \\
0 & H & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & H & 0
\end{bmatrix},
\]
\[
\bar{L} = \begin{bmatrix}
L & 0 & 0 & \cdots & 0 \\
0 & L & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & L & 0
\end{bmatrix}, \quad G = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]

Similar operations should be done for the \( \tilde{Y} \) statement. For this purpose, the matrix \( Y_{1,2}(t_s) \) in Equation (34) is written as
\[
\tilde{Y} = \begin{bmatrix}
Y_{1,2}(t_0) \\
Y_{1,2}(t_1) \\
\vdots \\
Y_{1,2}(t_N)
\end{bmatrix} = \begin{bmatrix}
Y_1(t_0)Y_2(t_0) \\
Y_1(t_1)Y_2(t_1) \\
\vdots \\
Y_1(t_N)Y_2(t_N)
\end{bmatrix} = \begin{bmatrix}
Y_1(t_0) \\
0 \\
\vdots \\
0
\end{bmatrix} \begin{bmatrix}
Y_2(t_0) \\
Y_2(t_1) \\
\vdots \\
Y_2(t_N)
\end{bmatrix}
\]
\[
= \tilde{Y}_1\tilde{Y}_2.
\]
(36)

Here
\[
\tilde{Y}_1 = \bar{T}\bar{M}\bar{A}_1
\]
(37)

and
\[
\tilde{Y}_2 = \bar{T}\bar{M}A.
\]
(38)

All these matrices are expressed as
\[
\bar{T} = \begin{bmatrix}
T(t_0) & 0 & 0 & \cdots & 0 \\
0 & T(t_1) & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & T(t_N)
\end{bmatrix}, \quad \bar{T} = \begin{bmatrix}
T(t_0) \\
T(t_1) \\
\vdots \\
T(t_N)
\end{bmatrix},
\]
\[
\bar{A}_1 = \begin{bmatrix}
A_1 & 0 & 0 & \cdots & 0 \\
0 & A_1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & A_1
\end{bmatrix},
\]
\[
\bar{M} = \begin{bmatrix}
M^T & 0 & 0 & \cdots & 0 \\
0 & M^T & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & M^T
\end{bmatrix}, \quad \bar{M} = [0 \ M^T],
\]
\[
A = \begin{bmatrix}
A_1 \\
A_2
\end{bmatrix}.
\]

The matrix \( \bar{0} \) is the zero matrix in dimensional \( (N + 1) \times (N + 1) \).

If Equations (29), (32), (36), (37) and (38) are written in Equation (35), then it is obtained
\[
[TBM - HTM - L\bar{T}\bar{M}_1A] = G
\]
(39)

or briefly
\[
WA = G \quad \text{or} \quad [W; G]
\]
(40)

where
\[
W = TBM - HTM - L\bar{T}\bar{M}_1\bar{T}
\]

The important point here is that the dimensions of the matrices \( T, \bar{T}, B, M, \bar{M}, A, H, T, \bar{L}, \bar{M}, A \) and \( G \) are \( 2(N + 1) \times 2(N + 1), \ (N + 1) \times (N + 1)^2, \ 2(N + 1) \times (N + 1), \ (N + 1)^2 \times (N + 1)^2, \ 2(N + 1) \times (N + 1), \ (N + 1)^3 \times (N + 1), \ 2(N + 1) \times (N + 1), \ (N + 1) \times (N + 1), \ (N + 1)^2 \times (N + 1), \ (N + 1)^3 \times (N + 1) \), and \( 2(N + 1) \times 1 \), respectively.

On the other hand, by writing \( t \to 0 \) in the solution form (27), the matrix representation of the initial conditions depended on the matrix of Pell–Lucas coefficients becomes
\[
Y_1(0) = \lambda_1 \Rightarrow T(0)M^T A_1 = \lambda_1,
\]
\[
Y_2(0) = \lambda_2 \Rightarrow T(0)M^T A_2 = \lambda_2
\]
(41)

or briefly
\[
UA = \lambda \quad \text{or} \quad [U; \lambda].
\]

Here
\[
U = \begin{bmatrix}
U_1 \\
U_2
\end{bmatrix}, \quad U_1 = T(0)M^T, \quad U_2 = T(0)M^T,
\]
\[
A = \begin{bmatrix}
A_1 \\
A_2
\end{bmatrix}, \quad \lambda = \begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix}.
\]

As the last step for the method, the two row of the increased matrix \([W; G]\) is replaced by the matrix \([U; \lambda]\).

So, the new increased matrix is obtained as
\[
\bar{W}A = \bar{G}.
\]
(42)

Equation (42) represents a non-linear algebraic system. Pell–Lucas coefficients \( a_i(i = 0, 1, \ldots, N) \) required
for the method are also found by solving this system. This non-linear system of equations is solved by Matlab using the trust-region-dogleg algorithm. This algorithm is also based on the interior-reflective Newton method. As a result, Pell–Lucas polynomial solutions are

\[ Y_i(t) = \sum_{n=0}^{N} a_{in} Q_n(t), \quad 0 \leq t \leq b, \quad i = 1, 2. \quad (43) \]

### 4. Residual error estimation and improvement of solutions

In this section, a method known as residual correction will be presented for Sections 3.1 and 3.2, respectively. For this purpose, these discussed models firstly are expressed in the form of \( L[Y(t)] = g(t) \). Then, the approximate solutions are replaced by the solutions in the expression \( L[Y_n(t)] = g(t) \). Consequently, \( L[Y(t)] - L[Y_n(t)] = g(t) \) and an error problem based on the approximate solution is generated. This error problem is solved according to the method in Section 3, and estimated errors are found. As a next step, approximate solutions to estimated errors are added and so improved approximate solutions are obtained. Finally, improved errors are obtained by taking the difference of the improved approximate solutions with the exact solution of the problem.

#### 4.1. The case of single species model

In this section, the method described in the steps in Section 4 will be applied to the model (10). For this purpose, Equation (1) is expressed as

\[ L[Y(t)] = g(t) \]

where

\[ L[Y(t)] = Y'(t) - rY(t) + \frac{r}{K} Y^2(t) = g(t). \quad (44) \]

The approximate solution \( Y_n(t) \) is written in \( L[Y(t)] = g(t) \), since the approximate solution obtained in Section 3.1 provides the equation. Then, the residual function becomes

\[ R_n(t) = L[Y_n(t)] - g(t) \quad (45) \]

where \( Y_n(t) \) is the approximate solution. Therefore, when Equation (44) is written in place of Equation (45) and the necessary arrangements are made, we get

\[ L[Y_n(t)] = Y_n'(t) - rY_n(t) + \frac{r}{K} Y_n^2(t) = g(t) + R_n(t), \]

\[ Y_n(0) = \lambda. \quad (46) \]

Then, it can be defined the error function as

\[ e_n(t) = Y(t) - Y_n(t) \Rightarrow Y(t) = e_n(t) + Y_n(t) \Rightarrow Y^2(t) = (e_n + Y_n(t))^2. \quad (47) \]

Now, by using Equations (1), (2), (44) and (46), we obtain the error differential equation as

\[ L[e_n(t)] = L[Y(t)] - L[Y_n(t)] = -R_n(t) \]

with the initial condition

\[ e_n(0) = 0 \]

or clearly, by using Equation (47), we obtain the error problem

\[ e_n'(t) - re_n(t) + \frac{r}{K} (e_n(t) + Y_n(t))^2 - \frac{r}{K} Y_n^2(t) = -R_n(t), \]

\[ e_n(0) = 0 \]

or

\[ e_n'(t) - re_n(t) + \frac{r}{K} e_n^2(t) + \frac{2r}{K} Y_n(t)e_n(t) = -R_n(t), e_n(0) = 0. \quad (48) \]

Then, when the problem (48) is solved as in the previous section 3.1, the estimated error function is gained in the form

\[ e_{N,M}(t) = \sum_{n=0}^{M} a_{n}^* Q_n(t). \quad (49) \]

Here, \( a_{n}^* \) are the new Pell–Lucas coefficients that we will determine for \( n = 0, 1, \ldots, N \). Thus, it is determined the improved approximate solution in the form

\[ Y_{N,M}(t) = Y_n(t) + e_{N,M}(t). \]

Consequently, the improved error function is

\[ E_{N,M}(t) = Y(t) - Y_{N,M}(t). \]

#### 4.2. The case of interacting species model

In this section, the described method in the steps in Section 4 will be applied to the model (25). For this purpose, Equation (25) is shown as

\[ L[Y_i(t)] = g_i(t), \quad i = 1, 2 \]

where

\[ L[Y_1(t)] = Y_1'(t) - aY_1(t) + bY_1(t)Y_2(t) = g_1(t) \]

\[ L[Y_2(t)] = Y_2'(t) + dY_2(t) - cY_1(t)Y_2(t) = g_2(t) \quad (50) \]

The approximate solutions \( Y_{i,n}(t) \) are written in \( L[Y_i(t)] = g_i(t) \) since the obtained approximate solutions in Section 3.2 provide the equation. Then, the residual function can be represented in the format

\[ R_{i,n}(t) = L[Y_{i,n}(t)] - g_i(t). \quad (51) \]

Here \( Y_{i,n}(t) \) are the approximate solutions. Thus, whenever the Equation (50) is written instead of Equation...
(51) and the necessary arrangements are made, we have

\[ L[Y_{1,N}(t)] = Y'_{1,N}(t) - aY_{1,N}(t) + bY'_{1,N}(t)Y_{2,N}(t) = g_1(t) + R_{1,N}(t), \]

\[ L[Y_{2,N}(t)] = Y'_{2,N}(t) + dY_{2,N}(t) - cY_{1,N}(t)Y_{2,N}(t) = g_2(t) + R_{2,N}(t), \]

\[ Y_{1,N}(0) = \lambda_i, \quad i = 1, 2. \]

Then, it can be written

\[ e_{1,N}(t) = Y(t) - Y_{1,N}(t) \Rightarrow Y(t) = e_{1,N}(t) + Y_{1,N}(t) \]

\[ \Rightarrow Y_1(t)Y_2(t) = (e_{1,N}(t) + Y_{1,N}(t))(e_{2,N}(t) + Y_{2,N}(t)) \]

\[ \Rightarrow Y_1(t)Y_2(t) = e_{1,N}(t)e_{2,N}(t) + Y_{1,N}(t)e_{2,N}(t) + e_{1,N}(t)Y_{2,N}(t) + Y_{1,N}(t)Y_{2,N}(t). \]  

(53)

Now, by using Equations (25), (50) and (52), the error differential equation can be obtained as

\[ L[e_{1,N}(t)] = L[Y_1(t)] - L[Y_{1,N}(t)] = -R_{1,N}(t) \]

together with the initial conditions

\[ e_{1,N}(0) = 0 \]

or clearly, when Equation (53) is used, the error problem becomes

\[-R_{1,N}(t) = e'_{1,N}(t) - ae_{1,N}(t) + b(e_{1,N}(t)e_{2,N}(t) + Y_{2,N}(t)e_{1,N}(t) + Y_{1,N}(t)e_{2,N}(t) + Y_{1,N}(t)Y_{2,N}(t)) \]

\[-R_{2,N}(t) = e'_{2,N}(t) + de_{2,N}(t) - c(e_{1,N}(t)e_{2,N}(t) + Y_{2,N}(t)e_{1,N}(t) + Y_{1,N}(t)e_{2,N}(t) + Y_{1,N}(t)Y_{2,N}(t)) \]

\[ e_{1,N}(0) = e_{2,N}(0) = 0. \]  

(54)

Then, when it is solved this problem (54) by applying the procedure in Section 3.2, the estimated error functions are obtained as follows

\[ e_{J,N,M}(t) = \sum_{n=0}^{M} a_n^J Q_n(t). \]  

(55)

Here, \(a_n^J\) are the new Pell–Lucas coefficients that we will find for \(n = 0, 1, \ldots, N\). Thus, it is written the improved approximate solution in the format

\[ Y_{J,N,M}(t) = Y_{J,N}(t) + e_{J,N,M}(t). \]

As a result, we can expressed the improved error functions as follows

\[ E_{J,N,M}(t) = Y(t) - Y_{J,N,M}(t). \]

5. Applications

In this section, the described method in Section 3 will be applied. Next, the described method in Section 4 will be applied to indicate the reliability and sensitivity for procedure. Thus, it will be possible to comment on the accuracy and reliability of approximate solutions based on Pell–Lucas polynomials. In addition, the obtained numerical results are presented in tables and graphs, so the results can be commented more easily. All calculations obtained in this section have been calculated with the programs established in Matlab for convenience.

Example 5.1: In this example, \(Y(t)\) represents the exact solution, while \(Y_{1,N}(t)\) represents the approximate solution and \(Y_{J,N,M}(t) = Y_{J,N}(t) + e_{J,N,M}(t)\) represents the improved approximate solution. Similarly, \(e_{N}(t)\) represents the actual error function, while \(e_{J,N,M}(t)\) represents the estimated error function and \(E_{N,M}(t)\) represents the improved error function.

Firstly, we consider the following logistic equation

\[ \frac{dY(t)}{dt} = Y(t) - Y^2(t) \]

\[ Y(0) = 2 \]

(56)

Here, \(r = 1, K = 1, \lambda = 2\) and \(g(t) = 0\) which the required for the method. The exact solution of the problem is \(Y(t) = \frac{2}{e^{-e^r}}\).

Here, we take \(N = 3\) and applying the method in Section 3.1. In such case, the Pell–Lucas approximate solution \(Y_N(t) = Y_3(t)\) can be written as

\[ Y_3(t) = \sum_{n=0}^{3} a_n Q_n(t). \]

From here, we want to achieve the Pell–Lucas coefficients \(a_n\). So, if \(N\) is selected as 3, the set of collocation points is written as

\[ \{x_0 = 0, x_1 = \frac{1}{3}, x_2 = \frac{2}{3}, x_3 = 1\}. \]

By using Equation (20) in the method in Section 3.1 and these collocation points, the fundamental matrix
The equation is obtained as
\[
(TB^T M^T - RTM^T + K\tilde{M}ATM^T)A = G. \tag{57}
\]
or
\[
WA = G \tag{58}
\]
where
\[
W = TB^T M^T - RTM^T + K\tilde{M}ATM^T \tag{59}
\]
Here,
\[
T = \begin{bmatrix}
T(0) & 1 & 0 & 0 \\
T(1/3) & 1/3 & 1/9 & 1/27 \\
T(2/3) & 2/3 & 4/9 & 8/27 \\
T(1) & 1 & 1 & 1
\end{bmatrix},
\]
\[
\tilde{T} = \begin{bmatrix}
T(0) & 0 & 0 & 0 \\
T(1/3) & 0 & 0 & 0 \\
T(2/3) & 0 & 0 & 0 \\
T(1) & 0 & 0 & 0
\end{bmatrix},
\]
\[
B^T = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]
\[
\tilde{M} = \begin{bmatrix}
\tilde{M}^T & 0 & 0 & 0 \\
0 & \tilde{M}^T & 0 & 0 \\
0 & 0 & \tilde{M}^T & 0 \\
0 & 0 & 0 & \tilde{M}^T
\end{bmatrix},
\]
\[
R = K = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]
\[
G = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix},
\]
\[
A = \begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3
\end{bmatrix},
\]
\[
\tilde{A} = \begin{bmatrix}
A & 0 & 0 & 0 \\
0 & A & 0 & 0 \\
0 & 0 & A & 0 \\
0 & 0 & 0 & A
\end{bmatrix}.
\]

By using Equation (22) in the method in Section 3.1 and the collocation points, the initial condition depended on the matrix of Pell–Lucas coefficients is written as
\[
[U; \lambda] = \begin{bmatrix}
2 & 0 & 2 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

As a result, it is substituted this matrix $A$ into Equation (12) and hence when $N$ is selected as 3, the Pell–Lucas solution becomes
\[
Y_3(t) = -1.1668965517241^2 + 2.3135755258126t^2 - 2.0000000946029t + 2.00000010593052.
\]
Since the exact solution of the equation is known, it can be obtained the actual absolute error function $e_3(t) = Y(t) - Y_3(t)$. In addition, if the obtained approximate solution by Pell–Lucas polynomials $Y_3(t)$ is written in Equation (56) and subtracted from Equation (56), the error problem is obtained as follows
\[
e'_3(t) - re_3(t) + \frac{r}{k}(e^2_3(t) + Y^2_3(t)) = -R_3(t), \quad e_3(0) = 0
\]
or if the term $Y^2_3(t)$ is written explicitly, we get
\[
e'_3(t) - re_3(t) + \frac{r}{k} e^2_3(t) + Y^2_3(t) + 2Y_3(t)e_3(t) = -R_3(t), \quad e_3(0) = 0
\]
or
\[
e'_3(t) - re_3(t) + \frac{r}{k} e^2_3(t) + \frac{2r}{k} Y_3(t)e_3(t) = -R_3(t), \quad e_3(0) = 0 \tag{61}
\]

By applying the procedure in Section 4.1 for this problem when $M$ is selected as 5, it is obtained the estimated error function $e_{35}(t)$. Thus, it is obtained the improved approximate solution $Y_{3,5}(t)$ as $Y_{3,5}(t) = Y_{1,3}(t) + e_{3,5}(t)$. Namely, better approximate solutions are obtained than the approximate solutions $Y_3(t)$. Finally, it is obtained the improved error function $E_{3,5}(t) = Y(t) - Y_{3,5}(t)$.

The exact solution and the approximate solutions for Example (5.1) at some points are given in Figure 1. According to these data, it can be observed that errors decrease as $N$ values increase. Namely, the population of animal species exhibits a decline, but the rate of this decline decreases spontaneously.

We analyse the actual, estimated and improved errors of the Example 5.1 in Table 1 and Figure 2(b). Figure 3(a) compares the actual errors with the estimated errors, while Figure 3(b) compares the actual errors with the improved errors. According to these data, it can be said that the estimated errors are very close to the actual errors and the improved errors are better than the actual errors. In the case of improved errors, it can be said that as the $M$ value rises, the errors diminish. Thus, improved approximate solutions were obtained which gave better results than the obtained approximate solutions.

Example 5.2: In this example, $Y_{i,N}(t)$ represents the approximate solution, while $Y_{i,N,M}(t) = Y_{i,N}(t) + e_{i,N,M}(t)$
Here, $e_{\Delta N}(t)$ represents the improved approximate solution and $e_{\Delta M}(t)$ represents the estimated error function.

As another example, we consider the following prey–predator models (3)

$$\frac{dY_1(t)}{dt} = Y_1(t)(1 - Y_2(t))$$
$$\frac{dY_2(t)}{dt} = Y_2(t)(-1 + Y_1(t))$$

Here, $a = b = c = d = 1$, $\lambda_1 = 1.3$, $\lambda_2 = 0.6$ and $g_i(t) = 0$ ($i = 1, 2$) which the required for the method.

### Table 1. The actual errors, the estimated errors and the improved errors at some points of Equation (56).

| $t_i$ | $e_i(t_i)$ | $e_{1,5}(t_i)$ | $e_{1,3}(t_i)$ | $E_{1,3}(t_i)$ | $E_{1,5}(t_i)$ |
|-------|------------|----------------|----------------|--------------|--------------|
| 0     | 1.0593e−06 | 5.6229e−07    | 1.0709e−07    | 1.6216e−06   | 1.1664e−06   |
| 0.2   | 9.8854e−03 | 9.2648e−03    | 9.8520e−03    | 6.7055e−04   | 3.3423e−05   |
| 0.4   | 8.6300e−03 | 8.4541e−03    | 8.6081e−03    | 1.7590e−04   | 2.1829e−05   |
| 0.6   | 2.6572e−03 | 2.9783e−03    | 2.6690e−03    | 3.2112e−04   | 1.1841e−05   |
| 0.8   | 6.5266e−03 | 6.7437e−03    | 6.5263e−03    | 2.1705e−04   | 3.3971e−07   |
| 1     | 7.8721e−02 | 7.1520e−02    | 7.8003e−02    | 7.2004e−03   | 7.1746e−04   |

CPU time(second)

| $t_i$ | $e_i(t_i)$ | $e_{1,5}(t_i)$ | $e_{1,3}(t_i)$ | $E_{1,3}(t_i)$ | $E_{1,5}(t_i)$ |
|-------|------------|----------------|----------------|--------------|--------------|
| 0     | 1.0593e−06 | 5.6229e−07    | 1.0709e−07    | 1.6216e−06   | 1.1664e−06   |
| 0.2   | 9.8854e−03 | 9.2648e−03    | 9.8520e−03    | 6.7055e−04   | 3.3423e−05   |
| 0.4   | 8.6300e−03 | 8.4541e−03    | 8.6081e−03    | 1.7590e−04   | 2.1829e−05   |
| 0.6   | 2.6572e−03 | 2.9783e−03    | 2.6690e−03    | 3.2112e−04   | 1.1841e−05   |
| 0.8   | 6.5266e−03 | 6.7437e−03    | 6.5263e−03    | 2.1705e−04   | 3.3971e−07   |
| 1     | 7.8721e−02 | 7.1520e−02    | 7.8003e−02    | 7.2004e−03   | 7.1746e−04   |

Here, $a = b = c = d = 1$, $\lambda_1 = 1.3$, $\lambda_2 = 0.6$ and $g_i(t) = 0$ ($i = 1, 2$) which the required for the method.

Now, we take $N = 3$ and by applying the method in Section 3.2, so it can be obtained the Pell–Lucas approximate solution

$$Y_i(t) = \sum_{n=0}^{3} a_i, Q_n(t), \quad i = 1, 2.$$

From here, the collocation points are $x_0 = 0, x_1 = 1/3, x_2 = 2/3$ and $x_3 = 1$. By using Equation (39) in the method in Section 3.2 and these collocation points, we find the fundamental matrix equation as

$$\{TBM - HTM \bar{L} T\bar{M}A - G$$

or

$$WA = G$$

where

$$W = TBM - HTM - \bar{L} T\bar{M}A$$

Here,

$$\bar{T} = \begin{bmatrix} T(0) & 0 & 0 & 0 \\ T(1/3) & 1/3 & 1/9 & 1/27 \\ T(2/3) & 1/2 & 4/9 & 8/27 \\ T(1) & 1 & 1 & 1 \end{bmatrix}$$

Figure 1. The exact solution and the approximate solutions of Equation (56).

Figure 2. Comparison of the absolute errors of Equation (56). (a) $e_N(t)$ and (b) $e_{\Delta N}(t), e_{\Delta M}(t)$ and $E_{\Delta M}(t)$. 
By using Equation (41) in the method in Section 3.2 and the collocation points, the initial conditions depended on the matrix of Pell–Lucas coefficients is

\[
\begin{bmatrix} U; \lambda \end{bmatrix} = \begin{bmatrix} 2 & 0 & 2 & 0 & 0 & 0 & 0 \; ; \; 1.3 \\ 0 & 0 & 0 & 0 & 2 & 0 & 2 \; ; \; 0.6 \end{bmatrix}.
\]

As the last step, the matrix \([U; \lambda]\) is written instead of any line of the matrix \([W; G]\). Accordingly a new increased matrix is obtained in the form

\[
\tilde{W}A = \tilde{G}. \quad (66)
\]

Equation (66) represents a non-linear algebraic system. Thus, it can be solved to obtain the coefficients matrix

\[
A = \begin{bmatrix} 838/1311 & 916/2763 & 54/5003 & \cdots & 237/9451 \\ 688/2933 & 148/2023 & 250/3821 & \cdots & 41/91498 \end{bmatrix}^T.
\]

As a result, the approximate solutions are

\[
Y_{1,3}(t) = -0.200613699927913t^3 + 0.043171406366005t^2 + 0.512587136598011t + 1.3
\]

and

\[
Y_{2,3}(t) = -0.003584777968991t^3 + 0.261711696117579t^2 + 0.143628658506523t + 0.6.
\]

### Table 2. Comparison of the estimated errors at some points of Equation (62).

| \(t_i\) | \(|e_{1,3,4}(t_i)|\) | \(|e_{1,6,8}(t_i)|\) | \(|e_{1,6,10}(t_i)|\) |
|-------|-----------------|-----------------|-----------------|
| 0     | 0               | 9.7578e−19     | 3.1171e−19     | 7.0939e−21    |
| 0.2   | 2.3090e−03     | 1.5046e−04     | 1.4774e−05     | 1.1721e−05    |
| 0.4   | 4.2404e−03     | 1.6893e−03     | 1.0934e−05     | 7.3153e−06    |
| 0.6   | 6.2151e−03     | 3.3073e−03     | 5.7883e−06     | 1.7322e−06    |
| 0.8   | 8.2833e−03     | 5.0955e−03     | 1.0427e−06     | 5.3018e−06    |
| 1     | 1.0125e−02     | 7.1372e−03     | 8.3011e−06     | 1.2352e−05    |
| 0     | 8.6736e−19     | 1.4095e−18     | 2.3039e−19     | 4.4130e−19    |
| 0.2   | 5.7230e−03     | 4.5282e−03     | 1.3981e−05     | 1.5343e−05    |
| 0.4   | 6.2559e−03     | 5.3448e−03     | 1.6517e−05     | 1.7538e−05    |
| 0.6   | 5.5295e−03     | 4.9495e−03     | 1.9746e−05     | 2.0296e−05    |
| 0.8   | 5.2041e−03     | 5.0492e−03     | 2.3080e−05     | 2.2938e−05    |
| 1     | 4.6559e−03     | 5.2458e−03     | 2.3434e−05     | 2.2380e−05    |
Table 3. The approximate solutions and the improved approximate solutions of Equation (62).

| \( t_i \) | \( Y_{1,3}(t_i) \) | \( Y_{1,3,4}(t_i) \) | \( Y_{1,3,6}(t_i) \) |
|---|---|---|---|
| 0 | 1.0000000000000000 | 1.0000000000000000 | 1.0000000000000000 |
| 0.2 | 1.4026349481897435 | 1.403304472888524 | 1.4024890239934278 |
| 0.4 | 1.4991034862379756 | 1.4984630290494981 | 1.4974141797424888 |
| 0.6 | 1.5797624010661330 | 1.5724730259324546 | 1.5764551242388629 |
| 0.8 | 1.6364862998050600 | 1.6270357550164990 | 1.6299813811253780 |
| 1 | 1.6551475430361030 | 1.6502292613832642 | 1.6480130485446625 |

Figure 4. Comparison of the approximate and improved solutions of the Equation (62). (a) \( Y_{1,N}(t) \) and \( Y_{1,N,M}(t) \) and (b) \( Y_{2,N}(t) \) and \( Y_{2,N,M}(t) \).

Figure 5. The residual errors of the approximate solutions of Equation (62). (a) \( R_{1,N}(t) \) and (b) \( R_{2,N}(t) \).

Table 4. The approximate solutions and the improved approximate solutions of Equation (62).

| \( t_i \) | \( Y_{2,3}(t_i) \) | \( Y_{2,3,4}(t_i) \) | \( Y_{2,3,6}(t_i) \) |
|---|---|---|---|
| 0 | 0.6000000000000000 | 0.6000000000000000 | 0.6000000000000000 |
| 0.2 | 0.6436937635986090 | 0.643707446098344 | 0.643709106702847 |
| 0.4 | 0.704440780490160 | 0.705377124942924 | 0.705403804304032 |
| 0.6 | 0.784565124232280 | 0.784568654810710 | 0.784568654810710 |
| 0.8 | 0.856123038403073 | 0.856351315005706 | 0.856351315005706 |
| 1 | 1.0001395554527 | 1.00024825071161 | 1.0002377171276 |

Since the exact solution of the equation is unknown, it can not be obtained the actual absolute error functions \( e_{1,3}(t) = Y(t) - Y_{1,3}(t) \). However, if the obtained approximate solution by Pell–Lucas polynomials \( Y_{1,3}(t) \) is written in Equation (62) and subtracted from Equation (62), the error problem is obtained as follows

\[
e_{1,3}^i(t) = e_{1,3}(t) + e_{1,3}(t)e_{2,3}(t) + Y_{2,3}(t)e_{1,3}(t)
\]

For this problem, when \( M \) is taken as 5 in the method according to Section 4.2, it is obtained the estimated error function \( e_{1,3,5}(t) \). Thus, it is obtained the improved approximate solution \( Y_{1,3,5}(t) = Y_{1,3}(t) + e_{1,3,5}(t) \). Namely, better approximate solutions are obtained than the approximate solutions \( Y_{1,3}(t) \).

Table 2 shows the values of the obtained estimated absolute errors for Example 5.2 at some points for different \( N \) and \( M \) values. In Tables 3 and 4, the obtained approximate solutions and the obtained improved approximate solutions according to the described method in Sections 3.2 and 4.2 are shown. The approximate solutions for Example (5.2) and the improved approximate solutions are demonstrated in
Table 5. The exact solution and the approximate solutions for Equation (56).

| $t_i$ | $Y(t_i)$ | $Y_1(t_i)$ for ADM [34] | $Y_2(t_i)$ for HPM [35] | $Y_3(t_i)$ for BCM [36] | $Y_4(t_i)$ for PM |
|-------|----------|--------------------------|--------------------------|--------------------------|------------------|
| 0     | 2        | 2                        | 2                        | 2                        | 2.000000010459805 |
| 0.2   | 1.69309410637 | 1.68533333333 | 1.68320776736 | 1.683208718718 |
| 0.4   | 1.50412134442 | 1.40266666667 | 1.49549038437 | 1.495491385713 |
| 0.6   | 1.37818084113 | 0.94400000000 | 1.38083682341 | 1.380838250808 |
| 0.8   | 1.28976420770 | 0.10133333333 | 1.28323605685 | 1.283237604519 |
| 1     | 1.22539967356 | 1.33333333333 | 1.14667705709 | 1.14679087365 |

Table 6. Comparison of the actual errors with other methods at some points of Equation (56).

| $t_i$ | $e_1(t_i)$ for ADM [34] | $e_2(t_i)$ for HPM [35] | $e_3(t_i)$ for BCM [36] | $e_4(t_i)$ for PM |
|-------|--------------------------|--------------------------|--------------------------|------------------|
| 0     | 7.7608e−03              | 7.7608e−03              | 9.8863e−03              | 9.8854e−03       |
| 0.2   | 1.0145e−01              | 1.0145e−01              | 8.6310e−03              | 8.6300e−03       |
| 0.4   | 4.3418e−03              | 4.3418e−03              | 2.6560e−03              | 2.6572e−03       |
| 0.6   | 1.1884e−03              | 1.1884e−03              | 6.5262e−03              | 6.5266e−03       |
| 0.8   | 2.5587e−03              | 2.5587e−03              | 7.8723e−02              | 7.8721e−02       |
| 1     | 6.4611e−00              | 1.8643e−00              | 6.2164e−04              | 6.2170e−04       |
| 0.2   | 6.4611e−00              | 1.8643e−00              | 6.2164e−04              | 6.2170e−04       |
| 0.4   | 0.0337                  | 0.0194                  | 1.7685e−04              | 1.7693e−04       |
| 0.6   | 0.3253                  | 0.2816                  | 3.2228e−04              | 3.2242e−04       |
| 0.8   | 1.5830                  | 1.8270                  | 2.1522e−04              | 2.1499e−04       |
| 1     | 5.3254                  | 7.6829                  | 7.2055e−03              | 7.2039e−03       |

Figure 4(a,b). It can be guessed that the populations of the two species will be equal at a given time in the future. Because the graph of the prey population is concave, while the graph of the predator population is convex. Residual errors of the obtained approximate solutions are demonstrated in Figure 5(a,b), while residual errors of the improved approximate solutions are indicated in Figure 7(a,b). According to these data, it can be said that errors decrease as $N$ and $M$ values increase. Thus, residual correction is an extremely effective technique in the predator–prey model, as in the single species model. Finally, the results of the obtained estimated errors for different $N$ and $M$ values are displayed in Figure 6(a,b). According to these data, it can be said that errors decrease as $N$ values increase.

6. Results and discussion

In this section, it is interpreted by making comparisons between the outcomes of the procedure in Section 5 and the outcomes of other procedures available in the literature. For this, the results are shown in the tables.

The comparisons with ADM [34], HPM [35] and BCM [36] were made in Tables 5 and 6 for the exact solution and the approximate solutions of the Example (5.1). For
Table 8. Comparison of the approximate solutions with other methods at some points of Equation (62).

| $t_i$ | $Y_{2,3}(t_i)$ for ADM [34] | $Y_{2,3}(t_i)$ for HPM [35] | $Y_{2,3}(t_i)$ for BCM [36] | $Y_{2,3}(t_i)$ for PM |
|-------|-----------------------------|-----------------------------|-----------------------------|---------------------|
| 0     | 0.600000000000             | 0.600000000000             | 0.600000000000             | 0.600000000000000   |
| 0.2   | 0.643695200000             | 0.643695200000             | 0.643816473668             | 0.699095908991407   |
| 0.4   | 0.704291600000             | 0.704291600000             | 0.704799848890             | 0.779619093664940   |
| 0.6   | 0.784010400000             | 0.784010400000             | 0.784070966990             | 0.779619093664940   |
| 0.8   | 0.885132800000             | 0.885132800000             | 0.886024729292             | 0.8851328000000346  |
| 1     | 1.099000000000             | 1.099000000000             | 1.10753197120              | 1.01755576555112    |

Table 9. Residual errors of the approximate solutions at some points of Equation (62).

| $t_i$ | $|R_1(t_i)|$ for PM | $|R_2(t_i)|$ for PM | $|R_3(t_i)|$ for PM | $|R_4(t_i)|$ for PM |
|-------|------------------|------------------|------------------|------------------|
| 0     | 7.4120e−03       | 2.8466−04        | 5.9606−06        | 3.6371−02        |
| 0.2   | 3.3755e−04       | 4.1711−06        | 9.1922−08        | 9.4701−03        |
| 0.4   | 2.3541e−04       | 7.2356−07        | 3.2352−09        | 2.9233−03        |
| 0.6   | 4.1602e−04       | 8.6088−08        | 1.5357−09        | 1.8173−03        |
| 0.8   | 1.2095e−03       | 8.3343−07        | 3.1997−09        | 3.6614−03        |
| 1     | 1.2066e−08       | 2.4262−15        | 3.7202−17        | 1.2066e−08       |

Table 10. The residual errors for the improved solutions at some points of Equation (62).

| $t_i$ | $|R_1,2(t_i)|$ for ADM [34] | $|R_1,2(t_i)|$ for HPM [35] | $|R_1,2(t_i)|$ for BCM [36] | $|R_1,2(t_i)|$ for PM |
|-------|-----------------------------|-----------------------------|-----------------------------|---------------------|
| 0     | 2.1067e−02                  | 2.8466−04                   | 1.4612e−02                  | 2.3740e−04          |
| 0.2   | 1.5892e−02                  | 1.5892e−4                   | 0.0022                      | 3.1236e−4           |
| 0.4   | 0.0125                      | 0.0125                       | 0.0011                      | 0.0023              |
| 0.6   | 0.0042                      | 0.0412                       | 0.0015                      | 0.0068              |
| 0.8   | 0.0392                      | 0.0942                       | 0.0060                      | 0.0126              |
| 1     | 0.1741                      | 0.1741                       | 0.0210                      | 0.0149              |

Example (5.1) in Table 6, by using the exact solution and the obtained approximate solution, the actual errors are given by comparing the ADM [34], HPM [35] and BCM [36] for $N = 3$ and $N = 5$. According to all these data, it can be said that the obtained approximate solution by the present method is very close to the exact solution and gives better results than ADM [34] and HPM [35]. Similar results are obtained when the current method is compared to BCM [36].

The obtained approximate solutions for Example (5.2) in Tables 7 and 8 were compared for different $N$ values by ADM [34], HPM [35] and BCM [36] methods.

In Table 9, residual errors of the obtained approximate solutions by the current procedure and residual errors of the obtained approximate solutions by ADM [34], HPM [35] and BCM [36] methods were compared for different $N$ values. Accordingly, the obtained residual errors by the current procedure yielded better results than other procedure. In Table 10 the residual errors are compared by the GM method [38]. It can be said that although the current method and the GM method [38] give similar results at some points, the current method gives better results compared to the GM method [38] at some points. The advantage of the method is that it can be calculated in a short time with the help of Matlab. We show these CPU times (in seconds) in Tables 9 and 10.

7. Conclusions

In this study, numerical solutions of continuous population models for single and interactive species have been investigated. A collocation method based on Pell–Lucas polynomials for these numerical solutions has been established in Section 3. Next, a technique known as residual correction has been given in Section 4. According to this technique, better approximate solutions have been obtained using the approximate solutions given in Section 3. This technique is based on estimating...
Figure 7. Comparison of the residual errors for the improved solutions of Equation (62). (a) $R_{1,NM}(t)$ and (b) $R_{2,NM}(t)$.
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