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ABSTRACT

Much research is dependent on Information and Communication Technologies (ICT). Researchers in different research domains have set up their own ICT systems (data labs) to support their research, from data collection (observation, experiment, simulation) through analysis (analytics, visualisation) to publication. However, too frequently the Digital Objects (DOs) upon which the research results are based are not curated and thus neither available for reproduction of the research nor utilization for other (e.g., multidisciplinary) research purposes. The key to curation is rich metadata recording not only a description of the DO and the conditions of its use but also the provenance – the trail of actions performed on the DO along the research workflow. There are increasing real-world requirements for multidisciplinary research. With DOs in domain-specific ICT systems (silos), commonly with inadequate metadata, such research is hindered. Despite wide agreement on principles for achieving FAIR (findable, accessible, interoperable, and reusable) utilization of research data, current practices fall short. FAIR DOs offer a way forward. The paradoxes, barriers and possible solutions are examined. The key is persuading the researcher to adopt best practices which implies decreasing the cost (easy to use autonomic tools) and increasing the benefit (incentives such as acknowledgement and citation) while maintaining researcher independence and flexibility.
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1. INTRODUCTION

In the paper Common Patterns in Revolutionary Infrastructures and Data [1] Wittenburg and Strawn compared the phases of the evolution of some fundamental infrastructures (electricity, Internet, and Web) as historical examples and related them to the evolution of a “data infrastructure based on commons” which will be revolutionary and disruptive as well. It turns out that the emergence of all these “revolutionary” infrastructures follows similar patterns from early visions up to an intensive exploitation phase (Figure 1). They gave hope that basic ingredients such as (1) the FAIR principles [2], (2) Digital Objects (DOs) as originally defined by Kahn and Wilensky [3], extended by Research Data Alliance (RDA) based on many use cases [4] and finally extended to FAIR DOs as defined at a recent Paris workshop [5] and (3) exemplary work on the syntax and semantics of data and metadata could be seen as roots for convergence to build a common and efficient data infrastructure [6]. Some recent observations and developments from a pilot survey from GEDE/GO FAIR [7] and a detailed analysis of more than 50 research infrastructure initiatives, however, made clear that convergence enabling a vigorous data exploitation phase might be further away than was hoped due to the continuing huge inefficiencies they found (about 80% of the effort in data driven projects is wasted with data wrangling). This paper proposes approaches to reaching the convergence, with the hope of speeding up the transition towards an intensive data exploitation phase.

Figure 1. The phases necessary to come from a vision to an intensive exploitation phase.

A DO is an abstract concept that has a content represented by a structured bit-sequence which is stored in some trustworthy repositories, has associated metadata and is assigned a globally unique, persistent and resolvable identifier (PID).
It should be noted that the topics we are discussing in this paper are relevant for data driven work that is being carried out crossing silo and/or disciplinary borders. Since most researchers still work on their own data sets or work within narrow project boundaries, they could, in principle, define their own private rules and “standards” to optimize efficiency. However, practices in large projects, for example, in cancer or language research, have shown that individual researchers or small focussed research teams also have severe problems in remembering after a few months what they exactly did when the data volumes and complexity increased to or beyond a certain level. This is especially true when there is no obvious regular mechanism that inherently structures the created data and where the traditional file mechanisms (naming, directory structure, etc.) are not sufficient anymore. Furthermore, researchers working in silos may suddenly find that their digital materials are, indeed, of use in multidisciplinary studies and so best practices should have been followed to enable reuse.

In this paper we want to first describe the practices in the data labs, second describe some approaches and guidelines that could help to overcome the inefficiencies, third present some urgent steps that should be taken, and finally draw a number of conclusions.

2. SITUATION IN THE DATA LABS

Based on a first broad survey in 2014 [8], the RDA Data Fabric Interest Group (DFIG) was set up and had as its focus the improvement of the situation in the data labs [9]. As indicated in the abstract diagram (Figure 2) the situation in the labs was distinguished from the data publication step which can be the final act of data driven work. For the experts participating in the DFIG it was obvious that most data will exist and be processed in this fundamental cycle, but only limited data (<10 %) will be occasionally published in the “classical publication sense”, often in form of collections associated with some scientific paper.

Efficient Data Science (DS) will depend on the early and stable availability of data and other artifacts which require the following simple (but obviously difficult to achieve) measures: (1) They need to be stored, managed and made accessible by trustworthy repositories for long periods of time. (2) They need to be identified by universally unique, persistent and resolvable identifiers. (3) They need to be associated with suitable and comprehensive metadata. These three pillars make up what the concept of (FAIR) DOs basically implies.

---

- With “complexity” we do not just indicate increasing volumes and heterogeneity of digital objects (DOs), but also include many different types of relations between those DOs.
- The term “data labs” includes all laboratories, departments and projects which have a focus on creating, managing, curating and processing data as part of experimenting, observing, simulating and computing activities.
- In most cases all process data (context and provenance) is not disseminated reducing re-usability.
In the following we will describe a few major observations which we can extract from a recent pilot survey from GEDE/GO FAIR [7] and a deep analysis of more than 50 research infrastructure initiatives.

### 2.1 State of Awareness and Coherence

In general, the awareness of data matters has increased since almost all researchers are facing similar challenges due to increasing volumes, heterogeneity (types, formats, and semantics)\(^\circ\) and complexity which includes the extensive relationships between DOs. However, we can observe different states of awareness about the requirements for modern data-driven science between researchers, research disciplines and countries. Improved awareness is often paralleled with a higher degree of coherence in views and terminology and infrastructural measures at the national or organizational level. While the agreements and investments with respect to “hard infrastructural matters” (networks, HPC, storage, and physical clouds) are high, the agreements on “soft matters” which are characterized by the scope of the FAIR principles are behind, despite all claims on paper. There are many different interpretations of the FAIR principles and different views lead to a large variety of suggestions hampering progress.

It is a widely used practice now to claim support for Openness and FAIRness. When analyzing the practices we can observe (1) that mostly only the findability and accessibility dimensions are addressed\(^\circ\)

\(^\circ\) We can refer here to the often used 5Vs (volume, velocity, variety, veracity, value).
and that “machine actionability”\textsuperscript{®} which is in the core of FAIR is not well understood, (2) that following the principles is often seen as an administrative add-on and not yet as a step to enable new science or even to improve the usefulness through additional information of existing science and (3) that the interpretation scope is limited as the following elaboration indicates. Researchers in almost all fields are using sensors that create increasing amounts of data and are increasingly willing to share these raw data. Yet there is too little awareness that the context of the experiments (lab notebook, sample preparation techniques, sensor configurations, etc.) also needs to be FAIR and shared to allow other researchers to truly understand the data, assess their usefulness (relevance, quality) for their purpose and for reproducibility, for example. A cultural change is required to convince researchers to offer this kind of contextual knowledge which is still seen as private information.

In general, we can also observe that there is an increase of awareness about the relevant legal and ethical regulations and state-of-the-art licensing mechanisms. Maintaining deep knowledge about all legal and ethical regulations is a challenge and requires a substantial effort. The same holds for issues such as licensing where researchers need to make choices from different options or need to exactly know what is allowed. Building up and maintaining the required knowledge on all regulations is adding considerable load on the researchers working with data.

2.2 Broken Data Cycle

In many cases we can observe that data generation and steps in data processing are carried out at different organizations using different methods and standards, i.e., the smooth data cycle as indicated in Figure 2 is broken. Data generators still deliver traditional data files, limited metadata in poorly documented form, if at all, and shift the responsibility for Openness\textsuperscript{®} and FAIRness to the researchers who are then processing the data in their departmental environments. Currently, these are operating far away from being FAIR since manual operations, ad hoc scripts without documentation and the use of departmental or personal servers for generating and storing derived data are still the preferred practices. FAIR requirements such as assignment of PIDs and creation of rich comprehensive metadata including provenance information are not achieved. These non-FAIR practices are causing huge inefficiencies.

Some suggest storing final data related with “classical publications” ignoring that this is very inefficient, and it will only be carried out for a limited amount of data and will only provide the needed rich context if large curation efforts will be taken at the project end. Nonetheless, linking data sets to relevant publications does provide additional context although generally it is not machine actionable. Others suggest shifting the responsibility for the FAIRness of the generated data to the data creation labs. This could be a useful step, but not without closing the circle and changing the data practices in the data labs where the crucial processing producing results takes place.

\textsuperscript{®} With machine actionability we refer to the capacity of computational systems to find, access, interoperate, and reuse data with none or minimal human intervention.

\textsuperscript{®} “Openness” in this note is always meant in the sense of “as open as possible".
2.3 Interdisciplinarity & Integration

Most data labs are still focusing on their immediate needs emerging from discipline specific research questions and are hardly thinking in terms of usability beyond their own narrow boundaries. Fostering interdisciplinary research requires some altruism since sufficient contextual information needs to be associated with data. Yet, there is little pressure to change practices, since data-driven cross-disciplinary research is still in its infancy. One consequence of this silo mentality is that many believe that their data requirements are special although the patterns according to which data management, curation (with provenance) and processing is organized are remarkably similar.

In general, research infrastructures are essentially integrating different centers (nodes) and offering joint services. Harmonizing standards and building integrative frameworks at different levels (identification, syntax, semantics, and portals) is not at all trivial; however, they have been successfully designed and developed in many different cases such as in the ESFRI initiatives. First, research infrastructures need to have these ambitions to build an umbrella and improve FAIRness and second, they should not re-invent the wheel but make use of existing knowledge and components.

2.4 Repositories

It is widely agreed that trustworthy and FAIR compliant repositories are the pillars of a stable and efficient data landscape [10]. Practices show, however, that most data are still being managed in centers where established practices are continued and where a large variety of software stacks (files, clouds, and databases) is being used. Internationally accepted assessments for trustworthiness such as CoreTrustSeal [11] are still not yet applied. Only stricter practices will finally help improving data management. In surveys people refer to different types of repositories for different data types (digital books/papers, data, metadata, etc.) which is an unnecessary complication at basic data management level. “Digital Object” is an abstract concept that includes all data types, i.e., repositories managing DOs are widely independent of the specific types.

2.5 Conclusions

From analyzing practices, we can draw a few conclusions:

- Compared with the findings from surveys within RDA in 2014 we can observe much more awareness about principles that should be followed but no significant changes in data practices in most data labs. There is also a process of terminology awareness and thus an implicit harmonization.
- Despite all progress, we see large differences in knowledge especially when it comes to the details of, for example, the FAIR principles. Integrating essential aspects such as assigning PIDs and associating rich metadata from the beginning are not supported in the daily work. Much more training and support is required to broaden deep understanding and much better software is required to support individual researchers and not to put further load on them.
The “data publication” step has been improved continuously encouraging some to suggest applying the same methods in the data labs. Due to completely different requirements between DS and data publication, this would be doomed to fail.

Data centers (repositories) need to take a much more active role in making steps towards certification and FAIRness and guiding their customers—the individual researchers.

3. PRINCIPLES AND BASICS

To overcome the challenges raised in Section 2 it is necessary to use appropriate technologies to support the researchers in (a) providing FAIR information and (b) using FAIR information for the purposes of research leading to improved wealth creation and quality of life. Alongside the provision of appropriate technologies, there is the need to ensure the end-user works within a well-governed environment covering topics as explained, for example, in Responsible Research and Innovation (RRI) [12].

3.1 Key Technologies

The key technologies for FAIR research are identification and metadata and both need to be supported by standardization, harmonization and a complex system of software services to enable their creation, conversion, editing and supplementing and the use of the metadata for the active verbs of FAIR. In this realm the concept of FAIR DOs is important due its abstraction, binding, and encapsulation potential.

Another important technology is workflow; to be able to support the steps in the research process is required from idea to observation or experiment to data collection and analysis to data curation and research findings publication. Within this context there are workflows for individual research steps and across steps.

3.2 Identification

It is commonly accepted that persistent identifiers (PIDs) will be a crucial component of our digital scientific memory for the coming centuries. It is not only the DOs that need to be stored, but also many types of relationships among the DOs—if they created manually or automatically. Therefore, people are starting to understand that identifiers as the basis for references need to be persistent over centuries if we do not want to lose scientific knowledge. It is also agreed that PIDs need to be universally unique and resolvable to useful machine actionable information about the DO. The harmonization of attributes associated with PIDs has been worked out in the RDA Kernel Group [13].

This need for identifiers lasting for very long periods and the need for a harmonized universal resolution system has convinced many data professionals that URLs as they are used in the ephemeral Web do not offer the persistence that is needed. Instead\(^\circ\), many people are using Handles [14] or DOIs [15]\(^\circ\).

* Note that while most Handles currently are expressed on Web pages and other documents in the form of URLs, the underlying system sits directly on the core Internet protocols

* DOIs are Handles with a prefix 10 and currently used broadly in, but not restricted to, the domain of electronic publication.
3.3 Metadata

Commonly defined as “data about data” in reality it is not so simple. RDA Interest Group on metadata (MIG) [6] has defined an extended set of principles:

- The only difference between metadata and data is mode of use.
- Metadata is not just for data, it is also for users, software services, computing resources, thus for all kinds of DOs.
- Metadata is not just for description and discovery; it is also for contextualization (relevance, quality, restrictions (rights, costs)) and for coupling users, software, and computing resources to data (to provide a Virtual Research Environment). Scientific metadata is meant to support efficient DS.
- Metadata must be machine-understandable as well as human-understandable for autonomicity (formalism).
- Management (meta)data is also relevant (research proposal, funding, project information, research outputs, outcomes, impact…).

Metadata descriptions therefore are DOs and need to be FAIR compliant, i.e., they should be identified by a PID, should be findable by being harvested by portals using standard protocols and accessible. The interoperability and re-usability dimensions of FAIR require that all metadata schemas are registered and available at publicly available registries and that all concepts and vocabularies being used in metadata descriptions are defined and also registered in publicly available registries. The role of metadata between end-users and a DO of interest may best be expressed as a diagram (Figure 3).

Figure 3. Metadata and FAIR.
Thus, the metadata exposes the DO to the world and simultaneously can help to protect it against unauthorized use. It provides rich attributes for discovery, controls for access, a formal syntax and declared semantics to encourage interoperation—including conversion between metadata formats—and information on curation and provenance for assessing relevance and quality and also for optimizing data locality.

There are many metadata de facto or de jure standards. The RDA Metadata Standards Catalog documents most of the popular ones [16]. Some are applicable to a small group of researchers allowing encoding of disciplinary specifics that are important for research; some are used very generally over a wide range of application domains and users. Inevitably, the general standards are good for finding digital assets over a wide range of domains, whereas specific standards for a narrow research area can—if they have the relevant properties (see Figure 3)—support each aspect of FAIR and highly automated DS. Since there is no single accepted metadata standard, inevitably we must convert between metadata standards to provide a homogeneous FAIR view over heterogeneous digital assets. If we convert from each metadata standard to all others, we need to develop $n(n-1)$ two-way convertors (a.k.a. brokers). If, generally or even in one domain, we choose a single canonical (rich) metadata standard and convert the other relevant metadata standards to that, we have to develop only $n$ convertors. The mappings to define the parameters for the convertors (usually as stored tables of relationships between entities and attributes in each of the two metadata standards) may be done manually. Tools exist to support this work such as for example the X3ML toolkit [17].

For many domains of research, as well as metadata to manage digital assets FAIRly, it is necessary to have additional rich metadata. Examples are measures of precision and accuracy. These may be considered rich attributes. Similarly, it may be necessary to understand the control parameters of an experiment or observation and any other relevant conditions that are stored, usually, in a lab notebook. This information may be considered part of provenance. This is contextual metadata which assists an end user in finding digital assets and assessing them for relevance and quality but also assists in understanding the context within which the research was done.

The cost of creating and maintaining metadata may be large. Efforts to automate metadata collection are underway, and the cost is considerably reduced if the metadata is collected incrementally (and ideally automatically from the workflow) as the workflow proceeds. Given the trend to an increased use of workflow frameworks to automatize processes it should be added that such processes require highly detailed and typed provenance metadata that even goes down to versions of software being used. Otherwise process-enabled orchestration is not possible.

### 3.4 FAIR DOs

DOs as they have been defined by RDA DFT [4] are autonomous first-class entities on the Internet, since they bind together all relevant information that is necessary to process them. A DO has a structured bit-sequence encoding its content which is stored and managed in some repositories, it has an assigned PID and is associated with rich metadata as described above. It is the Kernel information associated with the PID and yielded as result of the PID’s resolution that contains important information and references in
a persistent way. The Kernel Information types have been defined by the RDA Kernel Group [13] and have been registered in open registries [18]. The DO concept (Figure 4) supports abstraction in so far that at management level it does not make a difference between the type of the object (data, metadata, software, ontology, relation, etc.). Its encapsulation capability is given by associating a type (metadata attribute) with each DO and specifying operations that can be executed on this type. Also types and operations are identified by PIDs enabling the use of a fairly simple and straightforward interface protocol which allows interaction with DOs independently of the repository software and organization used [19].

Recently, it was suggested that, in addition to type registries, type ontologies should become available over time and that requirements for the machine actionability of metadata descriptions as mentioned above are required to speak about FAIR DOs [5].

![Figure 4. The DO concept.](image)

### 3.5 Workflow

As mentioned earlier, research processes can be envisioned as workflows. The technology required is to support the process using appropriate IT, but purely IT-driven workflow frameworks are not sufficient, as practices show. Metadata provides a solid base for representing the digital assets and the processes acting on them with associated security, privacy, and monitoring. In a typical researcher workbench environment supported by IT (a.k.a. a virtual research environment (VRE)) the generic core process is something like this: (a) discover relevant digital assets; (b) assess them for relevance and quality; (c) compose a workflow using DOs (typically data and software services); (d) deploy the workflow onto appropriate computing/storage/networking resources.

Steps (a) and (b) require the digital assets to be described by rich metadata so that they can not only be discovered and contextualized but also made interoperable by harmonizing the metadata descriptions, where possible, and converting the assets as necessary. Step (c) may be automated if the metadata is sufficiently rich, but often the researchers need to be involved in the composition. Current practice is that the workflow may be described in a canonical language such as Common Workflow Language (CWL) [20]. This has the advantage that the composition may be made independent of the deployment (step (d)) since several workflow managers accept CWL as input. Ideally the deployment should be optimized: the PaaSage project [21] demonstrated optimization of resource usage utilizing containers (Docker [22]) configured
using Kubernetes [23]. However, a major factor in deployment optimization is the location of data: locality is required for efficiency (mainly due to limitations in network bandwidth). The MELODIC project—now a commercial offering [24]—developed such a system.

However, it should be noted that the existence of well-designed technical workflow frameworks such as Kepler, Taverna, Kmime, etc. did not change data practices in the data labs. There is an urgent need to understand what is needed to convince researchers to use such self-documenting workflow frameworks, which have the inherent capability to create FAIR compliant DOs. As has been shown in Section 2 it is urgently needed to make practices much more efficient, but to also help the researchers to facilitate his tasks without asking for continuous help from IT experts.

4. THINGS URGENTLY TO BE DONE

4.1 Paradoxes

The previous chapters indicated that we are faced with some paradoxes and that successful actions can only be scheduled if we understand the sources of them.

- “Standards” are good for science, since they have the potential to reduce efforts and costs substantially. But, as Strawn points out, “standards” are bad for the researchers since they would have to change their ways of doing which means a loss in efficiency at least temporarily.
- We have excellent principles and concepts (FAIR, FAIR DOs, etc.) that are based on a deep understanding of what is missing. The principles and concepts get strong support from many data professionals; however, researchers hesitate to change their practices in the data labs if they do not see immediate gains.
- We have a plethora of largely excellent tools, solutions and services promising to improve data practices ranging from metadata to workflow and semantic support based on deep IT knowledge. Yet all these tools and services, which were created mostly on individualistic insights and interests, have not had much effect on the improvement of current practices to substantially reduce the inefficiencies. The availability of easy-to-use services such as Zenodo, B2Share, FigShare, etc., for typical deposit actions has convinced some to make use of them and can be seen as exceptions.
- DS imposes new regulations and loads on the researchers (legal and ethical aspects, licenses, DMP creation, metadata creation, semantic explicitness, etc.). Yet, researchers prefer not to change their practices, but shift all changes to either the beginning (static DMP) or the end of the processes, when a publication needs to be associated with offering a collection containing all relevant data and beyond.
- Most data (>> 90%) is being created, managed and reused in the data lab processes and only a small percentage (<<10 %) is part of classical publications. Nevertheless, many hope that Open Science (OS) can be achieved by relying on the final step of data publication. This is where librarians and publishers are focused and this is supported by the researchers since it does not require changing practices.
- Discipline experts believe that their data challenges are unique.
Deep insights across disciplines, however, indicate that there are recurring patterns, but hardly anyone dares to touch this issue sensing the non-trivial challenges to develop cross-disciplinary tools. Cloud systems indicate, however, at a conceptually simple level that data commons are possible.

- Many speak about the opportunities of interdisciplinary research.
- Most often, however, data management efforts in the data labs are directed to the needs of a narrow research community indicating that support for cross-disciplinarity is in its infancy.
- It is now widely known that data projects are suffering from needing to spend about 80% of available time on mundane data wrangling.

Yet, the big labs that can participate in DS seem to have the funding support to cover these inefficiencies and thus do not see the need to improve.

The main paradoxes can be condensed to the tension between two states as follows:

- narrow disciplinary versus broad interdisciplinary efforts;
- the start of the scientific process (data collection) versus the end of the scientific process (publication);
- conservative behaviors (stay with what you know) versus radical behavior (change your way of working);
- funding of conservative behaviors versus difficulty of obtaining funding for radical behaviors (conservatism of reviewers/funders); and
- independent activity of individual researchers versus various regulations and conditions.

These paradoxes indicate that despite paper declarations we did not yet manage

- to substantially change the practices in the thousands of data labs;
- to convince the researchers to apply new methods and tools; and
- to build software frameworks that can help researchers to effectively transition to efficient DS and allow them to carry out their work relatively independent of sparse IT specialists.

Of course, there are projects that are working on changes of practices towards more FAIRness and openness, but these examples do not seem to have affected the large mass of data labs. Cited examples often refer to the final step of “publishing data”. The DRIHM community, for example, moved four years ago to recommend storing meteorology and climate data in B2SHARE [25]. They have formal agreements with EUDAT to be able to act as a community and thus could design their own metadata set with specific attributes relevant for the domain. The B2SHARE service is responsible for generating a Handle and a DOI for each uploaded set, to offer a portal to allow finding all stored data, and an API that allows harvesting metadata. This type of usage is thus an intermediary form in so far as it is not directly coupled with the process but does not require waiting on some future step where data may be published together with a classical paper.

Another example is the VODAN project [26] established in the realm of the GO FAIR initiative to help in COVID research. In this project a set of FAIR-Data-Points (FAIR compliant repositories) is being created that can immediately interchange metadata descriptions based on a common metadata model using well-defined and registered attributes. This as an excellent example of how FAIR compliance and a high
degree of openness can be achieved easily, which is especially important for the health domain in which fragmentation is extreme. However, the project does not yet offer a model that includes the huge databases already aggregated in most disciplines.

Many other positive examples could be mentioned, but we need to admit that we are far away from having solutions that affect the broad scope of research actions. This is not surprising since the step from concepts and individual tools to universally applicable infrastructures functioning in a stable way takes time, as the Internet and the Web have shown.

**4.2 Key Messages**

Attempts to overcome the obvious roadblocks hidden in the described paradoxes are not simple and primarily not technical. Some key messages need to be considered before success can be achieved.

In general, researchers are not genuinely interested in new IT concepts and tools such as FAIR, FAIR DOs and FAIR implementations. These only become attractive when researchers see or expect a clear benefit for their research and when these new methods will be available in a stable way supported by easy-to-use software. All changes must be accompanied with educational efforts, which take time, and researchers will only invest if there is a chance of stable provisioning. The training effort is inversely correlated with the affinity of the known terminology and practices with those the researchers are familiar with, i.e., making use of appropriate branding is important.

There seems to be an increased awareness that the changes towards a FAIR data landscape will require quantum leaps which will imply a phase of instability and considerable learning efforts. Therefore, the key message for making progress given the paradoxes is not to speak about technical details but to focus on reference implementations of frameworks that facilitate researchers’ current work and meet researchers’ current practices as widely as possible without giving up the goals but instead implementing them in a way that researchers are not confronted with implementation technicalities and loaded with more work.

Such frameworks need to focus on operations which are repeated in researchers’ normal processes. This includes different aspects:

- Generating and aggregating incrementally rich documentation (metadata and contextual information) during the steps of a process and generating snapshots after every step, allowing researchers to re-start a process at any point without the need to re-enter existing information. These snapshots could also be used to transfer states to other institutes and colleagues for various purposes such as checks and replication.
- The process documentation needs to be of a sort that allows editing of specific steps, i.e., parameters could be quickly changed enabling new runs without having to re-enter all remaining aspects. This often includes steps such as checking for the right legal and ethical regulations to be followed, building collections, selecting subjects, etc.
- The documentation and result generation will be done in a way allowing FAIR compliance without putting extra burdens on the researchers’ shoulders, i.e., FAIR DOs will be immediately created and
uploaded into repositories using institutional, departmental or project settings. Since the framework is meant to be cross-disciplinary different schemas for metadata, for example, must be supported by invoking suitable editors.

- The framework should help the researchers more easily cope with the increasing number of regulations and best practices of different sorts relevant to data-driven work—be they legal, ethical, or technical.
- Systematic snapshots and comprehensive documentation are key for cross-departmental and cross-disciplinary reuse where possible, again without adding load to the researchers.
- This approach to processing documentation will reduce the effort of creation of DMPs, which are seen as bureaucratic acts, by the documentation created by scientifically productive workflows which will take off load from the researchers.

We should not ignore two psychological aspects. (1) Researchers like to be as independent as possible from experts external to their realm of control, in order to be flexible and fast. This is of great importance since many aspects and steps of research are not predictable. This implies that any framework that makes them dependent for repeating operations on experts will only be accepted as a temporary solution. (2) The mass of researchers will be sceptical of introducing rigid automated actions since scientific work is highly nonlinear, i.e., linearity of operations and repetitions do not fully describe the scientific process.

There are ongoing efforts in a variety of institutions and projects to create workflow fragments to automate highly repetitive operations, i.e., making use of workflows is not new in science. Yet these attempts are scattered and have not been setup to create a FAIR compliant landscape of DOs. It is time to look at many of these fragment solutions and understand the degree of flexibility built into them, the challenges they address and their limitations.

### 4.3 Actions

There are still many areas that require efforts to help improve current practices. These include investing in training and education, and in increasing awareness, making metadata machine actionable, and providing improved frameworks to allow researchers to do semantic crosswalks. Here we will focus on an effort that seems to be urgent and has not yet been addressed sufficiently, as the previous chapters have shown: **flexible canonical workflow frameworks for science (CWFS)**. We see CWFS as a layer on top of technical workflow frameworks that could be used to implement CWFS and so we do not reinvent the wheel. Technical frameworks such as the Common Workflow Language and easy-to-use tools such as Jupyter give hope that such implementations will be possible. It will also be possible to make use of other technical developments such as Research Objects defining containers for easy portability. But these technical solutions are not of primary relevance at this stage.

Instead, we suggest a major and coordinated effort that will focus primarily on scientific needs as they emerge from practices in the data labs, with the goal of developing CWFS and with the expectation that such a framework will be accepted by researchers, will help change the practices in the labs, will increase

---

* To limit the scope of this work we need to assume that all schemas and concepts being used have been defined and registered in registries, all of which is important to ensure machine-actionability.
efficiency in data projects, and finally help to come a FAIR domain of DOs. There is no doubt that the engagement of many young researchers in the various labs across disciplines will be required to achieve these goals. We need to turn the focus from looking at the end products of data-driven science to the process. Finding solutions will not be simple, but we need to start taking steps.

With interested and ambitious pilot communities, we need to study recurring patterns in the preparation and execution of data-driven projects. As indicated, we need to analyze the experiences from ongoing work in automating process fragments. As an example, we mention a recent analysis that has been carried out in some research disciplines running experiments with humans which resulted in the pattern shown in Figure 5. The diagram shows a set of canonical steps that must be taken for every experiment and thus can be automated widely. The support for researchers needs to start with the hypothesis and will end with the registration and upload of the experimental data to a trustworthy repository of the researchers’ choices. Not all the atomic steps will be necessary for all experiments, but those not needed could be simply ignored. Of course, for each step there might be differences per discipline, i.e., for each step there could be a library of packages the researchers could select from. Some steps imply complex nested workflows such as the experimental setup which includes a selection of many human subjects that are ready to participate in the experiment and as the execution step which in general includes repetitions over a few dimensions such as experimental items and human subjects.

![Figure 5. Cumulative comprehensive metadata.](image)

We will not go into more detail in this paper, but want to point out that the creation of rich metadata and the inclusion of contextual information can be done stepwise, that the creation of DOs including the registration of persistent identifiers can be done automatically, that the upload in repositories can happen automatically, that support could be provided for following the required regulations, etc. It will be crucial to identify the interfaces that are required to allow the interaction between steps and to enable plugging in those packages that carry discipline-specific actions. Often, such specific actions are already managed by some smart software such as for example the selection of human subjects from a possibly big pool. Such software needs to be integrated into larger frameworks, which is a challenge.

Designing CWFS is not trivial, but the goal of helping to change data practices in the labs towards a FAIR compliant data domain while simultaneously saving time and money through increased efficiency makes it worth starting CWFS.
5. CONCLUSIONS

We began this paper describing the hopes for an imminent convergence of FAIR principles and DOs bringing about a FAIR compliant, unified, and persistent global data landscape and preventing the “dark digital age” [27]. We then looked to the reality of the processes in the many data labs across disciplines and countries, which are far from being FAIR, and described the principles which would help overcoming the huge existing inefficiencies and thus create effectively an OS domain. The paradoxes indicate that there are serious roadblocks hampering a fast transformation of the practices.

Basically, researchers see FAIR data as a request to change the practices with which they are familiar and to invest more time (in creating metadata, in registering suitable PIDs, in creating DOs to be stored in trustworthy repositories, etc.) without seeing the benefit for their work. Those researchers that are carrying out data-driven science do it either in a restricted fashion or they have sufficient funds to accept the large inefficiencies and the high rate of failures. Therefore, the underlying problem is simple to state: unless the reward for a researcher from doing ‘best practice’ is greater than the effort to accomplish ‘best practice’ there is no incentive to do so. Thus, we must increase reward and reduce effort.

Our observations overlap widely with many points mentioned in the European Open Science Cloud (EOSC) FAIR WG report “Seven Recommendations for Implementation of FAIR Practice” [28] when it refers to “technical gaps, FAIR misunderstandings, differences between disciplines, etc. It describes very well the social roadblocks and we seem to come to similar conclusions about the key messages. The USA National Academy of Sciences (NAS) consensus study report [29] covers broadly the same ideas. Creating FAIR DOs costs more but we would stress that we need to start from the beginning and not focus on the end result which the current mainstream is focusing on. Putting efforts on the end products will lead to a huge loss and will even be more expensive.

Stressing the “data fabric” idea, however, requires new and better tool support, support that offers researchers the way to FAIR data and effective OS without adding extra work. Indeed, we need to reduce the load on them from new regulations and the increasing amount of repetition. Administrative acts such as creating DMPs could be largely replaced by productive instruments. However, to make this happen we need to develop tools that address the data lab needs. Investments in flexible CWFS that automatically create FAIR DOs and upload them in trustworthy repositories are urgently required to make progress.
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