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Abstract

The foundation model is not the last chapter of the model production pipeline. Transferring with few data in a general way to thousands of downstream tasks is becoming a trend of the foundation model’s application. In this paper, we proposed a universal transfer framework: One to Transfer All (OTA) to transfer any Vision Foundation Model (VFM) to any downstream tasks with few downstream data. We first transfer a VFM to a task-specific model by Image Re-representation Fine-tuning (IRF) then distilling knowledge from a task-specific model to a deployed model with data produced by Downstream Image-Guided Generation (DIGG). OTA has no dependency on upstream data, VFM, and downstream tasks when transferring. It also provides a way for VFM researchers to release their upstream information for better transferring but not leaking data due to privacy requirements. Massive experiments validate the effectiveness and superiority of our methods in few data setting. Our code will be released.

1. Introduction

Large pre-trained model is turning into the foundation not only in Nature Language Processing (NLP) \([6, 18]\) but also in Computer Vision (CV) \([30, 39]\), a.k.a Foundation Models \([4]\). Thousands of downstream task models can be transferred from these foundation models, and get fairly well performance with few data in a general way \([39, 47]\). It seems that with a wonderful foundation model and few data, simply fine-tuning is sufficient for transferring. However, it’s not true for the vision foundation model (VFM).

First, the performance of commonly used fine-tuning is not consistently higher than linear probe for downstream tasks \([21]\), which indicates naive transfer methods are not satisfactory. Especially with few data, it’s hard to simultaneously adapt the VFM to fit downstream domain and optimize new parameters for downstream tasks like object detection’s head. Second, strong transferability and high resource cost are two sides of the same coin for foundation models. Smaller models are still indispensable not only for edge computing/AIoT devices but also for cloud computing to limit carbon emission. So how to transfer knowledge from a large foundation model to a relatively small task-specific model is an inevitable challenge, not to mention with few downstream data and inaccessible upstream data for privacy requirements. Besides, a universal transfer method with minimal dependency on upstream data, VFMs, and tasks is also expected, which is also noticed in \([4]\) for...
adaptation evaluation. To overcome such challenges, two vital issues should be considered.

The first issue is how to transfer the VFM into specific downstream tasks with few data in a universal way. Many of recent top-performance transfer learning methods [28, 29, 35, 60] indeed obtained prominent improvements. However, these methods did not leverage the implicated information in the upstream training nor considered the insufficiency of downstream data for few data scenarios.

The second issue is how to transfer knowledge from a large model into a relatively small model with few data. There are already many approaches proposed to transfer a big model into a small model in the literature, like pruning [20, 27] and knowledge distillation [34, 64], but in the few data setting, these methods may be failed due to scarce and sparse data points. Few existing works [58, 68] try to relieve this issue. But these methods are suitable for classification tasks and not trivial for other types of tasks such as object detection and semantic segmentation.

In this paper, we introduce a universal transfer framework, named One to Transfer All (OTA), for vision foundation models to overcome the two issues above. The framework firstly transfers a VFM to a task-specific model by our proposed Image Re-representation Fine-tuning (IRF), then transfers knowledge from this model to a deployed model with data produced by our proposed Downstream Image-Guided Generation (DIGG), as illustrated in Figure 1. In OTA, a VQGAN (including encoder, decoder, and code-book) and latent transformer [22] are trained with upstream data for transferring. In the proposed IRF, we decouple the task-specific parameter’s learning and domain adaptation. Downstream images are first re-represented by VQGAN to pull the domain gap between the downstream data and upstream data, thus getting high-quality representation from a fixed VFM, which is used only to optimize task-specific parameters. Then original downstream images are used to optimize the whole model for adaptation. As for DIGG, samples are generated by the latent transformer and VQGAN for knowledge distillation on condition of giving part of any downstream image. The proposed framework has no dependency on the VFM’s architecture, training strategy, or downstream tasks. With the trained VQGAN and latent transformer, any downstream task can be adapted by our methods, actually realizing one to transfer all. Exhaustive experiments prove the effectiveness of our methods.

Our contributions are summarized as follows:

- We discussed problems in current model production pipelines with VFMs, and proposed a universal transfer framework to transfer knowledge from a VFM to a deployed model.
- We proposed a novel transfer method, named Image Re-representation Fine-tuning, to transfer knowledge from a vision foundation model to a task-specific model. It is simple, effective and has no dependency on upstream data, VFM and downstream tasks when transferring with few data.
- We proposed Downstream Image-Guided Generation method to relieve the lack of downstream data for distilling knowledge from large models.
- Our framework also provide an easy way for vision foundation model researchers to release their upstream information for better downstream transferring and not leaking their data.

2. Related Work

**Vision Foundation Model.** The vision foundation model [4] has a large family. Pre-trained models in a large-scale dataset can be served as foundation models, no matter what learning paradigms or model architectures are adopted. Commonly used learning paradigms include supervised learning [32], weakly supervised learning [51], self-supervised learning [11, 30], and semi-supervised learning [61]. Currently, some technologies are borrowed from NLP, such as masked image modeling [3], auto-regressive modeling [10]. Besides, multi-modal foundation models also spring up, like CLIP [57] and Wen-Lan [37]. In this paper, we did not focus on designing a transfer method for a specific vision foundation model but proposed a general method that can be adapted to any of these foundation models, especially in few data setting.

**Transfer Learning.** Transfer learning aims at improving performance on target domains by transferring the knowledge from source domains or source foundation models. To achieve this, some of the recent top-performance transfer learning methods rely on the modification of the pre-trained model’s architecture [35, 59], and some try to find important features and maintain them or only update part of weights more or less heuristically [14, 28, 29, 36, 38, 60]. All these methods indeed obtained prominent improvements, but their universality is not satisfactory.

Another term commonly used in the transfer learning area is domain adaptation. Prior attempts in domain adaptation focus on finding an effective distribution matching strategy with the knowledge from the source domain and target domain, which can be defined as closed set domain adaptation [16, 49] or partial domain adaptation [7, 70]. Compared with those approaches, our method has no dependency on source domain data when transferring. Works in [2, 25, 43, 45] discussed the problem of source domain free adaptation which also assumes no prior knowledge on the source domain. However, these works do not give consideration to a unified transfer pipeline which is difficult to generalize to different types of downstream tasks.
3. Method
3.1. Image Re-representation Fine-tuning

When available downstream data is not sufficient, we find it’s hard to jointly optimize new task-specific parameters and perform domain adaptation, e.g., performance of fine-tuning sometimes is inferior to linear probe at Table 1. Two issues may cause this phenomenon. The first is that optimizing a large number of parameters by few data is too complex. The second is the supervision collapse problem [19]. Prediction errors will be backpropagated to a “perfectly” trained VFM and broke up the representation. There is not enough data and supervision signal to rebuild high-quality representation. So we decouple the new task-specific parameters learning and domain adaptation, by firstly freezing the VFM and only optimizing new task-specific parameters. However, the domain gap commonly exists between downstream data and upstream data, which makes downstream features extracted by the frozen VFM in low quality (may not precisely represent downstream data itself), leading to inferior optimization for new task-specific parameters. With the fixed VFM and task loss, we intend to transfer downstream data to a new representation that has a small domain gap with upstream data, thus the feature of which is more reliable and informative. Noticing that the high-level content of different images for different tasks may have large variance, we mainly focus on low-level transformation. The IRF has four stages as follows:

Stage 1 Priming. In this stage, we encode information of upstream data into a generative model by training a VQGAN [22], which will encode domain information of upstream data implicitly. The generative model is independent of the VFM, so its architecture is not needed to keep the same with the VFM. Besides, it only needs to be trained once and can be reused by any downstream task. So it both exploits upstream information and decouples the following stage with the VFM.

Stage 2 Assembling. In this stage, we will reconstruct downstream data by the generative model trained in the first stage, which can be seen as a re-representation process. The generative model is fixed in this stage because optimizing it with downstream data will lose the encoded upstream information. We suppose a model can extract reliable features, i.e., a feature that can express the image’s information precisely and sufficiently if an image is in a similar domain with its training data. Then after the re-representation, features of transferred images extracted by the VFM will be more reliable for successive optimization.

Stage 3 Delivering. Different downstream tasks need different task-specific layers to fulfill their jobs which are commonly not provided by the VFM, e.g., classifier for classification tasks, neck and head structure for detection tasks, etc. How to optimize them into a proper state for further optimization is important especially in few data settings. In this stage, we fix the VFM and only optimize the new task-specific layers with transferred images obtained in stage 2. Using transferred images and fixing the VFM can keep the feature reliable after the extraction by the VFM, as a result, successive parts will get high-quality inputs and will be optimized into better local minima.

Stage 4 Calibration. After the above three stages, the model is already in a not bad state, but it still lacks global optimization for domain adaptation of the VFM. And re-represented images may lose information in the reconstruction process that hinder performance boost further. Besides, if we stopped at stage 3, when inference the model, the data should also be transferred, which is not proper for further usage. So we calibrate the domain into the downstream domain thoroughly in this stage. Original downstream images are used and all parameters are optimized in this stage.
3.2. Downstream Image-Guided Generation

One advantage of VFM is its great transferability with few data. However, in few data setting, it is difficult to transfer knowledge from a large model to a small model by knowledge distillation as the student model can only mimic from a few data points, which will hinder its generalization performance. A straightforward solution is to draw support from other academic datasets. But for different downstream tasks, using data that follows the downstream data distribution should get better results and it’s hard to choose a suitable academic dataset for each downstream task. In this paper, we in turn resort to conditioned image synthesis to alleviate this phenomenon.

As we mentioned before, a VQGAN [22] model is trained with upstream data, which consists of an encoder \( E \), a decoder \( D \), and a codebook \( Z \). Besides, a latent transformer [66], i.e. a next-index prediction model, is also trained with upstream data. With the encoder \( E \), we can represent an image by a sequence of indices \( s \in \{0, ..., |Z|-1\} \) from the codebook. And the decoder \( D \) can easily map the codebook indices back to an image.

With the VQGAN model and latent transformer, we can generate massive images. In order to generate codebook indices that conform to the downstream data distribution, we can fine-tune the trained latent transformer with downstream data. However, due to the amount of downstream data, it is not easy for the model to be adapted. We thus first randomly mask some parts of an image (e.g. the bottom half of an image), then encode it by \( E \) and represent it with \( Z \). The indices of the remaining parts are used as the initial input of the latent transformer, then the indices of masked parts are predicted by the latent transformer in an auto-regressive manner. This process will perform many times for each downstream image, and the generated image will only be used for knowledge distillation, as illustrated in Figure 3. We simply use L2 loss for our experiments.

3.3. One to Transfer All

In this section, we will introduce our proposed universal transfer framework: One to Transfer All (OTA), which connects the two methods above.

We firstly transfer a VFM to a task-specific model by IRF, then perform knowledge distillation to transfer information from the large task-specific model to a small deployed model with images generated by DIGG. Finally, the distilled model will be fine-tuned on the downstream dataset. The last fine-tuning can be merged to the distillation process, but it will introduce another hyper-parameter to adjust. So we bring it to an independent phase to avoid annoying hyper-parameter searching, which nearly has no influence on final performance. Note that foundation models are getting bigger than bigger, most end users may not have sufficient resource to fine-tune them. So for users who own sufficient resources, it’s better to perform IRF first then distill it to a small model with data produced by DIGG. Otherwise, performing distillation at first then using IRF to transfer can also reach fairly well performance. It will be analyzed in Section 4.4.2.

4. Experiments

In this part, we exhibit the experimental results of our methods. We conduct our methods on different downstream tasks, e.g. classification, detection, segmentation, and compare it with many commonly used transfer methods. All results in this section are conducted with an officially released VFM: BiT-M-R50x1 [39], if not explicitly noted. To construct few data setting, for each downstream task, we randomly sample 10% data from the full dataset to show the strength of our approach on few data transfer scenario.

4.1. IRF on Downstream Tasks

4.1.1 Implementation Details

As shown in Figure 2, our transfer pipeline has 4 stages. For Stage 1 and Stage 2, we train the VQGAN to encode upstream information following the settings in [22]. For Stage 3, which uses images re-represented by VQGAN, we freeze the model’s backbone and only update task-specific parameters. We train the model for 5000 steps with a batch size of 64. The optimizer is SGD with Nesterov momentum and a momentum parameter of 0.9 is used in this stage. The initial learning rate is grid searched log-uniformly from the range \([1, 1e-3]\) and follows a multi-step decay schedule with weight decay 1e-5. Any input image is resized to 224, and a random square crop from the resized image is the only data augmentation used during training. For Stage 4, all
model parameters are fine-tuned with original downstream task data to calibrate the model precision. The initial learning rate is chosen from a grid of 4 logarithmically spaced values in the range \([1e-2, 1e-5]\), and the weight decay is similarly chosen from a grid of 3 logarithmically spaced values between 1e-3 and 1e-5. The other hyper-parameters and training steps are the same as those in Stage 3. For linear probe and fine-tuning, we use the same settings as Stage 4 except for using 10000 training steps to make a fair comparison.

Specially, for Swin-Transformer, we use AdamW [50] as our optimizer, with \(\beta_1 = 0.9, \beta_2 = 0.999\) and weight decay 1e-8. Other hyper-parameters are the same with CNN-based model’s mentioned above.

In Section 4.1.4, we conduct experiments on the 100% dataset to compare our results with state-of-the-art methods. For 100% data setting, we follow the same hyper-parameter strategy as described above except for more training steps: 10000 iterations in Stage 3 and Stage 4 each.

### 4.1.2 Classification

For the classification task, we conduct IRF on 17 classification tasks and compare the results with commonly used fine-tuning and linear-probe methods in Table 1 with a 10% data setting. The task specific parameters updated for IRF Stage 3 is the last fully connected layer.

As the results exhibited in Table 1, our transfer method shows an evident performance improvement compared with linear probe and fine-tuning. For an average accuracy on all tasks, our approach improves 1.9% by fine-tuning on top-1 accuracy. In the few data setting of 10% classification downstream dataset, our IRF method is more effectively utilizing the pre-trained VFM compared with the linear probe or fine-tuning method. In nearly all downstream dataset, our method outperforms linear probe and fine-tuning.

### 4.1.3 Object Detection and Semantic Segmentation

To further prove the generality of our approach, we evaluate our IRF on the object detection task and semantic segmentation task. For object detection downstream tasks, we use Mask-RCNN [31] as our detection method following its original settings. As for segmentation, DeepLabv3 [9] is used. We use Bit-M-R50x1 as the backbone model. Task head that updated in our IRF Stage 3 is the network after backbone part, i.e. FPN, RPN, cls/det head in detection and ASPP, cls head in segmentation.

Table 2 exhibits the result. Our method achieves 0.8% improvement on COCO detection, and rather significant improvements on Pascal VOC, i.e. 1.6% for detection and 6.6% for segmentation. These results show the generality of our method on different tasks.

### 4.1.4 Comparison with State-of-the-arts

We further compare results with advanced transfer methods in recent studies of transfer learning, including BSS [12], DELTA [44], SpotTune [29], PtR [71], Adafilter [28] and StochNorm [40]. We follow their data settings and network structure. We apply IRF on ImageNet pre-trained ResNet-50 network for a fair comparison. Due to different optimization settings among these methods, we report relative improvements between their method and baseline in their paper. We do observe that our transfer method outperforms almost all of the advanced transfer methods, indicating the strength of our proposed methods.

### 4.1.5 Ablation on IRF

In this section, we show the effectiveness of our Image Representation Fine-tuning (IRF) method and provide detailed experiments on each stage of the IRF pipeline.

**Effectiveness of Stage 3 Delivering.** We compare our method with not using re-represented images, which means we use the original downstream task images in this stage, and use the same optimization strategy in stage 4. We show results with classification downstream tasks in setting (a) of

| Dataset   | Linear Probe | Fine-tuning | Ours  |
|-----------|--------------|-------------|-------|
| CIFAR10   | 91.4         | 92.6        | 94.2  |
| CIFAR100  | 70.6         | 71.3        | 73.9  |
| Flowers   | 83.4         | 78.6        | 84.6  |
| Food101   | 70.8         | 71.2        | 74.4  |
| Pets      | 74.6         | 80.2        | 80.4  |
| SUN397    | 42.7         | 42.6        | 44.8  |
| Stanford Cars | 19.9    | 20.2        | 19.7  |
| DTD       | 52.3         | 54.7        | 57.1  |
| Caltech101| 72.6         | 75.0        | 75.8  |
| AirCraft  | 19.4         | 22.7        | 25.9  |
| svhn      | 57.5         | 89.8        | 92.8  |
| eurasat   | 93.2         | 95.2        | 95.5  |
| resisc45  | 81.3         | 85.2        | 87.0  |
| retinopathy | 66.5    | 73.8        | 75.2  |
| fer2013   | 48.1         | 54.4        | 54.7  |
| ucf101    | 56.7         | 59.8        | 59.6  |
| gtsrb     | 73.3         | 89.4        | 93.5  |

**Table 1.** Performance of our approach on classification downstream tasks with Bit-M-R50x1.

| Downstream Task | Dataset     | LP | FT | Ours  |
|-----------------|-------------|----|----|-------|
| Detection       | COCO [46]   | 15.8| 23.5| 24.3  |
| Detection       | Pascal VOC  | 68.4| 68.3| 70.0  |
| Segmentation    | Pascal VOC  | 53.4| 58.8| 65.4  |

**Table 2.** Performance of our approach on object detection and semantic segmentation. We show mAP results on object detection and mIOU results on semantic segmentation.
is more similar to upstream data. With the re-represented dataset is consistently lower, which means that our VQGAN model successfully encodes upstream information and re-represents the original downstream data into a domain that is more similar to upstream data. With the re-represented images, a VFM can extract more reliable features.

**Effectiveness of Stage 4 Calibration.** In Stage 4 of the IRF pipeline, we calibrate the model with original images to refine the model in the downstream domain. In this part, we show the results of using re-represented images in the calibration stage in setting (c) of Table 4. Compared with ours, the performance decreased 3.5%, which shows the importance of calibration with original downstream data. Furthermore, in setting (d) of Table 4, we test the model on the re-represented downstream validation set, which is trained in setting (c). Results show that the model trained by re-represented images can reach good performance with the same domain but still lower than ours. We think this is because re-represented images may lose detailed information to some extent. Besides, using re-represented images for testing may hinder its scalability. So we use original images for optimization in stage 4.

**Re-represented Image VS Data augmentation.** It is easy to consider a problem that whether using VQGAN to re-represent the image is just a kind of data augmentation. To check this, we mix up the re-represented and original downstream images in Stage 3 and Stage 4 of IRF. Setting (e) and (f) in Table 4 corresponds to using mixed data with the fine-tuning method and using mixed data with a two-stage fine-tuning process. Results show that the mixture of data indeed brings some improvement compared with simply using original data, but the gain is limited and still 1.3% lower than our final results. So it does not only play a role in data augmentation but also makes the extracted features more reliable to optimize task-specific parameters better.

### 4.2. Distillation with DIGG

In this section, we conduct experiments of distilling knowledge from large VFM into a small model with our DIGG approach. We exhibit results on different downstream tasks to validate the effectiveness and generality of our approach. The teacher and student are BiT-M-R50x1 and ResNet-18 by default.

#### 4.2.1 Implementation Details

We use the transferred BiT-M-R50x1 as the teacher model and ResNet-18 as the student model. We first use the DIGG method to generate 100k images that conform to the downstream distribution if not explicitly noted. Then the output of the backbone’s last layer of the teacher model and the student model are used for distillation, with L2 loss function. Every dataset is distilled for 70 epochs. For the optimization hyper-parameters, we use the SGD optimizer, with a learning rate of 1.0, weight decay 1e-5, momentum 0.9. When finally fine-tuning, we use the same setting mentioned in Section 4.1.1 stage 4.
4.2.2 DIGG on Multiple Downstream Tasks

**Classification.** Table 8 shows the effectiveness of our proposed DIGG method on six classification tasks. With our DIGG, a ResNet-18 model distilled by BiT-M-R50x1 can achieve 1.3% higher average accuracy than fine-tuned from ImageNet pre-train. And it is also higher than the normal distillation method by a large margin.

**Detection and Segmentation.** Table 6 shows the performance of applying DIGG on object detection and semantic segmentation. With 400k generated images, performance increases 6.0 and 3.4 in mAP for COCO and VOC detection task compared with using ImageNet pre-trained backbone. Besides, it also shows an improvement of 5.5 in mIOU on VOC for the segmentation task, which further validates the generality of the DIGG method on different downstream tasks. What’s more, as shown in the fourth column, distilling with 10% downstream data results in poor performance, even worse than fine-tuning from the ImageNet pre-trained model, which demonstrates the difficulty of distillation with few data and shows the power of our DIGG approach.

4.2.3 Influence of Image Distribution on Distillation

DIGG can be seen as generating images that follow a certain distribution. In this part, we will analyze the influence of image distribution on distillation.

When performing KD, the distillation data with different distributions will make the student model focus on different parts of a complex function modeled by a neural network. It is worthy to explore what kind of distribution of distillation data will make the student model benefit more when transferring to downstream tasks.

The results are shown in Table 5. All experiments are first distilled by the listed dataset then fine-tuned on the 10% labeled downstream data. Setting (a), (b), (c) are our baselines. In setting (a), the student is pre-trained on ImageNet dataset and directly fine-tuned on 10% downstream data without distillation. In setting (b), the student is distilled from scratch by 10% original downstream data and then fine-tuned. In setting (c), we use 100% downstream data to distill and it can be seen as a strong baseline since it leaks 90% data that will not be used in other settings. From these three baselines, ImageNet pre-train can largely boost performance compared with setting (b), but still inferior to 100% downstream data distillation, which indicates distilled knowledge from VFM is more effective than ImageNet pre-train. From setting (d) to (g), we compare the influence of distribution and amount of distillation data. Upstream distribution data is directly sampled, and downstream distribution data is generated by our DIGG approach. We can see that distillation data from downstream distribution achieves higher performance than it from upstream data distribution, even with less data. With 400k distillation data generated by DIGG, the performance can exceed ImageNet Pre-train by 1.3%. We think the performance will still boost when increasing the generated distillation data by DIGG.

4.2.4 DIGG compared with Deep Inversion

In order to compare the pros and cons of our DIGG with other image synthesis methods, we follow the Deep Inversion method mentioned in [68] to generate images conforming to downstream distribution. For deep inversion, we fine-tune a BiT-M-50x1 on 10% data for generation. We generate 100k images for both methods to compare their results on distillation. For distillation, we both use BiT-M-R50x1 as the teacher to transfer knowledge to ResNet-18 with different pseudo data, following the same settings mentioned in Section 4.2.3 and reporting the top-1 accuracy of the student model. As shown in Table 7, using pseudo data generated by our DIGG method can achieve an average improvement of 2.7% than Deep Inversion.

4.3. Image Visualization by DIGG

In Figure 5, we show generated images by our DIGG method on different downstream datasets. It can be seen that pseudo images generated by our DIGG method can introduce more diversity but still follow the main content and style of the downstream.
Table 5. Comparison among distillations by different distribution data. The teacher model is BiT-M-R50x1. The student model is ResNet-18 and it is pre-trained by ImageNet only in setting (a). After distillation, the model is further fine-tuned on 10% downstream data.

| Setting       | Distillation data | CIFAR10 | CIFAR100 | Flowers | Food101 | Pets | SUN397 | Average |
|---------------|-------------------|---------|----------|---------|---------|------|--------|---------|
| (a)           | -                 | 89.9    | 67.1     | 67.3    | 66.1    | 83.9 | 33.9   | 68.0    |
| (b)           | Downstream raw(10%) | 90.5    | 61.4     | 39.4    | 68.4    | 24.3 | 24.3   | 51.4    |
| (c)           | Downstream raw(100%) | 93.9    | 74.3     | 87.1    | 77.4    | 77.2 | 45.4   | 75.9    |
| (d)           | Upstream(100k)    | 87.8    | 59.2     | 55.8    | 46.6    | 43.9 | 30.3   | 53.9    |
| (e)           | Upstream(400k)    | 89.4    | 65.0     | 56.9    | 59.6    | 50.2 | 32.2   | 58.9    |
| (f)           | DIGG(100k)        | 90.8    | 65.4     | 75.1    | 70.1    | 71.8 | 36.4   | 68.3    |
| (g)           | DIGG(400k)        | 92.2    | 67.7     | 75.0    | 71.9    | 71.4 | 37.5   | 69.3    |

Table 6. Performance of DIGG on object detection and semantic segmentation. BiT-M-R50x1 and ResNet-18 is used as teacher and student. IN-PT refers to ImageNet pre-trained ResNet-18 fine-tuned on 10% downstream dataset. KD refers to a ImageNet pre-trained ResNet-18 distilling with 10% downstream data. We show mAP result for detection and mIoU result for segmentation.

| Downstream Task | Dataset | IN-PT | KD | Ours |
|-----------------|---------|-------|----|------|
| Detection       | COCO [46] | 14.0  | 9.4 | 20.0 |
| Detection       | Pascal VOC [23] | 55.1  | 28.2 | 58.5 |
| Segmentation    | Pascal VOC [23] | 46.8  | 26.8 | 52.3 |

Table 7. Knowledge transfer from BiT-M-R50x1 to ResNet-18 with data generated from different methods on few data setting.

| Dataset | CIFAR10 | CIFAR100 | Flowers | Food101 | Pets | SUN397 | AVG |
|---------|---------|----------|---------|---------|------|--------|-----|
| DI [63] | 90.0    | 61.1     | 73.1    | 66.0    | 70.5 | 33.1   | 65.6|
| DIGG    | 90.8    | 65.4     | 75.1    | 70.1    | 71.8 | 36.4   | 68.3|

4.4. Overall Results of OTA

In this section, we show the experimental results of our overall framework OTA. Methods are evaluated on the same six classification datasets if not explicitly noted, i.e. CIFAR10, CIFAR100, Flowers, Food101, Pets, and SUN397, and the average accuracy of these datasets are reported. We only use 100k images for distillation by DIGG in this part.

4.4.1 Transfer from Different VFMs

In this part, we use different VFMs to validate our framework, including Swin-Transformer [48], SWAV [8], CLIP
R50 [57], BiT-M-R50x1 [39] and BiT-M-R101x1 [39] in Table 8. The first two row blocks compare the results with fine-tuning and our IRF approach. For each VFMs, our IRF approach shows its superiority over fine-tuning. The last two row blocks compare the results of using vanilla KD and using our IRF-DIGG approach in the KD process. Due to the 10% few data setting, vanilla KD can only achieve a bad performance, indicating the difficulty of transferring a large VFM model into a small model under few data scenarios. For IRF-DIGG, it shows prominent improvements with all VFM models which further prove the effectiveness of our approach. We also provide ImageNet pre-trained models for comparison, with our OTA, the average accuracy of downstream tasks can boost up to 2.9% than ImageNet pre-trained ResNet-18. It demonstrates that even no strong VFM with a small backbone exists, like ResNet-18, our OTA can still provide a better choice than the ImageNet pre-trained model. Note that the Swin-Transformer-L reach highest fine-tuning and IRF results, but the performance of KD and IRF-DIGG is not satisfactory. We think this problem is due to the KD method itself between the Swin-Transformer and ResNet-18 and it will be left as our future work.

4.4.2 IRF-DIGG VS DIGG-IRF

As discussed in Section 3.2, it is better to perform IRF and then apply DIGG. But users may not have sufficient computing resources to directly apply IRF on a large VFM. As a result, they can perform distillation at first and then use IRF to transfer. In this part, by using VFM BiT-M-R50x1, we compare the performance of IRF-DIGG and DIGG-IRF in Table 9. From the table we can see that using DIGG-generated images for KD first and then performing IRF can also achieve comparable results, and can reach higher performance than ImageNet pre-train in some datasets. Besides, applying IRF first and then applying DIGG consistently achieves higher results because the IRF model is adapted to downstream domain and it is a better teacher for student model to learn from according to downstream data.

4.5. Optimization after IRF-DIGG

In our OTA pipeline, we simply use fine-tuning after the model is firstly optimized by IRF then distilled by DIGG by default. It is possible that even the model is small, it may be still hard to jointly optimize the small backbone and task-specific parameters in few data setting. So we make an additional experiments to compare the two choices. In Table 11, we follow up with firstly linear probe then fine-tuning (LP+FT) strategy and find the LP+FT strategy only has marginally gain in performance. So we choose fine-tuning(FT) after IRF-DIGG.

4.4.3 IRF-IRF VS D comparing

In our OTA pipeline, we simply use fine-tuning after the model is firstly optimized by IRF then distilled by DIGG by default. It is possible that even the model is small, it may be still hard to jointly optimize the small backbone and task-specific parameters in few data setting. So we make an additional experiments to compare the two choices. In Table 11, we follow up with firstly linear probe then fine-tuning (LP+FT) strategy and find the LP+FT strategy only has marginally gain in performance. So we choose fine-tuning(FT) after IRF-DIGG.

4.5. Optimization after IRF-DIGG

In our OTA pipeline, we simply use fine-tuning after the model is firstly optimized by IRF then distilled by DIGG by default. It is possible that even the model is small, it may be still hard to jointly optimize the small backbone and task-specific parameters in few data setting. So we make an additional experiments to compare the two choices. In Table 11, we follow up with firstly linear probe then fine-tuning (LP+FT) strategy and find the LP+FT strategy only has marginally gain in performance. So we choose fine-tuning(FT) after IRF-DIGG.

### Table 8. Detailed results of fine-tuning, IRF, KD and DIGG. The student for all VFMs is ResNet-18.

|                      | CIFAR10 | CIFAR100 | Flowers | Food101 | Pets | SUN397 | AVG   |
|----------------------|---------|----------|---------|---------|------|--------|-------|
| Fine-tuning          | 89.9    | 67.1     | 67.4    | 66.0    | 83.8 | 33.9   | 68.0  |
| Claws-L              | 98.2    | 69.7     | 96.9    | 89.0    | 90.4 | 64.4   | 88.1  |
| SwAV-R50             | 92.3    | 69.0     | 66.3    | 73.2    | 71.6 | 58.2   | 68.4  |
| CLIP-R50             | 82.0    | 52.8     | 47.3    | 71.2    | 56.0 | 40.5   | 60.1  |
| BiT-M-R50x1          | 92.6    | 71.3     | 78.6    | 71.2    | 80.2 | 42.6   | 72.8  |
| BiT-M-R101x1         | 94.5    | 77.5     | 85.2    | 74.5    | 83.2 | 50.1   | 77.5  |

|                      | CIFAR10 | CIFAR100 | Flowers | Food101 | Pets | SUN397 | AVG   |
|----------------------|---------|----------|---------|---------|------|--------|-------|
| IRF                  | 98.8    | 90.9     | 98.9    | 89.9    | 90.1 | 69.4   | 90.1  |
| Claws-L              | 93.2    | 74.1     | 69.9    | 74.8    | 71.7 | 45.1   | 71.4  |
| SwAV-R50             | 86.0    | 59.2     | 59.1    | 71.2    | 66.6 | 52.8   | 68.5  |
| CLIP-R50             | 94.2    | 73.9     | 84.6    | 74.4    | 80.4 | 44.8   | 75.4  |
| BiT-M-R50x1          | 95.9    | 78.9     | 87.6    | 76.5    | 84.4 | 51.2   | 79.1  |
| BiT-M-R101x1         |         |          |         |         |      |        |       |

|                      | CIFAR10 | CIFAR100 | Flowers | Food101 | Pets | SUN397 | AVG   |
|----------------------|---------|----------|---------|---------|------|--------|-------|
| KD                   | 85.6    | 52.3     | 39.5    | 56.1    | 15.3 | 44.9   | 85.7  |
| SwAV-R50             | 71.4    | 28.3     | 18.4    | 38.3    | 8.4  | 31.8   | 90.5  |
| CLIP-R50             | 87.5    | 53.1     | 37.1    | 64.7    | 13.1 | 49.4   | 88.0  |
| BiT-M-R50x1          | 92.7    | 61.4     | 39.4    | 68.4    | 24.3 | 51.4   | 66.4  |
| BiT-M-R101x1         | 91.5    | 56.3     | 38.4    | 67.9    | 52.3 | 53.7   | 67.9  |

|                      | CIFAR10 | CIFAR100 | Flowers | Food101 | Pets | SUN397 | AVG   |
|----------------------|---------|----------|---------|---------|------|--------|-------|
| IRF-DIGG             | 88.1    | 65.5     | 70.5    | 69.5    | 29.3 | 66.1   | 87.9  |
| SwAV-R50             | 90.1    | 68.7     | 62.2    | 68.2    | 33.2 | 65.7   | 61.6  |
| CLIP-R50             | 82.7    | 61.6     | 57.8    | 63.6    | 31.3 | 60.8   | 66.4  |
| BiT-M-R50x1          | 92.7    | 66.4     | 81.2    | 70.5    | 38.2 | 70.5   | 66.8  |
| BiT-M-R101x1         | 91.5    | 66.8     | 76.9    | 72.5    | 38.7 | 70.9   | 67.9  |

|                   | ResNet-18 | IN-PT     | IRF-DIGG | DIGG-IRF |
|-------------------|-----------|-----------|----------|----------|
| CIFAR10 [42]      | 89.9      | 92.7      | 91.1     |          |
| CIFAR100 [42]     | 67.1      | 66.4      | 66.4     |          |
| Flowers [54]      | 67.3      | 81.2      | 77.7     |          |
| Food101 [5]       | 66.1      | 70.5      | 70.4     |          |
| Pets [55]         | 83.9      | 74.6      | 71.3     |          |
| SUN397 [67]       | 33.9      | 38.2      | 40.0     |          |

|                   | Average   |          |          |          |
|-------------------|-----------|----------|----------|----------|
|                   | 68.0      | 70.5     | 69.5     |          |

Table 9. Comparison results between IRF-DIGG and DIGG-IRF. IN-PT means ResNet-18 ImageNet pre-train results.

4.5.1 Transfer on VTAB Benchmark

To further assess the generality of our transfer approach, we evaluate our approach on the Visual Task Adaptation Benchmark (VTAB) [69], which consists of 19 different...
Table 10. Our transfer method on VTAB-1K benchmark. †refers to results directly copied from VTAB paper [69]. ResNet18-Finetune refers to fine-tuning results on VTAB-1K with ImageNet pre-trained ResNet18 model follow lightweight hyper-parameter modes. ResNet18-OTA uses ResNet50 as teacher model, and 100k images for distillation by DIGG.

|                  | Caltech101 | CIFAR-100 | DTD      | Flowers102 | Pets | SONG7 | SVHN      | Camelyon | Eurosat | DMLab | dSpr-Dist | dSpr-Orig | KITTI-Dist | sNORB-Azim | sNORB-Elev | AVG  |
|------------------|------------|-----------|----------|------------|------|-------|----------|----------|---------|--------|-----------|-----------|------------|------------|-------------|-------|
| ResNet50-Finetune†| 89.8       | 54.6      | 65.6     | 88.4       | 89.1 | 34.5  | 86.3     | 79.7     | 95.3    | 81.0   | 72.6      | 41.8      | 52.5       | 42.7       | 81.0       | 47.3  | 75.3   | 32.6   | 35.8  | 65.6   |
| ResNet50-IRF     | 90.5       | 55.3      | 62.7     | 92.0       | 91.3 | 37.4  | 85.3     | 84.4     | 95.8    | 82.9   | 73.0      | 52.6      | 56.6       | 44.2       | 86.9       | 50.2  | 76.6   | 20.9   | 37.5  | 67.1   |
| ResNet18-Finetune| 85.9       | 45.1      | 55.8     | 90.4       | 88.0 | 27.0  | 81.2     | 74.7     | 80.1    | 80.9   | 72.3      | 39.5      | 50.2       | 42.2       | 86.9       | 50.2  | 76.6   | 20.9   | 37.5  | 61.5   |
| ResNet18-OTA     | 83.2       | 49.7      | 56.1     | 90.5       | 86.6 | 24.7  | 86.8     | 83.9     | 95.7    | 83.6   | 73.7      | 65.4      | 57.9       | 41.9       | 49.6       | 60.4  | 71.8   | 22.2   | 40.9  | 64.5   |

Table 11. Comparison of different optimization methods after IRF-DIGG.

|                  | IRF-DIGG-FT | IRF-DIGG-LP+FT |
|------------------|-------------|---------------|
| CIFAR10          | 92.7        | 92.4          |
| CIFAR100         | 66.4        | 66.8          |
| Flowers          | 81.2        | 80.8          |
| Food101          | 70.5        | 70.6          |
| Pets             | 74.6        | 74.2          |
| SUN397           | 38.2        | 39.0          |
| **Average**      | **70.5**    | **70.6**      |

5. Conclusion

We proposed One to Transfer All (OTA), a universal transfer framework to transfer knowledge from any foundation model to any downstream deployed models with few data. We first proposed Image Re-representation Fine-tuning (IRF) to transfer a vision foundation model to a task-specific model, then distilled knowledge from the task-specific model to a deployed model with data produced by Downstream Image-Guided Generation (DIGG). The framework has no dependency on foundation models and downstream tasks. Exhaustive experiments validate its effectiveness, especially with few data. Besides, OTA also provides an easy way for vision foundation model researchers to release their upstream information for better downstream transferring and not leaking their data. We hope OTA will push the application of the vision foundation model a further step.
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