Momentum relaxation effects in 2D-Xene field effect device structures
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Abstract
We analyze the electric field driven topological field effect transition on 2D-xene materials with the addition of momentum relaxation effects, in order to account for dephasing processes. The topological field effect transition between the quantum spin Hall phase and the quantum valley Hall phase is analyzed in detail using the Keldysh non-equilibrium Green’s function technique with the inclusion of momentum and phase relaxation, within the self-consistent Born approximation. Details of the transition with applied electric field are elucidated for the ON–OFF characteristics with emphasis on the transport properties along with the tomography of the current carrying edge states. We note that for moderate momentum relaxation, the current carrying quantum spin Hall edge states are still pristine and show moderate decay with propagation. To facilitate our analysis, we introduce two metrics in our calculations, the coherent transmission and the effective transmission. In elucidating the physics clearly, we show that the effective transmission, which is derived rigorously from the quantum mechanical current operator is indeed the right quantity to analyze topological stability against dephasing. Exploring further, we show that the insulating quantum valley Hall phase, as a result of dephasing carries band-tails which potentially activates parasitic OFF currents, thereby degrading the ON–OFF ratios. Our analysis sets the stage for realistic modeling of topological field effect devices for various applications, with the inclusion of scattering effects and analyzing their role in the optimization of the device performance.
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1. Introduction

Electric field driven topological phase switching between a topological and a trivial phase can be harnessed in the form of topological field effect transistors (TFETs) [1–3]. The pursuit of such a transition in two-dimensional (2D) materials has seen significant activity [4–14] and experimental progress [3, 15, 16] recently. In 2D-Xene materials, where ‘X’ refers to Si, Ge, Sb, etc a perpendicular electric field can trigger a phase change between quantum spin Hall (QSH) phase and quantum valley Hall (QVH) phase [17]. The quantized conductance of the protected dissipationless current carrying edge states of the QSH phase and the insulating QVH phase can be used as ON and OFF states respectively. Previous analysis of Various 2D field effect transistor (FET) structures show promising ON–OFF currents which suggest that they can be used in high-speed and low-power applications [10–12, 18, 19]. There has been tremendous interest in both 2D and 3D topological insulator (TI) device structures with some promising results [5, 7, 8, 10, 20–29] in terms of the FET operation. In recent years, experiments have demonstrated the capacity of Bi$_2$Se$_3$ layers to change the conductance of its surface in
response to applied electric field [1, 4], although the presence of bulk states reduce the effectiveness of such device structures to be used as an FET device [1, 30, 31]. Few methods can be used to reduce the number of bulk states so that the surface conduction dominates [32, 33] and other methods reduce the film thickness to introduce a gap between Dirac cones to improve conductivity [34, 35]. Other device structures like gate all around or a conventional MOSFET with depletion region can also be realized with this material [36, 37]. However, TFETs are yet to demonstrate better performance than tunnel FETs to be a viable alternative to the existing technologies [6, 9].

There is considerable interest in buckled 2D-Xene materials [2, 38] with respect to engineering the QSH–QVH phase transition [17, 29, 39] with the application of a perpendicular electric field. With appropriate gating structures, this field effect can be used as a topological transistor, with the switching between the ON and OFF states achieved by an applied electric field. While the QSH edge states are themselves considered dissipationless, a clear understanding of the character of this transition will necessitate the actual power considerations from a device engineering perspective.

Most works which analyze the topological robustness of various phases focus on coherent effects, which include the addition of impurities via either random disorder potential [38, 40, 41] or via self consistent fields [42, 43]. The consideration of finite temperature fluctuating impurities [44–47] and hence near elastic scattering, which are non-coherent effects, is almost absent in this context [48]. These fluctuating impurities can systematically degrade the phase coherence of electrons and give rise to dephasing, which in the parlance of quantum transport effectuates a transition from the coherent ballistic regime to the diffusive regime. The Keldysh non-equilibrium Green’s function (NEGF) technique allows one to study this transition [44–47], via the inclusion of such dephasing mechanisms. A very common dephasing mechanism at finite temperature is that of local fluctuating impurities that give rise to momentum relaxation, and it can be rigorously shown that increasing the magnitude of the impurity potential leads to the transition from quantized conductance to Ohm’s law [47].

The object of this paper is to delve into the topological field effect transition in 2D-Xene materials with quantum transport models in the coherent ballistic regime and the non-coherent regime with dephasing effects [45–47] resulting from momentum relaxation processes [44, 48–54]. The transition between the QSH and the QVH states is analyzed in detail using the NEGF technique [45, 55]. Details of the transition with applied electric field are elucidated for the ON–OFF characteristics, with emphasis on the transport properties. A deeper analysis of the stability of the current carrying QSH edge states as well as the nature of the switching process is considered in detail. We note that for moderate momentum relaxation, the edge states are still pristine and show moderate decay with propagation.

We further elucidate the physics in the non-coherent limit by introducing two possible metrics: (a) the coherent transmission and the (b) effective transmission. We show that although the coherent transmission seems like an intuitive quantifying metric when transitioning from the coherent limit into the non-coherent limit, the effective transmission that is rigorously derived from the current operator paints a realistic picture when it comes to evaluating the stability of the topological edge states. We elucidate that although the coherent transmission spectrum shows a significant decrease in transmission under elastic dephasing, the effective transmission in such cases remain almost close to unity, preserving the QSH property and demonstrating that the device can withstand a lot of edge defects and still maintain its ON-current. Further, we also point out the important aspect of band-tail formation [56, 57], which can lead to band-gap narrowing effects in the QVH phase, a remarkable effect that can arise even in the absence of in-elastic scattering effects, which can lead to a degradation in the performance by enhancing the OFF current. The methods detailed in this paper can also be extended to include various effects of quantum dot formation and the related electron-electron interactions [42, 58], which typically case phase randomization without momentum relaxation [44], leading toward realistic modeling of topological field effect devices for various applications.

The organization of this article is as follows: In section 2, we describe the the structure of our device, the formalism and the transport calculations using the Keldysh NEGF technique. In section 3 we discuss the bandstructure, local density of states (LDS), transmission spectra, and the transport properties of our device. In section 4 we summarize our work.

2. Device set-up and formalism

2.1. Hamiltonian

The device structure can be visualized as a single layer of silicene placed on top of an oxide as schematized in figure 1(a). The buckled hexagonal lattice as shown in figure 1(b) is a quasi-2D structure, where if seen from top the atoms seems to be arranged in a hexagonal manner on a 2D plane. However, due to the nature of the bonds and the bond angle, each atom is deviated from this common plane by a distance of $+l_b$ or $-l_b$, i.e. the two planes of atoms are separated by a total distance of $2l_c$. To maintain maximum structural stability, the nearest neighbours are displaced in opposite directions. There are four atoms in one unit cell of hexagonal lattice, arranged in lattice sites in ABAB fashion, starting from bottom-center (A) towards top-center (B) traversing clockwise through two more atoms (B and A).

We start with a generalized Hamiltonian of buckled hexagonal lattice in tight-binding representation [17, 22].

$$H = -t \sum_{\langle ij \rangle} c_{i \sigma}^\dagger c_{j \sigma} + \frac{\lambda_{so}}{3\sqrt{3}} \sum_{\langle \langle ij \rangle \rangle} \mu_{j} c_{i \sigma}^\dagger \sigma_{\sigma \sigma} c_{j \sigma} + i \lambda_{R1}(E) \sum_{\langle ij \rangle} c_{i \sigma}^\dagger (\sigma \times \mathbf{d}_{ij})_{\sigma \sigma} c_{j \sigma} + i \lambda_{R2} \sum_{\langle \langle ij \rangle \rangle} \mu c_{i \sigma}^\dagger (\sigma \times \mathbf{d}_{ij})_{\sigma \sigma} c_{j \sigma} - l_{c} E \sum_{\sigma} \mu c_{i \sigma}^\dagger c_{i \sigma},$$

(1)
where \( c_{i\sigma}^{(\dagger)} \) represents annihilation (creation) operator of a spin \( (\sigma = \uparrow / \downarrow) \) spin at the site \( i \), \( \lambda_{SO} \), \( \lambda_{R1}(E_z) \) and \( \lambda_{R2} \) represent the intrinsic spin–orbit coupling term, the first Rashba spin–orbit coupling and the second Rashba spin–orbit coupling respectively. For the intrinsic spin–orbit coupling term, \( \nu_{ij} = +1 \), if the next nearest neighbour hopping is anti-clockwise and \( \nu_{ij} = -1 \), if the next nearest neighbour hopping is clockwise. And for the perpendicular electric field term and the second Rashba spin–orbit coupling term, \( \mu_{ij} = +1 \) for lattice site A and \( \mu_{ij} = -1 \) for lattice site B. The vector \( \mathbf{d}_{ij} \) is the distance between the site \( i \) and \( j \). The \( \lambda_{SO} \) and \( E_{z} \) are the buckle height and perpendicular electric field respectively [17].

The first term in the Hamiltonian that of an ordinary hexagonal lattice like graphene and gives rise to the Dirac cones at the well known \( K \) and \( K' \) points. The intrinsic spin–orbit coupling term, \( \lambda_{SO} \), opens the gap between the Dirac cones at \( K \) and \( K' \) points [59]. The third term is the first Rashba spin–orbit coupling, \( \lambda_{R1}(E_{z}) \), which is quite negligible for low electric field near the Dirac points. The second Rashba spin–orbit coupling term, \( \lambda_{R2} \), although not zero, is quite small. The presence of electric field removes the valley degeneracy between site A and B, and thus with the application of electric field we see a separation of spins into two distinct valleys. For silicene, the tight-binding hopping parameter \( t = 1.6 \) eV. In our case, we take a large \( \lambda_{SO} = 0.32 \) eV, to have a pronounced energy gap to work with. We also take \( \lambda_{R1}(E_{z}) = 0 \) eV and \( \lambda_{R2} = 0.06 \) eV. The buckling height is set at \( \ell = 0.23 \) Å.

It should be noted that all other members of 2D-Xene family with the exception of graphene, namely germanene, phosphorene and stanene, will have a topological phase transition similar to silicene, albeit with different parameter values. However, these are not the only materials which feature an electric field driven topological phase transition. Monolayer MoS\(_2\) and Na\(_3\)Bi also feature such a topological phase transition, although in their case, the Hamiltonian and the phase diagram will be different from 2D-Xenes [11, 60]. It is interesting to note that materials featuring the presence of an unequal distance from a central plane, i.e. buckling between the alternate atoms in a hexagonal lattice, may serve as viable options for this kind of phase transition.

Our work is centered around the topological transition between the QSH state and the QVH state, with the application of the electric field \( E_{z} \), as schematized in figure 1(c). The spin valley polarized metal (SVPM) state occurs in the intermediate state between the two phases in such a topological field switching. In order to analyze the nature of this switching process, we utilize the NEGF formalism, which we now detail below.

2.2. The Keldysh NEGF formalism

The analysis of transport for our set up is performed via the Keldysh NEGF formalism and the Landauer-Büttiker formalism. The Hamiltonian matrix, \( [H] \), is constructed with the tight-binding matrix elements, \( [\alpha] \) and \( [\beta] \), where \( [\alpha] \) represents the Hamiltonian of a single column of unit cells lying along the transverse direction of the device and \( [\beta] \) represents the overlap matrix between two such columns [49, 51]. In a device connected with two leads, the starting point of the calculation is the energy resolved retarded Green’s function of the device region in its matrix representation given by:

\[
G^{r}(E) = ([E + i\eta]I - H - U - \Sigma_{L} - \Sigma_{R} - \Sigma_{\alpha})^{-1},
\]

where, \( [I] \) is an identity matrix of the dimensions of the device Hamiltonian, \( \eta \) is a small damping parameter, \( U \) is the random impurity potential, \( [\Sigma_{\alpha}] \) and \( [\Sigma_{\alpha}] \) are respectively the
self-energy matrices of the contacts $L/R$ and the scattering self energy matrices representing the momentum dephasing processes respectively. The contact self-energies are calculated using the recursive Green’s function technique where any geometry can be accommodated [45] and the scattering self energy is evaluated using the self-consistent Born approach to be described below. In the definitions to follow, the energy argument is assumed implicit. Using the self energies, the broadening matrix, $\Gamma$, of the contacts $L,R$ and the scattering processes are defined as,
\[
[\Gamma_{L,R}] = i[\Sigma_{L,R} - \Sigma_{L,R}^{\dagger}],
\]
\[
[\Gamma] = i[\Sigma_{\mu} - \Sigma_{\mu}^{\dagger}],
\] (4)

The spectral function, $A$, is obtained from (2) as,
\[
[A(E)] = i[G^\ast - G^\dagger] = [G^\dagger][\Gamma_L + \Gamma_R + \Gamma][G^\dagger].
\] (5)

The diagonal elements of the spectral function are related to the LDOS. We also require the correlator, which is related to the lesser Green’s function given by
\[
[G^<] = [G^\dagger][\Sigma^<_L + \Sigma^<_R + \Sigma^<_\mu][G^\dagger],
\] (6)

where $\Sigma^<_L(R) = -i\Gamma_{L(R)}f_{L(R)}$ represent the lesser (in-scattering) self energy of the left (right) contact, with $f_{L(R)} = f(E - \mu_{L(R)})$ is the Fermi–Dirac distribution in the left (right) contact described via their respective electrochemical potentials $\mu_{L(R)}$. The quantity $\Sigma^<_\mu$ that represents the lesser self energy of the scattering process is evaluated self-consistently, as will be detailed below. The retarded self energy and the lesser self energy for the momentum dephasing process is given below from (2) to (6),
\[
\Sigma^r_{\mu}(i,j) = \tilde{D}(i,j)G^r(i,j)
\] (7)
\[
\Sigma^<_\mu(i,j) = -i\tilde{D}(i,j)G^<(i,j),
\] (8)

from which, we can define the in-scattering function [$\Sigma^{in}_{\mu} = -i[\Sigma^<_\mu]$] and the electron correlation function [$G^\ast = -iG^<\mu$]. These quantities are determined by the dephasing matrix, $\tilde{D}(i,j)$, which is given by
\[
\tilde{D}(i,j) = \langle U_\mu(i)U_\mu^\dagger(j) \rangle.
\] (9)

We define the dephasing matrix that determines the correlation between the random scattering potentials $U_\mu$, distributed along the sites of the device region is defined as
\[
\tilde{D}(i,j) = d_m\delta_{ij},
\] (10)

where $d_m$ is the strength of momentum relaxation, which will be added by hand to quantify the extent of dephasing. This is a homogeneous model with uniformly distributed, elastic, and spatially uncorrelated interactions, resulting in a diagonal form of $\tilde{D}(i,j) = d_m\delta_{ij}$. This model discards the off-diagonal elements of the Green’s function, thus relaxing both the phase and momentum of quasiparticles in the nanowire [45, 46]. The quantity $d_m$ typically represents the magnitude squared of the fluctuating scattering potentials. In this work, the parameter $d_m$ is modulated so that by gradually increasing it, one can transition from the coherent ballistic limit to the diffusive limit. This model can also be extended to include non-local fluctuations via the spatial correlations of the impurity potentials [45, 46].

Our solution for the self-energies for the dephasing process is based on the self-consistent Born approximation [45], in which we solve (7) and (8) self consistently with (2) and (6) respectively to obtain the full solution of the retarded and the lesser Green’s function following the desired numerical convergence [47]. Following this, we obtain the current operator [45] as
\[
\mathcal{I}_{\mu}^p = \text{Re} \left( \text{Tr} \left[ \left[ \Sigma^{in}_{\mu} \right] [A] - \left( \left[ \Gamma_L \right] [G^\ast] \right) \right] \right),
\] (11)

In order to quantify the effect of dephasing, inspired by the Landauer-Büttiker form, it is quite tempting to define a ‘coherent transmission’, $T_{coh}$, as a measure of electronic channels through which electrons can travel ballistically from left lead to right lead without encountering any scattering in the channel. It is obtained from (3) and (2) as,
\[
T_{coh} = \text{Re}(\text{Tr}(\Gamma_L G^\ast R G^\ast)),
\] (12)

where $\text{Tr}$ stands for the matrix trace operation, and $\text{Re}$ stands for the real part of the complex number obtained. However, using the current operator, we can define yet another transmission, which we term as the effective transmission, $T_{eff}$ as
\[
T_{eff} = \frac{1}{f_L - f_R} \text{Re} \left( \text{Tr} \left[ \left( \left[ \Sigma^{in}_{\mu} \right] \right) - \left( \left[ \Gamma_L \right] [G^\ast] \right) \right] \right),
\] (13)

that represents the net number of channel for electrons to travel from left lead to right lead after encountering any number of scattering in the channel. We must note that in the presence of dephasing, the current operator, as noted in (11) cannot be written in the Landauer-Büttiker form [47, 48]. Due to this, we will establish in the upcoming section that the latter definition makes better sense as a transmission metric to analyze channels under dephasing.

3. Results
3.1. Bandstructure
Let us first consider the bandstructures of the three phases involved, namely, the QSH phase, the SVPM phase and the QVH phase, as pointed out in the schematic of the phase transition in figure 1(c), and qualitatively understand the role of the perpendicular electric field $E_p$ in effectuating the transitions. The hexagonal arrangements of atoms produces Dirac cones at the six high symmetry points in reciprocal space in the Brillouin zone. Since we have a zigzag termination of atoms along the longitudinal direction, only two $K, K'$ symmetry points fall within the first Brillouin Zone. In the absence of spin–orbit coupling, the two Dirac cones touch each other at $K$ and $K'$ symmetry points.
The intrinsic spin–orbit coupling causes the bulk states of the two Dirac cones at the $K$ and $K'$ symmetry points to move away from the $\Gamma$ point by an equal amount and also open a gap. The energy gap induced depends on the strength of the intrinsic spin–orbit coupling. The effect of the second Rashba spin–orbit coupling is a relationship between the transverse spin and crystal momentum, which manifests as change in band-structure depending on the crystal momentum. This change is different for different crystal momentum, i.e. different band number or longitudinal wavenumber. This change is seen more prominently in the QVH phase when the spin-up or down edge states feature a band curvature which makes their bands move towards or away from the bulk conduction or valence band edges in the vicinity of the $K$ and $K'$ points.

Since the orbital momentum in 2D hexagonal lattices can have two opposite orientations, the electrons at $K$ and $K'$ symmetry points can experience two equal but opposite magnetic moments. When the electron spin is coupled to this orbital momentum through spin–orbit coupling, the spin–valley degeneracy between the pairs $(K' \uparrow, K \downarrow)$ and $(K' \downarrow, K \uparrow)$ is lifted and a gap appears between their energy bands at $K$ and $K'$ points. Due to the nature of this effect, the electrons with the same spin but moving clockwise or counterclockwise within the hexagonal lattice will experience opposite magnetic moments.

Our simulations on the bandstructure of the three phases are based on a silicene nanoribbon structure twenty unit cells wide and are summarized in figure 2. The red and blue bands represent energy bands for the up-spin and the down-spin electrons respectively. We can see that for $|E_z| < \lambda_{SO}/I_0$, we have the QSH phase, where we have two edge states with spin degeneracy but of opposite directions as shown in figure 2(a). The separation between the upper (conduction) and lower (valence) bulk bands in our simulation is about 0.723 eV which is just a little over $2\lambda_{SO} = 0.64$ eV.

With the application of a perpendicular electric field, electrons on all next nearest neighbouring sites gain an equal amount of energy, whereas those on the nearest neighbouring sites gain an opposite amount. Since, spin–orbit coupling also only works on the next nearest neighbouring sites, these two terms have a combined effect on the bands, shifting them vertically up or down, depending on the spin ($s$) and valley ($k$) of the electrons. Without non-zero spin–orbit coupling, the effect of the perpendicular electric field will not result in the separation of the bands.

For small $E_z$ ($|E_z| < \lambda_{SO}/I_0$), the bands of up or down-spin will either come close together or move away from the Fermi energy. This causes the bands to separate into up-spins and down-spins bands. At the same time, for the edge states, the point at which the two opposite spin bands cross each other at the Fermi level separates in wavenumber, giving rise to two bands crossing the Fermi level at different $k$-points. This continues until $|E_z| = \lambda_{SO}$, when, for a particular spin, the pre-existing bulk gap from the spin-orbit effect vanishes due to the effect of the electric field at either the $K$ or the $K'$ point and the two crossings of the two opposite spin edge states merge at either the $K$ or the $K'$ point at the Fermi energy. Thus, for $|E_z| = \lambda_{SO}/I_0$ we have the SVPM phase, where the up and down-spin bands are separated into two valleys of opposite wavenumber as shown in figure 2(b). The SVPM is a metallic state where the Fermi level lies touching both conduction and valance bands and serves as the intermediate phase where the gap begins to open.

For large $E_z$ ($|E_z| > \lambda_{SO}/I_0$), the overall effect of the electric field dominates and it pushes both up and down-spin bands away from the Fermi energy. The edge spin bands also move away from each other along with the bulk bands and a bandgap opens. Thus, at higher electric fields $|E_z| > \lambda_{SO}/I_0$, we have the QVH phase as shown in figure 2(c). The up and down spin bands are still separated, but now there is an energy gap between the upper (conduction) bands and lower (valance) bands. The Hall conductance in such case will only depend on the electrons at one of the two valleys. A phase diagram is shown in figure 1(c) to depict the various phases of the material with respect to the applied perpendicular electric field ($E_z$).

### 3.2. Coherent transport

The LDOS in the device region of our structure is shown in figure 3. The left and right leads are connected to the central part through the self-energies $\Sigma'_{L,R}$ defined via the NEGF formalism, and account for the quasi-continuum contribution.
Figure 3. LDOS profiles of the (a) QSH, (b) SVPM, and (c) QVH phases of at the Fermi energy. The QSH phase has two conducting edge states of different spins, moving along opposite directions. The SVPM phase shows the onset of the phase transition of the current carrying edge states into bulk bound states. The QVH phase does not have any current carrying states and only has some states spilled over from the two contacts.

Since, there is no relaxation or decay of states at this point they overlap perfectly and are seen here together in purple shade in figure 3(a).

While transitioning from the QSH phase to the SVPM phase the two edge states are maintained with gradual decay in their LDOS magnitude. The SVPM phase, as shown in figure 3(b), is a boundary phase between the QSH and the QVH phase, where the edge states completely vanish. The QSH and the QVH states thus represent the ON and OFF states of the FET device respectively. In the QVH phase, at the Fermi energy, the only contribution to the very small LDOS comes from the two leads and is localised in the small area near both leads as shown in figure 3(c). In this phase, there are almost no current carrying states in the channel and the nanoribbon acts as a band insulator. The transmission characteristics of the device for different phases is shown in figure 4. In the QSH phase (red-dash lines), there are two edge current carrying channels of opposite spins, with a total conductance $G_0$, where $G_0 = 2e^2/h$ is the conductance quantum. This remains with increasing electric fields, until the transition to the SVPM phase (green dashed lines), where the gap opens up. In the QVH phase, the device remains non-conductive for a range of energies above and below the Fermi energy (blue dash lines), due to the absence of any edge states.

3.3. Relaxation effects

The dephasing model considered here is based on (10), which represents spatially uncorrelated scattering potentials. This is also tantamount to disorder averaging due to random dopants [38, 44, 54]. We can view this in momentum space as something that couples all momentum states and hence results in
momentum relaxation. Due to this, we can also account for incoherent backscattering using this model. We use the current formula in (11) to evaluate the current drain current-electric field $I_{ds}$ - $E_z$ characteristics of the device in figure 5, when a source drain voltage of $V_{ds} = 1$ V is applied. Here, $I_{ds}$ is the terminal current evaluated using (11) at either the left or the right contact renamed as the source and drain respectively, when a voltage is symmetrically applied such that $\mu_L = -\mu_R = qV_{ds}/2$. The plots in this section include the coherent limit and the non-coherent limit with varying amounts of momentum relaxation $d_m$ added.

The $I_{ds}$ - $E_z$ characteristics show that the device can be made to undergo phase transitions by applying the perpendicular electric field and turning it on or off by controlling the gate voltage, much like in a FET device. The current through the device in the ON-state QSH phase remains almost the same, only decreasing a bit with the advent of the SVPM phase and then decreasing rapidly in the OFF-state QVH phase. The device acts as a depletion mode FET, where the conductance falls with increasing magnitude of the gate voltage. There is an asymmetry in the current characteristics between the positive and negative gate bias. This is caused as a result of the non-zero buckling height of the 2D channel and the perpendicular electric field applied to the device through the gate.

With the introduction of momentum relaxation by varying the parameter $d_m$, the edge states undergo scattering and the overall conductance is bound to decrease. This is seen in the $I_{ds} - E_z$ plot, as the decreasing current for QSH region with increasing $d_m$. The coherent transmission $T_{coh}$ for different strengths of momentum relaxation, as shown in figure 6(a), depicts that the edge states are indeed encountering scattering and the pristine states decay with increasing dephasing strengths. The LDOS plot with a dephasing strength of $d_m = 10^{-2}t^2$ shows that the left going up-spin state and the right going down-spin state of the top edge and vice-versa for the bottom edge decays via edge scattering the further it goes into the channel as shown in figure 6(c). However, the effective transmission $T_{eff}$ for different dephasing strengths, as shown in figure 6(b), shows that even with dephasing present in the form of momentum relaxation, the pristine nature of the QSH current carrying states are more likely to be preserved and will conduct close to the ballistic limit with a conductance of $G_0$. This indicates the suppression of back-scattering in the edge states as these edge states are only allowed to conduct in a particular direction for a particular spin. And since, there is no

Figure 5. Current-field $I_{ds}$ vs $E_z$ characteristics of topological FET with an applied bias $V_{ds} = 1$ V at 300 K for different strengths of momentum dephasing in the log-scale. The inset shows the same in the linear scale only for the QSH phase. The changes in $E_z$ result in changes in the topological phases, which are indicated in the figure. The device shows a transistor-like behaviour where QSH and QVH represent the ON and OFF currents respectively.

Figure 6. Transmission spectra under dephasing: (a) coherent transmission $T_{coh}$ and (b) the effective transmission $T_{eff}$ of the QSH phase with varying strengths of dephasing $d_m$. For identical dephasing strengths, the effective transmission $T_{eff}$ demonstrates more realistic profile in comparison with $T_{coh}$, indicating that the edge states are quite robust against dephasing. (c) LDOS of the QSH phase at Fermi energy with the momentum dephasing strength of $d_m = 10^{-2}t^2$. The decay of the different spin edge states demonstrates that the up-spin (down-spin) states are moving in the (counter) clockwise direction.
Band-tail formation, whose role is detrimental to the system. Thus, we notice that a non-zero effective transmission gives a more realistic picture of the actual current flow process as it is derived from the net current operator flowing into a terminal and encompasses all the scattering effects through in-scattering and electron correlation operators.

We now consider the OFF-state described by the QVH phase. In any device, the ON–OFF ratio must be maintained high in order to ensure a reliable performance. Although, the QVH phase is supposed to be insulating due to the presence of a bandgap of 0.723 eV, a small current is observed in addition to the leakage current expected after the introduction of momentum dephasing, as seen in figure 5. The magnitude of this parasitic leakage current seems to increase with the increasing dephasing strength. Since the absence of almost any electronic states in the bandgap region, all method of current conduction is exhausted save for a very negligible amount of tunnelling. Looking back at the current operator (11), we note that the total current can be composed as a sum of the regular ballistic current and the scattering current. The scattering current indeed includes a DOS contribution \( \langle A_s(E) \rangle = \text{Tr}(G_R^s[G_L^s]) \) and an electron correlation component \( \langle G_R^c(E) = \text{Tr}(-i[G_L^c][\Sigma^c]_n^c[G_R^c]) \) that are non-zero. These scatterer induced states \([57]\) can be connected to the lead energy levels, which are also above the same bandgap as the channel. Thus, we notice that a non-zero effective transmission is present in the QVH phase in presence of scattering relaxation, as shown in figure 7, which is well related to the band-tail formation, whose role is detrimental to the device performance \([57]\). This transmission is larger close to the band-edges where the effect of such a level broadening is greater and falls off towards the middle of the gap.

The rapid fall of the device current in QVH regime clearly indicates a sharp transition of the device from ON-state to OFF-state and hence points toward the feasibility of a good transistor device. Apart from the ON–OFF ratios analyzed here, it is also important to evaluate the sub-threshold slope characteristic of the transition. Although the sub-threshold slope is an important parameter for any transistor, it is difficult to analyze it without a detailed understanding of the gate electrostatics. As it depends on many parameters, they can be adjusted to control the sub-threshold slope. Topological switching of the kind analyzed in this paper has possible unique electrostatic signatures \([14, 16]\) that may signal a smaller sub-threshold slope. It is also important to evaluate the circuit performance \([61]\) of these device structures. Typically such a calculation involves the analysis of the \( \text{IdS} - V_{DS} \) and the \( \text{IdS} - V_G \) characteristics, where \( V_G \) is the gate voltage, from which the conductance can be calculated. Once the electrostatics are understood well, using the conductance, we can evaluate the crucial circuit performance figures of merit such as the cut-off frequency \( f_c \) and the maximum oscillation frequency \( f_{\text{max}} \). These calculations are well documented in the context of regular 2D FETs \([61]\). We leave the detailed analysis of the subthreshold characteristics and the circuit parameter estimation in the case of the topological field effect switching for a detailed future work.

4. Conclusion

This paper dealt with a detailed analysis of the electric field driven topological field effect transition between the QSH phase and the QVH phase in 2D-Xene based FET structures using the Keldysh non-equilibrium Green’s function technique. Details of the transition with applied electric field were elucidated for the ON–OFF characteristics, with emphasis on the transport properties. A deeper analysis of the stability of the edge states as well as the nature of the switching process was considered in detail. We showed that, for moderate momentum relaxation, the current carrying QSH edge states are still pristine and show moderate decay with propagation. We also defined a metric, the effective transmission that is rigorously derived from the quantum mechanical current operator which paints a realistic picture when it comes to evaluating the stability of the topological edge states. Further, we also pointed out the important aspect of band-tail formation, which can lead to band-gap narrowing effects in the QVH phase, a remarkable effect that can arise even in the absence of inelastic scattering effects that can lead to a degradation in the performance by enhancing parasitic OFF currents. The methods detailed in this paper can also be extended to include various other important effects like quantum dot formation and the related electron-electron interactions, which typically cause phase randomization without momentum relaxation, leading toward realistic modeling of topological field effect devices for various applications.
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