Detecting sample swaps in diverse NGS data types using linkage disequilibrium
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Abstract

As the number of genomics datasets grows rapidly, sample mislabeling has become a high stakes issue. We present Crosscheck Fingerprints (Crosscheck), a tool for quantifying sample-relatedness and detecting incorrectly paired sequencing datasets from different donors. Crosscheck outperforms similar methods and is effective even when data are sparse or from different assays. Application of Crosscheck to 8851 ENCODE ChIP-, RNA-, and DNase-seq datasets enabled us to identify and correct dozens of mislabeled samples and ambiguous metadata annotations, representing ~1% of ENCODE datasets.
Main

Biomedical research is rapidly embracing large-scale analysis of next-generation sequencing (NGS) datasets, often by integrating data generated by consortia or many individual research labs. Parallelized NGS analysis of tissues from many different patients is also commonplace in clinical genomics pipelines. In these settings, sample or data mislabeling, where datasets are incorrectly associated with a donor, can lead to erroneous conclusions, misdirect future research, and affect treatment decisions1-3 (Fig 1a). Verifying the relatedness of samples that nominally share a donor is therefore a crucial quality-control step in any NGS pipeline.

Several methods utilize genetic information from NGS datasets as an endogenous barcode to verify sample relatedness4-8. The common logic behind these tools is that each genome harbors a unique set of single nucleotide polymorphisms (SNPs) which are shared between datasets originating from the same donor. A limitation of these methods is their requirement that sequencing reads from both inputs overlap the exact genomic position of informative SNPs. When insufficient reads satisfy this condition—for example when the input datasets are shallow or target different genomic regions (i.e different transcription factors), the power to evaluate sample relatedness is compromised. Many NGS-based studies now integrate multiple types of assays8-13 and multiplex experiments from several samples to reduce cost at the expense of read-depth. We therefore set out to develop a method for quantifying sample-relatedness that could be systematically applied to modern large-scale projects.

Linkage disequilibrium (LD) is the non-random association of alleles at different loci within a given population14. This association implies that comparing datasets across SNPs in high LD—termed LD-blocks—would provide more statistical power to compare datasets than using single SNPs alone. Because of LD, two non-overlapping reads from different datasets may support (or provide evidence against) a common genetic background, as long as they overlap SNPs in the same LD block (Fig 1b). For each input dataset, Crosscheck uses reads overlapping SNPs within each LD block to calculate a block allele fraction and compute diploid genotype likelihoods, which are then compared (Methods). The relative likelihood of a shared or distinct genetic background at each block is reported as a log-odds ratio (LOD score). These scores are combined across all blocks to report a genome-wide LOD score. A positive LOD score indicates a higher likelihood that the two datasets share a donor, while a negative LOD score suggests that the datasets are from distinct donors. Though the magnitude of the LOD score reflects genotyping confidence, simplifying assumptions prevent direct interpretation of the LOD score as a true likelihood ratio (Methods). Crosscheck is implemented as part of Picard-Tools (https://github.com/broadinstitute/picard), and is routinely used for quality control by the
Broad Institute’s Genomics Platform, using a small set of LD blocks optimized for use with whole-exome-sequencing data.

We reasoned that applying Crosscheck across a large, genome-wide set of LD-blocks (haplotype map) would allow us to compare the genotype of diverse datasets and would be robust to low coverage and sequencing errors. We constructed a map consisting of nearly 60,000 common (minor allele frequency ≥ 10%) bi-allelic SNPs from the 1000 Genomes project\textsuperscript{15}, the majority of which lie in LD-blocks of two or more SNPs in order to maximize the probability of informative read overlap (Fig 1c, Methods). SNPs within each block are highly correlated, while SNPs between blocks are independent. Finally, in order to reduce bias from donor ancestry, we required that LD blocks have similar allele frequencies across different human sub-populations. The pipeline for creating haplotype maps exists as a standalone tool (https://github.com/naumanjaved/fingerprint_maps) and can be customized to create LD blocks in specific genomic areas (i.e. coding regions) and for either hg19 or GRCh38.

To pilot our method, we calculated LOD scores between donor-matched and donor-mismatched pairs of public datasets from the ENCODE\textsuperscript{10} database, which hosts data from thousands of diverse NGS experiments (Methods). Classification performance was measured in terms of the false flag rate (FFR), the fraction of donor-matched pairs incorrectly flagged as donor-matches, and the false match rate (FMR), the fraction of donor-mismatched pairs incorrectly identified as donor-matches. Our testing set comprised of all pairwise comparisons between 279 RNA-, DNase-, and ChIP-seq (targeting histones, CTCF, or POL2) datasets with verified donor annotations (supplementary table S1), and all donor-mismatched comparisons between 98 ChIP-seq experiments targeting transcription factors and chromatin modifiers (supplementary table S2). This resulted in a final testing set of 34,336 donor-mismatches, and 9,767 donor-matches. Regardless of the input assay or enrichment target, Crosscheck correctly classified all dataset pairs with 0% FMR and FFR, and showed a clear separation between donor-mismatches (negative LOD) and donor-matches (positive LOD) (Fig. 1d). Our method therefore confidently detects donor-matched and donor-mismatched dataset pairs.

We next quantified how using LD blocks improves classification performance. We generated two equally sized subsets of our full haplotype map—one comprised solely of unlinked SNPs and the other containing only LD blocks with two or more SNPs, and used these to classify the same testing dataset pairs. To simulate sparse datasets generated by spike-ins and multiplexed sequencing, we conducted each comparison at a range of sequencing depths, expressed as the percentage of reads subsampled from the original datasets (Methods, Supplementary Fig 1a). Using LD blocks significantly decreased FMR and FFR, particularly at lower read depths and for cross-assay/target comparisons (Fig 1e, Supplementary Fig 1b). For example, at 5% sub-
sampling ($\leq \sim 10^7$ reads), using LD blocks decreased the FMR and FFR by nearly 10% relative to using single SNPs for cross-assay comparisons.

We used the same testing set to benchmark Crosscheck against NGSCheckmate\(^4\) (NGSC), a model based method that compares datasets by correlating allele fractions across a panel of reference SNPs. At high and intermediate read-depths, both methods show similar performance. At lower read depths ($\leq 15\%$ subsampling) however, Crosscheck outperforms NGSC, as indicated by a consistently lower FMR and FFR (Fig. 1f). Crosscheck is particularly effective at classifying cross assay dataset pairs, where it shows a 2-3% lower FMR and FFR than NGSC at 5% subsampling. In these use cases, Crosscheck performs better than NGSC due to its use of LD and the large number of SNPs in the haplotype map. Using LD blocks allows comparison of non-overlapping reads, while using a large set of SNPs increases the chance that input datasets will contain genetically informative reads.

Finally, we used the distribution of LOD scores from incorrectly classified pairs to define an inconclusive LOD score range of $-5 < \text{LOD} < 5$, in which a dataset pair cannot be confidently classified (Methods, Supplementary Fig. 1c). Outside of this range, any pair with LOD $\geq 5$ is denoted a donor-match, and those with LOD $\leq -5$ are flagged as donor-mismatches. The inconclusive range highlights the interpretability of Crosscheck’s LOD score relative to NGSC’s binary outputs (match or mismatch), since clear donor-mismatches can be prioritized and investigated separately from inconclusive comparisons. We conclude that using Crosscheck with a full haplotype map enables more accurate detection of donor-mismatched pairs in diverse and shallow collections of data. To illustrate the utility of our method on a consortium-scale dataset, we next analyzed the remaining datasets in ENCODE. We used our method to verify the donor-annotation for all human hg19 aligned DNase-, RNA-, and ChIP-seq datasets in the ENCODE database whose annotated donor was represented by at least 4 datasets – a total of 8,851 datasets (Fig 2a). To scale our analysis to a database of this size, we compared each dataset to a set of three representative datasets from its annotated donor, and flagged any dataset with LOD $< 5$ for further review (Methods, Supplementary Fig. 1c). To exclude the possibility that the representative set for each donor contained a donor-mismatch, we required that all pairwise comparisons between representative datasets yield an LOD score $\geq 5$. This strategy scales linearly with the size of the database, and in our case results in a 1000-fold reduction in computation relative to performing all pairwise comparisons.

Our strategy confirmed the annotated donor for 97% of datasets. The remaining 3% (256 datasets) were flagged as potential donor-mismatches (LOD $\leq -5$), and only $\sim 0.1\%$ yielded inconclusive results ($-5 < \text{LOD} < 5$) (Fig 2b). We next compared each flagged mismatch to the representative datasets for each of the ENCODE
donors in order to nominate a true donor identity. We also compared each flagged mismatch to all other flagged mismatches in order to identify genetically consistent clusters and uncover patterns of mislabeling.

This analysis uncovered 3 major categories of mislabeling. The first is a straightforward error where cells from one donor are mistakenly labeled as deriving from a different donor. The likelihood of such a mistake increases when working with several cell lines that are each used in a large number of experiments. For example, out of 4 flagged datasets labeled as K562, two were shown to actually derive from GM12878 cells while the other two derived from HEK293 cells. This type of mislabeling may also occur for primary cells or tissues when many biological samples from multiple donors are obtained from the same source, as in the case of 300 embryonic tissue samples processed by ENCODE from a single lab.

The second class of mislabeling occurs when biological samples of the same cell type from multiple donors are incorrectly labeled as deriving from a single donor. This is the case with some of the commercially available primary cell lines that have been deeply interrogated by the consortium over more than a decade, and for which cells have been procured multiple times. For example, HUVEC cells are annotated as being derived from two different donors in the ENCODE metadata. However, our analysis indicates that HUVEC samples actually derive from at-least 5 distinct donors (Fig 2c). This mis-annotation went undetected by ENCODE’s previous quality control pipelines because all samples were of the same cell type and so exhibited similar epigenetic profiles.

The HUVEC example also highlights the third type of labeling inaccuracy, in which a single donor is accessioned multiple times by dozens of different labs over several years. This results in slight variations in donor name or description, leading to genetically identical samples being incorrectly attributed to distinct donors. For example, some samples deriving from putative donor A are attributed to HUVEC donor 1, while other samples from donor A are attributed to the distinct HUVEC donor 2.

Overall, our analysis of the ENCODE dataset suggested that substantive mislabeling error occurred at a rate of ~1%. For these datasets, true donor identities were confirmed using ENCODE’s extensive metadata records and all mislabeled datasets were corrected (Methods).

In conclusion, we present a robust and easy-to-use method for quantifying sample relatedness which outperforms similar methods. Combined with our method for database analysis and haplotype map, CrosscheckFingerprints can be readily applied for detecting sample mislabeling in large, diverse databases without any optimization. We suggest it as a critical component of any NGS quality control pipeline.
Methods

LOD Derivation

Here, a basic overview of the fingerprinting LOD score derivation is provided. A more detailed derivation is available at the Picard repository at:

https://github.com/broadinstitute/picard/raw/master/docs/fingerprinting/main.pdf

Consider a LD block/locus containing a single bi-allelic SNP with major allele $A$ and minor allele $B$, and two sequencing datasets $x$ and $y$. Let $\theta$ and $\varphi$ denote the diploid haplotype of datasets $x$ and $y$ respectively at this locus. $\theta$ and $\varphi$ can each take one of three possible haplotypes: AA, AB, or BB. Let $s$ be a Bernoulli random variable where $s=1$ denotes a sample swap (indicating that $x$ and $y$ arose from two independent individuals) with posterior probability $p(s=1 \mid x,y)$, and $s=0$ denotes a shared genetic origin (the samples came from the same individual). Using Bayes’ rule and the prior probability of no-swap, the posterior odds ratio of a no-swap vs. swap is given by:

$$
\frac{p(s=0 \mid x,y)}{p(s=1 \mid x,y)} = \frac{p(x,y \mid s=0) p(s=0)}{p(x,y \mid s=1) p(s=1)}
$$

(1)

We assume that in the case of a swap, the distinct individuals are independently sampled from the population and that samples from the same individual have the same genotype, allowing us to write $p(\theta, \varphi \mid s) = p(\theta) p(\varphi)$ for $s=1$, and $p(\theta, \varphi \mid s) = p(\theta)$ if $\theta = \varphi$. Given that $x$ is conditionally independent of $\varphi$ and $y$ given $\theta$, and $y$ is conditionally independent of $\theta$ given $\varphi$, we can also write $p(x,y \mid \theta, \varphi) = p(x \mid \theta) p(y \mid \varphi)$.

With these two expressions, we derive that:

$$
p(x,y \mid s) = \sum_{\theta,\varphi} p(x,y \mid \theta, \varphi, s) p(\theta, \varphi \mid s) = \begin{cases} 
\sum_{\theta} p(x \mid \theta) p(\theta) \sum_{\varphi} p(y \mid \varphi) p(\varphi) & \text{if } s = 1 \\
\sum_{\theta=\varphi} p(x \mid \theta) p(y \mid \varphi) p(\theta) & \text{if } s = 0
\end{cases}
$$

(2)

Substituting the results of (2) into (1), we rewrite the posterior odds of no-swap as:

$$
\frac{p(s=0 \mid x,y)}{p(s=1 \mid x,y)} = \frac{\sum_{\theta=\varphi} p(x \mid \theta) p(y \mid \varphi) p(\theta)}{\sum_{\theta} p(x \mid \theta) p(y \mid \varphi) p(\theta)} \cdot \frac{p(s=0)}{p(s=1)}
$$

(3)
Next, we consider evidence over multiple blocks \(i\) with correspondingly indexed \(\theta_i, \varphi_i, x_i, \text{ and } y_i\). We assume that the haplotypes at distinct blocks are independent, and that reads at one block give no information about another. In practice, this assumption is enforced by guaranteeing that a single read cannot be used to provide genotype evidence at more than one locus. We calculate: \(p(x \mid \theta) = \prod_i p(x_i \mid \theta_i)\) and \(p(y \mid \varphi) = \prod_i p(y_i \mid \varphi_i)\), and substitute into (3) to get:

\[
\prod_i \left( \frac{\sum_{\theta_i=0}^1 p(x_i \mid \theta_i) p(y_i \mid \varphi_i) p(\theta_i)}{\sum_{\theta_i=0}^1 p(x_i \mid \theta_i) p(\theta_i) \sum_{\varphi_i} p(y_i \mid \varphi_i) p(\varphi_i)} \right) \frac{p(s = 0)}{p(s = 1)}
\]

(4)

For quantifying sample relatedness, we limit ourselves to calculating the odds ratio instead of the ratio of posterior probabilities, since the prior odds of a swap \(\frac{p(s = 0)}{p(s = 1)}\) would vary significantly on a case-by-case basis.

Finally, since the odds ratio of no-swap to swap may vary by several orders of magnitude depending on the input files, we compute the base 10 logarithm in order to facilitate comparison and interpretation:

\[
LOD = \log \left( \frac{\text{odds}_{\text{same individual}}}{\text{odds}_{\text{different individual}}} \right) = \sum_i \log \left( \frac{\sum_{\theta_i=0}^1 p(x_i \mid \theta_i) p(y_i \mid \varphi_i) p(\theta_i)}{\sum_{\theta_i=0}^1 p(x_i \mid \theta_i) p(\theta_i) \sum_{\varphi_i} p(y_i \mid \varphi_i) p(\varphi_i)} \right)
\]

(5)

A positive LOD (log-odds ratio) is interpreted as evidence for the two datasets \(x\) and \(y\) arising from the same individual, while a negative LOD is evidence of a sample-swap, i.e. the two datasets arose from different individuals. Scores close to zero are inconclusive, and tend to result from low coverage, or poor overlap between the two datasets, at the observed sites.

To see the expected maximal contribution of a single locus, we assume that the likelihoods in (5) are vanishingly small when the data doesn’t match the genotype. Thus, the LOD for a single locus reduces to \(-\log p(\theta)\). The expected LOD contribution needs to be marginalized over the different possible genotypes, leading to \(-\sum_\theta p(\theta) \log p(\theta)\), which obtains a maximal value of \(1.5 \log_{10} 2 \approx 0.45\) at an allele frequency of 0.5 (leading to \(p(\theta = AA) = 0.25, p(\theta = AB) = 0.5, \text{ and } p(\theta = BB) = 0.25\)). This means that when creating the haplotype map, it is most informative to choose variants with an allele frequency close to 0.5.

**Calculation of data likelihoods \(p(x \mid \theta)\) from sequencing reads**

The program assumes that sequencing data arrives in the form of reads from a single individual (i.e. not contaminated), from a diploid location in the genome, and with no reference bias. Only non-secondary, non-
duplicate reads with mapping quality greater than 20 are used to calculate likelihoods. In addition, bases must have a quality score of at least 20 and must agree with either the reference or pre-determined alternate base to support observations at haplotype blocks. Since the algorithm assumes that read evidence is independent, the reads should have been duplicate-marked prior to fingerprinting. The algorithm doesn’t use SNPs from the same read-pair twice, since this would violate the assumption of independence.

Consider a dataset $x$ for which we observe $n$ total sequencing reads, denoted by $r_k$, at a locus containing a single bi-allelic SNP with major allele $A$ and minor allele $B$. The possible block haplotypes are then $\theta \in \{AA, AB, BB\}$. For each read $r_k$ which overlaps the SNP, let $o_k \in \{A, B\}$ denote the observed SNP allele and let $e_k \in (0,1)$ denote the probability of error of each observation (the quality score). We seek to compute the likelihood of the data (the sequencing reads $r_k$) given the haplotypes. The likelihood of a single base observation $p(o_i, e_i \mid \theta)$ is expressed by:

$$p(o_k, e_k \mid \theta) = \begin{cases} 
I_B(o_k)e_k + I_A(o_k)(1 - e_k) & \text{if } \theta = AA \\
0.5 & \text{if } \theta = AB \\
I_A(o_k)e_k + I_B(o_k)(1 - e_k) & \text{if } \theta = BB 
\end{cases}$$

where $I$ is an indicator function such that $I_A(o) = \begin{cases} 1 & \text{if } o = A \\
0 & \text{if } o = B \end{cases}$ and $I_B(o) = \begin{cases} 1 & \text{if } o = B \\
0 & \text{if } o = A \end{cases}$ and the assumption is that an error will cause a switch in the observed allele from A to B.

The likelihood model for all reads $r$ can then be written as:

$$p(r \mid \theta) = p(o, e \mid \theta) = \prod_{k=0}^{n} p(o_k, e_k \mid \theta)$$

**Incorporation of Linkage Information**

The calculations above assume an LD block containing a single SNP for ease of computation, but the framework is easily extended to account for LD blocks containing multiple SNPs, which increases power of comparison. Each LD block used for genotyping contains an “anchor” SNP which is in high linkage with all other SNPs within the block, and independent of all other anchor SNPs in other blocks. Given that all SNPs in a block are tightly linked (enforced with a strict $r^2$ correlation cutoff), we assume that the genotype at any SNP within an LD block is perfectly correlated with the genotype of the anchor SNP, and that all SNPs within a block have the same allele frequency, equal to that of the anchor SNP. Then, reads overlapping any SNP within a block can be used to infer a total block haplotype, which is represented by the possible diploid genotypes of the anchor.
SNPs. For example, consider an anchor SNPs $S_1$ with major allele $A$ and minor allele $B$, and a linked SNP $S_2$ with major allele $C$ and minor allele $D$. Then any observation of allele $C$ at SNP $S_2$ is taken as evidence of allele $A$ at $S_1$, and any observations of allele $D$ at $S_2$ is taken as evidence of allele $B$ at $S_2$. Using this strategy, evidence across all SNPs within a block can be used to infer a total block haplotype, which can be represented by the 3 possible diploid genotypes of the anchor SNP. That is, for an anchor SNP with major allele $A$ and minor allele $B$, the possible block haplotypes are $AA$, $AB$, and $BB$, with prior probabilities dependent on the allele frequencies of $A$ and $B$.

**Limitations of LOD calculation**

Though the magnitude of the LOD score reflects greater genotyping confidence, it cannot be directly interpreted as a likelihood ratio (e.g. an LOD of 200 does not correspond to a $10^{200}$ probability of a shared vs. different genetic origin), as the model does not fully account for sequencing noise, data quality, contamination, and relatedness. In addition, we did not model the incomplete dependence between haplotype blocks, nor the incomplete dependence of SNPs within blocks.

Our framework also assumes that the only two sources of a base are the observed allele or a sequencing error. This assumption can lead to incorrect results in the cases where a sample has particularly noisy data due to pre-sequencing events (such as PCR or FFPE processing), non-conforming LD blocks, or high contamination. These samples could be genotyped as heterozygous due to the noisy region or the non-confirming LD block structure. Including these error modes into the model would increase robustness and accuracy.

**Implementation Details**

CrosscheckFingerprints is implemented as part of the Picard-Tools suite, a set of Java command line tools for manipulating high-throughput sequencing data. It accepts VCF/BAM/SAM formatted inputs and can perform comparisons at the level of samples, libraries, read-groups, or files. More information is available at [https://github.com/broadinstitute/picard](https://github.com/broadinstitute/picard).

**Runtime and Memory requirements**

Running CrosscheckFingerprints requires approximately 2.5 gb RAM for a single input pair of BAMs. Runtime is dependent on the size of the input file. Based on our benchmarking experiments, runtimes are < 10 minutes for DNAseq-seq, < 30s for ChIP-seq, and are on average about 2 hours for RNA-seq datasets. CrosscheckFingerprints is multi-threading enabled in order to speed up comparisons and fingerprint
generation when multiple input pairs are provided. All comparisons were conducted on Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80GHz processors.

Map construction overview

Maps are constructed from 1000 Genomes phase 3\(^{15}\) (1000GP3) single-nucleotide polymorphisms (SNPs) which are bi-allelic, phased, and have a minor allele frequency (MAF) $\geq 10\%$. This MAF threshold is introduced since the expected maximal LOD contribution is obtained at an allele frequency of 0.50 (intuitively, rare variants are unlikely to be present in either of two samples being compared from different individuals). Additionally, SNPs must not differ in their MAF by more than 10\% between the 5 ancestral sub-populations (AFR, SAS, EAS, EUR, AMR) present in 1000GP3. This is to correct for potential sub-population bias due to differing linkage and MAF frequency of SNPs across different populations. Using PLINK2\(^{16}\), we pruned SNPs meeting these criteria in order to create an independent set of “anchor” SNPs, between which no pairwise $r^2$ correlation exceeded a threshold of 0.10. A window size of 10 kilobases (kb) and a slide of 5 SNPs was used for pruning. By creating this set of independent SNPs, we ensure that individual haplotype blocks are independent from each other. Next, we greedily added SNPs to the blocks represented by the anchor SNPs. Adding was done in order of LDScoring\(^{17}\) of the anchor SNPs, with the highest LDScoring anchor SNP first (LDScoring is the sum for the $r^2$ correlations of each SNP with all other SNPs within a 1 centimorgan window on either side). Recombination maps containing mappings between genomic coordinates and recombination rates for both the hg19 and GRCh38 assemblies were obtained from [http://bochet.gcc.biostat.washington.edu/beagle/genetic_maps/](http://bochet.gcc.biostat.washington.edu/beagle/genetic_maps/) and [http://mathgen.stats.ox.ac.uk/impute/1000GP_Phase3/](http://mathgen.stats.ox.ac.uk/impute/1000GP_Phase3/). We only added SNPs if their correlation with the anchor SNP has $r^2 \geq 0.85$ and they were located within a genomic window of 10,000 kb. In this way, we prioritize the creation of larger, more genetically informative blocks that span several kb regions. The haplotype maps used for the ENCODE database analysis and benchmarking, along with the python code used to generate them, are available at: [https://github.com/naumanjaved/fingerprint_maps](https://github.com/naumanjaved/fingerprint_maps).

Constructing maps only containing LD blocks or single SNPs

The map containing only single SNP blocks was constructed by aggregating all SNPs in the full haplotype map not in strong linkage ($r^2 \geq 0.85$) to other SNPs, resulting in 20792 SNPs. To construct the map containing only blocks with size $\geq 2$ used to quantify the benefits of accounting for linkage, we sub-sampled the full haplotype map. Starting with the largest blocks by number of SNPs, blocks were successively added to this map until the total number of SNPs approximately reached the number of SNPs in the map containing only independent SNPs (20801).
Testing set construction

279 ChIP-seq, RNA-seq, and DNase-seq datasets with ground-truth annotation

To create a testing set of files to evaluate our method’s performance and benchmark it against NGSCheckMate, we downloaded 279 hg19 bams from RNA-seq, DNase-seq, and ChIP-seq (targeting histone modifications, CTCF, or POL2) from the ENCODE Tissue Expression (ENTEX) project. The ENTEX project contains datasets from experiments on samples derived from four different tissue donors, each of which has whole genome sequencing (WGS) data available. The WGS data for each donor can be used to verify the nominal donor of each dataset comprising the testing set. For each dataset, the corresponding hg38 alignments were compared to the hg38 WGS alignments for its nominal donor. Only datasets which yielded a positive LOD score using Picard’s CrosscheckFingerprints (with the full hg38 version of haplotype map) and a "match" result from NGSCheckMate were included in the testing set. The final testing set of files and accompanying metadata are included in supplementary table S1.

98 transcription factor and chromatin modifier (CM) ChIP-seq datasets without ground-truth annotation

To test our method and NGSCheckmate on transcription factor and chromatin modifier datasets, we downloaded 98 hg19 ChIP-seq datasets from the ENCODE project. For these datasets, there was no ground-truth donor sequencing data available for the nominal donor as there was for the ENTEX datasets. In this case, the false-mismatch rate (incorrect genotyping call for a donor-matched pair) cannot be assessed, since there is a non-negligible probability that one of the two datasets with the same nominal donor annotation is incorrectly annotated. However, the false-match rate can still be assessed, since we estimate that the probability that two datasets with different donor annotations may actually share the same true donor is very low. Therefore, we only characterized the ability of NGSCheckmate and Crosscheckfingerprint’s to accurate classify donor-unmatched pairs for this testing set. In the context of detecting sample swaps, this performance measure is also more relevant than the accurate detection of donor-matched datasets. All datasets and accompanying metadata is available in supplementary table S2.

BAM pre-processing for CrosscheckFingerprints

Each dataset was sorted using the Samtools command samtools sort. Duplicates were then marked and removed using Picard’s MarkDuplicates tool with default settings. We noted that duplicate marking and removal was especially important for RNA-seq datasets since PCR bias can alter allele fractions and lead to incorrect sample classification.

Down-sampling for benchmarking experiments
Downsampling was conducted on the duplicate marked, sorted files using the command `samtools view --s seed f`. To make comparisons with NGSCheckMate faster, we created VCFs for each input file using the default provided SNP panel from the NGSCheckMate github and the command `samtools mpileup -I -uf hg19.fasta -l SNP_GRCh37_hg19_woChr.bed sample.bam | bcftools call -c > ./sample.vcf`

**ENCODE data acquisition**

ENCODE metadata was downloaded from [https://www.encodeproject.org/](https://www.encodeproject.org/). Metadata was filtered to yield accessions for hg19 ChIP-, RNA-, and DNase-seq ENCODE bams from donors with at least four datasets. These bams were downloaded from a Broad google bucket and pre-processed with a custom Workflow Description Language (WDL). All dataset accessions and associated metadata are available in supplementary table S3.

**ENCODE data pre-processing**

Files were first sorted using `samtools sort`, and filtered using BEDTools\(^\text{18}\) in order to only keep reads overlapping SNPs in the haplotype map. This facilitated efficient storage of files, resulting in approximate 10-fold reduction in file size. A bed formatted version of the haplotype map is available at [https://github.com/naumanjaved/fingerprint_maps](https://github.com/naumanjaved/fingerprint_maps). The command used for each dataset was: `BEDTools pairToBed -a input.bam -b haplotype_map.bed` or `BEDTools intersect -a input.bam -b haplotype_map.bed` depending on whether the input file was paired-end or single-end. Finally, duplicates were marked and removed for each file using Picard’s MarkDuplicates function with default settings.

**ENCODE genotyping strategy**

*Construction of reference set*

To detect mislabeled samples, each dataset is compared against a reference set of 3 samples that provide a high quality representation of the “true” genotype for each ENCODE tissue donor. To construct this reference set of samples, a self-LOD score is calculated for each sample by “comparing” each file to itself. This score correlates with the dataset’s overlap with the haplotype map, and the highest self-LOD samples are those containing the most genetic information relevant for genotyping. To ensure that the reference set of samples for each tissue donor does not contain any swapped samples, all reference samples are compared against one another to ensure self-consistency, which is defined as an LOD score greater than 5 for all three pairwise comparisons between the three samples. In the case of one swapped sample in this reference set, two negative LOD scores and one positive LOD score will be obtained. In this case, the next highest self-LOD scoring bam replaces the putative swap, and representative concordance is re-assessed. This is repeated until a concordant set is found. More complex patterns of swaps in the representative set are assessed on a case-
by-case basis. Finally, all reference samples across all nominal donors are compared against one another in order to identify larger cross-donor swaps and preclude the possibility that all reference samples for a nominal donor are actually swaps from the same true donor.

Comparisons of samples with reference set

Each sample not in the reference set is compared against the top 3 representative samples for its nominal donor. Samples yielding an LOD $\leq -5$ against any of the top 3 representatives are flagged as swaps for review, while those yielding an LOD score between -5 and 5 are flagged as inconclusively genotyped.
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**Figure 1: Incorporating Linkage Information allows robust comparison of sequencing datasets**

a) Sample swaps and mis-annotations, where a sample is incorrectly attributed to the wrong donor, are a high stakes issue for large consortium projects and clinical science.

b) Our method compares reads from two datasets across a genome-wide set of linkage disequilibrium LD blocks (haplotype map). The SNPs in each block are highly correlated with each other and have low correlation with SNPs in other blocks. Reads overlapping any of the SNPs in a given block inform the relatedness of the datasets, even when reads from the two datasets do not overlap one another.

c) Haplotype maps contain many large LD blocks. LD blocks are created using common, ancestry independent SNPs from 1000 Genomes. Most SNPs lie within blocks of size > 2, which boosts the chances of reads to be informative.

d) Distribution of LOD scores for 34336 donor-mismatched (red) and 9767 donor-matched pairs (green) of public ChIP-, RNA-, and DNase-seq datasets from the ENCODE project.

e) LD-based method can correctly determine sample relatedness even at low sequencing coverage. Pairwise comparisons of reference dataset pairs at different sub-sampling percentages using two equally sized SNP panels – one panel contained only independent single SNPs, while the other contained only LD blocks. Donor-mismatched dataset pairs are colored red while donor-matched dataset pairs are green.

f) Comparison of NGSC and Crosscheck’s classification of 34336 donor-mismatched and 9767 donor-matched dataset pairs. Performance was measured in terms of the false flag rate (FFR), the fraction of donor-matched pairs incorrectly flagged as donor-mismatches, and the false match rate (FMR), the fraction of donor-mismatched pairs incorrectly identified as donor-matches. Comparisons are classified as same-assay if the two datasets are from the same assay type, and have the same target epitope in the case of ChIP-seq datasets. All other comparisons are classified as cross-assay.
Figure 2

(a) 8851 datasets

(b) Distribution of ChIP-seq, total RNA, DNase, and polyA RNA reads:

- ChIP-seq (7539)
- total RNA (385)
- DNase (456)
- polyA RNA (471)

(c) Putative donors:

- Donor 1: Putative A (4153), B (2413), C (1345), D (973), E (714)
- Donor 2: Putative A (1024), B (1015), C (1015), D (1015), E (1015)

- Liver (102)
- HCT116 (104)
- SK-N-SH (154)
- A549 (244)
- H1-hESC (274)
- HCT116 (104)
- GM12878 (511)
- HEK293 (562)
- HepG2 (714)
- IMR-90 (113)
- HeLa-S3 (145)
- MCF-7 (367)
- K562 (1345)
- PolyA RNA (471)
- DNase (456)
- Control (973)
- Histone (2413)
- Other (4153)

- LOD count: ~0.01% inconclusive
- ~3% flagged
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Figure 2: Overview of ENCODE database swap detection

a) Overview of 8851 genotyped datasets from ENCODE, partitioned by cell type (top left), assay type (top right), and by target for ChIP-seq (bottom). Cell types that had less than 100 datasets derived from them were pooled – so all the datasets from them are grouped into one of two categories. All hg19 aligned reads from total RNA-, polyA RNA-, ChIP-, and DNase-seq experiments performed on samples belonging to donors with at least four datasets in total were included in the analysis. All ChIP-seq targets, including histone modifications (HM), transcription factors (TF), chromatin modifiers (CM), CTCF, and control experiments were included.

b) Distribution of LOD scores from ENCODE genotyping. Each dataset was compared to three representative datasets from its nominal donor. Any dataset scoring negatively against any of the three representatives was flagged for further review. A comparison resulting in an LOD score between -5 and 5 was deemed inconclusive (insufficient evidence to indicate shared or distinct genetic origin).

c) Each flagged sample was compared to all other samples from its nominal donor, as well as the representatives for all other donors in our database to nominate true donor identity and identify genetically consistent sub-clusters. Comparisons of flagged samples between two HUVEC donors reveals 5 genetically distinct clusters.
Figure S1

(A) Distribution of number of reads in sub-sampled datasets used for benchmarking, broken down by assay type. ChIP datasets were divided into two classes – those which targeted transcription factor (TF) and chromatin modifier (CM), and those which targeted broad histone modifications (HM), POL2/POL2RA(P), or CTCF.

(B) Comparison of percentage false match (FM) and false flag (FF) rates for 9767 same-donor and 29573 different donor pairwise comparisons using Crosscheck Fingerprints with either linkage blocks, or single SNPs only. Across different (left) and same (right) assay comparisons, incorporation of linkage information (orange line) decreases the FF and FM percentage, particularly at sub-sampling percentages. Comparisons are classified as same-assay if the two datasets are from the same assay type, and have the same target epitope in the case of ChIP-seq datasets. All other comparisons are classified as cross-assay.

(C) Distribution of LOD scores from false flags and false matches from benchmarking experiments. The distribution of LOD scores from these misclassifications is used to create an “inconclusive” range of LOD scores, in which a swap or donor-match cannot be confidently called.