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Abstract: In this paper we present a decentralized real-time system for the guidance and control of a swarm of multi-copters in a 3D environment. A hierarchical architecture is proposed for trajectory planning and tracking based on the control of the multi-copter attitude and velocity. The guidance module generates the reference trajectory as a sequence of way-points, obtained as solution to a constrained optimization problem. The tracking trajectory module is based on a distributed and robust Model Predictive Control (MPC) technique. Finally, a cascaded PID controller is used for attitude and velocity control. To test the proposed scheme, we consider a cooperative load transport problem in which a suspended load is linked by wires to the multi-copters. Numerical simulations of realistic scenarios are presented. The results are encouraging, thus making the proposed system an appealing candidate for a wide range of applications.

© 2017, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.

Keywords: trajectory tracking and path following, decentralized control systems, multi-vehicle systems.

1. INTRODUCTION

In the recent years, multi-agent cooperative control has gained significant interest within the control research community (Murray, 2007; Cao et al., 2012). The diffusion of Unmanned Aerial Vehicles (UAVs) has extended the interest to the aeronautical research community where the main focus is the design of autonomous multi-vehicle systems to be used for several purposes ranging from surveillance to transportation, including monitoring, exploration, search and rescue. In this framework, guidance and control must account for formation flight, whose main goal is to achieve a desired group formation shape while controlling the overall behavior of the group.

Many of the control scheme designed for formation flight are based on a decomposition hierarchic method (Farina et al., 2015; Ariola et al., 2016): first a path planning problem is solved taking into account the mission goal, the coordination among aircrafts and the collision avoidance, then a controller is designed to track the reference trajectory.

Lot of algorithms for path planning and coordination problems have been developed and evaluated in terms of optimality (length and flying time), computational complexity and approximation of the operating scenario. In particular, path planning and coordination problems in formation flight have been solved by map discretization method and graph search algorithm (Pascarella et al., 2015); artificial potential field approach (Paul et al., 2008); Voronoi tessellation algorithm (Lee, 2015); consensus approach (Dong et al., 2014); constrained optimization problems approach (Farina et al., 2015).

Various control techniques have been proposed for the multi-copter tracking trajectory problem and evaluated in terms of tracking error, control power and robustness requirement. In particular, tracking trajectory in formation flight has been tackled using PID controllers (Luo et al., 2014), the geometric control approach (Lee, 2014), the passivity-based approach (Bai et al., 2011), distributed kinematic control law (Klausen et al., 2014), the backstepping technique (Klausen et al., 2015), the MPC technique (Farina et al., 2014), nonlinear dynamic inversion technique (D’Amato et al., 2015).

In this paper, we present a decentralized real-time guidance and control system for the formation flight of a swarm of multi-copters. In particular, the coordination problem is approached using the virtual structure technique (Lewis and Tan, 1997); the 3D path planning problem is solved using a constrained optimization approach; tracking of the reference trajectory is guaranteed by a controller designed with the MPC technique; finally cascaded PID controllers are used for velocity and attitude control.
To obtain coordination and decentralize the guidance module, each multi-copter computes its own reference trajectory using a constrained optimization approach and the virtual structure technique. The reference trajectory is expressed as a sequence of way-points, which are the solution of a sequence of constrained optimization problems, solved through a decentralized approach.

The trajectory tracking module is based on a decentralized and robust multi-agent system (Farina et al., 2014). At each discrete time instant, each multi-copter obtains the control signals as the solution to a constrained optimization problem, using a receding horizon strategy. The optimization problem is defined assuming the knowledge of a reference trajectory and a prediction of the system behavior over a future horizon. This MPC algorithm allows us to take into account the presence of control input saturations, the requirement of robustness and sustainable computationalcost for a real-time application.

To validate the proposed scheme, we consider a cooperative load transport problem in which a suspended load is linked by wires to the multi-copters. In particular, a simulator has been developed using the 6DoF model for the multi-copters dynamic (Stevens and Lewis, 2003), while the Udwadia-Kalaba equation is exploited to obtain the constraints of the interconnected system (Udwadia and Phohomsiri, 2007).

The paper is organized as follows. Section 2 presents the architecture of the guidance and control system. Section 3 describes the optimization problem for computing the leader reference trajectory, while Section 4 illustrates the MPC technique implementation. In Section 5, we describe the simulator of the multi-body slung-load system, and show the numerical results of the simulation performed for system testing and validation. Finally, in Section 6 we draw some conclusions.

Notation In the sequel by the symbol $\| \cdot \|$ we will denote the Euclidean norm, whereas by $\| \cdot \|_r$ we will denote the Euclidean norm weighted by the positive definite matrix $T$. By $A > 0$ we mean that each element of the matrix $A$ is greater than 0. The symbol $\wedge$ denotes the cross product between two vectors. The symbol $\times$ denotes the Cartesian product between two sets. The symbols $\oplus$ and $\otimes$ denote respectively the Minkowski sum and the Pontryagin difference (Nguyen, 2014). The symbol $(\cdot)^+$ denotes the Moore-Penrose Pseudo inverse (De Falco et al., 2009). With $\mathcal{C}^n(a)$ we denote the set obtained by $[-a; a]^n \times [-a; a]^n \times \ldots \times [-a; a]^n$, with $I_n$ we denote the identity matrix of order $n$ and with $0_{m \times n}$ we denote the $m$-by-$n$ matrix of zeros. Finally given a vector $v$, $\text{diag}(v)$ indicates a diagonal matrix whose diagonal is the vector $v$.

2. GUIDANCE AND CONTROL SYSTEM ARCHITECTURE

The proposed control scheme for the formation flight of a swarm of $M$ multi-copters has been designed using a decentralized approach. In particular, for each multi-copter we consider an on-board guidance and control system composed by three modules. As shown in Fig. 1 the modules, connected by a hierarchical architecture, perform the following tasks: (i) generation of the reference trajectory; (ii) computation of the reference speeds needed to track the reference trajectory; (iii) speed and attitude control.

The planning trajectory module implements the constrained optimization approach and the virtual structure technique. The sampling time is $\Delta t$, the input parameters are the final position of the virtual leader $\hat{p}_{leader}^{[goal]}$ and the boundary of the no-fly zones, while the output is the reference way-point of the $i$-th multi-copter $\hat{p}_{i}^{[N-1]} = \left[\hat{x}_{i}^{[N-1]} \hat{y}_{i}^{[N-1]} \hat{z}_{i}^{[N-1]}\right]^T$. To implement a receding horizon strategy, at each discrete time instant $t$ the module computes the way-point at $t + N - 1$, where $N$ is the length of the optimization horizon of the MPC technique. The point $\hat{p}_{i}^{[N-1]}$ is obtained from the virtual leader way-point $\hat{p}_{leader}^{[N-1]}$ assuming that the virtual structure is known, as

$$\hat{p}_{i}^{[N-1]} = \hat{p}_{leader}^{[N-1]} + \nu [\sin \nu \cos \alpha \sin \alpha - \cos \nu \sin \alpha].$$

where the distance $\nu$, the elevation angle $\nu$ and the azimuth angle $\alpha$ define the virtual structure as shown in Fig. 2. The leader way-point is computed as the solution of the constrained optimization problem described in Section 3.2. The decentralized approach is implemented defining the same constrained optimization problem for each multi-copter, which share their own solution with the other UAVs. In the guidance module, we introduce the leader reference trajectory decision sub-module to compute the cost function of all the solutions and find the best one; then the way-point obtained as output of this sub-module is the same for all the multi-copters. In this paper, we assume that the UAVs are linked through an ideal (instantaneous and error-free) communication network.

The tracking trajectory module implements a robust MPC technique. The sampling time is $\Delta t$, the input parameter is the multi-copter way-point $\hat{p}_{i}^{[N-1]}$, while the outputs are the reference speeds vector $\hat{V}_i^t = \left[\hat{V}_{x}^t \hat{Y}_{x}^t \hat{V}_{z}^t\right]^T$. The MPC technique allows us to compute the reference acceleration $\hat{a}_i^t = \left[\hat{a}_{x}^t \hat{a}_{y}^t \hat{a}_{z}^t\right]^T$ and then to obtain the reference speeds. To define the MPC optimization problem we introduce the reference state/input sub-module to compute the reference states $\hat{x}_i^{[t+1,...,t+N-1]}$ and input $\hat{a}_i^{[t,...,t+N-2]}$ from the sequence of the way-points.

The speed and attitude control module is carried out by means of PID controllers. The sampling time is $\Delta t_{inner}$, with $\Delta t_{inner} < \Delta t$, the input parameters are the reference speeds, while the outputs are multi-copter motors speed vector $\omega_i^t$. The PID controllers are used to obtain roll ($\hat{\phi}$) and pitch ($\hat{\theta}$) reference angles. Then, an attitude and vertical speed controller is designed using the classical approach described in Mahony et al. (2012).
The leader reference trajectory is defined as a sequence of way-points. Each way-point is obtained as solution of a constrained optimization problem. To obtain feasible trajectories for each UAV, operational constraints about multi-copters positions are taken into account in the optimization problem considering for \( i = 1, ..., M \) the relation

\[
p_{\text{leader}}[i]^{[leader]} = \begin{bmatrix} 1 & 0 & 0 & l_{[i]}^{|i|} \cos \alpha_{[i]}^{|i|} \\ 0 & 1 & 0 & l_{[i]}^{|i|} \sin \alpha_{[i]}^{|i|} \\ 0 & 0 & 1 & -l_{[i]}^{|i|} \cos \nu_{[i]} \\ \end{bmatrix} \begin{bmatrix} \bar{p}_{t+N-1}^{[leader]} \\ \end{bmatrix} + \begin{bmatrix} \bar{p}_{t}^{[leader]} \\ \end{bmatrix}. \tag{2}
\]

To minimize the distance from the final point, at each discrete time instant the guidance module solves the following optimization problem

\[
\min_{\bar{p}_{t+N-1}^{[leader]}} \beta \left\| p_{t+N-1}^{[leader]} - \bar{p}_{t+N-1}^{[leader]} \right\|^2 + \left\| p_{t+N-1}^{[leader]} - p_{\text{goal}}^{[leader]} \right\|^2,
\]
subject to obstacle avoidance constraints and to

\[
p_{t+N-1}^{[leader]} \in \mathcal{B}_{t+N-1}, \tag{4a}
\]
\[
p_{t+N-1} \in \mathbb{Z} \quad i = 1, ..., M. \tag{4b}
\]

In particular, the quadratic cost function (3) is calculated from the last way-point \( \bar{p}_{t+N-1}^{[leader]} \), the final position \( \bar{p}_{t}^{[goal]} \) and the weights \( T \) and \( \beta \), with \( T \succ \beta I_3 \).

To obtain coordination, the obstacle avoidance strategy allows multi-copters to avoid the collisions without breaking up the formation. In particular, the leader way-point must guarantee that all the multi-copters way-points are outside the safety 3D no-fly zones surrounding the obstacles. The no-fly zone is defined through the safety distance \( d_{safety} \)

\[
d_{safety} = \delta + d_{UAV}, \tag{5}
\]
where the distance \( \delta \) takes into account the maximum uncertainty about the UAVs position and it is estimated using the algorithm in Farina et al. (2015), and \( d_{UAV} \)

\[
\text{is the radius of the sphere surrounding the multi-copters body.}
\]

The obstacle avoidance constraints are formulated in the Section 3.2.

The constraint (4a) allows us to control the norm of the UAVs cruise speed. In particular, the set \( \mathcal{B}_{t+N-1} \)

\[
is bounded by a sphere of the center \( \bar{p}_{t+N-2}^{[leader]} \) and radius \( d_{cruise} = \Delta t V_{cruise} \).
\]

The constraint (4b) guarantees that the reference states \( \hat{x}_{[i]}^{[leader]} \), computed from the reference way-points, define a feasible MPC problem. The set \( \mathbb{Z} \) depends on the MPC technique and is computed using the algorithm in Farina et al. (2015).

The obstacle avoidance strategy has been formulated in order to obtain linear constraints and it allows us to consider obstacles represented by convex polytopes of whose vertices have known positions. In the sequel, referring to the \( i \)-th multi-copter, the \( h \)-th obstacle is modeled by the polytope \( \mathcal{P}^{[ih]} \) characterized by \( k \) faces. In particular, we consider that \( \mathcal{P}^{[ih]} \) is inside the set \( \mathcal{B}_{t+N-1} \). To avoid collision, we impose

\[
d_{[ih]}^{[leader]}(\bar{p}_{t+N-1}^{[leader]}) > d_{safety} \quad j = 1, ..., k, \tag{6}
\]

where \( d_{[ih]}^{[leader]}(\bar{p}_{t+N-1}^{[leader]}) \) is the distance between the way-point \( \bar{p}_{t+N-1}^{[leader]} \) and the \( j \)-the face of the polytope.

To implement condition (6), we consider the operator

\[
\rho_{j}^{[ih]}(\bar{p}_{t+N-1}^{[leader]}) = - \text{sign}
\]

\[
\left( a_{j}^{[h]} x_{[obs]} + b_{j}^{[h]} y_{[obs]} + c_{j}^{[h]} z_{[obs]} + a_{j}^{[h]} \bar{y}_{t+N-2} + b_{j}^{[h]} \bar{y}_{t+N-1} + c_{j}^{[h]} \bar{z}_{t+N-2} + 1 \right)^{\frac{1}{2}} + \frac{1}{2} \text{sign} \left( a_{j}^{[h]} x_{[obs]} + b_{j}^{[h]} y_{[obs]} + c_{j}^{[h]} z_{[obs]} \right)^{\frac{1}{2}} + \rho_{j}^{[ih]}(\bar{p}_{t+N-2}), \tag{7}
\]

where the point \( \rho_{[obs]}^{[ih]} = [x_{[obs]} y_{[obs]} z_{[obs]}]^{T} \) is inside the \( h \)-th polytope, while the coefficients \( a_{j}^{[h]}, b_{j}^{[h]} \) and \( c_{j}^{[h]} \) define the equation of the plane containing the \( j \)-the polytope face. The coefficients \( a_{j}^{[h]}, b_{j}^{[h]} \) and \( c_{j}^{[h]} \) in (7) are computed solving the linear system defined by the equation

\[
a_{j}^{[h]} x_{[o]} + b_{j}^{[h]} y_{[o]} + c_{j}^{[h]} z_{[o]} + 1 = 0,
\]
for \( i = 1, 2, 3 \), where \( [x_i^t, y_i^t, z_i^t]^T \) are three vertices of the \( j \)-th face. For a given couple \( i, h \), a negative value for \( \rho_j^{[ih]}(\tilde{p}_{i+N-2}^t) \) means that the distance between the way-point of the multi-copter \( i \) and the plane containing the face \( j \) is greater than the distance between this plane and any point \( p^{[obs]}_i \) internal to the polytope \( h \). Hence there will certainly be another face of the polytope closer to the way-point, and therefore the face \( j \) is discarded. When \( \rho_j^{[ih]}(\tilde{p}_{i+N-2}^t) \) is positive, it returns the distance between the way-point and the plane containing the face \( j \) of the polytope.

For each multi-copter \( i \) and obstacle \( h \) we compute \( \rho_j^{[ih]}(\tilde{p}_{i+N-2}^t) \) for \( j = 1, ..., k \) and we select the index \( j \) corresponding to the maximum value of \( \rho_j^{[ih]}(\tilde{p}_{i+N-2}^t) \) for \( j = 1, ..., k \) and we include the following linear inequality in the optimization problem

\[
\rho_j^{[ih]}(\tilde{p}_{i+N-1}^t) > d_{iAV} + \delta.
\]  

To consider a obstacle with circular cross section, we approximate it with a regular polytope with \( r^{[hi]}_{obs} \) faces. In particular, we approximate the circular cross section through the surrounding 2D polytope with \( r^{[hi]}_{obs} \) edges. It is worth noting that this approximation is conservative: the approximation error decreases with \( r^{[hi]}_{obs} \).

4. TRACKING TRAJECTORY MODULE

The tracking trajectory module implements a robust and decentralized MPC technique to compute the multi-copter control input. Each UAV computes its own control inputs independently from the other multi-copters using the same algorithm, since the coordination problem has already solved by the guidance module.

To implement the MPC algorithm, the tracking module solves a constrained optimization problem at each discrete time instant. The cost and constraint functions are computed from a prediction of the UAV behavior and the reference states and inputs. The sequences of reference states and inputs are calculated from the geometrical reference trajectory by the reference states/inputs sub-module (see Figure 1). The multi-copter behavior is predicted using the dynamic model of a material point in the space.

4.1 MPC predicted states

The dynamic model of a material point in the space can be formulated in terms of the position \([x_E^t, y_E^t, z_E^t]^T\) in the inertial earth frame \( E \), the course angle \( \Psi \), the climb angle \( \gamma \) and the linear velocity \( V \) as

\[
\begin{align*}
\dot{x}_E &= V \cos \Psi \cos \gamma, \\
\dot{y}_E &= V \sin \Psi \cos \gamma, \\
\dot{z}_E &= V \sin \gamma, \\
\dot{\Psi} &= \omega_1, \\
\dot{\gamma} &= \omega_2, \\
\dot{V} &= a
\end{align*}
\]

where the inputs of system are the angular velocities \( \omega_1 \) and \( \omega_2 \) and the linear acceleration \( a \).

Extending the 2D procedure in Oriolo et al. (2002), we obtain a linear model of a material point. Letting \( \eta_1 = x_E, \eta_2 = x_E, \eta_3 = y_E, \eta_4 = y_E, \eta_5 = \dot{x}_E, \eta_6 = \dot{z}_E \)

\[
\begin{align*}
\dot{\eta}_1 &= \eta_2, \\
\dot{\eta}_2 &= \eta_3 \cos \gamma - V \omega_1 \sin \Psi \cos \gamma - V \omega_2 \cos \Psi \sin \gamma, \\
\dot{\eta}_3 &= \eta_4, \\
\dot{\eta}_4 &= \eta_5 \sin \gamma + V \omega_1 \sin \Psi \cos \gamma - V \omega_2 \cos \Psi \sin \gamma, \\
\dot{\eta}_5 &= \eta_6, \\
\dot{\eta}_6 &= V \sin \gamma + V \omega_2 \cos \gamma
\end{align*}
\]

and introducing the linear accelerations \( a_x, a_y \) and \( a_z \),

\[
\begin{align*}
\dot{\eta}_2 &= a \cos \Psi \cos \gamma - V \omega_1 \sin \Psi \cos \gamma - V \omega_2 \cos \Psi \sin \gamma, \\
\dot{\eta}_4 &= a \sin \Psi \cos \gamma + V \omega_1 \cos \Psi \cos \gamma - V \omega_2 \sin \Psi \sin \gamma, \\
\dot{\eta}_5 &= \dot{\eta}_6, \\
\dot{\eta}_6 &= V \sin \gamma + V \omega_2 \cos \gamma
\end{align*}
\]

we obtain a set of three decoupled double integrators. Finally, the discrete time dynamic model is obtained by a Euler discretization with sampling time \( \Delta t \)

\[
\begin{align*}
x_{t+1} &= Ax_t + Bu_t + w_t, \\
p_{t+1} &= Cx_{t+1},
\end{align*}
\]

where

\[
\begin{align*}
x_t &= [\eta_1, \eta_2, \eta_3, \eta_4, \eta_5, \eta_6]^T, \\
u_t &= [a_x, a_y, a_z]^T, \\
p_t &= [x_E t, y_E t, z_E t]^T, \\
A &= \begin{bmatrix}
1 & \Delta t & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}, \\
B &= \begin{bmatrix}
\frac{\Delta t^2}{2} & 0 & 0 \\
0 & \frac{\Delta t^2}{2} & 0 \\
0 & 0 & \frac{\Delta t^2}{2} \\
0 & 0 & 0 & \frac{\Delta t^2}{2} \\
0 & 0 & 0 & 0 & \frac{\Delta t^2}{2} \\
0 & 0 & 0 & 0 & 0 & \frac{\Delta t^2}{2}
\end{bmatrix}, \\
C &= \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\end{align*}
\]

The disturbance \( w_t \) has been introduced to model uncertainties and approximation errors of the UAV model and external disturbances. We assume that \( w_t \in \mathcal{W} \), where \( \mathcal{W} \) is a known bounded uncertainty set. We denote \( X \) the convex set of feasible states. It can be readily verified that the triple \( (A, B, C) \) is reachable and observable.

4.2 MPC reference states and inputs

The sequence of reference states \( \bar{z}^{[i]}_{1,...,t+{N-1}} \) of the nominal model is computed implementing in the reference state/inputs sub-module the following dynamic system

\[
\begin{bmatrix}
\bar{z}^{[i]}_{t+1} \\
\bar{e}^{[i]}_{t+1}
\end{bmatrix} =
\begin{bmatrix}
A & 0_{3\times3} \\
-C & I_3
\end{bmatrix}
\begin{bmatrix}
\bar{z}^{[i]}_t \\
\bar{e}^{[i]}_t
\end{bmatrix} +
\begin{bmatrix}
B_{3\times3} & 0_{6\times3} \\
0_{3\times3} & I_3
\end{bmatrix}
\begin{bmatrix}
\bar{u}^{[i]}_t \\
\bar{p}^{[i]}_{t+1}
\end{bmatrix},
\]

\[
\text{where the new state variable } \bar{e}^{[i]}_{t+1} \text{ is the integral of the tracking error } \bar{p}^{[i]}_{t+1} - C\bar{e}^{[i]}_t.
\]

The sequence of reference inputs \( \bar{u}^{[i]}_{1,...,t+{N-2}} \) is computed using the control law

\[
\bar{u}^{[i]}_{t+1} = \bar{K}_c \bar{e}^{[i]}_{t+1} + \bar{K}_x \bar{x}^{[i]}_{t+1},
\]

where the gain \( \bar{K} = [\bar{K}_x \bar{K}_c] \) can be designed with any stabilizing algorithm, such as LQ or pole placement.
4.3 MPC optimization problem

In order to implement the robust MPC algorithm proposed in Farina et al. (2014), the tracking module solves at each discrete time instant the following constrained optimization problem

$$
\min_{\tilde{x}^i_t, \hat{u}^i_t} \sum_{j=0}^{N-2} \left[ \left\| \tilde{x}^i_{t+j} - \tilde{x}^i_{t+j} \right\|_Q + \left\| \hat{u}^i_{t+j} - \hat{u}^i_{t+j} \right\|_R \right] + \left\| \tilde{x}^i_{t+N-1} - \tilde{x}^i_{t+N-1} \right\|_P^2,
$$  

subject to

$$
\begin{align*}
\tilde{x}^i_{t+1} &= A\tilde{x}^i_t + B\hat{u}^i_t, \\
\tilde{x}^i_{t+j} &\in \tilde{X}^i, \quad \forall j = 1, ..., N - 2, \\
\tilde{x}^i_t - \tilde{x}^i_t &\in \varepsilon^i, \\
C(\tilde{x}^i_{t+j} - \tilde{x}^i_{t+j}) &\in \Delta_p^i, \quad \forall j = 1, ..., N - 2, \\
x^i_{t+N-1} - \tilde{x}^i_{t+N-1} &\in \kappa^i \varepsilon^i,
\end{align*}
$$  

The set $\varepsilon^i$ in (14c) is defined as the robust positively invariant (RPI) set

$$
\varepsilon^i = \bigoplus_{j=0}^\infty (A + BK)^j \mathcal{W}^i,
$$

where the gain $K$ must be defined as to obtain $(A + BK)$ to be Schur stable. In particular, we compute $\varepsilon^i$ as an outer approximation of the minimum RPI using the method discussed in Rakovic et al. (2005). The set $\mathcal{X}^i$ in (14b) is computed as

$$
\mathcal{X}^i = \tilde{X}^i \ominus \varepsilon^i.
$$

Finally, the set $\Delta_p^i \subseteq \mathbb{R}^3$ in (14d) and the value $\kappa^i > 0$ in (14e) are tuning parameters.

In the functional cost, the symmetric weighting matrices $Q \succeq 0$ and $R > 0$ are free design parameters, while $P$ is assumed to satisfy the Lyapunov equation

$$
(A + BK)^T P (A + BK) - P = - (Q + K^T R K).
$$

From the solution of the optimization problem, we obtain the control inputs for the $i$-th multi-copter

$$
u^i_t = \hat{u}^i_t + K(x^i_t - \tilde{x}^i_t).
$$

5. SYSTEM VALIDATION

To test the developed guidance and control system we have considered the cooperative load transport problem, where a payload is connected by wires to a swarm of UAVs and moved to a final position. A simulator has been developed following the approach described in Tartaglione et al. (2017). In particular, the multi-copters have been modeled with the 6DoF dynamic model (Stevens and Lewis, 2003) and the payload with the 3DoF dynamic model. The constraints of the interconnected system have been computed with the Udwadia-Kalaba equation (Udwadia and Phohomsiri, 2007) and the atmospheric disturbances with the Von Karman wind turbulence model and the discrete wind gust model.

The simulated scenarios were characterized by a swarm of $M = 4$ micro quad-copters with $m = 1.4kg$ and $d_{UAV} = 0.3m$, while the payload was assumed to have mass $m_l = 0.4kg$. The payload had to be moved from the point $[5.0 5.0 -14.0]^T$ m to the point $[110.0 110.0 -4.0]^T$ m in a region characterized by 3D obstacles of different shapes (see Fig. 3). For this application, the virtual leader was assumed to be the payload and the UAVs guidance module had to optimize the payload trajectory. The virtual structure was defined by $l^i = 5.5m$, $a^i = i\pi/2$ and $\nu^i = 5\pi/12$ for $i = 1, ..., 4$.

In order to simulate a real-time implementation we chose $\Delta t = 0.5s$ and $\Delta t_{inner} = 0.01s$. The free tuning parameters in the trajectory and MPC optimization problems were fixed through a trial and error procedure to obtain satisfying performance in the absence of atmospheric disturbances. In particular, the MPC optimization problem (14) was defined by setting the following parameters. Considering the mission goal and the UAV performance we set $\mathcal{X}^i = [0.0 120.0] \times [-5.0 5.0] \times [0.0 120.0] \times [-5.0 5.0] \times [-20.0 0.0] \times [-5.0 5.0]$ for $i = 1, ..., 4$ (dimension in m and m/s, respectively). For each $i = 1, ..., 4$, we set $\mathcal{W}^i = \mathcal{W}^i = \mathcal{W}^i = \mathcal{W}^i = \mathcal{W}^i = \mathcal{W}^i$. The cost function was specified by the length of the prediction horizon $N = 10$ and the weighting matrices $Q = I_9$ and $R = 180I_3$. Finally, the matrix $K$ was the gain of the LQ regulator with the weighting matrices $Q$ and $R$. The matrix $\bar{K}$ used to compute the reference control law (12) was the gain of the LQ regulator with the weighting matrices $Q = I_9$ and $R = 2000I_3$. To compute the reference trajectory, the optimization problem (4) was defined setting $\gamma = 1$, $T = diag([10 \ 10 \ 20])$.

To evaluate the transport mission success, we have checked the payload tracking trajectory error, the obstacle avoidance constraints and the UAVs attitude.

The tracking trajectory error was evaluated considering the payload position

$$
E(i) = \left\| P^i_{t0+i\Delta t} - \tilde{P}^i_{t0+i\Delta t} \right\|.
$$

More specifically, we considered the mean of the tracking trajectory error

$$
E_{\text{mean}} = \frac{1}{N_\text{tot}} \sum_{i=0}^{N_\text{tot}} E(i),
$$

and the maximum of the tracking trajectory error

$$
E_{\text{max}} = \max\{E(1), E(2), \ldots, E(N_\text{tot})\},
$$

as performance indexes. In particular, three different atmospheric conditions were simulated: (i) without atmo-
spheric disturbances, we obtained $E_{\text{mean}} = 0.431 \text{m}$ and $E_{\text{max}} = 1.628 \text{m}$; (ii) setting $V_{\text{gust}} = [1 1 0]^T \text{m/s}$ and $V_{\text{turb}} = 3 \text{m/s}$, we obtained $E_{\text{mean}} = 0.592 \text{m}$ and $E_{\text{max}} = 1.575 \text{m}$; (iii) setting $V_{\text{gust}} = [2 2 0]^T \text{m/s}$ and $V_{\text{turb}} = 6 \text{m/s}$, we obtained $E_{\text{mean}} = 0.853 \text{m}$ and $E_{\text{max}} = 4.134 \text{m}$. As expected, the performance worsen when increasing the disturbances, but the mission goal is completed.

Below the results of the simulation characterized by $V_{\text{gust}} = [1 1 0]^T \text{m/s}$ and $V_{\text{turb}} = 3 \text{m/s}$ are shown as an example of the results obtained.

Fig. 4 shows a comparison between the payload trajectory and its reference trajectory. In spite of the UAVs tracking error, the obstacle avoidance constraints was satisfied and the collisions avoided.

## 6. CONCLUSIONS

In this paper, a decentralized real-time system for the guidance and control of a swarm of multi-copters in a 3D environment has been proposed. Its architecture is based on three different control modules to solve the problems of trajectory planning, trajectory tracking and speed and attitude control. The guidance module computes the UAV reference trajectory as the solution to a constrained optimization problem, then tracking module computes the optimal control law using a MPC algorithm, finally speed and attitude control module is based on PID control systems. To test and validate the proposed scheme we considered the cooperative load transport problem and we developed a simulator of a multi-body slung-load system. The numerical results show the effectiveness of the proposed approach. Further work will consist in implementing the guidance and control system to carry out flight tests.
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