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Abstract—Recently proposed neural architecture search (NAS) algorithms adopt neural predictors to accelerate the architecture search. The capability of neural predictors to accurately predict the performance metrics of neural architecture is critical to NAS, and the acquisition of training datasets for neural predictors is time-consuming. How to obtain a neural predictor with high prediction accuracy using a small amount of training data is a central problem to neural predictor-based NAS. Here, we firstly design a new architecture encoding scheme that overcomes the drawbacks of existing vector-based architecture encoding schemes to calculate the graph edit distance of neural architectures. To enhance the predictive performance of neural predictors, we devise two self-supervised learning methods from different perspectives to pre-train the architecture embedding part of neural predictors to generate a meaningful representation of neural architectures. The first one is to train a carefully designed two branch graph neural network model to predict the graph edit distance of two input neural architectures. The second method is inspired by the prevalently contrastive learning, and we present a new contrastively learning algorithm that utilizes a central feature vector as a proxy to contrast positive pairs against negative pairs. Experimental results illustrate that the pre-trained neural predictors can achieve comparable or superior performance compared with their supervised counterparts with several times less training samples. We achieve state-of-the-art performance on the NASBench-101 and NASBench201 benchmarks when integrating the pre-trained neural predictors with an evolutionary NAS algorithm.
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I. INTRODUCTION

NEURAL architecture search (NAS) refers to the use of certain search strategies to find the best performing neural architecture in a pre-defined search space with minimum searching costs [1]. The search strategies sample the potentially promising neural architectures from the search space and the performance metrics of the sampled architectures, obtained from time-consuming training and validation procedures, are used to optimize the search strategies. To alleviate the time cost of training and validation procedures, some recently proposed NAS search strategies employ neural predictors to accelerate the performance estimation of sampled architectures [2]–[6]. The capability of neural predictors to accurately predict the performance of sampled architectures is critical to downstream search strategies [2], [5]–[8]. Because of the significant time cost of obtaining labeled training samples, how to acquire accurate neural predictors using a fewer number of training samples is one of the key issues in NAS methods employing neural predictors.

Self-supervised representation learning, a type of unsupervised representation learning, has been successfully applied in areas such as image classification [9], [10] and natural language processing [11]. If a model is pre-trained by an effective self-supervised representation learning and then fine-tuned by supervised learning using a few labeled training data, then it is highly likely to outperform its supervised counterparts [9], [10], [12]. In this paper, we novelty study and apply the self-supervised representation learning to the NAS domain to enhance the performance of neural predictors built from graph neural networks [13] and employ it to the downstream evolutionary search strategy.

Effective unsupervised representation learning falls into one of two categories: generative or discriminative [9]. Existing unsupervised representation learning methods for NAS [8], [14] belong to the generative category. Their learning objective is to make the neural predictor correctly reconstruct the input neural architecture, but it has limited relevance to NAS. This may result in the trained neural predictor producing a less effective representation of the input neural architecture. Discriminative unsupervised representation learning, also known as self-supervised learning, requires designing a pretext task [15], [16] from an unlabeled dataset and using it as supervision to learn meaningful feature representation. Inspired by previous findings that “close by” architectures tend to have similar performance metrics [17], [18], we adopt the graph edit distance (GED) as a supervision to carry out self-supervised learning because GED can reflect the distance of different neural architectures in the search space. Commonly used GED is computed based on the graph encoding of two different neural architectures (adjacency matrices and node operations) [17], but this scheme cannot identify isomorphic graphs. Path-based encoding [3] is another commonly used neural architecture encoding scheme, but it can not recognize the position of each operation in the neural architecture, e.g., two different operations in a neural architecture may have the same path-encoding vectors. To overcome the above drawbacks, we...
propose a new neural architecture encoding scheme denoted as position-aware path-based encoding, which can identify isomorphic graphs and recognize the position of different operations in neural architectures.

Since different pretext tasks may lead to different feature representations, utilizing the GED, we devise two self-supervised learning methods from two different perspectives to improve the feature representation of neural architectures, and to investigate the effect of different pretext tasks on the predictive performance of neural predictors. The first method utilizes a handcrafted pretext task, while the second one learns feature representation by contrasting positive pairs against negative pairs.

The pretext task of the first self-supervised learning method is to predict the normalized GED of two different neural architectures in the search space. We design a model with two independent identical branches and use the concatenation of their output features to predict the normalized GED. After the self-supervised pre-training, we adopt only one branch of the model to build neural predictor. This method is denoted as self-supervised regression learning.

The second self-supervised learning method is inspired by the prevalently contrastive learning for image classification [9], [10], [12], which maximizes the agreement between differently augmented views of the same image via a contrastive loss in the latent space [9]. Since there is no guarantee that a neural architecture and its transformed form will have the same performance metrics, it is not reasonable to directly apply the contrastive learning to NAS. We propose a new contrastive learning algorithm, termed central contrastive learning, that uses the feature vector of a neural architecture and its nearby neural architectures’ feature vectors (with small GEDs) to build a central feature vector. Then the contrastive loss is utilized to tightly aggregate the feature vectors of the architecture and its nearby architectures onto the central feature vector and push the feature vectors of other neural architectures away from the central feature vector. This method is indicated as self-supervised central contrastive learning.

After self-supervised pre-training, two neural predictors are built by connecting a fully connected layer to the architecture embedding modules of the pre-trained models. Finally, we integrate the pre-trained neural predictors into the neural predictor guided evolution neural architecture search (NPENAS) algorithm [6] to verify their performance.

Our main contributions can be summarized as follows.

- We present a new vector encoding scheme, termed position-aware path-based encoding, to overcome the drawbacks of the adjacency matrix encoding and path-based encoding methods. The scheme is more efficient than path-based encoding, and the experimental results illustrate its superiority to filter out isomorphic graphs.
- We propose a self-supervised regression learning method that defines a pretext task to predict the normalized GED of two different neural architectures and design a neural network with two independent identical branches to learn meaningful representation of neural architectures. After the self-supervised pre-training, a neural predictor is constructed and fine-tuned. The neural predictor pre-trained by this method achieves its performance upper bound with a small search budget and a few training epochs, and in the best case, achieves better performance using ten times less search budget than it supervised counterparts.
- We present a central contrastive learning algorithm that forces neural architectures with small GED to lean closer together in the feature space, while neural architectures with large GED divide further apart. When trained for more epochs, the pre-trained neural predictor fine-tuned with half search budget can achieve comparable performance to its supervised counterparts, and with the same search budget, the fine-tuned neural predictor outperforms their supervised counterparts by about 1.5 times. The proposed central contrastive learning algorithm can also be extended to the domain of graph unsupervised representation learning without any modifications.
- When integrating the pre-trained neural predictors to the NPENAS, we achieve state-of-the-art performance on the NASBench-101 [17] and NASBench-201 [19] benchmarks. The searched neural architectures have comparable or equal results to the ORACLE baseline (performance upper bound).

II. RELATED WORKS

A. Neural Architecture Search

Due to the huge size of the pre-defined search space, NAS usually search for the potential superiority neural network architectures by utilizing a search strategy. Reinforcement learning (RL) [2], [20]–[22], evolutionary algorithms [6], [23]–[27], gradient-based methods [28]–[32], Bayesian optimization (BO) [3], [6], [33], and predictor-based methods [4], [5], [7], [8] are the commonly used search strategies. A search strategy adjusts itself by exploiting the selected neural architectures’ performance metrics to explore the search space better.

As it is time-consuming to estimate the performance metrics of a given neural architecture through the training and validation procedures, many performance estimation strategies are proposed to speed up this task. Commonly used strategies include using a proxy dataset and proxy architecture, early stopping, inheriting weights from a trained architecture, and weight sharing [1]. A neural predictor that is employed to estimate the performance metrics of the neural network architectures can also be recognized as a kind of performance estimation strategy. Recently, many NAS algorithms have adopted neural predictors to explore the search space [2]–[7]. The capability of neural predictors to accurately predict the performance of neural architectures is critical for NAS algorithms using neural predictors. The neural predictors are trained on a training dataset that is composed by some neural architectures together with their corresponding performance metrics, which are acquired through the time-consuming training and validation procedures.

In this paper, we novelty apply the self-supervised representation learning to the NAS domain. We propose two self-supervised representation learning methods to improve the feature representation of neural predictors that are built from
graph neural networks, thus enhance the prediction performance of neural predictors.

B. Neural Architecture Encoding Scheme

The neural architecture is usually defined as a directed acyclic graph (DAG). The adjacency matrix of the graph is used to represent the connections of operations, and the nodes are used to represent the operations. The commonly used neural architecture encoding schemes can be categorized into vector encoding scheme and graph encoding scheme.

Adjacency matrix encoding \([4], [29], [34]\) and path-based encoding \([3]\) are two frequently used vector encoding schemes. The adjacency matrix encoding is the concatenation of the flattened adjacency matrix and the one-hot encoding vector of each node, but it can not identify the isomorphic graphs \([9]\). The path-based encoding is the encoding of the input-to-output paths of the neural architecture, but as demonstrated in Appendix \(A\) this scheme can not recognize the position of operations in the neural architecture. The graph encoding scheme represents the neural architecture by its adjacency matrix and the one-hot encoding of each node.

In this paper, we propose a new vector encoding scheme denoted as position-aware path-based encoding. This encoding scheme can identify the isomorphic graphs and recognize the position of operations in the neural architecture. We adopt the graph encoding scheme and employ a graph neural network \([13]\) to embed the neural architecture into feature space. Since the graph encoding scheme can not identify isomorphic graphs \([8]\), the position-aware path-based encoding is used firstly to filter out isomorphic graphs. We also utilize the position-aware path-based encoding to calculate the GED of different neural architectures.

C. Unsupervised Representation Learning for NAS

Unsupervised representation learning methods fall into two categories - generative and discriminative \([9]\). The learning objective of existing generative unsupervised learning methods for NAS, arc2vec \([8]\) and NASGEM \([14]\), is to reconstruct the input neural architectures using an encoder-decoder network, which has little relevance to NAS. Moreover, the arc2vec \([8]\) adopts the variational autoencoder \([35]\) to embed the input neural architectures into a high dimensional continuous feature space, and the feature space is assumed to follow the Gaussian distribution. Since there is no guarantee that the real underlying distribution of the feature space is Gaussian, this assumption may harm the representation of neural architectures. The NASGEM \([14]\) adds a similarity loss to improve the feature representation. However, the similarity loss only considers the adjacency matrix of the input neural architecture and ignores the node operations, resulting in the failure to identify isomorphic graphs.

We present two self-supervised learning methods to the domain of NAS. The first one is inspired by unsupervised graph representation learning. GMNs \([36]\) adopts graph neural network as building blocks and presents a cross-graph attention-based mechanism to predict the similarity of the two input graphs. SimGNN \([37]\) takes two graphs as input, embeds the graph and each node of the graph into the feature space using a graph convolutional neural network, and then uses graph feature similarity and node feature similarity to predict the similarity of the input graphs. UGRAPHEMB \([38]\) takes two graphs as input, adopts graph isomorphism network (GIN) \([39]\) to embed the input graphs into feature space, and utilizes a multi-scale node attention mechanism to predict the similarity of the input graphs. Our work is quite like UGRAPHEMB, but we design a new neural network model without using the complex multi-scale node attention and apply the unsupervised learning to the field of neural architecture representation learning.

The second method is inspired by the contrastive learning for image classification. The contrastive learning used in image classification forces the image and its transformations to be similar in the feature space \([9], [10], [40]\). Since there is no guarantee that a neural architecture and its transformed form will have the same performance metrics, it is not reasonable to directly apply the contrastive learning for image classification to the NAS domain. We propose a new contrastive learning algorithm, central contrast learning, to learn meaningful representation of neural architectures. To our best knowledge, this is the first study applying contrastive learning to the NAS domain and the field of unsupervised graph similarity learning.

III. METHODOLOGY

To enhance the prediction performance of neural predictors, we propose two self-supervised representation learning methods to improve the feature representation ability of the neural predictors. We design a new neural architecture encoding scheme to calculate the GED of graphs in Section III-B. The self-supervised regression learning that utilizes a carefully designed model with two independent identical graph neural network branches to predict the GED of neural architectures is discussed in Section III-C. The self-supervised central contrast learning is introduced in Section III-D. The utilization of the pre-trained neural predictors for the downstream search strategies is elaborated in Section III-E.

A. Problem Formulation

In a pre-defined search space \(S\), a neural architecture \(s\) can be represented as a DAG

\[
s = (V, E), \quad s \in S, \quad (1)
\]

where \(V = \{v_i\}_{i=1:H}\) is the set of nodes representing operations in \(s\), \(E = \{v_i, v_j\}_{i,j=1:H}\) is the set of edges describing the connection of operations, and \(H\) is the number of nodes.

Predictor-based NAS adopts a neural predictor modeled as

\[
y = f(s), \quad (2)
\]

where \(f\) is the neural predictor, and it takes a neural architecture \(s\) as input and outputs the performance metric prediction \(\hat{y}\) of \(s\).
B. Position-aware Path-based Encoding

Since the proposed self-supervised learning methods utilize the GED to measure the similarity of different neural architectures, it is critical to calculate the GED effectively. We present a new vector encoding scheme, position-aware path-based encoding, which improves on the path-based encoding [3] by recording the position of each operation in the path. The scheme consists of two steps: generating the position-aware path-based encoding vectors for the input-to-output paths of the neural architecture, and concatenating the vectors of all the paths.

As shown in Eq 1, a neural architecture can be defined by a DAG with its nodes representing the operations in the neural architecture. The DAG consists of an input node, some operation nodes and an output node, connected in sequence. The adjacency matrix of the DAG is used to represent the connections of the different nodes. Since each node in the DAG has a fixed position, we assign each node with a unique index, which implies that each operation associated with the node has a unique index.

NASBench-101 [17] is a widely used NAS search space. It contains three different operations: convolution $3 \times 3$, convolution $1 \times 1$, and max-pool $3 \times 3$. Fig. 1a illustrates a neural architecture in the NASBench-101 search space and uses green and red lines to indicate two different input-to-output paths. The operations and their corresponding indices of the neural architecture are shown in Fig. 1b. Fig. 1c demonstrates two input-to-output paths of the neural architecture in Fig. 1a. Unlike the path-based encoding [3], when we extract all the input-to-output paths in the neural architecture, we also record the index of operations in the input-to-output paths. The position-aware path-based encoding of the two different paths in Fig. 1c is indicated in Fig. 1d. The vector length of each input-to-output path is fixed, which equals the multiplication of the number of operation nodes and the number of operation types.

We traverse all the operation nodes in the neural architecture. If an operation node appears in the input-to-output path, then the operation is represented by its one-hot operation type vector; otherwise, it is represented by a zero vector. Since there are three different operations in the NASBench-101, the length of the one-hot operation vector and the zero vector is three.

The final encoding vector is the concatenation of the position-aware path-based encoding vectors for all the input-to-output paths in the neural architecture. To keep the concatenation consistent, we design the following steps:

1) Firstly, sort all the input-to-output paths in ascending order by path length.
2) Secondly, sort all the input-to-output paths of the same path length in ascending order by the operation index.
3) Finally, concatenate the sorted input-to-output paths’ position-aware path-based encoding vectors.

The vector length of path-based encoding [3] increases exponentially with the number of operation nodes, whereas the vector length of the position-aware path-based encoding increases linearly with the number of input-to-output paths. Therefore, the position-aware path-based encoding is a more efficient vector encoding scheme than path-based encoding. As the number of input-to-output paths may be different in different neural architectures, we will pad the short vectors with zeros to keep all vectors have the same length.

C. Self-supervised Regression Learning

The pretext task of the proposed self-supervised regression learning is to predict the normalized GED of two input neural architectures. The GED is defined as

$$GED(s_i, s_j) = \sum_{k=t}^{K} |p_i^k - p_j^k|, \quad s_i, s_j \in S,$$

where $p_i$ and $p_j$ are the position-aware path-based encoding vectors of architecture $s_i$ and $s_j$, $p_i^k$ and $p_j^k$ are the $k^{th}$ elements
of the position-aware encoding vector $p_i$ and $p_j$, and $K$ is the vector length.

Following [37], we define the normalized GED as

$$nGED(s_i, s_j) = \exp^{-dist}, \quad \text{where} \quad dist = \frac{GED(s_i, s_j)}{|V|},$$

where $|V|$ is the number of nodes in the neural architectures.

As the architecture in search space is represented as a DAG, it is straightforward to adopt graph neural networks to aggregate features for each node and generate the graph embedding by averaging the nodes’ features. We design self-supervised models and neural predictors utilizing the spatial-based graph neural network GIN layers.

Since the pretext task is to predict the normalized GED of two different neural architectures, we design a regression model $f_{rl}$ that consists of two independent identical graph neural network branches, as illustrated in Fig. 2. Each branch is composed of three sequentially connected GIN layers and a global mean pooling (GMP) layer. The GMP layer outputs the mean of node features of the last GIN layer. The outputs of the two branches are concatenated, and then sent to two sequentially connected fully connected layers to predict the two input architectures’ normalized GED. The regression loss function to optimize the parameters $w_{rl}$ of $f_{rl}$ is formulated as

$$w^*_{rl} = \arg \min_{w_{rl}} \sum_{(s_i, s_j) \in S} (f_{rl}(s_i, s_j) - nGED(s_i, s_j))^2. \quad (5)$$

After the self-supervised pre-training, we can select any branch of $f_{rl}$ to embed the neural architectures into feature space. We design a neural predictor by connecting a fully connect layer to the architecture embedding module (as illustrated in the red rectangle of Fig. 2) of the pre-trained models. The regression loss is employed to fine-tune the neural predictor. The parameters of the neural predictor, denoted as $w$, are optimized as

$$w^* = \arg \min_w \sum_{s_i \in S}(f(s_i) - y_i)^2, \quad (6)$$

where $y_i$ is the performance metric of $s_i$.

D. Self-supervised Central Contrastive Learning

We present a central contrastive learning algorithm to force neural architectures with small GED to lean closer together in the feature space, while neural architectures with large GED divide further apart.

As illustrated in Fig. 3, we design a model $f_{ccl}$ to embed the neural architecture into feature space. Following the SimCLR’s [9], $f_{ccl}$ consists of a neural architecture embedding module, a non-linear fully connected layer, and a fully connected layer. For a fair comparison, the architecture embedding module is identical to that of $f_{rl}$. After the self-supervised central contrastive pre-training, we connect a fully connect layer to the architecture embedding module to predict the input neural architecture’s performance.

Given a batch of neural architectures $S_b = \{s_k\}_{k=1}^N$ and a neural architecture $s_i \in S_b$, we first calculate the minimum GED of $s_i$ to all other architectures $s_j \in S_b$. Second, we collect the neural architectures $s_k \in S_b$ that have the same $GED(s_i, s_k)$ as the minimum GED, and denote the set of collections as $S_{pos}$. We also put $s_i$ into $S_{pos}$. The set of neural architectures in this batch but not in set $S_{pos}$ is denoted as $S_{neg}$. We then use the model $f_{ccl}$ to embed all the neural architectures in $S_{pos}$ and $S_{neg}$ into the feature space, and denote $E_{pos}$ as the feature vector set of $S_{pos}$ and $E_{neg}$ as the feature vector set of $S_{neg}$. A central vector $e_c$ is calculated by averaging all the feature vectors in $E_{pos}$, to the central vector $e_c$ and push the feature vectors in $E_{neg}$ far away from $e_c$. An example of the central contrastive learning is illustrated in Appendix [B].

The detailed procedure of central contrastive learning is summarized in the Algorithm. [1] where the feature vectors $e_j$ and $e_c$ are normalized vectors.

To reduce the interaction between the center vectors, we add a center vector regularization term to the loss function that forces each pair of center vectors to be orthogonal. The center vector regularization term is defined as

$$L_{reg} = \frac{1}{2} \sum_{0 \leq i, j < M} (EE^T - \text{diag}(EE^T)), \quad E \in \mathbb{R}^{(M \times d)}, \quad (7)$$

where $M$ is the number of training architectures, $d$ is the dimension of the vector, $E$ is the matrix of center vectors with each row representing a center vector, and $i, j$ is the row and column indices of the matrix generated by the matrix multiplication $EE^T$, respectively.

In each batch of neural architectures, as one neural architecture can have the same minimum GED with several other neural architectures in this batch, we may only need to use $M$ neural architectures to optimize model $f_{ccl}$. After the pre-training, we adopt the regression loss like Eq (5) to fine-tune the parameters of the neural predictor.
Algorithm 1 Central Contrast Learning

1: **Input:** batch size $N$, number of training architectures $M$ and $M \leq N$, temperature $\tau$, regularization weight $\lambda$, model $f_{cel}$.
2: **for** sampled minibatch $S_b = \{s_k\}_{k=1}^N$ do
3: \hspace{1em} $E_c = \emptyset$
4: \hspace{1em} **for all** $t \in \{1,\ldots,M\}$ do
5: \hspace{2em} randomly draw one neural architecture $s_i \in S_b$
6: \hspace{2em} $g_{\text{min}} = \min GED(s_i,s_j)$ where $j = \{1,\ldots,i - 1, i+1, \ldots, N\}$ # $GED$: Eq. 1
7: \hspace{2em} $E_{\text{pos}} = \emptyset$ and $E_{\text{neg}} = \emptyset$
8: \hspace{2em} **for all** $j \in \{1,\ldots,i - 1, i+1, \ldots, N\}$ do
9: \hspace{3em} $e_j = f_{cel}(s_j)$
10: \hspace{3em} if $GED(s_i,s_j) = g_{\text{min}}$ then
11: \hspace{4em} $E_{\text{pos}} \leftarrow E_{\text{pos}} \cup e_j$
12: \hspace{3em} else
13: \hspace{4em} $E_{\text{neg}} \leftarrow E_{\text{neg}} \cup e_j$
14: \hspace{2em} end for
15: \hspace{1em} $e_c = \frac{1}{|E_{\text{pos}}|} \sum_{e \in E_{\text{pos}}} e$ # vector average
16: \hspace{1em} $E_c \leftarrow E_c \cup e_c$
17: **for all** $e_p \in E_{\text{pos}}$ do # idx is the index of $e_p$ in $E_{\text{pos}}$
18: \hspace{2em} $E_{\text{pair}} = \emptyset$
19: \hspace{2em} $\text{sim}_{p,c} = e_p^T e_c / (\|e_p\| \|e_c\|)$
20: \hspace{2em} $E_{\text{pair}} \leftarrow E_{\text{pair}} \cup \text{sim}_{p,c}$
21: \hspace{2em} **for all** $e_n \in E_{\text{neg}}$ do
22: \hspace{3em} $\text{sim}_{n,c} = e_n^T e_c / (\|e_n\| \|e_c\|)$
23: \hspace{3em} $E_{\text{pair}} \leftarrow E_{\text{pair}} \cup \text{sim}_{n,c}$
24: \hspace{2em} end for
25: \hspace{2em} $l_{t,\text{idx}} = -\log \frac{\exp(\text{sim}_{p,c})}{\sum_{e \in E_{\text{pair}}} \exp(\text{sim}_{e,c})}$
26: \hspace{2em} end for
27: \hspace{1em} $l_t = \sum_{\text{idx}} l_{t,\text{idx}}$
28: **for all** $i \in \{1,\ldots,M\}$ do
29: \hspace{2em} $L = \frac{1}{M} \sum_{i=1}^M l_t + \lambda L_{\text{reg}}(E_c) # L_{\text{reg}}$: Eq. 2
30: \hspace{2em} update model $f_{cel}$ to minimize $L$
31: **end for**
32: **return** model $f_{cel}$

E. Fixed Budget NPENAS

NPENAS [6] combines the evolutionary search strategy with a neural predictor and utilizes the neural predictor to guide the evolutionary search strategy to explore the search space. We integrate a pre-trained neural predictor with NPENAS to illustrate the performance gains that result from applying self-supervised learning to NAS.

Since our experiments demonstrate that the neural predictor built from a self-supervised pre-trained model can significantly outperform its supervised counterpart and achieve comparable performance with a smaller training dataset, we modify the NPENAS method to utilize only a fixed search budget to carry out the neural architecture search.

We summarize the fixed budget NPENAS in Algorithm 2, which is modified from the NPENAS [6], and we only demonstrate the different parts.

Algorithm 2 Fixed Budget NPENAS

1: **Input:** initial population size $n_0$, initial population $D = \{(s_i,y_i), i = 1, 2, \ldots, n_0\}$, neural predictor $f$, number of the total searched architectures $total_{num}$, number of the evaluated architectures (budget) to fine-tune neural predictor $ft_{num}$.
2: **for** $n$ from $n_0$ to $total_{num}$ do
3: \hspace{1em} if $n \leq ft_{num}$ then
4: \hspace{2em} Initialize the weights of neural predictor $f$ with the weights from the pre-trained model
5: \hspace{2em} Fine-tune the neural predictor $f$ with dataset $D = \{(s_i,y_i), i = 1, 2, \ldots, n\}$
6: \hspace{1em} end
7: \hspace{1em} Utilize the neural predictor $f$ to guide the evolutionary neural architecture search. # Detailed code can be found in the Algorithm 2 of NPENAS [6].
8: **end for**
9: **Output:** $s^* = \arg\min_{y_i} (y_i, (s_i,y_i) \in D)$.

IV. Experiments and Analysis

In this section, we conduct experiments to illustrate that the performance of our designed neural predictors can be significantly improved by utilizing self-supervised learning to pre-train the neural predictors’ architecture embedding modules. We also demonstrate that integrating the designed pre-trained neural predictors with NPENAS is beneficial for NAS.

All the experiments are implemented in Pytorch [41]. We use the implementation of GIN from the publicly available graph neural network library pytorch-geom [42]. The code of this paper is provided at [43].

A. Benchmark Datasets

We perform all the experiments on the NASBench-101 [17] and NASBench-201 [19] benchmarks.

a) NASBench-101: The NASBench-101 [17] contains 423k neural architectures, and each architecture is trained three times on the CIFAR-10 [44] training dataset independently. The structure of the neural architectures, as well as their validation accuracies, test accuracies corresponding to the three independently training on the CIFAR-10, are reported. The architecture in this search space is defined by DAG, utilizing nodes to represent the operations of the neural architecture and using the adjacency matrix to represent the connection of different operations. Only convolution $1 \times 1$, convolution $3 \times 3$, and max-pool $3 \times 3$ are allowed to be used to build the neural architectures. The best architecture achieves a mean test error of 5.68%, and the mean test error of the architecture with the best validation error is 5.77%.

b) NASBench-201: The NASBench-201 [19] is a recently proposed NAS benchmark, and it contains 15.6k trained architectures for image classification. Each architecture is trained once on the CIFAR-10, CIFAR-100 [44], and ImageNet-16-120, and the ImageNet-16-120 is a down-sampled variant of ImageNet [45]. The structure of each architecture and its evaluation details such as training error, validation error, and test error of each architecture are reported. Each architecture
is defined by a DAG, utilizing nodes to represent the feature maps and using the edges to represent the operation. The convolution $1 \times 1$, convolution $3 \times 3$, average pooling $3 \times 3$, skip connection, and zeroize operation are allowed to be used to construct the neural architectures. On the CIFAR-10, CIFAR-100, and ImageNet-16-120, the best test percentage errors are 8.48%, 26.49%, and 52.69%, respectively. On the CIFAR-10, CIFAR-100, and ImageNet-16-120, architectures with the best validation error achieve the test percentage errors of 8.91%, 26.49%, and 53.8%, respectively.

B. Prediction Analysis

a) Model Details: We first utilize the self-supervised regression learning to train the model $f_{rl}$ in Fig. 2 and the self-supervised central contrastive learning to train the model $f_{ccl}$ in Fig. 3. The architecture embedding module consists of three sequentially connected GIN layers. The hidden layer size of the GIN layer is 32, and each GIN layer is followed with a batch normalization and a ReLU layer. The hidden dimension size of the fully connected layer of the model $f_{rl}$ and $f_{ccl}$ is 16 and 8, respectively. After self-supervised pre-training, we construct the neural predictors by connecting the pre-trained architecture embedding modules with a single fully connected layer with the hidden dimension size of 8. The neural predictors constructed by the architecture embedding modules of $f_{rl}$ and $f_{ccl}$ are denoted as SS-RL and SS-CCL, respectively.

We employ the same neural architecture encoding method as the NPENAS [6]. The architecture in the NASBench-101 is represented by a $7 \times 7$ upper triangle adjacency matrix and a collection of 6-dimensional one-hot encoded node features, and that in the NASBench-201 is represented by an $8 \times 8$ upper triangle matrix and several 8-dimensional one-hot encoded node features.

b) Training Details: The self-supervised regression learning utilizes 90% of the neural architectures in NASBench-101 to pre-train the model $f_{rl}$, the training epoch is 300, and the batch size is 64. We employ Adam optimizer [46] to optimize the parameters of the model $f_{rl}$, the initial learning rate is $5e^{-4}$, and the weight decay is $1e^{-4}$. A cosine learning rate schedule [47] without restart is adopted to anneal down the learning rate to zero. The training details of self-supervised regression learning on NASBench-201 are the same as for NASBench-101.

The self-supervised central contrastive learning utilizes all the architectures in NASBench-101 to pre-train the model $f_{ccl}$. The training epoch is 300, the regularization weight $\lambda$ is 0.5, and the temperature $\tau$ is 0.07. The batch size is 140k, the training architectures are 140k, and we drop each epoch’s last batch. When pre-train on the NASBench-201 benchmark, the batch size is 10k, the training architectures are 1k, and we also drop the last batch of each epoch. Other training details like the optimizer, learning rate, weight decay, and the learning rate schedule are identical with that for the self-supervised regression learning.

After pre-training, the neural architectures and their corresponding validation accuracies are used to fine-tune the neural predictors. The neural predictors are fine-tuned with an initial learning rate of $5e^{-5}$ and weight decay of $1e^{-4}$. The optimizer and the learning schedule are the same as for the self-supervised pre-training.

c) Setup: The search budget and training epochs of neural predictors directly affect the time cost of NAS. Given that the search budget defines the size of the training dataset of the neural predictors, the search budget affects the time cost of NAS more than the number of training epochs. We conduct experiments to illustrate the performance of neural predictors under different search budgets. The supervised neural predictor, SS-RL and SS-CCL are compared under the search budgets of 20, 50, 100, 150 and 200, respectively. To illustrate the effect of training epochs, we also compare the performance of the neural predictors with different search budgets trained under 50, 100, 150, 200, 250, and 300 training epochs. The weights of the supervised neural predictor are randomly initialized. After fine-tuning, we evaluate the correlation between the validation accuracy of the neural architecture and its performance predicted by the neural predictors. The Kendall tau rank correlation is used for comparison. All the experiments results are averaged over 40 independent running using different random seeds.

d) Results: The predictive performance measurements of the neural predictors on NASBench-101 and NASBench-201 are shown in Fig. 4 and Fig. 5 respectively.

On the NASBench-101 search space, the predictive performance of the two pre-trained neural predictors significantly outperform the supervised neural predictor. The pre-trained neural predictor SS-RL can achieve its best performance with less search budget and training epochs, and the performance gap between SS-RL and the supervised neural predictor gradually decreases with the increasing of training epochs and search budget. When the training epochs are larger than 250, the supervised neural predictor begins to outperform SS-RL using a large search budget, e.g., more than 150. The performance of SS-CCL consistently outperforms the supervised neural predictor and increases as the training epochs increase. With the increase of training epochs, the performance of SS-CCL gradually increases. When the training epochs are larger than 150 and the search budget larger than 100, the performance of SS-CCL begins to outperform the SS-RL. When the training epochs is small, SS-RL using ten times less training neural architectures can achieve better (Fig. 4a) or comparable (Fig. 4b) performance with the supervised neural predictor. At larger training epochs, SS-CCL using twice less training neural architectures can achieve comparable (Fig. 4c) or even better performance (Fig. 4d) than the supervised neural predictor.

On the NASBench-201 search space, the performance of SS-RL consistently outperforms SS-CCL and the supervised neural predictor. The predictive performance of SS-CCL gradually approaches that of SS-RL as training epochs increase. The performance of SS-RL using ten times less training neural architectures and only trained for 50 epochs can outperform (Fig. 5a) Fig. 5b the supervised neural predictor trained for 300 epochs. When the training epochs are larger than 150, the performance of SS-CCL trained with four times less neural architectures can outperform (Fig. 5c) Fig. 5d the supervised neural predictor.

In summary, SS-RL can achieve its best performance with
fewer training epochs, while SS-CCL requires more training epochs to achieve its best performance. As the number of training epochs increases, SS-CCL outperforms SS-RL on the NASBench-101 and tends to outperform SS-RL on the NASBench-201.

Fig. 4: Comparison of predictive performance of neural predictors on NASBench-101. (a) Training epoch 50. (b) Training epoch 100. (c) Training epoch 150. (d) Training epoch 200. (e) Training epoch 250. (f) Training epoch 300.

C. Effect of Batch Size

Since the number of negative pairs of the central contrastive learning is determined by the batch size, in this section, we perform experiments to investigate the effect of different batch sizes on the performance of neural predictors. We compare the prediction performance of neural predictors using the batch sizes $N$ of 10k, 40k, 70k, and 100k, and denoted the neural predictors corresponding to different $N$s as SS-CCL$_{10k}$, SS-CCL$_{40k}$, SS-CCL$_{70k}$, and SS-CCL$_{100k}$, respectively. We set the number of training architectures $M$ to be half of the batch sizes. To compare the performance of neural predictors with larger $M$, we also include SS-CCL that is pre-trained with the batch size of 140k and the number of training architectures of 140k, and denoted it as SS-CCL$_{140k}$. All the results are averaged over 40 independently running, and each running uses a different seed.

As shown in Fig. 6, when we only take the neural predictors with the same training architectures $M$ (excluding SS-CCL$_{140k}$) into consideration, SS-CCL$_{40k}$ is consistently better than other neural predictors, and SS-CCL$_{70k}$ tends to be the worst compared with other pre-trained neural predictors. The above result is different from the findings in the contrastive learning for image classification [9] that the performance is consistently increasing with large batch size and more training epochs. The predictive performance of SS-CCL-140k has a slightly better performance than SSL-CCL-40k. Because the large batches generate more negative pairs, making the contrastive learning more difficult, we conjecture that as the batch size $N$ in Algorithm 1 increases, the number of training architecture $M$ should also increase. The predictive performance of all the pre-trained neural predictors continuously increases with increasing training epochs, and the performance gap between the different pre-trained neural predictors decreases with the increasing of training epochs and search budget.

D. Fixed Budget NPENAS

a) Setup: We integrate our pre-trained neural predictors with NPENAS [6] and denote the integration of neural
Fig. 6: Comparison of the predictive performance of the neural predictor pre-trained by different batch size $N$ on NASBench-101. (a) Training epoch 50. (b) Training epoch 100. (c) Training epoch 150. (d) Training epoch 200. (e) Training epoch 250. (f) Training epoch 300.

Fig. 7: Performance of NAS algorithms on the NASBench-101 benchmark.

Fig. 8: Performance of NAS algorithms on the NASBench-201 benchmark.

As shown in Table I the performance of NPENAS-NP has a large drop after switching to the fixed version, while NPENAS-SSRL and NPENAS-SSCCL only have a slight drop. We compare the performance of NPENAS-SSRL and NPENAS-SSCCL under differ search budget, and the results are shown in Table II. The performance of NPENAS-SSRL continuously increases with the increase of the search budget, while the NPENAS-SSCCL only using 80 neural architectures to achieve its best performance. From the above findings, the neural predictor SS-CCL is better than SS-RL when applying to the NPENAS.

2) NAS Results on NASBench-201: We compare above algorithms on the CIFAR-10, CIFAR-100, and ImageNet-16-120 on NASBench-201, and the results are shown in Fig. 8 and Fig. 9 respectively. The quantitative comparison is
presented in Table III. As arc2vec [8] does not report queries on this benchmark, we do not compare with it.

As can be seen in Fig. 8, Fig. 9, and Fig. 10, all algorithms can find neural architectures with good performance using a small search budget. As shown in Table III, NPENAS-SSCCL achieves the best performance on both CIFAR-100 and ImageNet-16-120 on NASBench-201, with nearly the ORACLE baseline on CIFAR-100 (26.5% vs. 26.49%). On ImageNet-16-120, the performance of NPENAS-SSCCL is equivalent to the ORACLE baseline. On CIFAR-10 on NASBench-201, NPENAS-SSRL with the fixed search budget achieves the best performance, which is comparable with the ORACLE baseline (8.92% vs 8.91%).

V. CONCLUSION

We present a new neural architecture encoding scheme, position-aware path-based encoding, to calculate the GED of neural architectures. To enhance the performance of neural predictors, we propose two self-supervised learning methods to pre-train the neural predictors’ architecture embedding modules to generate a meaningful representation of neural architectures. Extensive experiments illustrate the superiority of the self-supervised pre-training. When integrating the pre-trained neural predictors with NPENAS, we achieve the state-of-the-art performance on the NASBench-101 and NASBench-201 benchmarks.

The experimental results show that the two self-supervised learning pre-trained neural predictors illustrate totally different behaviors. An in-depth investigation and theoretical analysis are needed to uncover the mechanism that leads the difference, which will help the design of a better self-supervised learning method for NAS. Combining the pre-trained neural predictors to other neural predictor-based NAS to verify the generalization ability of the pre-trained neural predictors is worthy for further study. Extending the interaction of pre-trained neural predictors with NPENAS to other tasks like image segmentation, object detection, and natural language processing is also a meaningful future work.
### TABLE III: Performance comparison of NAS algorithms on NASBench-201

| Methods       | Search Budget | Test Err (%) Avg CIFAR-10 | Test Err (%) Avg CIFAR-100 | Test Err (%) Avg ImageNet-16-120 |
|---------------|---------------|---------------------------|----------------------------|---------------------------------|
| RA [48]       | 100           | 9.26 ± 0.32               | 28.54 ± 0.87               | 54.62 ± 0.83                    |
| REA [24]      | 100           | 8.97 ± 0.22               | 27.16 ± 0.85               | 53.9 ± 0.67                     |
| BANANAS-PE [3]| 100           | 9.05 ± 0.3                | 27.37 ± 0.99               | 53.82 ± 0.64                    |
| BANANAS-AE [3]| 100           | 8.96 ± 0.16               | 26.75 ± 0.66               | 53.69 ± 0.38                    |
| BANANAS-PEAE  [3]| 100       | 8.94 ± 0.16               | 26.9 ± 0.74                | 53.7 ± 0.5                      |
| NPENAS-NP [6] | 100†          | 8.94 ± 0.13               | 26.7 ± 0.51                | 53.87 ± 0.57                    |
| NPENAS-SSRL   | 150           | 8.94 ± 0.1                | 26.51 ± 0.21               | 53.78 ± 0.43                    |
| NPENAS-SSRL-FIXED | 50†       | 8.92 ± 0.1               | 26.57 ± 0.29               | 53.68 ± 0.4                     |
| NPENAS-SSCCL  | 150           | 8.94 ± 0.1                | 26.5 ± 0.15                | 53.8 ± 0.32                     |
| NPENAS-SSCCL-FIXED | 50†       | 8.94 ± 0.11              | 26.57 ± 0.3                | 53.65 ± 0.36                    |

† The neural predictor is trained with 50 evaluated neural architectures, while the NPENAS algorithm needs 150 evaluate architectures.

---

**APPENDIX A**

**THE OPERATION POSITION ANALYZE OF PATH-BASED ENCODING SCHEME**

Fig. 9 shows two neural network architectures from the NASBench-101 search space, and the mean percentage test accuracy of the two neural architectures are 91.2% (11a) and 90.4% (11b), respectively.

Fig. 11 shows two neural network architectures from the NASBench-101 search space, and the mean percentage test accuracy of the two neural architectures are 91.2% (11a) and 90.4% (11b), respectively.

Fig. 11: (a) and (b) are two different neural architectures from the NASBench-101 search space.

The two neural architectures in Fig. 11 have the same path-based encoding, as shown in Fig. 12. The red line path in Fig. 11a and Fig. 11b indicates the same input-to-output path that only contains a max-pool 3x3 operation. Although the red line path in the two neural architectures is identical, the position of the max-pool 3x3 operation in the two neural architectures are different, wherein Fig. 11a the input of the max-pool 3x3 operation is the input node and the convolution 1x1 operation, and in Fig. 11b the input of the max-pool 3x3 operation is the input node. The ignorance of the position of operations in the neural architecture caused the path-based encoding method to map the two different neural architectures in Fig. 11 into the same encoding vector.
the green feature vectors and can be formulated as

\[ \mathbf{c}_e = \frac{1}{3} \sum_{i=1}^{3} \mathbf{e}_{pi}. \]

The contrastive loss corresponding to Fig. 13 is defined as

\[ l = \sum_{i=0}^{3} \log \frac{\exp(\text{sim} (\mathbf{e}_{pi}, \mathbf{c}_e))}{\exp(\text{sim}(\mathbf{e}_{pi}, \mathbf{c}_e)) + \sum_{k=1}^{3} \exp(\text{sim}(\mathbf{e}_{nk}, \mathbf{c}_e))}. \]

Fig. 12: The path-based encoding of the two neural architectures in Fig. 11.

APPENDIX B

AN ILLUSTRATION OF THE CENTRAL CONTRASTIVE LEARNING

As illustrated in Fig. 4, the objective of the central contrastive learning is to aggregate the positive green features to the center vector \( \mathbf{e}_c \) and push the negative orange features far away from the center.

The central vector \( \mathbf{e}_c \) in Fig. 13 is calculated by average all the green feature vectors and can be formulated as

\[ \mathbf{e}_c = \frac{1}{3} \sum_{i=1}^{3} \mathbf{e}_{pi}. \]

The contrastive loss corresponding to Fig. 13 is defined as

\[ l = \sum_{i=0}^{3} \log \frac{\exp(\text{sim}(\mathbf{e}_{pi}, \mathbf{e}_c))}{\exp(\text{sim}(\mathbf{e}_{pi}, \mathbf{c}_e)) + \sum_{k=1}^{3} \exp(\text{sim}(\mathbf{e}_{nk}, \mathbf{e}_c))}. \]

Fig. 13: An illustration of the central contrastive learning.
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