Abstract. The structure of real-world social networks in large part determines the evolution of social phenomena, including opinion formation, diffusion of information and influence, and the spread of disease. Globally, network structure is characterized by features such as degree distribution, degree assortativity, and clustering coefficient. However, information about global structure is usually not available to each vertex. Instead, each vertex’s knowledge is generally limited to the locally observable portion of the network consisting of the subgraph over its immediate neighbors. Such subgraphs, known as ego networks, have properties that can differ substantially from those of the global network. In this paper, we study the structural properties of ego networks and show how they relate to the global properties of networks from which they are derived. Through empirical comparisons and mathematical derivations, we show that structural features, similar to static attributes, suffer from paradoxes. We quantify the differences between global information about network structure and local estimates. This knowledge allows us to better identify and correct the biases arising from incomplete local information.

1 Introduction

As powerful representations for complex systems, networks model entities and their interactions as vertices and edges. Over the years, different attributes characterizing real world networks have been proposed and investigated. These include features like the degree distribution, degree assortativity and clustering coefficient that describe network structure at the global level. Many efficient models and algorithms have been developed for their generation and inferences. [11, 18].

Unfortunately, efficient algorithms usually rely on global knowledge of the network, which is typically not available to each vertex of the network. This is especially the case for real world social networks like the one in Milgram’s “small world” experiment [10]. In social networks where vertices correspond to people, without digital bookkeeping, individuals only have access to local information about their immediate neighbors. Even in online networks such as Facebook, information access is restricted by privacy settings.

While small world structures can generally explain efficient decentralized navigation [11], other connections between global and local network measures are less understood. The “friendship paradox,” for example, states that on average, your friends have more friends than you do [9], which can be generalized to many
other attributes [10,12]. These systematic biases have been widely observed in social studies, for attributes ranging from wealth [2] to epidemic risk [7], and has been largely attributed to distribution bias in the sampling process. These paradoxes can at a local level distort our perceptions of the ground truth, resulting in inefficient policies and social consequences.

Local information about network structure from the perspective of a vertex is captured by its ego network, which is the subgraph over that vertex’s immediate neighbors. Ego networks are considered to be the basic structure that dominates the central vertex’s perspectives and activities [15,21,3]. In this work, we study the structural properties of ego networks and relate them to the structural properties of the global network. By studying the mathematical connections between the structural features of global and ego networks, we hope to identify and correct biases arising from network sampling based on from local, incomplete information, and recover accurate estimates of global information.

2 Structural features of global networks

With traditional independent data, the global statistics of a population remain unbiased estimates for subsets. In networks, however, the complex dependencies can skew localized statistics, leading to inhomogeneity at different scales and different positions. To this end, numerous efforts have been made to develop generative models which can reproduce realistic structure with simple local algorithms [4,8,17,20]. Unfortunately, structural features are so intertwined that preserving one often biases another. The same difficulty is also observed in graph sampling, where certain sampling techniques can preserve some statistics, while inevitably altering others in the process [13].

While generative models of higher order correlations quickly become intractable, real world networks tend to exhibit certain patterns. The focus is on comparing the collective perceptions of all individuals with the global ground truth, similar to previous work for static features [9,12]. Structural features, including those depend on degree distribution, degree assortativity and clustering coefficient, can change values over specific observed subgraphs, and thus has the additional complication on top of the distribution bias for static features.

In this section, we review and organize the relevant work on structural properties of networks, including degree distribution, degree assortativity and clustering coefficient. They describe network structure at the global level. However, they are by definition aggregations of local measures, and they are closely related to each other. We will focus on undirected graph $G = (V, E)$ with vertex set $V$, edge set $E$, and size $N = |V|$.

Degree distribution is one of the best studied aspects of networks. Many real world networks display “scale-free” [48], or power law degree distributions:

\[
d_u \sim P(k) = \frac{\gamma - 1}{k_{min}} \left( \frac{k}{k_{min}} \right)^{-\gamma},
\]

where $k = d_u$, $k_{min} = d_{min}$ and the range of the distribution is $[d_{min}, \infty]$. The exponent $\gamma$ is usually in the range $[1, 3]$. The degree distribution $P(d_u)$ is a
powerful statistical tool capturing population proportions of vertices based on their local connectivities. An understanding of this distribution is essential for the study of higher order structural features, and multiple models have been proposed to generate graphs with given degree distributions.

While specifying individual degrees is a step forward from simple random graph models, real world networks also exhibit higher order correlations. Degree assortativity, for example, captures the pair-wise correlation between the degrees of neighboring vertices [17]. In fact, mathematical constraints alone can predict that scale-free networks with $\gamma < 3$ cannot be completely uncorrelated, leading to the phenomenon of “structural cut-off” [6] — smaller the value of $\gamma$, lower the maximum possible positive correlation between the degrees of neighbors in the network. Many real world networks are thus more disassortative than we would normally expect. Degree correlations are fully specified by the joint distribution:

$$e(k, k') = \frac{E(k, k')}{\langle k \rangle N}, \quad (2)$$

where $E(k, k')$ is the number of edges between vertices of degree $k$ and $k'$.

A scalar aggregation of local assortativity in the way of Pearson’s correlation gives us the global assortativity,

$$r_{glo} = \frac{1}{\sigma_q^2} \sum_{k,k'} kk' [e(k, k') - q(k)q(k')] \quad (3)$$

where $q(k) = \frac{kP(k)}{\langle k \rangle} = \frac{kN(k)}{\langle k \rangle N}$ is the probability of sampling a vertex of degree $k$ by following a randomly chosen edge and $\sigma_q^2$ is the variance of $q(k)$.

The complexity of real world networks does not stop at pair-wise correlations. Clustering coefficient goes one step further, capturing correlations among triplets of vertices [23]. The local version is defined as the probability that a third edge between two neighbors of the same vertex $v$ would complete a triangle.

$$C_v = \frac{2T_v}{d_v(d_v - 1)} \quad (4)$$

where $T_v$ is the number of triangles containing the vertex $v$. We can aggregate $C_v$ over the set of vertices of a given degree $d_v = k$, and get the degree dependent clustering coefficient [22],

$$C(d_v) = C(k) = \frac{1}{N(k)} \sum_{v, d_v = k} C_v = \frac{1}{N(k)k(k-1)} \sum_{v, d_v = k} 2T_v \quad (5)$$

where $N(k)$ is the number of vertices of degree $k$. In real world networks, it has been observed that $C(k)$ is also a power law function of degree, $C_{d_v} = C_0d_v^{-\alpha}$, where $\alpha$ typically ranges from $[0, 1]$, with networks having strong hierarchical structures corresponding to $\alpha = 1$ [19]. $C_0$ is a constant depending on global clustering coefficient $C_{glo}$. Given the degree distribution $P(k)$, we can recover $C_{glo} = \sum_{k=2}^{k_{max}} P(k)C(k)$, where we only consider vertices with $k > 1$. 
Being a third order correlation measure, clustering coefficient displays dependencies on both degree distribution and degree correlations or assortativity [5]. The interplay between degree correlations and clustering is further complicated by the fact that each edge can form multiple triangles. It has been shown that negative degree correlations can limit the maximum value of $C_{glo}$, as triangles are less likely to appear with disassortative connections [20].

3 Structural features of ego networks

An ego network is defined as the subgraph induced over vertices directly connected to a specific vertex, called an ego, but excluding the ego itself [21,3]. A toy example is given in Figure 1. Keep in mind that the removal of the ego can disconnect an ego network.

![Fig. 1. A benchmark social network representing friendships among members of a karate club [24] (a) at the global level and (b) for the ego network of vertex 33.](image)

By definition, ego network structure is closely connected to the local structure around the ego in the global network. These relationships are important to our understanding of perceptions based on local and limited information. In this section, we investigate how degree distribution, degree assortativity and clustering coefficient of ego networks depends on those of the global network. Although a full generative model that reproduces all structural features at both global and ego networks levels is difficult to build, we can however leverage our knowledge of global structures. Combining that with mathematical mappings between the two levels, we can better understand and even predict structures in ego networks.

We will approach the problem with theoretical derivations. To keep the mathematics tractable and intuitive, we will make some simplifying assumptions and educated guesses during the process. Therefore, it is very important to support our claims with empirical evidence. Our studies span a diverse range of network
datasets where vertices correspond to people, such as social, coauthorship, communication and hybrid (serving social and informational purposes) networks [14], as detailed in Table 1.

Table 1. Description of the network datasets used for empirical studies

| Dataset               | Type             | $|V|$  | $|E|$  | 90% Eff | $r_{glo}$ | $C_{glo}$ |
|-----------------------|------------------|------|------|---------|-----------|-----------|
| Facebook              | Social           | 4,039| 88,234| 4.6     | 0.064     | 0.61      |
| Orkut                 | Social           | 3,072,441| 117,185,083| 4.8 | 0.016     | 0.17      |
| General Relativity    | Coauthorship     | 5,242| 14,496| 7.9     | 0.66      | 0.53      |
| High Energy Physics   | Coauthorship     | 12,008| 118,521| 5.7     | 0.63      | 0.61      |
| Enron email           | Communication    | 36,692| 183,831| 4.7     | -0.11     | 0.50      |
| LiveJournal           | Hybrid           | 3,997,962| 34,681,189| 6.5     | 0.045     | 0.28      |

In the following subsection, we will treat all ego networks as a giant disconnected graph. Here a vertex $u$ will appear $d_u$ times, and we index the features of each instance using a superscript. For example, the degree of vertex $u$ in the ego network of $v$ is denoted as $d^v_u$. Features without upper index are global measures.

3.1 Degree Distribution

We start off by investigating the degree distribution in ego networks. The first simple connection to observe is that the size of the ego network of vertex $v$ is simply its global degree $d_v$. The edge density of the ego network of vertex $v$ is the local clustering coefficient $C_v$ in the global network. The degree of vertex $u$ in the ego network of $v$, or $d^v_u$, corresponds to the number of triangles containing the edge $(u,v)$, which is symmetric for undirected graphs

$$d^v_u = d^u_v = m_{uv}, \quad (6)$$

where $m_{uv}$ is the number of triangles sharing the edge $(u,v)$. By summing over egos, we get the total degree of vertex $u$ across all ego networks that it appears in, which is equal to the total degree of all vertices in the ego network of $u$:

$$\sum_u d^v_u = \sum_v d^u_v = 2T_u = C_u d_u(d_u - 1). \quad (7)$$

The above equality gives us the average degree of vertex $u$ across ego networks:

$$\langle d^v_u \rangle = \frac{\sum_u d^v_u}{d_u} = C_u(d_u - 1), \quad (8)$$

which by symmetry is also the average degree of the ego network of vertex $u$. However, if we treat each instance of vertex $u$ in all ego networks as independent
variables, the average becomes:
\[
\langle d^v_u \rangle_{ego} = \frac{d_u \langle d^v_u \rangle}{\langle d_u \rangle} = \frac{1}{\langle d_u \rangle} C_u d_u (d_u - 1) .
\] (9)

This over-representation of high degree vertices is the result of edge sampling. If we assume that both the global degree distribution and the degree dependent clustering follow power laws, as defined in the previous section, we get
\[
d_u \sim P(x) = \frac{\gamma - 1}{x_{min} \cdot x_{min}} \left(\frac{x}{x_{min}}\right)^{-\gamma} , \quad C_{d_u} = C_0 d_u^{-\alpha} ,
\]

By a change of variables \( \langle d^v_u \rangle_{ego} \approx \frac{C_u}{d_u} C_u d_u^2 = Z d_u^{2-\alpha} \), we have
\[
\langle d^v_u \rangle_{ego} \sim P(y) = \left| \frac{1}{2 - \alpha} \left(\frac{y}{Z}\right)^{\frac{\gamma - 1}{2}} \frac{1}{Z} \right| \left(\frac{y}{Z}\right)^{\frac{\gamma - 1}{2} \cdot \frac{1}{x_{min}}} \gamma - 1
\]
\[
= \frac{y_{min}^{\gamma - 1}}{(2 - \alpha)Z} \left(\frac{y}{Z}\right)^{\frac{\gamma - 1}{2} \cdot \frac{1}{x_{min}}} .
\] (10)

Since Most real world networks have \( 1 \leq \gamma \leq 3 \) and \( 0 \leq \alpha \leq 1 \). The above exponent can be written as
\[
\frac{\alpha - \gamma - 1}{2 - \alpha} = -\gamma + \frac{\gamma - 1}{1 - \alpha} \geq -\gamma ,
\]
which means the \( \langle d^v_u \rangle_{ego} \) actually follows a power law with a heavier tail than the original degree distribution \( P(k) \). In the extreme when \( \alpha = 1 \), as in many cases for networks with strong hierarchical structures [19], the mean degree of vertex \( u \) across ego networks and the mean degree of ego networks both become constants (uniform distribution).

The full distribution of \( d^v_u \) generally requires the complete knowledge of higher correlations. However, we do know that by definition \( \langle d^v_u \rangle = E[d^v_u] = E[\langle d^v_u \rangle_{ego}] \). Assuming it also follows a power law distribution, we have
\[
d^v_u \sim P(z) = \frac{\eta - 1}{z_{min}} \left(\frac{z}{z_{min}}\right)^{-\eta} ,
\]
\[
E[d^v_u] = z_{min} \left(1 + \frac{1}{\eta - 2}\right) = y_{min} \left(1 + \frac{1}{\gamma - \frac{1}{1 - \alpha} - 2}\right) = E[\langle d^v_u \rangle_{ego}] .
\]

Since smallest instances of \( d^v_u \) is smaller than its average \( \langle d^v_u \rangle_{ego} \), we have \( z_{min} < y_{min} \) and thus \( \eta < \gamma - \frac{1}{1 - \alpha} \), which means that the full distribution of \( d^v_u \) has a even heavier tail. Considering that \( P(y) \) will be the same as \( P(z) \) if all the vertex instances have the same degree, and we will underestimate the variance otherwise, we do expect \( P(z) \) to have a wider spread.

This is consistent with our empirical observations (Figure. 2). In practice, the distribution of \( \langle d^v_u \rangle_{ego} \) can be empirically constructed by putting \( d_u \) copies of \( C_u (d_u - 1) \) together. Independent of the shape of \( P(d_u) \), our intuitions that ego networks have heavier tails holds as long as \( \alpha \leq 1 \).
Fig. 2. Degree distributions of Facebook (left) and General Relativity (right). Red curves are for global degrees (G), green curves are for ego network degrees (E) and blue curves are for our theoretical approximation \( \langle d^v_u \rangle_{ego} \).

Table 2. Properties of degree distributions at global and ego network levels

| Network          | \( med(d_u) \) | \( \langle d_u \rangle_{nn} \) | \( \langle d^v_u \rangle_{nn} \) | \( \langle d^v_u \rangle_{glo} \) | \( P_{glo} \) | \( frac_{u,v}(d^u_v = 0) \) |
|------------------|----------------|-------------------|-------------------|-----------------|---------------|-----------------|
| Facebook         | 25             | 43.7              | 106.6             | 54.6            | 95.8          | 1.1E-2 0.09%    |
| Orkut            | 45             | 76.3              | 390.3             | 16.1            | 72.3          | 2.5E-5 13.64%   |
| General Relativity | 3              | 5.5               | 16.9              | 10.0            | 29.2          | 1.1E-3 10.99%   |
| High Energy Physics | 8             | 19.7              | 129.9             | 85.0            | 187.0         | 1.6E-3 2.16%    |
| Enron email      | 3              | 10.0              | 140.1             | 11.9            | 34.5          | 2.7E-4 7.65%    |
| LiveJournal      | 6              | 17.3              | 123.7             | 15.4            | 149.1         | 4.3E-6 16.75%   |

Table 2 summarizes empirical properties of degree distributions for all the data set. As predicted by our theory, \( \langle d^v_u \rangle \) is usually greater than \( \langle d_u \rangle \), except for two large networks Orkut and LiveJournal. Their low densities \( P_{glo} \) lead to disconnected ego networks, illustrated by high fraction of degree zero ego network instances \( frac_{u,v}(d^u_v = 0) \), which breaks our approximation in Eq. (10).

In real social settings, the consistent bias of ego networks towards higher degrees can lead to wrong perceptions. For static features, over-representation of high degree hubs is identified as an important origin of “friendship paradox” and its generalizations [9]. The heavy tails of power law distributions make the matter worse if the arithmetic mean is used [12]. Our analysis of degree distributions of ego networks show that both effects are still in play for structural features, leading to the surprising result \( \langle d^v_u \rangle > \langle d_u \rangle \) even after the ego is taken out.

As a result, one should take extra caution when making claims about the global structure from local observations. Aggregating local measures about connectivity, popularity or centrality can lead to biased estimates of the global truth. However, our derivation of \( \langle d^v_u \rangle_{ego} \) also shows that with appropriate assumptions, we can approximate global truth by its mathematical connection to local measures. In this case, we suggest using \( \langle d^v_u \rangle = C_u(d_u - 1) \) to avoid over-
representation, taking $C_u$ in to account when your information is limited to $u$’s neighborhood, and using medians instead of mean as suggested in [12].

### 3.2 Degree assortativity and clustering coefficient

In the global network, degree correlations are heavily constrained by the degree distribution. With our understanding of the ego network degree distribution, we are ready to study its implications. According to Eq. 3, the assortativity of ego networks can be defined as

$$r_{ego} = \frac{1}{V[d_u]} \left( \sum_{k,k' = \min(d_u)}^{\max(d_u)} kk' e_{ego}(k,k') - E^2[d_u] \right),$$

(11)

where we plugged in ego network level features. Assortativity is largely determined by the difference between the positive terms $kk' e_{ego}(k,k')$ and the negative terms $E^2[d_u]$. By the results of last subsection, we know that $E^2[d_u]$ has generally become bigger. For the former, if we again assume that all the instances of a degree $k$ vertex have the same degree $C(k)$, we have

$$e_{ego}(kC(k), k'C(k')) = \frac{m(k,k')}{m_{glo}} e_{glo}(k, k').$$

The change of the positive term depends on the details of $m(k,k')$, i.e. how edges are shared between triangles. Our empirical observations, however, confirms that degree assortativity are smaller in ego networks (see Table 3). The reduction in degree assortativity across ego networks is consistent with the argument of structural cut-offs. Since we know that ego networks generally have fatter tails and thus smaller $\gamma$, they are naturally more disassortative.

Next we analyze clustering coefficients of ego networks. Based on our knowledge of global features, clustering coefficients have very complicated dependencies with degree distributions and assortativities. However, our empirical measure reveals a very simple pattern (see Table 3).

As compared to global networks, ego networks display only slightly higher clustering coefficients. If we consider the ego network of vertex $v$ a Erdős–Rényi random graph, then the local clustering coefficient $C_v$ in the global network is the edge generating probability. Averaging it over all vertices we get $C_{glo}$. For the global network, this probability $p_{glo}$ is orders of magnitude smaller than $C_{glo}$. The insignificant difference between $C_{glo}$ and $C_{ego}$ indicates that ego networks are much closer to random graphs than global networks. This observation confirms what Ugander et al. reported in their study of subgraph frequencies [21], where generative models with triangle closure is capable of reproducing higher order correlations observed in real world networks.

In fact, the probability of completing a triangle $(i,j,k)$ given the edges $(i,j)$ and $(j,k)$, in the ego network of $v$, is equivalent to the probability of completing the 4-clique $(i,j,k,v)$ in the global network, given the triangles $(i,j,v)$ and (i.e., the share of the edge in the 4-clique).
Assuming triangle completions at the global level are independent, with uniform probability \( C_{\text{glo}} \), we can estimate \( C_{\text{rand}} \) for ego network clustering,

\[
C_{\text{ego}}^{\text{rand}} = 1 - (1 - C_v)(1 - C_u) \approx 2C_{\text{glo}} - C_{\text{glo}}^2.
\]

Compared with the observed value \( C_{\text{ego}} \), the constrains from degree assortativities is apparent. Ego networks with negative assortativities all have \( C_{\text{ego}} < C_{\text{rand}} \). The exception is Orkut, the only network with positive \( r_{\text{ego}} \).

Table 3. Assortativities and clustering coefficients at global and ego network levels

| Network            | \( P_{\text{glo}} \) | \( C_{\text{glo}} \) | \( C_{\text{ego}}^{\text{rand}} \) | \( C_{\text{ego}} \) | \( r_{\text{glo}} \) | \( r_{\text{ego}} \) |
|--------------------|------------------------|------------------------|-------------------------------|------------------------|------------------------|------------------------|
| Facebook           | 1.1E-2                 | 0.61                   | 0.848                         | 0.76                   | 0.064                  | -0.23                  |
| Orkut              | 2.5E-5                 | 0.17                   | 0.311                         | 0.37                   | 0.016                  | 0.013                  |
| General Relativity | 1.1E-3                 | 0.53                   | 0.779                         | 0.63                   | 0.066                  | -0.14                  |
| High Energy Physics| 1.6E-3                 | 0.61                   | 0.848                         | 0.85                   | 0.037                  | 0.005                  |
| Enron email        | 2.7E-4                 | 0.50                   | 0.750                         | 0.63                   | -0.11                  | -0.19                  |
| LiveJournal        | 4.3E-6                 | 0.28                   | 0.482                         | 0.42                   | 0.045                  | -0.248                 |

In real social networks, the bias of ego networks towards disassortativity and random triangles lead to a “flattened” view of the global world. If we all build social connections only with local information, assortative cliques are naturally formed even if we try to be open minded. Assortative communities are particularly prevalent in social networks, but this polarization effect is much harder to experience from individual perspectives. Similar lensing effect is also observed in Table 2, where the average degrees of neighbors in ego networks \( \langle d'_v \rangle_{nn} \) decrease from their global counterparts \( \langle d_u \rangle_{nn} \), making the paradox seemingly weaker.

4 Conclusion

When only local information is available, statistical perceptions of networks structures deviates systematically from the global ground truth. In this work, we investigate the mathematical relationships between structural features at the global and ego network levels. We proposed a simple approximation of degree distributions of ego networks when the global distribution is known. Combined with empirical observations, we discovered that the heavier tailed degree distribution leads to more disassortative structures and random triangle completion at the ego network level. These insights could help us to better understand and correct for the biases arising from local and limited information in social networks, facilitating more accurate analysis of social behaviors.
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