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Abstract: With the rapid development of social networks, personal privacy leakage has become more and more serious. A social network is a shared platform. Resources in a social network may be shared by multiple owners. In order to prevent privacy leakage, each owner assigns a corresponding privacy protection strategy. For the same shared contents, integrating the privacy protection strategies of all owners is the key problem for sharing. This paper proposes a rule fusion method of privacy protection for the co-ownership of data shared in social networks. First, the content of the protection is defined according to different privacy requirements. Second, this paper uses predicate logic formulas to abstract the natural language-based description of privacy protection and further provides a logical model of privacy protection rules. Third, this paper gives the definition of privacy protection heterogeneous rules and provides a rule fusion algorithm to ensure no conflict exists among these rules. The experimental results show that the proposed rule-based fusion method of privacy protection strategy performs at a higher level than the privacy protection strategy fusion.
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1. Introduction

Within information sharing, identity disclosure, link disclosure, and content disclosure may exist. Accordingly, privacy protection in the process of information sharing is considered the protection of shared content and the protection of the sharing owners. The protection methods of shared content mainly include content encryption, generalization and abstraction [1]. The privacy information of the sharing owners mainly includes the identification information, the sensitive attributes and the interpersonal relationships [2]. Compared with traditional privacy protection techniques, such as k-anonymization, generalization, random perturbation, and clustering, it is more challenging to study the privacy protection technology of social networks, which is mainly reflected in [3]. First, due to the complexity of social networks, attackers’ background is difficult to simulate. Second, the social interpersonal relationships in social networks should be protected. Third, it is more difficult to measure the amount of information loss in social networks. Fourth, the widespread and immediate nature of information sharing on the Internet has enhanced the timeliness of privacy protection. Therefore, research on the privacy protection of information sharing processes in social networks has significant challenges.

As a sharing platform, the resources shared in social networks may be shared by multiple owners. Usually, privacy protection is carried out for the sharing information involved owners in a social network, so the data co-ownership problem becomes the key to the privacy protection of a social network. The fusion of the privacy control policies of all sharing owners, for the same content, can solve the privacy protection problem of data co-ownership and solve the fusion of multi-owner privacy policies in information sharing. In order to promote the development of social network services, it is necessary...
to provide technical support to prevent privacy leakage in social networks, realize the regularization of privacy protection, and provide solutions regarding the fusion of multi-owner privacy policies.

The rest of this paper is organized as follows. Section 2 introduces related works on privacy protection and policy integration. In Section 3, we introduce the rule fusion algorithm of privacy protection strategies. In Section 4, we present the verification and comparison experiments, and the experimental results illustrate its superiority. Section 5 concludes this paper and the future research.

2. Related Works

2.1. Privacy Protection

In the information era, privacy protection is increasingly attractive to researchers, and the research related to privacy protection technology is also becoming more abundant. Anonymity protection, data disturbance, encryption and other technical solutions are the traditional classic privacy protection technologies. These technologies are mainly applied to relational data, but the social network, defined as a graph structure, usually has diverse information such as structures, edges and nodes. Therefore, these classic privacy protection technologies cannot completely transfer to the protection of privacy in social networks. According to the characteristics of the graph structure of social networks, the structure, edge, and node information form privacy in social networks. Therefore, the mainstream research direction of privacy protection of social networks is based on the protection of structures, edges and nodes.

In 2007, Backstrom et al. [4] grouped the protection methods as node anonymity, edge weight disturbance, and edge structure anonymity. Research on the fusion of privacy control strategies of all sharing owners for the same content has become the key to dealing with the issue of data co-ownership. In the interdisciplinary research, the related work on privacy protection also has many merits, such as confidentiality, leakage, anonymity, and intrusion, which are closely related to privacy. Martínez et al. [5], in 2013, and Xia et al. [6], in 2017, proposed the use of privacy protection technology to achieve semantic preservation, so as to prevent the leakage of non-numerical clinical information. In 2016, Wang et al. [7] proposed a lightweight and efficient VANET communication authentication scheme with strong confidentiality that uses self-generated pseudo-identities to ensure privacy protection and condition tracking, which is suitable for real-time emergency reporting applications. In 2016, Li et al. [8] solved the privacy crisis of multi-agent users in smart cities. In addition to privacy protection, other attack schemes use anonymous beacons for information transmission to realize mobile node tracking, such as the nearest neighbor-based probabilistic association data algorithm (NNPDA) proposed by Emara et al. [9] in 2013. With the increasing number of research programs, the launched research focus has shifted from the traditional interpretation of privacy and privacy endangerment to the specific measurement of privacy protection from the perspective of multiple owners.

In the research of privacy protection, a key issue is to achieve privacy security while ensuring data usability. In 2014 and 2015, Krontiris and Fu et al. [10,11] proposed to minimize the reduction of information or achieve the goal of individual anonymity, which can be achieved by building an integrated architecture system based on actual sharing behavior and combining technical solutions. The well-known k-anonymity privacy protection model proposed by Samarati and Sweeney [12,13] successfully forbade privacy leakage and avoided the possibility for multi-owners to be identified only by a unique identification. The method based on k-anonymity has high universality and low complexity and is widely used in the research of privacy protection. In 2006, Machanavajjhala et al. [14] proposed the \( l \)-diversity model based on the expansion of the \( k \)-anonymity method, which prevents intruders from leaking information without recording and identifying operations. In addition, the \( t \)-intimacy theory proposed by Li et al. [15] in 2007 defined that the distance between two distribution relationships is less than or equal to the specific threshold \( t \). The differential privacy model proposed by Zhao et al. [16] in 2019 is another prominent
privacy model. The specific method to measure privacy is to obtain the increased value of a database facing a leakage risk. In most cases, the scheme can provide accurate information regarding relevant databases and ensure a high level of privacy protection.

According to the previous research work, it is easy to find that the research of privacy protection strategies is closely related to the regularization and quantitative of privacy. In 2013, Sankar et al. [17] pointed out that the reasonable balance between privacy protection and data usability can be solved by information theory solutions. In 2013, Lejun et al. [18] defined possibility, accuracy, privacy, and feasibility as four metrics for privacy leakage and combined these four metrics into one. In 2017, Kokolakis et al. [19] proposed a relevant theory of the privacy paradox, which shows that privacy behavior and privacy attitude are not completely consistent. The literature suggests that the research on privacy protection should be based on a comprehensive theoretical model, including the diversity of personal information and the diversity of privacy issues.

2.2. Policy and Privacy Protection Strategies

A privacy protection strategy mode mainly performs authorization management operations on the access request agent, access information, and information access form, as well as the relationship between the three. Due to the diversity of information, all the possible policies in a specific application environment cannot be obtained in advance in general, and with the passage of time, the privacy policies will change dynamically, which requires that the privacy protection policies should have flexible and diverse characteristics. Wang and Ishii et al. [20] obtained dynamic privacy-preserving schemes by carefully designing noise injected to a distributed computing process in 2020. A privacy protection strategy can be regarded as a kind of access authorization management. The strategy defines the specific control scope of the access request agent to perform operations on the access target, and prevents social network members from obtaining services and resources without access authorization. Privacy protection strategies have two authorization strategies: positive and negative access authorization. In social networks, the user generally decides which privacy protection strategy to adopt. In 2013, Young and Quan-Haase et al. [21] researched the privacy protection strategies on Facebook.

In a social network, the access control mechanism is generally used to realize the privacy protection policies, and the implementation of a privacy policy is simply used to answer the access request of a multi-agent. The resource and user composition are critical to access control. The security attributes of resources include access control lists, security labels, etc. There are many security attributes of users, such as identity identification, group labels, security labels, and so on. The access control mechanism matches the user’s security attributes with resource security attributes to determine whether the access user is qualified to perform specific operations on the requested resource. Aghili and Sedaghat et al. [22] proposed a kind of access control scheme on the basis of multi-level security attributes in 2022. In general, when the user security level is higher than the security level of the resource, the access mechanism allows the requested resource to be accessed. In addition, attribute review and management performance are also important parts of the access control mechanism.

In the privacy protection process, an access authorization management system is specifically defined by the access control model. The access control model builds a theoretical and conceptual framework for the reasoning of privacy protection strategies, and at the same time, determines the application environment for the access authorization management system. The access control model serves as the bridge between the privacy protection strategy and the access control mechanism. In 2014, Wang and Sun et al. [23] built an access control policy model for privacy protection. From the perspective of social network managers, the access control model is a standardized design and implementation. From the perspective of accessing users, the access control model is an accurate expression of user access needs without ambiguity.
Access authorization management in social networks can be implemented based on a combination of the above-mentioned privacy protection strategy, access control mechanism, and access control model. Firstly, the privacy protection policy and access control model are established to meet the security requirements. Then, the corresponding access control model is designed according to the privacy protection policy and implemented in the application scenario. Finally, the verification step is used to verify whether the privacy protection policy is implemented correctly or not through the access control mechanism.

2.3. Rule Fusion

Fusion technology has been studied in many application fields; for example, Maskell et al. [24] carried out research in the field of target detection and tracking in 2006. Ji et al. [25] carried out research in the field of multi-sensors, Yang et al. [26] conducted research in the field of image fusion, and Kinnunen et al. [27] performed research in the field of speech processing. Information retrieval has also received extensive attention in fusion research, as this type of fusion technology can be used for a variety of research tasks, such as the routing query technology studied by Bigot et al. [28] in 2011, the personnel search proposed by MacDonald et al. [29] in 2009, the blog opinion retrieval technology studied by Wu et al. [30] in 2012, and the automatic ranking of a group of retrieval systems studied by Nurayd et al. [31] in 2006.

According to different retrieval standards, data fusion methods in information retrieval can be divided into different types. According to the required information, we can divide them into two categories: ranking-based and scoring-based. The ranking-based methods mainly include the CombSum method and the CombMNZ method proposed by Fox et al. [32] in 1993, the linear combination method proposed by Vogt [33] in 1998, and the linear correlation method proposed by Wu and McClean et al. [34] in 2006. The scoring-based methods mainly include the Borda counting method proposed by Aslam et al. [35] in 2001, Condorcet fusion proposed by Montague et al. [36] in 2002, and the MAPFuse method proposed by Lillis et al. [37] in 2010. The Bayesian fusion method proposed by Aslam et al. [35] in 2001 can use both scoring and ranking information. On the other hand, in the fusion process, we can give all component systems the same priority, or we can choose to give them different priorities. It is usually possible to obtain a biased view by using some training data to evaluate their performance or the similarity between them. In CombSum, CombMNZ, Borda counting and Condorcet fusion, all systems are treated equally, while in the linear combination method, MAPFuse and probability fusion, different systems are treated in different ways.

The linear combination method is a general form of CombSum in which scoring is available. For how to determine the appropriate weight of the linear combination method, several different methods have been studied. In 2006, Wu and McClean et al. [34] studied the weighted model considering both system performance and system differences. In 2009, Wu et al. [38] studied a series of performance power functions. In 2012, Wu et al. [39] studied a method based on multiple linear regression. Some optimization methods, such as the conjugate gradient method and the golden section search method, are also used to mine applicable weights. Some parts of these weighting patterns may be useful for weighted Condorcet fusion. In addition, M.D. Ruiz [40] and others also made corresponding research on meta-association rules and information fusion in 2017.

3. Rule Fusion of Privacy Protection Strategies

A social network is a network between people. It connects people through the carrier of the network, so as to form groups with certain characteristics. Private information is information that is relevant to individuals or groups of individuals and can reveal details about their lives or other characteristics that may affect them. In social networks, the privacy information contained in user data is diverse and complex. Therefore, service providers often develop various privacy protection strategies to reduce the risk of user privacy leakage. However, due to the complexity of privacy, the privacy rules for the
privacy protection of different users in the system are also very complicated and often cross each other. Since social networks are a sharing platform, the resources shared in social networks may be involved with multiple sharing owners, so dealing with the problem of data co-ownership has become the key to the privacy protection of social networks. The fusion of the privacy control policies of all sharing owners for the same content can reasonably solve the privacy protection problem of data co-ownership. However, once these heterogeneous rules for different privacy information are abnormal in the fusion process, it will bring users data leakage and serious security problems. Therefore, it is necessary to study the rule fusion of privacy protection policies. In this section, the abstract model of rule fusion for privacy protection is presented. The rule fusion scheme for privacy protection is abstracted into predicate logic formula, and the rule fusion of the privacy protection policy (RFPP) is realized.

3.1. Privacy Protection Rules

Users’ personal information and behavior information may involve user privacy, and some control strategies customized by social network service providers also need to be protected. In the data interaction of social networks in a cloud environment, access control is the basic component unit of these interactions. Users and their privacy information are important elements in user privacy protection. This section first gives the basic definition of these elements, and then gives the privacy protection strategy in the form of an abstract model based on predicate logic.

3.1.1. Privacy Protection Elements

In social networks, privacy protection mainly involves the protected target user, other users, and the latter’s various authority for the former’s private information. It is worth noting that the meaning of other users in this context includes not only the persons who may be exposed to private information, but also other social network service providers.

**Definition 1.** In this paper, T is used to represent the set of target users in the social network. These users are the targets of the social network service providers to formulate privacy protection rules. Use U to represent a collection of other users, and these other users may pose a potential threat to T’s privacy. A represents the collection of permissions of T corresponding to different U. In this part, the meaning of permissions mainly refers to the access and modification permissions of private information.

**Definition 2.** The privacy permissions is defined as a triple containing the elements in Definition 1.

\[(t, a, u), (t \in T) \land (a \in A) \land (u \in U) \] (1)

This triple defines the permissions of other users for the target user. The permissions can generally be divided into three categories, namely no permissions, partial permissions, and full permissions. No permission at all means that the other user has no permission to access or modify target users’ private information. Partial permissions indicate that other users have certain access or can even modify permissions for private information. Full authority means that other users have the authority to access and modify any private information.

3.1.2. Privacy Protection Predicate Logic Formula

Privacy protection rules in social networks, to a certain extent, can be considered as a kind of access control policy, which is used to describe the permission relationship of users to a certain protection object, users or their privacy resources. Among them, users, objects and permissions are the basic elements of privacy protection rules. Combined with other elements, such as the environment, a complete set of unified rules description is formed. A complete rule description is expressed by a language or multiple languages with no ambiguity, and these rules must be expressed by predicate logic. Specifically, the so-called predicate formula is a formula formed by connecting some predicates with
predicate connection symbols. In the predicate logic formula, the atomic proposition, that is, the smallest proposition, is composed of individual words and predicates. Individual words represent things or things that can exist independently. Predicates are words used to describe the nature of individual words, that is, words that describe a certain connection between things.

**Definition 3.** The privacy protection rules are defined as the authority $A$ of other users $U$ against the target user $T$. We use the IF-THEN structure to describe the status of these persons in a specified environment:

IF condition (environment) THEN (T,A,U).

In this paper, the basic structure of privacy protection rules is defined in Backus–Naur form:

**Definition (1)** \(< \text{privacy protection rules} > :=< \text{conditions} > \rightarrow < \text{permissions} >\)

**Definition (2)** \(< \text{condition} > :=< \text{subcondition} > \{ < \text{and|or} > < \text{sub-condition} > \}\)

**Definition (3)** \(< \text{permission} > :=< \text{behavior} > \{ < \text{and|or} > < \text{behavior} > \}\)

Where := means “can be positioned as”, and $\rightarrow$ is a logical connector that means “implies” or “necessary and sufficient conditions”; that is, when other users meet all the conditions defined in the privacy protection rules, they have the authority to access this private information. In terms of conditions and permissions, the conditions in rules can be expressed as logical expressions of a group of sub-conditions, and the permissions obtained by users when they get permission are also a set of logical expressions of their legitimate behaviors.

3.1.3. Logic Model of Privacy Protection Rules

When the predicate logic formula for privacy protection is given, the privacy protection rule model can be established accordingly. The specific permissions, behaviors, and conditions in the model are different in different situations. In this section, predicate logic formulas are still used to describe the relationship between these objects. Among them, the symbol $\wedge$ is used to represent “and”, which means that the condition in the rule is reached by a number of sub-conditions and represents a Boolean expression of various constraints.

For example, the school may only allow the students in the school to connect to the online library through the campus network at a specific time. In this case, the campus online library becomes the privacy that the school needs to protect, and the students are the users who request access rights, so they can access the library data only under certain conditions. The rules for protecting the privacy of users can be described in Table 1.

**Table 1.** When the time is 9:00–21:00, students can access the online library of the school through the campus network.

| Rule Elements: Object S; User s; Time t. |
|-----------------------------------------|
| (1) person(s) $\wedge$ object(S)       |
| (2) student(s) $\wedge$ school(S)       |
| (3) statusIn(s,S) $\wedge$ inCampusNetwork(s, S) |
| (4) timeAfter(9) $\wedge$ timeBefore(21) |
| (5) school(S) $\wedge$ openLibraryAccess(S) $\wedge$ requester(s) |

The above five items represent the execution conditions of privacy rules. If privacy protection rules are activated, the users can meet the conditions of privacy policies and obtain permissions only when all conditions are fully met. In this way, we can clearly observe the requirements of privacy policy and regularize the logic of the privacy protection policy in the way of predicate logic. In this example, the privacy protection rule will only be activated when the target user is a school, the requesting user is a student, and the requested content is access to the campus network. When we use natural language to describe these rules to stimulate conditions, it is more redundant, so further, we can use the Backus–Naur Form paradigm to define the set of these conditions.
First of all, the relationship reasons in privacy protection rules are used to describe each object. \( T \) represents the collection of target objects, and \( U \) represents the collection of other user objects. These user objects in the collection usually issue various access requests to the objects \( T \) and represent the collection of rules; \( A \) represents a collection of rules. In addition to the above abstract description, for specific objects, we use \( t_i \in T \) to represent the specific protection user object individual, such as the school in the above example. Use \( u_i \in U \) to indicate a specific requesting user object individual; \( t_i \) and \( u_i \) have different specific connotations in different situations. Similarly, we use \( c_i \in C \) to represent the object of the privacy content and the object that needs to be protected in the social network. In privacy protection rules, the fundamental protection object is the privacy content of the target object \( t_i \). \( c_i \) represents the specific privacy contents of \( t_i \), and \( C \) represents a collection of privacy contents.

In the above example, a predicate formula is used to express the relationship between two objects. For example, \( \text{statusIn}(\_\_\_, \_\_\_) \) judges whether the student belongs to the school by judging whether the student’s status is in the school. The relationship between the target object \( (T) \) and other users \((U)\) are expressed in this form. Due to the presence of multiple relationships, multiple predicate formulas are often used. Similarly, predicates such as \( \text{student}(\_\_\_) \) are used to express the identity or attributes of an object. On the basis of the above content, we use \( E \) to represent the environment of policy execution.

**Definition 4.** The execution environment in privacy protection rules can be written as follows:

\[
E := \exists t_1 \in T, \exists u_i \in U, \exists c_i \in C \\
[\text{relation}(t_i, u_i), \ldots \text{object}(t_i), \ldots \text{behave}(u_i), \ldots | c_i, \ldots]
\]

(2)

The execution environment of privacy protection rules is given in the form of the Backus–Naur Form paradigm in formula (2). Then, we will define standard privacy rules based on policy primitives.

**Definition 5.** The standard privacy rules based on policy primitives can be written as follows:

\[
P := \forall t_i \in T, \forall u_i \in U, \forall c_i \in C, \forall a_i \in A \\
[\text{relation}(t_i, u_i) \land \text{object}(t_i) \land \text{behave}(u_i) \rightarrow \text{access}(u_i, c_i, a_i)]
\]

(3)

According to formula (3), the privacy protection rules are described as the following model.

**Definition 6.** The privacy protection rule model can be written as follows:

\[
\forall k_1 \in K_1, \forall k_2 \in K_2, \forall k_3 \in K_3, \ldots \forall k_n \in K_n \\
[p_1(k_1, k_2, \ldots k_n) \land p_2(k_1, k_2, \ldots k_n) \land \ldots p_n(k_1, k_2, \ldots k_n) \rightarrow \text{access}(u_i, c_i, a_i)]
\]

(4)

We can simplify formula (4) to:

\[
\forall k_1 \in K_1, \forall k_2 \in K_2, \forall k_3 \in K_3, \ldots \forall k_n \in K_n \\
[f \rightarrow \text{access}(u_i, c_i, a_i)]
\]

(5)

Among them, \( K_1, K_2, \ldots, K_n \) represent different categories of first-order logic polynomials, and \( k_1, k_2, \ldots, k_n \) represent specific items under the corresponding categories, and \( p_1, p_2, \ldots, p_n \) represent atomic formulas about these items. In this part, we use \( f \) to represent the first-order logic formula.

According to the above privacy protection rule model structure, we can clearly describe the specific connotation of the rule and the multiple objects it contains. Rules are expressed as a set of constraints in the model. When and only when the conditions of these rules are satisfied, the privacy information will be sent to the requesting user, so as to achieve the function of protecting privacy data in the social network. In the previous example, “When
the time is 9:00–21:00, student users can access the school’s online library through the campus network”, the privacy rule described by the natural language rule can be modeled into the following first-order multi-category logic formula:

\[ \forall t_i \forall u_i \forall a_i (\text{statusIn}(t_i, u_i)) \land \text{inCampusNetwork}(t_i, u_i) \land \text{timeIn}(9, 21) \rightarrow \text{access}(u_i, \text{openLibraryAccess}(a_i), a_i) \]  

Simple natural language to express rules is very flawed, so in this section, we give the rules for expressing privacy protection rules in the form of a first-order multi-category logic formula. In specific situations, the constraints in the rules should be extracted according to the different requirements, and these rules should be re-expressed in the language of mathematics and logic.

### 3.2. Privacy Protection Rule Integration

#### 3.2.1. Unified Description of Heterogeneous Rules

According to the description of privacy components in Section 3.1.1, the definition of privacy data is more complicated, and in many cases, privacy rules themselves may be part of privacy. For the convenience of description, in this section, we uniformly describe the user’s request as access; that is, the behavior of other users can be expressed as a request for access to the target user’s private data.

**Definition 7.** Privacy request attributes. We use ‘privacy request attributes’ to define the user’s specific access request content for private data, and we will denote it as a privacy attribute (PA).

Specifically, the value of PA represents the response content of the target object to the user’s request. For the example in Section 3.1, the school provides students with access rights to the online library for a specific period of time. When a student wants to access the library, he first needs to make this request to the server. In this case, the value of PA is the student’s access for the school’s online library.

Even in the same environment, privacy protection rules allow different target objects, users, and privacy content to be protected, as well as different privacy request attributes. Regarding the attributes of the privacy request, the user’s access request may involve multiple privacy contents. In many cases, these contents usually have unequal levels, so they can be described in the form of a tree. As an example shown in Section 3.1, we can draw the access control hierarchy as the tree in Figure 1. In order to achieve a more general and abstract definition, a unified description is given in the following form:

\[ \text{Rules} \rightarrow \text{RULES} = \{ \text{MA}, \text{SA}, \text{BA} \} \]  

Among them, MA represents a main privacy request attribute (main attribute), SA represents a source attribute, and BA represents a behavior attribute. In Figure 1, requests for login and registration can be expressed as behavior request attributes, and download requests for resources can be regarded as resource request attributes. We construct the user’s access attributes into a privacy attribute tree (PA-T), which is composed of a limited number of nodes. Among them, the privacy request attribute MA is the root node, and we define the child nodes of MA as PA – T0, PA – T1, PA – T2, … PA – Tn. According to these child nodes, we can decompose a privacy attribute tree into different subtrees, each of which has PA – Ti (0 ≤ i ≤ n) as the root node. In the example in Figure 1, the primary request is the root node of the PA tree, which contains three child nodes. In addition, the child node login also includes student login and teacher login. Similarly, other subtrees also contain one or more child nodes.

In social networks, service providers may generally use different languages to describe privacy protection rules. However, these rules based on different languages are difficult to integrate. Therefore, a unified method is needed to express different rules. However, different rules include target objects, other users, and possible access requests. Due to the limited kind of access requests, we describe them in the form of a tree. Therefore, on
the basis of constructing the privacy request attribute tree, we can match and search the attributes in different rules. When different rules match successfully, we can extract the corresponding attribute value contained in the node and use it as the element in the set of formula (7). In the process of rule fusion, we still use the form of tree description in order to ensure the hierarchy and logic of different rules. As Algorithm 1 shows, we uniformly describe the privacy protection rules of multiple subjects in social networks and use the same form of privacy attributes to represent different rules.

![Diagram of privacy request attributes](image)

**Figure 1.** Examples of privacy request attributes.

**Algorithm 1** Uniform description algorithm of privacy protection rules

**Input:** Different forms of privacy protection rules $rule_i$

**Output:** Uniformly described privacy protection rules $RULE$

1: for $rule_i$ of Service provider $I$ do
2:    for User request attributes in rules do
3:        Grab the user request attribute described in the rule and assign it to the corresponding attribute node;
4:        Establish a private request attribute instance tree $T_i$;
5:    end for
6: end for
7: According to the description of the object of the access request, $T_i$ add to $rule_i$

From the above algorithm, different rules of multiple users can be merged with each other. The algorithm in this section can unify these heterogeneous rules into the same description. Due to the fact that heterogeneous rules under social networks have different formalities and different contents, the requests faced by different target objects are also diverse. Therefore, the privacy content is also very different. Due to the above reasons, privacy protection rules still face some logic and priority problems in the process of fusion. Once this fusion is wrong, privacy will still be leaked. Therefore, we also propose a heterogeneous rule fusion algorithm based on an attribute tree.

### 3.2.2. Fusion of Heterogeneous Rules

In the process of fusion of different privacy protection rules, the first problem is to detect whether these rules have conflicts. Once the conflicts in these rules are eliminated, the remaining rules can be well organized into fusion rules. In actual situations, different privacy protection rules may be originated from different user requests.
Specifically, when the privacy protection rules of multiple social network subjects have the same privacy tree structure, the value set of a group of privacy tree node attributes has the following expression:

\[
\begin{align*}
\text{RULES}_1 &= \{ MA_1, SA_1, BA_1 \} \\
\text{RULES}_2 &= \{ MA_2, SA_2, BA_2 \} \\
\text{RULES}_3 &= \{ MA_3, SA_3, BA_3 \}
\end{align*}
\]

\[
\begin{align*}
MA_1 &= MA_2 = MA_3, \quad SA_1 = SA_2 = SA_3, \quad BA_1 = BA_2 = BA_3
\end{align*}
\]

When the privacy protection rules of multiple social network subjects have different privacy tree structures, the set of values of a group of privacy tree node attributes has the following expression:

\[
\begin{align*}
\text{RULES}_4 &= \{ MA_4, SA_4, BA_4 \} \\
\text{RULES}_5 &= \{ MA_5, SA_5, BA_5 \} \\
\text{RULES}_6 &= \{ MA_6, SA_6, BA_6 \}
\end{align*}
\]

\[
\begin{align*}
MA_1 \cap MA_2 \cap MA_3 &= MA_1 || MA_2 || MA_3 \\
SA_1 \cap SA_2 \cap SA_3 &= SA_1 || SA_2 || SA_3 \\
BA_1 \cap BA_2 \cap BA_3 &= BA_1 || BA_2 || BA_3
\end{align*}
\]

The structure of the privacy tree is the same, so we need to compare the attributes of root nodes, resources and behaviors. If the above attributes are consistent, there may be a set inclusion relationship between different privacy rules. If the utility of different rule nodes is different, then the conflict type between rules is utility conflict. In the case of the same privacy tree structure and inconsistent node attributes, we only need to compare the hierarchical relationship between resource attributes and the inclusion relationship of other attributes. The detail method is described in Algorithm 2.

Algorithm 2 Privacy protection rule conflict detection fusion algorithm

**Input:** Privacy rules \( \text{rule}_i \)

**Output:** Fusion rules \( \text{RULE}_F \), Conflict rules \( \text{RULE}_C \)

1. **for rule\(_i\) of Service provider \( I \) do**
2. \hspace{1em} Read each property
3. \hspace{1em} Compare the property values between rules to see if they are the same
4. \hspace{1em} if Property values are the same then
5. \hspace{2em} Only one of them will be added to \( \text{RULE}_F \)
6. \hspace{2em} Continue to the next property
7. \hspace{1em} else if Property conflicts with different property values then
8. \hspace{2em} The conflicting attributes are stored in \( \text{RULE}_C \)
9. \hspace{2em} for All rules in \( \text{RULE}_C \) do
10. \hspace{3em} Attribute union between rules
11. \hspace{3em} Add to \( \text{RULE}_F \)
12. \hspace{2em} end for
13. \hspace{1em} end if
14. **end for**

For privacy protection rules in different situations, Algorithm 2 first fuses the same items of attribute values in these rules, leaving only one item in the fusion result rules. For conflict rules, the conflict attributes are stored in the conflict rule set, and the confliction attributes are merged to reduce the conflict rules. For the fusion rule set, the algorithm of rule fusion forms the same description of rules by establishing an attribute tree. Once these
conflicting rules are resolved, the risk of user privacy disclosure will be greatly reduced, which can further protect the privacy data security of the target object. For the new non-conflict rule attribute tree, a new consistency rule with a hierarchical structure is provided. The privacy protection rule consistency description and fusion method proposed in this paper can ensure user privacy security with low computational cost and time complexity.

4. Experiments

In the experiment, we will focus on the analysis of the substitutability and time complexity of the proposed algorithm. We randomly generate a large number of privacy protection rules that may be used in social networks. These rules and policies are similar to some rules published by famous service providers in logical and goal aspects.

4.1. Substitutability

In order to verify the usability of the rule-based fusion of privacy protection policies, the rule substitution test experiment is designed. In the experiment, the proposed method is verified by calculating the substitutability between the privacy fusion rules and the original rules. Rule replaceability mainly includes two aspects: user attribute and resource attribute. The calculation formula is as follows:

\[ A(p_1, p_2) = A_M(p_1, p_2) \ast W_M + A_S(p_1, p_2) \ast W_S \]

\[ A_M = 1 - \frac{\text{Path}_{\text{min}}(M_1, M_2)}{\text{Path}_{\text{max}}(M_1, M_2)} \]

\[ A_S = 1 - \frac{\text{Num}(S_1 \cap S_2)}{\text{Num}(S_1 \cup S_2)} \]

(10)

Among them, \( A_M \) and \( A_S \) are the substitution of users’ attributes and resource attributes, \( p_1, p_2 \) are two privacy rules, \( M_1, M_2, S_1, S_2 \) are two users’ attributes and source attributes, respectively, as defined in Equation (7), \( \text{Path} \) represents the distance of the users’ attributes in the hierarchical relationship of the attribute tree, and \( W \) represents the weights.

In the experiment, \( W_M \) and \( W_S \) are assigned a value of 0.7 and a value of 0.3, respectively.

In the experiment, we randomly selected 20, 40, 60, 80 and 100 rules from 100 regularized privacy protection policies to form 5 groups. After fusing the privacy protection rules in the group, a new unified description privacy rule is obtained. We compare the fusion rules of each group with all the rules in the group and obtain several alternative results. We use the average of all the substitutability results as the final fusion rule substitutability of the group. In order to verify the superiority of the method proposed in this chapter, the XACML general strategy fusion method is compared. The comparison results of the fusion substitutability of each group are shown in Figure 2.

![Figure 2. Alternative results of privacy rule fusion.](image)

The experimental results show that the privacy-preserving rule fusion method proposed in this chapter has better substitutability; however, with an increased number of rules, the substitutability of the fusion results will decline.
4.2. Time Complexity

In this section, two experiments are designed to verify the conflict detection. In the first experiment, we compared the time consumption of fusion according to the number of heterogeneous rules in the proposed scheme from 100 to 1000, with an interval of 100, as shown in Figure 3, where the time unit is milliseconds. It is not difficult to find that with an increasing number of heterogeneous rules, the consumption of privacy protection rule fusion time also increases. The rule number and time consumption almost maintain a linear relationship, and the increase of time consumption is acceptable compared with the method of conflict-free detection. At the same time, the proposed fusion algorithm can avoid conflict among the rules and has good practical value.

![Figure 3. Time consumption of different heterogeneous rules.](image)

In order to further study the characteristics of the time complexity of the proposed scheme, the experiments in this section not only analyze the influence of the number of heterogeneous rules on the fusion time, but also consider the influence of the number of attributes in the heterogeneous rules on the fusion time. As shown in Figure 4, the time consumption of fusion is compared with the number of attributes in the heterogeneous rules in the scheme proposed, from 1000 to 10,000, with an interval of 1000, and the time unit is also in milliseconds. It can be found that the fusion time also increases with the number of attributes, and the increase in time consumption is also within the acceptable range compared with the conflict-free detection method. With the increase in the number of attributes, the fusion time of this scheme will increase significantly.

![Figure 4. Time consumption of different attribute numbers in heterogeneous rules.](image)

5. Conclusions

This paper proposes a rule fusion method of privacy protection strategies to solve the privacy security problem of co-ownership data sharing in social networks. First, according to the different connotations of private data, the content of the protection information is defined. Then, a predicate logic formula is used to abstract the natural language description of privacy protection, and a logical model of privacy protection rules is constructed. Finally, this paper gives the definition of heterogeneous privacy protection rules and gives the algorithm for rule fusion, which avoids the conflict of privacy protection requirements in
In the complex social network environment, different access requests, services, and privacy data increase the difficulty of formulating privacy rules. Although the regularized privacy description and rule logic model proposed in this article provide a basis for rule fusion to a certain extent, the unified description of privacy protection rules in this article is still relatively simple, so the design of the fusion algorithm is relatively elementary. In future work, we will study and design a more comprehensive unified expression method for heterogeneous rules to further improve the accuracy and security of the privacy rule fusion mechanism.
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