High-level architecture for a digital oilfield: features of the transition to data-driven decision management
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Abstract. This paper is devoted to the design of a distributed heterogeneous data warehouse of a digital oilfield. With increasing amounts of data collected from intelligent controllers and sensors, the lack of mechanisms for combining data from different sources and providing them to consumers affect the overall management efficiency. In addition, without it is impossible making the next logical step – the effective application of intelligent analysis methods. The paper describes the high-level architecture, as well as subsystems of operational management and decision support. The presented data are intermediate results of the project “Digital oilfield heterogeneous distributed data warehouse for informational support of decision-making processes”.

1. Introduction

Today, due to the development of digital oilfield (DOF) technologies, there are virtually no production and management tasks in the field of oil production, the solution of which would not be automated to one degree or another. At the same time, there is a growing interest in the study and implementation of data mining technologies to support decision-making and improve the overall management processes efficiency. However, the effectiveness of implementing these depends on the quality of the previous automation and control stages solutions. However, the distribution, implementation, and use of individual information solutions often occur outside the framework of a rational automation strategy. Due to the complexity of the digital oilfield, due to the nature and composition of the appropriate management tasks, the lack of integration between the multitudes of existing software solutions prevents the formation of single information space of the enterprise. Thus, the effective use of data analysis tools and the consequent transition to data-based management are complicated. Separately, we should note that the oil production companies recognize the data integration problem. Several software solutions automate the main tasks of oilfield development management. The main applied field of research in the digital oilfield area is solving problems of forecasting and modeling the state of development, including the current monitoring of oil well equipment [1–5].

Authors of papers [6,7] considered the existing groups of Energetics consortium international standards as a way to ensure the uniformity of data presentation. The advantage of these standards is their data schemes, covering a wide range of oil industry elements. With an increase in the volume of data generated by the industry-recognized by most authors, various ways are offered to increase the efficiency of working with them. The authors of [8,9] proposed the use of cloud technologies subject to the availability of reliable communication channels with high bandwidth. The use of Big Data technologies, as well as machine learning and artificial intelligence concerning specific problems and tasks of the oil industry, are discussed in [2, 4, 10–13].
Despite the progress in this research area of, there are several unsolved problems, including data integration, knowledge extraction from the existing information volume, complexity, and efficiency of processing the available information [14]. In other words, there is no unified approach to storing and managing large amounts of data from heterogeneous, distributed sources and then extracting knowledge from them to support decision making and creating appropriate analytical problem-oriented algorithms and systems.

Summarizing the above, we can identify the following most pressing problems in the application of data mining and artificial intelligence methods in oil field development management:

- The lack of uniform software solutions for the digital oilfield distributed heterogeneous data sources integration.
- The volume of data collected in the field and the mining process has moved into the Big Data category, the effective use of which in the management process requires the development of specialized software tools.

As a solution to these problems, we propose heterogeneous distributed data warehouse creation to unify the processes of interaction between the components of the digital oilfield infrastructure, ensuring the unity of the data collection, processing and storing processes, as well as intellectualizing the oilfield development management.

2. Digital oilfield infrastructure modeling

Within the framework of the research, we created a software-hardware stand for simulating the infrastructure of a digital oilfield. A hardware-software stand is a system of three main subsystems: data generation, data aggregation, data processing, and storage. The stand includes the following data sources:

- Sources of low-level data collected from cluster controllers and sensors. Data source include four main data sets (5560, 3368, 15040 and 22144 records) both in the two most commonly used formats in the industry – wellsite information transfer standard markup language (WITSML) and log ASCII standard (LAS).
- Instrumentation and automation equipment database. Information is presented as a Microsoft SQL database and contains records of 4000 models of equipment, as well as of the regulated time for maintenance and repair work.
- Reference and reporting information stored as .doc, .pdf files. This set of files is the “passport” of the oil field and contains an extensive list of textual, tabular, and graphical information describing the oil fields starting from the exploration stages.

Low-level data sources support an improved drilling data transfer protocol – Energestics transfer protocol (ETP), which implements a more reliable data transfer channel at the program level. The stand generally allows studying the peculiarities of the technical interaction between DOF information infrastructure components. The stand is applicable in the tasks of specialists training, as it allows to visually demonstrating the interaction of different software and technical solutions within the infrastructure of one oil company, including the associated features of synchronization, integration and data import/export. Besides, the stand provides flexible options for setting up a test environment for testing the interaction with elements of the external infrastructure, load modeling, system testing.

3. Attribute dependency model

The problem of efficient use of heterogeneous and distributed sources of information is the difficulty of ensuring timely access to the full list of data, the result of processing and analysis of which is necessary for management processes.

As already noted, one of the problem solutions is the creation of systems and integration tools that provide a unified presentation of data. The amount of information generated by the elements of the digital oilfield infrastructure makes it virtually impossible to integrate at the physical level. Integration at the logical level requires a single, global scheme that allows combining different ways of defining dependencies between data, as well as implement different strategies for finding solutions.
To form a unified scheme for presenting digital oilfield data, we propose to use the attribute dependency model, which is part of the object-oriented system analysis methodology. The network of functional dependencies describes the links between data located in various sources. The network is a non-strict hierarchy, which may have several roots. The attribute dependency model is used to determine the values of some attributes based on the values of other attributes. There are two main classes of tasks to be solved using the model:

- The interpretation task. The initial data are the values of the primary attributes. It is necessary to find the values of some target attributes that correspond to the given source data. This type includes the tasks of medical diagnostics, diagnostics of technical equipment, forecasting tasks. The usage of direct output methods can solve such problem.
- The task of finding a feasible solution (inverse problem). The source data is the specific (specified) value of a non-primary attribute. It is necessary to find the corresponding values of the primary attributes. This type includes the tasks of planning, target management. To solve the inverse problem, use methods of reverse output.

The task of finding the optimal solution can be solved in two ways. In one way, as a series of solutions to the problems of interpretation for various alternative variants defined by multiple combinations of primary attributes. Alternatively, as a series of solutions to the problem of finding feasible solutions for different values of the efficiency criterion and target constraints. Methods for solving the optimization problem use the techniques of direct and inverse derivation, complementing them with procedures for generating variants and checking restrictions. Figure 1 describes an example of the attribute dependency model structure.

![Figure 1. An example of the attribute dependency model structure.](image)

Thus, the attribute dependency model makes it possible, first, to create a diagram of data interconnections stored in various sources. Secondly, the meta description of model attributes – data types – makes it possible to automate the tasks of searching and providing data access, as well as evaluating the feasibility of storing attribute values that are calculated (dependent on primary ones).

4. **Heterogeneous data warehouse high-level architecture**

The study of the structure and types of data located in the different information sources described in section 2, as well as scientific, technical and regulatory documentation analysis, made it possible to formulate the following main theses:

1. Technical interaction unification of heterogeneous data sources, subsystems, and software solutions today are the focus of the DOF-research. There are several issues of data integration at the physical level. The WITSML and PRODML standards are considered as the basis for integration.

2. In other areas of activity that are not related to oil production, in particular, in the framework of the ATLAS experiment at CERN, working with heterogeneous sources is based on the development of solutions for the collection, storage, and analysis of metadata.
3. Solutions and approaches that integrate technical cooperation standardization tools for production systems and decision support tools based on the analysis of information from distributed heterogeneous sources have not been found within the framework of the DOF-concept.

Partly, we can explain the current situation by the following: the use of data mining tools for decision support purposes requires well-functioning solutions in the areas of data integration, including low-level ones, within a unified information environment.

Thus, we formulate the following basic principles for the development of the heterogeneous distributed data warehouse architecture for digital oilfield:

- The principle of technical interaction unification – the architecture should provide for the availability of physical integration solutions for low-level data obtained using industry-standard solutions and equipment. The integration of low-level data is necessary to provide information support for the processes of operational accounting and control over the state of oilfield development.

- Principle of single information space – the primary tool for the tasks of strategic management should be an appropriate decision support system, based on the knowledge base, describing the relationship of all data from heterogeneous and distributed sources. The unity of the information space should be ensured by an appropriate logical model in combination with the principles of its change and maintenance.

Figures 2–4 show the first version schemes of the heterogeneous distributed data warehouse architecture for digital oilfield consisting of operational management subsystem architecture (Figure 2), decision support subsystem architectures (Figure 3) and high-level representation of the heterogeneous distributed data warehouse architecture (Figure 4).

![Figure 2.](image-url) 

Figure 2. High-level architecture of the operational management subsystem.

Thus, a mixed approach to the organization of a heterogeneous data warehouse, which consists in sharing the operational management subsystem and the decision subsystem, while maintaining the
existing infrastructure of the digital field, improve the quality of decisions and implement the transition to a data-driven decision management model.

Figure 3. High-level architecture of the decision support subsystem.
5. Summary

The transition to a data-driven digital oilfield management model implies an analytical module using machine learning tools. The development of such a module is a complex task that requires a comprehensive integration of data sources to build the most accurate model of the analyzed processes. Because DOF data sources usually exist autonomously from the analytical module, the priority is to create a system for integrating data from heterogeneous sources into a single repository for quick and efficient search and retrieval of data needed by an expert. Within the framework of the current stage of the work, we propose a high-level architecture of a heterogeneous data warehouse for a digital oilfield, combining subsystems of operational management and decision support. The implementation of the software prototype according to the developed architecture will allow going over to the tasks of designing an analytical module for the data coming into the knowledge base using machine learning tools.
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