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We introduce a measure of average dimensionality (or coherence) for high-dimensional quantum devices. This includes sets of quantum measurements, steering assemblages, and quantum channels. For measurements and channels, our measure corresponds to an average compression dimension, whereas for quantum steering we get a semi-device independent quantifier for the average entanglement dimensionality known as the Schmidt measure. We analyze the measure in all three scenarios. First, we show that it can be decided via semi-definite programming for channels and measurements in low-dimensional systems. Second, we argue that the resulting steering measure is a high-dimensional generalisation of the well-known steering weight. Finally, we analyse the behavior of the measure in the asymptotic setting. More precisely, we show that the asymptotic Schmidt measure of bipartite quantum states is equal to the entanglement cost and show how the recently introduced entanglement of formation of steering assemblages can be related to our measure in the asymptotic case.

I. INTRODUCTION

The advent of quantum information processing has led to various improvements in our understanding of the quantum world, which again has provided innovations reaching even commercial applications, such as devices capable of performing quantum key distribution and randomness generation \cite{1–5}. Many of these developments have concentrated on possibly low-dimensional quantum systems consisting of many qubits \cite{6–8}, or on degrees of freedom that are given by continuous variables, such as position and momentum \cite{9}.

Now, with the second quantum revolution at hand, one particularly noticeable direction of research has been the development of noise-resilient and loss-tolerant quantum communication protocols with high quantum information carrying capacity, see \cite{10–14}. One way to reach this regime is to shift from systems having two degrees of freedom, such as spins of electrons or polarization of photons, to high-dimensional degrees of freedom given by, e.g., time-bins or orbital angular momentum \cite{15, 16}. Various known theoretical tools can be directly applied to these platforms, including entanglement witnessing techniques \cite{17}, numerical optimization methods \cite{18}, and general quantification strategies for quantum resources \cite{19, 20}.

When concentrating on, e.g., quantum communication protocols using high-dimensional systems, it is important that one possesses genuinely high-dimensional resources, in order to reach the aforementioned advantages. As an example, in a prepare-and-measure scenario one should verify that one’s quantum devices, i.e. the state preparation, the quantum channel and the quantum measurement, do not reduce the system into an effectively lower-dimensional one, hence, compromising e.g. the high noise-tolerance or information carrying capacity. In other words, the devices should not allow for a simulation strategy using only lower-dimensional devices. This problem has received some attention from the theory perspective in the case of entanglement theory \cite{21, 22}, but it has been only more recently investigated from the perspective of quantum channels \cite{23, 24}, quantum measurements \cite{25}, and correlations stronger than entanglement \cite{26}.

In this manuscript, we develop a resource measure for quantum channels, quantum measurements, and Einstein-Podolsky-Rosen steering. The main point of our measure is that it enables one to rule out low-dimensional simulation models for each of these classes of quantum devices. The measure is based on the Schmidt measure of entanglement \cite{22}, which can be seen as a high-dimensional version of the celebrated best separable approximation \cite{27}.

We develop a Schmidt-type measure for the three types of devices mentioned above. This results in quantifiers for the average dimensionality needed to realise a given quantum device. This is in contrast to known dimensionality quantifiers for channels \cite{23}, measurements \cite{25} and state assemblages \cite{26}, which quantify the highest required dimension. To give a simple example on what we mean by average and highest required dimensions, one can think of the two-qubit state \(\lambda|\psi^+\rangle|\psi^-\rangle + (1-\lambda)\mathbb{1}/4\). The Schmidt number, i.e. the number of degrees of freedom that one needs to be able to entangle to produce the state, is \(\log(2) = 1\) if the state is entangled, i.e. when \(1/3 < \lambda \leq 1\), and \(\log(1) = 0\) otherwise. However, the Schmidt number does not contain more precise information about the strength of the entanglement, i.e. about the parameter \(\lambda\). One way around this is to use the Schmidt measure instead. The Schmidt measure quantifies the average dimensionality needed to prepare the state, i.e. in this example it counts the relative frequency between the uses of entangled and separable preparations. For the example state, this number turns out to be \((3\lambda - 1)/2\) for \(\lambda \geq 1/3\), 0 otherwise. One can replace the two-qubit state here by a high-dimensional one, for which, even when being noisy, the Schmidt number can be maximal \cite{21}, i.e. equal to \(\log(d)\), while the Schmidt measure remains below this value. In contrast to the existing literature on dimensionality of measurements and state assemblages, where the main focus has been on evaluating \cite{25, 28, 29} and ex-
performatively testing [26] the highest required dimension, we concentrate on formulating the average measures for the mentioned types of devices, investigating their properties and their connections to known quantities in, e.g., entanglement theory. First, we show that the measure can be efficiently decided by semi-definite programming (SDP for short) techniques in the low-dimensional scenario of qubit-to-qutrit as well as qutrit-to-qubit channels. Second, we discuss how the measure presents a quantifier of average dimensionality of quantum measurements through an explicit simulation protocol, and provide an alternative formulation of the measure in this scenario. Third, in the case of quantum steering, we argue that our measure represents a semi-device independent verification method for the Schmidt measure of bipartite quantum states and show that it generalises the known resource measure given by the steering weight [30]. Finally, we analyze the behavior of our measure in the asymptotic setting. We prove that the asymptotic Schmidt measure of bipartite states equals the entanglement cost, hence, generalizing the results of [31] concerning the Schmidt number, and analyze how such result generalizes to the semi-device independent setting by using a recently introduced entanglement of formation for steering assemblages [32].

II. DIMENSIONALITY OF A QUANTUM CHANNEL

In this section, we ask the question: given a channel $\mathcal{E} : L(H_{d_1}) \to L(H_{d_2})$ with $d_1$ and $d_2$ finite, what is the dimension of the channel? To answer this, we first should be more precise about the question. We would typically associate $L(H_{d_1})$ with dimension $d_1$ and $L(H_{d_2})$ with dimension $d_2$; we will refer to these as the "input/output" dimensions of the channel respectively. What is more subtle, and what we are interested in, is the level of coherence preserved by the channel. Consider a noiseless channel $id_{100} : L(H_{100}) \to L(H_{100})$. This is capable of preserving coherence in the entire $d = 100$ space. However, the channel $\mathcal{E} : L(H_{100}) \to L(H_{100})$, $\mathcal{E}(\rho) = \rho_{\text{diag}}$, destroys all coherence, despite acting between the same two spaces. We would like to characterise $\mathcal{E}$ as dimensionality 0, and $id_{100}$ as dimensionality 100 (technically, as we shall see, log 100). Note that this is not the same as the capacity of the channel; we require that truly $d$ dimensional coherence is preserved, but not arbitrary $d$ dimensional states.

One can think of an analogous question for quantum states; a pure quantum state can be written in its Schmidt decomposition [33], $|\Psi\rangle = \sum_i \lambda_i |e_i\rangle f_i$, $\lambda_i > 0$, $\sum_i \lambda_i^2 = 1$. To create such a state, we require a genuinely entangled space of dimension $d := S_R(\Phi)$, its Schmidt rank. This can be extended to mixed states, by decomposing them to pure states, and then checking the largest Schmidt rank required. This defines the Schmidt number [21], $S_N(\rho) := \min_{\rho_{\Phi}}, \max_i \log S_R(\Phi_i)$, such that $\sum_i p_i |\Phi_i\rangle \langle \Phi_i| = \rho$, and $p_i$ is a valid probability distribution (which we will not state explicitly throughout the rest of the paper). The logarithm appears such that the Schmidt number is additive over the tensor product. Intuitively, the Schmidt number gives the number of entangled degrees of freedom required to create the (mixed) state.

How does this translate into quantum channels? We may always write a quantum channel using an explicit Kraus representation, $\mathcal{E}(\rho) = \sum_i K_i \rho K_i^\dagger$, such that $K_i = I_{d_i}$, where $I_{d_i}$ is the identity matrix acting on a $d_i$-dimensional space. If all of the (matrix) ranks of the Kraus operations are less than some value $d$, then the channel cannot preserve coherence greater than $d$, as the kernel of each matrix is simply too large.

This leads to a definition of a Schmidt number for channels in the following way: $S_N(\mathcal{E}) = \min_{\rho_i}, \max_i \log \text{rank}(K_i)$, where we minimise over all Kraus representations of the channel [23]. This definition is reinforced by the result that this Schmidt number of a channel $\mathcal{E}$ and the Schmidt number of the corresponding Choi matrix $\chi_\mathcal{E}$ coincide [23]. One observation made in [23] is that a channel with Schmidt number $n$, when applied to one half of a bipartite system, cannot preserve a Schmidt rank of a state greater than $n$. Thus these channels are known as $n$-partially entanglement breaking (n-PEB) channels [23].

Instead of asking what size of entangled subspace is needed to create a given mixed state, we could instead ask what is the average size needed. This is given by the Schmidt measure [22], $S_M(\rho) = \min_{\rho_{\Phi}}, \sum_i p_i \log S_R(\Phi_i)$, such that $\sum_i p_i |\Phi_i\rangle \langle \Phi_i| = \rho$. In Appendix J, we show that this is the expected one-shot cost of preparing $\rho$, provided one is allowed to begin with a labelled mixture of maximally entangled states. We can again consider the same question for channels - is there a notion of the average coherence preserved? One can directly translate the Schmidt measure for states to the Choi matrix of the channel - as we shall see later, this would not result in the operational meaning we desire. Instead, we should weight each coherent output system by the probability it would be included in the log rank. The intuition is that the $K_i$ represent a realisation (chosen by us) of the channel, into which is inputted an arbitrary quantum state $\rho$ which we have no knowledge about.

The above defined quantity has a number of desirable properties:
We will see later on that the dimension measure is not an additive property. Additionally, this measure is able to capture some noise properties of the channel that simply looking at the Schmidt number cannot. Figure 1 compares the Schmidt number and dimension measure of the qubit depolarising channel, \( \mathcal{E}_p \). The increased noise is reflected in a lower dimension measure.

- It is convex (under combination of channels).
- It is subadditive over tensor product.
- It is non-increasing under quantum pre-processing and quantum post-processing.
- Entanglement breaking channels have dimension measure 0.
- Isometric channels have dimension measure \( \log d_1 \).

Additionally, this measure is able to capture noise properties of the channel that simply looking at the Schmidt number cannot. Figure 1 compares the Schmidt number and dimension measure of the qubit depolarising channel, \( \mathcal{E}_p \). Rather than a discontinuous jump, the dimension measure decreases linearly with noise. We will see later on that the dimension measure is not always continuous; rather it satisfies a weaker property known as lower semi-continuity. Intuitively, this means that one can always find a small enough deviation for which the measure does not drastically decrease. Since the rank of an operator is itself a lower semi-continuous function, we should not expect a stronger level of continuity than this. One could also argue the definition should have an infimum and supremum, especially since the set of Kraus representations of a channel is not compact; however, this definition turns out to be equal to the one above. This is mainly a result of the finite dimension \( d_1 \), which tells us the measure can be realised with \( d_1^2 \) summands i.e. Kraus operators. These properties: lower semi-continuity and achievable with a finite sum, are properties shared by all the subsequent measures we will introduce in this paper.

Although we cannot interpret the dimension measure as a property of the Choi matrix of the channel in such a neat way as we can for the Schmidt number, we can nevertheless connect it to the Schmidt measure of entangled states sent through the channel. We have the following relation: \( \sup_\phi S_M[\id \otimes \mathcal{E}(\langle \phi | \phi \rangle)] \leq D_M(\mathcal{E}) \). The choice of entangled input state \( \phi \) corresponds to choosing \( \rho \), and the specific decomposition to a specific set of Kraus operators. The reason for the inequality is that for the two quantities the order of supremum/minimisation are reversed. It may be with a suitable minimax theorem this relation could be made an equality.

### III. SDP FOR DIMENSIONALITY OF A QUANTUM CHANNEL

For a channel \( \mathcal{E} : \mathcal{L}(\mathcal{H}_{d_1}) \to \mathcal{L}(\mathcal{H}_{d_2}) \), we wish to calculate the following quantity: \( \min_{K} \max_{\rho} \sum_l \Tr(K_l^\dagger K_l \rho) \log \rank(K_l) \). Via the Choi isomorphism, we can equivalently write this as an optimisation over the Choi matrix

\[
\min_{\sigma\in\SEP} \max_{\rho} d \Tr(\rho^\dagger \otimes \id \langle \phi^l | \phi^l \rangle) \log S_N(\rho^l), \tag{2}
\]

where we can associate \( \phi_l = \sum_{a,b} [K_l]_{a,b} / \sqrt{d} |ba \rangle \), and require that \( \sum_l |\langle \phi_l | \phi_l \rangle| = \chi_\varepsilon \).

In the case where our channel has at least one system of dimension 2, then this equation simplifies to (a detailed derivation is given in Appendix 1):

\[
\min_{\sigma\in\SEP} \max_{\rho} d \Tr(\rho^\dagger \otimes \id (\chi_\varepsilon - \sigma^0)) \tag{3}
\]

where \( \sigma_0^A = \Tr_B \sigma_0 \). Noting that transposition is a positive trace-preserving channel, we can see that our maximisation is equivalent to taking the largest eigenvalue of \( (\id - d \sigma_0^A) \). Given a specific \( \sigma^0 \), this can be formulated as an SDP. Furthermore, for channels where \( d_1 d_2 \leq 6 \), then the separable states are equivalent to states with a partial positive transpose [34, 35]. This allows the above optimisation to be formulated via an SDP:

\[
\begin{align*}
& \text{minimize } \alpha, \\
& \text{subject to:} \\
& \chi_\varepsilon - \sigma^0_0 \geq 0, \\
& (\sigma^0_0)^{T_A} \geq 0, \\
& (\alpha - 1) \id + d \sigma_0^A \geq 0.
\end{align*}
\tag{4}
\]

By looking at this SDP analytically, we can see that for certain channels, the Schmidt number and dimension measure coincide, meaning the dimension measure is not continuous in general. A useful illustration of this is the amplitude damping channel, characterised by \( \mathcal{E} : |1 \rangle \rightarrow \sqrt{\gamma} |0 \rangle + \sqrt{1-\gamma} |1 \rangle \). We find that \( \chi_\varepsilon = (1-\gamma/2) \langle 00 \rangle + \sqrt{1-\gamma} \langle 11 \rangle \). As long as \( \gamma < 1 \), this is a mixture of an orthogonal pure and separable state, meaning the only
valid choices for \( \sigma_0 \) are \( \sigma_0 = \gamma'/2|10\rangle\langle 10|, \gamma' \leq \gamma \). In particular, this means \( d \sigma'_2 \) is rank 1, and thus \( \alpha = 1 = \log 2 \) as long as \( \gamma < 1 \). When \( \gamma = 1 \) however, \( \chi \) is separable; implying \( \sigma_0 = \chi \), \( d \sigma'_2 = 1, \alpha = 0 \). For other common channels though the measure captures a more fine-tuned notion of dimensionality than the Schmidt number; for the depolarising channel, we see that \( D_M(\mathcal{E}_p) = (1 - 3p/2) \) when \( p < 2/3 \), and 0 otherwise; whereas \( S_N(p) = 1 \) when \( p < 2/3 \). In this case, the measure captures the noise of the channel. For the qubit erasure channel \( \mathcal{R}_q(p) := (1 - q)\rho + q|e\rangle\langle e| \), where \( q \) is probability of erasure, \( D_M(\mathcal{R}_q) = 1 - q \).

IV. COMPRESSION OF QUANTUM MEASUREMENTS

A. Motivation

We will now turn to a topic in which the concept of dimensionality naturally plays an important role. This is the topic of quantum storage or quantum memory, the practical construction of which is an active research topic [36, 37]. As in classical information theory, it is natural that we may wish to store information, so that it may be accessed and used later on in, e.g., computation. This is the role of a memory. The amount of storage available is limited, so it is useful to compress the information in some way beforehand - encode it into a new state which requires less bits (classical) or qubits (quantum) to store. This compression can be lossless, where the exact state can be reconstructed from the stored information, or lossy, where the original state is only reconstructed approximately, normally with the advantage of lower memory costs. Note that we use the word lossy in the classical information theory sense to describe imperfections in general, which deviates from the terminology used in quantum information theory, where losses typically refer to particle losses.

Recently in Bluhm et al. [38], the authors considered an application of quantum memory, in which an unknown state is compressed into a quantum memory, and later decompressed, such that a measurement may be performed on that state. This measurement is taken from a set of available measurements, and is not known at the time of storage which of the available measurements will be chosen. Here, measurements are described by positive operator-valued measures (POVMs for short). For a given input (or measurement choice) \( x \), the corresponding POVM is a collection of positive semi-definite matrices \( \{M_{a|x}\}_a \) for which \( \sum_a M_{a|x} = 1 \). Given a fixed set of available measurements \( M = \{M_{a|x}\} \), the authors of Ref. [38] thus require that

\[
\text{Tr}(\rho M_{a|x}) = \text{Tr}(D \circ \mathcal{E}(\rho)M_{a|x}), \quad \forall \rho,
\]

where \( D, \mathcal{E} \) are two CPTP maps, and \( \mathcal{E} \) maps the input space to \( \bigoplus_i \mathcal{H}_{n_i} \) and \( D \) maps back in to the original space. Here, the space \( \bigoplus_i \mathcal{H}_{n_i} \) represents a quantum memory, where each member of the direct sum is a Hilbert space with a smaller dimension \( n_i \) than the original space, and the index \( i \) is the classical memory. The authors argue that we should consider classical memory as a free resource, due to its easy availability relative to quantum memory, and were successfully able to quantify the amount of quantum memory required for such a task, given a set of measurements \( M \). Note that, since the state being given is arbitrarily chosen, it is the measurement set which determines the resources required, rather than the states themselves.

In this work we wish to use a slightly adjusted version of the protocol, by allowing for different measurements to be made after the compression has been done (a possibility noted by the authors of Ref. [38] and discussed in more detail in Ref. [25]). However, these measurements should still reproduce the desired measurement statistics, so that

\[
\text{Tr}(\rho M_{a|x}) = \text{Tr}(\mathcal{E}(\rho)N_{a|x}), \quad \forall \rho
\]

where \( \mathcal{E} \) is an \( n \)-PEB channel and \( N = \{N_{a|x}\} \) are the measurements after the compression. In other words, here one has more freedom in that one can perform a direct readout given by general POVMs \( N \) of the memory system, instead of having to decompress the memory with another map \( D \) before a specific readout given by \( M \), cf. Eq. (5).

This adjustment is well motivated, due to the following example: when \( M \) is a single POVM, cf. Fig. 2. Here there is no ambiguity about which measurement will be later performed, and so we can perform the measurement immediately, storing the result in classical memory at no cost. However, the requirement in Equation (5) of a decompression channel \( D \), imposes a non-zero quantum memory requirement, at odds with our reasoning. Another nice property of the adjustment is that for sets of measurements with no quantum memory requirement, one recovers the definition of joint measurability [25], which is a central concept in quantum measurement theory. Joint measurability asks whether there exists a single POVM whose statistics can reproduce the statistics of a set of given POVMs via classical post-processing (i.e. readouts of a classical memory), see [39, 40] for reviews on the topic.

As discussed earlier, the dimension of the quantum memory refers to the need to preserve coherences, rather than the output dimension of our compression channel \( \mathcal{E} \). We note that this is in line with other approaches to quantum memories, which relate memory with the entanglement-preserving properties of the channel [41–43]. Notably, situations including channels with a Kraus representation using only rank-1 operators are seen as classical in both cases. Let us consider again the case of a single POVM \( M = \{M_a\} \) (note that this covers the case when many POVMs are jointly measurable). We
We also comment that these compressions can be seen where we have considered the channel in the Heisenberg picture, as discussed in [44], and conversely a processings gives a value of the concept of this similarity. We note that up to the logarithm, this is equal to the definition of dimensionality: The dimensionality of a quantum channel. If Kraus operator \( K_i \) is enacted, then \( \log K_i \) units of memory are required to store the resultant state, before a measurement from \( \mathcal{N} \) is performed. Thus by optimising over the channel and subsequent measurements, we arrive at the following definition of dimensionality: The \textit{compression dimension} \( D_N(M) \) of a set of measurements is given by:

\[
D_N(M) := \min_{\mathcal{E}} \left\{ \max \log \text{rank}(K_i) \mid \exists \mathcal{N}, \right\},
\]

where we have considered the channel in the Heisenberg picture, which rewrites condition (6) equivalently as \( \text{Tr}((\rho M_{a|x}) \mathcal{E}^*(N_{a|x})) \). The quantity \( \max_i \log \text{rank}(K_i) \) is aforementioned \textit{Schmidt number} of a channel, if it is minimised over all Kraus representations. We therefore use the notation \( D_N \) to highlight this similarity. We note that up to the logarithm, this is equal to the concept of \( n \)-simulability defined in Ref. [25]. We also comment that these compressions can be seen as processings of “programmable measurement devices” as discussed in [44], and conversely a processing gives rise to an explicit compression protocol. This means both the compression dimension and memory cost (introduced below) can be seen as incompatibility measures, respecting the partial order given by the resource theory of programmable measurement devices.

However, the above discussion is still not the full story. Imagine a scenario in which \( M \) is a convex mixture of two measurement sets: a jointly measurable set which is measured with high probability, and an incompatible set which is measured with low probability. To reproduce such a measurement, we need access to a true quantum memory - thus the corresponding compression dimension will be high. However, we only need to use this memory sparsely, implying the resource cost of this measurement should be relatively low. How do we capture this situation?

A reasonable solution would be to weight the cost of each stored state by how often it is stored, as we considered for channels. For a given input state \( \rho \), the probability of using a particular compression is given by \( \text{Tr}(K_i K_i^\dagger \rho) \). Thus if the average input state over a possible set is known, then the memory cost becomes \( \min_K \sum_i \text{Tr}(K_i K_i^\dagger \rho) \log \text{rank}(K_i) \) such that the above relations still hold. However, in general we consider the case where \( \rho \) is completely unknown to us; and thus, define the memory cost as:

\[
D_M(M) = \min \rho \sum_i \text{Tr}(K_i K_i^\dagger \rho) \log \text{rank}(K_i), \tag{8}
\]

i.e. we choose whatever compression protocol we like, and measure its performance upon the most demanding input state. As this is a compression protocol, Eq. 8 implicitly requires a measurement set \( \mathcal{N} \), which along with the channel reproduce our original measurements. We use the notation \( D_M \), or “dimension measure”, to refer to this quantity. We may use here minimum and maximum, rather than supremum/infimum; a proof is given in Appendix B.3. We note that our measure differs from a related dimensionality measure for POVMs given in Ref. [25], in that Ref. [25] considers the maximal Kraus rank needed instead of the average. As an example, sets of measurements that are only slightly incompatible result in a dimension-measure that is greater than or equal to \( \log(d) \) when using the approach of Ref. [25]. In our approach the measure takes values that are smaller than or equal to the ones given by the maximal Kraus rank, hence, better encapsulating the fact that the measurements are only slightly incompatible. We further note that the way we do the averaging consists of a non-trival choice of the probability distribution used in the definition. One could consider other choices such as \( \text{Tr}(K_i K_i^\dagger) / d \), but we found that such choices do not result in a sub-additive measure under tensor products. To illustrate this, consider the incompatible qubit measurements \( M_0 = \{ |0\rangle \langle 0|, |1\rangle \langle 1| \} \), \( M_1 = \{ |+\rangle \langle +|, |-\rangle \langle -| \} \). Both our choice of probability distribution and the choice mentioned above give a value of \( \log 2 = 1 \). However, if we ap-
This protocol is visualised in Figure 3. Tracing over the properties:

\[ K \] above; since we may always define any additional power to the formulas considered measurements the outcome of has been applied; and thus how much memory to assign.

\[ \text{ancillary system} \] the channel is explicitly implemented via the isometric implemented; in particular, how we know the amount of maximisation over input states, is the correct one.

\[ \text{to the qubit subspace, we see that our choice, requiring a} \]

\[ \text{mains at 1. Since we can reproduce this alternate choice drops to} \]

\[ \{ | a \rangle \langle x | \} \]

\[ \text{pend an additional outcome to each measurement,} \]

\[ \rho \]

Figure 3: The probabilistic compression protocol: A high dimensional state \( \rho \) is subjected to an isometry \( U \). The environment is then measured, telling the user how much memory to assign to the conditional state \( K_i \rho K_i^\dagger \). This compressed state can be later measured to reproduce the statistics of the desired measurement on \( \rho \). Although we represent here high dimensional states with multiple qubits, this protocol is applicable to general degrees of freedom.

\[ \text{It is useful to consider how such a compression can be implemented; in particular, how we know the amount of memory to assign. This can be done in the following way: the channel is explicitly implemented via the isometric extension defined by} \]

\[ U = \sum_i K_i \otimes | i \rangle_E \]. By measuring the ancillary system \( E \), we know which Kraus operator has been applied; and thus how much memory to assign. This protocol is visualised in Figure 3. Tracing over the ancillary system reproduces the overall action of the channel. It is worth noting here that, since we know the outcome of \( i \), we can in principle perform different measurements \( N_{a|x} \) for each outcome. This does not add any additional power to the formulas considered above; since we may always define \( K_i' = K_i \otimes | i \rangle_E \), \( N_{a|x} = \sum_i N_{a|x}^i \otimes | i \rangle \langle i | \).

The above quantity satisfies the following desirable properties:

- It is convex under combination of sets of measurements, i.e. under classical pre-processing.
- It is subadditive over “tensor products”.
- It is non-increasing under classical post-processing and quantum pre-processing.
- Jointly measurable measurements have dimension measure 0.

The use of the quotation marks around tensor product is because we have not yet rigorously defined what this is. The definition is done in such a way to emphasize the measurements take place on different systems; and that a measurement choice is available for each individual system. Thus \( \{ M_{a|x} \} \otimes \{ N_{b|y} \} = \{ M_{a|x} \otimes N_{b|y} \} \). It is over this construction that the dimension measure is subadditive.

Although this definition of the dimension measure is operationally useful to us, trying to optimise over channels, Kraus operators and \( \mathcal{N} \) is a challenging task. We can reformulate the problem in an entirely equivalent way, which simplifies this slightly. The dimension measure can be equivalently written as:

\[ D_M(M_{a|x}) = \min_{A^i} \max_\rho \sum_i \text{Tr}(A^i \rho) \log \text{rank}(A^i) \]

where \( 0 \leq A^i \leq A'_{a|x} \) such that \( \sum_i A^i_{a|x} = M_{a|x} \) and \( \sum_i A^i_{a|x} = A' \).

This definition is more satisfying in that it is a property solely of the measurement operators themselves. However, the two formulisms are associated via \( A^i = K^i K_i' \), \( A'_{a|x} = K^i N_{a|x} K_i \). This rewriting allows us to state another property: if our measurement operators are decomposable into block diagonal form \( M_{a|x} = \oplus M^i_{a|x} \), then the compression dimension and measure are upper bounded by \( d_i \), the size of the largest block.

Importantly, the marginal operators \( A_i \) are not required to be the identity, or even the identity on a smaller subspace. We shall therefore refer to \( A^i = \{ A^i_{a|x} \} \) as (a set of) “pseudo-measurements”. This allowance is vital to give the right quantity.

Another useful writing of this formula is to group all the \( A^i \) (in the optimal decomposition) of the same rank together. We will typically write this decomposition as

\[ M_{a|x} = \sum_k B^k_{a|x} \]

with the dimension measure given by \( D_M(M) = \max_\rho \sum_k \text{Tr}(B^k \rho) \log k \).

**B. The Use of Symmetry**

When the measurement set satisfies certain symmetries, we can often restrict or even remove the optimisation over input states \( \rho \). If there exist unitaries \( \{ U_{j} \} \) such that

\[ U_j^\dagger M_{a|x} U_j = M_{\pi_{j,z}(a)\pi_{j,z}(x)} \]

where \( \pi_{j,z} \) is a permutation of the inputs, and each \( \pi_{j,z} \) is a permutation of the outputs, then the optimal state must be of the form

\[ \rho = \frac{1}{d} \sum_j U_j \rho' U_j^\dagger \]

A particularly useful case is when the unitaries \( U_j \) are the set \( \{ X^i Z^j \}_{i,j=0}^{d-1} \). Then we have that \( \rho = \mathbb{1}/d \), see
Appendix E for details. This means the dimension measure is given by the Schmidt measure of the (optimally chosen) channel. A naturally interesting set of measurements that is invariant under these operators is the set of $d + 1$ (in prime dimensions) mutually unbiased bases given by the eigenvectors of $\{XZ\}_{j=0}^{d-1} \cup \{Z\}$, mixed with white noise. In fact, any subset of these $d + 1$ mutually unbiased bases is invariant under these operators, since our unitaries only permute each individual basis. This means for measurements of the form:

$$M^p_{a|x} = \rho |e_a^x\rangle\langle e_a^x| + (1 - \rho) \mathbb{I}/d$$

(11)

where $|e_a^x\rangle$ is the $a$th eigenvector of unitary $U_x$, then taking $\rho = \mathbb{I}/d$ is sufficient.

One case of particular interest is a pair of MUBs: taking the eigenvectors of $\{X, Z\}$ only. For such a scenario we can go a step further and define the unitaries $\{U_j\}$ which, when averaged over with the corresponding permutations, will generate measurements of the form of Eq. (11) from an arbitrary pair of pseudo-measurements (this construction is described in Appendix H). Calculating the dimension measure then relies on analysing this one-parameter family: in particular, one needs to construct the least noisy MUB pair possible from rank $k$ pseudo-measurements. Our heuristic construction to do this is as follows. Construct the operator $S_k = \sum_{a \in O} |a\rangle\langle a| + \sum_{a \in O} |a\rangle\langle a|$, where $O_1, O_2 \subset \{1, \ldots , d\}$ are of order $k$. Then set $A_{a|i} := \left\{ \begin{array}{ll} \Pi_k |a\rangle\langle a| \Pi_k, & \text{if } a \in O_1, \\ 0 & \text{else,} \end{array} \right.$ onto the $k$ largest eigenvalues of $S_k$.

Averaging over symmetries then gives an assemblage $M^p$, which for $k = 1$ can be verified to be the largest jointly measurable $p$ value, cf. [45–47]. For larger $k$, optimisation over the choice of $O_1$ is required. Using the construction for general $k$, it seems the dimension measure for general $p$ is always minimised by mixing $k = 1$ and $k = d$ together; it is unclear if there exist improved compression dimension $k$ constructions, which could lower the dimension measure [48]. Thus we leave as an open problem the following conjecture: For the pair of $d$-dimensional MUBs given by the eigenvectors of $\{X, Z\}$, the above construction gives the largest $p$ value (visibility) possible via decomposition into compression dimension $k \leq d$ pseudo-measurements. Moreover, we conjecture the dimension measure is given by the SDP-obtained upper bound.

We shall see how to obtain the upper bound in the following section. A comparison of the upper bound on the dimension measure obtained via SDP vs. the value given by our explicit constructions is presented in Figure 5.

C. Compression of Qubit Measurements

In Equation (10) we grouped together pseudo-measurements by their rank. Of particular interest is the set of possible $B^0$ - linear combinations of $A^i$ with rank 1. This forms the set of jointly measurable pseudo-measurements, $B_{JM} := \{B \mid \sum_G D(a|x, \lambda)G_{\lambda}, \sum_G G_{\lambda} \leq 1\}$, and has the nice property that any member of the set can be represented by a set of positive operators $\{G_{\lambda}\}$, with $\lambda$ running over all deterministic assignments of an outcome to each input choice. $D(a|x, \lambda)$ above is the deterministic probability distribution corresponding to this choice. Consider Equation (10) in the case where our original measurements are on qubits, i.e. $M_{a|i} \in B(C_2)$. Then the decomposition is into $B^0 + B^1$ only, and the dimension measure is given by:

$$\min_{B^0} \max_{B^1} \rho \text{Tr}(B^1 \rho),$$

(12)

such that $B^0 = \{B^0_{a|i}\} \in B_{JM}$ is jointly measurable. Furthermore, we know in this case that $B^1 = \mathbb{I}_2 - B^0$, meaning we can rewrite the measure as $\min_{B^0} \max_{\rho} \rho \text{Tr}(B^0 \rho) \equiv \min_{B^0} 1 - \|B^0\|_{\text{op}}$. This quantity can be succinctly written as the result of the following SDP:

$$\begin{array}{ll}
\minimize \alpha, \\
\text{subject to:} \\
G_{\lambda} \geq 0, \quad \forall \lambda, \\
\sum_{\lambda(x) = a} G_{\lambda} \leq M_{a|i}, \\
(\alpha - 1) \mathbb{I}_2 + \sum_{\lambda} G_{\lambda} \geq 0
\end{array}$$

(13)

where one notes that $\sum_{\lambda} G_{\lambda} = B^0$. This means that, for an arbitrary set of qubit measurements, one can calculate...
we see that this provides an upper bound on the dimension measure exactly. Figure 5 shows the dimension measure for two and three Pauli measurements respectively, mixed with white noise. The requirement to reproduce an additional measurement increases the memory cost.

It is also worth comparing this SDP to that which calculates the incompatibility weight of a set of measurements, \( W(M) \) [49]. This is given as:

\[
\begin{align*}
\text{minimize} & \quad \gamma, \\
\text{subject to:} & \quad G_\lambda \geq 0 \forall \lambda, \\
& \sum_{\lambda(x)=a} G_\lambda \leq M_{a|x}, \\
& (\gamma - 1) \mathbb{I}_2 + \sum_\lambda G_\lambda = 0.
\end{align*}
\]

The two share a common structure; with the only difference being that the jointly measurable component for the incompatibility weight must be a true (non-pseudo) measurement. Since this is a more restrictive condition, we see that this provides an upper bound on the dimension measure; and there exist POVM sets for which the dimension measure is strictly smaller. An example of this is given in the accompanying code repository [50]. In the case of non-qubit measurements, one can always use the SDP in Equation (13) to obtain an upper bound for the dimension measure: for higher dimension, \( \mathbb{I} - B^k \) is the sum of the other \( B^k \). By assigning them all to have maximum dimension (since we do not know the true values) we obtain the upper bound \( \alpha \log d \), where \( \alpha \) is calculated by the SDP above, except with \( \mathbb{I}_d \) replacing \( \mathbb{I}_2 \).

V. SCHMIDT MEASURE FOR ASSEMBLAGES

We now turn our attention to assemblages; a set of subnormalised quantum states \( \sigma_{a|x} \) is called an assemblage if they satisfy:

\[
\sum_a \sigma_{a|x} = \rho_{\sigma} \quad \forall x, \quad \sigma_{a|x} \geq 0, \quad \text{Tr}(\rho_{\sigma}) = 1. \tag{15}
\]

Typically they arise in steering scenarios, as the correlations between a trusted and untrusted quantum system. Measurements on the untrusted system give rise to assemblages via the relation \( \sigma_{a|x} = \text{Tr}_B(\rho_{a|x} \otimes \mathbb{1}) \). We will use as shorthand \( \sigma \) for the set \( \{ \sigma_{a|x} \} \).

A state assemblage is called unsteerable if it can be explained by a local ensemble \( \{ p(\lambda), \sigma_\lambda \} \) whose priors \( p(\lambda) \) are updated according to the classical information about the measurement choice \( x \) and the measurement outcome \( a \) available to the parties. Formally, this amounts to \( \sigma_{a|x} = p(a|x) \sum_\lambda p(\lambda|a,x)\sigma_\lambda \). We note that by using the Bayes rule, one can rewrite this in the form \( \sigma_{a|x} = \sum_x p(a|x,\lambda)\sigma_\lambda \), cf. Refs. [18, 51, 52]. An assemblage, for which such a local hidden state model does not exist is called steerable.

Although the nature of the untrusted system means that, in general, there is no way of knowing the underlying state \( \rho_{AB} \) fully, we can nevertheless use our knowledge of the assemblage to say something about it. In particular, if an assemblage \( \sigma \) is extremal, then the Schmidt measure of the state used to create that assemblage must be rank(\( \rho_{\sigma} \)). This is because a decomposition of our underlying state \( \rho_{AB} \) into pure states \( \rho_{AB} = \sum_i p_i |\phi_i\rangle \langle \phi_i| \) gives rise to a convex decomposition of our assemblage \( \sigma = \sum_i p_i \tau^i \), where \( \tau^i_{a|x} = \text{Tr}_B(\rho_{a|x} \otimes |\phi_i\rangle \langle \phi_i|) \).

However, due to extremality, each \( \tau^i \) must coincide with \( \sigma \). Therefore \( \rho_{\tau} = \rho_{\sigma} \). As \( \text{Tr}_A(|\phi_i\rangle \langle \phi_i|) = \rho_{\tau} \), we see that each pure state in the decomposition has Schmidt rank equal to rank(\( \rho_{\sigma} \)), regardless of the choice of decomposition. Thus we can conclude that this is the Schmidt measure value of \( \rho_{AB} \). In the special case where our assemblage is extremal, we can read off easily what the Schmidt measure of the state must be.

If our assemblage is not extremal; then a decomposition \( \sigma = \sum_i p_i \tau^i \) into extremal assemblages necessarily gives us a realisation \( (M_{a|x}, \rho_{AB}) \), where the Schmidt measure of \( \rho_{AB} \) is given by \( \sum_i p_i \log \text{rank}(\rho_{\tau^i}) \). This idea is illustrated in Figure 6. Conversely, a realisation \( (M_{a|x}, \rho_{AB}) \) gives a decomposition, via a corresponding decomposition of \( \rho_{AB} \), of \( \sigma \) into extremals [53] where \( \sum_i p_i \log \text{rank}(\rho_{\tau^i}) \) is the Schmidt measure. Given this equivalence, one can define the Schmidt measure of an assemblage as the minimum Schmidt measure over all underlying states, such that the assemblage is realisable. This gives

\[
S_M(\sigma) = \min_{p_i, \tau^i} \sum_i p_i \log \text{rank}(\rho_{\tau^i}), \tag{16}
\]

such that \( \sum_i p_i \tau^i = \sigma \). If one instead considers \( \min_{p_i, \tau^i, \text{max} \text{rank}(\rho_{\tau^i})} \), then one obtains the notion on n-preparability introduced in [26, 54], which describes the minimal Schmidt number of \( \rho_{AB} \) required. Hence, our notion of Schmidt measure for state assemblages relates
We note that in this case the optimization problem corresponds exactly to that given in [30] for the steering weight. As with the dimension measure, we obtain an upper bound for the Schmidt measure for higher dimensional assemblages, by using the general cost function \( \log d \left( 1 - \text{Tr} \left( \sum \lambda \tau_\lambda \right) \right) \). Similar to the situation with incompatible measurements, the prefactor of \( \log d \) appears by our simplification of the problem, which maximises the unsteerable part (possible using a separable state) and assigns the remainder the maximum possible dimension. It is easy to construct cases, however, where this upper bound does not come close to the true value. For example, consider the assemblage \( \sigma_{a|0} = |a\rangle \langle a|/d \), and \( \sigma_{a|1} = (|+a\rangle \langle +a| + |−a\rangle \langle −a|)/2d \), with \( |±a\rangle = |a\rangle \pm |a\rangle \). Here we use \( \pm \) as shorthand for addition \( \mod d \). From [55], we know extremal unsteerable assemblages to be of the form \( \tau_{a|x} = \delta_{a_x} \langle \phi| \langle \phi \rangle \), where \( a_x \) is an explicit choice of outcome for each individual \( x \). As there exists no pair \( \{\sigma_{a|0}, \sigma_{a'|1}\} \) which share a non-trivial subspace, there cannot exist a non-zero unsteerable component and the SDP will therefore return the maximal bound of \( \log d \). We can, however, decompose this assemblage into a uniform mixture of extremal qubit assemblages \( \tau_a \), with non-zero components: \( \tau_{a|0} = |a\rangle \langle a|/2d \), \( \tau_{a|1} = |a\rangle \langle a|/2d \), \( \tau_{a|1} = |+a\rangle \langle +a|/2d \), \( \tau_{a|0} = |−a\rangle \langle −a|/2d \). As we have an explicit decomposition into qubit assemblages, and we have ruled out the possibility of lower rank (i.e. unsteerable) components, we may conclude the true Schmidt measure of these assemblages is \( \log 2 = 1 \). By increasing \( d \), we can make the gap between our upper bound (\( \log d \)) and true value (1) arbitrarily large.

Sets of measurements and assemblages are closely connected [56], and in some cases the compression dimension of measurements reduces to an assemblage Schmidt measure. If, due to the symmetry of our measurements, we can take \( \rho \) in the definition of the dimension measure to be \( 1/d \), then our dimension measure is:

\[
D_M(M) = \min_{A^i} \sum_i \text{Tr}(A^i/d) \log \text{rank}(A^i), \quad \sum_i A^i = 1
\]

\[
\equiv S_M(\sigma) = \min_{\tau^i} \sum_i p_i \log \text{rank}(\rho_{\tau^i}), \quad \sum_i \rho_{\tau^i} = \rho_{\sigma}
\]

where we associate \( \sigma_{a|x} = M_{a|x}/d \), and \( \tau^i_{a|x} = \rho_{\sigma}^{-1/2} A^i_{a|x}/\text{Tr}(A^i_{a|x}) \), \( p_i = \text{Tr}(A^i_{a|x})/d \). An immediate consequence of this is that a set of two or more MUBs in dimension \( d \) has compression dimension \( d \). We could also consider, for less symmetrical measurements, the dimension measure as a quantity of assemblages; however, we have not found an operational meaning for this.

One can also create measurement sets from assemblages, via the use of “pretty good measurements”; we recall that the pretty good measurements [57] are given by \( M_{a|x} := \rho_{\sigma}^{-1/2} A^i_{a|x} \rho_{\sigma}^{-1/2} \) and a pseudoinverse is used when necessary. The connection between steering and measurement incompatibility is straightforward: an assemblage \( \sigma \) is unsteerable if and only if its pretty good measurements are jointly measurable [56]. This hints that the dimensionality of an assemblage and its corresponding pretty good measurement should be closely connected. Suppose we have the optimal decomposition \( \sigma = \sum_i p_i \tau^i \) - let us redefine \( \tilde{\tau}^i = p_i \tau^i \). Then the Schmidt measure of \( \sigma \) is given by \( \sum_i \text{Tr}(\rho_{\tilde{\tau}^i}) \log \text{rank}(\rho_{\tilde{\tau}^i}) \). We see that this decomposition gives rise to a decomposition of the pretty good measurement, via the connection \( A^i_{a|x} := \rho_{\sigma}^{-1/2} \tilde{\tau}^i_{a|x} \rho_{\sigma}^{-1/2} \). We can then rewrite the Schmidt measure of the assemblage as \( \sum_i \text{Tr}(\rho_{\tilde{\tau}^i}) \log \text{rank}(\rho_{\tilde{\tau}^i}) = \sum_i \text{Tr}(\rho_{\sigma} A^i) \log \text{rank}(\rho_{\sigma} A^i) = \sum_i \text{Tr}(\rho_{\sigma} A^i) \log \text{rank}(A^i) \) where the last equality comes from the construction of \( A^i \), which tells us \( A^i \) must lie in the support of \( \rho_{\sigma} \). We can conclude from this that \( S_M(\sigma) = \min_A \sum_i \text{Tr}(\rho_{\sigma} A^i) \log \text{rank}(A^i) \leq D_M(M) \).
VI. THE ASYMPTOTIC SCHMIDT MEASURE

All of the quantities discussed so far can be described as one-shot quantities. Also of interest in (classical and quantum) information theory is the asymptotic cost: the cost-per-instance of an operation in the limit of performing it an infinite number of times. This allows “economies of scale” to come into play; as one performs a higher number of the task, one can do so more and more efficiently, usually with a small error which vanishes in the limit.

In this section we determine how the Schmidt measure behaves in the asymptotic limit of an infinite number of copies of the state. We show that it converges to the entanglement cost of the state. Operationally, this tells us that the probabilistic one-shot entanglement cost converges asymptotically to the entanglement cost (as expected), and that the dimensionality of a state converges to its asymptotic value. To show these results we expand the definition of the Schmidt measure to a smoothed version: $S_M(\rho) := \inf_{\rho - \rho' \leq \epsilon} S_M(\rho')$, where we allow for some perturbative noise.

Let us recap the definitions of the entanglement cost and the entanglement of formation. The entanglement cost of a mixed state $\rho$ is given by [58]:

$$E_C(\rho) := \inf\{ E \mid \forall \epsilon, \delta > 0 \exists m, n, \Lambda, (18)$$

$$E - m/n \leq \delta, \| \Lambda(\Phi^+) \langle \Phi^+ \rangle^\otimes m, \rho^\otimes n \|_{tr} \leq \epsilon \},$$

where $\Lambda$ is some LOCC (local operations and classical communication) protocol. This quantifies the optimal rate in which maximally entangled pairs may be converted into copies of our chosen state, such that in the limit of enough copies created the error becomes arbitrarily small.

The entanglement of formation of a mixed state $\rho$ is given by:

$$E_F(\rho) := \inf_{p_i, \Phi_i} \sum_i p_i E_S(\Phi_i)$$

such that $\sum_i p_i |\Phi_i \rangle \langle \Phi_i| = \rho$, where $E_S(\Phi) = S(\text{Tr}_B[|\Phi \rangle \langle \Phi|])$ is the entanglement entropy. The entanglement of formation gives an upper bound to the entanglement cost as it gives a specific LOCC protocol to create copies of $\rho$. Each pure state is created by LOCCs from maximally entangled states at the optimal rate of $E_S(\Phi)$ [59]. These are then probabilistically mixed together to create the copies of $\rho$. In fact, there exists a stronger result: $\lim_{n \to \infty} E_F(\rho^\otimes n)/n = E_C(\rho)$ [58]. The left hand side is called the regularisation of the entanglement of formation. This result tells us that asymptotically, this pure-state mixing is the optimal protocol for creating copies of our state. It also introduces us to the concept of regularisation. It is exactly the regularisation of the Schmidt measure that we will look at in this section.

In order to prove our results, we will need some concepts from classical information theory, concerning typicality of a sequence. This tries to capture how, when drawing from an independent and identically distributed probability distribution many times, a “typical” sequence of outcomes will look. We will use the notion of the strongly typical set; suppose we have a probability distribution over a finite alphabet $X$. Then for sequences of length $n$, the $(\delta)$ strong typical set is defined as [60]: $T_\delta(P) := \{ x \mid |N[x][x]/n - P(x)| \leq \delta P(x) \}$, where $N[x]$ is the number of times the character $x$ appears in the sequence $x$. This can be extended to pairs of finite random variables $(X, Y)$, giving the jointly typical set of sequences of length $n$: $T_\delta(X, Y) := \{ (x, y) \mid |N[(x, y)][x, y]/n - P(x, y)| \leq \delta P(x, y) \}$, where $N[(x, y)][x, y]$ is the number of times the characters $(x, y)$ appear in the same position of the sequences $x, y$ respectively. We also obtain the conditionally typical set of sequences of length $n$: $T_\delta(Y|X) := \{ y \mid (x, y) \in T_\delta(X, Y) \}$. Note how this set is dependent on the choice of sequence $x$.

If a sequence $x$ is not typical, then necessarily $T_\delta(Y|x)$ is empty. However, if $x$ is typical (with respect to $X$, some $\delta' < \delta$) then for all $n > N$ for some $N$, we have bounds of the size of the set:

$$(1 - \delta)2^{nH(Y|X)(1 - \delta)} \leq |T_\delta(Y|x)| \leq 2^{nH(Y|X)(1 + \delta)}.$$ We also have information about how likely it is for a sequence to belong to the typical set: $\forall \epsilon$, there exists an $N$, such that for $x$ typical when $n > N$, $P(Y \in T_\delta(Y|x)) > 1 - \epsilon$. This can be taken a step further, as the result holds that $\forall \epsilon$, there exists an $N^*$, such that for $n > N^*$, $E[P(Y \in T_\delta(Y|x))]_x > 1 - \epsilon$. The mance of this second result is such: as the length of the sequence becomes large, the probability of $x$ being in the typical set tends to 1, as does the probability of $y$ being in the typical set of the chosen $x$. The two cases where a) $x$ is not typical, b) $y$ is not typical (w.r.t. $x$) have vanishing probability.

With this, we have the tools to prove our desired result: the asymptotic Schmidt measure is given by the entanglement cost. We will use that the entanglement cost is equivalent to $\lim_{n \to \infty} E_F(\rho^\otimes n)/n$, the regularised entanglement of formation. When calculating $E_F$, there exists an optimal decomposition whose number of pure states does not exceed $\text{dim}(H)^{2n+1}$. This is a consequence of the continuity of the von Neumann entropy [61]. We now consider this decomposition $\rho^\otimes n = \sum_k p_k |\Phi_k \rangle \langle \Phi_k|$, where each pure state $\Phi_k$ has Schmidt decomposition $\Phi_k = \sum i \lambda_{ijk} |e_{i(k)} \rangle f_{j(k)} \rangle$. Note that the set $\lambda_{ijk}^2$ form a probability distribution, and that $(k, i)$ form a joint probability distribution. This means, in particular, we can consider the (strongly) typical set $T_\delta(K, I)$. This is well defined as for any pure state, $I$ is also finite (its size is
upper bounded by \( \dim(\mathcal{H})^n \).

We will now consider the regularised Schmidt measure \( \lim_{m \to \infty} S_M(\rho^{\otimes n}/m) \). We can upper bound \( S_M(\rho^{\otimes n}/m) \) by \( \sum_j q_j \log S(\Psi_j) \), where \( \{q_j, \Psi_j\} \) is a specific decomposition of \( \rho^{\otimes n}/m \). We will choose the one generated when substituting the optimal (with respect to \( E_F \)) decomposition of \( \rho^{\otimes n} \) into \( \rho^{\otimes n}/m \) and expanding out the tensor product; thus we equate \( \{q_j, \Psi_j\} = \{p_k, \Phi_k\} \). To reflect this, we will subsequently write this decomposition as \( \rho^{\otimes n}/m = \sum_k p_k \Phi_k \langle \Phi_k \rangle \).

We can define a new (subnormalised state) \( \rho^{n,m} = \sum_k p_k |\Phi_k\rangle \langle \Phi_k| \), where \( |\Phi_k\rangle = \sum_{i \in T(k)} \lambda_{ijk} |e_{ijk}\rangle|f_{ijk}\rangle \). The (one-norm) distance between this state and \( \rho^{\otimes n}/m \) is given by \( \|\rho^{n,m} - \rho^{\otimes n}/m\|_1 \leq \mathcal{E}[p \notin T(k)] \). Using the properties of strong typicality, we know that for any \( \epsilon \), \( m \) sufficiently large such that the above expectation \( < \epsilon \), and that \( \lim_{m \to \infty} \epsilon \to 0 \).

In particular, that means that \( \lim_{m \to \infty} S_M(\rho^{\otimes n}/m)/m \leq \lim_{m \to \infty} S_M(\rho^{n,m})/m \), where '\( S_M \)' stands for the 'Schmidt value', i.e., \( \sum_k p_k \log S(\Phi_k) \) of this decomposition of mixed state \( \rho^{n,m} \). We now note the Schmidt rank of \( |\Phi_k\rangle \) is equal to the number of non-zero sequences in \( T(k) \), which, for large enough \( m \), is upper bounded by \( 2^n(\text{card}(T(k)) \delta^2) \). However, \( H(I(K)) = \sum_k p_k H(I(k)) = E_F(\rho^{\otimes n}) \), as we chose \( \{p_k, \Phi_k\} \) to be the optimal decomposition.

The consequence of this is that, for any \( \delta > 0 \), \( \lim_{m \to \infty} S_M(\rho^{\otimes n}/m)/m \leq E_F(\rho^{\otimes n})(1 + \delta) \). We can divide this equation through by \( n \), and then take the limit of \( n \to \infty \), since this equation holds for any \( n \). From this we obtain \( \lim_{n \to \infty} \lim_{m \to \infty} S_M(\rho^{\otimes n}/m)/mn \leq E_F(\rho)(1 + \delta) \). As this true for any \( \delta > 0 \), we can drop the \( \delta \) term. However, the left hand side is equivalent to \( \lim_{k \to \infty} S_M(\rho^{\otimes k})/k \). This gives us the result that \( \lim_{k \to \infty} S_M(\rho^{\otimes k})/k \leq E_F(\rho) \).

To prove equality, we may note that given any specific decomposition, the associated entanglement quantity is lower than the associated Schmidt quantity. Therefore, we have that \( E_F(\rho) \leq S_M(\rho) \) and similarly that \( E_F(\rho) \leq S_M(\rho)^* \). This means \( E_F(\rho) \leq S_M(\rho) \). Our strong typicality tells us in the limit of \( n \to \infty \) that \( \epsilon \) vanishes. Therefore the LOCC protocol given by \( E_F(\rho) \) is a valid protocol considered in the definition of \( E_F(\rho) \). Therefore \( \lim_{n \to \infty} \lim_{m \to \infty} E_F(\rho^{\otimes n}/m) \), which is itself a lower bound for the regularisation of the smoothed Schmidt measure, \( \lim_{k \to \infty} S_M^*(\rho^{\otimes k})/k \). Since we have sandwiched the regularised Schmidt measure from above and below by the entanglement cost, the two must coincide.

### A. Asymptotic Schmidt measure for Steering

We see in the previous section that, for states, the entanglement and dimensionality converge as the number of copies increases. One can ask if a similar phenomenon occurs for assemblages. To do this, we need a notion of entanglement for steering assemblages. This is given by the steering entanglement of formation [32].

\[
E_{FA}(\sigma) := \inf_{\rho_i, \tau_i} \sum_i p_i S(\rho_{\tau_i}).
\]

It has the interpretation as the minimal entanglement required to create the assemblage \( \sigma \) (as measured by the entanglement of formation). This quantity is continuous on the set of extremal assemblages (proof in Appendix F), meaning it also has a finite (and achievable) optimal decomposition [61].

We would like to consider the regularised smoothed Schmidt measure for assemblages, \( \lim_{n \to \infty} S_M(\sigma^{\otimes n})/n \); to do that, we need a definition of multiple copies of an assemblage. \( n \) copies of an assemblage is denoted by \( \sigma^{\otimes n} \), whose components are given by \( \sigma^{\otimes n}_{a_1 \ldots a_n | e_1 \ldots e_n} = \sigma_{a_1 | e_1} \ldots \sigma_{a_n | e_n} \). The smoothed version of the Schmidt measure is given by:

\[
S_M^*(\sigma) := \inf_{\|\sigma - \sigma^{\otimes n}\|_1 \leq \epsilon} S_M(\sigma),
\]

where we choose the trace norm from [62]: \( \|\sigma - \sigma^{\otimes n}\|_1 = \sup \sum_a p(x)\|\sigma_{a|x} - \sigma^{\otimes n}_{a|x}\|_1 \) There are alternative choices to generalise the trace norm to assemblages, but this choice does not change under copying of an input, or blow up when considering multiple copies of the assemblages. Furthermore, it fits well with the operational meaning of the original trace norm, as a measure of distinguishability.

Satisfyingly, for steering assemblages we can again find a link between dimensionality and entanglement; the regularisation of the Schmidt measure satisfies

\[
\lim_{k \to \infty} E_{FA}(\sigma^{\otimes k})/k \leq \lim_{k \to \infty} S_M^*(\sigma^{\otimes k})/k \leq \lim_{k \to \infty} E_{FA}(\sigma^{\otimes k})/k,
\]

with \( \epsilon \) vanishing at \( k \to \infty \). The proof of this result follows a similar pattern as for the analysis for quantum states: we consider several copies of an assemblage, \( \sigma^{\otimes n} \). The entanglement of formation for this assemblage is \( E_{FA}(\sigma^{\otimes n}) \). We can denote the optimal decomposition for \( E_{FA}(\sigma^{\otimes n}) \) by \( \{p_k, \tau_k\} \). This means we have an explicit decomposition of \( \sigma^{\otimes n} = \sum_k p_k \tau_k \). For any assemblage in our decomposition we can create an explicit construction of it. The marginal of \( \tau_k \) is \( \rho_{\tau_k} = \rho_{\tau_k} \otimes \rho_{\tau_{k+1}} \ldots \rho_{\tau_{n-1}} \). Using the purification of this state \( |\Phi_k\rangle = \sum_{i | k} \lambda_{ik} |e_{ik}\rangle |f_{ik}\rangle \) and measurements \( M_{a|x} = \rho_{\tau_k}^{-1} T_{a|x}^{-1} \tau_k^{-1} \), we obtain a realisation of this assemblage.
For each \( k \) we can create a new (subnormalised) assemblage by replacing the state \(|\Phi_k\rangle\) with the state \(|\Phi'_k\rangle\), where \(|\Phi'_k\rangle = \sum_{i \in T_k(I)[k]} \lambda_{i,k} |e_{i,k} f_{i,k}\rangle\).

We write this new assemblage as \( \tau_k \). We can mix these assemblages together with appropriate weights to obtain \( \sigma^{n,m} = \sum_k p_k \tau_k \), which approximates our original assemblage. The distance between our approximation and original is given by \( \| (\sigma^{\otimes n})^{\otimes m} - \sigma^{n,m} \|_1 \leq \mathbb{E} [ P(i \notin T_k(I)[k]) ] \).

Strong typicality again tells us that this expectation can be made smaller than any \( \epsilon \) for large enough \( m \), and that it disappears in the limit \( m \to \infty \). From this argument, we can conclude that \( \lim_{m \to \infty} S_M^t((\sigma^{\otimes n})^{\otimes m}) = \lim_{m \to \infty} S_V(\sigma^{n,m})/m, \) where \( S_V \) is the “Schmidt value” of the chosen decomposition of assemblage \( \sigma^{n,m} \). The Schmidt value of this particular decomposition is \( \sum_k p_k \log \text{rank}(\rho_{\sigma_k}) = \sum_k p_k \log S_V(|\Phi'_k\rangle) \). As we have already seen, the Schmidt rank is upper bounded for large enough \( m \) by \( 2^{m(H(I|K)+\delta)} \). We now use \( H(I|K) = \sum_k p_k H(I|k) = E_{FA}(\sigma^{\otimes n}) \), where the final equality comes from our choice \( \{p_k, \sigma_k\} \) of the optimal decomposition.

This allows to conclude that for any \( \delta > 0 \), \( \lim_{m \to \infty} M_2^{t}(\sigma^{\otimes n})^{\otimes m}/m \leq E_{FA}(\sigma^{\otimes n})(1+\delta) \). We can therefore drop the \( \delta \). Finally, we divide both sides by \( n \), and take the limit. This gives the inequality: \( \lim_{n \to \infty} \lim_{m \to \infty} S_M^t((\sigma^{\otimes n})^{\otimes m})/mn \leq \lim_{n \to \infty} E_{FA}(\sigma^{\otimes n})/n, \) which is equivalent to \( \lim_{k \to \infty} S_M^t(\sigma^{\otimes k})/k \leq \lim_{k \to \infty} E_{FA}(\sigma^{\otimes k})/k \).

We can similarly provide a lower bound in the following form: As for any assemblage \( E_{FA}(\sigma) \leq S_M(\sigma) \) (simply via \( S(\rho) \leq \text{rank}(\rho) \)), then \( E_{FA}(\sigma^{\otimes k})/k \leq S_M^t(\sigma^{\otimes k})/k \) and thus too \( \lim_{k \to \infty} E_{FA}(\sigma^{\otimes k})/k \leq \lim_{k \to \infty} S_M^t(\sigma^{\otimes k})/k \).

We note that one cannot take this proof one step further, and equate the two sides of the inequality with the entanglement cost for steering assemblages [32]. The key property missing for this is the continuity of \( E_{FA} \) over all assemblages, which does not hold. Furthermore, we are unsure if a gap can exist between the upper and lower bound. Nevertheless, we see that the entangled degrees of freedom required to create an assemblage, and the entanglement itself converge in the limit of many copies.

We would like to comment on the asymptotic treatment of the dimension measure; especially with regards to measurement sets. Intuitively, a smoothed version would give the memory cost of a set of measurements subject to a small error - which would vanish in the asymptotic limit. This is exactly in the spirit of Shannon’s source coding theorem. We therefore believe it would be of interest to analyse the asymptotic behaviour of the dimension measure; and this would lead to compression limits on incompatible measurements. Unlike the cases analysed here, we do not have a notion of entanglement for measurements, so it is an open question whether this analysis would converge to a previously studied property.

VII. CONCLUSIONS

We introduced the concept of average dimensionality for three different types of quantum devices. These consist of quantum channels, sets of quantum measurements, and steering assemblages. For channels, the measure characterises the coherence that a channel preserves on average. For the case of measurements, our concept has an interpretation as the average compression dimension that the involved measurements allow. In the case of steering, the measure represents the average entanglement dimensionality in terms of the Schmidt measure, i.e. the number of degrees of freedom or levels that are entangled on average, that can be verified through a steering experiment.

We have shown that for channels between qubit and qutrit systems, the measure can be evaluated with semidefinite programming techniques. This is also the case for qubit measurements. In the case of bipartite quantum states, we first showed that their asymptotic Schmidt measure is equal to the entanglement cost, and then related our measure and entanglement of formation of steering assemblages in the asymptotic setting.

We believe that with the advent of high-dimensional quantum information processing, quantifiers of dimensionality akin to ours will be central for the benchmarking and verification of devices used in quantum communication protocols. Hence, for future works, it will be crucial to analyse the concept of average dimensionality for the three types of quantum devices discussed here, as well as to develop the theory for more general scenarios, such as ones involving quantum instruments, quantum processes and continuous variable systems.
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### Appendix A: Table of Terms

In this appendix, we provide a table summarising the notation, for ease of the reader.

| Notation | Name | Definition |
|----------|------|------------|
| CPTP | Completely Positive Trace Preserving | |
| LOCC | Local Operations and Classical Communication | |
| MUB | Mutually Unbiased Bases | |
| n-PEB | Partially Entanglement Breaking | |
| POVM | Positive Operator Valued Measure | |
| SEP | The set of Separable states | |
| SDP | Semi-Definite Programming. | |
| $S_R(\phi)$ | Schmidt Rank | $\min r \ s.t. \ |\phi\rangle = \sum_{k=1}^r \lambda_k |\phi_k\rangle |f_k\rangle$ |
| $S_N(\rho)$ | Schmidt Number (states) | $\min \{\max, \log S_R(\phi) \ | \sum_i p_i |\phi_i\rangle \langle\phi_i| = \rho\}$ |
| $I_d$ | Identity Operator on $\mathcal{H}_d$ | |
| $S_N(\mathcal{E})$ | Schmidt Number (channels) | $\min \{\max, \log \text{rank}(K_i) \ | \mathcal{E}(\rho) = \sum_i K_i \rho K_i^\dagger\}$ |
| $S_M(\rho)$ | Schmidt measure (states) | $\min \{\sum_i p_i \log S_R(\phi) \ | \sum_i p_i |\phi_i\rangle \langle\phi_i| = \rho\}$ |
| $S_M(\sigma)$ | Schmidt measure (assemblages) | $\min \{\sum_i p_i \log \text{rank}(\rho_{\tau^i}) \ | \sum_i p_i \tau^i = \sigma\}$ |
| $D_M(\mathcal{E})$ | Dimension Measure (channels) | $\min \{\max_i \sum_i \text{Tr}(K_i \mathcal{E}(\rho) K_i^\dagger) \log \text{rank}(K_i) \ | \mathcal{E}(\rho) = \sum_i K_i \rho K_i^\dagger\}$ |
| $D_M(M)$ | Dimension Measure (measurements) | $\min \{\max_i \sum_i \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i) \ | \mathcal{E}(\rho) = \sum_i K_i \rho K_i^\dagger\}$ |
| $\mathcal{E}_p(\rho)$ | Qubit Depolarising Channel | $(1 - \rho) \rho + p I_2 / 2$ |
| $\chi_\epsilon$ | Choi Matrix of a channel. | $1 \otimes \mathcal{E} (|\Phi_k^+\rangle \langle\Phi_k^+| \otimes |\Phi_k^+\rangle \langle\Phi_k^+|)$ |
| $R_q(\rho)$ | Qubit Erasure Channel | $(1 - q)\rho + q |\epsilon\rangle \langle\epsilon|, \langle\epsilon|0 \rangle = 0 = \langle\epsilon|1\rangle$ |
| $M$ | A collection of POVMs | $\{M_{a|x} \ | \sum_a M_{a|x} = I_d\}$ |
| $D_N(M)$ | Compression Dimension | $\min \{\max_i \log \text{rank}(K_i) \ | \exists N \mathcal{E}^*(N_{a|x}) = M_{a|x}\}$ |
| $B_M$ | Set of Jointly Measureable Pseudo-Measurements | $\{B \ | \sum_{\lambda} D(a|x, \lambda) G_{\lambda} \leq M\}$ |
| $S_M^s(\rho)$ | Smoothed Schmidt measure (states) | $\inf \|\rho - \rho'\|_1 \leq S_M(\rho')$. |
| $S_M^s(\rho)$ | Smoothed Schmidt measure (assemblages) | $\inf \|\sigma - \sigma'\|_1 \leq S_M(\sigma')$. |
| $E_C(\rho)$ | Entanglement Cost (state) | $\text{S}(\text{Tr}_B(|\Phi||\Phi|))$ |
| $E_F(\rho)$ | Entanglement of Formation (States) | $\{x, y \ | |N[(x, y)](x, y)|/n - P(x, y) \leq \delta P(x, y)\}$ |
| $E_S(\phi)$ | Entanglement Entropy | $\{x \ | |N[x|x]/n - P(x) \leq \delta P(x)\}$ |
| $T_3(X)$ | Strong Typical Set | $\{y \ | \langle x, y \rangle (x, y)|/n - P(x, y) \leq \delta P(x, y)\}$ |
| $T_3(X, Y)$ | Strong Jointly Typical Set | $\{x, y \ | \langle x, y \rangle (x, y)|/n - P(x, y) \leq \delta P(x, y)\}$ |
| $T_3|N\rangle X$ | Strong Conditionally Typical Set | $\{x \ | |N|x|x|/n - P(x) \leq \delta P(x)\}$ |
| $N|x|x$ | Number of $|x|_i = x$ | $\{y \ | \langle x, y \rangle \in T_3(X, Y)\}$ |
| $H(X)$ | Shannon Entropy | $-\sum_x p_x \log p_x$ |
| $H(Y|X)$ | Conditional Shannon Entropy | $-\sum_x p(x) \sum_y p(y|x) \log p(y|x)$ |
| $S_V\left\{\{p_i, |\phi_i\rangle\}\right\}$ | “Schmidt Value” | $\sum_i p_i \log S_R(\phi_i)$. |
| $E_F^s(\rho)$ | Smoothed Entanglement of Formation (states) | $\inf \|\rho - \rho'\|_1 \leq E_F(\rho')$. |
| $S(\rho)$ | von Neumann Entropy | $\text{S}(\text{Tr}_B(|\Phi||\Phi|))$ |
| $E_F^s(\sigma)$ | Smoothed Entanglement of Formation (assemblages) | $\inf \|\sigma - \sigma'\|_1 \leq E_F(\sigma')$. |
| $E_F^s(\sigma)$ | Smoothed Steering Entanglement of Formation | $\min \{\sum_i p_i \log S_R(\phi_i) \ | \sum_i p_i |\phi_i\rangle \langle\phi_i| = \rho\}$ |
| $S_M^e$ | “Restricted” Schmidt measure | $\min \{\rho M = p N + (1 - p) G, G \text{ jointly measurable}\}$ |
| $W(M)$ | Incompatibility Weight | |
Appendix B: Finiteness and Achievability of Schmidt and Dimension Measures

One may note that the Schmidt and dimension measures introduced in the main body of the paper are defined via minimisations and maximisations, rather than infimums and supremums. In this section we will justify this choice; by showing that for these measures the two definitions are equivalent. We will also show, as a consequence, that the number of terms in the optimal decomposition is finite. We will also see that all of these measures are lower semi-continuous.

1. Schmidt measure for States

We will begin with a detailed proof for the Schmidt measure (for states); and then adjust this argument, as required, to our other measures. Suppose we instead define the Schmidt measure as:

\[ S_M(\rho) = \inf \left\{ \sum_{i} p_i \log S_R(|\phi_i|) \left| \sum_{i} p_i |\phi_i\rangle \langle \phi_i| = \rho \right\}. \]

where the optimisation is over the set of all (possibly infinite length) convex combinations \( \sum_{i} p_i |\phi_i\rangle \langle \phi_i| \) with \( \sum_{i} p_i = 1 \) and \( 0 \leq p_i \leq 1 \). We start by noting that \( S_M(\rho) \) may be defined by the limit \( S_M(\rho) = \lim_{n \to \infty} S_M^n(\rho) \), where \( S_M^n(\rho) \) is defined as above, except that the number of (non-zero) terms in the decomposition must be no larger than \( n \). Thus the infimum in the definition of \( S_M^n(\rho) \) is over a compact set. The function in question, \( \sum_{i} p_i \log S_R(|\phi_i|) \), is a lower semi-continuous function, because the Schmidt rank is lower semi-continuous, and the logarithm function is monotonically increasing - a property which preserves lower semi-continuity under composition. \( p_i \) is linear, and thus the product \( p_i \log S_R(|\phi_i|) \) is also lower semi-continuous. Moreover, the sum of lower semi-continuous functions is again lower semi-continuous, proving our claim. The infimum of an lower semi-continuous function over a compact set is achieved and therefore a minimum; telling us that we may use a minimisation in the definition of \( S_M^n(\rho) \). For a detailed description about lower semi-continuous functions and their properties, we refer the reader to \[63, 64]\.

This tells that, in order for \( S_M(\rho) \) to be a true infimum, we must have an infinite sequence of \( n_k \), for which \( S_M^{n_k+1}(\rho) < S_M^n(\rho) \).

Let us pick one such \( n_k =: \tilde{n} \geq d^4 \). Let us consider the optimal decomposition for \( n_k + 1 \), \( \{|\phi_i\rangle \langle \phi_i|\} \). This set must be linearly dependent. Let us choose \( |\phi_0\rangle \) as the state which has the highest Schmidt rank and can be written with a nonzero coefficient in a linear dependence equation. Using the linear dependence equation, we can write a new decomposition of \( \rho = \sum_{i} p'_i |\phi_i\rangle \langle \phi_i| \) in which one of the \( p'_i \) is zero; that is, it is a valid decomposition (and thus provides an upper bound) for \( S_M^{n_k}(\rho) \). However, we have chosen this decomposition such that \( S_M^{n_k}(\rho) \leq \sum_{i} p'_i \log S_R(|\phi_i|) \leq \sum_{i} p'_i \log S_R(|\phi_i|) = S_M^{n_k+1}(\rho) \). However, this contradicts our assumption, implying it cannot hold. Thus the infimum in the definition of \( S_M(\rho) \) must also be a minimum.

As a consequence of this result, we see that the Schmidt measure must be achieved by at most \( d^4 \) pure states. We also obtain as a consequence that the Schmidt measure itself is a lower semi-continuous function: \( S_M \) is the minimum of a set of lower semi-continuous functions, which is again lower semi-continuous. However, this means that \( S_M(\rho) \) is also a minimum over a set of lower semi-continuous functions, implying it, too, is lower semi-continuous.

Before we move on, it is also worth mentioning here the possibility of replacing the sum in the definition with an integral over the pure states instead. Fortunately, assuming that the state of interest is finite-dimensional, this is not necessary. Suppose we had such an optimal integral \( \int_{\Omega} \log S_R(|\omega|) \|\omega\| \log S_R(|\omega|) \), such that \( \int_{\Omega} \rho(\omega) |\omega\rangle \langle \omega| = \rho \). Let us evaluate the restricted sub-integral \( \int_{\Omega} \log S_R(|\omega|) \|\omega\| \log S_R(|\omega|) \), such that \( \int_{\Omega} \rho(\omega) |\omega\rangle \langle \omega| = \rho_0 \). We can define an integral version of the Schmidt number for \( \rho_0 := \rho_0/\text{Tr}(\rho_0) \), as \( S_N(\rho_0) = \inf_{\rho(\omega)} \sup_{\omega} \{ \log S_R(|\omega|) \} \int_{\Omega} \rho(\omega) |\omega\rangle \langle \omega| =: \rho_0 \}. \) It is clear this quantity is 0. Moreover, \( \sup_{\omega} \{ \log S_R(|\omega|) \} \) is a lower semi-continuous function, implying the set \( \{ \sigma |\sigma| \leq \log S_N(\sigma) \leq 0 \} \) is closed (and thus compact). Cathode's theorem tells us we can replace then our subintegral for a sum, which will also give \( \rho_0 \). Let us now consider \( \sup_{\omega} \{ \log S_R(|\omega|) \} \), which achieves the same Schmidt measure as our integral. Thus, we need not consider integrals in our definition. This same argument works for the other measures introduced in this work.
2. Schmidt measure for Assemblages

If we instead define

\[ S_M(\sigma) = \inf \left\{ \sum_i p_i \log \text{rank}(\rho) \mid \sum_i p_i \tau^i = \sigma \right\} \]  

we see that an argument similar to the above is almost directly applicable. Instead of Schmidt rank, we have rank \( \rho_T \) - however, matrix rank is also a lower semi-continuous function (one can use this fact to prove lower semi-continuity of the Schmidt rank!). The other difference to take care of is to check that convex combinations of \( n \) assemblages summing to \( \sigma \) is a compact set - since we are assuming that \( A, \mathcal{X} \) are finite, and the characterised Hilbert space is finite, we see that this space does have a maximal dimension and is thus compact. For the proof by contradiction, we would then take \( n_k \) to be greater than this dimension.

A consequence of this result is that the Schmidt measure for assemblages is lower semi-continuous. To work out the maximal number of elements in the optimal decomposition, we must obtain the dimension of the space of \( d \)-dimensional, \( \mathcal{X} \)-input, \( A \)-output assemblages. We have \( |\mathcal{X}||A| \) subnormalised states of dimension \( d^2 \) - however \( |\mathcal{X}| \) of these are fixed by the no-signalling condition. We also have the marginal state, which has \( d - 1 \) degrees of freedom, as it must be normalised. This means the dimension of our space is \( \dim = d^2(|\mathcal{X}|(|A| - 1) + 1) - 1 \). This means our optimal decomposition can have at most \( \dim + 1 = d^2(|\mathcal{X}|(|A| - 1) + 1) \) components.

3. Dimension Measure for Measurements

The more general definition of this measure would be:

\[ D_M(M) = \inf \sup_{A^i} \sum_i \text{Tr}(A^i \rho) \log \text{rank}(A^i). \]  

Let us first fix the \( A^i \), and consider the supremum over states \( \rho \). \( \sum_i \text{Tr}(A^i \rho) \log \text{rank}(A^i) \) is a linear function over \( \rho \) - and our supremum is taken over the set of density matrices for a (finite) input dimension. This is the supremum of a linear function over a compact set - meaning it is achieved, and can be replaced by a maximisation.

We can also note that, for a fixed \( \rho \), \( \text{Tr}(A^i \rho) \) is a linear function of \( A^i \). We have already seen the log rank is a lower semi-continuous function, and that multiplying it with a linear function and performing a summation preserves lower semi-continuity. Although we perform a maximisation over \( \rho \), a maximisation over lower semi-continuous functions also preserves lower semi-continuity. This means we are now in a position to repeat the same argument we used for the Schmidt measure - provided that a finite number of \( A^i \) is a compact set. However, each \( A^i \) is a collection of \( |\mathcal{X}| |A| \) Hermitian matrices (the set of which has dimension \( d^2 \)); so, as with assemblages, we can conclude that a finite number of \( A^i \) is a compact space.

Another small variation in the previously used argument is that, previously, we decomposed our state/assemblage as a convex combination, whereas here we write directly \( M = \sum_i A^i \). However, this can be rewritten as a convex combination, by rescaling each \( \tilde{A}^i = A^i \). Then \( M = \sum_i p_i \tilde{A}^i \), where \( p_i \) is simply the inverse scaling factor, \( \text{Tr}(A^i)/d \). One should take care to note however, that in general \( \tilde{A}^i \not\leq 1_d \) - these objects are not physical. Nevertheless, we can use them to directly repeat the argument used in the proof for the Schmidt measure.

A consequence of this unphysical representation is that we can use it determine the maximal number of components required in the optimal decomposition. As is the case with assemblages, we have \( |\mathcal{X}| |A| \) Hermitian operators, \( |A| \) of which are determined by no-signalling conditions; as well as a marginal operator with a fixed trace - thus giving it \( d^2 - 1 \) degrees of freedom. We therefore have a \( \dim = d^2(|\mathcal{X}|(|A| - 1) + 1) \) space, with optimal decompositions achievable with \( d^2(|\mathcal{X}|(|A| - 1) + 1) \) components.

4. Dimension Measure for Channels

If one tries to directly repeat the same proof for the general definition of dimension measure for the channel,

\[ D_M(\mathcal{E}) := \min \max_{K_i} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i), \]  

we see that an argument similar to the above is directly applicable. Instead of Schmidt rank, we have rank \( \rho_T \) - however, matrix rank is also a lower semi-continuous function (one can use this fact to prove lower semi-continuity of the Schmidt rank!). The other difference to take care of is to check that convex combinations of \( n \) assemblages summing to \( \sigma \) is a compact set - since we are assuming that \( A, \mathcal{X} \) are finite, and the characterised Hilbert space is finite, we see that this space does have a maximal dimension and is thus compact. For the proof by contradiction, we would then take \( n_k \) to be greater than this dimension.

A consequence of this result is that the Schmidt measure for assemblages is lower semi-continuous. To work out the maximal number of elements in the optimal decomposition, we must obtain the dimension of the space of \( d \)-dimensional, \( \mathcal{X} \)-input, \( A \)-output assemblages. We have \( |\mathcal{X}| |A| \) subnormalised states of dimension \( d^2 \) - however \( |\mathcal{X}| \) of these are fixed by the no-signalling condition. We also have the marginal state, which has \( d - 1 \) degrees of freedom, as it must be normalised. This means the dimension of our space is \( \dim = d^2(|\mathcal{X}|(|A| - 1) + 1) - 1 \). This means our optimal decomposition can have at most \( \dim + 1 = d^2(|\mathcal{X}|(|A| - 1) + 1) \) components.

The more general definition of this measure would be:

\[ D_M(M) = \inf \sup_{A^i} \sum_i \text{Tr}(A^i \rho) \log \text{rank}(A^i). \]  

Let us first fix the \( A^i \), and consider the supremum over states \( \rho \). \( \sum_i \text{Tr}(A^i \rho) \log \text{rank}(A^i) \) is a linear function over \( \rho \) - and our supremum is taken over the set of density matrices for a (finite) input dimension. This is the supremum of a linear function over a compact set - meaning it is achieved, and can be replaced by a maximisation.

We can also note that, for a fixed \( \rho \), \( \text{Tr}(A^i \rho) \) is a linear function of \( A^i \). We have already seen the log rank is a lower semi-continuous function, and that multiplying it with a linear function and performing a summation preserves lower semi-continuity. Although we perform a maximisation over \( \rho \), a maximisation over lower semi-continuous functions also preserves lower semi-continuity. This means we are now in a position to repeat the same argument we used for the Schmidt measure - provided that a finite number of \( A^i \) is a compact set. However, each \( A^i \) is a collection of \( |\mathcal{X}| |A| \) Hermitian matrices (the set of which has dimension \( d^2 \)); so, as with assemblages, we can conclude that a finite number of \( A^i \) is a compact space.

Another small variation in the previously used argument is that, previously, we decomposed our state/assemblage as a convex combination, whereas here we write directly \( M = \sum_i A^i \). However, this can be rewritten as a convex combination, by rescaling each \( \tilde{A}^i = A^i \). Then \( M = \sum_i p_i \tilde{A}^i \), where \( p_i \) is simply the inverse scaling factor, \( \text{Tr}(A^i)/d \). One should take care to note however, that in general \( \tilde{A}^i \not\leq 1_d \) - these objects are not physical. Nevertheless, we can use them to directly repeat the argument used in the proof for the Schmidt measure.

A consequence of this unphysical representation is that we can use it determine the maximal number of components required in the optimal decomposition. As is the case with assemblages, we have \( |\mathcal{X}| |A| \) Hermitian operators, \( |A| \) of which are determined by no-signalling conditions; as well as a marginal operator with a fixed trace - thus giving it \( d^2 - 1 \) degrees of freedom. We therefore have a \( \dim = d^2(|\mathcal{X}|(|A| - 1) + 1) \) space, with optimal decompositions achievable with \( d^2(|\mathcal{X}|(|A| - 1) + 1) \) components.
one runs into a problem; the set of Kraus representations for a given channel is not a convex set. This means that one cannot re-express linearly dependent operators \( K_i K_i \) and obtain a valid decomposition with a reduced number of terms.

To solve this problem, we use an equivalent formulation of the dimension measure, that we used to express the dimension measure for low dimensions as an SDP. That is, we can write it as:

\[
D_M(\mathcal{E}) := \inf_{\phi_i} \sup_{\rho} \sum_i d \text{Tr}(\rho^T \otimes 1 | \phi_i \rangle \langle \phi_i |) \log S_R(|\phi_i |).
\]  

(B5)

Now we can follow the same lines as before: \( \sum_i d \text{Tr}(\rho^T \otimes 1 | \phi_i \rangle \langle \phi_i |) \log S_R(|\phi_i |) \) is a linear function of \( \rho \), allowing us to replace the supremum with a maximum. Similarly to before, \( \max_{\rho} \sum_i d \text{Tr}(\rho^T \otimes 1 | \phi_i \rangle \langle \phi_i |) \log S_R(|\phi_i |) \) is a lower semi-continuous function. By normalising each \( | \phi_i \rangle \langle \phi_i | \) to replace the supremum with a maximum. Similarly to before, \( \sum_i p_i | \phi_i \rangle \langle \phi_i | = \chi_{\mathcal{E}} \), allowing us to use the direct finite achievability argument first applied to the Schmidt measure.

As with the Schmidt measure, we obtain as a consequence of this argument that an optimal decomposition is achievable with \( d^4 \) terms; and that, as with the other Schmidt and dimension measures, this measure is lower semi-continuous.

**Appendix C: Properties of the Channel Schmidt measure**

In the following section, we prove some results regarding the Schmidt number and measure of a quantum channel, which are either stated or used in the main paper.

**Lemma 1.** The Schmidt number/Schmidt measure of a channel is equal to the Schmidt number/Schmidt measure of its Choi state.

**Proof.** The Choi state of a channel is given by \( id \otimes \mathcal{E}([\Phi_+^i] \langle \Phi_+^i]) \), where \( d \) in the input space dimension. We will omit the \( d \) subscripts hereafter. Suppose we have an explicit decomposition of \( \mathcal{E} \) into Kraus operators \( \{ K_i \} \). Then we can explicitly write our Choi state as:

\[
\sum_i (1 \otimes K_i | \Phi^+ \rangle) (1 \otimes K_i | \Phi^+ \rangle)^\dagger.
\]  

(C1)

As \( K_i \) is rank \( r \), it can be expressed as the matrix \( K_i = \sum_{i,j} \lambda^r_{ij} | e_j^r \rangle \langle f_j^r | \) where \( e_j^r, f_j^r \) are left/right eigenvectors. Thus

\[
\sum_i (1 \otimes K_i | \Phi^+ \rangle) (1 \otimes K_i | \Phi^+ \rangle)^\dagger
\]

\[
= 1/d \sum_{i,j,k} \lambda^r_{ij} | e_j^r \rangle \langle f_j^r | k \rangle \sum_{i',j',k'} \lambda^r_{ij'} | e_j'^r \rangle \langle k' | f_j'^r \rangle
\]

\[
= \left( 1/\sqrt{d} \sum_{i,j} \lambda^r_{ij} | f_j^{si} \rangle | e_j^r \rangle \right) \left( 1/\sqrt{d} \sum_{i',j'} \lambda^r_{ij'} | f_j'^{si} \rangle | e_j'^r \rangle \right)
\]

where conjugation is taken with respect to the chosen basis for \( | \Phi^+ \rangle \). From this, we see that every Kraus decomposition corresponds to a decomposition of the Choi state into pure states, whose Schmidt rank is equal to the rank of the corresponding Kraus state. the respective weight of each pure state in the sum is given by \( p_i = \sum_{i,j} (\lambda^r_{ij})^2 / d \equiv \text{Tr}(K_i^\dagger K_i) / d \).

Conversely, given a decomposition of the Choi state into pure states \( \{ p_i, \sum_{i,j} \lambda^r_{ij} | f_j^s \rangle | e_j^r \rangle \} \), we can construct a set of Kraus operators \( K_i = \sqrt{dp_i} \sum_{i,j} \lambda^r_{ij} | f_j^s \rangle | e_j^r \rangle \). One can check that these satisfy the Kraus requirements, the rank is equal to the Schmidt rank, and \( p_i = \text{Tr}(K_i^\dagger K_i) / d \).

**Corollary 1.** For channels with a single Kraus operator (i.e. unitary or isometric evolution), the Schmidt number and measure are both given by the log rank of this Kraus operator.

This simply follows from the result that such channels correspond to pure states, upon which the logarithmic Schmidt rank, measure and number all coincide.
Appendix D: Properties of the Channel Dimension Measure

In the following section, we verify the claims made in the main paper regarding the properties of our new measure. We remind the reader that the the dimension measure of a channel is defined as:

\[
D_M(\mathcal{E}) := \min_{K_i} \max_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i).
\]  

(D1)

- Convexity: Suppose we have a channel \( \mathcal{E} = p\mathcal{E}_1 + (1 - p)\mathcal{E}_2 \). Suppose the optimal Kraus operators for \( \mathcal{E}_1 \) are \( \{K_i\}_i \), and for \( \mathcal{E}_2 \) they are \( \{L_j\}_j \). Then a valid choice of Kraus operators for \( \mathcal{E} \) is \( \{\sqrt{p}K_i \} \cup \{\sqrt{1-p}L_j\}_j \). Thus we have that:

\[
D_M(\mathcal{E}) \leq \max_{\rho} \sum_i \text{Tr}(pK_i^\dagger K_i \rho \log \text{rank}(pK_i)) + \sum_j \text{Tr}((1 - p)L_j^\dagger L_j \rho \log \text{rank}((1 - p)L_j))
\]

\[
\leq p \max_{\rho_1} \text{Tr}(K_i^\dagger K_i \rho_1 \log \text{rank}(K_i) + (1 - p) \max_{\rho_2} \sum_j \text{Tr}(L_j^\dagger L_j \rho_2 \log \text{rank}(L_j))
\]

\[
= pD_M(\mathcal{E}_1) + (1 - p)D_M(\mathcal{E}_2).
\]

- Subadditivity over tensor product. Suppose we have a channel \( \mathcal{E} = \mathcal{E}_1 \otimes \mathcal{E}_2 \). Suppose the optimal Kraus operators for \( \mathcal{E}_1 \) are \( \{K_i\}_i \), and for \( \mathcal{E}_2 \) \( \{L_j\}_j \). Then a valid choice of Kraus operators for \( \mathcal{E} \) is \( \{K_i \otimes L_j\}_i,j \). This means we have:

\[
D_M(\mathcal{E}) \leq \max_{\rho} \sum_{i,j} \text{Tr}[(K_i^\dagger K_i \otimes L_j^\dagger L_j \rho \log \text{rank}(K_i \otimes L_j)]
\]

\[
= \max_{\rho} \sum_{i,j} \text{Tr}[(K_i^\dagger K_i \otimes L_j^\dagger L_j \rho \log \text{rank}(K_i) + \log \text{rank}(L_j))
\]

\[
= \max_{\rho} \sum_i \text{Tr}[(K_i^\dagger K_i \otimes 1) \rho \log \text{rank}(K_i) + \sum_j \text{Tr}[1 \otimes L_j^\dagger L_j \rho \log \text{rank}(L_j)]
\]

\[
= \max_{\rho} \sum_i \text{Tr}[(K_i^\dagger K_i) \rho \log \text{rank}(K_i) + \sum_j \text{Tr}[L_j^\dagger L_j \rho \log \text{rank}(L_j)]
\]

\[
\leq \max_{\rho_A} \sum_i \text{Tr}[K_i^\dagger K_i \rho_A \log \text{rank}(K_i) + \max_{\rho_B} \sum_j \text{Tr}[L_j^\dagger L_j \rho_B \log \text{rank}(L_j)]
\]

\[
= D_M(\mathcal{E}_1) + D_M(\mathcal{E}_2).
\]

- Non-increasing under post-processing and pre-processing: Consider channel \( \mathcal{E} = \mathcal{E}_2 \circ \mathcal{E}_1 \). Choose optimal Kraus operators \( \{K_i\}_i \), \( \{L_j\}_j \) for channels \( \mathcal{E}_1, \mathcal{E}_2 \) respectively. Explicit Kraus operators for \( \mathcal{E} \) are then \( \{L_j K_i\}_i,j \).

\[
D_M(\mathcal{E}) \leq \max_{\rho} \sum_{i,j} \text{Tr}[K_i^\dagger L_j^\dagger L_j K_i \rho \log \text{rank}(L_j K_i)]
\]

\[
\leq \max_{\rho} \sum_{i,j} \text{Tr}[K_i^\dagger L_j^\dagger L_j K_i \rho \log \text{rank}(K_i)]
\]

\[
= \max_{\rho} \sum_i \text{Tr}[K_i^\dagger \left( \sum_j L_j^\dagger L_j \right) K_i \rho \log \text{rank}(K_i)]
\]

\[
= \max_{\rho} \sum_i \text{Tr}[K_i^\dagger K_i \rho \log \text{rank}(K_i)] = D_M(\mathcal{E}_1).
\]

The above calculation proves our claim for post-processing. Following similar steps, but eliminating \( K_i \) from the rank term on the second line and noting that the maximisation on the third line becomes a maximisation over the subset of states that are given by the outputs of the channel \( \mathcal{E}_2 \), i.e. over the states \( \sum_j K_i \rho K_i \), shows the claim for pre-processing.

- Entanglement breaking channels have dimension measure zero.

It is already known [65] that a finite dimensional channel is entanglement breaking iff it has a Kraus representation with operators of rank 1. Thus \( \log \text{rank} \ K_i = 0 \), \( \forall i \) implying \( D_M(\mathcal{E}) = 0 \).
• Isometric channels have dimension $\log d_1$, where $d_1$ is the dimension of the input space.

Isometric channels take the form $\mathcal{E}(\rho) = V\rho V^\dagger$, where $V$ is a $d_2 \otimes d_1$ isometric operator. Thus, there is a single Kraus operator, whose rank is the smallest of its two dimensions. However, since $V^\dagger V = \mathbb{1}_{d_1}$, its rank must be at least $d_1$.

**Theorem 1.** $D_M(\mathcal{E}) \geq \sup_{\langle \phi \rangle} S_M[\text{id} \otimes \mathcal{E}(|\phi \rangle \langle \phi|)]$.

To prove this result, we will use that $\text{rank}(M) = \text{rank}(M^\dagger M)$ - to see this, write $M$ in its singular values decomposition. Thus we can equivalently write $D_M(\mathcal{E}) = \min_{K_i} \max_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i^\dagger K_i)$.

Next, we want to again rewrite an equivalent value for $D_M$, we claim that:

$$D_M(\mathcal{E}) = \min_{K_i} \sup_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i^\dagger K_i). \quad (D2)$$

$\geq$: We note that, for a fixed set of $K_i$, $\sup_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i^\dagger K_i \rho) \leq \sup_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i^\dagger K_i)$. However, this is just a linear function of $\rho$, implying $\sup_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i^\dagger K_i) = \max_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i^\dagger K_i)$. Thus one way is proven.

$\leq$: Again, let us fix $K_i$, and take $\hat{\rho}$ as the maximum achieving density matrix. For these two quantities not to be equal, we must have for at least one $i$ such that $\text{rank}(K_i^\dagger K_i \hat{\rho}) < \text{rank}(K_i^\dagger K_i)$. We will denote $V_i$ as the subspace of the support of $K_i^\dagger K_i$ orthogonal to the support of $\hat{\rho}$. Let us define a new state,

$$\hat{\rho}^\ast := (1 - \epsilon) \hat{\rho} + \frac{\epsilon}{|I|} \sum_i |V_i \rangle \langle V_i|/\text{Tr}(V_i). \quad (D3)$$

This state is well defined, as we know the optimal set of Kraus operators is finite.

Note that, for any $\epsilon > 0$, $\text{rank}(K_i^\dagger K_i \hat{\rho}^\ast) = \text{rank}(K_i^\dagger K_i)$. In particular, this means that:

$$\sup_{\rho} \text{Tr}(K_i^\dagger K_i \rho) \log \text{rank}(K_i^\dagger K_i \rho) \geq \lim_{\epsilon \to 0} \text{Tr}(K_i^\dagger K_i \hat{\rho}^\ast) \log \text{rank}(K_i^\dagger K_i \hat{\rho}^\ast)$$

$$= \lim_{\epsilon \to 0} \text{Tr}(K_i^\dagger K_i \hat{\rho}) \log \text{rank}(K_i^\dagger K_i)$$

$$= \text{Tr}(K_i^\dagger K_i \hat{\rho}) \log \text{rank}(K_i^\dagger K_i) = D_M(\mathcal{E}).$$

Thus this equivalence of definition in Equation (D2) is shown.

We now use a result [66] which tells us any pure state can be expressed as $|\phi\rangle = \sqrt{d \rho_A} V \otimes \mathbb{1} \Phi_d^+$, where $\rho_A$ is the reduced density matrix of $|\phi\rangle$ - we will associate its counterpart $\rho_B$ with the maximised state $\hat{\rho}$. $V$ is a unitary to convert between the chosen basis of $\Phi_d^+$, and the required Schmidt decomposition bases. Using this, we will show that a choice of Kraus operators corresponds to a decomposition choice of id $\otimes \mathcal{E}(|\phi\rangle \langle \phi|)$. We can do this via explicit calculation:

$$\text{id} \otimes \mathcal{E}(|\phi\rangle \langle \phi|) = \text{id} \otimes \mathcal{E}(\sqrt{d \rho_A} V \otimes \mathbb{1} \Phi_d^+ \langle \Phi_d^+ | V^\dagger \sqrt{d \rho_A} \otimes \mathbb{1}),$$

$$= \left(\sqrt{d \rho_A} \otimes \mathbb{1}\right) \left(\sum_{k,a,b,i,j,r,s} \mathbb{1} \otimes K_{ab}^k |f_a\rangle \langle f_b| \langle e_i, f_i | e_j, f_j | /d | K_{i,j,r,s}^k \rangle \langle f_r| \langle f_s| \right) \left(\sqrt{d \rho_A} \otimes \mathbb{1}\right),$$

$$= (\sqrt{\rho_A} \otimes \mathbb{1}) \left(\sum_{k,i,a,j,s} K_{a,i}^k |e_i, f_a\rangle \langle e_j, f_s| K_{j,s}^k \right) \left(\sqrt{\rho_A} \otimes \mathbb{1}\right),$$

$$= \sum_k \left(\sum_{i,a} \lambda_i K_{a,i}^k \right) \left(\sum_{j,s} \langle e_j, f_s| \lambda_j K_{j,s}^k \right).$$

We see that our choice of Kraus operators has lead to a specific decomposition of our output state into subnormalised pure states.

If $\rho = \sum_k |\phi^k\rangle \langle \phi^k|$ is a decomposition into subnormalised pure states, then we may write:

$$E_F(\rho) = \inf_k \langle \phi^k| \phi^k \rangle S_R(|\phi^k\rangle). \quad (D4)$$
For the explicit decomposition obtained above, we find the right-hand side is equal to:

\[
\sum_k \left( \sum_{i,a} K_{ia}^k K_{ia}^k \lambda_i^2 \right) \text{rank} \left( K_{ia}^k K_{ia}^k \lambda_i \lambda_j | e_i \rangle \langle e_j | \right)
\]

\[= \sum_k \left( \sum_{i,a} K_{ia}^k K_{ia}^k \lambda_i^2 \right) \text{rank} \left( K_{ia}^k K_{ia}^k \lambda_i \lambda_j | f_i \rangle \langle f_j | \right)
\]

\[= \sum_k \text{Tr}(K_{ia}^k K_{ia}^k \rho_B) \text{rank} \left( \sqrt{\rho_B} K_{ia}^k K_{ia}^k \sqrt{\rho_B} \right)
\]

Where in the last step we have used that for products of square matrices, the eigenvalues (and thus the rank) are invariant under cyclic permutations \[67].

Let us now choose a specific decomposition of $id \otimes \mathcal{E}(|\phi\rangle \langle \phi|)$. We can write this as:

\[
id \otimes \mathcal{E}(|\phi\rangle \langle \phi|) = \sum_k \left( \sum_{i,j} \alpha_{i,j}^k |e_i, f_j\rangle \right) \left( \sum_{r,s} |e_r, f_s\rangle \alpha_{r,s}^k \right)
\]

where we again use subnormalised states for convenience. Note that we require the partial trace of this state to be $\rho_A$, thus implying: $\sum_k \sum_{i,j} \alpha_{i,j}^k \alpha_{r,s}^k = \delta_{i,r} \lambda_i^2$. Note that if $\lambda_i = 0$, this implies $\alpha = 0$.

Equating the two decompositions, we see that so long as the Kraus operators defined by $K_{ji}^k = \alpha_{i,j}^k / \lambda_i$ ($\lambda_i \neq 0$) are valid, then we can reach any pure state decomposition. Checking, we see that

\[
\sum_{k,j} K_{ji}^k K_{ji}^k = \sum_{k,j} \alpha_{i,j}^k \alpha_{r,s}^k / \lambda_i \lambda_r = \lambda_i^2 \delta_{i,r} / \lambda_i \lambda_r = 1.
\]

This proves that, on the support of $\rho_B$, the Kraus operators are the identity. To make this a proper channel, we append to these the operators $\{|f_i\rangle \langle f_i|\}$ which span the kernel of $\rho_B$ (when $\lambda_i = 0$). This gives us a proper channel, whilst not altering the quantity $\sum_k \text{Tr}(K_{ia}^k K_{ia}^k \rho_B) \text{rank} \left( K_{ia}^k K_{ia}^k \rho_B \right)$.

This equivalence allows us to write:

\[
\sup_{\phi} S_M[id \otimes \mathcal{E}(|\phi\rangle \langle \phi|)] = \sup_{\rho \subset \mathcal{E}} \text{Tr}(K_{ia}^k K_{ia}^k \rho) \log \text{rank}(K_{ia}^k K_{ia}^k \rho).
\]

Swapping the order of the minimum and supremum can only increase the right hand side (this is the max–min inequality); but doing so gives us exactly $D_M(\mathcal{E})$. Thus we have proven our inequality.

**Appendix E: Properties of the Measurement Dimension Measure**

- **Convexity.**
  For two sets of measurements $M = \{M_{a|x}\}$, $N = \{N_{a|x}\}$, let us define $Q = \{Q_{a|x} = p M_{a|x} + (1-p) N_{a|x}\}$. If the optimal channel/measurements of $M$ are given by $\{K_i, R_{a|x}\}$ and of $N$ by $\{L_j, S_{a|x}\}$, then we have an explicit realisation of $Q$ via $\{\sqrt{p} K_i \otimes |0\rangle, \sqrt{1-p} L_j \otimes |1\rangle\}$ and $\{R_{a|x} \otimes |0\rangle, S_{a|x} \otimes |1\rangle\}$. This tells us that:

\[
D_M(Q) \leq \max_{\rho} \sum_i \text{Tr}[p K_i^\dagger K_i \rho] \log \text{rank}(K_i \otimes |0\rangle) + \sum_j \text{Tr}[(1-p) L_j^\dagger L_j \rho] \log \text{rank}(L_j \otimes |1\rangle)
\]

\[\leq p \max_{\rho_1} \sum_i \text{Tr}[K_i^\dagger K_i \rho_1] \log \text{rank}(K_i) + (1-p) \max_{\rho_2} \sum_j \text{Tr}[L_j^\dagger L_j \rho_2] \log \text{rank}(L_j)
\]

\[= p D_M(M) + (1-p) D_M(N).
\]

- **It is subadditive over tensor product.**
  Defining $Q_{a_1,a_2|x_1,x_2} = M_{a_1|x_1} \otimes M_{a_2|x_2}$, we again take $\{K_i, R_{a|x}\}$ optimal for $M$, $\{L_j, S_{a|x}\}$ optimal for $N$. 

Then we have an explicit realisation of $\{Q_{a_1a_2|x_1x_2}\}$ via $\{K_i \otimes L_j\}$, $\{R_{a_1|x_1} \otimes S_{a_2|x_2}\}$. Subadditivity directly follows from our proof of subadditivity for channels above.

- It is non-increasing under classical post-processing by linearity of channels. For the quantum pre-processing, we take a pre-processing channel $E_2$ and define $Q_{a|x} = E_2^* (M_{a|x})$. Now, assuming that $M_{a|x} = E_2^* (N_{a|x})$, then $Q_{a|x} = E_2^* \circ E_2^* (N_{a|x})$. The proof then follows directly from the result for channels above.

- Jointly measurable measurements have compression measure 0. For this proof, it is more convenient to use the second formulism via the pseudo-measurements $A_i$. We know a set of measurements is jointly measurable if they have a decomposition $M_{a|x} = \sum_{\lambda, k} G_{a|x}^{k, \lambda}$, where $G_{a|x}^{k, \lambda}$ are positive operators. Define $G^{k, \lambda} = \delta_{a, \lambda(x)} G_{a|x}^{k, \lambda}$. Moreover, $\sum a G_{a|x}^{k, \lambda} = G^{k, \lambda}$ which is rank 1, implying $\log \operatorname{rank} G^{k, \lambda} = 0$ for all elements of this decomposition. This proves the result.

**Lemma 2.** If the set of unitaries $\{U_j\}_{j=1}^N$ induces a relabelling of the measurement operators $U_j M_{a|x} U_j = M_{a|y(x)}$, then the maximum for the dimension measure is achieved a state of the form $\rho = 1/d \sum_j U_j \rho U_j^\dagger$.

Suppose we have a set of measurements $N$ and a channel $E$, whose Kraus operators are $K_i$, such that $E^* (N_{a|x}) = M_{a|x}$. We define a new set of measurements and a new set of measurements via the Kraus operators $\{1/\sqrt{N} K_i \otimes |j\rangle\}$, and measurements $N''_{a|x} := \sum_j N_{a''|x} (a) \pi_j^{-1} (x) \otimes |j\rangle \langle j|$. We see that

\[
\sum_{i,j} \left(1/\sqrt{N} U_j^I \right) K_i^I \otimes |j\rangle \left(1/\sqrt{N} K_i U_j \otimes |j\rangle\right) = 1/N \sum_j U_j^I \left( \sum_i K_i^I K_i \right) U_j = 1/N \sum_j I = I, \tag{E2}
\]

and

\[
\sum_a N''_{a|x} = \sum_a \sum_j N_{a''|x} (a) \pi_j^{-1} (x) \otimes |j\rangle \langle j| = \sum_a \sum_j N_{a''|x} (a) \pi_j^{-1} (x) \otimes |j\rangle \langle j| = I \otimes \sum_j |j\rangle \langle j|, \tag{E3}
\]

which is the identity on our new, larger space. This means we have chosen a valid state and measurement. Furthermore,

\[
\sum_{j,i} \left(1/\sqrt{N} U_j^I \right) K_i^I \otimes |j\rangle \left(1/\sqrt{N} K_i U_j \otimes |j\rangle\right) = 1/N \sum_j U_j^I K_i^I \otimes |j\rangle \left( \sum_{j'} N_{a''|x} (a) \pi_j^{-1} (x) \otimes |j'\rangle \langle j'| \right) K_i U_j \otimes |j\rangle
\]

\[
= 1/N \sum_j U_j^I \left( \sum_i K_i^I N_{a''|x} (a) \pi_j^{-1} (x) K_i \right) U_j
\]

\[
= 1/N \sum_j U_j^I M_{a''|x} (a) \pi_j^{-1} (x) U_j
\]

\[
= 1/N \sum_j M_{a|x}
\]

This means, given any candidate channel and measurement set in our optimisation, we can construct a new channel and measurements with the above form. Let us look at how the dimension measure is changed with this new construction. We have that $\operatorname{rank} (U_j K_i \otimes |j\rangle) = \operatorname{rank} K_i$, and $1/N \sum_j \operatorname{Tr} \left[ U_j^I K_i U_j \rho \right] = \operatorname{Tr} \left[ K_i^I K_i U_j \left(1/N \sum_j U_j \rho U_j^I\right)\right]$. As a consequence of this, we see that if we replace every candidate channel and measurement via this construction, we obtain almost the exact same optimisation: except that the state is now constrained to be of the form $1/N \sum_j U_j \rho U_j^I$ - since this restricts our maximum, it can only improve our optimal value. Thus, the optimal is achieved by such a state; and the result is shown.
We can now use the chain of inequalities:

We can now apply Fannes inequality: assuming that Bob’s subsystem is of dimension $d$, $\|S(\rho_\sigma) - S(\rho_\tau)\|_1 \leq \epsilon$ implies $|S(\rho_\sigma) - S(\rho_\tau)| \leq (\epsilon \log(d-1)) + H_2(\epsilon)$.

As the right hand side tends to 0 as $\epsilon \to 0$, we have shown continuity.

**Lemma 3.** If the set $\{X_i Z_j\}_{i,j=0}^{d-1}$, where $Z |k\rangle = \exp\{\frac{2\pi i k}{d}\} |k\rangle$ and $X |k\rangle = |k+1\rangle$ induce a relabelling of the measurement operators $U_j^\dagger M_{a|x} U_j = M_{\pi_{j,a}|\pi_{j}(x)}$, then the maximum for the dimension measure is achieved by the state $\rho = 1/d$.

We have already seen the optimal will be achieved by a state of the form $1/d^2 \sum_{i,j} Z^{-j} X^{-i} \rho X^i Z^j$. Let us express $\rho$ in the basis $1/d \sum_{k,l} c_{k,l} X^k Z^l$, where $c_{0,0} = 1$. One can verify that $Z^{-j} X^{-i} X^k Z^l = \omega^{il-jk} X^k Z^l$, where $\omega = e^{\pi i / d}$. Thus we have that

$$1/d^2 \sum_{i,j} Z^{-j} X^{-i} \rho X^i Z^j = 1/d^3 \sum_{k,l,i,j} c_{k,l} \omega^{il-jk} X^k Z^l = 1/d^3 \sum_{k,l} \sum_i \omega^{il} \sum_j \omega^{-jk} X^k Z^l. \quad (E4)$$

However, $\sum_i \omega^{il} = d \delta_{i0}$ and $\sum_j \omega^{-jk} = d \delta_{k0}$, meaning all terms in this sum vanish except for $c_{0,0} = 1$. Thus we may conclude that $1/d^2 \sum_{i,j} Z^{-j} X^{-i} \rho X^i Z^j = 1/d$.

**Appendix F: Properties of the Steering Entanglement of Formation**

In this section we prove the continuity of the steering entanglement of formation on the set of extremal assemblages. Note that, in general, it is not continuous; see [32] for a counterexample.

**Lemma 4.** The steering entanglement of formation for assemblages $(E_{FA})$ is continuous on extremal assemblages.

**Proof.** On extremal assemblages, $E_{FA}$ coincides with $S(\rho_\sigma)$. Suppose we have two assemblages which are $\epsilon$ close. We are using the norm:

$$\|\sigma - \tau\| = \frac{1}{|\mathcal{X}|} \sum_{a,x} \|\sigma_{a|x} - \tau_{a|x}\|_1, \quad (F1)$$

where $\| \cdot \|_1$ is the trace distance.

We can now use the chain of inequalities:

$$\epsilon \geq \|\sigma - \tau\| = \frac{1}{|\mathcal{X}|} \sum_{a,x} \|\sigma_{a|x} - \tau_{a|x}\|_1$$

$$= \frac{1}{|\mathcal{X}|} \sum_x \left( \sum_a \|\sigma_{a|x} - \tau_{a|x}\|_1 \right)$$

$$\geq \frac{1}{|\mathcal{X}|} \sum_x \left( \sum_a \|\sigma_{a|x} - \tau_{a|x}\|_1 \right)$$

$$= \frac{1}{|\mathcal{X}|} \sum_x \|\rho_\sigma - \rho_\tau\|_1$$

We can now apply Fannes inequality: assuming that Bob’s subsystem is of dimension $d$, $\|\rho_\sigma - \rho_\tau\|_1 \leq \epsilon$ implies $|S(\rho_\sigma) - S(\rho_\tau)| \leq (\epsilon \log(d-1)) + H_2(\epsilon)$.

As the right hand side tends to 0 as $\epsilon \to 0$, we have shown continuity.

**Appendix G: Additional Calculations for Asymptotics**

In this appendix we provide additional detail for some of the calculations presented in the main paper. In particular, we show the step-by-step calculations for calculating the relevant trace-norms.

**Lemma 5.** $\|\rho^\otimes n - \rho^{n.m}\|_1 \leq \mathbb{E}[P(i \notin T_\delta(I))]|k$. 

We remind the reader that \( (\rho^{\otimes n})^{\otimes m} \) is decomposed into the sum \( \sum_k p_k |\Phi_k\rangle \langle \Phi_k| \), which is \( m \) copies of the decomposition achieving \( E_F(\rho^{\otimes n}) \). We then define \( \rho^{n,m} \) via \( \rho^{n,m} = \sum_k p_k |\Phi_k\rangle \langle \Phi_k'| \), where \( |\Phi_k\rangle = \sum_{i \in T_\delta(I)k} \lambda_{i|k} |\epsilon_{i|k} f_{i|k}\rangle \), and \( \lambda_{i|k} = \lambda_{i_1|k_1} \lambda_{i_2|k_2} \ldots \), \( \epsilon_{i|k} = \epsilon_{i_1|k_1} \otimes \epsilon_{i_2|k_2} \ldots \). These definitions allows us to bound the trace norm distance:

\[
\| (\rho^{\otimes n})^{\otimes m} - \rho^{n,m} \|_1 = \| \sum_k p_k (|\Phi_k\rangle \langle \Phi_k| - |\Phi_k'| \langle \Phi_k'|) \|_1 \\
\leq \sum_k p_k \| |\Phi_k\rangle \langle \Phi_k| - |\Phi_k'| \langle \Phi_k'| \|_1 \\
= \sum_k p_k \sum_{i \in T_\delta(I)} \lambda_{i|k}^2 = \mathbb{E}[P(i \not\in T_\delta(I))].
\]

In the case of assemblages, we decomposed \( (\sigma^{\otimes n})^{\otimes m} = \sum_k p_k \sigma_k, \) using \( m \) copies of the optimal decomposition for the steering entanglement of formation \( E_{FA}(\sigma^{\otimes n}) \). For each \( \sigma_k \), we used the purification of \( \rho_{\sigma_k} \), \( |\Phi_k\rangle = \sum_i \lambda_{i|k} |\epsilon_{i|k}\rangle \langle \epsilon_{i|k}| \) and measurements \( M_{a|x} = \rho_{\sigma_k}^{1/2} \sigma_{a|x}^{T} \rho_{\sigma_k}^{-1/2} \) to obtain a construction of this assemblage. For each \( k \) we created a new (subnormalised) assemblage by replacing the state \( |\Phi_k\rangle \) with the state \( |\Phi'_k\rangle \), where \( |\Phi'_k\rangle = \sum_{i \in T_\delta(I)k} \lambda_{i|k} |\epsilon_{i|k} f_{i|k}\rangle \). This new assemblage we labelled as \( \sigma'_k \).

First, we calculate the distance between \( \sigma'_k \) and \( \sigma_k \):

\[
\| \sigma_k - \sigma'_k \|_1 = \sum_{a,x} p(x) \| \sigma_k(a|x) - \sigma'_k(a|x) \|_1 \\
= \sum_{a,x} p(x) \| \text{Tr}_A \left( (M_{a|x} \otimes 1) (|\Phi_k\rangle \langle \Phi_k| - |\Phi'_k\rangle \langle \Phi'_k|) \right) \|_1 \\
\leq \sum_{a,x} p(x) \| (M_{a|x} \otimes 1) (|\Phi_k\rangle \langle \Phi_k| - |\Phi'_k\rangle \langle \Phi'_k|) \|_1 \\
= \sum_{a,x} p(x) \| (M_{a|x} \otimes 1) (|\Phi_k\rangle \langle \Phi_k| - |\Phi'_k\rangle \langle \Phi'_k|) \|_1 \\
\leq \sum_{a,x} p(x) \| (|\Phi_k\rangle \langle \Phi_k| - |\Phi'_k\rangle \langle \Phi'_k|) \|_1 \\
= \| (|\Phi_k\rangle \langle \Phi_k| - |\Phi'_k\rangle \langle \Phi'_k|) \|_1.
\]

Where we have used the fact that the 1 norm is additive over orthogonal subspaces, and that it is non-increasing under the action of a CPTP channel (the above is an application of a quantum instrument).

We then construct our approximation to \( (\sigma^{\otimes n})^{\otimes m} \), which we call \( \sigma^{n,m} \), via \( \sigma^{n,m} = \sum_k p_k \sigma'_k \). We can bound the distance between these two assemblages in the following way:

\[
\| (\sigma^{\otimes n})^{\otimes m} - \sigma^{n,m} \|_1 = \| \sum_k p_k (\sigma_k - \sigma'_k) \|_1 \\
\leq \sum_k p_k \| \sigma_k - \sigma'_k \|_1 \\
\leq \sum_k p_k \| |\Phi_k\rangle \langle \Phi_k| - |\Phi'_k\rangle \langle \Phi'_k| \|_1 \\
= \mathbb{E}[P(i \not\in T_\delta(I))].
\]

Appendix H: Symmetries of the canonical MUB pair

We have already seen how MUBs constructed via the operators \( Z |k\rangle = \exp \left( \frac{2\pi i k}{d} \right) |k\rangle \) and \( X |k\rangle = |k+1\rangle \) satisfy enough symmetry to restrict the maximisation term in the dimension measure to a single state. If we consider only the pair of MUBs given by the eigenvectors of the operators \( Z, X \), however, we can prove a much stronger result: there
exists a set of “unitary relabelling equivalents”, as introduced in the main body of the paper, which uniquely define measurements of the form:

\[ M^p_{a|x} = p |e^a_{x}\rangle \langle e^a_{x}| + (1-p) \mathbb{1}/d \]  

(H1)

where \( x = 0 \) labels the eigenvectors of \( X \) and \( x = 1 \) of \( Z \).

By averaging, or “twirling” over these unitary-relabellings, one can transform an arbitrary \(|X| = 2, |A| = d\) pseudo-measurement into one proportional to the form (H1).

Before we begin the proof, it will be useful to know the unitaries under which \( M^p \) is invariant. These are: \( \{X^i Z^j\}, \{P_k\} \), the permutation matrices which perform an automorphism of the \( Z \) eigenbasis, and the Fourier transform. The full set of unitaries we will consider is \( \{U_j\} = \{F^{-f} P_a X^{i_1} Z^{i_0} \}_{f=0,\alpha=1}^{d-1}\).

In this proof, we will take all output labels to be modulo \( d \), and input labels modulo 2. We take an arbitrary \(|X| = 2, |A| = d\) pseudo-measurement \( A \). Then we can define \( d^2 \) pseudo-measurements of the same measure via \( A_{a|x}^{i_1,i_2} := X^{i_1} Z^{i_0} A_{a+1|x} (X^{i_1} Z^{i_0})^\dagger \).

Let us now consider \( \tilde{A} = 1/d^2 \sum_{i_1,i_2} A_{a|x}^{i_1,i_2} = 1/d^2 \sum_{i_1,i_2} X^{i_1} Z^{i_0} A(X^{i_1} Z^{i_0})^\dagger = \text{Tr}[A] \mathbb{1}/d \). This means that \( \tilde{A}_{a|0} \) is (proportional to) a valid set of measurements such that \( Z^{i_0} \tilde{A}_{a|0} (Z^{i_0})^\dagger = \tilde{A}_{a+i_0|0} \) and \( X^{i_1} \tilde{A}_{a|1} (X^{i_1})^\dagger = \tilde{A}_{a+i_1|1} \). From [68] we know that means the operators must take the form:

\[ \tilde{A}_{a|0} = \sum_b r_{b-a} |x_b\rangle \langle x_b|, \quad \tilde{A}_{a|1} = \sum_b s_{b-a} |z_b\rangle \langle z_b| . \]

Next, let us consider an automorphism of \((\mathbb{Z}/d\mathbb{Z})\); there are of the form: \( z \to \alpha z, \ z \in (\mathbb{Z}/d\mathbb{Z}), \alpha \in (\mathbb{Z}/d\mathbb{Z})^* \equiv \{1 \ldots d-1\} \). It is a known result [69] that the permutation matrix inducing \( \alpha \) in the \( z \) basis induces the automorphism \( \alpha^{-1} \) in the \( x \) basis, where \( \alpha^{-1} \) is the multiplicative inverse of \( \alpha \) mod \( d \). We can verify that \( M^p_{a|x} = 1/(d-1) \sum_{\alpha} P_{a} M^p_{\alpha^{-1}|x} P_{\alpha} \). In the same vein as before, we can now define a new series of pseudo-measurements via \( A_{a|x}^{i_1,i_2} := P_a X^{i_1} Z^{i_0} A_{\alpha^{-1}(a-i_2)|x} (X^{i_1} Z^{i_0})^\dagger P_{\alpha} \). We can now consider the average over all of these \( d^3 - d \) pseudo-measures, which by linearity is \( \tilde{A}_{a|x} = 1/(d-1) \sum_{\alpha} P_{a} \tilde{A}_{a^{-1}|x} P_{\alpha}^{-1} \). Let us have a look at this sum when \( x=1 \):

\[ \tilde{A}_{a|1} = 1/(d-1) \sum_{\alpha} P_{a} \sum_{\beta} s_{b-a^{-1}a} |z_b\rangle \langle z_b| P_{\alpha}^{-1} \]

\[ = 1/(d-1) \sum_{\alpha} P_{a} \sum_{\beta} s_{b-a^{-1}a} |z_{\beta a}\rangle \langle z_{\alpha a}| \]

\[ = 1/(d-1) \sum_{\alpha} P_{a} \sum_{\beta} r_{b^{-1}b'} |z_{\beta a'}| \langle z_{\alpha a'}+\alpha a^{-1}a| \]

\[ = 1/(d-1) \sum_{\alpha} P_{a} \sum_{\beta} s_{b^{-1}b'} |z_{\beta a'}| \langle z_{\alpha a'}+\alpha a^{-1}a| \]

\[ = 1/(d-1) \sum_{\alpha} P_{a} \sum_{\beta} s_{b^{-1}b'} |z_{\beta a'}| \langle z_{\beta a'}+\alpha a^{-1}a| \]

where we have used that \( \alpha \) acts transitively on \((\mathbb{Z}/d\mathbb{Z})^*\) and leaves 0 invariant.

From this we see the symmetry of \( M^p \) forces \( \tilde{A}_{a|1} \) to have a single unique eigenvalue associated with eigenvector \( |z_a\rangle \), with all other eigenvalues coinciding with each other. The same proof can be used for \( x = 0 \).

Finally, we note that \( M^p \) has the symmetry \( M^p_{a|x} = F^{-1} M^p_{(-1)^{x/2} a|x \oplus 1} F \), where \( F \) is the Fourier transform. This allows us to further increase the number of newly defined pseudo-measurements:

\[ A_{a|x}^{i_1,i_2} := F^{-f} P_a X^{i_1} Z^{i_0} A_{(-1)^{x/2} a^{-1}(a-i_2)x \oplus f} (X^{i_1} Z^{i_0})^\dagger P_{\alpha}^{-1} F^f. \]  

(H2)

Again by linearity we consider \( \tilde{A}_{a|x} = 1/2(\tilde{A}_{a|x} + F^{-1} \tilde{A}_{(-1)^{x/2} a|x \oplus 1} F) \). We see this is equal to: \( 1/2 \sum_b r'_{b-a} + s'_{b-a} |x_b\rangle \langle x_b| \), where \( r'_0 = r_0 \) and \( r'_{b} = 1/\sum_{b \neq 0} r_{b}/(d-1) \), and similarly for \( s' \). In particular, this means that \( \tilde{A} \) is proportional to some \( M^q \), with the proportionality given by \( \text{Tr}[A] \).
Before we move on - let us comment on the importance of considering prime dimensions: the automorphism group acts transitively on \{1 \ldots d - 1\}, leading to all \(r_i\) except \(r_0\) being averaged out. In non-prime dimensions this doesn’t happen; however it may be there exist another set of unitary-relabellings which achieve the same effect.

1. Consequences for the Dimension Measure and Compression Dimension

The ability to “twirl” pseudo-measurements has important consequences when calculating the dimension measure for the noisy MUB pair given in Eq. (H1). Suppose we have a decomposition of \( M^p = \sum_k A^k \). For the set \( \{U_j^1\} \) described in the previous section, we have that:

\[
M^p_{a|x} = \frac{1}{2(d^3 - d)} \sum_{j=1}^{2(d^3 - d)} U_j^\dagger \prod_{i=1}^{2(d^3 - d)} A^k \pi_{j,x}^{-1}(a) \pi_{j}^{-1}(x) U_j
\]

\[
= \sum_k \frac{1}{2(d^3 - d)} \sum_j U_j^\dagger A^k \pi_{j,x}^{-1}(a) \pi_{j}^{-1}(x) U_j
\]

\[
= \sum_k \frac{\text{Tr}[A^k]}{d} M^p_{a|x}.
\]

Since unitaries will leave rank \( A^k \) invariant, it is clear that our new decomposition can only decrease the dimension measure - and therefore there exists an optimal decomposition of this form (we already know that \( \rho \) can be taken to be \( 1/d \)). Therefore the problem of finding the dimension measure of \( M^p \) reduces to finding the range of \( p \) for each \( n \) which can be constructed from rank \( n \) pseudo-measurements, i.e. have compression dimension \( n \).

This question can be phrased in the following way: \( \max_{p_n} \) such that \( M^p = \sum_k A^k \), rank \( A^k \leq n \). However, by applying the same technique as above, we see that

\[
M^p_{a|x} = \sum_k \frac{1}{2(d^3 - d)} \sum_j U_j^\dagger A^k \pi_{j,x}^{-1}(a) \pi_{j}^{-1}(x) U_j
\]

\[
= \sum_k \frac{\text{Tr}[A^k]}{d} M^p_{a|x}.
\]

In order for the \( p_n \) to be maximal, we therefore require that all \( p_k \) co-incide with \( p_n \) itself. Consequently, the maximum can be achieved by a decomposition into a single rank \( n \) pseudo-measurement, and its corresponding unitary-relabellings.

Finally, we note that we can rewrite \( p \) in the following way:

\[
p = \frac{d \sum_{a,x} \text{Tr}[M^1_{a|x} M^p_{a|x}]}{(d - 1)\|A\| \|A\|} = \frac{1}{d - 1}
\]

(H3)

let us substitute our decomposition of \( M^p_{a|x} \) into the trace term. We see that

\[
\sum_{a,x} \text{Tr}[M^1_{a|x} M^p_{a|x}] = \sum_{a,x} \text{Tr}\left[ M^1_{a|x} \frac{1}{2(d^3 - d)} \sum_j U_j^\dagger A^k \pi_{j,x}^{-1}(a) \pi_{j}^{-1}(x) U_j \right]
\]

\[
= \frac{1}{2(d^3 - d)} \sum_j \sum_{a,x} \text{Tr}\left[ U_j M^1_{a|x} A^k \pi_{j,x}^{-1}(a) \pi_{j}^{-1}(x) \right]
\]

\[
= \frac{1}{2(d^3 - d)} \sum_j \sum_{a,x} \text{Tr}\left[ M^1_{\pi_{j,x}^{-1}(a) \pi_{j}^{-1}(x)} A^k \pi_{j}^{-1}(a) \pi_{j}^{-1}(x) \right]
\]

\[
= \sum_{a,x} \text{Tr}[M^1_{a|x} A^k_{a|x}]
\]
where we have used the property that the permutation leaves the sum invariant.

This means \( p_n \), the largest \( p \) for which \( M^p \) has compression dimension \( n \), is given by

\[
\max_A \frac{d \sum_{a,x} \text{Tr}[M^1_{a|x} A_{a|x}]}{(d-1)|\mathcal{X}||A|} - \frac{1}{d-1}
\]  

(H4)
such that \( A \) is a pseudo-measurement with rank \( A \leq n \), \( \text{Tr}[A] = d \). Due to the rank constraint we were unable to solve this problem; our best answer is given by the construction in the main body of the paper.

Appendix I: Derivation of Eq. 3

In this section, we explain how to derive Eq. 3 from Eq. 2, in the case where either the Choi matrix belongs to either \( L(\mathcal{H}_2 \otimes \mathcal{H}_n) \) or \( L(\mathcal{H}_n \otimes \mathcal{H}_2) \) - which is the case when either the input or output space of the channel has dimension 2.

For this space, any pure state can have Schmidt rank either 1 or 2. In particular, this means we can split our decomposition of \( \chi_E \) into two disjoint sets:

\[
\chi_E = \sum_{l,S_R(\phi_l)=1} |\phi_l\rangle \langle \phi_l| + \sum_{l,S_R(\phi_l)=2} |\phi_l\rangle \langle \phi_l| = \sigma_0 + \sum_{l,S_R(\phi_l)=2} |\phi_l\rangle \langle \phi_l|
\]  

(I1)

where we note that \( \sigma_0 \) is a (subnormalised) separable state.

We can plug this decomposition into Eq. 2, where we find:

\[
\min_{\phi} \max_{\rho} \sum_i d \text{Tr}(\rho^T \otimes \mathbb{1} |\phi_i\rangle \langle \phi_i|) \log S_R(|\phi_i\rangle) = \min_{\phi} \max_{\rho} \sum_i d \text{Tr}(\rho^T \otimes \mathbb{1} |\phi_i\rangle \langle \phi_i|) \log 1 + \sum_i d \text{Tr}(\rho^T \otimes \mathbb{1} |\phi_i\rangle \langle \phi_i|) \log 2
\]

\[= d \text{Tr} \left( \rho^T \otimes \mathbb{1} \sum_{l,S_R(\phi_l)=2} |\phi_i\rangle \langle \phi_i| \right)
\]

\[= d \text{Tr} \left( \rho^T \otimes \mathbb{1} (\chi_E - \sigma_0) \right)
\]

Since only \( \sigma_0 \) appears as an unknown in this equation, we change the decomposition over \( \{|\phi_k\rangle\} \) to one directly over \( \sigma_0 \) instead. This gives us the familiar form of Eq. 3.

Appendix J: One-Shot Entanglement Cost of Preparing \( \rho \)

When talking about the one-shot entanglement cost, the most commonly used quantity is the Schmidt number \([31, 70, 71]\). To explain why this is, let us look at the optimal preparation protocol. One wishes to prepare a mixed state \( \rho \) from a maximally entangled state \( |\Phi_d^+\rangle \). One picks a decomposition of \( \rho = \sum_i p_i |\phi_i\rangle \langle \phi_i| \), and samples from the distribution \( \{p_i\} \). If outcome \( i \) is obtained, one deterministically transforms \( |\Phi_d^+\rangle \) into \( |\phi_i\rangle \) via LOCC. Thus the expected state at the end of the process is:

\[
\sum_i p_i |i\rangle \langle i| \otimes |\phi_i\rangle \langle \phi_i|
\]  

(J1)

which reproduces \( \rho \) once the classical information, \( i \), is “forgotten”.

In order to be able to prepare \( |\phi_i\rangle \) without error, one must have that \( d \geq S_R(\phi_i) \) \([72]\). By optimising over all decompositions of \( \rho \), and counting maximally entangled qubits \( (d = 2) \) as the resource unit, it is easy to arrive at the Schmidt number,

\[
S_N(\rho) := \min_{\{p_i, \phi_i\}} \max_i \log S_R(\phi_i).
\]  

(J2)

For us, this method led to a natural question: what if, when you receive outcome \( i \), the state \( \phi_i \) has a lower Schmidt number than the maximum? One could prepare the required state using \( |\Phi_{d'}^+\rangle \) with \( d' < d \), without sacrificing any
quality of the final preparation. In order to exploit this saving, we must allow the preparer to begin with a state of the form:

\[
\omega = \sum_m p_m |m\rangle \langle m| \otimes |\Phi^+_m\rangle \langle \Phi^+_m| .
\]  

(J3)

i.e. a labelled mixture of maximally entangled states, of various dimensions. If \( \rho \) is preparable from such a state, then we would define the corresponding entanglement cost as \( \sum_m p_m \log m \) - the expected number of qubit maximally entangled pairs consumed.

**Lemma 6.** With this additional freedom in the resource state, the one-shot entanglement cost is given by the Schmidt measure of \( \rho \).

**Proof.** We first show that the Schmidt measure is an achievable rate. Take the optimal decomposition \( \rho = \sum_i p_i |\phi_i\rangle \langle \phi_i| \).

By Nielsen’s theorem \([72]\), there exists a LOCC channel \( \mathcal{E}_i \) such that \( \mathcal{E}_i(|\Phi^+_d\rangle \langle \Phi^+_d|) = |\phi_i\rangle \langle \phi_i| \), where \( d_i = S_R(\phi_i) \).

We now define the channel

\[
\mathcal{E}(|i\rangle \langle j| \otimes \rho) = \begin{cases} 
\mathcal{E}_i(\rho) & \text{if } i = j, \\
0 & \text{else}.
\end{cases}
\]  

(J4)

Since each \( \mathcal{E}_i \) is a LOCC channel, and \( i \) is a classical label which can freely communicated, \( \mathcal{E} \) is clearly also a LOCC channel. Applying this channel to the state \( \omega = \sum_i p_i |\Phi^+_d\rangle \langle \Phi^+_d| \) we obtain the state \( \rho \), with entanglement cost \( \sum_i p_i \log d_i = S_M(\rho) \).

In order to proof the converse, we will investigage the necessary conditions for exact state creation using the fidelity. We follow closely the proof used in \([73]\), which was then used in \([31]\) to prove rigorously the Schmidt number result discussed above.

We start by using a result by Lo and Popescu \([74]\), which states that, starting from a maximally entangled state, any LOCC preparable state can be expressed in the form:

\[
\sum_k (K_k \otimes U_k) |\Phi^+_m\rangle \langle \Phi^+_m| (K_k \otimes U_k)^\dagger,
\]  

(J5)

where \( K_k \) are Kraus operators and \( U_k \) unitaries. Since we begin with a classically labelled set of pure states, each of which has an LOCC channel applied to it, any state which can be prepared from resource \( J3 \) is expressible as:

\[
\Lambda(\omega) = \sum_{m,k} q_m (K^m_k \otimes U^m_k) |\Phi^+_m\rangle \langle \Phi^+_m| (K^m_k \otimes U^m_k)^\dagger.
\]  

(J6)

We now are interested in the fidelity between \( \Lambda(\omega) \) and the target state \( \rho \), which by Uhlmann’s theorem \([75]\) is equal to max \(|\langle \psi_\rho| \psi_{\Lambda(\omega)} \rangle|^2 \), where \( \psi_{\Lambda(\omega)} \) is an explicit purification of \( \Lambda(\omega) \), and the maximisation is taken over all purifications \( \rho \).

We will choose

\[
|\psi_{\Lambda(\omega)}\rangle = \sum_{m,k} |m,k\rangle \otimes \sqrt{q_m} (K^m_k \otimes U^m_k) |\Phi^+_m\rangle
\]  

(J7)

as our purification of \( \Lambda(\omega) \), whilst from \([76]\) any purification of \( \rho \) is expressible as \( \sum_i \sqrt{p_i} |i\rangle \langle i\rho| \), where \( \rho = \sum_i p_i |\phi_i\rangle \langle \phi_i| \).

From this, we see that our fidelity is

\[
\max \left| \sum_i \langle \phi_i| \left( \sqrt{q_{m(i)}} (K^m_{k(i)} \otimes U^m_{k(i)}) |\Phi^+_m\rangle \right) \right|
\]  

(J8)

where \( m(i), k(i) \) signify the one-to-one relation between \( i \) and pairs \( (m, k) \).
Before we continue, we will rewrite \( (1 \otimes U^m_{(k)}) |\Phi^+_{m(i)}\rangle \). (We suppress the \( i \) for convenience).

\[
(\mathbb{I} \otimes U^m_k) |\Phi^+_m\rangle = \frac{1}{\sqrt{m}} \sum_r m |r\rangle U^m_k |r\rangle \\
= \frac{1}{\sqrt{m}} P_m \sum_r W^i_{k,1} |e_r\rangle U^m_k W^i_{k,2} |f_r\rangle \\
= \frac{1}{\sqrt{m}} P_m \sum_r V^i_k |e_r\rangle |f_r\rangle
\]

where \( |\phi_i\rangle = \sum_r \sqrt{\lambda_r} |f^i_r\rangle |f^i_r\rangle \) is the Schmidt decomposition of \( |\phi_i\rangle \), \( W^i_{k,1} |e_r\rangle = |r\rangle \), \( W^i_{k,2} |f_r\rangle = |r\rangle \), \( P_m = \sum_j |j\rangle \langle j| \), and \( V^i_k = (U^m_k W^i_{k,2})^T W^i_{k,1} \), where transposition is in the computational basis. \( d \) is the full dimension of the first system.

Putting this rearrangement into our fidelity, we see that we can rewrite an individual term as:

\[
\langle \phi_i | \left( \sqrt{m} \left( K^m_{k(i)} \otimes U^m_{k(i)} \right) \right) |\Phi^+_{m(i)}\rangle = \mathrm{Tr} \left( \frac{\sqrt{q_m}}{\sqrt{m}} \sqrt{\rho K^m_{k(i)} P_m V^m_{k(i)}} \right).
\]

This means our fidelity becomes:

\[
F = \left| \sum_i \sqrt{q_m} \sqrt{p_i} \mathrm{Tr} \left( \frac{1}{\sqrt{m}} \sqrt{\rho K^m_{k(i)} P_m V^m_{k(i)}} \right) \right|^2 \\
\leq \left( \sum_i \left( \mathrm{Tr} \left( \frac{1}{\sqrt{m}} \sqrt{\rho K^m_{k(i)} P_m V^m_{k(i)}} \right) \right) \right)^2 \\
\leq \left( \sum_i \left( \frac{\sqrt{q_m}}{\sqrt{m}} \mathrm{Tr} \left[ P_m K^{m(i)}_{k(i)} \right] \mathrm{Tr} \left[ P_m \right] \right)^{1/2} \right)^2,
\]

where we have used the triangle inequality followed by the Cauchy Schwarz inequality. Finally, we can note that

\[
\sum_i \frac{q_m}{m} \mathrm{Tr} \left[ P_m K^{m(i)}_{k(i)} K^{m(i)}_{k(i)} \right] = \sum_m \frac{q_m}{m} \mathrm{Tr} \left[ P_m \left( \sum_k K^m_k K^m_k \right) \right] \\
= \sum_m \frac{q_m}{m} \mathrm{Tr} \left( P_m \right) = 1.
\]

Using the fact that \( \sum_i \sqrt{p_i q_i} = \sqrt{\sum_i q_i} \) when \( \sum_i p_i = 1 \), then our fidelity bound simplifies further to:

\[
F \leq \left( \sum_i p_i \mathrm{Tr} \left( \rho_i P_m \right) \right)^{1/2} \left( \right)^2 \leq \left( \sum_i p_i \mathrm{Tr} \left( \rho_i P_m \right) \right)^{1/2} \left( \right)^2
\]

and the two powers cancel.

Since we are demanding that \( \rho \) can be created be perfect fidelity, we must choose an initial \( \omega \) which gives an upper bound of 1. We can see that this forces \( P_m \geq \text{rank}(\rho_i) = S_R(|\phi_i\rangle) \). With this knowledge, we can return to our previous upper bound, Eq. J10. The maximum of \( \sum_i \sqrt{p_i q_i} \) over a distribution \( p_i \), where \( q_i \) is also given by a probability distribution, is 1, achieved when \( p_i = q_i \). This tells us that, in order for fidelity to be 1, it is necessary that

\[
\frac{q_m}{m} \mathrm{Tr} \left[ P_m \left( K^{m(i)}_{k(i)} \right) \right] = p_i.
\]

This implies that: \( q_m = \sum_{|m(i)\rangle = m} p_i \).
Finally, let us consider the smallest entanglement cost that satisfies this necessary condition. We wish to minimize:

\[
\min \left\{ \sum_{m} \left( \sum_{i, m(i) = m} p_i \right) \log m \mid m(i) \geq S_R(|\phi_i\rangle) \right\}.
\] (J12)

For a given distribution, this is done by assigning \( m(i) = S_R(|\phi_i\rangle) \). Our minimum is therefore given by \( \sum_i p_i S_R(|\phi_i\rangle) \) minimised over all decomposition of \( \rho \) - \textit{exactly} the definition of the Schmidt number! Thus the Schmidt number is a lower bound of the expected entanglement cost, and an achievable value - proving the result. \( \square \)