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Abstract—The automatic analysis of subtle changes between longitudinal MR images is an important task as it is still a challenging issue in scope of the breast medical image processing. In this paper we propose an effective automatic change detection framework composed of two phases since previously used methods have features with low distinctive power. First, in the preprocessing phase an intensity normalization method is suggested based on Hierarchical Histogram Matching (HHM) that is more robust to noise than previous methods. To eliminate undesirable changes and extract the regions containing significant changes the proposed Extraction Region of Changes (EROC) method is applied based on intensity distribution and Hill-Climbing algorithm. Second, in the detection phase a region growing-based approach is suggested to differentiate significant changes from unreal ones. Due to using proposed Weighted Local Mutual Information (WLMI) method to extract high level features and also utilizing the principle of the local consistency of changes, the proposed approach enjoys reasonable performance. The experimental results on both simulated and real longitudinal Breast MR Images confirm the effectiveness of the proposed framework. Also, this framework outperforms the human expert in some cases which can detect many lesion evolutions that are missed by expert.
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1 INTRODUCTION

Breast cancer is one of the common malign diseases among women in Iran and many other parts of the world. Medical imaging plays a pivotal role in breast cancer care including detection, diagnosis, and treatment monitoring. Currently, mammography is the primary screening modality that is widely used to detect and diagnose breast cancer. Unfortunately, it has some limitations [1], [2]. 10% to 30% of breast cancers goes undetected by mammography as its positive predictive value is less than 35% [3]. Hence, the use of other imaging modality such as MRI is increasing [4] in combination with mammography, especially for women at high risk.

Also MR images have a pivotal role in treatment monitoring [5], [6]. Neoadjuvant chemotherapy is a standard treatment for patients with locally advanced breast cancer; however, using a method that can accurately monitor the response of patients is a challenging task because manual labeling and direct comparison of huge amount of data are difficult, error prone and sometimes impossible. Acquisition parameters and patients’ position may change during scanning, and global or local deformation of anatomical structures may result in insignificant changes. In addition, many of the changes are very subtle and invisible to human experts. Therefore, an automatic change analysis method that is capable of detecting significant changes in longitudinal MRI sequence is vital for medical diagnosis, follow-up and prognosis. Unfortunately, as a variety of MRI artifacts make many unimportant changes among images and soft tissue of the breast makes the image registration a complex task, automatic change detection remains a challenging issue in breast medical image processing. Some methods have been proposed to detect changes in MR images [7], [8], [9], [10], [11], [12], [13], [14], [15], [16] but many of them carried out in the field of brain images and a few studies have focused on...
breast cancer monitoring. Since the structure and tissue of breast are very different from brain, we cannot use these methods directly. Also, these methods have some weaknesses that will be discussed.

Recent studies about the evaluation of breast lesions response to chemotherapy show that the most frequently applied methods include image registration followed by simple deterministic image subtraction [17], [18], [19], [20], [21] and tracking changes during the course of treatment in pharmacokinetic parameter values obtained from the tumor ROI or histograms describing their distributions [22], [23], [24]. However, all of these methods are limited. The first approach is very sensitive to noise due to direct intensity comparison. The second does not capture the tissue heterogeneity as observed in distributions of parameter values. Also, two last approaches discard the information on spatial localization and therefore suffer from a similar limitation as the RECIST criteria [18].

In this paper, we propose an automatic change detection framework that is composed of two phases, pre-processing and change detection. In each of the phases, new approaches have been presented to eliminate weak points of the previous studies. In the pre-processing phase, a method is suggested to extract regions containing changes which in none of the previous methods had been proposed. This method can remove lots of pixels containing noise and unimportant changes to avoid reduction of change detection system performance.

In the second phase, by means of presented Weighted Local Mutual Information (WLMI) method, high level features are extracted which can better differentiate pixels containing significant changes from unreal ones compared to the intensity average and subtraction measure. Finally, the mentioned features are used by a region growing based algorithm to make final decision about detected changes. This algorithm eliminates some forged changes from final results due to adherence to the principle of local consistency of changes.

The paper is organized as follows. An overview of the related work is given in section 2. The two main phases of proposed framework are presented in section 3. Section 4 deals with the results obtained on both simulated and real images. The proposed approach for simulating images is first described in section 4.1 and results of the experiments on these simulated and real data are summarized in section 4.2 and 4.3 respectively. A discussion is provided in section 5 and conclusion is finally given in section 6.

2 RELATED WORKS

Recently, detecting significant changes in serial images of the same scene taken at different times has been getting a lot of attention for the large number of applications such as surveillance, remote sensing, medical diagnosis and civil infrastructure.

Some different methods have been proposed for change detection in serial medical images. But as mentioned in section 1, many of the given methods focused on brain disease monitoring such as cancer tumors [8], [11], [14], [15], [16], multiple sclerosis [9], [10], [12], Alzheimer [28] and etc. Since a few of these methods have been applied to breast cancer monitoring, we review the related works from an overall perspective and point out their pros and cons. Based on comparison approaches that have been used in these methods, we can divide them into three categories, as you can see in Fig. 1. In the following we describe each comparison approach:

**Segmentation-Based Approach**

In this approach, first the regions of interest have been segmented manually, semi-automatically, or fully automatically and then are compared to each other [25], [26], [27], [28]. In the recent years we have proposed several methods for medical image segmentation in different scopes such as brain tissue [29], [30] and breast tumor segmentation [31].

Segmentation-based change detection approach is a very simple method, but its performance highly depends on segmentation algorithms. Since the MR images are seriously affected by intensity inhomogeneities created by radio-frequency coils, accurate and automatic segmentation of lesions in these images remains a challenging task. Also large lesions may be sufficiently extracted, but distinguishing small lesions from noise and other structures is difficult [10].

**Registration-Based Approach**

In the second category of comparison approaches, first an image registration method is used to obtain accurate geometrical alignment of images. Then aligned images are compared using simple deterministic image subtraction followed by manual or automatic thresholding [17], [18], [19], [20], [21]. Although most change detection systems [7], [9], [10], [12] use registration as a preliminary step, using only image subtraction as a comparison measure, makes these methods strongly sensitive to noise.

**Direct Intensity Comparison Approach**

The last family of approaches relies on a direct comparison of intensities at the voxel level or on small regions [10]. Since in this approach intensities of pixels (or voxels) are compared directly, intensity normalization is a vital step to compensate global intensity changes. Generally direct comparison methods have two main stages: intensity normalization and comparison. The comparison of im-

![Fig. 1. Comparison approaches.](image-url)
ages can be done using deterministic or probabilistic approach. Manual or automatic thresholding after simple image subtraction is a deterministic comparison that widely has been used in many of the studies [7], [8], [11], [12]. As emphasized in previous section, using simple subtraction and thresholding decrease the performance of change detection system due to existence of noise in MR images.

Probabilistic methods build a statistical model of intensities and noise that is used to determine significant changes. Bosc et al. [10] proposed an automatic change detection system based on Generalized Likelihood Ratio Test (GLRT) that extended previous work [32] by handling multimodal image data with applications to follow-ups of multiple sclerosis. In addition, they developed a joint histogram-based technique for compensating non-linear global intensity changes. Their method often fails when noise is nonstationary and cannot detect changes with low intensity variations (the lesions in early stages). Since the GLRT is a powerful statistical method to detect significant changes, Boisgontier et al. [9] recently proposed a parametric statistical testing framework which relies on the GLRT to detect changes between diffusion MRI acquisitions.

Patriarche and Erickson [14], [15] implemented an integrated change detection system based on post-classification of image’s pixels in multispectral MR intensity feature space. They assumed that an abnormal tissue may look like a tissue transitioning from one normal tissue to another in the feature space. Clinical studies show that their system can identify subtle changes, but the tissue classification still remains very difficult and the whole process suffers from high time complexity [13].

Seo and Milanfar [16] proposed a non-parametric statistical approach that uses a single modality to find subtle changes and does not require prior knowledge of type of changes to be sought. However, their work does not address the effect of misalignment.

During the last decade are mostly statistical-based because of their power in detection of significant changes. Hence, the framework proposed here is based on a statistical approach that can eliminate some weak points of the previous studies. The selected approach is shown in red lines in Fig. 1.

We can summarize the strengths of our proposed framework as follows:

- Global intensity changes are removed due to using HHM.
- Local deformations are corrected owing to using a free-form deformation based on B-Splines functions.
- Lots of pixels containing noise and unimportant changes are removed in the beginning due to using proposed EROC method to extract regions of changes.
- Subtle changes are detected and a clear distinction is made between significant and unreal changes due to extracting high level WLMI features.
- Using region growing based algorithm which can eliminates unreal changes like noise from final results due to adherence to the principle of local consistency of changes.
- Finally, our proposed framework uses a single modality to find subtle changes and does not require prior knowledge about type of changes.

3 PROPOSED FRAMEWORK

As mentioned in introduction, the proposed framework composed of two main phases that its architecture is shown in Fig. 2. Each of these phases contains different stages which their subsystem is drawn separately (subsystem A and B) and they will be discussed in details.

3.1 Preprocessing Phase

This phase includes four stages which are as follows:

3.1.1 Noise Reduction

According to the studies, noise in MR images contains
Rician distribution [33] and as this noise depends on signals and not Gaussian noise; therefore, separating it from signal is very hard. But fortunately Nowak [33] has presented a powerful method to remove Rician Noise from MR images which is based on wavelet filtering. In this research, the mentioned method is used to eliminate noise from images.

### 3.1.2. Intensity Normalization

The first stage in change detection methods based on direct comparison of images is removing inhomogeneity and global changes of intensity. These changes may occur because of the calibration errors and or variations in imaging system components. Many of the presented methods use linear intensity normalization functions to remove this type of changes. But Bosc et al. [10] concluded that these changes are nonlinear so linear functions are not able to correct them. Therefore, they presented a method based on joint-histogram to estimate nonlinear normalization functions. Now, in this stage we have presented a method that enjoys less sensitivity towards noise due to using HHM. The overview of suggested method is shown in Fig. 3.

![Fig. 3. HHM for intensity normalization.](image)

Fig. 3 shows that the image histogram matching is used in each step for intensity normalization.

Let’s consider images \( I_1 \) and \( I_2 \). In the first step by matching histogram \( H_1 \) to histogram \( H_2 \), transformation function \( T_1 \) is estimated based on intensity domain of image \( I_2 \) which is used to normalize the intensity of image \( I_1 \). The histogram of the achieved image \( I_1' \) through transformation function \( T_1 \) is approximately equal to histogram \( H_2 \) that has been shown by \( H_2' \) in (1).

\[
H_2' = T_1(H_1) \Rightarrow I_1' = T_1(I_1), \quad H_1' \approx H_2 \tag{1}
\]

The second step deals with accurate intensity normalization. This time histogram \( H_2 \) is matched to histogram \( H_2' \) to estimate transformation function \( T_2 \) which is used to normalize the intensity of \( I_2 \) based on \( I_1' \).

\[
H_1' \approx T_2^{-1}(H_2) \Rightarrow I_2' = T_2(I_2), \quad H_1' \approx H_2'
\]

By using this method, intensity normalization can be performed with high accuracy.

Samples of images resulted from HHM method has been shown in Table 1.

### 3.1.3 Rigid and Non-Rigid Registration

The second and the most significant stage in preprocessing phase concerned with image registration, because of its effect on the final performance of the change detection system.

This stage involves correcting established deformation owing to different condition of image acquisition. In addition to transformation and rotation artifacts, as breast tissue is soft, its touching in the course of image acquisition will cause sophisticated deformations. Thus, in this study a hierarchical method is used to register images; the given method is the result of Rueckert et al.’s researches [34] and has been developed by Li et al. [18]. In this method global transformation and rotations are modeled using Affine transformation function and local deformations are corrected using free-form deformation model based on B-spline. Also, applying Jacobian operator to similarity measure makes no change in tumor volume during image registration process.

### 3.1.4 Extracting Region of Changes (EROC)

MRI artifacts can cause noise and forged changes which significantly influence the efficiency of presented methods as all parts of images need to be compared without considering important changes. In current section, we propose EROC solution to extract regions containing significant changes. In this method, at first, Mean Square Distance (MSD) function is used to compute similarity measure between two images, based on row by row and column by column intensity comparison and then similarity curves are plotted based on computed values. Fig. 4 shows an overview of EROC method. To better understand the proposed method, consider images A and B. MSD similarity measure can be computed for each row and column of these images through (2) to (5). In these equations, matrixes MSD, MSDd, MSDe, and MSDi are the results of top-down, bottom-up, right-to-left, and left-to-right traversals, respectively.

\[
A : N \rightarrow M \tag{2}
\]

\[
B : N \rightarrow M \tag{3}
\]

\[
MSD_T(i) = \left( \frac{1}{M} \right) \sum_{k=1}^{M} \left( A(i,k) - B(i,k) \right)^2 \tag{4}
\]

\[
MSD_L(i) = MSD_T(N - i + 1) \tag{5}
\]

where \( i = 1, 2, \ldots, N \) and \( MSD_T \) is a Matrix with size 1*N

\[
MSD_L(i) = MSD_T(N - i + 1) \tag{5}
\]

where \( i = 1, 2, \ldots, N \) and \( MSD_D \) is a Matrix with size 1*N

...
\[ MSD_j = \left( \frac{1}{N} \right) \sum_{k=1}^{N} (A(k, j) - B(k, j))^2 \]

where \( j = 1, 2, \ldots, M \) and \( MSD_L \) is a Matrix with size 1*\( M \)

\[ MSD_L(j) = MSD_L(M - j + 1) \]

where \( j = 1, 2, \ldots, M \) and \( MSD_R \) is a Matrix with size 1*\( M \)

Once the similarity curves are plotted, they are given to Find First Point (FFP) algorithm to find first points of intensive changes. The flowchart in Fig. 5 shows the pseudo code, which is basically based on Hill-climbing algorithm with two major differences. First, in Hill-climbing algorithm the goal is finding the local maximum while in this function our purpose is finding the first ascending points to local maximum; second, local maximum points should be greater than threshold \( T \) which is defined in (6).

\[ T_{N,M} = \left( \frac{1}{M} \right) \sum_{i=1}^{K-N,M} \left( MSD[C_{D,T} if R-N or R,L if R-M] \right) \]

where \( K \in N \) and \( K = N, M \)

\( T_M \) in (6) determines the required threshold value to find first points of changes during row by row traversal and this value can be computed using average value of matrix MSD_{D} or MSD_{C}. \( T_N \) is equal to \( T_M \) during columnar traversal.

Fig. 4. An overview of the proposed EROC method.
In FFP algorithm, defining an optimum threshold to find first points of changes has a significant importance. The experimental results on both simulated and real images show that the estimated value of threshold $T$ based on (6) is very close to optimum $T$. As it’s shown in Fig. 6, smaller threshold value makes EROC method more sensitive to noise. As a result, the algorithm ends while achieving the first ascending points corresponding to the rows and columns containing pixels having noise. On the contrary, some significant changes will be lost on obtained region by higher threshold value.

### 3.2 Change Detection Phase

Direct intensity comparison is not an appropriate feature to detect changes in images as it’s very sensitive to noise and requires a threshold to determine occurrence of a change. Since estimating exact value of this parameter requires prior knowledge about occurred changes, methods which are based on this feature won’t have acceptable efficiency. Hence, in this study we use WLMI method to extract high level feature from each pixel to make better distinction between real and forged changes.

Also in contrast to previous methods, using an approach which is based on region growing can highlight the weak points of the thresholding method in defining pixels with significant changes. In fact, the main idea of this method is utilizing local consistency principle in both extracting WLMI features and adopting final decision about occurred changes since the significant ones occur locally and in interrelated pixels. Therefore, many pixels containing noise will be pruned and are not allowed to grow.

According to previous studies, in recent years the existing systems involve a great deal of preprocessing and also rely mostly on the statistical analysis such as GLRT [9]. In the following section, we introduce GLRT which is the most powerful presented method based on statistical models, and by addressing its weak points pave the way for a more detailed explanation of the proposed WLMI method.

#### 3.2.1 GLRT

GLRT was first presented in 1998 by Kay [35]. In this method a fixed size $N \times N$ neighborhood $W$ is considered for each pixel and the ratio of the probabilities of two hy-
hypotheses is computed based on neighborhood’s statistical data [10]:

\( H_0: \) There is no change between \( I_1 \) and \( I_2 \) inside \( W \).

\( H_1: \) There is a significant change between \( I_1 \) and \( I_2 \) inside \( W \).

The probabilities are expressed in terms of parametrical probability distribution functions (pdfs). \( H_0 \) is interpreted using the pdf of \( I_1 \) and \( I_2 \) with the same parameter \( \theta_0 \). \( H_1 \) is interpreted using pdf of \( I_1 \) and \( I_2 \) with two different parameters \( \theta_1 \neq \theta_2 \). In general, GLRT can be computed as follows:

\[
R_{GLRT} = \frac{P(I_1; \theta_2)P(I_2; \theta_1)}{P(I_1; \theta_0)P(I_2; \theta_0)}.
\] (7)

In conducted researches in medical field, the intensity values within \( W \) are modeled as an average value plus Gaussian noise. Also, the noise variance is supposed constant throughout the image and is considered to be identical in both images and can be estimated by using the difference image. Therefore, the only pdf parameter \( \theta \) that must be estimated is the average \( \theta = \mu \) value. This value can be computed using (8):

\[
\mu = \frac{\sum_{I \in W} I}{n}
\] (8)

, where \( n \) is the number of pixels in \( W \). Taking the logarithm of (8) gives the log-likelihood ratio:

\[
l = \log \left( \frac{P(I_1, I_2)}{P(I_1, I_2)} \right)
= \frac{1}{2} \sum_{p \in W} \left( \frac{I_1(p) - \mu_1}{\sigma} \right)^2 + \left( \frac{I_2(p) - \mu_2}{\sigma} \right)^2
\]

which simplifies to:

\[
\frac{\sqrt{n}}{2\sigma} \left| \frac{\mu_2 - \mu_1}{\gamma} \right|^{\gamma} H_1
\]

\( H_0 \) is chosen if \( l < \gamma \) where \( \gamma \) is the threshold and can be computed by the ratio of probabilities of \( H_0 \) to \( H_1 \). Having no prior knowledge about how changes occur, can make estimating these values difficult, and influences the efficiency of the algorithm. The main weak points of this method are first, using average intensity as a comparison measure; second, assigning identical weight to each pixel in \( W \) to determine the occurrence of changes in central pixel. In order to better demonstrate the weaknesses of this method, practical samples are shown in Fig. 7 and Fig. 8.

As it’s shown in Fig. 7, no change has occurred in central pixel but GLRT method detects a pixel has changed. In this method due to use of average intensity, pixels containing intensive changes (such as noise or pixels adjacent to significant changes) influence the achieved result. Moreover, central pixel has the same role as the adjacent pixels in determining whether a change occurs or not. Now if we increase neighborhood size in order to eliminate the given weak points and to reduce effects of pixels containing noise, then subtle changes will not be recognizable. For example, Fig. 8 shows that a subtle change has occurred in the region of central pixel; however, GLRT method isn’t able to recognize it. As neighborhood size becomes larger, average intensity measure acts like a smoothing filter and reduces the effect of changes of central pixel. Furthermore, identical weights are assigned to all pixels without considering their distance to central pixel.

3.2.2 Mutual Information Theory

Mutual information theory is widely used in image processing field as a measure to determine similarity between images [36]; therefore, in this research to dominate GLRT weak points, the idea of using this method to extract a feature with higher discrimination power than average intensity is discussed. In the following, we concisely express how to use this method in image processing field.

Consider an \( n \) pixel image, the intensity values are the discrete values \( X = \{X_1, X_2, \ldots, X_n\} \) where \( X = 2^n \). According to the definitions, the entropy of intensity values in an image can be computed as follows:

\[
H(X) = -\sum_{x \in X} p(x) \log p(x)
\]

, where \( p(x) \) represents probability distribution of each intensity value and can be achieved by histogram normalization.

Now suppose that the purpose is determining the amount of mutual information in a series of images. Following this assumption, consider two images to be the observations of two discrete random variables \( X \) and \( Y \) with probability distributions \( p \) and \( q \), respectively. The joint entropy \( H(X, Y) \) for the discrete variables \( X \) and \( Y \) with joint probability distribution \( r \) is defined as

\[
H(X, Y) = -\sum_{x \in X, y \in Y} r(x, y) \log r(x, y)
\]

, which can be simplified to:

\[
H(X, Y) = -\sum_{x, y} p(x) q(y) \log p(x) - \sum_{x, y} p(x) q(y) \log q(y)
\]

\[
= H(X) + H(Y)
\]

Mutual information theory can be defined with joint entropy equation as follows:

\[
MI(X, Y) = \sum_{x \in X, y \in Y} r(x, y) \log \left( \frac{r(x, y)}{p(x) p(y)} \right)
\] (9)

, and if assuming \( X \) and \( Y \) are independent then (9) can be simplified to (10) as follows:

\[
MI(X, Y) = H(X) + H(Y) - H(X, Y).
\] (10)

3.2.3 Local Mutual Information

According to mutual information definition, it’s obvious that this method is appropriate for large-scale issues and using it as a similarity measure in pixel level won’t enjoy high efficiency. Thus, we require applying changes to (9), which can be usable in local condition. This work was done by Rogejl et al. [37] and is called local mutual information theory. Again consider (9), if we assume \( i = [x, y] \) denotes the intensity pair of images \( X \) and \( Y \), then the equation can be rewritten in the following form.

\[
MI(X, Y) = \sum_{i \in [x, y]} p(i) \log \left( \frac{p(i)}{p(x) p(y)} \right)
\] (11)

If we do \( p(i) = M_i / M \) replacement; where \( M_i \) is the number of occurrences of intensity pair \( i \), and \( M \) is the total number of intensity pairs in the image, then (11) can be
rewritten as (12).

\[ MI(X, Y) = \sum_{i=1}^{n} \left( \frac{M_i}{M} \right) \log \left( \frac{p(i)}{p(x)p(y)} \right) \] (12)

Let’s consider neighborhood \( W \) with size \( S \times S \). Based on above equation mutual information can be computed as shown in (13).

\[ LMI(X, Y) = \sum_{i=[x,y] \in W} \left( \frac{M_i}{M} \right) \log \left( \frac{p(i)}{p(x)p(y)} \right) \] (13)

where \( M_i \) and \( M \) are defined the same as corresponding variables in (12), with an exception that these values are computed in region \( W \). To better understand local mutual information theory, we can define above equations based on pixels in the given neighborhood as shown in (14).

\[ LMI(X, Y) = \sum_{i \in W} \left( \frac{M_i}{M} \right) \log \left( \frac{p(i)}{p(x)p(y)} \right) \] (14)

where \( v \) addresses pixels in neighborhood \( W \).

In the following, we explain (14) which is used in our proposed method in order to compute similarity percentage of two pixels in serial images.

Let’s consider two serial images \( A(i,j) \) and \( B(i,j) \); first, we define \( 3 \times 3 \) neighborhood \( W_{ij} \) for each pixel \( X_{ij} \) in these images, then we compute similarity percentage of each \( X_{ij} \) as follows:

\[ \text{SimRate}_{ij} = \frac{LMI(W_{ij,A}, W_{ij,B})}{LMI(W_{0,A}, W_{0,B})} \times 100 \]

In this equation \( LMI(W_{ij,A}, W_{ij,B}) \) indicates the maximum value of \( LMI \) for neighborhood \( W_{ij} \). In following section, the similarity percentage obtained by each pixel is used as a growing measure in region growing algorithm. In this method, as more number of pixels remain unchanged the similarity percentage gets increase. Also this method is not sensitive to intensive changes in adjacent pixels, since it works based on joint probability distribution. So, it’s able to eliminate weak points of GLRT (i.e. see Fig. 7). In order to reduce this method’s sensitivity to artifacts like illumination and global changes on intensity values in images; changes with \( \Delta \text{Intensity} \leq 4 \) will not be considered in Fig. 8. A sample shows the effect of neighborhood’s size and average measure on GLRT efficiency for subtle changes.
joint histogram computation.

This method like GLRT will not be able to detect subtle changes in some cases due to assigning identical weight to all pixels. A sample of these subtle changes is shown in Fig. 9 which is not recognizable by LMI method. As we can see in this figure, significant changes have occurred in central pixels but since most of them remained unchanged, LMI method is not able to detect them, as identical weights assign to adjacent pixels. In the next section, we propose WLMI method in order to obviate weaknesses of GLRT and LMI methods.

3.2.4 Weighted Local Mutual Information

In the proposed WLMI method, pixels in neighborhood $W$ don’t have same role in adopting final decision about occurrence of changes in central pixel, since different values have assigned to them.

We can compute WLMI as shown in (15).

$$ WLMI (X, Y) = \sum_{i \in W, v} \left( \beta_v \frac{M_v}{M} \right) \log \left( \frac{p(i|v)}{p(x(v))p(y(v))} \right) $$

(15)

where $\beta_v$ is the assigned weight to pixel $v$ in neighborhood $W_v$ and can be computed as follows:

$$ \beta_v = \begin{cases} 2^\left( \frac{N_{\text{change}} \cdot \exp(\text{abs}[x(v) - y(v)]/255)}{2} \right) & \text{if } v = \text{center pixel} \\ \sqrt[n]{\max \left( (v_i - v_j), (v'_i - v'_j) \right)} & \text{if } v \neq \text{center pixel} \\ \end{cases} $$

(16)

In above equation, $N_{\text{change}}$ denotes pixels changed in neighborhood $W_v$ and $v^c$ is indicative of central pixels. According to (16), estimating central pixel’s weight depends on two parameters $N_{\text{change}}$ and $\Delta I = x(v) - y(v)$. If no change occurs in central pixel, $\Delta I$ value will be equal to 1 and the only efficient parameter will be the number of changed pixels; and finally, the assigned weight to central pixel which is proportional to the number of unchanged pixels can result in increases of similarity percentage. But if central pixel changes, then the assigned weight will depend on intensity changes in addition to $N_{\text{change}}$ parameter; and also as $\Delta I$ value increases, similarity percentage reduces. In this method, assigned weights to adjacent pixels reduce as their distance to central pixel increase.

Similarity percentage of pixels in this method can be computed using LMI method as follows:

$$ \text{SimRate}_{ij} = \frac{\text{LMI}(W_{ij,A}, W_{ij,B})}{\text{LMI}(W_{ij,A}, W_{ij,A})} \times 100. $$

Extracted features by WLMI method can better differentiate between pixels on the basis of real and forged changes. To better understand this issue, Table 2 shows the comparison of features extracted by both the proposed method and GLRT. Image c is the difference image of given images, and significant changes are labeled in image e (see Table 2) by an expert. We can observe that the extracted features by GLRT method are not accurate to determine such changes.

Once again consider Fig. 7 and Fig. 10, to notice that the proposed method is able to detect this kind of changes in contrast to LMI and GLRT methods.

3.2.5 REGION GROWING METHOD

The final phase involves thresholding to adopt final decision about the occurrence of changes after determining similarity of extracted pixels. Estimating this threshold in change detection process is not practical due to required prior knowledge about the occurred changes. Therefore, to reduce the effect of thresholding in the efficiency of final system, we propose region-growing-based algorithm. Due to use of local consistency in this algorithm, many of forged changes are removed. First, pixels containing significant changes are selected as the seed points to grow, then the similarity between these pixels and adjacent pixels are computed, finally pixels which have the highest similarity to seed points are allowed to grow. This process will continue until no new pixel is found to be a growth candidate. In this theory several pixels containing noise are pruned and are not allowed to grow. As a result, the efficiency of algorithm increases in detecting significant changes. The proposed algorithm is shown in Table 3.

Seed Selection

In this method, selecting seed points has significant importance. Since significant changes occurred around tumor, the distance from tumor position is an appropriate

![Fig. 9. A sample of subtle changes which LMI method is not able to recognize.](image)
measure to select central points. Determining this distance requires tumor segmentation to identify its position in image. This action is possible through Improved Markov Random Field (I-MRF) method which we proposed in our previous researches [38]. After locating tumor, points with significant WLMI feature and a short distance from tumor, can be selected as seed points.

**Region Growing**

In this phase, once again consider extracted features and central point \( P_{seed} \). First, a fixed size 3*3 neighborhood \( W_{ij} \) is determined for each central point, then each adjacent pixel is compared to central points and if the following constraint is satisfied then it’s allowed to grow.

\[
\text{SimRate}_{ij} & \leq 50\% 
\]

, where \( \text{SimRate} \) indicates similarity percentage of adjacent points.

**TABLE 2**

The comparison of extracted features by the proposed method and GLRT method

| Source Image (a) | Input Image (b) |
|------------------|------------------|
| ![Image](source_image_a.png) | ![Image](input_image_b.png) |

| Extracted Features by WLMI(f) | Extracted Features by GLRT(d) | Determined Changes by an Expert(e) | Difference Image(c) |
|-------------------------------|-------------------------------|-----------------------------------|---------------------|
| ![Image](extracted_features_wlmi.png) | ![Image](extracted_features_glrt.png) | ![Image](determined_changes_expert.png) | ![Image](difference_image.png) |

**TABLE 3**

The proposed region growing algorithm

**Seed Selection**

- Apply the I-MRF algorithm to extract tumor edge
- Determine the region of interest using extracted edge points
- In each row of these regions in difference image select a pixel with minimum WLMI

**Region Growing**

- calculate the WLMI similarity function for all neighbors of seeds and record them in a sorted list \( T \) in an ascending order of similarity
- while \( T \) is not empty, remove the first point \( p \) and check its 8 neighbors. Add each of neighbors to \( T \) which they have a same similarity measure.

![Image](similarity_function.png)

Fig. 10. Eliminating weak points of LMI method with the proposed WLMI method.
4 Evaluation

The proposed change detection method has been evaluated by an expert on real images and simulated evolutions. In this section we describe our evaluation protocols.

Evaluating the results of presented methods in terms of change detection is complicated and also time-consuming, basically it stems from lack of ground truth for significant changes because generating such information is impossible for an expert due to following reasons: first, some changes are subtle and their intensities are close to other breast tissues therefore they are not recognizable by an expert; second, determining and labeling each changed pixel precisely is time-consuming, error prone and expensive, though we use the two following evaluation approaches:

- Using simulated images
- Evaluating achieved results on real images by an expert

Using simulated data provides the possibility of generating ground truth as it can be used to evaluate the effect of different parameters on performance of presented methods. In this research, simulated data is used with two main following purposes: 1) evaluating the power of presented method in detection of “evolving tumor” 2) evaluating system performance in detecting tumor evolution with different size in contrast to an expert’s performance. As it is clear, simulated data will never have the complexity of real data therefore in this research another evaluation approach is used based on real images. Since generating ground truth for real data is impossible, first, images are given to system and then the achieved results are judged by an expert. Finally, aforementioned labels are used to compute precision measure.

4.1 Data Simulation

To create simulated images, PIDER breast MRI dataset [39] is used. This dataset contains MR images of 5 patients who suffer from breast cancer.

In order to create simulated data, in a way to be closer to real world issues, two fundamental features of real data must be considered:

1) Creating changes with different size in tumor volume
2) Creating complicated transformations which stem from patient position, image artifacts and etc. in real images.

Creating Changes in Tumor Volume (Tumor Growth or Recovery)

We use presented method by Li et al. [18] to create changes in tumor volume. This algorithm is described in Table 3 to reduce tumor volume. Also simulation of tumor growth can be done in this way but the difference is that the first pixel is selected from an intact tissue. In this section, changes in different sizes from 5 to 90 percent of tumor volume are simulated in 27 images.

Tumor volume measure is an appropriate parameter to determine the rate of changes but let’s consider a condition in which changes occur in some part of the tumor in an integrated manner, in this case the given changes can’t be considered as small changes. Therefore, we use alternative measure called MD (Maximum Diameter) to determine this rate. By using this measure, better understanding of the rate of changes can be achieved. It’s important to note that the size of each pixel is equal to 0.35 mm.

The aim of creating such changes is examination and evaluation of presented method in detecting changes with different size. Furthermore, subtle changes, around less than 10% of tumor volume are used to compare the performance of the proposed method with the ability of an expert in detecting such kind of changes.

| TABLE 4 |
| THE ALGORITHM OF SIMULATED DATA |
| - Segment the tumors manually to extract the pixels of Edge |
| - shrink tumors for every pixel of selected region to shrink tumor repeat: |
| - select a pixel: P |
| - calculate the distance between this pixel and all pixels of Edge |
| - find a pixel with minimum distance: E |
| - find mirror pixel P_m in healthy tissue that satisfy |PE| = | P_m E |
| - smooth the intensity of P_m by a 3*3 Gaussian filter |
| - fill the pixel P with smoothed intensity |

| TABLE 5 |
| A SAMPLE OF SIMULATED IMAGES IN DIFFERENT SIZES |

| Tumor Recovery | Tumor Growth |
| Source Image | |
| Tumor With 30% Change | |
| Tumor With 70% Change | |
Creating Complicated Deformations

Creating images, which are closer to real data and contain all changes in reality, requires local and global deformation in addition to changes in size of tumors. To this aim, a mesh with the size of examined image is considered and then zero mean Gaussian and variance of three pixels are used to create distortion randomly. Finally, given mesh is applied to the image with image registration algorithm which is expressed in section 3.1.3. It is worth to note that for preserving the size of tumor, the given mesh is not applied to regions containing tumor. Table 5 shows a sample of simulated images in different sizes. A sample of simulated images containing subtle and unnoticeable changes is shown in Table 6.

### 4.2 Evaluation Measures

Evaluation measures [2] used in this section are summarized in Table 7 and 8.

#### 4.3 Experiment 1: Evaluating The Performance of the Proposed Framework On Simulated Images

In this experiment the performances of the proposed framework and GLRT method on simulated data are compared. In order to evaluate these methods in the same condition, GLRT algorithm is applied to regions extracted by EROC method. Moreover, refer to [10] in order to implement and determine GLRT method parameters. The size of used neighborhood in this method is $3 \times 3$ and the noise variance is estimated by difference image.

The achieved results from experiment 1 are shown in Table 9. First column shows the overall comparison of both methods without considering the size of changes in tumor volume. A remarkable improvement is evident in PPV, VOR and ACC measures where in the proposed framework each one has increased 5.44%, 6% and 2.96% compared to GLRT method, respectively. By evaluating the effect of size of changes on the performances of given methods, results shown in second, third and fourth columns are accomplished. In the proposed method, the value of FPR is about 5% less than GLRT method in changes smaller than 10% of tumor volume. Another noticeable difference in PPV and ACC measures is that each of these measures is almost 10% and 3.49% higher than

---

**TABLE 6**  
A SAMPLE OF SIMULATED IMAGES CONTAINING SUBTLE AND UN-NOTICEABLE CHANGES

| Source Image | Tumor with 5% change |
|--------------|----------------------|
| ![Image 1](image1.png) | ![Image 2](image2.png) |

**TABLE 7**  
EVALUATION PARAMETERS

| Condition as Determined by “Simulator” | Change | No-Change |
|---------------------------------------|--------|-----------|
| Change                                | True positive (TP) | False positive (FP) |
| No-Change                             | False negative (FN) | True negative (TN) |

**TABLE 8**  
EVALUATION MEASURES

| Measure | Definition |
|---------|------------|
| Accuracy (ACC) | \(\frac{TP+TN}{TP+FP+FN+TN}\) |
| Precision (PPV) | \(\frac{TP}{TP+FP}\) |
| Specificity (SPC) | \(\frac{TN}{TN+FP}\) |
| Sensitivity (TPR) | \(\frac{TP}{TP+FN}\) |
| False Positive Rate (FPR) | \(\frac{FP}{FP+TN}\) |
| Volume Overlap Ratio (VOR) | \(\frac{p_c \cap p_p}{p_c \cup p_p} = \frac{TP}{TP+FP+FN}\) |

**TABLE 9**  
COMPARING THE RESULT OF PROPOSED FRAMEWORK AND GLRT METHOD ON SIMULATED DATA WITH DIFFERENT SIZE

| Overall Test | Changes <10\% TV MD <0.7\,mm | 10\% TV < Changes <30\% TV MD 0.35\,mm < MD <1.05\,mm | Changes >30\% TV MD >1.05\,mm |
|--------------|-------------------------------|---------------------------------|-------------------------------|
| **Mean**     | **Mean**                      | **Mean**                        | **Mean**                      |
| GLRT         | VOR (%) 55.47                 | GLRT 58.49                      | GLRT 66.73                    |
| WLI          | 61.52                         | WLI 62.91                       | WLI 68.60                     |
| TPR (%)      | 83.69                         | 69.96                           | 94.14                         |
| FPR (%)      | 14.00                         | 14.05                           | 16.00                         |
| ACC (%)      | 86.11                         | 86.21                           | 86.20                         |
| SPC (%)      | 86.03                         | 85.95                           | 84.00                         |
| PPV (%)      | 60.81                         | 41.02                           | 60.96                         |

\(TV=\text{Tumor Volume}\)
GLRT method, respectively. In general, it can be concluded that the precision of the proposed method is higher than GLRT method due to use of WLMI feature which can detect changes of this type.

Fig. 11. ROC Curves (x axis: false positive rate, y axis: true positive rate), assessing the performance of proposed framework and GLRT in different size of simulated changes: (a) Changes <10% TV, (b) 10% TV < Changes <30% TV, (c) Changes>30% TV.

To analyze the performance of each method more precisely, the ROC diagrams of accomplished results for all range of changes are drawn in Fig. 11 and the area under each curve are reported in Table 10.

Some samples of detected changes in simulated images are shown in Table 11 by using the proposed method and GLRT.

4.4 Experiment 2: Comparing the Performance of the Proposed Method with The Ability of an Expert in Detection of “Evolving Tumors”

The purpose of comparing the ability of an expert with

| Changes <10% TV | 10% TV < Changes <30% TV | Changes >30% TV |
|-----------------|--------------------------|-----------------|
| GLRT            | 63.87                    | 64.87           | 73.58           |
| WLMI            | 93.49                    | 94.97           | 97.92           |

TABLE 10

|               | Changes <10% TV | 10% TV < Changes <30% TV | Changes >30% TV |
|---------------|-----------------|--------------------------|-----------------|
| Ground Truth  | GLRT            | 63.87                    | 64.87           | 73.58           |
| GLRT          | 93.49           | 94.97                    | 97.92           |
| Proposed Framework | 93.49           | 94.97                    | 97.92           |

TABLE 11

5 SAMPLES OF DETECTED CHANGES IN SIMULATED IMAGES USING PROPOSED METHOD AND GLRT
the performance of the proposed method is evaluating their power on detecting subtle changes. In this experiment, 27 simulated images are shown to an expert and is asked to detect images containing changes (Whether a change has occurred in tumor-volume or not). In order to determine the ability of an expert, the ratio of the number of images containing changes, which an expert was able to detect, to total images is used as true positive measure. Since it’s impossible for an expert to determine changes in pixel level, the evaluation measure is determined in image level. The achieved results are shown in Table 12.

As it’s clear, the power of the proposed method in detecting subtle changes is higher than the expert’s power since only 3 out of 17 images with changes less than 10% of tumor volume are detected by the expert. Also, it should be noted that evaluating the expert’s ability in detecting changes greater than 30% of tumor volume doesn’t indicate the weakness of the proposed method, as its true positive measure has been computed in image level.

4.5 Experiment 3: Evaluating the Performance of

| Human Expert (Image level) | WLM (Pixel level) |
|----------------------------|------------------|
| Changes <10%TV             |                  |
| #Test Images | #TPs | #Test Images | #TPs | #Test Images | #TPs |
| 17            | 3     | 17            | 3     | 17            | 3     |
| 10%TV<Changes<30%TV      |                  |
| 5             | 3     | 5             | 3     | 5             | 3     |
| Changes>30%TV         |                  |
| 5             | 5     | 5             | 5     | 5             | 5     |

As it’s clear, the power of the proposed method in detecting subtle changes is higher than the expert’s power since only 3 out of 17 images with changes less than 10% of tumor volume are detected by the expert. Also, it should be noted that evaluating the expert’s ability in detecting changes greater than 30% of tumor volume doesn’t indicate the weakness of the proposed method, as its true positive measure has been computed in image level.

4.5 Experiment 3: Evaluating the Performance of

| TABLE 13 | EVALUATING THE PERFORMANCE OF THE PROPOSED FRAMEWORK ON REAL IMAGES |
|-----------|---------------------------------------------------------------|
|            | WLM               | GLRT              |
|            | #TPs   | #FPs  | Precision (%) | #TPs    | #FPs  | Precision (%) |
| Test Image 1 | 272   | 140   | 66.01        | 274     | 79    | 77.62       |
| Test Image 2 | 246   | 118   | 67.58        | 178     | 116   | 60.54       |
| Test Image 3 | 43    | 26    | 62.31        | 0       | 4     | 0           |
| Test Image 4 | 372   | 136   | 73.22        | 101     | 59    | 63.12       |
| Test Image 5 | 265   | 44    | 85.76        | 188     | 151   | 55.45       |
| Test Image 6 | 58    | 24    | 70.73        | 76      | 155   | 32.90       |
| Test Image 7 | 381   | 281   | 57.55        | 188     | 190   | 49.73       |
| Test Image 8 | 196   | 138   | 83.76        | 103     | 61    | 62.80       |
| Test Image 9 | 428   | 316   | 57.52        | 164     | 152   | 51.89       |
| Test Image 10| 152   | 38    | 80.00        | 110     | 44    | 71.42       |
| Test Image 11| 173   | 18    | 90.57        | 375     | 244   | 60.58       |
| Test Image 12| 152   | 154   | 49.67        | 193     | 255   | 43.08       |
| Test Image 13| 991   | 363   | 73.19        | 543     | 314   | 63.36       |
| Test Image 14| 1120  | 289   | 79.48        | 992     | 282   | 77.86       |
| Test Image 15| 395   | 18    | 95.64        | 575     | 234   | 71.07       |
| Test Image 16| 620   | 10    | 98.41        | 552     | 235   | 70.13       |
| Test Image 17| 296   | 41    | 87.83        | 485     | 921   | 34.49       |
| Test Image 18| 2875  | 1047  | 73.30        | 3581    | 2848  | 55.70       |
| Test Image 19| 211   | 30    | 87.55        | 246     | 493   | 33.28       |
| Test Image 20| 470   | 17    | 96.50        | 259     | 273   | 48.68       |
| Test Image 21| 260   | 45    | 85.24        | 160     | 42    | 79.20       |
| Test Image 22| 980   | 65    | 93.77        | 879     | 120   | 87.98       |
| Test Image 23| 454   | 116   | 79.64        | 522     | 1210  | 30.13       |
| Test Image 24| 233   | 377   | 38.19        | 270     | 630   | 30.00       |
| Test Image 25| 1468  | 740   | 66.48        | 2150    | 1357  | 61.30       |
| Test Image 26| 519   | 189   | 73.30        | 450     | 201   | 69.12       |
| Test Image 27| 646   | 199   | 76.44        | 529     | 327   | 62.79       |
| Test Image 28| 207   | 31    | 86.97        | 247     | 439   | 36.00       |
| Test Image 29| 1610  | 467   | 77.51        | 647     | 264   | 71.02       |
| Test Image 30| 1050  | 457   | 69.67        | 1771    | 508   | 77.70       |
| Max         | 2875  | 1047  | 98.41        | 3581    | 2848  | 87.98       |
| Min         | 43    | 10    | 38.20        | 0       | 4     | 0           |
| Average     | 572   | 195   | 76.13        | 560.26  | 406.93| 60.27       |
the Proposed Framework on Real Images
In this section, 30 real MR images related to patients suffering from breast cancer are collected in different cycles of chemotherapy from Imam Reza Hospital [40] and internet references.

Since there is no possibility to generate ground truth for these images, the final evaluation is conducted based on the expert’s opinion. The evaluation’s protocol constitutes the three following steps:

1. Detecting changes in tumor volume by proposed method
2. Labeling detected changes of previous step by an expert in two groups: TPs (highlighted pixels in green color), FPs (highlighted pixels in red color).
3. Computing the precision of the proposed method

The results of the proposed method and GLRT method on real images are reported in Table 13. On average, the precision of the proposed method in extracting changes from real images is 16% higher than GLRT method in the same condition. Also one real sample of detected changes using the above described protocol is shown in Table 14.

6 DISCUSSION AND FUTURE WORK
As it was shown in experimental results, many of the occurred changes in tumors were not recognizable by the manual change detection. Exploring all parts of two images manually to detect change is a very hard and error prone task. Therefore, experts tend to skip areas that may contain valid evolutions. Furthermore, the expert can adopt wrong decision based on acquired artifacts. As an example, contrast change causes tumor-volume to appear larger or smaller than its real size. The proposed framework in this research can solve this issue to some extent and a tool is provided that can help an expert to find lesion evolutions more accurately.

Comparing all parts of two images is time-consuming and can reduce efficiency since the locations of the occurred changes are not considered. In proposed framework, using EROC method to extract regions with significant changes can increase the precision of system (PPV measure) about 21%. The precision of the system with and without use of EROC method is reported in Table 15. It must be noted that change detection process in medical images faces with risk of losing significant changes during removing artifacts. Consider the first row of the Table 15, system’s TPR is reduced about 0.5% due to use of EROC method. In this system, the negligible error caused by EROC method can be ignored for 21% improvement in precision measure.

Another noticeable feature in this system is the time required to check images compared to amount of time used by the expert. According to the achieved results in the last row of Table 15, the proposed method scans 27 images in less than $81(27 \times 3)$ seconds due to use of EROC algorithm, while it takes 15 minutes for an expert to compare two images.

Finally, using the proposed WLMI method in contrast to GLRT to extract high level features results in 5.44% and 15.85% detection power improvement, respectively, in simulated and real image set.

As one of the weak points of the proposed system, we can address to experimental estimation of the threshold value in EROC method based on the prior knowledge existed in images. Furthermore, when EROC method faces with newfound tumors, it doesn’t enjoy an acceptable efficiency. As an example, the newfound tumor shown in Table 16 in red circle causes the extracted region to contain some unreal changes. To eliminate this issue, we intend to use Demons algorithm [41] to locally extract regions containing changes.

The proposed framework we have described here is a general change detection system and it is able to detect changes in benign and malignant tumors in other MRI images that are obtained from other organs. But it is completely inefficient in detection of changes in some cases such as Microcalcifications.

As we know, using unsupervised methods is not a good choice in issues which have high complexity.
knowledge about the issues can diminish the complexity of them to some extent. Hence, in future we intend to use model-based methods to extract regions and to detect changes in microcalcifications, since these anomalies in breast are very similar to noises in the image and without extracting distinctive features we won’t be able to detect them.

In the end, as it was mentioned in the paper’s title, the proposed method is fully automatic but it’s clear that the final decision should be adopted by an expert about detected changes. In fact, the final purpose of creating this system is producing a tool which can help doctors to detect changes more accurately.

7 Conclusion

In this research, we propose a comprehensive framework to automatically detect changes in serial breast MR images, even the subtle ones which are missed by an expert. In preprocessing phase, by extracting regions containing significant changes, many forge and unimportant changes are removed in the beginning and thereby the final efficiency increases. In change detection phase, in order to eliminate weak points of previous methods, WLMI method is proposed to extract high level features. Given features in comparison to other measures such as intensity values can better differentiate between forged and real images. In final phase, region growing algorithm is proposed to adopt final decision about the occurrence of changes, and as this algorithm follows local consistency principle, pixels containing noise are not allowed to grow. Therefore, false positive rate of the proposed framework is noticeably reduced. Obtained results from evaluation of the presented method in real and simulated images show the precedence of the proposed method compared to statistic methods like GLRT.
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