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ABSTRACT

Lossy Image compression is necessary for efficient storage and transfer of data. Typically the trade-off between bit-rate and quality determines the optimal compression level. This makes the image quality metric an integral part of any imaging system. While the existing full-reference metrics such as PSNR and SSIM may be less sensitive to perceptual quality, the recently introduced learning methods may fail to generalize to unseen data. In this paper we propose the largest image compression quality dataset to date with human perceptual preferences, enabling the use of deep learning, and we develop a full reference perceptual quality assessment metric for lossy image compression that outperforms the existing state-of-the-art methods. We show that the proposed model can effectively learn from thousands of examples available in the new dataset, and consequently it generalizes better to other unseen datasets of human perceptual preference. The CIQA dataset can be found at https://github.com/google-research/google-research/tree/master/CIQA

Index Terms— Full-reference Image Quality Assessment, Image Compression, Compression Quality Metric, Perceptual Quality Dataset

1. INTRODUCTION

Compressed image data make up a very large portion of data stored in data centers around the world. At the rapidly increasing scale of data storage, compression techniques are more important now than ever. Even a marginal change in efficiency can have large impact on data storage. While image compression techniques are vital for efficiently storing enormous quantities of data, they have remained relatively static over the years [1].

Lossy image compression is a family of techniques for digital images, where bits are discarded when compression takes place resulting in a possible degradation in quality perceived by a human. The degree of compression or bit rate is directly proportional to file size. There is an inherent trade-off between the bit-rate and distortion of a compressed image [2]. Currently, some of the the main metrics used for adjusting bit-rate of an encoder is MSE (mean squared error), PSNR (peak-signal-to-noise-ratio), or other similar quality metrics.

\[ \Delta \text{PSNR} = -2.0 \text{dB}, \Delta \text{SSIM} = 0.001, \Delta \text{LPIPS} = -0.009, \Delta \text{Ours} = -0.003 \]

\[ \text{PSNR: 39.4dB, MS-SSIM: 0.996, LPIPS: 0.0689, Ours: 0.499} \]

\[ \text{PSNR: 35.2dB, MS-SSIM: 0.985, LPIPS: 0.00955, Ours: 0.480} \]

\[ \text{PSNR: 31.9dB, MS-SSIM: 0.975, LPIPS: 0.038, Ours: 0.0720} \]

\[ \text{PSNR: 35.0dB, MS-SSIM: 0.990, LPIPS: 0.082, Ours: 0.482} \]

Fig. 1. Examples of CIQA pairwise comparisons with labeled JPEG Q factor, PSNR, SSIM, LPIPS and our model output. PSNR and SSIM do not adequately correlate with visible distortions in the compressed image. For each metric the \( \Delta \) is taken as \( \text{Metric(Image}_2, \text{Reference}) - \text{Metric(Image}_1, \text{Reference}) \).

However, it has been shown that large PSNR values do not necessarily mean a high perceptual quality. For instance, the JPEG encoder can generate artifacts such as color banding or blockiness, that are not well-captured by PSNR [3]. In addition, other popular baseline metrics such as SSIM [4] and MS-SSIM [5] do not show a consistently high correlation with human perceptual quality preferences. Assessing compression quality based on these metrics can lead to sub-par performances [6]. This leads to low confidence in the results of compression with adjusted bit rates or to the use of a catch-all bit-rate for the encoder to minimize the perceptual quality loss for the vast majority of images [6].

Learning based methods are the logical next step. These methods do show a significant improvement on correlation with human preferences [7][8]. The LPIPS metric [7] has very
promising results correlating with human perceptual preferences in measuring similarity of images that have very different and obvious perturbations. However, since most of these models are developed to address generic quality assessment, they may not perform well outside of their main objective and do not generalize consistently to unseen data.

This creates need for a perceptual quality metric that can be used for image compression. Such a metric should not only correlate well with human perceptual preferences but also generalize well to new datasets, robust to unseen data in the wild. To this aim, we first introduce the largest set of human perceptual preference labels for compressed image pairwise comparisons that is better suited for the creation of deep learning networks for compression image quality assessment (IQA). Since 72.4% of all websites on the internet use images with JPEG standard [9], we focus on this compression format. Our proposed CIQA is $3 \times$ larger than previous datasets enabling semantic information to be more general with more examples and allows the model to focus on compression artifacts during training. Secondly, this paper introduces a deep learning full-reference, perceptual quality metric, trained on CIQA for image compression IQA that correlates strongly with human perception and preference. This model not only outperforms current state-of-the-art (SOTA) metrics on the dataset used for training but also generalizes well to SOTA performance with unseen datasets, namely LIVE-Wild [10] and FG-IQA [11].

2. RELATED RESEARCH

In recent years, there has been a resurgence in interest for image compression techniques particularly in IoT and robotics applications [12, 13], particularly with the advance in machine learning, which introduces the capability for personalized or smart compression as a way to increase efficiency while minimizing perceptual quality loss.

2.1. Compression

Storing digital images is subject to an important tradeoff between compression file size (bit-rate), perceptual quality (distortion) [2]. Different domains emphasize the tension between different pairs of these goals.

The most well studied obvious is the bit-rate distortion tradeoff. MSE, PSNR, SSIM, MS-SSIM [5] etc., are the dominant metrics used for measuring distortion resulting from compression. Recent work in this domain advances the search for a metric and method for maintaining a high quality after compression [14, 15]. In [16] discusses the importance of a perceptual quality metric that can be used to train a deep compression model.

| Fig. 2 | Resolution of images sampled for the CIQA dataset showing diversity in heights and widths |

2.2. Compressed Image Quality Assessment

Image quality assessment broadly has been accelerated by the release of large scale datasets that include image labels of human perceptual ratings. Data sets such as AVA [17], TID2013 [3], KonIQ-10k [18] and WILD [10] have enabled the use of deep learning for this task. Image compression perceptual quality datasets, however, are still somewhat limited in size limiting the use of deep learning due to likely over-fitting.

Two prominent datasets [10, 11] and associated analysis have been performed in image quality assessment (IQA) for compressed images. [10] created the LIVE-Wild in which 100 reference images were compressed to different degrees using different encoders and the compressed images were rated using single stimulus ranking. [11] introduces the fine-grained image quality assessment dataset, a much larger-scale image database used for fine grained quality assessment noting the preference of human raters to more subtle changes in compression.

3. METHODS

The current perceptual quality datasets for image compression, FG-IQA and LIVE-Wild [10, 11], are well suited for the evaluation of baseline methods, but fall short when training deep learning models due to the limitations in the number of training examples resulting in over-fitting of the network.

The Aesthetic Visual Analysis dataset (AVA) is well suited for deep learning applied to perceptual IQA proven by its successful implementation in the NIMA, NR-IQA model, [8] and others [19]. AVA contains $\sim 255,000$ images rated based on aesthetic quality by amateur photographers [17], and its size and semantic content distribution may be attributed to its success in deep learning applications. In order to mirror this success to the field of compression perceptual IQA, we introduce the Compression Image Quality Assessment (CIQA) dataset with 6,667 (6400/267 train/test split) unique images sampled from AVA, whose new labels are used to compare quality between images compressed to different JPEG Q values.
| Database     | No. Ref Images | No. Distortions | No. Distinct Comparisons | Number of Ratings |
|--------------|----------------|-----------------|--------------------------|-------------------|
| LIVE-Wild    | 29             | 779             | 780                      | single stimulus (20-29 per image) |
| FGIQA        | 100            | 1,200           | 3600                     | 54,000 (15 per pair) |
| CIQA         | 6,667          | 13,868          | 7808                     | 249,856 (32 per pair) |

Table 1. Summary of current Compression IQA Datsets

Because these images are stored using JPEG compression, only the subset of images with a JPEG Q factor of 99 or more (essentially uncompressed) were sampled and subsequently compressed at random JPEG quality factors. The original dataset contained semantic labels in addition to perceptual quality labels, and the distribution images from each of the semantic groups was preserved. Semantics labels for each of animal, architecture, cityscape, floral, food/drink, landscape, portrait, and still life each have almost equal occurrence (≈ 6.25%) and the category of ‘generic’ has an occurrence of 50%. This was done to ensure the diversity of sampled images and to be a more accurate representation of general perceptual image quality.

Similarly, Figure 2 shows the distribution of resolution from the sampled images which includes ranges from 200 × 200 to 800 × 800, not necessarily always of equal height and width. The distribution of image area (height × width) followed close to a normal distribution with a mean of ≈ 300,000 pixels and a standard deviation of ≈ 100,000 pixels.

The aforementioned study was a forced choice pairwise comparison study [20, 21] and consisted of human raters who were presented with two images derived from the same reference, compressed to different degrees, and were asked to select which image has the better perceptual quality. The rater was asked to select an image at random when unsure.

This resulted in 7,808 pairwise comparisons were generated and each was rated by 32 individual participants. Pairs were chosen by compressing the reference image to two random quality factors in [10,100]. 13,868 compressed images were generated from the 6,667 reference images, 2 for each image in the train set and 4 for each image in the test set.

4. PERCEPTUAL QUALITY METRIC FOR COMPRESSED IMAGES

As shown in Figure 3, we propose a full-reference CNN model architecture that leverages a partial weight matrix pre-trained on ImageNet [22]. The base CNN corresponds to the first $N$ layers from one of, EfficientNet-b0 [23] (73 layers), EfficientNet-b7 (157 layers), DenseNet [24] (121 layers), ResNet50-v2 [25] (32 or 44 layers) or VGG16 (7 layers).

Both images are fed through a base CNN model to extract features separately up to some layer $l$. Both features are then fed through a 1 × 1 convolution filter with 2 features maps to reduce the dimensional of the original features, namely the bottleneck. Next, we concatenate these features, and feed it into the feature comparator, a two layer 1x1 convolutional layer with 256 hidden feature maps and a 1 feature map output. Finally, we apply a global average pooling, an affine transform, and a sigmoid activation, which represents our final prediction. The output is a number between 0 and 1 corresponding to the predicted preference of the second JPEG. A value of 0.5 corresponds to an indistinguishable change in perceptual quality between the two images, and a prediction approaching 0 or 1 corresponds to the respective image being of higher quality.

The neural network based models this architecture described above are trained on our CIQA labels and then evaluated on FG-IQA and LIVE-Wild datasets. Then the current best methods used pervasively including PSNR, MS-SSIM and Q2StepQA are used on the same evaluation set of the three datasets.

Implementations of PSNR, MS-SSIM and NIQE differ slightly with their implementations in their respective papers as we used the readily available TensorFlow implementation where available. This table includes Q2StepQA which is equal to MS-SSIM multiplied with the negative inverse of NIQE [10].

5. EXPERIMENTAL RESULTS

The proposed CNN architecture was trained on the new augmented CIQA dataset using multiple base models and subsequently evaluated on FG-IQA and LIVE-Wild to test generalizability in the wild. The results of the CNN model comparison are presented in Table 3.
Our proposed model is not necessarily a compression artifact detection algorithm and dataset. The model performs well but not at SOTA when detecting compression artifacts that are difficult for humans to detect. This fact may be a benefit rather than a limitation. Figure 1 shows in its first example how a large Q value difference can result in an indistinguishable perceptual result (∼ 0.5) even though the two images differ greatly in file size. This may lead to the potential to use our model as a loss function for the degree of compression or to measure the rate/distortion trade-off.

**6. DISCUSSION**

In this work we compare with LPIPS, a SOTA perceptual distance metric, and we evaluate it as a perceptual quality metric, which may not be its intended use. However, the variability seen between datasets is noteworthy. This model is based on human perception and its variance across three datasets supports the need for more training data.

The proposed model performs at or above SOTA for the three evaluated datasets. The performance of the model trained on the new CIQA data fulfills the two requirements maximizing correlation with perceptual preference and reducing variance across unseen data.

Our proposed model is not necessarily a compression artifact detection algorithm and dataset. The model performs well but not at SOTA when detecting compression artifacts that are difficult for humans to detect. This fact may be a benefit rather than a limitation. Figure 1 shows in its first example how a large Q value difference can result in an indistinguishable perceptual result (∼ 0.5) even though the two images differ greatly in file size. This may lead to the potential to use our model as a loss function for the degree of compression or to measure the rate/distortion trade-off.

**7. CONCLUSION**

The new CIQA dataset is the largest available dataset currently available, opening the possibility for further improvements in deep learning applications to compression IQA. This new augmented database performs significantly better than the current standards when training deep neural networks, leading to less substantial over-fitting and greater generalization. Using this data we were able to train a deep model that outperformed SOTA models across 3 datasets.
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