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Abstract—We consider a multi-agent confinement control problem in which a single leader has a purely repulsive effect on follower agents with double-integrator dynamics. By decomposing the leader’s control inputs into periodic and aperiodic components, we show that the leader can be driven so as to guarantee confinement of the followers about a time-dependent trajectory in the plane. We use tools from averaging theory and an input-to-state stability type argument to derive conditions on the model parameters that guarantee confinement of the followers about the trajectory. For the case of a single follower, we show that if the follower starts at the origin, then the error in trajectory tracking can be made arbitrarily small depending on the frequency of the periodic control components and the rate of change of the trajectory. We validate our approach using simulations and experiments with a small mobile robot.

I. INTRODUCTION

In this work, we present a leader-follower control strategy for multi-robot applications such as exploration, environmental monitoring, disaster response, and targeted drug delivery at the micro-nanoscale. We consider a scenario in which a leader agent must confine a group of follower agents to a certain region around a target trajectory while steering them along this trajectory. For example, a leader agent with sophisticated sensing, localization, and planning capabilities may be required to herd a group of followers, which lack these capabilities, through an environment with obstacles.

The problem that we consider is closely related to containment control problems [31] in the multi-agent systems literature. In these problems, the objective is to design interaction rules between leader and follower agents so that the followers are eventually contained in the convex hull spanned by the leaders. In contrast to most other work on leader-follower control [31] in the multi-agent systems literature, we consider a scenario in which a single leader has a purely repulsive effect on follower agents with double-integrator dynamics. By decomposing the leader’s control inputs into periodic and aperiodic components, we show that the leader can be driven so as to guarantee confinement of the followers about a time-dependent trajectory in the plane. We use tools from averaging theory and an input-to-state stability type argument to derive conditions on the model parameters that guarantee confinement of the followers about the trajectory. For the case of a single follower, we show that if the follower starts at the origin, then the error in trajectory tracking can be made arbitrarily small depending on the frequency of the periodic control components and the rate of change of the trajectory. We validate our approach using simulations and experiments with a small mobile robot.

II. PROBLEM STATEMENT

We consider a system with a single leader agent, whose position at time $t$ is given by $[x_l(t), y_l(t)]^T$, and $N$ follower agents, whose positions at time $t$ are $[x_i(t), y_i(t)]^T$, $i = 1, \ldots, N$. The dynamics for both the leader and followers are given by the double integrator:

$$\dot{x}_i(t) = v_i(t), \quad \dot{y}_i(t) = \omega_i(t), \quad \dot{\omega}_i(t) = \epsilon_i(t).$$

The goal is to design a control law for the leader such that the followers are confined to a target region around the leader trajectory. We use periodic and aperiodic control inputs to achieve this goal.
1,...,N. We denote the x and y velocity components of follower agent \( i \) at time \( t \) by \( \dot{v}_x^i(t), \dot{v}_y^i(t) \). The dynamics of the leader and followers are defined by the following system of equations:

\[
\begin{align*}
\dot{x}_l &= u_x \\
\dot{y}_l &= u_y \\
\dot{x}^i &= \dot{v}_x^i \\
\dot{y}^i &= \dot{v}_y^i \\
\gamma_x^i &= \frac{A(x^i - x_l)}{(x^i - x_l)^2 + (y^i - y_l)^2} - kv_x^i \\
\gamma_y^i &= \frac{A(y^i - y_l)}{(x^i - x_l)^2 + (y^i - y_l)^2} - kv_y^i 
\end{align*}
\]

where \( A, k, \alpha \in \mathbb{R}^+ \) and \( i = 1,...,N \). This model produces one-way interaction between the leader and the followers for any non-zero value of \( A \). The interaction potentials are of gravitational type but repulsive in nature.

We formulate our confinement control problem using the following definition, in which \( \|x\| \) is the Euclidean norm of \( x \in \mathbb{R}^n \):

**Definition II.1.** Let \( \gamma : [0, 1] \to \mathbb{R}^2 \) and \( R > 0 \). Then the system (32) is said to be \( R \)-confinement controllable about the trajectory \( \gamma(t) \) if there exist \( T > 0 \), \( u_x : [0, T] \to \mathbb{R} \), and \( u_y : [0, T] \to \mathbb{R} \) such that the solution of (32) satisfies \( \|\gamma(t/T) - [\dot{x}(t), \dot{y}(t)]^T\| < R \) and \( \|\gamma(t/T) - [\dot{x}_i(t), \dot{y}_i(t)]^T\| \geq R \) for all \( i \in \{1,...,N\} \) and all \( t \in [0, T] \).

Our objective is to derive conditions on the parameters \( A, k, \alpha \) and on the trajectory \( \gamma(t) \) and its time derivative \( \ddot{\gamma}(t) \) which guarantee that system (32) is \( R \)-confinement controllable about the trajectory \( \gamma \). The requirement that the leader must maintain a minimum distance from the trajectory differentiates our approach from other confinement strategies that use a single leader, which typically employ attraction-type interactions between the leader and followers. Moreover, this distance requirement provides a way to prevent collisions between the leader and the followers without explicitly modeling the physical dimensions of the agents.

System (32) can be expressed in the affine control form

\[ x = f(x) + \sum_i u_i g(x), \]

which enables the application of Lie algebraic conditions of geometric control to study its controllability properties [35], [36]. However, the system has no fixed point for any time-independent set of control inputs \( \{u_t\} \). Therefore, one cannot conclude much more than accessibility at points of interest. While Lie algebraic conditions for controllability do exist for the case of non-rest conditions, they require the assumption of global bounds on the vector fields [15], which is not a valid assumption for system (32). Alternatively, certain results on controllability about trajectories can be applied if the admissibility of the trajectories can be characterized beforehand [4].

We take a different approach by using averaging theory to show that the followers can be stabilized about the target trajectory with a particular choice of control inputs. Averaging theory is built on the principle that the behavior of a dynamical system with a rapidly oscillating vector field can be accurately represented by the averaged system behavior over a time interval that is dependent on a perturbation parameter \( \varepsilon \). For small enough \( \varepsilon \), one can relate the solutions of the averaged system, a set of autonomous differential equations, to the solutions of the original non-autonomous differential equations. Moreover, the stability of the solutions is easier to characterize in the averaged system than in the original system. We apply averaging analysis to our system in the next section.

### III. Averaging Analysis

In the forthcoming analysis, we prove that system (32) is \( R \)-confinement controllable about a trajectory \( \gamma(t) \) under suitable bounds on \( \gamma(t) \) and \( \dot{\gamma}(t) \). We also demonstrate that if a follower starts at the origin, then its distance from the trajectory can be made arbitrarily small while the leader maintains a distance \( R \) from the trajectory. To simplify the analysis, we consider the case where \( R = 1 \) and \( N = 1 \), i.e., there is a single follower. We show that the analysis also holds for any follower population \( N \), since there are no interactions between the followers. The results for general \( R > 0 \) follow trivially from an appropriate scaling of the parameter \( A \).

Denote the initial position of the leader by \( [x_l(0), y_l(0)]^T = [1, 0]^T \), and let \( u_x(t) = -\omega \sin \omega t \) and \( u_y(t) = -\omega \cos \omega t \) for some \( \omega > 0 \). With these control inputs, one can explicitly solve for \( \dot{x}_i(t) \) and \( \dot{y}_i(t) \). Then system (32) can be expressed in the following reduced form,

\[
\begin{align*}
\dot{x} &= v_x \\
\dot{v}_x &= \frac{A(x - \cos \omega t)}{(x - \cos \omega t)^2 + (y - \sin \omega t)^2} - kv_x \\
\dot{v}_y &= \frac{A(y - \sin \omega t)}{(x - \cos \omega t)^2 + (y - \sin \omega t)^2} - kv_y
\end{align*}
\]

We change the time variable to \( \tau = \omega t \) and define \( \varepsilon = 1/\omega \). Then the solution of (2) satisfies,

\[
\begin{align*}
\frac{dx}{d\tau} &= \varepsilon v_x \\
\frac{dv_x}{d\tau} &= \varepsilon A(x - \cos \tau) - \varepsilon kv_x \\
\frac{dy}{d\tau} &= \varepsilon v_y \\
\frac{dv_y}{d\tau} &= \varepsilon A(y - \sin \tau) - \varepsilon kv_y
\end{align*}
\]

Now the system can be expressed in the so-called standard averaging form,

\[
\frac{dX}{d\tau} = \varepsilon f(\tau, X),
\]

where \( X = [x, v_x, y, v_y]^T \) and

\[
\begin{bmatrix}
\varepsilon v_x \\
\frac{A(x - \cos \tau)}{(x - \cos \tau)^2 + (y - \sin \tau)^2} - kv_x \\
\varepsilon v_y \\
\frac{A(y - \sin \tau)}{(x - \cos \tau)^2 + (y - \sin \tau)^2} - kv_y
\end{bmatrix}.
\]
Then we can consider the averaged system,
\[
\dot{\bar{X}} = \varepsilon \bar{f}(\bar{X}) \quad \bar{X}(0) = \bar{X}_0,
\]
where \(\bar{X} = [\bar{x}, \bar{v}_x, \bar{\pi}, \bar{v}_y]^T\) and
\[
\bar{f}(\bar{X}) = \left[ \begin{array}{c} \bar{v}_x \\ \frac{1}{2\varepsilon} \int_0^{2\pi} \frac{A(\tau - \cos(\tau))}{(\tau - \cos(\tau))^2 + (\tau - \sin(\tau))^2} d\tau - k\bar{v}_y \\ \frac{1}{2\varepsilon} \int_0^{2\pi} \frac{A(\tau - \sin(\tau))}{(\tau - \cos(\tau))^2 + (\tau - \sin(\tau))^2} d\tau - k\bar{v}_y \end{array} \right].
\]

If the origin of the averaged system is an exponentially stable equilibrium point, then there exists a neighborhood of the origin for which solutions of the original system remain bounded and close to the origin for infinite time. The following lemma gives conditions for exponential stability of the origin in the averaged system. The existence and uniqueness of solutions to the averaged system follow from this result for initial conditions sufficiently close to the origin.

**Lemma III.1.** The origin is an exponentially stable equilibrium point of the averaged system (6) for all \(k > 0\) if \(A > 0\) and \(\alpha > 1\).

**Proof.** The proof is based on the linearization principle. The Jacobian matrix for \(\bar{f}(\bar{X})\) at \(\bar{X} = 0\) is given by (see the Appendix for computations):
\[
D\bar{f}(0) = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -\alpha (\alpha - 1) & -k & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -\alpha (\alpha - 1) & -k \end{bmatrix}.
\]
The spectrum of \(D\bar{f}(0)\) can be computed to be
\[
\sigma(D\bar{f}(0)) = -k \pm \frac{1}{2} (k^2 - 4\alpha (\alpha - 1))^{1/2}.
\]
Then the result follows from [21][Corollary 4.3]. \(\square\)

The following proposition demonstrates that this result can be used to obtain estimates for the solutions of system (4). The proposition gives bounds on solutions of general systems in which the vector field can be decomposed into (1) a highly oscillatory, state-dependent component, and (2) a state-independent component, which is not necessarily periodic, that evolves on a slower time scale. By converting our system into this form through a coordinate transformation, we can use this result to construct control inputs for the leader to confine followers about a trajectory. The proof is similar to the proofs of the averaging theorems in [21], [16]. Since our result does not immediately follow from these theorems, we adapt the initial steps of their proofs to our problem.

**Proposition III.2.** Let a function \(f(t, x, \varepsilon)\) and its partial derivatives with respect to \((x, \varepsilon)\) up to the first order be continuous and bounded for \((t, x, \varepsilon) \in [0, \infty) \times U_0 \times [0, \varepsilon_0]\) for every compact set \(U_0 \subset U\), where \(U \subset \mathbb{R}^n\), and some \(\varepsilon_0 > 0\). Additionally, let \(g : [0, \infty) \rightarrow \mathbb{R}^n\) be continuous. Suppose that \(f\) is \(T\)-periodic in \(t\) for some \(T > 0\). Then \(x = x(t, \varepsilon, g)\) and \(z = z(t)\) evolve according to the following equations:
\[
x = \varepsilon f(t, x, \varepsilon) + \varepsilon g(t), \quad x(0, \varepsilon, g) = x_0, \quad (10)
\]
\[
z = \varepsilon f(z), \quad z(0) = z_0, \quad (11)
\]
where \(f(z) = \frac{1}{T} \int_0^T f(t, z, 0) dt\). Suppose that the origin \(z = 0 \in U\) is an exponentially stable equilibrium point of the averaged system Eq. (11), \(\Omega \subset U\) is a compact subset of its region of attraction, and \(x_0 \in \Omega\). Then there exist positive constants \(k, \delta^*, \varepsilon^*, \beta_1, \beta_2, \mu\) such that if \(\|g(t)\| \leq \delta\) for all \(t \geq 0\), then the condition \(\|x(0, \varepsilon, g) - z(0)\| \leq \mu\) implies that
\[
\|x(t, \varepsilon, g) - z(t)\| \leq k e^{-\lambda t} \|x_0 - z_0\| + \beta_1 \varepsilon + \beta_2 \delta
\]
for all \(\varepsilon \in (0, \varepsilon^*), \delta \in (0, \delta^*)\), and \(t \geq 0\).

**Proof.** Define the functions
\[
h(t, x) = f(t, x, 0) - f_v(0)\]
and
\[
u(t, x) = \int_0^t h(t, x, \varepsilon) d\tau.\]
Since \(h(t, x)\) is \(T\)-periodic in \(t\) and has zero mean, the function \(u(t, x)\) is \(T\)-periodic in \(t\). Hence, \(u(t, x)\) is bounded for all \((t, x) \in [0, \infty) \times \Omega\). Moreover, \(\partial u/\partial t\) and \(D_\varepsilon u\) are given by
\[
\frac{\partial u}{\partial t} = h(t, x),
\]
\[
D_\varepsilon u = \int_0^t D_\varepsilon h(t, x, \varepsilon) d\tau.\]

Consider the change of variables
\[
x = y + \varepsilon u(t, y).\]
Differentiating both sides of Eq. (16) with respect to \(t\), we obtain
\[
\dot{x} = \dot{y} + \varepsilon \frac{\partial u}{\partial \varepsilon}(t, y) + \varepsilon D_\varepsilon u(t, y)\dot{y}.\]
Substituting Eq. (10) for \(x\) into Eq. (17), the new state variable \(y\) satisfies the equation
\[
[I + \varepsilon D_\varepsilon u] \dot{y} = \varepsilon f(t, y + \varepsilon u(t, \varepsilon)) + \varepsilon g(t) - \varepsilon \frac{\partial u}{\partial \varepsilon}(t, y, 0)\]
\[
+ \varepsilon D_\varepsilon f(t, y, 0) + \varepsilon \frac{\partial f}{\partial \varepsilon}(t, y, 0) + \varepsilon^2 \frac{\partial g}{\partial \varepsilon}(t, y, \varepsilon).
\]
The assumption of bounds on the partial derivatives of \(f\) over \((t, x, \varepsilon) \in [0, \infty) \times U_0 \times [0, \varepsilon_0]\) imply that for small enough \(\varepsilon\), \([I + \varepsilon D_\varepsilon u]\) is invertible. Hence, the state variable \(y\) satisfies
\[
\dot{y} = \varepsilon f_v(y) + \varepsilon g(t) + \varepsilon \frac{\partial f}{\partial \varepsilon}(t, y, 0) + \varepsilon^2 \frac{\partial g}{\partial \varepsilon}(t, y, \varepsilon) + O(\varepsilon^3).
\]
where \(q(t, y, \varepsilon, \varepsilon)\) is not necessarily periodic. From the assumptions on \(f(t, x, \varepsilon)\) and \(g(t)\), \(q(t, y, \varepsilon, \varepsilon)\) is continuous and bounded for \((t, x, \varepsilon) \in [0, \infty) \times \Omega \times [0, \varepsilon_0]$$
\]
Now consider the change of variables \( s = \varepsilon t \). Then the solutions of Eq. (18) and Eq. (11) satisfy
\[
\frac{dy}{ds} = f_w(y) + g(s) + \varepsilon q(s, \varepsilon, y, \varepsilon, g)
\]
and
\[
\frac{dz}{ds} = f_w(z),
\]
respectively. By assumption, the origin \( z = 0 \) is an exponentially stable equilibrium point of Eq. (20). Then by [21][Theorem 9.1], there exist positive constants \( \varepsilon^*, \delta^*, \mu, \beta_1, \beta_2, \delta, k, \) and \( \lambda \) such that the conditions \( \|g(s)\| < \delta \) and \( \|y_0 - z_0\| \leq \mu \) imply that,
\[
\|y(s) - z(s)\| \leq k e^{-\lambda s}\|y_0 - z_0\| + \beta_1 \varepsilon + \beta_2 c
\]
for all \( \varepsilon \in (0, \varepsilon^*) \), \( \delta \in (0, \delta^*) \), and \( s \geq 0 \). For small enough \( \varepsilon \), the transformation (16) is a one-to-one mapping from \( \Omega \) to its image for all \( t \geq 0 \) and \( \varepsilon \in [0, \varepsilon_0] \) for some \( \varepsilon_0 > 0 \) [32][Lemma 2.8.3]. Therefore, \( x - y = O(\varepsilon) \). Hence, it follows from the triangle inequality and the estimate (21) that there exist positive constants \( \delta^*, \varepsilon^*, \mu, \) and \( c \) such that the conditions \( \|g(t)\| < \delta \) and \( \|x(0, \varepsilon, g) - z(0)\| \leq \mu \) imply that Eq. (12) is true for all \( \varepsilon \in (0, \varepsilon^*) \), \( \delta \in (0, \delta^*) \), and \( t \geq 0 \).

Note that this result is not the same as general averaging, which is a generalization of the above proposition for the case where \( g = 0 \) and \( f(t, x, \varepsilon) \) is required to be only almost-periodic in \( t \) [21], [32], since we have explicit bounds on the solution of Eq. (11) that depend on \( \varepsilon \) as well as \( \delta \). One can impose the additional assumption that \( f(t, x, \varepsilon) \) has partial derivatives up to the second order. Under this assumption, \( g = 0 \) implies the existence of exponentially stable periodic orbits that approach the equilibrium point of the averaged system as \( \varepsilon \) tends to 0. See, for example, [16]. In this case, one can interpret the result as "uniform" input-to-state stability of the system about \( \varepsilon \)-dependent exponentially stable \( T \)-periodic orbits. Our result can also be seen as a special case of the results in [25], where input-to-state stability of general time-varying systems via averaging is analyzed using the notion of strong and weak averages.

In the next two results, we use Proposition III.2 to show the existence of leader control inputs that can locally stabilize the followers about general trajectories in the plane that start at the origin. We consider leader inputs with an oscillatory component, as in Eq. (3), and an additional component that depends on the target trajectory to be tracked. Using a coordinate transformation, we show that this system can be converted to the form in Eq. (11), and hence we can obtain bounds on the distances between the follower positions and the target trajectory.

Remark on notation: We say that a function \( f: U \rightarrow \mathbb{R} \), where \( U \subseteq \mathbb{R}^n \), is in \( C^1(U) \) if it has continuous derivatives up to order 1.

Lemma III.3. Suppose that \( \gamma_1 \) and \( \gamma_2 \) are elements in \( C^1([0, 1]) \) such that \( \gamma_1(0) = \gamma_2(0) = 0 \), and define the trajectory \( \gamma(t) = (\gamma_1(t), \gamma_2(t)) \). Additionally, let \( \gamma_1^0 \) and \( \gamma_2^0 \) be elements in \( C^1([0, 1/\delta]) \) such that \( \gamma_1^0(t) = \gamma_1(\delta t) \) and \( \gamma_2^0(t) = \gamma_2(\delta t) \) for each \( t \in [0, 1/\delta] \), where \( \delta > 0 \). Define \( \gamma^0(t) = (\gamma_1^0(t), \gamma_2^0(t)) \). Let \( X = [x, v_x, y, v_y]^T \) and define \( F(t, X, \omega, \gamma^0) \) as
\[
F(t, X, \omega, \gamma^0) = \begin{bmatrix} V_x \\ A(x - \cos \omega t - y^0(t)) + (y - \sin \omega t - \gamma_2^0(t))^2/\alpha^2 - kv_x \\ V_y \\ A(x - \cos \omega t - y^0(t)) + (y - \sin \omega t - \gamma_2^0(t))^2/\alpha^2 - kv_y \end{bmatrix}
\]

where \( A > 0 \), \( k > 0 \), and \( \alpha > 1 \). Then consider the system
\[
\dot{X} = F(t, X, \omega, \gamma^0), \quad X(0) = X_0.
\]

Proof. Consider the change of variables \( E = X - [\gamma_1^0, \gamma_2^0, 0, 0]^T \). Then we have the initial value problem
\[
\dot{E} = F(t, E, \omega, 0) + \delta g(t), \quad E(0) = X_0,
\]
where \( g(t) = [\gamma_1(\delta t), 0, \gamma_2(\delta t), 0]^T \). Let \( \varepsilon = 1/\omega \) and consider the change of variable \( s = t/\varepsilon \). Then the solution of Eq. (26) satisfies
\[
\frac{dE}{ds} = \varepsilon F(s, E(s), 1, 0) + \varepsilon \delta g(\varepsilon s).
\]
The estimates in Eq. (24) and Eq. (25) follow from Proposition III.2. Note that the dependence of \( g \) on the \( \varepsilon s \) time scale does not affect the proof, since \( g \) is still bounded from above as required.

For the case where the follower agent starts at the origin, this proposition implies that one can choose leader control inputs that drive the follower to track the trajectory \( \gamma \) arbitrarily closely, albeit over a longer period of time than if the required bounds on the tracking error were weaker. This is a stronger result than is needed to ensure general \( R \)-confinement controllability, for which it is sufficient for the follower agent to be within a distance \( R \) of the trajectory.

Theorem III.4. Suppose that \( [x_1(0), y_1(0)] = [1, 0]^T \). Then there exists \( r > 0 \) such that \( \|x_i, y_i, v_{x_i}, v_{y_i}\| < r \) for all \( i = 1, 2, \ldots, N \) implies that system (32) is \( 1 \)-confinement controllable about all trajectories \( \gamma \) for which \( \gamma \in \{(\gamma_1, \gamma_2): \gamma_1, \gamma_2 \in C^1([0, 1]), \gamma(0) = \gamma_2(0) = 0\} \).
Proof. Let $\omega$ and $\delta$ be positive scalars. Consider the following control inputs for the leader:

$$
\begin{align*}
  u_x(t) &= -\omega \sin(\omega t) + \delta \dot{y}_x(\delta t) \\
  u_y(t) &= \omega \cos(\omega t) + \delta \dot{y}_y(\delta t).
\end{align*}
$$

Integrating these functions from 0 to $t$ for each $t \in [0, 1]$, we can explicitly solve for the state variables $x_i(t)$ and $y_i(t)$:

$$
\begin{align*}
  x_i(t) &= \cos(\omega t) + y_i(\delta t), \\
  y_i(t) &= \sin(\omega t) + y_i(\delta t).
\end{align*}
$$

Define $F$ as in Eq. (22) and substitute Eq. (29) into system (32). Then the state variables $x^i, y^i, v^i_x, v^i_y$ in the solution of system (32) satisfy

$$
\frac{dX^i}{dt} = F(t, X^i, \omega, \gamma \phi^i), \quad X^i(0) = X^i_0,
$$

for each $i \in \{1, 2, \ldots, N\}$, where $X^i = [x^i, v^i_x, y^i, v^i_y]^T$. The result follows from Lemma III.3.

The assumption that $[x_i(0), y_i(0)] = [1, 0]^T$ is not too restrictive. If $[x_i(0), y_i(0)]^T$ is any element on the unit circle, then the leader control inputs are

$$
\begin{align*}
  u_x(t) &= -\omega \sin(\omega t + \phi) + \delta \dot{y}_x(\delta t) \\
  u_y(t) &= \omega \cos(\omega t + \phi) + \delta \dot{y}_y(\delta t)
\end{align*}
$$

for an appropriately chosen $\phi$. These inputs will have the same effect on the system. Due to the continuous dependence of the solutions of system (32) on its initial conditions and parameters, it can be argued further that there exists a neighborhood of the unit circle from which the leader can always be driven to the circle, after which it can execute the control inputs defined in Eq. (31).

Remark III.5. We can also consider a more general setting in which the follower agents are running a consensus protocol while being confined by the leader. In this case, the followers' interactions can be modeled using an undirected simple graph with fixed topology, $G = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of follower agents and $\mathcal{E}$ identifies the pairs of agents that interact with each other. The graph is not necessarily connected. Then the x-coordinates of the follower agents' positions and velocities evolve according to

$$
\begin{align*}
  \dot{x}^i &= v^i_x, \\
  \dot{v}^i_x &= \frac{A(x^i - x_l)}{[(x^i - x_l)^2 + (y^i - y_l)^2]^{1/2}} - k v^i_x \\
  &\quad - \sum_{j \in \mathcal{N}(i)} (x_j^i - x^i) - \sum_{j \in \mathcal{N}(i)} (v_j^i - v^i_x),
\end{align*}
$$

with similar dynamics for the y-coordinates. As in Eq. (8), the Jacobian map for the averaged vector field $f_{av,c}$ of the composite group of followers can be computed as

$$
DF_{av,c}(0) = \begin{bmatrix} B & 0 \\ 0 & B \end{bmatrix},
$$

in which $I_N$ is the identity matrix of size $N \times N$, $\mathcal{L}$ is the Laplacian of the graph $\mathcal{G}$, and $\beta = A(\alpha - 1)$, $\gamma$, and $k$ are positive scalars. The eigenvalues of $DF_{av,c}(0)$ can be computed according to [30][Chapter 4] as:

$$
\lambda_{\pm} = \frac{k}{2} \pm \frac{\gamma \mu_2 \pm \sqrt{(\gamma \mu_2 - k)^2 - 4(\beta - \mu_1)}}{2},
$$

where $\mu_i$ is the $i^{th}$ eigenvalue of $-\mathcal{L}$. Since the spectrum of $DF_{av,c}(0)$ lies in the open left half-plane of $C$ whenever $\beta = A(\alpha - 1)$, $k$, and $\gamma$ are positive, this implies that confinement controllability of the leader-follower system is retained under inter-follower interactions that can be modeled as a graph with fixed topology.

IV. Simulations

We validate our confinement control approach with simulations of two scenarios with different parameter values. In Case 1, the target trajectory is $y(\theta) = [2 \cos 2\pi \theta \ 2 \sin 2\pi \theta]^T$, the final time condition is $T = 40\pi$, and the other parameters are $A = 1$, $k = 0.05$, $\alpha = 10$, and $\omega = 10$. In Case 2, we set $y(\theta) = [10 \cos 4\pi \theta \ 2 \pi \theta]^T$, $T = 80\pi$, $A = 1$, $k = 0.03$, $\alpha = 5$, and $\omega = 20$. In both cases, the leader control inputs are chosen according to Eq. (28), and there are three follower agents. The initial positions and velocities of the followers are drawn uniformly randomly from a ball of radius 0.125 (Case 1) or 0.5 (Case 2) that is centered at the origin.

Fig. 1 shows the agent trajectories during the two simulated scenarios. In both cases, the followers remain within a distance of 1 from the target trajectory, which confirms that the system is 1-confinement controllable about this trajectory. The followers in Case 2 display larger initial oscillations about the target trajectory than the followers in Case 1. This is because the followers in Case 2 have a lower damping coefficient $k$ and initial velocities that were chosen from a larger neighborhood of the origin, and thus tended to be higher.

We also note that the higher value of $\omega$ in Case 2 implies that the region of attraction of the original system is closer to the region of the attraction of the averaged system than in Case 1. This caused the confinement strategy in Case 2 to be successful for a larger ball of possible initial conditions than in Case 1. Indeed, we found that the followers in Case 1 did not remain confined when the initial conditions were drawn from outside the ball of radius 0.125.

V. Robot Experiments

A. Experimental Setup

We also tested our confinement control approach with an experiment in which a small differential-drive robotic platform Pheeno [40] emulated a follower agent that was confined by a virtual leader. The experiment was performed in the ASU Autonomous Collective Systems Laboratory. One robot was placed in a 1.5 m x 2.1 m arena and marked with a 2D binary identification tag to allow for real-time position and orientation tracking. The tags were tracked using one overhead Microsoft LifeCam Studio Webcam with a resolution of 1920 x 1080 pixels at a frame rate of 30 FPS.
Fig. 1. Evolution of leader and follower agent positions over time. The followers start at random positions within a neighborhood of the origin.

(a) Case 1

(b) Case 2

Fig. 2. The robot being herded by a virtual leader along a target trajectory $\gamma_E$, shown in green. The blue dot is the virtual leader’s position, the pink dot is the center of the leader’s orbit, and the dark red dot is the position of a simulated follower agent. The light blue line on the robot indicates its orientation.

The 2D binary tags were identified using standard OpenCV algorithms on a Windows computer.

To accommodate the nonholonomic constraint of the robot platform, the robot used a PI controller to keep its heading facing away from the virtual leader at all times. This heading control produces approximate holonomic motion in a differential-drive platform. To facilitate this motion, the leader’s oscillation frequency was maintained below the bandwidth of the robots’ motors. A desktop computer updated and transmitted the virtual leader’s position and the robot’s global position to the robot via WiFi at a frequency of 3 Hz.

We defined a circular target trajectory, shown in Fig. 2, for the robot to track in the experiment. The trajectory was given by $\gamma_L(t) = [R_p \cos(\omega_p t), R_p \sin(\omega_p t)]^T$, where $R_p = 67$ cm and $\omega_p = 0.02$. The robot was controlled using the parameters $A = R_L^{2\alpha-1}$, $R_L = 38$ cm, $k = 1$, $\alpha = 4$, and $\omega = 2$.

B. Results

We compared the trajectory of the robot during the experiment with the corresponding trajectory of a simulated follower agent, indicated by a dark red dot in Fig. 2, that moves under the influence of the same leader agent. Note that while the robot is nonholonomic, the simulated follower is holonomic. Fig. 3 plots the trajectories of the virtual leader, the robot, and the simulated follower agent during the experiment. The robot was initially placed inside the region of confinement bounded by the leader’s path, and the simulated follower was initialized at the center of the leader’s orbit. The figure illustrates that the robot was successfully kept inside the region of confinement for the duration of the experiment.
Fig. 3 shows that the trajectory of the robot deviates farther from \( \gamma_E \) than the trajectory of the simulated follower. This is likely due to the nonlinear effects of friction on the shafts of the robots’ motors. The motors require a minimum input voltage to drive the robot’s motion, which can be controlled at speeds above 2 cm/s. These speeds are generated by the repulsive interaction potential in the robot’s controller when the distance between the robot and the leader is below a threshold value. Hence, the robot moves away from the leader only when it is within this distance; otherwise, it is stationary. In contrast, the simulated follower does not have such a constraint on its speed and will move when the leader is farther away, causing its trajectory to adhere more closely to \( \gamma_E \). Thus, the experiment shows that when our confinement strategy is implemented in practice, the controller design must account for unmodeled dynamics in the physical platform by allowing only those velocity control inputs that exceed an appropriate lower bound.

VI. Conclusion

We presented a leader-follower control strategy for confining a group of agents to a region around a target trajectory. By constructing oscillatory leader inputs, we used averaging theory to show that follower agents can be confined to a neighborhood of the origin. From a control design perspective, one could investigate the quantitative effects of different parameters on the stability properties of the system. Well-developed computational tools can be used to estimate the size of the region of attraction of the origin \([10], [19]\). One could also augment this open-loop strategy with feedback to develop a more robust stabilization mechanism. Incorporating multiple leaders and inter-agent collision avoidance into the control strategy is another direction for future work.
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APPENDIX

Let \( U \) be a subset of \( \mathbb{R}^n \). The Jacobian map for a function \( f: U \rightarrow \mathbb{R}^m \) at a state \( x \in U \) is given by:

\[
Df(x) = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1}(x) & \cdots & \frac{\partial f_m}{\partial x_1}(x) \\
\vdots & \ddots & \vdots \\
\frac{\partial f_1}{\partial x_n}(x) & \cdots & \frac{\partial f_m}{\partial x_n}(x)
\end{bmatrix}
\]

Let \( U \) be a subset of the unit sphere in \( \mathbb{R}^4 \), and define the function \( f: U \rightarrow \mathbb{R}^4 \) as:

\[
f(x) = \begin{bmatrix}
\int_0^{2\pi} \frac{x_2}{\sqrt{(x_1^2 + x_2^2)^{\alpha}}} ds - kx_2 \\
\int_0^{2\pi} \frac{x_4}{\sqrt{(x_3^2 + x_4^2)^{\beta}}} ds - kx_4
\end{bmatrix},
\]

where \( A, k, \alpha \in \mathbb{R}^+ \). Define \( g_1(x,t) = x - \cos(t) \), \( g_2(x,t) = x - \sin(t) \), and \( h(x,y,t) = g_1(x,t)^2 + g_2(y,t)^2 \). The function \( f \) is continuously differentiable everywhere in \( U \) and has a well-defined Jacobian at the origin. We compute the nontrivial partial derivatives of the Jacobian map \( Df(x) \) using Leibniz’s rule for partial derivatives of integrals:

\[
\frac{\partial f_2}{\partial x_1} = \frac{A}{2\pi} \int_0^{2\pi} \frac{h(x_1,x_2,s)\alpha - 2\alpha g_1(x_1,s)^\alpha - h(x_1,x_2,s)^{\alpha-1}}{h(x_1,x_2,s)^{2\alpha}} ds,
\]

\[
\frac{\partial f_2}{\partial x_3} = \frac{A}{2\pi} \int_0^{2\pi} \frac{-2\alpha g_1(x_1,s)g_2(x_3,s)h(x_1,x_2,s)^{\alpha-1}}{h(x_1,x_2,s)^{2\alpha}} ds,
\]

\[
\frac{\partial f_2}{\partial x_3} = \frac{A}{2\pi} \int_0^{2\pi} \frac{h(x_1,x_3,s)^{2\alpha}}{h(x_1,x_2,s)^{2\alpha}} ds,
\]

\[
\frac{\partial f_4}{\partial x_1} = \frac{A}{2\pi} \int_0^{2\pi} \frac{h(x_1,x_3,s)^{2\alpha}}{h(x_1,x_2,s)^{2\alpha}} ds,
\]

\[
\frac{\partial f_4}{\partial x_3} = \frac{A}{2\pi} \int_0^{2\pi} \frac{(1 - 2\alpha \sin^2(s)) ds}{h(x_1,x_2,s)^{2\alpha}} = -A(\alpha - 1),
\]

\[
\frac{\partial f_4}{\partial x_3} = \frac{A}{2\pi} \int_0^{2\pi} \frac{2\alpha \sin(s) \cos(s) ds}{h(x_1,x_2,s)^{2\alpha}} = 0,
\]

\[
\frac{\partial f_4}{\partial x_3} = \frac{A}{2\pi} \int_0^{2\pi} \frac{-2\alpha \sin(s) \cos(s) ds}{h(x_1,x_2,s)^{2\alpha}} = 0,
\]

\[
\frac{\partial f_4}{\partial x_3} = \frac{A}{2\pi} \int_0^{2\pi} \frac{(1 - 2\alpha \cos^2(s)) ds}{h(x_1,x_2,s)^{2\alpha}} = -A(\alpha - 1).
\]
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