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Abstract
The European legal framework is not devoid of norms that are directly or indirectly applicable to facial recognition technology for identification purposes within law enforcement. However, these various norms, which have different targets and are from multiple sources, create a kind of legal patchwork that could undermine the lawful use of this technology in criminal investigations. This paper advocates the creation of a specific law on the use of facial recognition technology for identification in law enforcement, based on existing regulations, to specifically address the pressing issues arising in this domain. The ultimate aim is to allow its use under certain conditions and to protect the rights of the people involved, but also to provide law enforcement authorities with the necessary tools to combat serious crimes.
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Introduction
Police and investigation activities have been shaped, in recent years, by new technologies (Bowling & Iyer, 2019), encouraging innovative and more aggressive ways of policing, that have been labelled as ‘new policing’ (Fagan et al., 2016). Facial recognition technology (FRT) is one of those digital tools.

The use of FRT for identification purposes within law enforcement has come under attack from all sides, and its legality seems doomed. First, it raises considerable privacy concerns due to the risk of building up an Orwellian society, where a Big Brother State...
knows everything about its citizens and uses that knowledge to control them. In addition, the protection of personal data (European Data Protection Board and European Data Protection Supervisor, 2021) is also a pressing topic in the European Union (EU) and abroad. Privacy issues arise because FRT deals with a particularly sensitive type of personal data, so-called biometric data, which is subject to a particularly protective legal order, as this paper will highlight. Its effectiveness is also being challenged and some studies have argued that surveillance does not deter crime (Surveillance Studies Center, n.d.). The fact that FRT uses artificial intelligence (AI) is an additional source of concern. There are still many things we do not know about AI (Aroyo & Paritosh, 2021), and the precautionary principle (Raposo, 2021b) has led to what may be an excessively cautious approach to AI in general and to FRT in particular, as demonstrated by the draft regulation proposed by the European Commission (EC) in April 2021 (‘the AI Proposal’) (European Commission, 2021a). Despite all these legal difficulties, FRT is on the rise, leading to the creation of new paradigms in criminal policy (Fussey et al., 2021).

Objectives and Methods

There are several possible uses of FRT within law enforcement. This paper will solely focus on identification purposes, that is, the use of FRT to identify individuals (both suspects and victims) using photos and/or facial recognition cameras, whether in real-time or not. Identification uses refer to one-to-one authentication, involving a comparison between a template (belonging to the individual claiming to be a particular person) with a previous template from the person whose identity is being claimed; and one-to-many identification, where the template of an individual is compared with templates gathered from a database. The latter involves higher risks, namely due to the existence of a database, but it is the most common use of FRT in law enforcement (MacCarthy, 2021).

This study does not discuss the admissibility of FRT in law enforcement under existing regulations but instead considers a prospective legal framework for EU countries that still lack proper legal standards. The paper recommends a specific legal framework for the use of FRT in this domain, based on existing regulations, which this paper will analyse.

The paper will depart from the existing regulations in force in Europe – not only issued by the EU but also by the Council of Europe – to suggest a draft regulation for the use of FRT in law enforcement. In the analysis of such rules, the paper will rely upon, not only the legal text itself, but also case law, legal opinions and recommendations from competent institutions, and in academic texts.

Because the EU has already established relevant boundaries in this regard, which this paper highlights, national legislatures must keep national laws within these boundaries (moreover, they must consider the relevant norms issued by the Council of Europe). The
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1 In 2013, the Electronic Frontier Foundation (a non-profit digital rights group) filed a lawsuit to compel the FBI to reveal its activities using FRT (Foundation v U.S. Dep’t of Justice, 739 F.3d 1 (D.C. Cir. 2014)).
2 Other possible uses include something as simple as to detect a human face in a picture, the so-called face detection (Hasan et al., 2021), or as complex as to detect lies during the interrogation of a suspect, which is known as emotion recognition (Ousmane et al., 2019). None of these uses will be analysed in this paper.
3 Some EU member states have FRT mechanisms already in place in criminal investigations, but they still lack a specific legal framework. For instance, in France, this is carried out under Article R40-26(3) of the French Code of Criminal Procedure, which is clearly insufficient to address the many issues involved (Sénat, 2021).
paper lists the features to be considered by any FRT regulation in law enforcement within
the EU in order to comply with the legal requirements already in place and to guarantee
the proper and legitimate use of FRT for law enforcement. We must avoid the so-called
‘techno-optimism’ (Hayward & Maas, 2021, p. 210) and acknowledge that technology can
be used for unlawful means. The aim of this paper is precisely to highlight those illegiti-
mate uses.

A Law to Regulate FRT in Law Enforcement

Valid legal grounds are a common requirement for any restriction on fundamental rights, as
in Article 52/1 of the European Charter of Fundamental Rights (ECFR) and Articles 8 to
11 of the ECHR. Specifically in this area, the Law Enforcement Directive (LED) requires a
legal base for the processing of personal data within law enforcement.4 Notably, and unlike
in its sister regulation, the General Data Protection Regulation (GDPR),5 consent cannot
be legal grounds for data processing under the LED, which leaves only the option of legal
authorisation. The legal basis for data processing must be accessible to the public, clear
and precise to provide ‘sufficient guarantees against the risk of abuse and arbitrariness’
(Recital 33 and Article 8 LED) and to allow people to foresee how it will be applicable
(EDRI, 2020). In addition, a specific regulation is required to ensure clarity in the solutions
provided, as ‘the use of AI in the area of police and law enforcement requires area-specific,
precise, foreseeable and proportionate rules’ (EDPB-EDPS, 2021, p. 11). Some regulations
are already in place, others are still in draft form and are expected to be in force soon. They
condition - or will condition - the use of FRT by regulating either data processing (the
LED) or artificial intelligence (the AI Proposal). Nonetheless, a clearer legal framework
on the use of FRT for law enforcement purposes would be desirable in order to avoid grey
zones and potential liabilities.

The law that this paper advocates could be directly issued by the EU or by national
member states in compliance with existing EU norms, the latter of which is a better option.
Although the EU has the competence to regulate many issues related to this question (and
has indeed exercised these regulatory powers), the fight against terrorism and the protec-
tion of national security remain competencies of national member states (European Parlia-
mentary Research Service, 2021), and in spite of the Title V of the TFUE (‘Area of Free-
dom, Security and Justice’), most law enforcement activities and criminal justice in general
are regulated by national states (Csonka & Landwehr, 2019).

Legal Definition of the Scenarios in Which FRT can be Used

A future legal regulation must impose clear rules regarding to whom, when and under
which conditions FRT can be applied. The AI Proposal provides a general limitation in
this regard, by banning ‘the use of ‘real-time’ remote biometric identification systems in

4 At the Council of Europe level, Article 6(1) of the Convention 108+ imposes the same requirement on
the processing of special categories of data, including biometric data.
5 The GDPR provides the general framework for personal data processing in Europe, with the exception
of some very specific domains, such as law enforcement, that are regulated by the LED under very similar
principles. On consent under the GDPR see Raposo 2022a.
publicly accessible spaces for the purpose of law enforcement’ (Article 5/1/d of the AI Proposal), unless under the conditions set forth in this regulation.

However, the AI Proposal is silent regarding other modalities of facial recognition technology for law enforcement purposes, such as when this technology does not take place in real-time or it is not performed in public spaces, or when it is used for other purposes besides identification (Raposo, 2022a). All these possibilities must, therefore, be considered admissible. In the Draft Act they are considered high-risk AI systems (Article 6 of the AI Proposal), or in some cases low risks AI systems (Article 52/2 of the AI Proposal), and thus allowed, provided that certain requirements are met. However, these requirements are imposed mostly on AI developers, manufacturers and importers, whereas the obligations of AI users are limited to issues of product safety (Article 29 of the AI Proposal). Apart from cases described in Article 5/1/d, the Proposal is silent regarding the specific scenarios in which FRT can be used by law enforcement authorities and under which requirements.

Clarity of indications is, however, crucial, as the lack of proper legal guidance has been a hurdle for FRT. Paradigmatically, in a recent decision on FRT in law enforcement, the Court of Appeal of England and Wales found that although the use of FRT in the case was proportionate, the absence of clear guidelines on where and when to apply it was not. In the Court’s words, ‘AFR Locate fails to satisfy the requirements of Article 8(2), and in particular the ‘in accordance with the law’ requirement, because it involves two impermissibly wide areas of discretion; the selection of those on watchlists, especially the “persons where intelligence is required” category, and the locations where AFR may be deployed’.10

**Lawful Uses of FRT for Law Enforcement**

In law enforcement, FRT can be used for preventive aims, such as to prevent a previously identified perpetrator from committing another crime (‘pre-emptively to identify and manage’, Mann & Smith, 2017, p. 124), or for repressive aims, such as to identify a person who is wanted for a crime.

FRT can also be used to scan every person in certain situations (such as crossing a street under FRT surveillance) or to target specific individuals. This reasoning can also be found in the LED, which in Article 6 encourages a ‘distinction between personal data of different categories of data subjects’. Moreover, Article 6(a) autonomizes ‘persons with regard to whom there are serious grounds for believing that they have committed or are about to commit a criminal offence’, concluding that what is acceptable for data subjects under such conditions is not (or might not be) acceptable for any other person (EDRI, 2020). ‘What is publicly acceptable for law enforcement to use when detaining known criminals or investigating crimes may not be tolerable for those situations where police are conducting broad

---

6 Moreover, it does not ban FRT for use by other public entities not related to law enforcement and for use by private individuals and companies (Reinhold & Mülle, 2021; Raposo, 2021a).
7 Note, however, that this cannot be taken as a legal void, as this matter is outside the scope of the Proposal. In detail about this Proposal, see Raposo 2022b.
8 Technology may limit the way police discretion is exercised, but it does not annul it. Cf. Fussey et al. 2021.
9 The Queen (on the application of Edward Bridges) (Appellant) v The Chief Constable of South Wales Police (Respondent) & others [2020] EWCA Civ 1058 On appeal from: [2019] EWHC 2341 (Admin), par. 152.
surveillance, or routinely patrolling neighbourhoods’ (IJIS Institute and International Association of Chiefs of Police, 2019, p. 7).

Unlawful Uses of FRT Within Law Enforcement

The framework law must establish that the use of FRT is restricted to criminal investigations and ban its use for any external purposes. Especially objectionable purposes should be expressly banned — for example, using FRT for the sole purpose of determining features that historically are connoted with discrimination, such as gender, ethnic origin, skin colour and sexual orientation (Consultative Committee of the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data Convention 108, 2021; Najibi, 2020).

Sometimes, hidden purposes for mass surveillance (Douglas & Welsh, 2022) underlie the allegations of a criminal investigation. Mass surveillance actions ‘rely on watching [the public] indiscriminately, without reasonable suspicion, sufficient possibilities for them to have knowledge of what is happening, ability to consent, nor the genuine and free choice to opt in or out’ (EDRI, 2020, p. 10).

Mass surveillance has been used as a tool of control and repression (such as in the case of China’s notorious Social Credit System) (Wong & Dobson, 2019), to target certain groups of people (for example, to control the Uighur people in China) (Asher-Schapiro, 2021) and to pursue political aims, such as suppressing political opponents (as occurred during the Hong Kong protests, when authorities used FRT to identify protesters and suppress freedom of expression and assembly) (Doffman, 2019). Such uses of FRT are not restricted to authoritarian states, as they can also be found in liberal democracies (in the US, FRT is sometimes used in black neighbourhoods) (Najibi, 2020), allegedly to maintain law and order.

With mass indiscriminate surveillance, everyone is watched constantly, and there is no anonymity in public spaces (Article 19, 2016; Commission Nationale de l’Informatique et des Libertés, 2019). Every person can become a suspect (EDRI, 2020), and even casual behaviours (such as wearing big sunglasses, hiding one’s face or looking at the ground) might be considered suspicious (Commission Nationale de l’Informatique et des Libertés, 2019). For these reasons, privacy intrusions deemed to be (or to have the potential to develop into) mass surveillance have been repeatedly rejected within the EU.10

EDRI (a European network aimed to the defence of rights and liberties online) summarised the many dangers of mass surveillance in this way (EDRI, 2020, pp. 21–22):

---

10 In the case Digital Rights Ireland and Seitlinger and Others, the European Court of Justice (ECJ) ruled that Directive 2006/24/EC (Directive 2006/24/EC of the European Parliament and of the Council of 15 March 2006 on the retention of data generated or processed in connection with the provision of publicly available electronic communications services or of public communications networks and amending Directive 2002/58/E) was invalid because it allowed the retention of data for all types of electronic communications and thus it might create in people’s mind the ‘feeling that their private lives are the subject of constant surveillance’ (C-293/12, Digital Rights Ireland and Seitlinger and Others, GC, 8 April 2014, ECLI:EU:C:2014:238, par. 37).

In Schrems I, a case arising from a complaint about the transference of personal data from Facebook Ireland Ltd. to Facebook US, the parent company, and subsequent access of the data by US state security agencies, the ECJ ruled again against the perils of State surveillance. The ECJ considered that ‘the law and practices in force in the third country [the US, where such type of State surveillance is allowed] do not ensure an adequate level of protection’ (Case C-362/14, Schrems v Data Protection Commissioner, GC, 6 October 2015, ECLI:EU:C:2015:650, par. 107).
A measure allowing for constant, real-time surveillance, especially involving the processing of sensitive, special-category data such as facial biometric data, in a blanket or indiscriminate manner, would per se violate the essence of fundamental rights such as privacy, dignity, freedom of expression and freedom of association and would thus be incompatible with EU law (…) Mass surveillance by its very nature is a fundamental breach of fundamental rights: it impinges on the very essence of privacy, data protection and other rights.

**Legitimate Purpose and Necessity**

Definition of the scenarios in which FRT can be used (e.g., which persons, under what conditions, to pursue which crimes) must be done in light of two main criteria: the legitimate purpose principle and the necessity principle (European Data Protection Board, 2022).

The legitimate purpose principle is recognised in Article 4/1/b LED, Article 8/2 ECFR, Article 6 of the Convention 108+ and Article 5/1/b of the GDPR. Under this principle, FRT, as with any technology restrictive of fundamental rights, particularly privacy rights, must be used for a purpose considered lawful and relevant by the legal order.

The principle of proportionality *lato sensu*, with its sub-dimensions of proportionality *stricto sensu*, necessity and effectiveness (European Data Protection Supervisor, 2019), is the guiding principle for determining limitations on fundamental rights (Alexy, 2014). In the domain of protection of personal data for law enforcement purposes, Article 10(1) of the LED established that the use of FRT must be ‘strictly necessary’. According to the Article 29 Working Party11 (A29WP), the expression is ‘foresee precise and particularly solid justifications for the processing of such data’ (Article 29 Data Protection Working Party, 2017, p. 8). The A29WP underlined the distinction between the requirements of necessity, as imposed in Article 8(1) of the LED for the processing of any data (Article 29 Data Protection Working Party, Opinion on some key issues, pp. 7–8) (‘processing is necessary’), and the requisite of strict necessity, as set forth in Article 10 of the LED (‘where strictly necessary’)12 for the processing of sensitive data, such as biometric data. Under the latter, it should be demonstrated that the purpose of processing such sensitive data – in our case, the investigation of crimes and the application of criminal law – cannot be met by less intrusive measures from a fundamental rights perspective.

Even disregarding law enforcement, the collection and processing of biometric data has been considered excessive in some scenarios. For instance, in a 2008 ruling, S. and Marper v UK, the European Court of Human Rights (ECtHR) declared that ‘the blanket and indiscriminate nature of the powers of retention of the fingerprints, cellular samples and DNA profiles of persons suspected but not convicted of offences, as applied in the case of the present applicants, fails to strike a fair balance between the competing public and private interests and that the respondent State has overstepped any acceptable margin of appreciation in this regard. Accordingly, the retention at issue constitutes a disproportionate interference with the applicants’ right to respect for private life and cannot be regarded

---

11 Before the creation of the European Data Protection Board (EDPB), the A29WP was the data protection supervisory entity at the European level.

12 On the interpretation of this expression, see C-293/12, Digital Rights Ireland and Seitlinger and Others, GC, 8 April 2014, ECLI:EU:C:2014:238, par. 92.
as necessary in a democratic society’. Moreover, in 2018, the European Data Protection Supervisor released an opinion in which it advised against the use of processing facial images and (two) fingerprints in ID cards and residence documents (European Data Protection Supervisor, 2018).

The assessment of necessity is uncontroversial. Its interpretation, however, has varied, even if only restricted to the processing of personal data in law enforcement. Necessity should be understood in terms of whether the aim is sufficiently important to deploy FRT and whether a less intrusive measure would be equally suitable in order to achieve the aim. However, the ‘necessity’ criterion cannot be taken in such a way as to exclude FRT when the aim is likely to be achieved using any other mechanism because, in a sense, there is always a different way to achieve the aim (even if it is less efficient, less accurate or slower) (Renaissance Numerique, 2020). Proportionality is also a dimension of necessity: FRT should only be chosen if the aim cannot reasonably be achieved by other means deemed less intrusive to the fundamental rights and freedoms of the subject. Ultimately, there must be a fair balance between individual rights and the target aim. Necessity also encompasses an assessment of effectiveness. The British Information Commissioner’s Office (ICO) sheds some light on this matter. According to ICO, the effectiveness of FRT is dependent not on the number of people arrested using this technology but on the benefit to society. If those who are arrested have not actually committed serious offences (so if, for example, they have been caught pickpocketing on the subway or shoplifting) there is no real benefit; however, the assessment is different for more severe crimes such as terrorism, child abduction or child pornography (Information Commissioner’s Office, 2019).

The Special Case of Real-Time Remote Biometric Identification Systems in Publicly Accessible Spaces

As stated, the AI Proposal includes an explicit prohibition on ‘the use of real-time remote biometric identification systems in publicly accessible spaces for the purpose of law enforcement’ (Article 5(1)(d) of the Proposal). However, the EC has also recognised the utility of this type of FRT in some cases, and, therefore, in that same law, the EC has allowed its use when ‘strictly necessary’ (the principle of necessity) for the following purposes: searching for crime victims, including missing children; ‘specific, substantial and imminent threat to the life or physical safety of natural persons, or of a terrorist attack’; and detection, localisation, identification or prosecution of a perpetrator or suspect for certain crimes. Regarding the latter exception, crimes must be listed in Article 2(2) of Council Framework Decision 2002/584/JHA (European Council, 2002) and be punishable by the domestic law in question with a custodial sentence or a detention order for a maximum period of at least three years.

---

13 S. and Marper v the United Kingdom, 4 December 2008, applications nos. 30,562/04 and 30,566/04, ECHR [GC], par 125.
14 Kindt, for instance, presents a three-step test to assess proportionality: legal base (rule of law), legitimate aim and necessity in a democratic society. For necessity, the guiding criterion is the existence of a ‘pressing social need’ (Kindt, 2013).
15 Even though the UK is not an EU member state, its norms on data processing are still basically equivalent to EU norms, and for this reason, its opinions are relevant to understanding and applying European legal standards.
The use of FRT in the above-mentioned scenarios is supposed to be an exception allowed under strict requirements (Article 5(2) and (3) of the Proposal) (Christakis, 2021). Such requirements include (i) a previous assessment of the likelihood and severity of harm to citizens and the possible consequences of using FRT on citizens’ rights and freedoms; (ii) strict respect for the principles of necessity and proportionality; and (iii) prior authorisation ‘granted by a judicial authority or by an independent administrative authority of the Member State’ (most likely, the national data protection authority).

However, the exceptional nature of this endorsement is largely theoretical, as the Proposal has some loopholes and, in the end, the restrictive admission of real-time biometric identification in public spaces is not that restrictive. Some of the crimes listed in Article 2/2 of Council Framework Decision 2002/584/JHA are not particularly serious in the sense that they do not affect people’s lives or physical integrity (e.g., corruption or fraud) (Raposo, 2021a, 2022b).

**Suggested Solution**

All this considered, this paper concludes that the use of FRT should be limited not only in terms of the types of crimes but also in the types of individuals who are scanned. Regarding crime, FRT should only be used for particularly grievous crimes, namely those presenting severe threats to national security (e.g., national or external terrorism), public health (e.g., the propagation of infectious diseases, for which FRT can be used to identify people not complying with an isolation order following a positive COVID-19 diagnostic, as long as such conduct is criminal under domestic legislation) or unprotected groups (e.g., children, racial/ethnic minorities). The EU has already lists of ‘serious crimes’ (Paoli et al., 2017) that could be used to define the objective scope of FRT in criminal investigation. In addition to what has already been mentioned in Article 2(2) of the Framework Decision 2002/584/JHA, see, for instance, Article 83(1) of the Treaty on the Functioning of the European Union and Annex I of Regulation (EU) 2018/1727. Regarding the subjective scope, this paper argues that FRT must only involve persons of interest – that is, individuals particularly suspected by police authorities (EDRI, 2020) – unless the circumstances of the criminal investigation impose a wider target, which must be properly justified in each situation by the competent authorities.

**Legal Definition of the Source of the Images Used**

Any future regulation must define the conditions under which images submitted to FRT can be captured, as in how and why, and whether consent is required (IJIS Institute and International Association of Chiefs of Police, 2019). The latter issue has already been answered in the LED, as consent is not required to collect data, even sensitive data (Article 29 Data Protection Working Party, 2017); however, the other criteria require further clarification.

---

16 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement of such data, and repealing Council Framework Decision 2008/977/JHA.
Images that are not provided by the data subject can have various sources, whether directly related to law enforcement (such as a previous photograph from a suspect or convicted individual in a police database) or not (e.g., pictures from the national identification database). The use of images found on the internet, especially on social media, is an obvious concern.

The Australian based company Clearview AI made headlines due to their ‘legally unclear’ business: to collect photos from the internet, namely from social media, and use them to create a huge database that the company sells to interested parties, including police forces worldwide (Sobel, 2021). European law enforcement agencies were also seduced by this easy means of having access to biometric templates (EDRI, 2021a), forcing the European Data Protection Board (EDPB) to make a stand up and issue an alert against the potentially unlawful data processing in place. The most recent public statement in this regard in Europe came from the French data protection authority – the Commission Nationale de l’Informatique et des Libertés - which ordered Clearview AI to stop collecting photos and to delete those in its possession (Commission Nationale de l’Informatique et des Libertés, 2021), in line with other statements from data protection authorities worldwide (Gunning et al., 2021). A future FRT regulation could clarify whether templates can be created from photos taken from social media, eventually following the position of the A29WP, which back in 2017 analysed this issue: ‘registering for a social network might include the acceptance of certain data protection rules which provide that all the partners of the provider (including national police authorities) have access to personal data’ and ‘[i]n case of doubt, a narrow interpretation should be applied, as the assumption is that the data subject has voluntarily given up the special protection for sensitive data by making them available to the public including authorities’ (Article 29 Data Protection Working Party, 2017, p. 10).17

The Consultative Committee of the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data Convention 108 (‘Consultative Committee’) has suggested that the use of images taken from the internet and, in general, the use of any database created for a different purpose can only take place ‘when it is for overriding legitimate purposes and it is provided by law and strictly necessary and proportionate for these purposes (for instance law enforcement or medical purposes)’ (Consultative Committee of the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data Convention 108, 2021, p. 6). In any case, the use of images not collected for law enforcement purposes must be specifically authorised in the regulation on FRT under requisites to be legally established, such as situations of urgency or other pressing reasons properly justified by law enforcement authorities.

Exchange of information between national databases is not a novelty in Europe. The ‘Prüm’ framework is the umbrella mechanism under which it can take place.18 Recent European proposals intend to update this mechanism. Both the Proposal for a Directive on information exchange between law enforcement authorities (European Parliament and Council, 2021a) and the Proposal for a Regulation on automated data exchange for police cooperation (European Parliament and Council, 2021b) aim to include face data on the set

17 This same approach was adopted by the EDPB on its guidelines regarding the use of data gathered from social media under the GDPR (European Data Protection Board, 2020b). In 2022, the European Data Protection Board release some guidelines on the use of FRT in law enforcement (European Data Protection Board, 2022), but the collection of photos from social media was very superficially analysed.

18 The so called ‘Prüm framework’ refers to a mechanism of automated data exchange between Member State, involving DNA, dactyloscopic and vehicle registration data saved on the Member States’ national databases (Caruana, 2019).
of data to be exchanged. The European Commission (2021b) has guaranteed that ‘[t]here is also no envisaged use of artificial intelligence for the comparison of facial images under the proposed Regulation’. Still, concerns have been expressed on how reliable this guarantee is, because ‘facial image databases can pave the way for biometric mass surveillance practices’ (EDRI, 2021b).19

The law regulating FRT in law enforcement should clarify this issue, by allowing the exchange of face data between member states and the use of FRT on those data regarding the specific crimes for which FRT is allowed (see the previous sections). The creation of a European database of biometric templates would be a more complex procedure, but provided that adequate precautions are in place it could be a useful measure for fighting crime, especially cross border criminality. The precautions to consider include measures to protect sensitive personal data (regarding access to that data, storage its period, and subsequent data uses), its use being restricted to specific types of crimes and their recording on the database being restricted to individuals convicted of those specific crimes.

**Legal Definition of the Image Retention Period**

The law must clearly state how long the image will be stored (IJIS Institute and International Association of Chiefs of Police, 2019).20 According to the recommendation of the A29WP, when deciding the maximum storage period, the principles of necessity and proportionality should be considered, following their interpretation by the ECHR21 and the EU institutions (Article 29 Data Protection Working Party, 2017).

The definition of the storage period must consider the types of individuals concerned and the results obtained, as different types of data subjects might lead to different solutions. Following Article 5 of the LED, which establishes the need to impose time limits, Article 6 differentiates between data subjects, including victims, suspects, persons convicted of a criminal offence, witnesses, experts and other persons involved. A possible interpretation is that different timeframes should be established for these different types of data. The Consultative Committee puts forth the matching outcome as a criterion to establish different timeframes for storing templates resulting from public surveillance (the so-called uncontrolled environment). According to this criterion, if there is no match, the biometric templates of people passing by should be automatically destroyed upon a negative result; in contrast, if there is a match, the biometric template can be stored for the period strictly necessary to conduct the relevant police investigation (Consultative Committee of the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data Convention 108, 2021).22 In any case, note that biometric and personal information must be strictly separated.

---

19 Some leaked documents seem to confirm this suspicion (Campbell & Jones, 2020), but the documents were ‘disclosed’ in 2020, whereas the note where the Commission guarantees that FRT will not be used is from December 2021, so it might be the case that there was a change of heart.

20 A different issue is how biometric templates should be stored. Despite the potential privacy-related consequences, this matter is more technical than legal and thus is not further explored in this paper.

21 See, for instance, the ruling of the ECtHR in Gaughran v The United Kingdom 2020, 13 February 2020, application no. 45,245/15, ECtHR, par. 70, where the court concluded that the ‘the retention of the applicant’s DNA profile, fingerprints and photograph amounted to an interference with his private life’.

22 If there is no matching the biometric template of the person being screened must be immediately deleted.
When the time limit is reached (regardless of how long it is and how it is calculated), the data should be automatically deleted or at least anonymised. Thus, a model is necessary in which there are periodic reviews in place, after which the data must be deleted (Article 29 Data Protection Working Party, 2017). In its opinion on data processing for law enforcement, the British ICO stated that images should be deleted from the system ‘as soon as practicable’ (Information Commissioner’s Office, 2019, p. 15), but because the opinion does not clarify ‘practicable’ in this context, it remains an open question.

Protection of the Rights of the People Subject to FRT

The act regulating the use of FRT in law enforcement must provide proper protection against the threats posed by FRT to people’s rights following existing regulations, especially as regards privacy (European Data Protection Board, 2022).

Among the many rights at stake, the right to be informed about the use of FRT is foundational, as it allows the subsequent exercise of all other rights. Under Article 13 of the LED (see also Article 5/1 of the GDPR and Recital 26 of LED), authorities have the duty to inform citizens that they are subject to FRT and of the consequent risks (European Data Protection Board, 2020a). Under the LED, the consent of the data subject is not proper legal grounds for the processing of sensitive data (such as biometric data), but certain information must be provided, even if it is not done so for informed consent. This information includes the identity and contact details of the controller, the purpose of the data processing, the retention time and the rights to which the person is entitled. The right to be informed is a prerequisite for the exercise of other rights, such as the right to request access to stored data (Articles 8/3 EUCFR and 14 LED), the right to demand its erasure or rectification (Articles 8/3 EUCFR and 16 LED) and the right to lodge a complaint with a supervisory authority and receive an effective remedy (Article 47 EUCFR). The latter must be exercised in front of a tribunal, as defending rights before administrative authorities, such as data supervisory authorities (Art. 52 LED; GDPR, Art. 77), are not sufficient (European Union Agency for Fundamental Rights, 2019).

In light of the right to be informed, the individuals being tracked by FRT should be alerted to the use of FRT and the specific places where cameras are located. If this is not possible – due to, for example, the secrecy required in some criminal investigations – the individuals should be informed ex post facto (Vogiatzoglou et al., 2021). Regarding compliance with the duty to inform, the law should distinguish between ex ante and ex post information, with more stringent requirements for the latter. Likewise, the law should differentiate between information to be provided to the public and information directed to individuals targeted by FRT, with a wider scope for the latter, which should cover not

---

23 Under the case law of the ECJ, see joined Cases C-141/12 and C-372/12, YS v Minister voor Immigratie, Integratie en Asiel and Minister voor Immigratie, Integratie en Asiel v M and S, 17 July 2014, EU:C:2014:2081, par. 57 and Case C434/16, Peter Nowak v Data Protection Commissioner, 20 December 2017, ECLI:EU:C:2017:994, par. 57.

24 EDRI (2020) suggests that all individuals whose biometric data are captured should be notified of the occurrence, even if (and especially so if) legal proceedings against them are not initiated.

25 A distinction of this kind, although not entirely coincident with the one in the text, can be found in Vogiatzoglou et al., 2021.
only the fact that personal data is being processed but also the purposes of the processing, the specific data involved and the people who have access to it (Vogiatzoglou et al., 2021).

To safeguard ongoing investigations, mechanisms should be put in place to restrict the right to be informed in certain scenarios, as law enforcement authorities sometimes need to develop their work in secrecy to preserve criminal evidence. This possibility has already been recognised by Article 13/3 of the LED to achieve the purposes stated therein, including the preservation of criminal investigations. Likewise, Article 15 of the LED allows for the invocation of relevant interests – some of which regard investigation procedures, collective/public interests or third-party interests – to fully or partially restrict this right. The norm is formulated in such broad terms that it may be able to cover a wide set of scenarios (Vogiatzoglou et al., 2021). However, there is a mechanism of control for such discretionary powers, as data controllers must provide in writing their reasons for preventing the right to access. However, in such a case, the data supervisory authority might still exercise the right to access as a kind of proxy for the data subject. A similar model of access and restriction to access could be included in a future law regulation FRT in law enforcement.

In addition to the general set of rights that apply to everyone, there are those particular to vulnerable groups. Regarding FRT, this protection is justified by the fact that they might present themselves in ways that might distort their facial features (LGBT); that they have particular facial features (ethnic minorities); or that their features change substantially over time (children) (Government of Scotland, 2018), which affects the accuracy of FRT (Dushi, 2020; European Union Agency for Fundamental Rights, 2018). One might think that children are not an issue in this discussion, as children do not commit crimes, especially the sorts of serious crimes that FRT should target. However, FRT is not only directed at perpetrators but also at victims, and children are frequent victims of the kind of serious crimes that are investigated using FRT, such as international abduction or human trafficking. Therefore, the processing of their biometric data cannot be totally banned.

Compliance and the Rule of Law

The law regulating FRT in law enforcement must implement proper measures to guarantee compliance with its requisites and thus with the rule of law. Transparency and public scrutiny are the cornerstones of compliance. These require strict control of the algorithms used and a record of how they are programmed, which data was used to train them and what training methodologies are in place. For this to occur, frequent audits must be carried out.

From a privacy perspective, a Data Protection Impact Assessment (DPIA) (Recitals 53 and 58 and Article 27 of the LED) and a consultation with the supervisory authority (Recital 96 and Article 28 of the LED) are required. Moreover, according to Article 15/e of the Convention 108+ ‘[t]he competent supervisory authorities shall be consulted on proposals for any legislative or administrative measures which provide for the processing of personal data’.28
A mechanism of checks and balances on the use of FRT should be put in place. Such a mechanism might, for instance, require approval before putting in place especially tricky facial recognition processes (such as general surveillance in public spaces), and subsequently constant monitoring. The Proposal for the EC on the uses of AI has some interesting suggestions in this regard (European Commission, 2021a). Article 5(3) of the Proposal states that FRT in public spaces for law enforcement purposes can only be done with prior authorisation from a judicial authority or an independent administrative authority, which are only supposed to authorise such actions based on the proportionality and necessity of FRT use in light of the targeted aims (although the Proposal very reasonably allows this requisite to be waived in situations of urgency).

The law must clearly state law enforcement authorities’ accountability in the use of FRT. ‘For citizens to accept and consent to certain forms of surveillance, that is to say its positive face, the state should be accountable for its actions’ (Taylor, 2002, p. 66). According to the ECFR (articles 41–44, 47–50), citizens have the right to demand respect for due process and the rule of law, including the respect for proportionality lato sensu, transparency and the granting of proper compensation in case of harm. Nevertheless, a specific provision for the use of FRT in law enforcement would have to make it clear that in cases of misuse (which must be properly defined in the law – see "Objectives and Methods" section of this paper), the perpetrators would be legally responsible.

Mechanisms to Guarantee Accuracy of FRT

Facial recognition technology algorithms never provide definitive results (yes or no), only probabilities (European Union Agency for Fundamental Rights and Council of Europe, 2018). That is, the software can never determine that two templates belong to the same person (i.e., exact matches), but only how likely they are to belong to the same person (Commission Nationale de l’Informatique et des Libertés, 2019; IJIS Institute and International Association of Chiefs of Police, 2019). From a comparison of the templates, the software will indicate the level of probability that the two templates coincide. Exceeding a threshold previously established by the system will confirm a match (Commission Nationale de l’Informatique et des Libertés, 2019). These probabilities are based on how accurate the software is.

Accuracy closely depends on the technique used, which must be state of the art (European Union Agency for Fundamental Rights, 2019). The accuracy of the algorithm is measured according to the number of false positives and false negatives. The algorithm is considered inaccurate above a given threshold.

The accuracy of FRT depends on several factors, some of which are more easily controllable than others. Even though this is more a technical issue than a legal one, a law on the use of FRT in law enforcement must establish some standard of accuracy, as a mistake derived from a lack of accuracy risks legal consequences for everyone involved (police forces and individuals). FRT failures might lead to false positives (e.g., erroneous matches in which someone is wrongly identified as a wanted person, such as inaccurate placement on a watchlist) and false negatives (e.g., a person goes undetected even though he/she is on a watchlist) (European Union Agency for Fundamental Rights, 2019). The level of certainty in the matching of images is crucial in law enforcement. An error in facial recognition regarding a person allowed to use a smartphone that works by means of facial biometric identification is troubling, but an error in the identification of a criminal is much more
concerning and can lead to outcomes such as detention (which, in the case of erroneous identification, would be unlawful) and public disclosure of the person’s identity, leading to social discredit and reputation damage.

Specific concerns involve eventual biased results, derived from the use of incomplete and/or erroneous data, that systematically harm people from ethnic minorities (Haddad, 2021). The so-called ‘black data’ problem (Ferguson, 2017, p. 131) refers to data on minorities who tend to have more contact with the police than the general population (Crutchfield et al., 2012; McGlynn-Wright et al., 2022) and thus are overrepresented in police databases (Murphy & Tong, 2020). This phenomenon ends up creating more stigmas against this already fragile section of the population, aggravating their situation regarding police forces and feeding discrimination.

The data used to train the algorithms must be accurate and up to date, as stated in Article 5(1)(d) of the LED, Article 5(1)(d) of the GDPR and Article 5/3/d of the Convention (principle of accuracy). In FRT, the data is the images used to train the algorithm, and it must be of high variety and quality. FRT is ‘trained’ to recognise faces based on a set of facial images. If a certain group is under-represented in such images, people from that group may be wrongly identified. The law must provide that the images used for training be diverse and of a reasonable number, and that they be updated periodically, because ‘[s]hould its reliability deteriorate, it will be necessary to renew the training photos and therefore ask more recent photos to be provided’ (Consultative Committee of the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data Convention 10, 2021, p. 9). Only good-quality images should be used. Different scenarios involve images of differing quality, which, in turn, conditions accuracy. In a controlled environment in which a person is set up in a particular place and under the proper light to be ‘identified’, such as a police station or airport, ex post facto identification is typically used. In contrast, in a non-controlled environment (public or semi-public spaces), random images from CCTV cameras are often used, especially images of people passing on a street, and surveillance occurs in real-time (Harwell, 2019). The law must establish different legal effects for these two types of matching, such as by demanding additional methods of identification for the latter – namely, other forms of biometric identification (fingerprints, DNA) – before any police measures are taken (Renaissance Numerique, 2020).

Prohibition of Automated Decision Making

The law regulating FRT in law enforcement should ban decisions that are made automatically based on facial recognition results. Article 11 of the LED generally forbids automated decision making, meaning any ‘decision based solely on automated processing, including profiling, which produces legal effects concerning [an individual] or similarly significantly affects him or her’. A positive result cannot lead to an automatic arrest, based solely on this technology (Consultative Committee of the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data, 2021). Any potential match must

---

29 The study refers to over-representation in genetic databases, but the same will be valid for face databases.

30 In its opinion on data processing for law enforcement, the British ICO listed some requisites for the lawfulness of FRT, among them that the images used must be clear and verifiable (Information Commissioner’s Office, 2019).
be subsequently confirmed by a human operator to prevent false positives (see the section on FRT accuracy) (IJIS Institute and International Association of Chiefs of Police, 2019). Human intervention must be an autonomous assessment and not a blind confirmation of results provided by the software (which is likely to happen when the match confirms the biases of the human operator) (European Union Agency for Fundamental Rights, 2019).

Exceptions to the prohibition of automated decision making should only take place under circumstances listed by the law, which must also provide appropriate safeguards for the rights and freedoms of the data subject.31 Such exceptions must apply ‘only where strictly necessary’ (as stated in Article 11 LED) and be based on solid arguments, whose existence must be demonstrated.

Discussion and Conclusions

Mainstream scholars object to the use of FRT in law enforcement. European institutions are also not favourable to its use.32 Paradigmatically, Wojciech Wiewiórowski, the European Data Protection Supervisor, claimed some time ago that ‘It seems that facial recognition is being promoted as a solution for a problem that does not exist’ (Wiewiórowski, 2019). This statement, however, seems to be based on the utopian belief that crime is under control. Criminals are always advancing their methods, and they are often one step ahead of law enforcement authorities, who are bound by existing law. The use of FRT might be an important tool for identifying criminals and thus reducing crime (Dushi, 2020), which is by all standards solid grounds for the restriction of rights and liberties, as it fills the ‘necessary in a democratic society’ test (Articles 8 to 11 of the ECHR on the restriction of human rights) (Council of Europe/European Court of Human Rights, 2020). However, limits must be set to avoid a shift in the surveillance paradigm from the targeted surveillance of specific individuals to, potentially, mass surveillance of everyone. The goal is to build up a legal framework where the risk of an Orwellian Big Brother is definitively excluded.

Regulation is therefore crucial. Depending on the situation, the absence of a clear legal framework could either restrict the use of this technology or lead to abuses. Neither of these outcomes is desirable.
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