SPECTRAL SPLITTING METHOD FOR NONLINEAR SCHRÖDINGER EQUATIONS WITH QUADRATIC POTENTIAL

ANDREA SACCHETTI

Abstract. In this paper we propose a modified Lie-type spectral splitting approximation where the external potential is of quadratic type. It is proved that we can approximate the solution to a one-dimensional nonlinear Schrödinger equation by solving the linear problem and treating the nonlinear term separately, with a rigorous estimate of the remainder term. Furthermore, we show by means of numerical experiments that such a modified approximation is more efficient than the standard one.

1. Introduction

In this paper we consider non-linear Schrödinger equation of the form

\[
\begin{aligned}
&i\hbar\frac{\partial \psi_t(x)}{\partial t} = \left[ -\frac{\hbar^2}{2m}\Delta + V(x) \right] \psi_t(x) + \nu|\psi_t(x)|^2\psi_t(x), \\
&\psi_{t_0}(x) = \psi_0(x), \quad \psi_t(\cdot) \in L^2(\mathbb{R}^d, dx),
\end{aligned}
\tag{1}
\]

where \( \sigma > 0 \), \( V(x) \) is a real-valued quadratic potential and \( \nu \in \mathbb{R} \). Hereafter, we assume the units such that \( 2m = 1 \) and \( \hbar = 1 \), we simply denote by \( \psi_t \) the wavefunction \( \psi_t(x) \), by \( \psi_0 \) the initial wavefunction \( \psi_0(x) \), \( \psi' = \frac{\partial \psi}{\partial x} \), \( \psi'' = \frac{\partial^2 \psi}{\partial x^2} \), etc., and \( \dot{\psi} = \frac{\partial \psi}{\partial t} \). Furthermore, we restrict our attention, for sake of simplicity, to the one-dimensional case, i.e. \( d = 1 \).

Nonlinear Schrödinger equations with a quadratic potential are a useful tool in order to describe Bose-Einstein condensates in a trapping potential [10, 14], as well as in the theory of nonlinear optics [12].

An efficient numerical treatment of such an equation is based on the Lie-type splitting approximation. The basic idea is quite simple (see, e.g., the paper [5]): suppose to consider an evolution equation

\[
\begin{aligned}
&i\dot{\psi}_t = [A + B] \psi_t, \\
&\psi_{t_0} = \psi_0, \\
&\psi_t(\cdot) \in L^2(\mathbb{R}, dx),
\end{aligned}
\tag{2}
\]

where \( A \) and \( B \) are two given operators. Let us denote by \( S^{t-t_0}\psi_0 \) the solution to [2] where \( S^{t-t_0} \) is the associated evolution operator; let us denote by \( X^{t-t_0} \) and \( Y^{t-t_0} \) the evolution operators respectively associated to the equations

\[
i\dot{\psi}_t = A\psi_t \quad \text{and} \quad i\dot{\psi}_t = B\psi_t.
\]

It is well known that, in general,

\[
S^\delta \psi_0 \neq X^\delta Y^\delta \psi_0, \quad \delta \in \mathbb{R},
\]
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but this difference may be proved, under some circumstances, to be small when $\delta$ is small. More precisely, if one fix any $T > 0$, a $\delta > 0$ small enough and a positive integer number $n$ such that $n\delta \leq T$, then the solution $\psi_t = S^{t-t_0}\psi_0$ to (2), where $t = n\delta + t_0$, can be approximated by

$$[X^\delta Y^\delta]^n \psi_0,$$

up to a remainder term that goes to zero when $\delta$ goes to zero.

In fact, a better result may be obtained by means of the Strang-type approximation where the solution $\psi_t$ to (2) is approximated by

$$[X^{\delta/2} Y^{\delta/2}]^n \psi_0.$$  

However, for sake of definiteness we restrict our analysis to the Lie-type approximation method (3).

When one applies such an approximation to the problem (1) a typical choice consists in choosing $A = -\partial^2 x^2$, i.e. the one-dimensional linear Laplacian operator, and $B = V + \nu|\psi|^2\sigma$. Here, we denote by $X^1_\delta$ and $Y^1_\delta$ the associated evolution operators. Thus, with such a choice $X^{t-t_0}_1 = e^{-iA(t-t_0)}$ is the evolution operator associated to the Laplacian and it is an integral linear operator with well known kernel function. For what concerns $Y^{t-t_0}_1$ it is the evolution operator obtained by means of the solution to the ordinary differential equation

$$\begin{cases} i\dot{w}_t = Vw_t + \nu|w_t|^{2\sigma}w_t \\ w_{t_0} = w_0 \end{cases}.$$  

We observe that $|w_t|$ is constant with respect to $t$ since $V(x)$ is a real-valued function; indeed, one can check that

$$\frac{\partial |w_t|^2}{\partial t} = \frac{\partial w_t}{\partial t} \bar{w}_t + \frac{\partial \bar{w}_t}{\partial t} w_t = -i[Vw_t + \nu|w_t|^{2\sigma}w_t]\bar{w}_t + i[V\bar{w}_t + \nu|w_t|^{2\sigma}\bar{w}_t]w_t = 0.$$  

Thus, equation (4) takes the form

$$\begin{cases} i\dot{w}_t = [V + \nu|w_0|^{2\sigma}]w_t \\ w_{t_0} = w_0 \end{cases}$$  

which has solution

$$w_t(x) = [Y^{t-t_0}_1 w_0](x) = e^{-i[V(x) + \nu|w_0(x)|^{2\sigma}](t-t_0)}w_0(x),$$  

that is $Y^{t-t_0}_1$ is a multiplication nonlinear operator such that

$$||Y^{t-t_0}_1 w_0||_{L^p} = ||w_0||_{L^p}, \forall p \in [1, +\infty].$$

Therefore, both evolution operators $X^{t-t_0}_1$ and $Y^{t-t_0}_1$ have an explicit expression. The crucial point is to give a rigorous estimate of the remaining term

$$R_1\psi_0 := S^{t-t_0}\psi_0 - [X^\delta Y^\delta]^n \psi_0.$$  

Let us recall here some rigorous results concerning the estimate of $R_1$.

In the case where the external potential is absent, i.e. $V \equiv 0$, and under some assumption on the initial state $\psi_0$ then the estimate

$$||R_1\psi_0||_{L^2} \leq C\delta,$$

for some positive constant $C = C(\psi_0, T)$, has been proved by [5, 9].
If the external potential $V$ is not identically zero then a similar estimate of the remainder term holds true provided that the Schrödinger equation is restricted to a bounded domain $U \subset \mathbb{R}^d$ and provided that its solution $\psi_t$ is such that (see, e.g. Thm. 4.3 [3])

$$\psi \in C \left( [0,T]; H^m(U) \cap H^1_0(U) \right),$$

for some $m \geq 5$.

We should also mention that a purely formal (not completely rigorous) argument (see [1]) suggests that

$$\| R_1 \psi_0 \|_{L^2(\mathbb{R})} \leq C \delta^2 e^{C \delta}$$

for some positive constant $C = C(\psi_0,T)$, provided that the potential $V(x)$ is a bounded function and $\psi_0 \in H^2(\mathbb{R})$.

We must remark that such an approach does not properly work when the potential $V(x)$ is singular, e.g. $V$ is a Dirac’s delta. In such a case the method should be modified by choosing $A = H = -\partial^2 \partial x + V$, where $H$ is the linear Schrödinger operator, and where $B = \nu |\psi|^{2\sigma}$ is the nonlinear term [13].

In this paper we prove the validity of the Lie-type approximation for a nonlinear Schrödinger equation with quadratic potential following the approach introduced by [13] in the case of singular potential. Let $X_2^\delta := e^{-iH\delta}$ be the evolution operator associated to the linear Schrödinger operator and

$$[Y_2^\delta w](x) := e^{-i\nu|w(x)|^{2\sigma}\delta} w(x).$$

(9)

If we denote by

$$R_2 \psi_0 := S_{t-t_0}^t \psi_0 - \left[X_2^\delta Y_2^\delta \right]^n \psi_0$$

(10)

the remainder term, we are going to prove that it goes to zero when $\delta$ goes to zero and $n \delta \leq T$ for any fixed $T > 0$ (see Theorem [1]). We can thus show that this method has at least as solid a theoretical basis as the one based on the approximation (7).

One must remark that approximation (7) can be implemented by means of a quite simple numerical algorithm basically independent on the shape of the potential $V(x)$; in contrast, approximation (10) is substantially useful when the evolution operator $X_2^\delta$, associated to the linear Schrödinger operator, can be efficiently computed, like in the case of a quadratic potential. On the other side, by means of numerical experiments, the approximation (10) turns out to be more accurate than the usual one (7).

The paper is organized as follows. In Section 2 we state our main result (Theorem [4]); Section 3 is devoted to the proof of Theorem [4] in Section 4 we compare the approximations (7) and (10) on test models; is Section 5 we draw the conclusions; a short Section A appendix is devoted to the Mehler’s formulas, that is to the kernel of the evolution operator $X_2^\delta$ of the linear Schrödinger operator with harmonic or inverted oscillator potential.

Hereafter $C$ denotes any positive constant which may change from line to line.
2. Main result

Let us consider the one-dimensional (i.e. \( d = 1 \)) nonlinear Schrödinger equation of the form

\[
\begin{aligned}
\frac{i}{\partial t} \psi_t &= H \psi_t + \nu |\psi_t|^{2\sigma} \psi_t, \\
\psi_{t=0} &= \psi_0
\end{aligned}
\]

where

\[
H = -\frac{\partial^2}{\partial x^2} + V(x),
\]

and

\[
V(x) = \alpha x^2
\]

is a real-valued quadratic potential for some \( \alpha \in \mathbb{R} \setminus \{0\} \). Let \( t_0 = 0 \) for the sake of definiteness.

Solutions to \((11)\) are usually studied in the space

\[
\Sigma := \{ \psi \in \mathcal{S}' : \| \psi \|_{\Sigma} := \| \psi \|_{L^2} + \| \psi' \|_{L^2} + \| x \psi \|_{L^2} < +\infty \}
\]

and the existence of a local solution to \((11)\), with the conservation of the norm

\[
\mathcal{N}(\psi_t) = \mathcal{N}(\psi_0), \quad \text{where} \quad \mathcal{N}(\psi) := \| \psi \|_{L^2},
\]

and of the energy

\[
\mathcal{E}(\psi_t) = \mathcal{E}(\psi_0), \quad \text{where} \quad \mathcal{E}(\psi) := \| \psi' \|_{L^2}^2 + \| x \psi \|_{L^2}^2 + \frac{\mu}{\sigma + 1} \| \psi \|_{L^{2\sigma+2}}^{2\sigma+2}.
\]

has been proved (see \([7,8]\)).

Solution to \((11)\) globally exists when \( \sigma < \frac{2}{3} \) and the map \( t \in \mathbb{R} \to \psi_t \in \Sigma \) is continuous provided that \( \psi_0 \in \Sigma \). On the other hand, blow-up may occur as proved by \([8]\) under some circumstances for some \( \nu < 0 \) and \( \alpha > 0 \) when \( \sigma \geq \frac{d}{2} \).

Let \( \Gamma \) be the vector space

\[
\Gamma = \{ \psi \in \mathcal{S}' : \| \psi \|_{\Gamma} := \| \psi \|_{H^2} + \| x^2 \psi \|_{L^2} < +\infty \} \subset \Sigma.
\]

Let \( X_2^\delta = e^{-iH\delta} \) be the evolution operator associated to the linear Schrödinger operator and let \( Y_2^\delta \) be the multiplication operator defined by \([2]\).

In order to compare the approximate solution \((X_2^\delta Y_2^\delta)^n \psi_0\) with the solution \( S^t \psi_0 \) for any \( t = n \delta \leq T \), where \( T > 0 \) is any fixed positive real number, we have to assume that the solution \( S^t \psi_0 \) does not blow up. We remark that the approximate solution \((X_2^\delta Y_2^\delta)^n \psi_0\) always exists; however, we have to introduce the following technical assumption: we assume that

\[
\max_{j=0,1,\ldots,n-1} \| (X_2^\delta Y_2^\delta)^{n-j-1} S^{(j+1)\delta} \psi_0 \|_{L^\infty} \leq C \quad (12)
\]

for some positive constant \( C \) depending on \( \psi_0 \) and \( T \), but independent of \( t \) and \( n \). We should remark that for each index \( j \) the vector \((X_2^\delta Y_2^\delta)^{n-j-1} S^{(j+1)\delta} \psi_0\) belongs to \( L^\infty \) because of Lemma \([3]\) and Lemma \([4]\). The technical assumption concerns the uniformity of the bound with respect to \( n \). Assumption \((12)\) is necessary when we make use of the estimate obtained in Lemma \([5]\) and its is a rather usual kind of assumption in such a contest (see, e.g., equation (2.4c) in Lemma 2.3 by \([4]\) and its application in equation (16) of the same paper, see also the assumptions of Theorem 1 by \([13]\)).

Here we state our main result.

**Theorem 1.** Let \( \sigma \geq \frac{1}{2} \); let \( T > 0 \) be any fixed positive real number and let \( \psi_0 \in \Gamma \) be such that \( S^t \psi_0 \in \Gamma \) for any \( t \in [0,T] \). Let \( \delta > 0 \) and \( n \in \mathbb{N} \) such that \( t = n \delta \leq T \).
Let (12) holds true. Then, there exists a positive constant $C := C(\psi_0, T)$ depending on $\psi_0$ and $T$ such that
\[
\left\| \left[ X_2^jY_2^j \right]^n \psi_0 - S^{n\delta}\psi_0 \right\|_{L^2} \leq C|\nu|.
\] (13)

**Remark 1.** In fact, we expect that such a result may be extended to subquadratic potentials $V(x) \in C^\infty(\mathbb{R})$ such that $\left\| \frac{\partial^r V(x)}{\partial x^r} \right\|_{L^\infty} \leq C$ as soon as $r \geq 2$. Also the extension to an higher dimension $d \geq 2$ could be considered, too. However, in both two cases we have to face some problems: e.g. the proof of Lemma 3 is based on the explicit expression of the propagator $X^t$ of the linear Schrödinger operator. Some results [9] concerning the generalized Mehler’s formula could be the basis for such an extension. However, we don’t dwell here on the details concerning these two generalizations.

3. Proof of Theorem [1]

Hereafter, in this Section we simply denote $X_2$ and $Y_2$ respectively by $X$ and $Y$.

3.1. Preliminary results. We require some preliminary Lemmas and Remarks.

**Lemma 1.** $\Gamma \subseteq L^p$ for any $p \in [1, +\infty]$. In particular
\[
\|w\|_{L^1(\mathbb{R})} \leq C \left[ \|x^2w\|_{L^2(\mathbb{R})} + \|w\|_{L^2(\mathbb{R})} \right],
\] (14)
where $C = (2^5/3)^{1/8}$.

**Proof.** The statement $\Gamma \subseteq L^p$ holds true for $p = +\infty$ by making use of the Gagliardo-Nirenberg inequality:
\[
\|w\|_{L^\infty} \leq C\|w\|_{L^1}^{\frac{1}{2}}\|w\|_{L^2}^{\frac{1}{2}} \leq C\|w\|_{L^1}.
\]
If we are able to prove that the statement holds true for $p = +1$ too, then the Riesz-Thorin interpolation Theorem prove the statement for any $p \in [1, +\infty]$. In order to prove the statement when $p = +1$ we observe that for any $R > 0$
\[
\|w\|_{L^1(\mathbb{R})} = \left[ \int_{-\infty}^{-R} |w(x)|dx + \int_{+R}^{+\infty} |w(x)|dx + \int_{-R}^{+R} |w(x)|dx \right]
\]
\[
= \left[ \int_{-\infty}^{-R} \frac{1}{x^2}x^2|w(x)|dx + \int_{+R}^{+\infty} \frac{1}{x^2}x^2|w(x)|dx + \int_{-R}^{+R} |w(x)|dx \right]
\]
\[
= \langle x^{-2}, x^2w \rangle_{L^2(-\infty,-R)} + \langle x^{-2}, x^2w \rangle_{L^2(R,\infty)} + \langle 1, |w| \rangle_{L^2(-R,+R)}
\]
\[
\leq \frac{2}{\sqrt{3}} R^{-3/2}\|x^2w\|_{L^2(\mathbb{R})} + \sqrt{2R}\|w\|_{L^2(\mathbb{R})} < +\infty
\]
from the Hölder’s inequality. Hence, (14) follows for $R = (2/3)^{1/4}$. \hfill \Box

**Remark 2.** From Lemma [7] it follows that
\[
\|w\|_{L^1} \leq C\|w\|_{L^1}.
\]

The following result holds true

**Lemma 2.** Let $w \in \Gamma$ then
\[
\|e^{-iHt}w - w\|_{L^2} \leq C|t|\|w\|_{L^2}
\]
where $C = \max[1, |\alpha|]$. 

Proof. Indeed, since \( w \in \Gamma \subset D \) where \( D \) is the self-adjointness domain of \( H \), then the evolution \( v_t(x) := [e^{-itH}w](x) \in D \) is such that

\[
\|e^{-itH}w - w\|_{L^2} = \|v_t - v_0\|_{L^2} = \left\| \int_0^t \dot{v}_s \, ds \right\|_{L^2} = \left\| \int_0^t iHv_s \, ds \right\|_{L^2} = \left\| \int_0^t iHe^{-itH}wdt \right\|_{L^2} \leq |t| \|Hw\|_{L^2} \leq |t| \left[ \|w''\|_{L^2} + |\alpha| \|x^2w\|_{L^2} \right],
\]

since the two operators \( H \) and \( e^{-itH} \) commute: \([H, e^{-itH}] = 0\). \( \square \)

Furthermore, we have that

**Lemma 3.** Let \( w \in \Gamma \), then \( X^t w \in \Gamma \) for any \( t \in [0, T] \). In particular:

\[
\|X^t w\|_{\Gamma} \leq C \|w\|_{\Gamma}, \tag{15}
\]

for some positive constant \( C > 0 \) independent of \( t \) and \( w \).

**Proof.** Assume, for argument’s sake, that \( \alpha = +\frac{1}{2} \omega^2 \). Now, let \( a > 0 \) be fixed and small enough, and let us consider, at first, the case where \( a \leq |t - n\frac{\pi}{2}| \leq \frac{\pi}{2} - a, \quad n \in \mathbb{Z} \). Let us recall that

\[
(X^t w)(x) := [e^{-itH}w](x) = \int_{\mathbb{R}} K_{HO}(x, y, t) w(y)dy = \sqrt{\frac{\omega}{4\pi i \sin(\omega t)}} \int_{\mathbb{R}} e^{i\frac{\omega}{4\pi i \sin(\omega t)}((x^2+y^2) \cos(\omega t) - 2xy)} w(y)dy
\]

from the Mehler’s formula \([28]\). Hence, for any positive integer \( n \)

\[
x^n [e^{-itH}w](x) = \sqrt{\frac{\omega}{4\pi i \sin(\omega t)}} \int_{\mathbb{R}} x^n e^{i\frac{\omega}{4\pi i \sin(\omega t)}((x^2+y^2) \cos(\omega t) - 2xy)} w(y)dy = \frac{1}{\sqrt{2\pi}} \left[ i2 \sin(\omega t) \right]^{\frac{\omega}{2\omega}} e^{i\frac{\omega^2 i \sin(\omega t)}{4\pi \sin(\omega t)}} \int_{\mathbb{R}} e^{-i\frac{\omega^2 i \sin(\omega t)}{4\pi \sin(\omega t)} y} \frac{\partial^n}{\partial y^n} \left[ e^{\frac{\omega^2 i \sin(\omega t)}{4\pi \sin(\omega t)} y} w(y) \right] dy
\]

In particular, for \( n = 1 \) and \( n = 2 \) it turns out that

\[
x [e^{-itH}w](x) = \int_{\mathbb{R}} K_{HO}(x, y, t) [a_1(t)yw(y) + b_1(t)w'(y)] dy = \{e^{-itH} [a_1(t)yw(y) + b_1(t)w'(y)] \} (x)
\]

\[
x^2 [e^{-itH}w](x) = \int_{\mathbb{R}} K_{HO}(x, y, t) [a_2(t)y^2w(y) + b_2(t)yw'(y) + c_2(t)w''(y)] dy = \{e^{-itH} [a_2(t)y^2w(y) + b_2(t)yw'(y) + c_2(t)w''(y)] \} (x)
\]

for some bounded functions \( a_1(t), b_1(t), a_2(t), b_2(t) \) and \( c_2(t) \) since \( a \leq |t - n\frac{\pi}{2}| \leq \frac{\pi}{2} - a. \) Then, we can conclude that

\[
\|x [e^{-itH}w]\|_{L^2} \leq |a_1(t)| \|yw\|_{L^2} + |b_1(t)| \|w'\|_{L^2} \leq C \|w\|_{\Gamma},
\]

\[
\|x^2 [e^{-itH}w]\|_{L^2} \leq |a_2(t)| \|y^2w\|_{L^2} + |b_2(t)| \|yw'\|_{L^2} + |c_2(t)| \|w''\|_{L^2} \leq C \|w\|_{\Gamma}
\]

for some \( C \) since

\[
\|yw\|_{L^2} \leq \|w\|_{L^2} \|y^2w\|_{L^2}^{1/2}
\]
and

\[ \|yw'\|_{L^2} \leq \frac{1}{2} \left[ \|y^2w\|_{L^2} + \|w''\|_{L^2} \right]. \]

Indeed, the last inequality follows by observing that

\[ \|yw'\|_{L^2}^2 = \langle yw', yw' \rangle = -\langle 2yw', w \rangle - \langle y^2w'', w \rangle \]

and thus

\[ \|yw'\|_{L^2}^2 \leq 2\|yw''\|_{L^2} \|w\|_{L^2} + \|w''\|_{L^2} \|y^2w\|_{L^2}. \]

Similarly, if one notices that

\[ \frac{\partial}{\partial x} \left[ e^{-itH}w \right] (x) = a_3(t)x \left[ e^{-itH}w \right] (x) + b_3(t) \left[ e^{-itH}xw \right] (x) \]

for some bounded functions \(a_3(t)\) and \(b_3(t)\), then the same arguments as above prove that

\[ \left\| \frac{\partial^2}{\partial x^2} \left[ e^{-itH}w \right] \right\|_{L^2} \leq C\|w\|_\Gamma \]

for some \(C > 0\).

Now, one can check that (15) holds true for any \(t\); indeed if \(t\) is such that \(|t| < a\) then we observe that

\[ e^{-itH}w = e^{iaH}e^{-i(t+a)H}w \]

from which, since \(a \leq |t+a| \leq \frac{\pi}{\omega} - a\) if \(0 < t < a\) and \(a\) is small enough,

\[ \left\| e^{-itH}w \right\|_\Gamma = \left\| e^{iaH}e^{-i(t+a)H}w \right\|_\Gamma \leq C \left\| e^{-i(t+a)H}w \right\|_\Gamma \leq C^2 \|w\|_\Gamma. \]

The case \(|t - n\frac{\pi}{\omega}| < a, n \in \mathbb{Z}\), follows in the same way, too.

Eventually, the case \(\alpha = -\frac{1}{4}\omega^2 < 0\) is similarly treated by making use of (29). \(\square\)

Concerning the evolution operator

\[ (Y^tw)(x) := e^{-i\nu|w(x)|^2\sigma t}w(x), \]

we recall that

\[ \|Y^tw\|_{L^p} = \|w\|_{L^p}, \forall p \in [1, +\infty]. \]

Furthermore:

**Lemma 4.** Let \(w \in \Gamma\), then \(Y^tw \in \Gamma\) for any \(t\); in particular

\[ \|Y^tw\|_\Gamma \leq \left[ 1 + C|\nu t| \|w\|_{L^\infty}^2 \right] \|w\|_\Gamma. \]

for some positive constant \(C > 0\) independent of \(t\) and \(w\).

**Proof.** A straightforward calculation proves that

\[ \|x^2Y^tw\|_{L^2} = \|x^2w\|_{L^2} \]

and that

\[ \left\| \frac{\partial^2 Y^tw}{\partial x^2} \right\|_{L^2} \leq \left[ 1 + C|\nu t| \|w\|_{L^\infty}^2 \right] \|w\|_{H^2}. \] (16)
Indeed,
\[
\left\| \frac{\partial^2 Y^t w}{\partial x^2} \right\|_{L^2} \leq \| w'' \|_{L^2} + C \left[ |\nu t| \| w^{2\sigma} w'' \|_{L^2} + \nu^2 t^2 \| w^{4\sigma - 1} (w')^2 \|_{L^2} + |\nu t| \| w^{2\sigma - 1} (w')^2 \|_{L^2} \right]
\]
\[
\leq \| w'' \|_{L^2} + C \left[ |\nu t| \| w \|_{L^\infty}^{2\sigma} \| w'' \|_{L^2} + \nu^2 t^2 \| w \|_{L^\infty}^{4\sigma - 1} \| (w')^2 \|_{L^2} + |\nu t| \| w \|_{L^\infty}^{2\sigma - 1} \| (w')^2 \|_{L^2} \right]
\]
since \( \sigma \geq 1/2 \). Concerning the term \( \| (w')^2 \|_{L^2} \) we have that
\[
\| (w')^2 \|_{L^2}^2 = \left| \int (w')^2 (w')^2 \, dx \right| = - \int w \left[ 2w' w'' + w'' (w')^2 \right] \, dx
\]
\[
\leq 3 \| w \|_{L^\infty} \int |w''| |w'|^2 \, dx \leq C \| w \|_{L^\infty} \| w'' \|_{L^2} \| (w')^2 \|_{L^2} ;
\]
hence
\[
\| (w')^2 \|_{L^2} \leq C \| w \|_{L^\infty} \| w'' \|_{L^2} .
\]
Thus, we conclude that
\[
\left\| \frac{\partial^2 Y^t w}{\partial x^2} \right\|_{L^2} \leq \| w'' \|_{L^2} + C \left[ 2|\nu t| \| w \|_{L^\infty}^{2\sigma} + \nu^2 t^2 \| w \|_{L^\infty}^{4\sigma - 1} \right] \| w'' \|_{L^2}
\]
from which (16) follows.

The evolution operator \( Y^t \) satisfies to the Lipschitz condition, too (see Lemmas 2 and 3 [13]).

**Lemma 5.** Let \( w_1, w_2 \in L^2 \cap L^\infty \) and let
\[
M := \max \left( \| w_1 \|_{L^\infty}, \| w_2 \|_{L^\infty} \right).
\]
Then,
\[
\| Y^t w_1 - Y^t w_2 \|_{L^2} \leq \left[ 1 + 2\sigma |\nu t| M^{2\sigma - 1} \right] \| w_1 - w_2 \|_{L^2} .
\]

**Remark 3.** Since the linear operator \( X^t := e^{-itH} \) is unitary from \( L^2 \) to \( L^2 \) then the Lipschitz condition
\[
\| X^t Y^t w_1 - X^t Y^t w_2 \|_{L^2} \leq \left[ 1 + 2\sigma |\nu t| M^{2\sigma - 1} \right] \| w_1 - w_2 \|_{L^2}
\]
holds true.

Finally,

**Lemma 6.** Let \( F(w) := |w|^{2\sigma} w, w \in \Gamma, \) then \( F(w) \in \Gamma; \) in particular
\[
\| F(w) \|_{\Gamma} \leq C \| w \|_{L^\infty}^{2\sigma} \| w \|_{\Gamma},
\]
for some positive constant \( C > 0 \) independent of \( w \).

**Proof.** At first we consider
\[
\| x^2 F(w) \|_{L^2} = \| x^2 |w|^{2\sigma} w \|_{L^2} \leq \| w \|_{L^\infty}^{2\sigma} \| x^2 w \|_{L^2} \leq \| w \|_{L^\infty}^{2\sigma} \| w \|_{\Gamma}
\]
and then, similarly,
\[
\left\| \frac{\partial^2 F(w)}{\partial x^2} \right\|_{L^2} \leq C \left[ \| w \|_{L^\infty}^{2\sigma} \| w'' \|_{L^2} + \| w \|_{L^\infty}^{2\sigma - 1} \| (w')^2 \|_{L^2} \right] \leq C \| w \|_{L^\infty}^{2\sigma} \| w'' \|_{L^2}
\]
since (17).
Remark 4. Finally, we recall here some previous technical results. In particular in Lemma 4 by [13] we proved that

\[ \|F(w_1) - F(w_2)\|_{L^2} \leq (2\sigma + 1)M^{2\sigma}\|w_1 - w_2\|_{L^2}, \]  

(18)

where \( M = \max \{\|w_1\|_{L^\infty}, \|w_2\|_{L^\infty}\} \).

3.2. Estimate of the remainder term. Now, let \( S^t \) be the evolution operator associated to the Cauchy problem \([11]\); it satisfies to the mild equation

\[ \psi_t = S^t\psi_0 = X^t\psi_0 - i\nu \int_0^t X^{t-s} |\psi_s|^2 \psi_s ds \]

\[ = X^t\psi_0 - i\nu \int_0^t X^{t-s} F[S^s(\psi_0)] ds. \]

Now, we are going to compare \( S^t \psi_0 \) with \( X^t Y^t \psi_0 \) where \( Y^t \) satisfies to the mild equation

\[ Y^t \psi_0 = \psi_0 - i\nu \int_0^t F[Y^s(\psi_0)] ds. \]

Then, we prove that

Theorem 2. Let \( w \in \Gamma \) and let \( T > 0 \) be fixed, then

\[ \|S^t w - X^t Y^t w\|_{L^2} \leq |\nu| C_2 T^2 e^{C_1 t}, \forall t \in [0, T], \]

where \( C_1 \) and \( C_2 \) are two positive constants given by:

\[ C_1 := C_1(w, t) = |\nu|(2\sigma + 1) \max_{s \in [0, t]} \left\{ \max \{\|S^s w\|_{L^\infty}, \|X^s Y^s w\|_{L^\infty}\} \right\}^{2\sigma+1}, \]  

(19)

and

\[ C_2 := C_2(w) = C \|w\|_{\Gamma}^{2\sigma+1} \max \left\{ 1, T^2 \|w\|_{\Gamma}^{1\sigma} \right\}^{2\sigma+1}, \]  

(20)

where \( C > 0 \) is a positive constant independent of \( w, t, \nu \) and \( T \).

Remark 5. Indeed, if we assume that \( S^s(w) \) does not blow up for \( s \in [0, T] \) then \( \|S^s(w)\|_{L^\infty} \) is uniformly bounded on time; furthermore, from Lemmas 3 and 4 we already known that

\[ \|X^s Y^s w\|_{L^\infty} \leq \|X^s Y^s w\|_{\Gamma} \leq C \|Y^s w\|_{\Gamma}, \]

\[ \leq C \left[ 1 + C |s\nu\|_{L^\infty}^{2\sigma+1} \right] \|w\|_{\Gamma}. \]

Hence \( C_1(w) < +\infty \).

Proof. Let \( w \in \Gamma \), then we have that

\[ S^t w - X^t Y^t w = -i\nu \left[ \int_0^t X^{t-s} F[S^s(w)] ds - \int_0^t X^t F[Y^s(w)] ds \right] \]

\[ = -i\nu \int_0^t X^{t-s} \{ F[S^s(w)] - F[X^s Y^s(w)] \} ds + R(t, w) \]  

(21)

where

\[ \mathcal{R}(t, w) = -i\nu \int_0^t X^{t-s} \mathcal{R}_1(s, w) ds \]

and

\[ \mathcal{R}_1(s, w) = F[X^s Y^s w] - X^s F[Y^s(w)]. \]
Lemma 7. Let 
\[ M_s := \max \left[ \| X^s Y^s w \|_{L^\infty}, \| Y^s w \|_\Gamma \right]. \]

Then 
\[ \| R_I(s, w) \|_{L^2} \leq C|s| M_s^{2\sigma} \max \left[ 1, s^{2\nu^2} M_s^{4\sigma} \right] \| w \|_\Gamma \]

for some positive constant \( C > 0 \) independent of \( s, \nu \) and \( w \).

Proof. Indeed, 
\[ \| R_I(s, w) \|_{L^2} = \| F [X^s Y^s w] - X^s F [Y^s w] \|_{L^2} \leq \| F [X^s Y^s w] - F [Y^s w] \|_{L^2} + \| X^s F [Y^s w] - F [Y^s w] \|_{L^2} \]

where from (18) and from Lemma 2 it follows that 
\[ \| F [X^s Y^s w] - F [Y^s w] \|_{L^2} \leq (2\sigma + 1) M_s^{2\sigma} \| X^s Y^s w - Y^s w \|_{L^2} \leq (2\sigma + 1) M_s^{2\sigma} C|s| \| Y^s w \|_\Gamma. \]

Concerning the other term we apply, at first, Lemma 2 and then Lemma 6 obtaining that
\[ \| X^s F [Y^s w] - F [Y^s w] \|_{L^2} \leq C|s| \| F [Y^s w] \|_\Gamma \leq C|s| \| Y^s w \|_{L^\infty} \| Y^s w \|_\Gamma \]

Hence, we have proved that 
\[ \| R_I \|_{L^2} \leq C|s| M_s^{2\sigma} \| Y^s w \|_\Gamma. \]

From this result and from Lemma 4 the proof follows. \( \square \)

Remark 6. From Remark 5 it follows that 
\[ M_s \leq \max \left[ 1 + C|s\nu| \| w \|_{L^\infty}^{2\sigma} \right]^2 \| w \|_\Gamma. \]

Thus 
\[ \| R_I(s, w) \|_{L^2} \leq C|s| \max \left[ 1, s^{2\nu^2} \| w \|_{L^\infty}^{4\sigma} \right]^{2\sigma+1} \| w \|_\Gamma^{2\sigma+1} \]

for some positive constant \( C > 0 \) independent of \( s \) and \( w \).

Then, an estimate of the term \( R \) will follow

Lemma 8. Let \( w \in \Gamma \), then 
\[ \| R(t, w) \|_{L^2} \leq |\nu| C_2(w) t^2. \]

Proof. Indeed, let \( t \geq 0 \) for argument’s sake; then:
\[ \| R(t, w) \|_{L^2} \leq |\nu| \int_0^t \| X^{t-s} R_I(s, w) \|_{L^2} ds \]
\[ \leq |\nu| \int_0^t \| R_I(s, w) \|_{L^2} ds \]
\[ \leq |\nu| \int_0^t C|s| \max \left[ 1, s^{2\nu^2} \| w \|_{L^\infty}^{4\sigma} \right]^{2\sigma+1} \| w \|_\Gamma^{2\sigma+1} ds \]

from which the Lemma follows. \( \square \)
Now, we are ready to estimate the difference \[21\]:

\[
\|S^t w - X^t Y^t w\|_{L^2} \leq |\nu| \int_0^t \left\| X^{t-s} \left\{ F[S^s w] - F[X^{s} Y^{s} w] \right\} \right\|_{L^2} ds + \|\mathcal{R}(t, w)\|_{L^2}
\]

\[
\leq |\nu| \int_0^t \left\| F[S^s w] - F[X^{s} Y^{s} w] \right\|_{L^2} ds + \|\mathcal{R}(t, w)\|_{L^2}
\]

\[
\leq |\nu|(2\sigma + 1) \int_0^t \max \left\{ \|S^s w\|_{L^\infty}, \|X^{s} Y^{s} w\|_{L^\infty}\right\}^{2\sigma} \|S^s w - X^{s} Y^{s} w\|_{L^2} ds + \|\mathcal{R}(t, w)\|_{L^2}
\]

\[
\leq C_1(w, t) \int_0^t \|S^s w - X^{s} Y^{s} w\|_{L^2} ds + |\nu| C_2(w) t^2
\]

from Remark \[1\] recalling that $X^t$ is an unitary operator on $L^2$ and where $C_1(w, t)$ and $C_2(w)$ are respectively defined by \[19\] and \[20\]. That is

\[
y(t) \leq C_1 \int_0^t y(s) ds + |\nu| C_2 t^2, \ t \in [0, T],
\]

where we set

\[
y(t) := \|S^t w - X^t Y^t w\|_{L^2}.
\]

Thus, the Gronwall’s Lemma implies that

\[
y(t) \leq |\nu| C_2 t^2 e^{C_1 t}, \ \forall t \in [0, T].
\]

and Theorem \[2\] is so proved. \qed

Finally, we can conclude the proof of Theorem \[1\]. Let us fix $t \leq T$, let $\delta > 0$ small enough and let $n \in \mathbb{N}$ such that $t = n\delta$, let $Z^\delta = X^\delta Y^{-\delta}$; then, the triangle inequality yields to

\[
\left\| (Z^\delta)^n \psi_0 - S^{n\delta} \psi_0 \right\|_{L^2} = \left\| \sum_{j=0}^{n-1} \left[ (Z^\delta)^{(n-j-1)} Z^\delta S^{j\delta} \psi_0 - (Z^\delta)^{(n-j-1)} S^{(j+1)\delta} \psi_0 \right] \right\|_{L^2}
\]

\[
\leq \sum_{j=0}^{n-1} \left\| Z^\delta (Z^\delta)^{(n-j-1)} S^{j\delta} \psi_0 - Z^\delta (Z^\delta)^{(n-j-2)} S^{(j+1)\delta} \psi_0 \right\|_{L^2}.
\]

From this inequality, by making use of Lemma \[5\], Remark \[3\] and Theorem \[2\], it follows that

\[
c_{n-j-1, j} := \left\| Z^\delta (Z^\delta)^{(n-j-1)} S^{j\delta} \psi_0 - Z^\delta (Z^\delta)^{(n-j-2)} S^{(j+1)\delta} \psi_0 \right\|_{L^2}
\]

\[
\leq [1 + 2|\nu|\delta C^{2\sigma-1}] c_{n-j-2, j}
\]

\[
\leq [1 + 2|\nu|\delta C^{2\sigma-1}]^{n-j-1} c_{0, j}
\]

for some positive constant $C$ independent of $n$ since \[12\]. Therefore, we have proved that

\[
\left\| (Z^\delta)^n \psi_0 - S^{n\delta} \psi_0 \right\|_{L^2} \leq \sum_{j=0}^{n-1} [1 + 2|\nu|\delta C^{2\sigma-1}]^{n-j-1} \left\| Z^\delta S^{j\delta} \psi_0 - S^{(j+1)\delta} \psi_0 \right\|_{L^2}
\]

\[
\leq \sum_{j=0}^{n-1} [1 + 2|\nu|\delta C^{2\sigma-1}]^{n-j-1} |\nu| C_{2, j} \delta^2 e^{C_{1, j} \delta}
\]
where
\[ C_{2,j} := C_2(S_j^\delta \psi_0) = C\|S_j^\delta \psi_0\|_\Gamma^{2\sigma+1}\max \left[ 1, T^2\nu^2 \|S_j^\delta \psi_0\|_\Gamma \right]^{2\sigma+1} \]
\[ C_{1,j} := C_1(S_j^\delta \psi_0, \delta) = |\nu|(2\sigma + 1) \max_{s \in [0, \delta]} \left\{ \max \left[ \|S_j^{(j+1)\delta} \psi_0\|_{L^\infty}, \|Z^sS_j^\delta \psi_0\|_{L^\infty} \right] \right\}. \]

From Lemma 3 and Lemma 4 then it follows that
\[ \|Z^sS_j^\delta \psi_0\|_{L^\infty} \leq \|Z^sS_j^\delta \psi_0\|_\Gamma \leq C \max \left[ 1, \nu^2\delta^2 \|S_j^\delta \psi_0\|_{L^\infty}^{4\sigma} \right] \|S_j^\delta \psi_0\|_\Gamma \]
and that
\[ \|S_j^{(j+1)\delta} \psi_0\|_{L^\infty} \leq C \|S_j^{(j+1)\delta} \psi_0\|_\Gamma. \]

Since we assume that the solution \( S^t\psi_0 \in \Gamma \) for any \( t \leq T \) then we can conclude that
\[ C_{1,j} , C_{2,j} \leq C_3 , \forall j = 0, 1, \ldots, n - 1 , \]
for some positive constant \( C_3 := C_3(T, \psi_0) > 0 \). Hence,
\[ \left\| (Z^\delta)^n \psi_0 - S^n\delta \psi_0 \right\|_{L^2} \leq C|\nu|\delta^2 \sum_{j=0}^{n-1} [1 + 2\sigma|\nu\delta|C^{2\sigma-1}]^{n-j-1} C_3eC_3\delta \]
\[ \leq C\delta|\nu|t, \ t = n\delta < T , \]
from which the proof of Theorem 1 follows.

### 4. Numerical Experiments

For any fixed \( t \) we numerically compute the approximate solutions
\[ \psi_{t,j} = [X_j^\delta Y_j^\delta]^n \psi_0 \]
for different values of \( n \) where \( \delta = \frac{\nu}{n} ; \psi_j = [X_j^\delta Y_j^\delta]^n \psi_0, j = 1, 2 \), where \( X_j^\delta \) is the evolution operator associated to \( -\frac{\partial^2}{\partial x^2} + V \), \( Y_j^\delta \) is the evolution operator associated to the differential equation \( i\dot{\psi} = V\psi + \nu|\psi|^{2\sigma}\psi \) and \( Y_2^\delta \) is the evolution operator associated to the differential equation \( i\dot{\psi}_t = \nu|\psi_t|^{2\sigma}\psi_t \). We consider the harmonic oscillator potential where \( V(x) = +\frac{1}{2}\omega^2x^2 \) and the inverted oscillator potential where \( V(x) = -\frac{1}{2}\omega^2x^2 \). In both cases we consider the focusing (where \( \nu < 0 \)) and defocusing (where \( \nu > 0 \)) nonlinearity.

In this Section, for simplicity’s sake, let us drop out the index \( t \), i.e. \( \psi_t = \psi \), \( \psi_{t,j} = \psi_j \), and so on. For argument’s sake the initial wavefunction is a Gaussian function
\[ \psi_0(x) = \frac{1}{\sqrt{2\pi s^2}}e^{-\frac{(x-x_0)^2}{2s^2} + iv_0 x} \]
where
\[ x_0 = -3, \ v_0 = 2 \text{ and } s = 0.5 . \]

We compare in numerical experiments the rate of convergence of the numerical solutions \( \psi_j \). More precisely, we compare the probability densities
\[ \rho_j(x) = |\psi_j(x)|^2, \ j = 1, 2 , \]
and the expectation value of the position observable
\[ \langle x \rangle_j := \langle \psi_j, x \psi_j \rangle_{L^2}, \quad j = 1, 2, \]
for a fixed value of \( t \).

We recall that the evolution operators \( Y^\delta_1 \) and \( Y^\delta_2 \) are the multiplication operators \( [0] \) and \( [1] \); \( X^\delta_1 \) and \( X^\delta_2 \) are the integral operators \( (25), (27) \) and \( (29) \). Since the evolution operators \( X^\delta_j \) are integral operators then we numerically compute the integral on a large enough fixed interval \([x_{\min}, x_{\max}]\) by dividing it in \( m \) intervals with the same amplitude \( \frac{x_{\max} - x_{\min}}{m} \), that is \( m \) is the number of points of the mesh.

Let \( \psi_{j}^{n,m} \) be the numerical solutions given by the vector \( (X_j^\delta Y_j^\delta)^n \psi_0) (x_\ell) \), where \( x_\ell = x_{\min} + \ell \frac{x_{\max} - x_{\min}}{m} \) for \( \ell = 0, 1, \ldots, m \).

If we denote by \( \psi_{j}^{\infty} \) and \( \rho_{j}^{\infty} \) the values of \( \psi_{j}^{n,m} \) and \( \rho_{j}^{n,m} \), \( j = 1, 2 \), where \( n \) and \( m \) are the largest values considered in the numerical experiment, then we are going to estimate the quantities
\[ \Delta_{j}^{n,m} = \max_{\ell=0,1,\ldots,m} |\rho_{j}^{\infty}(x_\ell) - \rho_{j}^{n,m}(x_\ell)|, \quad j = 1, 2, \]
for different values of \( n \) and \( m \). Furthermore, we consider also the difference
\[ \delta^{n,m} := \max_{\ell=0,1,\ldots,m} |\rho_{1}^{n,m}(x_\ell) - \rho_{2}^{n,m}(x_\ell)|. \]

Finally, we compare also the exact expected value of the position observable
\[ \langle x \rangle_j^{t} = \langle \psi_j, x \psi_j \rangle_{L^2} \]
with the ones \( \langle x \rangle_j^{t} = \langle \psi_j, x \psi_j \rangle_{L^2} \), \( j = 1, 2 \), obtained with the two approximate solutions. In fact, Ehrenfest’s Theorem for nonlinear Schrödinger equations does not generically hold true in the usual form, but when one considers the position \( x \) and momentum \( p \) observables we still have that
\[ \frac{d \langle x \rangle^{t}}{dt} = \frac{1}{m} \langle p \rangle^{t} \quad \text{and} \quad \frac{d \langle p \rangle^{t}}{dt} = -\langle \frac{dV}{dx} \rangle_{L^2}^{t} \]
where
\[ \langle p \rangle^{t} = -i \left\langle \psi_{t}, \frac{\partial \psi_{t}}{\partial x} \right\rangle_{L^2} \quad \text{and} \quad \left\langle \frac{dV}{dx} \right\rangle_{L^2}^{t} = \left\langle \psi_{t}, \frac{dV}{dx} \psi_{t} \right\rangle_{L^2}. \]
In particular, since \( m = \frac{1}{2} \) and \( V(x) = \alpha x^2 \) then \( \langle x \rangle^{t} \) is solution to the differential equation
\[ \begin{cases} \frac{d^2 \langle x \rangle^{t}}{dt^2} + \alpha \langle x \rangle^{t} = 0 \\ \langle x \rangle^{0} = x_{0} \quad \text{and} \quad \frac{d \langle x \rangle^{t}}{dt} \bigg|_{t=0} = 2\langle p \rangle^{0} = 2v_{0} \end{cases} \]
Thus
\[ \langle x \rangle^{t} = \begin{cases} x_{0} \cos(\omega t) + \frac{2v_{0}}{\omega} \sin(\omega t) & \text{if } \alpha = +\frac{1}{4} \omega^2 \\ x_{0} \cosh(\omega t) + \frac{2v_{0}}{\omega} \sinh(\omega t) & \text{if } \alpha = -\frac{1}{4} \omega^2 \end{cases}. \quad (23) \]

4.1. Harmonic oscillator. In such an experiment let
\[ \omega = 1, \quad \sigma = 1 \quad \text{and} \quad t = 10. \]

We numerically compute the integral operators \( X^\delta_1 \) and \( X^\delta_2 \) where the integral domain is restricted to the interval \([x_{\min}, x_{\max}]\) where
\[ x_{\min} = -50 \quad \text{and} \quad x_{\max} = +50. \]
In Table 1, we collect the difference $\Delta_j^{n,m}$ between $\rho_j^{n,m}$ and $\rho_j^{\infty}$, the ratio $\Delta_j^{n,m}/\Delta_j^{\infty}$, the difference $\delta_j^{n,m}$ between $\rho_j^{n,m}$ and $\rho_j^{\infty}$ and, finally, the expectation values $\langle x \rangle_1^t$ and $\langle x \rangle_2^t$ for different values of $n$ and $m$ and for $t = 3$. It turns out that the values obtained in correspondence of the approximation $\psi_j^3$ become rapidly stable even for $n$ and $m$ not particularly large; in particular the expectation value $\langle x \rangle_2^3$ is practically constant, while the expectation value $\langle x \rangle_1^3$ slowly converges to its final value.

4.1.2. Focusing nonlinearity. We fix

$$\nu = -10.$$ 

In this case the numerical experiment shows that the upper bound concerning the difference between the two probability densities $\rho_1^{\infty}$ and $\rho_2^{\infty}$ is of the same order of $[24]$ since

$$\max_x |\rho_1^{\infty} - \rho_2^{\infty}| = 0.040,$$  

and in Figure 4 - right hand side - we plot the graph of the function $\rho_2^{\infty}$. In Table 2 we collect the difference $\Delta_j^{n,m}$ between $\rho_j^{n,m}$ and $\rho_j^{\infty}$, the ratio $\Delta_j^{n,m}/\Delta_j^{\infty}$, the difference $\delta_j^{n,m}$ between $\rho_j^{n,m}$ and $\rho_j^{\infty}$ and, finally, the expectation values $\langle x \rangle_1^t$ and $\langle x \rangle_2^t$ for different values of $n$ and $m$ and for $t = 3$. It turns out that the values for the expectation values coincide with the ones obtained in defocusing case; even in this case the numerical experiment shows that the upper bound concerning the difference between the two probability densities $\rho_1^{\infty}$ and $\rho_2^{\infty}$ is of the same order of $[24]$. 

| $n$ | $m$ | $\Delta_j^{n,m}$ | $\Delta_j^{\infty}$ | $\Delta_j^{n,m}/\Delta_j^{\infty}$ | $\delta_j^{n,m}$ | $\langle x \rangle_1^3$ | $\langle x \rangle_2^3$ |
|-----|-----|------------------|---------------------|--------------------------|------------------|------------------|------------------|
| 60  | 2000| 0.31             | 0.58                | 0.16                     | 0.14             | 0.34             | 0.34             |
| 90  | 3000| 0.12             | 0.94                | 0.08                     | 0.22             | 0.34             | 0.34             |
| 120 | 4000| 0.057            | 0.60                | 0.070                    | 0.26             | 0.34             | 0.34             |
| 150 | 5000| 0.048            | 0.56                | 0.055                    | 0.28             | 0.34             | 0.34             |
| 180 | 6000| 0.032            | 0.53                | 0.044                    | 0.29             | 0.34             | 0.34             |
| 210 | 7000| 0.020            | 0.51                | 0.037                    | 0.30             | 0.34             | 0.34             |
| 240 | 8000| 0.0011           | 0.53                | 0.032                    | 0.30             | 0.34             | 0.34             |
| 270 | 9000| 0.00049          | 0.55                | 0.028                    | 0.31             | 0.34             | 0.34             |

The indexes $n$ and $m$ respectively run from 60 to 240 and from 2000 to 8000; we denote by $\psi_j^3 = \psi_j^{300,10000}$ the corresponding numerical solution obtained when $n = 300$, and thus $\delta = \frac{1}{30}$, and $m = 10000$. 

4.1.1. Defocusing nonlinearity. We fix

$$\nu = +10.$$ 

The numerical experiment shows that the following upper bound of the absolute value of the difference between the two probability densities $\rho_1^{\infty}$ and $\rho_2^{\infty}$ holds true

$$\max_x |\rho_1^{\infty} - \rho_2^{\infty}| = 0.025,$$  

and in Figure 1 - left hand side - we plot the graph of the function $\rho_1^{\infty}$. In Table 1 we collect the difference $\Delta_j^{n,m}$ between $\rho_j^{n,m}$ and $\rho_j^{\infty}$, the ratio $\Delta_j^{n,m}/\Delta_j^{\infty}$, the difference $\delta_j^{n,m}$ between $\rho_j^{n,m}$ and $\rho_j^{\infty}$ and, finally, the expectation values $\langle x \rangle_1^t$ and $\langle x \rangle_2^t$ for different values of $n$ and $m$ and for $t = 3$. It turns out that the values obtained in correspondence of the approximation $\psi_j^3$ become rapidly stable even for $n$ and $m$ not particularly large; in particular the expectation value $\langle x \rangle_2^3$ is practically constant, while the expectation value $\langle x \rangle_1^3$ slowly converges to its final value.
Figure 1. Harmonic oscillator. We plot the graph of the probability density $\rho_2^\infty$ at $t = 10$ of the numerical solution $\psi_2^\infty$ in the defocusing case for $\nu = +10$ (left hand side picture) and in the focusing case for $\nu = -10$ (right hand side picture).

Table 2. Table of values corresponding to the case of focusing nonlinearity $\nu = -10$ with harmonic oscillator potential $V(x) = +\frac{1}{4}\omega^2x^2$. The exact expectation value is $\langle x \rangle^{10} = 0.3411$ from (23).

| $\nu = -10$ | $\Delta_1^{n,m}$ | $\Delta_2^{n,m}$ | $\Delta_2^{n,m}/\Delta_1^{n,m}$ | $\delta^{n,m}$ | $\langle x \rangle_1^{10}$ | $\langle x \rangle_2^{10}$ |
|-------------|-----------------|-----------------|-----------------|-------------|----------------|----------------|
| 60          | 2000            | 0.43            | 0.29            | 0.68        | 0.19          | 0.14          | 0.34          |
| 90          | 3000            | 0.34            | 0.34            | 1.00        | 0.12          | 0.22          | 0.34          |
| 120         | 4000            | 0.17            | 0.17            | 1.00        | 0.099         | 0.26          | 0.34          |
| 150         | 5000            | 0.076           | 0.054           | 0.71        | 0.082         | 0.28          | 0.34          |
| 180         | 6000            | 0.086           | 0.083           | 0.96        | 0.075         | 0.29          | 0.34          |
| 210         | 7000            | 0.081           | 0.077           | 0.95        | 0.064         | 0.30          | 0.34          |
| 240         | 8000            | 0.038           | 0.036           | 0.94        | 0.057         | 0.30          | 0.34          |
| 270         | 9000            | 0.023           | 0.022           | 0.94        | 0.045         | 0.31          | 0.34          |

In case the approximation $\psi_j^\delta$ become rapidly stable even for $n$ and $m$ not particularly large and we can observe the same behaviour of $\langle x \rangle_1^{10}$ and $\langle x \rangle_2^{10}$ already observed in the defocusing case (in fact, the expectation values are exactly the same of the previous experiment).

4.2. Inverted oscillator. In such an experiment let

$$\omega = 1, \sigma = 1 \text{ and } t = 3.$$  

We numerically compute the integral operators $X_1^\delta$ and $X_2^\delta$ where the integral domain is restricted to the interval $[x_{\min}, x_{\max}]$ where

$$x_{\min} = -200 \text{ and } x_{\max} = +200.$$  

The indexes $n$ and $m$ respectively run from 30 to 135 and from 10000 to 45000; thus we denote by $\psi_j^\infty = \psi_j^{150,50000}$ the corresponding numerical solution obtained when $n = 150$, and thus $\delta = \frac{1}{50}$, and $m = 50000$. 

Table 3. Table of values corresponding to the case of defocusing nonlinearity $\nu = +10$ with inverted oscillator potential $V(x) = -\frac{1}{4}\omega^2 x^2$. The exact expectation value is $\langle x \rangle^3 = 9.8685$ from (23).

![Graph of probability density $\rho_2^\infty$](image)

Figure 2. Inverted oscillator. We plot the graph of the probability density $\rho_2^\infty$ at $t = 3$ of the numerical solution $\psi_2^\infty$ in the defocusing case for $\nu = +10$ (left hand side picture) and in the focusing case for $\nu = -10$ (right hand side picture).

4.2.1. Defocusing nonlinearity. We fix

$\nu = +10$.

In this case the two probability densities $\rho_1^\infty$ and $\rho_2^\infty$ practically coincides since the numerical experiment shows that the upper bound of their difference in much smaller than $\rho_2^\infty$; indeed, it takes the value

$$\max_x |\rho_1^\infty - \rho_2^\infty| = 0.00046,$$

and in Figure 2 - left hand side - we plot the graph of the function $\rho_2^\infty$. In Table 3 we collect the difference $\Delta_{1}^{n,m}$ between $\rho_1^{n,m}$ and $\rho_2^{n,m}$, the ratio $\Delta_{1}^{n,m}/\Delta_{1}^{n,m}$, the difference $\delta_{1}^{n,m}$ between $\rho_1^{n,m}$ and $\rho_2^{n,m}$ and, finally, the expectation values $\langle x \rangle_1^{t}$ and $\langle x \rangle_2^{t}$ for different values of $n$ and $m$ and for $t = 10$. It turns out that, as well as in the previous experiments, the values obtained in correspondence of the approximation $\psi_2^t$ become rapidly stable even for $n$ and $m$ not particularly large.
4.2.2. Focusing nonlinearity. We fix

$$\nu = -10.$$

In this experiment we have that a significant difference between $\rho_1^\infty$ and $\rho_2^\infty$ occurs because of a shift, as shown in Figure 3, since

$$\max_x |\rho_1^\infty - \rho_2^\infty| = 0.37,$$

that slowly decreases for increasing values of $n$ and $m$. Such a shift is due to the fact that in the usual spectral splitting approximation $(X_1 Y_1)^n \psi_0$ the linear part is approximated as well as the nonlinear one; in contrast, in the proposed here spectral splitting approximation $(X_2 Y_2)^n \psi_0$ the linear part is exactly solved and the approximation only concerns the nonlinear one. In order to reduce such a shift one has to significantly increases the number $m$ of the points of the mesh and the number $n$ of iterations in the usual spectral splitting approximation.

In Table 4 we collect the difference $\Delta_{j,n,m}$ between $\rho_{j,n,m}$ and $\rho_j^\infty$, the ratio $\Delta_{2,n,m}/\Delta_{1,n,m}$, the difference $\delta_{j,n,m}$ between $\rho_{j,n,m}^1$ and $\rho_{j,n,m}^2$ and, finally, the expectation values $\langle x \rangle_1^t$ and $\langle x \rangle_2^t$ for different values of $n$ and $m$ and for $t = 10$. Concerning the velocity of convergence of the approximate solutions we can draw the same kind of conclusions of the previous numerical experiments.

5. Conclusions

Theorem 1 states that the result reported in this paper has at least as much theoretical validity as the method based on the standard spectral splitting approximation.

In fact, numerical experiments suggest that this new method has a significantly higher speed of convergence than the standard method and therefore it seems more suitable for performing sophisticated numerical experiments. This higher speed of convergence is evident in Table 4 and in Figure 3 but in reality it could already be observed in other cases as well, although the effect is much less evident, and it is due to the fact that in our proposed spectral splitting method the linear term is exactly treated and not approximated as in the usual approximation. Indeed, if one compares the absolute errors $\Delta_{1,n,m}$ and $\Delta_{2,n,m}$ that respectively occur in the
Figure 3. Full line is the graph of the function $\rho_2^\infty$, broken line is the graph of the function $\rho_1^\infty$; the two graphs differ because of a small translation of the spatial coordinate.

| $V(x)$ | $\nu$ | $n$  | $m$  | $\Delta_{n,m}^2 / \Delta_{n,m}^1$ |
|--------|-------|------|------|-------------------------------|
| $\frac{1}{4} x^2$ | +10   | 270  | 9000 | 0.55                          |
| $\frac{1}{3} x^2$ | -10   | 270  | 9000 | 0.94                          |
| $\frac{1}{5} x^2$ | +10   | 135  | 45000| 0.66                          |
| $\frac{1}{3} x^2$ | -10   | 135  | 45000| 0.046                         |

Table 5. Comparison of absolute errors for different nonlinearities and harmonic/inverted oscillator potentials.

usual spectral splitting approximation and in the spectral splitting approximation proposed in this paper then it turns out (see Table 3) that the second approximation proposed here is more efficient in all the situations and, in particular, in the case of focusing nonlinearity and inverted oscillator potential. The fact that the method proposed in this paper is faster and more accurate than the usual spectral splitting approximation also emerges when comparing the expected values $\langle x \rangle_j^t$, $j = 1, 2$, of the position observable obtained through the approximate solutions with the exact value $\langle x \rangle^t$ obtained through Ehrenfest’s Theorem.

Not only that, this advantage could become decisive when numerical experiments are performed when the spatial dimension is greater than 1 and it would be interesting to perform a series of experiments to clarify this issue.

On the other hand, the price to pay is due to the fact that the evolution operator associated with the linear Schrödinger operator is not always explicitly known; however, one could at least partially overcome this defect by using numerical solvers of the Schrödinger equation that are sufficiently efficient and fast.
Appendix A. Mehler’s formula

Here we recall the expression for the evolution operator associated to the linear Schrödinger operator $H$ with quadratic potential; this expression is named Mehler’s formula.

Since the potential is quadratic then the linear operator $H = -\frac{d^2}{dx^2} + \alpha x^2$, $\alpha \in \mathbb{R}$, admits a self-adjoint extension on the domain $D$ and the evolution operator $e^{-iHt}$ is well defined.

Let $H_0 = -\frac{d^2}{dx^2}$ be the free Schrödinger operator; then the associated evolution operator has the form

$$\left[ e^{-itH_0} \psi_0 \right] (x) = \int_{\mathbb{R}} K_0(x, y; t) \psi_0(y) dy$$

where

$$K_0(x, y; t) = \frac{1}{\sqrt{4\pi it}} e^{i(x-y)^2/4t}.$$  \hspace{1cm} (25)

Let $H_{HO} = -\frac{d^2}{dx^2} + \frac{1}{4} \omega^2 x^2$, $\omega > 0$, be the Harmonic Oscillator Schrödinger operator; then the evolution operator has the form

$$\left[ e^{-itH_{HO}} \psi_0 \right] (x) = \int_{\mathbb{R}} K_{HO}(x, y; t) \psi_0(y) dy$$

where

$$K_{HO}(x, y; t) = \frac{\omega}{\sqrt{4\pi i \sin(\omega t)}} \exp \left\{ i \frac{\omega}{4 \sin(\omega t)} \left[ (x^2 + y^2) \cos(\omega t) - 2xy \right] \right\}.$$  \hspace{1cm} (26)

Let $H_{IO} = -\frac{d^2}{dx^2} - \frac{1}{4} \omega^2 x^2$, $\omega > 0$, be the Inverted Oscillator Schrödinger operator; then the evolution operator has the form

$$\left[ e^{-itH_{IO}} \psi_0 \right] (x) = \int_{\mathbb{R}} K_{IO}(x, y; t) \psi_0(y) dy$$

where

$$K_{IO}(x, y; t) = \frac{\omega}{\sqrt{4\pi i \sinh(\omega t)}} \exp \left\{ i \frac{\omega}{4 \sinh(\omega t)} \left[ (x^2 + y^2) \cosh(\omega t) - 2xy \right] \right\}.$$  \hspace{1cm} (27)

Remark 7. It is well known that

$$\| e^{-iH\delta} \psi_0 \|_{L^2} = \| \psi_0 \|_{L^2}$$

for any self-adjoint operator $H$. Furthermore, in the case of self-adjoint operator $H$ with quadratic potential then from \hspace{1cm} (26), \hspace{1cm} (28) and \hspace{1cm} (29) it follows that

$$\| e^{-iHt} \psi_0 \|_{L^\infty} \leq C t^{-1/2} \| \psi_0 \|_{L^1}$$

for any $\alpha = \pm \frac{1}{4} \omega^2 \in \mathbb{R}$ and for all $t < t^*$, where $t^* < \frac{\pi}{\omega}$ is fixed, and for some $C = C(t^*, \omega)$.
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