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Abstract
Growing awareness of both the demand for artificial intelligence (AI) expertise and the societal impacts of AI systems has led to calls to integrate learning of ethics alongside learning of technical skills in AI courses and pathways. In this paper, we discuss our experiences developing and piloting the TechHive AI curriculum for high school youth that integrates AI ethics and technical learning. The design of the curriculum was guided by the following pedagogical goals: (1) to respond to the capacity-building need for critical sociotechnical competencies in AI workforce pathways; and (2) to broaden participation in AI pathways through intentional instructional design to center equity in learning experiences. We provide an overview of the 30-hour learning sequence’s instructional design, and our “4D Framework,” which we use as a heuristic to help students conceptualize and inspect AI systems. We then provide a focused description of one of three chapters that make up the sequence. Finally, we present evidence of promise from an exploratory study of TechHive AI with a small sample of students, and discuss insights from implementation, including from our use of established resources for AI learning within the learning sequence as well as those created by our team.

Introduction:
The Need for an Integrated Approach
Artificial intelligence (AI) permeates all aspects of society: AI is in our phones and our TVs, in our thermostats and our cars, and it is becoming integral and indispensable to the practice of modern science and a growing number of industrial sectors. AI systems influence the news we read, our medical care, and our likelihood of being hired, approved for a loan, or arrested. AI is also increasingly integral to systems in the public sector and to the practice of modern science. AI-enabled systems have advanced climate change research through improved Earth system modeling (Huntingford et al. 2019); accelerated biomedical research to improve disease prevention, treatment and monitoring (Yu, Beam, and Koehane 2018); and have the potential to promote more equitable distribution of social services (Nonnecke et al. 2020). Decisions about where and how AI is applied reflect the values of those making the decisions, and the status quo in many of our institutions. Given the rapid uptake of AI across disciplines and workforce pathways, AI expertise is needed across economic sectors (Costello 2019; World Economic Forum 2020). At the same time, we face an acute shortage of workers with AI expertise (McKendrick 2020; Zwetsloot, Heston, and Arnold 2019), suggesting a need for expanded academic and career pathways to counter the present workforce shortage. Accordingly, there is growing recognition of the importance of building AI literacy with K-12 youth, and a number of research efforts in the past ten years have investigated approaches and provided guidelines aimed at incorporating AI concepts into curricula for K-12 youth (Heinze, Haase, and Higgins 2010; Long and Magerko 2020; Touretzky et al. 2019). While technical knowledge is necessary to build AI systems, it is insufficient for understanding who will be impacted by the system and how, or for considering why and whether an AI system should be built in the first place.

The broad need for more workers intersects with slow progress toward equitable participation in CS pathways (Scott et al. 2018), which in turn translates to a starkly homogeneous AI workforce (West, Whittaker, and Crawford 2019). Moreover, positioning a greater diversity of youth as technological innovators is particularly urgent given growing awareness of how bias can be embedded in technologies and their applications (Hajian, Bonchi, and Castillo 2016), replicating and perpetuating bias against women, people of color, and low-income people (Ali et al. 2019; Buolamwini and Gebru 2018; Eubanks 2018; Lambrecht and Tucker 2019). The narrow, disproportionate representation of voices in the design of AI systems contributes to concomitantly disproportionate harm, reinforcing — and conferring false legitimacy to — oppression and discrimination. To bring about responsible AI, there is a growing call from scholars to advance equitable participation in AI fields, and to center and amplify the perspectives of communities most impacted by AI harm (Hampton 2021; Tech Can’t Fix This 2020; McLennan et al. 2020; West, Whittaker, and Crawford 2019). Thus, as AI systems promise to transform the future of work and present exciting possibilities for innovative deployments across society, the ubiquity of AI presents troubling challenges: “algorithmic bias” in AI models (Buolamwini and Gebru 2018; Hajian, Bonchi, and Castillo 2016) and ill-conceived deployments of AI risk cre-
ating and perpetuating socially detrimental outcomes, such as discriminatory bias in the judicial system (Angwin et al. 2016), recruitment and hiring practices (Dastin 2018), and health care delivery (Obermeyer et al. 2019).

However, as calls to attend to the ethical dimensions of AI increase (Garrett, Beard, and Fiesler 2020; Grosz et al. 2019), and ethics training is beginning to be integrated into data science and computer science curricula, technical and the ethical learning opportunities are still largely bifurcated and the most effective models for such integration are still unclear. While many computer science and artificial intelligence programs at universities offer, and sometimes require, ethics courses as part of their degree program, rarely are the technical courses taught in such a way as to integrate the ethical decisions with the technical decisions (Saltz et al. 2019). Similarly, there are an ever-growing number of resources for teaching AI at the K-12 level that have lessons and activities on AI ethics (e.g., MIT AI Ethics Education Curriculum, Code.org’s Machine Learning and Bias Lesson). However, many of these resources separate the AI ethics learning from the technical AI learning in the form of distinct lessons or modules, and/or abstract the AI ethics from real-world contexts (i.e., classifying fish vs trash to learn bias doesn’t necessarily help students understand discrimination). This presents two notable issues for AI learning: (1) the separation of AI technical and ethical learning communicates that ethical concerns and technical skills can be disentangled in the design of responsible AI systems; and (2) the decontextualization of ethical concerns from real-world consequences of AI may fail to support learners in developing understanding of responsible AI design. Additionally, perhaps as a result of the separation and decontextualization of technical and ethical AI learning, the ethical dimensions of AI models are relatively de-emphasized relative to technical skills across learning experiences with respect to instructional time, which can communicate that ethical issues are less important than technical skills. We argue that the critical need to direct the power of AI toward socially desirable outcomes and simultaneously forestall deleterious outcomes demands that AI curricula adopt a transdisciplinary approach that positions ethical issues as integral to and considered throughout AI development and deployment.

In this paper, we describe our preliminary work designing and implementing the TechHive AI curriculum, which engages high school youth in integrated, sociotechnical learning of AI technical and ethics literacies. Our work explores the integration of ethics training within AI technical development and implementation across two student cohorts, we identified and piloted three real-world AI PBL contexts that could enable developmentally appropriate learning of technical concepts: (1) college admissions, (2) health care, and (3) social media. These three PBL contexts also lent themselves to a progressive build for learners to develop understanding of and facility with AI concepts and skills, including application of the 4-D Framework to operationalize the responsible AI principles that readily arise from each PBL context.

Reflecting the transdisciplinary model aimed at integrating sociotechnical AI conceptual learning, the overarching question motivating student engagement across the curriculum is: How can we design effective and responsible AI systems? The curriculum is structured into three sequential chapters organized around each central PBL context. Each

The TechHive AI Curriculum

Pedagogical Approach

Drawing on the expertise of a transdisciplinary team, with expertise in K-12 learning design, AI, and AI ethics and policy, we developed and piloted the TechHive AI curriculum, a 30-hour informal learning program designed to engage high school youth in sociotechnical transdisciplinary learning at the intersection of AI technical development and AI ethics. Transdisciplinary learning design integrates the learning of social systems approaches with AI technical approaches (Crawford and Calo 2016), positioning AI systems as objects of critical interrogation and evaluation against values from learners’ communities and lived experiences. Such approaches elevate the importance of ethics in AI by positioning ethics principles as core to best practices for AI development and deployment. To support this in practice, we built upon the existing Framework for Responsible AI (Nonnece 2018) and introduced an expanded version to students as a heuristic through which they could interrogate AI systems. This 4-D Framework for Responsible AI encourages youth to evaluate the ethical considerations of an AI system by asking them to:

1. Make a Determination about whether AI is an appropriate tool for the defined task;
2. Question the Data being used in the AI System;
3. Consider the affordances and limitations of the AI system’s Design; and
4. Consider how the AI system’s Decision will impact real world systems.

We developed the materials using a problem-based learning (PBL) approach. Rooted in the educational learning theories of experiential learning (Kolb 2014), constructivism (Bransford et al. 2000), and situated learning (Greeno 1998; Lave and Wenger 1991), PBL employs real-world problems — often transdisciplinary, complex, and “messy” — as meaningful contexts to motivate learner-centered, collaborative knowledge construction and integration (Hmelo-Silver 2004; Savery 2015; Torp and Sage 1998). Through iterative design and implementation across two student cohorts, we identified and piloted three real-world AI PBL contexts that could enable developmentally appropriate learning of technical concepts: (1) college admissions, (2) health care, and (3) social media. These three PBL contexts also lent themselves to a progressive build for learners to develop understanding of and facility with AI concepts and skills, including application of the 4-D Framework to operationalize the responsible AI principles that readily arise from each PBL context.

In this paper, we describe our preliminary work designing and implementing the TechHive AI curriculum, which engages high school youth in integrated, sociotechnical learning of AI technical and ethics literacies. Our work explores the integration of ethics training within AI technical development and implementation for high school students. Our pedagogical goals guiding the design of the TechHive AI curriculum are twofold: (1) to address the need for transdisciplinary approaches to AI development where technologists and social scientists receive training across their fields to facilitate collaborative work; and (2) to encourage a diversity of students to pursue AI pathways by positioning sociotechnical analyses and perspectives as critical for responsible AI development and use. The TechHive AI high school curriculum joins recent efforts at the elementary (Kim et al. 2021) and middle school (Williams, Kaputsos, and Breazeal 2021) levels exploring how to integrate learning of ethical implications of AI with AI technical skills such that youth develop this critical sociotechnical knowledge.

Pedagogical Approach

The TechHive AI Curriculum
Students were already considering future college applications and disciplinary practice. As high school youth, many of the students were also introduced to the responsible AI principle of fairness as they investigated how the data and its incorporation into the design of AI systems can lead to biased decisions that mirror and perpetuate societal disparities. Concomitantly, students were also introduced to the responsible AI principle of accountability through activities focused on evaluating whether decisions of AI models align with desired outcomes and figuring out how to address ethical consequences that may arise from their deployment. As the first chapter in the instructional sequence, the AI models that students investigated were intentionally more transparent relative to more opaque AI models investigated in subsequent chapters to enable students to more readily interrogate and inspect them.

The first activity introduces students to the PBL context of AI in college admissions, and the first investigation question: How is AI used in this context? In this activity, students model the process of college applicant selection mediated by (human) admissions officers. Provided with 15 hypothetical applications, student groups were tasked with analyzing the information for each applicant to compare attributes across the applicant pool and ultimately select the five “best” applicants. Student groups shared their applicant selections, and discussed the process they used for selection. In both student cohorts, no two groups arrived at the same selection of applicants. The activity concluded with a reflective discussion, in which students noted the inconsistency in applicant selection decisions, as well as the time-consuming nature of the decision-making process. This activity was designed to support student understanding that AI systems can be developed to make decisions more quickly and more consistently than humans can (key concept 1, see Fig. 1). This activity was followed with a structured discourse activity (Activity 2) in which students closely examine and discuss the different types of applicant data available to human admissions officers and AI admission models to determine applicant selection decisions (building toward key concept 2, see Fig. 1). Students were introduced to the concept of feature selection wherein an AI developer has to choose which features of the available data they want the system to utilize when making a decision. Students discussed many features, like grade point average, enrollment in AP classes, extracurriculars, work experience, school rank, and student rank. The conversations were facilitated to touch on the point that, depending on which features are or aren’t included, some preference may be given to applicants of a particular gender or ethnicity, or from certain socioeconomic backgrounds. As an example of this, students discussed how schools in wealthier neighborhoods offer more AP classes than schools in relatively less wealthy neighborhoods, noting that the selection of AP class completion as a feature to inform admission would result in decisions that skew towards students from wealthier schools. Students also shared their ideas about whether outcomes such as this are acceptable, and whether different features might yield different decisions.
Together, the first two activities motivate student inquiry about the second investigation question: *How can we design an effective and responsible AI system in this context?* Students began investigating this question by engaging with a machine learning model we developed in a Google Collaboration notebook. To create the model, learning designers created a synthetic college applicant dataset and built a simple user interface through which students could explore different feature selection permutations, and evaluate the resulting model decisions. Students were provided with initial (fictionalized) historical applicant decision data that the college admissions office proposed as representative of decisions aligned with their goals for student recruitment. Students were readily able to identify feature selection permutations that maximized “accuracy” with respect to replicating historical applicant decision patterns. Student groups then interrogated the outcomes of their model and discussed whether they thought it was a “good” model beyond fidelity to patterns in historical admission data. As they explored additional feature selection permutations and evaluated their models, students discovered that many of the features that contributed to higher “accuracy” were also well-correlated with familial wealth or male gender, and thus produced biased admissions outcomes. Building on this activity, students next investigated an online interactive digital tool called Survival of the Best Fit (SOTBF) in which users inhabit the role of a hiring manager (which we position as analogous to that of college admissions officer) who is asked to use a machine learning model to automate the hiring process in order to evaluate an otherwise prohibitively high number of applicants. SOTBF walks users through a high-level machine learning model development process wherein applicants’ data and data from a large company are used to create a hiring decision algorithm that, ultimately, is revealed to produce unwittingly biased hiring decisions. These activities culminated in critical discussions problematizing the notion of “accuracy” in machine learning and the risk that models trained to replicate historic data patterns can likewise replicate and perpetuate structural disparities “baked into” training data. Students also developed an understanding of how AI models can result in proxy discrimination (Prince and Schwarcz 2019), wherein a model can lead to discriminatory outcomes because it includes features that co-vary with protected characteristics, such as race or sex, even when those covariate features are excluded from the model.

Activities 3 and 4 led students to ask further questions about the responsible AI principle of *fairness*, and how
AI models can be designed to predict, understand, minimize, and continuously monitor bias in their outcomes. Motivated by these questions, the fifth activity engaged students in training a machine learning model to identify and mitigate bias by optimizing for fairness. Staying within the analogous context of hiring, students used a Colaboratory notebook from UC Berkeley’s Daylight Lab (https://cltc.berkeley.edu/mlfailures), which contains synthetic data that was generated to replicate the well-documented gender pay gap that exists in many industries. Students trained a regression model to fit the data and then evaluated the model with respect to both how well it fit the data and whether it produced biased outcomes. After identifying pronounced gender bias, students were introduced to a new metric: a fairness metric (Chouldechova and Roth 2018; Gillen et al. 2018) wherein students determined a priori what a “fair” outcome would be (such as gender parity in hiring decisions), and then trained their model to optimize for that metric. Students then evaluated different models to see how well they performed with regards to both fairness and “accuracy” (i.e., applicants “hired” by the AI are likely to have been hired in real life). Optimizing for these two metrics simultaneously created a dilemma: as the model increasingly accounted for years of employment, the gender pay gap historically encoded in past hiring decisions became increasingly prominent; thus, the students had to figure out what degree of fairness they thought was appropriate for this model. This introduced the responsible AI principle of accountability, wherein those responsible for developing and implementing an AI-enabled tool should monitor and be accountable for its performance and ethical ramifications. In addition, confronting challenges of surfacing and mitigating biased outcomes produced by AI models in applicant selection decisions led students to discover that no technical “fix” can “solve” bias and other structural inequities, and that responsible AI design and deployment necessitates thoughtful determination as to whether AI should be used in a given context. Together, the last three activities in Chapter 1 were designed to support students in building understanding of key concepts 3 through 6 (see Fig. 1).

Implementation Insights

Context for Study

As summarized in Table 1, the TechHive AI instructional sequence was implemented with two cohorts of high-school-aged students, with some revisions to the curriculum between cohorts. Participants were recruited through our institutional networks, with a focus on recruiting from schools and communities with populations traditionally minoritized in STEM pathways. For both cohorts, learning experiences took place within the context of a global pandemic and were necessarily remote. While originally developed for in-person learning, with extensive opportunities for peer-peer collaboration and discussion, the instructional sequence was revised to provide collaborative experiences using web-based platforms, including Google Colaboratory notebooks, chat, and Zoom breakout rooms. The research team administered baseline and post-instruction surveys, and conducted individual interviews and focus groups with youth from the program, as summarized in Table 1. The conversations aimed to: (1) gauge students’ confidence in applying the responsible AI principles and 4-D Framework to various scenarios; (2) understand their views in regards to technology and ethical concerns; and (3) determine if the students consider evaluating ethics in AI a pressing, possible, and productive need. We conducted focus groups with each cohort (4 participants in the first cohort and 10 participants in the second), but largely due to the complexities of administering surveys and conducting interviews in a remote context, we were only able to collect complete data sets (survey, focus group, and interview) from a subgroup of 4 students per cohort. For each cohort, the sample reflected the demographic diversity of the full cohort. To minimize selection-bias, each sample was evaluated by course instructors to ensure it reflected a mix of student engagement levels during instruction.

Analysis of data from pre/post surveys, individual interviews, and focus group interviews, offers insight into the extent that participating youth were able to successfully integrate technical concepts about AI systems with the principles of responsible AI. The data presented below are drawn from student responses to a series of scenario-based interview and survey prompts provided at the beginning of and then again immediately after the instructional sequence. The prompts asked students to evaluate a proposed AI system and identify areas of concern and/or questions to ask of the system design or its deployment. For example, one prompt asked about the use of facial recognition systems in criminal justice:

Your town/city is considering using facial recognition technologies for their police department. What would you want to know about it in order to decide if this is something they should use or not?

This scenario-based approach to the interviews provided rich insight into how ideas from the learning sequence were being incorporated into youth’s conceptualization of AI systems, and how those ideas get applied by youth to evaluate AI systems from multiple perspectives. For the second cohort, we refined and expanded the use of the scenarios to include them as open-ended prompts in the pre/post survey.

Initial Findings

As illustrated in the excerpts that follow, our analysis of individual and focus group interviews revealed increased sophistication and specificity in responses to similar prompts, between the beginning of instruction and the end of the program. The increased sophistication we observed came in the form of clear connections between the ethical concerns students raised and the technical decisions that impact those areas of concern (e.g., participants identified the need to use diverse datasets to train AI systems for criminal justice and college admission decisions, and recognized the particular importance of attending to false positives and false negatives when evaluating AI systems for healthcare). In the excerpted survey responses in Table 2, the student responds to the same prompt about the use of facial recognition systems for polic-
of investment in their own role of monitoring AI systems around these issues. In fact, each student we spoke with self-identified as a capable agent in this work, endorsing a perspective that they, and youth like them, have a critical role in evaluating AI systems and that the task is not something better left to “the experts.”

I think it’s really important [to be able to evaluate AI systems], especially for people my age since our generation is one growing up with a lot of technology. Because AI does seem to be a big part of the future of technology, I think it’s important for people my age to understand how it works so that when we go into jobs in the future we can use AI systems and implement those into our jobs because I’m guessing they’ll be implemented. So it’s important that we know how they work and how to ensure that they are working properly.

When we asked students what about the program contributed to their learning, they referenced the nesting of learning within relevant contexts such as college admissions and social media. Students also cited the rich group discussions that helped them integrate ethics and cybersecurity concerns with the technical features of an AI system. Further analyses to better understand how the design of instruction contributes to student learning are ongoing. We also saw evidence for nearly all students who participated in the research study that they found the topic, examining AI systems through the lens of ethical considerations, to be compelling and critical for their and their peers’ future.

Discussion

A need for transdisciplinary understanding of AI systems. Given the ever-growing role of AI across disciplines, it is critical that all learners — whether or not they aspire to pursue academic or workforce pathways in AI — develop a foundational understanding not only of how AI systems operate, but also of the principles that can guide the responsible development, implementation, and monitoring of those systems. Incorporating responsible AI principles into AI development for the future workforce will demand that stu-

| Cohort            | Program Participants | Gender (self-report) | Ethnicity/Race (self-report) | Research Participants |
|-------------------|----------------------|----------------------|-----------------------------|-----------------------|
| Spring (3/2/21-5/8/21) | 8, 11th and 12th grade students | 4 Male; 4 Female; | 2 Asian; 1 Black/African-American; 1 Hispanic/Latino; 2 White; 2 identified as both Asian and White | 4 focus group interview participants, all of whom completed surveys and individual interviews |
| Summer (7/19/21-7/30/21) | 16, 10th, 11th, and 12th grade students | 11 Male; 5 Female; | 7 Asian; 1 Black/African-American; 1 Hispanic/Latino; 1 Middle Eastern; 1 Native Hawaiian/Pacific Islander; 3 White; 1 identified as both Asian and White | 10 focus group interview participants, 4 of whom completed surveys and individual interviews |

Table 1: Cohort Information

| Pre Survey Response | Post Survey Response |
|---------------------|----------------------|
| *I want to know if it registers all faces the same and if it has any bias.* Hopefully, it is extensively researched, good, and unharmful to the people in my town. | *I would like to know what extent the technology is being used. Is it just for extra help or is that the main key for solving crimes? Is the technology going to have a fair and unbiased historical training or is it going to impact different people? Is the algorithm going to be a black box or is it transparent?* |

Table 2: Pre & Post Survey Responses

ing prior to (left side) and just after (right side) participating in the learning sequence. While the student’s initial response demonstrates an awareness of the problem of bias in facial recognition systems, that student provides considerably more detail in the post-instruction response, attending to questions about the role the AI system plays in the overall criminal justice space, the nature of the training data set, and whether the system is open to inspection.

We also see evidence in this excerpt that the complexity introduced by explicit attention to responsible AI was not impeding learning for the high school-aged youth, but may have in fact been helping to motivate it. For example, the student quoted in Table 2 was able to navigate questions of power dynamics (who decides), perspective and positional-ity (fair for whom and in what context), as well as appreciating how historical biases and inequities can become instantiated in AI systems (e.g., recognizing that admission/hiring screening systems work by identifying patterns in extant data, which may be the product of past inequities in who gets hired or accepted into a competitive college).

A primary goal of TechHive AI was to foster a sense of agency among students for their role in evaluating the design and deployment of AI systems. Indeed, by the end of the program, the students we interviewed all adopted a stance...
students have the capacity to adopt different perspectives when evaluating AI systems and take into consideration potential ethical implications in the pursuit of desired technical outcomes. An approach that integrates AI technical and ethical domains should not be limited to those already advanced along academic and career pathways to AI. Moreover, as AI deployments expand from product recommendations to critical services like health care and education, AI systems are fast becoming integral to the functioning of society. Particularly in relation to these critical services, ethical concerns are paramount, and understanding how they manifest in AI systems helps consumers ask salient questions, evaluate options, and make informed decisions. Finally, it is important to recognize that we are at a policy crossroads with AI, and that we as a society are grappling with how best to regulate and prioritize public investment in and oversight of AI systems. In democracies, AI policies and governance are, and will be, “on the ballots,” so it is important that there will be a diverse and educated electorate to actively engage with these policy concerns.

Within this broader context of AI’s increasing role in society, we see promise in a transdisciplinary approach that is grounded in the complexities of specific problems for which AI systems might be developed and deployed. In this regard, the curriculum designers and educators observed that the problem-based learning contexts appeared to motivate student engagement in the informal learning context (i.e., participation in digital discourse through chat discussions; contributions to co-created ideation and reflection documents). The instructional sequence described here, and the underlying instructional design model aimed at coherent integration across sociotechnical domains, can support practitioners, learning designers, and researchers in engaging students in technical and responsible AI learning. The instructional design and 4-D Framework can complement international K-12 AI education efforts to articulate what students should understand about AI across grade bands (Touretzky et al. 2019), and how instructional materials and educators can support students in building that understanding (Greenwald, Leitner, and Wang 2021; Lee et al. 2021; Williams, Kaput-sos, and Breaal 2021).

A need for tools to support sociotechnical inquiry through experiential learning. Through the iterative design, development, and implementation pilots of TechHive AI, we saw considerable promise in learning activities in which technological resources enabled youth to engage deeply with both the technical and the ethical aspects of AI. In particular, an insight emerging from this work was the value of experiential learning (Kolb 2014) for building synergistic understanding of the technical concepts and responsible AI principles. That is, there is “educative currency” in building knowledge about the ethical consequences of AI through designing, directly manipulating the inputs of, and interrogating the outputs of AI models. Notably, in the two activities described in the Description of Curriculum section that involved Colaboratory notebooks, students were able to work directly with data and machine learning models such that they could see the direct impacts their design decisions made on evaluation metrics like fairness. Conversely, when digital resources that enabled cohesive interplay between technical and ethics learning were unavailable or not well-matched to learning goals, we struggled to encourage students to cognitively integrate the technical and ethical considerations. For example, in the chapter focused on the use of natural language processing for content generation on social media platforms, students investigated a word-embedding visualization tool, Embedding Projector, to build an understanding about how word embeddings, learned from corpuses of natural language, can embed biases (Bolukbasi et al. 2016). Yet, students’ interaction with this tool was abstracted from the PBL context, which appeared to hinder students’ ability to make informed predictions about how such embedded biases could lead to ethical consequences on social media platforms, in contrast to their ability to make such predictions about unfairness in hiring (discussed above). These observations align with broadly held experiential and constructivist theories about how people learn—through cycles of investigation, collaborative sensemaking, and application—to encourage abstraction of underlying concepts.

As AI becomes embedded within our political, social, and economic institutions, mitigating bias, discrimination, and threats to public safety are paramount. It is therefore critical that AI systems are built with attention to responsible AI principles and practices. A sociotechnical curriculum may equip students with foundational AI knowledge that is built in concert with knowledge of responsible AI principles and practices. The availability of digital tools specifically designed to support integrated, experiential learning is limited for now. Future efforts can continue to build off the instructional approaches and models described in this special track of the EAAI 2022 proceedings, leveraging and contributing to the ever-growing availability of software tools to support AI youth learning, such as Teachable Machine (Carney et al. 2020), TensorFlow (Abadi 2016), and AI extensions for Scratch and Snap’ (Alturayeif, Alturaief, and Alhathloul 2020; Kahn et al. 2018; Druga 2018).

While TechHive AI shows initial promise, additional research is needed to systematically examine the efficacy of this and similar instructional models, to gather evidence for particular instructional strategies or resources to advance sociotechnical learning, and of the feasibility of various models for implementation. Importantly, given historical barriers to access and blind spots in the development and deployment of AI systems, we see it as paramount to center equity in the design of AI-involving learning experiences and in the questions that drive research of those experiences. We see this as critical not only to respond to the expanding need for an AI-literate workforce, but to better position that workforce for innovations that adhere to principles of responsible AI.
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