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Abstract
The quantum walk dynamics obey the laws of quantum mechanics with an extra locality constraint, which demands that the evolution operator is local in the sense that the walker must visit the neighboring locations before endeavoring to distant places. Usually, the Hamiltonian is obtained from either the adjacency or the Laplacian matrix of the graph and the walker hops from vertices to neighboring vertices. In this work, we define a version of the continuous-time quantum walk that allows the walker to hop from vertices to edges and vice versa. As an application, we analyze the spatial search algorithm on the complete bipartite graph by modifying the new version of the Hamiltonian with an extra term that depends on the location of the marked vertex or marked edge, similar to what is done in the standard continuous-time quantum walk model. We show that the optimal running time to find either a vertex or an edge is $O(\sqrt{N_e})$ with success probability $1 - o(1)$, where $N_e$ is the number of edges of the complete bipartite graph.
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1 Introduction
Quantum walks are the quantum counterpart of random walks [1]. Since random walks find many algorithmic applications, it is expected that quantum walks can also be used for finding interesting quantum algorithms [2]. The quantum walk dynamics obey the laws of quantum mechanics with an extra locality constraint: if the position of the walker is at $x$, then the next position $x'$ must be at the neighborhood of $x$. The time
evolution can be either discrete [3] or continuous [4] but the spatial structure must be discrete. In the literature, we find many a kind of spatial structure: (1) the vertex set in the continuous-time quantum walk [4] and staggered quantum walk [5]; (2) the arc set in the coined quantum walk [6]; (3) the edge set in Szegedy’s model [7]; (4) triangles in the quantum walk on simplicial complexes [8]; (5) edges connecting vertices and faces in the quantum walk on embeddings [9]; and so on.

The spatial search algorithm by continuous-time quantum walks was introduced by Childs and Goldstone [10] after the successful definition of discrete-time spatial search on hypercubes [11]. In the continuous-time case, the time evolution is driven by a Hamiltonian that is obtained from the adjacency matrix modified by a term that depends on the location of the marked vertex. Experimental implementations of search algorithms by continuous-time quantum walk are described in [12–15].

The total graph $T(G)$ of a graph $G$ is defined by associating the vertices of $T(G)$ with both vertices and edges of $G$, so that two vertices of $T(G)$ are adjacent if and only if the corresponding vertices or edges of $G$ are adjacent or incident. The properties of the total graph of the complete bipartite graph have been extensively analyzed [16–18]. Besides, the total graph has been applied to communication and interconnection networks in order to achieve more robust fault-tolerant networks [17, 19]. The spectral analysis of the adjacency matrix of total graphs of regular graphs has been studied in many papers [20–23].

In this work, we address the problem of consistently defining a continuous-time quantum walk model that allows the walker to hop from vertices to edges and vice versa. An earlier attempt using discrete-time quantum walks revealed too difficult a task [24]. There are many possible choices, including the case in which the walker is allowed to hop (1) from a vertex to any neighboring vertex and to any incident edge, and (2) from an edge $e$ to any neighboring edge and to any endpoint of $e$, which we call total quantum walk. Other cases are discussed in Sect. 4. The Hilbert space associated with a graph $G$ is spanned not only by the vertices but also by the edges and the dynamics is driven by a Hamiltonian defined as $H = \exp(-i\gamma A)$, where $A$ is the adjacency matrix of the total graph $T(G)$. As an application, we analyze the spatial search algorithm on the complete bipartite graph by the total quantum walk. In this model, we are interested not only in determining the time complexity to find a marked vertex but also a marked edge. We show that the optimal running time to find either a vertex or an edge of the complete bipartite graph is $O(\sqrt{N_e})$ with success probability $1 - o(1)$, where $N_e$ is the number of edges of $G$.

This work is organized as follows. In Sect. 2, we review the concept of total graph $T(G)$ of a graph $G$. In Sect. 2.1, we describe how to obtain the eigenvectors and eigenvalues of the total graph $T(G)$ using the eigenvectors and eigenvalues of a regular graph $G$. In Sect. 3, we define the total quantum walk. In Sect. 3.1, we outline a method to determine the computational complexity of continuous-time quantum-walk-based search algorithms on graphs with one marked vertex. In Sect. 3.2, we analyze quantum search by total quantum walk when the root graph is the complete graph $K_n$. In Sect. 3.3, we analyze the quantum search by total quantum walk on the vertices and edges of the bipartite graph $K_{n,n}$. In Sect. 3.4, we present numerical results that confirms the hypotheses used to find the computational complexity. In Sect. 4, we present our final remarks.
2 Total graph

There are several ways to generate new graphs from a root graph, such as, the line graph and the total graph [25]. In the line graph case, the vertices represent the edges of its root graph so that the adjacency of the vertices of the line graph is obtained from the adjacency of the edges of the root graph. Formally,

**Definition 2.1** The line graph $L(G)$ of a graph $G$ is a graph such that $V(L(G)) = E(G)$ and two vertices of $L(G)$ are adjacent if and only if their corresponding edges share a common endpoint in $G$.

The total graph generalizes the concept of line graph because the vertices of the total graph represent both edges and vertices of the original graph; the adjacency of the vertices of the total graph is obtained not only from the adjacency of the edges and vertices of the root graph but also from the incidence of edges on vertices. Formally,

**Definition 2.2** The total graph $T(G)$ of a graph $G$ is a graph such that $V(T(G)) = V(G) \cup E(G)$ and two vertices of $T(G)$ are adjacent if and only if their corresponding elements are either adjacent in $G$ (when the corresponding elements are two vertices or two edges of $G$) or incident in $G$ (when the corresponding elements are a vertex and an edge of $G$).

From the definition of total graph, if $V$ and $E$ are the subsets of $V(T(G))$ that represent vertices and edges of its root graph $G$, respectively, then the subgraph of $T(G)$ induced by $V$ is isomorphic to $G$ and the subgraph induced by $E$ is isomorphic to $L(G)$. Using the concept of total graph, we can define three related graph classes: $Q$-graphs, $R$-graphs, and subdivision graphs [25, 26], which can be used to defined new quantum walk models whose walkers step on vertices and edges. A $Q$-graph $Q(G)$ is a subgraph of $T(G)$ obtained by removing the edges whose endpoints are vertices in $V$. A $R$-graph $R(G)$ is a subgraph of $T(G)$ obtained by removing the edges whose endpoints are vertices in $E$. A subdivision graph $S(G)$ is a subgraph of $T(G)$ obtained by removing the edges that have both endpoints in $V$ or have both endpoints in $E$.

The adjacency matrix of the total graph $T(G)$ is obtained from the adjacency matrices of the root graph $G$ and the line graph $L(G)$. Let us assume that the labels of the vertices of $T(G)$ are ordered so that the first $|V(G)|$ labels correspond to the vertices of $G$ and the remaining labels correspond to the edges of $G$. If we consider the submatrix of $AT(G)$ with the labels only in $V$, we obtain the adjacency matrix $A_G$, and only in $E$, we obtain the adjacency matrix $A_{L(G)}$. If we partition $AT(G)$ into blocks, it remains to consider the blocks with a label in $V$ and the other label in $E$. By the definition of total graph, the entries of these blocks are 1 when the corresponding edge is incident to the corresponding vertex, 0 otherwise. Note that this property is obeyed by the incidence matrix, whose definition is as follows.

**Definition 2.3** The incidence matrix of a graph $G$ is a $|V(G)| \times |E(G)|$ matrix $R_G$ such that

\[
(R_G)_{ij} = \begin{cases} 
1, & \text{if } e_j \text{ is incident to } v_i, \\
0, & \text{otherwise}.
\end{cases}
\]
Now, using the label ordering presented above, we can obtain the adjacency matrix of the total graph using $A_G$, $A_{L(G)}$, and $R_G$, in the following way:

$$AT(G) = \begin{bmatrix} A_G & R_G \\ R_G^T & A_{L(G)} \end{bmatrix}. \quad (1)$$

On the other hand, the incidence matrix $R$ obeys

$$RR^T = A_G + rI, \quad R^T R = A_{L(G)} + 2I.$$

### 2.1 The total graph of a regular graph

In this subsection, we focus on the total graph of regular graphs with the goal of obtaining the eigenvalues and eigenvectors of their adjacency matrices by using our knowledge about the root graph. In fact, we obtain the spectrum of the total graph by using the following theorem:

**Proposition 2.1** (Cvetković [20]) Let $G$ be a $r$-regular graph with $m$ edges and $n$ vertices and let $\{\lambda_i : i = 1, \ldots, n\}$ be the set of eigenvalues of $A_G$. The eigenvalues of the adjacency matrix of $T(G)$ are $(-2)$ with multiplicity $m - n$ and

$$\theta_i^\pm = \lambda_i - 1 + \frac{r}{2} \pm \sqrt{\lambda_i + 1 + \frac{r^2}{4}}.$$  

for $i \in \{1, \ldots, n\}$ with multiplicity 1.

The next step is to obtain the eigenvectors of the total graph. For regular root graphs, Liu and Wang [21] describes how to obtain the eigenvectors of the Laplacian matrix of the total graph from the eigenvectors of the root graph and an orthonormal basis of the kernel of the incidence matrix of the total graph. Using Liu and Wang’s theorem, we obtain the following similar corollary:

**Corollary 2.1** Let $G$ be a $r$-regular connected graph with $n$ vertices, $m$ edges, and $r \geq 2$. Let $r = \lambda_1 \geq \cdots \geq \lambda_n$ and $v_1, \ldots, v_n$ be the eigenvalues and orthonormal eigenvectors of $A(G)$, respectively. Let $\{y_1, \ldots, y_{m-n}\}$ be an orthonormal basis of the kernel of $R_G$. Define

$$\xi_i^\pm = \lambda_i - 1 + \frac{r}{2} \pm \sqrt{\lambda_i + 1 + \frac{r^2}{4}},$$

and

$$X_i^\pm = \frac{1}{\sqrt{c}} \left( (2 - r - \lambda_i + \xi_i^\pm) v_i \right).$$
where \( i \in \{1, \ldots, n\} \) and
\[
c = (2 - r - \lambda_i + \xi_i \pm)^2 + \lambda_i + r.
\]

(a) If \( G \) is non-bipartite, the eigenvalues of \( T(G) \) are \( \zeta_i^\pm \), \( i \in \{1, \ldots, n\} \), and \((-2)\) with multiplicity \( m - n \), and the corresponding eigenvectors are \( X_i^\pm \) and
\[
Y_j = \begin{pmatrix} 0 \\ y_j \end{pmatrix},
\]
where \( j \in \{1, \ldots, m - n\} \).

(b) If \( G \) is bipartite, where \( V(G) = V_1 \cup V_2 \) are the bipartitions of the vertices set, the eigenvalues of \( T(G) \) are \( \zeta_i^\pm \), \( i \in \{1, \ldots, n - 1\}, (-r) \), and \((-2)\) with multiplicity \( m - n + 1 \), and the corresponding eigenvectors are \( X_i^\pm \),
\[
Z = \begin{pmatrix} J_1 \\ -J_2 \\ 0 \end{pmatrix},
\]
where \( J_i \) is the \( |V_i| \)-dimensional vector with with all entries equal to 1, and
\[
Y_j = \begin{pmatrix} 0 \\ y_j \end{pmatrix},
\]
where \( j \in \{1, \ldots, m - n\} \).

Proof Replace \( \mu_i = r - \lambda_i \) and \( \zeta_i^\pm = 2r - \theta_i^\mp \) in Liu and Wang’s theorem [21]. \( \square \)

3 Continuous-time quantum walk on vertices and edges

The spatial structure of discrete-time quantum walks on graphs is (1) the arc set in the coined model [6], (2) the edge set in Szegedy’s model [7], and the vertex set in the staggered model [5]. On the other hand, the spatial structure of the continuous-time quantum walk is the vertex set [4]. In this section, we define a continuous-time quantum walk that takes place on both vertices and edges in a mathematically consistent way. We name it total quantum walk.

Let \( G \) be a graph with vertex set \( V(G) \) and edge set \( E(G) \). We associate with this graph a \((|V(G)| + |E(G)|)\)-dimensional Hilbert space spanned by \( \{|v\} : v \in V(E) \cup E(G)\} \). The evolution operator of the total quantum walk is obtained from the adjacency matrix \( A_{T(G)} \) of the total graph \( T(G) \), as follows
\[
U(t) = e^{-i\gamma H_t},
\]
where \( \gamma \) is a real positive parameter and \( H = A_{T(G)} \). In this model, if the walker is on a vertex \( v \), after an infinitesimal time, the walker will stay put or hop to any
neighboring vertex \(v'\) or to any edge incident to \(v\). If the walker is on an edge \(e\), after an infinitesimal time, the walker will stay put or hop to any edge that has a common vertex with \(e\) or to any vertex that is an endpoint of \(e\).

The total quantum walk on a graph \(G\) is equivalent to the standard continuous-time quantum walk on \(T(G)\). The advantage of the new formulation consists in splitting the spatial part into two different types that can be exploited in applications, such as searching and decoherence analysis, in order to check whether vertices and edges behave in the same way or not.

The spatial search algorithm is defined by modifying the model’s Hamiltonian by adding an extra term that depends on the location of the marked vertex or edge \(w\) as

\[
H = -\gamma A - \langle w | w \rangle.
\]

It is interesting to determine whether the time complexity of finding the marked element depends on its type. The probability of finding a marked vertex at time \(t\) is

\[
p(t) = |\langle w | \psi(t) \rangle|^2,
\]

where \(|\psi(t)\rangle = U(t)|\psi(0)\rangle\) is the state of the quantum walk at time \(t\) and \(|\psi(0)\rangle\) is the initial state. The goal of the algorithm is to find the optimal values of parameters \(t\) and \(\gamma\) so that the success probability is as high as possible.

### 3.1 Method to find the computational complexity of search algorithms

Reference [27, 28] has outlined a method for finding the computational complexity of spatial search algorithms when the graph has multiple marked vertices. In this subsection, we review this method for the single marked case, which is similar to the method described in [29]. For an operator \(U\), let \(\sigma(U)\) be the spectrum of \(U\). Suppose that the adjacency matrix \(A\) of the total graph has exactly \(q + 1\) distinct eigenvalues \(\phi_0 > \phi_1 > \cdots > \phi_q\). Let \(P_\ell\) denote the orthogonal projector onto the eigenspace of \(A\) for the eigenvalue \(\phi_\ell\) for \(0 \leq \ell \leq q\), that is,

\[
A = \sum_{\ell=0}^{q} \phi_\ell P_\ell.
\]

Let \(\lambda\) and \(|\lambda\rangle\) be an eigenvalue and a normalized eigenvector of \(H\), respectively. Hamiltonian \(H\) and operator \(-\gamma A\) may share common eigenvalues and eigenvectors, as shown in the following Proposition:

**Proposition 3.1** \(\lambda \in \sigma(-\gamma A)\) and \((-\gamma A)|\lambda\rangle = \lambda |\lambda\rangle\) if and only if \(\langle w |\lambda \rangle = 0\).

The eigenvectors \(|\lambda\rangle\) such that \(\langle w |\lambda \rangle = 0\) play no role in the calculation of the probability \(p(t)\), as can be seen from Eq. (2). The eigenvalues \(\lambda\) associated with those eigenvectors are in the spectrum of \(-\gamma A\). Let us assume that \(\langle w |\lambda \rangle \neq 0\). Then, \(\lambda \notin \sigma(-\gamma A)\).
Using the definition of $H$ and assuming that $\lambda \notin \sigma(-\gamma A)$, we obtain

$$P_\ell |\lambda\rangle = -\frac{\langle w |\lambda\rangle}{\lambda + \gamma \phi_\ell} P_\ell |w\rangle. \quad (3)$$

Using $\sum_{\ell=0}^q P_\ell = I$, we have

$$\langle w |\lambda\rangle = \sum_{\ell=0}^q \langle w |P_\ell |\lambda\rangle.$$ 

Using Eq. (3), we obtain

$$\sum_{\ell=0}^q \frac{\|P_\ell |w\|}{\lambda + \gamma \phi_\ell} = -1. \quad (4)$$

Usually, the spectral gap of the modified Hamiltonian tends to zero when the number of vertices increases. Let us assume that the asymptotic computational complexity of the search algorithm depends only on two eigenvalues $\lambda^{\pm}$ closest of $-\gamma \phi_0$ so that

$$\lambda^{\pm} = -\gamma \phi_0 \pm \epsilon + O(\epsilon^2). \quad (5)$$

In this case, the spectral gap is asymptotically $2\epsilon > 0$. Eq. (4) simplifies to

$$\sum_{\ell=0}^q \frac{\|P_\ell |w\|}{\gamma (\phi_\ell - \phi_0) \pm \epsilon} = -1. \quad (6)$$

Up to second order in $\epsilon$ we obtain

$$\langle w |P_0 |w\rangle \pm \left(1 - \frac{S_1}{\gamma}\right) \epsilon - \frac{S_2}{\gamma^2} \epsilon^2 = 0, \quad (7)$$

where

$$S_1 = \sum_{\ell=1}^q \frac{\|P_\ell |w\|^2}{\phi_0 - \phi_\ell} \quad (8)$$

and

$$S_2 = \sum_{\ell=1}^q \frac{\|P_\ell |w\|^2}{(\phi_0 - \phi_\ell)^2}. \quad (9)$$

Equation (7) cannot have the linear term because that is the only way to have the $\pm \epsilon$ term in Eq. (5). Then,

$$\gamma = S_1 \quad (10)$$
and

\[ \epsilon = \frac{S_1 \| P_0 |w\|}{\sqrt{S_2}}. \]  

(11)

Using Eq. (2) and an orthonormal set \( \{ |\lambda\rangle \} \) of eigenvectors of \( H \), the probability of finding a marked vertex as a function of \( t \) is

\[ p(t) = \left| \sum_{\lambda} e^{-i\lambda t} \langle w | \lambda \rangle \langle \lambda | \psi(0) \rangle \right|^2. \]

The exact eigenvalues \( \lambda \notin \sigma(-\gamma A) \) are roots of Eq. (6). In order to simplify the calculation, let us assume that the asymptotic success probability depends only on \( \lambda^\pm \) and their associated eigenvectors \( |\lambda^\pm\rangle \). Besides, let us assume that asymptotically

\[ \langle \lambda^+ | \psi(0) \rangle \langle w | \lambda^+ \rangle = -\langle \lambda^- | \psi(0) \rangle \langle w | \lambda^- \rangle + o(1). \]  

(12)

Under those assumptions, the probability of finding a marked vertex reduces to

\[ p(t) = 4 \left| \langle \lambda^+ | \psi(0) \rangle \right|^2 \left| \langle w | \lambda^+ \rangle \right|^2 \sin^2 \epsilon t - o(1) + o(\epsilon t). \]  

(13)

Then, the optimal running time is

\[ t_{\text{opt}} = \frac{\pi}{2\epsilon}. \]  

(14)

and the success probability is

\[ p_{\text{succ}} = 4 \left| \langle \lambda^+ | \psi(0) \rangle \right|^2 \left| \langle w | \lambda^+ \rangle \right|^2 - o(1). \]  

(15)

There are many examples in the literature that obey the restrictions above [10, 30].

Using Eq. (3) and

\[ \sum_{\ell=0}^{q} \| P_{\ell} |\lambda^\pm\rangle \|^2 = 1, \]

we obtain

\[ \frac{1}{\left| \langle w | \lambda^\pm \rangle \right|^2} = \sum_{\ell=0}^{q} \frac{\| P_{\ell} |w\| \|^2}{(\lambda^\pm + \gamma \phi_{\ell})^2}. \]

By re-scaling \( |\lambda^\pm\rangle \) with a global phase, we obtain \( \left| \langle w | \lambda^\pm \rangle \right| = \left| \langle \lambda^\pm | \psi \rangle \right| \). Taking the limit \( \epsilon \to 0 \), we obtain

\[ \langle w | \lambda^\pm \rangle = \frac{S_1}{\sqrt{2S_2}}. \]  

(16)
The last missing quantity is \( \langle \lambda^\pm | \psi(0) \rangle \). If the total graph is regular and connected, the uniform superposition is an eigenvector of \( \exp(-i\gamma A) \) and \( \exp(-i\gamma \phi_0) \) is its eigenvalue with multiplicity one, where \( \phi_0 \) is the graph greatest eigenvalue. In this case, using Eq. (3) taking \( \ell = 0 \) we obtain

\[
\langle \psi(0) | \lambda^\pm \rangle = -\frac{\langle w | \lambda^\pm | \psi(0) \rangle |w\rangle}{\lambda^\pm + \gamma \phi_0}.
\]

Since all terms on the right-hand side are supposedly known, this means that we have a recipe to calculate \( \langle \psi(0) | \lambda^\pm \rangle \). Assuming that \( | \psi(0) \rangle \) is the normalized uniform state and by taking the limit \( \epsilon \to 0 \), we obtain

\[
\langle \psi(0) | \lambda^\pm \rangle = \pm \frac{1}{\sqrt{2N} \| P_0 |w\|}, \tag{17}
\]

where \( N \) is the number of vertices of the total graph. Note that Eq. (12) is consistent with Eqs. (16) and (17).

If we use the amplitude amplification procedure [2], the time complexity of the search algorithm is \( t_{\text{opt}}/\sqrt{p_{\text{succ}}} \). Using Eqs. (14) and (15), the total running time with success probability \( \Omega(1) \) is

\[
t_{\text{run}} = \frac{\pi S_2^2}{2 S_1^2} \sqrt{N}. \tag{18}
\]

Note that the time complexity of the search algorithm after using amplitude amplification does not depend on \( \| P_0 |w\| \). Besides, the time complexity is \( O(\sqrt{N}) \) if \( S_2 \) has the same order of \( S_1^2 \).

### 3.2 Quantum search by total quantum walk on the complete graph

The class of complete graphs is the first candidate for the searching problem using the total quantum walk. Before starting to analyze the dynamics, let us consider the following result. Let \( K_n \) be the complete graph with \( n \) vertices. The total graph \( T(K_n) \) is isomorphic to the Johnson graph \( J(n+1, 2) \) \((J(4, 2) \) is illustrated in Fig. 1\) as shown in the next proposition:

**Proposition 3.2** The total graph \( T(K_n) \) of the complete graph \( K_n \) is isomorphic to the Johnson graph \( J(n+1, 2) \).

**Proof** Let us adopt the following convention: an arbitrary vertex of \( T(K_n) \) has label \( i \) or \( \{i, j\} \) for \( 1 \leq i, j \leq n \) depending on whether the corresponding element in the root graph \( K_n \) is a vertex or an edge, respectively. An arbitrary vertex \( v \) of \( J(n+1, 2) \) has label \( v = \{i, j\} \) for \( 1 \leq i, j \leq n + 1 \) and two vertices \( v \) and \( w \) are adjacent if and only if \( |v \cap w| = 1 \). The isomorphism between \( T(K_n) \) and \( J(n+1, 2) \) is established by mapping vertex \( \{i, j\} \) of \( T(K_n) \) into vertex \( \{i, j\} \) of \( J(n+1, 2) \) and by mapping vertex \( i \) of \( T(K_n) \) into vertex \( \{i, n+1\} \) of \( J(n+1, 2) \). It is straightforward to check
that two vertices are adjacent in \( T(K_n) \) if and only if the corresponding vertices are adjacent in \( J(n + 1, 2) \) by using the fact that \( J(n + 1, 2) \) is the line graph of \( K_{n+1} \).

\[ \square \]

In the searching problem on the total quantum walk on the complete graph, the target element may be a vertex or an edge of \( K_n \). The first conclusion we reach is that time complexity does not depend on the location of the marked element because \( T(K_n) \) is strongly regular \([21]\). Quantum search algorithm on \( J(n + 1, 2) \) and strongly regular graphs were addressed in \([30, 31]\), which has shown that the probability of finding the marked vertex of \( J(n + 1, 2) \equiv T(K_n) \) is

\[ p(t) = \left( 1 - O\left( \frac{1}{n} \right) \right) \sin^2 \frac{t}{\sqrt{N}}, \]  

(19)

where \( N \) is the number of vertices plus the number of edges of \( K_n \). Then, the optimal running time is

\[ t_{\text{run}} = \frac{\pi \sqrt{N}}{2}, \]  

(20)

and the asymptotic success probability is 1.

### 3.3 Quantum search by total quantum walk on the complete bipartite graph

In this subsection, we address the spatial search algorithm on the complete bipartite graph. The goal of the spatial search algorithm using the total quantum walk is to find either marked vertex or a marked edge.

Let \( K_{n,n} \) be the complete bipartite graph with \( n \) vertices in each partition, so that \( V(K_{n,n}) = V_1 \cup V_2 \). The labels of the vertices of \( V_1 \) are \( 1, \ldots, n \), and of \( V_2 \) are \( 1', \ldots, n' \). The label of the edge connecting \( i \) and \( j' \) is \( e_{i,j} \). The eigenvalues of \( K_{n,n} \) are \( n, 0, -n \) with multiplicities \( 1, 2n - 2, 1 \), respectively. A norm-1 eigenvector associated with eigenvalue \( n \) is

\[ |v_n\rangle = \frac{1}{\sqrt{2n}} \left( \sum_{i=1}^{n} |i\rangle + |i'\rangle \right). \]  

(21)
An orthonormal basis for the 0-eigenspace is \{ |v_k \rangle, |v_k' \rangle \} for \( k \in \{1, \ldots, n-1\} \), where

\[
|v_k \rangle = \sqrt{\frac{k}{k+1}} \left( |k+1 \rangle - \sum_{i=1}^{k} \frac{1}{k} |i \rangle \right)
\]  \hspace{1cm} (22)

and

\[
|v_k' \rangle = \sqrt{\frac{k}{k+1}} \left( (k+1)' \rangle - \sum_{i=1}^{k} \frac{1}{k} |i' \rangle \right).
\]

A norm-1 eigenvector associated with eigenvalue \((-n)\) is

\[
|v_0 \rangle = \frac{1}{\sqrt{2n}} \left( \sum_{i=1}^{n} |i \rangle - |i' \rangle \right).
\]

An orthonormal basis for the kernel of the incidence matrix \( R_{K_{n,n}} \) is

\[
|w_{i,j} \rangle = \sqrt{h_{i,j}} \sum_{k_1=1}^{j+1} \sum_{k_2=1}^{i+1} (-i)^{\delta_{k_1,j+1}} (-j)^{\delta_{k_2,j+1}} \frac{i}{ij} |e_{k_1,k_2} \rangle,
\]  \hspace{1cm} (23)

where \( h_{i,j} = \frac{ij}{ij+i+j+1} \) and \( i, j \in \{1, \ldots, (n-1)\} \).

Using this eigenbasis of \( K_{n,n} \), Corollary 2.1, and setting

\[
\theta_0^\pm := \frac{n - 2 \pm \sqrt{n^2 + 4}}{2}
\]

and

\[
\Delta_n^\pm := \frac{n^2 + 4 \pm (2-n)\sqrt{n^2 + 4}}{2},
\]

the list of eigenvalues of \( T(K_{n,n}) \) in decreasing order is \( \phi_0 = 2n, \phi_1 = \theta_0^+, \phi_2 = n-4, \phi_3 = \theta_0^-, \phi_4 = -2, \) and \( \phi_5 = -n \) with multiplicities \( 1, 2(n-1), 1, 2(n-1), (n-1)^2, \) and \( 1 \), respectively. The list of eigenvectors using the notation of Corollary 2.1 is as follows. A norm-1 eigenvector of eigenvalue \( 2n \) is

\[
|X_n^+ \rangle = \frac{1}{\sqrt{4 + 2n}} \left( 2|v_n \rangle + R_{K_{n,n}}^T |v_n \rangle \right).\]

A norm-1 eigenvector of eigenvalue \( (n-4) \) is

\[
|X_n^- \rangle = \frac{1}{\sqrt{n^2 + 6n + 4}} \left( (-2-n)|v_n \rangle + R_{K_{n,n}}^T |v_n \rangle \right).
\]
An orthonormal basis for the $\theta_0^\pm$-eigenspace is $\{ |X_{0,k}^\pm \rangle, |X_{0,k'}^\pm \rangle : k = 1, \ldots, n - 1 \}$, where

$$|X_{0,k}^\pm \rangle = \frac{1}{\sqrt{\Delta_n}} \left( \frac{\theta^\mp_n}{\sqrt{n}} |v_k\rangle + R_{K_{n,n}}^T |v_k\rangle \right).$$

A norm-1 eigenvector of eigenvalue $(-n)$ is $|Z\rangle = |v_0\rangle$.

An orthonormal basis for the $(-2)$-eigenspace is $\{ |Y_{i,j} \rangle = |w_{i,j} \rangle : i, j = 1, \ldots, n - 1 \}$. (25)

Let us turn our attention to finding the time complexity of the search algorithm. Since there are two possibilities for the marked element, we set $|w^v\rangle = |n\rangle$ for a marked vertex and $|w^e\rangle = |e_{n,n}\rangle$ for a marked edge, without loss of generality. We use the method described in the previous subsection. Since the total graph of $K_{n,n}$ is regular, we have

$$\| P_0 |w\| = \frac{1}{\sqrt{N}},$$

where $N = n^2 + 2n$ is the number of vertices of $T(K_{n,n})$.

By substituting (24) into (8) and (9) with $q = 5$, we obtain

$$S^v_1 = \frac{1}{2n} + \frac{5}{12n^2} + O \left( \frac{1}{n^3} \right),$$

$$S^e_1 = \frac{1}{2n} + \frac{1}{2n^2} + O \left( \frac{1}{n^3} \right),$$

and

$$S^v_2 = S^e_2 = \frac{1}{4n^2} + O \left( \frac{1}{n^3} \right).$$

Using (11), we obtain

$$\epsilon^v = \left( 1 - \frac{7}{9n} + O \left( \frac{1}{n^2} \right) \right) \frac{1}{\sqrt{N}}$$

and

$$\epsilon^e = \left( 1 - \frac{1}{n} + O \left( \frac{1}{n^2} \right) \right) \frac{1}{\sqrt{N}}.$$ (29)

Using (14), the optimal running time in both cases is

$$t_{\text{run}} = \frac{\pi \sqrt{N}}{2}.$$ (30)
and using (15), the success probability of finding a vertex is

\[
p_{\text{succ}}^v = 1 - \frac{14}{9n} + O\left(\frac{1}{n^2}\right)
\]

(31)

and of finding an edge is

\[
p_{\text{succ}}^e = 1 - \frac{2}{n} + O\left(\frac{1}{n^2}\right).
\]

(32)

The difference between searching a vertex or an edge can only be seen in second order terms.

### 3.4 Numerical check

Our method to find the computational complexity of the search algorithm on bipartite graphs using the total quantum walk employs two hypotheses that must be checked. In this section, we show numerically that we can rely on those hypotheses for total graph of complete bipartite graphs. Note that the computational effort to check the hypotheses is smaller than to check the final results (success probability and running time), because in the latter case we need to simulate the whole dynamics, while in the first case we basically calculate the eigenvectors and eigenvalues of the Hamiltonian.

The first hypothesis is used in Eq. (5), which assumes that the spectral gap tends to zero when the number of vertices increases. Besides, \(\lambda^+\) and \(\lambda^-\) are asymptotically symmetric about \(-\gamma \phi_0\). This hypothesis is analyzed in the graphs of Fig. 2. The left-hand graph depicts \(\pm \epsilon = \lambda^\pm + \gamma \phi_0\) as a function of \(N\) when there is one marked vertex, and the right-hand graph when there is one marked edge. The numerical calculations show that \(\epsilon\) tends to zero in a symmetric way. This indicates that it is reasonable to work under this hypothesis.

In order to help the checking of the first hypothesis, the left-hand graph of Fig. 3 depicts the loglog plot of the numerical calculation of \(\epsilon\) (red dots) as a function of \(N\) when there is one marked vertex together with the analytical results (black crosses) described by Eq. (28). The equation of the straight line that fits the numerical results is
Fig. 3 Loglog plot of $\epsilon^v$ and $\epsilon^e$ as a function of $N$

$log_{10} \epsilon^v = -0.49 \log_{10} N - 0.079$, which is a good approximation to the behavior of $\epsilon^v$ as a function of $N$ given by Eq. (28). The right-hand graph depicts the equivalent results when there is one marked edge. The numerical results matches the behavior of $\epsilon^e$ as a function of $N$ described by Eq. (29). Those graphs are good indications not only that the spectral gap tends to zero asymptotically but also that the algebraic results are correct.

The second hypothesis is used in Eq. (12), which assumes that the product of $\langle \lambda^+ \mid \psi(0) \rangle \langle w \mid \lambda^+ \rangle$, which are the overlaps of the initial state and the marked state with $\lambda^+$, is equal to minus the product of $\langle \lambda^- \mid \psi(0) \rangle$ and $\langle w \mid \lambda^- \rangle$, asymptotically. This hypothesis is not strictly necessary in order to the method described in sec. 3.1 to work. We assume it for simplicity, because the probability distribution as a function of $t$ becomes the square of a sinusoidal function. This hypothesis is analyzed in the graphs of Fig. 4. The left-hand graph depicts $\pm \langle \lambda^\pm \mid \psi(0) \rangle \langle w \mid \lambda^\pm \rangle$ as a function of $N$ when there is one marked vertex, and the right-hand graph when there is one marked edge. The numerical calculations again indicates that it is reasonable to work under this hypothesis.

4 Final remarks

We have defined a continuous-time quantum walk version on a graph $G$, which allows the walker to hop from vertices to edges and vice versa. In our model, the walker may

Springer
hop from (1) vertex to vertex, (2) vertex to edge, (3) edge to vertex, and (4) edge to edge. To consistently define the evolution operator, we use the adjacency matrix of the total graph $T(G)$. Using this quantum walk model, we have shown that the spatial search algorithm on the complete bipartite graph can find a marked vertex or a marked edge in $O(\sqrt{N})$ steps with success probability $1 - o(1)$.

There are at least three interesting extensions of the total quantum walk model on a graph $G$. In the first one, the walker may hop from (1) vertex to edge, (2) edge to vertex, and (3) edge to edge. In this case, we have to use the adjacency matrix of the $Q$-graph $Q(G)$. In the second one, the walker may hop from (1) vertex to vertex, (2) vertex to edge, (3) edge to vertex. In this case, we have to use the adjacency matrix of the $R$-graph $R(G)$. In the third one, the walker may hop from (1) vertex to edge, and (2) edge to vertex; it not allowed to hop from vertex to vertex or from edge to edge. In this case, we have to use the adjacency matrix of the subdivision graph $S(G)$.

We intend to analyze those extensions in future works.
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