Hardware efficient quantum simulation of non-abelian gauge theories with qudits on Rydberg platforms
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Non-abelian gauge theories underlie our understanding of fundamental forces in nature, and developing tailored quantum hardware and algorithms to simulate them is an outstanding challenge in the rapidly evolving field of quantum simulation. Here we take an approach where gauge fields, discretized in spacetime, are represented by qudits and are time-evolved in Trotter steps with multi-qudit quantum gates. This maps naturally and hardware-efficiently to an architecture based on Rydberg tweezer arrays, where long-lived internal atomic states represent qudits, and the required quantum gates are performed as holonomic operations supported by a Rydberg blockade mechanism. We illustrate our proposal for a minimal digitization of SU(2) gauge fields, demonstrating a significant reduction in circuit depth and gate errors in comparison to a traditional qubit-based approach, which puts simulations of non-abelian gauge theories within reach of NISQ devices.

Introduction.– Quantum field theories form the backbone of the Standard Model of particle physics, where quantized gauge fields mediate the interactions between fundamental particles [1]. Lattice gauge theories (LGTs), where fields are discretized on a space-time lattice [2], provide a convenient framework to study non-perturbative high-energy phenomena, and have been extensively used to extract numerous experimentally relevant predictions [3]. Despite this success, standard approaches based on Monte Carlo methods are severely limited by the sign problem [4], preventing the study of real-time gauge theory dynamics, among other drawbacks. The latter are essential to analyze experimental results in heavy-ion colliders, where open problems in particle physics are currently being addressed [5, 6], including the search of new physics beyond the Standard Model.

In the recent years, quantum simulators (QS) [7] have emerged as a promising pathway to circumvent these problems [8–13], leading to several experimental demonstrations where simple LGTs were investigated using digital, analog and variational methods [14–20]. For digital QS [21], in particular, different schemes have been proposed to address high-dimensional non-abelian gauge theories using different platforms, including trapped ions [22–24], ultracold atoms [25–29], superconducting circuits [30–32] and cavities [33]. Despite their higher flexibility to simulate complex many-body Hamiltonians compared to the analog approach, crucial in particular for non-abelian theories, a full digital quantum simulation requires access to gate-based quantum computers, which are currently restricted to Noisy Intermediate Scale Quantum (NISQ) devices [34], limited in qubit number and circuit depths. Although an impressive effort is currently taking place to reduce the computational complexity using improved quantum software [35–49], simulating relevant LGTs in the NISQ era must be...
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FIG. 1. Gauge field dynamics on qudit vs. qubit quantum simulator: (a) Our proposal employs Rydberg atoms trapped in optical tweezers, arranged on the links $\ell$ of a hypercubic lattice. Each atom encodes a qudit using $d$ internal levels, where single-qudit gates are realized holonomically. To implement the entangling two-qudit gate $\Theta_{\ell\ell'}$, we first bring pairs of atoms within the Rydberg blockade radius $R_b$. (b) First order decomposition of a Trotter step, including the four-qudit plaquette interaction, into the native atomic gates $U_{\ell}(E/B)$ and $\Theta_{\ell\ell'}$. (c) For comparison, we show a qubit-based circuit decomposition of $\Theta_{\ell\ell'}$ for the $Q_8$ group, where the number of required atoms is increased by a factor $\log_2 8 = 3$, leading to much lower gate fidelities, while our qudit-approach enables a faithful simulation [see Figs. 2(c) and (d)].
complemented by the development of efficient quantum hardware tailored to the specific algorithmic demands.

In this Letter, we introduce a qudit architecture based on atoms trapped in optical tweezer arrays and laser excited to Rydberg states [50–56] (Fig. 1). We co-design the platform to match the requirements to digitally simulate real-time dynamics of non-abelian gauge theories in a hardware-efficient manner. In particular, we show a considerable reduction of experimental resources compared to qubit-based approaches due to a more natural match between the simulating and the simulated degrees of freedom, preserving the local structure of gauge-invariant interactions.

Although qudit-based quantum simulators can also be implemented with other platforms such as ultracold mixtures [57], trapped ions [58] and photonic circuits [59], multi-dimensional tweezer arrays, both dynamically reconfigurable and locally addressable [53, 56, 60–63], satisfy the scalability requirements necessary to address the continuum limit of LGTs. Specifically, here we consider multi-level atoms to encode large gauge-field Hilbert spaces using long-lived qudits [64–66]. Employing a Rydberg blockade mechanism [51, 52, 67], we develop a native set of holonomic gates [68–72], robust against decoherence, that allows to efficiently simulate the time evolution under a general LGT Hamiltonian. In particular, we show how for the simplest non-trivial digitization of SU(2) gauge fields, and including relevant error sources, our qudit approach achieves higher fidelities than a traditional qubit protocol [73], enabling the quantum simulation of non-abelian gauge theories using NISQ devices [53]. Finally, we note that although larger qudit sizes are required to properly approximate the physics of SU(2) as relevant for high-energy physics [37], this minimal protocol can readily be employed to study condensed matter systems with non-abelian topological order [74, 75].

**Qudit quantum computing with Rydberg atoms.**

Atomic systems offer the possibility to encode quantum information in internal states. Here, we go beyond the paradigmatic model of a two-level atomic qubit and consider a collection of \(N\) multi-level atoms in state-dependent optical traps. For every single atom, we propose to encode a *qudit* with corresponding Hilbert space spanned by \(|j\rangle, j = 0, \ldots, d-1\) in \(d\) long-lived hyperfine ground states \(|F, m_F\rangle\), where large hyperfine manifolds can be accessed e.g. using Erbium [76] or Holmium [27, 78]. In a qubit-based approach, an equivalent Hilbert space of dimension \(d^N\) requires control over \(N \log_2(d)\) instead of only \(N\) atoms as in our case (Fig. 1(c)). This saving of physical resources is crucial for efficient near-future applications in the NISQ era, since the number of atoms that can be trapped and controlled is limited. For instance, a \(4 \times 4\) 2D lattice containing \(32 \times 8 = 384\) qudits (which will become relevant later) could be encoded using 32 atoms, a number that is already available [53], while almost 100 of them should be used instead in a qubit-based protocol.

The quantum information stored in each atomic qudit can be efficiently manipulated, e.g., using holonomic operations [68, 79], where arbitrary single-qudit gates \(U \in SU(d)\) can be synthesized via an appropriate sequence of laser pulses, with time-dependent Rabi frequencies \(\Omega(t)\). To see this, we first decompose \(U\) into a product of at most \(d(d-1)/2\) unitaries acting non-trivially only on two atomic levels \((i, j)\) [80], and subsequently realize the two-level unitaries via at most three rotations around the \(x\) or \(y\) axis, denoted by \(R^{(i, j)}_\varphi\), respectively, utilizing an auxiliary state \(|e\rangle\) [see the Supplemental Material (SM) [81] for details]. The total time required to implement a general single-qudit gate is upper bounded by \(3d(d-1)T/2\), where \(T\) is the duration of a laser pulse, estimated below for realistic experimental parameters. We note that the explicit implementation of this scheme should be guided by the constraints imposed by atomic selection rules, see Fig. 2(a) for an example with \(d = 8\).

The main error sources affecting the fidelity of single-qudit gates are the spontaneous decay from the excited state \(|e\rangle\) [Fig. 2(a)] as well as non-adiabatic state transfer. As we show in [81], both can be made negligible by imposing \(\Omega \gg 1/T\), \(\gamma_e\), which can be achieved in cur-

![FIG. 2. Qudit encoding and native gates: (a) Atomic level structure serving as a \(Q_8\)-register, where the \(d = 8\) group basis elements are encoded into different hyperfine manifolds. Single and two-qudit gates are performed holonomically using the auxiliary ground-state level \(|g\rangle\) and excited states \(|e\rangle\) and \(|r\rangle\), with corresponding decay rates \(\gamma_{g/e}\). (b) Controlled-permutation gate \(C_{d}^{(i, j)}(\varphi)\) as a sequence of four single qudit-gates in the blockade regime. Quantified by the maximally-entangled state obtained after applying \(\Theta_{(i,j)}(\varphi)\), implemented through the (c) qudit and (d) qubit protocols (see the circuit in Fig. (1)(c)) using the same experimental parameters (see main text), we obtain a state fidelity of 99.6% and 21.4%, respectively, demonstrating the clear advantage of a qudit-based decomposition.](https://example.com/fig2)
rent experiments. The fast and high fidelity single-qudit gates obtained with our protocol [81] contrast with those achievable in a qubit-based approach, where $\mathcal{O}(d^2)$ entangling CNOT gates between log $d$ qubits are required, leading to larger errors and longer implementation times.

We now come to the main challenge of qudit quantum computing and introduce a new protocol for a general class of controlled-unitary operation, $C_U(j_0) = U \otimes |j_0\rangle \langle j_0| + \mathbb{1} \otimes (1 - |j_0\rangle \langle j_0|)$ with $j_0 \in \{0, \ldots, d-1\}$. Our proposal is based on the Rydberg blockade mechanism [51, 52, 67], which prohibits the simultaneous excitation of two atoms to the Rydberg state $|r\rangle$ when their distance $R$ is below the blockade radius, $R_B$, set by the large Rydberg interaction $V \sim 1/R^6 \gg \Omega$. This idea gives rise to the following protocol. First, bring the control and target atoms within range $R < R_B$ and apply the unitary $U$ on target (as outlined above). Now excite the control qudit from $|j_0\rangle$ to the Rydberg state $|r\rangle$ using $S_i^{(j_0,r)} \equiv R_i^{j_0-r}(\pi)$, and subsequently realize $U^\dagger$ on the target by decomposing every two-level rotation as $R_i^{(j,r)}(\phi) = S_i^{(j_0,r)} R_i^{j_0-r}(\phi) S_i^{(j_0,r)}$ [Fig. (2)(b)]. To emphasize the involvement of the Rydberg state we denote this gate by $U_i$. Finally, applying $S_i^{(j,r)}$ to the control qudit maps the state $|r\rangle$ back to $|j_0\rangle$. Due to the Rydberg blockade, which projects onto the subspace orthogonal to the state $|rr\rangle$ (both atoms in the Rydberg state), this protocol realizes the operator

$$\left(\mathbb{1} \otimes S_i^{(j_0,r)}\right) \left[\mathcal{P}(U_i^\dagger \otimes \mathbb{1}) \mathcal{P}\right] \left(\mathbb{1} \otimes S_i^{(j_0,r)}\right) (U \otimes \mathbb{1}),$$

with $\mathcal{P} = \mathbb{1} - |rr\rangle \langle rr|$. If this operator acts on states where the Rydberg states are not populated, it coincides with $C_U(j_0)$. That is, $U$ is applied to the target qudit if and only if the control qudit was in state $|j_0\rangle$. The execution time of this gate is upper bounded by $(6(d-1) + 2)T$. Apart from the error sources mentioned above, imperfect Rydberg blockade and decay from the Rydberg state can lower the fidelity of controlled-unitary gates. Below we discuss how the latter affect the simulation of non-abelian LGTs for a minimal example with $d = 8$.

In summary, we have established a gate set $G = \{U, C_U(j_0)\}$ consisting of arbitrary single-qudit gates $U \in SU(d)$ and controlled two-qudit gates $C_U(j_0) \in SU(d^2)$. These are naturally available in a qudit register consisting of multi-level Rydberg atoms in a programmable tweezer array. The universal properties of $G$ for general qudit-based algorithms will be discussed elsewhere [82]: here we are specifically interested in the simulation of LGTs as discussed in the following section.

**Gauge field dynamics on a qudit quantum computer.**

In this section, we turn our attention to the digital simulation of real-time gauge theory dynamics with qudits. Most importantly, we will show that the architecture outlined above provides exactly those resources which are required to simulate LGTs on a quantum device. To see this, we take the Hamiltonian lattice approach [83]. Given a gauge group $G$ and a hypercubic lattice with $N_\ell$ links $\ell$, we represent the state $|\psi(t)\rangle$ at time $t$ on a so-called $G$-register [36]: $|\psi(t)\rangle = \sum g \psi_t(g) |g\rangle$, with $|g\rangle = |g_1\rangle \otimes |g_2\rangle \otimes \cdots \otimes |g_{N_\ell}\rangle$. Here, every $|g\rangle$ denotes a state labelled by a group element $g \in G$, and the set $\{|g\rangle\}$ forms an orthonormal basis of the local (link) Hilbert space $\mathcal{H}_G$. For the relevant cases of $G = U(1)$ or $SU(N)$, where $\mathcal{H}_G$ is infinite-dimensional, we replace $G$ with a large, but finite subgroup of itself, which leads to $\mathcal{H}_G \cong \mathbb{C}^{G_N}$, with dimension given with the order of the group $|G|$, and thus effectively digitizes the many-body wave-function $\psi_t(g)$ [37]. The state $|\psi(t)\rangle$ can then be encoded naturally in a set of $N_\ell$ qudits by identifying the computational basis $\{|g\rangle\}$ ($j = 0, \ldots, d-1$) with the group state basis $\{|g\rangle\}$ ($g \in G$), with $|g\rangle = d$ [Fig. 1(a)]

The main target of this letter is the time-evolution operator $U_G(t) = e^{-iH_Gt}$ acting on a given initial state $|\psi(0)\rangle$, i.e. we aim to realize the evolution $|\psi(t)\rangle = U(t)|\psi(0)\rangle$ in a hardware-efficient way. For a general Kogut-Susskind-type LGT, this evolution is generated by a Hamiltonian $H_G = A_E H_E + \lambda_R H_B$ with “electric” ($E$) and “magnetic” contributions ($B$) [83],

$$H_E = \frac{1}{2} \sum_\ell E_\ell^2, \quad H_B = \sum_\Box \left(\mathcal{U}_\ell + \mathcal{U}_\ell^B\right) \quad (2)$$

While the operator $E_\ell^2$ acts non-trivially only on a single link $\ell$, the plaquette operator

$$\mathcal{U}_\Box = \operatorname{tr} \left[\mathcal{U}_{\ell_1} \mathcal{U}_{\ell_2} \mathcal{U}_{\ell_3} \mathcal{U}_{\ell_4}^\dagger\right] \quad (3)$$

involves the four links $\ell_i$ with $i = 1, \ldots, 4$ of an elementary plaquette $\Box$ [Fig. 1(b)]. To simplify notation we omit here in and the following the links on which $\mathcal{U}_\Box$ is acting on. For $SU(N)$, the $\ell_i$ are $N \times N$ matrices of operators ($N = 1$ for $U(1)$), and $tr[.]$ denotes the corresponding trace in $N$ dimensions [83].

We now identify the common challenges in realizing $U_G(t)$ for an arbitrary (finite) group $G$. In our digital approach, we employ a Trotter decomposition with step size $\delta t$ [84] and error of desired order $\mathcal{O}(\delta t^k)$ [85]. This reduces the task to realizing the elementary Trotter steps $U_E^{(E/B)}(\delta t) = e^{-i\delta t E/B}$ and $\delta t$ in some order decomposition. Note that due to the locality of the interactions these steps can be applied in parallel using the local gates $U_E(\delta t) = e^{-i\delta t E/B}$ and $\mathcal{U}_\Box(\delta t) = e^{-i\delta t E/B}$. For any group $G$, the local gates are given by

$$U_E(\delta t) = \sum_{g \in G} f_E(h, gE, \delta t) \times |gE\rangle \langle hE|, \quad (4)$$

$$\mathcal{U}_\Box(\delta t) = \sum_{g_1, g_2, g_3, g_4} f_B(g_1, g_2, g_3, g_4, \delta t) \times |g_1, g_2, g_3, g_4\rangle \langle g_1, g_2, g_3, g_4|, \quad (5)$$

acting trivially on all other links. The group-dependence is encoded in the functions $f(E/B)$ (see SM [81] for explicit expressions). Hence, for $|G| = d$, $U_E(\delta t)$ corresponds to a single-qudit gate acting on link $\ell$ while $\mathcal{U}_\Box(\delta t)$ corresponds to the four-link plaquette gate acting on plaquette $\Box$.
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represents a diagonal four-qudit gate (acting on links \(\ell_1, \ldots, \ell_4\)).

Let us now decompose the four-qudit diagonal gate, \(U_\square(B)\) into more elementary gates [28]. We define the two-qudit gate \(\Theta_{\ell\ell'}\), which realizes a controlled group multiplication, by \(\Theta_{\ell\ell'}(g_\ell g_{\ell'}) = (g_\ell g_{\ell'}) (g_{\ell'})\). As \(f(B)\) depends only on the product \(g_\ell g_{\ell'} s_\ell^{-1} s_{\ell'}^{-1} \in G\), \(U_\square(B)\) can be implemented by applying \(\Theta_{\ell\ell'}\) between link \(\ell\) and the other three links followed by the diagonal single-qudit gate \(U_\square(\delta \ell)\) (by \(g_{\ell}\)), and finally undoing the first operations [Fig. 1(b)]. More explicitly,

\[
U_\square(B) = \Theta^\dagger_{\ell_1\ell_2} \Theta_{\ell_1\ell_3} \Theta_{\ell_1\ell_4} U_\square(\delta \ell_1) \Theta^\dagger_{\ell_1\ell_3} \Theta_{\ell_1\ell_4} \Theta^\dagger_{\ell_1\ell_5} \Theta_{\ell_1\ell_6} .
\]

In summary, it is sufficient to realize the single-qudit gates \(U_\square(\ell)\) and the two-qudit gate \(\Theta_{\ell\ell'}\) for quantum simulating the real-time dynamics of an arbitrary gauge theory. The latter can be further decomposed into a product of controlled-permutation gates [Fig. 1(a)],

\[
\Theta_{\ell\ell'} = \sum_{g \in G} \theta_{\ell}(g) \otimes |g\rangle \langle \ell' | = \prod_{g \in G} C_{\ell\ell'}^{g \rightarrow g}(g) .
\]

Here, \(\ell(\ell')\) denotes the control (target) qudit and \(\theta_{\ell}(g)\) is a single-qudit gate implementing the right group multiplication, i.e. \(\theta_{\ell}(g) g_{\ell} = g_{\ell} g\), which is just a permutation. This shows that the required gate set reduces to \(\{U_\square(\ell)\} C_{\ell\ell'}^{g \rightarrow g}(g)\), which are precisely the types of gates that are naturally available with the architecture introduced in the previous section. In the spirit of co-design, we have thus identified purpose-made hardware for the digital quantum simulation of LGTs, which is the central result of this letter. Moreover, the possibility of moving the qudits with a programmable tweezer array allows us to perform the required entangling gates in parallel (for example at all even/odd plaquettes in 2D) while avoiding cross-talk from the Rydberg interaction [Fig. 1(a)], making our protocol scalable in system size.

Real-time dynamics of \(Q_8 \subset SU(2)\).— To be explicit, we now illustrate our approach for the example of the quaternion group \(Q_8\), which is the smallest non-abelian subgroup of \(SU(2)\) and requires qudits of size \(d = 8\) [81]. Fig. 3(c) shows Trotter quench dynamics in comparison to the exact result on a single plaquette, demonstrating that the expected interchange between magnetic and electric energies can be observed with a few Trotter steps.

We now turn to a discussion of the most relevant errors included in this simulation, highlighting the advantage of our proposal in comparison to a traditional qubit-based approach.

Experimental gate errors can be drastically reduced by using qudits instead of qubits, due to a substantial reduction of the required entangling operations. We illustrate this fact in Figs. 2(c) and (d) for the elementary group-multiplication gate \(\Theta_{\ell\ell'}\), where we compare the state fidelity of a maximally-entangled state, \(|\psi_1\rangle = 1/\sqrt{d} \sum_g |g\rangle |g\rangle\), prepared from a product state \(|\psi_0\rangle = 1/\sqrt{d} \sum_g |g\rangle |0\rangle\) with \(|\psi_1\rangle = \Theta |\psi_0\rangle\). Choosing \(\Omega T = 3 \times 10^2\), \(V/\Omega = 5\) and \(\gamma_e/\Omega = \gamma_e/\Omega = 10^{-6}\), we find a state fidelity of 99.6% for the qudit-approach [86], in comparison to 21.4% for a qubit-based decomposition (see Fig. 1(c) and [81] for details of the employed decompositions [87]), demonstrating a clear advantage of the qudits. Similarly, the physical time required to implement one Trotter step [Fig. 1(a)] is drastically reduced by the qudit approach. We estimate a Trotter step time of \(\sim 10^3 T\), taking into account a moving velocity below certain threshold to avoid decoherence [53], and using the structure of the group permutation matrices to reduce the number of pulses required to implement \(\Theta_{\ell\ell'}\) to \(2(2d-1)(d-1)\) [81]. For \(\Omega = 2\pi \times 100\) MHz, this leads to a Trotter step time of \(\sim 1\) ms in contrast to \(\sim 100\) ms [81] for a qubit-based approach. In summary, qudits enable the simulation of several Trotter steps within the experimental coherence times of NISQ devices with reasonable fidelity, while an analogous qubit simulation is experimentally unfeasible in the foreseeable future.

In the long run, a faithful quantum simulation of gauge theories in the field theory limit will also require a treatment of systematic errors, such as a finite Trotter step, finite lattice spacing, finite volume and finite subgroup. For brevity, we focus on the finite Trotter step here and

![FIG. 3. Fidelity of the simulation: (a) Infidelity \(1 - F\) of the digital simulation at final evolution time \(\lambda B = 1\) as a function of the Trotter step \(\delta t \lambda B\), where an exact second-order Trotter decomposition (crosses) results in the scaling \(1 - F \sim \delta t^4\) (dashed-dotted lines). Including gate errors, the infidelity increases again at small \(\delta t \lambda B\). Correcting for atomic losses due to decoherence, we find that optimal step size \(\delta t \lambda B = 1/3\) at the minimum of \(1 - F \approx 6.7%\) (red circle). (b) We measure the losses included in the simulated gates by a decay of the norm \(|\langle \psi|\psi\rangle|\) of the time evolved state. As illustrated for the optimal and a very small Trotter step (symbols), the decay is consistent with a constant loss of \(\approx 0.75%\) per Trotter step (solid lines). (c) Trotterized quench dynamics of a non-abelian \(Q_8\) LGT on a single plaquette for \(\lambda E/\lambda B = 2.88\). The Trotter step corresponds to the “sweet spot” indicated in (a). Here, the observables are corrected by a multiplicative time-dependent factor due to the decay shown in (b).](image-url)
briefly comment on other discretization errors in the conclusion. At fixed simulation time $t$, the Trotter error can be systematically reduced by decreasing $\delta t$ at the cost of accumulating experimental gate errors. We quantify this competition for the simulated quantum computation in Fig. 3(a), where we plot the infidelity $1 - F$ of the evolution as a function of the Trotter step $\delta t$ for $tA_B = 1$. Comparing exact simulations of a second order Trotter decomposition to a simulation including the faulty group-multiplication gate described above, we quantify the overall accuracy by the overlap of the simulated state (Trotter evolved) $|\psi_{\text{sim}}\rangle$ with the exact result $|\psi_{\text{exact}}\rangle$, i.e. $F = |\langle \psi_{\text{sim}} | \psi_{\text{exact}} \rangle|^2$. While the power-law behaviour observed for the exact circuit clearly shows the proper convergence of the Trotter expansion, the realistic simulation is limited by a finite decay rate per Trotter step [Fig. 3(b)]. As a consequence, there is an optimal Trotter step as indicated in Fig. 3(a), leading to the best overall performance while minimizing the execution time of the simulation.

Conclusions and outlook.— A prerequisite to quantum simulation of non-abelian LGTs with NISQ devices is hardware efficient encoding and processing with tailored, and scalable quantum hardware. The present work proposes a qudit-based architecture based on atoms stored in tweezer arrays, where single-qudit and entangling gates arising natively in qudit Rydberg-platforms are precisely those required for the simulation of LGTs. We show how our protocol leads to a significantly higher fidelity than a traditional qubit-based approach, which puts non-abelian LGTs within reach of near-term quantum devices. Moreover, the present work can be extended to include dynamical matter [88], a necessary step towards addressing open questions in and beyond the Standard Model with quantum simulators. Finally, the qudit architecture outlined in this work provides a natural setting for systems with higher spin, for instance for condensed-matter models or quantum chemistry applications [89].
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SUPPLEMENTAL MATERIAL TO “QUDIT-BASED QUANTUM SIMULATION OF NON-ABELIAN GAUGE THEORIES WITH RYDBERG ATOMS”

In this Supplementary Material we discuss further details for the holonomic implementation of single-qudit gates and the properties of the qudit group, including its gauge invariant Hamiltonian and the pulse sequence required to implement the corresponding group-multiplication gate. We also include a comparison with a qubit-based approach, showing an explicit gate count for the qudit LMG as well as an error estimate.

FIG. 4. Single-qudit holonomic gates: (a) Atomic structure used to perform $u \in \text{SU}(2)$ operations on $\mathcal{H}$, a two-level system formed by $|0\rangle$ and $|1\rangle$. These states, as well as an auxiliary state $|p\rangle$, are coupled to an excited state $|\psi\rangle$ with laser pulses characterized by the Rabi frequencies $\Omega = (\Omega_0, \Omega_1, \Omega_p) \in \mathcal{M}$. (b) Unitary operations $u$ are performed holonomically in $\mathcal{H}_j$ by adiabatically modifying $\Omega$ in $\mathcal{M}$ following close loops $\gamma_C$. At every point along the loop, the level structure present two degenerate dark states $\psi_{a=0,1}(\Omega)$ separated from the rest by a gap $\Delta(\Omega)$. (c) Two overlapping Gaussian pulses separated by a time delay $\tau$. (d) Rotation angle $\alpha$ as a function of $\tau/T$ for different values of $\Omega_p/\Omega$. Note that larger values of $\alpha$ can be reached by applying $k$ consecutive pulses with $\alpha_k = \alpha/k$.

Appendix A: Single-qudit gates

1. Holonomic implementation

We specify here how to implement general single-qudit holonomic gates, less prone to errors [68], using the experimentally available Hamiltonian introduced below. As discussed in the seminal work [68], the notion of generalized Berry phase (i.e., non-Abelian holononality) can be used to perform universal quantum computations. The computational space is the $d$-fold degenerate subspace of a family of Hamiltonians (dark states) parametrized by a manifold $\mathcal{M}$ representing the couplings between subsystems. This subspace can be taken to be the degenerate null-space of the family of Hamiltonians to be introduced. Adiabatic closed paths in $\mathcal{M}$ induce special unitary transformations $SU(d)$ in the computational subspace. Here we make this construction explicit by introducing a concrete family of Hamiltonians. Given a target unitary in $SU(d)$, we find a path in terms of Gaussian pulses that implements it.

A general single-qudit operation, $U \in SU(d)$ can be decomposed in terms of at most $(d-1)/2$ operators acting non-trivially only on two consecutive levels [80]. This is, $U = \prod_k U_k$, with $U_k = 1_{d-k-1} \oplus U_k \oplus 1_{d-k-1}$, where $U_k \in SU(2)$ acts on a two-dimensional subspace $\mathcal{H}_j$ spanned by $\{|j_k\rangle, |j_{k+1}\rangle\}$. A general unitary acting on two levels can be performed holonomically with the help of two extra auxiliary atomic levels, $|e_{jk}\rangle$ [Fig. 4(a)]. Let us consider the following 4-level atomic Hamiltonian,

$$H_{jk}(\Omega^{(jk)}) = \frac{1}{2} \langle e_{jk} | \Omega_0^{(jk)} |g_{jk}\rangle + \Omega_1^{(jk)} |g_{jk+1}\rangle |g_{jk}\rangle + \Omega_p^{(jk)} |g_{jk}\rangle |g_{jk}\rangle + H.c.,$$

(A1)

where $\Omega^{(jk)} = (\Omega_0^{(jk)}, \Omega_1^{(jk)}, \Omega_p^{(jk)})$ denotes a vector of Rabi frequencies that belongs to the parameter manifold $\mathcal{M}$ of the Hamiltonian. In the following, we drop the index $jk$ to simplify the notation. At every point $\Omega \in \mathcal{M}$, the eigenstates of $H(\Omega)$ consist of two zero-energy dark states and two states with energies $\pm \Delta(\Omega) = \pm \sqrt{\langle \Omega \rangle^2}$, where a constant non-zero value of $\Omega_p$ guarantees that the gap $\Delta(\Omega)$ remains open. In this situation, one can perform $SU(2)$ operations, $u : \mathcal{H}_j \rightarrow \mathcal{H}_j$, via closed loops in the parameter space, $\gamma_C : [t_0, t_1] \rightarrow \mathcal{M}$, with $\gamma(t_0) = \gamma(t_1)$ [Fig. 4(b)]. More specifically, if the loop is traversed adiabatically, $u$ depends only on the geometric properties of the path and is given by [68]

$$u = P \exp \left( -i \int_{\gamma_C} \sum_{\mu} A^\mu d\Omega_\mu \right),$$

(A2)

where $(A^\mu)_{ab} = \langle \psi_{a} | \partial / \partial \Omega_\mu | \psi_b(\Omega) \rangle$ is the connection and $|\psi_{a=0,1}(\Omega)\rangle$ are the corresponding dark states at every point in $\mathcal{M}$.

By using Gaussian pulses for $\Omega_{a=0,1}$ of the form

$$\Omega_a(t) = \Omega e^{-(t-t_a)^2/(T/10)^2} e^{-i\varphi_a},$$

(A3)

that overlap in time, where $T$ is the pulse time window, and keeping a constant $\Omega_p \neq 0$ to maintain an open energy gap, the following gates are implemented

$$u(\alpha, \delta) = \left( \begin{array}{cc} \cos \alpha & e^{-i\delta} \sin \alpha \\ -\sin \alpha & e^{i\delta} \cos \alpha \end{array} \right).$$

(A4)

Here, $\delta = \varphi_1 - \varphi_0$ is given by the phase difference between the two laser pulses and $\alpha$ depends on its overlap.
in time, which can be controlled by \( \tau = \tau_1 - \tau_0 \) [Fig. 4(c)]. The latter can be tuned between \(-\pi/2\) and \(\pi/2\) by modifying the time delay \( \tau \) between the pulses [Fig. 4(d)]. In particular, the case \( \delta = \pi/2 \) (\( \pi \)) corresponds to arbitrary rotations around the \( X \) (\( Y \)) axis, respectively. Any SU(2) operation can be written in terms of at most three of these rotations. In summary, any single-qudit operation can be implemented using at most \( 3d(d - 1)/2 \) pairs of pulses.

2. Experimental errors

Let us now discuss possible error sources for the single-qudit gates. We emphasize that our protocol involves an excited state \( |e\rangle \) with decay rate \( \gamma_e \). Since \( |e\rangle \) is coupled resonantly to the ground-state manifold, the holonomic implementation provides robustness against decoherence caused by spontaneous decay from such state. On the other hand, we impose \( \Omega \gg 1/T \) to avoid errors caused by non-adiabatic state transfer. This is illustrated in Fig. 5, where we show the simulated error \( \epsilon = 1 - F \) of the single-qudit magnetic gate \( U^{(B)} \), corresponding to the \( Q_8 \) LGT, as described below. Here \( F \) denotes the average gate fidelity [92], calculated using the expression

\[
F = \frac{1}{d(d+1)} \left[ \text{Tr}(MM^\dagger) + |\text{Tr}(M)|^2 \right],
\]

(A5)

with \( M = PU^\dagger U_{\text{atom}} P \), where \( U \) is the target unitary acting non-trivially only on the \( d \)-dimensional target subspace, \( U_{\text{atom}} \) is the simulated unitary obtained by solving the time-dependent Schrödinger equation for the full pulse sequence on the \((d+1)\)-level atomic system and \( P \) is the projection on the qudit subspace.

In the numerical simulation, we take the decay into account by adding non-hermitian terms to the Hamiltonian, \(-i\gamma_e/2 |e\rangle \langle e|\), such that the evolution contains non-unitary exponentially-decaying terms. As shown in Fig. 5, we find that for a given value of \( \gamma_e/\Omega \) the error can be minimized by increasing \( \Omega T \) until a saturation point is reached. This sets a minimum clock speed \( 1/T \) for the quantum processor that may be increased by allowing for larger holonomic errors. More generally, we expect that both the gate fidelity as well as the clock speed can be further increased using optimal control methods, where other error sources can be taken into account [91].

The above results show that single-qudit errors as small as \( \sim 10^{-6} \) can be obtained for \( \Omega T = 3 \cdot 10^2 \) and \( \gamma/\Omega = 10^{-6} \). Taking a typical experimental value for the Rabi frequency, \( \Omega = 2\pi \times 100 \text{ MHz} \), we obtain \( T \sim 1 \text{ ms} \). This leads to an implementation time for general single-qudit gates with \( d = 8 \) of \( \sim 0.1 \text{ ms} \). Below we take this result into account to estimate the implementation time of a Trotter step for the real-time evolution of the \( Q_8 \) LGT.

![FIG. 5. Single-qudit gate error: Infidelity \( \epsilon \) for the single-qudit magnetic gate \( U^{(B)} \) required to simulate the \( Q_8 \) LGT (see main text) for a Trotter time step \( \delta t = 0.1 \) as a function of \( \gamma_e/\Omega \) and \( \Omega T \). Inset: The error follows a simple scaling relation, consisting of a power-law and a saturation regime.](image)

Appendix B: The quaternion group \( Q_8 \)

1. Hamiltonian LGT

In this section, we provide more details about the gauge field digitization via the subgroup \( Q_8 \subset \text{SU}(2) \). In particular, the general algorithm employed in the main text requires specific facts about the group multiplication as well as the representation theory of \( Q_8 \), which we summarize below.

The subgroup \( Q_8 \subset \text{SU}(2) \) consists of eight elements represented (up to a sign) by the Pauli matrices \( \sigma^{x,y,z} \) and the identity matrix \( \sigma^0 \),

\[
Q_8 = \{ \pm \sigma^0, \pm \sigma^x, \pm \sigma^y, \pm \sigma^z \} = \{ \pm 1, \pm i, \pm j, \pm k \}.
\]

(B1)

Above we have identified the group elements with the unit quaternions satisfying \( I^2 = J^2 = K^2 = IJK = -1 \), which explains the common name “quaternion group” for \( Q_8 \). Explicitly, the group multiplication table reads:

|   | 1 | -1 | i | -i | j | -j | k | -k |
|---|---|----|---|----|---|----|---|----|
| 1 | 1 | -1 | i | -i | j | -j | k | -k |
| -1| -1| 1 | -i | i | -j | j | -k | k |
| i | i | -i | 1 | -1 | k | -k | j | -j |
| -i| -i| i | 1 | -1 | -k | k | j | -j |
| j | j | -j | -k | k | 1 | -1 | i | -i |
| -j| -j| k | k | -1 | -1 | i | i | -i |
| k | k | -k | j | -j | i | i | -1 | -1 |
| -k| -k| -j | j | -i | -i | 1 | 1 | -1 |

The group has five conjugacy classes \{1\}, \{-1\}, \{±i\}, \{±j\}, \{±k\} and hence five inequivalent irreducible representations (irreps). These are the trivial irrep \( 1 \), three
one-dimensional “alternating” irreps $I$, $J$, $K$, obtained by factoring the normal subgroups generated by $I$, $J$, $K$, respectively, and finally $Q_8$ inherits the two-dimensional “fundamental” representation 2 from SU(2), which is the only one relevant for our purposes. For completeness, the full character table reads:

\[
\begin{array}{cccccc}
\chi & \{1\} & \{-1\} & \{\pm I\} & \{\pm J\} & \{\pm K\} \\
1 & 1 & 1 & 1 & 1 & 1 \\
I & 1 & 1 & 1 & -1 & -1 \\
J & 1 & 1 & -1 & 1 & -1 \\
K & 1 & 1 & -1 & -1 & 1 \\
2 & 2 & -2 & 0 & 0 & 0 \\
\end{array}
\]

In a LGT with gauge group $Q_8$, every link carries an eight-dimensional Hilbert space spanned by orthonormal states $\{|j\rangle\}_{j=1}^8 \equiv \{|\pm 1\}, |\pm I\}, |\pm J\}, |\pm K\}\}$. Group multiplication with an element $h \in Q_8$ corresponds, as for any finite group, to a permutation of the group elements. The unitary operator $\theta(h)$ corresponding to the permutation associated to the element $h \in Q_8$ is given by

\[
\theta(g',gh) = \langle g'|\theta(h)|g\rangle = \delta_{g',gh}.
\] (B2)

The corresponding permutation matrix can be directly read off from the group multiplication table. The operators $\theta(g)$ enter the controlled group multiplication gate $\Theta_{\theta(E)}$, which we use to implement the plaquette term. The magnetic gate itself further involves the diagonal matrix

\[
U^{(B)}_{g',g} = \langle g'|U^{(B)}|g\rangle = \delta_{g',g}f^{(B)}(g),
\] (B3)

where the “magnetic” function $f^{(B)}(g) = e^{-2i\lambda_B\chi^{(2)}(g)\delta t}$ is determined by the “magnetic” character $\chi^{(2)}(g)$ of the irrept 2. Here, $\delta t$ denotes the Trotter step size and the coupling $\lambda_B = 1/2a_0^2$ is related to the spatial lattice spacing $a$ and the Yang-Mills coupling $g^2$. Finally, the electric term is derived from analytic continuation of a transfer matrix of the Euclidean path integral in the standard (Wilson) formulation of SU(2) LGT. Explicitly, the matrix $U^{(E)}_{g',g} = \langle g'|U^{(E)}|g\rangle = f^{(E)}(g',g)$ and thus the “electric” function $f^{(E)}$ is implicitly defined by

\[
U^{(E)} = \exp \left(i\delta t \log T^{(E)}\right), \quad T^{(E)}_{g',g} = e^{\pi i/4 \chi^{(2)}(g^{-1}g)} \text{,}
\] (B4)

where the character is evaluated at the product of the group elements $g'$ and the inverse $g^{-1}$ of $g$. Here, the coupling $A_E = g^2/2$ is the one from the Kogut-Susskind formulation, but the transfer matrix necessarily involves a finite temporal lattice spacing $a_0$ because no finite subgroup possesses a continuum limit. For the small system discussed in the main text, we have set $a = a_0 = 1$ and work with corresponding dimensionless quantities. We conclude this section by noting that Eqs. (B2),(B3),(B4) directly generalize to arbitrary finite subgroups. In the general case, one only needs to replace $2\chi^{(2)} \rightarrow 2\text{Re} \left[\chi^{(\text{fund})}\right]$ with $\chi^{\text{fund}}$, the character of the fundamental representation of the gauge group of interest and replace the appropriate group-specific details.

2. Pulse sequence

We present here an explicit decomposition of the permutation matrices $\theta(h)$ (see Eq. (B2)) corresponding to $Q_8$ in terms of two-level rotations. Although permutation matrices in SU($d$) possess only $d$ non-zero elements, a general decomposition still requires $(d-1)/2$ two-level unitaries if these are restricted to act between fixed consecutive levels. This is the case for the general encoding of a qudit into $d$ atomic levels belonging to a single hyperfine manifold, due to the constraints imposed by atomic selection rules to connect different levels. However, an all-to-all connectivity between the different $d$ levels is possible for particular cases if we use different hyperfine manifolds (see Fig. 2 of the main text for an example with $d = 8$). For an all-to-all connectivity, permutation matrices can be then decomposed using only $d - 1$ two-level unitaries, which for the case of $Q_8$, correspond to

\[
\theta(-1) = R_{y,\pi y,\pi}^{(0,0)}, R_{y,\pi y,\pi}^{(1,1)}, R_{y,\pi y,\pi}^{(2,2)}, R_{y,\pi y,\pi}^{(3,3)}, R_{y,\pi y,\pi}^{(4,4)} R_{y,\pi y,\pi}^{(5,5)} R_{y,\pi y,\pi}^{(6,6)},
\]

\[
\theta(I) = R_{y,\pi y,\pi}^{(0,0)}, R_{y,\pi y,\pi}^{(1,1)}, R_{y,\pi y,\pi}^{(2,2)}, R_{y,\pi y,\pi}^{(3,3)}, R_{y,\pi y,\pi}^{(4,4)} R_{y,\pi y,\pi}^{(5,5)} R_{y,\pi y,\pi}^{(6,6)},
\]

\[
\theta(-I) = R_{y,\pi y,\pi}^{(0,0)}, R_{y,\pi y,\pi}^{(1,1)}, R_{y,\pi y,\pi}^{(2,2)}, R_{y,\pi y,\pi}^{(3,3)}, R_{y,\pi y,\pi}^{(4,4)} R_{y,\pi y,\pi}^{(5,5)} R_{y,\pi y,\pi}^{(6,6)},
\]

\[
\theta(J) = R_{y,\pi y,\pi}^{(0,0)}, R_{y,\pi y,\pi}^{(1,1)}, R_{y,\pi y,\pi}^{(2,2)}, R_{y,\pi y,\pi}^{(3,3)}, R_{y,\pi y,\pi}^{(4,4)} R_{y,\pi y,\pi}^{(5,5)} R_{y,\pi y,\pi}^{(6,6)},
\]

\[
\theta(-J) = R_{y,\pi y,\pi}^{(0,0)}, R_{y,\pi y,\pi}^{(1,1)}, R_{y,\pi y,\pi}^{(2,2)}, R_{y,\pi y,\pi}^{(3,3)}, R_{y,\pi y,\pi}^{(4,4)} R_{y,\pi y,\pi}^{(5,5)} R_{y,\pi y,\pi}^{(6,6)},
\]

\[
\theta(K) = R_{y,\pi y,\pi}^{(0,0)}, R_{y,\pi y,\pi}^{(1,1)}, R_{y,\pi y,\pi}^{(2,2)}, R_{y,\pi y,\pi}^{(3,3)}, R_{y,\pi y,\pi}^{(4,4)} R_{y,\pi y,\pi}^{(5,5)} R_{y,\pi y,\pi}^{(6,6)}.
\]

This allows us to implement the group-multiplication gate using in total only 2$(2d-1)(d-1)$ pairs of pulses.

3. Comparison with a qubit-based approach

To demonstrate the usefulness of a native qudit realization, we provide an explicit decomposition of the required gates in terms of standard universal single- and two-qubit gates. Here, we focus on the cost of the controlled group multiplication gates that enter the decomposition of the plaquette interaction as one of the main challenges to realize non-abelian lattice gauge theories. We follow a straightforward decomposition of the group multiplication operations into single- and two-qubit gates, not aiming to prove optimality of the decomposition, which could be further improved [93].

As a first step, we need to choose a computational basis to represent the 8 = $2^3$ elements of $Q_8$ with three qubits. To minimize the number of entangling operations, it is convenient to “preserve” as many subgroups as possible.
on subsets of the qubits. Apart from the trivial subgroup \{1\}, \(Q_8\) has a \(\mathbb{Z}_2 \simeq \{±1\}\) subgroup and three \(\mathbb{Z}_4 \simeq \{±1, ±\alpha\}\) subgroups with \(\alpha \in \{I, J, K\}\). This motivates to identify the states \(|g\rangle\) with three-qubit states \(|s_1s_2s_3\rangle\) with \(s_j \in \{0, 1\}\) such that the \(\mathbb{Z}_2\) corresponds to a single qubit and two of the three \(\mathbb{Z}_4\) subgroups corresponds to the two pairs of qubits that consist of the previously chosen \(\mathbb{Z}_2\) qubit and one of the remaining three qubits. One explicit encoding is given by the following list:

\[
\begin{align*}
g &\leftrightarrow s_1s_2s_3 \\
+1 &\leftrightarrow 000 \\
-1 &\leftrightarrow 010 \\
+I &\leftrightarrow 001 \\
-J &\leftrightarrow 011 \\
+J &\leftrightarrow 101 \\
-J &\leftrightarrow 111 \\
+K &\leftrightarrow 100 \\
-K &\leftrightarrow 110
\end{align*}
\]

(B6a) (B6b) (B6c) (B6d) (B6e) (B6f) (B6g) (B6h)

With this mapping every group-multiplication gate \(\theta(g)\) can be realized in terms of CNOT and Pauli-X gates (with at most two each). To find the explicit circuits analytically, note that the \(\mathbb{Z}_4\) subgroups are generated by cyclic permutation matrices that implement “addition mod 4”, which decomposes into a single CNOT gate followed by a single Pauli-X gate according to the identity

\[
\begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{pmatrix}
= 
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}.
\]

(B7)

FIG. 6. Circuit decompositions of the group multiplication gates \(\theta(g)\) in terms of single-qubit Pauli-X and two-qubit CNOT gates. The three lines in each diagram correspond to the three qubits \(s_1, s_2\) and \(s_3\) from top to bottom.

Using this fact, it is straightforward to find the quantum circuits realizing \(\theta(g)\) for any \(g\) shown in Fig. 6. With these circuits, we can decompose the required group-multiplication gate \(\Theta\) (Eq. 7 in the main text). The involved six-qubit gates \(C_{\theta(g)}(g)\) are shown in Fig. 7, decomposed into single-qubit Pauli-X gates, as well as the \(n\)-qubit controlled gates such as the Toffoli gate and its \(n\)-qubit generalizations. The full circuit is depicted in Fig. 1(a) of the main text.

In summary, we find that 9 four-qubit and 8 five-qubit Toffoli gates are required for the group multiplication gate. Using standard decompositions into single qubit and general controlled-unitary two-qubit gates \([94]\), illustrated in Fig. 8, this translates into \(9 \times 13 + 8 \times 29 = 349\) entangling gates for a single group-multiplication gate. With this decomposition and Eq. (6) of the main text, together with the decomposition of the required single-qudit “magnetic” gate, which can be realized via a 2-controlled phase gate acting on three qubits, we obtain \(5 + 6 \times 349 = 2099\) for a single Trotter step of the plaquette interaction. We note that even though there might exist more efficient decompositions using less two-qubit gates than the one presented here, we expect that the required number will still be of the same order of magnitude.

Let us now compare the state fidelity of the maximally-entangled state \(|\psi_1\rangle = 1/\sqrt{d} \sum_g |g\rangle |g\rangle\) prepared by applying the circuit associated to \(\Theta_{\ell \ell'}\) to the product state \(|\psi_0\rangle = 1/\sqrt{d} \sum_g |0\rangle |g\rangle\) using both approaches. As shown in the main text, our qudit protocol leads to a fidelity of 99.6% using realistic experimental parameters. Using the same parameters and a similar protocol based on holonomic operations supported by the Rydberg blockade, we also simulate a single two-qubit control gate, obtaining a fidelity of about 99.9%. In both cases, we only considered errors in the implementation of the corresponding entangling gates, while single-qubit as well as single-qudit gates
FIG. 7. Circuit decompositions of the controlled gates $C_{\theta(g)}(g)$ in terms of single-qubit Pauli-X and three- and four-qubit Toffoli gates. The six lines in each diagram correspond to the three control qubits, followed by the three target qubits, ordered from top to bottom.

FIG. 8. Circuit decompositions of $n$-controlled unitary gates with $n = 2, 3$ and 4 in terms of ordinary controlled unitary two-qubit gates with $V^{2^{n-1}} = U$, leading to a quantum cost of 5, 13 and 29, respectively. For the case $U = X$, i.e. generalized Toffoli gates, it is sufficient to realize two-qubit CNOTs and two-qubit controlled phase gates with $V = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi \times 2^{1-n}} \end{pmatrix}$ via a Hadamard transformation $H$ of the target qubit since $HXH = Z$.

are considered without errors. As discussed in the main text, the errors considered here encompass loss from the excited states $|e\rangle$ and $|r\rangle$, imperfect holonomic operations due to a finite pulse speed, as well as a finite Rydberg interaction strength. It is clear that, although the error is smaller for the entangling qubit gate, it does not compensate the overhead in circuit depth. In particular, we used circuits related to the ones described above to implement the group-multiplication gate and obtained a state fidelity of 21.4%, showing the clear advantage
of using qudits to simulate LGTs. For simplicity, here we decomposed all two-qubit control gates into one (for CNOTs) or two (for general two-qubit control gates) elementary single-qubit gates and controlled-$iY$ gates. Note that this increases the number of entangling operations to $9 \times (6 + 2 \times 7) + 8 \times (14 + 2 \times 15) = 532$, see Fig. 8.

Finally, in a Rydberg platform the atoms have to be moved within the Rydberg blockade radius before and after implementing each entangling gate. As shown in [53], in order to avoid decoherence this process should take place at a finite velocity. As indicated in the main text for the implementation of the group-multiplication gate with qudits, this moving time is of the same order of magnitude as the implementation time for the required pulse sequence, leading to a total implementation time of $\sim 1$ ms per Trotter step. In a qubit-based approach, however, the atoms have to be moved back and forth for every entangling two-qubit gate. This leads to an overhead hundreds of times larger, such that only $\sim 1$ steps can be implemented within the typical experimental coherence time ($\sim 100$ ms), showing again the advantage of a qudit-based approach.

4. Larger groups with “macro-qudits”

To faithfully reproduce the physics of continuous gauge groups, such as $SU(N)$, it will be necessary to consider subgroups $G \subset SU(N)$ with large size $D = |G|$ (see, e.g. [45] and references therein for recent developments). In this subsection, we give a brief outlook how this can be achieved by blocking several qudits into one composite “macro-qudit”.

To be specific, consider the case of $SU(2)$. Besides the quaternion group $Q_8$ with $|Q_8| = 8$, $SU(2)$ has three relevant subgroups $G$, namely the binary tetrahedral $2T$, octahedral $2O$ and icosahedral $2I$ groups with sizes 24, 48 and 120, respectively. Since these groups contain themselves $Q_8$ as a subgroup, it seems beneficial to preserve this structure by using one qudit of size $d_1 = 8$, together with a second qudit of size $d_2 = 3, 5$ or 15, respectively, to represent the local states of the gauge field. That is, if we allow for qudits of size $d \leq 15$, the three larger subgroups of $SU(2)$ can be represented by a macro-qudit of size $D = d_1 d_2$ that consists of two smaller qudits, i.e. $|g\rangle = |g_1\rangle|g_2\rangle$ for $g = g_1 g_2$, with $g_1 \in G$ and $g_2 \in Q_8$. For $G = 2T$ and $2O$, where $Q_8$ is also normal in $G$, it immediately follows that the operator $\theta(h)$ for $h = (h_1, e)$ with $h_1 \in Q_8$ and $e$ the identity element in $G/Q_8$, acts only on the first qudit, $\theta(h)|g_1\rangle|g_2\rangle = |g_1 h_1\rangle|g_2\rangle$. In this way, the advantage of using qudits instead of qubits for $|g_1\rangle$ directly carries over to such a macro-qudit, at least for all operations that involve group-multiplication within the $Q_8$ subgroup.

This simple example illustrates that the qudit advantage can be preserved when blocking into appropriate macro-qudits. While a more thorough comparison of all the required gates for qubit- and qudit-based approaches goes beyond the scope of this work (in particular in the absence of normal subgroups), we plan to study this question in the future. In this context, it is also important to assess the quality of the approximation for increasing subgroup size, also in comparison to alternative discretizations based on representation basis truncation [95], as well as the general $SU(N)$ case.