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Abstract—Modeling cameras for the simulation of autonomous robotics is critical for generating synthetic images with appropriate realism to effectively evaluate a perception algorithm in simulation. In many cases though, simulated images are produced by traditional rendering techniques that exclude or superficially handle processing steps and aspects encountered in the actual camera pipeline. The purpose of this contribution is to quantify the degree to which the exclusion from the camera model of various image generation steps or aspects affect the sim-to-real gap in robotics. We investigate what happens if one ignores aspects tied to processes from within the physical camera, e.g., lens distortion, noise, and signal processing; scene effects, e.g., lighting and reflection; and rendering quality. The results of the study demonstrate, quantitatively, that large-scale changes to color, scene, and location have far greater impact than model aspects concerned with local, feature-level artifacts. Moreover, we show that these scene-level aspects can stem from lens distortion and signal processing, particularly when considering white-balance and auto-exposure modeling.

Index Terms—camera modeling and simulation, model analysis, image-based perception

I. INTRODUCTION

CAMERA modeling is an integral component for enabling the simulation of robots as image-based perception is foundational for autonomy. Research into camera modeling and simulation has been steadily improving the visual quality of simulation engines, particularly with the parallel development of photorealistic techniques for games and rendering engines [1], [2]. However, autonomy perception tasks are not the primary consideration of these graphics improvements. For simulation of autonomy, the downstream consumers of images are computer-based perception algorithms, not humans. Therefore, photorealism in these applications should be determined by the perception algorithm, not the human eye.

In recent work [3], we introduced a methodology that relied on a perception algorithm, e.g., object detector or semantic segmentation, to quantify the difference between simulated (rendered) and real images. Herein we seek to use the techniques established in [3] to understand where efforts in modeling cameras can have the largest impact in improving the quality of synthetic data. As demonstrated here, specific elements of a camera model may be important to a specific algorithm or environment, yet play an insignificant role in a different algorithm or environment. In other words, the proposed methodology is designed to estimate the degree to which specific components of a camera model impact the functional realism of the synthetic data for an algorithm of interest. Finally, although the approach discussed herein is introduced in conjunction with certain algorithms and environment tests, the methodology outlined generalizes equally well to other algorithms or environments. Against this backdrop, the contributions of this manuscript are:

1) a quantitative analysis of the impact of camera sensor model components on the sim-to-real difference;
2) a demonstration of the relationship between a camera sensor model and the model of the virtual environment;
3) a demonstration of the importance of scene characteristics and global image effects over micro-level artifacts.

A. Related Work

There are three main areas of modeling and simulating images covered by this contribution: camera modeling, camera validation, and the study of camera model effects. The most comprehensive and high-fidelity camera modeling and simulation known to the authors comes from the field of computational camera modeling where the focus is the ability to simulate prototype camera designs. While this field focuses more extensively on the camera internals, typically at the expense of simulation speed and versatility, it also provides high-fidelity models of the entire camera system.

These approaches can capture spectral scene modeling, full lens characteristics, precise noise estimation, and complete image processing. Examples of the full pipeline can be found in [4]–[6]. An overview of camera modeling and closed-loop simulation for robotics, and the inclusion of camera component models in such frameworks, can be found in [7].

Often, to validate such component models, research focuses on pixel- and structural-level comparison between simulated and real images, with comparison performed at a data level. Examples of this methodology are found in [8]–[10] and typically require highly controlled and simple scenes. The approach has been shown to be effective in validation of component level models, and was proposed as a two-stage validation strategy in [11].

While such approaches can be beneficial for understanding low-level models, they place an unnecessary burden on camera simulation, potentially resulting in models that are higher fidelity than needed for perception. Additionally, the controlled nature of the scenes that can be validated makes it difficult to validate the camera models in the complex, uncontrollable
scenes where the cameras and associated autonomy algorithms will operate. Therefore, in this work we perform the analysis using an application-focused strategy, where comparison is conducted at the output of a downstream perception algorithm. Our work builds on a recent validation methodology introduced in [3] and [12].

For the model component evaluation, our work follows a set of inquiries similar to those of Liu et al. [13], who analyzed camera model parameters to understand their impact on object detection generalization to other datasets. Our work differs in three primary respects:

- First, we are not interested in the generalization of the perception algorithm, but instead are interested in the predictive nature of the simulation. For example, domain randomization [14]–[16] has been shown to improve the generalization of trained networks. However, this places undue burden on the perception algorithm to overcome the sim-to-real gap and ignores the inaccuracies of simulation, making simulation less useful when evaluating edge case scenarios. In simulation, we want to be able to accurately predict real-behavior, even for networks with high specificity. For a given perception algorithm, we seek to produce a simulator that accurately predicts the algorithm’s performance in reality, such that lessons learned in closed-loop testing of the algorithm can be reliable and general.

- Second, we embrace a closed-loop simulation perspective rather than a camera prototyping and system simulation perspective as with ISET/ISET-Auto [4], [6], [17]. Consequently, the rendering pipeline can produce sequences of images in a rapid and efficient manner. To that end, we leverage real-time ray tracing and rendering techniques that inherently impact image quality. Thus, rather than chasing photorealism, we purposely generate images that elicit the same response from a perception algorithm as real images would.

- Third, we are less interested in the effect of the model parameters and more interested in the impact of the model itself to understand if inclusion of a particular model feature is, in fact, warranted.

Additional work from Liu et al. [18] considered the prototyping of new sensor designs to optimize perception algorithm capability and therefore further considered the impact of sensor parameters on the resulting images and subsequent detection algorithm. Where the current work considers parameter effect, we look at model effect to understand the fidelity of simulation needed for closed-loop and online testing of autonomous systems.

Other studies have been conducted on the impact of artifacts on neural networks, by and large the technology of choice for image-based perception, but have focused more on the impact on perception of general artifacts (increasing magnitude of noise, image blur, etc.) rather than the camera models and the impact of their associated phenomena on image-based perception [19], [20].

II. CAMERA MODELS AND INDOOR LAB DATASETS

A. Overview and modeling pipeline

The first application considered herein is a more controlled scenario related to cone detection used by a 1/6th scale autonomous vehicle navigating around a cone-lined course in an indoor lab. This is part of a broader effort in simulation for robotics research [21]. This task allows for testing in real scenarios which can be subsequently mirrored in simulation. The second application seeks to broaden the scope of the contribution to semantic segmentation in an urban environment, where the scene is complex and cannot be replicated. The models and datasets for this city environment will be discussed in Section III.

For cone detection, simulation is provided by Chrono::Sensor [22], [23], with images simulated using Chrono::Sensor. Chrono::Sensor is a module of Chrono that leverages physically-based rendering and real-time ray tracing to allow modeling of sensors for robotic applications. Beyond camera simulation, Chrono::Sensor supports several other sensors, e.g., lidar, radar, and IMU. Each sensor is characterized by its update rate, lag, noise, and other distortions. Additionally, custom augmentations can be added to the sensor pipeline to model user-defined post-sensor processing. Herein, the 2 mega-pixel camera model is based on an actual USB camera mounted on the 1/6th vehicle. Example real and baseline simulated cone images are provided in Fig. 1.

Camera modeling can be broken down into component models of the imaging pipeline illustrated in Fig. 2 which are typically implemented within a render engine or graphics pipeline. A detailed description of this pipeline is available in [25]. More information on camera modeling, specifically for autonomous vehicle and robotics, is provided in [26]. This contribution will look at each section of the imaging pipeline to understand how it impacts the realism of synthetic images, with realism defined from the perspective of an image-based robot perception algorithm.

B. Scene modeling

In the use of simulated data for training perception algorithms, the virtual environment is understood to play a major
role in the realism of simulated data. The domain gap (sim-to-real gap) is a combination of both the appearance and the content differences \[26\]. The content differences can induce bias in training and are largely attributable to more variety and entropy present in real environments.

Appearance, or how the objects are represented in the data, including texture differences, texture variation, object shapes and colors, scene lighting, etc., can also be significant in testing and training perception algorithms. A question we consider in this paper is the magnitude of the effect of these scene appearance attributes relative to the effect of modeling a camera's internal image acquisition and processing stages. The content distribution's influence over the sim-to-real gap is beyond the scope of this study.

Recent work exists that seeks to optimize the individual models used in the virtual environment such that their renderings are as close as possible to the real object \[27\]. However, we argue that this is intractable on a large scale. For example, specific objects of interest (e.g., cars) could benefit from material optimization techniques, but entire virtual environments, even small ones, typically containing dozens, hundreds, or thousands of objects with many textures, would require time and effort beyond the reasonable scope of simulation efforts. Therefore, we do not consider unbounded modifications to the models used in the environment, but instead consider a small number of visually identifiable characteristics that may go unoptimized in a typical environment. One augmentation is the scene lighting (number of lights). The second is the amount of reflection on the floor (cone reflections in the ground could play significant role in detection).

For the indoor environment, the virtual world was constructed by hand from reference images of the lab which assist in creating realistic textures. The cones were modeled with their color approximated, but not optimized with the sensor pipeline or calibrated to exactly match the cones in the real environment. The real environment was lit by multiple ceiling lights which could not be modeled exactly in Chrono. Considering that lighting directly changes the color and shading of the objects, we consider the impact of how we model these lights.

The two light configurations tested are: (i) a single white light source above the environment, which provides even lighting and no reflective highlights; and (ii) 20 white point lights that approximate the beam lighting in the lab and create specular highlights on the floor, which is the configuration for the baseline simulation. Example of the single-light configuration, with a highlighted region of interest is shown in Fig. 3. For the single light case, the illumination of the cones causes different shading and results in no specular highlights on the floor, even though the floor in both cases has the same reflectance (note the same cone reflections).

Since reflections were prominent in the real images (see Fig. 1), the floor material parameters were calibrated to produce visually similar reflections for the baseline simulation. A simulation variant with no floor reflections is also considered to evaluate the impact of the reflections on the perception algorithm. See Fig. 4 for an example of the difference with no reflection on the floor. To remove the reflections of the cones, the floor’s material parameters were modified such that no reflections are possible.

C. Data acquisition: image quality

Rendering can be performed via two general algorithms: rasterization and ray tracing. As the simulation in this contribution uses ray tracing, we will focus on the number of rays that are used, per pixel, to sample the scene to determine the final colors in the image. When a single ray is used, each pixel can only include the color from a single object. For example, near the edge of a cone, a ray either hits the cone or goes past, so the edges of object will be hard and zoomed-in views of those obstacles may appear pixelated (see Fig. 5). When additional rays are used, these can be used to super sample the pixel in multiple locations, producing an anti-aliased image and a better approximation of soft edges for real images. To compare the impact of this image quality, we generated an augmented dataset using one sample (ray) per pixel (spp), with the baseline using four spp. An example image rendered with one spp, with a highlighted region of interest, alongside the same region of interest from the baseline simulation is shown in Fig. 5.
D. Optical model: lens distortion

Lens systems play a key role in the accumulation of light on the image sensor, potentially distorting the rays to accommodate for additional light and wider fields of view. The real camera which is to be modeled has a wide field of view and generates visible distortions near the edges. In this work, we use three different lens models. First, a pinhole camera is used, a common non-distorted model employed in game rendering. Second, we analyze a low-fidelity, single-parameter model based on the field of view (FOV) model [28], which can capture some distortion but makes simplistic assumptions about the geometry of the lens. Lastly, we consider a radial model commonly used in computer vision which serves as the highest-fidelity model considered; with well calibrated parameters, this was found to give distortions accurate to within 1% of the true distortion of the actual camera.

To set the field of view of the pinhole model, we used the effective field of view such that the horizontal axis of the images captures the same extent of the scene as the real camera. The FOV model was parameterized by the calibrated focal distance. Lastly, the radial model was calibrated using the MATLAB image calibration toolbox [29].

While the baseline simulation used a radial distortion model, we seek here to understand whether using simpler models or ignoring lens distortion would provide similar results. Therefore, we consider two alternatives: (a) no distortion via a pinhole model, and (b) wide angle distortion via the FOV model. Examples that highlight the difference between these models can be seen in Figs. 7 and 8. The primary visual difference is the aspect ratio of cones near the edges of the images.

E. Image sensor: noise

The image sensor’s noise can be modeled using several approaches which have been found to effectively approximate noise and the image sensor level [30]–[32]. Noise modeling is not straightforward, since onboard processing of the raw image can significantly distort the pixel- and chromatically-independent noise through algorithms such as de-mosaicing, denoising, deblurring, gamma correction, and compression. Therefore, these existing noise models may not precisely capture the noise in the final image.

Due to images being rendered in sRGB space, estimated noise on the real images being low, and the scene radiance being unknown, higher fidelity models were excluded from comparison in favor of understanding the more general impact of noise on training and testing perception. The noise model considered here is an additive white Gaussian noise (AWGN). AWGN is a simplistic noise model applied to make the data less idealistic and often only used when the noise is of unknown origin. The estimated noise of the real images had standard deviation less than half the image precision. This indicates that, between image processing and downsizing, very little noise remained and as such noise was excluded from the baseline simulation. For the study, we seek to understand the impact of introducing noise in the simulation, for both low- and high-fidelity models. To understand the impact of this change, AWGN was applied with $\sigma = 0.01$ to images with color 0-1. For an 8-bit-per-channel image, this is approximately $2.5 \times$ the image precision. We will consider and discuss the choice of magnitude further when analyzing the impact in Section V. Example of a noisy image can be seen in Fig. 9.
Cameras capture intensity over an array of light-sensitive pixels, called the image sensor. To capture distinct red, green, and blue values that make up the three channels of an RGB image, the sensor leverages a mosaic of color filters which provide the intensity of light at a given location for a single channel. A common filter pattern is the red-green-green-blue (RGGB) Bayer pattern, which we will consider here. Other patterns, such as RCCC (red-clear-clear-clear), also exist for dedicated purposes in automotive sensing. The image collected by this pattern is the raw image which is then converted to an RGB image through a demosaicing process that interpolates the missing RGB values from nearby pixels [33]. The image can be further processed by the ISP to denoise, deblur, color correct, white balance, or otherwise modify the image. A set of example post-sensor processing operations is provided in Fig. 10.

These post-sensor operations are often overlooked when simulating robotics using off-the-shelf game or rendering engines, thus failing to capture potentially significant augmentations to the final image. Here, we consider the effect of three post-sensor algorithms: demosaicing, exposure, and white balancing.

F. Image signal processing (ISP): demosaicing, exposure, and color balance

Since real images are often captured with a Bayer pattern, demosaicing can soften object edges and lead to slight color bleeding. For the indoor environment, we simulate images as RGB, then convert to raw by sampling the color in the Bayer pattern, see Fig. 11. We then use OpenCV [35] and an edge aware demosaicing algorithm to convert back to RGB. An example of the resulting demosaiced image is shown in Fig. 12.

To understand the impact of exposure, we note the difference in the mean and standard deviations of brightness in simulated vs. real images. We then augment the simulated images so that their mean and standard deviations match the mean of a calibration set consisting of real images. We do not fully match histograms since the variety of colors present in the simulated and real images are not equivalent. The visual effect is to slightly darken the simulated images, as seen in Fig. 13. A comparison of the histograms between baseline simulation, augmented simulation, and real image are provided in Fig. 15a. Other auto-contrast/brightening algorithms exist [36], [37], but would be challenging to use for matching the mean characteristics of the real data.

Additionally, we consider a variation of the exposure model for the case where the mean and standard deviation of the color channels had been perfectly reconstructed for each image. This is possible since the metric dataset has sim-real images pairs. For the detector training dataset, we consider a stochastic pairing between the sim and real detector training sets. This results in matching not only the exposure, but also the variation of exposure in the datasets.

Using a traditional computer graphics pipeline, which typically does not consider pixel sensitivities, results in rendered data with correct color balancing and white balancing. During real image dataset capture, it was noted that the images were not white balanced, either because no white balancing was enabled on the camera or because the white balancing algorithm was insufficient. As this significantly changed the overall color of the images, we modeled it in simulation by adjusting the color gains to match the mean white balance gains from a real calibration set. The algorithm followed a gray-world white balancing method, but distorted the image away from a gray world, to the mean of the real images. To understand the impact of this decision, we compare a correctly white-balanced simulation with the baseline simulation. The correctly white balanced version is the simulation without...
the color-distortion model. An example balanced image is provided in Fig. 14.

III. CITY ENVIRONMENT DATASETS

For semantic segmentation, Cityscapes [38] was used as the real data, and the GTA V dataset [39] was used as simulation. GTA V was chosen as the model of Cityscapes due to the consistent labels and the qualitatively similar content. Example Cityscapes (real) and GTA V (simulated) images are provided in Fig. 16. The GTA V data with no augmentations is treated as the baseline. The only modification made to the data is to reduce both Cityscapes and GTA V images to a width of 957 to match the width of reference GAN-enhanced data provided by [40], which can serve as a reference point for the effect of a GAN approach to modeling the real data. For each augmentation that was applied in post-process to GTA V, train/validation/test sets were generated.

Scene modeling. Since the GTA V dataset is provided directly, we have no control and cannot modify aspects of the environment such as lighting, materials, etc. These effects are therefore ignored in this study. For post-processing GTA V images and enhancing the image’s scene appearance, see work related to generative adversarial networks such as [40] and a related analysis of this algorithm on realism for semantic segmentation [12].

Data acquisition: image quality. Similar to scene modeling, we ignore the impact of rendering quality as we cannot appropriately alter the data in the post-process stage.

Optical model: lens distortion. While it is unknown if a lens-distortion model was applied during the rendering of GTA V, we make the assumption here that a pinhole camera was used. This is very common in game engines and this assumption is supported by the fact that objects near the edge of the images appeared undistorted. Therefore, we seek to understand the impact of lens distortion by applying the same radial model as used in the indoor simulation to the GTA V images as a post-process operation, preserving the image size. An example of a distorted GTA V image can be seen in Fig. 17.

Image sensor: noise. As with real cones, Cityscapes and GTA V had low estimated noise level, lower than half the image precision. It is likely that GTA V had little to no noise initially, and between any onboard processing for Cityscapes and the downsizing done herein, noise was minimal. However, we still seek to understand the degree to which realism would be affected if noise were included. Therefore, similar to the cone dataset, AWGN was applied with $\sigma = 0.01$. Example of the noised images for GTA V can be seen in Fig. 18.

ISP: demosaicing, exposure, and color balance. Because of the aforementioned downsizing, we ignore demosaicing.
as an augmentation of GTA V as it would only impact fine-grain detail. The two post-sensor augmentations we consider for GTA V are white balancing and brightness adjustment. We model these changes in the same way as for cones images, where white-balancing brings the GTA V data into the same off-white mode as a Cityscapes calibration set. For brightness matching, we again adjust the GTA V images to match the mean and standard deviation of a set of Cityscapes calibration images. See examples of white balance matching in Fig. 19 and additional brightness matching in Fig. 20.

To demonstrate the color distortion, Fig. 21a shows the histograms of GTA V, Cityscapes, and the white-balance matched image. Figure 21b shows the histograms for a GTA V, Cityscapes, and brightness-matched image.

IV. PERCEPTION AND COMPARISON ALGORITHMS

Given many variants of the indoor lab simulation, we seek to understand their differences from the perspective of a perception algorithm. The perception algorithm of choice for the indoor lab is object detection of the two cone classes. The object detector is YOLOv5 Nano [41]. For each version of the data (real, baseline, and each variant) a version of the detector is trained using data exclusively from its respective domain. These networks will be used as a way to judge similarity of the datasets and the magnitude of the augmentations. Each network was trained to convergence on its own validation set. All hyperparameters were consistent for all networks. From here, these object detector networks are referred to as: \( Net_{real} \) for the real dataset, \( Net_{baseline} \) for the baseline dataset, and \( Net_{augmentation} \) for variants.

For the city environment, the perception algorithm of choice is a semantic segmentation network, leveraging the work from [42] and the accompanying library [43]. This algorithm was demonstrated to be able to train highly accurate networks on Cityscapes data. For each city dataset (Cityscapes, GTA V, and GTA V variants) we train a semantic segmentation network exclusively on that dataset, until convergence on a same-domain validation set. All hyperparameters were consistent for all networks. From here, these semantic segmentation networks are referred to as: \( Net_{city} \) for the Cityscapes dataset, \( Net_{GTA} \) for the GTA V baseline, and \( Net_{augmentation}^{GTA} \) for the GTA V variants.

The methodology we use here to compare the datasets follows the contextualized performance difference proposed in [3] and further generalized in [12]. This methodology evaluates the difference in performance distribution for batches of similar content between the datasets. Herein, performance is defined as the efficacy of the perception algorithm (object detection or semantic segmentation).

V. RESULTS

A. Indoor lab

First, we considered the indoor lab datasets to understand how \( Net_{real} \) performed on each simulation variant, and how similar that performance was to its performance on real data. To do this, we compared \( real - sim_{variant} \) from the perspective of \( Net_{real} \) for each variant. The comparison was performed based on the contextualized performance methodology outlined in [3]. Figure 22 shows the sim-to-real difference for each of the simulation variants. The last variant (EPE-GAN) is a GAN-based augmentation described in [12] which serves as a magnitude reference for a GAN approach to camera simulation enhancement. Additionally, we added a variant which combines multiple augmentations exhibiting a change from the baseline to understand how a combination of augmentations would perform. Specifically, the combined model included an FOV lens, single light, demosaicing, and brightness correction.

The results show that no model improved the simulated data as much as EPE-GAN. In fact, only a few of the augmentations changed the simulation significantly from this perspective. The largest change was when using a pinhole model, where the
Fig. 22: Predictive difference when evaluating a real-trained network in simulation. Lower is better.

Fig. 23: Predictive difference when evaluating a baseline sim-trained network in simulation. Shows the domain shift between the simulation variants. Lower performance difference means the simulations produce similar results.

simulation became far less realistic, likely due to the significant difference in object shape. A few of the augmentations slightly improved the results, namely the FOV lens, using a single light, and the combined approach. However, these changes were minimal overall. The improvement for the FOV lens may be due to a narrowing of the cones, which could hide some minor inaccuracies in the 3D cone model.

We conducted another study to understand the magnitude of the change from the baseline simulation by using each variant dataset to test the performance of a Net_{baseline}. These results are shown in Fig. 24. Here, we see that most simulation variants induced a response in Net_{baseline} that was similar to the baseline dataset, except for two significant outliers. These outliers were EPE-GAN and pinhole. EPE-GAN results were as expected as this was the closest to reality, and introduced features and artifacts that may be difficult for a sim-trained network to detect; see [12] for analysis and the related supplemental material [44] for examples. The second outlier was the pinhole simulation, which suggests that shape was likely a factor in the learned policy in simulation. This was also expected due to the visually large differences in the pinhole example (Fig. 8).

While we begin to see which simulation variants are more realistic when testing, the greater opportunity for simulation is producing synthetic data for training new algorithms. To this end, we conducted a study of the cone variants where we trained variants of the object detector, one for each simulation variant (Net_{variant}). With the trained model variant, we compared its performance on its own metric dataset with its performance on a reference metric dataset (real or baseline) to understand how well it predicted its own performance in those reference domains.

First, we looked at real data as the reference to understand how well the variant predicted its own performance in reality. For each variant, we measured the contextualized performance difference for each class. Figure 24 shows the magnitude of these differences. The results of EPE-GAN are the most predictive of the real performance, with no model variant having produced a network with such similar results. On the other hand, the white-balanced simulation results in poor predictive power, with the performance of Net_{white-balanced} on real being far different from its performance on itself and much worse than the baseline simulation. Each other variant was unremarkable relative to these two extremes. In absolute terms, none of these variants are satisfactorily close to reality; indeed, a difference between 0.1 and 0.3 (all other variants), when the full range of accuracy is defined 0-1, is insufficient to instill confidence in the sim-trained network. The last notable conclusion to draw from these results is that for each variant its network performed more similarly for green cones, except for the combined augmentations where the performance difference is almost identical. This observation motivates the need for future analysis.

A similar study, where the baseline was used as the reference, was performed to understand how different these variants were from the baseline simulation. Results of this analysis are shown in Fig. 25. Many of the conclusions from the real-reference study are confirmed here, with white-balanced and EPE-GAN being among the largest differences. However, here we also see pinhole producing a network which does not work equivalently on the baseline. It should be noted that the magnitude for all sim variants vs. baseline are lower than that of the variant vs. real data, indicating that the effects of our augmentations on the whole are relatively minimal.

B. City environment

To understand the impact of the augmentations on GTAV data, we followed the same procedure as above by beginning with evaluating the performance of Net_{city} on each
This study described how well each simulation variant predicted the performance of $Net_{city}$ on real data. From previous work [12], we provide a reference of EPE-GAN to demonstrate the magnitude of a GAN-based approach to augmenting simulated data. The results from this study are provided in Fig. 26. Evident in the results is that no augmentation performed as similar to reality as EPE-GAN. However, the white-balance match dataset is the closest; it is interesting to note however, that full brightness matching does not further improve the dataset. Both noise and distortion resulted in a dataset that was less predictive of reality. From a sensitivity perspective, distortion and color correction (apart from EPE-GAN) appeared to have the largest impact when evaluating $Net_{city}$.

We reran this comparison, looking at the performance of $Net_{GTA}$ on each of the GTA V variants, to further understand how different the augmentations were from the baseline dataset. The results are shown in Fig. 27. Taking into account the scale of the plot, it is clear here that each augmentation (apart from GTA-V-EPE) induced similar results to that in the baseline, with all differences below 0.02. Only GTA-V-EPE induced significantly different performance. This demonstrates the greater impact of scene changes such as the texture changes apparent in the GTA-V-EPE images.

Finally, we looked at each GTA V variant for training a segmentation network. As training can expose additional biases in the data, this is important for understanding the effect of the augmentation. The results in Fig. 28 include two reference marks: GTA V baseline and EPE-GAN, with EPE-GAN producing a network which performed most similar on its own and real data. As for the augmentations, we saw that lens distortion and noise had very low impact on the trained network. White-balance matching and brightness matching both significantly altered the trained network and in both cases the network’s performance was less similar to reality. This is counter to the results for testing $Net_{city}$ where these modifications slightly improved the GTA V data realism. This behavior, where augmenting a dataset can improve testing yet reduce the effectiveness of the dataset for training, is similar to previously reported results [12] and is related to dataset variety and network robustness.

In all cases of applying AWGN with $\sigma=0.01$, the results were less significant than color or lens distortion augmentations. With a standard deviation of 0.01, we considered noise approximately 5 times that estimated in the real data. This indicates that, while it may have impact in specific scenarios or algorithms, noise could have been ignored for the two applications and algorithms included herein. Indeed, in these studies, it is unlikely realistic noise would alter the results with any significance.
VI. Conclusion and Future Work

This contribution assesses the impact of including or excluding components of the camera model on the realism of a camera simulator, where realism is defined as the similarity of response manifested by a perception algorithm used by robots or autonomous vehicles. Specifically, we seek to understand where improvements to the usefulness of the images can be gained, and where additional modeling efforts are likely to produce little return on investment.

The augmentations that produced significant change for our two perception algorithms in their respective environments were large-scale modifications to color and shape. We note that lens distortion can be significant as it induces structural changes which impact testing and training. Beyond detection, lens distortion could play a major role in any 3D projection of the image, where the location of pixels would determine 3D size or shape. Other large-scale changes such as color modification were significant factors in this study. Therefore, accurately modeling post-sensor image processing such as auto-contrast, white-balancing, and color correction would be important factors to include in closed-loop testing, particularly if few data augmentations were performed during training of the perception algorithm.

However, none of the evaluated augmentations were as impactful as EPE-GAN, indicating that accurate modeling of the appearance of the virtual environment is critical. This is intuitive as white-balance and contrast are intertwined in the appearance of the virtual environment. As such, a hybrid approach, including precise modeling of distortion and post-sensor color adjustments, along with a GAN for scene-based enhancement could improve the quality of the camera simulators in robotics. These results quantitatively support other works where simulation of the environment played a critical role in the generalization of perception algorithms.

Small and fine-grain detail including noise, demosaicing, image quality, or slight changes to how exposure is modeled (not to be confused with $f_{exposure}$ exposure is modeled), resulted in very similar results to the baseline simulation. Important to this is the application and specific algorithms used, as different perception methods and tasks may be sensitive to other simulation phenomena. We argue that these should be well understood when leveraging simulation for training and testing of those algorithms and tasks.

These results indicate that focus and effort in simulation improvement should center on the environment and the large-scale phenomena in the camera model such as post-sensor color processing. Furthermore, modeling noise and demosaicing, or improving image quality may not provide significant value to our understanding of the object detection algorithm. This same procedure and methodology could be used to understand the impact of the camera component models for alternate perception tasks such as tracking or visual odometry, different perception algorithms/architectures, or other environments. When simulation is used for each of these tasks, the results may be different, with the model’s importance determined in part by the task. In each case however, the approach will quantify the importance, giving insights into which aspects of simulation warrant improvement.
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