Fast Implementation of Genetic Algorithm Based on Software/Hardware Co-design Method
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Abstract. Genetic algorithm (GA) has been widely used since it was proposed. However, due to the complexity of the algorithm itself, the fact that the actual problems have huge data and scale, and that it needs to meet certain real-time requirements, the acceleration of genetic algorithm has become a hot spot in both academia and industry field. Previous work have been done on the acceleration of GA, which primarily focuses on the software aspect, while the existing work in hardware aspect lacks adaptability for different industrial scenarios. Therefore, this paper puts forward a novel architecture based on software/hardware co-design method, in which the software produces random numbers, and the hardware, taking full account of the characteristics of sequential circuit, is implemented in a hierarchical pipeline architecture. This architecture accelerates the algorithm while providing certain flexibility. This paper completes the simulation on MATLAB and Vivado, and the total running time is 987.4μs. Compared with the pure software implementation, the speed is increased by 73.9 times.
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1. Introduction
In both theory research and practical applications, there are a large number of problems related to optimization. Since the establishment of Bionics in the mid-1950s, people have been actively seeking inspiration from natural organisms and have developed a series of simulated evolutionary algorithms based on natural selection and evolutionary mechanism, which are suitable for the optimization of complex problems in the real world [1]. The genetic algorithm, first proposed by Professor John H. Holland of the University of Michigan and his students in the early 1960s is one of the algorithms, which is based on Darwin’s theory of evolution [2, 3]. Compared with traditional optimization methods, bionics based optimization method is essentially a probabilistic parallel search method. Individual behaviors in the group are independent and interrelated, showing a high degree of parallel, random and adaptive [4].

The application research of GA is more abundant than the theoretical research and has penetrated into many disciplines. In the field of automation, Michelewicz [5] used floating-point coded GA to study the discrete-time optimal control problem, Wang Yongding [6, 7] used GA to optimize the blade of hydraulic turbine, and Yang Kun [8] used GA to optimize the layout of traditional camshaft; In the field of economics and management, Feng Weidong [9] used GA to study the selection of [10, 11] used GA to study the focusing method of wavefront shaping, and Chu Xiaoli [12] used GA to select the...
wavelength. Genetic algorithm is also applied to computational mathematics [13], electronics [14],
electric power [15], aerospace [16] and other disciplines.

With the continuous development of science and technology, the scale of the problem continues to
expand. In the face of the increasingly complex search space in practical issues, the standard genetic
algorithm (also known as simple genetic algorithm, SGA) takes too long because of its complex
operation process. Therefore, previous work have been done to optimize the algorithm. However, the
research on the algorithm is more focused on the software aspect, and the main platform is based on
CPU so far. Srinivas [17] and others proposed adaptive genetic algorithm (AGA), which enables
individuals to adjust crossover and mutation probability according to different fitness, and effectively
improves the convergence speed of the algorithm. Lu Peng [18] and others proposed a parallel genetic
algorithm based on hash function acceleration, which can reduce the repeated calculation of individual
fitness, and thus increase the running speed by more than three times. Liu Xiaoping [19] parallelelized the
basic genetic algorithm by using the master-slave model, aiming at the problem of a large amount
of calculation of fitness evaluation, and achieved a nearly linear speedup. With the continuous improvement
of speed requirements, people begin to accelerate the algorithm from hardware aspect. Some people
rewrite the algorithm in a hardware-friendly way. For example, Wang Zhidan [20] proposes a hardware
implementation structure, which adopts the method of serial design, uses random League selection,
double-crossing, and bit mutation, and it takes 113.8us; The hardware architecture proposed by Wu
Chunying [21] adopts the design method of multi-population parallel and partial pipeline in a single
population. It uses competitive selection, sequential crossover, exchange and mutation, and it takes
3300us; The hardware implementation structure proposed by Wang yuti [22] adopts a multi-population
parallel, single subpopulation serial design method, which uses random League selection, two-point
crossover, multi-point mutation, and it takes 295us. These implementation methods greatly improve the
execution speed of genetic algorithm.

The essence of genetic algorithm is an efficient parallel search method for solving problems [23],
which determines that the algorithm is more suitable for parallel computing. Therefore, the
computing efficiency is limited by the serial computer system on which the softwares are based, leading
to the computing speed being too low to meet the real-time requirements in practical applications.
However, the algorithm implemented by pure hardware also has its inadequacy of less flexible. To be
specific, many parameters, such as random numbers, are fixed values once the work is done. The attempt
to modify them requires recompiling, which consumes a lot of time. In order to resolve the issues, a
novel architecture based on the software/hardware co-design method is designed. Considering the
complexity of the operation, parallelism and resource consumption, etc, random number generation and
coding of the algorithm are implemented by software, and the rest operations are implemented by
hardware, which not only improves the execution speed of the algorithm, but also expands its
application scope.

2. Method

2.1. The operation process of genetic algorithm
As shown in Fig.1, the general steps of genetic algorithm are:
1) Encode:
   According to different usage scenarios, choose the corresponding coding methods. The most
   common ones are binary coding [24] and floating point coding [25, 26].
2) Generate initialization population:
   An initial population of N individuals was randomly generated and the chromosome length was
determined.
3) Fitness calculation:
   The fitness of each chromosome in the population was calculated.
4) Judge whether the ending conditions are met:
The ending condition can be that the evolution algebra of cosine setting has been completed, or the optimal individual has been reached, or the optimal individual has not been improved for several consecutive generations. If the condition is met, the algorithm is ended and the optimal individual is output; If not, repeat steps 5, 6 and 7.

5) Select:
According to the principle that the higher the fitness, the greater the probability of selection, two individuals are selected from the population as the father and mother.

6) Crossover:
Chromosomes of both parents are extracted and crossed by probability $P_c$ to produce offspring.

7) Mutation:
Chromosomes of offspring were mutated with probability $P_m$.
End loop

2.2. Implementation using software/hardware co-design method
In this paper, a top-down, software/hardware collaborative design method is adopted. Considering the complexity of the operation, parallelism and resource consumption, etc, random number generation and encoding are implemented by software, and the rest of the operations are implemented by hardware. The hardware part is divided into six modules: selection module, crossover module, mutation module, fitness module, control module and storage module. The hardware structure is shown in Fig.2.

3. Experiment
The computer version used in this paper is: CORE(TM) i7 2.80GHz, software simulation tool: MATLAB R2016a, hardware simulation tool: Vivado 2020.1.
3.1. Select module

The most basic and commonly used selection method is Roulette Wheel [24]. Its basic idea is that the probability of each individual being selected in the population is proportional to its fitness. However, considering the parallelism of the operation, we choose a more hardware-friendly Tournament Selection Model [20], that is, S individuals are chosen from the population every time to compare the size of fitness, and the one with the highest fitness is inherited into the next generation population, then this process is repeated until the number of individuals in the next generation reaches the preset number. In this paper, S is selected as 2.

In order to complete the design pattern of the pipeline, two input individuals must be selected within one cycle and transferred to the next module, which is the cross module. Considering that the crossover module needs two individuals to operate, this paper uses spatial parallelism to achieve acceleration.

The ports of the select module are shown in Fig.3. In the input port, clk and rst are clock signal and reset signal, in1 and in2 are individuals read from the storage module, fit1 and fit2 are corresponding fitness values read from the storage module, and S-enable is the module enable signal sent by the control module. In the output port, out is the selected individual, and enable_C is the enable signal transmitted to the crossover module.

According to Fig.4, the select module starts to work at the rising edge of clk after S-enable is pulled high, compares and outputs the input with larger fit value, pulls high enable_C for the next module.

---

**Figure 2.** Implementation structure of hardware

**Figure 3.** Port diagram of selection module
3.2. Cross module

Crossover operation, analogous to chromosome crossover in biology, refers to the replacement and recombination of partial structures of two-parent individuals to form two new individuals. In this paper, we choose the single point crossover method, that is, randomly set a crossover point in the individual coding string, and then exchange partial chromosomes of two parent individuals at this point so as to obtain new offspring chromosomes.

As the second stage of the pipeline, the crossover module receives individuals from the selection module and random numbers ran1 and ran2 from ROM. The 8-bit ran1 is compared with the preset 8-bit crossover probability $P_c$. If it is larger, crossover operation is neglected, and direct output is performed, otherwise the crossover operation is performed. Complete the above operations in one cycle and send the output to the mutation module.

The 4-bit ran2 determines the crossing position, and $P_c$ selects 0.908, representing as $8'b1110_0111$.

```
in1[15:0]   out1[15:0]
in2[15:0]   out2[15:0]
ran1[7:0]    
ran2[3:0]    
C_enable    enable_M
clk          
rst          
```

**Figure 5.** Port diagram of cross module

The ports of the crossover module are shown in Fig.5. In the input port, clk and rst are clock signal and reset signal, in1 and in2 are individuals read from two selection modules, ran1 and ran2 are random numbers, and C_enable is the module enable signal sent by the selection module. In the output port, out1 and out2 are the output individuals after the crossover operation, and enable_M is the enable signal passed to the mutation module.

The Cross module starts working at the rising edge of clk after the C_enable signal is pulled high. If the value of ran1 is smaller than $P_c$, the crossover module will crossover the individuals. Otherwise, individuals maintain the same value. And the enable signal enable_M of the latter module is pulled high.
3.3. Mutation module
Mutation operation is carried out on an individual. In binary-coded individuals, some values in the string are reversed, that is, 0 is used to replace 1, and vice versa, thus a new individual is generated. The purpose of introducing a mutation into genetic algorithm is to [21]:
(1) Improve the local random search ability of the algorithm.
(2) Introduce new genes to prevent premature convergence.
In this paper, the basic single-point mutation is adopted, and the probability $P_m$ is 0.098, representing as 8’b0001 0110. The module reads random numbers ran3 and ran4 from ROM. Ran3 is used for comparison. If it is larger than $P_m$, it will be output without mutation. Otherwise, it will be mutated, and the position of mutation will be determined by ran4.

![Figure 7. Port diagram of mutation module](image)

The ports of the mutation module are shown in Fig.7. In the input port, clk and rst are clock signal and reset signal, in1 and in2 are individuals read from the cross module, ran3 and ran4 are random numbers, and M_enable is the enable signal of the module, which is sent by the cross module. In the output port, out1 and out2 are the output individuals after the mutation operation and enable_F is the enable signal passed to the fitness module.

As can be seen from Fig.8, the mutation module starts to work at the rising edge of clk after M_enable is pulled high: enable F is pulled high, whether it will be mutated is determined according to the comparison between ran4 and constant, the result is output, and the enable signal enable_F of fitness module is pulled high.

3.4. Fitness module
The fitness module performs the calculation operation of individual fitness in GA. It is the most complex module in the whole system, so internal optimization is required. In this paper, a test function of

![Figure 6. Simulation waveform diagram of cross module](image)
DeJong [27] is used, namely

\[ f(x) = \sum_{i=1}^{k \leq 2} x_i^2, 0 \leq x_i \leq 255 \]  

(1)

This paper uses a 8-bit pipelined multiplier for calculation because of the 8-bit multiplication. Therefore, there is a four-stage pipeline in the fitness module: three stages for the multiplier and one for the adder. In this way, the subdivision within the module effectively improves the maximum operating clock frequency of the whole system.

The ports of the mutation module are shown in Fig.9. In1 and In2 receive data from ROM in the initial population stage (S1), and receive data from the mutation module in the subsequent stage (S2). Out1 and Out2 output the received original data. Fit1 and Fit2 are the calculated fitness. Maxfit and maxout are obtained by comparing the values of In1 and In2 with the values of maxfit and maxout in the previous cycle. Addr is the address of the storage module, and the value is obtained by the internal counter of the module.

It can be seen from Fig.10 that the value of fitness is calculated by pipeline multiplier and adder, and is delayed for four cycles. The maximum values are judged and output in two cycles. In order to correspond the address of the individual and the fitness in the storage module, add the address of the individual with four.

3.5. Control module

The FSM of the control module is shown in Fig.11 (b).

IDEL: Idle state after initialization.

S1: Initial population stage. During this state, the enable signal of the fitness module is given by the control module, and the fitness module receives the random individuals pre-stored in the ROM as in1 and in2. In this paper, the number of individuals in one generation is set to
Figure 10. Simulation waveform diagram of fitness module

![Simulation waveform diagram of fitness module](image)

Figure 11. (a) Port diagram of control module (b) FSM of control module

![Port diagram of control module](image)

![FSM of control module](image)

32, and the number of generations is set to 64. Cnt_i_max is 16 because the initial population is provided by two ROMs.

S2: Normal working stage. During this state, the enable signal of the fitness module is given by the mutation module, and the fitness module receives out1 and out2 of the mutation module as inputs in1 and in2. The number of generations is set to 64, therefore cnt_gen_max is 64. In this state, there is also a counter cnt_i_n, which records the number of individuals in the current generation. Individuals are provided by two dual-port RAMs, that is, four individuals are provided at a time, thus cnt_i_n_max is 8. When cnt_i_n reaches cnt_i_n_max, cnt_i_n is cleared and cnt_gen is increased by one.

FINISH: The end state. The system enters FINISH state when cnt_gen reaches cnt_gen_max, and maintains the state until the reset signal arrives.

As can be seen from Fig.12 (a), when the initial generation is full, the system enters S2 at the rising edge of the next clock, and the counter in S2 starts counting. When the number of individuals in the contemporary generation is full, the generation counter is increased by one, and when the number of generations is full, it enters FINISH state.

As can be seen from Fig.12 (b), on the rising edge of the next clock after the generation number is full, the write enable is pulled low, the storage module and the selection module are turned off.

3.6. Storage module

The storage module consists of four true dual-port RAMs. Individuals and fitness values are stored separately, in which RAM0 and RAM1 store individuals, and RAM2 and RAM3 store fitness values.
Figure 12. Simulation waveform diagram of control module

Port A of all four RAMs works normally, while Port B is read only. And the address of port B is the address of port A increased by one.

According to the above analysis, it takes four cycles to get the result of the fitness values of RAM2 and RAM3. Therefore, in order to correspond to the address of the individual and fitness value, the address of RAM0 and RAM1 is increased by four.

3.7. Overall simulation results

The simulation result of the top module is shown in Fig.13.

With the proposed architecture, the running time of the software is 977\(\mu s\), and the running time of hardware is 10.4\(\mu s\), a total of 987.4\(\mu s\). Simulation with pure software shows that the running time is 73\(ms\), as shown in Table 1.

4. Conclusion

First and foremost, this paper achieves a profound understanding of GA in its operation characteristics, and proposes a novel architecture using both hardware and software. Secondly, this paper uses the pipeline structure of selection, crossover and mutation modules, and selects

| Test Function |
|---------------|
| \(f(x)\)     |
| \(f(x)\)     |

| Implementation Method | Running Time |
|-----------------------|--------------|
| pure software         | 73 (ms)      |
| software/hardware co-design | 987.4 (\(\mu s\)) |
hardware-friendly genetic operators. Thirdly, taking the operating characteristics of sequential circuits into full consideration, the complex fitness module is subdivided into pipeline structure, so the module with long delay does not drag down the overall maximum operating clock frequency.

Simulation results show that the proposed architecture has excellent performance compared to that of pure software, increasing the running speed by 73.9 times, and the design goal is achieved.

However, the GA algorithm used in this paper is the most basic one, and it does not aim at any specific practical application. In the future design, we can:

Use the adaptive algorithm to change the crossover and mutation probability flexibly to further accelerate the convergence speed of the algorithm.

Combine the algorithm with specific applications. Given the practical problems, the same idea of this paper can be adopted, which means to further increase the clock frequency by rediving the complex modules with pipeline structure.
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