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Abstract

In this paper, we study approximate cloaking for the Helmholtz equation in $3d$ where the cloaking device is based on transformations which blow up a cylinder of fixed height and small cross section of radius $\varepsilon$ into the cloaked region. Assuming the zero Dirichlet boundary condition is imposed on the boundary of the cloaked region, we show that the degree of visibility is of order $\varepsilon$ as $\varepsilon$ goes to 0. This fact is quite surprising since it is known that the degree of visibility, for the scheme using transformations which blow up a small region of diameter $\varepsilon$ into the cloaked region, is of order $\varepsilon$ in $3d$ and $1/|\ln \varepsilon|$ in $2d$. To understand the relation between these contexts, we as well revisit the known estimates and show that the degree of visibility is of order $\varepsilon^{d-1} (d = 2, 3)$ for the scheme using transformations which blow up a small ball of diameter $\varepsilon$ into the cloaked region as long as the zero Dirichlet boundary condition is imposed on the boundary of the cloaked region. The symmetry of the cross section and of the ball are crucial so that these results hold.

1 Introduction

Cloaking via change of variables was introduced by Pendry, Schurig, and Smith [43] for the Maxwell system, and Leonhardt [26] in the geometric optics setting. They used a singular change of variables which blows up a point into a cloaked region. The same transformation had been used before by Greenleaf, Lassas, Uhlmann [20] to establish the non-uniqueness of Calderon’s problem. This singular structure implies not only difficulties in practice, but also in analysis. To avoid using the singular structure, regularized schemes have been proposed in [46, 8, 52, 45, 23, 17].

Let us briefly review some known facts about approximate cloaking for the Helmholtz equation for a finite range, and for the full range of frequencies based on transformations which blow up a small ball of radius $\varepsilon$ into the cloaked region. This scheme was suggested by Kohn, Shen, Vogelius, and Weinstein in [23]. In this paragraph, whenever approximate cloaking is achieved, the degree of visibility, established by the authors, is of order $\varepsilon$
in 3d and $1/|\ln \varepsilon|$ in 2d. In order to successfully achieve approximate cloaking it is often advantageous to introduce a lossy layer in addition to the standard (mapped) cloak. Using an appropriate lossy layer, it is proved in [22] that approximate cloaking works well on a bounded domain regardless of the contents of the cloaked region. In [28], the author established approximate cloaking for the exterior problems imposing the zero Dirichlet boundary condition. In [36], the author showed that approximate cloaking works well in the whole space regardless of the contents of the cloaked region using a fixed lossy-layer (the result in [28] can be derived from [36, Lemma 2.2]). In both [22] and [36] the authors demonstrated the necessity of the lossy layer, in order to obtain a degree of approximate cloaking (near-invisibility) that is independent of the contents of the cloaked region. The paper [41] establishes precise estimates for the degree of near-invisibility at all frequencies, where the dependence on frequency is explicit. These estimates are sharp and independent of the contents of the cloaked region. To be a little more specific: in the high frequency case, the lossy scheme works as well as in the finite frequency case. However, the estimates degenerate as frequency tends to 0. This follows from (or can be explained by) the fact that the lossy effect becomes weaker and weaker, as frequency tends to 0. These results play an important role in obtaining the degree of visibility for approximate cloaking for the wave equations in [40]. Without a lossy layer the situation becomes quite complicated, as explored in [38]. For example, in the 3d non-resonant case, i.e., when $k^2$ is not an eigenvalue of the Neumann problem inside the cloaked region (here $k$ denotes the wave number), the approximate scheme works well: cloaking is achieved (as the parameter of regularization $\varepsilon$ goes to zero) and the limiting field inside the cloaked region is the corresponding solution to the homogeneous Neumann problem. In the 3d resonant case, the situation changes completely. Sometimes cloaking is achieved (for example when there is no source inside the cloaked region); nevertheless, the limiting field inside the cloaked region depends on the solution in the free space (cloaking but not shielding; see also [19] for a similar situation). Sometimes cloaking is not achieved, and the energy inside the cloaked region tends to infinity as the parameter of regularization tends to 0. In the 2d non-resonant case, the limiting field inside the cloaked region inherits a non-local structure (see also [25]). In the 2d resonant case, cloaking sometimes is not achieved, and the energy inside the cloaked region can go to infinity. These “lossless” facts are somewhat different from what is frequently asserted in the literature, namely that (a) in 3d, cloaking is always achieved, the limiting field inside and outside the cloaked region are independent, and the energy of the field inside the cloaked region remains bounded, and (b) in 2d, the limiting field inside the cloaked region satisfies the corresponding Neumann problem. In [16, 50, 51, 30], the singular cloaking scheme was studied using the notion of finite energy solution. The improvement of degree of invisibility have been recently investigated in [6, 5, 29].

Recently, quantum cloaking has been investigated quite extensively; see [15, 18, 14] and references therein. We note here that these results for approximating cloaking for the Helmholtz equations mentioned above can be used to obtain similar ones for approximate quantum cloaking; thanks to the gauge transformation (see e.g. [18, Section 5]). The trapped states introduced by Greenleaf et. al. in [18] in quantum cloaking corresponds to the resonant case for the Helmholtz equation in 3d. We emphasize that one can do
quantum cloaking for scattered waves even in a trapped state for which there exist almost trapped states [15]. It is a consequence of the fact that one can do cloaking for the Helmholtz equation for the 3d resonant cases when there is no source inside the cloaked region and cloaking device [38, Theorem 1.4]. These do not contradict to each other. Indeed, there is the instability of approximate cloaking. Nevertheless, the instability of cloaking takes place only if the potential varies as a function of parameter of regularization (even for a very small amount; see [15]). The same phenomenon holds for the acoustic setting (see [38, Proposition 1.13 and Remark 1.14]; in [22], Kohn et. al. previously observed the similar facts for bounded domain).

In this paper, we investigate approximate cloaking for the Helmholtz equation based on transformations which blow up a cylinder of fixed height and small cross section into the cloaked region in 3d. This scheme is a natural regularization of the one blowing up an interval into the cloaked region discussed in [27]. This regularization is in the spirit of the one introduced in [23]. The advantage of this scheme in comparison with the one blowing up a small ball is that the (material) transformation used for the cloaking device is less singular, hence facilitates the construction of such devices. This is the main motivation of our work and to our knowledge, it is the first time that such a regularized scheme is considered and analyzed. In this paper, we impose the zero Dirichlet boundary condition on the boundary of the cloaked region. This boundary condition is a good approximation if a highly conducting layer is used between the cloaked region and the layer from the blow-up scheme; see e.g. [41, 38] for a discussion. The analysis on different boundary conditions (including the Dirichlet boundary condition) for a highly conducting obstacle can be found in, e.g., [21]. Let \( \varepsilon \) be the parameter of regularization i.e., \( \varepsilon \) is radius of the small cross section. We show that the degree of visibility is of order of \( \varepsilon \). We recall here that the degree of visibility in the 3d case is also of order \( \varepsilon \) if one uses the scheme which blows up a small region of diameter \( \varepsilon \) into the cloaked region as mentioned above; Clearly, this scheme is more singular than the one which blows up small cylinders. An important fact which makes our result hold is the symmetry of the cross section of the cylinder. To understand the relation between these contexts, we also revisit the known estimates and show that the degree of visibility is of order \( \varepsilon^{d-1} \) (\( d = 2, 3 \)) when one uses transformations which blow up a small ball of diameter \( \varepsilon \) into the cloaked region as long as the zero Dirichlet boundary condition is imposed on the boundary of the cloaked region. Once again, the symmetry of the ball is crucial.

One might wonder what happens if one uses the “regularized” schemes which blow up a thin box of fixed length and width into the cloaked region in 3d or which blow up a small rectangle of fixed length into the cloaked region in 2d. These are natural regularizations for the singular schemes which blow up a rectangle into the cloaked region in 3d and an interval into the cloaked region in 2d. As long as, the zero Dirichlet boundary condition is imposed on the boundary of the cloaked region, one can not use these schemes to do cloaking since the trace of the solutions in the free space on these sets are not 0 in general and these sets are 1-codimensional - not negligible in the trace sense.

Let us describe briefly the idea of the proofs. Using transformation optics rule (or the change of variables formula - see e.g. Proposition [3], it suffices to show that:
i) the effect of a cylinder of fixed height and small cross section of radius $\varepsilon$ is of order $\varepsilon$ in $3d$;

ii) the effect of a small ball of radius $\varepsilon$ is of order $\varepsilon^2$ in $3d$, and $\varepsilon$ in $2d$.

The effect of small inclusions has been investigated intensively in the literature see, e.g., [13, 11, 4, 10, 39, 9]. However, the way to obtain i) is new; the usual blow-up technique does not work. The proof is processed as follows. Considering the difference of the solutions in the free space and in the exterior of the small cylinder, we note that it is a solution to the homogeneous Helmholtz equations outside the cylinder and its value on the boundary of the cylinder is well-controlled. Hence it is natural to search bounds for its normal derivative so that the representation formula for the Helmholtz equation can be used. For this end, we use the Morawetz multiplier (Lemma 2 in Section 2 noting that the cylinder is star-shaped) and derive that the normal derivative behaves like, roughly speaking, $1/\varepsilon$ on the boundary (see Lemma 3 and (2.23) in Section 2). Such an estimate is sufficient to obtain $\varepsilon$ - degree of visibility from the contribution of the top and the bottom of the cylinder since their area is of order $\varepsilon^2$. However, it is not good enough to reach $\varepsilon$ - degree of visibility from the contribution of the rest of the boundary since its area is of order $\varepsilon$ (the representation formula only gives an estimate of order 1 for the difference). Here the symmetry of the cylinder plays a role. We observe that the difference of the solutions is almost constant on each cross section since the cross section is small. By symmetry, it follows that the average of its normal derivative on each cross section is almost 0. This can be obtained from Lemmas 1 (on the symmetry) and 4 (on the stability) in Section 2; Lemma 4 can be seen as a consequence of the fact that the singularity of solutions to the (Laplace) Helmholtz equation on an interval is removable in $3d$. Taking into account this cancelation, by a standard averaging argument, statement i) follows. Statement ii) can be obtained (similarly) using the representation formula, the standard estimates for small inclusions, and the fact that the average of the normal derivative on the boundary of the ball approximately equals 0; this fact is a consequence of the symmetry of the ball as in the cylinder case mentioned above.

We note that there are also other methods to do cloaking, e.g., using negative index materials, plasmonic shells, or active cloaking devices. Concerning negative index materials, one approach is based on the anomalous localized resonance introduced by Milton and Nicorovice in [32] (see [34, 33, 7, 3] references therein for further studies); one approach is based on the concept of complementary media introduced by Lai et. al. in [24] (see [37] for a more general setting and the analysis). Cloaking using plasmonic shells is introduced by Alu and Engheta in [1] (see [2, 47] and references therein for recent development). Cloaking using active devices is introduced by Miller in [31] and Guevara Vasquez et. al. in [48] (see also [49]).

We now state our results precisely. For $\varepsilon > 0$, let $C_\varepsilon$ denote the set

$$C_\varepsilon := \{(x', z) \in \mathbb{R}^2 \times \mathbb{R}; |x'| < \varepsilon \text{ and } z \leq 1/2\},$$

Let $D \subset \subset B_2$ be a open smooth subset of $\mathbb{R}^3$ containing the origin such that $\mathbb{R}^3 \setminus D$ is connected. Here and in what follows in $\mathbb{R}^d$ ($d = 2, 3$), $B_r$ ($r > 0$) denotes the ball centered
at the origin of radius $r$. For $\varepsilon > 0$, let $F_\varepsilon$ be a bi-Lipschitz transformation\footnote{This means $F$ is bijective, and $F$ and $F^{-1}$ are Lipschitz.} from $\mathbb{R}^3$ onto $\mathbb{R}^3$ such that

\[ F_\varepsilon(C_\varepsilon) = D, \quad F_\varepsilon(\partial C_\varepsilon) = \partial D, \quad \text{and} \quad F_\varepsilon(x) = x \text{ if } |x| \geq 2. \]

Here is an example. Assume $D = D_1 = \{(x', z) \in \mathbb{R}^2 \times \mathbb{R}; |x'| \leq 1/2; |z| \leq 3/4\}$ and let $D_2 = 2D_1 = \{(x', z) \in \mathbb{R}^2 \times \mathbb{R}; |x'| \leq 1; |z| \leq 3/2\}$. Then one can choose $F_\varepsilon$ as follows:

\[ F_\varepsilon(x', z) = \begin{cases} (x', z) & \text{if } (x', z) \in \mathbb{R}^3 \setminus D_2, \\ \left( \frac{1 - 2\varepsilon}{2(1 - \varepsilon)} + \frac{|x'|}{2(1 - \varepsilon)} \right) \frac{x'}{|x'|} + \frac{3}{4}z + \frac{3}{8} & \text{if } (x', z) \in D_2 \setminus C_\varepsilon, \\ \left( \frac{x'}{2\varepsilon}, \frac{3}{2}z \right) & \text{if } (x', z) \in C_\varepsilon. \end{cases} \]

Define

\[ A_c, \Sigma_c = \begin{cases} I, 1 & \text{for } |x| \geq 2, \\ F_\varepsilon I, F_\varepsilon 1 & \text{for } x \in B_2 \setminus D. \end{cases} \]

Here and in what follows we use the standard notation

\[ F_* A(y) = \frac{DF(x)A(x)DF^T(x)}{|\det DF(x)|} \quad \text{and} \quad F_* \Sigma(y) = \frac{\Sigma(x)}{|\det DF(x)|}, \quad \text{with } x = F^{-1}(y), \]

for any symmetric matrix-valued function $A$, and any complex function $\Sigma$.

Let $u \in H^1_{\text{loc}}(\mathbb{R}^3)$ and $u_c \in H^1_{\text{loc}}(\mathbb{R}^3 \setminus D)$ be the unique outgoing solutions to

\[ \Delta u + k^2 u = f \text{ in } \mathbb{R}^3, \]

and

\[ \begin{cases} \text{div}(A_c(x)\nabla u_c) + k^2 \Sigma_c(x)u_c = f \quad \text{in } \mathbb{R}^3 \setminus D, \\ u_c = 0 \quad \text{on } \partial D. \end{cases} \]

We recall that a function $v$ satisfies the well-known outgoing condition in $\mathbb{R}^d$ ($d = 2, 3$) with respect to frequency $k$, means

\[ \frac{\partial v}{\partial r} - i kv = o(r^{-(d-1)/2}) \quad \text{as } r = |x| \to \infty. \]

Here is the main result of this paper.

**Theorem 1.** Let $k > 0$, $\varepsilon > 0$, and $f \in L^2(\mathbb{R}^3)$ be such that $\text{supp } f \subset B_3 \setminus B_2$. Assume that $u \in H^1_{\text{loc}}(\mathbb{R}^3)$ and $u_c \in H^1_{\text{loc}}(\mathbb{R}^3 \setminus D)$ are the unique outgoing solutions to (1.3) and (1.4). We have

\[ \|u_c - u\|_{H^1(B_3 \setminus B_2)} \leq C\varepsilon\|f\|_{L^2}, \]

for some positive constant $C$ depending only on $k$. 
From the property of transformation optics (the change of variables formula, Proposition 3), it follows that \( u_c = u_\varepsilon \) for \( |x| > 2 \), where \( u_\varepsilon \) is the solution to (1.5) below. Hence Theorem 1 is a consequence of the following proposition which gives an estimate on the effect of the small inclusion \( C_\varepsilon \).

**Proposition 1.** Let \( k > 0 \), \( 0 < \varepsilon < 1 \), \( f \in L^2(\mathbb{R}^3) \) with \( \text{supp} f \subset B_3 \setminus B_2 \). Assume that \( u_\varepsilon \in H^1_{\text{loc}}(\mathbb{R}^3 \setminus C_\varepsilon) \) is the outgoing solution to the equation

\[
\Delta u_\varepsilon + k^2 u_\varepsilon = f \quad \text{in} \quad \mathbb{R}^3 \setminus C_\varepsilon \quad \text{with} \quad u_\varepsilon = 0 \quad \text{on} \quad \partial C_\varepsilon.
\]

We have

\[
\|u_\varepsilon - u\|_{H^1(B_5 \setminus B_2)} \leq C\varepsilon \|f\|_{L^2},
\]

for some positive constant \( C \) depending only on \( k \). Here \( u \in H^1_{\text{loc}}(\mathbb{R}^3) \) is the unique outgoing solution to (1.3).

As in Theorem 1, we can obtain the degree of visibility, which is of order \( \varepsilon^{d-1} \) (\( d = 2, 3 \)), for the scheme blowing up a small ball of radius \( \varepsilon \) into the cloaked region. This fact is a consequence of the following proposition:

**Proposition 2.** Let \( k > 0 \), \( 0 < \varepsilon < 1 \), \( f \in L^2(\mathbb{R}^d) \) (\( d = 2, 3 \)) with \( \text{supp} f \subset B_3 \setminus B_2 \). Assume that \( u_\varepsilon \in H^1_{\text{loc}}(\mathbb{R}^d \setminus B_\varepsilon) \) is the unique outgoing solution to the equation

\[
\Delta u_\varepsilon + k^2 u_\varepsilon = f \quad \text{in} \quad \mathbb{R}^d \setminus B_\varepsilon \quad \text{with} \quad u_\varepsilon = 0 \quad \text{on} \quad \partial B_\varepsilon.
\]

We have

\[
\|u_\varepsilon - u\|_{H^1(B_5 \setminus B_2)} \leq C\varepsilon^{d-1} \|f\|_{L^2},
\]

for some positive constant \( C \) independent of \( \varepsilon \) and \( f \).

To obtain Theorem 1 from Proposition 1, we use the following standard proposition whose the proof is based on the change of variables formula and can be found, e.g., [22, Section 2.2] or [36, Proof of Proposition 1.1].

**Proposition 3.** Let \( k \geq 0 \), \( d = 2, 3 \), \( D_1 \) and \( D_2 \) be two open subsets of \( \mathbb{R}^d \), \( F \) be a bi-Lipschitz from \( D_1 \) onto \( D_2 \), \( a \in [L^\infty(D_1)]^{d \times d} \) and \( \sigma \in L^\infty(D_1) \). Fix \( u \in H^1(D_1) \) and set \( v = u \circ T^{-1} \). We have

\[
\text{div}(a \nabla u) + k^2 \sigma u = f \quad \text{in} \quad D_1,
\]

if and only if

\[
\text{div}(F_* a \nabla v) + k^2 F_* \sigma v = F_* f \quad \text{in} \quad D_2.
\]

The paper is organized as follows. Sections 2 and 3 are devoted to the proofs of Proposition 1 and Proposition 2 respectively.
2 Proof of Proposition 1

2.1 Preliminaries

In this section, we will establish several lemmas on the effect of the small inclusion $C_\varepsilon$, which will be used in the proof of Proposition 1. The first one concerns the average of the normal derivative of solutions on each cross section of $C_\varepsilon$.

**Lemma 1.** Let $k, \varepsilon > 0$, $g \in H^{1/2}(\partial C_\varepsilon)$, and let $v_\varepsilon \in H^1_{loc}(\mathbb{R}^3 \setminus C_\varepsilon)$ be the unique outgoing solution to the equation
\[ \Delta v_\varepsilon + k^2 v_\varepsilon = 0 \text{ in } \mathbb{R}^3 \setminus \overline{C}_\varepsilon, \]
with $v_\varepsilon = g$ on $\partial C_\varepsilon$.

Assume that $g(x', z) = g(y', z)$ for all $(x', z), (y', z) \in (\mathbb{R}^2 \times \mathbb{R}) \cap \partial C_\varepsilon$.

We have
\[ \int_{\partial C_\varepsilon} \frac{\partial v_\varepsilon}{\partial \eta} = 0 \text{ for a.e. } a \in (-1/2, 1/2). \]

**Proof.** The conclusion is a consequence of the fact that $v_\varepsilon(x', z) = v_\varepsilon(-x', z)$.

This follows from the uniqueness of the outgoing solutions imposed the Dirichlet boundary condition. $\square$

**Remark 1.** In Lemma 1, we only use the fact that the cross section of $C_\varepsilon$ is radially symmetric. The constancy of the cross section is not necessary.

The second lemma, whose the proof makes use of the Morawetz multiplier (see also [44] and [42]), will be applied to obtain estimates for the normal derivative of solutions on $\partial C_\varepsilon$ in Lemma 3.

**Lemma 2.** Let $k \geq 0$, $\Omega$ be a Lipschitz bounded open subset of $\mathbb{R}^3$ and $v \in C^\infty(\bar{\Omega})$ be a solution to the equation $\Delta v + k^2 v = 0$. We have
\[ \frac{1}{2} \int_{\Omega} (|\nabla v|^2 + k^2 |v|^2) - \int_{\partial \Omega} \Re \left( \langle \nabla v, \eta \rangle \langle \nabla \bar{v}, x \rangle \right) = \int_{\partial \Omega} \Re \left( \frac{\partial v}{\partial \eta} \bar{v} + \frac{k^2}{2} \langle x, \eta \rangle |v|^2 - \frac{1}{2} \langle x, \eta \rangle |\nabla v|^2 \right). \]

Here and in what follows $\langle \cdot, \cdot \rangle$ denotes the scalar product in $\mathbb{R}^3$ and $\Re(a)$ denotes the real part of a complex number $a$. In this lemma and its proof, $\eta$ denotes the exterior unit normal vector on $\partial \Omega$.

**Proof.** In what follows, we only consider the real part of expressions. Multiplying the equation $\Delta v + k^2 v = 0$ by $\bar{v} + x \cdot \nabla \bar{v}$ and integrating in $\Omega$, we obtain
\[ 0 = -\int_{\Omega} |\nabla v|^2 + \int_{\partial \Omega} \frac{\partial v}{\partial \eta} \bar{v} - \int_{\Omega} \nabla v \nabla [x \cdot \nabla \bar{v}] + \int_{\partial \Omega} \Re \langle \nabla v, \eta \rangle \langle \nabla \bar{v}, x \rangle + k^2 \int_{\Omega} |v|^2 + k^2 \int_{\Omega} v [x \cdot \nabla \bar{v}]. \]

(2.1)
We have
\[ k^2 \int_{\Omega} v [x \cdot \nabla \tilde{v}] = \frac{k^2}{2} \int_{\Omega} x \cdot \nabla |v|^2 = -\frac{3k^2}{2} \int_{\Omega} |v|^2 + \frac{k^2}{2} \int_{\partial \Omega} \langle x, \eta \rangle |v|^2. \quad (2.2) \]

Since \( \nabla \left[ x \cdot \nabla \tilde{v} \right] = \nabla \tilde{v} + (x \cdot \nabla) \nabla \tilde{v} \), it follows that
\[ -\int_{\Omega} \nabla v \nabla \left[ x \cdot \nabla \tilde{v} \right] = -\int_{\Omega} \nabla |v|^2 - \frac{1}{2} x \cdot \nabla |v|^2 = \frac{1}{2} \int_{\Omega} |\nabla v|^2 - \frac{1}{2} \int_{\partial \Omega} \langle x, \eta \rangle |\nabla v|^2. \quad (2.3) \]

A combination of (2.1), (2.2), and (2.3) yields
\[ -\frac{1}{2} \int_{\Omega} \left( |\nabla v|^2 + k^2 |v|^2 \right) - \frac{1}{2} \int_{\partial \Omega} \langle x, \eta \rangle |\nabla v|^2 \]
\[ + \int_{\partial \Omega} \frac{\partial v}{\partial \eta} \tilde{v} + \frac{k^2}{2} \int_{\partial \Omega} \langle x, \eta \rangle |v|^2 + \int_{\partial \Omega} \langle \nabla v, \eta \rangle \langle \nabla \tilde{v}, x \rangle = 0. \]

Therefore, the conclusion follows. \( \square \)

The following lemma plays an important role in our analysis.

**Lemma 3.** Let \( 0 < \varepsilon < 1 \), \( g \in H^1(\partial C_{\varepsilon}) \), and \( v \in H^1_{\text{loc}}(\mathbb{R}^3 \setminus \bar{C}_{\varepsilon}) \) be the unique outgoing solution to the equation
\[ \Delta v + k^2 v = 0 \text{ in } \mathbb{R}^3 \setminus \bar{C}_{\varepsilon} \quad \text{and} \quad v = g \text{ on } \partial C_{\varepsilon}. \]

Then \( \partial_{\eta} v \in L^2(\partial C_{\varepsilon}) \). Moreover,
\[
C \left\{ \int_{B_4 \setminus C_{\varepsilon}} \left( |\nabla v|^2 + k^2 |v|^2 \right) + \int_{\partial C_{\varepsilon}} \langle x, \eta \rangle |\partial_{\eta} v|^2 \right\} \leq \int_{\partial C_{\varepsilon}} \frac{|x|^2}{(x, \eta)} |\nabla_T g|^2 + \int_{\partial C_{\varepsilon}} \frac{1}{(x, \eta)} |g|^2 + \|\nabla v\|_{L^2(\partial B_4)}^2 + \|v\|_{L^2(\partial B_4)}^2, \quad (2.4) \]

for some positive constant \( C \) independent of \( g \) and \( \varepsilon \).

Here and in what follows, \( \partial u/\partial \eta \) and \( \nabla_T u \) denotes the normal derivative and the tangential derivative of a function \( u \) on \( \partial D \), the boundary of a Lipschitz bounded open subset of \( \mathbb{R}^3 \), whenever they are well-defined, and \( \eta \) denotes the normal unit vector on \( \partial D \) directed to the exterior of \( D \).

**Proof.** The proof is given in the smooth case: \( v \in C^\infty(B_4 \setminus \bar{C}_{\varepsilon}) \). The general case follows by approximation. In fact, by the same proof and the regularity theory of elliptic equations, one can show that the same result holds for \( C_{\varepsilon,\delta} \) and \( g \in C^\infty(\partial C_{\varepsilon,\delta}) \) where \( C_{\varepsilon,\delta} \) is a smooth star-shaped domain. By choosing \( C_{\varepsilon,\delta} \) such that \( C_{\varepsilon,\delta} \) appropriately converges to \( C_{\varepsilon} \) as \( \delta \to 0 \), one obtains the conclusion for \( g \in C^\infty(\partial C_{\varepsilon}) \) since the constant \( C \) in the

\[ \text{We change the convention on } \eta \text{ from Lemma 2.} \]
variant of (2.4) for $C_{\epsilon, \delta}$ does not depend on $\epsilon$ and $\delta$. The general result stated in Lemma 3 follows by the standard approximate arguments.

We now give the proof for the case $v \in C^\infty(B_4 \setminus C_\epsilon)$. Applying Lemma 2 and using the fact that $\langle x, \eta \rangle > 0$ on $\partial C_\epsilon$, we obtain

$$
\frac{1}{2} \int_{B_4 \setminus C_\epsilon} \left( |\nabla v|^2 + k^2 |v|^2 \right) + \int_{\partial C_\epsilon} \Re \left( \langle \nabla v, \eta \rangle \langle \nabla \bar{v}, x \rangle \right) - \frac{1}{2} \int_{\partial C_\epsilon} \langle x, \eta \rangle |\nabla v|^2
\leq \int_{\partial C_\epsilon} \left| \frac{\partial v}{\partial \eta} \bar{v} \right| + C \left( \|\nabla v\|^2_{L^2(\partial B_4)} + \|v\|^2_{L^2(\partial B_4)} \right). \tag{2.5}
$$

We recall that $\eta$ denotes the exterior normal unit vector on $\partial C_\epsilon$; this is the reason for which one has the change in sign for the second and third integrals in comparison with Lemma 2. We have, on $\partial C_\epsilon$,

$$
\Re \left( \langle \nabla v, \eta \rangle \langle \nabla \bar{v}, x \rangle \right) - \frac{1}{2} \langle x, \eta \rangle |\nabla v|^2 \geq \frac{1}{4} \langle x, \eta \rangle |\partial_\eta v|^2 - \frac{1}{2} \langle x, \eta \rangle |\nabla \Gamma v|^2 - \frac{1}{2} \langle x, \eta \rangle |\nabla v, \alpha(x) |^2, \tag{2.6}
$$

where $\alpha(x) := x - \langle x, \eta \rangle \eta$. Here in the last inequality, we used the Cauchy inequality:

$$
|\langle \nabla v, \alpha(x) \rangle | \cdot |\partial_\eta v| \leq \frac{1}{\langle x, \eta \rangle} |\langle \nabla v, \alpha(x) \rangle|^2 + \frac{1}{4} \langle x, \eta \rangle |\partial_\eta v|^2.
$$

We also have, on $\partial C_\epsilon$,

$$
\left| \frac{\partial v}{\partial \eta} \right| \leq \frac{1}{4} \langle x, \eta \rangle |\partial_\eta v|^2 + \frac{1}{\langle x, \eta \rangle} |v|^2. \tag{2.7}
$$

It follows from (2.5), (2.6), and (2.7) that

$$
C \left\{ \int_{B_4 \setminus C_\epsilon} \left( |\nabla v|^2 + k^2 |v|^2 \right) + \int_{\partial C_\epsilon} \langle x, \eta \rangle |\partial_\eta v|^2 \right\} \leq \|\nabla v\|^2_{L^2(\partial B_4)} + \|v\|^2_{L^2(\partial B_4)}
+ \int_{\partial C_\epsilon} \left( \langle x, \eta \rangle |\nabla \Gamma v|^2 + |\langle \nabla v, \alpha(x) \rangle | \cdot |\partial_\eta v| \right) + \int_{\partial C_\epsilon} \frac{1}{\langle x, \eta \rangle} |v|^2.
$$

Since $\langle \alpha(x), \eta \rangle = 0$, it follows that

$$
|\langle \nabla v, \alpha(x) \rangle | \cdot |\partial_\eta v| \leq \frac{8|x|^2}{C \langle x, \eta \rangle} |\nabla \Gamma v|^2 + \frac{C}{2} \langle x, \eta \rangle |\partial_\eta v|^2.
$$

Therefore, the conclusion follows. $\square$

The following lemma will be used in the proof of Theorem 1.
Lemma 4. Let $0 < \varepsilon < 1$, $f_\varepsilon \in H^{-1}(\mathbb{R}^3 \setminus C_\varepsilon)$ with $\text{supp} f_\varepsilon \subset B_3 \setminus C_\varepsilon$ and let $u_\varepsilon \in H^1_{\text{loc}}(\mathbb{R}^3 \setminus C_\varepsilon)$ be the unique outgoing solution to the equation

$$\Delta u_\varepsilon + k^2 u_\varepsilon = f_\varepsilon \quad \text{in} \quad \mathbb{R}^3 \setminus C_\varepsilon \quad \text{with} \quad u_\varepsilon = 0 \quad \text{on} \quad \partial C_\varepsilon.$$ 

Then

$$\|u_\varepsilon\|_{H^1(B_5 \setminus C_\varepsilon)} \leq C\|f_\varepsilon\|_{H^{-1}}, \quad (2.8)$$

for some positive constant $C$ depending on $k$ but independent of $f_\varepsilon$ and $\varepsilon$.

Proof. We first prove

$$\|u_\varepsilon\|_{L^2(B_5 \setminus C_\varepsilon)} \leq C\|f_\varepsilon\|_{H^{-1}}, \quad (2.9)$$

for some positive constant $C$ independent of $f_\varepsilon$ and $\varepsilon$ by contradiction. Suppose that this is not true. Then there exist a sequence $\varepsilon_n \to 0$, a sequence $(f_n) \subset H^{-1}(\mathbb{R}^3 \setminus C_{\varepsilon_n})$ with $\text{supp} f_n \subset B_3 \setminus C_{\varepsilon_n}$, and a sequence $(u_n) \subset H^1_{\text{loc}}(\mathbb{R}^3 \setminus C_{\varepsilon_n})$, the unique outgoing solution to the equation

$$\Delta u_n + k^2 u_n = f_n \quad \text{in} \quad \mathbb{R}^3 \setminus C_{\varepsilon_n} \quad \text{and} \quad u_n = 0 \quad \text{on} \quad \partial C_{\varepsilon_n},$$

such that

$$\|u_n\|_{L^2(B_5 \setminus C_{\varepsilon_n})} = 1 \quad \text{and} \quad \|f_n\|_{H^{-1}} \to 0. \quad (2.10)$$

Multiplying the equation of $u_n$ by $\bar{u}_n$ (the conjugate of $u_n$) and integrating on $B_4 \setminus C_{\varepsilon_n}$, we have

$$-\int_{B_4 \setminus C_{\varepsilon_n}} |\nabla u_n|^2 + k^2 \int_{B_4 \setminus C_{\varepsilon_n}} |u_n|^2 + \int_{\partial B_4} \partial_r u_n \bar{u}_n = \int_{B_4 \setminus C_{\varepsilon_n}} f_n \bar{u}_n. \quad (2.11)$$

Since $\Delta u_n + k^2 u_n = 0$ in $B_5 \setminus B_3$ and $\|u_n\|_{L^2(B_5 \setminus B_3)} \leq 1$, it follows from the standard estimates for the Laplace equation that $\|u_n\|_{C^1(B_{9/2} \setminus B_{7/2})} \leq C$; which yields

$$\left| \int_{\partial B_4} \partial_r u_n \bar{u}_n \right| \leq C. \quad (2.12)$$

Since

$$\left| \int_{B_4 \setminus C_{\varepsilon_n}} f_n \bar{u}_n \right| \leq C\|f_n\|_{H^{-1}} \|u_n\|_{H^1(B_4 \setminus C_{\varepsilon_n})},$$

we derive from (2.10), (2.11) and (2.12) that

$$\int_{B_4 \setminus C_{\varepsilon_n}} |\nabla u_n|^2 \leq C. \quad (2.13)$$

By the representation formula for the Helmholtz equation in $3d$, it follows from (2.10) and (2.13) that

$$\sup_n \|u_n\|_{H^1(B_r \setminus C_{\varepsilon_n})} \leq C(r) \quad \forall r > 0. \quad (2.14)$$

$^3\|f_\varepsilon\|_{H^{-1}} := \sup_{\varphi \in C^1_0(\mathbb{R}^3 \setminus C_\varepsilon)} \|\varphi\|_{H^1(\mathbb{R}^3 \setminus C_\varepsilon)} \|f_\varepsilon, \varphi\|$
Extend $u_n$ by 0 in $C_{\varepsilon_n}$ and still denote this extension by $u_n$. We have
\[ \sup_n \|u_n\|_{H^1(B_r)} < C(r) \quad \forall r > 0. \]
Without loss of generality, one might assume that $u_n \to u$ in $H^1_{loc}(\mathbb{R}^3)$. Moreover, $u$ satisfies the outgoing condition and
\[ \Delta u + k^2 u = 0 \quad \text{in } \mathbb{R}^3 \setminus \{(0,0,z); |z| \leq 1/2\}. \tag{2.15} \]
We claim that $u$ satisfies the Helmholtz equation in the whole space, i.e.,
\[ \Delta u + k^2 u = 0 \quad \text{in } \mathbb{R}^3. \tag{2.16} \]
Indeed, for $\delta \geq 0$, set
\[ \Omega_\delta = \{ x \in \mathbb{R}^3; \text{dist}(x,(0,0,z)) \leq \delta \text{ for } |z| \leq 1/2 \}, \]
and for $\delta > 0$, let $\phi \in C^1(\mathbb{R}^3)$ be such that $\phi(x) = 1$ if $\text{dist}(x,\Omega_0) \leq \delta$, $\phi(x) = 0$ if $\text{dist}(x,\Omega_0) \geq 2\delta$, $0 \leq \phi \leq 1$, and $|\nabla \phi| \leq C/\delta$ for some fixed positive constant $C$. For $\varphi \in C^1_c(\mathbb{R}^3)$, define
\[ \varphi_1 = \varphi(1-\phi) \text{ and } \varphi_2 = \varphi \phi \]
We have
\[ \int_{\mathbb{R}^3} \nabla u \nabla \varphi - k^2 \int_{\mathbb{R}^3} u \varphi = \int_{\mathbb{R}^3} \nabla u \nabla \varphi_1 - k^2 \int_{\mathbb{R}^3} u \varphi_1 + \int_{\mathbb{R}^3} \nabla u \nabla \varphi_2 - k^2 \int_{\mathbb{R}^3} u \varphi_2. \]
Since $\text{supp} \varphi_1 \subset \mathbb{R}^3 \setminus \Omega_\delta$, it follows from (2.15) and the condition on the support of $\phi$ that
\[ \int_{\mathbb{R}^3} \nabla u \nabla \varphi - k^2 \int_{\mathbb{R}^3} u \varphi = \int_{\Omega_{2\delta}} \nabla u \nabla \varphi_2 - k^2 \int_{\Omega_{2\delta}} u \varphi_2. \tag{2.17} \]
On the other hand,
\[ \left| \int_{\Omega_{2\delta}} \nabla u \nabla \varphi_2 - k^2 \int_{\Omega_{2\delta}} u \varphi_2 \right| \leq C \int_{\Omega_{2\delta}} \delta^{-1}(|\nabla u| + |u|). \tag{2.18} \]
By Hölder’s inequality,
\[ \int_{\Omega_{2\delta}} (|\nabla u| + |u|) \leq C \delta \left( \int_{\Omega_{2\delta}}(|\nabla u|^2 + |u|^2) \right)^{1/2}. \tag{2.19} \]
A combination of (2.17), (2.18), and (2.19) yields
\[ \left| \int_{\mathbb{R}^3} \nabla u \nabla \varphi - k^2 \int_{\mathbb{R}^3} u \varphi \right| \leq C \left( \int_{\Omega_{2\delta}}(|\nabla u|^2 + |u|^2) \right)^{1/2} \to 0 \text{ as } \delta \to 0. \]
Hence (2.16) is proved.
We derive from (2.16) that \( u = 0 \) since \( u \) satisfies the outgoing condition. Therefore,
\[
\|u\|_{L^2(B_5 \setminus B_\varepsilon)} \leq C\|f\|_{H^{-1}}:
\]
(2.19) is proved. Multiplying the equation of \( u_\varepsilon \) by \( \bar{u}_\varepsilon \) and integrating on \( B_4 \setminus C_\varepsilon \), we have
\[
-\int_{B_4 \setminus C_\varepsilon} |\nabla u_\varepsilon|^2 + k^2 \int_{B_4 \setminus C_\varepsilon} |u_\varepsilon|^2 + \int_{\partial B_4} \partial_r u_\varepsilon \bar{u}_\varepsilon = \int_{B_4 \setminus C_\varepsilon} f_\varepsilon \bar{u}_\varepsilon.
\]
Similar to (2.14), we obtain
\[
\|u_\varepsilon\|_{H^1(B_5 \setminus C_\varepsilon)} \leq C(\|g_\varepsilon\|_{C^0} + \varepsilon \|\nabla g_\varepsilon\|_{C^0}),
\]
(2.20) for some positive constant \( C \) depending on \( k \) but independent of \( g_\varepsilon \) and \( \varepsilon \).

The proof is complete.

As a consequence of Lemma 4, we have

**Corollary 1.** Let \( k > 0, 0 < \varepsilon < 1, g_\varepsilon \in C^2(C_3 \setminus C_\varepsilon) \), and let \( u_\varepsilon \in H^1_{\text{loc}}(\mathbb{R}^3 \setminus C_\varepsilon) \) be the unique outgoing solution to the equation
\[
\Delta u_\varepsilon + k^2 u_\varepsilon = 0 \text{ in } \mathbb{R}^3 \setminus C_\varepsilon \quad \text{with} \quad u_\varepsilon = g_\varepsilon \text{ on } \partial C_\varepsilon.
\]
Then
\[
\|u_\varepsilon\|_{H^1(B_5 \setminus C_\varepsilon)} \leq C(\|g_\varepsilon\|_{C^0} + \varepsilon \|\nabla g_\varepsilon\|_{C^0}),
\]
(2.20) for some positive constant \( C \) depending on \( k \) but independent of \( g_\varepsilon \) and \( \varepsilon \).

**Proof.** Let \( \varphi \in C^1(\mathbb{R}^3) \) be such that \( \varphi(x) = 1 \) if \( \text{dist}(x, C_\varepsilon) \leq \varepsilon \), \( \varphi(x) = 0 \) if \( \text{dist}(x, C_\varepsilon) \geq 2\varepsilon \), \( |\varphi| \leq 1 \) and \( |\nabla \varphi| \leq C/\varepsilon \), for some fixed constant \( C \). Set
\[
v_\varepsilon = u_\varepsilon - \varphi g_\varepsilon.
\]
We have
\[
\Delta v_\varepsilon + k^2 v_\varepsilon = f_\varepsilon \text{ in } \mathbb{R}^3 \setminus C_\varepsilon \quad \text{and} \quad v_\varepsilon = 0 \text{ on } \partial C_\varepsilon,
\]
where
\[
f_\varepsilon = -\Delta(\varphi g_\varepsilon) - k^2 \varphi g_\varepsilon.
\]
We have
\[
\|f_\varepsilon\|_{L^{-1}} \leq C(\|\nabla(\varphi g_\varepsilon)\|_{L^2} + k^2 \|\varphi g_\varepsilon\|_{L^2}) \leq C(\|g_\varepsilon\|_{C^0} + \varepsilon \|\nabla g_\varepsilon\|_{C^0}).
\]
The conclusion now follows from Lemma 4.

□
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2.2 Proof of Proposition 1

Set
\[ v_\epsilon = u_\epsilon - u. \]
Then \( v_\epsilon \in H^1_{loc}(\mathbb{R}^3 \setminus C_\epsilon) \) is the unique outgoing solution to the equation
\[ \Delta v_\epsilon + k^2 v_\epsilon = 0 \text{ in } \mathbb{R}^3 \setminus \bar{C}_\epsilon \quad \text{with} \quad v_\epsilon = -u \text{ on } \partial C_\epsilon. \]
Let \( w_{1,\epsilon} \in H^1_{loc}(\mathbb{R}^3 \setminus C_\epsilon) \) be the unique outgoing solution to the equation
\[ \Delta w_{1,\epsilon} + k^2 w_{1,\epsilon} = 0 \text{ in } \mathbb{R}^3 \setminus \bar{C}_\epsilon \quad \text{with} \quad w_{1,\epsilon}(x', z) = -u(0, z) \text{ on } \partial C_\epsilon. \tag{2.21} \]
and \( w_{2,\epsilon} \in H^1_{loc}(\mathbb{R}^3 \setminus C_\epsilon) \) be the unique outgoing solution to the equation
\[ \Delta w_{2,\epsilon} + k^2 w_{2,\epsilon} = 0 \text{ in } \mathbb{R}^3 \setminus \bar{C}_\epsilon \quad \text{with} \quad w_{2,\epsilon}(x', z) = -u(x', z) + u(0, z) \text{ on } \partial C_\epsilon. \tag{2.22} \]
It is clear that
\[ v_\epsilon = w_{1,\epsilon} + w_{2,\epsilon}. \]
Set
\[ \Gamma_{\epsilon,s} = \partial C_\epsilon \cap \{ z = -1/2, 1/2 \}, \]
and
\[ \Gamma_{\epsilon,c} = \partial C_\epsilon \cap \{|z| < 1/2\}. \]
We have, from Lemma 3
\[ \int_{\Gamma_{\epsilon,s}} |\partial_\eta w_{1,\epsilon}|^2 + \epsilon \int_{\Gamma_{\epsilon,c}} |\partial_\eta w_{1,\epsilon}|^2 \leq C \| f \|_{L^2}^2, \tag{2.23} \]
and, from Corollary 1
\[ \| w_{2,\epsilon} \|_{H^1(B_3 \setminus B_2)} \leq C \epsilon \| f \|_{L^2}. \tag{2.24} \]
Here we also applied the standard regularity theory of elliptic equations to obtain
\[ \| u \|_{C^1(B_1)} \leq C \| f \|_{L^2}, \]
since \( \Delta u + k^2 u = 0 \) in \( B_{3/2} \) and \( \| u \|_{L^2(B_{3/2})} \leq C \| f \|_{L^2} \).
By the representation formula (see e.g. [12]), we have
\[ w_{1,\epsilon}(x) = \int_{\partial C_\epsilon} G_k(x, y) \frac{\partial w_{1,\epsilon}}{\partial \eta}(y) d\Gamma(y) - \int_{\partial C_\epsilon} \frac{\partial G_k(x, y)}{\partial \eta} w_{1,\epsilon}(y) d\Gamma(y). \]
Here \( G_k(x, y) \) is the fundamental solution to the Helmholtz equation, i.e., \( G_k(x, y) = \frac{e^{ik|x-y|}}{4\pi|x-y|} \). It follows that
\[ w_{1,\epsilon}(x) = \int_{\partial C_\epsilon} [G_k(x, y) - G_k(\pi(x), y)] \frac{\partial w_{1,\epsilon}}{\partial \eta}(y) d\Gamma(y) - \int_{\partial C_\epsilon} \frac{\partial G_k(x, y)}{\partial \eta} w_{1,\epsilon}(y) d\Gamma(y) \]
\[ + \int_{\partial C_\epsilon} G_k(\pi(x), y) \frac{\partial w_{1,\epsilon}}{\partial \eta}(y) d\Gamma(y), \tag{2.25} \]
\[ \text{Roughly speaking, } \partial_\eta w_{1,\epsilon}(x) \text{ is of order } 1/\epsilon \text{ on } \partial C_\epsilon \text{ as mentioned in the Introduction.} \]
where \( \pi(x) = (0, 0, x_3) \) for \( x = (x_1, x_2, x_3) \). Applying Lemma 1 for \( w_{1, \varepsilon} \), we have

\[
\int_{\partial C_\varepsilon} G_k(\pi(x), y) \frac{\partial w_{1, \varepsilon}}{\partial \eta}(y) d\Gamma(y) = \int_{\Gamma_{\varepsilon, a}} G_k(\pi(x), y) \frac{\partial w_{1, \varepsilon}}{\partial \eta}(y) d\Gamma(y),
\]

(2.26)

since \( G_k(\pi(x), y) \) is constant on \( \partial C_\varepsilon \cap \{(x', z); z = a\} \) for \( a \in (-1/2, 1/2) \). A combination of (2.23), (2.25) and (2.26) yields

\[
|w_{1, \varepsilon}| \leq C\varepsilon \|f\|_{L^2} \text{ for } x \in B_5 \setminus B_2.
\]

(2.27)

Since \( v_{\varepsilon} = w_{1, \varepsilon} + w_{2, \varepsilon} \), the conclusion follows from (2.24) and (2.27).

\[\square\]

3 Proof of Proposition 2

The following result (see e.g., [36, 41, 38]) will be used in the proof of Proposition 2.

**Lemma 5.** Let \( k, \tau > 0, 0 < \varepsilon < k \), \( D \subset B_1 \) be a smooth open connected subset of \( \mathbb{R}^d \) \( d = 2, 3 \), and \( g \in H^1_\text{loc}(\partial D) \). Assume that \( \mathbb{R}^d \setminus D \) is connected and \( v_{\varepsilon} \in H^1_\text{loc}(\mathbb{R}^3 \setminus D) \) is the unique outgoing solution to the system

\[
\begin{aligned}
\Delta v_{\varepsilon} + \varepsilon^2 k^2 v_{\varepsilon} &= 0 \text{ in } \mathbb{R}^d \setminus B_\varepsilon, \\
v_{\varepsilon} &= g \text{ on } \partial D.
\end{aligned}
\]

Then

\[
\|v_{\varepsilon}\|_{H^1(B_5 \setminus D)} \leq C\|g\|_{H^1_\text{loc}(\partial D)}
\]

and, for \( x \) with \( |x| \in (\tau/\varepsilon, 6\tau/\varepsilon) \),

\[
|v_{\varepsilon}(x)| \leq \begin{cases} 
C(\tau)\|g\|_{H^1_\text{loc}(\partial D)} & \text{if } d = 3, \\
\frac{C(\tau)}{|\ln \varepsilon|} \|g\|_{H^1_\text{loc}(\partial D)} & \text{if } d = 2.
\end{cases}
\]

for some positive constants \( C \) and \( C(\tau) \) independent of \( g \) and \( \varepsilon \).

We are ready to give

**Proof of Proposition 2** Define

\[
w_{\varepsilon} = u_{\varepsilon} - u.
\]

It follows that \( w_{\varepsilon} \in H^1_\text{loc}(\mathbb{R}^d) \) is the unique outgoing solution to the system

\[
\begin{aligned}
\Delta w_{\varepsilon} + k^2 w_{\varepsilon} &= 0 \text{ in } \mathbb{R}^d \setminus B_\varepsilon, \\
w_{\varepsilon} &= -u \text{ in } \partial B_\varepsilon.
\end{aligned}
\]

(3.1)

Define \( W_{\varepsilon}(x) = w_{\varepsilon}(\varepsilon x) \). Then \( W_{\varepsilon} \in H^1_\text{loc}(\mathbb{R}^d) \) is the unique outgoing solution to the system

\[
\begin{aligned}
\Delta W_{\varepsilon} + \varepsilon^2 k^2 W_{\varepsilon} &= 0 \text{ in } \mathbb{R}^d \setminus B_1, \\
W_{\varepsilon} &= -u(\varepsilon) \text{ in } \partial B_1.
\end{aligned}
\]

(3.2)
Let $W_{1,\epsilon}$ be the unique outgoing solution to the equation
\[
\begin{cases}
\Delta W_{1,\epsilon} + \epsilon^2 k^2 W_{1,\epsilon} = 0 & \text{in } \mathbb{R}^d \setminus B_1, \\
W_{1,\epsilon} = -u(0) & \text{in } \partial B_1,
\end{cases}
\] (3.3)
and $W_{2,\epsilon} = W_{\epsilon} - W_{1,\epsilon}$. Then $W_{2,\epsilon}$ is the unique outgoing solution to the system
\[
\begin{cases}
\Delta W_{2,\epsilon} + \epsilon^2 k^2 W_{2,\epsilon} = 0 & \text{in } \mathbb{R}^d \setminus B_1, \\
W_{2,\epsilon} = -u(\epsilon \cdot) + u(0) & \text{in } \partial B_1.
\end{cases}
\] (3.4)
We will only consider the $3d$ case; the $2d$ case follows similarly. By Lemma 5, it follows that, for $1/\epsilon \leq |x| \leq 6/\epsilon$,
\[
|W_{2,\epsilon}| \leq C \epsilon^2 \|f\|_{L^2}.
\] (3.5)
Here we applied the standard regularity theory of elliptic equations to obtain
\[
\|u(\epsilon \cdot) - u\|_{C^1(B_2)} \leq C \epsilon \|f\|_{L^2}.
\]
We now estimate $W_{1,\epsilon}$. We have, by the representation formula,
\[
W_{1,\epsilon}(x) = \int_{\partial B_1} G_{\epsilon k}(x, y) \frac{\partial W_{1,\epsilon}}{\partial r}(y) d\Gamma(y) - \int_{\partial B_1} \frac{\partial G_{\epsilon k}(x, y)}{\partial r} W_{1,\epsilon}(y) d\Gamma(y).
\]
Here $G_{\epsilon k}(x, y)$ is the fundamental solution to the Helmholtz equation i.e. $G_{\epsilon k}(x, y) = \frac{e^{i \epsilon k |x-y|}}{4\pi |x-y|}$. Since
\[
\int_{\partial B_1} \frac{\partial W_{1,\epsilon}}{\partial r}(y) d\Gamma(y) = 0,
\]
it follows that
\[
W_{1,\epsilon}(x) = \int_{\partial B_1} [G_{\epsilon k}(x, y) - G_{\epsilon k}(x, 0)] \frac{\partial W_{1,\epsilon}}{\partial r}(y) dy - \int_{\partial B_1} \frac{\partial G_{\epsilon k}(x, y)}{\partial r} W_{1,\epsilon}(y) dy.
\]
For $1/\epsilon \leq |x| \leq 6/\epsilon$, we have
\[
\sup_{y \in \partial B_1} |G_{\epsilon k}(x, y) - G_{\epsilon k}(x, 0)| + \sup_{y \in \partial B_1} \left| \frac{\partial G_{\epsilon k}(x, y)}{\partial r} \right| \leq C \epsilon^2.
\]
On the other hand,
\[
\sup_{y \in \partial B_1} \left| \frac{\partial W_{1,\epsilon}}{\partial r}(y) \right| + \sup_{y \in \partial B_1} |W_{1,\epsilon}(y)| \leq C |u(0)| \leq C \|f\|_{L^2}.
\]
In the last inequality, we used the standard regularity theory of elliptic equations. It follows that, for $1/\epsilon \leq |x| \leq 6/\epsilon$,
\[
|W_{1,\epsilon}(x)| \leq C \epsilon^2 \|f\|_{L^2}.
\] (3.6)
A combination of (3.5) and (3.6) implies
\[
\|w_{\epsilon}\|_{L^2(B_6 \setminus B_1)} \leq C \epsilon^2 \|f\|.
\]
Since $\Delta w_{\epsilon} + k^2 w_{\epsilon} = 0$ in $B_6 \setminus B_1$, it follows from standard estimates for the Laplace equation that
\[
\|w_{\epsilon}\|_{H^1(B_6 \setminus B_2)} \leq C \epsilon^2 \|f\|.
\]
The proof is complete. \[\square\]
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