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Abstract—Most proposals in the anomaly detection field focus exclusively on the detection stage, specially in the recent deep learning approaches. While providing highly accurate predictions, these models often lack transparency, acting as “black boxes”. This criticism has grown to the point that explanation is now considered very relevant in terms of acceptability and reliability. In this paper, we addressed this issue by inspecting the ADMNC (Anomaly Detection on Mixed Numerical and Categorical Spaces) model, an existing very accurate although opaque anomaly detector capable to operate with both numerical and categorical inputs. This work presents the extension EADMNC (Explainable Anomaly Detection on Mixed Numerical and Categorical spaces), which adds explainability to the predictions obtained with the original model. We preserved the scalability of the original method thanks to the Apache Spark framework. EADMNC leverages the formulation of the previous ADMNC model to offer pre hoc and post hoc explainability, while maintaining the accuracy of the original architecture. We present a pre hoc model that globally explains the outputs by segmenting input data into homogeneous groups, described with only a few variables. We designed a graphical representation based on regression trees, which supervisors can inspect to understand the differences between normal and anomalous data. Our post hoc explanations consist of a text-based template method that locally provides textual arguments supporting each detection. We report experimental results on extensive real-world data, particularly providing textual arguments supporting each detection. The usefulness of the explanations is assessed by theory analysis using expert knowledge in the network intrusion domain.
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I. INTRODUCTION

An anomaly is a pattern that is significantly different from the rest of the data. So much so that it arises suspicion that a different mechanism generated it [1]. Anomaly Detection is an old discipline in Statistics, also known as outlier detection [2]. Over the last years, the field has grown considerably, as it has become particularly relevant in situations involving massive datasets where unexpected events may carry the most relevant information or have a great impact. These detection methods have found numerous applications in fields such as network intrusion detection [3], surveillance [4], machinery monitoring [5] and many others.

Despite being capable, in some cases, of offering very effective detection rates, most anomaly detection algorithms cannot provide justifications for their outputs or extract new and actionable information carried in the data. This lack of explanation is, nowadays, one of the most critical shortcomings of Machine Learning [6], [7]. DARPA (Defense Advanced Research Projects Agency) has a research line on XAI (Explainable Artificial Intelligence) [8], [9]. The European Union cites explanation as one of the pillars of its Ethics Guidelines for Trustworthy Artificial Intelligence [10]. These ideas make XAI an increasingly relevant notion, “there is a need to find ways to explain the system to the decision-maker so that they know that their decisions are going to be reasonable” [2]. These newly demanded capabilities are considered one of the most critical themes in the “Third Wave of AI”. Besides, regulatory measures such as EU’s GDPR (General Data Protection Regulation) [11] are enforcing the use of explainable algorithms for decision making, particularly regarding citizens, as stated in the article 71 [12]. This extra right to an explanation leads towards Artificial Intelligence algorithms that are more ethical and transparent, with each decision accompanied by a valid justification, avoiding “black box” behaviour. Figure 1 [13] exemplifies the goal of these regulations.

There are two methods to attain explainability: (1) Pre hoc explainability allows the supervisor to inspect the whole model and input data, while (2) post hoc explainability focuses on offering justifications for each single prediction made. The post hoc approach is, by far, the most prevalent strategy in explainable algorithms to date [6], [14].

In general, in the machine learning community, there is no clear agreement between interpretation and explanation,
and many times these terms are used interchangeably [15]. However, in [16] a clear differentiation between inherently interpretable models and the explanation of black-box models is given. For this paper, we use the definition of Explainable Machine Learning that works on the idea of “a second model created to explain the first black-box model” [16]. This statement led us to explain the ADMNC black-box by training another surrogate model. In addition, explanation methods, both textual and visual, can be global (i.e., characterising the whole model and dataset) or local (i.e., explaining individual classification or regression outcomes) [15]. This paper explores both the global and local explanation methods on a mixed text-based and visual representation.

When discussing the explanation of black-box models like ours, it is crucial to consider the “correlation does not imply causation” statement. In this way, we cannot deduce direct cause-and-effect relationships between the insights obtained with the new explanation module and the original detections made by the ADMNC algorithm [17]. This criticism is already described in [16], claiming that explanations are often not reliable and can be misleading. However, these correlations are helpful to inspect the model, especially considering the contrast between normal and anomalous data. This turns out to be determining in generalisation power, detection of biases in the data or formulation of hypothesis for the abnormal data context, among others.

This work presents EADMNC (Explainable Anomaly Detection on Mixed Numerical and Categorical spaces), an explainable extension of the ADMNC (Anomaly Detector for Mixed Numerical and Categorical inputs) algorithm [17]. The proposed method includes an extra layer that provides additional functionality capable of opening the ADMNC “black box”. Our contributions are as follows:

1) We provide global explanations based on a pre hoc model by segmenting input data into homogeneous groups described with only a few variables. We designed a graphical representation based on regression trees, which supervisors can inspect to understand the differences between normal and anomalous data.
2) We provide local post hoc explanations centred on a text-based template method, providing textual arguments supporting each detection. We leveraged the formulation of original ADMNC to find correlations between input features and detections.
3) We offer supervisors a way for managing trade-offs between prediction precision and explanation complexity (through a tuned hyper-parameter and quality measure), handling both categorical and continuous features.
4) We propose a set of metrics to measure the “complexity” of the explanations.
5) We propose a scalable algorithm that handles extensive real-world data, particularly in the domain of network intrusion detection. The algorithm is implemented using the Apache Spark framework to maintain the scalability of the original ADMNC system.

The rest of this paper is structured as follows. Section II briefly describes the previous ADMNC algorithm [17] and the “black-box” problem. Section IV presents the “open-the-black-box” EADMNC scheme. In Section V we detail the experiments performed to assess the validity of our approach. Lastly, Section VI lists the conclusions of this work and identifies future work paths.

II. RELATED WORK

The “open-the-black-box” approach proposes a surrogate model to explain an existing opaque or “black-box” model. There are a set of well-known general frameworks [18] to provide these explanations and interpretations. LIME [19] is an explanatory framework that uses sparse linear models as explanations of any classifier [20], [21]. However, this framework does not handle parallelism and only considers locally faithful explanations of the predictions made. SHAP (SHapley Additive exPlanation) [22] proposes both local and global explanations, assigning a score (i.e., SHAP value) to each input feature by looking at how the prediction changes when considering different feature subsets. However, the exact computation of SHAP values is challenging. This framework adds some assumptions to compute an approximate version of the SHAP values. It considers both missingness and feature independence. If the simplified inputs represent feature presence, then missingness requires features missing in the original input to have no impact [22]. Moreover, model linearity is another optional assumption when computing the approximate SHAP values. SHAP framework has been extended to the tree-based models [23], proposing an accelerated GP-GPU version suitable for massively parallel computation [24]. Many anomaly detection proposals [21], [25], [29] leverage SHAP to present explanations about their predictions. LRP (Layer-wise Relevance Propagation) [30] is an explanation technique that can explain the predictions of complex state-of-the-art neural networks in terms of input features. This method propagates the prediction backwards in the neural network by means of propagation rules based on generalised linear mappings [31]. LRP also considers the non-linearity extension with local renormalisation layers [32]. Many deep neural networks for anomaly detection use LRP [33], [34] to provide explanations. However, this method is centred exclusively on the deep neural networks explanations. EXAD (EXplainable Anomaly Detection system) [35] is an all-in-one complex anomaly detector that provides explanations using high-dimensional time series data.

In the anomaly detection field, we differentiate between the classic “shallow” machine learning models and the emergence of new deep learning approaches [36]. Explanations vary depending on the models, but also on the input data. Different types of data, such as image, text, time series data or numerical/categorical vectors entail many alternatives for anomaly explainability.

Focusing on the classic “shallow” ML approaches, Quirk [37] provides post hoc explanation over samples classified as anomalies, using conventional detection algorithms such as k-means or K-NN (k-Nearest Neighbors). Quirk’s proposal lets the supervisor interact with the representation to obtain
increasingly complex justifications. However, it fails to offer explanations and representations for data with more than three continuous dimensions and cannot process categorical features. LODI (Local Outlier Detection with Interpretation) [38], LOGP (Local Outliers with Graph Projection) [39] and [40] focus on feature selection and subspace separability, seeking for an optimal projection over input data to separate outliers from the neighbour inliers, constructing only local explanations with those subsets of variables. LODI does not handle large and high dimensional datasets, since its computation complexity is quadratic in the dimensionality. Moreover, it assumes an outlier can be linearly separated from inliers. LODI and LOGP do not handle categorical input data. Another recent work [41] presents rule extractors over OCSVM (One-Class Support Vector Machines) to provide explanations for unsupervised anomaly detection. Although authors state their method is model-agnostic, the evaluation results are dependant on the two-kernel OCSVM model. Moreover, rule extractors are dependant on some assumptions they followed. DIFFI (Depth-based Isolation Forest Feature Importance) [42] and [43] provide feature-based interpretation to the iForest anomaly detection algorithm [44]. Both explanation methods were specifically designed for the iForest algorithm (i.e., they are not model-agnostic). Moreover, DIFFI method only provides global explanations, while in [43], only local explanations are presented. Finally, in [45] gradient boosted ensemble of decision trees are used to provide local (but not global) explanations by feature importance.

Focusing on the novel deep learning approaches to provide explanations [46], [47], FCDD (Fully Convolutional Data Description) [48] and [49] are examples of deep one-class classification models that include explanation heatmaps identifying the anomalous regions of the input images, but they are exclusively centred on image-based anomaly detection. In [50], both CNN (Convolutional Neural Networks) and AE (AutoEncoders) models handle anomaly explanation over time series data, using the reconstruction errors to locally explain anomalies using association over previous similar anomalies. This model considers a set of explainable indicators defined by supervisors. GEE [51] is a framework designed for detecting and explaining anomalous traffic in NetFlow records. It leverages an unsupervised deep learning VAE (Variational AutoEncoder) model for detection and gradient-based fingerprints for local explanation. DevNet [52] is a deep few-shot learning method that locally explains the anomalies by attributing the anomaly scores to the inputs through gradient back-propagation. It focuses exclusively on image datasets. The DAART (Detection of Anomalous Activity in Real-Time) system [53] relies on GAN (Generative Adversarial Network) and human-machine interactions to classify and explain detections. It provides the supervisor with post hoc examples and saliency maps to aid in image classification.

Our proposed EADMNC framework follows the CART (Classification And Regression Trees) [54] approach. The global explanations are focused on regression trees that take into account both the anomaly scores of the opaque ADMNC model and the feature importance, following a pruning strategy led by a quality measure. Our graphical representation is simple and intuitive, making easier for the supervisor to inspect the whole model and input data under anomalous conditions. Moreover, the local explanations are centred on text-based templates to provide post hoc explanations over single detections, considering both the continuous and categorical features.

III. BACKGROUND

The original ADMNC algorithm [17] is a method developed for large-scale offline learning. It obtains a model of normal data that is then used to detect anomalies on mixed numerical and categorical spaces, working with two adjustable parametric models. We will consider a set of input data \( D \) with both categorical and continuous variables:

\[
D = \{(x_0, y_0), \ldots, (x_D, y_D)\},
\]

where \( x_i \) is the continuous part and \( y_i \) the categorical component of each instance. In order to treat each type of variable (numerical or categorical) differently, ADMNC uses the following heuristic factorisation of the pdf (probability density function):

\[
P(y, x) = P(y|x)P(x).
\]

With this approach, ADMNC can independently learn a model for each data type while accounting for any dependencies.

A. Model for the numerical data

ADMNC models continuous data employing a GMM (Gaussian Mixture Model), which is fit using Expectation-Maximization to maximise the likelihood of the training data [55]. The samples that the model deems unlikely can be, then, tagged as anomalies. GMM is well-known to be very dependant on initialisation values. To address that, a k-means clustering process is performed for a subset of the data, and the observed means and variances of the computed clusters are subsequently used.

B. Model for the categorical data

Given a categorical vector:

\[
y = (y^{0}, \ldots, y^{k}), y^{i} \in \{0, 1\},
\]

which can be obtained by One-Hot encoding [56] the categorical variables, \( P(y|x) \) is estimated as:

\[
P(y|x, \mathbf{w}) = \prod_{j=0}^{k} P(Y = y^{j}|(x, \mathbf{m}_{j}), \mathbf{w}),
\]

where \( \mathbf{m}_{j} \) is the One-Hot encoding representation of \( j \) and \( \mathbf{w} \) the vector of parameters to be learned. Specifically, the probability of each vector component is estimated using:

\[
P(Y = y^{j}|(x, \mathbf{m}_{j}), \mathbf{w}) = \frac{1}{1 + e^{-(2y^{j}−1)(\langle \mathbf{w}, (x, \mathbf{m}_{j}) \rangle)}}.
\]

Where \( \langle \mathbf{w}, (x, \mathbf{m}_{j}) \rangle \) is the dot product of the parameter vector \( \mathbf{w} \) and \((x, \mathbf{m}_{j})\), which is the concatenated vector of continuous data \( x \) and masked representation \( \mathbf{m}_{j} \). The resulting formula is analogous to that of Logistic Regression.
C. Maximum likelihood parameter estimation

Given a dataset $D$, ADMNC will find a set of parameters that maximizes the log-likelihood of the elements in $D$.

$$\log L(D) = \sum_{i=1}^{|D|} \log P(y_i|x_i, w) + \sum_{i=1}^{|D|} \log P(x_i). \quad (6)$$

The factorisation of the probability estimation leads to independent terms for the log-likelihood that can be maximised separately or even simultaneously in parallel. In the case of the GMM used to model the numerical part of the data, the default implementation of GMM learning with Expectation-Maximization [55] included in the Apache Spark MLLib is used. As for the model used for $P(y|x)$, the probability estimation can be learnt using SGD (Stochastic Gradient Descent) [57]. The $w$ vector is learnt using a mini-batch step [58] that can be parallelised thanks to the Apache Spark implementation. Since both models can be treated independently and each one offers parallelism, the scalability of the method (in terms of its effective use of additional computational resources to reduce processing time) is significantly increased. The use of several computing cores makes the training process much faster.

D. The black box problem

With ADMNC already trained in the normal data context, following the process described in Section III we monitor new samples during the test, attributing them a continuous score based on the factorisation of the pdf from Formula [2]. Those samples whose score is below a pre-specified threshold (set by the model) will be considered anomalies [17].

However, we have neither justification nor explanation of why a specific continuous estimator is given to each new data sample (or why the estimator is lower or higher than the anomalous threshold). This process is entirely opaque, relies on the learned weights and is, thus, incomprehensible to end users.

IV. Proposed Method

We propose the use of two different explanation methods to solve the “black-box” problem of ADMNC. First, a regression tree global explanation will inform the supervisor of common features in anomalous samples that differentiate them from normal data. Secondly, a post hoc local explanation of the factors that led to the detection of an anomaly will be generated, offering a text-based [1], intelligible description of the predictions made by ADMNC.

A. Regression tree pre hoc explanation

A single regression tree will use only the input variables to approximate the anomaly scores given by ADMNC. The leaf nodes of said tree define clusters that can be explained in terms of few input variables. This is a common technique when attempting to obtain explainable models [59], [60]. In order to build this tree, input samples will be ranked by ADMNC [17] according to their anomaly score. These rankings will then be predicted from the original input variables using a regression CART model. Inspecting the coloured nodes of this model, following the gradient-based approach of the estimator from Figure [2] the main features that lead data to be anomalous can be obtained. In this model, the impurity measure (variance) indicates how disparate are the elements represented by a tree node. The goal of each split is to reduce this value as much as possible to better separate elements. Successive divisions make each node more representative of a specific ranking interval (i.e., of a certain anomaly level). By limiting the depth of the tree, we avoid overly complicated explanations, striking a balance between cluster homogeneity and explanation quality.

1) Quality measure: To assess the fitness of the obtained explanations we have used a variation on the approach proposed in [61]. We define the clustering $Cl(D)$ over dataset $D$ as a set of $m$ disjoint groups (equivalent to the number of clusters or leaf nodes) that contains every element in $D$. We can denote it as:

$$Cl(D) = \{Cl_1,...,Cl_m\}. \quad (7)$$

Given a cluster $Cl_i$, its variance regarding the set of samples inside $N$ is given by:

$$\sigma^2_{Cl_i} = \frac{\sum_{i=1}^{N} (n_i - \mu)^2}{N}, \quad (8)$$

where $n_i$ corresponds to the ADMNC rank-based estimator for element $x_i$ in $Cl_i$ and $\mu$ is the mean of estimators for that cluster. To extend the formula to the whole clustering, the weighted variance (WV) of a $Cl(D)$ is defined as:

$$WV(Cl(D)) = \sum_{i=1}^{m} \frac{\sigma^2_{Cl_i}|Cl_i|}{|D|}, \quad (9)$$

where $m$ is the already known number of clusters in $Cl(D)$. The weighted variance of a clustering measures how homogeneous its components are and, consequently, its accuracy and predictive power. In order to ensure that the clustering is easily understandable and explainable, this measure is complemented with another one that indicates the number of input variables employed to characterise each cluster $Cl_i$. As a result, the quality ($Q$) of a clustering is defined as:

$$Q(Cl(D)) = -WV(Cl(D)) - \lambda \sum_{Cl_i \in Cl(D)} NV(Cl_i), \quad (10)$$

where $NV(Cl_i)$ represents the number of variables needed to describe the cluster $Cl_i$ and $\lambda$ is a hyper-parameter that allows the supervisor to balance the accuracy of the whole clustering with respect to the complexity of the explanation [61]. This quality measure is always negative, and the goal is maximising its value by approaching 0. Maximising this measure will ensure that the groups obtained are as homogeneous as possible and explained using as few of the input variables as possible.

2) Tree construction: Having defined the measure used to assess clustering quality, the goal of our algorithm resides in finding the tree that maximizes the quality $Q$ of the whole clustering. We followed two different steps:

(1) first, a full $L_{MAX}$ level tree (with $L_{MAX}$ being a hyper-parameter) is built trying to minimise variance. This is
achieved using the well-known CART [54] algorithm employing variance as the impurity measure. The model is fit using the default Apache Spark MLLib implementation. Two thresholds (anomalousDataThreshold and normalDataThreshold) from previous ADMNC models are used to divide the estimator range \([0, 1]\) into up to three sub-ranges. Figure 2 shows the intuitive idea behind this.

![Figure 2](image)

**Fig. 2.** The anomalous data range (1), the transition data range (2) and the normal data range (3). In order to focus on the anomalies, samples exceeding normalDataThreshold (NDT) are assigned the same value so that the regression tree groups them in a single node of normal data. In this way, the latter sub-range (3) is shortened since we do not want to make an excessive effort in the division nor the explanation of normal data.

(2) Subsequently, this full tree is pruned to optimise the quality measure. By doing so, node splits that decrease variance and quality are eliminated, yielding a more straightforward tree that maximizes quality. This pruning process is described in Figure 3. As a result, each leaf node corresponds to a separate group defined by the variables that lead to that node.

Implementing this algorithm in the Apache Spark framework allows us to perform most computations in parallel, since they are independent. The scalability of the method is guaranteed, allowing us to process very large datasets in manageable times, as we will show in Section V.

### B. Tree transcription text-based post hoc explanation

In most cases, an anomalous sample will be classified by the regression tree in a node describing anomalous data, corresponding to the first sub-range from Figure 2. Therefore, the first post hoc explanation is centred on the transcription of the path to that node in the tree.

In this way, given the subset of the top \(N\) (set with a hyperparameter) anomalies detected by ADMNC, these explanations are presented as follows:

**Positive anomaly detection N(1).**

* Explanation:
  1. Feature "Down/Up Ratio" <= 0.5
  2. Feature "Flow IAT Mean" <= 13729.499
  3. Feature "Flow Duration" <= 940.0
  4. Feature "TotLen Bwd Pkts" <= 123.5
  5. Feature "Flow IAT Max" <= 602.5

* These features place the item in a cluster containing 1.104% of all elements.

This transcription determines the correlation between input variables and the anomalous condition, providing information about the proportion of data inside the anomalous cluster.

### C. The other text-based post hoc explanations

For the rest of the cases (i.e., when the regression tree does not lead anomalous samples to nodes describing anomalous data), the formulation of ADMNC described in Section III is examined to determine the relevant factors that led to the detection. For this approach, (1) the continuous part is inspected using both the GMM model [17] and the regression tree, integrating them on a simple Rule-based classification System. For the categorical part, (2) the explanation is focused on the analysis of the Logistic Regression model Formulas 4 and 5.

1) **Rule-based classification system:** The text-based post hoc explanations of this alternative will consist of arguments identifying the following correlations between the anomalous detection and the continuous input data:

1. Continuous sample \(x_i\) has a pdf value lower than a pre-specified threshold (this being a hyper-parameter) for all Gaussians in the GMM. That means the probability of belonging to any of them is very low. Therefore, the sample does not fit normal data.

2. Continuous sample \(x_i\) is assigned to a Gaussian that represents a tiny fraction of samples. Therefore \(x_i\) is sufficiently infrequent and can be considered as an anomaly.

2) **Logistic regression analysis:** The text-based post hoc explanations of this alternative will consist of arguments identifying the correlations between the anomalous detection and the input categorical data. In this case, the explanation will state that one or more categorical input values from \(y\) are infrequent and, therefore, correlated with the anomaly detected. To identify these values, we process all categorical estimators from Formula 4 and keep these values as pairs of (categorical estimator, categorical term \(y^j\)) on a list called \(E\), ordered from lower to higher estimator values as follows:

\[
E = [(est_{y^0}, y^0), ..., (est_{y^p}, y^p)] / (est_{y^j} <= est_{y^{j+1}}).
\]
To determine a suitable subset of $E$, we apply a simple threshold filtering ($T_{filter}$) to obtain a processed list $E'$. The goal is to identify the $y_j$ terms in Formula 2 that drive $P(y | x, w)$ more significantly down. In other words, we look for One-Hot encoding terms with low categorical estimators, since they identify the variables of the input vector that are the source of that particular detection.

We also aim at retrieving the relation of categorical terms with respect to continuous data, given the conditional probability function shown in Formula 2. For each previously selected categorical term $y_j$ of list $E'$, we focus on the dot product $\langle w, (x, m_j) \rangle$ from Formula 5 to look for the addend that makes the categorical estimator lower. If that addend corresponds to the continuous part $x_i$ of $(x_i, m_j)$, we can justify the relation between categorical and continuous data, based on conditional probability.

3) Description of combined post hoc explanation: This mixed approach for textual explanations using both the (1) Rule-based Classification System for the continuous part of the data and (2) the Logistic Regression analysis for the categorical part is presented in an HTML (Hypertext Markup Language) report. An example of anomaly detection described in this report is presented next, summarised in a brief human-readable text. All the information presented here is further detailed in Appendix A.

Detected anomaly $N(6)$:

* Explanation:
→ (1) It is an anomaly since the continuous sample is clearly separated from learned groups.
→ (2) The model considers improbable that a normal sample could have in the categorical feature "Existence of ragged T wave" a value of 0.0
→ (2) The model considers improbable that a normal sample could have in the categorical feature "Existence of ragged P wave" a value of 0.0 knowing the continuous value of -0.525 in the feature "channel_V5_amplitude_Rwave".

Figure 4 summarises the text-based explanation process given an anomalous detection and Table I shows values set for the required hyper-parameters. Experts can customise them to adjust the complexity of the text-based explanations (i.e., the level of detail). On the one hand, $L_{MAX}$ and number of bins were set accordingly to simplify paths and node splits along the trees. On the other hand, the trade-off configuring the categorical hyper-parameter $T_{filter}$ depends on the detection sensitivity related to the lowest categorical estimators (and therefore, to the most infrequent categorical terms $y_j$). Figure 5 depicts the idea. In a few words, we selected the hyper-parameter value that enabled us to choose the most infrequent categorical terms $y_j$. Then, with this subset of terms, we analysed the correlations with the anomalous condition.

V. Experimental Results

In this section, we present the experiments performed to assess the validity of our approach. We have used the same methodology as in the original ADMNC paper [17], which consists in employing both real-world and synthetic datasets. Namely, we have used the same five small datasets from the previous work [17], extracted and adapted from the UCI Machine Learning Repository [62] (Arrhythmia, German Credit, and three versions of Abalone). We also considered the same two large datasets [17], focusing on the network intrusion detection domain: KDDCup99 [63] and ISCXIDS 2012 [64]. Additionally, we included a new dataset named CSE-CIC-IDS 2018 [65] (an improved and more complete version of the previous ISCXIDS 2012). These three datasets were used to verify the validity of our method for large-scale data. Finally, we used a synthetic dataset generator [17] to test our algorithm using different numbers of variables with abnormal values as a proxy for detection difficulty. The more abnormal the values, the easier the anomaly detection should be.

Comparisons with other anomaly detection methods are omitted in this work since ADMNC has already been compared to a set of well-known state-of-the-art algorithms [17].
and the extensions included for explainability in EADMNC do not affect detection accuracy.

To be able to work with large datasets\(^5\) such as KDDCup99, ISCXIDS 2012 and CSE-CIC-IDS 2018, some steps were taken to pre-process and clean the data. We adapted the network intrusion detection domain to the anomaly detection task for these three datasets, assuming that attacks of any class are anomalies. For KDDCup99, we built up three additional variants by transforming the original dataset: KDDCup99 (10%) is the reduced version which contains only 10% of the instances; KDDCup99 (HTTP) is the result of filtering the dataset to keep only HTTP connections, and, analogously, KDDCup99 (SMTP) only contains SMTP activity. The detailed process for obtaining these datasets is explained in our previous work on the ADMNC algorithm\(^7\). On the other hand, we handled ISCXIDS 2012, performing a common pre-processing step and data cleaning. Lastly, CSE-CIC-IDS 2018 was used on different attack contexts, regarding several daily logs as provided by the research group\(^5\) that generated it. In this case, one dataset per weekday was chosen to carry out the following experimentation. We selected*friday-16-02-2018, thursday-15-02-2018 and wednesday-21-02-2018.* Each one of them contains more than a million samples. We adapted them, so all benign traffic was identified as non-anomalous. Every type of network attack (DoS attacks-Hulk, DoS attacks-SlowHTTPTest, DoS attacks-Slowloris, etc.) was flagged as anomalous.

The learning of the anomaly detection model was performed using the same method as in \(^7\), working with 70% of data for training and 30% for testing, and performing five repetitions for each test. The effectiveness of the detection is measured with the average AUROC (Area Under the Receiver Operating Characteristic)\(^7\) of these executions. Standard deviations are listed to attest to the stability of the method. The supervisor receiving the explanations should first consider the accuracy of the anomaly detection model to get a context of how valid the explanations are. Since the explanation layer opens the ADMNC “black box”, it can not obtain relevant information regarding the data if the underlying anomaly detection model does not fit it adequately.

We examined the results of the pre hoc explanation in terms of complexity, making a comparison between full and pruned metrics for each dataset. Results are listed in Table II, \(^Q\) and \(\lambda\) values are available in Appendix \[^B\]. Pruning algorithm from Figure 3 applying pre-specified \(\lambda\) value, maximizes negative \(Q\) (quality) value to approach zero. That means the best balance between accuracy (dependent on WV, the weighted variance, which is opposed to the homogeneity of the clusters) and complexity of explanation (dependent on NV, the number of variables to reach the clusters). The weighted variance (WV) defined in Section \[^IV-A1\] is propagated from leaf nodes to the upper levels until reaching the root node. We can see that reducing the complexity of the explanation (i.e., deleting superfluous clusters and therefore reducing NV) also increases WV (homogeneity loss) due to the disposal of related branches. This is an important trade-off between the accuracy and complexity of the explanation.

We set hyper-parameter \(\lambda\) and increase or decrease its value accordingly with the pruning effort. Higher values for \(\lambda\) mean extensive work on pruning branches since the quality Formula \(^10\) obtains lower values that must be close to zero after pruning. In comparison, lower values for \(\lambda\) indicate moderate pruning. The \(\lambda\) value can be modified by the supervisor as a configuration value, assigning more or less importance to the complexity of explanation with regards to accuracy. To set these values in our experiments, we sought pruned trees with the best anomalous context representations (i.e., with anomalous clusters that correspond the best to the input anomaly ratio of the dataset). Final \(\lambda\) values are available in Appendix \[^B\].

Examples of explanatory trees are shown in Figures \(^[6]\) and \(^[7]\) The algorithm provides paths to explain the anomalous and transition data and preserves almost all the normal data in the same node. All the pre hoc and post hoc explanations of the listed experiments are available in a public online repository\(^6\). It is worth mentioning that, as stated in Section \[^IV-A2\] the estimator range \([0,1]\) is shortened using the normalDataThreshold (NDT) parameter, as already depicted in Figure 2. Thus, metrics provided in Table II correspond to the estimator range \([0,\text{NDT}].\) This parameter (NDT) can be examined in Table III. Looking at the examples in Figure 6 and 7 we can observe that some clusters were deleted (shadowed) by the pruning algorithm from Figure 3. In this way, the number of input variables required by the explanation (NV) is decreased while preserving as much of the homogeneity of the clusters as possible.

We have measured the completeness of both text-based methods as the fraction of detections that received a textual explanation, as shown in Table IV.
A. Scalability tests

We performed our experiments with the Apache Spark distributed framework, using a computer cluster formed by 8 machines (called executors) with 12 computing cores each.

| Dataset       | AUROC ($\mu \pm \sigma$) | Fraction of explanations |
|---------------|--------------------------|--------------------------|
| Arrhythmia    | 0.792 ± 0.050             | 1.000 - 1.000            |
| German Credit | 0.620 ± 0.040             | 0.000 - 0.986            |
| Ab. 1         | 0.794 ± 0.020             | 1.000 - 0.220            |
| Ab. 9         | 0.588 ± 0.020             | 1.000 - 0.250            |
| Ab. 11        | 0.792 ± 0.010             | 1.000 - 0.118            |
| IDS-2012      | 0.919 ± 0.020             | 0.000 - 1.000            |
| IDS-2018-F    | 0.938 ± 0.013             | 1.000 - 1.000            |
| IDS-2018-T    | 0.829 ± 0.021             | 0.000 - 1.000            |
| IDS-2018-W    | 0.955 ± 0.014             | 1.000 - 1.000            |
| KDD-FULL      | 0.939 ± 0.011             | 1.000 - 1.000            |
| KDD-SMTP      | 0.980 ± 0.010             | 0.643 - 1.000            |
| KDD-HTTP      | 0.992 ± 0.010             | 1.000 - 1.000            |
| KDD-10        | 0.966 ± 0.020             | 0.548 - 1.000            |
| Synth-1 NV    | 0.614 ± 0.050             | 1.000 - 0.135            |
| Synth-2 NV    | 0.743 ± 0.020             | 1.000 - 0.161            |
| Synth-4 NV    | 0.837 ± 0.020             | 1.000 - 0.146            |
| Synth-8 NV    | 0.958 ± 0.010             | 1.000 - 0.107            |
| Synth-16 NV   | 0.998 ± 0.000             | 1.000 - 0.137            |
| Synth-32 NV   | 1.000 ± 0.000             | 0.502 - 0.289            |

B. Explanation of the results in the network intrusion detection domain

Assessing the usefulness of the results that EADMNC provides is a complicated issue due to (1) the need for expertise in the domain and (2) the subjective nature of the concept of explanation usefulness. Other than using a quantitative measure such as the Quality measure proposed in [61], only the analysis given by experienced users (i.e., their interpretations) can provide us valuable feedback on their usefulness. To that effect, we report a study (further detailed in Appendix C) of the trees found from the point of view of network intrusion detection. It shows that the obtained representations enable us to provide explanations that are both coherent with the existing knowledge in the field and insightful.
Fig. 6. Explanatory tree before and after pruning ($\lambda = 10^{-7}$) for the CSE-CIC-IDS 2018-thursday-15 dataset. Named sequentially, reading from left to right, each node shows: the proportion of elements that it represents w.r.t. the full dataset (in blue), overall variance at node (blue), the weighted variance at that node w.r.t children nodes (dark blue). Mean and standard deviation for the subset of estimators on each node are also provided. Split values are shown next to each split line with their features names, included at the bottom of each non-leaf node. Pruned clusters using Formula 10 are shadowed. Summary table gives information in relation to selected thresholds and colour gradients.

Fig. 7. Explanatory tree before and after pruning ($\lambda = 10^{-4}$) for the CSE-CIC-IDS 2018-friday-16 dataset. Information given in this tree is identical to previous example. Pruned clusters using Formula 10 are shadowed. Summary table gives information in relation to selected thresholds and colour gradients.
The tree depicted in Figure 6 offers us some insights on the process followed in computing it.

The basic ideas employed by the algorithm are practical and to the point. The fact that only a handful of the circa 80 features are used greatly contributes to the simplicity of the solution found.

This can be partly because the generated traffic for the day under study, from the CSE-CIC-IDS 2018-thursday-15 dataset, was not too varied. Mainly composed of denial of service attacks (DoS-GoldenEye and DoS-Slowloris), it did not include brute force attacks, infiltration, nor SQL injections, for example. That said, these two attacks are very different, despite belonging to the same DoS family.

Both are HTTP-based and have in common to be relatively subtle, very targeted, and not relying on the generation of large volumes of traffic, as many other (D)DoS attacks do. This less sophisticated type of DoS is generally called flood-based or volumetric and is generally much easier to detect but harder to stop.

This makes the classification of our two attacks under scrutiny much harder, as one can not rely on significant bandwidth changes at the start/end of the attack, nor on any side-effects that these high volumes of traffic may cause. In these two attacks, the forward direction refers to when the attacker sends traffic to the victim.

The main features used by the algorithm to build the tree are:

- Tot Fwd Pkts refers to the total number of packets in the forward direction, that is, from source to destination.
- Active Mean is the mean time a flow was active before becoming idle.
- Bwd Pkt Len Std relates to the standard deviation of the packet size in the backward direction.
- Idle Std is the standard deviation of the time a flow is idle before becoming active.
- Flow Duration is the duration of the flow.
- Fwd Pkts/s is the number of forward packets per second.
- Flow IAT Std refers to the standard deviation time between two flows.
- Active Min describes the minimum time a flow is active before becoming idle.
- Bwd Header Len is the total bytes used for headers in the backward direction.

We can observe how, in general, the tree tends to find increasing traffic volumes more indicative of anomalous or malign behaviour. For example, the vast majority of attack classifications lay to the right of the Tot Fwd Pkts root node, indicating more exchanged packets. The algorithm combines both the volume of data exchanged in a connection and the time associated with it. This is what an expert would do, as both dimensions are highly critical in network attacks, notably those inducing denial of service (DoS). Again, certain types of DoS attacks may leverage the possibility of opening connections for very long periods of time, sending minimal data to keep them from turning idle, thus depleting server resources. The use of the Active Mean feature captures this strategy. As seen in the tree, lower values of Active Mean lead to a benign classification. Another choice by the algorithm is the use of the Bwd Pkt Len Std feature. The algorithm does not care about the average value, just the standard deviation. When attacked frequently, the length of the packets returned is very similar, thus leading to a much smaller variance. This smart observation can probably be of general use in many different attack scenarios.

Somewhat related to this insight is the use of the Idle Std feature. Again the algorithm focuses on the standard deviation instead of other first-order statistics. Although this feature is less valuable and is used deeper into the tree, it is employed twice in the pruned result. In this particular case, on both occasions, higher values lead to a more malign classification. On benign traffic, flows do not usually stay idle for a long time as this is wasteful, and both its average time and its standard deviation should be small. However, during DoS attacks (particularly Slowloris), these times tend to become much larger. The coexistence of benign traffic with Slowloris attacks makes these values wildly fluctuate between normal and atypical, thus increasing its standard deviation. Another interesting finding by the algorithm is the use of the Fwd Pkts/s feature to detect a higher volume of traffic directed towards the victim, consistent with DoS attacks.

We continue with another example from the CSE-CIC-IDS 2018 dataset that, according to the documentation, corresponds to Friday the 16th of February 2018 when there were primarily two types of attacks over the network under study. These were named DoS-SlowHTTPTest and DoS-Hulk. As their name strongly suggests, both are again of the Denial of Service (DoS) type.

In the tree depicted in Figure 7, most of the malign traffic is in the left subtree, while the right subtree is further divided neatly into a subtree containing most of the more suspicious activity again to the left and primarily benign traffic to the right.

At the root of the tree, the value of the feature Flow IAT Mean is interrogated. This refers to the average time between two flows. If this average time is too small, implying a burst-like traffic flow, then the chances are that this is malign. This is reasonable and in line with the HULK attack, where many short HTTP requests per second can increase the load of the web server. Following along the right subtree, the next feature considered is Fwd Pkts/s which captures the number of packets per second in the flow in the forward direction, thus generated by the attacker. Higher throughputs correspond to a higher likelihood of attack, as expected. Same with Flow Duration.

Moving to the right and leaving the vast majority of malicious traffic, the first attribute to decide here is Fwd Pkt Len Std. This refers to the standard deviation of the packet length sent by the potential attacker. It is really insightful to note that when an attacker sends the same type of packet with minimal differences, this can be noticed very effectively by inspecting this feature. At least three of the four types of attack possible with SlowHTTPTest (see Appendix C) and, to a certain extend also HULK, fit this description. It follows from this insight that lower values of this standard deviation led to somewhat more suspicious classifications, shown in the tree in the centre, in the subtree to the right. On the other hand, higher values of this standard deviation more closely
correspond to normal, benign traffic, and as such most of the traffic represented by the subtree to the right is classified as innocuous. The last interesting element of this tree is the subtree below the Fwd IAT Mean, which refers to the mean time between two packets sent in the forward (attacker to the web server) direction. This tends to be higher in attacks such as slow read from SlowHTTPTest. Though we address the node with a density of 42.08%, the same analysis applies to a similar subtree with a density of 32.96%.

One last observation is the use of the attribute Bwd Header Len, which is related to the total bytes used for headers in the backward (mostly victim to the attacker) direction. Only high values in this feature are classified as malign. The algorithm grasps the strange behaviour in the packet headers when being under an attack by some of the SlowHTTPTest tools. This shows that the algorithm can detect, recognise, and classify the type of attack observed, as this abnormal header manipulation is characteristic of three out of the four SlowHTTPTest attack types. This approach allows the clustering of different attack types to reveal the most characteristic features of each attack studied. This could help an expert identify the main elements of an attack and, thanks to the explainability of the trees, quickly turn these into rules that will detect specific attacks.

Lastly, briefly delving into the results of the ISCXIDS 2012 dataset, the feature at the root of the tree is totalSourceBytes. This measures the total amount of data sent by the communication source in bytes.

This concept can be interpreted as an insightful way of detecting attacks in the dataset. Many attack attempts, particularly those belonging to the (D)DoS family, need to send lots of data to their targets. This feature divides the tree into two halves. The one to the left corresponds to communications where the sender submitted an amount of data at or below a threshold (in this case, 5900.5 bytes). That puts most of the benign traffic to the left tree leaves. On the other hand, the majority of the right subtree paths result in attacks.

Previous discussion on totalSourceBytes also applies, with some minor caveats, to other related attributes such as totalDestinationBytes, totalSourcePackets or totalDestinationPackets. These are also used extensively through the decision tree. The right side of the tree only accounts for around 4.74% of the total traffic seen, most of it attack-related, characterised as byte-dense.

On the subtree to the left, we can observe that the next deciding feature is appName. This attribute contains the name of the level 7 application targeted in the communication. Many attacks are very application-specific. If we can discern which applications and services are most frequently targeted, this can be of great help in filtering out attacks. These applications or services can be an attractive target for an attacker on a temporal basis (e.g., due to a recent 0-day or new exploit) or on a more permanent one, like DNS, SSH, SMTP, HTTP/S, FTP, etc. A combination of both strategies can be seen in the particular set picked by the algorithm, including {Unknown_UDP, SecureWeb, SAP, and FTP}. Deeper in the subtree to the right, the algorithm uses a similar approach based on the values of the same feature.

This repeated filtering by appName offers excellent results from a classification point of view of the attacks. This is a strategy that humans use and reflect on some widely deployed defence mechanisms (e.g., firewall rules).

VI. Conclusions

XAI goes well beyond social or legal issues. Explanation algorithms are necessary to provide transparency and to justify model predictions. This work exemplifies the “black box” behaviour problem focusing on the anomaly detection algorithm ADMNC. We propose an extended framework, EADMNC, which comprises a new layer to avoid these shortcomings and understand trained models. XAI is a recent and growing field of study, and it can be instrumental in providing guarantees of compliance with, among others, European Union regulations.

- Our algorithm provides pre hoc and post hoc explanations for anomalies detected on continuous and categorical variables in a unified way.
- Regression tree cluster descriptions allow us to examine differences between normal and anomalous data.
- Further study about the validity and usefulness of our approach is provided, reasoning about selected variables by the algorithm in the network intrusion detection domain.
- Text-based post hoc explanations offer justifications for positive detections using both categorical and continuous data. We leveraged the formulation of ADMNC to design a Rule-based system to obtain explanations for each anomaly detected.
- In the pruned regression tree, the paths to the clusters within the anomalous estimator range give us the information to describe and explain anomalous conditions.
- The implementation using the Apache Spark framework maintains the scalability of the original ADMNC, parallelizing stages during the training of both models.

One possible future research line is to improve explanations by introducing a preliminary dimensionality reduction step. This idea makes sense because high dimensional data generally present redundant and irrelevant variables that can produce bias and generalisation errors. Techniques such as PCA (Principal Component Analysis) \[68\] can be used to transform input variables into a non-correlated reduced set of them. The objective is to provide an explanation using data variance information. Another option is FS (Feature Selection) \[69, 70\], which extracts the most relevant variables of the input vectors, simplifying prediction models and thus making explanations easier. This FS approach can also significantly reduce computation time on high dimensional data. Additionally, filtering redundant data can favour generalisation capabilities and help to avoid over-fitting. Finally, another novel research line could be to improve the two approaches for text-based explanations. One possibility could be adding more rules. This approach will undoubtedly cover more situations. Offering higher-level explanations for end-users is a medium-term objective, also guaranteeing the robustness and generalisation capabilities of our method.
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APPENDIX A

DETAILED ANALYSIS OF THE COMBINED POST HOC EXPLANATION

This text starts with a description of the detected anomaly, mainly giving details about continuous and categorical vectors. Firstly, it summarises details of the detection correlated with continuous data (1). That is, the predicted Gaussian corresponding to the GMM model [17], the continuous estimator obtained from the factorisation of the pdf given in Formula 2 and which rule is fired using the Rule-based classification System. Secondly, about the correlation with categorical data (2), the logistic estimator obtained from the factorisation of the pdf is given again, this time focusing on the already explained decomposition of Formula 4. In this way, the average estimator of the categorical terms is presented, as well as the subset of categorical terms fulfilling hyper-parameter constraints ($T_{filter}$). We made the correspondence with the original categorical values providing, when available, the correlation with continuous data based on the conditional probability.

Detected anomaly N(6):
- **Continuous vector details (1):**
  - Predicted Gaussian (class): 0
  - Continuous anomalous estimator: -7924.463
  - Rule-based explanation (1):
    - First rule is fired -- It is an anomaly since continuous sample is clearly separated from learned groups.
    - Continuous pattern information: probability of belonging to each of the Gaussians (classes from 0 to 1):
      - pdf(class=0) = -7924.463
      - pdf(class=1) = -7924.463
    - **Categorical vector details (2):**
      - Logistic estimator: -14.469
      - Average categorical estimator: 0.543
      - Number of categorical estimators detected below anomalous threshold: 2
      - [1/2] It is an anomaly since categorical feature "Existence of ragged T wave" has a value of 0.0
      - [2/2] Categorical estimator value: 0.322
      - [2/2] It is an anomaly since categorical feature "Existence of ragged P wave" has a value of 0.0
      - [2/2] Categorical estimator value: 0.357
APPENDIX B

TABLE VII

| Dataset          | Name          | Metrics         |
|------------------|---------------|-----------------|
|                  | λ  | P  | Q  |
| Arrhythmia       | 10^-4 | -0.0130 (0.021) |
| German Credit    | 10^-3 | -0.0045 (0.014) |
| Ab. 1            | 10^-5 | -0.0007 (0.008) |
| Ab. 9            | 10^-5 | -0.0005 (0.006) |
| Ab. 11           | 10^-5 | -0.0006 (0.007) |
| IDS-2012         | 10^-8 | -7.56 × 10^-9 (-8.05 × 10^-8) |
| IDS-2018-F       | 10^-8 | -0.0006 (0.018) |
| IDS-2018-T       | 10^-7 | -1.64 × 10^-9 (-2.56 × 10^-9) |
| IDS-2018-W       | 10^-9 | -0.0003 (0.004) |
| KDD-FULL         | 10^-8 | -0.0111 (0.012) |
| KDD-SMTP         | 10^-6 | -8.78 × 10^-8 (-2.12 × 10^-6) |
| KDD-HTTP         | 10^-6 | -1.77 × 10^-9 (-1.67 × 10^-6) |
| KDD-10           | 10^-6 | -4.73 × 10^-7 (-1.77 × 10^-6) |
| Synth-1 NV       | 10^-6 | -0.0002 (0.0003) |
| Synth-2 NV       | 10^-6 | -0.0001 (0.0002) |
| Synth-4 NV       | 10^-6 | -0.0002 (0.0002) |
| Synth-8 NV       | 10^-6 | -0.0004 (0.0005) |
| Synth-16 NV      | 10^-6 | -0.0003 (0.0003) |
| Synth-32 NV      | 10^-6 | -0.0003 (0.0004) |

APPENDIX C

ADDITIONAL COMMENTS RELATED TO THE TREES

A. CSE-CIC-2018-thursday

Arrhythmia keeps as many open connections to the target web server as possible for as long as possible, so that new legitimate users are affected. This is achieved by sending partial HTTP headers from time to time but never completing requests, so that the concurrent connection pool is filled and cannot accept new requests from legitimate users. This does not require large bandwidths or the generation of gigabytes of data.

GoldenEye\textsuperscript{8} is a HTTP DoS Test Tool that exploits the “HTTP Keep-Alive + NoCache” attack vector. This combination ensures that HTTP connections are kept open for the longest time possible, avoiding any cache speed-up by adding random useless characters to every request to look different for cache algorithms despite targeting the same resource. This similarly slows down or stops new connections from legitimate users without generating inordinate amounts of traffic.

B. CSE-CIC-2018-friday

The SlowHTTPTest tool takes advantage of a feature in HTTP design, which waits until HTTP requests are complete before processing them. If a server receives incomplete HTTP requests or receives them at a plodding pace, the server allocates some resources to this request and does not free them until the request is finished. If the attacker submits many of these requests, the server can run out of resources and stop processing legitimate ones. This tool incorporates 4 different types of attack\textsuperscript{9}, all using the same principles but with slight variations in their execution and strategy. These are Slowloris (sending incomplete headers lacking the final CRLF), RUDeadYet (POST petitions with incomplete headers and a misleading Content-Length value), Apache killer (contradictory and misleading HTTP ranges in the header), and finally slow read (reasonable HTTP requests, but very delayed ACK).

HULK stands for “Http Unbearable Load King”. It will generate many uniquely crafted HTTP requests, each of which will slightly increase the load on the CPU of the web server until it crashes or fails to respond. It makes the requests dynamic and thus more challenging to detect with defensive signatures. For instance, HULK will rotate both User-Agent and Referer fields\textsuperscript{10}. This tool employs some basic evasion techniques based on randomising payloads that make its detection slightly more involved.

FOOTNOTES

1) We generated texts based on tree transcriptions and also using basic text templates, considering variants and adapting them to each particular detection. This method is not related to the text generation field.

2) Example from IDS-2018-W dataset, simplifying parts of the original text.

3) Example from Arrhythmia dataset, simplifying parts of the original text.

4) We decided to choose the same value for all the datasets for the sake of simplicity.

5) Processed datasets are available at https://www.dropbox.com/sh/m6lyn8zpss75sru/AADO_OFwzNwUTHD24vgJXhwma?dl=0.

6) Results are available at https://www.hackplayers.com/2016/06/ataques-dos-slow-http-mediante-SlowHTTPTest.html and https://github.com/shekyan/slowhttptest/wiki for further information.

7) Available at the previously referenced repository.

8) Check https://kb.mazebolt.com/knowledgebase/goldeneye-http-flood/ for a technical analysis.

9) We encourage the reader to check https://www.hackplayers.com/2016/06/ataques-dos-slow-http-mediante-SlowHTTPTest.html and https://github.com/shekyan/slowhttptest/wiki for further information.

10) We generated texts based on tree transcriptions and also using basic text templates, considering variants and adapting them to each particular detection. This method is not related to the text generation field.