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Abstract

Introduction
Administrative data are a valuable research resource, but are under-utilised in the UK due to governance, technical and other barriers (e.g., the time and effort taken to gain secure data access). In recent years, there has been considerable government investment in making administrative data “research-ready”, but there is no definition of what this term means. A common understanding of what constitutes research-ready administrative data is needed to establish clear principles and frameworks for their development and the realisation of their full research potential.

Objective
To define the characteristics of research-ready administrative data based on a systematic review and synthesis of existing literature.

Methods
On 29th June 2021, we systematically searched seven electronic databases for (1) peer-reviewed literature (2) related to research-ready administrative data (3) written in the English language. Following supplementary searches and snowball screening, we conducted a thematic analysis of the identified relevant literature.

Results
Overall, we screened 2,375 records and identified 38 relevant studies published between 2012 and 2021. Most related to administrative data from the UK and US and particularly to health data. The term research-ready was used inconsistently in the literature and there was some conflation with the concept of data being ready for statistical analysis. From the thematic analysis, we identified five defining characteristics of research-ready administrative data: (a) accessible, (b) broad, (c) curated, (d) documented and (e) enhanced for research purposes.

Conclusions
Our proposed characteristics of research-ready administrative data could act as a starting point to help data owners and researchers develop common principles and standards. In the more immediate term, the proposed characteristics are a useful framework for cataloguing existing research-ready administrative databases and relevant resources that can support their development.
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Introduction

Administrative data (i.e. information that is routinely collected by organisations for operational reasons) are a valuable resource for research in fields such as health, education, justice and social care [1]. One advantage of administrative data is that they are comprehensive, often involving a whole country, and therefore less affected by biases related to participation and reporting than primary data that are collected as part of a research study (e.g., through surveys and interviews) [2]. Administrative data also tend to have larger sample sizes than primary data which provides an opportunity to explore rare events and small sub-groups that may otherwise be difficult or unfeasible [3]. Longitudinal administrative data linked across different domains are particularly powerful as a research resource as they allow pathways throughout the life course to be examined and provide insights into how circumstances, experiences and opportunities are inter-related [1, 4]. In the UK, the re-use of administrative data for research purposes is broadly supported by the general public [5, 6]. Indeed, the Digital Economy Act 2017 includes specific provision for making de-identified administrative (non-health) data held by public authorities available for research purposes [7]. Yet, compared to other countries such as Sweden, administrative data are under-utilised as a research resource in the UK. This is due in part to technical and governance barriers which limit their use; for example, administrative data are often difficult and time-consuming to access [8, 9], costly [10], and can require extensive processing, cleaning and preparation before they are analysed.

There has been considerable financial investment by the UK government in administrative data research projects and initiatives in recent years [11]. One such example is the £90 million investment in the Administrative Data Research (ADR) UK programme (funded via the Economic and Social Research Council, part of UK Research and Innovation) which aims to create wider recognition of the potential benefits of research using administrative data across government, academia and society [12]. The ADR UK programme includes a dedicated Research-Ready Data Fund to enable the creation of novel, high-quality, long-term, linked administrative databases for research that can be re-used by multiple users [1]. This move towards long-term databases represents an important shift in the administrative data research landscape in the UK [13]. Previously, administrative data research tended to operate on a ‘create and destroy’ model, whereby data owners prepared bespoke extracts of anonymised administrative data for specific research projects, which were then destroyed at the end of the project cycle. Long-term, research-ready, administrative databases represent a unique opportunity to reduce duplication of effort for administrative data owners and researchers (e.g., in terms of negotiating access permissions and governance arrangements) leading to less waste of resources and greater use of data for the public benefit [13].

The increased use of Trusted Research Environments (TREs) in the UK to access administrative data for research purposes also represents a unique opportunity to develop ongoing research-ready databases. Previously, administrative data owners would securely transfer extracts of anonymised data to individual researchers who were responsible for their storage, analysis and destruction. This data release model of access meant that data owners needed to prepare multiple bespoke data extracts which is costly and inefficient [14] and researchers were duplicating efforts in terms of cleaning and preparation. It also meant that researchers would often encounter barriers to accessing the data as they were required to meet technological and governance standards specified by data owners. In recent years, there has been a move towards data owners facilitating access to administrative data via TREs, such as the Office for National Statistics Secure Research Service. This centralised model of data access presents an opportunity for data owners to make extracts of administrative data available securely to multiple researchers and for researchers to contribute to the development and enhancement of this data as an ongoing research resource.

Despite the increased interest and investment in making administrative data research-ready, there is no agreed definition of what this term means. A common understanding of what constitutes research-ready administrative data is a pre-requisite to establishing clear principles and frameworks which are needed to develop these long-term data resources and to realise their full research potential [6]. The aim of this study was to systematically review the available literature related to research-ready administrative data with a view to proposing an initial set of defining characteristics. The proposed characteristics could act as a starting point to initiate and frame discussions between data owners and researchers about what makes administrative data research-ready with the view to developing common principles and standards.

Methods

We carried out a systematic review of published, peer-reviewed literature related to research-ready administrative data with the aim of identifying a set of key characteristics that define an administrative dataset as being research-ready. The review protocol was pre-registered on Open Science Framework on 29th June 2021 and is publicly available [15]. There were no deviations from the pre-registered protocol.

Eligibility criteria

This review considered published literature that 1) related to research-ready administrative data, which was broadly defined as information collected for operational purposes by an organisation (commercial or non-commercial), including health data. Studies related to data collected specifically for research purposes (e.g., surveys) were not eligible for inclusion. The review was restricted to literature that was 2) written in English and 3) peer-reviewed (e.g., conference abstracts, letters, commentaries etc. were not eligible). There were no restrictions imposed in terms of study design, population, setting, timeframe or publication date. The minimum number of eligible studies required for data synthesis was pre-specified as two.

Information sources

On 29th June 2021, we searched seven electronic databases (Embase (via Ovid), Medline (via Ovid), Pubmed, Scopus, ProQuest Central, CINAHL, Web of Science Core Collections).
On 7th July 2021, we also carried out supplementary searches of Google Scholar (first 100 entries only) and the International Journal of Population Data Science (IJPDS) website, a subject-relevant journal that was only recently indexed in electronic databases [16] and therefore not fully accessible through the pre-specified electronic databases included in the main search.

Search strategy

The SPIDER framework (Sample, Phenomenon of Interest, Design, Evaluation and Research type) was used to develop the search strategy and select relevant search terms. Search strategies were applied to all fields, included notation to allow for differences in the spelling of search terms and used combination of search terms using Boolean operators, where possible. For example, in PubMed the search string was: ("research#ready") AND (administrative OR operational OR "routinely#collected" OR records OR data?). Supplementary Table 1 describes the exact search strings used for each database.

Selection process

Records from the main and supplementary searches were exported to Mendeley (reference management software) and automatically de-duplicated. All titles and abstracts were then screened for inclusion independently by two reviewers (LMcGL and MAJ) using the pre-specified eligibility criteria. Discrepancies between reviewers were resolved by discussion. Full texts of all eligible studies were retrieved and then screened for inclusion independently by two reviewers (LMcGL and MAJ) with any discrepancies resolved by discussion. Snowball screening of all included full texts was conducted by one reviewer (LMcGL) on 31st July 2021 and included all cited (backwards) and citing articles (forwards).

Data collection process and data items

The following descriptive data from the included studies were extracted into Excel by one reviewer (LMcGL): country of data collection, domain of administrative data, name and details of research-ready administrative data, first author, year of publication and purpose of the study. Data extraction was checked by a second reviewer (AZ or LW).

Synthesis methods

One reviewer (LMcGL) carried out a thematic analysis of aggregate findings from across all the identified studies [17]. All publications were read repeatedly and a set of initial codes were generated using NVivo. These codes were then refined and grouped into themes which were tested for validity through one-to-one discussions between LMcGL and the co-authors who are experienced in the field of administrative data research. LMcGL then carried out a narrative synthesis of the identified themes in relation to the pre-specified review question: What makes administrative data research-ready? All co-authors contributed to the final narrative summary (as presented in the Results).

Reporting bias and certainty assessment

When preparing the narrative synthesis, potential bias that may be introduced by the range of included studies was considered, particularly the domain of administrative data and their country of origin. Because this was an exploratory study that aimed to propose a set of key characteristics of research-ready administrative data as a starting point for discussion and consensus building in the wider community, there was no assessment of the strength or quality of the body of evidence conducted as part of this review.

Results

Study selection

The study selection process is summarised in Figure 1. In the main search, 622 records were retrieved from the seven included databases. After de-duplication, 464 titles and abstracts were screened and 384 were excluded. Full texts of the remaining 80 sources were retrieved for further screening. The supplementary search of Google Scholar and the IJPDS website yielded 50 records that had not previously been identified in the main search. Based on title and abstract screening, 40 were excluded and the full texts of the remaining 10 sources were retrieved. Overall, 58 of the 90 full-texts retrieved were excluded. Snowball screening was carried out on the 32 included full-texts. Following backward and forward screening of 953 cited and 908 citing articles, a further 6 eligible publications were identified. In total, 2,375 records were screened and 38 relevant publications related to research-ready administrative data were identified and included in the thematic analysis.

Study characteristics

Key characteristics of the included studies [18–54] are summarised in Table 1. The included studies were published between 2012 and 2020 and related to administrative data in the UK (n = 12), US (n = 11), Australia (n = 7), Canada (n = 4), Brazil (n = 1), China (n = 1), New Zealand (n = 1) and Taiwan (n = 1). The majority of studies related to administrative health data and to government or public sector data, but there were also some examples from private organisations, including online supermarkets, professional sports organisations and private health insurers. The majority of publications had the primary aim of profiling or describing the development of research-ready administrative data sources, infrastructure and research tools (n = 23).

Narrative summary of thematic analysis

Looking across the body of included literature, it was evident that there are differences in researchers’ understanding of the term “research-ready” based on the varied range of data that were described as such. In some studies, only administrative data that was ready for analysis or query was considered research-ready. For example, the UK National Joint Registry described their research-ready data source as a “pre-cleaned dataset ready to ‘plug and play’…” [47]. Similarly, Hilder...
et al. described linked administrative health and justice data as not research-ready because “additional effort is needed on the part of researchers to validate and prepare the data for epidemiological analysis” [45]. In contrast, other studies considered administrative data that required further processing and preparation before they could be queried or analysed as research-ready. For example, the Critical Care Health Informatics Collaborative (CCHIC) dataset was described as “a ‘warts and all’ version” of electronic health records [44]. Other research-ready datasets were described as containing known duplicate records, errors and unstandardised variables that required further decision-making and processing by researchers before they could be analysed [20, 46]. The heterogeneity of data described as research-ready identified in this review highlights that there is an important and crucial difference between making administrative data research-ready for broad purposes and making it analysis-ready for a specific research question.

Despite the lack of a common understanding of the term ‘research-ready’ in the literature, five key characteristics of research-ready administrative data emerged from our thematic analysis (Figure 2).

Accessible

Administrative data are collected by organisations for internal purposes. Across the body of included literature, a common theme was that in order for administrative data to be considered research-ready, they must be accessible to researchers external to that organisation. A key aspect of accessibility is that administrative data must be findable. This could be through data owners depositing information and metadata on online repositories (e.g., UK Data Archive [55] or Health Data Research Innovation Gateway [56]) or by publishing a data profile that describes the data source.

To make administrative data accessible, it is also important that permissions and governance arrangements for their re-use for research purposes are in place. This is particularly important for linked administrative data as it can take considerable time for researchers to negotiate permissions with multiple organisations [8]. Clear procedures and prerequisites for obtaining access to data for research purposes are also needed. This requires setting standards related to who can use the data and for what purposes, as well as for how data are securely shared with researchers (e.g., only available in designated TREs).

Ensuring that research-ready administrative data are de-identified also emerged as an important factor related to accessibility. De-identification was described as contributing to the accessibility of administrative data by helping to maintain the privacy and confidentiality of individuals included in a dataset and lowering the risks associated with making it available for research purposes. All research-ready administrative data identified in our review that related to
Table 1: Summary of included publications, by country and domain of administrative data

| Country | Domain | Name of research-ready administrative data source | Details of research-ready administrative data source | First author (Year) | Purpose of study |
|---------|--------|--------------------------------------------------|--------------------------------------------------|---------------------|-----------------|
| Australia | Health | Rural Acute Hospital Database Register (RAHDaR) | Longitudinal health data from 10 hospitals in South West Victoria Australia. | Kloot (2019) Peck (2020) Terry (2020a) Terry (2020b) | To profile a data resource. To examine patterns of childhood injuries presenting to rural Urgent Care Centres. To examine whether asthma presentations to rural hospitals are represented in national datasets. To examine whether asthma presentations to rural hospitals are represented in national datasets. |
| Australia | Utilities | Visualising Victoria’s Groundwater web portal | Groundwater monitoring data for the State of Victoria, Australia. | Dahlhaus (2016) | To evaluate the social impact of a data visualisation portal, including the support of decision making. |
| Brazil | Multiple | Mothers and Gestation in Custody (MAGIC) cohort | Linked government data related to health and justice for women in New South Wales. | Hilder (2016) | To determine pregnancy prison exposure for incarcerated women. |
| Canada | Welfare | Ontario Child Abuse and Neglect Data System (OCANDS) | Several linked government databases, including health, social benefits and housing. | Barreto (2019) | To profile a data resource (including the establishment and operations of CIDACs and efforts to obtain high-quality administrative data for research). |
| Canada | Health | Multiple | Institute for Clinical Evaluative Sciences (ICES) | Provincial linked health and other administrative data. | Schull (2020) Walker (2018) | To profile an administrative data research network. To describe the linkage of the Indian Register database to the Ontario Registered Persons Database within the context of Indigenous data sovereignty principles. |
| China | Health | Multiple | Chinese Electronic Health Records Research in Yinzhou (CHERRY) | Regional, longitudinal health data. | Lin (2018) | To describe the methods for establishing an electronic health cohort in one region of China. |
| New Zealand | Health | Multiple | Vascular Risk in Adult New Zealanders (VARIANZ) dataset | National, linked administrative health datasets. | Mehta (2019) | To profile a data resource. |
| Taiwan | Health | Multiple | National Health Insurance Re-imbursement Database (NHIRD) | National, longitudinal health and prescription data. | Wang (2014) | To determine the risk of urothelial cancer associated with aristolochic acid-related Chinese herbal medicines among end-stage renal disease patients. |
| Taiwan | Health | Critical Care Health Informatics Collaborative (CCHIC) | Multi-centre database of longitudinal health data from adult Intensive Care Units. | Harris (2018) Tissot (2020) | To profile a data resource (including creation and curation using a set of open-source tools). To evaluate the simulated performance of an algorithm for identifying patients for recruitment into a clinical trial. |
| Taiwan | Health | Cardiovascular disease research using linked bespoke studies and electronic records (CALIBER) | National linked health and other administrative data. | Denaxas (2012) | To profile a data resource. |
| Country | Domain                     | Name of research-ready administrative data source                      | Details of research-ready administrative data source                                                                 | First author (Year) | Purpose of study                                                                                           |
|---------|----------------------------|---------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------|---------------------|------------------------------------------------------------------------------------------------------------|
| Health  | National Joint Registry    | National health data related to joint replacement surgery.                | McWilliams (2019)                                                                                                    | Smith (2020)        | To profile a data resource (including creation and curation).                                             |
| Health  | No name specified          | Research database developed by one adult Intensive Care Unit.             | McWilliams (2019)                                                                                                    | McWilliams (2019)   | To profile a data resource (including creation and curation).                                             |
| Health  | Viral Hepatitis Central Data Repository | Multicentre database of health data.                                      | McWilliams (2019)                                                                                                    | Smith (2020)        | To describe the development of a pipeline to collate electronic clinical data for viral hepatitis research. |
| Health  | Multiple electronic primary care databases | National health data related to primary care.                             | McWilliams (2019)                                                                                                    | Springate (2017)    | To describe an algorithm for extracting information from electronic health records.                       |
| Multiple| The Secure Anonymised Information Linkage (SAIL) Databank | National linked health and other administrative data.                    | McWilliams (2019)                                                                                                    | Atkinson (2017)     | To develop and validate an algorithm for determining smoking status and behaviour over the life course.   |
| Food    | Food DB                    | Longitudinal data related to food and drink products available in online supermarkets | McWilliams (2019)                                                                                                    | Springate (2017)    | To describe the creation of an electronic cohort (the Wales Multimorbidity e-Cohort (WMC)).               |
| Food    | The Flatiron Health dataset | Longitudinal electronic health records data related to cancer patients from practices from different regions in the US. | McWilliams (2019)                                                                                                    | Li (2019)           | To describe overall survival with current first-line treatment for patients presenting with stage IV non-small cell lung cancer. |
| US      | Epic electronic health record platform | Electronic health records in a large tertiary paediatric healthcare system in Southern California. | McWilliams (2019)                                                                                                    | Bush (2017)         | To gather the perspectives of physicians and surgeons on structured data entry in electronic medical records. |
| US      | Epic electronic health record platform | Electronic health records in a large healthcare system in Ohio.          | McWilliams (2019)                                                                                                    | Milinovich (2018)   | To profile a data resource.                                                                                |
| US      | Optum Labs database        | Multicentre database of health and insurance claims data.                | McWilliams (2019)                                                                                                    | Wallace (2014)      | To profile a data resource.                                                                                |
| US      | Commercial Claims Database | Longitudinal health insurance claims from 3 of the largest insurers in the US. | McWilliams (2019)                                                                                                    | Newman (2014)       | To profile a data resource.                                                                                |
| UK      | DREAM                      | Undergraduate and graduate medical education outcomes data from one university. | McWilliams (2019)                                                                                                    | Wilhite (2020)      | To profile a data resource (including creation and curation).                                             |
| US      | NFL Injury Surveillance Program | Linked health and sports-related data for professional NFL players. | McWilliams (2019)                                                                                                    | Dreyer (2019)       | To profile a data resource (including creation and curation).                                             |
| Patents | US Patent Assignment Dataset (UPAD) | National, longitudinal, relational databases of patents applications and patents in the US. | McWilliams (2019)                                                                                                    | Graham (2018a)      | To profile a data resource.                                                                                |
| Patents | Patent Examination Research Dataset (PatEx) | National, longitudinal, relational databases of patents applications and patents in the US. | McWilliams (2019)                                                                                                    | Graham (2018b)      | To profile a data resource.                                                                                |
| Patents | US Patent Assignment Dataset (UPAD) | National, longitudinal, relational database of patents applications and patents in the US. | McWilliams (2019)                                                                                                    | Li (2020)           | To analyse the effects of pharmaceutical company characteristics on the timing of drug patent purchases.  |

UK = United Kingdom; US = United States.
people, were de-identified. However, it is important to consider that the relative importance of de-identification in making data research-ready identified in this review may be influenced by the inclusion of health data in our definition of administrative data.

Based on the information provided in the included literature, it was not evident what level of “de-identification” was required for administrative data to be considered research-ready. Indeed, as data availability, linkage and analytical methods advance, it is increasingly difficult to have truly anonymised data without artificially modifying or degrading the data, which affects its utility for research. Establishing standards for de-identification of administrative data that balance the need to preserve confidentiality and maintain research utility will require further engagement with data owners and research users, as well as the public. For example, if de-identified administrative data are made available through a TRE that is accredited under a suitable process (for example, the Digital Economy Act 2017), they can be considered functionally anonymised through a combination of the actions taken to de-identify them and the secure environment in which they are accessed.

Broad

Primary data are collected with specific consent for research purposes; however, when re-using administrative data for research, the types of questions that can be answered are constrained by the legal basis underlying their collection, as well as the variables that have been collected. It is important that the scope of administrative data are kept as broad as possible to maximise their utility for research purposes. This would include making data available for all individuals in a population (not just a sample), for all years for which data are collected, and for all variables, while acknowledging the need to subsequently minimise the data that are accessed to support a specific research purpose. Data should also include as detailed information as possible as this will ensure that researchers have the flexibility to create derived variables with differing sensitivity and specificity to meet the needs of their individual research question [43]. Facilitating linkage to other data sources will also increase the breadth of administrative data and their utility for research purposes.

When establishing governance arrangements for research-ready administrative data, it is also important to keep these as broad as possible. Creating and maintaining datasets that are available for re-use for a broad range of research purposes is more sustainable and cost-effective than the traditional, project-specific ‘create and destroy’ model that has previously been the standard for administrative data research in the UK [1, 13]. It is also potentially less risky to allow re-use of pseudonymised linked data than to use identifiable information to re-link the same data for multiple times for different purposes.
Curated

To be research-ready, administrative data must be curated for research purposes (i.e. managed and looked after to make it more useful [57]). For example, updating a research-ready administrative dataset as more recent data become available will ensure that it remains a relevant research resource. A crucial step in curating administrative data for research purposes is ensuring that they are of good quality [1]. This may be achieved through validation checks at collection and/or post-collection processing to correct inaccuracies. These types of measures would rectify common issues researchers encounter when working with administrative datasets (such as incorrect variable formats and erroneous dates). This would reduce duplication of effort by researchers and avoid inconsistencies in cleaning these types of errors.

Other data curation activities could include standardising variables to a common data model to enable linkage with other data sources or harmonising longitudinal variables that have changed over time [13]. It could also include transforming multiple years of cross-sectional data into a longitudinal research resource or deriving additional variables relevant to research, such as indicators for groups, states or phenotypes of interest. However, this would require substantial time and resource investment and it is not feasible for data providers to anticipate a priori the range of transformations, derived variables and other processing that researchers may require to address their specific research questions. A collaborative approach to data curation that allows data users to contribute to the development of research-ready administrative data will be more sustainable. This will require standardisation mechanisms for knowledge to be fed back into a dataset by research users, thereby improving and expanding its utility as a long-term research resource. For example, data providers could encourage users to publish protocols, research outputs and data insights or to submit code for deriving new variables for peer review with a view to incorporating these into the research-ready dataset (as per the CALIBER dataset [43] for example).

Ongoing curation of research-ready datasets, and the publication of the curation processes, will promote bodies of knowledge being built up around the datasets and allow researchers to build on what has been done before more effectively, resulting in more research being done, faster. These bodies of knowledge could also help to break down barriers for and support new researchers (both early career researchers and experienced researchers from different fields) to start using administrative data to address their research questions. This will be particularly important for linked administrative datasets that bring together information from different domains for the first time and will require interdisciplinary research teams. It is important that curation activities are embedded into the ongoing development of research-ready administrative data. Without curation, “data curation debt” - the amount of work required to bring a dataset up to a point that is acceptable to research users [58] - begins to accumulate. If data curation debt goes unchecked, the utility of the data for research purposes is reduced and, eventually, the amount of work required becomes so great that the investment to bring it up to usable standards can’t be justified.

Documented

To ensure an administrative dataset is research-ready, researchers require information about key aspects of the data in the form of documentation. For example, researchers will need background information about the context and purposes of the data collection. They will also require information on the creation and processing of an administrative dataset, as well as the content, coverage, quality and completeness of included variables. This type of information is important for understanding the research possibilities (and limitations) of an administrative dataset [43, 59]. Documentation is particularly important for data that involves linkage (e.g., longitudinal records within a single dataset or linkage between multiple datasets) [45]. Documentation could include data catalogues, user guides, descriptive notes, technical reports and data resource profiles.

Researchers will also need information about data governance and access, including details of the application and assessment process. It is also important that there is transparency about how the administrative data have been used in research. For example, this may include publishing details about the applications that have been made to use the data and maintaining a register of project protocols and research outputs (e.g., reports and academic articles). This type of documentation will build evidence of the utility of the administrative dataset for research purposes and avoid duplication of effort by researchers. It could also serve to improve the visibility and transparency of administrative data research, thereby building public confidence and trust.

Documentation should be revised on an ongoing basis to ensure it remains up-to-date and relevant. An archive of documentation should also be maintained. This is particularly important for data owners to ensure that information about datasets is not lost over time (e.g., through staff turnover or institutional changes, such as mergers or rebrands). Users of research-ready administrative databases could be invited to contribute to the documentation to reduce the burden of documentation on the data owner.

Enhanced

An overarching theme that emerged from our analysis of the included literature was that, in comparison to the raw administrative data collected by organisations, research-ready administrative data are enhanced to make them usable for research purposes. For example, Denaxas et al. described CALIBER as a research-ready data source because it “curates data from multiple electronic health record sources, generating research-ready data from raw data” [43]. Similarly, Harris et al. highlighted that the administrative data on which their research-ready critical care dataset is created “is frequently unusable [for research purposes] in its raw form” [44]. However, there were no specific criteria that qualified a dataset as enhanced. Instead, this enhancement was achieved via the aforementioned characteristics of research-ready administrative data. For example, establishing permissions to re-use administrative data (accessible), making a comprehensive range of data available (broad), validating data quality (curation) and
producing metadata (documentation) all serve to enhance administrative data and make it usable for research purposes.

Discussion

The aim of our study was to propose a set of key characteristics for research-ready administrative data based on evidence from the available literature. Our review identified a small, but growing body of relevant publications. In this literature, there was no common understanding of what the term research-ready means vis-à-vis administrative data. Based on thematic analysis of the available body of literature, we identified five key characteristics of a research-ready administrative data. We propose that research-ready administrative data are (a) accessible, (b) broad, (c) curated and (d) documented which contributes to them being (e) enhanced for research purposes. When these characteristics are achieved the result is well-defined, research-ready administrative databases.

The characteristics of research-ready administrative data that we identified are closely related. In particular, documentation emerged as both a defining characteristic in its own right and one that underpins and contributes to the other characteristics. For example, for administrative data to be findable (accessible) they need to be well-described in online repositories (documented). There can also be tension between the defining characteristics; for example, excessive processing of an administrative dataset with the aim of improving its quality (curated) could inadvertently curtail the range of research that is possible (broad). The challenge in making administrative data research-ready is in striking the balance between these interlinked and sometimes opposing characteristics.

In several included publications, the term research-ready was conflated with being ready for statistical analysis. Under this conceptualisation, administrative data were considered research-ready when it absolved researchers of the need to carry out computationally intensive and non-trivial, technical tasks related to data cleaning and preparation [36, 43, 45]. For example, Harris et al. described the development of their research-ready critical care dataset as an attempt to overcome the issue of “the pace of research [being] mired by the need to repeatedly prepare and clean the data” [44]. However, there are benefits to researchers needing to carry out some data cleaning and preparation themselves, such as greater familiarity with the data, as well as more control and flexibility in their research. The research process often requires choices to be made and researchers will want (and need) to make their own decisions as to how to clean and prepare the data for their own purposes [60] and in relation to the needs and priorities of their specific research questions. For example, such choices might include how to derive variables which do not have agreed definitions, such as an inpatient admission [61], a chronic health condition [62] or a child re-entering care [63]. As such, there is an important and crucial difference between making administrative data research-ready for broad research purposes and making it analysis-ready to address a specific research question. Researchers should expect that some cleaning and preparation is required on their part when working with research-ready administrative data.

Equating the term research-ready to readiness for statistical analysis also transfers the burden of cleaning and preparation from the individual researcher to the data owner. This approach is likely to hinder the development of research-ready administrative data resources, given that data owners cite the time and costs required to prepare data for research purposes as a major barrier to making data available for research purposes [1].

The lack of common understanding of what constitutes research-ready administrative data highlights that there are likely to be disparities in expectations among data owning organisations wanting to open up their data to researchers, those running TREs facilitating access to this data, and researchers themselves. Given the nebulous nature of the term, perhaps it is more appropriate to consider research-readiness as a continuum, along which data sources’ readiness may vary based on their complexity and maturity in relation to research? For example, the National Joint Registry has been used for research purposes for more than 15 years and has a comparatively narrow scope (patients receiving treatment for joint diseases); therefore, it may be reasonable for researchers to expect to access a pre-cleaned dataset ready to “plug and play” [47]. However, for novel data sources or linkages between multiple data sources, such an expectation would be unreasonable and would ultimately lead to delays in data being used for research purposes. Conceptualising research-readiness as a continuum or scale may also be helpful for evaluating the current utility of existing data resources [64] and managing researcher expectations. Enhancing data for research purposes should be seen as an ongoing and collaborative process between research users and data owners that results in sustainable, long-term research resources that benefit both parties.

A strength of this study is that it had a narrowly focussed review question and rigorous, pre-specified and pre-published methods [15], including a comprehensive search strategy. However, given that the field of administrative data research is fast growing, our decision to not include grey literature in our search may have excluded additional relevant publications. A further limitation is that well-established administrative data resources that have been used extensively in research were not identified in our systematic search, because there are no peer-reviewed articles that explicitly describe them as research-ready (e.g. the Manitoba Population Research Data Repository in Canada [65] or the Population Health Research Network in Australia [66]). However, as the motivation for this study was to gain clarity on the characteristics of data that researchers perceive to be “research-ready”, it was necessary to include this phrase as a search term. In the future, this work could be extended by identifying a set of well-established administrative data resources and assessing whether their defining characteristics are captured by the proposed five characteristics, as a form of validation. An important next step for this work will also be to explore how research-ready administrative data have been achieved, paying particular attention to diversity of approach between the four nations of the UK. For example, this could involve stakeholder engagement and documentary analysis to produce case studies of the development of existing data repositories, such as the Secure Anonymised Information Linkage (SAIL) Databank [67] or OpenSAFELY [68].
The literature we identified in this systematic review was mainly from the UK and US (23/38 included publications). This may be an artefact of the restriction to English-only publications. However, it may also reflect to a certain extent the natural distribution of administrative datasets that are described as research-ready. For example, in Nordic countries, where there is already a long and well-established tradition of using administrative data for research [69], as well as operational and statistical purposes, the term research-ready may not be used. Research-ready administrative data may, therefore, be only an interim measure until the use of linked administrative data becomes so normalised across government and research that data providers have the capacity to document, curate, link and enhance data for widespread use. In the meantime, as part of this journey in the UK, one solution may be for data owners to make data available after minimal, well-documented processing and to establish a culture of reproducibility and transparency in relation to how their data are subsequently cleaned and prepared by researchers prior to analysis. For example, researchers could be encouraged to share best practice guidelines or code related to data cleaning and preparation. This would require collaboration between data owners, research institutions and funding bodies as the current climate of ‘publish or perish’ does little to incentivise the publication of research resources that fall outside the traditional peer-reviewed journal article. Much more needs to be done to foster a culture which recognises and rewards the value of contributions that promote reproducible research and reduce duplication of effort across the research community [70], such as depositing code for re-use, contributing to metadata and developing dataset documentation. One example, suggested by Denaxas et al. [4], would be to embed the practice of citing algorithms, code and other tools used to create and prepare research-ready datasets in recognition of their contribution to a study in the same way that researchers cite published articles.

Conclusion

Administrative data are an extremely valuable, but under-utilised, research resource in the UK. There has been considerable interest and financial investment in making administrative data research-ready in recent years, but, there is no clear definition of what this entails. Our findings should help to frame discussions between data owners and researchers about how we conceptualise research-ready administrative data and provide opportunities to develop common principles and standards. The characteristics we have identified in this analysis could act as a starting point to develop a set of principles and common standards for research-ready administrative data which could then be used to evaluate the utility of administrative data resources [64]. In the more immediate term, our proposed characteristics could act as a useful framework for drawing together and cataloguing existing resources relevant to research-ready administrative data owners and users (e.g., the GUILD reporting guidelines for linked data [71] and HDR UK metadata standards [72] which are useful resources related to documenting different aspects of a research-ready dataset). This would also allow areas where there are gaps in terms of best practice guidelines to be identified and addressed through collaborative efforts of data owners and researchers.
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Supplementary Table 1: Search strings used in systematic review

| Main search (28th June 2021) | String |
|------------------------------|--------|
| **Electronic database**      |        |
| Embase (via Ovid)            | (“research-ready” or “research ready”) AND (administrative OR operational OR routinely-collected OR “routinely collected” OR records OR data?) |
| MEDLINE (via Ovid)           | (“research-ready” or “research ready”) AND (administrative OR operational OR routinely-collected OR “routinely collected” OR records OR data?) |
| PubMed                       | (“research-ready” or “research ready”) AND (administrative OR operational OR routinely-collected OR “routinely collected” OR records OR data?) |
| Scopus                       | ALL ( ( {research-ready} OR {research ready}) AND (administrative OR operational OR {routinely-collected} OR {routinely collected} OR records OR data* ) ) |
| ProQuest Central             | ft(research N/0 ready) AND ft(administrative OR operational OR (routinely N/0 collected) OR records OR data* ) NOT ab(pilot OR experiment* OR participants OR randomised) RESTRICTED TO scholarly journals |
| CINAHL Plus                  | TX (“research ready”) AND TX ( administrative OR operational OR “routinely collected” OR records OR data* ) ) |
| Web of Science Core Collection | ALL = (research-ready) AND ALL = (administrative OR operational OR “routinely collected” OR records OR data* ) |

| Supplementary search (7th July 2021) | String |
|--------------------------------------|--------|
| **Website**                          |        |
| Google Scholar                       | (“research-ready” or “research ready”) AND (administrative OR operational OR routinely-collected OR “routinely collected” OR records OR data?) |
| International Journal of Population Data Science | (“research-ready” OR “research ready”)} |