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Abstract

The fusion of multispectral and panchromatic images is always dubbed pan-sharpening. Most of the available deep learning-based pan-sharpening methods sharpen the multispectral images through a one-step scheme, which strongly depends on the reconstruction ability of the network. However, remote sensing images always have large variations, as a result, these one-step methods are vulnerable to the error accumulation and thus incapable of preserving spatial details as well as the spectral information. In this paper, we propose a novel two-step model for pan-sharpening that sharpens the MS image through the progressive compensation of the spatial and spectral information. Firstly, a deep multiscale guided generative adversarial network is used to preliminarily enhance the spatial resolution of the MS image. Starting from the pre-sharpened MS image in the coarse domain, our approach then progressively refines the spatial and spectral residuals over a couple of generative adversarial networks (GANs) that have reverse architectures. The whole model is composed of triple GANs, and based on the specific architecture, a joint compensation loss function is designed to enable the triple GANs to be trained simultaneously. Moreover, the spatial-spectral residual compensation structure proposed in this paper can
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be extended to other pan-sharpening methods to further enhance their fusion results. Extensive experiments are performed on different datasets and the results demonstrate the effectiveness and efficiency of our proposed method.
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1. Introduction

Pan-sharpening aims to enhance the resolution of multispectral (MS) image with the help of a panchromatic (PAN) image. MS images have high spectral resolution but low spatial resolution, while PAN images have high spatial resolution and low spectral resolution. Then pan-sharpening is also an image fusion technique, to obtain an image that has high-resolution in both spatial and spectral domain. Such an image has a wide range of applications, such as image classification [1, 2], change detection [3, 4] and segmentation [5]. Compared with natural image fusion, remote sensing (RS) image fusion has its specific complexity due to the fact that RS images always have a wider horizon and eventually contain more types of land covers. Furthermore, the abundant spectral bands of MS images also exacerbate the difficulties. The specific characteristics of RS images and the rigorous demand that an MS image should have both high spatial and high spectral resolution for subsequent applications increase the difficulties of pan-sharpening task.

Over the last decade, various pan-sharpening methods are proposed [6, 7, 8]. They can be divided into three categories: component substitution (CS) based methods, multiresolution analysis (MRA) based methods and optimization restoration (OR) based methods [8]. CS family first projects MS channels to other spaces where the spatial and spectral components are assumed to be separated, then the spatial component of MS is replaced with the PAN image. Improved adaptive intensity-hue-saturation (IAIHS) method [9], nonlinear intensity-hue-saturation (NIHS) [10] method and clustered image-based method [11] are examples of recently proposed CS-based methods. Because the overlap
between spatial and spectral components exists more or less, the substitution of the spatial component results in serious spectral distortion. MRA family extracts the spatial details of the PAN image through a multiresolution decomposition such as contourlet transform [12], curvelet transform [13], support tensor transform [14], and morphological operators [15], then the spatial details are injected into the low-resolution MS image. This type of methods can better reduce the spectral distortion generally, but they tend to produce some spatial degradation like blocky and aliasing artifacts. OR-based methods mainly recast pan-sharpening as an inverse problem and try to restore the high-resolution MS image from PAN and low-resolution MS image. Owing to that the restoration is an ill-posed problem, total variation [16] and sparse representation [17] are usually employed as the regularization terms for OR-based methods. This type of methods proved to be effective not only in preserving spectral information but also in improving the spatial details of original MS images.

Recently, deep learning (DL) based methods have been proposed to pan-sharpening [18, 19, 20, 21, 22, 23]. The first DL based pan-sharpening method assumed that the relationship between high-resolution and low-resolution MS image patches is the same as that between the corresponding PAN image patches, and then utilized a sparse denoising auto-encoder to learn this relationship. Similarly, Xing et al. [19] also utilized the auto-encoder model to reconstruct high-resolution MS patches based on low/high-resolution PAN image patches and low-resolution MS image patches, but the authors first divided image patches into several categories to construct different geometric manifolds and then trained the auto-encoders with corresponding image patches. Motivated by the super-resolution convolutional neural network (SRCNN) [24] that is proposed for natural image super-resolution task, Masi et al. [20] proposed a pan-sharpening neural network (PNN), in which the convolutional neural network (CNN) is used to model the pan-sharpening process as an end-to-end mapping. Although the architecture of PNN is the same as SRCNN that is designed for natural images, the domain-specific knowledge in RS imagery is introduced to improve the fusion performance. Later, Scarpa et al. [25] explored several architectural and
training variations to the PNN baseline, and achieved further performance gains with a lightweight network that trains very fast. Following the idea of [20], Wei et al. introduced residual learning into CNN based pan-sharpening [21], where a much deeper network is employed to take full advantage of residual learning. Supported by the residual learning architecture, the network can be designed deep, and the training can converge quickly. However, these methods simply regard pan-sharpening as a regression problem and do not emphasize the spatial enhancement and spectral preservation [22].

To take problem-specific knowledge into consideration, Yang et al. utilized a “spectra-mapping” procedure to propagate spectral information [22], and the model is trained in the high-pass domain to focus on spatial structures. Yuan et al. also proposed a multiscale and multi-depth convolutional neural network (MSDCNN) [23] that made use of three different sizes of convolutional filters to achieve multiscale feature extraction and two networks with different depth to achieve multi-depth. The authors believed that multiscale feature extraction helps to learn more robust convolutional filters.

Motivated by the facts that GANs can provide a powerful framework for generating plausible-looking natural images and that the adversarial procedure encourages the reconstructions to move towards regions of the search space with a high probability of containing photo-realistic images [26], in this paper, we propose a two-step pan-sharpening framework based on progressive compensation generative adversarial networks (PC-GANs). The PC-GANs model is mainly composed of two modules, i.e., deep multiscale guidance (DMG) module and the spatial-spectral residual compensation (SSRC) module. In the first step, the PAN features are utilized as the deep spatial guidance to enhance the spatial resolution of MS image, which is in accordance with the main propose of pan-sharpening, and the guidance network can be trained by strong supervision. In order to further emphasize the spatial details and spectral information of the pre-pansharpened MS image, a spatial-spectral residual compensation module is used. The SSRC module is composed of two reverse generative adversarial networks (GANs) that propagate spatial-spectral information from coarse-to-fine...
(C2F) or fine-to-coarse (F2C), which ensures the information flow cyclically. Finally, based on the structure of PC-GANs, a new loss function is designed to train the triple GANs simultaneously. In general, the main contributions are as follows:

1) We design a two-step pan-sharpening method by progressively compensating the spatial and spectral residuals on the pre-sharpened MS image. The compensation in both the coarse and fine domain helps to automatically refine the result of the first step, and well enhance the spatial and spectral resolution of it.

2) An SSRC module that consists of a couple of reverse GANs is proposed to map the spatial-spectral residuals cyclically. Such a structure makes the compensation of spatial-spectral residuals realized in both the coarse and fine domains by a coupled GANs and enhances the spatial details and at the same time improves the spectral resolution.

3) For the unique structure of PC-GANs, we propose a joint compensation loss function that enables the triple GANs to be trained simultaneously.

The remainder of this paper is organized as follows. Section 2 analyzes the related GAN-based pan-sharpening methods. Section 3 details our proposed approach. Experimental results and corresponding discussions are presented in Section 4. In Section 5 we provide the ablation studies. The analysis of SSRC strategy is given in Section Section 6. Finally, conclusions are given in Section 7.

2. Related Work

The first pan-sharpening method that utilized the GAN structure is the Pan-sharpening GAN (PSGAN) [28]. In PSGAN, a two-stream fusion architecture acted as a generator, and a fully convolutional network acted as the discriminator. However, due to the fact that the fusion is conducted by encoding the concatenated features extracted from MS and PAN, the importance of PAN images is not prominent. Zhu et al. [29] proposed a multi-discriminator
Figure 1: Fusion results of one-step GAN-based method (PanGAN) and proposed method.  
(a) Source images and the reference image.  (b) PanGAN [27], and (c) Proposed method. The first row, second row and the third row of (b) and (c) show the fusion results, the difference maps and the SAM maps, respectively.

GAN structure that discriminated not only the pixel differences but also two major attributes in pan-sharpening, i.e., spectral preservation and the spatial enhancement. But the generator is modeled by a pre-trained VGG network, which is not designated for the remote sensing imagery, and leads to spectral distortion. Later, Gastineau et al. [30] transformed original images to YCbCr space and then utilized two discriminators to decouple the two tasks of spectral preservation and spatial preservation. Though it could obtain a better fusion result, the transformation of MS to YCbCr space is still controversial. Similarly, Ma et al. [27] also proposed an unsupervised pan-sharpening framework, i.e., PanGAN, where the generator was associated with a spectral discriminator and a spatial discriminator. PanGAN is totally an unsupervised pan-sharpening
method and obtains well results. All above GAN-based pan-sharpening methods are one-step fusion, which strongly depends on the reconstruction ability of the network. However, remote sensing images always have large variations, as a result, fusion models should be carefully designed and trained to make them keep spatial and spectral details as many as possible. Figure 1 shows the spatial difference and spectral angle mapper (SAM) of the one-step GAN-based pan-sharpening method and the proposed one, where the higher values of SAM means more serious spectral distortion. It can be observed that the one-step GAN-based method loss some spatial details, and has higher SAM values. Because the SAM map can well measure the loss of spectral information, it means that the spectral distortion also happens.

3. Proposed Method

The whole PC-GANs model shown in Figure 2 mainly contains two modules, i.e., DMG module and SSRC module. In this section, we first provide an overview of the PC-GANs, and then detail the two modules. Finally, aiming at this specific structure, a joint compensation loss function is proposed to train this model efficiently and thoroughly.

3.1. Overview of the PC-GANs

Figure 2 shows the overall structure of proposed method. PC-GANs have two modules, i.e., DMG module and SSRC module, where the SSRC module
is composed of a C2F generator, an F2C generator and two discriminators \( D_C \) and \( D_F \).

In general, PC-GANs take the PAN image \( I_1 \in \mathbb{R}^{M \times M} \) and the MS image \( I_2 \in \mathbb{R}^{m \times m \times b} \) as inputs, where \( M = r \times m \) and \( r \) is the ratio of their spatial resolution. In the first step, they are prefused by DMG module, and the prefused image \( F_d \in \mathbb{R}^{M \times M \times b} \) is then taken as the input of C2F to generate the final fusion result \( F_f \in \mathbb{R}^{M \times M \times b} \) of which the spatial-spectral information can be compensated by the SSRC module. Correspondingly, an F2C takes the reference image \( R \in \mathbb{R}^{M \times M \times b} \) as the input and generates an adaptive image \( F_c \in \mathbb{R}^{M \times M \times b} \) in the coarse domain to accomplish the refinement of the result of DMG module. The inputs of \( D_F \) are \( F_f \) and \( R \), both of which are in the fine domain, therefore, \( D_F \) is the discriminator in the fine domain. On the contrary, \( F_c \) and \( F_d \) are in the coarse domain, and they are taken as the inputs of the discriminator \( D_C \) in the coarse domain.

C2F and \( D_F \) together with F2C and \( D_C \) constitute two GANs. Actually, the DMG module and \( D_C \) also form a GAN structure. The main difference between \( \{ F_2 C, D_C \} \) and \( \{ DMG, D_C \} \) pairs is that the real samples for \( \{ DMG, D_C \} \) pair are fake samples for \( \{ F_2 C, D_C \} \) pair. That is, for example, \( F_c \) is the real sample for \( \{ DMG, D_C \} \) pair, however, it is the generated fake sample for \( \{ F_2 C, D_C \} \) pair. As a result, \( \{ F_2 C, D_C \}, \{ DMG, D_C \} \) and \( \{ C2F, D_F \} \) constitute our multiscale progressive compensation GANs (PC-GANs) model. The PC-GANs model continues to be optimized cyclically until reaches an equilibrium, and the spatial-spectral residuals are progressively compensated in this process.

3.2. Deep Multiscale Guidance Module

Our DMG module is motivated by the guided filter, which is first proposed in [31] and has wide applications as its edge-preserving property. In guided image filtering, the input image is filtered with the help of a guidance map, and the guidance map can be the input image itself or another different image. The basic assumption of the guided filter is a local linear model between the guidance map and the filtering output. In this paper, we propose a deep multiscale guidance
Figure 3: Structure of DMG module, where the low-resolution coefficients \( \{m^l_i, n^l_i\} \) are computed from available low-resolution images while high-resolution coefficients \( \{m^h_i, n^h_i\} \) are computed by up-sampling the low-resolution coefficients.

We first obtain the down-sampled version of \( I_1 \) by

\[
I_1^l = d_r(I_1)
\]

where \( d_r(\cdot) \) is the down-sampling operation that down-samples the image by a factor of \( r \). Then \( I_1 \) and \( I_1^l \) are fed to the network \( f(\cdot) \) to map the inputs to the feature space where the MS image \( I_2 \) can be linearly represented by the deep guidance maps, i.e.,

\[
I_{2,j} = m^l_k f(I_{1,j}^l) + n^l_k, \quad \forall j \in w_k,
\]

where \( w_k \) is a window that centered at the pixel \( k \), and \( (m^l_k, n^l_k) \) are linear coefficients between the two low spatial resolution images, and they are constant in \( w_k \). The coefficients can be estimated by minimizing the squared difference

\[
E(m^l_k, n^l_k) = \sum_{j \in w_k} \left( (m^l_k f(I_{1,j}^l) + n^l_k - I_{2,j})^2 + \lambda (m^l_k)^2 \right),
\]

in which \( \lambda \) is a regularization parameter. Because (3) is a linear ridge regression...
model \[32\], its solution is given by

\[
m^l_k = \frac{1}{|w|} \sum_{j \in w_k} f(I^l_{1,j})I_{2,j} - \mu_k \bar{x}_k \quad \sigma_k^2 + \lambda
\]

\[
n^l_k = \bar{x}_k - m^l_k \mu_k,
\]

where \(|w|\) denotes the number of pixels contained in \(w_k\) and \(\bar{x}_k = \frac{1}{|w|} \sum_{j \in w_k} I_{2,j}\) is the mean value of \(I_{2,j}\) in \(w_k\). \(\mu_k\) and \(\sigma_k^2\) are the mean and variance of the guidance \(f(I^l_{1,j})\) in \(w_k\). After obtaining \((m^l_k, n^l_k)\), we can obtain the low-resolution representation coefficients \(m^l\) and \(n^l\). Afterwards, the high-resolution representation coefficients \(m^h\) and \(n^h\) are obtained by

\[
m^h = u_r(m^l)
\]

\[
n^h = u_r(n^l)
\]

where \(u_r(\cdot)\) is the up-sampling operation and the up-sampling factor is \(r\). Correspondingly, the fusion result \(F_d\) becomes

\[
F_d = m^h \otimes f(I_1) + n^h,
\]

where "\(\otimes\)" represents the element-wise multiplication.

In this paper, the nonlinear mapping function \(f(\cdot)\) is modeled by a series of dilated convolutional layers. Because the dilated convolution can aggregate long-range contextual information without losing resolution \[33\], it ensures the preservation of spatial details in a multiscale manner. Let \(O^l(l = 1, ..., L)\) represent the output of \(l^{th}\) layer in the network, then

\[
O^l = \Phi(w_{l-1} *_{\gamma} O^{l-1} + b_{l-1})
\]

where \(w_{l-1}\) and \(b_{l-1}\) are the weights and biases of the network, and \(\Phi(\cdot)\) is the nonlinear activation function. The symbol "\(*_{\gamma}\)" is a dilated convolution with a dilation rate \(\gamma\). In this paper, the dilation rate is increased exponentially for the layers \(3 \leq l \leq L - 2\) and \(\gamma = 1\) for the first two layers together with the last two layers.

The training loss for the DMG module is

\[
\mathcal{L}_{DMG} = \| R - F_d \|_2^2
\]
3.3. Spatial-Spectral Residual Compensation Module

There are various land covers in remote sensed data and the spatial details contained in PAN are abundant. So, directly obtaining $m^h$ and $n^h$ through up-sampling of $m^l$ and $n^l$ inevitably leads to spatial loss. Therefore, we use an SSRC module to enhance the spatial resolution and at the same time compensate the spectral information in the second step.

The network architecture for SSRC module is shown in Figure 4. It has several coarse blocks (CBs) and fine blocks (FBs), and each CB has an up-sampling, a concatenate operation and a generator block (GB), while the FB is composed of a down-sampling, a concatenate operation and a GB.

Let $u_2(\cdot)$ and $d_2(\cdot)$ be the up-sampling and down-sampling operations. $u_2(\cdot)$ smooths and expands the $j \times j$ image to be the $2j \times 2j$ image, and $d_2(\cdot)$ blurs and decimates the $j \times j$ image to the $j/2 \times j/2$ image. For CBs, let $\{F_d^{(0)}, \ldots, F_d^{(R-1)}\}$, $\{I_h^{(0)}, \ldots, I_h^{(R)}\}$ and $\{D_h^{(1)}, \ldots, D_h^{(R)}\}$ denote the input images, the output images and the spatial details produced by GB. We firstly obtain $\{F_d^{(0)}, \ldots, F_d^{(R-1)}\}$ by progressively up-sampling the fusion results of DMG:

$$F_d^{(0)} = F_d$$

$$F_d^{(s)} = u_2 \left( u_2 \left( \ldots u_2 (F_d) \right) \right), s = 1, \ldots, R - 1$$

(9)

where $s$ is the up-sampling level, and $R$ is related to the spatial resolution ratio between images in the coarse domain and the fine domain. Suppose that
\( I^{(0)}_h = F_d \), then, the spatial details are obtained through

\[
D^{(s)}_h = G_s \left( \left[ I^{(s-1)}_h, F^{(s-1)}_d \right]_{\text{dim}} \right),
\]

in which \([A, B]_{\text{dim}}\) means the concatenation of \(A\) and \(B\) in the spectral dimension and \(G_s(\cdot)\) is the generator at the scale \(s\).

We can obtain \(\{I^{(1)}_h, ..., I^{(s)}_h, ..., I^{(R)}_h\}\) by

\[
I^{(s)}_h = \frac{u_2(I^{(s-1)}_h) + D^{(s)}_h}{2}
\]

After a cascade of CBs, the refined fusion result is

\[
F_f = I^{(R)}_h.
\]

Similarly, for FBs, the input images are \(\{R^{(0)}, ..., R^{(R-1)}\}\), and we use \(\{D^{(1)}_l, ..., D^{(R)}_l\}\) and \(\{I^{(0)}_l, ..., I^{(R)}_l\}\) to denote the detail images and output images. The input images are acquired by

\[
R^{(0)} = R
\]

\[
R^{(s)} = d_2 \left( d_2 \left( \ldots d_2 (R) \right) \right), s = 1, ..., R - 1
\]

and suppose \(I^{(0)}_l = R\), the detail images are

\[
D^{(s)}_l = G_s \left( \left[ I^{(s-1)}_l, R^{(s-1)} \right]_{\text{dim}} \right),
\]

then the output images are

\[
I^{(s)}_l = \frac{d_2(I^{(s-1)}_l) + D^{(s)}_l}{2}.
\]

Finally, the output of C2F is

\[
F_c = I^{(R)}_l.
\]

3.4. Joint Compensation Loss Function

Based on the specific structure of PC-GANs, we propose a joint compensation loss function that enables the triple GANs to be trained simultaneously.
Roughly, we formulate the joint compensation loss function $L_{JC}$ as the weighted sum of an adversarial loss $L_{Adv}$, a cycle-consistent loss $L_{Cyc}$ and a reconstruction loss $L_R$\

$$L_{JC} = L_{Adv} + \lambda_1 L_{Cyc} + \lambda_2 L_R$$  \hspace{1cm} (17)$$

where $\lambda_1$ and $\lambda_2$ control the relative importance of the cycle-consistent loss and the reconstruction loss.

For presentation clarity, DMG, C2F and F2C are represented by $G_{DMG}(\cdot)$, $D_{C2F}(\cdot)$ and $G_{F2C}(\cdot)$, respectively. In the following, we detail the loss function for PC-GANs.

(1) Adversarial Loss: In this paper, we adopt the least-squares GAN (LS-GAN) [34] objective for training, and the training objectives for DMG, C2F and F2C are

$$L_{Adv}^{G_{DMG}} = \frac{1}{2} \left( D_C(G_{DMG}(I_1, I_2)) - a \right)^2$$

$$L_{Adv}^{G_{C2F}} = \frac{1}{2} \left( D_F(G_{C2F}(G_{DMG}(I_1, I_2))) - a \right)^2$$

$$L_{Adv}^{G_{F2C}} = \frac{1}{2} \left( D_C(G_{F2C}(R)) - a \right)^2$$  \hspace{1cm} (18)$$

where $a$ denotes the value that the generators want the discriminators to believe for fake samples.

For discriminators, the training objectives are

$$L_{D_{DMG}} = \frac{1}{2} \left( D_C(G_{DMG}(I_1, I_2)) - b \right)^2 + \frac{1}{2} \left( D_C(G_{F2C}(R)) - c \right)^2$$

$$L_{D_{C2F}} = \frac{1}{2} \left( D_C(G_{DMG}(I_1, I_2)) - c \right)^2 + \frac{1}{2} \left( D_C(G_{F2C}(R)) - b \right)^2$$

$$L_{D_F} = \frac{1}{2} \left( D_F(R) - c \right)^2 + \frac{1}{2} \left( D_F(G_{C2F}(G_{DMG}(I_1, I_2))) - b \right)^2$$  \hspace{1cm} (19)$$

where $b$ and $c$ are the labels for fake and real samples. We set $a = 1$, $b = 0$ and $c = 1$ in our method according to the advice given in [34].

(2) Reconstruction Loss: Basically, the generated images should have the most similar spatial structures and spectral information with the images in the
same domain. Therefore, the reconstruction loss is introduced

\[ L^{R}_{G_{C2F}} = \frac{1}{2} \| G_{C2F}(G_{DMG}(I_1, I_2)) - R \|_2^2 \]

\[ L^{R}_{G_{F2C}} = \frac{1}{2} \| G_{F2C}(R) - G_{DMG}(I_1, I_2) \|_2^2 \]  \hspace{1cm} (20)

(3) Cycle-Consistent Loss: Due to the fact that our PC-GANs model has a cyclic structure, it will benefit a lot from the cycle-consistent loss \[35\]. It is supposed that \( F_d = G_{DMG}(I_1, I_2) \), and based on the structure of PC-GANs, the transformed images can be brought back to their original forms, i.e., \( F_d \rightarrow G_{C2F}(F_d) \rightarrow G_{F2C}(G_{C2F}(F_d)) \approx F_d \).

Then the cycle-consistent loss for PC-GANs is defined as

\[ L^{Cyc}_{G_{C2F}} = \frac{1}{2} \| G_{F2C}(G_{C2F}(G_{DMG}(I_1, I_2))) - G_{DMG}(I_1, I_2) \|_2^2 \]

\[ L^{Cyc}_{G_{F2C}} = \frac{1}{2} \| G_{C2F}(G_{F2C}(R)) - R \|_2^2 \]  \hspace{1cm} (21)

In conclusion, PC-GANs can be trained jointly. Owing to the fact that the DMG generator has been pre-trained by the strong supervision, we train the DMG firstly by alternately optimizing \( L^{DMG}_{Dc} \) and \( L^{Adv}_{DDMG} \). After training the DMG, C2F and F2C are optimized by the following joint loss functions

\[ L^{JC}_{G_{C2F}} = L^{Adv}_{G_{C2F}} + \lambda_1 L^{Cyc}_{G_{C2F}} + \lambda_2 L^{R}_{G_{C2F}} \]

\[ L^{JC}_{G_{F2C}} = L^{Adv}_{G_{F2C}} + \lambda_1 L^{Cyc}_{G_{F2C}} + \lambda_2 L^{R}_{G_{F2C}} \]  \hspace{1cm} (22)

When training the F2C, \( L^{F2C}_{Dc} \) and \( L^{JC}_{G_{F2C}} \) are optimized, whereas, the C2F is trained by minimizing \( L_{Dc} \) and \( L^{JC}_{G_{C2F}} \) alternately. It should be noted that the DMG is also trained along with the optimization of F2C and C2F. Therefore, the training of PC-GANs is a joint cyclic training strategy.

4. Experimental Results and Analysis

In this section, some experimental results will be presented to demonstrate the effectiveness of our proposed PC-GANs for pan-sharpening. First, we briefly introduce the datasets. Then, we give the analysis of network configuration and
the investigations of some hyper-parameters. Finally, seven state-of-the-art pansharpening methods including the Gram–Schmidt adaptive (GSA) \cite{36}, generalized Laplacian pyramid with MTF-matched filter and high pass filtering injection model (MTF-GLP-HPM) \cite{37}, two-step sparse coding method with patch normalization (PN-TSSC) \cite{38}, target-adaptive PNN (TA-PNN) \cite{25}, DML-GMME \cite{19}, Gradient Transformation Prior for Pansharpening (GTP-PNet) \cite{39} and PanGAN \cite{27}, are used for comparisons both in quantitative and visual aspects. Among them, GSA \cite{36} belongs to the CS-based methods, and MTF-GLP-HPM \cite{37} belongs to the MRA-based methods. PN-TSSC \cite{38} is the OR-based method. TA-PNN \cite{25}, DML-GMME \cite{19}, GTP-PNet \cite{39} and PanGAN \cite{27} are in the family of DL-based approaches.

4.1. Datasets

Due to that the characteristics of RS images from different satellites are different, we train our network on two datasets independently, i.e., QuickBird (QB) and WorldView-4 (WV-4). For each dataset, there are totally 48900 patches that are randomly sampled from the corresponding satellite datasets, and we choose 39120 patches for training while the rest 9780 patches for validation. Afterwards, we crop another 200 test image pairs that are not contained in the training and validation set to form a test set. The test MS images have the size of $256 \times 256 \times 4$ and PAN images are composed of $1024 \times 1024$ pixels.

Figure 5 shows some test data illustrated in our experiments, which are
collected from QB and WV-4 satellites, and the red (R), green (G) and blue (B) bands are displayed for visualization. The MS images shown in Fig. 5 are interpolated by a polynomial kernel with 23 coefficients (EXP) \[6\]. Figure 5(a) and Figure 5(b) represent the urban area of Xi’an (China) from QB satellite, and the resolution is 2.44m and 0.61m for MS and PAN image, respectively. Figure 5(c) and Figure 5(d) show areas of Rio de Janeiro (Brazil) captured by WV-4 satellite \[1\] in May 2016, where the resolution of PAN and MS is 0.31m and 1.24m respectively. In the reduced resolution case, the original MS and PAN images are filtered by a Gaussian filter that is matched to the modulation transfer function (MTF) of sensors, and then they are down-sampled with a decimation factor of 4. After that, the original MS images are used as reference images according to Wald’s protocol \[40\]. The availability of reference images allows for the use of several widespread assessment indexes, such as Q4, SAM and ERGAS \[6\]. In the full resolution case, original MS and PAN are directly taken as inputs without other down-sampling or filtering operations. Therefore, there are no reference images, so we evaluate the fusion results by \(D_\lambda\), \(D_s\) and QNR indexes \[41\]. The ideal value of SAM, ERGAS, \(D_\lambda\) and \(D_s\) is zero, while that of Q4 and QNR is one.

4.2. Experimental Settings

1) Training Details: In order to train the model, reference images are required, therefore, we filter the original PAN and MS images with the MTF-matched Gaussian filter and down-sample them with a decimation factor of 4, then the original MS images are treated as reference images and the down-sampled MS and PAN are taken as the inputs for PC-GANs.

During training, the patch size is and the batch size is set to 16. The weights are initialized from a Gaussian distribution \(N(0,0.02)\). We use the Adam optimizer for generators and mini-batch gradient descent optimizer for discriminators to optimize the network parameters, where \(\beta_1 = 0.5\) and \(\beta_2 = \)

\[^1\]Available online: https://www.digitalglobe.com
0.999 in Adam algorithm. The learning rate is initialized as 0.0002 and it is divided by 2 every 100 epochs. The implementation is supported by the Tensorflow framework and the training is conducted on two GPUs (Nvidia GTX 1080Ti). The model has been trained 300 epochs in total, and the training time is about four hours.

| Network | Layer | Kernel Size | Dilation | Output Channels | Nonlinearity |
|---------|-------|-------------|----------|-----------------|--------------|
| 1       | 3 × 3 | 1           | 32       | LReLU           |
| 2       | 3 × 3 | 1           | 32       | LReLU           |
| 3       | 3 × 3 | 2           | 32       | LReLU           |
| 4       | 3 × 3 | 4           | 32       | LReLU           |
| 5       | 3 × 3 | 8           | 32       | LReLU           |
| 6       | 3 × 3 | 16          | 32       | LReLU           |
| 7       | 3 × 3 | 1           | 32       | LReLU           |
| 8       | 1 × 1 | 1           | 4        | -              |

Table 1: Configuration of DMG Module

![Figure 6: Different parameter configurations of DMG module with respect to (a) Q4 index, (b) SAM index, and (c) ERGAS index.](image)

2) Network Architectures: The configuration of the DMG module is shown in Table 1 where the dilation rates of the first two layers together with the last two layers are all set to 1, while they are increased from 2 to 16 for the middle four layers. When the dilation rate equals 16, the receptive field of layer six is \(65 \times 65\) and it finally increases to \(67 \times 67\) due to a followed \(3 \times 3\) convolution, which is
Table 2: Configuration of SSRC Module

| Network | Layer | Kernel Size | Stride | Output Channels | Nonlinearity |
|---------|-------|-------------|--------|-----------------|--------------|
| GB      | C1    | 3 × 3       | 2      | 4               | ReLU         |
|         | C2    | 3 × 3       | 2      | 8               | ReLU         |
|         | C3    | 3 × 3       | 2      | 16              | ReLU         |
|         | RB_x  | C1          | 3 × 3  | 1               | 16           | ReLU         |
|         | C2    | 3 × 3       | 1      | 16              | -            |
|         | D1    | 3 × 3       | 1/2    | 16              | ReLU         |
|         | D2    | 3 × 3       | 1/2    | 8               | ReLU         |
|         | D3    | 3 × 3       | 1/2    | 4               | -            |
| D_C/D_F | C1    | 3 × 3       | 1      | 32              | LReLU        |
|         | C2    | 3 × 3       | 2      | 64              | LReLU        |
|         | C3    | 3 × 3       | 2      | 128             | LReLU        |
|         | C4    | 3 × 3       | 2      | 256             | LReLU        |
|         | C5    | 3 × 3       | 2      | 512             | LReLU        |
|         | C6    | 3 × 3       | 1      | 512             | LReLU        |
|         | C7    | 3 × 3       | 1      | 1               | -            |

enough for our 64 × 64 training samples. It should be noted that the training patches are padded by the reflection padding, that is, the buffer zone is filled by reflecting the image about each edge. Moreover, the effects of channel numbers and kernel size of \( f(\cdot) \) are also explored. Figure 6 shows the average evaluation indexes on the QB dataset with different network configurations. For a specific index, one of the parameters is adjusted with another parameter fixed and a changing curve is obtained. For clarity, we shift the blue curve horizontally to make them intersect at a joint point \((k_3, c_{32f})\), where \(k_3\) and \(c_{32f}\) mean that the kernel size and channel numbers of \( f(\cdot) \) are 3 × 3 and 32 respectively. It can be observed from Figure 6 that this configuration obtains a tradeoff among Q4, SAM and ERGAS indexes. Moreover, the configuration of SSRC module is shown in Table 2 where GB and RB_x represent the generator block and the x-th residual block within the specific generator block. The letter C (D) in
the Layer column means that current layer is a convolutional (deconvolutional) layer. The nonlinear function used in our model is a rectified linear unit (ReLU) or a leaky ReLU (LReLU) with $\alpha = 0.2$. From the definition of the Laplacian pyramid, we know that we need $R = \log_2 r$ CBs to map low-resolution MS images $M_l \in \mathbb{R}^{m \times m \times 4}$ to corresponding high-resolution MS images $M_h \in \mathbb{R}^{M \times M \times 4}$ ($M = r \times m$, and $r = 4$ in this paper), so $R = 2$ is chosen. In order to guarantee the success of the adversarial training, the discriminators should have enough capacity, therefore, the channel numbers of discriminators double from 32 to 512 with the increase of the network depth for the first six layers, which proved to be effective from several experiments we have taken, and if the channel number of the first layer is 64, the number of parameters to be learned becomes too large while the capacity of the discriminator is not enough if the basic channel number is set to be 16. Therefore, the basic channel number is chosen as 32. It can be observed from Table 2 that there are three convolutional layers before $N$ residual blocks together with other corresponding three deconvolutional layers after the residual blocks. Such convolutional or deconvolutional layers act as down-sampling or up-sampling operations. We have conducted experiments on the QB dataset to investigate the influence of the number of residual blocks. The investigation is shown in Figure 7, where Q4 and SAM obtain the best mean values when $N = 6$ while ERGAS obtains its best value when $N = 7$. Finally, we choose $N = 6$, because Q4 and SAM results are the best and the ERGAS result is also admissible in this configuration.

Finally, experiments are also conducted to investigate the influence of $\lambda_1$.
4.3. Experimental Results at Reduced Resolution

Table 3: Evaluation Indexes of Different Methods on QuickBird Data at Reduced Resolution

| Method       | Q4  | SAM | ERGAS |
|--------------|-----|-----|-------|
| GSA          | 0.9456 | 2.9614 | 3.0288 |
| MTF-GLP-HPM  | 0.9479 | 3.2440 | 2.9126 |
| PN-TSSC      | 0.9526 | 3.8595 | 3.0661 |
| TA-PNN       | 0.9564 | 3.1055 | 2.6500 |
| DML-GMME     | 0.9605 | 2.9060 | 2.7298 |
| GTP-PNet     | 0.9529 | 3.8366 | 2.8074 |
| PanGAN       | 0.9427 | 4.5248 | 2.9539 |
| PC-GANs      | **0.9773** | **2.8485** | **2.5370** |

In this section, our PC-GANs based pan-sharpening method is compared with several state-of-the-art pan-sharpening methods on datasets acquired from
QB, and WV-4 satellites at the reduced resolution. Figure 9 and Table 3 show the fusion results of comparison methods and our proposed method on QB data. Due to the fact that the results are all zoomed out in this paper, we draw the error maps to clearly demonstrate the differences. The error values are first computed in each spectral band and then summed together to achieve the resulting error maps. It is obvious that the result of OR-based method, PN-TSSC [38], and DL-based methods, TA-PNN [25], DML-GMME [19], GTP-PNet [39], PanGAN [27] and PC-GANs, are better than traditional CS- and MRA-based methods. One can zoom in the figures to watch the differences, where the results of GSA [36], GTP-PNet [39] and PanGAN [27] have confronted spectral distortion. TA-PNN [25] and GTP-PNet [39] have over-enhanced the images, as a result, several artifacts appear in their results. On the contrary, MTF-GLP-HPM [37] and DML-GMME [19] results are blurry and loss some spatial details. In Figure 9(j), the spectral information is well preserved and the spatial details are fully contained. Thus, our proposed method has the best fusion product. The same conclusion can be drawn from Table 3 that our method enhances the spatial details and preserves the spectral information at the same time.

Table 4: Evaluation Indexes of Different Methods on WorldView-4 Data at Reduced Resolution

| Method          | Q4    | SAM   | ERGAS  |
|-----------------|-------|-------|--------|
| GSA             | 0.8220| 6.7066| 6.3613 |
| MTF-GLP-HPM     | 0.8980| 6.2763| 5.8909 |
| PN-TSSC         | 0.9009| 5.9762| 5.7953 |
| TA-PNN          | 0.9172| 5.7640| 5.3897 |
| DML-GMME        | 0.9024| 6.2230| 5.7176 |
| GTP-PNet        | 0.9034| 5.8316| 5.1840 |
| PanGAN          | 0.9068| 6.6713| 5.3160 |
| PC-GANs         | 0.9361| 5.4779| 4.8823 |
Moreover, the experiments on WV-4 data are also conducted. The fusion results and quality indexes are shown in Figure 10 and Table 4. Similarly, GSA [36], MTF-GLP-HPM [37], GTP-PNet [39], and PanGAN [27] are spectrally distorted. At the same time, the blurry effects and the aliasing effects appear respectively in the results of GSA [36] and MTF-GLP-HPM [37]. Because WV-4 data are high-resolution images, they have more spatial details. The results of PN-TSSC [38], DML-GMME [19], and TA-PNN [25] are slightly blurred, which are also concluded from the error maps that the spatial differences are larger than PC-GANs. The index evaluations listed in Table 4 also in accordance with our visual inspections.

4.4. Experimental Results at Full Resolution

In the full resolution experiments, the original MS and PAN are not downsampled. Due to the fact that there are no reference images for computing the difference images, a certain area of the fused image is zoomed in to verify the effectiveness of our method in the full resolution case.

Figs. 11-12 show the fusion results on QB and WV-4 datasets respectively. For QB dataset, there are some artifacts in Figs. 11(b)-(e), especially in the results of PN-TSSC [38] and TA-PNN [25], while the results of GTP-PNet [39] and PanGAN [27] are seriously spectral distorted. Although the image shown in Fig. 11(f) are comparable to that of our proposed method, it can carefully be seen from the zoomed-in areas that the edges of white areas seem to be a little blurry in Fig. 11(f).

For WV-4 data used in this paper, the fusion product GSA [36] method has weird color, and spectral distortion appears in the result of PanGAN [27]. It can be observed from Figure 12(d)-(f) that the aliasing effects together with the artifacts exist in the results of PN-TSSC [38], TA-PNN [25] and DML-GMME [19]. Oppositely, blurry effects arise in the results of MTF-GLP-HPM [37] and GTP-PNet [39] methods. Finally, our method outperforms other comparison methods and obtains a balance between spatial enhancement and spectral preservation. Quality evaluations given in Table 5 verify our conclusions as well.
Table 5: Evaluation Indexes of Different Methods at Full Resolution

| Method       | \(D_\lambda\)   | \(D_s\)   | QNR    |
|--------------|------------------|------------|--------|
|              | QB   | WV-4 | QB   | WV-4 | QB   | WV-4 |
| GSA          | 0.0306 | 0.0817 | 0.0302 | 0.0268 | 0.9401 | 0.8936 |
| MTF-GLP-HPM  | 0.0172 | 0.0320 | 0.0427 | 0.0632 | 0.9408 | 0.9068 |
| PN-TSSC      | 0.0325 | 0.0227 | 0.0223 | 0.0482 | 0.9459 | 0.9302 |
| TA-PNN       | 0.0192 | 0.0315 | 0.0285 | 0.0556 | 0.9528 | 0.9146 |
| DML-GMME     | 0.0197 | 0.0187 | \textbf{0.0179} | 0.0308 | 0.9627 | 0.9511 |
| GTP-PNet     | 0.0449 | 0.0362 | 0.0377 | 0.0519 | 0.9191 | 0.9138 |
| PanGAN       | 0.0143 | 0.0243 | 0.0264 | 0.0621 | 0.9597 | 0.9151 |
| PC-GANs      | \textbf{0.0137} | \textbf{0.0148} | \textbf{0.0186} | \textbf{0.0236} | \textbf{0.9680} | \textbf{0.9619} |

5. Ablation Studies

In this section, we conduct a comprehensive ablation study on QB dataset to evaluate the effects of DMG and SSRC modules on the final fusion results. We take the model shown in Figure 2 as our Baseline. The ablation study contains the following cases.

Case 1 (Without DMG module): In this case, the DMG module is replaced by an average operation, where the MS image is up-sampled and the PAN image is duplicated to make them have the same size, then the average operation is conducted on the MS and PAN image to obtain initial fusion result \(F_d\).

Case 2 (Without SSRC module): In this case, we simply abandon the SSRC module, and the model is trained only by the DMG loss \(L_{DMG}\). We evaluate the initial fusion result \(F_d\).

Case 3 (Without C2F generator): SSRC module is composed of two GANs, and in this case, the C2F generator and the discriminator \(D_F\) are discarded. Then the model is bidirectional, where MS and PAN images are fused by the DMG module, and the reference image is used to generate \(F_c\). The model in this case is trained by DMG loss \(L_{DMG}\), reconstruction loss and adversarial loss related only to F2C generator.
Case 4 (Without F2C generator): In this case, the F2C generator and the discriminator $D_C$ are discarded. Then it is a two-step model, where MS and PAN images are firstly fused by the DMG module, and the initial fusion result $F_d$ is enhanced by the C2F generator. The training loss of the first step is the DMG loss $L_{DMG}$ and that of the second step is the reconstruction loss and adversarial loss related only to C2F generator.

| Cases               | Q4     | SAM    | ERGAS  |
|---------------------|--------|--------|--------|
| Baseline            | 0.9773 | 2.8485 | 2.5370 |
| Case 1(w/o DMG)     | 0.9346 | 3.4412 | 3.6256 |
| Case 2(w/o SSRC)    | 0.8549 | 3.8968 | 4.5109 |
| Case 3(w/o C2F)     | 0.8327 | 4.7562 | 6.3010 |
| Case 4(w/o F2C)     | 0.8438 | 5.0038 | 6.4154 |

The evaluation indices of above four cases together with the baseline are demonstrated in Table 6. By comparing Baseline and Case 1, we find that the SSRC module can help to obtain a basically satisfactory final result even if the initial fusion result is obtained by a simple average operation. It can be observed from the comparison between Baseline and Case 2 that the SSRC module is very important and the better fusion results benefit not only from the SSRC structure but also the adversarial loss and the cycle-consistent loss. Case 3 and Case 4 are used to verify the necessity of two GANs in SSRC module. Once we discard one of them, the cyclic-structure is destroyed and the cyclic-consistent loss is useless. The model in Case 3 is a bidirectional model and that in Case 4 is also a two-step model, but both of them cannot obtain well fusion results. These studies demonstrate that each module in PC-GANs is important, and they work together to produce satisfactory results.
6. Analysis of SSRC Strategy

Since the DMG module can be used as a complete network to accomplish the pan-sharpening task, the first experiment is taken on the model that only utilizes the DMG module. Experimental results and quality indexes are shown in Figure 13 and Table 7. Although the use of dilated convolutions will extend the receptive field, images sharpened only by the DMG module are spectrally distorted and are lack of spatial details as well. The reasons are that the relatively deep network will result in information loss when back-propagating the gradients and the directly up-sampling of the coefficients will also introduce some inconsistency. However, results shown in Figure 13 (b) and Figure 13 (h) have a great improvement. Consequently, the DMG module should also be refined by the SSRC module to realize a progressive compensation of spatial and spectral residuals.

| Method       | Q4   |   | SAM   |   | ERGAS   |   |
|--------------|------|---|-------|---|---------|---|
|              | QB   | WV-4 | QB    | WV-4 | QB      | WV-4 |
| DMG          | 0.8549 | 0.8261 | 3.8968 | 6.6418 | 4.5109 | 7.1171 |
| DMG-SSRC     | 0.9773 | 0.9361 | 2.8485 | 5.4779 | 2.5370 | 4.8823 |
| GTP-PNet     | 0.9529 | 0.9034 | 3.8366 | 5.8316 | 2.8074 | 5.1840 |
| GTP-PNet-SSRC| 0.9616 | 0.9087 | 3.0184 | 5.7075 | 2.7981 | 5.0854 |
| PanGAN       | 0.9427 | 0.9068 | 4.5248 | 6.6713 | 2.9539 | 5.3160 |
| PanGAN-SSRC  | 0.9538 | 0.9155 | 2.9786 | 5.7194 | 2.7897 | 5.0018 |

One unanticipated finding is that even though the progressive compensation strategy is designed for DMG network, the trained SSRC structure can also be used to refine fusion results of other methods. To investigate the generalization of progressive compensation strategy to other pan-sharpening algorithms, we take GTP-PNet [39] and PanGAN [27] results as the inputs of SSRC structure respectively to obtain GTP-PNet-SSRC and PanGAN-SSRC results. Figure 13 also shows the results and corresponding error maps for this experiment.
From the error maps and the indexes shown in Table 7, we can observe that the refined results are better than original results in the spatial and spectral domain. Though the error maps of PanGAN [32] and PanGAN-SSRC are not evident, the spectral information has been corrected by the SSRC. The reason why GTP-PNet-SSRC and PanGAN-SSRC results are relatively inferior to DMG-SSRC (PC-GANs) is that in DMG-SSRC, the SSRC module not only refines the DMG result but also assists the DMG module in updating its parameters.

Above experiments demonstrate that the progressive compensation strategy presented in this paper has generalization ability and can be transplanted as a post-processing operation to other pan-sharpening methods.

7. Conclusions

We present a PC-GANs model, which focuses on multisource image fusion and is used for pan-sharpening in this paper. In the proposed PC-GANs based pan-sharpening method, the MS image is enhanced in a two-step scheme. In the first step, a deep multiscale guidance network is used to pan-sharpen the MS image, and in the second step, the fusion result is further enhanced by progressively compensating the spatial-spectral residuals, which is realized by the SSRC structure that is composed of a couple of multiscale GANs who have reversed structures. As a result, triple GANs constitute the PC-GANs model. Based on such a specific structure, we design a joint compensation loss function that not only considers the reconstruction loss but also takes the adversarial loss and cycle-consistent loss into account. Furthermore, the progressive compensation strategy can also be used for other pan-sharpening methods. Experimental results on datasets from QB and WV-4 satellites show the effectiveness of the proposed PC-GANs model.
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Figure 9: Fusion results and error maps on QuickBird data at the reduced resolution. (a) Original MS (up-sampled), (b) Reference. The fusion results of (c) GSA [36], (d) MTF-GLP-HPM [37], (e) PN-TSSC [38], (f) TA-PNN [26], (g) DML-GMME [19], (h) GTP-PNet [30], (i) PanGAN [27], and (j) PC-GANs, where the first row shows the original images or the fusion results and the second row of (a)-(j) shows the error maps between reference image and fusion results.
Figure 10: Fusion results and error maps on WorldView-4 data at the reduced resolution. (a) Original MS (up-sampled). (b) Reference. The fusion results of (c) GSA [36], (d) MTF-GLP-HPM [37], (e) PN-TSSC [38], (f) TA-PNN [20], (g) DML-GMME [19], (h) GTP-PNet [39], (i) PanGAN [27], and (j) PC-GANs, where the first row shows the original images or the fusion results and the second row of (a)-(j) shows the error maps between reference image and fusion results.
Figure 11: Fusion results on QuickBird data at full resolution. (a) EXP [6]. (b) GSA [36]. (c) MTF-GLP-HPM [37]. (d) PN-TSSC [38]. (e) TA-PNN [25] (f) DML-GMME [19]. (g) GTP-PNet [39]. (h) PanGAN [27] (i) PC-GANs.

Figure 12: Fusion results on WorldView-4 data at full resolution. (a) EXP [6]. (b) GSA [36]. (c) MTF-GLP-HPM [37]. (d) PN-TSSC [38]. (e) TA-PNN [25] (f) DML-GMME [19]. (g) GTP-PNet [39]. (h) PanGAN [27] (i) PC-GANs.
Figure 13: Comparison experiments on the progressive compensation strategy. The fusion results and error maps of (a) DMG, (b) DMG-SSRC (PC-GANs), (c) GTP-PNet [39], (d) GTP-PNet-SSRC, (e) PanGAN [27], and (f) PanGAN-SSRC on QuickBird data. The fusion results and error maps of (g) DMG, (h) DMG-SSRC (PC-GANs), (i) GTP-PNet [39], (j) GTP-PNet-SSRC, (k) PanGAN [27], and (l) PanGAN-SSRC on WorldView-4 data.