Deep meta-learning for the selection of accurate ultrasound based breast mass classifier
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Abstract—Standard classification methods based on handcrafted morphological and texture features have achieved good performance in breast mass differentiation in ultrasound (US). In comparison to deep neural networks, commonly perceived as ‘black-box’ models, classical techniques are based on features that have well-understood medical and physical interpretation. However, classifiers based on morphological features commonly underperform in the presence of the shadowing artifact and ill-defined mass borders, while texture based classifiers may fail when the US image is too noisy. Therefore, in practice it would be beneficial to select the classification method based on the appearance of the particular US image. In this work, we develop a deep meta-network that can automatically process input breast mass US images and recommend whether to apply the shape or texture based classifier for the breast mass differentiation. Our preliminary results demonstrate that meta-learning techniques can be used to improve the performance of the standard classifiers based on handcrafted features. With the proposed meta-learning based approach, we achieved the area under the receiver operating characteristic curve of 0.95 and accuracy of 0.91.
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I. INTRODUCTION

Ultrasound (US) imaging is widely used to assess and diagnose breast cancer. Various classic and deep learning based methods have been proposed for breast mass classification in US [1]. Deep neural networks have achieved excellent performance in breast mass differentiation, but are commonly perceived as black-box models difficult to incorporate into the clinical practice due to the lack of interpretability [2]. In contrast, standard classification techniques based on handcrafted features have established medical and physical interpretation. Flores et al. conducted a detailed comparison between the texture and morphological features in the case of the breast mass differentiation in US [3]. Results based purely on classification metrics indicated that the morphological features are the better performing features for the mass differentiation. However, authors did not investigate why the shape or texture based methods failed to correctly classify specific US images. Standard classification methods may fail to produce accurate predictions for breast mass US images for several reasons. For example, due to the shadowing artifact resulting in ill-defined mass borders the accurate estimation of the morphological features may be infeasible, see Fig. 1. Similarly, the texture based classifier may underperform when the US image is noisy or if the mass texture was adversely impacted by the US image processing algorithms [4]. Therefore, it should be expected in practice that the texture based methods will perform better on some cases while the shape based techniques will perform better on others.

In this work, we propose a deep meta-learning based approach to the selection of the appropriate standard classification method for particular breast mass US image. In machine learning literature, meta-learning techniques have been used to recommend classification algorithms for specific tasks and datasets [5]. Here, we develop a neural network that can automatically process input breast mass US image and recommend whether to apply the shape or texture based classifier for the analysis. By using meta-learning we aim to address the issues associated with the robustness of the standard classifiers. In our study, deep learning techniques are not used to directly classify breast masses, but to improve the performance of the standard methods based on well-understood handcrafted features.

II. METHODS

A. Dataset

To develop and evaluate the proposed approach, we used breast mass US images collected from three publicly available datasets: BUSI, RODTOOK and UDIAT [6]–[9]. The datasets were processed to remove US images that included scanner annotations within the breast mass regions, which could impact the estimation of the texture features. The dataset after the

Fig. 1. US images presenting breast masses with a) poorly defined shape due to the shadowing artifact and b) with a well-defined contour.
filtration contained 746 breast mass US images, 302 malignant and 444 benign. 8-fold cross-validation was used to assess the implemented techniques. For each fold, 1/8 and 7/8 of the dataset were used for the testing and training, respectively. Additionally, the training set was divided with a 50%/50% split into the development training set and the meta-training set. The development training set was used to train the standard classifiers while the meta-training set was utilized to train the meta-network to perform classifier selection. All sets were balanced to include the same ratio of the US images from each public dataset as well as the same ratio of the malignant and benign breast masses.

B. Standard classifiers

Following the work of Flores et al., we developed two standard classifiers to differentiate malignant and benign breast masses in US images [3]. The first classifier was based on shape parameters. In this case, the following 15 morphological features were determined based on the mass boundary outlines: depth-to-width ratio, mass area, circularity, roundness, normalized residual value, overlap ratio, convexity, orientation, long axis to short axis ratio, elliptic normalized skeleton, elliptic normalized circumference, mean of normalized radial length (NRL), standard deviation of NRL, area ratio and contour roughness [3], [10], [11]. The second classifier was trained with the texture features calculated using the gray-level co-occurrence matrix (GLCM) technique. We determined the following GLCM statistics based on the breast mass areas: contrast, correlation, energy, variance, maximum probability and auto-correlation [12]. Statistics were computed for two quantization levels (4 and 16), four orientations (0°, 45°, 90° and 135°) and two distances (1 and 5 pixels), resulting in 112 texture features. Extraction of the features is illustrated in Fig. 2. Shape features were calculated in Python while the texture features were computed in Matlab (The MathWorks, Inc., USA).

Logistic regression algorithm with the L1 loss was applied for the binary classification of malignant and benign breast mass. For each cross-validation fold, we used the development dataset to separately train the classifiers based on the shape and texture features. We employed class weights that were inversely proportional to the class frequencies in the training set to address the class imbalance problem. Additionally, based on the development training set the median and interquartile range were determined for each feature and used for feature scaling both in the case of the development training data and the samples from the test set and the meta-learning training set.

C. Meta-learning

For each cross-validation fold, the classifiers trained on the development training set were evaluated on the meta-learning training set to determine the reference for the training of the meta-network. For each US image from the meta-learning training set we determined the classification error with the following equation:

\[ e = |p - c|, \]

where \( p \) is the probability of mass malignancy outputted by the classifier and \( c \) stands for the breast mass class (0 for benign and 1 for malignant). Classification error approaches 0 when the classifier is accurate and 1 otherwise. For each US image from the meta-learning training set we selected the better performing standard method in respect to the classification error. Next, the meta-network was trained to output the better performing standard classifier for each US image, which corresponded to the binary classification setting. Our approach is illustrated in Fig. 3, we expect that the meta-network will learn to recommend the more accurate classifier for the particular US image based on particular image characteristics.

Meta-network was trained using the binary cross-entropy loss function. EfficientNetV2M convolutional neural network pre-trained on the ImageNet dataset served as the backbone for the meta-network [13]. The original dense layer was replaced by a dense layer equipped with the sigmoid activation function suitable for the binary classification problem. Gray-scale US images were converted to RGB and processed in the same way as the original ImageNet data used for the pre-training. Moreover, US images were cropped using regions of interest provided by the dataset creators and resized to the target image size of 256x256. Fine-tuning with the Adam optimizer and learning rate of 0.0001 was applied to train the meta-network. Calculations were performed in TensorFlow [14].
D. Evaluation

For each cross-validation fold, the morphological and texture-based classifiers trained on the development training set were evaluated on the test set. Additionally, we used the meta-network trained on the meta-learning training set to recommend the standard classifier for each test US image. To evaluate the implemented methods, we used the area under the receiver operating characteristic curve (AUC) and accuracy. Additionally, we evaluated the performance of an oracle that always recommends the better performing classifier. This approach corresponds to the best performance achievable with the classifiers based on the morphological and texture features in our meta-learning framework.

III. RESULTS AND DISCUSSION

Fig. 4 presents the relationship between the outputs (probabilities of malignancy) of the morphological and texture-based classifiers determined for the entire dataset. The correlation coefficient between the outputs was equal to 0.64, which shows that the agreement between the classifiers was fairly strong, but not perfect. In Fig. 4, we outlined with the red boxes the cases for which the classifiers strongly disagreed in the assigned probabilities of malignancy. This result suggests that for some breast masses only one of the classifiers should be preferred.

Table 1 summarizes the classification performance obtained for the investigated techniques. The morphological feature-based classifier achieved higher AUC value, 0.93, than the texture-based method, 0.88. This result confirms the findings of Flores et al. who reported that the morphological features are the better performing features for the breast mass differentiation [3]. The meta-learning-based classifier selection resulted in better performance than for the individual standard classifiers. In this case, we achieved AUC and accuracy of 0.95 and 0.91, respectively. Table 1 also presents the performance of an oracle that always recommends the better performing classifier for the test image. In this case, the obtained AUC and accuracy were equal to 0.99 and 0.96, respectively. This result shows that the meta-network did not select the better performing classifier for each US image. Moreover, the accuracy of 0.96 indicates that the perfect classification was not achievable on our dataset with the combination of the shape and texture-based classifiers.

As far as we know, in our work meta-learning was used for the first time to recommend suitable classifiers for the breast mass classification in US. Flores et al. compared the performance of the morphological and texture features for breast mass differentiation [3]. However, authors did not investigate the agreement between the classifiers or the reasons for which the classifiers fail to produce accurate predictions. Conclusions of the authors were based solely on the obtained AUC values. In contrary, we presented that the proposed meta-learning technique can be used to successfully select the better performing standard classifier for input US images. Compared to the shape-based classifier, with the proposed meta-learning-based approach we could increase the AUC value from 0.93 to 0.95.

The proposed approach partially addresses one of the important problems of the deep neural networks, which is the lack of interpretability. In this study, we did not develop a neural network to perform the diagnosis, but to improve the performance of the standard well-known classification methods. In practice, the deep learning methods may fail on new data due to data-shifts or adversarial attacks [16]. However, in the case of our approach, the classification is solely based on the handcrafted features. Even if the meta-network fail to recommend the better performing algorithm for the input US image, still one of the standard classifiers will be used for the analysis, which should grant a certain level of robustness.

In future, we plan to conduct additional experiments to better illustrate the proposed meta-learning-based approach. First, we would like to incorporate other classification methods into our framework. For example, it would be interesting to
include a classifier based on quantitative US parameters, like the backscatter coefficient [17]. Second, we plan to utilize techniques that can be used to generate saliency maps to understand where the convolutional meta-network is focusing in the input US image to output the recommendation [18]. Third, we would like to improve our framework and take into account the cases that were wrongly assessed by both classifiers. Presence of such cases should be considered when designing the reference for the training of the meta-network.

IV. CONCLUSION

In this preliminary study, we investigated the usefulness of the meta-learning techniques in the context of breast mass classification in ultrasound. We developed a meta-network that could recommend the most suitable standard classifier for particular breast mass US image. Obtained results demonstrated that meta-learning can be used to improve the performance of the standard classifiers based on handcrafted features.
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