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Abstract
Creating impact in real-world settings requires artificial intelligence techniques to span the full pipeline from data, to predictive models, to decisions. These components are typically approached separately: a machine learning model is first trained via a measure of predictive accuracy, and then its predictions are used as input into an optimization algorithm which produces a decision. However, the loss function used to train the model may easily be misaligned with the end goal, which is to make the best decisions possible. Hand-tuning the loss function to align with optimization is a difficult and error-prone process (which is often skipped entirely).

We focus on combinatorial optimization problems and introduce a general framework for decision-focused learning, where the machine learning model is directly trained in conjunction with the optimization algorithm to produce high-quality decisions. Technically, our contribution is a means of integrating common classes of discrete optimization problems into deep learning or other predictive models, which are typically trained via gradient descent. The main idea is to use a continuous relaxation of the discrete problem to propagate gradients through the optimization procedure. We instantiate this framework for two broad classes of combinatorial problems: linear programs and submodular maximization. Experimental results across a variety of domains show that decision-focused learning often leads to improved optimization performance compared to traditional methods. We find that standard measures of accuracy are not a reliable proxy for a predictive model’s utility in optimization, and our method’s ability to specify the true goal as the model’s training objective yields substantial dividends across a range of decision problems.

Introduction
The goal in many real-world applications of artificial intelligence is to create a pipeline from data, to predictive models, to decisions. Together, these steps enable a form of evidence-based decision making which has transformative potential across domains such as healthcare, scientific discovery, transportation, and more (Horvitz and Mitchell 2010; Horvitz 2010). This pipeline requires two technical components: machine learning models and optimization algorithms. Machine learning models use the data to predict unknown quantities; optimization algorithms use these predictions to arrive at a decision which maximizes some objective. Our concern here is combinatorial optimization, which is ubiquitous in real-world applications of artificial intelligence, ranging from matching applicants to public housing to selecting a subset of movies to recommend. We focus on common classes of combinatorial problems which have well-structured continuous relaxations, e.g., linear programs and submodular maximization. A vast literature has been devoted to combinatorial optimization (Korte et al. 2012). Importantly though, optimization is often insufficient without the broader pipeline because the objective function is unknown and must predicted via machine learning.

While machine learning has witnessed incredible growth in recent years, the two pieces of the pipeline are treated entirely separately by typical training approaches. That is, a system designer will first train a predictive model using some standard measure of accuracy, e.g., mean squared error for a regression problem. Then, the model’s predictions are given as input to the optimization algorithm to produce a decision. Such two-stage approaches are extremely common across many domains (Wang et al. 2006; Fang et al. 2016; Mukhopadhyay et al. 2017; Xue et al. 2016). This process is justified when the predictive model is perfect, or near-so, since completely accurate predictions also produce the best decisions. However, in complex learning tasks, all models will make errors and the training process implicitly trades off where these errors will occur. When prediction and optimization are separate, this tradeoff is divorced from the goal of the broader pipeline: to make the best decision possible.

We propose a decision-focused learning framework which melds the data-decisions pipeline by integrating prediction and optimization into a single end-to-end system. That is, the predictive model is trained using the quality of the decisions which it induces via the optimization algorithm. Similar ideas have recently been explored in the context of convex optimization (Donati, Amos, and Kolter 2017), but to our knowledge ours is the first attempt to train machine learning systems for performance on combinatorial decision-making problems. Combinatorial settings raise new technical challenges because the optimization problem is discrete. However, machine learning systems (e.g., deep neural networks) are often trained via gradient descent.

Our first contribution is a general framework for training
machine learning models via their performance on combinatorial problems. The starting point is to relax the combinatorial problem to a continuous one. Then, we analytically differentiate the optimal solution to the continuous problem as a function of the model’s predictions. This allows us to train using a continuous proxy for the discrete problem. At test time, we round the continuous solution to a discrete point.

Our second contribution is to instantiate this framework for two broad classes of combinatorial problems: linear programs and submodular maximization problems. Linear programming encapsulates a number of classical problems such as shortest path, maximum flow, and bipartite matching. Submodular maximization, which reflects the intuitive phenomena of diminishing returns, is also ubiquitous; applications range from social networks (Kempe, Kleinberg, and Tardos 2003) to recommendation systems (Viappiani and Boutilier 2010). In each case, we resolve a set of technical challenges to produce well-structured relaxations which can be efficiently differentiated through.

Finally, we give an extensive empirical investigation, comparing decision-focused and traditional methods on a series of domains. Decision-focused methods often improve performance for the pipeline as a whole (i.e., decision quality) despite worse predictive accuracy according to standard measures. Intuitively, the predictive models trained via our approach focus specifically on qualities which are important for making good decisions. By contrast, more generic methods produce predictions where error is distributed in ways which are not aligned with the underlying task.

**Problem description**

We consider combinatorial optimization problems of the form \( \max_{x \in \mathcal{X}} f(x, \theta) \), where \( \mathcal{X} \) is a discrete set enumerating the feasible decisions. Without loss of generality, \( \mathcal{X} \subseteq \{0, 1\}^n \) and the decision variable \( x \) is a binary vector. The objective \( f \) depends on a parameter \( \theta \in \Theta \). If \( \theta \) were known exactly, a wide range of existing techniques could be used to solve the problem. In this paper, we consider the challenging (but prevalent) case where \( \theta \) is unknown and must be inferred from data. For instance, in bipartite matching, \( x \) represents whether each pair of nodes were matched and \( \theta \) contains the reward for matching each pair. In many applications, these affinities are learned from historical data.

Specifically, the decision maker observes a feature vector \( y \in \mathcal{Y} \) which is correlated with \( \theta \). This introduces a learning problem which must be solved prior to optimization. As in classical supervised learning, we formally model \( y \) and \( \theta \) as drawn from a joint distribution \( P \). Our algorithm will observe training instances \( (y_1, \theta_1), \ldots, (y_N, \theta_N) \) drawn iid from \( P \). At test time, we are given a feature vector \( y \) corresponding to an unobserved \( \theta \). Our algorithm will use \( y \) to predict a parameter value \( \hat{\theta} \). Then, we will solve the optimization problem \( \max_{x \in \mathcal{X}} f(x, \hat{\theta}) \) to obtain a decision \( x^* \). Our utility is the objective value that \( x^* \) obtains with respect to the true but unknown parameter \( \theta \), \( f(x^*, \theta) \).

Let \( m : \mathcal{Y} \to \Theta \) denote a model mapping observed features to parameters. Our goal is to (using the training data) find a model \( m \) which maximizes expected performance on the underlying optimization task. Define \( x^*(\theta) = \arg \max_{x \in \mathcal{X}} f(x, \theta) \) to be the optimal \( x \) for a given \( \theta \). The end goal of the data-decisions pipeline is to maximize

\[
\mathbb{E}_{y, \theta \sim P} [f(x^*(m(y)), \theta)]
\]  

The classical approach to this problem is a two-stage method which first learns a model using a task-agnostic loss function (e.g., mean squared error) and then uses the learned model to solve the optimization problem. The model class will have its own parameterization, which we denote by \( m(y, \omega) \). For instance, the model class could consist of deep neural networks where \( \omega \) denotes the weights. The two-stage approach first solves the problem \( \min_{\omega} \mathbb{E}_{y, \theta \sim P} [\mathcal{L}(\theta, m(y, \omega))] \), where \( \mathcal{L} \) is a loss function. Such a loss function measures the overall “accuracy” of the model’s predictions but does not specifically consider how \( m \) will fare when used for decision making. The question we address is whether it is possible to do better by specifically training the model to perform well on the decision problem.

**Previous work**

There is a growing body of research at the interface of machine learning and discrete optimization (Vinyals, Fortunato, and Jaitly 2015; Bertsimas and Dunn 2017; Khalil et al. 2017; Khalil et al. 2017b; Khalil et al. 2017a). However, previous work largely focuses on either using discrete optimization to find an accuracy-maximizing predictive model or using machine learning to speed up optimization algorithms. Here, we pursue a deeper synthesis; to our knowledge, this work is the first to train predictive models using combinatorial optimization performance with the goal of improving decision making.

The closest work to ours in motivation is (Donti, Amos, and Kolter 2017), who study task-based convex optimization. Their aim is to optimize a convex function which depends on a learned parameter. As in their work, we use the idea of differentiating through the KKT conditions. However, their focus is entirely on continuous problems. Our discrete setting raises new technical challenges, highlighted below. Elmachtoub and Grigas (2017) also propose a means of integrating prediction and optimization; however, their method applies strictly to linear optimization and focuses on linear predictive models while our framework applies to nonlinear problems with more general models (e.g., neural networks). Finally, some work has noted that two-stage methods lead to poor optimization performance in specific domains (Beygelzimer and Langford 2009; Ford et al. 2015).

Our work is also related to recent research in structured prediction (Belanger, Yang, and McCallum 2017; Tu and Gimpel 2018; Niculae et al. 2018; Djolonga and Krause 2017), which aims to make a prediction lying in a discrete set. This is fundamentally different than our setting since their goal is to predict an external quantity, not to optimize and find the best decision possible. However, structured prediction sometimes integrates a discrete optimization problem as a module within a larger neural network. The closest such work technically to ours is (Tschiatschek, Sahin, et al. 2017b; Khalil et al. 2017a). However, previous work largely focuses on either using discrete optimization to find an accuracy-maximizing predictive model or using machine learning to speed up optimization algorithms. Here, we pursue a deeper synthesis; to our knowledge, this work is the first to train predictive models using combinatorial optimization performance with the goal of improving decision making.
and Krause 2018), who design a differentiable algorithm for submodular maximization in order to predict choices made by users. Their approach is to introduce noise into the standard greedy algorithm, making the probability of outputting a given set differentiable. There are two key differences between our approaches. First, their approach does not apply to the decision-focused setting because it maximizes the likelihood of a fixed set but cannot optimize for finding the best set. Second, exactly computing gradients for their algorithm requires marginalizing over the $k!$ possible permutations of the items, forcing a heuristic approximation to the gradient. Our approach allows closed-form differentiation.

Some deep learning architectures differentiate through gradient descent steps, related to our approach in the submodular setting. Typically, previous approaches explicitly unroll $T$ iterations of gradient descent in the computational graph [Domke 2012]. However, this approach is usually employed for unconstrained problems where each iteration is a simple gradient step. By contrast, our combinatorial problems are constrained, requiring a projection step to enforce feasibility. Unrolling the projection step may be difficult, and would incur a large computational cost. We instead exploit the fact that gradient ascent converges to a local optimum and analytically differentiate via the KKT conditions.

### General framework

Our goal is to integrate combinatorial optimization into the loop of gradient-based training. That is, we aim to directly train the predictive model $m$ by running gradient steps on the objective in Equation [1] which integrates both prediction and optimization. The immediate difficulty is the dependence on $x^*(m(y,\omega))$. This term is problematic for two reasons. First, it is a discrete quantity since $x^*$ is a decision from a binary set. This immediately renders the output nondifferentiable with respect to the model parameters $\omega$. Second, even if $x^*$ were continuous, it is still defined as the solution to an optimization problem, so calculating a gradient requires us to differentiate through the argmax operation.

We resolve both difficulties by considering a continuous relaxation of the combinatorial decision problem. We show that for a broad class of combinatorial problems, there are appropriate continuous relaxations such that we can analytically obtain derivatives of the continuous optimizer with respect to the model parameters. This allows us to train any differentiable predictive model via gradient descent on a continuous surrogate to Equation [1]. At test time, we solve the true discrete problem by rounding the continuous point.

More specifically, we relax the discrete constraint $x \in \mathcal{X}$ to the continuous one $x \in \text{conv}(\mathcal{X})$ where conv denotes the convex hull. Let $x(\theta) = \arg\max_{x \in \text{conv}(\mathcal{X})} f(x, \theta)$ denote the optimal solution to the continuous problem. To train our predictive model, we would like to compute gradients of the whole-pipeline objective given by Equation [1], replacing the discrete quantity $x^*$ with the continuous $x$. We can obtain a stochastic gradient estimate by sampling a single $(y, \theta)$ from the training data. On this sample, the chain rule gives

$$\frac{df(x(\theta), \theta)}{d\omega} = \frac{df(x(\theta), \theta)}{dx(\theta)} \frac{dx(\theta)}{d\theta} \frac{d\theta}{d\omega}$$

The first term is just the gradient of the objective with respect to the decision variable $x$, and the last term is the gradient of the model’s predictions with respect to its own internal parameterization.

The key is computing the middle term, which measures how the optimal decision changes with respect to the prediction $\hat{\theta}$. For continuous problems, the optimal continuous decision $x$ must satisfy the KKT conditions (which are sufficient for convex problems). The KKT conditions define a system of linear equations based on the gradients of the objective and constraints around the optimal point. Is is known that by applying the implicit function theorem, we can differentiate the solution to this linear system [Gold et al. 2016; Donti, Amos, and Kolter 2017]. In more detail, recall that our continuous problem is over $\text{conv}(\mathcal{X})$, the convex hull of the discrete feasible solutions. This set is a polytope, which can be represented via linear equalities as the set $\{x : Ax \leq b\}$ for some matrix $A$ and vector $b$. Let $(x, \lambda)$ be pair of primal and dual variables which satisfy the KKT conditions. Then differentiating the conditions yields that

$$\begin{bmatrix} \nabla^2 f(x, \theta) & A^T \\ \text{diag}(A)A & \text{diag}(Ax - b) \end{bmatrix} \begin{bmatrix} \frac{dx}{d\theta} \\ \frac{d\lambda}{d\theta} \end{bmatrix} = \begin{bmatrix} \frac{d\nabla f(x, \theta)}{d\theta} \\ 0 \end{bmatrix}$$

By solving this system of linear equations, we can obtain the desired term $\frac{d\theta}{d\omega}$. However, the above approach is a general framework; our main technical contribution is to instantiate it for specific classes of combinatorial problems.

Specifically, we need (1) an appropriate continuous relaxation, along with a means of solving the continuous optimization problem and (2) efficient access to the terms in Equation [2] which are needed for the backward pass (i.e., gradient computation). We provide both ingredients for two broad classes of problems: linear programming and submodular maximization. In each setting, the high-level challenge is to ensure that the continuous relaxation is differentiable, a feature not satisfied by naive alternatives. We also show how to efficiently compute terms needed for the backward pass, especially for the more intricate submodular case.

### Linear programming

The first setting that we consider is combinatorial problems which can be expressed as a linear program with equality and inequality constraints in the form

$$\max \; \theta^T x \; \text{ s.t. } Ax = b, \; Gx \leq h$$

Example problems include shortest path, maximum flow, bipartite matching, and a range of other domains. For instance, in a shortest path problem $\theta$ contains the cost for traversing each edge, and we are interested in problems where the true costs are unknown and must be predicted. Since the LP can be regarded as a continuous problem (it...
just happens that the optimal solutions in these example domains are integral, we could attempt to apply Equation 2 and differentiate the solution. This approach runs into an immediate difficulty: the optimal solution to an LP may not be differentiable (or even continuous) with respect to \( \theta \). This is because the optimal solution may “jump” to a different vertex. Formally, the left-hand side matrix in Equation 2 becomes singular since \( \nabla^2_x f(x, \theta) \) is always zero. We resolve this challenge by instead solving the regularized problem

\[
\max \theta^T x - \gamma \|x\|^2 \quad \text{s.t.} \ Ax = b, \ Gx \leq h \tag{4}
\]

which introduces a penalty proportional to the squared norm of the decision vector. This transforms the LP into a strongly concave quadratic program (QP). The Hessian is given by \( \nabla^2_x f(x, \theta) = -2\gamma I \) (where \( I \) is the identity matrix), which renders the solution differentiable under mild conditions (see supplement for proof):

**Theorem 1.** Let \( x(\theta) \) denote the optimal solution of Problem 2. Provided that the problem is feasible and all rows of \( A \) are linearly independent, \( x(\theta) \) is differentiable with respect to \( \theta \) almost everywhere. If \( A \) has linearly dependent rows, removing these rows yields an equivalent problem which is differentiable almost everywhere. Wherever \( x(\theta) \) is differentiable, it satisfies the conditions in Equation 2.

Moreover, we can control the loss that regularization can cause on the original, linear program:

**Theorem 2.** Define \( D = \max_{x, y \in \text{conv}(X)} \|x - y\|^2 \) as the squared diameter of the feasible set and \( \text{OPT} \) to be the optimal value for Problem 2. We have \( \theta^T x(\theta) \geq \text{OPT} - \gamma D \).

Together, these results give us a differentiable surrogate which still enjoys an approximation guarantee relative to the integral problem. Computing the backward pass via Equation 2 is now straightforward since all the relevant terms are easily available. Since \( \nabla_x \theta^T x = \theta \), we have \( \frac{\partial^2}{\partial \theta \partial x} f(x(\theta)) = I \). All other terms are computed from the optimal primal-dual pair \((x, \lambda)\) which is output by standard QP solvers. We can also leverage a recent QP solver (Amos and Kolter 2017) which maintains a factorization of the KKT matrix for a faster backward pass. At test time, we simply set \( \gamma = 0 \) to produce an integral decision.

**Continuous relaxation:** We employ the canonical continuous relaxation for submodular set functions, which associates each set function \( f \) with its multilinear extension \( F \) (Calinescu et al. 2011). We can view a set function as defined on the domain \([0, 1]^V\), where each element is an indicator vector which the items contained in the set. The extension \( F \) is a continuous function defined on the hypercube \([0, 1]^V\) as giving the marginal probability that each item is included in the set. \( F(x) \) is the expected value of \( f(S) \) when each item \( i \) is included in \( S \) independently with probability \( x_i \). In other words, \( F(x) = \sum_{S \subseteq V} f(S) \prod_{i \in S} x_i \prod_{i \notin S} 1 - x_i \). While this definition sums over exponentially many terms, arbitrarily close approximations can be obtained via random sampling. Further, closed forms are available for many cases of interest (Iyer, Jegelka, and Bilmes 2014). Importantly, well-known rounding algorithms (Calinescu et al. 2011) can convert a fractional point \( x \) to a set \( S \) satisfying \( \mathbb{E}[f(S)] \geq F(x) \); i.e., the rounding is lossless.

As a proxy for the discrete problem \( \max_{|S| \leq k} f(S) \), we can instead solve \( \max_{x \in \text{conv}(X)} F(x) \), where \( X = \{ x \in [0, 1]^V : \sum_i x_i \leq k \} \). Unfortunately, \( F \) is not in general concave. Nevertheless, many first-order algorithms still obtain a constant factor approximation. For instance, a variant of the Frank-Wolfe algorithm solves the continuous maximization problem with the optimal approximation ratio of \( (1 - 1/e) \) (Calinescu et al. 2011; Bian et al. 2017).

However, non-concavity complicates the problem of differentiating through the continuous optimization problem. Any polynomial-time algorithm can only be guaranteed to output a local optimum, which need not be unique (compared to strongly convex problems, where there is a single global optimum). Consequently, the algorithm used to select \( x(\theta) \) might return a different local optimum under an infinitesimal change to \( \theta \). For instance, the Frank-Wolfe algorithm (the most common algorithm for continuous submodular maximization) solves a linear optimization problem at each step. Since (as noted above), the solution to a linear problem may be discontinuous in \( \theta \), this could render the output of the optimization problem nondifferentiable.

We resolve this difficulty through a careful choice of optimization algorithm for the forward pass. Specifically, we use apply projected stochastic gradient ascent (SGA), which has recently been shown to obtain a \( \frac{1}{2} \)-approximation for continuous submodular maximization (Hassani, Soltanolkotabi, and Karbasi 2017). Although SGA is only guaranteed to find a local optimum, each iteration applies purely differentiable computations (a gradient step and projection onto the set \( \text{conv}(X) \)), and so the final output after \( T \) iterations will be differentiable as well. Provided that \( T \) is sufficiently large, this output will converge to a local optimum, which must satisfy the KKT conditions. Hence, we can apply our general approach to the local optimum returned by SGA. The following theorem shows that the local optima of the multilinear extension are differentiable:

**Theorem 3.** Suppose \( x^* \) is a local maximum of the multilinear extension, i.e., \( \nabla_x F(x^*, \theta) = 0 \) and \( \nabla_\theta^2 F(x^*, \theta) > 0 \). Then, there exists a neighborhood \( I \) around \( x^* \) such that...
the maximizer of $F(\cdot, \theta)$ within $\mathcal{I} \cap \text{conv}(\mathcal{X})$ is differentiable almost everywhere as a function of $\theta$, with $\frac{\partial x(\theta)}{\partial \theta}$ satisfying the conditions in Equation [2].

We remark that Theorem 3 requires a local maximum, while gradient ascent may in theory find saddle points. However, recent work shows that random perturbations ensure that gradient ascent quickly escapes saddle points and finds an approximate local optimum (Jin et al. 2017).

Efficient backward pass: We now show how the terms needed to compute gradients via Equation [2] can be efficiently obtained. In particular, we need access to the optimal dual variable $\lambda$ as well as the term $\frac{\partial x}{\partial \theta}$. These were easy to obtain in the LP setting but the submodular setting requires some additional analysis. Nevertheless, we show that both can be obtained efficiently.

Optimal dual variables: SGA only produces the optimal primal variable $x$, not the corresponding dual variable $\lambda$ which is required to solve Equation [2] in the backward pass. We show that for cardinality-constrained problems, we can obtain the optimal dual variables analytically given a primal solution $x$. Let $\lambda_i^L$ be the dual variable associated with the constraint $x_i \geq 0$, $\lambda_i^U$ with $x_i \leq 1$ and $\lambda^S$ with $\sum_i x_i \leq k$. By differentiating the Lagrangian, any optimum satisfies

$$\nabla_x f(x) - \lambda_i^L + \lambda_i^U + \lambda^S = 0 \quad \forall i$$

where complementary slackness requires that $\lambda_i^L = 0$ if $x_i > 0$ and $\lambda_i^U = 0$ if $x_i < 1$. Further, it is easy to see that for all $i$ with $0 < x_i < 1$, $\nabla_x f(x)$ must be equal. Otherwise, $x$ could not be (locally) optimal since we could increase the objective by finding a pair $i, j$ with $\nabla_x f(x) > \nabla_x f(x)$, increasing $x_i$, and decreasing $x_j$. Let $\nabla_*$ denote the shared gradient value for fractional entries. We can solve the above equation and express the optimal dual variables as

$$\lambda_i^S = -\nabla_*, \quad \lambda_i^L = \lambda_i^S - \nabla_x f, \quad \lambda_i^U = \nabla_x f - \lambda_i^S$$

where the expressions for $\lambda_i^L$ and $\lambda_i^U$ apply only when $x_i = 0$ and $x_i = 1$ respectively (otherwise, complementary slackness requires these variables be set to 0).

Computing $\frac{\partial}{\partial \theta} \nabla_x F(x, \theta)$: We show that this term can be obtained in closed form for the case of probabilistic coverage functions, which includes many cases of practical interest (e.g., budget allocation, sensor placement, facility location, etc.). However, our framework can be applied to arbitrary submodular functions; we focus here on coverage functions just because they are particularly common in applications. A coverage function takes the following form. There is a set of items $U$, and each $j \in U$ has a weight $w_j$. The algorithm can choose from a ground set $V$ of actions. Each action $a_j$ covers each item $j$ independently with probability $\theta_{ij}$. We consider the case where the probabilities $\theta$ are unknown and must be predicted from data. For such problems, the multilinear extension has a closed form

$$F(x, \theta) = \sum_{j \in U} w_j \left( 1 - \prod_{i \in V} (1 - x_{ij} \theta_{ij}) \right)$$

and we can obtain the expression

$$\frac{\partial}{\partial \theta_{kj}} \frac{\partial F(x, \theta)}{\partial x} = \begin{cases} -\theta_{ij} x_k \prod_{i \neq i, k} 1 - x_i \theta_{ij} & \text{if } k \neq i \\ \prod_{i \neq i, k} 1 - x_k \theta_{kj} & \text{otherwise.} \end{cases}$$

Experiments

We conduct experiments across a variety of domains in order to compare our decision-focused learning approach with traditional two stage methods. We start out by describing the experimental setup for each domain. Then, we present results for the complete data-decisions pipeline in each domain (i.e., the final solution quality each method produces on the optimization problem). We find that decision-focused learning almost always outperforms two stage approaches. To investigate this phenomenon, we show more detailed results about what each model learns. Two stage approaches typically learn predictive models which are more accurate according to standard measures of machine learning accuracy. However, decision-focused methods learn qualities which are important for optimization performance even if this leads to lower accuracy in an overall sense.

Budget allocation: We start with a synthetic domain which allows us to illustrate how our methods differ from traditional approaches and explore when improved decision making is achievable. This example concerns budget allocation, a submodular maximization problem which models an advertiser’s choice of how to divide a finite budget $k$ between a set of channels. There is a set of customers $R$ and the objective is $f(S) = \sum_{v \in R} 1 - \prod_{u \in S} (1 - \theta_{uv})$, where $\theta_{uv}$ is the probability that advertising on channel $u$ will reach customer $v$. This is the expected number of customers reached. Variants on this problem have been the subject of a great deal of research (Alon, Ganzu, and Tennenholtz 2012; Soma et al. 2014; Miyauchi et al. 2015).

In our problem, the matrix $\theta$ is not known in advance and must be learned from data. The ground truth matrices were generated using the Yahoo webscope (Yahoo 2007) dataset which logs bids placed by advertisers on a set of phrases. In our problem, the phrases are channels and the accounts are customers. Each instance samples a random subset of 100 channels and 500 customers. For each edge $(u, v)$ present in the dataset, we sample $\theta_{uv}$ uniformly at random in [0, 0.2]. For each channel $u$, we generate a feature vector from that channel’s row of the matrix, $\theta_u$ via complex nonlinear function. Specifically, $\theta_u$ is passed through a 5-layer neural network with random weight matrices and ReLU activations to obtain a feature vector $y_u$. The learning task is to reconstruct $\theta_u$ from $y_u$. The optimization task is to select $k$ channels in order to maximize the number of customers reached.

Bipartite matching: This problem occurs in many domains; e.g., bipartite matching has been used to model the problem of a public housing programs matching housing resources to applicants (Benabbou et al. 2018) or platforms matching advertisers with users (Belur and Kulkarni 2007). In each of these cases, the reward to matching any two nodes is not initially known, but is instead predicted from the features available for both parties. Bipartite matching can be formulated as a linear program, allowing us to apply our
decision-focused approach. The learning problem is to use node features to predict whether each edge is present or absent (a classification problem). The optimization problem is to find a maximum matching in the predicted graph.

Our experiments use the cora dataset (Sen et al. 2008). The nodes are scientific papers and edges represent citation. Each node’s feature vector indicating whether each word in a vocabulary appeared in the paper (there are 1433 such features). The overall graph has 2708 nodes. In order to construct instances for the decision problem, we partitioned the complete graph into 27 instances, each with 100 nodes, using metis (Karypis and Kumar 1998). We divided the nodes in each instance into the sides of a bipartite graph (of 50 nodes each) such that the number of edges crossing sides was maximized. The learning problem is much more challenging than before: unlike in budget allocation, the features do not contain enough information to reconstruct the citation network. However, a decision maker may still benefit from leveraging whatever signal is available.

**Diverse recommendation:** One application of submodular optimization is to select diverse sets of item, e.g. for recommendation systems or document summarization. Suppose that each item $i$ is associated with a set of topics $t(i)$. Then, we aim to select a set of $k$ items which collectively cover as many topics as possible: $f(S) = \left| \bigcup_{i \in S} t(i) \right|$. Such formulations have been used across recommendation systems (Ashkan et al. 2015), text summarization (Takamura and Okumura 2009), web search (Agrawal et al. 2009) and image segmentation (Prasad, Jegelka, and Batra 2014).

In many applications, the item-topic associations $t(i)$ are not known in advance. Hence, the learning task is to predict a binary matrix $\theta$ where $\theta_{ij} = 1$ if item $i$ covers topic $j$ and 0 otherwise. The optimization task is to find a set of $k$ items maximizing the number of topics covered according to $\theta$. We consider a recommendation systems problem based on the Movielens dataset (GroupLens 2011) in which 2113 users rated 10197 movies (though not every user rated every movie). The items are the movies, while the topics are the top 500 actors. In our problem, the movie-actor assignments are unknown, and must be predicted only from user ratings. This is a multilabel classification problem where we attempt to predict which actors are associated with each movie. We randomly divided the movies into 101 problem instances, each with 100 movies. The feature matrix $y$ contains the ratings given by each of the 2113 users for the 100 movies in the instance (with zeros where no rating is present).

**Algorithms and experimental setup:** In each domain, we randomly divided the instances into 80% training and 20% test. All results are averaged over 30 random splits. Our decision-focused framework was instantiated using feed-forward, fully connected neural networks as the underlying predictive model. All networks used ReLU activations. We experimented with networks with 1 layer, representing a restricted class of models, and 2-layer networks, where the hidden layer (of size 200) gives additional expressive power. We compared two training methods. First, the decision-focused approach proposed above. Second, a two stage approach that uses a machine learning loss function (mean squared error for regression tasks and cross-entropy loss for classification). This allows us to isolate the impact of the training method since both use the same underlying architecture. We experimented with additional layers but observed little benefit for either method. All networks were trained using Adam with learning rate $10^{-3}$. We refer to the 1-layer decision focused network as NN1-Decision and the 1-layer two stage network as NN1-2Stage (with analogous names for the 2-layer networks). We also compared to a random forest ensemble of 100 decisions trees (RF-2Stage). Gradient-based training cannot be applied to random forests, so benchmark represents a strong predictive model which can be used by two stage approaches but not by our framework. Lastly, we show performance for a random decision.

**Solution quality:** Table 1 shows the solution quality that each approaches obtains on the full pipeline; i.e., the objective value of its decision evaluated using the true parameters. Each value is the mean (over the 30 iterations) and a bootstrapped 95% confidence interval. For the budget allocation and diverse recommendation tasks, we varied the budget $k$. The decision-focused methods obtain the highest-performance across the board, tied with random forests on the synthetic budget allocation task.

| $k = $ | Budget allocation | Matching | Diverse recommendation |
|--------|-------------------|----------|------------------------|
| 5      | 49.18 ± 0.24      | 2.50 ± 0.56 | 15.81 ± 0.50          |
| 10     | 72.62 ± 0.33      | 6.15 ± 0.38 | 29.81 ± 0.85          |
| 20     | 98.95 ± 0.46      | 13.34 ± 0.77 | 52.43 ± 1.23          |
| NN1-Decision | 2.50 ± 0.56 | 15.81 ± 0.50 | 29.81 ± 0.85          |
| NN2-Decision | 6.15 ± 0.38 | 13.34 ± 0.77 | 52.43 ± 1.23          |
| NN1-2Stage | 98.95 ± 0.46 | 13.34 ± 0.77 | 52.43 ± 1.23          |
| NN2-2Stage | 15.81 ± 0.50 | 29.81 ± 0.85 | 52.43 ± 1.23          |
| RF-2Stage | 2.50 ± 0.56 | 15.81 ± 0.50 | 29.81 ± 0.85          |
| Random  | 15.81 ± 0.50 | 29.81 ± 0.85 | 52.43 ± 1.23          |
We start out by showing the accuracy of each method according to standard measures, summarized in Table 2. For classification domains (diverse recommendation, matching), we show cross-entropy (CE) and AUC. For regression (the budget allocation domain), we show mean squared error (MSE). For budget allocation and diverse recommendation, we fixed \( k = 10 \).

The two-stage methods are, in almost all cases, significantly more accurate than the decision-focused networks despite their worse solution quality. Moreover, no accuracy measure is well-correlated with solution quality. On budget allocation, the two decision-focused networks have the worst MSE but the best solution quality. On budget allocation, the two decision-focused networks have the worst MSE but the best solution quality. On diverse recommendation, NN2-2Stage has better cross-entropy loss but much worse solution quality than NN2-Decision. On diverse recommendation, NN2-2Stage has the best AUC but worse solution quality than either decision-focused network.

This incongruity raises the question of what differentiates the predictive models learned via decision-focused training. We now show more a more detailed exploration of each model’s predictions. Due to space constraints, we focus on the simpler case of the synthetic budget allocation task, comparing NN1-Decision and NN1-2Stage. However, the higher-level insights generalize across domains (see the supplement for more detailed visualizations).

Figure 1 shows each model’s predictions on an example instance. Each heat map shows a predicted matrix \( \theta \), where dark entries correspond to a high prediction and light entries to low. The first matrix is the ground truth. The second matrix is the prediction made by NN1-2Stage, which matches the overall sparsity of the true \( \theta \) but fails to recover almost all of the true connections. The last matrix corresponds to NN1-Decision and appears completely dissimilar to the ground truth. Nevertheless, these seemingly nonsensical predictions lead to the best quality decisions.

To investigate the connection between predictions and decision, Figure 2 aggregates each model’s predictions at the channel level. Formally, we examine the predicted out-weight for each channel \( u \), i.e., the sum of the row \( \theta_u \). This is a coarse measure of \( u \)’s importance for the optimization problem; channels with connections to many customers

|                | Budget allocation | Matching | Diverse recommendation |
|----------------|-------------------|----------|------------------------|
|               | MSE               | CE       | AUC                    | CE       | AUC       |
| NN1-Decision  | 0.8673e-02 ± 1.83e-04 | 0.994 ± 0.002 | 0.501 ± 0.011 | 1.053 ± 0.005 | 0.593 ± 0.003 |
| NN2-Decision  | 1.7118e-02 ± 2.65e-04 | 0.689 ± 0.004 | **0.560 ± 0.006** | 1.004 ± 0.022 | 0.577 ± 0.008 |
| NN1-2Stage    | 0.0501e-02 ± 2.67e-06 | 0.696 ± 0.001 | 0.499 ± 0.013 | 0.703 ± 0.001 | 0.389 ± 0.003 |
| NN2-2Stage    | 0.0530e-02 ± 2.27e-06 | **0.223 ± 0.005** | 0.498 ± 0.007 | 0.690 ± 0.000 | **0.674 ± 0.004** |
| RF-2Stage     | **0.0354e-02 ± 4.17e-06** | 0.693 ± 0.000 | 0.500 ± 0.000 | **0.689 ± 0.000** | 0.500 ± 0.000 |

Figure 1: (a) ground truth (b) NN1-2Stage (c) NN1-Decision

Figure 2: Left: our method’s predicted total out-weight for each item. Right: predictions from two stage method.

The next two domains, both based on real data, explore low-signal settings where highly accurate recovery is impossible. For regression (the budget allocation domain), we fixed \( k = 10 \).
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are more likely to be good candidates for the optimal set. Surprisingly, NN1-Decision’s predicted out-weights are extremely well correlated with the ground truth out-weights ($r^2 = 0.94$). However, the absolute magnitude of its predictions are skewed: the bulk of channels have low outweight (less than 1), but NN1-Decision’s predictions are all at least 13. By contrast NN1-2Stage has poorer correlation, making it less useful for identifying the outliers which comprise the optimal set. However, it better matches the values of low out-weight channels and hence attains better MSE. This illustrates how aligning the model’s training with the optimization problem leads it to focus on qualities which are specifically important for decision making, even if this compromises accuracy elsewhere.
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Proofs

Proof of Theorem 1. We start with the case where all rows of $A$ are linearly independent. Here, the result follows easily from Theorem 1 of (Amos and Kolter 2017) since the Hessian matrix is $\gamma I$ and hence guaranteed to be positive definite.

When $A$ has linearly dependent rows, we argue that these rows can be removed without changing the feasible region. Consider two rows $a_i$ and $a_j$ such that for all $x$, $a_i^\top x = ca_j^\top x$ for some scalar $c$. We are guaranteed that the problem is feasible, meaning that there exists an $x$ which satisfies both constraints simultaneously. For this $x$, we have $a_i^\top x = b_i$ and $a_j^\top x = b_j$. But since $a_i^\top x = ca_j^\top x$, we must have $b_i = cb_j$. Accordingly, constraint $i$ is satisfied if and only if constraint $j$ is satisfied, and so removing one of the constraints leaves the feasible set unchanged. Applying this argument inductively yields the theorem.

Proof of Theorem 2. Let $x_{max} = \arg\max_{y \in \text{conv}(X)} ||y||^2$.
We have that
\[
\theta^\top x(\theta) = \max_y \left[ \theta^\top y - \gamma ||y||^2 + ||x(\theta)||^2 \right]
\geq \max_{y} \left[ \theta^\top y - \gamma ||x_{max}||^2 + \gamma ||x(\theta)||^2 \right]
= \max_{y} \left[ \theta^\top y + \gamma (||x(\theta)||^2 - ||x_{max}||^2) \right]
\geq OPT - \gamma ||x(\theta) - x_{max}||^2
\geq OPT - \gamma D
\]
where the second inequality uses the reverse triangle inequality.

Proof of Theorem 3. Since $X = \{ x \in \{0,1\}^{|V|} : \sum_i x_i \leq k \}$, $\text{conv}(X)$ is described by the two inequality constraints $-Ix \leq 0$ and $1^\top x \leq k$. It is easy to see that the corresponding constraint matrix $A$ has full row rank. Even though $F$ is not concave, any stationary point $(x, \lambda)$ must satisfy the KKT conditions. By applying the implicit function theorem to differentiate these equations, we get the form
\[
\nabla^2_x F(x, \theta) A^T \text{diag}(\lambda) A \quad \text{diag}(Ax - b)
\]
So long as the right hand side matrix is invertible almost everywhere, the implicit function theorem guarantees that $\frac{d}{d\theta}$ exists in a neighborhood of $x$ and satisfies the above conditions. Note that at a local maximum, we have $\nabla^2_x F(x, \theta) \succ 0$, implying that the Hessian matrix must be invertible. Accordingly, it is easy to show that the RHS matrix is nonsingular by applying the same logic as (Amos and Kolter 2017) (Theorem 1).

Visualizations

We now show more detailed analysis of the predictions made by each model in the other two domains: diverse recommendation and bipartite matching. The general trends are similar to those observed in the main paper for budget allocation (although the results are somewhat messier for the real-data domains). We see that the decision-focused neural network makes apparently nonsensical predications. However, the out-weight that it predicts for each item is better correlated with the ground truth than for the two stage method.
Figure 3: Diverse recommendation predictions. Top to bottom: ground truth, our method’s prediction (by NN2-Decision), two stage prediction (by NN2-2Stage).

Figure 4: Diverse recommendation predicted outweight according to NN2-Decision (right) and NN2-2Stage (left).

Figure 5: Bipartite matching predictions. Left to right: ground truth adjacency matrix, our method’s prediction (NN2-Decision), two stage prediction (NN2-2Stage).

Figure 6: Bipartite matching predicted outweight according to NN2-Decision (right) and NN2-2Stage (left).