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In different fields of applications including, but not limited to, behavioral, environmental, medical sciences, and econometrics, the use of panel data regression models has become increasingly popular as a general framework for making meaningful statistical inferences. However, when the ordinary least squares (OLS) method is used to estimate the model parameters, presence of outliers may significantly alter the adequacy of such models by producing biased and inefficient estimates. In this work, we propose a new, weighted likelihood based robust estimation procedure for linear panel data models with fixed and random effects. The finite sample performances of the proposed estimators have been illustrated through an extensive simulation study as well as with an application to blood pressure dataset. Our thorough study demonstrates that the proposed estimators show significantly better performances over the traditional methods in the presence of outliers and produce competitive results to the OLS based estimates when no outliers are present in the dataset.
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1 | INTRODUCTION

Panel data, also known as longitudinal data in biological sciences, are two-dimensional data in which cross-sectional measurements are observed over time. These type of data typically allow us to take into account the unobserved individual-specific heterogeneity as well as the intra-individual dynamics (cf. References 1 and 2 for more details), and therefore, in general, are more informative and yield more degrees of freedom, less collinearity between the variables and more efficiency than a single cross-sectional or time-series data, thereby improving the accuracy and precision in the inference of model parameters.

Since the seminal paper of Reference 3, panel data have received growing attention in many empirical and methodological studies. As pointed out in Reference 4, the main sources leading to the improvements in panel data studies include (a) increased availability of such data, (b) better capability to model the complexity of human behavior than a pure cross-section or time series data, and (c) demanding methodology. In this context, the linear panel data regression models have become most widely applied statistical methods to analyze two-dimensional data in many fields, such as econometrics, biostatistics, and so on. For a comprehensive review on static linear panel data models and its applications in different areas, see References 1 and 5-14, and the references therein.

In panel data studies, three main sources of variability are generally considered, namely, (a) the within variation, that is, the variation from observation to observation in each of cross-sectional unit, (b) the between variation, that is, the variation in observations from an individual unit to another individual unit, and (c) the overall variation, that is, the variation over both dimensions, since panel data include the information over two dimensions, cross-sectional and time
series (cf. References 15 and 16 for details). The statistical appeal of panel data models typically lies in the fact that these models focus particularly on explaining within variations over time and provide controls over individual heterogeneity. The most commonly used panel data models are fixed and random effects models (cf. References 15 and 17). In the fixed effect approach, subject-specific means (individual-specific effects, individual heterogeneity), which belong to each cross-sectional unit, are assumed to be fixed and are included as time-invariant intercept terms in the regression model, while these may vary across subjects. On the other hand, in random effect models, individual heterogeneity is explained by the differences in the error variance components. As noted in Reference 10, the main difference between the fixed and random effects models is that the fixed effects model assumes that the time-invariant characteristics of individuals are correlated with the covariates, whereas random effects model does not allow such correlation.

Typically, one uses ordinary least squares (OLS) methods for making statistical inferences regarding the parameters of linear panel data regression models. However, to obtain consistent estimates of the model parameters, traditional estimation techniques require some assumptions such as strict exogeneity with respect to the error terms and homoscedasticity of the error terms, which are rarely fulfilled in practice. Hence, the classical OLS estimators may considerably be affected due to any departure from the model assumptions as well as the presence of outliers. The outlying observations are generally masked due to the complex nature of the data and not directly detectable using standard outlier diagnostics. Moreover, the OLS based estimators are highly sensitive to the leverage points due to the distortions being caused by the outliers in the covariates. Thus, the well-known estimators, such as generalized least squares (GLS) estimator for random effects model and fixed effects estimators based on several transformations, may lead us to incorrect and unreliable results. To overcome these issues, Reference 18 has considered alternatives to the fixed effect estimator for the purpose of building highly robust procedures with high breakdown point. More recently, Reference 19 has proposed a new estimation procedure based on two different data transformations by applying standard robust estimation methods in the fixed effects linear panel data framework. A robust algorithm based on the idea of weighting down the large order statistics of squared residuals has been proposed in Reference 20 to obtain reliable estimates of the model parameters. To the best of our knowledge, only a few studies considering the robustness of conventional estimation methods are available in the context of static linear panel data models; see, for instance, References 18-22.

This article aims to study the impacts of outlying observations on the OLS based estimation methods (such as between, pooled OLS, fixed effects and random effects estimators as discussed in Section 2) in linear panel data models and suggest robust alternatives to these estimation procedures. The proposed weighted likelihood based estimators, based on weighted likelihood estimating equations introduced in Reference 23, produce more robust estimates compared to their traditional counterparts in the presence of outlier(s) or in case of any departure from model assumptions and their asymptotic properties are equivalent to the OLS based techniques when no outliers are present in the data. In this study, we focus on the impacts of several types of outliers including vertical outliers and leverage points (random and concentrated) on the estimation procedures. Monte Carlo experiments under different data generating processes and contamination schemes are used to compare the finite sample performances of the proposed estimators and traditional OLS based estimators. The numerical results support that the proposed methods yield more accurate and precise estimates compared to the OLS estimators when the data have outliers.

The rest of the article is organized as follows. We start with providing details about the static linear panel data models and discuss the OLS based estimation methods commonly used to estimate the parameters (cf. Section 2.1). In Section 2.2, we describe the estimation method based on weighted likelihood and subsequently propose the robust counterparts of the OLS estimators. The finite sample properties of the proposed methods are illustrated through an extensive simulation study and the results are compared with traditional estimation methods in Section 3. To further validate the applicability of our proposed methods, we apply those to blood pressure data. The results are presented in Section 4.

2 | LINEAR PANEL DATA MODELS

Let us consider the linear panel data regression model with a random sample as follows.

\[ y_{it} = x_{it}'\beta + a_i + \varepsilon_{it}, \quad i = 1, \ldots, N \quad t = 1, \ldots, T, \]

where the subscript \( i \) represents an individual observed at time \( t \), \( a_i \) are the unobserved individual-specific effects (time-invariant characteristics), \( \beta \) is a \( K \times 1 \) vector of coefficients and an element of the parameter space \( \Theta \), \( y_{it} \) and \( x_{it} \) are the response variable and the \( K \)-dimensional vector of explanatory variables, respectively, and \( \varepsilon_{it} \) are the
independent and identically distributed (iid) error terms with \( E(\varepsilon_{it}|x_{1t}, \ldots, x_{Tt}, a_i) = 0, E(\varepsilon_{it}^2|x_{1t}, \ldots, x_{Tt}, a_i) = \sigma_\epsilon^2 \) and \( E(\varepsilon_{it}|x_{1t}, \ldots, x_{Tt}, a_i) = 0 \) for \( t \neq s \). The above panel data regression model can be represented in matrix form as follows:

\[
y = \alpha \otimes e_T + X\beta + \varepsilon,
\]

where \( y = (y_1, \ldots, y_N)' \) is an \( NT \times 1 \) vector obtained by stacking observations \( y_i = (y_{i1}, \ldots, y_{iT})' \) for individual \( i = 1, \ldots, N \), \( X = (x_{11}, \ldots, x_{NT})' \) is an \( NT \times K \) matrix of regressors with \( x_{it} = (x_{it1}, \ldots, x_{itN})' \), \( \alpha \) is an \( N \times 1 \) vector consisting of the individual effects \( a_i \) for \( i = 1, \ldots, N \), \( e_T \) is a \( T \times 1 \) vector of ones, and \( \otimes \) denotes the kronecker product.

In fixed effects models, only variation within each cross-sectional unit is exploited (cf. References 15-17). Thus, in the presence of small or no within variation, the coefficients of the regressors in fixed effects models cannot be correctly estimated or identified, as noted in Reference 24. The fixed effects models generally allow for possible correlations between individual-specific unobservable effects and independent variables by including dummy variables for different intercepts, allowing a limited form of endogeneity (cf. Reference 24) while yielding unbiased estimates of the regression parameters (cf. References 6, 16, 17, and 25). The information on both within and between variations are included by the random effects models. In random effects models, the individual-specific effects are being included in the model as a part of the disturbance, and these are required to be uncorrelated with the explanatory variables and the error terms (cf. References 6 and 9). In particular, if \( a_i \) is assumed to be random then, the random effects model can be formulated as follows:

\[
y_{it} = x_{it}' \beta + a_i + \varepsilon_{it} = x_{it}' \beta + v_{it}, \quad a_i \sim \text{iid}(0, \sigma_a^2), \quad \varepsilon_{it} \sim \text{iid}(0, \sigma^2),
\]

(1)

where \( v_{it} = a_i + \varepsilon_{it} \) denotes a compound error term with \( \sigma^2 = \sigma_a^2 + \sigma^2 \) and \( \text{cov}(v_{it}, v_{is}) = \sigma^2 \) for \( t \neq s \). \( a_i \)'s are assumed to be uncorrelated with \( \varepsilon_{it} \) and \( x_{it} \).

The pooled regression model

\[
y_{it} = \alpha + x_{it}' \beta + \varepsilon_{it},
\]

is a restricted type of panel data model such that the regression coefficients, that is, \( \alpha \) and \( \beta \), have the common values to all cross-sectional units for all time periods as noted in References 17 and 26.

Finally, before we describe the between regression models, let \( \bar{y}_i = T^{-1} \sum_{t=1}^T y_{it}, \bar{x}_i = T^{-1} \sum_{t=1}^T x_{it}, \) and \( \bar{e}_i = T^{-1} \sum_{t=1}^T \varepsilon_{it} \), respectively, denote the time averages of \( y_{it}, x_{it}, \) and \( \varepsilon_{it} \) for the \( i \)th cross-sectional unit. By considering the \( N \) linear regression models based on the time averages of each cross-sectional unit, the between model is defined as follows:

\[
\bar{y}_i = a_i + \bar{x}_i \beta + \bar{e}_i.
\]

(2)

The between regressions are frequently used to investigate the long-run relationships by ignoring all the information owing to intra-subject variability (cf. References 24, 27, and 28). For example, Reference 29 has examined the elasticity of demand for some countries and compared the estimates obtained using within and between regressions. The results obtained from the between country model can be interpreted as long run effects, whereas the short run effects are captured by the within country regression model. Additionally, Reference 27 has reported the results of elasticity estimates for short run price and long run price, and compared the estimates in terms of mean, standard deviation, and root mean square error (RMSE) criteria. It has been emphasized that the between estimator has a better performance according to the RMSE criterion for estimates of long run elasticity price than that of short run price elasticity.

Next, we briefly discuss the commonly used estimation procedures for above mentioned linear panel data models.

### 2.1 Traditional estimation methods

The estimation procedures commonly applied in linear panel data models discussed above, can be examined within the scope of OLS estimation as noted in Reference 28. The OLS-based estimation techniques mainly rely on the type of variations (cf. Reference 16).

The pooled OLS estimator is simply the implementation of the OLS method to the linear model on the pooled data across two dimensions by completely disregarding the panel structure of the data. Therefore, \( \hat{\beta}_\text{pols} \), the pooled OLS
estimator of $\beta$, can be obtained as follows.

$$\hat{\beta}_{pols} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} x'_{it} x_{it} \right)^{-1} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} x'_{it} y_{it} \right).$$

As noted in References 6, 14, and 24, the pooled OLS method provides consistent estimates of the parameters for random effects and pooled regression models under the independence assumption of explanatory variables and error terms. On the other hand, it is severely biased and inconsistent for the fixed effects model due to the inclusion of the individual-specific effects, which are correlated with the explanatory variables. Also, while investigating the bias and efficiency of some well-known panel data estimators in observational health studies, Reference 30 raised two main concerns for pooled estimator, namely, the heteroscedastic error terms and the bias caused by the omitted individual-specific effects.

The estimation of the fixed effects model requires the time-demeaned data. The fixed effects transformed model for the mean-centered data is obtained as follows.

$$\bar{y}_{it} = \bar{x}'_{it} \beta + \bar{\epsilon}_{it},$$

where $\bar{y}_{it} = y_{it} - \bar{y}_{i}$, $\bar{x}_{it} = x_{it} - \bar{x}_{i}$, and $\bar{\epsilon}_{it} = \epsilon_{it} - \bar{\epsilon}_{i}$, so that the individual-specific effects have been eliminated. Under the assumptions of fixed effects model, $\hat{\beta}_{fe}$, the fixed effects estimator of $\beta$, can be obtained as

$$\hat{\beta}_{fe} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{x}'_{it} \tilde{x}_{it} \right)^{-1} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{x}'_{it} \tilde{y}_{it} \right).$$

The fixed effects estimator (also known as the within estimator) is consistent for the fixed effects model when time dimension, $T$ gets large (cf. Reference 1). Furthermore, as noted in Reference 31, the precisions of the fixed effects estimates are significantly affected when the independent variables vary greatly across individual units and simultaneously exhibit small variation over time for each individual.

The fixed effects least squares method has several shortcomings. First, the fixed effects estimators suffer from the incidental parameter problem (see, Reference 32 for more details). If the cross-sectional dimension, $N$, is significantly large, the fixed effects estimators of individual-specific effects become biased and inconsistent because of the increasing number of these parameters (cf. References 1, 6, and 33). Furthermore, the fixed effects method is incapable of estimating the coefficients of the time-invariant variables since it only considers the variation within cross-sections. Therefore, the explanatory power of the model decreases with less efficient estimates (see References 24 and 31 for more details). Another possible drawback is that several dummies used for time-invariant variables such as gender, race, geographic location, education, religion cause to aggravate collinearity among the regressors as noted in Reference 1. Furthermore, Reference 34 emphasizes that the fixed effects methods underestimate the model parameters and result in drastically biased inference since the measurement errors get magnified in within dimension. The random effects model compensates for some of these problems encountered in fixed effects least squares.

The GLS method is used for estimating random effect model to deal with the autocorrelation in the error terms caused by the individual-specific effects. This method entails the quasi demeaning transformation of the variables to obtain the homoscedastic variance-covariance matrix for achieving efficiency, as noted in References 28 and 35. As emphasized in Reference 1, the GLS method asymptotically provides the best linear unbiased estimator if the variance-covariance matrix of the disturbance term is known. Also, Reference 28 points out that it produces the equivalent estimates of $\beta$ to the OLS method on the quasi-demeaned data. The quasi-demeaning transformation contains subtracting the time-averages, weighted by using the variances of the idiosyncratic errors and individual effects, from the original variables. The transformed version of the random effects model is expressed as,

$$\bar{y}_{it} = \bar{x}'_{it} \beta + \bar{\nu}_{it},$$

where $\theta = 1 - \left[ \frac{\sigma^2}{\sigma^2 + T \sigma_i^2} \right]^{1/2}$, $\bar{\nu}_{it} = \nu_{it} - \theta \bar{\nu}_{i}$, $\bar{y}_{it} = y_{it} - \theta \bar{y}_{i}$, and $\bar{x}_{it} = x_{it} - \theta \bar{x}_{i}$ with the time averages $\bar{y}_{i}$ and $\bar{x}_{i}$. By running OLS method on the transformed model, the GLS estimator (also called as random effects estimator), $\hat{\beta}_{re}$ can be obtained.
as follows.

\[
\hat{\beta}_{re} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{x}_i^t \tilde{x}_i^t \right)^{-1} \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \tilde{x}_i^t \tilde{y}_i^t \right).
\]

Note that the fixed effects and pooled OLS estimators can be obtained by employing OLS method on the transformed model for \( \theta = 1 \) with \( \sigma_\varepsilon^2 = 0 \) and \( \theta = 0 \) with \( \sigma_\alpha^2 = 0 \), respectively, as the special cases of the above mentioned GLS estimator.

When the random effects model as in Equation (1) is appropriate, both fixed effects and random effects estimators are consistent but random effects method provides more efficient estimates, with high explanatory power, compared to the fixed effects method. This is due to fact that the random effects estimators have the advantages of using both within and between variations, hence, these can be viewed as a weighted average of the between and fixed effects estimators (cf. References 16 and 24). However, there is a trade-off between bias and efficiency, and the random effects method is more vulnerable to omitted variable bias than the fixed effects method, as noted in Reference 31. In case of no omitted variables, the random effects model is generally preferred over the fixed effects model because it allows for estimating the effects of time-invariant variables; see Reference 16.

The between regression models (2) include the information reflected in the differences between cross-sections. A large between variation generally indicates the differences in means of the variables over time for each subject as noted in Reference 29. By employing the OLS method on the between regression model, the between estimator, \( \hat{\beta}_{be} \), is obtained as follows.

\[
\hat{\beta}_{be} = (\tilde{x}_i^T \tilde{x}_i)^{-1}(\tilde{x}_i^T \tilde{y}_i).
\]

Although the between estimator generates consistent results for the pooled and random effects models, it is rarely preferred in practice since the pooled and random effects estimators yield more efficient results compared to the between estimator, see Reference 24. Furthermore, as noted in Reference 17, it can be used to estimate the effects of time-invariant variables in fixed effects model, but with biased estimates of the effects of both time-invariant and time-variant variables.

In spite of the fact that all of the traditional methods discussed above suffer heavily due to the presence of outlying observations, the existing literature on the robust methods to estimate static panel data models is fairly limited. Recently, a few different approaches within the robust estimation framework for the fixed effects panel data models have been developed by utilizing the generalized M-estimation and least trimmed squares (LTS) techniques; see, for example, References 18 and 19. Reference 18 defined the robust versions of fixed effects estimator with high breakdown point by extending some known robust regression estimators, such as LTS estimator of Reference 36 and a combination of M and S estimates of Reference 37. Another robust estimation approach has been proposed in Reference 19 based on two different data transformations by employing the efficient weighted least squares estimator of Reference 38 and the reweighted LTS estimator of Reference 39 in the context of linear regression model.

Next, in Section 2.2, we propose robust alternatives of the OLS based estimation procedures, which are highly sensitive to the presence of outliers, erroneous observations and any departure from the distributional assumptions on the error terms. Our approach is primarily based on the weighted likelihood estimating equations methodology introduced in Reference 23. The main idea behind the weighted likelihood methodology is to replace the maximum likelihood (ML) equations with weighted score equations, in which the weights come from minimum disparity estimation as in Reference 40, for obtaining efficient estimates and reducing the effects of outliers on the score equations. Note that the ML method (and its weighted version) provides a flexible framework for the purposes of likelihood based model specification testing and estimation in the presence of endogeneity problem leading to correlation between regressors and error terms. Also, it eliminates the incidental parameters problem over time; see Reference 41. Furthermore, the ML estimator is equivalent to GLS estimator under the assumptions of homoscedasticity, no-autocorrelation, and normally distributed error terms (cf. Reference 42).

### 2.2 New robust weighted likelihood based estimation procedure

As defined earlier, let \( \{y_1, \ldots, y_N\}' \) be an iid sample of \( NT \times 1 \) vector, and \( \{x_1, \ldots, x_N\}' \) denote an \( NT \times K \) matrix of predictors with \( x_i = \{x_i^1, \ldots, x_i^T\}' \). Let us consider the random effects model given in Equation (1) with density function
where \( f(y_i; \alpha, \beta) \) and define the joint probability density for disturbance terms, \( \varepsilon_i + \alpha_i \varepsilon_T = y_i - x_i \beta \), as given below.

\[
f(\varepsilon_i + \alpha_i \varepsilon_T) = (2\pi)^{-\frac{T}{2}}|\Omega|^{-\frac{1}{2}} \exp\left\{-\frac{1}{2}(y_i - x_i \beta)' \Omega^{-1} (y_i - x_i \beta)\right\}.
\]

Then, under the assumption of normally distributed \( \nu_i \) and \( \alpha_i \) terms, the log likelihood function utilizing the log likelihood contribution for cross-sectional unit \( i \), \( \mathcal{L}(\beta) = \log f(y_i; x_i, \beta) \), can be expressed as

\[
\log \mathcal{L}(\beta, \sigma^2, \sigma_\alpha^2) = \sum_{i=1}^N \mathcal{L}_i(\beta) = \sum_{i=1}^N \left[ \frac{T}{2} \log f(y_i; x_i, \beta) \right],
\]

\[
= -\frac{N T}{2} \log(2\pi) - \frac{N}{2} \log |\Omega| - \frac{1}{2} \sum_{i=1}^N (y_i - x_i \beta)' \Omega^{-1} (y_i - x_i \beta),
\]

where \( \Omega = E(\nu_i \nu_i') = \sigma^2 I_T + \sigma_\alpha^2 \alpha_i \alpha_i' \), denote a \( T \times T \) matrix, with \( I_T \) being an identity matrix of dimension \( T \). Let \( V \) denote the full \( NT \times NT \) variance-covariance matrix of compound error terms \( \nu_{it} \), that is,

\[
V = \begin{pmatrix}
\Omega & 0 & \cdots & 0 \\
0 & \Omega & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Omega
\end{pmatrix} = \mathcal{I}_N \otimes \Omega.
\]

The ML estimator of the unknown parameter vector, \( \hat{\beta} \), is obtained by solving the score functions

\[
\arg \max_{\beta \in \mathbb{R}^k} \sum_{i=1}^N f(y_i; x_i, \beta) = \arg \min_{\beta \in \mathbb{R}^k} \sum_{i=1}^N r_i^2(\beta) = \arg \min_{\beta \in \mathbb{R}^k} \sum_{i=1}^N (y_i - x_i \beta)' \Omega^{-1} (y_i - x_i \beta),
\]

where \( r(\beta) = y_{it} - x_i \beta \) denote the error terms. In a similar way, for fixed effects model, the log-likelihood function can be constructed using the fixed-effects transformed version of the model and the variance of \( \tilde{\varepsilon}_{it} \), \( E(\tilde{\varepsilon}_{it}^2) = \sigma^2 (1 - 1/T) \) in obtaining joint probability density function for homoscedastic error terms \( \tilde{\varepsilon}_{it} \) (see Reference 14).

In order to construct asymptotically consistent, weighted versions of the estimation equations, we next introduce some definitions and notations on weighted likelihood methodology.

Let \( M_\beta = \{ m_\beta(\cdot; \sigma_v); \sigma_v \in \mathbb{R}^+ \} \) denote a parametric family of distributions for the theoretical error terms \( r_i(\beta) \). We define \( f'(\cdot) \), the kernel density estimator based on the empirical distribution \( \hat{F}_N \) of the observed values of the residuals \( r_i(\hat{\beta}), i = 1, \ldots, N \), and \( m_\beta^*(\cdot; \cdot) \), the smoothed model density, for \( r_i(\hat{\beta}) \) as follows

\[
f^*(r_i(\hat{\beta})) = \int k(r_i(\hat{\beta}); t, h) d\hat{F}_N(t), \text{ and}
\]

\[
m_\beta^*(r_i(\hat{\beta}); \sigma_v) = \int k(r_i(\hat{\beta}); t, h) dM_\beta(t; \sigma_v),
\]

where \( M_\beta(\cdot; \sigma_v) \) is the distribution function for density \( m_\beta(\cdot; \sigma_v) \) and \( k(r; t, h) \) is a kernel density with bandwidth \( h \). In this study, the normal kernel density with variance \( h^2 \), \( k(r; t, h) = \frac{2}{\sqrt{2\pi}} \exp(-r^2/(2h^2)) \), is used. Note that the bandwidth parameter \( h \) is chosen as \( h = c\sigma_v \), where \( c \) is a constant term independent of the scale of the model so that outlying points will receive very small weights (cf. Reference 43). For the normal model, choosing the smoothing parameter based on the parameter \( c \) in determining the level of downweighting ensures that the weighted likelihood estimating equations become location and scale equivariant as noted in Reference 43. We then define the Pearson residuals as follows:

\[
\delta(r_i(\hat{\beta})) = \frac{f^*(r_i(\hat{\beta}))}{m_\beta^*(r_i(\hat{\beta}); \sigma_v)} - 1.
\]
Based on the above, the weighted likelihood estimators of $\beta$ and $\sigma_v$ are obtained by solving the following estimating equations.

$$\sum_{i=1}^{N} \omega(r_i(\hat{\beta}); M_{\beta}, \hat{F}_N) s(r_i(\beta); \sigma_v) = 0, \quad (3)$$
$$\sum_{i=1}^{N} \omega(r_i(\hat{\beta}); M_{\beta}, \hat{F}_N) s_{\sigma_v}(r_i(\beta); \sigma_v) = 0, \quad (4)$$

where

$$s(r_i(\beta); \sigma_v) = \frac{\partial}{\partial \beta} \log f(y_{it}; x_{it}, \beta, \sigma_v) = \frac{\partial}{\partial \beta} \log m_{\beta}(r_i(\beta); \sigma_v), \text{ and}$$
$$s_{\sigma_v}(r_i(\beta); \sigma_v) = \frac{\partial}{\partial \sigma_v} \log f(y_{it}; x_{it}, \beta, \sigma_v) = \frac{\partial}{\partial \sigma_v} \log m_{\beta}(r_i(\beta); \sigma_v)$$

are the usual score functions and

$$\omega(r_i(\hat{\beta}); M_{\beta}, \hat{F}_N) = \omega_i = \min \left\{ 1, \frac{[A(\delta(r_i(\hat{\beta}))) + 1]^+}{\delta(r_i(\hat{\beta})) + 1} \right\},$$

where $[.]^+$ and $A(.)$ denote the positive part of a function and the residual adjustment function (RAF) as described in Reference 40 (eg, Hellinger RAF $A(\delta) = 2(\delta + 1)^{1/2} - 1$), respectively. When $A(\delta(r_i(\hat{\beta}))) = \delta(r_i(\hat{\beta}))$, the weights $\omega(r_i(\hat{\beta}); M_{\beta}, \hat{F}_N) = 1$, and this leads to produce ML estimates of the parameters (cf. References 44 and 45).

In weighted likelihood methodology, the usual score equations based on ML model are replaced by the weighted score equations to estimate model parameters. The weighted score equations defined above use the weights expressed as a function of Pearson residuals, $\delta(r_i(\hat{\beta})) = f^*(r_i(\hat{\beta})) m_{\beta}(r_i(\hat{\beta}); \sigma_v) - 1$. The weight function reflects the discordance between assumed model density and an estimate of true model density as noted in Reference 46. If the model is correctly specified in the absence of outliers, then $\delta$ converges with probability 1 to 0 and thus, the weight function assigns a value close to 1. However, if the data involve outliers, large Pearson residuals are produced and the weight function assigns small weights to the outlying points depending on the level of discordance between the kernel density estimate of the model $f^*(\cdot)$ and the smoothed model density $m_{\beta}^*(\cdot; \cdot)$. Thus, the proposed estimators obtained using weighted likelihood estimating equations defined in Equations (3) and (4) will be robust in presence of outliers and/or contamination in the data due to use of weighted residuals.

An algorithm using resampling techniques has been proposed by Reference 43 to find the roots of the weighted likelihood estimating equations. They suggest to use of data-driven starting values to create a reasonable search region that includes all reasonable solutions having high probability in parameter space. To this end, the sub-samples with fixed dimension, which are sufficiently large for obtaining the ML estimates of parameters $\beta$, are drawn without replacement from the data. Then, the ML estimates of $\beta$, $\hat{\beta}_b$, for $b = 1, \ldots, B$ are obtained for each bootstrapping sample. Finally, each of these estimates is used as an initial value in the iterative re-weighting algorithm for obtaining the roots of weighted likelihood estimating equations. $B = 30$ bootstrap sub-samples are created, and the maximum number of iterations are determined as 500 in our simulation studies (as in the default values of R package wle).

The ML method can be considered as a minimum distance (minimum disparity) method and growing attention has been paid to construct a parallel method of estimation which has the similar or same efficiency properties with the ML method until the late 1970s. Reference 47 has focused the robustness properties of density based minimum distance estimation methods and demonstrated asymptotic first-order efficiency of the estimator which minimizes the Hellinger distance between a kernel density estimator and a density from the model family within the continuous parametric models framework. The robustness of our proposed estimators is based on using the parallel minimum disparity measure in obtaining weight function for which downweight the outlying observations in the data. One of the main advantages related to the robustness properties in the minimum disparity estimation is that the presence of the valid objective function allows to investigate the breakdown point of the estimates as a measure of the robust global property. The breakdown properties of the estimators based on weighted likelihood estimating equations are examined by References 43 and 46.
using the stability property of the estimating equations. The root selection method plays a very crucial role in determining the theoretical breakdown properties of the estimators when an estimating equation has multiple roots (cf. Reference 43). To achieve the robust global property, a root is chosen based on using minimum parallel disparity measure defined as follows.

\[
\rho_G(f^*, m_\beta^*) = \int G(\delta(x)) m_\beta^*(x) dx,
\]

where \( G \) is a thrice differentiable convex function defined on \([-1, \infty)\) with \( G(0) = 0 \). Reference 40 has indicated that the choice of RAF may have a great impact on the robustness and efficiency of the corresponding estimators in the class of minimum disparity type methods. The function \( G(\delta) = 2((\delta + 1)^{1/2} - 1)^2 \) is the squared Hellinger distance in our proposed approach. Under differentiability and regularity conditions, \( \hat{\beta}_i \) for \( i = 1,2, \ldots, \ell \) is obtained as a root of the minimum disparity estimating equation

\[
\int A(\delta(x)) \nabla m_\beta^*(x) dx = 0,
\]

where \( \nabla \) denote the gradient with respect to \( \beta \), \( A(\delta) = G'(\delta)(1 + \delta) - G(\delta) \), \( G' \) representing the derivative of \( G \), and \( \delta(x) + 1 = f^*(x)/m_\beta^*(x) \). The parallel disparity measures obtained for each \( \hat{\beta}_i \) where \( i = 1,2, \ldots, \ell \), \( \rho_0(f^*, m_\beta^*(x)), \rho_\ell(f^*, m_\beta^*(x)), \ldots, \rho_{\ell-1}(f^*, m_\beta^*(x)) \) are examined. Then, the proposed estimators based on weighted likelihood estimating equations can achieve the highest asymptotic breakdown point of 1/2 by selecting a root providing the minimum value of disparity measure as shown below.

\[
\hat{\beta}_\omega = \arg \min_{\hat{\beta}_i, i=1,2, \ldots, \ell} \rho_G\left(f^*, m_\beta^*(x)\right).
\]

A. Let \( \hat{\beta}_0, \hat{\beta} = \arg \min_{\beta \in \mathbb{R}^k} \sum_{i=1}^N \rho_i^2(\beta) \) and \( \hat{\beta}_\omega = \arg \min_{\beta \in \mathbb{R}^k} \sum_{i=1}^N o_i \rho_i^2(\beta) \) denote the true value of the parameters, the ML (or GLS) and weighted likelihood estimators of the parameters, respectively. For the linear panel data model with fixed effects and random effects, the conditions required for the existence of solutions and asymptotic normality of the proposed estimators are as follows (cf. References 43 and 48):

A1. The weight function \( \omega(\delta) \) is a nonnegative, bounded and differentiable function with respect to \( \delta \).

A2. The weight function \( \omega(\delta + 1) \) is regular with bounded \( \omega'(\delta) \), where prime denotes the derivative.

A3. Let \( s(x; \beta) = \nabla m_\beta^*(x)/m_\beta^*(x) \) and \( s(x; \beta) = \nabla m_\beta(x)/m_\beta(x) \) where \( m_\beta^*(x) \) and \( m_\beta(x) \) denote the smoothed model and true model, respectively.

A4. For every \( \beta_0 \in \Theta \), there is a neighborhood \( N(\beta_0) \) such that for \( \beta \in N(\beta_0), M_i(x) \) for \( i = 1,2,3,4 \), where \( E_{\beta_0}[M_i(X)] < \infty \), are the bounds for the quantities \( |s(x; \beta) s'(x; \beta)|, |s^2(x; \beta) s(x; \beta)|, |s'(x; \beta) s(x; \beta)|, |s''(x; \beta)| \), and \( |s''(x; \beta)| \).

A5. The Fisher information is finite; \( I(\beta) = E_\beta[s^2(x; \beta)] < \infty \).

A6. (i) \( \int \frac{|(s(x; \beta) s'(x; \beta)|}{|m_\beta(x)|} m_\beta(x) dx < \infty \).

(ii) \( \int \frac{|s(x; \beta) s(x; \beta)|}{|m_\beta(x)|} m_\beta(x) dx < \infty \).

(iii) \( \int |s'(x; \beta)| m_\beta(x) dx < \infty \).

A7. The kernel density function \( k(X; t, h) \) is bounded for all \( x \) by a finite constant \( M(h) \) that may depend on the smoothing parameter \( h \) but not on \( t \) or \( x \).

Under the assumption that the model is correctly specified and the conditions A1-A7 given above hold, the asymptotic equivalence of \( \hat{\beta}_\omega \) and \( \hat{\beta} \) are given as follows:

\[
\sqrt{N}(\hat{\beta}_\omega - \hat{\beta}) = o_p(1) \quad \text{as} \quad N \to \infty.
\]
To prove Equation (5), we first present the following equations from Reference 49, which are needed for completeness.

\[
\sqrt{N} \left| \frac{1}{N} \sum_{i=1}^{N} w(\delta(r_i)) s(x_i, y_i; \beta_0) - \frac{1}{N} \sum_{i=1}^{N} s(x_i, y_i; \beta_0) \right| \stackrel{p}{\rightarrow} 0 \quad \text{as} \quad N \rightarrow \infty
\]

(6)

\[
\left| \frac{1}{N} \sum_{i=1}^{N} \nabla_\beta \left( w(\delta(r_i)) s(x_i, y_i; \beta) \right) \right|_{\beta = \beta_0} - \frac{1}{N} \sum_{i=1}^{N} \frac{\partial}{\partial \beta} s(x_i, y_i; \beta_0) \right| \stackrel{p}{\rightarrow} 0 \quad \text{as} \quad N \rightarrow \infty,
\]

(7)

and

\[
\frac{1}{N} \sum_{i=1}^{N} \frac{\partial^2}{\partial \beta^2} \left( w(\delta(r_i)) s(x_i, y_i; \beta) \right) \bigg|_{\beta = \beta^*} = O_p(1),
\]

(8)

where \( \beta^* \) is the initial value between true value \( \beta_0 \) and \( \hat{\beta}_0 \). Then, using the fact that \( \sup |\hat{\delta}_i - 1| \rightarrow 0 \) (cf. Reference 44) and Equations (6)-(8) and observing that \( \int w(\delta(x))(\nabla_\beta s(x, y; \beta))dF(x, y) \) is a continuous function in \( \beta \), the proof of Equation (5) follows from theorem 1 of Reference 44.

### 3 | NUMERICAL RESULTS

In this section, we present results from an extensive simulation study to assess the finite sample properties of the proposed and conventional estimators. The robustness performances of the proposed procedures are examined via three different scenarios: (a) different sample sizes, (b) different error distributions, and (c) various types of outliers. All calculations have been carried out using R 3.6.0 on an IntelCore i7 6700HQ 2.6 GHz PC. (The codes can be obtained from the author upon request.)

The following static linear panel data model is considered for the data generation processes (DGP)

\[
y_{it} = x_{it}' \beta + \alpha_i + \varepsilon_{it}, \quad i = 1, \ldots, N, \quad t = 1, \ldots, T,
\]

where \( \varepsilon_{it} \)s are assumed to be iid \( \text{N}(\mu = 0, \sigma^2 = 1) \). The vector of regression coefficients is chosen as \( \beta' = (\beta_1, \beta_2) = (2.4, -1.2) \). For both the fixed effects model (DGP-I) and random effects model (DGP-II) specifications, the explanatory variables \( x_{itK} \) for \( K = 1, 2 \) are generated as follows

\[
x_{itK} \sim \begin{cases} 
\chi^2_{2} - 2 & \text{if } K = 1 \\
N(0, 1) & \text{if } K = 2 
\end{cases},
\]

where \( \chi^2_{2} \) represents the chi-squared distribution with 2 degrees of freedom. One of the variables is generated from an asymmetric distribution to avoid completely symmetric experimental design as in Reference 19.

In random effects model specification, \( \alpha_i \)s are assumed to be iid \( \text{N}(\mu = 0, \sigma^2 = 1) \). For the fixed effects model where the experimental design is similar to those of Reference 19, the individual-specific effects are generated depending on the predictors \( x_{it} \) through \( \gamma = (2, 4)' \) and on \( \eta_i \sim U(0, 12) \) to ensure homogeneity of the variances of deterministic \( \gamma \) and random parts \( \eta_i \) of \( \alpha_i \) as follows.

\[
\alpha_i = \frac{\sum_{t=1}^{T} x_{it}' \gamma}{\sqrt{T}} + \eta_i.
\]

Throughout the experiments, \( S = 1000 \) simulations are performed to estimate the model coefficients and calculate the performance metrics. To evaluate the performance of the methods previously described, we calculate the squared errors (SE): \( SE = \| \hat{\beta} - \beta \|^2 \) and mean squared errors (MSE): \( MSE = \frac{1}{S} \sum_{s=1}^{S} \| \hat{\beta}^s - \beta \|^2 \), where \( \hat{\beta}^s \), \( s = 1, \ldots, S \), denote the estimates obtained from \( S \) simulated samples. The bandwidth of the kernel \( k(\cdot) \) in Equation (3) is chosen using the \texttt{wle.smooth} function in the \texttt{R} package \texttt{wle}.
3.1 | Sample sizes

Different values of cross-sectional dimension $N$ and time dimension $T$ are considered to investigate the effect of panel sizes on the performances of our proposed estimators. In particular, we consider $N = 25, 50, 100, 250$ for fixed time period $T = 4$, and $T = 3, 8, 12, 20$ for fixed cross-sectional dimension $N = 50$. We compare the MSE values of the estimators under standard normal errors, $\varepsilon_{it} \sim N(\mu = 0, \sigma^2 = 1)$. The simulation results are presented in Figure 1. In this figure, the lines representing the performances of the pooled OLS and weighted pooled OLS estimators do not appear since they overlap with the lines of random effects and weighted random effects estimators, respectively. Also, the fixed effects and random effects estimators have almost same performances with their weighted versions. In general, the proposed weighted likelihood based estimators perform similarly with their traditional counterparts for both DGPs. These results also confirm that the proposed methods are consistent with the original least squares based estimators when $N$ and/or $T$ goes to infinity.

3.2 | Error distributions

Three different error distributions, namely, $N(\mu = 0, \sigma^2 = 1)$, Student’s t distribution with 5 degrees of freedom ($t_5$), and double exponential distribution with rate 1 ($D\text{Exp}(1)$) are considered to evaluate the influence of error
FIGURE 2  Calculated squared errors of all estimators: pooled OLS (pols), pooled weighted likelihood (wpols), between (be), weighted between (wbe), fixed-effects (fe), weighted fixed-effects (wfe), random effects (re), and weighted random effects (wre) under different error distributions: \( N(\mu = 0, \sigma^2 = 1) \) (first column), \( t_5 \) (second column), and \( DExp(1) \) (third column). The data were generated under DGP-I (first row) and DGP-II (second row) when \( N = 100, T = 10 \) [Colour figure can be viewed at wileyonlinelibrary.com]

distributions on the estimation methods. The SE values of the estimators are calculated for three pairs of values of cross-sectional sizes and time periods: \((N, T) = (250, 5), (100, 10),\) and \((30, 20)\). Since our conclusions do not vary significantly with different choices of panel sizes, therefore to save space, we report only the results for \( N = 100 \) and \( T = 10 \). Figure 2 illustrates the results indicating that the estimators have similar performances under different error distributions.

3.3  Outliers

In this section, the finite sample properties of the estimation procedures are investigated in the presence of different types of outliers. Throughout the simulations, the panel size is chosen to be 240 with two levels of cross-sectional sizes and time periods, namely, \( N_1 = 120, T_1 = 2 \) and \( N_2 = 80, T_2 = 3 \). Two different levels of contamination (5% and 10%) are considered by setting the number of outliers as \( m = 12 \) and \( m = 24 \). The contaminated data is generated by two different ways as in References 18 and 19: (a) outliers are randomly allocated over all observations, and (b) half of the observations within individual units are contaminated such that outlying observations are concentrated in some blocks. Based on the above framework, the following contamination schemes are considered.

1. Random vertical outliers \( y^v_{it} \) are obtained by replacing randomly selected original values of the response variable with the points coming from Uniform distribution \( y^v_{it} \sim U(20, 80) \).
2. To generate the random leverage points, first the randomly selected values of the response variable are contaminated by using the same rule as in first scheme. Then, the values of the explanatory variables corresponding to the contaminated values of the response variable are generated from a Normal distribution \( N(\mu = 8, \sigma^2 = 4) \).
3. Concentrated vertical outliers \( y^c_{it} \) are inserted into the randomly selected blocks of the original values of response variable by replacing them by the random values from Uniform distribution \( y^c_{it} \sim U(79, 80) \).
4. To generate the concentrated leverage points, the randomly selected blocks of the original values of response variable are contaminated following the same rule as in the third scheme. Then, the blocks including the original values of the explanatory variables corresponding to the contaminated blocks of the response variable are replaced by the observations from a normal distribution $N(\mu = 8, \sigma^2 = 4)$ as in second scheme.

Note that the proportion of contaminated values per cross-sectional unit constitute at least a half of observations over time periods for concentrated vertical outliers and concentrated leverage points. For the representative plots of the contamination schemes mentioned above, please see figure 1 of Reference 18. The simulation results are given in Table 1. Our results clearly demonstrate that the proposed estimators outperform the conventional least-square based estimators in all situations. Note that the performances of the conventional estimators can be severely degraded in the presence of outliers depending on the types and levels of contaminations. On the other hand, the performances of the proposed estimators are quite less sensitive to the choice of contamination level and/or scheme compared to traditional ones. We further see that, compared to the presence of vertical outliers, the traditional estimators produce more biased and less efficient results when the data is contaminated by the leverage points, in general. The MSE values calculated for traditional estimators significantly increase with increasing level of contamination in the presence of vertical outliers under both DGP-I and DGP-II. It can further be seen that the MSE values of the traditional procedures are mostly affected in case of the concentrated outliers compared to the other schemes. Moreover, there are substantial differences among the proposed weighted estimators. For example, the weighted fixed-effects and between estimators ($\hat{\beta}_{wfe}$ and $\hat{\beta}_{wbe}$) are sensitive to the concentrated leverage points at %10 contamination, while the weighted random-effects estimator ($\hat{\beta}_{wre}$) is not severely affected by the different choices of contamination schemes and levels under both DGPs. Also, $\hat{\beta}_{wre}$ and $\hat{\beta}_{wpols}$ have the similar performances in the presence of outliers regardless of the types and levels of contaminations. All the proposed estimators ($\hat{\beta}_{wpols}$, $\hat{\beta}_{wbe}$, $\hat{\beta}_{wfe}$, and $\hat{\beta}_{wre}$) exhibit improved performances over the conventional counterparts, especially for DGP-II.

To justify the superiority of the proposed methods further, we compare the power of significance tests of the regression coefficients. For the comparisons, the significance level $\gamma$ is set to 0.05 to calculate the power of significance testing of individual coefficients, which is defined as follows.

$$P_K = \frac{1}{S} \sum_{s=1}^{S} \left\{ Q(\gamma / 2) \leq \frac{\hat{\beta}_s}{\hat{s}_K} \leq Q(1 - \gamma / 2) \right\},$$

where $1(\cdot)$ and $Q(\cdot)$ denote the indicator function and the quantiles of standard normal distribution, respectively, and $\hat{s}_K$ represents the standard error of the estimate for $K = 1, 2$.

Table 2 reports the simulated powers of the significance tests for the individual coefficients $\beta_1 = 2.4$ and $\beta_2 = -1.2$, respectively. The results demonstrate that the powers of the significance tests of $\beta_1$ are similar for both proposed and traditional estimators when the data are contaminated by random vertical outliers at 5% contamination. On the other hand, the significance tests based on the proposed estimators have significantly better power values than those of classical methods for $\beta_2$. The proposed methods are less affected by increasing number of outliers and yield a large gain in power of significance testing in almost all cases.

### 4 CASE STUDY

In this section, we study the performances of the proposed and traditional OLS based estimators with a case study, the blood pressure data set. The dataset, which is consisted of a total of 2400 observations ($N = 200$, $T = 12$) with three variables: pulse rate, systolic pressure, and diastolic pressure, are collected from male and female patients (during hospitalization) by ambulatory blood pressure monitors. Let $x_{it1}$ = systolic pressure, $x_{it2}$ = diastolic pressure, and $y_{it}$ = pulse rate, we conduct a linear panel data regression model: $y_{it} = x_{it}^T \beta + \alpha_i + \epsilon_{it}$ where $\beta^T = (\beta_1, \beta_2)$, $i = 1, \ldots, 200$, and $t = 1, \ldots, 12$. The scatterplots of the response variable against the explanatory variables are presented in Figure 3. It is evident form the scatterplots that both datasets include outlying observations and the number of outliers in blood pressure data for females seems larger than those of males. The estimates of individual coefficients and standard errors of the estimates obtained for this dataset are shown in Table 3. For both datasets gathered from 200 male and 200 female patients, our proposed weighted procedures yield slightly more efficient estimates than the OLS method, in general. The proposed $\hat{\beta}_{wbe}$ have significantly better performances for estimating parameters compared to its traditional version.
TABLE 1  Calculated MSEs of all estimators for $N_1 = 120$, $T_1 = 2$ and $N_2 = 80$, $T_2 = 3$ in the presence of 5% and 10% random and concentrated contamination by setting the number of outliers as $m = 12$ and $m = 24$

| DGP-I | Random contamination | | Concentrated contamination | | |
|-------|----------------------|------------------|--------------------------|------------------|
| | Vertical outliers | Leverage points | Vertical outliers | Leverage points |
| $(N_1, T_1) = (120, 2)$ | | | | |
| | 5% | 10% | 5% | 10% | 5% | 10% | 5% | 10% |
| $\hat{\beta}_{pols}$ | 0.786 | 1.302 | 0.764 | 1.384 | 0.941 | 1.606 | 1.583 | 2.878 |
| $\hat{\beta}_{wpols}$ | 0.274 | 0.316 | 0.265 | 0.310 | 0.242 | 0.239 | 0.255 | 0.270 |
| $\hat{\beta}_{be}$ | 1.617 | 2.557 | 1.602 | 2.716 | 1.941 | 3.251 | 3.139 | 5.966 |
| $\hat{\beta}_{wbe}$ | 0.674 | 1.472 | 0.698 | 1.396 | 0.527 | 0.511 | 0.521 | 3.184 |
| $\hat{\beta}_{fe}$ | 1.593 | 2.670 | 1.535 | 2.768 | 1.848 | 3.234 | 3.333 | 5.589 |
| $\hat{\beta}_{wfe}$ | 0.717 | 1.732 | 0.702 | 1.710 | 0.515 | 0.534 | 0.588 | 4.438 |
| $\hat{\beta}_{re}$ | 0.789 | 1.307 | 0.770 | 1.390 | 0.939 | 1.615 | 1.590 | 2.894 |
| $\hat{\beta}_{wre}$ | 0.277 | 0.317 | 0.266 | 0.313 | 0.245 | 0.249 | 0.259 | 0.272 |
| $(N_2, T_2) = (80, 3)$ | | | | |
| $\hat{\beta}_{pols}$ | 0.771 | 1.404 | 0.827 | 1.304 | 0.729 | 1.196 | 1.542 | 2.755 |
| $\hat{\beta}_{wpols}$ | 0.276 | 0.309 | 0.254 | 0.310 | 0.248 | 0.245 | 0.255 | 0.258 |
| $\hat{\beta}_{be}$ | 2.472 | 4.144 | 2.376 | 3.947 | 2.400 | 3.844 | 4.933 | 8.647 |
| $\hat{\beta}_{wbe}$ | 1.409 | 3.548 | 1.401 | 3.364 | 0.797 | 0.873 | 1.105 | 7.580 |
| $\hat{\beta}_{fe}$ | 1.219 | 2.016 | 1.233 | 2.014 | 1.070 | 1.627 | 2.385 | 4.387 |
| $\hat{\beta}_{wfe}$ | 0.614 | 1.193 | 0.575 | 1.172 | 0.419 | 0.466 | 0.622 | 1.859 |
| $\hat{\beta}_{re}$ | 0.778 | 1.407 | 0.824 | 1.310 | 0.725 | 1.190 | 1.554 | 2.767 |
| $\hat{\beta}_{wre}$ | 0.276 | 0.317 | 0.266 | 0.313 | 0.245 | 0.249 | 0.259 | 0.272 |

| DGP-II | Random contamination | | Concentrated contamination | | |
|-------|----------------------|------------------|--------------------------|------------------|
| | Vertical outliers | Leverage points | Vertical outliers | Leverage points |
| $(N_1, T_1) = (120, 2)$ | | | | |
| | 5% | 10% | 5% | 10% | 5% | 10% | 5% | 10% |
| $\hat{\beta}_{pols}$ | 0.705 | 1.401 | 0.765 | 1.334 | 0.795 | 1.574 | 1.588 | 2.975 |
| $\hat{\beta}_{wpols}$ | 0.011 | 0.011 | 0.011 | 0.012 | 0.010 | 0.011 | 0.011 | 0.011 |
| $\hat{\beta}_{be}$ | 1.550 | 2.919 | 1.541 | 2.830 | 1.675 | 3.378 | 3.280 | 6.452 |
| $\hat{\beta}_{wbe}$ | 0.025 | 0.083 | 0.025 | 0.099 | 0.022 | 0.024 | 0.025 | 0.711 |
| $\hat{\beta}_{fe}$ | 1.313 | 2.921 | 1.530 | 2.528 | 1.684 | 3.122 | 3.237 | 5.803 |
| $\hat{\beta}_{wfe}$ | 0.024 | 0.112 | 0.023 | 0.109 | 0.020 | 0.025 | 0.025 | 7.867 |
| $\hat{\beta}_{re}$ | 0.706 | 1.406 | 0.765 | 1.325 | 0.784 | 1.571 | 1.603 | 2.970 |
| $\hat{\beta}_{wre}$ | 0.011 | 0.013 | 0.012 | 0.013 | 0.010 | 0.013 | 0.012 | 0.013 |
| $(N_2, T_2) = (80, 3)$ | | | | |
| $\hat{\beta}_{pols}$ | 0.692 | 1.293 | 0.736 | 1.486 | 0.559 | 1.054 | 1.573 | 3.115 |
| $\hat{\beta}_{wpols}$ | 0.012 | 0.011 | 0.012 | 0.011 | 0.010 | 0.011 | 0.012 | 0.012 |
| $\hat{\beta}_{be}$ | 2.270 | 4.117 | 2.233 | 4.315 | 1.803 | 3.855 | 5.020 | 9.655 |
| $\hat{\beta}_{wbe}$ | 0.042 | 2.898 | 0.040 | 3.011 | 0.035 | 0.036 | 0.040 | 7.867 |
| $\hat{\beta}_{fe}$ | 1.042 | 1.985 | 1.128 | 2.206 | 0.869 | 1.450 | 2.361 | 4.700 |
| $\hat{\beta}_{wfe}$ | 0.018 | 0.381 | 0.020 | 0.386 | 0.017 | 0.017 | 0.019 | 0.726 |
| $\hat{\beta}_{re}$ | 0.692 | 1.289 | 0.741 | 1.488 | 0.554 | 1.042 | 1.580 | 3.137 |
| $\hat{\beta}_{wre}$ | 0.012 | 0.011 | 0.012 | 0.012 | 0.011 | 0.012 | 0.013 | 0.015 |
| DGP-I | Random contamination | [N1, T1] | 5% | 10% | 5% | 10% | DGP-II | Random contamination | [N1, T1] | 5% | 10% | 5% | 10% |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| (120, 2) Vertical outliers | Leverage points | Vertical outliers | Leverage points | Vertical outliers | Leverage points | (120, 2) Vertical outliers | Leverage points | Vertical outliers | Leverage points | Vertical outliers | Leverage points |
| \(\hat{\beta}_{1,pols} \) | 1.000 | 0.989 | 1.000 | 0.984 | 1.000 | 0.988 | 0.984 | 0.804 | \(\hat{\beta}_{1,pols} \) | 1.000 | 0.993 | 1.000 | 0.990 | 1.000 | 0.987 |
| \(\hat{\beta}_{1,wpols} \) | 1.000 | 0.998 | 1.000 | 0.999 | 1.000 | 1.000 | 1.000 | 1.000 | \(\hat{\beta}_{1,wpols} \) | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| \(\hat{\beta}_{1,be} \) | 0.978 | 0.843 | 0.978 | 0.855 | 0.961 | 0.791 | 0.792 | 0.512 | \(\hat{\beta}_{1,be} \) | 0.985 | 0.810 | 0.987 | 0.822 | 0.976 | 0.764 |
| \(\hat{\beta}_{1,wbbe} \) | 1.000 | 0.993 | 0.999 | 0.996 | 1.000 | 0.999 | 1.000 | 0.943 | \(\hat{\beta}_{1,wbbe} \) | 1.000 | 0.999 | 1.000 | 0.998 | 1.000 | 1.000 |
| \(\hat{\beta}_{1,fe} \) | 0.970 | 0.844 | 0.975 | 0.835 | 0.966 | 0.823 | 0.797 | 0.527 | \(\hat{\beta}_{1,fe} \) | 0.979 | 0.831 | 0.976 | 0.852 | 0.972 | 0.852 |
| \(\hat{\beta}_{1,we} \) | 1.000 | 0.976 | 0.998 | 0.975 | 1.000 | 0.987 | 1.000 | 0.958 | \(\hat{\beta}_{1,we} \) | 1.000 | 0.995 | 1.000 | 0.995 | 1.000 | 1.000 |
| \(\hat{\beta}_{2,pols} \) | 0.293 | 0.179 | 0.292 | 0.191 | 0.284 | 0.173 | 0.162 | 0.099 | \(\hat{\beta}_{2,pols} \) | 0.342 | 0.197 | 0.325 | 0.171 | 0.331 | 0.176 |
| \(\hat{\beta}_{2,wpols} \) | 0.790 | 0.794 | 0.780 | 0.795 | 0.828 | 0.826 | 0.818 | 0.813 | \(\hat{\beta}_{2,wpols} \) | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| \(\hat{\beta}_{2,be} \) | 0.180 | 0.105 | 0.182 | 0.129 | 0.179 | 0.110 | 0.114 | 0.089 | \(\hat{\beta}_{2,be} \) | 0.211 | 0.118 | 0.203 | 0.125 | 0.176 | 0.115 |
| \(\hat{\beta}_{2,wbbe} \) | 0.701 | 0.593 | 0.688 | 0.610 | 0.754 | 0.767 | 0.765 | 0.691 | \(\hat{\beta}_{2,wbbe} \) | 1.000 | 0.974 | 1.000 | 0.970 | 1.000 | 1.000 |
| \(\hat{\beta}_{2,fe} \) | 0.185 | 0.129 | 0.171 | 0.125 | 0.142 | 0.111 | 0.102 | 0.073 | \(\hat{\beta}_{2,fe} \) | 0.185 | 0.131 | 0.197 | 0.105 | 0.201 | 0.119 |
| \(\hat{\beta}_{2,we} \) | 0.295 | 0.187 | 0.290 | 0.184 | 0.287 | 0.176 | 0.157 | 0.100 | \(\hat{\beta}_{2,we} \) | 0.343 | 0.197 | 0.320 | 0.169 | 0.337 | 0.175 |
| \(\hat{\beta}_{2,we} \) | 0.979 | 0.792 | 0.771 | 0.782 | 0.824 | 0.819 | 0.807 | 0.764 | \(\hat{\beta}_{2,we} \) | 1.000 | 0.999 | 1.000 | 0.997 | 1.000 | 1.000 |

| DGP-I | Random contamination | [N2, T2] | 5% | 10% | 5% | 10% | DGP-II | Random contamination | [N2, T2] | 5% | 10% | 5% | 10% |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| (80, 3) Vertical outliers | Leverage points | Vertical outliers | Leverage points | Vertical outliers | Leverage points | (80, 3) Vertical outliers | Leverage points | Vertical outliers | Leverage points | Vertical outliers | Leverage points |
| \(\hat{\beta}_{1,pols} \) | 1.000 | 0.989 | 1.000 | 0.992 | 1.000 | 0.999 | 0.985 | 0.840 | \(\hat{\beta}_{1,pols} \) | 1.000 | 0.996 | 1.000 | 0.992 | 1.000 | 0.983 |
| \(\hat{\beta}_{1,wpols} \) | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.999 | 1.000 | 0.999 | \(\hat{\beta}_{1,wpols} \) | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| \(\hat{\beta}_{1,be} \) | 0.883 | 0.652 | 0.897 | 0.696 | 0.927 | 0.749 | 0.640 | 0.385 | \(\hat{\beta}_{1,be} \) | 0.908 | 0.676 | 0.911 | 0.638 | 0.973 | 0.753 |
| \(\hat{\beta}_{1,wbbe} \) | 0.998 | 0.957 | 0.997 | 0.962 | 0.999 | 0.999 | 0.998 | 0.816 | \(\hat{\beta}_{1,wbbe} \) | 1.000 | 0.955 | 1.000 | 0.961 | 1.000 | 1.000 |
| \(\hat{\beta}_{1,fe} \) | 0.993 | 0.935 | 0.991 | 0.935 | 0.997 | 0.978 | 0.914 | 0.638 | \(\hat{\beta}_{1,fe} \) | 0.998 | 0.897 | 0.995 | 0.910 | 1.000 | 0.990 |
| \(\hat{\beta}_{1,we} \) | 0.999 | 0.993 | 0.997 | 0.995 | 0.999 | 0.998 | 1.000 | 0.946 | \(\hat{\beta}_{1,we} \) | 1.000 | 0.983 | 1.000 | 0.985 | 1.000 | 0.999 |

(Continues)
| DGP-I   | Random contamination | Concentrated contamination | DGP-II   | Random contamination | Concentrated contamination |
|---------|----------------------|-----------------------------|---------|----------------------|-----------------------------|
| $(N_2, T_2)$ | Vertical outliers | Leverage points | Vertical outliers | Leverage points | Vertical outliers | Leverage points |
| $(80, 3)$ | $\hat{\beta}_{1,ve}$ | $0.999$ | $0.984$ | $0.997$ | $0.988$ | $1.000$ | $0.979$ | $1.000$ | $0.978$ | $1.000$ | $0.978$ | $1.000$ | $0.982$ | $0.724$ | $1.000$ | $0.982$ | $0.724$ |
|        | $\hat{\beta}_{1,wre}$ | $0.999$ | $0.996$ | $0.997$ | $0.996$ | $1.000$ | $0.964$ | $1.000$ | $0.983$ | $1.000$ | $0.986$ | $1.000$ | $0.982$ | $0.917$ | $1.000$ | $0.982$ | $0.917$ |
|        | $\hat{\beta}_{2,pol}$ | $0.302$ | $0.179$ | $0.293$ | $0.193$ | $0.365$ | $0.232$ | $0.157$ | $0.110$ | $0.347$ | $0.176$ | $0.349$ | $0.186$ | $0.426$ | $0.248$ | $0.185$ | $0.116$ |
|        | $\hat{\beta}_{2,pole}$ | $0.806$ | $0.793$ | $0.819$ | $0.793$ | $0.804$ | $0.825$ | $0.814$ | $0.829$ | $1.000$ | $1.000$ | $1.000$ | $1.000$ | $1.000$ | $1.000$ | $1.000$ | $1.000$ |
|        | $\hat{\beta}_{2,be}$ | $0.155$ | $0.092$ | $0.106$ | $0.094$ | $0.163$ | $0.105$ | $0.102$ | $0.078$ | $0.139$ | $0.083$ | $0.135$ | $0.097$ | $0.177$ | $0.101$ | $0.090$ | $0.072$ |
|        | $\hat{\beta}_{2,wbe}$ | $0.640$ | $0.487$ | $0.623$ | $0.476$ | $0.682$ | $0.729$ | $0.710$ | $0.408$ | $1.000$ | $0.522$ | $1.000$ | $0.544$ | $1.000$ | $1.000$ | $0.999$ | $0.481$ |
|        | $\hat{\beta}_{2,fe}$ | $0.214$ | $0.147$ | $0.219$ | $0.149$ | $0.295$ | $0.188$ | $0.129$ | $0.093$ | $0.242$ | $0.123$ | $0.254$ | $0.155$ | $0.303$ | $0.184$ | $0.138$ | $0.096$ |
|        | $\hat{\beta}_{2,ffe}$ | $0.481$ | $0.293$ | $0.492$ | $0.313$ | $0.625$ | $0.620$ | $0.612$ | $0.202$ | $1.000$ | $0.569$ | $1.000$ | $0.601$ | $1.000$ | $1.000$ | $0.999$ | $0.500$ |
|        | $\hat{\beta}_{2,ve}$ | $0.307$ | $0.187$ | $0.290$ | $0.189$ | $0.363$ | $0.231$ | $0.157$ | $0.103$ | $0.345$ | $0.171$ | $0.342$ | $0.179$ | $0.430$ | $0.256$ | $0.175$ | $0.106$ |
|        | $\hat{\beta}_{2,wve}$ | $0.806$ | $0.783$ | $0.813$ | $0.786$ | $0.801$ | $0.819$ | $0.804$ | $0.791$ | $1.000$ | $0.983$ | $1.000$ | $0.986$ | $1.000$ | $1.000$ | $0.999$ | $0.917$ |
Moreover, we compared the predictive performances of the OLS and proposed methods. In doing so, the datasets are divided into the following two parts: the model is constructed based on the randomly selected 150 male and female patients, and the pulse rates of the remaining 50 patients are predicted using the estimated model parameters. This process is repeated 100 times, and for each time, the MSE for the predicted and observed pulse rates, \[ \text{MSE} = \frac{1}{50 \times 12} \sum_{i=1}^{50} \sum_{t=1}^{12} (y_{it} - \hat{y}_{it})^2, \] are computed. The results are presented in Figure 4. This figure shows that both methods have similar MSE values. This is due to fact that the number of outliers is relatively small for the datasets with sample size \( N \times T = 2400 \).

5 CONCLUSIONS

In this article, we propose asymptotically valid, robust estimation procedures to obtain parameter estimates in linear panel data models with fixed and random effects. The proposed approaches are based on using weighted likelihood methodology. The finite sample performances of the proposed methods are examined through extensive simulation studies and a real-world example, and the results are compared with existing methods. Our records show that the proposed procedures have similar performance with existing estimation methods when the data have no outliers and/or under different error distributions. However, our proposed method produces more accurate and efficient parameter estimation.
**TABLE 3** Estimates of individual coefficients (upper rows) and standard errors of the estimates (lower rows) for blood pressure data of female and male patients

|                | Female patients |                          |                | Male patients |                          |
|----------------|-----------------|--------------------------|----------------|-----------------|--------------------------|
|                | \( \hat{\beta}_{1,pols} \) | 0.414 (0.024)            | \( \hat{\beta}_{1,pols} \) | -0.030 (0.017)  | 0.335 (0.024)            |
|                | \( \hat{\beta}_{2,pols} \) | 0.414 (0.024)            | \( \hat{\beta}_{2,pols} \) | 0.334 (0.022)    |                          |
|                | \( \hat{\beta}_{1,be} \)  | -0.114 (0.014)           | \( \hat{\beta}_{1,be} \)  | -0.118 (0.061)   | 0.352 (0.086)            |
|                | \( \hat{\beta}_{2,be} \)  | 0.583 (0.092)            | \( \hat{\beta}_{2,be} \)  | 0.346 (0.023)    |                          |
|                | \( \hat{\beta}_{1,wbe} \) | -0.255 (0.014)           | \( \hat{\beta}_{1,wbe} \) | 0.081 (0.016)    | 0.299 (0.021)            |
|                | \( \hat{\beta}_{2,wbe} \) | 0.216 (0.019)            | \( \hat{\beta}_{2,wbe} \) | 0.307 (0.023)    |                          |
|                | \( \hat{\beta}_{1,fe} \)  | 0.101 (0.015)            | \( \hat{\beta}_{1,fe} \)  | 0.076 (0.017)    | 0.301 (0.023)            |
|                | \( \hat{\beta}_{2,fe} \)  | 0.241 (0.021)            | \( \hat{\beta}_{2,fe} \)  | 0.307 (0.023)    |                          |
|                | \( \hat{\beta}_{1,wfe} \) | 0.098 (0.013)            | \( \hat{\beta}_{1,wfe} \) | 0.081 (0.016)    | 0.299 (0.021)            |
|                | \( \hat{\beta}_{2,wfe} \) | 0.241 (0.018)            | \( \hat{\beta}_{2,wfe} \) | 0.307 (0.023)    |                          |

**FIGURE 4** Calculated MSE values for the blood pressure dataset: male (first column) and female (second column). Methods: OLS based pooled regression (pols), between regression (be), fixed effects model (fe), random effects model (re), and their weighted likelihood counterparts; wpols, wbe, wfe, and wre estimates with better power compared to the traditional OLS methods when outliers are presented in the data. As a part of our future research, we will investigate whether the proposed methods can also be used to estimate the parameters in linear dynamic panel data models as an alternative to the generalized method of moments.
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