Scattering theory approach to bosonization of non-equilibrium mesoscopic systems
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Between many prominent contributions of Markus Büttiker to mesoscopic physics, the scattering theory approach to the electron transport and noise stands out for its elegance, simplicity, universality, and popularity between theorists working in this field. It offers an efficient way to theoretically investigate open electron systems far from equilibrium. However, this method is limited to situations where interactions between electrons can be ignored, or considered perturbatively. Fortunately, this is the case in a broad class of metallic systems, which are commonly described by the Fermi-liquid theory. Yet, there exist another broad class of electron systems of reduced dimensionality, the so-called Tomonaga-Luttinger liquids, where interactions are effectively strong and cannot be neglected even at low energies. Nevertheless, strong interactions can be accounted exactly using the bosonization technique, which utilizes the free-bosonic character of collective excitations in these systems. In the present work, we use this fact in order to develop the scattering theory approach to the bosonization of open quasi-one dimensional electron systems far from equilibrium.

PACS numbers: 73.23.-b, 71.10.Pm, 73.63.Nm

I. INTRODUCTION

Non-equilibrium phenomena in condensed matter systems are notoriously difficult to study theoretically, because one is not able to rely on the universal relations for equilibrium state, such as fluctuation-dissipation relations, and because interactions, phase coherence, quantum and many-body effects manifest themselves in entirely different way compared to the equilibrium case, requiring for their description new techniques. Many theoretical methods developed for non-equilibrium systems and phenomena can nowadays be found in textbooks, ranging from kinetic theories to the more sophisticated functional Keldysh technique. However, in the context of the mesoscopic physics of small metallic systems, the scattering theory approach of Markus Büttiker to the electron transport has proven to be perhaps the most efficient and widely used method. The great success of this method may be explained by the simplicity of the required calculations, and by relative universality of its applications. Indeed, this approach relies on the free-fermionic character of the electron transport, justified by the Fermi-liquid theory of metals according to which interactions can be often neglected at low energies.

However, the recent progress in the experimental techniques has revealed the new very interesting class of mesoscopic systems, quasi-one dimensional (1D) conductors, which being perhaps less broad, become nevertheless more and more experimentally accessible nowadays. Since the earlier works of Tomonaga and Luttinger, who proposed and solved the model Hamiltonians for quasi-1D systems (dubbed as the Tomonaga-Luttinger liquids), it is known that interactions of the constituting fermions cannot be neglected even at low energies, and very often they are not perturbative, in contrast to the Fermi liquid case. Therefore, a special theoretical technique, the so-called bosonization, has been proposed to deal with interactions (for a review, see Refs. 3 and 4). The bosonization technique, roughly speaking, replaces fermions with bosons of the collective excitations, such as charge density or current. This nonlinear transformation is quite complex and non-trivial. Nevertheless, it is relatively well understood, rigorously described, and widely used for equilibrium systems of a finite size, where it relies on imposing periodic boundary conditions on the fields.

On the other hand, in the case of open quantum systems far away from equilibrium very often one faces a difficulty that periodic boundary conditions cannot be applied to the fields. This, for example, concerns the mesoscopic systems, which are attached to reservoirs of electrons (Ohmic contacts) and voltage biased in order to study an electron transport, i.e., the situation that has been considered by Markus Büttiker in the case of free electrons. In order to address strong interactions in non-equilibrium chiral quasi-1D systems, the Ref. 10 has proposed to solve equations of motion for the bosonic fields with arbitrary boundary conditions in order to express fermion correlators in terms of the statistics of the currents of free fermions, away from the scattering region. This technique has been successfully used to explain recent experiments with quantum Hall (QH) edge states. However, the free-bosonic character of excitations in quasi-1D systems of fermions with a linearized spectrum suggests that perhaps as simple and powerful scattering theory as the one of Markus Büttiker can also be formulated in the case of strong interactions. Our work presents an effort in this direction.

Earlier versions of the scattering theory for bosons in quasi-1D electron systems have been proposed in various context, including inter-edge interactions in QH systems, the universality of the DC conductance of quantum wires, thermal transport, the frequency-dependent linear response, resonant dephasing in electronic interferometers, energy exchange at the QH edge, equilibration of QH edge states by an Ohmic
contact, and the decoherence of single-particle excitations at the QH edge. Here, instead of focusing on particular physical phenomena, we formulate the scattering theory approach to the bosonization on a more rigorous level. The goal of this approach is to overcome limitations of the scattering theory for free fermions by accounting for a broad class of strong density-density interactions non-perturbatively. The trade-off of this technique is that the fermion “mixing”, i.e., electron tunneling and backscattering effects have to be taken into account perturbatively (with an exception of the boundary conditions considered in Sec. IV and of the electron mixing in reservoirs discussed in Sec. V). This requires the knowledge of electron correlation functions. Our present work proposes a framework for the calculation of such correlators for open quasi-1D electronic systems.

The rest of the paper is organized as follows. We start in Sec. II with the pedagogical introduction to the bosonization, introduce interactions and formulate the scattering problem for bosons. This is followed in Sec. III by the proof of the orthogonality and completeness of the basis of scattering states. This step is used to prove the fermionic commutation relations for vertex operators, and thus completes the bosonization of the interacting fermions. Zero modes in open systems acquire a new physical meaning and properties, which are the subject of Sec. IV. We proceed in Sec. V with arbitrary boundary conditions for the fields, and connect fermionic correlators to the full counting statistics (FCS) of free-fermionic currents, thereby generalizing the results of Ref. [10]. Finally, in Sec. VI we combine the scattering theory with the quantum Langevin equations in order to account for the effects of dissipation and fluctuations, arising in the electrical circuit, to which a quasi-1D system is attached.

II. INTRODUCTION TO BOSONIZATION

We start with the simple example of free chiral fermions, representing electrons in a quasi-1D mesoscopic system, and add interactions below in this section. The details of the bosonization procedure may be found in a number of textbooks, for example, in Ref. [2]. The formulation of the problem in the context of chiral quantum Hall edge states, both at integer and fractional filling factors, may be found, for instance, in Refs. [22] and [23]. In this section we outline, in a pedagogical manner, only essential steps needed for understanding the rest of the paper. Throughout the paper we use units, where $\hbar = k_B = 1$.

A. Free fermions

Let us consider a system of $N$ chiral fermions $\psi_n(x)$, where $n = 1, \ldots, N$, originating from their own reservoirs with the temperatures $T_n$, biased with the electro-chemical potentials $\mu_n$. The spatial location and orientation of each channel may be arbitrary. It is only for the convenience, and without loss of the generality, we parametrize the channels with the same coordinate $x$, as shown in Fig. 1. The fermions carry the charge density:

$$\rho_n(x) = \psi_n^\dagger(x)\psi_n(x).$$

Using the standard commutation relations for fermions

$$\{\psi_n(x), \psi_{n'}^\dagger(x')\} = \delta_{nn'}\delta(x-x'),$$

one obtains the relation of the charge locality

$$[\rho_n(x), \psi_{n'}^\dagger(x')] = \delta_{nn'}\delta(x-x')\psi_{n'}^\dagger(x),$$

which imply that the operator $\psi_{n'}^\dagger(x')$, representing an electron, creates the charge equal to 1 in the nth channel at the point $x = x'$. The Hamiltonian of free chiral fermions with the spectrum linearized in the vicinity of the Fermi level reads

$$H_0 = -i \sum_n v_n \int dx \psi_n^\dagger(x)\partial_x \psi_n(x),$$

where $v_n$ are the group velocities of fermions at the Fermi level. The equations of motion $\partial_t \psi_n = i[H_0, \psi_n]$, which immediately follow from the commutation relations (2),

$$(\partial_t + v_n \partial_x)\psi_n(x,t) = 0,$$

describe chiral waves that propagate with constant speeds.

In equilibrium, one imposes periodic boundary conditions, $\psi_n(x,t) = \psi_n(x + L_n, t)$, where $L_n$ is the size of the nth channel, and presents the solution as a sum over plane waves. Taking the thermodynamic limit, $L_n \to \infty$, the solution reads

$$\psi_n(x,t) = \frac{1}{\sqrt{2\pi v_n}} \int_{-\infty}^{\infty} d\omega \, e^{-i\omega t} c_n(\omega), \quad \tau \equiv t - x/v_n,$$
where

\[ \{c_n(\omega), c_n^\dagger(\omega')\} = \delta_{nn'}\delta(\omega - \omega'). \]  

(7)

It is easy to see, that the operators \(c_n\) satisfy the commutation relations \([2]\).

Finally, we note that at ground state \(\langle c_n(\omega) c_n^\dagger(\omega')\rangle = \delta(\omega - \omega')\theta(\omega - \mu_n)\), i.e., all the states below the Fermi level are occupied, while all the states above the Fermi level are empty. Therefore, the free-fermionic correlation function reads

\[ \langle \psi_n(x,t)\psi_n^\dagger(x',t') \rangle = \frac{i}{2\pi v_n} e^{i\mu_n(t' - t) + i\varepsilon_n} \]  

(8)

We will use this result below as a reference.

### B. Free bosons

Under the same assumption, that the spectrum of free fermions can be linearized in the vicinity of the Fermi level, namely, if the perturbations that drive the system away from the equilibrium are relatively weak, \(\mu_n, T_n \ll \varepsilon_F\), where \(\varepsilon_F\) is the Fermi energy, one may consider such perturbations as incompressible deformations of the Fermi sea (shown schematically in Fig. 2).

The simplest example is given by free fermions with the density accumulated as a result of the shift of the electrochemical potential:

\[ \langle \rho_n \rangle = D_n \mu_n, \quad D_n = 1/(2\pi v_n), \]  

(9)

where \(D_n\) is the density of states of the \(n\)th channel at Fermi level. This relation leads to the well-known universal expression for the 1D charge current, \(\langle j_n \rangle = v_n \langle \rho_n \rangle = \mu_n / 2\pi\).

In the next step, we assume that these relations also hold locally for coordinate-dependent deformations, and expand the grand potential of a quasi-1D system of free fermions to second order in small deformations of the Fermi sea,

\[ E = \sum_n \frac{1}{2D_n} \int dx \rho_n^2(x) - \mu_n Q_n, \]  

(10)

where \(Q_n = \int dx \rho_n(x)\) is the total charge in the \(n\)th channel. Varying densities, \(\delta E / \delta \rho_n = 0\), while keeping potentials \(\mu_n\) constant, one obtains the relation \([5]\) for the ground state. On the other hand, according to Eq. \([5]\), all fermions move with the constant speeds. Therefore, the densities should satisfy same equations:

\[ (\partial_t + v_n \partial_x) \rho_n(x,t) = 0. \]  

(11)

However, if the densities are replaced by operators, and \(E\) is regarded as a Hamiltonian, the same equations should follow from the equation of motion \(\partial_t \rho_n = i[H, \rho_n]\). This is possible only if the densities satisfy the following commutation relations:

\[ [\rho_n(x), \rho_n(x')] = -i(2\pi)^2 \delta_{nn'} \partial_x \delta(x - x'). \]  

(12)

\[ \langle \psi(x,x',t)\rangle = \frac{i}{2\pi v_n} e^{i\mu_n(t' - t) + i\varepsilon_n} \]  

This completes the quantization of the deformations of the Fermi sea.

It is convenient, and quite common, to replace the densities and currents with the displacement fields \(\phi_n\):

\[ \rho_n(x) = \frac{1}{2\pi} \partial_x \phi_n(x), \quad j_n(x) = \frac{1}{2\pi} \partial_t \phi_n(x), \]  

(13)

where the last equation follows from the charge continuity relation. Then, the commutation relations read

\[ [\phi_n(x), \phi_{n'}(x')] = i\pi \delta_{nn'} \text{sgn}(x - x'). \]  

(14)

We proceed, as for free fermions, by solving equations of motion in terms of plane waves, imposing periodic boundary conditions, and taking the thermodynamic limit. The resulting spectral decomposition for the new fields reads

\[ \phi_n(x,t) = \varphi_n(\tau) + \int_0^\infty d\omega \sqrt{\omega} \left[ e^{-i\omega \tau} a_n(\omega) + \text{h.c.} \right], \]  

(15)

where the creation and annihilation operators satisfy bosonic commutation relations

\[ [a_n(\omega), a_n^\dagger(\omega')] = \delta_{nn'} \delta(\omega - \omega'), \]  

(16)

and the zero modes,

\[ \varphi_n(\tau) = -\varphi_n^{(0)} - 2\pi v_n Q_n \tau / L_n, \]  

(17)

account for the homogeneous part of the charge density, and change the number of fermions \(Q_n\) in each channel by 1, i.e., \([Q_n, e^{i\varphi_n^{(0)}}] = 1\).

Formally, the zero modes ensure correct commutation relations for the fields \(\phi_n\), as well as periodic boundary conditions. However, in the thermodynamic limit, \(L_n \to \infty\), and for an open system, their quantum nature may typically be ignored (see, however, the discussion in Secs. \([\text{X}]\) and \([\text{XI}]\)). Indeed, at any finite distances \(\Delta x\), the quantum fluctuation of the zero mode scales as \(2\pi \Delta Q_n \Delta x / L_n \sim \Delta x / L_n \to 0\). Therefore, using Eq. \([\text{X}]\), one can replace zero modes with their average values:

\[ \varphi_n(\tau) \to \langle \varphi_n(\tau) \rangle = -\mu_n \tau, \]  

(18)

where, we recall, \(\tau \equiv t - x / v_n\). For instance, according to Eq. \([\text{X}3]\), the average stationary currents acquire the values \(\langle j_n \rangle = -\partial_t \varphi_n(\tau) / 2\pi = \mu_n / 2\pi\), in full agreement with the Fermi liquid theory.
C. Bosonization of fermions

The two alternative descriptions of the chiral fermions outlined above are unified by the bosonization procedure, according to which the fermions are expressed in terms of bosons as follows

\[ \psi_n(x) \propto e^{i\phi_n(x)}, \quad n = 1, \ldots, N, \]  

where the prefactor constants are determined by the high-energy cut-off and can be found in the end of calculations by, e.g., comparing the correlators of so defined fermions to the correlation functions. Using the spectral decomposition, one can verify that the operators satisfy the fermionic commutation relations and the charge locality relation. The subtle step in the calculations by, e.g., comparing the correlators of so defined fermions to the correlation functions (8). Using the spectral decomposition, one can verify that the operators (19), substituting the spectral decomposition (15), one can verify that the operators (25). The zero modes as

\[ \phi_n(x, t) = \varphi_n(x, t) + \delta\phi_n(x, t). \]  

where the zero mode contribution reads

\[ \varphi_n(x, t) = -\mu_n t + \tilde{\varphi}_n(x) \]  

and the fluctuating part is decomposed in the oscillator modes as

\[ \delta\phi_n(x, t) = \int_0^\infty d\omega \sqrt{\omega} \sum_m \left[ \Phi_{mn\omega}(x)e^{-i\omega t}a_m(\omega) + h.c. \right]. \]  

Here, the operators \( a_m(\omega) \) are defined in Eq. (10), and the wave functions \( \Phi_{mn\omega}(x) \) are the scattering states, which acquire the form of the plane waves far away from the scattering region. In the next section, we develop the formal scattering theory and prove the orthogonality and completeness of the scattering states in order to guarantee the bosonic commutation relations of the operators. The zero modes \( \varphi_n(x, t) \) deserve a special consideration, which is done in Sec. IV.

D. Interactions

Rewriting the total energy of free fermions in Eq. (10) in terms of bosonic fields, one obtains the bare Hamiltonian

\[ H_0 = \frac{1}{4\pi} \sum_n v_n \int dx \left[ \partial_x \phi_n(x) \right]^2. \]  

We are interested in the situation, where the interactions between fermions are present in the finite region of space, as schematically shown in Fig. III. We wish to consider strong Coulomb interactions. However, in real systems Coulomb interactions are screened in a quite complex way. Therefore, in order to keep generality of the following analysis, we present the interaction part of the Hamiltonian in the general form

\[ H_1 = \frac{1}{8\pi^2} \sum_{n,n'} \int dx dy \left[ \partial_x \phi_n(x) \phi_{n'}(y) \right] \delta_{nn'} \]  

where the kernel \( U_{nn'}(x, y) \) is an arbitrary potential of the density-density interaction, which accounts spatial separation of channels and screening effects.

The equations of motion for the bosonic fields, \( \partial_t \phi_n = i[H_0 + H_1, \phi_n] \), immediately follow from the commutation relations:

\[ (\partial_t + v_n \partial_x)\phi_n(x, t) = -\frac{1}{2\pi} \sum_{n'} \int dy U_{nn'}(x, y) \partial_y \phi_{n'}(y, t). \]  

These equations may be accompanied with the non-trivial boundary conditions, as described in Sec. IV and solved directly. However, as a first step, we wish to express fields in the second-quantized form.

We have done so for free-fermion case, \( U_{nn'} = 0 \), where the fields can be expanded in terms of plane waves, see Eq. (15). Taking into account our assumption, that the interaction is localized in the finite region of space, we look for the solution of the equations in the form

\[ \phi_n(x, t) = \varphi_n(x, t) + \delta\phi_n(x, t). \]  

where the zero mode contribution reads

\[ \varphi_n(x, t) = -\mu_n t + \tilde{\varphi}_n(x) \]  

and the fluctuating part is decomposed in the oscillator modes as

\[ \delta\phi_n(x, t) = \int_0^\infty d\omega \sqrt{\omega} \sum_m \left[ \Phi_{mn\omega}(x)e^{-i\omega t}a_m(\omega) + h.c. \right]. \]  

Here, the operators \( a_m(\omega) \) are defined in Eq. (10), and the wave functions \( \Phi_{mn\omega}(x) \) are the scattering states, which acquire the form of the plane waves far away from the scattering region. In the next section, we develop the formal scattering theory and prove the orthogonality and completeness of the scattering states in order to guarantee the bosonic commutation relations of the operators. The zero modes \( \varphi_n(x, t) \) deserve a special consideration, which is done in Sec. IV.

Finally, assuming the Gaussian character of fluctuations, one can expand fermionic operators (19) to second order in the fields \( \delta\phi_n \), average over the bosonic states, and re-exponentiate the result. This procedure leads to the following expression:

\[ \ln(\psi_n(x, t)\psi_n^\dagger(x', t')) = -i\mu_n(t - t') + i[\tilde{\varphi}_n(x) - \tilde{\varphi}_n(x')] + G_n(x, x', t - t'). \]  

Here, first term on the righ hand side may be attributed to the energy shift due to the applied chemical potential \( \mu_n \), while the second term is the Friedel phase shift induced by the interaction, since \( \partial_x \tilde{\varphi}_n = 2\pi(\rho(x)) \). The fluctuation contribution

\[ G_n(x, x', t) = \langle [\delta\phi_n(x, t) - \delta\phi_n(x, 0)]\delta\phi_n(x', 0) \rangle \]  

may be found by substituting the spectral decomposition and taking the principle value of the integral over \( \omega \), because the \( \omega = 0 \) contribution has been attributed to the zero mode.
III. SCATTERING STATES

In this section we formulate the scattering theory based on equations (22). Namely, we introduce scattering states and prove their orthogonality and completeness. In our case, the scattering states are represented by \( N \) sets of functions, \( \Phi_{mn\omega}(x) \), \( m, n = 1, \ldots, N \), where the first index enumerates the sets, and the second index enumerates the functions in a particular set. They satisfy the equations of motion (22), which in the Fourier space read

\[
(\omega - v_n \partial_x)\Phi_{mn\omega}(x) = \frac{1}{2\pi} \sum_{n'} \int dy U_{nn'}(x, y) \partial_y \Phi_{mn'\omega}(y),
\]

and the following boundary conditions at \( |x| \to \infty \),

\[
\Phi_{mn\omega}(x) = [\delta_{mn} \theta(-x) + S_{nm}(\omega) \theta(x)] e^{ik_n x},
\]

where \( k_n = \omega/v_n \) and \( S_{nm} \) are the elements of the scattering matrix. In other words, the \( m \)th scattering state describes one incoming mode in the \( m \)th channel, and outgoing modes in all \( N \) channels.

As a first step, we wish to derive a useful formal relation for scattering states. Let us consider the sets of functions \( \Phi_{mn\omega}(x) \), which satisfy Eqs. (22) with \( \omega \) on the left hand side replaced by \( -\omega \). We multiply equations of motion for the functions \( \Phi_{mn\omega}(x) \) by \( \partial_x \Phi_{mn\omega}(x) \), and equations for the functions \( \Phi_{m'\omega}(x) \) by \( \partial_x \Phi_{m'\omega}(x) \), integrate over \( x \) and sum over \( n \), and subtract one result from another. Due to the symmetry of the interaction potential, \( U_{nn'}(x, y) = U_{n'n}(y, x) \), the right hand side of the equations cancels, and we arrive at the following equation:

\[
\int dx \sum_n (\omega \partial_x \Phi_{mn\omega}) \Phi_{mn\omega} + \omega \Phi_{mn\omega} \partial_x \Phi_{mn\omega} = 0.
\]

It is convenient to cut this integral at large distances, \( |x| = W \), beyond the interaction region, and integrate by parts. Using the asymptotic form (22), we obtain:

\[
(\omega' - \omega) \int dW dx \sum_n \Phi_{lm\omega} \partial_x \Phi_{mn\omega} = \omega \delta_{lm} e^{-i(k'_m - k_m)W} - \omega \sum_n S_{nl}(\omega') S_{nm}^*(\omega) e^{i(k'_n - k_n)W}.
\]

We note that, by choosing in this equation \( \omega' = \omega \), we immediately arrive at the unitarity of the scattering matrix, \( \sum_n S_{nl} S_{nm}^* = \delta_{lm} \).

Next, we extend the integral in Eq. (30) to infinity: \( W \to \infty \). Then, for \( \omega' \neq \omega \) the right hand side of the equation is fast oscillating function, which vanishes upon coarse graining, leading to the orthogonality of scattering states. On the other hand, a care has to be taken when \( \omega' \) approaches \( \omega \). In this case, we may rely on the unitarity of scattering matrix to arrive at the following expression:

\[
\int_{-W}^{W} dx \sum_n \Phi_{lm\omega} \partial_x \Phi_{mn\omega} = -\omega \delta_{lm} \times \frac{e^{i(k'_m - k_m)W} - e^{-i(k'_m - k_m)W}}{\omega' - \omega}.
\]

As \( W \to \infty \), the last term in this equation becomes a \( \delta \)-function, and we arrive at the orthogonality relation:

\[
\int_{-\infty}^{\infty} dx \sum_n \Phi_{lm\omega} \partial_x \Phi_{mn\omega} = -2\pi i \omega \delta_{lm} \delta(\omega' - \omega).
\]

In order to prove the completeness of scattering states, let us multiply Eq. (22) by the function \( \Phi_{mn'\omega}(x') \), sum over \( m \), and integrate over \( \omega \). The result reads

\[
\int_{-\infty}^{\infty} dx \sum_n \Phi_{lm\omega} \Phi_{mn'\omega}(x') \left[ \sum_m \int_0^{\infty} \frac{d\omega}{\omega} \partial_x \Phi_{mn\omega}(x) \Phi_{mn'\omega}(x') \right]
\]

i.e., the expression in square brackets is the unity operator in the space of chiral scattering states. Similarly, multiplying Eq. (22) by the function \( \Phi_{mn'\omega}^*(x') \) and repeating the above steps, we arrive at the analogous expression for the unity operator in the space of the conjugated (anti-chiral) states. By combining these two expressions, we obtain the completeness relation:

\[
\frac{1}{2\pi i} \sum_m \int_0^{\infty} \frac{d\omega}{\omega} \left[ \Phi_{mn'\omega}(x') \partial_x \Phi_{mn\omega}(x) - \Phi_{mn\omega}(x') \partial_x \Phi_{mn'\omega}(x) \right] = \delta_{nn'} \delta(x - x').
\]
IV. ZERO MODES

Let us recall, that we consider an open system, therefore zero modes in most cases may be considered classical fields, which satisfy equations of motion [22]. Below, however, we will quantize zero modes in order to account for the quantum effects of a circuit, to which the system is attached. Away from the scattering region, \( x \to -\infty \), zero modes obviously acquire the form (18) found earlier for a translationary invariant system. Therefore, we are looking for the solution in the form (24), where the coordinate-dependent term satisfies the equation

\[
v_n \partial_x \tilde{\varphi}_n(x) + \frac{1}{2\pi} \sum_{n'} \int dy U_{nn'}(x, y) \partial_y \tilde{\varphi}_{n'}(y) = \mu_n. \tag{35}
\]

This equation may be interpreted as a condition of constant potential at the channel \( n \), where the first term on the left hand side is the contribution from the finite compressibility of the Fermi sea (Thomas-Fermi correction), while the second term results from the Coulomb interactions.

Such electrostatic problem can be formally solved with the help of the so called “characteristic” potentials [26, 27] \( f_{mn}(x) \). Namely, one can write zero modes in the form:

\[
\varphi_n(x, t) = -\mu_n t + \sum_m (\mu_m/v_m) f_{mn}(x), \tag{36}
\]

where the characteristic potentials satisfy the following equations

\[
\partial_x f_{mn}(x) + \frac{1}{2\pi v_n} \sum_{n'} \int dy U_{nn'}(x, y) \partial_y f_{mn'}(y) = \delta_{mn}. \tag{37}
\]

The boundary conditions may be fixed with the help of Eq. (18), so that the asymptotic forms read:

\[
f_{mn}(x) = x \delta_{mn} + \theta(x) \Delta f_{mn}, \quad \text{at} \ |x| \to \infty, \tag{38}
\]

where \( \Delta f_{mn} \) are the interaction-induced phase shifts.

The equations (37) for the characteristic potentials may be solved directly, e.g., perturbatively with respect to the potentials \( U_{nn'} \). However, if scattering states \( \Phi_{mn\omega}(x) \) are already known, one can, alternatively, extract characteristic potentials by evaluating the limit:

\[
f_{mn}(x) = \lim_{k_m \to 0} \frac{\Phi_{mn\omega}(x) - \delta_{mn}}{ik_m}. \tag{39}
\]

This simply follows from the fact that the expression on the right hand side of this equation satisfies the equations (37) for the characteristic potentials, which can be easily seen from Eqs. (25). Moreover, in the low-frequency limit and at \( x \to -\infty \) we find \( [\Phi_{mn\omega}(x) - \delta_{mn}]/ik_m = \delta_{mn}(e^{ik_m x} - 1)/ik_m \to x \delta_{mn} \), i.e., the expression (39) satisfies the boundary conditions for the characteristic potentials. Finally, according to the Eq. (29), the phase shifts may be found from the scattering matrix:

\[
\Delta f_{mn} = \lim_{k_m \to 0} \frac{S_{mn}(\omega) - \delta_{mn}}{ik_m}. \tag{40}
\]

We stress that, in contrast to one-dimensional low-energy fermions, the bosons do not scatter at low frequencies, i.e., \( S_{mn}(0) = \delta_{mn} \), and the limit (40) is well defined.

The equations (38) for zero modes and (37) for the characteristic potentials may be used in order to evaluate voltage dependent and interaction induced specific phase shifts, which contribute to electron correlation functions. Such phase shifts are relevant for a number of experimental situations, as has been demonstrated in Ref. [22].

V. BOUNDARY CONDITIONS AND FULL COUNTING STATISTICS

We have already mentioned, that it might be useful in a number of situations to express the bosonic fields \( \phi_n \) in terms of their values away from the scattering region, where the statistics of their fluctuations is assumed to be known. Then, by solving equations of motion [22] with corresponding boundary conditions, one can find correlation functions of the fields \( \delta \phi_n \). This method has been proposed in Ref. [10] and successfully applied to a
number of physical phenomena in quasi-1D systems far from equilibrium. Here we generalize this method to the case of arbitrary scattering.

Let us assume that at the distance $W$ upstream the scattering region (see Fig. 1) the fields $\delta \phi_n$ are known. According to the asymptotic form of the scattering fields $\phi$, we can write

$$\delta \phi_n(-W,t) = \int_0^\infty \frac{d\omega}{\sqrt{\omega}} \left[ e^{-i\omega(W/v_n+t)} a_n(\omega) + \text{h.c.} \right]. \quad (43)$$

On the other hand, according to Eq. (13), the fluctuation of the charge injected into the system through the cross-section $x = -W$ is equal to

$$\delta q_n(t) = \int_{-\infty}^{t} dt' \delta j_n(-W,t') = -\frac{1}{2\pi} \delta \phi_n(-W,t). \quad (44)$$

Comparing these two equations, one finds that

$$a_n(\omega) = -\sqrt{\omega} e^{i\omega W/v_n} \int_{-\infty}^{\infty} dt e^{i\omega t} \delta q_n(t), \quad \omega > 0. \quad (45)$$

By substituting this expression into Eq. (25), we finally obtain

$$\delta \phi_n(x,t) = -\int_{-\infty}^{\infty} dt' \sum_m \Phi_{mn}(x,t-t') \delta q_m(t'), \quad (46a)$$

$$\Phi_{mn}(x,t-t') \equiv \int_{-\infty}^{\infty} d\omega \Phi_{mn}(x)e^{-i\omega(t-t')} \quad (46b)$$

Here, we have used the property $[\Phi_{mn}(x)]^* = \Phi_{mn}^*(x)$ and dropped the phase factor $e^{i\omega W/v_n}$, which merely shifts time (note, that the correlation functions for stationary processes do not depend on such time shifts). Omitting this phase factor simply amounts to redefining the scattering rate.

We note that the statistics of the fluctuations of the fields $\phi_n(x,t)$, which are needed in order to calculate the fermion correlation functions, may be expressed, using Eqs. (16), in terms of the statistics of fluctuations of the charges $q_n(t)$ transmitted through a given cross-section. Thus, the evaluation of fermionic correlation functions reduces to finding the full counting statistics of the transport of free fermions. Importantly, this method allows one to relax the assumption of the Gaussian character of fluctuations needed in order to arrive at the result (20) and (27).

VI. LANGEVIN EQUATIONS

In Secs. II and III we have considered conservative systems, while the results of Secs. IV and V may also be used to account for the dissipation in electrical circuits, or, e.g., in tunnel junctions. However, as far as circuit effects are concerned, it has been suggested earlier in Ref. 19, that perhaps the most natural and efficient way to account for the dissipation is to apply the method of quantum Langevin equations. This method is based on the observation that electrical circuit elements typically create only Gaussian fluctuations, and the system in the bosonic sector remains Gaussian. Therefore, when accounting non-linear effects (such as weak tunneling or weak backscattering) perturbatively, one can describe the dynamics of the fields by using linear equations.

Let us consider $N$ electron reservoirs, in general at different temperatures $T_n$ and different potentials $\mu_n$. These reservoirs are connected, on one side, via an electrical circuit, characterized by the frequency-dependent conductance matrix $G_{nm}(\omega)$. On the other side, the reservoirs are attached to a quasi-1D electron system via chiral electron channels. This situation is illustrated in the Fig. 3 where one of the reservoirs is schematically shown on the left. For simplicity only, and to illustrate our idea, let us assume, that each reservoir absorbs one incoming electron channel, and emits one outgoing channel (in the context of the QH effect this situation corresponds to the case of filling factor 1).

We first concentrate on the fluctuation contribution to the fields (23) and note that, according to the scattering theory [see Eq. (16)], it is determined by the currents $\delta j_{in,n}$ outgoing from the reservoirs. Thus, one can start with the equation for the charge conservation in the Fourier space,

$$-i\omega C_n \delta \mu_n = \delta j_{in,n} + \delta j_{out,n}, \quad (47)$$

where $C_n$ is the charge capacitance of the $n$th reservoir, $\delta j_{in,n}$ is the fluctuation of the current incoming from the circuit, and the last two terms are the contributions of the electron channels.

The currents have contributions from the fluctuations of the collective modes, as well as from the Langevin sources. The current from the circuit acquires the fol-
satisfy fluctuation dissipation relations:

$$\delta j_{c,n} = \sum_m G_{nm} \delta \mu_m + \delta j^s_{c,n}, \quad (48)$$

where $\delta j^s_{c,n}$ is the source. Similarly, as it has been shown in Ref. [19], the outgoing current in the electron channel has two contributions,

$$\delta j_{out,n} = G_q \delta \mu_n + \delta j^s_{out,n}, \quad (49)$$

where $G_q = e^2/2\pi \hbar$ is the conductance quantum (restoring physical units), and $\delta j^s_{out,n}$ is the equilibrium 1D current source originating from the reservoir.

Finally, rewriting Eqs. (46), one connects incoming and outgoing 1D currents

$$\delta j_{in,n}(\omega) = \sum_m S_{nm}(\omega) \delta j_{out,m}(\omega), \quad (51)$$

and using Eq. (29), one finds the fluctuating part of the fields $\delta \phi_n$ using Eq. (50). However, this has to be done with caution, because the matrix of conductances is degenerate. One can simply assume that one of the electron reservoirs is grounded, and corresponding potential does not fluctuate, or, alternatively, one may add an extra grounded electrode.

Since fluctuations are assumed Gaussian, it remains to accompany these results with the two-point correlation functions of the sources. It is natural to assume that, the sources are at local equilibrium, and correlation functions satisfy fluctuation dissipation relations:

$$\langle \delta j^s_{in,n}(\omega) \delta j^s_{out,m}(\omega') \rangle = \delta_{nm} \delta(\omega + \omega') \frac{2\pi \omega G_q}{1 - e^{-\omega/T}}, \quad (52)$$

and

$$\langle \delta j^s_{c,n}(\omega) \delta_j^s_{c,m}(\omega') \rangle = \delta(\omega + \omega') \frac{4\pi \omega G_{nm}}{1 - e^{-\omega/T}}, \quad (53)$$

where because of the chirality of 1D electrons the factor of 2 in the first equation is missing as compared to the second one, and in the second equation we assumed that the circuit is at equilibrium with the bath at the temperature $T$. After the fields are expressed in terms of the sources, one can use Eqs. (29) and (33) to find the correlators of the fields (27), and eventually, the electron correlation functions (26).

We conclude this section by addressing the zero mode contributions $\varphi_n(x,t)$ to the fields $\phi_n(x,t)$. It has been emphasized in Sec. IV C that the components $\varphi_n^{(0)}$ of zero modes guarantee the independence of fermions belonging to different 1D systems of finite size, and that in open quasi-1D systems this argument has to be reformulated. Here we propose to consider the whole system, i.e., the set of 1D fermion channels plus an electrical circuit, as an isolated ensemble of fermions, in which the number of particles does not change. This allows one to omit the phase factors $e^{i\varphi_n^{(0)}}$ in the bosonized representation of the fermionic operators, because fermions from different channels belong to the same system, are mixed (scattered) in the electrical circuit, and therefore are not strictly independent. Nevertheless, in practice their statistical independence emerges from the fact, that different channels are connected to each other via reservoirs, where the phase fluctuations are strong. For example, if two fermionic channels are connected via one reservoir, the corresponding correlator behaves as

$$\ln\langle \psi_n^{\dagger} \psi_m^{(0)} \rangle \propto -T_n t_d,$$

where $T_n$ is the temperature, and $t_d$ is the dwell time of the fermion in the reservoir. Thus, this correlator vanishes in the thermodynamic limit.

The remaining components of the zero modes can be found by using the equations (53) and (54). According to the equation (30), the zero modes are determined by the potentials of the reservoirs $\mu_n$, which in turn simply follow from the Kirchhoff’s law,

$$\langle j_{c,n} \rangle + \langle j_{in,n} \rangle - \langle j_{out,n} \rangle = 0. \quad (54)$$

These equations have to be accompanied by the dc versions of the equations (45), (46), and (51):

$$\langle j_{c,n} \rangle = \sum_m G_{nm}(0) \mu_m, \quad \langle j_{out,n} \rangle = G_q \mu_n, \quad (55)$$

and solved for $\mu_n$. Here, in the notations of this section, $S_{nm}(0) = 0, 1$ is simply a connectivity matrix, because plasmons do not scatter at zero frequency.

VII. DISCUSSION

In the end, we would like to make important remarks and give practical recommendations concerning the application of the scattering theory. First of all, although we consider chiral systems throughout the paper, this is done for the convenience in order to simplify the derivations. With some limitations on otherwise quite broad class of long-range interactions, our approach also applies to non-chiral systems, such as Luttinger liquids connected to free-fermionic reservoirs. In this case, the reservoirs are modelled by gradually switching off the interaction at the interface with the Luttinger liquid, which leads to the Andreev-type process, restoring the universality of the conductance of such systems. Therefore, the interaction remains localized in a region of finite size, while incoming and outgoing states are still free. This is
Third, additional electrostatic potentials, $V_n(x)$, e.g., induced locally by metallic gates, can easily be accounted by adding linear terms $(1/2\pi)\sum_n \int dx V_n \partial_x \phi_n$ to the Hamiltonian $H_0 + H_1$. They slightly modify the equations of motion \[ \partial_t \phi_n \rightarrow (1/(2\pi)) \partial_t \phi_n + \Delta \rho_n. \] In turn, this introduces additional phase shift $2\pi \int dx \Delta \rho_n$ in fermionic operators \[ \phi_n \], in agreement with the Friedel sum rule.

Finally, we note that it would be interesting to extend our scattering theory in the analogy to the Floquet theory in order to investigate the photon-assisted electron transport in quasi-1D electron systems. This seems to be an obvious and straightforward next step, because even if a system is biased with time-dependent potentials, it remains Gaussian, and therefore the bosons are free.
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