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Abstract
As more and more companies are migrating (or planning to migrate) from on-premise to Cloud, their focus is to find anomalies and deficits as early as possible in the development life cycle. We propose Frisbee, a declarative language and associated runtime components for testing cloud-native applications on top of Kubernetes. Given a template describing the system under test and a workflow describing the experiment, Frisbee automatically interfaces with Kubernetes to deploy the necessary software in containers, launch needed sidecars, execute the workflow steps, and perform automated checks for deviation from expected behavior. We evaluate Frisbee through a series of tests, to demonstrate its role in designing, and evaluating cloud-native applications; Frisbee helps in testing uncertainties at the level of application (e.g., dynamically changing request patterns), infrastructure (e.g., crashes, network partitions), and deployment (e.g., saturation points). Our findings have strong implications for the design, deployment, and evaluation of cloud applications. The most prominent is that: erroneous benchmark outputs can cause an apparent performance improvement, automated failover mechanisms may require interoperability with clients, and that a proper placement policy should also account for the clock frequency, not only the number of cores.

1 Introduction
Cloud-native applications refer to an architectural style where applications consist of loosely coupled Microservices, that run on a containerized and dynamically orchestrated platform (with the help of technologies like Kubernetes, Docker, etc.), in dynamic environments provided by the public, private, and hybrid clouds. This architecture results in significant application downtime reduction, dynamic scaling-up/scaling-down of cloud resource utilization as per business needs, and increased responsiveness to user demand. However, the benefits of cloud-native architectures do not come for free. Testing these applications requires a series of complex and time-demanding activities, from the deployment and configuration of the elastic system, to the simulation of normal and abnormal conditions, and the collection and analysis of distributed metrics.

System testers have traditionally emphasized writing static test cases since most of them have not had the tooling or the infrastructure to run distributed scenarios. Unfortunately, these manual approaches are highly inadequate for testing cloud-native applications. Firstly, manual tests usually come late in the development cycle; when bugs are revealed, reworked, and the additional retesting cost is high and impacts the product release. Secondly, manual testing is biased. Testers know the server where the application resides, along with its CPUs, memory, and network bandwidth, and they can test against those expectations [1, 7]. Thirdly, most test cases operate through distinct phases; setup, steady-state, and (optionally) shutdown. That requires synchronization between phases to ensure proper and consistent testing. However, the non-deterministic nature of distributed systems makes manual or time-based solutions prone to inconsistent behaviors, forcing engineers to spend their time chasing down issues that may not even exist. Finally, a golden rule that is hardly viable with manual methods is to create similar environments for dev, test, and production, so that the system under test should be as similar as possible, whether it runs on a developer’s laptop, in a testing environment, or in production.

Kubernetes is a promising solution for unbiased grey-box testing of cloud-native applications. It provides a cheap and disposable environment where researchers can deploy the system under evaluation (SUT) and stress them against testing utilities, such as performance benchmarks [8], linearizability checkers [22], or Chaos Engineering tools [4]. The problem is that Kubernetes is not designed to run experiments. Even if Kubernetes extensions exist for failure injection [30], distributed monitoring [31], and workflow specifications [3], interconnecting these extensions involves significant domain knowledge and can be time-consuming. Additionally, it results in long and bloated specifications that make it difficult to trace the relationship between components and understand how they fit together.
We present Frisbee, a Kubernetes-native platform for the validation, verification, and testing of cloud-native applications. Frisbee provides the necessary abstractions to help developers focus on the test-case, rather than focusing on the technical functions of the testing mechanism. Tests are uniform, repeatable, and able to run as part of CI/CD workflows. Basic performance ‘smoke tests’ can run as part of every build, while more extensive tests can run during acceptance testing phases. Frisbee abstracts the testing process into four core components:

- **An integrated architecture for running application benchmarks, injecting faults, observing internal system interactions under evaluation (SUT), validating these interactions via test cases, and visualizing valid and invalid behaviors.**

- **Templates to describe the application’s services, relationships between services, dependencies, requirements, and capabilities of each service. The service templates declare reusable types and use them to construct the structure of the application.**

- **A distributed notification system that provides insights from different views (e.g., global, client, data servers), helping developers to respect logical dependencies, express different types of violations (e.g., data loss, availability), and reason for bugs closer to their source.**

- **A declarative, human-readable language to create scenarios that simulate real activity and validate the application’s behavior, both under normal and unexpected conditions.**

Our main contribution is establishing the basis of a platform to carry out systematic testing of cloud-native applications over Kubernetes. While the various aspects (e.g., elasticity, availability, performance) can be tested individually in Kubernetes, this requires manual scripting and choosing from a wide ecosystem of Kubernetes extensions. Instead, Frisbee aims to be the first platform that provides a consistent way to design and run various classes of experiments over Kubernetes. To showcase its practicality, we use Frisbee for testing i) uncertainties at the level of application (e.g., dynamically changing request patterns), ii) failures at the level of infrastructure (e.g., crashes, network partitions), and iii) facts that drive deployment decision (e.g., saturation points).

The rest of this paper is organized as follows: Section 2 elaborates on related work and the advancements made by Frisbee, Section 3 gives an overview of the Frisbee design, Section 4 deepens into the language’s abstractions, Section 5 presents a set of experiments that demonstrate the main aspects of the proposed language, Section 6 concludes the paper, and Section 7 state our vision for the future.

## 2 Related Work

To better understand the practicality of Frisbee, we compare it with five research directions that we regard as representative of its abilities: testing in the cloud, testing of the cloud, testing of the cloud in the cloud, chaos engineering, and testing specification.

### Testing in the Cloud

Testing in the cloud (TiC) refers to software testing performed by leveraging cloud technologies and resources to validate non-cloud software/applications, such as mobile or web environments. TiC overcomes the limits of traditional testing approaches, allowing testers to address testing objectives before considered infeasible. Among them is the possibility of performing massive combinatorial testing or evaluating attributes such as scalability, elasticity, and reliability by scaling up and down resources on-demand [17]. However, TiC-based experiments require orchestration to be done manually via the vendor’s API. A level above, Kubernetes-based designs present an advancement over the current state-of-the-art TiC, allowing engineers to write tests without having to consider the underlying infrastructure or the vendor’s API [1, 7]. With Kubernetes, experiments designed on a single workstation environment (e.g., MicroK8s) can be seamlessly executed on-premise (e.g., bare-metal K8s), on the Cloud via Kubernetes-as-a-service (e.g., Azure Kubernetes).

### Testing of the Cloud

Testing of the cloud (ToC) refers to validating the quality (functional and non-functional properties) of applications and systems deployed in the cloud. Simulators like CloudSim, and its derivatives [18, 23, 34], have been proposed as a cost-effective way to evaluate placement strategies and configurations for Cloud, Edge, and IoT environments. Though reproducible and convenient, simulators study behaviors expressed as mathematical models with certain assumptions, and therefore are inappropriate for testing real systems. Emulators incur similar infrastructure costs with simulators while achieving better realism since they run real codes. There are mainly two types of emulators: (i) Full-system emulators which use VMs as hosts to emulate heterogeneous nodes with various OSes [17, 37], and (ii) Container-based emulators leveraging containers that share a single OS kernel to provide better scalability, required to emulate large-scale networks [9, 38]. These tools are consumed with preparing the testbed rather than testing the application that runs on it. Approaches like MockFog [20], Fogify [35], and IOTier [29] have implemented ad-hoc alterations on a running testbed. However, these approaches are based on Docker Swarm, which does not support the sidecar pattern or automated control loops. Thus, that requires manual orchestration via the exposed APIs, and containers with monitoring tools pre-installed.
**Testing of the Cloud in the Cloud**  Testing of the cloud in the cloud (ToiC) fills the intersection area between TiC and ToC: applications deployed in the cloud are tested by leveraging cloud platforms. The most related research direction in this category is Cloud-based Testing-as-a-Service Infrastructures. In general, tools in this direction provide a declarative environment for describing and executing automated performance tests. The focus can be on describing the deployment process and resource requirements [36], describing elasticity when testing workflows with sequences of resource variation [2], automating the pipelines for deployment and monitoring [10, 11, 13], or abstracting and testing network configurations [27]. However, none of these works account for failure modes, and they are unsuitable for resiliency or availability tests. That is not surprising given that most Cloud providers did not provide capabilities for failure simulation until very recently.

**Chaos Engineering**  Chaos Engineering [4] is now accepted as a fundamental procedure for ensuring that today’s frequently changing and highly complex systems are achieving the resilience required. Chaos Engineering is the practice of injecting faults into a production system so that unanticipated weaknesses can be discovered and corrected before causing user issues. Systemic weaknesses could take the form of: improper fallback settings when a service is unavailable; retry storms from improperly tuned timeouts; outages when a downstream dependency receives too much traffic; cascading failures when a single point of failure crashes [19]; etc. Chaos Engineering tools such as Chaos-Mesh [30] are excellent for injecting various faults into the system, but they do not provide the means for assessing the impact of a fault. This task is usually left to third-party tools. Services meshes, like Istio [21], provide both fault injection and observability of the fault. Their scope, however, is limited to the network level. In addition to the network, Frisbee operates at the application level as well. This involves a broader range of failures (e.g., kills, partitions, I/O) and application-level monitoring (e.g., number of ingested keys, replication errors, etc.).

**Testing Specification**  A critical aspect of Frisbee is to help cloud system developers design and run test-cases more systematically than manual approaches. That requires abstracting the details of manipulating the state of an application under test and verifying the final application state against an expected state. Declarative testing is a test design paradigm that expresses tests in terms of data instead of procedural code. In this style, the testing rules (context, inputs, and expected outputs, defined by the user) are separate from the test automation code (implemented by the framework). However, existing frameworks are largely ineffective for Cloud-native applications. Firstly, they require access to source code [16, 33]. In contrast, constituent microservices of cloud-native applications are commonly delivered as containers. Second, frame-

work are usually language-specific [12, 14, 32]. In contrast, microservices may be written in different languages, thus not always following a standard design pattern or sharing a common framework. Finally, although Kubernetes workflow engines, like Argo [3], facilitate the implementation of multi-stage experiments, these engines cannot simulate system failures or control the network nondeterminism; hence, it is difficult to write a test case to verify that a program is correct in the face of these conditions. To the best of our knowledge, Frisbee provides the first declarative language for testing Cloud-native applications, and the first testing framework that integrates natively to the Kubernetes ecosystem.

### 3 Design Overview

![Frisbee Architecture](image)

Figure 1: Frisbee architecture. Given a template describing the system under test and a workflow describing the experiment, Frisbee interfaces with Kubernetes to run the experiment. Notice the bidirectional feedback loop between Grafana and the controller(s).

Figure 1 depicts a high-level overview of the Frisbee architecture. Adhering to the well-established Operator pattern of Kubernetes [25], it consists of Custom Resource Definitions (CRDs) and a set of controllers integrating natively with Kubernetes services and APIs. A CRD defines a new, unique object Kind in the cluster, listing out all of the configurations available to users of that object, and describing the desired state of that object. The controller is a control loop that watches the object’s state, making or requesting changes when needed to move the current state closer to the desired state.

The experiment starts with specifying the CRDs in a YAML.
file. The most important ones include Service Templates and experimental Workflow. Templates describe the system under evaluation (SUT), including service definitions, such as Redis primaries or backups; logical dependencies between services, such as backup X depends on primary Y; preferences on where services should be scheduled, such as on nodes with SSDs; and resource constraints. The workflow is a graph that drives the evaluation process. The nodes represent actions that change the execution environment, and the edges represent assertions for the expected system behavior upon these actions. These assertions enable tests to run until some percentage of SLA violations occur, such as percentile latency exceeding a set limit, or a number of services have failed.

When the experiment is ready for deployment, the user passes the YAML to the workflow controller via the Kubernetes command line. The workflow controller is a global tester with total control over the SUT. It traverses through the graph and executes a specific set of operations based on the graph and the workflow’s current context. The context is driven by Frisbee events, which can be fired based on elapsed time, object state, or performance metrics. Since there is significant orchestration and sequencing involved, the workflow controller does not perform the actions itself but rather delegates them to other controllers to orchestrate their part. Note that each controller corresponds to a specific CRD so that the domain of each controller’s responsibility is clear. These sub-controllers may be native to Kubernetes (such as Pods or Deployments), belonging to the Frisbee ecosystem (such as the logical group), or be third-party (such as Chaos-Mesh). Sub-controllers translate higher-level actions into low-level operations, such as provisioning the requested resources, deploying the services, and disseminating policies to Frisbee agents at the execution layer. Frisbee uses sidecar agents to interact with application containers [5, 6], in a non-intrusive manner. Agents exist for resource and network throttling, monitoring shared resources, and suspending the container’s execution by preventing access to any resource.

In order to assure the correct assessment of a test, Frisbee gathers actionable data that provide not only the time an error or issue appears but, more importantly, its context. For example, a failure injection or a crashed node could explain a drop in requests. Frisbee follows a 3-factor approach to achieve observability: out-of-the-box monitoring, enrichment with control events, and automated alerts.

For the monitoring, Frisbee integrates several well-established tools in its stack: Telegraf for capturing performance metrics from the distributed services, Prometheus [31] for gathering metrics into a centralized time-series database optimized for time-range queries, and Grafana [15] for real-time visualization, querying of metrics, and alerts. Every experiment runs in an isolated stack to prevent interference when running multiple experiments in parallel.

Frisbee also creates a feedback loop between Grafana and the controller. The feedback is bidirectional and serves a double purpose. First, when the controller performs an action, it pushes a descriptive annotation to Grafana. This annotation provides the context of the performance metrics to visually correlate the observed behavior with a root event. Second, when Grafana’s analytics methods fire an alert, this alert is propagated back to the controller, which decides what to do with it. For example, spin up a new server if the tail latency exceeds a given threshold or terminate the workflow indicating that the test has failed.

Finally, Frisbee automates a critical step that is largely overlooked when testing a new system: clean-up. This includes removing generated artifacts (e.g., Kubernetes objects or data on remote hosts) and recovering from any injected faults (e.g., network partitions). Without consistent and diligent clean-up, the worst-case scenario is that changes in the environment can cause test ‘flakiness’. These differences may be so small that engineers will not spot them and will deliver false test results.

4 The Frisbee Language

Figure 2: Redis deployment example. Masters must be running before starting the load phase. The Load phase must complete before starting the Run phase. Replicas must run on a different failure domain than Masters.

To better understand the complexity Frisbee aims to address, consider the setup of Figure 2. Let us assume a cluster of 4 Redis [26] masters replicating to 4 Redis slaves, with 10 parallel YCSB client (loaders) inserting keys and 5 YCSB [8] clients (runners) executing mixed queries against the inserted keys. Redis masters serve both read and write requests, while slaves serve only read requests. Then, we want to spread Redis masters and Redis slaves to different availability zones to
reduce correlated failures. The experiment consists of three distinct phases; Setup, Load, Run. These phases have logical and timely dependencies that must be respected. The key ingestion does not start unless the servers (both masters and slaves) are up and running. Similarly, the queries must be postponed until the distributed loaders have completed ingesting the keys.

```
Kind: Template
definition: {name: redis}

spec:
  "master":
    inputs:
      parameters:
        port: "6379"
    spec:
      resources: {cpu: 4, mem: 4GB}
    agents:
      telemetry: [sysmon/container, redismon/telegraf]
      container:
        name: app
        image: redis
        ports: 
          - name: to-clients
            containerPort: {{.inputs.parameters.port}}
          - name: to-cluster
            containerPort: {{add .inputs.parameters.port 10000}}
        command: ....
```

Code 1: Snippet of Service Templates. The embedded scripts reduces the complexity of defining a service, exposing only parameters that matter to the user. Parameters are evaluated at runtime.

4.1 Service Templates

Kubernetes users often find themselves copying YAML specifications and editing them to their needs. This approach makes it difficult to go back to the source material and incorporate any improvements made to it. The template allows users to create a library of frequently-used specifications and reuse them throughout the definition of the experiment. These specifications define the container image to use, the commands to execute inside containers, the ports where the containerized application is listening for requests, CPU and memory limits and reservations, and environment variables used as inputs to the containers.

Templates define minimally constraining skeletons, leaving a bunch of strategically predefined blanks where dynamic data will be injected to create multiple variants of the specification using different sets of parameters (Code 1). In contrast to other templating engines that are evaluated at deployment time (e.g., Helm), Frisbee templates are evaluated in runtime to be usable by calling objects, such as Workflows. Users may still develop their Services using familiar Kubernetes constructs with the added functionality of Frisbee not affecting portability. The means that a Frisbee enhanced description will run in any Kubernetes environment without any alternations; however, users will lose the convenience offered by Frisbee.

**Embedded Scripting** Without parameters, templates provide reasonable defaults for the described services. With given parameters, Frisbee executes any embedded scripting in the template (denoted as {{...}}) and replaces parameters with desired values — to generate the configuration. Embedded scripting allows us to reduce user exposure to configuration parameters. For example, Every Redis Cluster node requires two TCP connections open. The standard Redis TCP port used to serve clients, for example, 6379, plus the port obtained by adding 10000 to the data port, so 16379 in the example. For port forwarding purposes, these ports must also be declared in the container specification. Embedded scripts can automate this remapping and reduce the complexity of defining a service, exposing only parameters that matter to the user.

**Resource Throttling** Frisbee allows users to specify the amount of resources that each service will use. Limits/quotas can be specified for memory, CPU, disk I/O, and network I/O. Memory limits prevent the container from using more than a given amount of user and system memory. For instance, if a container is allocated 4GB, Frisbee ensures that the specified limits are not exceeded. For the allocation of CPU cycles, we use the CPU units of Kubernetes. One unit is equivalent to 1 vCPU/core for Cloud providers and one hyperthread on bare-metal processors. Fractional (less than 1) requests are allowed. A request of 0.5 CPU is guaranteed half as much CPU as one that asks for 1 CPU. If an offending instance exceeds these limits, Kubernetes disallows it from using more of the specified resource.

**Observability Packages** Despite the numerous telemetry agents and Grafana dashboards, only a few are interoperable. Templates enable us to create observability packages that bundle a particular service with a telemetry agent and a set of pre-configured Grafana dashboards and alerts. Installation of these packages involves activity in two places: (i) in Grafana for configuring the dashboards and alerts, (ii) in the pod for deploying the telemetry agent. When someone asks for a service, the template controller automatically deploys the corresponding dashboards into Grafana. It is up to the caller (e.g., Workflow controller) to deploy the telemetry agent alongside the requests service.

4.2 Distributed notifications

Reasoning about the system’s behavior in dynamically evolving environments is challenging in its own right. An innovative aspect of Frisbee is that it exposes the system state into top-level events that pass contextual properties between controllers, enabling transactionality and idempotency of operations. Events can be used to schedule actions, handle logical dependencies between steps, or test oracles to decide if the test has passed or failed. We support four types of events:
**Time events:** are fired after an elapsed time measured by the controller. Time events have three different formats that underpin their function. The first format (e.g., "10s"), waits for the given duration to elapse, and then it is fired once. The second format (e.g., "3m@5") is similar but repeatable regarding the given number. For example, this event can be used to create a new YCSB runner every 3 minutes, with 5 runners added in total. The third format is compatible with cron (e.g., 10 14 * * 1) and can be used to run periodically at fixed times, dates, or intervals.

**State events:** transcribe to the state of Kubernetes objects [24]. They are automatically created when objects have state changes, errors, or other messages that should be broadcast to the system. The *Frisbee* controllers typically run a watchdog that listens for events on the objects they own. For example, the Workflow controller listens for events created by sub-controllers, like the group controller. In its turn, the group controller listens for events on the services it owns.

**Performance events:** exploit Grafana’s ability to perform statistical analysis on key performance indicators (KPIs) and fire an alert if the outcome matches a given rule. Performance indicators can be the response time, system throughput, utilization of system resources, execution time, and error rate. Rules may be as simple as ‘response_time > 200ms’, or more complex and involve the rate of change of a given metric. For example, assuming that A represents the incoming traffic, the expression ‘WHEN percent_diff () OF query (A, 5m, now-15m) IS ABOVE 20’ is roughly translated as ‘raise an alert if the traffic from now is more than 20% of some reference ago (5min, 1min, etc.).’

**Annotation events:** are used to pass contextual information between the controllers. For example, we use these events to ask a controller to gracefully terminate one of its services or inform the owner that a particular service will be killed through a Chaos experiment. Although annotations are eventually available to the user via the object’s metadata, the underlying synchronization mechanism remains internal into *Frisbee*.

### 4.3 Workflow Specification

The workflow is the end-to-end description of a *Frisbee* experiment. It serves two important functions: (i) it defines a set of actions to be executed, and (ii) it defines the desired state of the system after each action.

In this view, the workflow is not a pre-determined configuration but rather a ‘live’ object that traces the execution of the deployed application and schedules the execution of actions. However, since there is significant orchestration and sequencing involved, the workflow controller does not perform the actions itself but rather delegates them to other controllers to orchestrate their part. Their general format is *action name:*

| Normal | Description |
|--------|-------------|
| Create | Creates a new element |
| Update | Updates a running element |
| Stop   | Gracefully terminates a running element |
| Pause  | Suspend the execution of an element |
| Resume | Resumes the execution of an element |
| Teardown | Gracefully terminate experiment |
| Destroy | Ungracefully terminate experiment |

| Chaos | Description |
|-------|-------------|
| Kill  | Forcibly terminates a running element |
| Partition | Simulates network partition. |
| Netem | Simulates Network conditions (delay, duplicates) |
| IO    | Simulate I/O faults (I/O delay, read/write errors) |
| Revoke | Cancel the previous failures |

| Control | Description |
|---------|-------------|
| Depends | Wait for an event before an action |
| Oracle  | Validate the system state after an action |

Table 1: List of *Frisbee* Actions. Normal actions simulate uncertainties that occur naturally to an Internet-facing system. Chaos actions inject faults to simulate abnormal operating conditions. Control specify the dependencies between actions.

The appropriate controller is selected based on the type of action.

**Actions** Actions can be thought of as ‘functions’ that define instructions to be executed. Table 1 depicts the supported actions and Code 2 shows how to use them.

**Normal conditions:** These actions simulate uncertainties that occur naturally to an Internet-facing system, such as joining or leaving services. We discuss this controller further in the following Subsection.

**Abnormal conditions:** These actions inject faults to simulate abnormal operating conditions, such as network partitions or DNS errors. A fault causing a failure may be permanent or transient. For example, killing a service is a permanent fault. Oppositely, a network partition is transient. Partitioned nodes will experience a connection outage for as long as the fault remains active, but they become operational once the fault is revoked. Faults can be revoked either by duration or manually via the Revoke() action. Thus, we can support repeatable and complex failure patterns (e.g., inject a partition fault every 2 minutes to simulate intermittent connectivity).

**Wrappers:** In many cases, we want to manage Kubernetes resources from the *Frisbee* workflows. This is common when the controller of the target resource is based on a different Kubernetes version than the *Frisbee* controller. In this case, the two controllers cannot interact directly but only by creating, deleting, or updating the CRD of the target resource. Practically, the wrappers enable *Frisbee* to interact with any third-party Kubernetes extension.
Dependencies For modeling multi-stage experiments, users can define the workflow as a directed-acyclic graph (DAG) by specifying the dependencies of each action. Dependencies are based on fields exposed by Time, State, and Performance events. However, there are cases in which we want to evaluate numerous events to see if certain conditions are met. For instance, to start queries only when all servers are running and loaders are complete. To do that, we adhere to the syntax of go-valuate, which covers all the regular C-like expressions (e.g., logical/arithmetic/string comparators). As syntactic sugar, we also support YAML-like expressions that denote the logical AND of test oracles of the named objects, as shown in Code 2.

Test Oracle The oracle is a mechanism for determining whether a test has passed or failed. The use of oracles involves comparing the output(s) of the system under test, for a given test-case input, to the output(s) that the oracle determines that product should have. In general, the syntax of an oracle is similar to that of dependencies. However, they are semantically different. The dependencies are "pre-action" conditions, whereas the oracles are the "post-action" conditions denoting expected behavior. Another difference is that dependencies conceptually belong to the level of a workflow and can only be set within its scope. In contrast, oracles are specific to objects and can be set within them. As will become apparent in the next Subsection, this design decision allows us to define object-specific conditions, such as the number of failures a group can tolerate.

Expected versus Unexpected Failures A service may fail due to bugs in the code or due to faults injected within the context of a Chaos experiment. In the first case, the failure is unexpected, and the test should fail immediately. In the second case, failure is expected, and we should let the test continue. Thus, we need to identify the failure type and distinguish the expected from the unexpected failures. The basis of our mechanism is that most fault injection tools operate at the level of a Pod, and therefore the affected services are known in advance. Whenever the Frisbee workflow controller encounters a fault action (e.g., kill, partition), it informs (via annotations) the service owner (i.e., logical group) before it applies the action to the service. The user can incorporate this annotation into oracles, further restricting deviations from the expected behavior.

Termination & Clean-up A Workflow consists of multiple objects with a parent-child relationship between them, like the following: Workflow → Create → Group → Services → Pods. The root is the workflow, then actions are children to the root, the objects managed by Frisbee are children to the actions, and the leaves are pointers to objects managed by third-party controllers. For example, the default Kubernetes controller manages Pods, and the Chaos-Mesh controller manages failures. By traversing this dependency tree, the deletion propagates down to the children when the parent is deleted. Practically, this means that if we delete the workflow, all the remaining objects created throughout the experiment will be automatically garbage-collected by Kubernetes. The opposite direction, how a failure in the pod causes a workflow failure, depends on the test oracle of the group owning the failing pod.

Code 2: Workflow DAG with dependencies, input method, macros, scheduling constraints. For brevity, we use the YAML syntax for dependencies and assume groups with default life-cycle.

4.4 Logical Groups

The group is an abstraction for running multiple services in a shared context. It oversees the creation and the management
of the lifecycle of constituent services, thus saving users from the trouble of tracking individually failing services.

Create services The group’s specification consists of a reference to the service template and directives for the creation of service instances. As shown in Code 2, the two ways to create a group of services. For identical services, it suffices to specify the number of desired instances. For services with distinct parameters, the user can specify a list of inputs that Frisbee will iterate over and use them for calling the template. Users may also specify the creation order. We support three creation models: (i) sequential: one service created immediately after the other, (ii) parallel where multiple services are created simultaneously, and (ii) scheduled: like sequential, but instead of being immediate, it is based on Time events. By spreading parameterized instances over time, e.g., create a new service every 2 minutes, we can create variable workloads and dynamically changing topologies while maintaining the shared execution context between instances.

Dynamic membership For post-analysis purposes, grouped instances are placed in a hierarchical namespace prefixed by the group’s name (e.g., Master-0, Master-1, Master-N). However, the dynamic membership can cause numerous issues, such as addressing a pending service or a removed service. For the consistent and scalable access of grouped services, we provide macros in the format ‘groupName.filter’. The predicate ‘groupname’ points to the desired group. The predicate filter selects a set of Services within the group. Available filters include first(), last(), oldest(), recent(), all(), any(), percent(). When Frisbee’s interpreter stumbles onto a macro, the Frisbee controller scans its internal tables, keeping entries for the group, and selects the returned services according to the filter. For example, the macro ‘.masters.*’ (alias to ‘.master.all’), will return all the services from the master group. The first() and last() select based on alphabetical order, oldest() and recent() select based on the creation timestamp, any() selects a random running service, and percent() selects a random subset of the running services. The percent is useful for causing correlated failures to services (e.g., kill 3% of the services).

This layer of indirection also facilitates the scalability of an experiment. With macros, a group can scale from 10 services to 100 services without changing the addressing semantics. Without macros, users had to hardcode and manage yet another 90 services in the experiment. Additionally, it allows the user to choose whether failing services will be addressable by macros or not.

Informed Placement Albeit operated in a shared context, services run in separate pods to achieve isolation between them. By default, Kubernetes assigns pods to nodes based on available resources. Nonetheless, there are some circumstances where users need to control the placement manually. Although Kubernetes allows users to set placement constraints via the node and affinity/anti-affinity selectors, these primitives are low-level and only applicable to the level of individual Pods. Groups provide the necessary level of abstraction to simplify the placement of services. Their semantics can be briefly summarized as All services belonging to the same group are scheduled on the same set of physical nodes and networks, while preventing services belonging to a different group to run on the same set of resources.

When combined with labels on the physical nodes, groups can be used for scheduling services on those nodes whose labels are identical to the labels defined in the group description. For example, groups with SSD labels will be scheduled only on nodes with SSD storage attached. Alternatively, by creating two different groups, we can have a few nodes dedicated to compute-intensive services and others with enough CPU and RAM dedicated to memory-intensive Services. Thus we prevent undesired services from consuming resources dedicated to other services.

Lifecycle Management By default, the group follows a defined lifecycle. Starting in the Pending phase, moving through Running if at least one of its children is running, and then to Success when all services have exited successfully, or to Failed if any of the children have failed. Albeit reasonable in failure-free scenarios, this lifecycle may cause erroneous behaviors when used in conjunction with Chaos experiments. For example, to benchmark the recoverability of a system, we need to inject a fault and let the system under evaluation perform its recovery tasks (e.g., rebalance the load on the remaining nodes). However, if the service fails, then the group will fail, and the failure will be propagated back to the workflow (via the State events), which then will fail itself. Thus, a failed services will lead to the premature ending of the entire workflow, which is not the desired behavior. To handle this issue, we use a test oracle that drives the lifecycle of a group:

Fail: indicates the conditions under which a group is considered to have failed. This way, we can explicitly refer to how many failures a group can tolerate before it fails itself.

Success: indicate the conditions under which a group is considered as completed and can be garbage collected. This oracle makes it possible to create ‘fixed-percent’ dependencies to satisfy the group dependency even if only a given percent of the services satisfy it.

Suspend: indicate the conditions under which the group should suspend the execution of new services. As we will explain in the evaluation Section, we use this oracle for detecting saturation points.
5 Evaluation

To showcase the need for and the functionality of Frisbee we used the Redis key-value store to highlight the contributions of this work. At every experiment, we report the methodology, the lines it took to describe the respective workflow, the exercised components of Frisbee, and how they helped us to perform the test and reason about the system’s behavior.

For the evaluation, we used a Kubernetes cluster of 4 server-grade nodes. Each node has 24-cores (2 Intel Xeon E5-2630v3 CPUs), 128 GB of DDR3 ECC main memory, and 250 GB of locally attached NVMe storage. The machines are connected via 1Gbps links to the top-of-rack switch. Additionally to the server-grade nodes, we used a workstation with 8-cores (Intel i7-7700 CPU), 32 GB of DDR4 main memory, and 256 GB NVMe storage. For monitoring we used the bitnami containers Telegraf, Prometheus, and Grafana. For failure injection, we use Chaos-Mesh [30].

5.1 Application: Load test

This experiment verifies that Redis performs well when used by a normal number of concurrent users, with dynamically changing request patterns. This is needed since most benchmarks generate a single, stationary workload per run, which is not representative of cloud-native environments that run various mixes of I/O workloads. This experiment exercises the utility of: (i) logical dependencies, (ii) scheduling constraints, and (iii) contextualized visualization. The workflow description is 66 lines.

Methodology We divide the experiments into phases, and at each phase, we assemble a different combination of YCSB workloads together to form a synthetic workload. We have four phases: boot, load, scale-up, and scale-down. The boot phase represents the creation Redis server. The load phase has a WaitReady dependency on the boot phase, meaning that YCSB clients must wait for Redis servers to be up and running before starting inserting keys. The scale-up phase has a WaitExit dependency to load phase – meaning that all loaders must complete (event 3) before starting to run queries (events 4–8). Runners in this phase are scheduled to run every two minutes and execute different YCSB workloads in the following order: [workloadA, workloadB, workloadC, workloadD, workloadA]. WorkloadA has a mix of 50%/50% reads and writes. WorkloadB has 95%/5% reads/writes mix. WorkloadC is 100% reads. WorkloadD inserts new records and runs queries against the most recent keys. This allows us to run a given load over a long period of time, as a realistic test of a production environment, and have transient clients as a way to emulate ‘noisy neighbors’.

Identifying contention Figure 3 depicts how the average per-client queries per second (throughput) evolves through the experiment’s lifetime. Every phase starts and ends with a unique event, depicted on the top. These events describe when services are created (blue line) or terminated (orange line). Because the timestamp is measured by request acknowledgement, there can be a skew of a few seconds between the annotated event and the observed behavior.

Starting from Event 4, we can see the overlapping of Read and Update operations. At Event 5, when a new runner with workloadB has joined, there is a rapid drop in the average performance. Notice that performance effects are accumulative. On Event 4, there is a single runner. On Event 5, there are two runners and three runners on Event 6. Thus, the overall system bandwidth is shared between them. A key to understanding this behavior is that the reported throughput is the per-client average and not the system average. Later, on Event 7, the new runner, running workloadD, applies insert operations, reducing the average throughput. This drop is caused by contention in the top-lock of Redis, which produces interference between the update and insert operations.

Ensuring Logical Dependencies A more peculiar dependency is that between scale-down and scale-up. Without any dependency, the scale-down would start immediately after scale-up, causing created services to terminate immediately. For this reason, the scale-down must wait for the scale-up group (meaning all its services) to be up and running. Given the non-deterministic nature of Kubernetes, simplistic time-based approaches would likely lead to inconsistent results through different test iterations. With Frisbee state events, we can guarantee consistency in respecting the logical dependencies between the various stages of an experiment.
5.2 Infrastructure: Failover test

With failures being unavoidable, a system’s ability to recover from failures quickly is a critical factor in the overall availability of the system [28]. This experiment studies the Redis ability to replace a failed component under a network partition, with minimal service disruption. This experiment exercises the utility of: (i) failure injection (ii) failure retraction (iii) placement constraints, and (iv) application-level monitoring from different views (client, master, slave). The workflow description is 72 lines.

Methodology We take a simple topology with two replicated Redis servers and one YCSB client placed on different physical nodes. 

Without failover, the Master and Slave retain the roles for the whole experiment. With automatic failover, they swap roles.

Effects of Aggregated Values The first observation is that the recovery behavior appears to be different between subsequent failures. Whereas there is a significant fluctuation in performance in the first failure, the system appears relatively stable in the second failure. A deeper investigation reveals that YCSB uses the same format for successful and failed operations. As a result, the failed operations also contribute to calculating the average. With errors starting low and rapidly increasing in the first failure, the average appears to fluctuate significantly in both directions. In the second failure, the failed operations are already high, thus impacting the average less. An important takeaway is that YCSB keeps sending requests continuously, regardless of the outcome of past requests. However, failed requests are acknowledged faster than successful requests (fewer software layers to traverse). Thereby, the apparent throughput of failed requests can be significantly higher than the throughput of successful requests - albeit erroneous. Without Frisbee automation for collecting distributed metrics and putting them into analytic dashboards, we would have likely overlooked this point, leading us to unfair comparisons and invalid conclusions.

Failover Effectiveness The second observation is that without failover, the system appears to recover after the failures are retracted. The failed requests are reduced, and the successful requests are increased. With automatic failover, the failed operations remain high, whereas the successful operations are decreasing. This behavior is the exact opposite of what someone would expect. To understand what was happening, we
had to study the failover from the side of the servers. Figure 5 shows the role of each node over time.

Without failover, the master and slave nodes retain their roles for the whole experiment. The gaps appear because the network partition on the master node affects connectivity with all the services, including the monitoring tools. After the partition failure is retracted, the master returns to service. For this reason, the system appears as if it has self-recovered. With failover, studied from the perspective of the master node, we see that the master and slave swapped roles sometime during the failure. However, the connectivity gaps limit our knowledge about what exactly was happening during the failure. The visualizations, from the perspective of slave nodes, solve this deficit. By querying the slave metrics, we can measure Redis’ resiliency in terms of (i) the magnitude of deviation from the nominative performance levels during the partition, (ii) the sensitivity in detecting the failure, (iii) the time it takes to regain nominal performance levels, and, (iv) the completeness of recovery in a finite amount of time.

Implicit dependencies Despite the validation that master and slaves switch roles during the partition, further investigation was needed to identify why the client behaved as if failover did not happen. A thorough exploration of the Redis documentation revealed that for failover to work, the Redis clients must have explicit support for the Sentinel protocol. Unfortunately, the Redis client of the YCSB benchmark does not support it. Although Sentinel successfully swapped the two servers during the failover, the client was not updated and kept sending requests to the master node experiencing the failure. However, since the master was downgraded to slave, it could no longer serve insert requests, even when the connection was restored. Regardless of the specific reason, this experience highlights the need to integrate failures in the systems evaluation methodology.

5.3 Deployment: Saturation test

In this test, we show how Frisbee can find the golden spot at which a Redis server is not too overloaded yet also not too underutilized. This spot, known as saturation point, is especially important for reducing the Total Cost of Ownership (TCO) when deploying a system on cloud platforms that charge based on disk capacity, IOPS, and network traffic. The experiment exercises: (i) performance alerts, (ii) contextualized visualization from different views (master, client), (iii) placement constraints, (iv) scheduling constraints, and (v) resource throttling. The workflow description is 48 lines.

Methodology Frisbee automates the process mentioned above by gradually increasing request load until some percentage of SLA violations occur. For the request load, we use a logical group that schedules the execution of a new client every two minutes. We claim that we have detected a saturation point if, despite the increasing load, the average rate of requests processed by Redis does not increase more than 10% in a rolling window of three minutes. The respective expression is ‘WHEN percent_diff () OF query (avg(redis_ops_per_sec), 1m, now-3m) IS BELOW 10’. By using a window slightly higher than the service creation interval (spacing), we account for the effects of the service just below the saturation point and the service just above it. If there is an alert within that window, the workflow takes two actions. Firstly, it suspends the distributed group so that no more clients are added. Secondly, it invokes a killing action and removes the latest client that saturated the system. If the number of processed requests remains stable after that point, we claim we have found the saturation point.
Detecting stability points  Figure 6 shows the number of processed requests on the server (utilization), as well as the average throughput and average tail-latency per client. The first thing is to note that if the rolling window is lower than the creation interval, it is possible to have a low-end stable performance (less than 10% variation) and mistake it for saturation. Secondly, when the experiment starts, only one client does not fully utilize the server, and therefore benefits from high throughput and low latency. As the number of clients increases, we see a minor increase in server utilization, but a rapid decrease in the average throughput per client – albeit the total throughput of all clients remains the same. However, despite the decrease in throughput, the tail latency remains low. After a few services are added, we notice that the rate of change in server utilization and client throughput is relatively low, but there is a rapid increase in the tail latency. At this point, Grafana raises an alert that is subsequently captured by the controller, which removes the last service. After that, the utilization and the throughput remain stable, whereas the tail latency rapidly decreases. Therefore, we are sure we have successfully spotted the saturation point.

Porting experiment  A major selling point of Kubernetes is the portable deployment pipeline. Motivated by that, we ran the same experiment on a different hardware. Instead of a server-grade machine (24 cores @2.4GHz, 128 GB DDR3 RAM) we used a Workstation (8 cores @4.2GHz, 32 GB DDR4 RAM). Despite the less cores, we noticed a 3x improvement in the peak throughput (from 16K requests/sec to 42K requests/sec). We attribute this behavior to the fact that Redis is designed around top-level locks, thus benefiting from powerful CPUs but not by numerous CPUs. However, the higher processing rate and the reduced memory compared to the server caused performance instabilities that made it difficult to detect the saturation point automatically. Thus, we had to scale down the experiment by using Frisbee’s ability for selective CPU throttling (reducing the traffic generated by each client), (ii) reduced the decision window and the spacing between service creations. Indeed, that allowed us to detect the saturation point successfully, but that required some trial-and-error for tuning the experiment’s parameters.

6 Conclusions

We presented Frisbee, a Kubernetes-native platform for exploring, testing, and benchmarking Cloud-native applications. Frisbee removes the hurdles of testing complexity from the users, providing a unified language for modeling various classes of experiments. Using Frisbee’s abilities, we extract numerous insights that influence the way we evaluate our applications. Our experiments demonstrate the interplay of: (i) reusable service templates, (ii) logical grouping, (iii) dependency management, (iv) scheduling constraints, (v) resource throttling, (vi) failure injection, (vii) informed placement, and (viii) contextualized visualization of the global application state.

The ability for mixed I/O workloads revealed that inserting new keys in a running Redis server can affect collocated clients greater than when updating existing keys. The contextualized visualization revealed that workloads often exhibit artifacts, such as slow operation and operation errors, that aggregated values tend to hide. If not accounted, these artifacts may lead to invalid conclusions and unfair comparisons when reasoning about the performance baseline of a system. The chaos capabilities enabled us to simulate network partitions and study the recovery mechanisms of Redis. Via the global view of the system state that Frisbee provides, we studied recovery from the perspective of the master node, the slave node, and the client, and found out that the (YCSB) benchmark does not support failover for Redis. Further, we used Frisbee’s ability to perform real-time analysis on performance metrics, which allowed us to discover the saturation point of a Redis server automatically. Finally, in a effort to use the same configuration to find the saturation point on different hardware, Frisbee ability to perform resource throttling appeared extremely helpful to scale down the problem to the capacity of the hardware.

7 Future Work

We have already integrated Frisbee into the continuous testing pipelines of our team to run a repeatable set of tests whenever we make a commit to the code repository. Our future research goals aim in two directions. The first is to improve confidence in the tests by reducing their flakiness. To do that, we want to integrate test analysis tools and automate the reiteration of tests until the margin of error is beyond a given threshold. The second is to extend declarative testing with model-testing aptitudes, to support auto-generated tests that fit into the capacity of a given physical host.
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9 Availability

As we believe that platforms like Frisbee will play a catalytic role in building robust, recoverable, and performant cloud-native applications, we have released the source code, the templates, and the monitoring packages at: https://github.com/CARV-ICS-FORTH/frisbee.
References

[1] Ali Abedi and Tim Brecht. Conducting repeatable experiments in highly variable cloud computing environments. In Proceedings of the 8th ACM/SPEC on International Conference on Performance Engineering, pages 287–292, 2017.

[2] Michel Albonico, Amine Benelallam, Jean-Marie Mottu, and Gerson Sunyé. A dsl-based approach for elasticity testing of cloud systems. In Proceedings of the International Workshop on Domain-Specific Modeling, DSM 2016, page 8–14, New York, NY, USA, 2016. Association for Computing Machinery.

[3] Argo. Workflow engine for kubernetes, 2021.

[4] Ali Basiri, Niosha Behnam, Ruud De Rooij, Lorin Hochstein, Luke Kosewski, Justin Reynolds, and Casey Rosenthal. Chaos engineering. IEEE Software, 33(3):35–41, 2016.

[5] Brendan Burns. Designing Distributed Systems: Patterns and Paradigms for Scalable, Reliable Services. "O'Reilly Media, Inc.", 2018.

[6] Brendan Burns and David Oppenheimer. Design patterns for container-based distributed systems. In 8th USENIX Workshop on Hot Topics in Cloud Computing (HotCloud 16), Denver, CO, June 2016. USENIX Association.

[7] Ana R Cavalli, Teruo Higashino, and Manuel Núñez. A survey on formal active and passive testing with applications to the cloud. Annals of telecommunications-annales des télécommunications, 70(3):85–93, 2015.

[8] Brian F Cooper, Adam Silberstein, Erwin Tam, Raghu Ramakrishnan, and Russell Sears. Benchmarking cloud serving systems with ycsb. In Proceedings of the 1st ACM symposium on Cloud computing, pages 143–154, 2010.

[9] Antonio Coutinho, Fabiola Grewe, Cassio Prazeres, and Joao Cardoso. Fogbed: A rapid-prototyping emulation environment for fog computing. In 2018 IEEE International Conference on Communications (ICC), pages 1–7. IEEE, 2018.

[10] Matheus Cunha, Nabor Mendonca, and Americo Sampaio. A declarative environment for automatic performance evaluation in iaas clouds. In 2013 IEEE Sixth International Conference on Cloud Computing, pages 285–292, 2013.

[11] Carlos H.G. Ferreira, Luiz H. Nunes, Lourenço A. Pereira, Luis H.V. Nakamura, Julio C. Estrella, and Stephan Reiff-Marganiec. Peesos-cloud: A workload-aware architecture for performance evaluation in service-oriented systems. In 2016 IEEE World Congress on Services (SERVICES), pages 118–125, 2016.

[12] Alessio Gambi, Waldemar Hummer, and Schahram Dustdar. Automated testing of cloud-based elastic systems with autocles. In 2013 28th IEEE/ACM International Conference on Automated Software Engineering (ASE), pages 714–717, 2013.

[13] Jerry Gao, K. Manjula, P. Roopa, E. Sumalatha, Xiaoying Bai, W. T. Tsai, and Tadahiro Uehara. A cloud-based taas infrastructure with tools for saas validation, performance and scalability evaluation. In 4th IEEE International Conference on Cloud Computing Technology and Science Proceedings, pages 464–471, 2012.

[14] Ginko. A golang bdd testing framework, August 2021.

[15] grafana. The open and composable observability and data visualization platform., August 2020.

[16] Haryadi S. Gunawi, Thanh Do, Pallavi Joshi, Peter Alvaro, Joseph M. Hellerstein, Andrea C. Arpaci-Dusseau, Remzi H. Arpaci-Dusseau, Koushik Sen, and Dhruba Borthakur. FATE and DESTINI: A framework for cloud recovery testing. In 8th USENIX Symposium on Networked Systems Design and Implementation (NSDI 11), Boston, MA, March 2011. USENIX Association.

[17] Diwaker Gupta, Kashi Venkatesh Vishwanath, Marvin McNett, Amin Vahdat, Ken Yocum, Alex Snoeren, and Geoffrey M Voelker. Diecast: Testing distributed systems with an accurate scale model. ACM Transactions on Computer Systems (TOCS), 29(2):1–48, 2011.

[18] Harshit Gupta, Amir Vahid Dastjerdi, Soumya K. Ghosh, and Rajkumar Buyya. Iofogsim: A toolkit for modeling and simulation of resource management techniques in internet of things, edge and fog computing environments. CoRR, abs/1606.02007, 2016.

[19] Andreas Haeberlen, Alan Mislove, and Peter Druschel. Glacier: Highly durable, decentralized storage despite massive correlated failures. In Proceedings of the 2nd conference on Symposium on Networked Systems Design & Implementation-Volume 2, pages 143–158, 2005.

[20] Jonathan Hasenburg, Martin Grambow, Elias Grünewald, Sascha Huk, and David Bembach. Mockfog: Emulating fog computing infrastructure in the cloud. In 2019 IEEE International Conference on Fog Computing (ICFC), pages 144–152. IEEE, 2019.

[21] Istio. The istio service mesh, August 2020.
[22] Jepsen. A framework for distributed systems verification, with fault injection, August 2020.

[23] Devki Nandan Jha, Khaled Alwasel, Areeb Alshoshan, Xianghua Huang, Ranesh Kumar Naha, Sudheer Kumar Battula, Saurabh Garg, Deepak Puthal, Philip James, Albert Zomaya, et al. Iotsim-edge: A simulation framework for modeling the behavior of internet of things and edge computing environments. *Software: Practice and Experience*, 50(6):844–867, 2020.

[24] Kubernetes. Pod lifecycle, August 2020.

[25] Kubernetes. Operator best practices, August 2021.

[26] Redis Labs. Redis in-memory data structure store, 2020.

[27] Joe Mambretti, Jim Chen, and Fei Yeh. Next generation clouds, the chameleon cloud testbed, and software defined networking (sdn). In *2015 International Conference on Cloud Computing Research and Innovation (ICCCRI)*, pages 73–79, 2015.

[28] Fotis Nikolaidis, Antony Chazapis, Manolis Marazakis, and Angelos Bilas. Frisbee: A suite for benchmarking systems recovery. In *Proceedings of the 1st Workshop on High Availability and Observability of Cloud Systems*, HAOC ’21, page 18–24, New York, NY, USA, 2021. Association for Computing Machinery.

[29] Fotis Nikolaidis, Manolis Marazakis, and Angelos Bilas. Iotier: A virtual testbed to evaluate systems for iot environments. In *2021 IEEE/ACM 21st International Symposium on Cluster, Cloud and Internet Computing (CCGrid)*, pages 676–683. IEEE, 2021.

[30] PingCAP. A chaos engineering platform for kubernetes, 2020.

[31] prometheus. The prometheus monitoring system and time series database., August 2020.

[32] Patrick Reynolds, Charles Killian, Janet L. Wiener, Jeffrey C. Mogul, and Mehul A. Shah. Pip: Detecting the unexpected in distributed systems. In *3rd Symposium on Networked Systems Design & Implementation (NSDI 06)*, San Jose, CA, May 2006. USENIX Association.

[33] Danhua Shao, Sarfraz Khurshid, and Dewayne E. Perry. Whispec: White-box testing of libraries using declarative specifications. In *Proceedings of the 2007 Symposium on Library-Centric Software Design, LCSD ’07*, page 11–20, New York, NY, USA, 2007. Association for Computing Machinery.

[34] Cagatay Sonmez, Atay Ozgovde, and Cem Ersoy. Edge-cloudsim: An environment for performance evaluation of edge computing systems. *Transactions on Emerging Telecommunications Technologies*, 29(11):e3493, 2018.

[35] Moysis Symeonides, Zacharias Georgiou, Demetris Trihinas, George Pallis, and Marios D Dikaiakos. Fogify: A fog computing emulation framework. In *2020 IEEE/ACM Symposium on Edge Computing (SEC)*, pages 42–54. IEEE, 2020.

[36] Adrien Thiery, Thomas Cerqueus, Christina Thorpe, Gerson Sunyé, and John Murphy. A dsl for deployment and testing in the cloud. In *2014 IEEE Seventh International Conference on Software Testing, Verification and Validation Workshops*, pages 376–382, 2014.

[37] Kashi Venkatesh Vishwanath, Diwaker Gupta, Amin Vahdat, and Ken Yocum. Modelnet: Towards a data-center emulation environment. In *2009 IEEE Ninth International Conference on Peer-to-Peer Computing*, pages 81–82. IEEE, 2009.

[38] Yukun Zeng, Mengyuan Chao, and Radu Stoleru. Emuedge: A hybrid emulator for reproducible and realistic edge computing experiments. In *2019 IEEE International Conference on Fog Computing (ICFC)*, pages 153–164. IEEE, 2019.