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Abstract—The 3D LiDAR place recognition aims to estimate a coarse localization in a previously seen environment based on a single scan from a rotating 3D LiDAR sensor. The existing solutions to this problem include hand-crafted point cloud descriptors (e.g., ScanContext, M2DP, LiDAR IRIS) and deep learning-based solutions (e.g., PointNetVLAD, PCAN, LPD-Net, D4GC, MinkLoc3D), which are often only evaluated on accumulated 2D scans from the Oxford RobotCar dataset. We introduce MinkLoc3D-SI, a sparse convolution-based solution that utilizes spherical coordinates of 3D points and processes the intensity of 3D LiDAR measurements, improving the performance when a single 3D LiDAR scan is used. Our method integrates the improvements typical for hand-crafted descriptors (like ScanContext) with the most efficient 3D sparse convolutions (MinkLoc3D). Our experiments show improved results on single scans from 3D LiDARs (USyd Campus dataset) and great generalization ability (KITTI dataset). Using intensity information on accumulated 2D scans (RobotCar Intensity dataset) improves the performance, even though spherical representation doesn’t produce a noticeable improvement. As a result, MinkLoc3D-SI is suited for single scans obtained from a 3D LiDAR, making it applicable in autonomous vehicles.

I. INTRODUCTION

Place recognition modules, determining if the sensor revisits a previously observed location, are vital whenever a long-time autonomous operation is required, i.e., for simultaneous localization and mapping (SLAM). In SLAM, the ability to relocalize can reduce the accumulated localization drift while correcting the past trajectory to build a consistent map of the environment. Among place recognition applications, robust place recognition for autonomous cars is a commonly tackled problem. City-wide localization in dynamic environments with moving objects, changing weather conditions, and seasonal changes requires robust methods capable of capturing low-level and high-level features from raw sensory data.

Designing an efficient learning-based 3D LiDAR place recognition system is still an open problem. A key challenge is to find the best 3D data representation that can be efficiently processed using neural networks to extract meaningful features for robust place recognition. As a community, we have already explored image-like [1], voxel-based [2], bird’s-eye view approaches [3], [4], [5], or unordered point sets [6], [7] representations. More recently, we also see a rise in sparse convolution-based approaches [8], [9] and attention-based modules [10] that might be combined together [11] as well. Many of these methods are trained, evaluated, and compared on the Oxford RobotCar dataset [6], [8], [12], [13], [14], [15], [16], [17], which was gathered by concatenating multiple 2D LiDAR scans covering a 20 m distance and subsampling to 4096 points [6]. In contrast, a single scan from a modern 3D LiDAR covers a much larger area (even up to 160-200 meters in diameter) and has a greater number of points (up to 260k points for Ouster OS1-128), as presented in Fig 1.

Fig. 1: The LiDAR place recognition solutions are most commonly evaluated on combined 2D scans containing 4096 equally distributed points from the Oxford RobotCar dataset (A). In contrast, actual 3D scans have a single point of observation, contain more points, and include intensity as in the KITTI dataset (B). The proposed MinkLoc3D-SI targets the irregular distributions of points in the 3D LiDAR scans while utilizing intensity to generate descriptors that are compared to determine if the query location matches one of the locations in the database.

We propose a new 3D LiDAR place recognition system called MinkLoc3D-SI, extending the concept of sparse convolution-based MinkLoc3D [8] to improve performance on scans from 3D LiDARs. The proposed MinkLoc3D-SI uses spherical coordinates of 3D points and utilizes the intensity value in 3D LiDAR scans. We evaluate our approach on the USyd Campus [18], Oxford RobotCar [19],
and KITTI [20] datasets. The main contributions of our work are:

- The first 3D sparse convolution-based place recognition system, MinkLoc3D-SI, utilizing intensity and spherical point representation suited for place recognition based on a single scan from 3D LiDAR.
- A new place recognition dataset utilizing Velodyne VLP-16 based on the USyd Campus dataset.
- A modified Oxford RobotCar Intensity dataset including intensity for each 3D point.

All the code and datasets enabling the replication of results presented in the paper are publicly available [22].

II. RELATED WORK

A. 3D LiDAR data representation for deep learning

The community explored different options of 3D point cloud representation for deep learning. We started with 2D range image representations processed by 2D convolutions [1], being the closest representation to those typically used for RGB images. Later approaches focused on the volumetric representations [2] that capture the structure of the 3D point cloud. The problem is that their computational complexity usually grows cubically with the number of voxels. In turn, the community explored the possibility of reducing dimensionality to increase efficiency, i.e., by introducing a 2.5D bird’s-eye view point pillars [3] representation, suitable for autonomous cars.

An alternative approach assumes processing raw point clouds, e.g., using a PointNet-like [21], [22] architecture. In the PointNet architecture, to enforce invariance to permutations of the input point cloud, a large part of the processing is done separately for each point. Thus, this design is not well-suited to extract informative global features.

The most recent approaches use 3D convolutional architectures and a sparse volumetric representation of a point cloud. These methods are efficient due to optimized implementations which use hashing-based addressing techniques to quickly perform convolutions on sparse data [23], [24]. As a result, this representation is gaining popularity with successful applications in many areas, such as semantic segmentation of 3D LiDAR scans [25].

B. 3D LiDAR place recognition

Existing 3D LiDAR place recognition solutions are closely related to developments in data representation. The range image-based representation of LiDAR scans is used in [1] to achieve localization robust to changing weather conditions. More recently, X. Chen et al. presented OverLapNet [26], which combines image-based representation with normal and semantic layers for metric localization. In AttDLNet [10], authors combine the proxy representation of range images with attention modules to prove that attention is a critical component in the descriptor learning.

The first notable example of a method operating on a raw 3D point cloud is PointNetVLAD [6]. It combines PointNet [21] local feature extraction with NetVLAD [27] to aggregate local features into a global place descriptor. Unfortunately, the method suffers from PointNet weakness to capture high-level features. Therefore, many solutions like [12], [13], [15] focus on the data representation problem leaving the NetVLAD part intact. PCAN [12] improves PointNet by estimating the significance of each point. DAGC [15] uses graph CNN to combine information at multiple scales. LPDNET [13] computes hand-crafted features, which are later processed using a pipeline similar to PointNet architecture. The most recent method, NDT-Transformer [7], combines local distribution of raw points with Normal Distributions Transform (NDT). Combined features are processed by the Transformer module and aggregated using NetVLAD to achieve state-of-the-art performance.

SegMap [28] presents another approach for combining individual scan features, based on segments extracted from a 3D point cloud. This approach is extended in [29] by combining SegMap with intensity information to improve descriptor discriminativity. Locus [30] analyzes topological relationships between segments in a single scan and temporal correspondences between segments in a sequence of scans.

A popular approach is to represent the scan as the bird’s-eye view (BEV) image. Scan Context [4] is a hand-crafted descriptor efficiently computed from a BEV scan representation in polar coordinates. Scan Context sparked a new family of BEV approaches, including a trained descriptor called DiSCO [31], Scan Context augmented with intensity information [32], or semantic-based extension called SSC [33]. Recently presented Scan Context++ [5] extends Scan Context, by providing metric localization on top of the existing topological localization. In BVMATCH [34], BEV is combined with Log-Gabor filters to detect keypoints later used in a typical topological localization with a bag-of-visual-words (BoVW) approach for topological and metric localization.

The availability of the efficient 3D sparse convolution library sparked an interest in using sparse volumetric representation for place recognition purposes [8], [9], [11]. The first method, MinkLoc3D [8], surpasses previous methods by a significant margin when evaluated on the Oxford RobotCar dataset, proving that the data representation is a critical component of a 3D LiDAR place recognition method. MinkLoc++ [9] further improves MinkLoc3D with a channel attention mechanism ECA [35] while fusing 3D LiDAR scans and camera images. Similar approach is used in TransLoc3D [11], which combines sparse convolutions, adaptive receptive field module (ARFM) based on ECA, and Transformer module.

Our work combines the idea presented in Scan Context [4] to use non-Cartesian point representation well suited for 3D LiDAR scans with efficient sparse 3D convolutional architecture while utilizing intensity information available for each 3D point.

[https://github.com/KamilZywanowski/MinkLoc3D-SI]
III. PROPOSED SOLUTION

A. MinkLoc3D

MinkLoc3D [8] network architecture is based on a local feature extraction network utilizing sparse convolutions and generalized-mean (GeM) pooling layer [36]. In this approach, presented in Fig. 2, the input 3D LiDAR point cloud \((x_i, y_i, z_i)\) is quantized into a finite number of cuboids with a single 3D point located in each cuboid. The processed information is then used to create a single sparse tensor of quantized points \(\hat{C}\) and an associated feature input \(F\) [23]:

\[
\hat{C} = \begin{bmatrix} \hat{x}_1 & \hat{y}_1 & \hat{z}_1 \\ \vdots & \vdots & \vdots \\ \hat{x}_N & \hat{y}_N & \hat{z}_N \end{bmatrix}, \quad F = \begin{bmatrix} f^T_1 \\ \vdots \\ f^T_N \end{bmatrix}. \quad (1)
\]

Fig. 2: Overall processing steps of the MinkLoc3D-SI architecture. The modifications proposed to the MinkLoc3D model, marked by green color, include spherical representation (MinkLoc3D-S) and intensity usage (MinkLoc-I) combined into MinkLoc3D-SI. Presented numbers (e.g., 1/32) indicate a stride and number of channels of a feature map produced by each block in the local feature extractor.

In the case of MinkLoc3D, it is a purely geometrical approach with each associated feature equal to one \((f_i = [1])\) indicating the existence of a 3D point. The local feature extraction part of the network is built using Feature Pyramid Network (FPN) [37] design pattern. The bottom-up part contains four convolutional blocks (Conv0..3), producing sparse 3D feature maps with decreasing spatial resolution and increasing receptive field. The top-down part contains a transposed convolution (TConv3) generating an upsampled feature map. The upsampled feature map is concatenated with features from the corresponding layer of the bottom-up pass using a lateral connection \((1 \times 1\text{Conv})\). Such architecture produces a feature map with a large receptive field and high spatial resolution [8]. As a result, the feature extraction network generates a sparse feature map \((h^j_i, h^j_2, ..., h^{256}_i)\) for \(j\)-th non-zero element of the sparse local feature map. Feature map produced by a local feature extraction part of the network is pooled with generalized-mean (GeM) pooling [36] to produce a global point cloud descriptor \(g\), with its k-th component \(g_k\) equal to:

\[
g_k = \left( \frac{1}{M} \sum_{j=1}^{M} (h^j_i)^p \right)^{\frac{1}{p}}, \quad (2)
\]

where \(M\) is the number of non-zero elements in the sparse local feature map and \(p\) is a learnable parameter of GeM pooling that determines a smooth transition from the global max pooling to the global average pooling.

The network is trained with a triplet margin loss [38], [39]. The goal of the triplet loss is to minimize the distance between descriptors of point clouds showing the same location (a reference point cloud descriptor \(a\) and its positive match descriptor \(p\)) and maximize the distance between descriptors of points clouds representing different locations (a and its negative match descriptor \(n\)):

\[
L = \sum_i \max(d(a_i, p_i) - d(a_i, n_i) + m, 0), \quad (3)
\]

where \(d(x, y)\) is the Euclidean distance between global descriptors \(x\) and \(y\), and \(m\) is a chosen margin parameter. We use a hard negative mining strategy to ensure that only triplets with non-zero loss \(L\) (active triplets) are selected for batch processing. We utilize data augmentation: random jitter, random removal of points, random translations, random flip, etc. The network is trained with Adam optimizer with learning rate \(l_r = 1e^{-3}\) and decay \(d = 1e^{-3}\). We used a single Nvidia RTX 3080 card for training, which lasted approximately 4 hours due to efficient hard-negative triplet mining. More information about the 3D sparse convolutions can be found in [23] while the in-detail presentation of MinkLoc3D is given in [8].

B. MinkLoc3D-SI

3D point clouds captured by the 3D LiDARs have a varying density with more points closer to the scanner’s origin and usually a smaller range of values in the elevation direction. Therefore, a regular grid of Cartesian coordinates is not well-suited for 3D points further away from the scanner. The distances between points naturally increase, making it harder to extract high-level features.

We propose MinkLoc3D-S utilizing a spherical representation of 3D coordinates of points, which is a natural representation of 3D LiDAR’s measurements. MinkLoc3D-S performs sparse convolutions using this alternative representation. In the proposed approach, each 3D point \((x, y, z)\) with elevation represented by the \(z\) component is converted into a corresponding spherical representation \((r, \theta, \phi)\):

\[
r = \sqrt{x^2 + y^2 + z^2}, \quad (4)
\]

\[
\theta = \text{atan2}(y, x), \quad (5)
\]

\[
\phi = \text{atan2}(z, \sqrt{x^2 + y^2}), \quad (6)
\]

where \(r\) is the distance between the 3D point and the scanner, \(\theta\) is the horizontal scanning angle, while \(\phi\) is the vertical scanning angle. As a result, the area of the quantization...
cuboid increases for 3D points further away from the 3D LiDAR.

The original MinkLoc3D utilizes only the geometry of 3D points to perform place recognition. But as stated in [40], [41], the intensity of the returned signal for the 3D LiDARs is valuable and can be used to construct the local place recognition descriptor. Therefore, we propose to include the information about the LiDAR intensity in the sparse convolutions of MinkLoc3D-I.

The intensity $s_i$ for the $i$-th 3D point is filled in the feature map part of the processing $f_i = [s_i]$, which does not increase the dimensionality of the convolutions. The raw intensity values are normalized to $0−1$ interval. When multiple points fall into the same quantization cuboid, we randomly choose one of the intensity values from the cuboid during training to ensure proper robustness. Still, we average the intensity values during inference to achieve repeatable results.

MinkLoc3D-SI combines both improvements: spherical representation and usage of measurement intensities.

IV. DATASETS

A. USyd Campus

The USyd Campus Dataset (USyd) [18] contains recordings from a buggy-like car registered over 50 weeks in varying weather conditions. The used sensory setup consists of a Velodyne VLP-16 LiDAR, cameras, and GPS that serve as ground truth in our application.

![Fig. 3: The visualization of 40 runs on the USyd dataset. The recorded data is divided into the testing areas (four black squares), buffer areas not used at all (between black and green squares), and the training data (outside green squares).](image)

After skipping recordings with errors or faulty sensor readings (i.e., due to lack of GPS signal inside tunnels), we sampled the LiDAR data with interpolated GPS so that the distance between consecutive scans from the same recording is 5 meters resulting in approx. 735 locations per each of 40 runs. Each location for place recognition contains information from a single 3D scan that contains up to 25000 3D points with intensity measurement that might be as far as 100 m from the sensor. The number of points and their distribution for each location are not modified or limited compared to the raw 3D scan, i.e., the ground plane is not removed.

The division into test, buffer and train sections is presented in Fig. [3] Randomly selected four $100 \times 100$ m areas constitute test sections. Each test section has a 10 m buffer area that is not used for testing or training. The rest of the data was used to train the networks. In total, we obtained 19138 training and 8797 test 3D point clouds, which we make publicly available in Oxford RobotCar [19] compatible format for future comparisons.

B. Oxford RobotCar

The Oxford RobotCar dataset [19] consists of data recorded over a year-long and over 1000 km, thus making it well-suited to compare 3D place recognition solutions [6]. The available 3D data is generated from 2D scans accumulated over time to create a unified environment map. The map is then divided into segments of 20 m length, with each segment containing exactly 4096 equally distributed points as opposed to a greater range and larger number of points in 3D scans in USyd. The 3D map segments in Oxford RobotCar do not reflect the point clouds obtained from single scans from 3D LiDARs. In practice, we have more points, and these points are not equally distributed coming from a single point of view. As a result, the 3D structure of the data is not compatible with the proposed 3D spherical representation.

To enable evaluation of intensity-based solutions, we modified the typical preprocessing of the Oxford RobotCar dataset for the place recognition task introduced in [6] to additionally include intensity for each 3D point based on original, raw data. In our processing, the training and testing split is the same as in the original Oxford RobotCar. We use the same number of 4096 points per point cloud, the same length of segments, and whenever possible, we use the same preprocessing steps as for the original Oxford RobotCar dataset. We will refer to this dataset as the Oxford RobotCar Intensity.

C. KITTI

Similarly to [9], [42], we decided to use the KITTI dataset (KITTI) [20] to test the generalization ability of place recognition while the proposed systems were trained on Oxford RobotCar or USyd datasets. The first 170 seconds of Sequence 00 construct the reference database. The remaining part of the sequence is used as localization queries [42]. The achieved performance indicates how well the place recognition system can operate in a previously unknown environment.

D. Evaluation measures

Regardless of the chosen dataset, the evaluation on the testing dataset is performed by selecting a single query location and matching it to the collection of remaining locations called database. Matching is performed using the Euclidean distance of the descriptors computed by the network for these locations. The performance of the place recognition system
is measured with average recalls $AR@X$. The location for $AR@X$ is assumed to be correctly recognized if the $X$ most similar locations matched from the database contain at least one location within the distance $c$ from the query location. Among the different $X$ values, the value at 1 ($AR@1$) is the most important for robotic (i.e., SLAM) applications as it measures how often the first match from the database matches the query location. In the SLAM scenarios, including a wrong recognition may ultimately break the localization solution. In our evaluation, we also list the $AR@1%$ to compare our results to the state-of-the-art solutions.

For Oxford RobotCar and KITTI datasets, we assume that the place is correctly recognized if the determined location is within $c = 25m$ of the ground truth location [6], [8], [42]. In the case of the USyd dataset, we decided to use a more challenging threshold of $c = 10m$. Since the LiDAR sensor is omnidirectional, the correct place recognition is determined purely by the sensor’s position.

V. EXPERIMENTS

A. USyd Campus

As a reference, we trained and tested the original version of MinkLoc3D [8] on USyd Campus, achieving the $AR@1%$ of 98.1% and $AR@1$ of 91.7%. The evaluation of the Scan Context [4] with default parameters achieved the $AR@1%$ of 88.7% and $AR@1$ of 86.0% in our runs.

The obtained numerical results for proposed modifications are gathered in Tab. I with a visual representation of $AR@X$ measure for $X$ from 1 to 25 presented in Fig. 4.

TABLE I: The results obtained on the USyd dataset. Using spherical representation (MinkLoc3D-S), including intensity (MinkLoc3D-I), as well as both improvements (MinkLoc3D-SI) achieve results superior to the baseline solutions, especially for the $AR@1$ measure.

| USyd dataset | Source of results | $AR@1%$ | $AR@1$ |
|--------------|------------------|---------|--------|
| MinkLoc3D [8] | our evaluation    | 98.1    | 91.7   |
| Scan Context [4] | our evaluation    | 88.7    | 86.0   |
| MinkLoc3D-I (our) | our evaluation    | 98.2    | 92.3   |
| MinkLoc3D-S (our) | our evaluation    | 98.8    | 93.9   |
| MinkLoc3D-SI (our) | our evaluation    | 99.0    | 94.7   |

![Graph showing AR@X for different X values](image)

Fig. 4: The visualization of $AR@X$ measure for different $X$ values for MinkLoc3D and proposed systems. MinkLoc3D-SI reports the best results, which is visible for $AR@1$. Scan Context is not shown due to significantly worse results.

MinkLoc3D-I reports an improved performance of $AR@1%$ of 98.2% and $AR@1$ of 92.3%, which confirms that the intensity is complementary to the pure geometric location of the 3D points. MinkLoc3D-S with the spherical representation of 3D point coordinates also improves the performance to $AR@1%$ of 98.8% and $AR@1$ of 93.9.

B. Oxford RobotCar and Oxford RobotCar Intensity

The results achieved when trained and evaluated on the Oxford RobotCar are gathered in Tab. II. Adding additional intensity for MinkLoc3D-I improves the $AR@1%$ to 98.1, which is slightly better than the version without intensity (MinkLoc3D with $AR@1%$ of 97.6). The MinkLoc3D-I’s $AR@1$ of 93.6 is also greater than 92.8 for MinkLoc3D. More significant improvements from utilizing intensity are not evident as a single 3D point in Oxford RobotCar can be measured from different distances, thus not making its intensity repeatable even for the same location.

TABLE II: The comparison of results obtained on the proposed Oxford RobotCar Intensity dataset. Including intensity information improves performance (MinkLoc3D-I over MinkLoc3D) while spherical representation is not well-suited for 3D point clouds created from accumulated 2D scans (MinkLoc3D-S and MinkLoc3D-SI).

| Oxford RobotCar | Source of results | $AR@1%$ | $AR@1$ |
|-----------------|------------------|---------|--------|
| MinkLoc3D [8]   | our evaluation    | 97.6    | 92.8   |
| MinkLoc3D-I (our) | our evaluation    | 98.1    | 93.6   |
| MinkLoc3D-S (our) | our evaluation    | 92.0    | 79.9   |
| MinkLoc3D-SI (our) | our evaluation    | 93.4    | 82.2   |

TABLE III: The comparison of results obtained on the Oxford RobotCar dataset. The spherical representation is not well-suited for 3D point clouds created from accumulated 2D scans (MinkLoc3D-S), leading to poor performance compared to the state-of-the-art.

| Oxford RobotCar | Source of results | $AR@1%$ | $AR@1$ |
|-----------------|------------------|---------|--------|
| PointNetVLAD [6] | [6]              | 80.3    | 63.3   |
| Scan Context [4]  | [31]             | 81.9    | 64.6   |
| PCAN [12]                  | [12]             | 83.8    | 70.7   |
| DHD3-4096 [14]         | [14]             | 84.3    | 73.3   |
| EPC-Net [16]              | [16]             | 94.7    | 86.2   |
| LPD-Net [13]              | [13]             | 94.9    | 86.4   |
| DISCO [31]               | [31]             | 75.0    | 88.4   |
| SOE-Net [17]              | [17]             | 96.4    | 89.3   |
| NDT-Transformer [7]      | [7]              | 97.7    | 93.8   |
| TransLoc3D [11]         | [11]             | 98.5    | 95.0   |
| MinkLoc3D3D [8]         | [8]              | 97.9    | 93.6   |
| MinkLoc3D-S (our)        | our evaluation    | 93.1    | 82.0   |
MinkLoc3D-S utilizing the spherical representation of 3D points achieved the AR@1% of 92.0 and AR@1 of 79.9. As expected, this approach harms the system’s performance as points are equally distributed in the 3D point cloud. We also performed experiments with MinkLoc3D-SI, which improves over a version without intensity to AR@1% to 93.4 and AR@1 to 82.2 but works worse than MinkLoc3D-I due to spherical coordinates.

On the original formulation of the Oxford RobotCar dataset, MinkLoc3D-S performs worse than MinkLoc3D as 3D point clouds are created from multiple 2D scans as presented in Tab. III. Similar results obtained by both methods on Oxford RobotCar and Oxford RobotCar Intensity suggest that the proposed variant of Oxford RobotCar can be used to evaluate methods when intensity information is required.

C. KITTI

We used the MinkLoc3D-SI solution trained on the Oxford RobotCar Intensity or USyd to verify its performance on the KITTI dataset as in [6], [13], [9]. The only modification is the division of the quantization parameter of angle $\phi$ by four to include information from all 64 layers of the HDL-64E used in KITTI, compared to 16 layers in USyd. The results are presented in Tab. IV

TABLE IV: The generalization results on the KITTI dataset. MinkLoc3D-SI outperforms other solutions. Oxford RC stands for Oxford RobotCar, while Oxford RCI stands for Oxford RobotCar Intensity.

| KITTI dataset | Trained on | Source of results | AR@1% | AR@1 |
|---------------|------------|-------------------|-------|------|
| PointNetVLAD [6] | Oxford RC [42] | | 72.4 | – |
| LPD-Net [13] | Oxford RC [42] | | 74.6 | – |
| MinkLoc++ (3D) [9] | Oxford RC [9] | | 72.6 | – |
| Scan Context [4] | – | Our eval. | 75.0 | 71.4 |
| MinkLoc3D [8] | USyd | Our eval. | 73.8 | 69.1 |
| MinkLoc3D-SI (our) | Oxford RCI | Our eval. | 81.0 | 72.6 |
| MinkLoc3D-SI (our) | USyd | Our eval. | 81.0 | 78.6 |

In this generalization task, MinkLoc3D-SI outperforms other solutions, whether trained on the USyd or the Oxford RobotCar Intensity. The selected spherical representation with intensity information in MinkLoc3D-SI is a better fit for 3D LiDAR scans recorded at a single location, which is the case for the KITTI dataset.

VI. ABLATION STUDY

A. Quantization

Minkowski Engine performs 3D sparse convolutions on cuboids, and each cuboid can contain only one point. Therefore, the size of the smallest cuboid provided at the network’s input determines the granularity of the input data.

In the case of MinkLoc3D-SI, each 3D point is converted into spherical coordinates $(r, \theta, \phi)$. As a basis, we chose the best configuration of MinkLoc3D-SI with $r = 2.5, \theta = 2°$.

The influence of $\phi$ was not tested as VLP-16 has only 16 scanning layers, and we assume the quantization parameter that preserves each layer. The obtained results are presented in Fig. 5.

The AR@1% values are similar for different quantization values, showing that the method is robust while a noticeable difference can be observed for $AR@1$. We observe a drop in the performance for small range quantizations below 1 m as the MinkLoc3D-SI network cannot capture the high-level features correctly. On the other hand, the granularity of the range measurement above 3 m makes the performance worse, which stems from losing necessary details in the 3D point clouds. We determined the sweet spot for USyd to be equal to $r = 2.5$ m.

A similar analysis performed for $\theta$ reveals a range of values from $\theta = 2°$ to $\theta = 5°$ resulting in a similar, best performance when it comes to $AR@1$. Choosing to use more cuboids ($\theta$ below 2°) as well as fewer cuboids ($\theta$ above 5°) results in worse $AR@1$ and $AR@1%$ measures.

B. The maximum range of 3D LiDAR

Velodyne VLP-16 used in the USyd Campus dataset has a range of approx. 100 m. MinkLoc3D-I and MinkLoc3D-SI results obtained for varying maximum range of points from the sensor are presented in Fig. 6.

The best results were obtained with the maximum range of measurement set to at least 60 m. The 3D points are sparsely located for greater maximal ranges, making it harder to determine meaningful features for place recognition. For these ranges, the spherical representation of MinkLoc3D-SI outperforms the Cartesian representation used in MinkLoc3D-I. The $AR@1$ for the limited ranges lower than 60 m drops while the $AR@1%$ remains above 96% for both methods. For the smallest maximum range of 20 m, MinkLoc3D-I reports better $AR@1$ of 89.3 than $AR@1$ of 85.2 of MinkLoc3D-SI, further proving that Cartesian formulation works well when measured points are close to each other.
C. Number of points in the 3D point cloud

The 3D LiDAR scans in the USyd dataset contain up to 25k points per scan, which is significantly more than 4096 points used in the Oxford RobotCar dataset. The performance of the proposed solutions depends on a number of randomly subsampled points, as shown in Fig. 7.

D. Performance across different weather conditions

The USyd dataset was gathered along similar routes for over a year with varying different weather conditions. Therefore, the performance of MinkLoc3D-SI depending on the weather conditions was evaluated to determine its robustness, and the results are presented in Table V.

The obtained results suggest that the performance of the proposed MinkLoc3D-SI is mostly independent of the weather conditions. MinkLoc3D-SI yields an improvement of \( AR_{@1} \) from 1.7 to 3.5 percentage points over MinkLoc3D for all weather scenarios proving that spherical representation and intensity information are valuable additions in all cases.

VII. CONCLUSIONS

In this article, we propose MinkLoc3D-SI, the sparse convolution-based method utilizing the natural, spherical representation of 3D points from a single 3D LiDAR scan, and the commonly available intensity information associated with each 3D point measurement. The proposed method targets the problem of place recognition when using a single scan from a 3D LiDAR.

MinkLoc3D-SI is evaluated on USyd Campus, KITTI, and Oxford RobotCar Intensity datasets. On the USyd Campus dataset, the gains from the spherical point representation, intensity, and combined improvements are notable compared to the state-of-the-art MinkLoc3D and Scan Context. We observe minor improvements on the proposed Oxford RobotCar Intensity dataset when intensity is used, but the spherical representation is unsuitable for map segments created from accumulated 2D scans. The further evaluation of the generalization ability on the KITTI dataset yields the best results among the 3D point cloud-based algorithms. The performed ablation study confirms that the best results should be expected with rather large quantization steps and when all of the available points are processed.

The obtained results suggest that the spherical coordinates
with intensity for 3D points are promising modifications to processing point clouds from a rotating 3D LiDAR and thus could be applied to other solutions with sparse 3D convolutional architecture or for other applications.
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