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Abstract

Decreased sea ice cover in the northern Bering Sea has altered annual phytoplankton phenology owing to an expansion of open water duration and its impact on ocean stratification. Limitations of satellite remote sensing such as the inability to detect bloom activity throughout the water column, under ice, and in cloudy conditions dictate the need for shipboard based measurements to provide more information on bloom dynamics. In this study, we adapted remote sensing land cover classification techniques to provide a new means to determine bloom stage from shipboard samples. Specifically, we used multiyear satellite time series of chlorophyll $a$ to determine whether in-situ blooms were actively growing or mature (i.e., past-peak) at the time of field sampling. Field observations of chlorophyll $a$ and pheophytin (degraded and oxidized chlorophyll products) were used to calculate pheophytin proportions, i.e., $(\text{Pheophytin}/(\text{Chlorophyll } a + \text{Pheophytin}))$ and empirically determine whether the bloom was growing or mature based on remotely sensed bloom stages. Data collected at 13 north Bering Sea stations each July from 2013–2019 supported a pheophytin proportion of 28% as the best empirical threshold to distinguish a growing vs. mature bloom stage. One outcome was that low vs. high sea ice years resulted in significantly different pheophytin proportions in July; in years with low winter-to-spring ice, more blooms with growing status were observed, compared to later stage, more mature blooms following springs with abundant seasonal sea ice. The detection of growing blooms in July following low ice years suggests that changes in the timing of the spring bloom triggers cascading effects on mid-summer production.

Introduction

An unprecedented lack of winter sea ice led to open water conditions throughout the winter of 2017–2018 in the northern Bering Sea [1]. Sea ice extent in the Bering Sea in 2017–2018 was far lower than any previous winter in the reconstructed or observed past dating back to 1850.
Unusual environmental conditions that led to the drastic sea ice reduction included residual heat from 2017 that delayed freeze-up in the Chukchi Sea, which then delayed ice production in the Bering Sea. Additionally, a large, persistent high-pressure system over the Aleutian Islands and southern Bering Sea from February through May 2018 shifted the position of the Aleutian Low Pressure System northwest over eastern Siberia, resulting in persistent southerly winds transporting warm air over the Bering Sea that prevented sea ice formation until March [1, 3]. At least in the short term, this event appears anomalous rather than a trend as the 2020 and 2021 period had sea ice recovering to more typical extents [4].

Sea ice is an important controlling factor for many of the biological characteristics observed on the Bering Sea shelf [5]. Declines in Pacific Arctic Region sea ice impact species at multiple trophic levels as well as overall ecosystem function [6, 7]. Following the 2017–2018 event, the northern Bering Sea had weakened water column stratification, a delayed spring phytoplankton bloom, and the typical persistence of cold bottom water (<2˚C), termed the cold pool that extends through the summer, was much diminished. The cold pool may serve as a refuge for the early age class of juvenile Walleye pollock [8, 9], and low seawater temperatures (<0˚C) exclude the commercially fished, larger size classes of this species [10]. Cascading effects of the sea ice decline has led to lower abundances of large crustacean zooplankton (large copepods and euphausiids) in the summer and coincident die-offs of summer seabirds [8] as well as reductions in lipid content and overwinter survival of age-0 pollock [11] that prey on large zooplankton. These biological consequences are tied to the timing of phytoplankton growth, meaning that the extent and persistence of seasonal sea ice is a critical element for understanding the function of the marine ecosystem. Monitoring efforts such as the Distributed Biological Observatory (DBO) in the Pacific Arctic Region provide the opportunity to improve our understanding of how phytoplankton growth and its phenology play a role in ecosystem organization [12, 13].

While other studies have evaluated the impacts on phytoplankton phenology from sea ice cover reductions in the fall [14] and spring months [15], including blooms initiated prior to sea ice breakup [16, 17], our focus here is on productivity in the mid-summer, in July. Changes in the timing of sea ice break up and subsequent timing of spring blooms could have follow-on consequences into the summer and potentially affect ecosystem function. We use here existing ship-based DBO datasets collected during annual July field sampling of chlorophyll a biomass, and combine these data with comparable satellite observations to offer a potentially more synoptic identification of mid-summer bloom patterns.

Repeat chlorophyll a observations from satellites have routinely been used to monitor surface phytoplankton bloom phenology, e.g. [14]. However, optical satellite sensors are limited in that they cannot detect chlorophyll a deep within the water column and the collection of useful data are further hindered by consistent cloud cover that is characteristic of the Pacific Arctic Region. A remedy to these limitations is to use ship-sampled chlorophyll a pigments as indicators of phytoplankton bloom stage. The proportion of active chlorophyll a relative to its oxidized breakdown product, pheophytin, can be used to determine whether chlorophyll a biomass reflects sampling during the growing phase of a phytoplankton bloom or during its senescence. Chlorophyll a is converted into pheophytin during microbial degradation and grazing activities [18, 19]. Pheophytin proportions relative to combined live chlorophyll a and pheophytin pigments have been used to qualitatively determine areas of relatively active blooms in the Arctic [20, 21], but these studies have been limited in analyzing only individual cruises and have not attempted to derive a more quantitative approach to describe bloom stage. More typically, pheophytin collections in Arctic regions have been used as a diagnostic marker for phytoplankton grazing processes [22–24] or used in conjunction with other pigments to characterize phytoplankton community composition [25]. Empirical quantitative...
relationships between chlorophyll \( a \) and pheophytin for predicting in-situ bloom stage have not been developed. Therefore, our novel objective in this study was to determine a threshold value of pheophytin to total chlorophyll \( a \) that would provide an estimate of in-situ phytoplankton bloom stage. Specifically, our goals were the following: (a) Can the proportion of pheophytin relative to combined pheophytin and chlorophyll \( a \) be used to estimate phytoplankton bloom stage using satellite-measured time series; and (b) has there been any measurable impact on the July phytoplankton bloom phenology owing to earlier sea ice retreat or limited formation during the prior winter in the northern Bering Sea?

Methods

**Remote sensing of surface phytoplankton phenology**

Remotely sensed bloom stages were derived from sea surface chlorophyll \( a \) measurements, using a methodology that is an extension of common approaches for remote sensing land cover classification [26–29]. Typically, these studies involve comparisons of classifications derived from satellite remote sensing and “ground truthing” verified through local surveys or by using reference remote sensing sources with higher spatial resolutions [30]. Unlike these typical land cover classification applications, there is no available “ground truth” for our study due to the lack of continuous in-situ sampling that would be required to directly determine bloom stage. Therefore, to examine the relationship between remotely sensed phenology and field-based cruise measurements, satellite observations were considered the reference classification since stations are observed continuously over time.

Satellite remotely sensed time series of ocean surface chlorophyll \( a \) concentrations were used to resolve bloom cycles in order to determine whether chlorophyll \( a \) was increasing or decreasing on the dates of field sampling. Ocean color imagery collected by NASA MODIS-Aqua mission (https://oceancolor.gsfc.nasa.gov/), sourced from Google Earth Engine datasets at 500 m resolution from 2013–2019 were used to analyze phytoplankton growth patterns observable at the seawater surface. Satellite images were collected at the DBO sites every 1–2 days but owing to frequent cloud cover, the average number of days of usable imagery was 27 observations per year. Years with fewer than 6 total satellite observations were not evaluated to ensure only representative phytoplankton life stages were documented at a given location, which is a standard applied in previous work [31]. Complete (usually secondary) remotely sensed surface chlorophyll \( a \) blooms at the DBO Bering Sea sites indicated an average difference of 20 days between bloom peak and return to baseline values. Therefore, in order to balance satellite imagery availability and resolvable bloom activity relevant to shipboard observations, the period of interest was set to be the dates of annual field sampling (Day of Year (DOY) 194–199) ± 20 days. The quality of the chlorophyll \( a \) time series as it relates to field data was assured by excluding years with fewer than 6 chlorophyll \( a \) concentration observations, and by using a minimum of one observation every 25 days and a minimum of three chlorophyll \( a \) concentration determinations over the extended period (DOY 174–219) overlapping the shipboard sampling dates. These criteria enabled the removal of incomplete bloom data immediately prior and post cruise sampling. Furthermore, to remove chlorophyll \( a \) concentration signals that may be affected by the presence of sea ice, daily sea ice concentration estimates were used to mask any satellite image pixels that had greater than 15% sea ice concentration. To examine the chlorophyll \( a \) variability for each of 13 northern Bering Sea stations between sites DBO1 (n = 5: SLIP-1, SLIP-2, SLIP-3, SLIP-4, SLIP-5) and DBO2 (n = 8: BCL-6A, BCL-6C, UTBS-1, UTBS-2, UTBS-3, UTBS-4, UTBS-5, DBO2.7) (Fig 1), a buffer radius of 5.5 km was used. This buffer was selected because it was small enough to adequately represent each station yet large enough to mitigate loss of observations owing to persistent cloud cover.
The median chlorophyll $a$ concentration was extracted at each station from near-daily MODIS imagery rather than the arithmetic mean to reduce the dominance by unrepresentative, outlier pixels [32]. Satellite extracted chlorophyll $a$ data was determined for each station within each year were then filtered using a locally weighted scatterplot smoothing function to further reduce outliers following previous methodologies [14, 31]. Finally, a daily chlorophyll $a$ time series for each station year (defined as each year of cruise data at each station within the DBO1 and DBO2 sites) was produced via linear interpolation between data points.

Based on the remotely sensed phytoplankton growth curve at each DBO station, the life stage at time of sampling for each collection date 2013–2019 was estimated using a classification approach. We define these categories as No Blooms, Early Blooms (EB), and Post Blooms (PB) based upon the dates of start ($t_1$), peak ($t_2$), and end ($t_3$) of bloom cycles within the pheno-logy curves compared with the DOY of sampling (Fig 2). The start, peak, and end dates and associated chlorophyll $a$ concentrations were recorded from each bloom if multiple blooms cycles occurred within a year at a single location (e.g. double bloom [14]). We used a threshold
increase of 0.5 mg/m$^3$ of surface chlorophyll $a$ to identify additional individual blooms [32, 33]. Smaller increases were considered either continuations of a large bloom cycle or minor variability classified as No Bloom (Eq 1) depending on the context of each annual phenology curve. The timing of peak chlorophyll $a$ concentrations is considered a focal identifier for describing phytoplankton phenology [34, 35]. To tease out within-bloom dynamics, EB and PB stages were distinguished based on sample dates preceding or following the chlorophyll $a$ concentration peak within a bloom cycle respectively. Specifically, EB contained the section of the phenology curve from the start time ($t_1$) until the maximum amplitude of chlorophyll $a$ concentration at ($t_2$) in Eq 2 and Fig 2. PB were considered to be any concentration that followed a specific time, $t$, $t_2$ through $t_3$ (Eq 3).

$$\text{No Bloom} \quad \text{DOY Sampled} < t_1 \text{ or DOY Sampled} > t_3 \quad (1)$$

$$\text{Early Bloom} \quad t_1 \leq \text{DOY Sampled} \leq t_2 \quad (2)$$

$$\text{Post Bloom} \quad t_2 < \text{DOY Sampled} \leq t_3 \quad (3)$$

**Shipboard measurements**

Seawater samples were collected on seven research cruises aboard the Canadian Coast Guard Ship (CCGS) *Sir Wilfrid Laurier* annually in July from 2013–2019 at DBO designated stations (Fig 1). DBO1 stations are located southwest of St. Lawrence Island and the DBO2 region is within the Chirikov Basin, which is north of St. Lawrence Island. Water was collected from the CTD rosette (Sea-Bird SBE25/33) using a SBE32 Carousel 12-bottle water sampler with 8-L bottles. Water samples were collected at set depth increments (i.e. 5, 15, 25, 35, 50, 75 m, bottom depth, and at the chlorophyll maximum). Chlorophyll $a$ and pheophytin collection methods followed National Estuarine Research Reserve System Centralized Data Management Office protocols [36]. Briefly, seawater samples (200 mL) were immediately filtered on 25 mm Whatman GF/F filters in the dark. Filters were frozen shipboard (-20°C) and analyzed within three months post-cruise at Clark University. Chlorophyll $a$ was extracted from filters using 90% acetone, and vials with acetone and filters were stored wrapped in foil in a freezer for at least 48 hours prior to measurement on a calibrated Trilogy Fluorometer (Turner Designs, San Jose, California). Pheophytin was determined following acidification of the samples. Cruise data are available at [https://arcticdata.io/catalog/portals/DBO/Data](https://arcticdata.io/catalog/portals/DBO/Data).

**Pheophytin threshold model**

Estimates of the life stage of the in-situ sampled bloom were determined using the proportion of pheophytin in the combined surface chlorophyll $a$ and pheophytin concentrations [Pheophytin/(Chlorophyll + Pheophytin)] [21] of field analyzed surface (5 m) samples. Pheophytin proportion thresholds were assessed empirically to classify stages of phytoplankton bloom cycles (EB versus PB) in accordance with satellite-derived phenology. Specifically, using the
full 2013–2019 DBO1 and DBO2 dataset, consecutive integer pheophytin percentage thresholds (0–100%) were incrementally compared to corresponding satellite-derived EB and PB classes to select the threshold that best matched the satellite classes. The threshold testing followed the logic that a higher percentage of pheophytin indicated a mature PB while samples depleted of pheophytin represented growing EB. The final threshold selection was based on which model produced the maximum overall accuracy and minimized classification bias determined using omission and commission errors. These were calculated by reviewing the incorrect classifications of the reference (remotely sensed classes) and classified model (pheophytin proportions) for each class type following traditional remote sensing classification techniques [37]. The No Bloom class was not considered in the analysis because of the challenges of distinguishing whether a No Bloom period contained residual chlorophyll $a$ from a previous bloom or if it followed a more prolonged unproductive state.

Sea ice impacts on in-situ chlorophyll $a$ pigments

The impact of spring sea ice on mid-summer phytoplankton phenology was analyzed for each station year based on high and low ice years, which were defined by sea ice breakup dates and daily sea ice concentrations. Springtime sea ice concentrations were considered in addition to sea ice breakup dates to account for instances in which ice recovered and limited light penetration into the sea surface which may have obstructed photosynthesis and therefore bloom growth. Daily sea ice data were obtained from the Special Sensor Microwave/Imager (SSM/I) and Special Sensor Microwave Imager/Sounder (SSMIS) passive microwave instruments carried on Defense Meteorological Satellite Program satellites. Sea ice concentration estimates were calculated using the Goddard Bootstrap (SB2) algorithm [38, 39] at 25 km spatial resolution. Sea ice breakup dates were determined following methodology in [4, 40]. Briefly, breakup date each year was defined using satellite imagery when a 25 km pixel observed two consecutive days below a 15% sea ice concentration threshold. A change point analysis using the method At Most One Change (AMOC) [41, 42] was conducted to determine a DOY threshold parameter to distinguish high versus low sea ice years according to the sea ice breakup date specific to each station [43]. The change point method ensured a representative threshold would be selected for each study site along the latitudinal gradient. Station years were categorized as low or high sea ice years based on whether the sea ice breakup occurred before or after the DOY threshold, respectively (see details in S1 Appendix). In addition to sea ice breakup dates, high and low sea ice years were categorized directly by sea ice concentrations during the late winter-spring transition (March 1–May 1), when increasing daylight would activate spring blooms. High ice years were considered the default while any year with zero percent sea ice concentrations for more than five consecutive days in the March 1–May 1 timeframe was classified as a low ice year.

Pheophytin proportions determined from water column field samples as described above were grouped based on high and low sea ice years to investigate the impact of low sea ice on subsequent bloom phases in July. Depth-integrated pheophytin proportions were considered in addition to surface samples due to decreased sensitivity to wind-driven mixing and rapid nutrient depletion at depth compared to surface chlorophyll $a$ concentrations. Therefore, surface (5 m) and depth-integrated chlorophyll $a$ and pheophytin concentrations measured at each station were used to investigate the impact of high and low sea ice years on pheophytin proportions throughout the water column. The samples were binned according to low and high ice years and Welch’s t-test was used to compare the two groups to determine if their averages were significantly different from one another. The statistics were performed using the “numpy” and “scipy” packages in the Python programming language (Python Software Foundation, https://www.python.org/) [44, 45].
Results

Chlorophyll a bloom stage classification

Nine remotely sensed time series curves were excluded due to not reaching the criteria for consistent observations (i.e. a minimum of one chlorophyll a value every 25 days and a minimum of three chlorophyll a values between DOY 174–219). The excluded data were from BCL-6A and all DBO1 stations in 2013, as well as SLIP-1, SLIP-2, and SLIP-3 in 2018 (see Fig 1 for station location). With the exclusion of these station years and the exclusion of the No Bloom remotely sensed classes, data from twenty-eight stations in the study years were available to compare between field and satellite classifications and to test the compatibility of the two methods for determining bloom stage (early (including growing) and post bloom). Based on this dataset, a 28% pheophytin proportion threshold relative to the combined surface chlorophyll a and pheophytin concentrations produced the highest overall accuracy for distinguishing EB and PB classes based on corresponding satellite-derived bloom stage classes. Therefore, samples that contained less than a 28% pheophytin proportion were classified as EB and considered to be growing. Samples with more than 28% pheophytin proportion were classified as PB, meaning they were sampled post peak according to the remotely sensed time series. An error matrix and accompanying accuracy assessment are available in Table 1. The 28% pheophytin proportion threshold provided an overall accuracy of 75% in distinguishing EB vs. PB according to the remotely sensed bloom staging criteria. Of the twenty-three satellite EB (used as a reference), the threshold model correctly classified sixteen samples, while the model correctly matched all five referenced PB samples.

Results for the field and satellite annually aggregated classes for all DBO1 and DBO2 stations are shown in Fig 3, and individual station matchups for each year are provided in S2 Table. The annually aggregated results (Fig 3) of all classified station years for both the remotely sensed and field collected datasets included instances of missing observations (indicated as NaN). The majority of the DBO1 stations did not have adequate remote sensing observations available to resolve surface phenology in years 2013–2015 and 2018, limiting data availability needed to compare the classification model performance of DBO1 and DBO2 separately. On the other hand, remotely sensed classifications were successfully produced for the majority of DBO2 stations each year.

Sea ice and pheophytin proportions

High and low sea ice station years were determined using sea ice breakup date (Fig 4, S4 Table) and sea ice concentration (Figs 5 and 6, S4 Table). Interannual sea ice dynamics were generally similar throughout the Bering Sea stations, although some distinctions between DBO1 and DBO2 were evident. In 2018, no sea ice breakup nor concentration data were available.
Fig 3. The aggregated counts of bloom stages identified for all of the stations within DBO1 and DBO2 for both the remotely sensed (RS) and cruise-collected (field) pheophytin proportion methods. EB = Early Bloom, PB = Post Bloom, NaN = missing data, NB = No Bloom for observations outside of a bloom cycle. The aggregation was performed using all available years of data (i.e. years that failed the minimum observations criteria for satellite time series are classified here as “RS NaN”).

https://doi.org/10.1371/journal.pone.0267586.g003
presented because winter sea ice did not form at stations SLIP-1 and SLIP-2 (Figs 4(A), 5(A) and 5(D)). The remaining stations in DBO1 had continuous ice cover for less than a month late in the season. At the same time, DBO2 had reduced sea ice cover with periods of open water in spring (March 1–May 1), although the duration of open-water events varied among stations. The following year, 2019, was another low sea ice year although the observed sea ice

Fig 4. Sea ice breakup dates. Sea ice breakup dates for DBO1 (a) and DBO2 (b) over the time series. Bars are missing at some 2018 DBO1 stations because winter sea ice did not form and no breakup date was observed.

https://doi.org/10.1371/journal.pone.0267586.g004

Fig 5. Daily sea ice concentrations (blue) and MODIS chlorophyll a (green) time series curves at the DBO1 stations.

https://doi.org/10.1371/journal.pone.0267586.g005
breakup resembled pre-2018 dates in DBO2 with some open water presence in March. Meanwhile at DBO1, 2019 sea ice breakup dates remained anomalously early and increases in daily sea ice concentration were less striking than in spring 2018.

Fig 6. Daily sea ice concentrations (blue) and MODIS chlorophyll a (green) time series curves at the DBO2 stations.

https://doi.org/10.1371/journal.pone.0267586.g006
Pheophytin proportions in high vs. low sea ice years were significantly different (Welch’s t-test, \( p < 0.05 \)) except for surface samples binned using the timing of sea ice breakup date (Table 2). The mean pheophytin proportions observed in July were consistently higher in high ice years than low ice years.

Pheophytin proportions throughout the water column showed interannual variability in July 2013–2019 (Figs 7 and 8). In 2015, no field EB signals were detected (Fig 3) as a sharp rise in pheophytin proportions was observed throughout the DBO1 and DBO2 stations (Figs 7 and 8), which corresponded to a high sea ice year at all stations based on sea ice concentration. Conversely, 2018 was classified as a low ice year but observations of July pheophytin proportions were not anomalously low relative to other years from 2013–2019 (Fig 8). However, there were more observations of field EB in 2018 (46%) than there were in previous high sea ice years such as 2013 (14%) and 2014 (30%) (Fig 3). In the following low ice year, 2019, 100% of the samples were classified as field EB though the number of samples collected was reduced in this particular year to N = 6 (Fig 3).

### Discussion

**In-situ and remotely sensed bloom stage model**

The classification methodology used here sought to determine if pheophytin proportion (the ratio of pheophytin to combined pheophytin and chlorophyll \( a \)) from field measurements could be used to estimate bloom stage at the time of sampling based upon a satellite time series. To the best of our knowledge, this is the first application of this approach of basing remotely sensed classes on relation in time (growing or declining chlorophyll blooms) rather than direct snapshots of Earth’s surface to study the seasonality of phytoplankton growth stages. This application is based on the adaptation of remote sensing land cover classification techniques (e.g. [47]) to classify phytoplankton bloom stage at the time of field sampling.

Overall accuracy compares how each pixel is classified versus the confirmed surface cover conditions obtained from corresponding ground truth data [47]. While our methodology utilized chlorophyll \( a \) time series to estimate time-based classes, similar studies were unavailable for comparison. However, the overall accuracy of our classification model was 75%, which is

| Table 2. Statistical summary for pheophytin proportions of total chlorophyll \( a \) + pheophytin measured in high vs. low sea ice station years for the DBO1 and DBO2 stations (\( n = 13 \)) in the northern Bering Sea. |
| --- | --- | --- | --- | --- | --- |
| | Depth Integrated Pheophytin Proportions | Surface Pheophytin Proportions | | |
| | Sea Ice Concentration | Sea Ice Breakup | Sea Ice Concentration | Sea Ice Breakup |
| | Low Ice Years | High Ice Years | Low Ice Years | High Ice Years |
| N | 20 | 52 | 46 | 26 | 20 | 51 | 45 | 26 |
| Mean | 0.35 | 0.42 | 0.38 | 0.45 | 0.25 | 0.34 | 0.30 | 0.35 |
| SD | 0.09 | 0.13 | 0.11 | 0.13 | 0.07 | 0.15 | 0.13 | 0.14 |
| Min | 0.18 | 0.11 | 0.11 | 0.26 | 0.15 | 0.14 | 0.14 | 0.15 |
| Max | 0.52 | 0.78 | 0.78 | 0.73 | 0.36 | 0.85 | 0.85 | 0.57 |
| t-test | 2.65 | 2.1 | 3.34 | 1.38 |
| \( p \) | \( 0.01 \) | \( 0.03 \) | \( 0.001 \) | 0.17 |

N indicates the number of station year observations that were grouped in each high versus low year bin. The mean, standard deviation (SD), minimum, maximum are provided for the binned pheophytin proportions (Pheophytin/(Chlorophyll \( a \) + Pheophytin)) along with Welch’s t-test and \( p \)-value. *Bold values indicate significant differences at \( p < 0.05 \).

https://doi.org/10.1371/journal.pone.0267586.t002
consistent with previously published satellite-derived land cover classifications maps (e.g. [48]).

Examination of the misclassified station years revealed a general pattern. Each of the remotely sensed (RS) EB that were field-classified as PB contained large pheophytin proportions, ranging from 29–61%. These instances occurred as a second bloom following a recently ended bloom (over 2–33 day intervals). Therefore, the growing second bloom observed by satellite could not be distinguished in field samples due to elevated levels of pheophytin that remained in the water column from the preceding bloom. When considering the exact station matchups per year (Table 1), the pheophytin proportion model was successful at classifying

Fig 7. Transect views of pheophytin proportion based on combined chlorophyll a and pheophytin concentrations measured in units μg/L at each collected depth. The annual latitudinal transects show DBO1 stations on the left and DBO2 stations to the right. Note: cruise samples for most DBO2 stations were missing in 2019. Figure constructed using Ocean Data View (version 5.3; [46]).

https://doi.org/10.1371/journal.pone.0267586.g007
satellite-derived PB in all cases. Despite the success in matching specific PB cases, inconsistencies (considered here as greater than three observations) between field and RS PB classes appeared in 6 out of the 7 years evaluated in the aggregated comparisons (Fig 3). However, these years also each coincided with 4–6 missing RS observations (labelled as RS NaN), which made up 16–27% of the total observations in any given year. Therefore, it is likely that the RS NaN would have contributed to the PB category had RS observations not been limited. Additionally, RS contained a “No Bloom” class which could not be differentiated using the pheophytin proportion index, which was a limitation between the field and RS classification matches.

Another limitation existed in using satellite observations as a reference because these data are also a proxy for surface level chlorophyll a biomass, and do not necessarily incorporate a confirming at-sea measurement. Furthermore, in order to take advantage of several years of useable data, our remote sensing time series included an expansion of the minimum observations criteria to once in at least every 25 days rather than once in 20 days that was used in prior work in this region [14, 31]. However, our criteria were adequate to resolve phenological patterns.

The frequency of EB were consistently identified in both the field and remotely sensed data-sets year-to-year ($r^2 = 0.94, p < 0.01$). EB were more prevalent in later years (2016–2019), yet the variability was reflected well in both models. Considering the satellite-derived bloom stages as the reference for individual matchups (Table 1), the pheophytin model performed well in classifying bloom stages with a success rate of 70% for EB. Overall, our model supports the conclusion that a pheophytin proportion of 28% or less based on the total concentration of chlorophyll a and pheophytin depicts pre-peak growth according to the accompanying satellite time series (Table 1). This model is novel in its ability to resolve phytoplankton growth versus

---

**Fig 8. Pheophytin proportion time series.** Depth integrated (a, c) and surface (b, d) pheophytin proportions at each station in DBO1 (a, b) and DBO2 (c, d) over time.

https://doi.org/10.1371/journal.pone.0267586.g008
deterioration within bloom cycles. Applying this model to other Bering Sea datasets would be beneficial to confirm the consistency of this 28% threshold.

Previous applications of using pheophytin proportions to estimate in-situ bloom stage are limited. Roy [49] routinely measured chlorophyll and associated pigments throughout a bloom progression in Bedford Basin, Canada and found a distinct difference in pheophytin proportion based on early and late bloom stages. Despite geographical differences, the dominant phytoplankton taxa studied by Roy [49] were diatoms, which is similarly dominant in the northern Bering Sea [50, 51]. Chlorophyll \(a\) represented 60% of the total pigment in the early bloom stage [49] while our model predicted a 72% representative threshold. However, Roy [49] measured chlorophyll \(c\) pigment separately, and those concentrations combined with chlorophyll \(a\) accounted for 70–75% of the early bloom signal at 5 m depth (Fig 5 in Roy [49]). Unfortunately, our observations did not differentiate additional chlorophyll accessory pigments. During the late bloom period, Roy [49] observed a distinct increase in surface pheophytin. Similarly, in the Laptev Sea another study observed high pheophytin concentrations compared to chlorophyll late in the season (September) [24]. Additionally, Sathish et al. [52] found seasonal trends in pheophytin concentrations after repeated sampling in various marine ports on the Indian subcontinent. These findings support the suitability of pheophytin proportions as an index for bloom stage.

**Pheophytin proportions in the northern Bering Sea**

On the Chukchi Shelf, Goñi et al. [53] found bottom waters with high (>0.4) pheophytin proportions (reported as pheophytin/(chlorophyll + pheophytin) ratios) indicative of phytoplankton detritus in August and September. Interestingly, in July and August, McTigue et al. [54] found the ratio of chlorophyll to total pheopigments (the sum of pheophytin \(a\), pheophorbide \(a\), and pyropheophorbide \(a\)) to be > 1 at the majority of their Chukchi Shelf stations for surface sediment concentrations, indicating viable cells. Goñi et al. [53] reported similar results and found that surface sediments that received fresh inputs of phytoplankton cells had low (< 0.2) pheophytin proportions whereas locations with increased microbial and herbivorous grazing displayed higher (>0.2) pheophytin proportions. While we did not measure sediment pigment concentrations, the pheophytin proportions measured in the northern Bering Sea bottom waters were consistently greater than 0.2 and were commonly greater than 0.4 (Fig 7). While these proportions are not consistent with the sediment processes described by McTigue et al. [54], the July northern Bering Sea bottom water pheophytin proportions were on par with late summer Chukchi Sea samples reported by Goñi et al. [53].

**Sea ice and pheophytin proportion dynamics**

Pheophytin proportions differed between high and low ice years for samples collected at the surface as well as depth integrated inventories. These data provided consistent evidence of a connection between the timing of sea ice dissolution and pheophytin proportions (Table 2). High sea ice years were associated with a larger mean pheophytin proportion than was found in low ice years in the northern Bering Sea (Welch’s t-test, \(p<0.05\)) in three of four analyses, although surface samples grouped by sea ice breakup of low and high years were not significant. The surface samples analyzed according to sea ice breakup had the smallest difference in mean (0.05) and nearly exact standard deviation (difference of 0.01) between the low and high ice year groups, which likely resulted in the insignificant distinction among them. Still, in most of the cases high versus low sea ice years produced statistically different outcomes for the observed pheophytin proportions.
While distinct outcomes were found between high versus low sea ice years when aggregating DBO1 and DBO2 stations through time, the relationship was less obvious in individual years. Annually, the pheophytin proportion throughout the water column did not exhibit a clear distinction between the high and low years (Figs 7 and 8). Individual years and stations had high variability and there is a need for a longer time series at individual stations. Interannual variability and exceptions of years with high (low) sea ice producing low (high) pheophytin proportions suggest sea ice is not the sole driver of bloom stage in mid-summer, despite statistical indications that sea ice influences chlorophyll $a$ and pheophytin proportions (Table 2). Factors such as stratification and nutrient availability are major drivers of phytoplankton growth and taxonomic changes. These mid-summer conditions likely influenced July chlorophyll $a$ concentrations.

Results of our classification model indicate it is practical to define bloom stage based on pheophytin proportion relative to chlorophyll $a$. Lower proportions of pheophytin in low sea ice years suggest an early bloom signal will be present in mid-summer compared to a more mature (higher pheophytin proportion) bloom stage that is typical in high sea ice years. Prior work on these dynamics, e.g. the Oscillating Control Hypothesis [55] projected that late ice retreat leads to an early, ice-associated bloom, but limited ice or an early ice retreat leads to a later open-water spring bloom in May or June in warm water. This hypothesis assumes that the timing of spring primary production is primarily determined by the timing of ice retreat. Sea ice cover aids phytoplankton growth by providing freshwater stratification from sea ice melt that provides a stable water column to support phytoplankton growth in the euphotic zone, and by mixing nutrients into the upper water column during winter brine rejection as sea ice forms [56]. Although our samples were obtained in July, months after direct interaction between sea ice and the spring bloom, we were able to distinguish a shift in the phase of phytoplankton phenology based on pheophytin proportions. Following from the Oscillating Control Hypothesis, our results indicate that earlier sea ice breakup and low springtime sea ice concentrations that alter spring bloom timing have consequences for chlorophyll $a$ biomass extending into mid-summer. In short, the detection of this phase shift with increased observations of EB rather than PB conditions in low ice years suggests that changes in timing of the spring bloom further alters mid-summer production.

Other observations simultaneous with our study include the M5 mooring southeast of St. Matthew Island in the Bering Sea, where observations were made of low chlorophyll $a$ concentrations within a late spring bloom (with onset on approximately June 12) in 2018 owing to the lack of fresh water input from melting sea ice resulting in weak stratification [8]. Kitkuchi et al. [57] also observed delays in the spring bloom at their mooring sites north and south of the Bering Strait in 2018 compared to 2017, and attributed the differences to varying sea ice concentrations. Observations and modelling [15] of later spring blooms that follow spring seasons with little or no sea ice could conceivably lead to delayed phytoplankton growth in later months. Though other environmental variables clearly influence mid-summer productivity, this study demonstrates that sea ice status during the prior spring, including concentrations and breakup date are contributing drivers.

The absence of winter sea ice in the Bering Sea in 2018 could become typical by the 2040s [2]. It is possible that these anomalous events indicate the beginning of a sea ice regime change that could reflect ecosystem restructuring [58]. Based on the 2013–2019 July observations, continued sea ice decline may shift mid-summer productivity to an earlier bloom signal than previously observed in the northern Bering Sea. Delayed spring blooms that lead to delayed summer bloom pulses could change the timing of food availability for higher trophic levels. While the spring bloom is considered the most critical period for biological production, there is evidence in the southeastern Bering Sea that summer production is also a crucial energy
source for zooplankton and contributes to the survival of age-0 walleye pollock [59]. Long
term consequences of a shift in mid-summer production is uncertain. Ice cover in the 2019/
2020 winter was more extensive, providing uncertainty for whether 2017/2018 sea ice condi-
tions represent an anomaly or the beginning stages of a new regime state [60]. Still, major envi-
ronmental changes in this region are expected to continue and will require expanded efforts to
include both remotely sensed and field observations to resolve physical and ecological conse-
quences of climate change.

Conclusion
The classification model presented is shown to be able to resolve phytoplankton growth stages
within bloom cycles from in-situ discrete water samples. An optimized model for northern
Bering Sea field samples produced a threshold of a proportion of 28% pheophytin in the overall
pheophytin + chlorophyll a pigment inventory to distinguish growing blooms from post-peak
bloom stages. Our study found that samples that consisted of less than 28% pheophytin pro-
portion represented growing blooms while proportions higher than 28% indicated past peak
or senescent blooms according to remotely sensed chlorophyll a phenology. Although addi-
tional studies are needed to confirm this model with other northern Bering Sea datasets, our
results suggest that pheophytin proportions can be used as a proxy for bloom stage as con-
firmed by satellite sensed phenology.

Earlier sea ice breakup dates and reduced springtime sea ice concentrations led to a later
spring bloom and subsequently an increase in early bloom stages (as opposed to matured
blooms) being observed in mid-summer. The difference of pheophytin proportions from July
cruise samples between high and low sea ice years was significant ($p<0.05$) for depth-inte-
grated pheophytin. Surface pheophytin proportions were divided between two distinctive out-
comes with high confidence ($p<0.001$) for March–May sea ice concentration. The increase in
mid-summer EB signals observed in low sea ice years represents a shift from typical annual
growth cycles. The Oscillating Control Hypothesis [55] describes the mechanisms driving
delayed spring blooms following early sea ice retreat. Therefore, it is likely that changes to the
timing of spring phytoplankton blooms owing to decreased sea ice can have pronounced
effects on mid-summer production, though the influence of drivers such as immediate nutrient
availability and stratification may prevail in individual years.

Supporting information
S1 Appendix. Sea ice breakup change point analysis.
(DOCX)

S1 Table. Day of sea ice breakup for each station per year. The sea ice breakup dates are
expressed in Day of Year (DOY). Italicized dates are based on 2017 point location as a baseline
because in situ samples were not gathered at the corresponding station.
(DOCX)

S2 Table. Time of sampling phytoplankton life stage investigated with surface field and
remotely sensed chlorophyll. Sampled surface chlorophyll, pheophytin, the associated portion
of pheophytin relative to combined pheophytin and chlorophyll concentrations, and the classi-
fied life stage of the bloom according to satellite remotely sensed phenology at the DBO1 (top)
and DBO2 (bottom) stations. For the remotely sensed life stage categories, NaN = Not enough
cloud-free satellite observations available to resolve annual phenology, EB = Early Bloom,
PB = Post Bloom, NB = No Bloom. Surface chlorophyll and pheophytin are in units $\mu$g/L.
(DOCX)
S3 Table. Sea ice breakup date changepoint analysis. The sea ice breakup dates changepoint analysis results to determine the day of year (DOY) threshold to distinguish high versus low sea ice years within our study duration per station. These were derived using the methodology described in S1 Appendix.

S4 Table. Sea ice high and low years and depth-integrated pheophytin proportions. High and low sea ice years were distinguished using DOY thresholds determined per station based on sea ice breakup date (SIB) and by sea ice concentration (SIC) relative March–May coverage at each station during the 2013–2019 time period.

Acknowledgments
We thank the crew, officers, and captains of the CCGS Sir Wilfrid Laurier that enabled the field work. The remote sensing analysis and visualizations were produced using freely available resources including MODIS imagery from NASA Ocean Color, Google Earth Engine, Ocean Data View, R, and Python software.

Author Contributions
Conceptualization: Clare B. Gaffey.
Data curation: Clare B. Gaffey, Karen E. Frey.
Formal analysis: Clare B. Gaffey.
Funding acquisition: Clare B. Gaffey, Karen E. Frey, Lee W. Cooper, Jacqueline M. Grebmeier.
Investigation: Clare B. Gaffey, Karen E. Frey, Lee W. Cooper, Jacqueline M. Grebmeier.
Methodology: Clare B. Gaffey, Karen E. Frey.
Resources: Karen E. Frey, Lee W. Cooper, Jacqueline M. Grebmeier.
Software: Clare B. Gaffey.
Supervision: Karen E. Frey.
Validation: Clare B. Gaffey.
Visualization: Clare B. Gaffey.
Writing – original draft: Clare B. Gaffey.
Writing – review & editing: Clare B. Gaffey, Karen E. Frey, Lee W. Cooper, Jacqueline M. Grebmeier.

References
1. Stabeno PJ, Bell SW. Extreme Conditions in the Bering Sea (2017–2018): Record-breaking low sea-ice extent. Geophysical Research Letters. 2019; 46(15):8952–8959.
2. Thoman RL Jr., Bhatt US, Bieniek PA, Brettschneider BR, Brubaker M, Danielson SL, et al. The record low Bering sea ice extent in 2018: context, impacts, and an assessment of the role of anthropogenic climate change. In: Herring SC, Christidis N, Hoell A, Hoerling MP, Stott PA, editors. "Explaining extreme events of 2018 from a climate perspective" Bulletin of the American Meteorological Society. 2020.
3. Siddon EC, Zador SG, Hunt GL. Ecological responses to climate perturbations and minimal sea ice in the northern Bering Sea. Deep Sea Research Part II: Topical Studies in Oceanography. 2020; 181–182:104914.
4. Frey KE, Young LNC, Comiso JC, Stock LV, Grebmeier JM, Cooper LW. Trends in sea ice cover, sea surface temperature, and chlorophyll biomass across the marine Distributed Biological Observatory in the Pacific Arctic region. PLoS ONE. 2021; Forthcoming. 6.

5. Stabeno PJ, Kachel NB, Moore SE, Napp JM, Sigler M, Yamaguchi A, et al. Comparison of warm and cold years on the southeastern Bering Sea shelf and some implications for the ecosystem. Deep-Sea Research II. 2012; 65–70:31–45.

6. Grebmeier JM, Frey KE, Cooper LW, Kędra M. Trends in benthic macrofaunal populations, seasonal sea ice persistence, and bottom water temperatures in the Bering Strait region. Oceanography. 2018; 31(2). https://doi.org/10.5670/oceanog.2018.224

7. Grebmeier JM, Overland JE, Moore SE, Farley EV, Carmack EC, Cooper LW, et al. A major ecosystem shift in the northern Bering Sea. Science. 2006;311. https://doi.org/10.1126/science.1121365

8. Duffy-Anderson JT, Stabeno P, Andrews AG III, Cieciel K, Deary A, Farley E, et al. Responses of the northern Bering Sea and southeastern Bering Sea pelagic ecosystems following record - breaking low winter sea ice. Geophysical Research Abstracts. 2019;46. https://doi.org/10.1029/2019GL083396

9. Duffy-Anderson JT, Stabeno PJ, Siddon EC, Andrews AG III, Cooper DW, Eisner LB, et al. Return of warm conditions in the southeastern Bering Sea: Phytoplankton—Fish. PLoS ONE. 2017; 12. https://doi.org/10.1371/journal.pone.0178955 PMID: 28658253

10. Baker MR. Contrast of warm and cold phases in the Bering Sea to understand spatial distributions of Arctic and sub-Arctic gadids. Polar Biology. 2021; 44:1083–1105. https://doi.org/10.1007/s00300-021-02856-x

11. Heintz RA, Siddon EC, Farley EV, Napp JM. Correlation between recruitment and fall condition of age-0 pollock (Theragra chalcogramma) from the eastern Bering Sea under varying climate conditions. Deep Sea Research Part II: Topical Studies in Oceanography. 2013; 94:150–6. https://doi.org/10.1016/j.dsr2.2013.04.006

12. Grebmeier JM, Moore SE, Cooper LW, Frey KE. The Distributed Biological Observatory: A change detection array in the Pacific Arctic–An introduction. Deep-Sea Research Part II: Topical Studies in Oceanography. 2019; 162:1–7. https://doi.org/10.1016/j.dsr2.2019.05.005

13. Grebmeier JM, Cooper LW, Frey KE, Moore SE. An introduction. PLoS ONE. 2021; Forthcoming.

14. Waga H, Hirawake T. Changing occurrences of fall blooms associated with variations in phytoplankton size structure in the Pacific Arctic. Frontiers in Marine Science. 2020; 7(209). https://doi.org/10.3389/fmars.2020.0209

15. Clement Kinney J, Maslowski W, Osinski R, Lee YJ, Goethel C, Frey K, et al. On the variability of the Bering Sea Cold Pool and implications for the biophysical environment. PLoS ONE. 2022; 17(4): e0266180. https://doi.org/10.1371/journal.pone.0266180 PMID: 35377921

16. Waga H, Eicken H, Hirawake T, Fukamachi Y. Variability in spring phytoplankton blooms associated with ice retreat timing in the Pacific Arctic from 2003–2019. PLoS ONE 2021; 16(12): e0261418. https://doi.org/10.1371/journal.pone.0261418 PMID: 34914776

17. Ardyna M, Mundy CJ, Mills MM, Oziel L, Grondin P-L, Lacour L, et al. Environmental drivers of under-ice phytoplankton bloom dynamics in the Arctic Ocean. Elementa: Science of the Anthropocene. 2020;8. https://doi.org/10.1525/elementa.430

18. Hallegaard GM. Seasonal study of phytoplankton pigments and species at a coastal station off Sydney: Importance of diatoms and the nanoplanクトon. Marine Biology. 1981; 61(2):107–18. https://doi.org/10.1007/BF00386650

19. Strom SL. Production of pheopigments by marine protozoa: results of laboratory experiments analysed by HPLC. Deep Sea Research Part I: Oceanographic Research Papers. 1993; 40(1):57–80.

20. Mordasova NV, Fedosov MV. Chlorophyll and pheophytin content in water and ice of the Barents Sea. Proceedings of the All-Union Research Institute of Marine Fisheries and Oceanography. 1972; 75 (1):80–7.

21. Sergeeva VM, Zhilina LS, Mosharov SA, Nedospasov AA, Polukhin AA. Phytoplankton community structure in the polar front of the Eastern Barents Sea at the end of the growth season. Oceanology. 2018; 58(5):700–9.

22. Hayashi M, Furuya K, Hattori H. Spatial heterogeneity in distributions of chlorophyll a derivatives in the subarctic North Pacific during summer. Journal of Oceanography. 2001; 57(3):323–31.

23. Yanpei Z, Haiyan J, Hongliang L, Jianfang C, Bin W, Fajin C, et al. Phytoplankton composition and its ecological effect in subsurface cold pool of the northern Bering Sea in summer as revealed by HPLC derived pigment signatures. Acta Oceanologica Sinica. 2014; 33(6):103–11.

24. Heiskanen A-S, Keck A. Distribution and sinking rates of phytoplankton, detritus, and particulate biogenic silica in the Laptev Sea and Lena River (Arctic Siberia). Marine Chemistry. 1996 Aug 1; 53(3–4):229–45.
25. Coupel P, Matsuoka A, Ruiz-Pino D, Gosselin M, Marie D, Tremblay JE, et al. Pigment signatures of phytoplankton communities in the Beaufort Sea. Biogeosciences. 2015 Feb 17; 12(4):991–1006.

26. Rujoiu-Mare MR, Olariu B, Mihai BA, Nistor C, Săvulescu I. Land cover classification in Romanian Carpathians and Subcarpathians using multi-date Sentinel-2 remote sensing imagery. European Journal of Remote Sensing. 2017; 50(1):496–508.

27. Wang X, Gao X, Zhang Y, Fei X, Chen Z, Wang J, et al. Land-cover classification of coastal wetlands using the RF algorithm for Worldview-2 and Landsat 8 images. Remote Sensing. 2019; 11(197).

28. Treitz P, Rogan J. Remote sensing for mapping and monitoring land-cover and land-use change—an introduction. Progress in Planning. 2004; 61(4):269–279.

29. Stehman SV, Foody GM. Key issues in rigorous accuracy assessment of land cover products. Remote Sensing of Environment. 2019; 231:111199. https://doi.org/10.1016/j.rse.2019.05.018

30. Stehman SV, Foody GM. Accuracy assessment. In: Warner TA, Nellis MD, Foody GM, editors. The SAGE handbook of remote sensing. London: Sage; 2008: p. 297–309.

31. Ardyna M, Babin M, Gosselin M, Devred E, Rainville L, Tremblay JE. Recent Arctic Ocean sea ice loss triggers novel fall phytoplankton blooms. Geophysical Research Letters. 2014;41. https://doi.org/10.1002/2014GL061047

32. Renault S, Devred E, Babin M. Northward expansion and intensification of phytoplankton growth during the early ice-free season in Arctic. Geophysical Research Letters. 2018; 45(19):10590–10598.

33. Perrette M, Yool A, Quarty GD, Popova EE. Near-ubiquity of ice-edge blooms in the Arctic. Biogeosciences. 2011; 8(2):515–524.

34. Song H, Ji R, Stock C, Wang Z. Phenology of phytoplankton blooms in the Nova Scotian Shelf-Gulf of Maine region: Remote sensing and modeling analysis. Journal of Plankton Research. 2010 Nov; 32(11):1485–1499

35. Platt T, Sathyendranath S. Ecological indicators for the pelagic zone of the ocean from remote sensing. Remote Sensing of Environment. 2008 Aug 15; 112(8):3426–3436.

36. Parsons TR, Maita Y, Lalli CM. A manual of chemical and biological methods for sea water analysis. Oxford, U.K.: Pergamon Press; 1984.

37. Lark TJ, Schelly IH, Gibbs HK. Accuracy, bias, and improvements in mapping crops and cropland across the united states using the usda cropland data layer. Remote Sensing. 2021 Mar 1; 13(5).

38. Comiso JC, Gersten RA, Stock LV., Turner J, Perez GJ, Cho K. Positive trend in the Antarctic sea ice cover and associated changes in surface temperature. Journal of Climate. 2017; 30(6):2251–2267.

39. Frey KE, Moore GWK, Cooper LW, Grebmeier JM. Divergent patterns of recent sea ice cover across the Bering, Chukchi, and Beaufort seas of the Pacific Arctic Region. Progress in Oceanography. 2015; 136:32–49. https://doi.org/10.1016/j.pocean.2015.05.009

40. Kilkic R, Eckley IA. Change-point: An R package for changepoint analysis. Journal of Statistical Software. 2014 Jun 25; 58(3). https://doi.org/10.18637/jss.v058.i03

41. Dong Y, Huang Y, Gilbert PB, Permar SR. chngpt: Threshold regression model estimation and inference. BMC Bioinformatics. 2017 Oct 16; 18(1). https://doi.org/10.1186/s12859-017-1863-x PMID: 2937149

42. Harris CR, Millman KJ, van der Walt SJ, Gommers R, Virtanen P, Cournapeau D, et al. Array programming with NumPy. Vol. 585. Nature. 2020. Sep; 585(7825):357–362. https://doi.org/10.1038/s41586-020-2649-2 PMID: 3293066

43. Jones E, Oliphant TE, Peterson P. SciPy: Open source scientific tools for Python. Computing in Science and Engineering. 2007; 9(1):10–20.

44. Schlitzer R. Data Analysis and Visualization with Ocean Data View. CMOS Bulletin SCMO. 2015; 43(1):9–13.

45. Rwanga SS, Ndambuki JM. Accuracy assessment of land use/land cover classification using remote sensing and GIS. International Journal of Geosciences. 2017 Apr 14; 08(04):611–622.

46. Manandhar R, Odeh IOA, Ancot T. Improving the accuracy of land use and land cover classification of Landsat data using post-classification enhancement. Remote Sensing. 2009; 1. https://doi.org/10.3390/rs1030330
49. Roy S. HPLC-measured chlorophyll-type pigments during a phytoplankton spring bloom in Bedford Basin (Canada). Marine Ecology Progress Series. 1989; 55:279–290.

50. Lalande C, Grebmeier JM, McDonnell AMP, Hopcroft RR, O’Daly S, Danielson SL. Impact of a warm anomaly in the Pacific Arctic region derived from time-series export fluxes. PLoS ONE. 2021; 16(8): e0255837. https://doi.org/10.1371/journal.pone.0255837 PMID: 34398912

51. Koch CW, Cooper LW, Lalande C, Brown TA, Frey KE, Grebmeier JM. Seasonal and latitudinal variations in sea ice algae deposition in the Northern Bering and Chukchi seas determined by algal biomarkers. PLoS ONE. 2020 Apr 22; 15(4): e0231178. https://doi.org/10.1371/journal.pone.0231178 PMID: 32320403

52. Sathish K, Patil JS, Anil AC. Phytoplankton chlorophyll-breakdown pathway: Implication in ecosystem assessment. Journal of Environmental Management. 2020 Mar 15; 258:109989. https://doi.org/10.1016/j.jenvman.2019.109989 PMID: 31929079

53. Góñi MA, Juranek LW, Sipler RE, Welch KA. Particulate organic matter distributions in the water column of the Chukchi Sea during late summer. Journal of Geophysical Research: Oceans. 2021 Sep; 126(9): e2021JC017664.

54. McGinty ND, Bucolo P, Liu Z, Dunton KH. Pelagic-benthic coupling, food webs, and organic matter degradation in the Chukchi Sea: Insights from sedimentary pigments and stable carbon isotopes. Limnology and Oceanography. 2015 Mar 1; 60(2):429–445.

55. Hunt GL Jr., Stabeno P, Walters G, Sinclair E, Brodeur RD, Napp JM, et al. Climate change and control of the southeastern Bering Sea pelagic ecosystem. Deep-Sea Research Part II: Topical Studies in Oceanography. 2002; 49(26): 5821–5853.

56. Brown KA, Holding JM, Carmack EC. Understanding regional and seasonal variability is key to gaining a pan-Arctic perspective on Arctic Ocean freshening. Frontiers in Marine Science. 2020 Aug 14; 7:606. https://doi.org/10.3389/fmars.2020.00606

57. Kikuchi G, Abe H, Hirawake T, Sampel M. Distinctive spring phytoplankton bloom in the Bering Strait in 2018: A year of historically minimum sea ice extent. Deep Sea Research Part II: Topical Studies in Oceanography. 2020; 181–182:104905. https://doi.org/10.1016/j.dsr2.2020.104905

58. Huntington HP, Danielson SL, Wise FK, Baker M, Boveng P, Citta JJ, et al. Evidence suggests potential transformation of the Pacific Arctic ecosystem is underway. Nature Climate Change. 2020; 10 (4):342–348.

59. Sigler MF, Napp JM, Stabeno PJ, Heintz RA, Lomas MW, Hunt GL. Variation in annual production of copepods, euphausiids, and juvenile walleye pollock in the southeastern Bering Sea. Deep-Sea Research Part II: Topical Studies in Oceanography. 2016 Dec 1; 134:223–234. https://doi.org/10.1016/j.dsr2.2016.01.003

60. Baker MR, Kivva KK, Pisareva MN, Watson JT, Selivanova J. Shifts in the physical environment in the Pacific Arctic and implications for ecological timing and conditions. Deep Sea Research Part II: Topical Studies in Oceanography. 2020;177. https://doi.org/10.1016/j.dsr2.2020.104802