Mapping Panax Notoginseng Plantations by Using an Integrated Pixel- and Object-Based (IPOB) Approach and ZY-3 Imagery
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Abstract: Plantations of Panax notoginseng (PN), traditional herbal medicine for the prevention and treatment of vascular diseases, are expanding rapidly in China, especially in the Yunnan province of China, due to its increasing demands and prices and causing dramatic environmental concerns. However, existing information on its planting area and spatial distribution are limited. Here, we mapped the PN planting area by using a new integrated pixel- and object-based (IPOB) approach, the Random Forest (RF) classifier, and the high-resolution ZiYuan-3 (ZY-3) imagery. We improved the procedures of classification in three aspects: (1) a new spectral index—Normalized Difference PN Index (NDPI)—was proposed, (2) the efficiency and scale of segmentation were optimized by using the Bi-level Scale-sets Model (BSM), and (3) feature variables were selected through an iteration analysis from 99 feature variables (spectral, textural, geometric, and geographic). Compared with the pixel- and the object-based methods, the IPOB has the highest F1 score of 0.98 and also has high robustness in terms of user and producer accuracies (97% and 99%, respectively), following by the object-based method (F1 = 0.94) and the pixel-based method (F1 = 0.93). The high accuracy was expected since the target class has very distinctive spectral and textural characteristics. Although all three approaches showed reasonably high accuracies due to the application of the NDPI and optimized procedures, the result showed the outperformance of the proposed IPOB approach. The framework established in this study expects to apply for regional or national PN surveys extensively. The information on the area and spatial distribution of PN can guide the government on policy making for the planting and exporting of traditional Chinese medicine resources.
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1. Introduction

Panax notoginseng (PN) is a crucial ingredient for over 400 types of medicines and a significant export of herbs in China [1]. It plays a vital role in preventing and treating vascular diseases in clinics, such as lowering blood fat and promoting blood circulation [2,3]. There are very few places in the world suitable for the growth of PN; it mainly grows in the elevation of 1000–2500 m and nears the Tropic of Cancer (23°26’N), as shown in Figure 1a [4]. Yunnan province in China is an important production area for PN. With the rapid increase in prices and demands, the planting area of PN was remarkably expanded in the past few years [5]. On the one hand, this expansion promotes the income of farmers and also contributes to the globalization of Chinese herbal medicine; on the other hand,
it could cause a sharp land-use transition, which was prone to cause a series of adverse effects on local ecosystems and the environment [6]. Therefore, accurate information on PN distribution is important for conserving and utilizing Chinese herbal medicine resources. In addition, it can also provide support for land use management and policy making. However, so far, there have been no efforts on mapping the area and distribution of PN in the region.

Remote sensing technology provides a reliable and cost-effective method for crop and plantation mapping. Integrating physical characteristics (e.g., spectral, textural, and geometric features) extracted from remote sensing imagery and phenology information was proved to be a simple, efficient, and feasible method for crop and plantation mapping. For example, by utilizing spectral differences in crop growth and harvest periods, Peña-Barragán [7] performed crop mapping for 13 varieties and achieved higher accuracies. Dong et al. [8] mapped the paddy rice planting area in northeastern Asia by analyzing the flooding signature in the transplanting phenological phase of paddy rice. Remarkably, PN has a similar crop calendar, which can help us to identify it. Specifically, in the years from planting, growing to harvest, a black sunshade net is necessary to protect PN from injury by direct sunshine (Figure 1b,c) because PN planting and growing should accept diffuse light and avoid direct sunlight exposure. As a result, the black shade net of PN reflected on remote sensing imagery has a unique feature (Figure 1b,c). Therefore, the experiences from crop and other plantation mappings can provide a reference for mapping PN plantations. In this study, we proposed a new spectral index, Normalized Difference Panax notoginseng Index (NDPI), to describe this feature quantitatively as a critical variable for PN mapping.

Previous efforts have used pixel-based supervised classification approaches to extract the planting area of PN [5,9]. It could be further improved as the pixel-based methods only consider the spectral information but ignore the contextual information that contains the spatial relationships and arrangements of the objects [10]. Another potential limitation of the pixel-based methods is the spectral variability of high-resolution imagery in heterogeneous landscapes, which led to the mixed pixel problem and uncertainty in land

Figure 1. (a) Suitable planting region of PN in the world (elevation >1000 m above sea level and latitude ~23°26′N); (b) field photo showing the landscape of PN fields with black shade nets and (c) the environment under the shade nets.
cover classification [11,12]. These challenges and limitations can overcome by using the object-based method, and the classification accuracy could improve via the combination of spectral and contextual information [7,13].

The object-based method has become an important tool along with the development of high spatial resolution imagery, such as Gaofen-1/2 and ZiYuan-3 imagery launched in China, which was widely used for various research fields [14–16]. However, three factors could influence the efficiency and accuracy of the object-based classification: lower segmentation efficiency for large region mapping; the setting of appropriate segmentation scale; and selection of effective features [17,18]. First, a new bilevel scale-sets model (BSM) proposed by Hu et al. (2016) has the potential to solve the problem of segmentation efficiency by using the GPU parallel approach, which was superior to the segmentation efficiency of eCognition software adopted from previous studies [19]. Second, it is still unclear whether feature selection could improve classification accuracies due to uncertainties in the process of object-based image classification [19]. For example, some studies found that effective feature selection could reduce classification complexity and improve the classification accuracy for landslide mapping [20], while the others demonstrated that increasing or decreasing the feature numbers may not affect the classification accuracies of Random Forest (RF) classifier because of the insensitivity of features [21]. Hence, whether or not to optimize the number of features depended on a specific process of object-based image classification. Finally, although several studies have adopted methods of trial-and-error tests or estimation of scale parameter (ESP) to optimize segmentation [22,23], it inescapably causes under-segmentation or over-segmentation due to a significant difference derived from physical conditions (shape, size, and area) of land cover types.

Given the advantages and disadvantages between the pixel- and object-based methods, integrating both methods could improve of the classification accuracy. Previous studies have demonstrated that integrating the two methods is an excellent way to avoid the “salt-and-pepper” effect derived from the pixel-based method and improve classification accuracy [24,25]. These integration methods in previous efforts generally utilized image segmentation on the per-pixel classification results. The problem of the “salt-and-pepper” effect could be solved using this integrated approach, but the under-segmentation issues could not be fixed. To further solve the issues in classification, a novel integrated pixel- and object-based (IPOB) approach was proposed in this study to conduct PN mapping.

Selecting suitable classifiers is vital for the improvement of image classification accuracy [26]. Machine learning algorithms have been widely used for land cover classification because they can automatically learn different characteristics from training samples and classify images through this learned knowledge [27]. The Random Forest (RF) classifier consisting of an ensemble of classification trees has received increasing attention over the last two decades [28], as it can obtain a robust classifier with a faster speed of data processing than each based classifier of RF [29]. Many studies have systematically investigated the application of the RF classifier for land cover classification and demonstrated that its robustness outperforms other algorithms [30–32]. For example, Berhane et al. [33] indicated that the RF classifier has a better classification accuracy by contrasting three wetland classification results from the Decision Tree, rule-based, and Random Forest classifiers. Compared with the support vector machine (SVM) classifier, the RF classifier also outperformed for the high-dimensional input data and the sensibility of feature selection [34,35].

As shown above, this research aims to develop a methodological framework to map PN, especially a novel IPOB approach, to document the area and distribution of PN based on the ZY-3 multispectral remote sensing images with 6 m spatial resolution. To achieve this methodological framework for PN mapping, three contributions are made to improve the classification accuracy and efficiency of PN in this research: (1) a BSM was used for scale segmentation, which significantly improved the efficiency of segmentation in the object-based method for a large region; (2) a novel spectral index (NDPI) was proposed as a critical variable in classification processing; (3) a novel integrated pixel- and object-based
(IPOB) approach was proposed. The resultant PN map also expects to contribute to the management and planning of PN planting.

2. Data and Methods

2.1. Study Area

Qiubei county (103°34′–104°45′E, 23°45′–24°28′N) is in the southeast of Yunnan province (Figure 2) with an area of 50.35×10² km². It is one of the most important PN production regions due to its suitability for PN planting in elevation, slope, and climate. The terrain of Qiubei county is high in the southwest and low in the northeast, with the elevation ranging from 781 to 2517 m above sea level. Around 80% of the lands are occupied by mountains, while the rest of the lands are occupied by lower hills and basins, with the slope ranging from 0° to 73.67°. This region has a low-latitude plateau monsoon climate, with annual precipitation of 779 mm and an annual average temperature of 19 °C. The rainy season is concentrated in the months from May to October, making up 82% of the annual rainfall, while the dry season occurred mainly from November to April. These climate and terrain factors are suitable for the growth of PN.

![Location of the study area and ZY-3 images of the study area. Qiubei county is located in the Yunnan Province of China.](image)

**Figure 2.** Location of the study area and ZY-3 images of the study area. Qiubei county is located in the Yunnan Province of China.

2.2. ZY-3 Images and Pre-Processing

The ZY-3 is the first civil high-resolution stereoscopic Earth mapping satellite of China, launched on 9 January 2012 and designed to survey and monitor land resources. It is equipped with a multispectral sensor with 6 m spatial resolution and three high-resolution panchromatic cameras viewing looking in the forward, nadir, and backward direction. The spatial resolution of the three-line camera sensor is 3.5, 2.1, and 3.5 m, respectively. The multispectral sensor consists of four bands, including blue (450–520 nm), green (520–590 nm), red (630–690 nm), and near-infrared bands (770–890 nm). In our study, six ZY-3 multispectral images with different acquisition dates were acquired in 2017 (Figure 2). The seasonal variations of spectral signatures are limited due to the effects of tropical climate and the PN plantations are covered by black shade nets for a long time. Thus, PN plantations could be identified by analyzing the spectral signatures of black shade nets. The selection criteria for the images are not covered by the cloud (Figure 2). Six ZY-3 multispectral images were pre-processed in the Environment for Visualizing Images software (ENVI 5.3). Firstly, each ZY-3 image was processed using the orthorectification of the Rational Polynomial Coefficients (RPC) orthorectification module. Then, six ZY-3 images were corrected using the FLAASH Atmospheric Correction module. Thirdly, these
images were mosaicked into one image using the Seamless Mosaic module. Finally, we obtained the resultant image of Qiubei county by clipping the mosaic image.

2.3. Methods

This methodological framework for PN mapping mainly consists of five consecutive phases (Figure 3): (1) the construction of new spectral index (NDPI); (2) conducting scale segmentation by using the BSM and selecting the optimal scale; (3) optimizing feature variables by iteration analysis; (4) using the RF classifier to implement the PN identification via the pixel-based, object-based, and IPOB methods, respectively; (5) accuracy assessment and spatial analyses on the three resultant maps.

![Figure 3. The methodological framework of PN mapping.](image)

2.3.1. A New Spectral Index-Normalized Difference Panax Notoginseng Index (NDPI)-for Extracting Panax Notoginseng (PN)

We selected 3500 training samples based on a proportional random sampling method and conducted spectral signature analyses of buildings, vegetation, water, shadow, and PN. The random points of five types were generated according to the area percentage of each type derived from the government statistics bulletin. It is easy to choose train samples of buildings, vegetation, water, and shadow, while for the PN train samples, we choose the spectral signature of black shade nets as the spectral signature of PN in this study, because the black shade nets are accompanied by PN from planting to harvesting. Figure 4 shows that buildings have obvious different values in every band from that of PN; therefore,
buildings can be separated from PN easily. Although PN has similar values with other vegetation in bands 1–3, their slopes between the green and near-infrared (NIR) bands show big differences. Thus, other vegetation can be separated from PN easily via NDVI. However, the water body and shadows cannot be separated easily from PN. Water and PN have strong absorption of incident energy (sunlight), showing a weak reflectivity and tending to further weaken as the wavelength increases. The reflectivity of PN in the Blue band is relatively strong, followed by the Green and Red bands, while the reflectivity of water in the Green band is the strongest. Given the role of the ratio method in distinguishing land types with large spectral differences, a Normalized Difference Panax notoginseng index (NDPI) was proposed in this study to discriminate better the PN and water body (Figure S1).

\[
NDPI = \frac{(p_{\text{blue}} - p_{\text{green}})}{(p_{\text{blue}} + p_{\text{green}})}
\]

where \(p_{\text{blue}}\) is the value of the blue band, and \(p_{\text{green}}\) is the value of the green band of the ZY-3 image.

Figure 4. Spectral signature analysis of five typical land cover samples in the study area.

### 2.3.2. Segmentation Optimization by Using the Bi-Level Scale-Sets Model (BSM)

Image segmentation represents a necessary and first prerequisite for object-based image analysis because the segmented objects form the basic unit of object-based image classification [36]. A group of pixels with similar spectral and spatial attributes is regarded as an object in the segmentation process [37]. In this study, image segmentation was performed using the bi-level scale-sets model (BSM) embedded in the SuperSIAT software, which is a powerful platform to provide the image segmentation and automatic scale optimization [38]. The fundamental of BSM is the scale-sets theory, which firstly represents an image using a region-based image hierarchy and secondly solves the scale problem in a high-level interpretation task [39]. Specifically, an image is divided into blocks with overlapped margins, and a low-level scale-sets model is achieved in the BSM. Then, the segmentation results of the whole image are obtained by mosaicking and retrieving the corresponding blocks and implementing a high-level scale-sets model.

In the low-level scale-sets model, six parameters need to be considered. First, the parameters \(K\) and \(S_{\text{min}}\) for the graph-based segmentation are regarded as the most crucial parameters because they directly bear the accuracy of the BSM. \(K\) refers to a constant parameter to control the size of the merged area, and \(S_{\text{min}}\) is the threshold for determining whether some small areas should be excluded. In general, larger \(K\) and \(S_{\text{min}}\) will result in fewer segments in a block, whereas smaller \(K\) and \(S_{\text{min}}\) will produce more segments in a block. Moreover, in the process of implementing the image hierarchy, the control of
hierarchy quality depends on the merging cost criterion, which determines the order of merging. This merging cost criterion, including two parameters of $w_{color}$ and $w_{shape}$, can be used to adjust spectrum and shape heterogeneity (Equation (2)) [40]. Within the $w_{shape}$ setting, the smoothness and compactness factors determining the object shape between smooth boundaries and compact edges can also be weighted, ranging from 0 to 1. In addition, there are two parameters in the BSM, including the average size of regions ($S_{avr}$) in the link section and the width of a block ($W_b$). They are used to control the mosaicking of segmentation results from the low-level to high-level scale-sets model. A larger $S_{avr}$ implies fewer regions in the link section, and thus, the computation time of the high-level scale-sets model is reduced. According to previous studies [38], we set the values of the aforementioned parameters by using a large number of sample tests. The values of $K$, $S_{min}$, $W_b$, and $S_{avr}$ were 10, 5, 1000, and 200, respectively, which can guarantee classification accuracy and computational efficiency. Considering the PN has a striking color and regular shape in the image, the $w_{color} = 0.7$ and $w_{compt} = 0.5$ were selected.

$$C_{ij} = w_{color} \cdot \Delta h_{color} + w_{shape} \cdot \Delta h_{shape}$$

where $w_{color}$ and $w_{shape}$ are the weight parameters, and $w_{color} + w_{shape} = 1$. $\Delta h_{color}$ and $\Delta h_{shape}$ are the color and shape differences of the two image objects to be merged.

The segmentation results acquired by the first step were used for the initial partition of the high-level scale-sets model. In this process, a scale parameter was required to implement the high-level scale-sets model of BSM. Three scale estimation methods embedded in the SuperSIAT software, including the Estimation of Scale Parameter (ESP) Method, Overall Goodness F-measure (OGF), and Bayesian method, could be used to rapidly and automatically select an optimal scale for the image classification [41]. The Bayesian method with an adjustable penalty factor ($C$) was used to estimate the optimal scale for the PN classification in this study, as it can indicate the optimal scale and avoid ambiguous results compared to the ESP method. The segmentation results ranged from over-segmentation to under-segmentation with the change of the $C$.

2.3.3. Feature Selection through Iterative Analysis

Compared to the pixel-based method, the object-based method may consider more features and not necessarily be constrained to spectral features. In this study, a total of 99 features categorized in four types (spectral, textural, geometric, and topographic types) were extracted from ZY-3 images (Supplementary Materials Table S1).

The textural features used to quantify the surface texture of image objects in this study were calculated by two approaches. The first approach is the Gray-Level Co-occurrence Matrix (GLCM), and its value indicates the frequency of occurrence in a particular spatial relationship between a pixel with intensity value $i$ and a pixel with value $j$ [7]. The second approach to measure textures is to use a Gray-Level Difference Vector (GLDV) and the sum of the diagonals of the GLCM. We evaluated considerable textural features including the GLCM (Homogeneity (Hom.), Contrast (Con.), Dissimilarity (Dis.), Entropy (Ent.), Angular 2nd moment (Ang.), Mean, StdDev., and Correlation (Cor.)) and GLDV (Contrast (Con.), Entropy (Ent.), Angular 2nd moment (Ang.), and Mean) for each band in all directions, as it could provide supplementary information about object attributes that can help discriminate heterogeneous regions [42].

The last is topographic features, which are very important attributes in image classification. The altitude and slope were considered in this study because the planting of PN is sensitive to topography, which was acquired from the DEM data derived from the ASTER Global Digital Elevation Map (GDEM) version 2 dataset with 30 m resolution. The four types of features for each object were used as input data in the RF classifier.

2.3.4. Random Forest Classifier with Optimized Parameters

The RF classifier is an ensemble classifier combining multiple decision trees proposed by Breiman [28] for regression and classification. Each tree is generated using a randomly
selected subset of training samples and a random subset of independent variables, and then it votes for class membership. Finally, the classification result is obtained by assigning the respective class according to the maximum votes [43]. In the RF classifier, two parameters need to be considered, including the number of decision trees to be selected \((N_{\text{tree}})\) and the number of variables to be searched for the best splitting at each node \((M_{\text{try}})\) [44]. The different \(N_{\text{tree}}\) and \(M_{\text{try}}\) parameters could impact the classification accuracy, which is sensitive to the \(M_{\text{try}}\) parameter proved in previous empirical research [45]. The value of \(N_{\text{tree}}\) can be set as large as possible because the RF classifier has high computational efficiency and is hard to overfit [46]. Some studies have also suggested that 500 is an acceptable value for the number of \(N_{\text{tree}}\) for the classifier [27]. The \(M_{\text{try}}\) parameter is typically set to the square root of the total number of variables [13]. However, the default values of \(N_{\text{tree}}\) and \(M_{\text{try}}\) parameters may not be suitable for all classification, so an optimizing parameter is needed for special classification. In this study, the out-of-bag samples (OOB) referred to samples without participating in training trees, which is about one-third of the total samples, and their errors were used to assess and select the optimal parameters.

Optimizing features is vital for improving classification accuracy, as the high-dimensional feature data in the classification process would lead to lower efficiency and model over-fitting [20]. The RF classifier has popular feature space optimization techniques with satisfactory results in multitudinous research fields [47,48]. Díaz-Uriarte and Andrés [49] proposed an iterative backward feature elimination procedure to reduce the number of less relevant variables and select the optimal features by the minimum OOB error. This procedure has been successfully used for feature selection in previous studies [50], and a similar iterative forward feature increase procedure was performed in this study. First, the variable importance (VI) was calculated and sorted from high to low by the RF classifier. Second, the most important variable was used as the input feature to acquire the OOB score. Then, we added one variable with subsequent important order as one of the input features in each loop iteration and estimated corresponding OOB scores. Finally, the optimal features were selected until the highest OOB score was reached.

2.3.5. Integrated Pixel- and Object-Based (IPOB) Approach for Mapping PN

In this study, a novel integrated pixel- and object-based (IPOB) approach was proposed to optimize PN mapping. The pixel-based classification may result in the mixed pixel problem and the “salt-and-pepper” effect [51–53]; these problems can be eliminated using object-based classification. However, new problems would emerge when using the object-based approach, e.g., the increased omission error from under-segmentation objects. Hence, the proposed IPOB approach aims to not only eliminate the “salt-and-pepper” effect from the pixel-based method but also decrease the omission error from the object-based method.

The framework of the IPOB approach involves two major stages (Figure 5). The first stage overlaps the two classification results from the pixel-based and object-based methods to generate the new segmentation unit of the IPOB approach. The overlapped criterion is shown in Figure 5: (1) If a PN object in the object-based classification result overlaps with a PN patch in the pixel-based classification result, they will be merged; (2) If the relationship between a PN object in the object-based classification result and a PN patch in the pixel-based classification result belongs to inclusion relations, the bigger one will be retained; (3) Independent PN patches in the pixel-based classification result will be retained; (4) Independent PN objects in the object-based classification result will be retained. The second stage is to classify PN using the optimal Random Forest classifier according to the segmentation units of the IPOB approach.

In terms of algorithm calibration, we also generated three sets of training samples to train the pixel-based RF classifier, object-based RF classifier, and IPOB RF classifier, respectively (Figure 6). To ensure that the classification results are not affected by the training samples, we implemented the following strategy to maximize the identity levels among different training sets as much as possible. First, we selected the training samples for the object-based RF classifier according to segmentation results. Then, the training
samples for the pixel-based RF classifier were obtained by randomly generating several ROIs within each training sample of an object-based RF classifier. Finally, the training samples of the IPOB RF classifier were composed of the object-based training samples, a few mistaken pixels from the pixel-based classification result, and some missed pixels from the object-based classification result.

2.4. Validation of the Maps from the IPOB, Pixel-Based, and Object-Based Approaches and Their Intercomparison

Accuracy assessment is critical for land cover classification, especially the reliable reference data and suitable sampling method [54,55]. In this study, a random sampling

Figure 5. The framework of the proposed IPOB approach in this study.

Figure 6. Collection of training and validation samples for the Panax notoginseng mapping. (a) Spatial distribution of three sets of training and one set of validation samples; (b) four cases with different sample types from Google Earth images in 2017.
method was used to obtain training and validation samples from the very high-resolution (VHR) images of Google Earth circa 2017. The validation samples were digitized through visual interpretation and double-checked by different researchers. We finally acquired a set of validation samples (in total 7056 pixels of PN and non-PN) to evaluate the accuracy of PN mapping from these three methods (Figure 6a).

In this study, we adopted the confusion matrix method to estimate the classification accuracies of different results by using the same validation samples. Producer accuracy (PA), user accuracy (UA), and F1-score (F1, Equation (3)) of PN from the confusion matrix was used to quantify the performance of the three approaches. We also compared the IPOB-based map and the pixel-based (or object-based) resultant map from both area and spatial distribution.

\[
F1 = 2 \times \frac{PA \times UA}{PA + UA}
\]  

(3)

3. Results

3.1. Segmentation Optimization

The optimal segmentation units were obtained in the IPOB framework (Figure 7a). A large proportion of segmentation units were completely PN patches (Figure 7b). Some of the segmentation units were not PN patches (Figure 7c) because these segmentation units derived from the pixel-based classification result were misclassified due to their similar spectral features with PNs.

Three segmentation results at different scale parameters by using the object-based approach are shown in Figure 8. The image object for PN was over-segmented in Figure 8a, when the \(C\) was 10 and the segmentation scale was 50; while the image object for PN was under-segmented (Figure 8c) when the \(C\) was 0.71 and the corresponding segmentation scale was 150. The optimal segmentation scale of PN was obtained from the scale-sets model (Figure 8b) by adjusting the value of \(C\). Here, the \(C\) was 3.59, and the corresponding optimal segmentation scale was 67.66.
Figure 7. The segmentation units mapped through the IPOB approach. (a) The optimal segmentation units from the IPOB framework; (b) zoom-in segmentation units of object-based classification result; (c) zoom-in segmentation units of the pixel-based classification result.

Three segmentation results at different scale parameters by using the object-based approach are shown in Figure 8. The image object for PN was over-segmented in Figure 8a, when the $C$ was 10 and the segmentation scale was 50; while the image object for PN was under-segmented (Figure 8c) when the $C$ was 0.71 and the corresponding segmentation scale was 150. The optimal segmentation scale of PN was obtained from the scale-sets model (Figure 8b) by adjusting the value of $C$. Here, the $C$ was 3.59, and the corresponding optimal segmentation scale was 67.66.

Figure 8. Three segmentation results at different scale parameters and the corresponding values of the $C$ parameter (the black parts are PN. LV: local variance, MI: Moran’s I). (a) the over-segmentation result (scale = 50, $C$ = 10); (b) the optimal result (scale = 67.66, $C$ = 3.59); (c) the under-segmentation result (scale = 150, $C$ = 0.71).

3.2. Feature Selection

Figure 9 showed the importance of different features for identifying PN in the IPOB approach. The most important feature is DEM from topographic type because it can effectively discriminate against the PN and mountain shadow. Two subsequently important features are textural features, including GLCM_Hom of NIR band and GLCM_Mean. Compared with the order of importance for different features of pixel-based or object-based methods, the order of importance for different features in the IPOB approach has a larger difference because the segmentation units mainly involved PN patches and other patches with similar spectral features to PN.

The relationship between the OOB Score and the number of features for IPOB PN mapping was shown in Figure 10a. This score increased rapidly in the first iteration and then became stable when exceeding 20 features, which showed a considerable number of features were redundant variables, leading to the high computational costs and over-fitting. The RF classifier with 55 features was identified as important variables for PN classification by analyses of the highest OOB score, including 20 spectral features, 25 textural features, 8 geometric features, and 2 geographical features.

When considering the pixel-based approach, nine spectral features and two geographical features were used to order the feature importance and select the optimal number of features (Figure 11). The first five features were spectral indexes, including NDWI, NDPI, NDVI, RVI, and DVI, where the most critical spectral index was NDWI, which was followed by the pixel value of four bands (NIR, R, G, and B). The last two features were geographical ones, including DEM and Slope. After variable selection, the 11th feature (Slope) was removed, and the rest of the features were used for PN mapping using a pixel-based approach (Figure 10b).
Figure 9 showed the importance of different features for identifying PN in the IPOB approach. The most important feature is DEM from topographic type because it can effectively discriminate against the PN and mountain shadow. Two subsequently important features are textural features, including GLCM_Hom of NIR band and GLCM_Mean. Compared with the order of importance for different features of pixel-based or object-based methods, the order of importance for different features in the IPOB approach has a larger difference because the segmentation units mainly involved PN patches and other patches with similar spectral features to PN.

Figure 9. The order of importance for different features (the most important 20 features were represented by names, others were represented by values. Spectral (10): Min_pixel (NIR), NDWI, Density, Mean (B), Max_diff, Min_pixel (R), Standard_NIR, Max_pixel (B), RVI, and Max_pixel (NIR); Textural (7): GLCM_Hom (NIR), GLCM_Mean, GLCM_Hom (R), GLCM_Hom, GLCM_Con, GLCM_Mean (R), and GLCM_Mean (G); Geometric (1): Shape index; Topographic (2): DEM, and Slope).

Figure 10. Evolution of the out-of-bag samples (OOB) score related to the number of features: (a) the IPOB approach, (b) pixel-based approach, and (c) object-based approach.

When considering the pixel-based approach, nine spectral features and two geographical features were used to order the feature importance and select the optimal number of features (Figure 11). The first five features were spectral indexes, including NDWI, NDPI, NDVI, RVI, and DVI, where the most critical spectral index was NDWI, which was followed by the pixel value of four bands (NIR, R, G, and B). The last two features were geographical ones, including DEM and Slope. After variable selection, the 11th feature (Slope) was removed, and the rest of the features were used for PN mapping using a pixel-based approach (Figure 10b).

Figure 11. The order of importance for different features in the pixel-based approach (Spectral (9): NDWI, NDPI, NDVI, RVI, DVI, NIR, R, G, B; Topographic (2): DEM, and Slope).
When only considering the object-based approach, features derived from the spectral type were dominant (Figure 12). The first four features included the new spectral index (NDPI), Mean of NIR band (Mean_NIR), NDWI, and the Min of NIR band (Min_NIR). Especially, the NDPI proposed in this study was the most important feature for PN identification. Furthermore, the geographic features, particularly DEM, were also very crucial in the classification process. The following important type was textural features, which could increase the classification accuracy by capturing the artificial texture of PN fields. A total of 20 features were selected to conduct PN mapping using the object-based approach (Figure 10c), including 13 spectral features, 6 textural features, and 1 geographical feature.

Figure 11. The order of importance for different features in the pixel-based approach (Spectral (9): NDWI, NDPI, NDVI, RVI, DVI, NIR, R, G, B; Topographic (2): DEM, and Slope).
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Figure 12. The order of importance for different features (the most important 20 features were represented by name; others were represented by values. Spectral (13): NDPI, Mean_NIR, NDWI, Min_NIR, RVI, NDVI, DVI, Brightness, Min (R), Min (G), Mean_R, Mean_G, and Mean_B; Textural (6): GLCM_Hom (G), GLCM_Hom (NIR), GLCM_Hom (R), GLCM_Ang (NIR), GLCM_Con, and GLCM_Mean; Topographic (1): DEM).
3.3. Optimized Parameters of Random Forest Classifier

The optimized parameters ($M_{\text{try}}$ and $N_{\text{tree}}$) of the Random Forest classifier were calculated based on the minimum OOB errors. As shown in Figure 13a, the OOB errors of the IPOB approach in the RF classifier with different combinations of $M_{\text{try}}$ and $N_{\text{tree}}$ range from approximately 0 to 0.35. Initially, the OOB errors decreased with a large $N_{\text{tree}}$, yet they tended to stabilize beyond 100 trees. Compared with $M_{\text{try}} = \log2$ or $M_{\text{try}} = \text{None}$, $M_{\text{try}} = \sqrt{M}$ had a smaller value at a fixed value of $N_{\text{tree}}$ and indicated that the optimal value of $M_{\text{try}}$ was $\sqrt{M}$. Therefore, the smallest OOB error appears at $M_{\text{try}} = \sqrt{M}$ and $N_{\text{tree}} = 178$. This combination of $M_{\text{try}}$ and $N_{\text{tree}}$ was used to conduct the PN classification using the IPOB approach in the study area. When only considering the pixel-based approach, the optimal of $M_{\text{try}}$ and $N_{\text{tree}}$ appeared at $\sqrt{M}$ and 100 (Figure 13b). Similarly, the optimal of $M_{\text{try}}$ and $N_{\text{tree}}$ for object-based approach appeared at $\sqrt{M}$ and 378 (Figure 13c).

![Figure 13](image_url)

**Figure 13.** The out-of-bag (OOB) errors between (a) IPOB, (b) pixel-based, and (c) object-based Random Forest classifier with different combinations of $M_{\text{try}}$ and $N_{\text{tree}}$.

3.4. Accuracy Assessment of Panax Notoginseng Mapping among IPOB, Pixel-Based and Object-Based Approaches

The classification accuracy of PN mapping based on the confusion matrix method is shown in Table 1. Compared with the pixel-based method, the object-based method has a higher F1-score (0.94 vs. 0.93). However, these two methods represented different advantages in user accuracy (UA) and producer accuracy (PA). To be specific, the object-based method has a higher UA (98.62% vs. 87.53%), while the pixel-based method has a higher PA (99.15% vs. 90%), which indicates that the object-based method tends to omit PN objects while the pixel-based method may misclassify PN pixels. Based on these two features, the IPOB approach was proposed to combine the advantages of object-based and pixel-based methods. In terms of three PN mapping approaches, the highest F1-score (0.98) in the IPOB approach indicates its ability to identify PN accurately. Meanwhile, the UA of the IPOB approach outperformed the object-based method (97.36% vs. 96.2%) and higher by 9.83% compared to that of the pixel-based method. The PA of the IPOB approach has exceeded that of the pixel-based method (99.22% vs. 99.15%) and was higher by 9.22% compared to that of the object-based method.

| Methods     | Classes | Ground Truth | Total UA (%) | PA (%) | F1 Score |
|-------------|---------|--------------|--------------|--------|----------|
| IPOB        | PN 2916 | 79           | 2995         | 97.36  | 0.98     |
|             | Non-PN 25 | 3702        | 3727         | 99.33  | 0.94     |
| Pixel-Based | PN 2914 | 415          | 3329         | 87.53  | 0.93     |
|             | Non-PN 2645 | 374        | 2682         | 98.62  | 0.94     |
Table 1. Accuracy assessment of *Panax notoginseng* mapping by using confusion matrix.

| Methods      | Classes | Ground Truth | Total | UA (%) | PA (%) | F1  |
|--------------|---------|--------------|-------|--------|--------|-----|
|              | PN      | Non-PN       |       |        |        |     |
| IPOB         | 2916    | 79           | 2995  | 97.36  | 99.22  | 0.98|
|              | 23      | 4038         | 4061  | 99.43  | 98.08  |     |
| Object-based | PN      | Non-PN       | 2682  | 98.62  | 90     | 0.94|
|              | 2645    | 37           |       |        |        |     |
|              | 294     | 4080         | 4374  | 93.28  | 99.1   |     |
| Pixel-based  | PN      | Non-PN       | 3329  | 87.53  | 99.15  | 0.93|
|              | 2914    | 415          |       |        |        |     |
|              | 25      | 3702         | 3727  | 99.33  | 89.92  |     |

3.5. Spatial and Area Comparisons among the Three PN Maps

Generally, three PN maps showed relatively good consistency (Figure 14). In this region, about 0.44% and 98.86% of pixels in the study area were identified as consistent PN and non-PN by those three PN maps. In detail, the total consistent PN area of the IPOB and pixel-based approaches was estimated to be 29.59 km², which was higher than that of the IPOB and object-based approaches (26.54 km²) (Figure 15). Moreover, the total PN area was estimated at 36.36 km² according to the IPOB-based approach, while 50.45 km² and 26.55 km² of which were evaluated according to the pixel-based approach and the object-based approach, respectively. Compared with the IPOB-based approach, the total PN area from the pixel-based approach was overestimated, and these inconsistent PN pixels (about 20.85 km²) were mainly distributed in the eastern of Qiubei county (Figure 15a). In addition, the total PN area from the object-based approach was underestimated by 6.76 km² (Figure 15b).

Figure 14. Spatial distribution map of the *Panax notoginseng* frequency from IPOB map, pixel-based map, and object-based map.
4. Discussion

4.1. Innovativeness of the Panax Notoginseng Mapping

In this study, a new framework of PN mapping by integrating pixel-based and object-based approaches (IPOB) was built, which performed the predominant performance and potential for identifying PN. This study also improved PN mapping in different ways, including proposing a new spectral index—Normalized Difference PN Index (NDPI), optimizing the efficiency and scale of segmentation using the bilevel scale-sets model (BSM) and feature selection through an iteration analysis. Specifically, compared with some of the previous studies for plantation mapping, this study improved the existing efforts in several aspects:

First, the resolution of source data has been improved in comparison to previous studies. Shi, Zhang, Guo, and Huang [9] adopted the GF-1 multispectral remote sensing data with 16 m resolution and Dai, Xie, Zhigang, and Peijun [5] used the Landsat image with 30 m resolution, while we applied the ZY-3 images with 6 m resolution, which is approximately 1/3 of the former and 1/5 of the latter. Figure 16 explicated that the higher resolution imagery can greatly reduce the potential omission errors in PN mapping. The PN in the green and blue regions could be distinctly identified by the object-based method with the ZY-3 images (Figure 16a). For the GF-1 WFV images, the PN in the green region may be identified, but the blue region was difficult to be identified (Figure 16b). However, it was hard to identify PNs within the green and blue regions of the Landsat images (Figure 16c), especially when the area of the blue region, which was smaller than one pixel. An enormous number of PN areas had field sizes of less than 1 km$^2$ in this study area. Therefore, high-resolution images were necessary for PN identification. A similar conclusion had been found in previous studies (Duro et al., 2012; Myint et al., 2011; Robertson and King 2011). They found that the object-based method was more suitable
for the classification of high-resolution data rather than that of coarse resolution data, and they had a noticeable predominance for representing some of the land cover types with the generalized appearance, such as croplands.

Figure 16. Two PN fields are shown in three different images: (a) ZY-3 image with 6 m resolution, (b) GF-1 WFV image with 16 m resolution, (c) Landsat image with 30 m resolution (green: area > 1 km², blue: area < 1 km²).

Second, a novel spectral index (NDPI) was proposed as an important variable in the classification. To further clarify the contribution of NDPI, we conducted the workflow again under the same condition but removing the NDPI. Table 2 showed the classification accuracy of the PN map without NDPI from the pixel-based, object-based, and IPOB approaches, respectively. Specifically, the IPOB approach has a high F1-score (0.94). The object-based PN map and pixel-based PN map showed the low F1-score (0.92) due to the larger omit error from the object-based approach (PA = 86.49%) and commission error from the pixel-based approach (UA = 86.2%). However, the accuracies of the PN maps without NDPI from these three methods were lower than that of the PN map with NDPI, which indicated that the NDPI has a significant influence on omission error. Hence, the contribution of NDPI may help to enhance the feature difference between PN and Non-PN when using the object-based method and decrease potential omission errors in the classification process.

Table 2. Accuracy assessment of the Panax notoginseng map without involving NDPI.

| Methods   | Classes | Ground Truth | Total | UA (%) | PA (%) | F1   |
|-----------|---------|--------------|-------|--------|--------|------|
|           |         | PN Non-PN    |       |        |        |      |
| IPOB      | PN      | 2649 42      | 2691  | 98.44  | 90.13  | 0.94 |
|           | Non-PN  | 290 8192     | 8482  | 96.58  | 99.49  |      |
| Object-based | PN     | 2542 26      | 2568  | 98.99  | 86.49  | 0.92 |
|           | Non-PN  | 397 4091     | 4488  | 91.15  | 99.37  |      |
| Pixel-based | PN     | 2911 466     | 3377  | 86.2   | 99.05  | 0.92 |
|           | Non-PN  | 28 3651      | 3679  | 99.24  | 88.68  |      |

Third, a new IPOB approach was proposed by integrating the pixel-based and object-based methods. Previous studies have found some shortages using solely the pixel-based or object-based classification method [56]. The pixel-based method may lead to the “salt-and-pepper” effect, while the object-based method has been found with some problems with lower processing efficiency and inconsistent segmentation scale with the real-world objects (Blaschke 2001). The integration of the pixel-based and object-based methods has been proved that it can eliminate the “salt-and-pepper” effect and improve classification efficiency. Figure 17 illustrated the disadvantages of the pixel-based and object-based methods and the advantage of the IPOB approach. On the one hand, Figure 17a,b showed...
that the PN object at the location of B2 was not identified due to the large segmentation unit of A2. Figure 17c showed that PN pixels were identified well, but there was the “salt-and-pepper” effect at the location of C1. On the other hand, the IPOB approach generated new segmentation units (Figure 17e) and obtained more accurate classification results via the RF classifier. Figure 17f showed that the IPOB PN mapping result eliminated the “salt-and-pepper” effect in the pixel-based method and picked up potentially omitted PN objects in the object-based method.

Finally, using the BSM and optimal parameters in this IPOB framework effectively improved the classification accuracy and reduced the computation time. A large number of studies have indicated that the optimal segmentation scale was considerably important to improve classification accuracy [19]. However, in previous studies, the segmentation scales were selected through a trial-and-error method [57,58], which is subjective, time-consuming, and prone to produce errors [13]. For example, Peña-Barragán, Ngugi, Plant, and Six [7] selected the optimal segmentation parameters using 1312 different segmentation scenarios, which was an enormous project. In this study, the Bayesian method in the SuperSIAT software was used to rapidly estimate an optimal scale parameter from a recorded scale-indexed tree structure, avoiding repeated segmentation procedure in eCognition software. Optimizing the \(M_{\text{try}}\) and \(N_{\text{tree}}\) parameters was a vital factor for improving classification accuracy [59], which was conducted in RF classifier in this study. In terms of computation time, BSM takes less than 6 min to obtain image segmentation results with 20,000 \(\times\) 20,000 pixels on a common computer (CPU: Intel Xeon(R) 2.90GHz, RAM: 32GB, OS: Windows10). The segmentation efficiency is about two to three times faster than eCognition software 9.2.

4.2. Implications of the Panax Notoginseng Mapping

In this study, we proposed a novel IPOB approach by integrating pixel-based and object-based methods to generate PN mapping. This method showed a predominant advantage for PN mapping, as it could help to decrease errors and improve classification efficiency. Traditional pixel-based methods can rapidly conduct classification, but the mapping accuracy is unable to meet a realistic requirement. Compared to the pixel-based method, the object-based method had an overwhelming superiority in integrating spectral,
textural, and geometric features, improving classification accuracy, and representing real-world correspondence [60]. However, it has not been widely applied mainly because of its complexity in parameter selection and computation efficiency for large-scale mapping [61]. Myint et al. [62] indicated that it was difficult to perform many features or bands for multiscale segmentation and classification in eCognition software due to computer memory limitation. Hence, balancing the time cost and classification accuracy was a significant factor in selecting classification methods [17]. Quantitating optimal segmentation models and parameters (e.g., BSM) to reduce computation time as well as selecting suitable features from hundreds of object features need more effort in future studies [32]. This study indicates that combining the IPOB approach and BSM can improve classification accuracy and efficiency, suggesting the potential for large-scale mapping.

To better formulate the identification framework, the relationship between certain land covers and their surroundings needs to be considered. Land covers that are very different from the surrounding environment such as water and vegetation are easy to identify. However, it is challenging to identify PN in a true color composite image, as the image feature of PN is similar to water and shadow. Hence, in our study, we first considered the planting situation of PN (including its suitable altitude and slope) to help us identify PN and shadow. Then, we analyzed spectral feature differences between PN and water, showing the largest difference in the green band and the smallest difference in the blue band. Based on this foundation, NDPI was proposed in this study to better discriminate the PN and water areas. Finally, the images are classified by considering the spectral and topographic types and showed the highest classification accuracy. In future vegetation mapping, we should comprehensively consider the growth habits, spectral, textural, geometric, and phenological characteristics of vegetation types, and combine the differences in image spectral characteristics to identify vegetation types in complex environments. For other types of images, the new index will work well by using similar sensors such as Sentinel-2A/B, which could provide improved spatial resolution (10 m). This work may also provide some reference for mapping other types of herbs (e.g., Ginseng, Coptidis) in different regions; however, specific characteristics of different herbs should be considered before its application.

The medical value of PN has been demonstrated and widely studied [63,64], while the distribution of PN was rarely concerned by researchers. Monitoring the distribution and planting of PN is very important to regulate the market price of the government and serve the medical treatment of humans. Given strict growth conditions, the suitable planting regions of PN are very limited in China. A few studies analyzed the suitable planting region of PN in the world [65], which showed that the most suitable planting region of PN was China and the potential planting regions include the United States, Brazil, Portugal, and other 22 countries. It also suggested that the distribution of PN should be investigated using a remote sensing method to provide a precise base for the selection of PN samples in the future. Precisely, the resultant maps from our study can provide valuable information for analyzing the suitable planting region of PN in the world.

5. Conclusions

There is limited knowledge on the area and distribution of traditional Chinese medicine resources such as Panax notoginseng (PN), which leads to difficulties in regional land use management and planning. Here, we developed a novel methodological framework for PN mapping by integrating the pixel-based and object-based (IPOB) methods. The result showed a higher F1-score of 0.98 compared with the solely pixel-based or object-based method, suggesting the high robustness of the IPOB framework. Some improvements have been conducted within the framework. First, a parallel segmentation approach from the bilevel scale-sets model (BSM) significantly improved segmentation efficiency in this study. Second, all parameters and feature variables were optimized in the RF classifier to improve the classification accuracy. Third, a novel spectral index (NDPI) was proposed and played an essential role in reducing the number of optimal features and improving classification
accuracy. This study provided a demo for mapping traditional Chinese medicine resources based on remote sensing technology, and the approach can be used for investigating other medicine plantations.
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