Localization of the epileptogenic foci using Support Vector Machine
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Abstract
Epileptic foci localization is a crucial step in planning surgical treatment of medically intractable epilepsy. The solution to this problem can be determined by the detection of the earliest time of seizure onset in electroencephalographic (EEG) recordings. This study presents the application of support vector machine (SVM) for localization of the focus region at the epileptic seizure on the basis of EEG signals. We used intracranial EEG recordings from patients suffering from pharmacoresistant focal-onset epilepsy. We have been investigating a localization of the focus region at the epileptic seizure based on SVM to detect the onset of seizure activity in EEG data. The SVM is trained on sets of intracranial EEG recordings from patients suffering from pharmacoresistant focal-onset epilepsy. The performance of SVM is measured by using accuracy obtained from a fit between the target value and network output. Our EEG based localization of the focus region at the epileptic seizure approach achieves 97.4% accuracy with using 10-fold cross validation. Therefore, our method can be successfully applied to localization of the epileptogenic foci.

1. INTRODUCTION
Common chronic neurological disorder is called epilepsy. Characteristics of epilepsy are the repeated unprovoked seizures. Due to abnormal, excessive or synchronous neuronal action in the brain these seizures are transient symptoms [5]. The noninvasive localization of the early seizure discharge is the significant problem for neurosurgery. Determining the area of the brain which is the source of that abnormal activity is also part of that [1]. The epileptic focus is determined theoretically and confirmed by comparison with the clinical diagnosis and surgical results according to the consistent location of those channels that produced abnormal signals. Because of that, a crucial approach to evaluate epilepsy is EEG. The EEG is an essential means of detection and diagnosis while the diagnosis of epilepsy depends on discrete medical history. The function of EEG is additional prominent and sometimes plays a conclusive part especially when taking into account the difficulties of clinical diagnosis of a characteristic seizures. Seizure detection activity in the pre-seizure component of a multi-electrode EEG records is crucial in the localization of epileptogenic foci. We can use only for seizure detection and prediction most of the parametric and nonparametric methods applied to ictal EEG analysis [2, 3, 4, 5, 6], since they don’t allow the detection of activity. Offensive observing of seizures with subdural grids or depth electrode arrays can assist in seizure localization. Seizure sources cannot always be completely determined by visual analysis of EEG recordings even with these methods. The spread of activity is of excessive importance for localization of the epileptic focus on the foundation of EEG analysis. Recently in the localization of active areas of the brain have been applied the blind source separation and deconvolution techniques [1]. Intracranial electroencephalographic (EEG) recordings from patients suffering from pharmacoresistant focal-onset epilepsy are used. As fragment of the epilepsy diagnostics these recordings had been performed prior to and independent from our study. In order to realize seizure control the
clinical determination of these recordings was to define the brain areas to be surgically removed in each specific patient. According to this we can define two different sets of signals: All those channels that noticed first ictal EEG signal changes we define as “focal EEG channels” and “nonfocal EEG signals” as set of signals recorded from brain areas that were not involved at seizure onset. For both the randomness and the nonlinear-independence test we catch more rejections for focal vs. nonfocal signals [7]. It has been proposed that “when strictly localized unifocal interictal spike activity can be clearly defined on a surface EEG, a high rate of ictal origin and good surgical outcome prediction can be achieved” (Holmes et al., 2000). Actually the definition of spike foci relies on inadequate information that has been addressed through the use of computer analysis of EEG sources (Ebersole and Hawes-Ebersole, 2007). Over the last two decades EEG source localization (ESL) of interictal spikes in epilepsy surgery has been studied expansively (Ebersole and Wade, 1990, 1991; Ebersole, 1994; Merlet and Gotman, 2001; Ochi et al., 2000; Michel et al., 2004; Bast et al., 2004, 2006; Ray et al., 2007; Plummer et al., 2007, 2010). Even so, in most routine performs these methods have not been approved; and are still observed as just “holding promise” in a current review of the practicality of interictal EEG in epilepsy surgery (Dworetzky and Reinsberger, 2011). We still need clinical consequences studies for indication based-medicine assessments.

In this paper we applied the multi-scale principal component analysis (MSPCA) for de-noising and AR method for the extraction of the features, on the basis of which the machine learning methods localizes the epileptic focus region in the brain. Support vector machines (SVM) is used to realize the imperative changes of the flow activity of each channel in the time span of the seizure onset. The electrode of its greatest change of activity at the time of the seizure incidence leads to the region of the brain, containing the epileptic focus. The experimental results of localization done for epileptic patients have been compared to their real location in the brain which is determined by the medical neurosurgery. This comparison has shown close coincidence of the increased activity of the focal electrode with the location of the real epileptic focus in the brain.

2. MATERIALS AND METHODS

2.1. Dataset
In this paper, we used intracranial EEG recordings from five epilepsy patients described in REF. These recordings were performed as part of the epilepsy diagnostics. All five patients, being the candidates for epilepsy surgery, had longstanding pharmaco-resistant temporal lobe epilepsy. Each patient went through long-term intracranial EEG recordings at the Department of Neurology of the University of Bern because noninvasive studies did not result in localization of the seizure onset zone or epileptic focus. We used intracranial strip and depth electrodes multichannel for recording EEG signals. Extracranial reference electrode was placed between 10/20 positions Fz and Pz. Those parts are manufactured by AD-TECH (Racine, WI, USA). Depending on whether they were recorded with more or less than 64 channels, EEG signals that we use were tested at 512 or 1024 Hz. The brain areas where seizures started could be contained for all five patients based on these intracranial EEG recordings. In fact, we found these areas in parts of the brain that could be surgically resected. This is without the risk of neurological deficits that would be unacceptable for the patients. Surgical outcome is good for all five patients. Three of five patients attained complete seizure freedom. Corresponding to class 1 and 2 according to the “International League Against Epilepsy” classification of surgical outcome. Two patients had auras only. They didn’t have other seizures following surgery. The ethics committee of the Kanton of Bern retrospective approves EEG data analysis. In fact, all patients gave written acceptance that their data from long-term EEG can be used for research purposes. Using a fourth-order Butterworth filter all EEG signals were digitally band-pass filtered in the range 0.5 to 150 Hz. To minimize phase distortions we used forward and backward filtering. Those EEG signals that had been recorded with a sampling rate of 1024 Hz were down-sampled to 512 Hz prior to further analysis. Then we re-referenced EEG signals against the median of all the channels that is judged by visual inspection free of artifacts that is permanent. On general estates it is impossible to find reference that can be considered as “best”. The impact of six common EEG references Rummel et al. [8] investigated on bi-and multivariate correlation actions. We used this for the sample of scalp montages. In a controlled way correlation is obviously introduced by the global average. In this publication we are not examine the median reference. Though, it has the extra advantage that the rank of the correlation matrix remains full as compared to the mean. In significance, the amount of global average reference is even bigger than artificially introduced correlation. All those channels that noticed first ictal EEG signal changes we define as “focal EEG channels”. More than two neurologists who are also board-certified electroencephalographers judge those changes by visual inspection. One of the specialists was always KS. A fully objective is not though visual analysis, reducing subjective interpretation permitted by joint-analysis with fellow neurologists. Additionally, the most important method for clinical decision making is still visual EEG analysis. “Nonfocal EEG channels” included all other channels in the recordings were classified. From the pool of all signals measured, at focal EEG channels randomly selected 3750 pairs of concurrently recorded signals x and y. For that purpose, at first, corresponding to 10 240 samples, we separated the recordings into time windows of 20 seconds. We excluded recordings of seizure activity and three hours after the last seizure. After that, for each individual signal pair we randomly chose one
of the five patients. One of this patient’s focal EEG channels and one of this channel’s neighboring focal channels and in this patient’s recordings one time window included. The signal pair was visually reviewed, after this we included into the database. In instance, the signal pair was discarded, it contained prominent measurement artifacts. Clinical selection standards such as the presence or absence of epileptiform activity is not applied. Lastly, in the order in which they were drawn, the focal EEG signal pairs were kept. In the same way 3750 pairs of nonfocal signals randomly selected and measured at non-focal EEG channels.

2.2. Multiscale Principal Component Analysis (MSPCA)

Principal Component Analysis (PCA) transforms an n x p data matrix, X by computing the variables as a linear weighted sum as,

\[ X = TP^T \]  

where, P are the principal component loadings, T are the principal component scores, n and p are the number of measurements and variables individually. The eigenvectors of the covariance matrix of X are the loadings, and the eigenvalues specify the variance taken by the related eigenvector. The data matrix can be decomposed by singular value decomposition as,

\[ X = U\Lambda^{1/2}V \]

where, \( \Lambda \) is a diagonal matrix of the eigenvalues, \( P^T = V \), and \( T = U\Lambda^{1/2} \).

A significant conclusion in PCA is to choice the suitable number of principal components that capture the fundamental relationship, while removing the errors. For this task are available several techniques, and are reviewed by Jackson (1991) and Malinowski (1991). Methods such as the scree test, parallel analysis or crossvalidation may be used if an estimation of the error is not obtainable.

Multiscale PCA (MSPCA) combines the capability of PCA to separate the crosscorrelation or relationship between the variables, with that of orthonormal wavelets to extract deterministic features from stochastic processes and approximately decorrelate the autocorrelation among the measurements. The measurements for each variable (column) are decomposed to its wavelet coefficients using the same orthonormal wavelet for each variable to achieve the benefits of PCA and wavelets.

2.3. AR Burg method for spectral analysis

The model-based methods are based on modeling the data sequence \( x(n) \) as the output of a linear system described by a rational system. We have to steps in the model-based methods for the spectrum estimate procedure. From given data sequence \( x(n) \), \( 0 \leq n \leq N - 1 \) the parameters of the method are estimated. The PSD estimate is computed after this from these estimates. The most commonly used parametric method is AR method. With this method by solving linear equations, estimation of the AR parameters can be done without difficulty. We can model data can as output of a causal, all-pole, discrete filter whose input is white noise in the AR method. The AR method of order \( p \) is expressed as the following equation:

\[ x(n) = - \sum_{k=1}^{p} a(k) x(n - k) + w(n) \]  

where \( a(k) \) are the AR coefficients and \( w(n) \) is white noise of variance equal to \( \sigma^2 \).

The AR \( \{p\} \) model can be described by the AR parameters \( \{a[1], a[2], \ldots, a[p], \sigma^2\} \). The PSD is

\[ P_{AR}(f) = \frac{\sigma^2}{|A(f)|^2} \]  

where

\[ A(f) = 1 + a_1 e^{-j2\pi f} + \ldots + a_p e^{-j2\pi fp} \]  

We must take into consideration some factors, such as selection of the optimum estimation method, selection of the model order, the length of the signal which will be modeled, and the level of stationary of the data to obtain stable and high performance AR method [8, 9, 10, 11]. The method developed by Burg for AR parameter estimation is based on the minimization of the forward and backward prediction errors and on calculation of the reflection coefficient. The forward and backward prediction errors for a \( p \)th-order model can be defined as

\[ \hat{e}_{f,p}(n) = x(n) + \sum_{i=1}^{p} \hat{a}_{p,i} x(n-i), \ldots, n = p+1, \ldots, N \]  

\[ \hat{e}_{b,p}(n) = x(n-p) + \sum_{i=1}^{p} \hat{a}^{*}_{p,i} x(n-p+i), \ldots, n = p+1, \ldots, N \]  

The AR parameters related to the reflection coefficient \( \hat{k}_p \) are given by

\[ \hat{a}_{p,i} = \hat{a}_{p-1,i} + \hat{k}_p \hat{a}^{*}_{p-1,p-i}, \quad i = 1, \ldots, p-1 \]  

From the estimates of the AR parameters, PSD estimation is defined as

\[ \hat{P}_{BURG}(f) = \frac{\hat{e}_p}{1 + \sum_{k=1}^{p} \hat{a}_p(k) e^{-j2\pi k}} \]
where $\hat{e}_p = \hat{e}_{ip} + \hat{e}_{ip}$ is the total least-squares error \[8, 9, 11, 12, 13, 14\].

2.4. Support Vector Machines (SVM)

Vapnik introduced SVMs in 1992 as a new supervised machine learning formulation useful to the well-known problem of function estimation (Vapnik, 2000). It was first presented as a binary classifier established on statistical learning theory and structural risk minimization (SRM) theory developed to solve pattern recognition problems by Vapnik since the 1960s. It was future protracted to general nonlinear problems where mapped data to a feature space by an implicit nonlinear mapping. The framework to regression for estimating real-valued functions extended in 1995. The basic idea behind the SVMs is to maximize the hyperplane margin to get respectable classifier performance. We express a nonlinear mapping from input space to higher dimensional feature space, if training set is not linearly separable. In expressions of the Lagrangian variables the SVM problems are constrained quadratic programs. Actually, any optimization technique appropriate for solving these kinds of problems can be used, for example, projected gradient descent, projected Newton method, and conjugate gradients (Fletcher, 1981; Gill et al., 1981). Because data sets can be very large, problems with computational memory invariably surface according to the storage requirements for the dense kernel matrix. The decomposition method has commonly been usefull to solve the SVM by decomposing the key problem into smaller subproblems. With the available computer memory those problems can be solved. The subproblems are categorized by their variables often denoted to as blocks, chunks, or working sets. Decomposition algorithms operating by sequentially solving subproblems until all KKT situations of the problem have been satisfied or until some stopping standard has been met (Lin, 2002).

3. RESULTS AND DISCUSSION

In this study, we used EEG signals taken from epileptic patients in order to determine the focus region at the epileptic seizure. Intracranial EEG recordings from patients suffering from pharmacoresistant focal-onset epilepsy are used. We have been investigating a localization of the focus region at the epileptic seizure based on SVM classifier to detect the onset of seizure activity in EEG data. EEG recordings are first pre-processed with the multi-scale PCA in order to reduce the noise level. After de-noising, autoregressive (AR) Burg method is used to extract features. The formed feature vector is processed with an SVM for localization of the focus region at the epileptic seizure using intracranial EEG recordings. The visual analysis of the EEG signals does not provide the solution to the localization of the epileptic focal region, as it is difficult to notify in a visual analysis any substantial increase of the equivalent flow at the seizure onset [1]. But our proposed method based on the application of the MSPCA de-noising with SVM is able to analyse as many patterns of signals as needed. On the basis of MSPCA de-noising of EEG signals we have formed the feature vectors by using AR Burg modelling and used them in learning and then testing the SVM classifier.

Table 1 shows the high de-noising performance on an EEG signal before and after the multi-scale PCA is applied to the for focal and non-focal EEG time series. From Table 1, it can clearly be seen that the rate of correctly classified cases increases significantly when applying the MSPCA, compared to utilising only the raw original EEG signals in the classification task. The MSPCA increases the classification performance nearly 20% when distinguishing between focal and non-focal signals. This improvement is a demonstration of the MSPCA ability to de-noise the EEG time series. A true classification rate of 96.4% focal and 96% for non-focal are achieved as well as 96.2% for the total accuracy measurement. This demonstrates that the filtering properties of the multi-scale PCA itself can produce sufficient results. Based on the results of the present study and experience in the EEG time series classification problem, we would like to put emphasis on the following:

1. There is an improvement in terms of classification accuracy when the MSPCA is applied to de-noise EEG signals. This indicates that the MSPCA is a suitable de-noising method for localization of the focus region at the epileptic seizure.
2. The classification results indicated that the SVM with the MSPCA has considerable success in the EEG time series classification. The proposed MSPCA de-noising approach with an SVM classifier can be used in classification of EEG signals for localization of the focus region at the epileptic seizure.
3. The computational complexity of the MSPCA is in the range of $O(\log n)$, when the algorithm is implemented in parallel [15]. This makes the de-noising step very efficient with regards to computational complexity. With highly competitive classification accuracies, the MSPCA is a well suited technique compared to other de-noising methods.

| Performance of the classification task | SVM | MSPCA + PBURG + SVM | PBURG + SVM |
|---------------------------------------|-----|---------------------|------------|
| Accuracy (focal)                      | 71.7| 96.4                | 71.7       |
| Accuracy (non-focal)                  | 78.4| 96                  | 75.1       |
| Overall Accuracy                      | 73.1| 96.2                | 75.1       |

4. CONCLUSION

In this study we presented the new method for the localization of the epileptic focal region by applying the MSPCA de-noising. Features were calculated by using AR Burg method to represent their frequency distribution. Features extracted from EEG time series were used with SVM classifier and cross-compared in terms of their
accuracy relative to the patterns. The comparisons were based on scalar performance measures (which is accuracy) derived from the confusion matrix. On the basis of the performed numerical experiments we have found that the highest accuracy occurs for the region of the brain containing the epileptic focal region. This observation may be used for supporting the localization of the epileptic focal region in the brain. These patients were of well-defined localization of the focus of epilepsy, determined on the basis of comprehensive neurological examination. The result of EEG signal classification using SVM classifier shows that MSPCA signal de-noising improve the performance of classifier. Consequently, the proposed method may be of potential application for determining the region of the epileptic focus in the brain on the basis of the analysis of the EEG signals from the scalp.
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