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We use a reactive Monte Carlo simulation method and primitive model of electrolyte to study acid-base equilibrium that controls charge regulation in colloidal systems. The simulations are performed in a semi-grand canonical ensemble in which colloidal suspension is in contact with a reservoir of salt and strong acid. The interior of colloidal particles is modeled as a low dielectric medium, different from the surrounding water. The effective colloidal charge is calculated for different number of surface acidic groups, pH, salt concentrations, and types of electrolyte. In the case of potassium chloride the titration curves are compared with the the experimental measurements obtained using potentiometric titration. A good agreement is found between simulations and experiments. In the case of lithium chloride specific ionic adsorption is taken into account through partial dehydration of lithium ion.

I. INTRODUCTION

The interplay between electrostatic interactions and acid-base equilibrium is of paramount importance in Chemistry and Biology. It often defines the boundary between life and death. The protein functionality can change due to modification of surrounding pH, affecting enzymatic activity and the resulting metabolic processes. The transport of ions through the cellular membranes is strongly affected by pH. The same is true for the binding of heavy metals to bacterial membranes. In biological systems pH, which depends on the activity of proton inside the solution, can be significantly modified by the presence of electrolyte, which at physiological concentration is around 150 mM, affecting the solubility and stability of proteins. In colloidal science both pH and electrolyte concentration regulate colloidal charge and interaction between the particles. The Monte Carlo (MC) titration method which uses explicit ions has been successful in explaining the ionization equilibrium for complex systems such as protein complexation and charge regulation. In these methods, explicit ions are added and removed in constant pH to the system.

In the present paper we will use reactive Monte Carlo simulations to efficiently explore the effective charge of colloidal particles inside an electrolyte solution of a given pH. Differently from constant pH simulations, we treat all ions, including hydronium, explicitly in the semi-grand canonical ensemble. The advantage of this approach is that it automatically enforces uniform electrochemical potential of all ion inside the simulation cell. In this respect our approach is similar to recently introduced grand canonical simulation methods to account for charge regulation. However, the exclusive treatment of all ions makes the method general and so it can be used to treat other surface groups, not just those involving protonation. For example, in this work, we consider adsorption of Li+. Similarly, the method could be used to treat basic surface groups. This leads to the consistency in the method as there is no need to switch from method to method to simulate different surface groups.

This article is organized as follows. In Sec. (2) we introduce and describe the system. In Sec. (3) we discuss the simulation method. In Sec. (4) we compare the simulation method with the experimental results. In Sec. (5) we consider the scenario in which a cation K+ is substituted by Li+, which can specifically adsorb to carboxylate. The work is concluded in Sec. (6).

II. MODEL AND SYSTEM DETAILS

The system consists of a single colloidal particle of radius $a$ fixed at the center of a spherical Wigner-Seitz (WS) cell whose radius $R$ determines the volume fraction of the colloidal suspension of a corresponding experimental system. The cell is allowed to exchange ions with a reservoir containing strong monovalent salt and acid, at concentrations $c_s$ and $c_a$, respectively, both of which fully dissociate in an aqueous solution, see Fig. 1. All ions have charge $\pm q$, where $q$ is the proton charge. The dielectric constant inside the colloidal sphere, representing a polystyrene latex particle, is $\epsilon_c \approx 2.5$, while the dielectric constant of the surrounding water is $\epsilon_w \approx 80$. One advantage of working with the WS formalism is that contact theorem allows us to calculate the osmotic pressure inside the colloidal suspension directly using ionic densities at contact with the cell boundary.

The colloidal surface contains acidic groups of weak acid that only partially dissociate upon contact with an aqueous solution: the process is governed by the reac-
The deprotonated acidic groups $A^-$ randomly distributed over the colloidal surface are represented by the red spheres and protonated HA groups are represented by the black spheres. The protonation of a titration site, $A^- + H^+ \rightarrow HA$, changes its charge from $-q \rightarrow 0$, at the same time Cl$^-$ is added to the cell with grand canonical probability, to preserve the overall charge neutrality. Deprotonation reaction, $HA \rightarrow A^- + H^+$, results in the change $0 \rightarrow -q$ of the titration site, and a simultaneous removal of Cl$^-$ from the simulation cell.

The acidic surface groups are also referred to as titration sites. When reacting, it transfers its charge to them, $\psi_n$, and in a protonated state it has charge $q$, see Fig. 1. The charge of titration site is located at its center.

The region outside the colloidal particle is occupied by the ions of a fully dissociated strong salt and acid, KCl $\rightarrow K^+ + Cl^-$ and HCl $\rightarrow H^+ + Cl^-$. All ions are represented by hard spheres of radius 3.3 Å, corresponding to fully hydrated ions. In particular, a proton $H^+$, does not exist separately, but is a hydronium ion, $H_3O^+$. The dielectric contrast between the colloidal core and the surrounding water results in induced surface charge density at the interface. The surface charge distribution depends on the location of ions inside the suspension. Therefore, the interaction between any two ions near a colloidal particle will not be given simply by the Coulomb potential, but will also depend on their distance from the colloidal surface. The Green function for the effective interaction between two ions inside the WS cell is accurately approximated by\textsuperscript{64-66}

\[
G(r, r') = \frac{1}{\epsilon_w |r - r'|} + \frac{\gamma a}{\epsilon_w r'[r - \frac{a^2}{r'^2}r']} + \gamma \psi_c(r, r'),
\]

with

\[
\psi_c(r, r') = \frac{1}{\epsilon_w a} \ln \left[ \frac{rr' - r \cdot r'}{a^2 - r \cdot r' + \sqrt{a^4 - 2a^2(r \cdot r') + r'^2r''^2}} \right],
\]

where $\gamma = (\epsilon_w - \epsilon_c) / (\epsilon_w + \epsilon_c)$. The first term of Eq. (1) is due to the direct Coulomb potential produced by an ion located at position $r'$ from the center of colloidal particle, while other two terms result from the induced surface charge\textsuperscript{67,68}. Note that the Green function is invariant under the exchange of the source and the observation points $r \leftrightarrow r'$. Eq. (1) is exact in the limit $\epsilon_c/\epsilon_w \rightarrow 0$, $\gamma = 1$. Furthermore, it was shown that it remains very accurate for $\epsilon_c/\epsilon_w \ll 1\textsuperscript{62}$, which is appropriate for the present system with $\epsilon_c/\epsilon_w = 2.5/80$.

The expression in Eq. (1) is derived specifically for a spherical colloidal particle. To account for dielectric polarization in more complex geometries, one would need to resort to numerical boundary-element methods, such as the Iterative Dielectric Solver (IDS)\textsuperscript{69}, which is much more computationally intensive.

The electrostatic energy of the system is:

\[
U = \gamma \sum_{i=1}^{N} \left[ \frac{q^2 a}{2 \epsilon_w (r_i^2 - a^2)} + \frac{q \psi_{self}(r_i)}{2} \right] + \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} q_i q_j G(r_i, r_j),
\]

where $N$ is the total number of particles inside the cell, including the charged surface sites. The term in the square brackets is due to self-interaction of an ion with its own induced surface charge and vanishes for $\gamma = 0$, where $\psi_{self}$ is given by

\[
\psi_{self}(r_i) = \frac{q}{\epsilon_w a} \ln \left( 1 - \frac{a^2}{r_i^2} \right).
\]

Hard-sphere interactions between ions is not included in $G$. Configurations with overlapping hard-spheres are not allowed. Since the hydrated size of all ions is the same, $H_3O^+$ and $K^+$ are identical. The difference between the two ions is that $H_3O^+$ can react with acidic groups. When reacting, it transfers its charge to them, while the remaining neutral hard-sphere disappears. This is physically justifiable since hard-sphere in our model represents a hydrated structure, which vanishes upon the proton transfer.

### III. SIMULATION METHOD

The simulations are performed in the semi-grand canonical ensemble, in which the system is in contact
with an infinite reservoir of strong acid and salt. Since the WS cell represents an infinite colloidal suspension at finite concentration, we may think of it as being separated from the reservoir by a semipermeable membrane which allows for a free passage of ions, but not of colloidal particles. The diffusion of ions will result in an electric field across the membrane, establishing a potential difference between the system and the reservoir. This is known as the Donnan potential, \( \varphi_D \). When an ion moves from the reservoir into the system it will, therefore, gain additional energy \( q_i \varphi_D \).

Our reactive Monte Carlo involves two types of movements. The standard grand canonical insertion/deletion of ions between the reservoir and the simulation cell; and protonation and deprotonation moves for the surface sites. The grand canonical acceptance probabilities for insertion or deletion of an ion of type \( i \) is given by

\[
\phi_{\text{add}} = \frac{V c_i}{N_i + 1} \exp \left[ -\beta (\Delta E_{\text{ele}} - \mu_{\text{ex}} + q_i \varphi_D) \right], \\
\phi_{\text{rem}} = \frac{N_i}{V c_i} \exp \left[ -\beta (\Delta E_{\text{ele}} + \mu_{\text{ex}} - q_i \varphi_D) \right].
\]

Here \( \Delta E_{\text{ele}} \) is the change in electrostatic energy upon insertion or deletion of an ion, \( c_i \) is the concentration of ion of type \( i \) in the reservoir, \( \mu_{\text{ex}} \) is the excess chemical potential of ions in the reservoir, and \( V \) is the free volume accessible to the ions. Note that since all ions are assumed to have the same radius and are all monovalent, the excess chemical potential of all ions is the same. The Donnan potential \( \varphi_D \) has to be adjusted each few MC steps to keep charge neutrality inside the system. This makes simulations slow. A simple solution to this problem is to perform insertion or deletion of cations-anion pairs, so that the charge neutrality of the cell is always preserved. For example, the probability of insertion/deletion of KCl pair is the product \( \phi_{\text{add}}/\phi_{\text{rem}} \), so that the Donnan potential cancels out.

In the grand canonical ensemble concentrations are controlled indirectly via chemical potentials. One way to establish the correspondence between \( \mu_{\text{ex}} \) and the ionic concentrations is to run simulations for a bulk solution with an isolated weak acid group \( \Lambda^- \), \( \text{H}_3\text{O}^+ + \Lambda^- \leftrightarrow \text{HA} + \text{H}_2\text{O} \). We can think of this process as a removal of a hydronium ion from the reservoir, followed by a reaction with a \( \Lambda^- \) group. The internal partition function of the HA molecule is \( K_{\text{eq}}/\Lambda_{\text{H}^+}^3 \), where \( K_{\text{eq}} \) is the equilibrium constant and \( \Lambda_{\text{H}^+} \) is the hydronium’s de Broglie thermal wavelength. The free energy change of the system + reservoir resulting from the removal of a hydronium ion from the reservoir and bringing it into vicinity of \( \Lambda^- \), where it will undergo a proton transfer reaction, is then \( \beta \Delta F_\text{p} = -\ln (K_{\text{eq}}/\Lambda_{\text{H}^+}^3) - \mu_{\text{H}^+} \), where \( \beta \mu_{\text{H}^+} = \ln (\Lambda_{\text{H}^+}^3 + 1) + \beta \mu_{\text{ex}} \) is the total chemical potential of a hydronium ion inside the reservoir. For the deprotonation reaction the free energy change
is $\Delta F_d = -\Delta F_p$. The acceptance probabilities for protonation and deprotonation moves are, therefore,

$$
\phi_p = \exp \left[ -\beta \left( \Delta E_{ele} + \Delta F_p + q \varphi_D \right) \right],
$$
$$
\phi_d = \exp \left[ -\beta \left( \Delta E_{ele} + \Delta F_d - q \varphi_D \right) \right],
$$

(7)

respectively. These simplify to

$$
\phi_p = c_{\text{H}^+} K_{eq} \exp \left[ -\beta \left( \Delta E_{ele} - \mu_{ex} + q \varphi_D \right) \right],
$$
$$
\phi_d = \frac{1}{c_{\text{H}^+} K_{eq}} \exp \left[ -\beta \left( \Delta E_{ele} + \mu_{ex} - q \varphi_D \right) \right].
$$

(8)

A Monte Carlo “reaction” move consists of selecting a random titration site, followed by an attempt to change its “state” from protonated to deprotonated and vice versa. Note that the acceptance probabilities depend on the Donnan potential, which is a priori, unknown. We can overcome this difficulty by again combining a protonation attempt with an insertion of Cl$^-$. The probability of acceptance of a protonation-Cl$^-$-insertion move is then $\min\{1, \phi_p \phi_{\text{add}}\}$. In the product, the Donnan potential once again cancels out. Similarly a deprotonation move is combined with a removal of Cl$^-$, so that the probability is $\min\{1, \phi_d \phi_{\text{rem}}\}$. The final acceptance probabilities for the pair moves are:

$$
\phi_{d+\text{rem}} = \frac{N_{\text{Cl}^-}}{c_{\text{H}^+} K_{eq} V_{\text{CT}}} \exp \left[ -\beta \left( \Delta E_{ele} + 2 \mu_{ex} \right) \right],
$$
$$
\phi_{p+\text{add}} = \frac{c_{\text{H}^+} K_{eq} V_{\text{CT}}}{(N_{\text{Cl}^-} + 1)} \exp \left[ -\beta \left( \Delta E_{ele} - 2 \mu_{ex} \right) \right],
$$

(9)

where $N_{\text{Cl}^-}$ is the number of Cl$^-$ ions inside the cell. In Fig. 4 we have schematically shown these movements.

IV. COMPARISON WITH THE EXPERIMENTAL RESULTS

We now apply the simulation method discussed above to study the effective charge of carboxyl latex particles, the surface sites of which undergo reaction $\text{COOH} \rightleftharpoons \text{COO}^- + \text{H}^+$. The simulated system consists of a spherical cell of radius $R = 120\,\text{Å}$, with a spherical colloidal particle at the center, represented by a hard-sphere of radius $a = 60\,\text{Å}$, with surface titration sites of $r_0 = 2\,\text{Å}$, see Fig. 4.

The mobile ions correspond to the dissociation of KCl and HCl. We are interested in obtaining the effective charge of a colloidal particle as a function of pH and salt concentration in the reservoir. Recall that pH = $-\log[a_{\text{H}^+}]$, where $a_{\text{H}^+} = c_{\text{H}^+} \exp[\beta \mu_{ex}(c_i)]$ is the activity of hydronium ions. Furthermore, the electrochemical potential of each ions inside the system and in the reservoir are the same. Note that inside the simulation cell electrochemical potential includes the Donnan potential. This means that activity of hydronium ion is the same inside the cell and in the reservoir, therefore, pH inside the simulation cell and inside the reservoir are also the same.

We consider two different carboxyl latex colloidal particles, the effective charge of which has been obtained experimentally using potentiometric titration. It is important to remember that the surface association constant $K_{eq}$ is different from the bulk association constant for the same acid. This difference may be attributed to the distinct symmetry of the electronic wave function of a chemical group when it is on the surface of colloidal particle and when it is in the bulk. Our strategy, then, is to adjust $K_{eq}$ to fit the experimental titration curve for colloidal particles with the bare surface charge density $\sigma_T = 78\,\text{mC/m}^2$ determined by the total number of surface carboxyl groups and amounting to about 900 titration sites distributed over the colloidal particle. The electrolyte solution of $c_{\text{KCl}} = 10\,\text{mM}$ will then use the same $K_{eq}$ to calculate the theoretical titration curves for other salt concentrations and different colloidal particle. Recalling that acid dissociation constant is $K_a = 1/K_{eq}$, we obtain an excellent fit of the experimental titration curve using $pK_a = -\log[K_a] = \log[K_{eq}] = 5.02$, see Fig. 3(a). This value is actually very close to the $pK_a$ of bulk acetic acid. We next use the same value of $pK_a$ to calculate the titration curve for a particle of the same bare surface charge inside an electrolyte solution of 300 mM. Only a reasonable agreement between experiment and theory is obtained for this case, Fig. 3(b), with a significant deviation appearing at large pH. Finally, we calculate the titration curves for colloidal particles of surface charge $\sigma_T = 98\,\text{mC/m}^2$, in solutions of 10 mM and 300 mM electrolyte, using the same surface equilibrium constant as before. A good agreement is found between simulations and experiments for both of these concentrations of electrolyte, see Fig. 3 panels (c) and (d). At the moment we do not have a clear understanding of what is the cause of the deviation between theory and experiment observed for particles of surface charge $\sigma_T = 78\,\text{mC/m}^2$ and 300 mM electrolyte solution. The deviation is particularly surprising in view of the fact that for $\sigma_T = 98\,\text{mC/m}^2$ and 300 mM electrolyte we do have a good agreement between theory and experiment.

We should note that in our simulation the size of colloidal particles is much smaller than in experiment. We have checked, however, that this does not affect the titration curve, as long as the charge density of the particles is the same. Similarly our calculations are performed for colloidal suspension at finite volume fraction, while experiments were done at infinite dilution. Again the size of the WS cell does not affect the titration curve, as long as the cell is sufficiently large. To demonstrate this in Fig. 4 we present the titration curve for particles with bare surface charge density 98 mC/m$^2$ inside two different WS cells of radius 120 Å and 200 Å. The two titration curves are practically indistinguishable. This shows that the effective colloidal charge does not depend on the volume fraction, for sufficiently dilute suspensions.
We show the effect of fitting the experimental data in the panel (a). The theory and experiment (b), (c) and (d). A very good agreement is observed between other salt concentrations and colloidal bare charge: panels (a) and (b); and (c) and (d). Electrolyte concentration is indicated in each panel. The surface equilibrium constant, \( pK_a = 5.02 \) is obtained by fitting the experimental data in the panel (a). The same equilibrium constant is then used to calculate the effective charges for other salt concentrations and colloidal bare charge: panels (b), (c) and (d). A very good agreement is observed between theory and experiments.

V. SPECIFIC ION ADSORPTION

The specific ion adsorption can be easily incorporated within the simulation formalism introduced above. It is known that Li\(^+\) specifically associate with COO\(^-\). We are, therefore, interested to explore the effect of replacing KCl with LiCl salt. The specific association of Li\(^+\) with COO\(^-\) is a consequence of the law of matching water affinities (LMWA), which suggests that both lithium and carboxylate can lose part of their hydration sheath resulting in strong electrostatic interaction between the two ions. Based on the LMWA we will take the distance of closest approach between lithium and carboxylate contact pair to be \( d = 2.9 \) Å, corresponding to the Latimer diameter of Li\(^+\) ion. We can then say that any lithium ion that is within a distance \( d = 5.3 \) Å — the separation distance between a fully hydrated Li\(^+\) and the adsorption site — is associated with the carboxylate group, and will contribute to the renormalization of the effective charge.

In Fig. 5 (dashed green curves) we show the effect of replacing K\(^+\) with Li\(^+\) on the effective colloidal charge. Note the saturation of colloidal charge at large pH, resulting from the association of Li\(^+\) ions with the carboxylate groups. Specific adsorption of Li\(^+\) also affects the protonation of carboxylate, although the effect appears to be quite small, see Fig. 5. We expect to see a more significant effect if Li\(^+\) is replaced by divalent Ca\(^{++}\) ion, which is known to strongly interact with the carboxylate. This will be explored in the future work.

The degree of protonation for the same pH is lower in the case of LiCl compared to KCl salt, since Li\(^+\) ion effectively competes with H\(^+\) for acidic sites. Although deprotonation is larger for LiCl, this does not imply that the effective colloidal surface charge is also larger. Adsorbed Li\(^+\) ions neutralize sites similarly to H\(^+\) and, therefore, contributed to the effective charge of colloidal particles. Thus, the effective surface charge of colloidal particles in the case of LiCl solutions is lower in modulus compared to solutions of KCl, for which no specific association takes place, see Fig. 5. Again we expect the effect of specific association to be even more important for suspensions containing CaCl\(_2\). One quantity which normally use in Biochemistry and analytical chemistry is Henderson–Hasselbalch (HH) equation which relates \( pK_a^{HH} \) to pH and the ratio of active and titrated molecules of system, however when half of titration is done one can have:

\[
pK_a^{HH} = \text{pH}_{1/2} + \varphi \log 10[\text{e}], \tag{10}
\]

Using the Eq. (10) we compared the value of obtained from titration curve and HH equation which can be seen in Table below:

![FIG. 3. Effective charge obtained using the reactive MC simulations (curves) compared with the experimental data (symbols). The solid black curve is the effective charge in the presence of KCl and dashed green curve in the presence of LiCl. The bare surface charge densities of colloidal particles are 78 mC/m\(^2\) panels (a) and (b); and 98 mC/m\(^2\) panels (c) and (d). Electrolyte concentration is indicated in each panel. The surface equilibrium constant, \( pK_a = 5.02 \) is obtained by fitting the experimental data in the panel (a). The same equilibrium constant is then used to calculate the effective charges for other salt concentrations and colloidal bare charge: panels (b), (c) and (d). A very good agreement is observed between theory and experiments.](image)

![FIG. 4. Titration curves for a particle with surface charge density 98 mC/m\(^2\) inside two different WS cells.](image)

![FIG. 5. The fraction of protonated groups in the presence of 300mM of either KCl or LiCl salts. Specific adsorption of Li\(^+\) to carboxylate groups results in stronger deprotonation, in particular at large pH.](image)
Discussion

We have presented a simulation method which allows us to very accurately calculate the titration curves for suspensions of colloidal particles. The results were compared with the experimental measurements of the effective colloidal charge obtained using potentiometric titration. A good agreement was found between simulations and experiments. We have also shown how the specific ion interaction, responsible for the Hofmeister effect, can be easily included in the simulation method. The approach presented in this paper can be also applied to other scientifically and technologically important systems, such as proteins, poly electrolyte gels, polyan- pholytes, etc.
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VI. CONCLUSIONS

We have presented a simulation method which allows us to very accurately calculate the titration curves for suspensions of colloidal particles. The results were compared with the experimental measurements of the effective colloidal charge obtained using potentiometric titration. A good agreement was found between simulations and experiments. We have also shown how the specific ion interaction, responsible for the Hofmeister effect, can be easily included in the simulation method. The approach presented in this paper can be also applied to other scientifically and technologically important systems, such as proteins, poly electrolyte gels, polyan- pholytes, etc.

TABLE I. The values obtained from HH equation. The value was fitted in simulation $p_{\text{K}_{\text{a}}}$ is 5.02.

| $\sigma$ mCm$^{-2}$ | KCl mM | $p_{\text{K}_{\text{a}}}^{\text{HH}}$ |
|-------------------|--------|------------------|
| 78                | 10     | 5.47             |
| 78                | 300    | 5.25             |
| 98                | 10     | 5.31             |
| 98                | 300    | 5.32             |
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