Interplay of Turbulence and Proton-Microinstability Growth in Space Plasmas
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Numerous prior studies have shown that as proton beta increases, a narrower range of proton temperature anisotropy values is observed. This effect has often been ascribed to the actions of kinetic microinstabilities because the distribution of observational data aligns with contours of constant instability growth rates in the beta-anisotropy plane. However, the linear Vlasov theory of instabilities assumes a uniform background in which perturbations grow. The established success of linear-microinstability theories suggests that the conditions in regions of extreme temperature anisotropy may remain uniform for a long enough time so that the instabilities have the chance to grow to sufficient amplitude. Turbulence, on the other hand, is intrinsically non-uniform and non-linear. Thin current sheets and other coherent structures generated in a turbulent plasma, may destroy the uniformity fast enough. It is therefore not a-priori obvious whether the presence of intermittency and coherent structures favors or disfavors instabilities. To address this question, we examined the statistical distribution of growth rates associated with proton temperature-anisotropy driven microinstabilities and local nonlinear time scales in turbulent plasmas. Linear growth rates are, on average, substantially less than the local nonlinear rates. However, at the regions of extreme values of temperature anisotropy, near the “edges” of the populated part of the proton temperature anisotropy-parallel beta plane, the instability growth rates are comparable or faster than the turbulence time scales. These results provide a possible answer to the question as to why the linear theory appears to work in limiting plasma excursions in anisotropy and plasma beta.

I. INTRODUCTION

The interplanetary plasma typically exhibits weak collisionality and strong turbulence.12 Similar conditions exist in many astrophysical systems. In such high-temperature, low-density magnetized plasmas, Coulomb collisions between particles are rare, which allows the velocity distribution function (VDF) of a given particle species to persist in a state far from local thermodynamic equilibrium. Consequently the VDFs are generally non-Maxwellian, and the distortions of the VDFs are manifested through substantial anisotropy in the pressure (or equivalently, temperature) tensor. Distorted VDFs can give rise to plasma microinstabilities3 that can strongly influence dynamics, a topic that has received considerable recent attention.4-6 However it is known that these distortions are themselves often caused, or amplified, by intermittency, in the form of coherent structures, generated by nonlinearity in turbulent dynamics.7-9 Intermittency is also responsible for faster local turbulence time scales. This implies a competition between linear and nonlinear processes, necessarily involving enhancements of each due to intermittency. These effects have not been taken into account in previous treatments of the problem;10-11 it is this competition that we address in the present paper.

A simple VDF that exhibits temperature anisotropy is the bi-Maxwellian, which has been extensively used in the plasma theory literature. In this model, the VDF is characterized by well-defined distinct temperatures $T_{\perp,j}$ and $T_{\parallel,j}$ for species $j$, referred to the directions perpendicular and parallel to the magnetic field. The anisotropy of $j$-particles is then quantified by the ratio:

$$R_j = \frac{T_{\perp,j}}{T_{\parallel,j}}. \quad (1)$$

Although deviations from equilibrium are observed in all
charged plasma species\textsuperscript{14,13}, here we focus on protons. The extreme values of proton-temperature anisotropy in the solar wind exhibit a strong dependence on the parallel-proton beta\textsuperscript{13,15}

\[
\beta_{||p} = \frac{n_p k_B T_\parallel}{B_0^2/(2 \mu_0)} ,
\]

where, \( n_p \) is the proton number density, \( k_B \) is the Boltzmann constant, and \( \mu_0 \) is the permeability of vacuum. For progressively larger \( \beta_{||p} \) values, the range of observed temperature-anisotropy values narrows in the solar wind\textsuperscript{14} and the terrestrial magnetosheath\textsuperscript{16}.

Kinetic microinstabilities\textsuperscript{17} offer an appealing theoretical explanation for the observed correlation between temperature anisotropy and plasma beta. Linearization of the Vlasov-Maxwell system about an assumed anisotropic equilibrium predicts that for extreme values of \( K_p \) and \( \beta_{||p} \), the distribution function becomes unstable, triggering the growth of waves. It is typically assumed that upon reaching finite amplitude, these fluctuations drive the plasma toward (temperature) isotropy. The initial growth rate of the unstable waves is derivable via linear theory from the values of \( \beta_{||p} \) and \( K_p \).

An important question is whether the unstable waves produced in this way are merely a passive "side effect", or if they actively modify the dynamics. Some authors adopt the interpretation that the ion-driven microinstabilities may "feed" strong fluctuations\textsuperscript{18} in regions of instability, materially impacting the plasma dynamics. A different point of view is that turbulence-cascade generated localized inhomogeneities, i.e., coherent structures such as current sheets\textsuperscript{19,20} drive the temperature-anisotropies to extreme values, setting the stage for linear instabilities that might occur in regions of strong nonlinear effects. Indeed recent studies such as He et al\textsuperscript{19} have shown in detail that velocity distributions are deformed by kinetic activity near intense current sheets, thus driving plasma activity such as the firehose instability, which subsequently enhances turbulence.

The dissipation of turbulent fluctuations in weakly-collisional space plasmas involves the transfer of fluctuation energy from field and flow energies to thermal energies. The processes that contribute to this dissipation generally fall into one of two categories: strongly nonlinear intermittent processes well represented by particle-in-cell simulations and microinstability processes typically computed by linear dispersion theory in homogeneous plasmas. Within the limited scope of hybrid kinetic simulations, where electrons are treated as neutralizing fluid, turbulence and microinstabilities have been shown to coexist\textsuperscript{21,22}.

Indeed, strong fluctuations are found near the same extreme regions of the \( \beta_{||p}, K_p \)-plane where the instability growth rates are large, causing the plasma to remain (marginally) unstable to temperature-anisotropy instabilities\textsuperscript{21,23,24}. Similarly, computations of shear-driven turbulence\textsuperscript{25} have shown that local instabilities can sporadically arise due to kinetic effects that are inevitably found near current sheets and vortices\textsuperscript{23,24}. From these studies, it is evident that regions contributing to strong intermittency are also regions of strong kinetic activity, and furthermore these are often juxtaposed. It remains unclear which type of process – linear or nonlinear– dominates on average and determines the dynamics of large-scale phenomena. One may study this relationship by comparing the relative time scales of nonlinear and linear dynamical processes\textsuperscript{26,27}. There is some subtlety in this comparison when the medium is inhomogeneous, in that intermittency enters into this comparison in a significant way, while the standard instability calculation that we employ assumes extended plane wave solutions.

Recent studies of turbulence-driven cascade and temperature-anisotropy driven microinstability\textsuperscript{28,29} find that the majority of solar-wind intervals, in an idealized situation, would support the proton-driven microinstabilities. However, the associated growth rates are rarely faster than all the other relevant time scales. Quantitatively, the non-linear time scales, estimated from the spectral amplitude near the ion-inertial scale, are faster than the growth rates for most of the analyzed samples. This comparison suggests that the turbulent cascade quickly destroys the ideal situation for harboring micro-instabilities which would, otherwise, grow to macroscopic values as unstable modes.

As suggested above, the important physics of intermittency\textsuperscript{30} motivates modification of results obtained from globally based estimates such as average non-linear time or average spectral amplitude near a given scale. Intermittent structures occupy a small fraction of the volume, but are likely responsible for a large fraction of the plasma heating and particle energization\textsuperscript{30}. Keeping this in mind, we propose that, instead of comparing timescales based on average fluctuation amplitude with growth rates, it is reasonable to compare the two based on the corresponding local values of plasma and turbulence properties.

To address the above issues, here we carry out a local analysis of both the instability growth rates and the non-linear time scales. We analyze three datasets:

1. A three-dimensional, kinetic, particle-in-cell (PIC) simulation,
2. In situ observations of Earth’s magnetosheath by the MMS spacecraft, and
3. In situ observation of the interplanetary solar wind by the Wind spacecraft.

For all three cases we will show that both instability growth rates and non-linear rates are intermittent with enhanced values near coherent structures\textsuperscript{21,22,31}, and that, pointwise, the non-linear processes are faster than the instabilities for a majority of cases.

II. THEORY AND METHOD

Linear Vlasov Theory—Solving the dispersion relation for the linearized Vlasov and Maxwell’s equations in a homogeneous plasma, one obtains the angular frequencies, \( \omega \), associated with a given wavevector \( k \). The imaginary component of \( \omega \) is the growth or decay rate of the \( k \) mode. The dominant
growth rate of a particular instability, expected in linear theory to trigger macroscopic effects, is:

\[ \gamma_{\text{max}} = \max_{k} \Im(\omega), \]  

(3)

where the maximum operation is taken over all wave-vectors \( k \) associated with that instability. The plasma is considered unstable to a given instability if \( \gamma_{\text{max}} > 0 \).

To calculate these growth rates, the technique and software of [12] and [10] are employed. For each pair of \( (\beta_{\parallel p}, R_{p}) \)-values, the value of \( \gamma_{\text{max}} \) is determined for each of the four instabilities by computing the maximum value of \( \Im(\omega) \) over a range of \( k \)-values. For every point with \( \gamma_{\text{max}} > 0 \), we select the maximum growth rate from the 4 types of instabilities, associated with proton-temperature anisotropy:

\[ \Gamma_{\text{max}} = \max\{ \gamma_{\text{max}}^{\text{cyclotron}}, \gamma_{\text{max}}^{\text{mirror}}, \gamma_{\text{max}}^{\parallel-\text{firehose}}, \gamma_{\text{max}}^{\perp-\text{firehose}} \}, \]  

(4)

where each term inside the bracket represents the maximum growth rate for the corresponding instability, i.e., the cyclotron, mirror, parallel firehose and oblique firehose instabilities, respectively, as indicated by the superscript. Values of \( \Gamma_{\text{max}} \) less than \( 10^{-3} \Omega_{p} \) are taken to be 0 (i.e., effectively stable). Note that in strong turbulence the plasma parameters vary significantly in space, so a separate calculation of \( \Gamma_{\text{max}} \) is required at each point \( r \).

**Nonlinear Timescales**—The local nonlinear timescale, at a position \( r \), for a lengthscale \( \ell \) can be estimated as

\[ \tau_{nl}(r) \sim \frac{\ell}{\delta b_{\ell}}, \]  

(5)

where the longitudinal magnetic field increment is

\[ \delta b_{\ell} = |\hat{E} \cdot [b(r + \ell) - b(r)]|, \]  

(6)

and \( b \) is the total magnetic field expressed in Alfvén speed units. The vector lag \( \ell \) has a magnitude \( \ell \) and direction \( \hat{\ell} \). The timescale \( \tau_{nl}(r) \) is a strongly varying function of position, and may take on large values near coherent structures. This local estimate of non-linear time is generalized from Kolmogorov’s estimate of the average non-linear time scale which is given, at wavenumber \( k \), by \( \tau_{nl}(k) = 1/(ku_{A}) \sim 1/(k\sqrt{E(k)}) \). Accordingly, we compare the local values of \( \gamma \) and \( \tau_{nl} \).

For comparison with instability growth rates, it is convenient to compute an equivalent frequency from the nonlinear timescales as \( \omega_{nl} = 2\pi/\tau_{nl} \). Although majority of highly unstable modes are found to have the associate wavenumber close to the ion-inertial length \( (d) \), to carefully evaluate the nonlinear frequency at the scale of the fastest growing mode and to account for the statistical spread in the associated wavenumber \( k_{\text{max}} \) we use a variable increment scale with

\[ \ell = 1/k_{\text{max}}, \]  

(7)

where \( k_{\text{max}} \) is the wavenumber associated with the fastest growing mode (separately for each point), as recently done by Klein et al. [8].

### III. PIC SIMULATION

We analyze data obtained from a three-dimensional, fully kinetic, particle-in-cell (PIC) simulation[13]. The simulation has \( 2048^{3} \) grid points, with \( L = 41.9 d_{i} \), \( \beta_{p} = \beta_{e} = 0.5 \), \( m_{p}/m_{e} = 50 \), \( \delta B/B_{0} = 1 \). The analysis is performed on a snapshot late in time evolution of the simulation. For more details, refer to [13]. We emphasize that no attempt is made to closely align the simulation parameters with those of the magnetosheath or the solar wind. The three systems have very different plasma parameters, such as turbulence amplitude, plasma beta, and Reynolds number. A different initial condition in the simulation would have led to possibly different outcomes, but the three systems together cover plasma regimes rather broadly.

Figure 1 shows the estimated values of probability density of \( (\beta_{\parallel p}, R_{p}) \)-values in the 3D PIC data, along with the contours of constant instability growth rate, indicating involvement of \( \beta_{\parallel p} \)-dependent constraints on \( R_{p} \), in the simulation data. Although, for any given \( \beta_{\parallel p} \) value, a distribution of \( R_{p} \) values is observed, the distribution’s center occurs near \( R_{p} \approx 1 \), and its width becomes progressively narrower with increased \( \beta_{\parallel p} \). Thus, the plasma likely hosts processes that favor isotropic proton-temperatures (limiting both \( R_{p} > 1 \) and \( R_{p} < 1 \)) and these processes likely become more active at higher values of \( \beta_{\parallel p} \). We believe these are the first reports of such \( \beta_{\parallel p} \)-dependent constraints on \( R_{p} \) in a three-dimensional, fully kinetic PIC simulation. Similar plots are obtained for the solar wind[22] and magnetosheath[15].

The left panel of Fig. 2 shows the distribution of maximum growth rate, \( \Gamma_{\text{max}} \), (Eq. 4) for a plane perpendicular to the mean magnetic field, at \( z \approx 35.6 d_{i} \). The center panel illustrates the nonlinear frequencies at each point, averaged over lags of \( \ell = 1/k_{\text{max}} \) along the \( x, y, \) and \( z \) directions. From the first two panels of Fig. 2, it is evident that both kinds of frequencies are distributed intermittently in space, with clusters of large values in similar regions. However, from the right panel, the ratio of these frequencies rarely exceeds unity. Even if both kind of processes are enhanced near the same regions of physical space, the non-linear processes are typically faster.

Although Fig. 2 plots only one plane, later we show an analysis from the full 3D simulation domain.

**In situ Observation**—Though our analysis in the preceding section has important implications, the PIC simulation carries several limitations, e.g., artificial proton to electron mass ratio, small system size. Therefore, we next perform similar analyses, for two naturally occurring turbulent plasma systems: Earth’s magnetosheath and the interplanetary solar wind.

We use burst-mode MMS[33] data sampled in the Earth’s magnetosheath for several burst-mode periods in both quasi-parallel and quasi-perpendicular shocked plasmas, including the ones reported in [12]. The MMS/Fast Plasma Investigation[15] moments provide \( \beta_{\parallel p}, R_{p} \)-values and magnetic-field measurements from the Flux Gate Magnetometer[35] are used to compute the longitudinal increment (Eq. 5) at a spatial separation of \( \ell = 1/k_{\text{max}} \). We select the magnetosheath intervals where the flow speed is greater than the Alfvén speed and use the Taylor hypothesis to convert the temporal separation to...
FIG. 1. Two plots of the estimated probability density, $\tilde{p}$, of $(\beta_{\|}, R_p)$-values for the 3D PIC data. The two panels are identical except for the overlaid curves, which show contours of constant growth rate for different instabilities. The curves in the top panel show the parallel instabilities: the proton-cyclotron ($R_p > 1$) and parallel-firehose ($R_p < 1$). The curves in the bottom panel show the oblique instabilities: the mirror ($R_p > 1$) and oblique-firehose ($R_p < 1$). Each contour is labeled with its growth rate, $\gamma$, in units of the proton cyclotron frequency, $\Omega_p$.

FIG. 2. Plots (from left to right) of maximum growth rate $\Gamma_{\max}$, nonlinear frequency $\omega_{nl}$ evaluated for a lag of $\ell = 1/k_{\max}$ (middle), and the ratio $\Gamma_{\max}/\omega_{nl}$ (bottom) for a burst-mode magnetosheath sample observed by the MMS spacecraft (top) and an interplanetary solar wind interval sampled by the Wind spacecraft (bottom). Note that due to the large difference in the measurement resolution of the MMS and Wind spacecraft, the time scales in the two figures are vastly different (~40 min versus ~10 days); however, they contain a similar number of correlation times of the respective data.

FIG. 3. Time series of the maximum instability growth rates $\Gamma_{\max}$ (top), the nonlinear frequency $\omega_{nl}$ at $\ell = 1/k_{\max}$ (middle), and the ratio $\Gamma_{\max}/\omega_{nl}$ (bottom) for a burst-mode magnetosheath sample observed by the MMS spacecraft (top) and an interplanetary solar wind interval sampled by the Wind spacecraft (bottom). Note that due to the large difference in the measurement resolution of the MMS and Wind spacecraft, the time scales in the two figures are vastly different (~40 min versus ~10 days); however, they contain a similar number of correlation times of the respective data.

spatial separation ($\ell = -\langle|V|\rangle \tau$). The non-linear frequencies were computed from the magnetic-field increments and interpolated to the ion cadence of 150 ms. The instability growth rates are calculated at ion cadence from the $\beta_{\|}, R_p$ values.

The specific intervals of MMS data that we analyze are the same as those reported in Reference 16. The final statistics, shown later, are accumulated from all the intervals. However, in Fig. 3 we show, as an example, a 40 min burst-mode sample from 06:12:43 - 06:52:23 UTC on 26 December 2017. Note that this interval is typical and not chosen for any special properties, other than the preliminary observation that it is turbulent and contains current sheets 31,37. The bottom panel on the top plot of Fig. 3 clearly shows that the ratio $\Gamma_{\max}/\omega_{nl}$ for this interval rarely exceeds unity. The fraction of points for which the instability rate is greater than the nonlinear rate are given in Table I.

In the bottom plot of Fig. 3 we show a similar analysis for 1 au solar wind. The Wind data used here are identical to those reported in 32. We use measurements from Wind satellite, accumulated over a period of about 10 days. We use 11 Hz magnetic field measurements from Wind’s Magnetic Field In-
TABLE I. Fraction of points with $\Gamma_{\text{max}} > \omega_{\text{hd}}$ for different systems.

| Number of points with $\Gamma_{\text{max}} / \omega_{\text{hd}} < 1$ | 3D PIC | MMS | Wind |
|-----------------------------|--------|-----|------|
| 11%                         | 4%     | 12% |      |

FIG. 4. Joint probability distribution functions of the maximum instability growth rate $\Gamma_{\text{max}}$ and the nonlinear frequency $\omega_{\text{hd}}$ from PIC simulation, MMS data in the magnetosheath, and Wind data in the interplanetary solar wind. The fraction of points above the $\Gamma_{\text{max}} = \omega_{\text{hd}}$ line is about 4% for the MMS data, 12% for the Wind data, and 11% for the 3D PIC data. Only $\gamma > 0$ cases are considered here. This is further discussed in Section IV.

FIG. 5. Distribution of the ratio of the maximum linear growth rate ($\Gamma_{\text{max}}$) to the nonlinear frequency ($\omega_{\text{hd}}$) evaluated at the wavenumber of maximum growth rate on the $(\beta_{\parallel p}, R_p)$-plane for the three cases.

values of $R_p$. To explore this, we look at the distribution of the two frequencies ($\Gamma_{\text{max}}$ and $\omega_{\text{hd}}$) and their ratio for the three datasets (PIC, MMS, and Wind) on the $(\beta_{\parallel p}, R_p)$-plane. Fig. 5 shows this ratio in the three cases. Here we see that the region along the edges, which is most susceptible to instability is where points with $\Gamma_{\text{max}} / \omega_{\text{hd}} > 0.1$ lie. For all the three cases, ratio of the two frequencies is increasing as we move outside from the centroid of the distribution. In all three cases the linear time scales become comparable or faster than their non-linear counterpart near the edges of the $(\beta_{\parallel p}, R_p)$-plots. This result shows that although in majority of the plasma $\Gamma_{\text{max}}$ is less than $\omega_{\text{hd}}$, it is greater than $\omega_{\text{hd}}$ along the periphery of the populated part of the $(\beta_{\parallel p}, R_p)$-plane. Consideration of this pattern may explain how the instabilities are quite efficient at limiting the extension of the plasma population to extreme anisotropy regions.

We note that the boundaries from $\Gamma_{\text{max}} / \omega_{\text{hd}} < 1$ to $\Gamma_{\text{max}} / \omega_{\text{hd}} > 1$ in the $(\beta_{\parallel p}, R_p)$-plane are very similar in all three panels. These critical lines signify the effectiveness of non-linear versus linear processes in the plasmas. The similarity in the lines in all the three graphs suggests that the transition occurs in a similar manner in all cases. The pattern of the MMS data is notably less extended than the other two cases. One possible explanation of this is the generally greater level of turbulence in the magnetosheath, as well as other potential factors such as, including factors such as degree of compressibility, differing system size, nature of driving. Exploration of these differences is beyond the current scope of the study.

IV. DISCUSSION & CONCLUSIONS

Temperature-anisotropy driven microinstabilities are often considered to constrain the temperature anisotropy values in weakly-collisional plasmas. Recall that the linear Vlasov theory of instabilities assumes a homogeneous background, in which background a small perturbation grows exponentially. The established success of linear-microinstability theories suggests that the conditions near the extremely anisotropic temperature may be uniform enough to justify an application of homogeneous linear theories. Turbulence, on the other hand, is intrinsically non-uniform and nonlin-
ear. Thin current sheets, and other coherent structures generated by the energy cascade, are sites of extreme temperature anisotropy and therefore, the high growth rates due to the microinstabilities also reside in the same vicinity. It is therefore not a priori obvious whether the presence of intermittency and coherent structures favors or disfavors instabilities in comparison with nonlinear effects. This question has motivated the present study.

To address this question, we have examined the statistical distribution of growth rates associated with proton temperature-anisotropy driven microinstabilities and the local nonlinear time scales, in three distinct systems. The three systems cover different ranges of \((R_p,\beta_{\parallel p})\)-values among other parameters. However, both simulation and observation results show that, when the comparison is performed in this way, locally in space, only a small fraction of the samples support long-lived linear instabilities. Naively, one may conclude that the nonlinear effects do not allow sufficient time for the instabilities to grow large enough to affect the global dynamics to any significant degree (Fig. 4). Yet, decades of observations present strong evidence that linear microinstabilities regulate ion temperature anisotropy. A number of studies using in-situ observations have found that the distribution of plasma over the \((R_p,\beta_{\parallel p})\)-plane is well restricted by the thresholds predicted by linear Vlasov theory. The results shown in Fig. [I] provide further evidence.

Fig. [5] presents a partial resolution of this apparent contradiction between linear and non-linear processes. We see that although \(\omega_{\text{nl}} > \Gamma_{\text{max}}\) for most data, linear instabilities do become faster and possibly even disrupt the turbulence cascade at most extreme anisotropies, for which microkinetic instabilities are expected to be most active.

Klein et al. 2018 find that about 50% of all cases are unstable, and less than 10% of those cases have growth rates faster than the non-linear time. We find that the fraction of data points with \(\gamma > 0\) is about 28% for the MMS data, and 16% for the Wind data., and 16% for the 3D PIC data. Within the set of unstable points about 4% for the MMS data and 12% for the Wind data, and 11% for the 3D PIC data show \(\Gamma_{\text{max}} > \omega_{\text{nl}}\). These differences are likely due to our use of a local non-linear time as well as our approximation of the VDFs as bi-Maxwellian.

These illuminating results motivate further studies that incorporate more sophisticated analyses. In particular, the present study utilized several simplifying assumptions. This work has assumed that ion VDFs are well modeled as bi-Maxwellians. Through this is often the case for the “core” portion, the full VDF frequently exhibits a “beam” and/or other features. Each of these additional non-Maxwellian features can modify the free energy available to drive instabilities, thus modifying the computed growth rates. Further, the fluctuation growth rates or dissipation rates estimated by linear theory are often less than that measured in practice. The approach suggested by He et al. might lead to a greater range of applicability of linear theory, associated with taking into account many unstable waves. Including such refinements would represent a significant extension of the present study.
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