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Abstract

The goal of automatic dubbing is to perform speech-to-speech translation while achieving audiovisual coherence. This entails isochrony, i.e., translating the original speech by also matching its prosodic structure into phrases and pauses, especially when the speaker’s mouth is visible. In previous work, we introduced a prosodic alignment model to address isochrone or on-screen dubbing. In this work, we extend the prosodic alignment model to also address off-screen dubbing that requires less stringent synchronization constraints. We conduct experiments on four dubbing directions – English to French, Italian, German and Spanish – on a publicly available collection of TED Talks and on publicly available YouTube videos. Empirical results show that compared to our previous work the extended prosodic alignment model provides significantly better subjective viewing experience on videos in which on-screen and off-screen automatic dubbing is applied for sentences with speakers mouth visible and not visible, respectively.

Index Terms: speech translation, text-to-speech, automatic dubbing, off-screen dubbing

1. Introduction

Automatic Dubbing (AD) is an extension of speech-to-speech translation that replaces speech in a video with speech in a different language while preserving as much as possible the viewer experience. Speech translation \cite{1, 2, 3, 4} consists of recognizing a speech utterance in the source language, performing translation, and optionally resynthesizing speech in the target language. Use cases for speech translation include video conferencing, live lectures, etc. which in close to real-time response is needed. In contrast, AD is used to aid the localization of audiovisual content, a highly complex workflow \cite{5} usually managed during post-production by dubbing studios. High quality video dubbing usually involves speech synchronization at the utterance level (isochrony), lip movement level (phonetic synchrony) and body movement level (kinetic synchrony). In the past, most work on AD \cite{6, 7, 8, 9} addressed isochrony, i.e., translating original speech by optimally matching its sequence of phrases and pauses. The idea is to first machine translate the source transcript by generating output with roughly the same duration \cite{10, 11} – i.e. in terms of number of characters or syllables – of the input. Next, the translation is segmented into phrases and pauses of the same duration as that of the original phrases. This step is called prosodic alignment (PA).

Past work on PA \cite{6, 7, 8, 9} focused on isochrony in the context of on-screen dubbing, i.e., dubbing of videos in which the speaker’s mouth is visible for all utterances. However, in practical settings, it is quite common that videos contain scenes in which the speaker is not visible (off-screen) and for which the synchronization constraints of isochronous dubbing can be relaxed. Another example is that of automatic voiceover \cite{12}. To address this case, we extend PA with a mechanism to address on/off-screen dubbing in which all or some of the sentences in a video are off-screen. We perform automatic and human evaluations that compare our original PA model for isochrone dubbing \cite{9} with the augmented PA model for on/off dubbing \cite{1}. We report results on a test set of TED talks extracted from the MUST-C corpus \cite{13} and on 3 publicly available YouTube videos, on four dubbing directions, English (en) to French (fr), Italian (it), German (de) and Spanish (es). To summarize:

- We extend the PA model \cite{9} to address off-screen dubbing.
- We introduce an automatic metric to compute intelligibility of dubbed videos.
- We run extensive automatic and subjective human evaluations comparing previous work with the new PA model on TED Talks and YouTube clips.
- Finally, we demonstrate the utility of automatic metrics in predicting human score by using linear mixed-effects models.

Our paper is organized as follows: First, we describe our dubbing architecture, then, we focus on existing and new PA methods and finally present and discuss experimental results comparing past and current work.

2. Dubbing Architecture

Figure 1: Speech translation pipeline (dotted box) with enhancements introduced to perform automatic dubbing (bold).

We build on the automatic dubbing architecture presented in \cite{8, 7}. Figure 1 shows (in bold) how we extend a speech-to-speech translation \cite{1, 2, 3} pipeline with: neural machine translation (MT) able to control verbosity of the output \cite{11, 14, 15, 16, 17}; prosodic alignment (PA) \cite{6, 8, 9} which addresses phrase-level synchronization of the MT output by leveraging the force-aligned source transcript; neural text-to-speech (TTS) \cite{18, 19, 20} with precise duration control; and, finally, audio rendering that enriches TTS output with the original background noise (extracted via audio source separation \cite{21, 22}) and reverberation, estimated from the original audio \cite{23, 24}.

\textsuperscript{1}For examples of dubbed videos with the latest PA model see \url{https://github.com/amazon-research/off-screen-prosodic-alignment}.
In [8] we derive a recurrent formulation which permits to efficiently solve (2) with dynamic programming. Moreover, we allow target segments to possibly extend or contract the duration of the corresponding source interval by some fraction of $\Delta t$ to the left and to the right, denoted by $\delta_l$ and $\delta_r$, respectively, s.t. $\delta_l, \delta_r \in \{0, \pm \frac{1}{4}, \pm \frac{1}{2}, \pm \frac{3}{4} \}$. In this way, we trade off strict isochrony for small adjustments to the speaking rate, in order to improve the viewing experience. In the past work [9] it was observed that relaxations on isochrony do not help improve the accuracy of finding optimal segmentation but only help improve speech fluency.

**Two-step optimization procedure:** For the above reasons, in [9], we introduce a two-step optimization procedure. In Step 1, we optimize the weights of the following log-linear model by maximizing segmentation accuracy over a manually annotated data set:

$$\log Pr(j | j'; t) \propto \sum_{a=1}^{k} w_a \log s_a(j, j'; t)$$

(3)

The feature functions $s_a$ of the model (notice that we dropped some of the dependencies in eq. (2) for readability) denote: (1) the language model score of target break point, (2) the cross-lingual semantic match score across source and target segments, (3) the speaking rate variation across target segments and (4) the speaking rate match across source and target segments respectively.

In Step 2, starting from given breakpoints $\tilde{j}$, we optimize the relaxations $\delta_l$ and $\delta_r$ for the $t$-th segment using another recurrent equation, that can also be solved via dynamic programming, derived from the log-linear model:

$$\log Pr(\delta_t, \delta_r, \ldots ; t) \propto \sum_{a=1}^{5} w_a \log s_a(\delta_t, \delta_r, \ldots, \delta_{t-1}; \tilde{j}, \tilde{j}'; t)$$

(4)

which includes as additional feature the isochrony score $s_5$ [9]. Weight $w_5$ is optimized by maximizing speech smoothness [9] over the training set, assuming the reference breakpoints $\tilde{j}$ are given. Speech smoothness measures speaking rate variations across contiguous segments. Speaking rate computations rely on the strings $\tilde{f}_i$ and $\tilde{e}_i$, denoting the $i$-th source and target segments, as well as the original interval $s_t$ and the relaxed interval $s'_t$. Hence, the speaking rate of a source (target) segment is computed by taking the ratio between the duration of the utterance by source (target) TTS run at normal speed and the source (target) interval length, $s^{3}$, i.e.:

$$r_s(t) = \frac{\text{duration}(\text{TTS}(\tilde{e}_i))}{|s_t|}$$

(5)

$$r_f(t) = \frac{\text{duration}(\text{TTS}(\tilde{f}_i))}{|s'_t|}$$

(6)

4.2. On/Off Dubbing

Figure 2(a) shows that in our past work [9], during inference we apply the two steps of the PA component at the level of a single sentence, i.e., for each target sentence we first segment and then find the optimal relaxation using trained model defined by Eqs. (3), (4). In this work we focus on the more general use case

---

3We run TTS on the entire sentence, force-align audio with text [26, 27] and compute segment duration from the timestamps of the words. We can also compute duration using an explicit duration model [28].
of dubbing videos in which some of the sentences are on-screen, i.e., the speaker’s mouth is visible, and some are off-screen, i.e., the speaker’s mouth is not visible. We name this general case on/off dubbing. For off-screen sentences, we do not need the stringent requirement of isochrony and we can perform more relaxation to further improve the speaking rate control. Figure 2(b) gives an overview of the algorithm for on/off dubbing which extends the isochrone dubbing algorithm as follows:

Step 1 We apply the segmentation step (Eq. (3)) for all sentences, i.e., both on and off screen sentences.

Step 2 We apply the relaxation step locally for all on-screen sentences using Eq. (4) and globally across all off-screen sentences by replacing Eq. (4) with the following:

\[
\Pr(\delta_1, \delta_2, \ldots, \delta_t) \propto \begin{cases} 
1 & \text{if } r_f(t) \leq 1, \\
2 - r_f(t) & \text{if } 1 < r_f(t) \leq 2, \\
0 & \text{if } r_f(t) > 2
\end{cases}
\]

(7)

In Step 2 we also apply a more relaxed policy in allocating relaxations \(\delta_t\) and \(\delta_i\) inside off-screen sentences. In particular, we allow using the entire available inter-phrase and inter-sentence intervals rather than limiting them to maximum \(\Delta_t\). Isochrone dubbing utilizes relaxation mechanism locally inside each sentence since for on-screen sentences, we tradeoff isochrony for improved speaking rate control. In contrast, for off-screen sentences we do not need isochrony and hence we utilize a global relaxation mechanism by computing optimal relaxations across all off-screen sentences using dynamic programming.

Regarding the scoring function (7), when the target speaking rate \(r_f(t)\) is below 1, it returns a maximum score since for off-screen phrases we can contract time boundaries by setting the speaking rate \(r_f(t)\) to 1 without consequences. When the speaking rate of a target phrase \(r_f(t)\) is larger than 2, it returns the lowest score since too high speaking rates will result in low quality TTS speech. For \(1 \leq r_f(t) \leq 2\), it returns scores that increasingly penalize values larger than 1, as they will correspond to less and less intelligible TTS speech.

5. Evaluation Data and Metrics

For training and evaluation, we re-translated and annotated video clips from 20 TED talks of the MUST-C corpus [13] and 3 YouTube videos by vloggers (see Sec. 8 of [29]). Each video clip contains 4 sentences manually annotated for on or off screen 4. A single sentence contains one or more pauses of at least 300ms that are detected by force-aligning the source language English audio with text [26]. We manually collected and segmented translations in 4 target languages - French, Italian, German and Spanish - using external vendors to fit duration and segmentation of corresponding English utterances.

Overall, we created two test sets to test on/off dubbing PA (ON/OFF) against Isochrone dubbing PA (ISO). (i) \(D_1\): 15 4-sentence clips in which all clips have all sentences being off-screen. (ii) \(D_2\): 15 4-sentence clips in which all clips have at least one sentence being on-screen 5. Compared to our previous work [9], we increase the size of extracted clips from 1 sentence to 4 sentences to test if the global relaxation mechanism provides better subjective viewing experience. To automatically estimate quality of dubbing, similar to [8, 9] we define Fluency (Fl) and Smoothness (Sm). For Smoothness we consider contiguous segments that span an entire 4-sentence video clip. We additionally introduce the following metric:

Intelligibility (In) of audio by dubbing target sentences \(f\) using prosodic alignment is defined by the ratio:

\[
In(f) = \frac{1 - WER(TTS/(PA(f)))}{1 - WER(TTS(f))}
\]

(8)

where WER is the word error rate by an automatic speech recognition system 6 run on TTS audio, either with prosody-alignment (numerator) or without prosody alignment (denominator).

6. Experiments

6.1. Automatic Evaluation

Table 1 shows the results for automatic evaluation. We observe that ON/OFF outperforms ISO on MUST-C \(D_1\), with respect to Sm(oothness) and Fl(uency) with relative improvements ranging from 9.9%-28.3% and 6.1%-17.1% respectively, while for In(telligibility) ON/OFF provides 0.6%-14.5% improvements for it, de, es. Similar improvements are obtained for ON/OFF

---

4We consider the mixed case, in which the speaker’s mouth is visible only for some part of the sentence, to be on screen to ensure isochrony.

5Testing on \(D_1\) (baseline) is done to ensure we obtain expected results. Both \(D_1\), \(D_2\) contain the same 15 clips across all languages.

6We use the off-the-shelf service Amazon Transcribe (https://aws.amazon.com/transcribe).
Table 2: Human evaluations using Wins (W) and Score (S) with prosodic alignments: (ISO) previous work on Isochrone dubbing [9], (ON/OFF) new PA model for dubbing applied on off-screen clips ($D_1$) or on mixed off-screen and on-screen clips ($D_2$). All test sets consist of 15 4-sentence video clips for each domain (MuST-C, YouTube). Significance testing is done with levels $p < 0.05$ (*) and $p < 0.01$ (**).

|     | ISO ON/OFF | ISO ON/OFF |
|-----|------------|------------|
| fr  | 18.3 ± 38$^*^*$ | 21.43 ± 43$^*^*$ |
| it  | 4.43 ± 4.79$^*^*$ | 4.35 ± 4.71$^*^*$ |
| de  | 23.3 ± 55.7$^*^*$ | 19.77 ± 64.7$^*^*$ |
| es  | 4.45 ± 5.11$^*^*$ | 3.92 ± 5.04$^*^*$ |

|     | S 4.43 | S 4.79$^*^*$ | S 4.35 | S 4.71$^*^*$ |
|-----|--------|------------|--------|------------|
| fr  | 4.56 ± 5.36$^*^*$ | 4.87 ± 5.64$^*^*$ |
| it  | 17.3 ± 68.7$^*^*$ | 21.7 ± 55.0$^*^*$ |
| de  | 20.3 ± 56.7$^*^*$ | 25.7 ± 50.0$^*^*$ |
| es  | 5.35 ± 6.17$^*^*$ | 5.00 ± 5.53$^*^*$ |

|     | S 4.70 | S 5.36$^*^*$ |
|-----|--------|------------|
| fr  | 21.5 ± 58.2$^*^*$ | 20.0 ± 60.0$^*^*$ |
| it  | 5.06 ± 5.77$^*^*$ | 4.68 ± 5.35$^*^*$ |
| de  | 5.03 ± 6.16$^*^*$ | 4.50 ± 5.53$^*^*$ |
| es  | 27.0 ± 56.7$^*^*$ | 36.3 ± 46.3$^*^*$ |

Table 3: Pearson correlation coefficient between predicted score from a LMEM model with fixed effects Sm, FI, In and the averaged human score. We train a LMEM model on dataset in each row and predict score on dataset in each column. Significance testing is done with levels $p < 0.05$ (*) and $p < 0.01$ (**).

|     | MuST-C | YouTube |
|-----|--------|---------|
| $D_1$ | $D_2$ | $D_1$ | $D_2$ |
| MuST-C | 0.51$^*$ | 0.43$^*$ | 0.73$^*$ | 0.70$^*$ |
| YouTube | 0.14 $^*$ | 0.33$^*$ | 0.68 $^*$ | 0.65 $^*$ |

The results are summarized in Table 2. For the dubbing evaluations, we compare ON/OFF vs ISO on test sets $D_1$ and $D_2$ in two separate evaluations. ON/OFF clearly outperforms ISO on $D_1$ providing relative improvements in Wins on both MuST-C ranging from 107.7%-139.1% and YouTube ranging from 110%-297.1% with all results being statistically significant ($p < 0.01$). Similarly, ON/OFF outperforms ISO on $D_2$. Note that evaluations for $D_1$, $D_2$ are done by different subjects and hence the differences in Wins between $D_1$, $D_2$ are not comparable. Finally for Score, we obtain similar relative improvements on both MuST-C (1.7%-28.6%) and YouTube (2.8%-22.5%) with all improvements except the ones for es on $D_2$ being statistically significant ($p < 0.01$).

Relation between automatic and human scores: To explain the observed score variations using automatic metrics, we utilize LMEMs by aggregating evaluation data across all four languages. We define automatic metrics as fixed effects and subjects, clips, PA models and target languages as random effects. Our analysis reveals that Sm is the most impactful metric which is always statistically significant.

To further test if the learned LMEM can help predict human score, for every example we compute the average human score and compare it with the predicted score. We average out the random effect of subjects since each subject uses different score range. We train LMEM models, one on each dataset and domain, for a total of 4 models and predict scores on all 4 datasets. Table 3 shows that in most cases we obtain a statistically significant positive pearson correlation coefficient between the predicted and average human score. For MuST-C test sets we obtain small to medium correlation ($< 0.5$) while for YouTube test sets we obtain high correlation ($≥ 0.5$). Small correlation values cause inconsistency between magnitude of predicted and actual score differences. However it doesn’t impact the sign of score differences. Hence, despite the small correlation, each model is able to correctly predict on average the winning system (ISO or On/Off) for all datasets.

7. Conclusions

We extended prosodic alignment to address off-screen dubbing that requires less stringent synchronization constraints by introducing a global relaxation algorithm. Using dynamic programming, this algorithm allows us to relax timing constraints across all off-screen sentences. Both automatic and human evaluations show that compared to applying isochrone dubbing for all sentences, relaxing the synchronization constraints for off-screen sentences significantly improves model performance on both automatic and subjective metrics. Finally, using the linear mixed-effects models we show that a linear combination of all automatic metrics correlates well with the average human score.
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