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Abstract

Deep neural networks (DNNs) are known to be vulnerable to adversarial examples. It is thus imperative to devise effective attack algorithms to identify the deficiencies of DNNs beforehand in security-sensitive applications. To efficiently tackle the black-box setting where the target model’s particulars are unknown, feature-level transfer-based attacks propose to contaminate the intermediate feature outputs of local models, and then directly employ the crafted adversarial samples to attack the target model. Due to the transferability of features, feature-level attacks have shown promise in synthesizing more transferable adversarial samples. However, existing feature-level attacks generally employ inaccurate neuron importance estimations, which deteriorates their transferability. To overcome such pitfalls, in this paper, we propose the Neuron Attribution-based Attack (NAA), which conducts feature-level attacks with more accurate neuron importance estimations. Specifically, we first completely attribute a model’s output to each neuron in a middle layer. We then derive an approximation scheme of neuron attribution to tremendously reduce the computation overhead. Finally, we weight neurons based on their attribution results and launch feature-level attacks. Extensive experiments confirm the superiority of our approach to the state-of-the-art benchmarks. Our code is available at: https://github.com/jpzhang1810/NAA.

1. Introduction

Deep neural networks (DNNs) have been deployed in many safety-critical real-world applications, such as autonomous driving and medical diagnosis. However, recent research shows that DNNs are vulnerable to adversarial attacks [30], which add human-imperceptible perturbations to clean images to mislead DNNs. It is thus imperative to devise effective attack algorithms to identify the deficiencies of DNNs beforehand, which serves as the first step to improve their robustness.

There are generally two categories of adversarial attacks: white-box and black-box attacks. Attackers under the white-box setting can fetch the structures and parameters of the target models to craft adversarial examples. In contrast, under the black-box setting, attackers have no access to the model structure and parameters. In real-world applications, the DNN models are generally deployed in the black-box situation. Therefore, we focus on black-box attacks in this work.

Black-box attacks can be roughly divided into query-based and transfer-based schemes. Query-based methods approximate the gradient information by queries [1, 14, 32] to generate adversarial examples. However, query-based methods are impractical since large quantities of queries are not allowed in reality. As a result, researchers turn to efficient transfer-bases attacks [6, 7, 9, 19, 38], which employ white-box attacks to attack a local surrogate model,
and then directly transfer the resultant adversarial samples to the target model. Instead of directly manipulating the local model’s final output, feature-level transfer-based attacks propose to destroy the intermediate feature maps of local models. Since the most critical features are shared among different DNN models [8, 22], feature-level transfer-based attacks have shown promise in relieving the overfitting issue and synthesizing more transferable adversarial samples [33].

However, existing feature-level transfer-based attacks still have limited transferability due to the reliance on inappropriate neuron importance measures. NRDM [22] views all neurons as important neurons and tries to maximize the distortion of neuron activation after attacks. However, in a middle layer, there are positive and negative features that promote and suppress the correct prediction of models, respectively. As a result, maximizing the feature distortion destroys positive and negative features at the same time, while the negative features should be enhanced for generating adversarial samples. FDA [8] differentiates the polarity of neuron importance by mean activation values. Unfortunately, it still attaches the same importance to all neurons except for their signs. FIA [33] measures the neuron importance by the multiplication of neuron activation and back-propagated gradients. However, the back-propagated gradient on the original input suffers from the problem of saturation [5].

To address the drawbacks of existing feature-level transfer-based attacks, in this paper, we propose Neuron Attribution-based Attack (NAA), which conducts feature-level attacks based on more accurate neuron importance measures. Specifically, inspired by the neuron attribution method [5], we first attempt to completely attribute a model’s output to each neuron. It ensures that our neuron attribution results possess a good property of completeness that the sum of all the neuron attribution results equals to the output value. Consequently, the attribution results can accurately reflect the attribution of each neuron to the output, taking into consideration both the polarity and magnitude of neuron importance. From Figure 1, our attack method finds the important features on the mouse instead of the lake, which means our method can accurately find more important features that can craft more transferable adversarial examples. However, directly utilizing neuron attribution method is intractable due to extensive computation consumption. We then devise an approximation approach to conduct neuron attribution to tremendously reduce the computation cost. Finally, we weight each neuron according to their attribution results, and endeavor to minimize the weighted feature output. Comprehensive experiments confirm the superiority of our method. Our contributions are:

- We deploy neuron attribution method to better measure neuron importance when launching feature-level attacks. We further devise an approximation for neuron attribution, which largely reduces the time consumption and promotes the attack efficiency.
- Based on the proposed neuron importance measure, we devise a novel feature-level attack, Neuron Attribution-based Attack (NAA), to overcome the drawbacks of existing feature-level attacks and improve the transferability of adversarial examples.
- Comprehensive experiments validate the effectiveness and efficiency of our method. We can achieve state-of-the-art performance on attacking both undefended and defended models.

2. Related Work

2.1. Adversarial Attacks

Adversarial attacks generally have two categories: white-box attack and black-box attack. Attackers can access the information of victim models like model structure and parameters under the white-box setting, while the attackers fail to fetch the information of the victim models in the black-box setting. Many methods adopt the gradient information of the victim model to launch adversarial attacks under the white-box setting, like Fast Gradient Sign Method (FGSM) [10], Iterative Fast Gradient Sign Method (I-FGSM) [17], Project Gradient Descent (PGD) [21], and Carlini and Wagner Attack (C&W) [3]. However, white box attacks are unrealistic in real applications because the model structure and parameters are hidden from the users.

Therefore, black-box adversarial attacks are of more significance. In this paper, we mainly focus on the transfer-based adversarial attack. Transferability is a phenomenon in which adversarial examples crafted by the source model have the ability to mislead other models. Therefore, we utilize the transferability of adversarial examples to launch the black-box adversarial attack. Many works are proposed to improve the transferability of adversarial examples by advanced gradient, like Momentum Iterative Method (MIM) [6] and Nesterov Iterative Method (NIM) [19]. In addition to the modification of the gradient, input transformation methods adopt the image transformation methods on the input image to generate more transferable adversarial examples, like Diverse Input Method (DIM) [38], Patch-wise Iterative Method (PIM) [9], Translation Invariant Method (TIM) [7], and Scale Invariant Method (SIM). Input transformation methods can be composed with any other adversarial attack methods to further improve the transferability of adversarial examples.

In addition to crafting adversarial examples on the output layer, some works pay attention to the internal layers. Transferable Adversarial Perturbations (TAP) [39] observes that maximizing the distance between the adversarial example and benign image on the feature map enhances the
transferability of adversarial examples. NRDM [22] follows the same idea and generates high-strength adversarial examples that are transferable across different network architectures and different vision tasks (image segmentation, classification and object detection). Intermediate Level Attack (ILA) [13] fine-tunes existing adversarial examples by increasing the perturbation on a target layer from the source model to further enhance the transferability. Feature Disruptive Attack (FDA) [8] introduces a new attack method motivated by corrupting features at the target layer. Although FDA differentiates the polarity of neuron importance by mean activation values, previous methods treat all neurons as important neurons. Feature Importance-aware Attack (FIA) [33] measures the neuron importance by the multiplication of activation and the back-propagated on the target layer. However, the back-propagated gradient on the original input suffers from the problem of saturation [5], which fail to measure the real importance. Though previous methods generate transferable adversarial examples, their inappropriate measurement can not represent the real effect of each neuron to the output. Our approach utilizes neuron attribution as the measurement to reflect the real influence on the output. We thus deploy the neuron attribution to craft adversarial examples. We suppress the weighted sum of neuron attributions to destroy the positive features and promote the negative features at the same time. Utilizing the neuron attribution paves an explainable and more transferable way to do feature-level adversarial attacks.

2.2. Adversarial Defenses

Adversarial defenses are of great importance to alleviate the threats of adversarial attacks. Adversarial defenses generally have two categories: adversarial training and denoising. Adversarial training is a simple but effective way to defend the adversarial attacks [17, 31] because DNNs are data-driven. Consequently, retraining the models by adding the adversarial examples into the training data improves the model robustness dramatically [10]. Additionally, ensemble adversarial training injects the adversarial examples transferred from several models to defend transfer-based attacks [17]. While, denoising filters out the adversarial perturbations by pre-processing mechanisms before feeding the data into the models. The models can correctly classify the rectified input images without the loss of performance. The state-of-the-art defense methods include utilizing a high-level representation guided denoiser [18], random resizing and padding [37], JPEG based defensive compression framework [20], compression module [15], and randomized smoothing [4]. In this paper, we exploit these state-of-the-art defenses to validate the superior of our attack against advanced defended models.

3. Approach

Feature-level attacks follow the observation that the DNN models share similar features in their receptive fields [35] and craft adversarial examples by destroying the positive features or enlarging the negative features. Therefore, the adversarial examples generated by feature-level attacks inherit the highly transferable features which can mislead other DNN models. The key point to craft feature-level attacks is to find a proper way of measuring the importance of each neuron for representing feature patterns. In this section, we introduce a measurement of neuron importance, namely neuron attribution. Then we propose an approximation for neuron attribution which reduces the computation cost greatly. Finally, we propose our approach, Neuron Attribution-based Attack via the estimation of neuron importance.

We denote the benign image to be \( x \) and its corresponding true label as \( z \). Then we assume a classification model \( F(\cdot) \) where \( F(x) \) represents the output with the input image \( x \). Furthermore, \( y \) denotes the activation values of the \( y \)-th layer while \( y_j \) denotes the activation value of the \( j \)-th neuron on this feature map. We aim to craft the adversarial example \( x^{adv} \) by injecting imperceptible perturbation on the input image to mislead the model while satisfying the constraints \( \| x - x^{adv} \|_p < \epsilon \). The \( \| \cdot \|_p \) represents the \( p \)-norm distance and we follow the previous works [6, 33] to focus on the \( L_{\infty} \)-norm distance in this paper.

Inspired by [27] and [5], we define the attribution of input image \( x \) (with \( N \times N \) pixels) with respect to a baseline image \( x' \) as

\[
A := \sum_{i=1}^{N^2} (x_i - x'_i) \int_0^1 \frac{\partial F}{\partial x_i}(x' + \alpha(x - x')) d\alpha, \tag{1}
\]

where \( \frac{\partial F}{\partial x} (\cdot) \) denotes the partial derivative of \( F \) to the \( i \)-th pixel. Equation 1 is a path integration of the gradient of \( F \) along the straight line given by \( (x' + \alpha(x - x')) \). Applying the fundamental theorem of calculus for path integrals, we can show that \( A \approx F(x) \) as long as \( F(x') \approx 0 \). In practice, a black image (i.e., \( x' = 0 \)) serves well as this baseline.

Then we can attribute the attribution \( A \) to each neuron in a certain layer \( y \). With denoting \( x' + \alpha(x - x') = x_\alpha \), the attribution of the neuron \( y_j \) is

\[
A_{y_j} := \sum_{i=1}^{N^2} (x_i - x'_i) \int_0^1 \frac{\partial F}{\partial y_j}(y(x_\alpha)) \frac{\partial y_j}{\partial x_i}(x_\alpha) d\alpha.
\]

Note that \( \sum_{y_j \in y} A_{y_j} = A \) always holds no matter which layer we choose. Therefore, neuron attribution reflects the real influence of each neuron to the output. To compute the integral in practice, we sample \( n \) virtual images along the straight line and use the Riemann sum to approximate the
Algorithm 1 Neuron Attribution-based Attack

Require: classifier $F$, and target layer $y$
Require: positive and negative transformation function $f_p(\cdot)$ and $f_n(\cdot)$, and hyperparameter $\gamma$
Require: benign input $x$ with label $z$
Require: perturbation budget $\epsilon$ and iteration number $T$

Require: baseline image $x'$ and integrated step $n$
\[ \alpha = \frac{1}{n}, x^{adv}_{m}=x, I = 0, g_0 = 0, \mu = 1 \]
for $m = 1 \rightarrow n$
\[
I = I + \nabla_y (y(x') + \frac{\mu}{n} (x-x')) F'(x') + \frac{m}{n} (x - x')
\]
end for
\[ I = I/n \]
for $t = 0 \rightarrow T - 1$
\[ A_y = (y - y') \cdot I \]
\[ WA_y = \sum_{y_j \geq 0} A_{y_j}(A_{y_j}) - \gamma \cdot \sum_{y_j < 0} f_n(-A_{y_j}) \]
\[ g_{t+1} = \mu \cdot g_t + \frac{\nabla_y W A_y}{\nabla_y W A_{y_j}} \]
\[ x^{adv}_{t+1} = Clip_{x}[x^{adv}_{t+1} - \alpha \cdot sgn(g_{t+1})] \]
end for

integral. And after changing the order of the summation, we have
\[ A_{y_j} \approx \frac{1}{n} \sum_{m=1}^{n} \left( \frac{\partial F}{\partial y_j} (y(x_m)) \right) \left( \sum_{i=1}^{N^2} (x_i - x_i') \frac{\partial y_j}{\partial x_i} (x_m) \right), \]
(2)

where $x_m = x' + \frac{m}{n} (x - x')$ are the virtual images.

As shown in Equation 2, we have to compute the gradient $\frac{\partial y_j}{\partial x_i} (y(x_m))$ is the gradient of $F'(x)$ to the neuron $y_j$, related to the latter layers after $y$. Meanwhile, $\sum_{i=1}^{N^2} (x_i - x_i') \frac{\partial y_j}{\partial x_i} (x_m)$ is the sum of the gradient of $y_j$ to each pixel $x_i$, related to the former layers of the network. Given the fact that the former part and latter part are independent in most traditional DNN models, we assume that the two parts are linearly independent, i.e., the two gradient sequences should have zero covariance.

Note that given two sequences $a_i$ and $b_i$ with zero covariance, we have $\sum_{i=1}^{N^2} (a_i - \bar{a}) (b_i - \bar{b}) = 0$, where $\bar{\cdot}$ is the mean of the sequence. After the expansion, we have $\sum_{i=1}^{N^2} a_i \cdot b_i = \frac{1}{n} \sum_{i=1}^{N^2} a_i \cdot \sum_{i=1}^{N^2} b_i$. Regarding the components in the two big brackets in Equation 2 as $a$ and $b$ respectively, we have
\[ A_{y_j} \approx \frac{1}{n} \sum_{m=1}^{n} \frac{\partial F}{\partial y_j} (y(x_m)) \frac{1}{m} \sum_{m=1}^{N^2} (x_i - x_i') \frac{\partial y_j}{\partial x_i} (x_m). \]

By applying the fundamental theorem of calculus for path integrals, we have $\frac{1}{n} \sum_{m=1}^{n} \sum_{i=1}^{N^2} (x_i - x_i') \frac{\partial y_j}{\partial x_i} (x_m) = (y_j - y_j')$ where $y_j'$ is the activation value of the neuron when the input is a black image. With denoting $y_j - y_j'$ as $\Delta y_j$ and $\frac{1}{n} \sum_{m=1}^{n} \frac{\partial F}{\partial y_j} (y(x_m))$ as Integrated Attention $IA(y_j)$, we have a simpler form of $A_{y_j} \approx \Delta y_j \cdot IA(y_j)$. The name of $IA(y_j)$ reflects the integration of the gradient along the straight line from the baseline image to the input with attention to the neuron $y_j$.

All in all, we approximate the attribution of each neuron on the feature map by the multiplication of relative activation $\Delta y_j$ and Integrated Attention on the neuron $IA(y_j)$. The computation complexity of neuron attribution is $O(H \cdot W \cdot C)$, where $H$ is the height of the target layer, $W$ is the width of the target layer, and $C$ is the channel number of the target layer. While our computation complexity is $O(1)$. Note that we only need one gradient operation in each integration step. Conversely, we have to take about nearly one million gradient operations in each step if we do not simplify the Equation 2. Hence, our approximation saves the computation time to a significant extent. Now, we demonstrate our proposed Neuron Attribution-based Attack (NAA). Since minimizing the total neuron attributions to the output can reduce the positive attributions and enlarges the negative attributions at the same time, we consider the attribution of all neurons in a same layer $y$ calculated by
\[ A_y = \sum_{y_j \in y} A_{y_j} = \sum_{y_j \in y} \Delta y_j \cdot IA(y_j) = (y - y') \cdot IA(y). \]

In consequence, useful features are suppressed and harmful features are amplified. To analyze the influence of the two kinds of features and figure out which one dominates the transferability of adversarial examples, we utilize a hyper-parameter $\gamma$ to balance between the positive and negative attributions. Furthermore, we aim to distinguish the significant degree of neuron attributions with different values. For example, we investigate whether decreasing a large positive attribution neuron may benefit the attack more compared to increasing a small negative attribution neuron. To this end, we design multiple linear or non-linear transformation functions, namely $f_p(A_{y_j})$ for positive neuron attribution and $-f_n(-A_{y_j})$ for negative neuron attribution. Therefore, the Weighted Attribution $WA_y$ of all neurons on the target layer $y$ can be computed with
\[ WA_y = \sum_{y_j \in y} f_p(A_{y_j}) - \gamma \cdot \sum_{y_j \in y} f_n(-A_{y_j}). \]

Minimizing $WA_y$ is better than minimizing $A_y$ directly in practice since $WA_y$ takes the neuron attribution polarity and value magnitude into consideration. Hence, the goal of our proposed NAA is formulated into solving the following constrained minimization problem:
\[ \min_{x^{adv}} WA_y \quad s.t. \| x - x^{adv} \|_\infty < \epsilon. \]
Table 1. The attack success rates (%) on four undefended models and five adversarially trained models by various momentum optimization based attacks. The adversarial examples are crafted on Inc-v3, Inc-v4, IncRes-v2, and Res-v2, respectively. The best result is in bold.

| Model  | Attack | Inc-v3 | Inc-v4 | IncRes-v2 | Res-v2 | Inc-v3 adv | IncRes-v2 adv | Inc-v3 ens3 | Inc-v3 ens4 | IncRes-v2 ens3 |
|--------|--------|--------|--------|-----------|--------|-----------|------------|-----------|-----------|---------------|
| Inc-v3 | MIM    | 100.0  | 41.1   | 39.9      | 32.7   | 22.9      | 19.3       | 16.0      | 16.5      | 8.1           |
|        | NRDM   | 90.9   | 61.3   | 53.9      | 50.8   | 26.6      | 18.7       | 9.8       | 10.3      | 5.1           |
|        | FDA    | 81.3   | 42.9   | 36.0      | 35.4   | 19.3      | 12.2       | 8.9       | 6.4       | 2.3           |
|        | FIA    | 98.3   | 83.2   | 79.1      | 71.6   | 53.3      | 50.8       | 36.1      | 37.0      | 20.0          |
|        | NAA    | 98.1   | 85.0   | 82.4      | 77.1   | 61.5      | 62.7       | 50.5      | 50.8      | 31.5          |
| Inc-v4 | MIM    | 58.2   | 99.7   | 45.5      | 38.6   | 23.8      | 21.2       | 18.7      | 18.5      | 8.9           |
|        | NRDM   | 78.2   | 97.4   | 61.9      | 61.9   | 26.1      | 26.0       | 17.7      | 15.7      | 5.6           |
|        | FDA    | 84.8   | 99.6   | 71.9      | 68.7   | 27.9      | 25.9       | 18.4      | 17.2      | 7.3           |
|        | FIA    | 84.1   | 95.7   | 78.6      | 72.0   | 45.3      | 47.3       | 38.0      | 37.2      | 19.4          |
|        | NAA    | 86.0   | 96.5   | 81.0      | 75.5   | 52.4      | 56.0       | 50.5      | 49.4      | 30.8          |
| IncRes-v2 | MIM | 59.5   | 51.0   | 99.2      | 42.3   | 25.3      | 30.9       | 21.8      | 23.7      | 12.7          |
|        | NRDM   | 71.0   | 66.8   | 77.3      | 57.8   | 34.3      | 29.6       | 16.2      | 23.8      | 19.4          |
|        | FDA    | 69.3   | 67.7   | 78.3      | 56.3   | 36.4      | 29.8       | 16.2      | 22.3      | 17.9          |
|        | FIA    | 81.6   | 77.1   | 88.7      | 71.0   | 63.8      | 65.0       | 49.8      | 46.6      | 34.1          |
|        | NAA    | 82.4   | 78.0   | 93.0      | 74.4   | 64.9      | 67.1       | 60.0      | 56.7      | 47.5          |
| Res-v2 | MIM    | 54.1   | 47.5   | 45.3      | 99.4   | 26.4      | 25.1       | 24.2      | 25.3      | 12.4          |
|        | NRDM   | 73.6   | 70.9   | 58.8      | 90.4   | 39.5      | 30.3       | 23.7      | 19.9      | 9.5           |
|        | FDA    | 83.9   | 84.1   | 73.9      | 89.1   | 51.2      | 42.9       | 27.9      | 23.6      | 11.5          |
|        | FIA    | 83.0   | 81.6   | 78.4      | 98.9   | 58.2      | 58.2       | 49.1      | 44.9      | 29.3          |
|        | NAA    | 85.9   | 85.0   | 83.6      | 98.2   | 66.1      | 69.8       | 61.6      | 59.2      | 46.7          |

We deploy MIM [6] to solve this constrained minimization problem. The whole process of running NAA algorithm is shown in Algorithm 1.

4. Experiments

In this section, we launch extensive experiments to evaluate the effectiveness of our proposed methods. We first clarify the setup of the experiments. After that, we illustrate the attacking results of our methods against competitive baseline methods under various experimental settings and state the attack effectiveness on advanced defense models. The experiment results demonstrate the effectiveness of our methods that further improve the transferability of adversarial examples compared with baseline methods. Furthermore, we analyze the positive and negative attribution transformation functions as well as the hyperparameter $\gamma$ to understand the significance of neuron attributions with different polarities and values. Finally, we present the ablation study on the target feature map layers and the hyperparameter $n$ in the Integrated Attention equation.

4.1. Experiment Setup

We follow the protocol of the baseline method [33] to set up the experiments for a fair comparison to attack image classification models trained on ImageNet [23]. ImageNet is also the most widely utilized benchmark task for transfer-based adversarial attacks [2, 16, 36]. Here are the details of the experiment setup.

**Dataset.** We follow the dataset of the baseline method [33] by randomly sampling 1000 images of different categories from the ILSVRC 2012 validation set [23]. We check that all of the attacking models are almost approaching 100% classification success rate in this paper.

**Models.** We choose four representative models containing Inception-v3 (Inc-v3) [29], Inception-v4 (Inc-v4) [28], Inception-Resnet-v2 (IncRes-v2) [28] and Resnet-v2-152 (Res-v2) [11, 12] as the source model to craft adversarial examples. We consider undefended (normally trained) models and defended (adversarial training and advanced defense technique) models as the target models. For undefended models, we use the four source models as the target models. For defended models, we consider adversarial training and advanced defense models because adversarial training is a simple but effective technique [21] and advanced defense models are robust against black-box adversarial attacks. We select five adversarially trained models: adversarially trained Inception-v3 (Inc-v3adv), ensemble of three adversarially trained Inception-v3 models (Inc-v3ens3), ensemble of four adversarially trained Inception-v3 models (Inc-v3ens4), adversarially trained Inception-Resnet-v2 (IncRes-v2adv) and ensemble of three adversarially trained Inception-Resnet-v2 models (IncRes-v2ens3). We also select seven advanced defense methods covering random resizing...
and padding (R&P) [37], NIPS-r31, feature distillation (FD) [20], compression defense (ComDefend) [15], and randomized smoothing (RS) [4], PGD-based adversarial training (PGD) [24], and Fast adversarial training (Fast) [34].

Baseline Methods. We choose the advanced gradient-based iterative adversarial attacks: MIM [6] as our baseline, which we also utilize as an optimization method. Additionally, we select three feature-level adversarial attack methods: NRDM [22], FDA [8] and FIA [33] as our competitive baselines, where FIA is state-of-the-art. NRDM directly increases the difference between the original example and adversarial example on the target feature map. FDA utilizes mean activation to split the feature map into positive and negative activation then they suppress the positive activation and enhance the negative activation. FIA computes the average gradient of the input with random drop transformation [26] as the attention and reduces the multiplication of the attention and activation on the target layer. We compare our approach with them in various settings to validate the effectiveness of our method. In addition, we integrate all the methods with two well-known input transformation methods as MIM-PD. Furthermore, we denote other feature-level adversarial attacks combined with input transformation methods as NRDM-PD, FDA-PD, and FIA-PD.

Evaluation. The attack success rate is the ratio of the adversarial examples that successfully mislead the target model among all the generated adversarial examples. Therefore, we utilize the attack success rate on the target model by the crafted adversarial examples to evaluate the attacking performance.

Parameter. For a fair comparison, we follow the parameter setting in [33] to set the maximum perturbation of $\epsilon = 16$ and the number of iteration $T = 10$, so the step length $\alpha = \frac{\epsilon}{T} = 1.6$. Furthermore, We set the decay factor $\mu = 1.0$ for all the baselines because all the baselines utilize the momentum method as the optimizer. For the input transformation methods, we set transformation probability to be 0.7 for DIM. we take the amplification factor to be 2.5 and kernel size to be 3 for PIM. For our own method, we follow [25] to implement the Integrated Attention and we choose the middle layer to be the target layer. Specifically, we select to attack Mixed_5b for Inception-v3 (Inc-v3), Mixed_5e for Inception-v4 (Inc-v4), Conv2d_4a_3x3 for Inception-Resnet-v2 (IncRes-v2) and the last layer of block2 for Resnet-v2-152 (Res-v2). To compare with the state-of-the-art baselines, we treat neuron attributions with different polarities and values equally. Therefore, we let

| Model | Attack | Inc-v3 | Inc-v4 | IncRes-v2 | Res-v2 | Inc-v3 adv | IncRes-v2 adv | Inc-v3 ens3 | Inc-v3 ens4 | Inc-v3 ens4 |
|-------|--------|-------|-------|----------|--------|-----------|-----------|-----------|-----------|-----------|
| Inc-v3 | MIM-PD | 99.8  | 70.0  | 67.6     | 53.6   | 31.0      | 28.0      | 21.3      | 22.0      | 9.3       |
|       | NRDM-PD| 87.3  | 66.7  | 62.8     | 59.5   | 29.7      | 22.9      | 12.2      | 18.6      | 13.6      |
|       | FDA-PD | 76.0  | 50.4  | 46.5     | 39.2   | 23.0      | 16.0      | 10.8      | 12.1      | 8.0       |
|       | FIA-PD | 98.7  | 87.2  | 86.1     | 80.1   | 59.8      | 57.1      | 38.5      | 37.3      | 21.5      |
|       | NAA-PD | 98.8  | 89.4  | 88.4     | 83.6   | 67.9      | 68.6      | 55.4      | 55.6      | 33.8      |
| Inc-v4 | MIM-PD | 81.4  | 99.3  | 72.0     | 59.4   | 30.6      | 28.8      | 23.9      | 24.5      | 12.5      |
|       | NRDM-PD| 88.8  | 97.0  | 80.2     | 78.4   | 34.2      | 35.0      | 21.3      | 19.2      | 8.6       |
|       | FDA-PD | 91.4  | 99.2  | 87.1     | 82.2   | 36.6      | 38.0      | 21.9      | 20.9      | 9.1       |
|       | FIA-PD | 90.6  | 97.1  | 88.8     | 84.9   | 55.3      | 60.7      | 45.5      | 42.1      | 23.5      |
|       | NAA-PD | 91.5  | 97.7  | 89.7     | 86.5   | 61.3      | 87.9      | 55.4      | 53.6      | 34.4      |
| IncRes-v2 | MIM-PD | 80.6  | 76.5  | 98.1     | 64.0   | 36.7      | 41.7      | 28.8      | 26.7      | 16.3      |
|       | NRDM-PD| 76.5  | 75.4  | 79.6     | 66.3   | 40.8      | 32.3      | 18.6      | 30.6      | 26.0      |
|       | FDA-PD | 78.6  | 76.0  | 80.3     | 66.3   | 41.2      | 35.6      | 17.4      | 29.9      | 25.3      |
|       | FIA-PD | 85.1  | 79.9  | 90.9     | 76.5   | 66.9      | 66.7      | 49.7      | 44.9      | 31.9      |
|       | NAA-PD | 85.5  | 82.5  | 93.9     | 79.3   | 69.4      | 71.3      | 61.9      | 59.0      | 48.3      |
| Res-v2 | MIM-PD | 81.8  | 76.7  | 75.7     | 99.4   | 42.0      | 44.5      | 36.3      | 34.3      | 18.1      |
|       | NRDM-PD| 60.6  | 55.9  | 50.0     | 87.2   | 26.2      | 18.2      | 13.8      | 14.5      | 5.9       |
|       | FDA-PD | 64.7  | 60.1  | 56.5     | 92.1   | 28.7      | 21.5      | 13.6      | 15.5      | 7.1       |
|       | FIA-PD | 90.0  | 88.4  | 87.9     | 98.7   | 71.0      | 69.7      | 58.3      | 53.9      | 34.6      |
|       | NAA-PD | 92.0  | 90.7  | 90.3     | 98.7   | 76.0      | 78.9      | 72.4      | 68.0      | 52.8      |

Table 2. The attack success rates (%) on four undefended models and five adversarially trained models by various momentum optimization based attacks with input transformations (PIM and DIM). The adversarial examples are crafted on Inc-v3, Inc-v4, IncRes-v2, and Res-v2, respectively. The best result is in bold.

and padding (R&P) [37], NIPS-r31, feature distillation (FD) [20], compression defense (ComDefend) [15], and randomized smoothing (RS) [4], PGD-based adversarial training (PGD) [24], and Fast adversarial training (Fast) [34].
Table 3. The attack success rates (%) of the adversarial examples on seven advanced defense mechanisms. The adversarial examples are generated on the Inc-v3 model. The best result is in bold.

| Attack | R&P | NIPS-r3 | FD | ComDefend | RS | PGD | Fast | Average |
|--------|-----|---------|----|-----------|----|-----|------|---------|
| MIM-PD | 22.4 | 28.8    | 62.5 | 59.5      | 31.4 | 42.6 | 33.6 | 40.1    |
| NRDM-PD| 16.9 | 23.9    | 43.2 | 43.8      | 28.0 | 41.8 | 34.0 | 33.1    |
| FDA-PD | 16.3 | 23.1    | 37.0 | 37.7      | 27.8 | 41.5 | 30.5 | 30.6    |
| FIA-PD | 36.4 | 51.2    | 76.7 | 74.3      | 38.4 | 44.9 | 42.3 | 52.0    |
| NAA-PD | 46.8 | 62.9    | 83.2 | 80.9      | 40.4 | 46.8 | 43.9 | 57.9    |

Figure 2. The attack success rates (%) of NAA under different target layer settings.

\[ \gamma = 1 \] and the transformation functions degrade to the linear functions.

4.2. Attack Results

In this section, we analyze the performance of our approach against the undefended models, adversarially trained models and models with advanced defenses respectively. Specifically, we attack a given source model and directly test the other different models by crafted adversarial examples, which is the black-box setting. We also test the adversarial examples on the source model itself in a white-box setting.

We can see from Table 1, our approach achieves nearly 100 percent attack accuracy under the white-box setting. Our method outperforms all the baselines in the black-box setting which illustrates the high transferability of our method. Although our method has a similar white-box attacking success rate with FIA and a little bit worse white-box attacking success rate than MIM, our method is more transferable with a high attack success rate under the black-box setting.

Then, we study the performance of our proposed attacking method against the adversarially trained models. As also shown in Table 1, NAA outperforms all of the baselines under all the settings with a large margin of 10.5 %, which validates our method has a strong attacking ability against adversarially trained models. Especially, our method has a similar white-box attack success rate with FIA and a worse white-box attack success rate than MIM, but our approach is more transferable.

Furthermore, we compose all the attacking methods with input transformation methods: PIM and DIM to further improve the transferability as shown in Table 2. Our approach combined with input transformation methods also outperforms all the baseline methods by a considerable margin of 10.7% on average under the black-box setting, which further demonstrates the superiority of our method.

In addition, we assess the performance of our proposed NAA and other baseline attacks against the models with advanced defense mechanisms. We first take inc-v3 as the source model and generate adversarial examples for all the baseline methods with transformation inputs methods: PIM and DIM. Then we test the prediction accuracy of adversarial examples on advanced defended models as shown in Table 3. Our proposed method achieves 57.9 % attack success rate on average and surpasses all of the baselines more than a margin of 5.9%, which shows a strong threat to state-of-the-art defense methods.

From the above experiments, our proposed method has more transferability compared with all of the baselines. We conclude the reasons why NAA has strong transferability are two-folded. First of all, the neuron attribution provides a simple but effective way to model the importance of neurons, which reflects the real attribution to the output. Furthermore, the independent assumption simplifies the representation of neuron attribution and improves the transferability of generated adversarial examples at the same time. To illustrate, we consider a simple scenario when we attack the target models that only change the later networks of the source model. If we assume the former networks and later networks of source models are related, the generated adversarial examples will overfit the source model. Transfer attack between the source model (Inc-v3) and source model variants (Inc-v4) as the target model can partially validate the reasons.

4.3. Ablation Study

In this section, we do ablation studies to analyze the three factors in our proposed NAA. The first factor is the target feature map layer to figure out which layer (shallow layer, middle layer or deep layer) is prone to craft transferable adversarial examples. The second factor is the integrated steps number \( n \) to find its relationship with transferability. The last factor is the weighted attribution including \( \gamma, f_p(\cdot) \) and...
\(f_n(\cdot)\) to examine the importance of neuron attributions with different polarities and values.

**Target Layer.** We utilize NAA on different target layers to craft adversarial examples and observe the transferability. We choose Inc-v3 as the source model and different target layers based on the network structure stages. As shown in Figure 2, attacking the deep layers (Mix6a/Mix7a) achieves the best white-box attack performance. However, attacking middle layers (Mix4a/Mix5b) achieves the higher transferable performance compared with the shallow layers (Conv1a/Conv2b) and deep layers (Mix6a/Mix7a). We believe the shallow layers contain low-level features which exert less influence on the output. Similarly, the deep layers contain high-level features but the attack on the deep layers overfits the source model failing to craft transferable adversarial examples. As a result, attacking the middle-level features achieves the best performance.

**Integrated Steps.** We measure the transferability of adversarial examples generated from the Inc-v3 model by altering integrated steps. We observe from Figure 3 that with the increase of integrated step, the transferability boosts. Although the performance is improved, the computation cost increases with \(n\). In order to balance the performance and computation cost, we choose \(n = 30\) to achieve adequate performance.

**Weighted Attribution.** We study the neuron attribution from two sides: the polarity of neuron attribution and the value of neuron attribution to figure out the significance. We first analyze the importance between the positive attribution and negative attribution by altering the value of \(\gamma\) in Equation 3. As shown in Figure 4, the attack success rate rises when we increase \(\gamma\) and it decreases when \(\gamma\) is greater than 1. Therefore, \(\gamma = 1\) achieves the best performance, which implies the negative attributions are as significant as positive attributions. Hence, positive attributions and negative attributions are equally important.

After that, we try different transformation functions to measure the neuron attributions with different values, like the exponential function that focuses more on the high value and the logarithm function which focuses more on the low value. We attack the Inc-v3 model to generate adversarial examples based on different combinations of \(f_p(\cdot)\) and \(f_n(\cdot)\) in Equation 3. We choose five transformation functions: logarithm function, square root function, linear function, square function and exponential function. As shown in Figure 5, the combination of linear functions has the best performance, which implies the attributions with different values have the same importance. All in all, we should treat all attributions with different polarities or values equally.

5. **Conclusion**

In this paper, we propose the Neuron Attribution-based Attack (NAA) to craft transferable adversarial examples. Specifically, we first employ neuron attribution to more accurately estimate the neuron importance. To reduce the computation time, we then derive an approximation scheme for neuron attribution. Finally, we minimize the weighted combination of the positive and negative neuron attribution values to generate adversarial samples. Experimental results corroborate that our method can outperform state-of-the-art baselines by a considerable margin.
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