The Confining Transition in the Bosonic BMN Matrix Model
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ABSTRACT: We study the confining/deconfining phase transition in the mass deformed Yang-Mills matrix model which is obtained by the dimensional reduction of the bosonic sector of the four-dimensional maximally supersymmetric Yang-Mills theory compactified on the three sphere, i.e. the bosonic BMN model. The $1/D$ (with $D$ the number of matrices) expansion suggests that the model may have two closely separated transitions. However, using a second order lattice formulation of the model we find that for the small value of the mass parameter, $\mu = 2$, those two apparent critical temperatures merge at large $N$, leaving only a single weakly first-order phase transition, in agreement with recent numerical results for $\mu = 0$ (the bosonic BFSS model).
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1 Introduction

Dimensionally reduced Yang-Mills models provide some of the simplest candidates for understanding gauge/gravity duality and testing the gravitational predictions for gauge theory observables. They arise in a variety of contexts. The supersymmetric versions such as four-dimensional $\mathcal{N} = 4$ supersymmetric Yang-Mills theory (SYM) reduced to one dimension, time, known as the BFSS model [1, 2] and its maximally supersymmetric mass deformed version known as the BMN model [3] are conjectured to provide non-perturbative definitions of M-theory. Both bosonic and supersymmetric models are matrix quantum mechanical models which also arise as non-commutative deformations of membranes and supermembranes respectively [1, 4]. Membranes propagating on trivial backgrounds give rise to BFSS type models [1] while those on non-trivial pp-wave backgrounds [4] give rise to BMN type models. They also describe the dynamics of D0-branes.

When $\mathcal{N} = 4$ SYM is instead reduced to maximally supersymmetric two-dimensional quantum field theory on $\mathbb{R} \times S^1$ and then considered in a thermal bath at very high temperature the fermions decouple and the model reduces to a purely bosonic model which is equivalent to the bosonic BFSS model at a temperature equivalent to the inverse period of the spatial $S^1$. The resulting model is the bosonic BFSS model. Alternatively considering the dimensional reduction\(^\dagger\) of $\mathcal{N} = 4$ SYM on $\mathbb{R} \times S^3$ gives rise to the BMN model. Its bosonic sector is studied in this paper and referred to as the bosonic BMN model. It is also a mass deformation of the bosonic BFSS model and corresponds to a non-commutative deformation of the bosonic membrane propagating on a pp-wave background in eleven dimensions [4].

This family of quantum matrix models has a surprisingly rich phase structure including confining/deconfining phase transitions [5–9] as the temperature is varied.

When the mass parameter, $\mu$, of the model is large the model reduces to a gauged Gaussian model, which is easily solved and has a first-order confining/deconfining phase transition [6, 7]. This transition continues to lower temperatures and based on the gauge/gravity

\(^\dagger\)In this truncation higher modes are dropped while preserving maximal supersymmetry.
duality conjecture for two-dimensional maximal SYM it should be connected to the Gregory-Laflamme [10, 11] transition in the dual gravitational theory at zero mass deformation.

The massless bosonic BFSS model has received much attention already in previous studies [12–18]. The earliest study concluded that there was a single transition [12] but the $1/D$ expansion [16] suggested the system has in fact two closely separated transitions and this was supported by numerical studies [13] at relatively small $N$. However, a recent study [17] at larger $N$ and new analytic results [18] find evidence of a single confining/deconfining first-order phase transition. Our study of the BMN model supports the conclusion of [17, 18] that there is only a single transition.

Both the bosonic BMN and BFSS models have also attracted much attention recently [17, 19] in the context of partial deconfinement [20, 21] where it is argued that these models exhibit deconfinement of some of the degrees of freedom but a subgroup $SU(M) \subset SU(N)$ remains confined. This is an intriguing suggestion; however, we do not find evidence to support such a phenomenon in our study. Rather what seems to happen is that the transition is a standard first-order one with a rounded critical region at finite $N$ where the system fluctuates between the two phases.

The principal results of the current paper are:

- Identification of the transition temperature with precision for $\mu = 2$.
- Verification that the model with $\mu = 2$ has a single first-order phase transition at $T_c = 0.915 \pm 0.005$.
- For large $N$ the system fluctuated in the transition region between the approximately uniform phase and the critical gapped phase with eigenvalue density $\rho(\theta) = \frac{1 + \cos(\theta)}{2\pi}$.

If gauge/gravity duality holds, our results for $\mu = 2$ should be close to those of $\mu = 0$ where the transition has an interpretation in terms of black strings black hole transitions. With this interpretation our results are in accord with the conclusion of [22] where non-uniform black strings are found to be unstable in lower dimensions and in particular for the gravity dual of the bosonic BFSS model. The thermodynamics we find is also in accord with other studies [23–25].

Furthermore support for our results comes from $\mathcal{N} = 4$ SYM in the large-$N$ limit on $S^3 \times S^1$, where the partition function depends only on the ratio of the radii $R$ of $S^3$ and $\beta$ of $S^1$, i.e. $\beta/R$, and the ’t Hooft coupling. Witten argued [26] that the model has a confining/deconfining transition dual to the Hawking-Page transition in the dual gravitational theory. If this transition occurs at sufficiently high temperature then the fermions will decouple and one would expect that the resulting transition would be smoothly connected to that of the bosonic BMN and BFSS models. Our results are in accord with this picture.

The paper is organised as follows: In section 2 we briefly review the model, define our notation and list the observables we consider. Section 3 gives our main results and we finish with conclusions and comments in 4.
2 The model and observables

The BMN matrix model is the quantum mechanical matrix model obtained from a non-commutative deformation of the relativistic supersymmetric membrane, with Nambu-Goto action in lightcone coordinates propagating in eleven-dimensional spacetime on a pp-wave background \[3, 4\]. The bosonic BMN model is the corresponding bosonic model, i.e. the BMN model without fermions. More precisely, the model is a quantum matrix model, with \( SU(N) \) gauge symmetry, consisting of 9 Hermitian \( N \times N \) matrices whose Euclidean finite temperature action is given by

\[
S[X, A] = N \int_0^\beta d\tau \, \text{Tr} \left[ \frac{1}{2} D_\tau X^i D_\tau X^i - \frac{1}{4} \left( [X^r, X^s] + \frac{i\mu}{3} \varepsilon^{rst} X_t \right)^2 \right. \\
\left. - \frac{1}{2} [X^r, X^m]^2 - \frac{1}{4} [X^m, X^n]^2 + \frac{1}{2} \left( \frac{\mu}{6} \right)^2 X_m^2 \right],
\]

where \( i = 1, \ldots, 9 \), \( r, s = 1, 2, 3 \) and \( m, n = 4, \ldots, 9 \). Also, \( \beta = 1/T \) is the inverse temperature, \( \mu \) is the mass parameter and \( D_\tau \cdot = \partial_\tau \cdot - i[A, \cdot] \) is the covariant derivative. The \( SO(9) \) symmetry is explicitly broken to \( SO(6) \times SO(3) \) by the mass terms and the cubic Myers term.

Since we are interested in non-perturbative results for the model, we investigate the model numerically using the hybrid Monte Carlo algorithm described in \[14\]. We use the lattice formulation of the model where the matrices \( X^i \) are placed on lattice sites and the gauge field \( A \) on links. The Euclidean time variable \( \tau \) is discretised as \( \tau \rightarrow \beta k/\Lambda \), where \( k = 1, \cdots, \Lambda \). We use the second order discretisation of the kinetic term discussed in \[9, 27\] where the quartic term in the momentum expansion of the lattice Laplacian is set to zero. Without loss of generality the coupling constant has been fixed to 1 and all dimensionful quantities are expressed in these natural units.

The lattice model depends on four parameters: \( \mu, \beta, \Lambda \) and \( N \), the last two of which are to be sent to infinity to obtain the continuum, large-\( N \) limit.

Mean values of an observable \( O \) are defined by integration over the ten (or more generally \( D + 1 \)) Hermitian matrices \( X^r, X^m, A \) via

\[
\langle O \rangle = \frac{\int [dX][dA] \, O \, e^{-S[X, A]}}{Z}, \quad Z = \int [dX][dA] e^{-S[X, A]},
\]

In practice the gauge field \( A \) is fixed to be diagonal and time independent with a consequent Vandermonde determinant in the measure as discussed in \[14\].

We measure the standard set of observables: the energy \( E \), the specific heat \( C_v \), the ‘extent’ observable \( \langle R^2 \rangle \) and the Polyakov loop \( \langle |P| \rangle \) which serves as an order parameter in the confining/deconfining transition. We also measure the Myers observable, \( M \), which is crucial in the full supersymmetric model where, at low temperatures, the fermionic terms stabilise three of the matrices into fuzzy sphere configurations \[9\], but as discussed below we find no such stable fuzzy sphere configurations for the bosonic model.
Our principal observables are defined as

\[ E = \left\langle \frac{1}{N^2} (-\partial_\beta) \log Z \right\rangle, \]

\[ C_v = \left\langle \beta^2 \partial_\beta^2 \log Z \right\rangle, \]

\[ \langle |P| \rangle = \left\langle \frac{1}{N^2} \text{Tr} \left( \exp (i\beta A) \right) \right\rangle, \quad (2.3) \]

\[ \langle R^2 \rangle = \left\langle \frac{1}{N^2} \int_0^\beta d\tau \text{Tr} \left( X^i X^i \right) \right\rangle, \]

\[ M = \left\langle \frac{i}{3N^2} \int_0^\beta d\tau \varepsilon^{rst} \text{Tr} \left( X^r X^s X^t \right) \right\rangle. \]

There are two additional observables that increase the precision of critical temperature estimates, they will be introduced shortly.

When the mass parameter \( \mu \) is very large, the model reduces to a solvable (gauged Gaussian) model. A straightforward calculation \([6, 7, 28]\) shows that, in the large-\( N \) limit, there is a single phase transition with critical temperature \( T_c = \frac{\mu}{6 \log(1+2\sqrt{3})} \) where \( \langle |P| \rangle \) jumps from \( \langle |P| \rangle = 0 \) to \( \langle |P| \rangle = 1/2 \) and then gradually increases to \( \langle |P| \rangle = 1 \) as the temperature is further increased.

For the case with \( \mu = 0 \), known as the bosonic BFSS model, there are already several studies in the literature. These include a perturbative expansion in \( 1/D \) \([14, 16, 29]\), where \( D \) is the number of matrices (\( D = 9 \) in our case), and numerical studies \([13, 14, 17]\). Both the \( 1/D \) expansion \([16]\) and earlier studies \([13]\) reported two closely separated critical temperatures. The \( 1/D \) expansion predicts\(^2\) \( T_{c1} = 0.895 \pm 0.004 \) and \( T_{c2} = 0.911 \pm 0.002 \) with the difference in critical temperatures decreasing with increasing \( D \) as \( \frac{1}{6D^{2/3} \ln D} \). Between the two critical temperatures, the \( 1/D \) expansion predicts that \( \langle |P| \rangle \) should gradually increase from 0 to 1/2, with increasing temperature. However, it is conceivable that further increasing the order in the perturbative loop expansion will close the gap resulting in its disappearance in a non-perturbative calculation and hence show that the model has in fact a single transition.

Early numerical studies found reasonable agreement with the one-loop \( 1/D \) predictions; however, a refined recent study \([17]\) finds only one transition. They \([17]\) find the single transition occurs between the predicted transitions of the \( 1/D \) expansion and when we perform an extrapolation using their figure 7 we estimate \( T_c = 0.89 \pm 0.01 \). As we will see below, our analysis of the mass deformed model with \( \mu = 2 \) will support the conclusion that there is only one transition for \( D = 9 \).

The \( 1/D \) expansion can be easily extended to the mass deformed, bosonic BMN model, in a double expansion in \( 1/D \) and perturbation theory in the cubic Myers term. Pertur-

\(^2\)The expression (4.30) of \([16]\) leads to \( T_{c1} = 1/\beta_{c1}(9) = 0.895 \); however, inverting \( \beta_{c1}(D) \) and expanding it in \( 1/D \) yields \( T_{c1} = 0.891 \). The same goes for the second critical temperature, obtained as \( T_{c2} = 1/\beta_{c2}(9) = 0.911 \) from \( \beta_{c2}(D) = \beta_{c1}(D) - \frac{\ln D}{6D^{2/3}} \) with the error being 0.002.
Figure 1. The energy $E$, specific heat $C_v$, $\langle R^2 \rangle$ with its rescaled $SO(3)$ and $SO(6)$ components and the Myers observables of the model for $\mu = 2, N = 32$ and $\Lambda = 24$ are shown. The Myers observable copies the shape of $\langle R^2 \rangle$ (and its $SO(3)$ and $SO(6)$ components) but has minuscule expectation values in comparison. All observables point to either a single or multiple transitions around $T \approx 0.91$.

bation in the Myers term can be justified by its small value shown in the Figure 1. As argued in [17], it appears that $D = 9$ is not sufficiently large to trust the $1/D$ expansion in predicting the phase transition structure though it gives a reliable indication of the critical region. Our analysis supports this conclusion also for non-zero $\mu$.

3 Phase transition(s) of the model with $\mu = 2$.

In this paper we restrict our study to a single value of $\mu$. We chose $\mu = 2$ as the most interesting value, since it is neither large (the asymptotically large mass region of the phase diagram can be accessed analytically), nor small, being of order 1 in natural units for the model.

Figure 1 shows the temperature dependence of the internal energy, $E$, its specific heat $C_v$, $\langle R^2 \rangle$ and the Myers term for $\mu = 2, \Lambda = 24$ and $N = 32$ (all with jackknife error bars). Figure 2 shows the temperature dependence and evolution of the Polyakov loop $\langle |P| \rangle$ with increasing $N$. The right panel of Figure 2 shows that the peak of the specific heat grows quadratically\(^3\) with $N$. Due to the rapid increase in the number of degrees of freedom as $N$ is increased, the simulations become more demanding and it becomes increasingly difficult

\(^3\)A similar quadratic growth was observed for the Polyakov loop susceptibility in [15].
Figure 2. The evolution of the Polyakov loop $\langle |P| \rangle$ for $\mu = 2, \Lambda = 24$ with increasing $N$. The transition region becomes sharper with larger $N$ but also, due to more demanding simulations, the statistical errors grow. The right figure shows the maximum specific heat against $N$ with fit $C^\text{Max}_V = 9.1(8) + 0.037(2)N^2$, adding a linear term increases errors and does not improve the fit.

to get sufficient data to keep the errors down, especially in the critical region. From the figure it is clear that the system undergoes one or more phase transitions in the vicinity of $T_c \sim 0.91$, yet in Figure 2 it is difficult to resolve two close transitions as expected from the $1/D$ expansion. To do so, we analyse the transition(s) in more detail below.

In our choice of gauge fixing [14], where the gauge field is diagonal and placed on the final link, i.e. between $\Lambda$ and 1, the gauge field is fully described by a vector of angles $-\pi < \theta_i \leq \pi$ for $i = 1, \ldots, N$. These are described by a probability distribution $\rho_N(\theta) = \frac{1}{N} \sum_{i=1}^{N} \langle \delta(\theta - \theta_i) \rangle$, which in the large-$N$ limit gives the limiting distribution $\rho(\theta)$.

True phase transitions occur only in the large-$N$ limit and they are rounded at finite $N$. In the bosonic BMN model there are three distinguishable apparent phases for finite values of $N$. When the temperatures are very low, the distribution is approximately uniform (up to finite-$N$ corrections). As the temperature is increased, the distribution becomes more non-uniform and then it develops a gap. We will sometimes abuse terminology by referring to such transition temperatures as critical temperatures though more strictly they are pseudo, apparent or effective critical temperatures. This should not cause confusion as in the end we will only identify one true critical temperature.

Since the distribution is restricted to the periodic interval $(-\pi, \pi]$ it is convenient to use the Fourier transformation so that $u_n$ is defined as the non-trivial $n$-th moment of $\rho(\theta)$,

$$ u_n = \int_{-\pi}^{\pi} \rho(\theta)e^{in\theta} d\theta. \quad (3.1) $$

Therefore, we also define the following analogous generalizations of the Polyakov loop as

$$ \langle |P_n| \rangle = \left\langle \frac{1}{N} |\text{Tr} \left( \exp \left( in\beta A \right) \right) | \right\rangle. \quad (3.2) $$

The $U(1)$ transformation of the model where $A \rightarrow A + \alpha 1$ is used to remove the phase and one is left with the modulus.
Notice that the first moment $u_1$ is actually equal to the expectation value of the Polyakov loop i.e. $u_1 = \langle |P| \rangle$. The effective potential for $u_1$ can be obtained, at least approximately, from the $1/D$ expansion [16]. It can be expanded as a polynomial with $D$ and temperature dependent coefficients. It is minimised by $u_1 = 0$ for $T < T_{c1}$, then grows until it reaches $u_1 = 1/2$. The prediction of the $1/D$ analysis is therefore that, as the temperature is increased, beyond the first critical temperature, $T_{c1}$, the first moment (Polyakov loop) develops a positive expectation value. As the temperature is further increased $\langle |P| \rangle$ grows reaching $\langle |P| \rangle = 1/2$ at the second critical temperature $T_{c2}$. Above this second critical temperature the distribution becomes gapped and the second and higher moments become non-zero.

Note that the effective potential in the large-$\mu$ limit is a quadratic function and as the quadratic coefficient flips sign at $T_{c1}$, the first moment $u_1$ jumps immediately to 1/2. Therefore, $T_{c1} = T_{c2}$ in this limit and there is a single critical temperature.

For generic $\mu$ at one loop the $1/D$ expansion predicts two transitions; the first occurring when the Polyakov loop departs from zero and the second when it reaches 1/2, where a Gross-Witten type transition occurs. However, since these transitions are so close and the $\mu = 0$ study indicates there is only one transition, it is possible that there are two transitions for non-zero $\mu$ which merge into a single transition at $\mu = 0$. Alternatively, there may be a single transition for a range or possibly all values of $\mu$. In an effort to resolve this issue we resort to a non-perturbative lattice study of the model.

To measure the first critical temperature, we need to understand the behaviour around this transition. Monte Carlo trajectories of $\langle |P| \rangle$ are shown in Figure 3. From the figure it seems plausible that there are two distinct levels, suggesting a first-order phase transition. This behaviour becomes more articulate at higher $N$. There seems to be one clear level around $\langle |P| \rangle = 1/2$ and one significantly below it. Therefore, we define a new observable, $P$, defined via

$$
P = P_{1/2}, \quad \text{with} \quad P_x = \int_x^{1} P(q) dq, \quad (3.3)
$$

where $P(q)$ is the probability distribution for the Polyakov loop.

Well below the transition $P$ is zero, while well above it is one and it grows very quickly around the critical temperature\(^4\), as seen in the left panel of Figure 4. It is closely related to $\langle |P| \rangle$ but seems to be less prone to finite-$N$ effects. We fit the transition region of this curve with a linear function and find its intercept with the temperature axis to obtain $T_{c1}$.

As discussed above, the second moment, $\langle |P|^2 \rangle$, provides a strong marker for a gapped-to-ungapped transition\(^6\). Higher moments would provide similar information but with larger errors. We present $\langle |P|^2 \rangle$ versus temperature for $\mu = 2$, $N = 32$ and $\Lambda = 24$ in the right panel of Figure 4.

To identify the effective critical temperature from $\langle |P|^2 \rangle$ we fit the data above and below the lower effective critical temperature with two linear functions. All of the data in the low temperature phase is well fit by a line, and approximately twenty of the data points

\(^4\)We observed that $P_{0.4}$ gave essentially identical results to $P$ but with larger errors.

\(^6\) $\langle |P|^2 \rangle$ and higher moments were also discussed in [12] and [15].
Figure 3. Monte Carlo trajectories of the Polyakov loop, $|P|$, for $\mu = 2, N = 32$ and $\Lambda = 24$. There is one clear top level and one less visible bottom level. As the temperature is increased, the system tends to spend more Monte Carlo steps in the upper one. The colours are matched with the coloured points in Figure 4. We can observe that the transition is weakly first-order.

Figure 4. Values of $\mathbb{P}$ and $\langle |P|^2 \rangle$ for $\mu = 2, N = 32$ and $\Lambda = 24$ and increasing value of temperature $T = \beta^{-1}$. The points in the transition region in the left plot were fit by a linear function whose slope increases with increasing $N$. The four coloured points are colour-matched with the trajectories in Figure 3.

nearest to the transition are fit by a line in the higher temperature region. The intercept of these two linear fits is then taken as the effective critical temperature (the error is the propagated error of the fitting functions). We repeated this study with $N = 12, 24, 32, 48$ and $\Lambda = 24$. Our extrapolation of the results to large $N$ is shown in Figure 5. The results
Figure 5. Extrapolations of the critical temperatures from results obtained from \(N = 12, 24, 32, 48\) with \(\Lambda = 24\). The left, middle and right plots use a linear fit with all data, a linear fit but with the \(N = 12\) data omitted, and a quadratic fit, respectively. All fits are functions of \(N^{-1}\).

depend only slightly on the form of extrapolation function used as shown in the table:

|     | Linear | Linear without \(N = 12\) | Quadratic |
|-----|--------|----------------------------|-----------|
| \(T_{c1}\) | 0.9172(7) | 0.9154(7) | 0.9137(9) |
| \(T_{c2}\) | 0.919(2) | 0.917(1) | 0.914(2) |

We conclude that, in the large-\(N\) limit, there is a single transition as in the Gaussian model for large \(\mu\).

For \(N = 32\) extrapolation of the effective critical temperature to the continuum limit was performed using \(\Lambda = 12, 16, 24\). The measured critical temperatures are well fit in Figure 6 with

\[
T_{c1}(\Lambda) = T_{c1}(\infty) - \frac{0.12(2)}{\Lambda} \quad \text{and} \quad T_{c2}(\Lambda) = T_{c2}(\infty) - \frac{0.12(3)}{\Lambda}.
\]  

(3.4)

The gap between the effective critical temperatures was found to scale as

\[
(T_{c2} - T_{c1})(\Lambda) = (T_{c2} - T_{c1})(\infty) + \frac{0.003(24)}{\Lambda}.
\]  

(3.5)

For \(\Lambda = 24\) we see that \((T_{c2} - T_{c1})(24) - (T_{c2} - T_{c1})(\infty) = 0.0001(10)\) and therefore using \(\Lambda = 24\) seems sufficient so that lattice effects are within the errors of the simulation.

Our conclusion is therefore that in the large-\(N\) and continuum limit, for \(\mu = 2\), the gap between the effective finite-\(N\) critical temperatures vanishes and there is a single, uniform-to-gapped, first-order phase transition. From the table above and including lattice errors we estimate that the true critical temperature of the continuum, large-\(N\), mass deformed model with \(\mu = 2\) is \(T_c = 0.915 \pm 0.005\).
Figure 7. The left figure shows the Monte Carlo evolution (every 10th step is shown) of the eigenvalues together with the evolution of the Polyakov loop $|P|$. On the right we plot eigenvalue distributions corresponding to eigenvalues on the left. The grey plot shows the distribution evaluated from configurations between MC times 1000 and 2500 corresponding to the Polyakov loop in the upper level around 0.5 while the orange plot shows the distribution between MC times 3000 and 4000 corresponding to the Polyakov loop in the lower level. The system is fluctuating between the approximately uniform distribution $\rho(\theta) = \frac{1}{2\pi} + \frac{2}{\pi} \langle |P| \rangle \cos(\theta)$ with $\langle |P| \rangle = 0.22$ and the critical distribution $\rho(\theta) = \frac{1}{2\pi} + \frac{\cos(\theta)}{2\pi}$, represented by the dashed curves for the orange and grey histograms in the figure, respectively. For the orange data segment $\langle |P| \rangle = 0.22 \pm 0.03$ and for the grey data $\langle |P| \rangle = 0.53 \pm 0.01$.

4 Conclusions

In this paper we find that the bosonic BMN model at $\mu = 2$ undergoes a single confining/deconfining phase transition in the large-$N$ limit. Combining this result with the result at asymptotically large $\mu$ and the $\mu = 0$ study in [17] we conclude that the most probable scenario is that there is a single first-order transition with a $\mu$ dependent critical temperature for any value of the mass parameter.

In contrast to this, the supersymmetric version of the model studied in [9] has a rich phase structure and in addition to the confining/deconfining transition (it has not been established whether there is one or two closely separated transitions for small $\mu$), there also is a Myers phase transition, where the Myers observable, (2.3), grows rapidly as the model develops fuzzy sphere backgrounds. No such transition occurs in the bosonic case as seen from the Myers term in Figure 1 and the fact that both the $SO(3)$ and $SO(6)$ sums of $\langle X_i^2 \rangle$, contributing to $\langle R^2 \rangle$, behave similarly. The absence of fuzzy spheres is not surprising since the $SO(3)$ sector of the potential in the bosonic model (2.1) is a complete square and hence bounded below by zero and the zero point fluctuations add an effective positive quadratic contribution which makes the trivial configuration the only stable vacuum. In the supersymmetric model the fermions cancel the bosonic zero point energy. It is therefore the fermions that drive the supersymmetric model into a fuzzy sphere phase and they are required to support the fuzzy sphere background.

\footnote{In the matrix model of this sector studied in [30–32] the transition only occurs for sufficiently negative quadratic term.}
We also find that the confining/deconfining transition is first-order. The two-level features are clearly visible in Figure 3 and we have measured that the peak of the specific heat grows as $N^2$ (the number of degrees of freedom) shown in Figure 2. This is as expected of a first-order transition where, the renormalization-group approach [33] and other work [34, 35] predict that the transition is smeared over a region, which goes to zero as the inverse of the number of degrees of freedom and the specific heat has a peak with maximum which grows in proportion to the number of degrees of freedom. This peak for the finite system replaces the discontinuity of the specific heat in the thermodynamic limit. The effect is easily modeled by a partition function built from two extensive Gaussian distributions [36] — one around each peak.

That the transition is first-order is also in accord with the findings from the bosonic BFSS model [17].

We also find in our study, that the eigenvalue distribution for the gauge field in the temperature range $T_{c1} < T < T_{c2}$ (where $T_{c1}$ and $T_{c2}$ are the pseudo-critical temperatures measured at finite $N$) can be fit by the proposed function

$$\rho = \frac{1}{2\pi} (1 + p \cos \theta), \quad 0 < p < 1.$$  \hspace{1cm} (4.1)

In this case the prediction for the Polyakov loop, or $u_1$ of (3.1), in this temperature interval is $u_1 = \frac{p}{2}$.

However, we find no evidence for the partial deconfinement discussed in [21] and [19] in the context of the current bosonic BMN model. These authors argue that partial deconfinement explains the dependence of the Polyakov loop in the intermediate region between the two transitions. This would imply that, as the temperature is reduced from the upper critical temperature, an increasing fraction of the eigenvalues would be confined while others would remain deconfined. By examining the eigenvalues in detail we find, in contrast, that what happens is that the eigenvalues fluctuate between the gapped and ungapped phase (see Figure 7 and similar behaviour for $\mu = 0$ in [17]) and that it is the spacing of the eigenvalues and hence their distribution that changes. Since Monte Carlo simulations should realise possible physical states of the system, superposition of the two phases is how the distribution (4.1) is realised. Thus, the behaviour does not fit the picture of partial deconfinement.

The distribution (4.1) is easily understood as the interpolation $\rho = (1 - p)\rho_u + pp_c$ between the uniform distribution $\rho_u = \frac{1}{2\pi}$ and the critical density $\rho_c = \frac{1 + \cos(\theta)}{2\pi}$ with $p$ the probability of finding the system in the phase with critical density $\rho_c$ which corresponds to the endpoint density of the deconfined phase.

Our study suggests that the transition is a relatively standard weakly first-order one. As expected in such a transition, at finite but large enough $N$, we observe a mixture of the two phases in the transition region. The growth of the Polyakov loop, between the two transitions, is related to the relative amount of time the simulation spends in the upper and lower levels seen in Figure 3. The parameter $p$ in (4.1) is then measured by

---

$^8$We also observed that the two-level feature of the transition becomes clearly visible only above $N \approx 30$, though the growth in the peak of the specific heat in Figure 2 is apparent for smaller $N$. 

---
the fraction of Monte Carlo time the system spends in the level $|P| \sim 0.5$ and is closely related to our observable $P$. In the transition region $P$ is surprisingly linear as seen in Figure 4. That the slope increases with increasing $N$ is inferred from the convergence of the two pseudo-critical temperatures shown in Figure 5. The linear behaviour of $P$ in the transition region is probably due to the exceptionally small temperature range over which the finite-$N$ transition occurs.

The fact that the two-level nature of the transition in this model only becomes apparent for rather large $N$ is not encouraging for numerical studies of more complicated models with fermions. However, the growth of the specific heat with $N^2$ was apparent for smaller $N$, as seen in Figure 2, suggesting it is useful to monitor this observable whenever possible if the nature of the transition is in question. Such issues might be problematic in the class of supersymmetric models especially the BMN model where a rich phase structure is expected.

In future work we plan to investigate the model for more general values of $\mu$. Also we plan to return to the study of the D0–D4 Berkooz-Douglas model [37–39]. It would be natural to perform a similar study to the current one for the bosonic version where one can investigate the effect of the fundamental degrees of freedom on the system. This model becomes especially interesting for $N_f = 2N$ whose supersymmetric version is the dimensional reduction to time of the superconformally invariant four-dimensional model. An initial study of this model was performed in [9] and the exceptional behaviour of $N_f = 2N$ was noted.
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