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Abstract

In this paper, we address the problem of the morphological analysis of an Arabic dialect. We propose a method to adapt an Arabic morphological analyzer for the Tunisian dialect (TD). In order to do that, we create a lexicon for the TD. The creation of the lexicon is done in two steps. The first step consists in adapting a Modern Standard Arabic (MSA) lexicon. We adapted a list of MSA derivation patterns to TD. The second step consists in improving the resulting lists of patterns and roots by using TD specific roots and patterns. The proposed method has been tested and has achieved an F-measure performance of 88%.

1 Introduction

The Arabic Dialect (AD) is a collection of spoken varieties of Arabic. It is used in everyday communication. So, it is so important to consider it in the new technologies like dialogue systems, telephone applications, etc. (Zribi et al., 2013). The majority of these applications need a morphological analysis to segment words and to exploit their morphological features.

Many important works have focused on the morphological analysis of the Arabic language, mainly on Modern Standard Arabic (MSA). AD has not received much attention due to the lack of dialectal tools and resources (Duh and Kirchhoff, 2005). However, there are differences between MSA and AD, they are considered as two related languages.

Therefore, we suggest in this paper to exploit and adapt an MSA morphological analyzer (MA) to Tunisian Dialect (TD). The adaptation is done in two steps. The first step is to adapt an MSA lexicon to TD and to improve the resulting lexicon with TD specific roots and derivation patterns. The second step is to integrate the resulting lexicon into the MSA morphological analyzer.

The paper has 5 main sections. Section 2 presents a lexical study of the TD. We present in section 3 an overview of previous works. We describe in section 4 our method for adapting MSA resources to TD. In section 5, we give the results of the system evaluation, and finally, we discuss some analysis errors.

2 TD lexical study

TD is characterized by a phonology, a morphology, a syntax and a lexicon which have differences and similarities compared to MSA and even to other Arabic dialects (Zribi et al., 2013). There are many regional varieties. In this paper, we focus on the standard TD (the dialect used in the media that is the most understood by all Tunisians).

2.1 STAC corpus presentation

In order to develop and test our method, we created the STAC corpus by recording and manually transcribing some radio and TV broadcasts. STAC corpus consists of 3 hours and 20 minutes of speech. The corpus relates to various fields: politics, health, social issues, religious issues and others. STAC corpus is composed of about 27,144 words. We used ¾ of the corpus for the training of our method. This portion of the corpus contains 443 distinct nouns and 235 distinct verbs. We used the rest of the corpus to test the performance of our system (see section 5). We used OTTA conventions (Zribi et al., 2013) while transcribing and annotating our STAC corpus. It is to be noted that we respect in this paper the OTTA conventions (Zribi et al., 2013) when writing examples of words in TD.

The Arabic derivation system consists to use a set of patterns and roots to generate words. To generate the word “بُ تِ كْ يَ وَ عُ الكَتِبَ he write”, we replace the r_i letters in the following pattern “yar[r_i][r_i][r_i]” with the letters of the root “ktb” by respecting the order of letters. (a,i,u) represent the Arabic short vowels. The Arabic orthographic transliteration used in this paper is presented in (Habash et al., 2007).


2.2 Classification of the TD lexicon

The linguistic study of the words composing our TD corpus shows that its lexicon can be classified into four classes. The first class (C1) includes words that are derived from MSA roots via the application of the derivation patterns of MSA. These patterns are generally modified compared to those of MSA. They witness small changes, mainly, in vowels and in some letters forming these patterns (some letters are added, deleted or modified). For example, the derivation patterns (بِفَظُلْ، *yir*<sub>r</sub>*r*<sub>g</sub>*f*<sub>3</sub>) and (بِفَظُلْ، *r*<sub>g</sub>*g*<sub>a</sub>*A*<sub>y</sub>*g*<sub>p</sub>) are the result of some changes of the pattern (بِفَظُلْ، *ygr*<sub>r</sub>*dgr*<sub>j</sub>*j*<sub>y</sub>) and the pattern (بِفَظُلْ، *r*<sub>g</sub>*g*<sub>a</sub>*Ar*<sub>y</sub>*g*<sub>p</sub>). This class presents 85.13% of our STAC corpus. The second class (C2) includes words that are derived from TD specific via the application of patterns following the MSA derivation patterns (the patterns used in (C1)). For example, the verb (بِفَظُلْ، *ynag*<sub>g</sub>ِژ، “he jumps”) is derived from the Tunisian root (بِفَظُلْ، *ngz*) and the pattern (بِفَظُلْ، *ygr*<sub>r</sub>*dgr*<sub>j</sub>*j*<sub>y</sub>). This class presents 8% of our STAC corpus. The third class (C3) includes words that are derived from the MSA roots with the application of TD specific patterns. These patterns do not match with MSA patterns. For example, the word (بِفَظُلْ، *qhw*<sub>a</sub>*Aj*<sub>jy</sub>ِ، “a water”) is derived from the MSA root (بِفَظُلْ، *ghw*) and the derivation pattern (بِفَظُلْ، *r*<sub>g</sub>*g*<sub>a</sub>*Aj*<sub>jy</sub>*<sub>y</sub>). This class presents 4.26% of our STAC corpus. The fourth class (C4) contains words which are derived from foreign languages specifically French. For example, the word (بِفَظُلْ، *ydw*<sub>î</sub>ِس، “he is having a douche”, “he is having a shower”). This class presents 2.62% of our STAC corpus.

From this study, we deduce that to create a TD lexicon, we should determine the list of TD patterns and apply them to the list of MSA roots, or determine the list of TD roots, and apply the patterns of the MSA to generate a TD lexicon.

3 Related works

Arabic dialects can be considered as under-resourced languages because of the absence of tools and resources. Therefore, we will study some works dealing with the automatic processing of under-resourced languages. Among these works, we cite the works of Borin (2002), Das and Petrov (2011), Lindstrøm and Müürisep (2009), Shalonova and Golénia (2010), etc. Some of these works ((Rambow et al, 2005), (Lindstrøm and Müürisep, 2009), (Das and Petrov, 2011), etc.) are based on resources and tools of cognate languages that are adapted for the processing the under-resourced language. Other works ((Yang et al., 2007), (Shalonova and Golénia, 2010), etc.) are based on a small amount of data for the analysis of under-resourced languages. Hana (2008) adopted this approach to propose a method for the morphological analysis of Czech language. He used a small list of words accompanied by information about their lemma and tags to develop a Guesser. The role of the Guesser is to deduce from a corpus the lemma-stem-paradigm candidates for each unknown word. These candidate paradigms are, then, validated and added to a lexicon. Hana (2008) utilized the resulting lexicon for developing a Czech MA. Some works have tackled the task of the morphological analysis of AD. The general idea of these works is to adapt existing tools designed for MSA. Among these works, we cite the work of Salloum and Habash (2011) and Almeman and Lee (2012) who added a list of dialectal affixes to two MSA MA (BAMA (Buckwalter, 2004) and Al-Khalil (Boudal et al, 2011)). Habash et al. (2012) transformed an Egyptian dialect lexicon into a tabular form that is compatible the MA SAMA (Graff et al., 2009). Habash and Rambow (2006) developed MAGEAD, a MA for the Arabic language and its dialects.

We propose in this work to adapt a MSA MA. We propose first to adapt an MSA lexicon to TD and to improve the resulting lexicon with TD specific roots and patterns. Then, we integrate the resulting lexicon into the MSA MA.

4 Adapting MSA resources to TD

Our goal in this paper is to develop a TD morphological analyzer taking advantage of the existing resources of the Arabic language. Like previous works on AD morphological analyzers, we propose to adapt an existing MA analyzer and to create the necessary resources for its adaptation. We do not limit to add dialectal affixes, but we propose to incorporate a lexicon to a MA for MSA. Given that we don’t have such a lexicon, we exploit the points of similarity between TD and MSA for its creation. First, we start from MSA lexicon to generate a small lexicon for the TD. We use this list for building a TD lexicon. The process of creation of TD lexicon is similar to the ending-based Guesser module of Hana (2008) that suggests a lemma-stem-paradigm candidate for each word in the corpus. Our method for building our TD lexicon is composed of
two main steps: the transformation of MSA patterns into TD patterns, and the extraction of TD specific roots and patterns. We detail in this section the different steps of our method. Then, we present the list of TD function words, affixes and clitics.

**Transformation of MSA patterns into TD patterns:** The first step of our method consists in determining from a set of MSA patterns the corresponding patterns in TD. Firstly, we classify the roots of the lexicon. Indeed, the Arabic roots can be classified according to several criteria: the number of root letters, the presence and the number of defective letters, etc. We adopt in our work the classification based on the presence and the number of defective letters. The study of TD morphology done by Ouherhani (2009) shows that the verbs belonging to the Mahmouz class (which includes the roots containing the letter ِ) share the same patterns and features and follow the same rules when they are transformed in TD. This deduction is also applicable to other root classes. For example, the verbs (عَمَيْلُ, ِبَدَأَلَّا, “he started”) and (مَلَأَلَّا, “he filled”) in MSA that have respectively the roots (عَمَيْلُ, ِبَدَلْا) and (مَلَأَلَّا, ِمْلَلْا) are transformed into (عَمَيْلُ, ِبَدَا) and (مَلَأَلَّا, ِمْلَا) in TD. These verbs follow the same derivation pattern in MSA (إِنَّ, ِبَرْكَرْيَ) as in TD (إِنَّ, ِبَرْكَرْيَ) keeping the same morphological features. For each class of roots and for each MSA pattern, we determine the corresponding TD derivation pattern(s) and, we update their lists of features. In the case of verbs, we determine for each person and for each aspect, the different patterns in TD. For example, the MSA pattern (إِنَّ, ِبَرْكَرْيَ) belonging to the Defective class (which includes the roots ending with defective letters) is transformed into (إِنَّ, ِبَرْكَرْيَ) in TD. In the case of nouns, we determine for each type (noun, adjective, etc.) and for each gender, the different patterns in TD. For example, for the Mahmouz class, the derivation pattern (فَلاَّ, ِبَرْكَرْيَ) in MSA is transformed to (فَلاَّ, ِبَرْكَرْيَ) in TD. The result of this step is a TD lexicon composed of 6,092 patterns (nominal and verbal) and 6,030 roots. Six hundred and fifty patterns were kept from the MSA lexicon during this step. This lexicon covers the first class (C1).

**Root and pattern extraction:** After converting MSA patterns to TD, the next step is intended to enhance the coverage of TD lexicon. This step is composed of two phases. The first phase consists in extracting TD specific roots. The aim of this step is to cover the second class (C2). We try to extract roots from a training corpus which contains specific TD words such as the verb (ُنَجِّي, ِنَجِّي, “he jumped”) and the noun (كَرْهَبَ, “a car”). To perform these tasks, we proceed as follows: We analyze all the words of the corpus using the lexicon generated in the first step. If there is no analysis, we try to extract roots for these words corresponding to patterns derived from the first step. The extracted roots are saved in a temporal list. If the frequency of a root is greater than two, we add this root to the lexicon. For example, using the verbal patterns (نِفَرْيَ, ِرَيَرْيَ) and (بَنَفَرْيَ, ِرَيَرْيَ), we can extract respectively the root (نِفَرْيَ, ِنَجِّي) and the root (نِفَرْيَ, ِنَجِّي) for the unrecognized word (نِفَرْيَ, ِنَجِّي).) Similarly, using the nominal patterns (مَيْلَتُيَلَّا, ِتُرْيَرْيَ) and (مَيْلَتُيَلَّا, ِتُرْيَرْيَ), we can extract respectively the root (مَيْلَتُيَلَّا, ِنَجِّي) and the root (مَيْلَتُيَلَّا, ِنَجِّي) for the unknown word (مَيْلَتُيَلَّا, ِتُرْيَرْيَ). The frequency of the root (نِفَرْيَ, ِنَجِّي) is equal to 2. So, we consider that the root of the words (نِفَرْيَ, ِنَجِّي) and (نِفَرْيَ, ِنَجِّي) is (نِفَرْيَ, ِنَجِّي). In the second phase, we adopt the same idea as in the first phase. It consists to extract TD specific patterns. We aim in this step to cover the third class (C3). We use in this phase the list of roots derived from the first step. The difference between the root extraction step and this step is the validation of generated patterns by an expert. The expert determines the morphological features corresponding to the patterns.

**Function words and affixes:** Based on our training corpus and the MSA lexicon, we determined the list of TD clitics and the list of function words. From the MSA lexicon, we determined the possible translations for each function word. We noted that some MSA function words are transformed into TD function word(s) and/or clitics but some others cannot be translated to TD. For example, the future particle (سَفِر, ِسَفِر, “I will”) can be translated to (شنَصَر, ِشَنَصَر, “I will”). However, the Arabic preposition (ذِخَر, ِذِخَر, “from”) keeps the same form in TD but in some cases it is transformed to a proclitic (ذِخَر, ِذِخَر, “from T”). Similarly, we determine from the MSA lexicon the possible translations for each affix and clitic. Some MSA clitics are transformed into TD function word(s) and/or clitics and some others don’t have an equivalent in TD. For example, the future prefix (ذِخَر, ِذِخَر, “I will”) is transformed in TD to (شنَصَر, ِشَنَصَر, “I will”). However, the interrogation prefix “ي” is transformed to a suffix (شَنَصَر, ِشَنَصَر, “what”). We note also the definition of many other affixes and clitics: such as the new form (ذِخَر, ِذِخَر, “him”) of the enclitic (ذِخَر, ِذِخَر, “him”)
“him”). We obtained 289 function words, and 66 affixes and clitics for the TD.

5 Implementation and evaluation

We have chosen the MSA MA Al-Khalil (Boudlal et al, 2011) to adapt it for analyzing TD. We selected Al-Khalil because it had been elated the best MA among ten morphological analyzers in a competition held in ALESCO in 2010. We also used its lexicon for generating the TD lexicon. It is composed of 7,503 roots and 3,681 unwoveled patterns. To enable Al-Khalil to analyze TD, we integrated the TD lexicon in its morphological analysis process. Moreover, we added new rules in the process of word tokenization (e.g. rules for segmenting the new enclitic “y”). We have corrected, also, some gaps in Al-Khalil (e.g. no difference between affixes and clitics in the segmentation process).

5.1 Results and discussion

To test the performance of our system, we used our training corpus STAC (see section 2.1). To our knowledge, there is no existing TD MA to compare with, we, therefore, used the MSA version of Al-Khalil as a baseline to compare the performance of our TD MA. The system’s performance is evaluated in two ways. Firstly, the system is tested according to the number of words recognized by the analyzer. We calculate the number of words for which the analyzer attributes at least one correct analysis. The objective of this evaluation is to measure the analyzer’s coverage of the different classes of the TD lexicon. To measure the correctness of the results given by our TD MA, we tried another evaluation. The system’s performance was evaluated with reference to the generated analysis. We calculated the number of correct analyses given for each word. An analysis is considered correct if all of its features (part-of-speech, mood, gender, number, root, pattern, etc.) are fully correct.

In the evaluation process, we calculated the performance of the system using the TD lexicon generated in the first step of our method. Then, we evaluated the system using the lexicon resulting from the second step. Table 1 shows the results of the evaluation.

|       | Baseline | Step 1 | Step 2 |
|-------|----------|--------|--------|
|       | Eval1    | Eval2  | Eval1  | Eval2  | Eval1 | Eval2 |
| Recall| 54%      | 70%    | 78%    | 86%    | 79%   | 89%   |
| Precision| 70%      | 65%    | 52%    | 60%    | 77%   | 80%   |
| F-measure| 54%      | 63%    | 67%    | 77%    | 78%   | 88%   |

Table 1: Evaluation results

The two evaluations processes show that the second step of creation of the lexicon has improved the result of the TD MA. First, we used the MSA version of Al-Khalil (Boudlal et al, 2011). We obtained an F-measure equal to 63%. This result justifies the importance of the shared part between MSA and TD. Then, the evaluation of the first step of our method shows an improvement in the results. Indeed, the system can cover 86% of the words of the test corpus. We obtained an improvement of about 14% in F-measure metric. Finally, the evaluation of the system by using the lexicon resulting from the second step shows also an improvement of results. We got an overall F-measure equal to 88%. The results show clearly that the extraction root and pattern module has an improvement effect (about 10%). The failure in the analysis of some words can be explained by the lack of some patterns and/or roots in the training corpus. In addition, the wrong extraction of roots presents another cause of analysis failure. Certainly, the errors generated by the step of extraction of roots were caused by the use of the same patterns for different root classes. As a consequence, the system proposed different roots for the same conjugated verb. Some incorrect roots were added to the lexicon. So these wrong roots increase the number of incorrect analyses of some words. For example, the extraction of roots module has extracted the root (َبِنَالْكَلِّ, ynggiz, “he jumps”) from the verbs (َبِنَالْكَلِّ, ynggiz, “he jumps”) and (َبِنَالْكَلِّ, ynggzul, “they jump”). This root is automatically added to the TD lexicon. We note that the root (َبِنَالْكَلِّ, yngg) is wrong. Other cases of failure were caused by the foreign origin of certain words (words derived from foreign languages such as French).

6 Conclusion

In this paper, we have proposed an original method to create a lexicon for TD. This method is based on two steps: the first step converts MSA patterns to TD ones; the second step extracts roots and patterns. The resulted lexicon was integrated in the Al-Khalil MA. This system has shown encouraging results (F-measure = 88.86%). As for our perspectives, we intend to extend the TD lexicon by covering words derived from foreign languages. Then, we plan to develop a module allowing the disambiguation of the output of the system by applying machine learning techniques.
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