Insulator Faults Detection in Aerial Images from High-Voltage Transmission Lines Based on Deep Learning Model
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Abstract: Insulator fault detection is one of the essential tasks for high-voltage transmission lines’ intelligent inspection. In this study, a modified model based on You Only Look Once (YOLO) is proposed for detecting insulator faults in aerial images with a complex background. Firstly, aerial images with one fault or multiple faults are collected in diverse scenes, and then a novel dataset is established. Secondly, to increase feature reuse and propagation in the low-resolution feature layers, a Cross Stage Partial Dense YOLO (CSPD-YOLO) model is proposed based on YOLO-v3 and the Cross Stage Partial Network. The feature pyramid network and improved loss function are adopted to the CSPD-YOLO model, improving the accuracy of insulator fault detection. Finally, the proposed CSPD-YOLO model and compared models are trained and tested on the established dataset. The average precision of CSPD-YOLO model is 4.9% and 1.8% higher than that of YOLO-v3 and YOLO-v4, and the running time of CSPD-YOLO (0.011 s) model is slightly longer than that of YOLO-v3 (0.01 s) and YOLO-v4 (0.01 s). Compared with the excellent object detection models YOLO-v3 and YOLO-v4, the experimental results and analysis demonstrate that the proposed CSPD-YOLO model performs better in insulator fault detection from high-voltage transmission lines with a complex background.
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1. Introduction

With the increasing demand for electrical energy, especially in the context of smart power grids, high-voltage transmission is becoming more and more important. As one of the most common and fault-prone components, the insulator plays an important role in mechanical support and electrical insulation during the operation of power grids [1,2], as shown in Figure 1a, where the insulator is encircled by a red rectangular box. However, due to insulator being exposed to the outdoor environment for a long time period, it is inevitable that a fault will occur [3]—a missing fault of an insulator is shown in Figure 1b. In addition, the occurrence of insulator faults is diverse and random, and in the event of an insulator fault, it will harm the safety and stable operation of the entire transmission line, and even cause huge economic losses to power grids. Consequently, in order to ensure the normal operation of power grids, insulator fault detection has become one of primary tasks for transmission lines’ intelligent inspection [4]. Traditional manual patrol is inefficient and wastes human resources, which has been gradually replaced by unmanned aerial vehicle (UAV) patrols [5,6], meaning that workers do not need to detect insulator faults along transmission lines by telescope. However, the complexity and variability of application scenarios have brought huge challenges to the automatic identification of insulator faults.
Many researchers used aerial images and traditional image processing technology to identify insulators and their faults [7–10]. Generally, traditional image processing algorithms segmented insulators through specific features (e.g., color, gradient, texture, shape, etc.), and then implemented fault detection through matching algorithms. However, these algorithms relied on manually designed classification features, and these manually designed features are not suitable for multi-scale detection in complex backgrounds. As the correlation features of insulators in aerial images are uncertain, the accuracy of traditional image processing algorithms is reduced.

In recent years, with the rapid development of deep learning theory, image processing methods based on deep neural networks have been widely used in the field of object detection and classification, which have several advantages over traditional image processing methods [11–15]. Object detection methods based on deep neural networks are composed of convolutional neural networks (CNN), which are capable of extracting image features automatically and learning from different environmental conditions. With the widespread application of CNN, deep learning methods overcome the limitations of the traditional image processing techniques, thus exhibiting high performance and greatly improving the accuracy of object detection [16–18]. In the task of object detection, the existing deep learning methods can be divided into two categories—one-stage networks and two-stage networks [19,20]. Two-stage networks are regional suggestion methods which have a region regarding the proposal of interest and a separate region regarding the classification of the object, firstly generating candidate regions of interest, and then carrying on with the classification of extracted features. Typical two-stage networks include regions with convolutional neural networks (R-CNN) [21], fast R-CNN [22], faster R-CNN [23], region-based fully convolutional networks (R-FCN) [24], Mask R-CNN [25], and so on. In some public datasets, the detection accuracy of two-stage networks is slightly higher than that of one-stage networks; however, the detection speed of two-stage networks is far inferior to that of one-stage networks. Therefore, one-stage networks, represented by You Only Look Once (YOLO) [26–29] and Single Shot multi-box Detector (SSD) [30], came into being. One-stage networks are end-to-end detection methods which can predict the classification probability and position information simultaneously. Due to the characteristics of the deep neural networks’ architecture, two-stage networks are superior compared to one-stage networks in terms of detection accuracy, while one-stage networks are much faster than two-stage networks in terms of detection speed. The real-time operation, limitations, and application scenarios of some representative object detection networks are summarized in Table 1.
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**Figure 1.** Insulator in transmission lines and missing fault of an insulator.

(a) Insulator in transmission lines.  
(b) Missing fault of insulator.
Table 1. The comparative analysis of some representative object detection networks.

| Algorithms      | Real-Time | Limitation                                                                 | Applicable Scenes              |
|-----------------|-----------|-----------------------------------------------------------------------------|--------------------------------|
| R-CNN           | No        | Detection is time-consuming and does not share features                     | Object detection               |
| Fast R-CNN      | No        | Extracting object candidate boxes is time-consuming                         | Object detection               |
| Faster R-CNN    | Poor      | Model is complex and the small target detection effect is not good           | Object detection               |
| R-FCN           | Poor      | Model is complex and large amount of calculation                            | Semantic segmentation          |
| Mask R-CNN      | Poor      | The cost of instance segmentation is expensive                               | Instance segmentation          |
| YOLO-v1         | Excellent | The locating error is large and the detection accuracy is low                | Object detection               |
| SSD             | Excellent | Recall of the model is low                                                  | Multi-scale detection          |
| YOLO-v2         | Excellent | The effect of small object detection is poor                                 | Object detection               |
| YOLO-v3         | Excellent | The detection accuracy needs to be improved                                  | High precision detection       |
| YOLO-v4         | Excellent |                                                                           |                                 |

With the continuous development of various hardware and parallel computing technologies, compared with the traditional image processing methods, the overall performance of image processing based on deep learning methods has greatly improved [31]. The application based on deep learning methods on insulator detection has become an important research issue for transmission lines' automatic inspection. Naturally, the existing one-stage networks can be adapted to insulators and their fault detection by a transfer learning strategy. Jiang et al. [32] proposed a new method based on multi-level perception for the detection of insulator faults. The detection model with a multi-level perception architecture was trained by an SSD algorithm, and then the well-trained deep learning model was utilized to detect insulator faults automatically. Experimental results demonstrate that the precision and recall of insulator fault detection under diverse background could reach 91.23% and 93.69%, which were obviously superior to those of the traditional image processing algorithms. In the work of [33], a novel intelligent monitoring system based on UAV and a deep learning model was proposed for transmission line inspection. Firstly, to solve the problem of lacking training samples, four component fault datasets were created for the training model. Then, multiple data augmentation techniques were adopted to deal with class imbalance. Finally, a deep learning model based on SSD was proposed for detecting small components and their faults. Experimental results reveal that the common component faults can be detected quickly and accurately by the proposed monitoring system. Although the detection speed of the SSD model has been greatly improved compared to the two-stage networks, the running time of SSD model is not as good as YOLO models [34]. In particular, YOLO-v2 and YOLO-v3 have a good effect on detection speed and accuracy, and have been widely used in the object detection field. In [35], a real-time detection model based on deep neural networks was proposed for the automatic detection of insulators. Firstly, aerial images captured by UAV were collected to create a dataset for training. Secondly, to avoid overfitting, data augmentation techniques were applied to enlarge the training set size. Finally, YOLO-v2 was utilized for insulator detection training and testing in aerial images. It is demonstrated from the experimental results that YOLO-v2 could detect insulators accurately and met the requirements for real-time application. Adou et al. [36] proposed a deep learning method for insulator bunch-drop detection. YOLO-v3 model was adopted to train an insulator dataset for insulator localization and fault detection. The experimental results show that the YOLO-v3 model could effectively localize insulators and detect their faults, and the speed of insulator detection could reach 45 frames per second. In the work of [37], a cascaded deep learning model was proposed to detect insulators and their missing faults. Firstly, an improved YOLO-v3 model based on the backbone network of Resnet 50 was employed to locate insulators. Then, the regions of located insulators were regarded as regions of interest (RoI) for missing fault detection. Finally, a YOLO-v3 tiny model was used to detect the missing faults of insulators in RoI. The experimental results demonstrate that the average running time of the proposed model could reach 30 ms per image, which had the potential for real-time fault detection from high-voltage transmission lines. In order to promote feature reuse and propagation, in the work of [38], dense blocks were adopted to YOLO-v3 for traffic sign detection in real scenes, and the average precision of the modified YOLO model could reach 95.92%.
In a word, the application of deep learning methods for insulator faults detection has very considerable prospects. However, there are several challenges for insulator fault detection in the inspection of transmission lines, including the lack of insulator fault images, aerial images with complex background interference, insulator faults being small compared with the size of the insulator, and so on. To solve the above issues, inspired by the work of [38] and YOLO models, this paper proposed a Cross Stage Partial Dense YOLOv3 (CSPD-YOLO) model for insulator fault detection in aerial images with complex backgrounds. A novel insulator faults dataset was created to solve the lack of insulator fault images. To improve feature reuse and propagation in the low-resolution feature layers, Cross Stage Partial Dense (CSPD) blocks were adopted to the feature extraction network of the CSPD-YOLO model. To obtain multi-scale features of insulator faults, a structure of feature fusion was adopted into CSPD-YOLO model. To improve the detection accuracy of insulator faults, an improved loss function and the k-mean++ clustering algorithm were adopted to the CSPD-YOLO model.

The rest of this paper is organized as follows: (1) Section 1 reports the existing works of insulators and their fault detection; (2) Section 2 details the modified network CSPD-YOLO model; (3) Section 3 gives experimental results and analysis; (4) and finally, Section 4 presents the conclusion of this paper.

2. Materials and Methods

YOLO-v3 is a one-stage network based on the method of regression to extract the features and directly predict and classify the input images; it not need to generate a large number of candidate windows compared with two-stage networks, and has excellent recognition speed and detection accuracy. Specifically, YOLO-v3 first resizes the input image to the 416×416 pixels fed into deep neural networks for training, and then divides the image into S×S grids, with each grid being responsible for predicting the object within it. The feature extraction network of YOLO-v3 is composed of Darknet-53 [39] and multi-scale feature fusion (26×26 feature maps are fused with 52×52 feature maps via up-sampling, similarly, the 13×13 feature maps are fused with the 26×26 ones via up-sampling). The detection accuracy can be greatly improved by the combination of the deep feature and the shallow feature.

Compared with most other object detection models, YOLO-v3 has the advantages of faster detection speed and higher detection accuracy, but it still has several challenges when directly applied for insulator detection in aerial images from transmission lines (e.g., missed detection in small object detection, insufficient extraction of low resolution feature, and Recall of the model is low, etc.). In order to solve the above issues, on the basis of YOLO-v3 and DenseNet, a Cross Stage Partial Dense YOLOv3 (CSPD-YOLO) model is proposed in this paper. The entire structure of the CSPD-YOLO model is shown in Figure 2, which is composed of a feature extraction network, feature pyramid network (FPN), and detection network. To promote feature reuse and propagation in the low-resolution feature layers, Cross Stage Partial Dense (CSPD) blocks were adopted to the feature extraction network of the CSPD-YOLO model. To obtain multi-scale features of insulator faults, a structure of feature fusion was adopted to the CSPD-YOLO model. To avoid gradient vanishing, three residual units were adopted in front of YOLO headers. To improve the detection accuracy of insulator faults, an improved loss function was adopted to the CSPD-YOLO model.
Figure 2. The entire structure of Cross Stage Partial Dense YOLOv3 (CSPD-YOLO) model.

2.1. The Feature Extraction Network of CSPD-YOLO Model

The network depth is very important to the performance of a deep learning model, which can extract efficient features for detection. However, the deeper the network layers, the more complex the detection network, and the deep learning model will quickly reach saturation with the deepening of network layers, resulting in gradient disappearance or explosion. In order to solve the degradation of the deep learning model, the Residual Network (ResNet) [40–42] and Dense Network (DenseNet) [43–45] were proposed to reduce the effect of gradient disappearance and explosion.

The ResNet structure in DarkNet-53 is composed of convolutional layers—(Conv) $1 \times 1$ and Conv $3 \times 3$. Specifically, the Conv $1 \times 1$ layer compresses the number of channels for the feature layer X, and then the Conv $3 \times 3$ layer is used to enhance feature extraction and expand the number of channels. Finally, the feature layer X and F(X) are connected by a shortcut and the feature layer H(X) is obtained, which can be defined in Formula (1).

$$H(X) = F(X) + X \quad (1)$$

The structure of ResNet can improve detection accuracy by increasing the depth considerably; at the same time, the internal residual unit uses shortcut connection to alleviate the gradient disappearance caused by increasing the depth of the deep learning model.

In deep neural networks, as the network layers deepen, the transmission of image features will gradually be weakened. To solve this problem, DenseNet was introduced to prevent the feature from disappearing, and thereby the performance of deep neural networks can be improved. The basic structure of DenseNet is shown in Figure 3, which uses a feed-forward manner to connect each layer to other layers; in other words, the $ℓ$th layer receives all the feature maps of the previous $ℓ-1$ layers as input:

$$X_ℓ = H_ℓ([X0, X1, \ldots, X_{ℓ-1}]) \quad (2)$$

In Formula (2), $X_ℓ$ denotes the output of $ℓ$th layer, $[X0, X1, \ldots, X_{ℓ-1}]$ represents the spliced feature maps of the previous $ℓ-1$ layers, and $H_ℓ(\cdot)$ refers to the non-linear trans-
form function composed of batch normalization (BN), the rectified linear unit (ReLU), and a convolutional layer (Conv). Generally, BN-ReLU-Conv (1 × 1) and BN-ReLU-Conv (3 × 3) are employed as transform functions.

Figure 3. The structure of the Dense Connected Neural Network (DenseNet).

In order to further improve the feature extraction network of YOLO-v3, DenseNet and Cross Stage Partial Network (CSPNet) [46] were introduced into YOLO-v3 in this paper. CSPNet is the backbone network of YOLO-v4, used to enhance the learning capacities of CNN, which reduces the computing bottleneck and memory cost while being lightweight. This paper applied the Cross Stage Partial Dense (CSPD) blocks to the DarkNet53 network and constructed a CSPD-YOLO model; the structure of CSPD blocks is shown in Figure 4. CSPD blocks divided the feature maps of the input feature layer into two parts, and then concatenated through the cross-stage hierarchical structure to reduce the amount of calculation while ensuring detection accuracy. Specifically, in Figure 4a, CSPD block1 is composed of two Conv 3 × 3, one Conv 1 × 1, four residual units, and four dense units, used to extract scale feature 52 × 52. Firstly, the input feature layer was 128 × 104 × 104, and then Conv 256 × 3 × 3/2 was used to reduce dimensions, and the feature maps 256 × 52 × 52 were obtained. Secondly, the network was divided into two parts: one part through Conv 256 × 3 × 3 to generate feature maps 256 × 52 × 52, and the other part through four residual units for feature extraction, the number of channels was adjusted to 128 by Conv 128 × 1 × 1, and then four dense units were used to continue extracting features to obtain feature maps 256 × 52 × 52. BN-ReLU-Conv 32 × 1 × 1 and BN-ReLU-Conv 32 × 3 × 3 were applied to each dense unit. Finally, the feature maps 256 × 52 × 52 of the two parts were concatenated as the output layer (256 × 52 × 52). Similarly, in Figure 4b, CSPD block2 is composed of two Conv 3 × 3, one Conv 1 × 1, and eight dense units, used to extract scale feature 26 × 26. Firstly, the input feature layer was 256 × 52 × 52, and then Conv 512 × 3 × 3/2 was used to reduce dimensions, and the feature maps 512 × 26 × 26 were obtained. Secondly, the network was divided into two parts: one part through Conv 512 × 3 × 3 to generate feature maps 512 × 26 × 26, the other part through Conv 256 × 1 × 1 to adjust the number of channels, and then eight dense units were used to extract feature to obtain feature maps 512 × 26 × 26. BN-ReLU-Conv 32 × 1 × 1 and BN-ReLU-Conv 32 × 3 × 3 were applied to each dense unit. Finally, the feature maps 512 × 26 × 26 of the two parts were concatenated as the output layer (512 × 26 × 26).
Figure 4. The structure of Cross Stage Partial Dense (CSPD) blocks.

The feature extraction network of the CSPD-YOLO model is shown in Table 2, which can be divided into six parts, as follows: (1) in the first part, the input feature layer was $3 \times 416 \times 416$, Conv $32 \times 3 \times 3$ was used for feature extraction, and the output feature layer $32 \times 416 \times 416$ was generated after the convolution operation; (2) one residual unit and three convolutional layers were employed in the second part—the input feature layer was $32 \times 416 \times 416$, Conv $64 \times 3 \times 3/2$, Conv $32 \times 1 \times 1$, and Conv $64 \times 3 \times 3$ were used to extract features, and the output feature layer $64 \times 208 \times 208$ was obtained after the convolution operation; (3) two residual units and five convolutional layers were used in the third part—the input feature layer was $64 \times 208 \times 208$, Conv $128 \times 3 \times 3/2$, Conv $64 \times 1 \times 1$, and Conv $128 \times 3 \times 3$ were employed for feature extraction, and the output feature layer $128 \times 104 \times 104$ was generated after the convolution operation; (4) 19 convolutional layers, four residual units, and four dense units were employed in the fourth part—the input feature layer was $128 \times 104 \times 104$, Conv $256 \times 3 \times 3/2$, Conv $128 \times 1 \times 1$, Conv $256 \times 3 \times 3$ and Conv $256 \times 3 \times 3$ were used for feature extraction, and the output feature layer $256 \times 52 \times 52$ was obtained after the convolution operation; (5) 19 convolutional layers and eight dense units were employed in the fifth part—the input feature layer was $256 \times 52 \times 52$, Conv $512 \times 3 \times 3/2$, Conv $256 \times 1 \times 1$, Conv $32 \times 1 \times 1$, Conv $32 \times 3 \times 3$, and Conv $512 \times 3 \times 3$ were used to extract features, and the output feature layer $512 \times 26 \times 26$ was obtained after the convolution operation; (6) 9 convolutional layers and four residual units were used in the last part—the input feature layer was $512 \times 26 \times 26$, Conv $1024 \times 3 \times 3/2$, Conv $512 \times 1 \times 1$, and Conv $1024 \times 3 \times 3$ were employed for feature extraction, and the output feature layer $1024 \times 13 \times 13$ was generated after the convolution operation.
Table 2. The feature extraction network of CSPD-YOLO.

| Type               | Filters | Size         | Output        |
|--------------------|---------|--------------|---------------|
| Convolutional      | 32      | 3 × 3/1      | 32 × 416 × 416|
| Convolutional      | 64      | 3 × 3/2      | 64 × 208 × 208|
| 1 × Convolutional  | 32      | 1 × 1/1      | 128 × 104 × 104|
| 1 × Residual       | 64      | 3 × 3/1      |               |
| 2 × Convolutional  | 128     | 3 × 3/2      |               |
| 2 × Convolutional  | 64      | 1 × 1/1      |               |
| 2 × Residual       | 128     | 3 × 3/1      |               |
| Convolutional      | 256     | 3 × 3/2      | 256 × 52 × 52 |
| 4 × Convolutional  | 128     | 1 × 1/1      |               |
| 4 × Residual       | 256     | 3 × 3/1      |               |
| 4 × Convolutional  | 32      | 1 × 1/1      |               |
| 4 × Convolutional  | 32      | 3 × 3/1      |               |
| Convolutional      | 512     | 3 × 3/2      | 512 × 26 × 26 |
| 8 × Convolutional  | 256     | 1 × 1/1      |               |
| 8 × Residual       | 32      | 3 × 3/1      |               |
| 8 × Convolutional  | 32      | 1 × 1/1      |               |
| Dense              | 32      | 3 × 3/1      |               |
| Convolutional      | 1024    | 3 × 3/2      | 1024 × 13 × 13|
| 4 × Convolutional  | 512     | 1 × 1/1      |               |
| 4 × Convolutional  | 1024    | 3 × 3/1      |               |
| 4 × Residual       | 1024    | 13 × 13      |               |

2.2. The Feature Pyramid Network of CSPD-YOLO Model

In the deep neural networks, the low-level (high-resolution) feature layer contains more detailed information, and the high-level (low-resolution) feature layer contains more semantic information. As the network layer gradually deepens, the detailed information continues to decrease, while the semantic information continues to increase. To achieve multi-scale object detection, the feature pyramid network (FPN) fuses high-level semantic information with low-level detailed information of different layers, which can improve feature extraction capabilities and the detection accuracy of small objects.

To obtain multi-scale semantic information of insulator faults, motivated by the works of [47–49], a structure of the feature pyramid network was adopted in this paper, as shown in Figure 5. The multi-scale prediction process of insulator faults is as follows: firstly, the large feature layer (LFL0) 256 × 52 × 52, medium feature layer (MFL0) 512 × 26 × 26, and small feature layer (SFL0) 1024 × 13 × 13 were effective feature layers extracted from the backbone network of the CSPD-YOLO model. Secondly, the feature layer SFL1 was obtained after the convolution operation of feature layer SFL0, and then feature layer SFL1 was fused with feature layer MFL0 via up-sampling to generate feature layer MFL1, while the feature MFL1 was fused with feature layer LFL0 via up-sampling to obtain feature layer LFL1. Finally, feature layer LFL2 was obtained after the convolution operation of feature layer LFL1, and then the feature layer LFL2 was fused with feature layer MFL1 via down-sampling to generate feature layer MFL2, while the feature layer MFL2 was fused with feature layer SFL1 via down-sampling to obtain feature layer SFL2. The feature layers LFL2, MFL2, and SFL2 were connected to three residual units for multi-scale prediction,
respectively. Feature reuse was further realized by the top-down and bottom-up feature fusion strategies, which can effectively improve the prediction accuracy of insulator faults. The parameters of three residual units are shown in Table 3.

Table 3. The parameters of three residual units.

| Feature Layer Type | Filters | Size | Output |
|--------------------|---------|------|--------|
| 3× Large Convolutional | 128 | 1×1/1 | 13×13 × 26×26 |
| 3× Large Residual | 256 | 3×3/1 | 3×26×26 |
| 3× Medium Convolutional | 256 | 1×1/1 | 3×52×52 |
| 3× Medium Convolutional | 512 | 3×3/1 | 512×26×26 |
| 3× Small Convolutional | 512 | 1×1/1 | 3×1024 |
| 3× Small Convolutional | 1024 | 3×3/1 | 1024×13×13 |

2.3. Improved Loss Function of CSPD-YOLO Model

Intersection over union (IoU) is one of the most commonly used evaluation criteria for current deep neural networks, denoted by the overlap ratio between the predicted box and the ground truth. The complete intersection over union (CIoU) [50] was adopted to replace mean square error in this paper, and the loss function of CSPD-YOLO model was defined in Formula (3), which was divided into three parts: the CIoU loss function \( L_{\text{CIoU}} \), confidence loss function \( L_{\text{conf}} \), and classification loss function \( L_{\text{cls}} \). The CIoU loss function \( L_{\text{CIoU}} \), confidence loss function \( L_{\text{conf}} \), and classification loss function \( L_{\text{cls}} \) are defined in Formulas (4)–(6), respectively.

\[
L_{\text{conf}} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{ij}^{\text{obj}} [C_{ij} \cdot \log(\overline{C}_{ij}) + (1 - C_{ij}) \cdot \log(1 - \overline{C}_{ij})] \\
+ \lambda_{\text{noobj}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{ij}^{\text{noobj}} [C_{ij} \cdot \log(\overline{C}_{ij}) + (1 - C_{ij}) \cdot \log(1 - \overline{C}_{ij})]
\]  

\[
L_{\text{cls}} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{ij}^{\text{obj}} [\log(C_{ij}) + \log(1 - C_{ij})]
\]

Figure 5. The structure of feature pyramid network.
Specifically, in Formulas (3)–(6), $S^2$ denotes the number of grids in the image, and $B$ refers to the number of bounding boxes generated by each grid. $\rho^2$ is the Euclidean distance between the center point of the predicted box and ground truth, and $m$ is the diagonal distance of the smallest closure area that contains both the predicted box and the ground truth. $(\overline{w}, \overline{h})$ is the width and height of the predicted box, and $(w, h)$ is the width and height of ground truth. $1_{ij}^{cbj}$ denotes whether an object falls in the $j$th predicted box of grid $i$. $c_{ij}$ and $C_{ij}$ are the predicted confidence and true confidence, and $P_{ij}(c)$ and $\bar{P}_{ij}(c)$ are the predicted probability and true probability of object classification, respectively.

3. Experiments Results and Discussion

In this paper, the proposed model was verified under the experimental conditions including a Windows 10 PC with Intel(R)-i9 processor, a CPU at 3.60 GHz, 32 GB RAM, and the NVIDIA GeForce GTX 3080 with 10 GB memory. The relevant hardware and software environment is presented in Table 4.

| Parameters                          | Configuration                                      |
|-------------------------------------|----------------------------------------------------|
| CPU                                 | Intel(R) Core(TM) i9-9900K, CPU/3.60 GHz           |
| GPU                                 | Nvidia GeForce GTX 3080/10 GB                      |
| Accelerated Environment             | CUDA 11.1, cuDNN 8.0.5                             |
| Visual Studio Framework             | Open CV 3.4.0, Visual Studio 2017                  |
| Training Framework                  | Dark-net                                           |

3.1. Data Processing

To the best of our knowledge, there is no standard dataset for insulator fault training and testing. Since aerial images of insulator faults are rare and not easy to collect, in order to obtain as many insulator faults images as possible, on the basis of the Chinese Power Line Insulator Dataset (‘CPLID’) [51], the simulated insulator faults samples were created by the use of the software Photoshop, which was used to erase the normal insulator strings and replace them with their nearby pixels. The samples of insulator faults with diverse scenes are shown in Figure 6.

![Simulated samples of insulator faults](image_url)

Figure 6. The simulated samples of insulator faults with diverse scenes.

Specifically, 1331 simulated insulator fault images were collected using the above method. Then, the faults’ position on the insulator in the aerial images were labeled by the tool Label-Image. Finally, an insulator faults dataset named ‘InSF-detection’ (Insulator...
Fault, InSF) was established including 1331 aerial images with 2104 faults in total. We randomly selected 809 aerial images as the training set, and designated the other 522 aerial images as the testing set; detailed information regarding the ‘InSF-detection’ dataset is shown in Table 5.

Table 5. The detailed information of ‘InSF-detection’ dataset.

| Number of Images | Training Set | Testing Set | Image Size | Number of Faults |
|------------------|--------------|-------------|------------|-----------------|
| 1331             | 809          | 522         | 416 × 416  | 2104            |

3.2. Anchor Boxes Clustering

Generally, in the YOLO-v3 model, the k-means clustering algorithm is used to cluster analysis on the labeled boxes of the COCO dataset. However, the k-means clustering method has large randomness in the selection of initial clustering points. In this paper, the k-means++ clustering algorithm was adopted to clustering analysis on the dataset of ‘InSF-detection’, and the relationship curve between cluster center k and the average IoU is shown in Figure 7. It can be seen from Figure 7 that the average IoU becomes more and more stable with the increase in k values; when k = 9, the average IoU is 89.13%, and the average IoU varies slowly when the number k is bigger than 9. Finally, the clustering center k was set as 9 for dataset ‘InSF-detection’, and the initial anchor boxes for insulator faults detection were obtained as follows: (17, 13), (23, 15), (20, 17), (25, 17), (21, 21), (24, 19), (26, 23), (23, 26), and (30, 28), respectively.

![Figure 7. The clustering results on dataset ‘InSF-detection’.

3.3. Quantitative and Qualitative Analysis

In this paper, to test and verify the feasibility of the CSPD-YOLO model for insulator fault detection, experiments were conducted on YOLO-v3, the model in the literature [38] (two Dense blocks were added to the backbone network of YOLO-v3), YOLO-v4, and the CSPD-YOLO model. To perform a fair comparison, the four network models were trained and tested on the dataset ‘InSF-detection’. In the field of machine learning, four common types are used to evaluate binary classification model, including true positive (TP), false positive (FP), true negative (TN), and false negative (FN), which are defined in Table 6.

Table 6. The definition of TP, FP, TN, and FN.

| Ground Truth | Predicted | Definition |
|--------------|-----------|------------|
| Positive     | Positive  | TP         |
| Positive     | Negative  | FP         |
| Negative     | Positive  | TN         |
| Negative     | Negative  | FN         |
The average precision (AP), precision (P), recall (R), F1 score, and running time are employed to evaluate performances of the compared networks: YOLO-v3, method in the literature [38], YOLO-v4, and CSPD-YOLO model. The precision (P), recall (R), and F1 score are defined in Formulas (7)–(9), respectively. The P–R curve is composed of precision (P) and recall (R), taking recall (R) as the x-axes and precision (P) as the y-axis. AP is the closure area of the P–R curve, which is defined in Formula (10).

\[
P = \frac{TP}{TP + FP} \quad (7)
\]

\[
R = \frac{TP}{TP + FN} \quad (8)
\]

\[
F1 = \frac{2 \times P \times R}{P + R} \quad (9)
\]

\[
AP = \int_{0}^{1} P(R) dR \quad (10)
\]

The experimental effects of different networks for insulator fault detection are listed in Table 7, and the P–R curves of the proposed network and the compared networks (YOLO-v3, the model in the literature [38], and YOLO-v4) are shown in Figure 8, which were conducted on the testing set of 'InSF-detection'. Specifically, the average precision (AP) values of the four network models were YOLO-v3 (93.31%), the literature model [38] (95.07%), YOLO-v4 (96.38%), and the CSPD-YOLO model (98.18%), and the AP of the CSPD-YOLO model was 4.9%, 3.1%, and 1.8% higher than that of YOLO-v3, the literature model [38], and YOLO-v4, respectively. The precision (P) values of the four network models were YOLO-v3 (94%), the literature model [38] (97%), YOLO-v4 (98%), and the CSPD-YOLO model (99%), and the precision (P) of the CSPD-YOLO model was 5%, 2%, and 1% higher than that of YOLO-v3, the literature model [38], and YOLO-v4, respectively. The recall (R) values of the four network models were YOLO-v3 (94%), the literature model [38] (95%), YOLO-v4 (95%), and the CSPD-YOLO model (98%), the recall (R) of the CSPD-YOLO model was 4%, 3%, and 3% higher than that of YOLO-v3, the literature model [38], and YOLO-v4, respectively. The F1 score values of the four network models were YOLO-v3 (94%), the literature model [38] (96%), YOLO-v4 (97%), and the CSPD-YOLO model (99%), and the F1 score of the CSPD-YOLO model was 5%, 3%, and 2% higher than that of YOLO-v3, the literature model [38], and YOLO-v4, respectively. Based on the values of average precision (AP), precision (P), recall (R), and F1 score, it is proved that the proposed CSPD-YOLO model is superior to the compared networks. The running times of the networks were YOLO-v3 (0.01 s), the literature model [38] (0.011 s), YOLO-v4 (0.01 s), and the CSPD-YOLO model (0.011 s), and it can be concluded that the proposed CSPD-YOLO model can run in real time. Consequently, as it achieves a good trade-off between average precision (AP), precision (P), recall (R), F1 score, and running time, the proposed CSPD-YOLO model may be more advantageous than YOLO-v3, the literature model [38], and YOLO-v4.

Table 7. The experimental effects of different networks.

| Networks    | AP     | Precision | Recall | F1 Score | Running Time (s) |
|-------------|--------|-----------|--------|----------|------------------|
| YOLO-v3     | 93.31% | 94%       | 94%    | 94%      | 0.01             |
| Literature  | 95.07% | 97%       | 95%    | 96%      | 0.011            |
| YOLO-v4     | 96.38% | 98%       | 95%    | 97%      | 0.01             |
| CSPD-YOLO   | 98.18% | 99%       | 98%    | 99%      | 0.011            |
Moreover, the aerial images used for the dataset ‘InSF-detection’ include diverse background interference in order to evaluate the performance of insulator fault detection. The experimental results with different scenes analyzed by the CSPD-YOLO model are shown in Figure 9a–e; in each figure, the pink rectangular box is used to locate the position of the insulator faults. Specifically, Figure 9a–c present the experimental results with one-fault or multiple fault in scenes of rivers, vegetation, and power towers, respectively. As the backgrounds of rivers and vegetation are simple, the insulator faults in Figure 9a,b were easily detected by the CSPD-YOLO model. Although the background of power towers is complex in Figure 9c, all the faults were accurately detected by the proposed CSPD-YOLO model. Figure 9d demonstrates the experimental scene with occlusion of insulator strings, and Figure 9e exhibits the experimental scene with the insulator’s color being similar to the background. It is difficult to achieve effective insulator fault detection using traditional image processing methods in these cases; however, as can be seen from Figure 9d,e, all the insulator faults were accurately detected by the CSPD-YOLO model. Therefore, the experimental results from Figure 9 reveal that the proposed CSPD-YOLO model can obtain good efficacy in the detection of insulator faults in aerial images with the interference of complex backgrounds.

(a) Experimental scene with river in the background.

Figure 9. Cont.
To further verify the effectiveness and robustness of the proposed CSPD-YOLO model, several typical aerial images were selected to exhibit the visualization performance of the CSPD-YOLO model. The experimental results with different scenes conducted by the CSPD-YOLO model are shown in Figure 9.

**Figure 9.** Experimental results with different scenes conducted by the CSPD-YOLO model.
YOLO-v3, the literature model [38], YOLO-v4, and the CSPD-YOLO model; as shown in Figures 10–12, the positions of insulator faults were located by pink rectangular boxes. Specifically, the experimental results with a river background are shown in Figure 10; since the insulator faults are relatively small, only two insulator faults were detected by YOLO-v3 (Figure 10a), the model in the literature [38] (Figure 10b), and YOLO-v4 (Figure 10c), while all of the insulator faults were correctly detected by the CSPD-YOLO model (Figure 10d). Figure 11 demonstrates the experimental results with the background of trees; although the background is complex, all of the insulator faults were detected by the CSPD-YOLO model (Figure 11d), while two insulator faults were detected by YOLO-v3 (Figure 11a) and the literature model [38] (Figure 11b), and three insulator faults were detected by YOLO-v4 (Figure 11c). The experimental results with a power tower background are shown in Figure 12; due to the color of background being similar to that of the insulator and the power tower background being complex, two insulator faults were detected by YOLO-v3 (Figure 12a), three insulator faults were detected by the literature model [38] (Figure 12b) and YOLO-v4 (Figure 12c), while all of the insulator faults were detected by the CSPD-YOLO model (Figure 12d). Consequently, compared with YOLO-v3, the literature model [38], and YOLO-v4, the proposed CSPD-YOLO model performs better for insulator fault detection in aerial images with complex backgrounds.

It can be concluded that the proposed CSPD-YOLO model has advantages in insulator fault detection in inspection images with complex backgrounds and small objects. In future study, the CSPD-YOLO model will be utilized in UAV for fault detection in the automatic inspection of high-voltage transmission lines, and the CSPD-YOLO model will be extended into the detection of other component faults (e.g., missing anti-vibration hammers, breakage in power lines, missing metal fittings, etc.) in the inspection of high-voltage transmission lines.

![Figure 10. Cont.](image-url)
(c) YOLO-v4. (d) CSPD-YOLO.

**Figure 10.** Experimental results of insulator fault detection with a river background.

(a) YOLO-v3. (b) Literature [38].

(c) YOLO-v4. (d) CSPD-YOLO.

**Figure 11.** Experimental results of insulator fault detection with a background of trees.
4. Conclusions

This study presented a modified YOLO-v3 detection model for insulator fault detection in aerial images. Firstly, a novel dataset named ‘InSF-detection’ was established, consisting of 1331 aerial images with one fault or multiple faults. Secondly, to achieve insulator fault detection in aerial images with complex backgrounds, on the basis of the YOLO-v3 model, Cross Stage Partial Network, and DenseNet, a Cross Stage Partial Dense YOLOv3 (CSPD-YOLO) model was proposed in this paper. CSPD blocks were adopted into the feature extraction network to increase feature reuse and propagation in the low-resolution feature layers, a structure of feature fusion was adopted into the CSPD-YOLO model to obtain multi-scale features of insulator faults, and an improved loss function and the k-mean++ clustering algorithm were adopted into the CSPD-YOLO model to improve the detection accuracy of insulator faults. Finally, the proposed CSPD-YOLO model, YOLO-v3, the model in the literature [38], and YOLO-v4 were carefully trained and tested on the established dataset. Experiments on insulator fault detection were conducted on the ‘InSF-detection’ dataset, and experimental results of the compared models showed that the average precision (AP) values of YOLO-v3, the literature model [38], YOLO-v4, and the CSPD-YOLO model were 93.31%, 95.07%, 96.38%, and 98.18%, respectively, proving that the proposed CSPD-YOLO model was superior to YOLO-v3, the model in the literature [38], and YOLO-v4. In addition, in the CSPD-YOLO model, the values of precision (P), recall (R),
and F1 score were higher than those of the compared models. The average detection time of the CSPD-YOLO model (0.011 s) was slightly longer than that of YOLO-v3 (0.01 s) and YOLO-v4 (0.01 s); however, the proposed CSPD-YOLO model could still be applied for the real-time detection of insulator faults with diverse scenes. Consequently, the CSPD-YOLO model achieved good performance in insulator fault detection amid diverse background interference.

In future studies, the proposed CSPD-YOLO model will be utilized in UAV for the detection of on-line faults on high-voltage transmission lines.
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