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ABSTRACT
Whereas conventional state-of-the-art image processing systems of recording and output devices almost exclusively utilize square arranged methods, biological models, however, suggest an alternative, evolutionarily-based structure. Inspired by the human visual perception system, hexagonal image processing in the context of machine learning offers a number of key advantages that can benefit both researchers and users alike. The hexagonal deep learning framework Hexnet leveraged in this contribution serves therefore the generation of hexagonal images by utilizing hexagonal deep neural networks (H-DNN). As the results of our created test environment show, the proposed models can surpass current approaches of conventional image generation. While resulting in a reduction of the models’ complexity in the form of trainable parameters, they furthermore allow an increase of test rates in comparison to their square counterparts.
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1. INTRODUCTION AND MOTIVATION

While the structure and functionality of artificial neural networks is inspired by biological processes, they are also limited by their underlying structure. Due to the current state of the art of recording and output devices, mostly square structures are used, which also significantly restrict subsequent image processing systems [1].

With the advancements of recent years, machine learning and deep neural networks (DNN) are becoming increasingly important. In order to meet the ever-increasing demands of more complex problems and systems, novel application areas and larger data sets are being investigated and developed [2]. Entailing their steadily increasing diversity [3], novel architectures for artificial neural networks emerge that exceed and even supersede conventional Cartesian-based approaches, including spherical and non-Euclidean manifolds [4].

In comparison to the current state of the art, the human visual perception system suggests an alternative, evolutionarily-based structure. To allow an efficient processing of incoming signals [3], the retina of the human eye displays a particularly strong hexagonal arrangement of sensory cells [6]. The image in the visual cortex is following the reduction of the perceived information to the nerve fibers projected retinotopic, whereas neighboring structures are preserved and processed through the following areas of the brain [7].

The rise and advancement of hexagonal structures and image processing systems emerges therefore as an evolutionarily motivated approach. Following this principle, hexagonal structures (Fig. 1) feature a number of decisive advantages. These include, inter alia, the homogeneity of the hexagonal lattice format, whereby the equidistance and uniqueness of neighborhood as well as an increased radial symmetry are given. Together with a by 13.4 % increased transformation efficiency, hexagonal representations allow the storage of larger amounts of data on the same number of sampling points [8]. Moreover, they result in a reduction of computation times, less quantization errors, and an increased efficiency in programming [9].

1.1. Application areas and related work

Prominent application areas of hexagonal image processing systems often originate from the research fields of observation, experiment, and simulation in ecology [10], the design of geodesic grid systems [11], sensor-based image processing and remote sensing [12], medical imaging [13], and image synthesis [14]. First experimental results for supply demand forecasting [15] and the analysis of atmospheric telescope data for event detection and classification [16] explain the need for novel generative approaches within these emerging application areas.

In the context of hexagonal image processing and deep learning based systems, this entails not only principles from both domains, but also the development of operations and layers for hexagonal models [17] as well as the underlying addressing scheme and the following processing steps.
1.2. Contribution of hexagonal image generation

This contribution is meant as a general application-oriented approach to hexagonal image generation by synthesizing the advantages of the research fields of hexagonal image processing with deep learning. Following, the by Schlosser et al. [18] introduced hexagonal deep learning framework Hexnet will therefore be utilized as a first approach to hexagonal image generation using hexagonal deep neural networks.

As of the current state of art, true hexagonal images have to be captured using a hexagonal sensor. However, the corresponding hardware is either rare or limited in its applicability. Suitable alternatives include therefore the transformation or synthesis of hexagonal images [17]. While hexagonal approaches for image generation can benefit both researchers and users alike, we will provide the necessary tools to ease the application, development, and evaluation of said approaches. The related developed architectures, procedures, and test results are made publicly available and are found on the project page of Hexnet1.

2. FUNDAMENTALS AND METHODS

As an essential element of hexagonal image processing systems, the underlying addressing scheme for transformation and visualization as well as the the necessary related processing steps have to be determined. Following, we will introduce our hexagonal addressing scheme as identified for its applicability. Based on the proposed architecture, we will then introduce the principles of hexagonal deep learning.

2.1. The hexagonal addressing scheme

Currently deployed hexagonal addressing schemes are often inspired by the so-called 1-D spiral architecture addressing scheme (SAA) [19], which established itself as the preferred addressing scheme for hexagonal image processing systems. However, one drawback of SAA originates from the reduced locality and increased complexity when transforming square images into a hexagonal representation. Pseudohexagonal addressing schemes are in contrary easier to implement [20].

This contribution leverages a hybrid approach that combines a 1-D linewise architecture with SAA (Fig. 2). Following the hexagonal addressing scheme, the from the construction process derived hierarchical hexagonal structures are exploited based on the properties of their pyramidal decompositions, also called septrees or Hexarrays. To allow an efficient implementation of the pseudohexagonal addressing scheme, the shifted Cartesian coordinates are stored for every second row [21]. For transformation, the Hexarray is centered over the given image and interpolated using either nearest-neighbor, bilinear, bicubic, or more complex interpolation approaches, such as hexagonal splines [21].

2.2. Conventional and hexagonal deep neural networks

Whereas conventional deep neural networks are almost exclusively subdivided based on square lattice formats, hereinafter referred to as square DNNs (S-DNN), they are often divided into a set of alternating layers, which consist of convolutional, pooling, and fully connected layers. Following this principle, hexagonal deep neural networks (H-DNN) are based on the introduced hexagonal addressing scheme.

2.3. Assessing the quality of hexagonal representations

To quantify the information content and image quality of square and hexagonal lattice format based representations, the hereinafter so-called transformation efficiencies are obtained [18]. Given the original square lattice format based image \( S \) and its hexagonally sampled image \( H \), the absolute error is derived by weighting the from projection of \( S \) onto \( H \) obtained subareas \( a \in A \) in subpixel resolution. Following this principle, the computation of the mean squared error (MSE) is shown in (1), whereas the subareas area is denoted by \( |a| \).

\[
MSE = \frac{1}{|A|} \sum_{a \in A} |a| \cdot [S(a) - H(a)]^2 \tag{1}
\]

1https://github.com/TSchlosser13/Hexnet
Fig. 3: Exemplary models for hexagonal image generation. a) Hexagonal Deeply Stacked Residual What-Where Autoencoder (H-SWWAE). b) Hexagonal Auxiliary Classifier Generative Adversarial Network (H-ACGAN).

3. IMPLEMENTATION OF THE HEXAGONAL DEEP LEARNING FRAMEWORK

To allow the utilization of hexagonal deep learning models, we based our framework on the currently most commonly in research and application deployed machine learning framework TensorFlow² with Keras as its front end.

3.1. Hexagonal layers

Hexagonal layers for H-DNNs encompass as compared to conventional DNNs not only hexagonal equivalents for convolutional and pooling layers, but also, e.g., dense and batch normalization layers. Since hexagonal kernels are based on the introduced hexagonal addressing scheme, especially convolutional layers and their inverse are implemented intuitively by shifting SAA over the given input. The hexagonal pooling layer is then either realized based on conventional pooling operations or as inspired by the scaling of Hexarrays [5], whereas the sub-Hexarray orders are given by the proposed addressing scheme. To solve the from two different sub-Hexarrays resulting offset mapping with or without strides corresponding to the current offsets, the mapping problem has to be approached in a more general manner. The mapping-based linear assignment problem is then solved by minimizing the resulting $\ell^2$ norm based cost [18].

3.2. Models for hexagonal image generation

The in this contribution proposed models for hexagonal image generation are divided into two groups: a) H-DNNs for square lattice format based images and b) hexagonal lattice format based ones. Former include therefore conventional square data sets, while latter include transformed, synthesized [17], or true hexagonal images [16].

---

²https://www.tensorflow.org/, version 2.1.0
### 4. RESULTS, EVALUATION, AND DISCUSSION

Current research that tries to combine principles from the domain of hexagonal image processing with machine learning often only provides application-specific test results with data which were either synthesized or captured using a hexagonal sensor. However, this contribution aims to provide a more general evaluation by assessing the quality of different S- and H-DNN models with square and hexagonal images.

#### 4.1. Square and hexagonal deep neural networks

To enable a comparison of different S- and H-DNN models, we deployed two different kernel sizes for all convolutional layers and tested them against various data sets with an initial image resolution of \(32 \times 32\) square and \(34 \times 30\) hexagonal pixels. The realized architecture configurations for 10 classes are shown in Tables 1 and 2, resulting in 251,931 and 195,946 (S- and H-SWWAE) as well as 1,149,603 and 1,123,706 (S- and H-ACGAN) trainable parameters respectively. In comparison to the layer configurations as given by the original authors for both S-DNNs, the deployed kernel sizes were therefore substituted as shown. Our proposed training setup includes: the Glorot initializer for weight initialization, the Adam optimizer with a learning rate of 0.0002 and exponential decay rates of 0.5 and 0.999, as well as a batch size of 100. The SWWAE models were then trained by deploying the MSE-based transformation efficiency in (1) as loss function.

#### 4.2. Quality assessment

To assess the quality of the generated images, we evaluated the CIFAR-10, COIL-100, and MNIST data sets using their given data set split ratios. Our S- and H-SWWAE as well as S- and H-ACGAN test results after 100 epochs of training are shown in Fig. 4. For the differences in image quality of square and hexagonally generated images, the transformation efficiencies for the respective data sets are shown in Table 3 using the peak signal-to-noise ratio (PSNR). These results were obtained by comparing the original square lattice format based images with the generated hexagonal ones. Whereas a comparison of all test results for the given models and their proposed hexagonal equivalents reveals increased efficiencies for both hexagonal models, they also result in a reduction of trainable parameters. The hexagonal models enable therefore the reduction of the models’ complexity, while hexagonal layers can furthermore improve image quality.

#### 5. CONCLUSION AND OUTLOOK

Our test results highlight that H-DNNs for hexagonal image generation can outperform conventional DNNs, whereas an increase in test rates and the reduction of trainable parameters demonstrates their benefits. Future deep learning models can form the hexagonal equivalents to conventional DNNs, as further novel and application-specific models and data sets have to be developed and investigated.
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