Analysis of the Underwater Wireless Optical Communication Channel Based on a Comprehensive Multiparameter Model
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Abstract: A comprehensive multiparameter model is proposed for underwater wireless optical communication (UWOC) channels to integrate the effects of absorption, scattering, and dynamic turbulence. The simulation accuracy is further improved by the combined use of the subharmonic method and the strict sampling constraint method by comparing the phase structure function with the theoretical value. The average light intensity and scintillation index are analyzed using the channel parameters of absorption, scattering, turbulence, flow velocity, and transmission distance. Under weak or medium turbulence, the bit error rate (BER) performance can be effectively improved by increasing the transmitting light power. The power penalty of a 50 m UWOC channel is 5.8 dBm from pure seawater to ocean water and 1.0 dBm from weak turbulence to medium turbulence, with the BER threshold of 10−6.
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1. Introduction

Underwater wireless optical communication (UWOC) technology has attracted much attention because of its high transmission data rate, low link delay, high communication security, and low implementation costs [1–3]. In recent years, experimental UWOC systems have achieved data rates of Gbps and distances of tens of meters based on laser sources and advanced modulation formats [4–10]. However, several challenges remain regarding UWOC. The optical signal suffers from severe attenuation and multipath fading caused by absorption and scattering effects even though the transmission wavelength has been selected within the blue and green spectrum window [11]. Moreover, the optical signal is less tolerant to water turbulence than the traditional radio-frequency signal [12], which limits the communication performance in real seawater environments.

Several models have been developed to analyze the optical characteristics of the UWOC channel. The Beer–Lambert law is the most widely used theoretical basis by which to model the absorption and scattering effects as exponential attenuation [1]. To take into account the extra influence of scattered light on the total received light, the radiative transfer equation (RTE) is employed to generate the beam spread function [13]. However, it is difficult to determine an exact analytical solution for the RTE; only approximate solutions can be derived, and temporal distribution information is lost in this process. In contrast to analytical solutions for the RTE, numerical solutions have been proved to provide a more complete description of a light beam along the channel [14]. The optical path loss due to absorption and scattering effects in different water types has been calculated by a numerical RTE solution [15]. The Henyey–Greenstein scattering phase function has been
applied in the RTE to analyze the spatial spreading and temporal broadening characteristics of the light beam with the change of seawater attenuation coefficients [16].

The above models can only analyze absorption and scattering effects in the steady water link. Besides, the turbulence-induced-scintillation of the optical signal is a common issue during underwater light transmission. Turbulence, which is caused by random variations in pressure, temperature, and salinity, is characterized as refractive index fluctuations and can severely distort the propagating light and considerably degrade the bit error rate (BER) performance of a UWOC system. However, the impact of the underwater turbulence has been ignored in many previous studies [1]. In recent years, the Kolmogorov spectrum model has been applied to analyze the underwater optical turbulence via Monte Carlo phase screens [17], a model similar to that used in free-space optical communications.

Since absorption, scattering, and turbulence coexist in seawater, a comprehensive model that includes all these effects should be established to describe the underwater optical transmission. Recently, J. Zhang [18] developed Monte Carlo phase screens from the wave method to ray method through the generalized Snell’s law, so that the RTE can be merged into the phase screen model. In this case, RTE is generated to describe absorption and scattering and phase screens are generated to describe turbulence. In this paper, we propose a novel comprehensive multiparameter model for the UWOC system to simulate the effects of absorption, scattering, and dynamic turbulence, simultaneously. We utilize both the subharmonic method and the strict sampling constraint method to enhance the modeling accuracy. Based on the model, the spatial and temporal effects of absorption, scattering, and turbulence on the transmission light are compared, and the BER performance of the UWOC system is analyzed.

2. Comprehensive Multiparameter Model for UWOC Channels

The underwater optical channel is affected by absorption, scattering, and turbulence. The random effect of the turbulence is related to the light position, whereas absorption and scattering uniformly affect the whole light beam. Meanwhile, the laser transmission process can be considered by the split-step beam propagation method [19] as alternate steps of partial propagation in the isotropic material, and interactions with the material with the inhomogeneous refractive index \( n(x, y, z) \). In this way, the absorption and scattering effects, as well as the turbulence effect, can be both considered in such alternate steps.

Figure 1 shows the schematic description of the channel model. The transmission process can be separated into refraction parts and diffraction parts [20]. The turbulence effect is treated as thin phase screens that only change the light propagation directions [21]. Then, all the light keep their own directions until reaching the next phase screen, with the light intensity attenuating due to absorption and scattering effects along the path. In the end, a Fresnel diffractive lens is set to converge the spatial light to the receiver.

![Figure 1. Schematic description of the beam propagation model of the UWOC channel.](image-url)
The collimated laser source is modeled by a Gaussian beam as $U_0$. The optical field on the $i^{th}$ screen plane is $U(r_i)$ and the optical field on the $i + 1^{th}$ screen plane can be expressed as:

$$U(r_{i+1}) \sim \hat{P}(\Delta z, r_i, r_{i+1}) \hat{R}(\Delta z, r_i, r_{i+1}) \{U(r_i)\}$$  \hspace{1cm} (1)

where $r_i$ and $r_{i+1}$ are spatial coordinates on the screens and $\Delta z$ is the distance of each propagation segment. $\hat{R} = e^{-j\phi(r_{i+1})}$ is the refraction operator. The phase $\phi$ can be obtained from the underwater turbulence refractive index power spectrum density (PSD), $\hat{P} \sim F^{-1}(r_{i+1}, f_i) \hat{R}(f_i) F(f_i, r_i)$ is the diffraction operator, where $f_i$ is the spatial frequency of the optical field on the $i^{th}$ screen. Fourier transforms and a transfer function $\hat{H}$ are used here to describe the Fresnel diffraction process.

Regarding the refraction part, the phase values $\phi$ on a screen can be written as:

$$\phi(x, y) = \sum_n \sum_m c_{n,m} \exp \left[ j(k_n x + k_m y) \right]$$  \hspace{1cm} (2)

where $k_n$ and $k_m$ are the discrete spatial frequencies in $x$ and $y$ directions, respectively. The Fourier coefficients $c_{n,m}$ obey the complex Gaussian distribution with zero mean and the variance given by [22]:

$$\langle |c_{n,m}|^2 \rangle = 2\pi k^2 \delta \Phi_n(k) / (L_x L_y)$$  \hspace{1cm} (3)

where $L_x$ and $L_y$ are the sizes of the screen, and $\Phi_n$ is the underwater turbulence refractive index PSD as [23]:

$$\Phi_n(k) = 0.388 \times 10^{-8} \varepsilon^{-3/4} \times \left[ 1 + 2.35(k\eta)^2 \right]$$  \hspace{1cm} (4)

where $\delta = 8.284(k\eta)^{1/3} + 12.978(k\eta)^2$, $k = 2\pi / \lambda = 2\pi f$ is the optical wavenumber, $\varepsilon$ is the dissipation rate of turbulent kinetic energy per unit mass of fluid ranging from $10^{-11} \text{m}^2/\text{s}^3$ to $10^{-10} \text{m}^2/\text{s}^3$, $\chi_T$ is the dissipation rate of mean-squared temperature ranging from $10^{-4} \text{K}^2/\text{s}$ to $10^{-10} \text{K}^2/\text{s}$, $\omega$ defines the ratio of the temperature contribution to the salinity contribution to the refractive index spectrum, ranging from $-5$ to $0$, and $\eta$ is the Kolmogorov microscale length. The constants are $A_T = 1.863 \times 10^2$, $A_S = 1.9 \times 10^4$, and $A_{TS} = 9.41 \times 10^3$. In real underwater environments, the refractive index of water will slightly increase as the pressure increases or the temperature decreases within the normal range [24], and the dissipation rate of mean-squared temperature $\chi_T$ in the PSD function in Equation (4) is related to the temperature gradient of water [23].

In this way, the phase values on the screen can be obtained to model the effect of underwater turbulence. In addition to spatial randomness of static turbulence, the model is extended to dynamic scenarios based on the Taylor frozen-turbulence hypothesis [25], which treats temporal variations of the turbulence at a location as its advection by the turbulence flow. Here, we also introduce the long-size phase screens and the parameter of water flow velocity to simulate the temporal properties of the channel.

Regarding the diffraction part, the absorption and scattering effects can be concisely described as the exponential light attenuation as [26]:

$$I = I_0 e^{-(a+b)z}$$  \hspace{1cm} (5)

where $I_0$ is the initial light intensity, $z$ is the transmission distance, $a$ and $b$ are the absorption coefficient and the scattering coefficient of seawater, respectively. The coefficients $a$ and $b$ will vary with different water types, climatic conditions, and optical wavelengths [1]. The light transmission path in each propagation segment (typically on the scale of meter) is much longer than the light position movement on the transverse plane (typically on the scale of millimeter). Therefore, it is reasonable to neglect the distance difference among each light path and unify the transmission distance of the whole
light beam as $\Delta z$. Since the light intensity satisfies $I \propto |U|^2$, the optical field after passing through a $\Delta z$ distance of seawater should be:

$$U = U_{\text{vac}} e^{-\gamma a+b \Delta z}$$  \hspace{1cm} (6)

where $U_{\text{vac}}$ represents the optical field after passing through the same distance of vacuum. Moreover, we develop the known transfer function for vacuum $\tilde{R}_{\text{vac}}$ [27] to the transfer function for seawater transmission as:

$$\tilde{R} = \sqrt{\text{e}^{-(a+b)\Delta z} R_{\text{vac}}} = \sqrt{\text{e}^{-(a+b)\Delta z} e^{j k \Delta z} e^{-j (k_x^2 + k_y^2) \Delta z}}$$  \hspace{1cm} (7)

thereby integrating underwater absorption and scattering effects into the diffraction parts of the model.

Based on the above channel model, the comprehensive analysis of all the relevant parameters' effects on the UWOC channel can be carried out, including the absorption and scattering coefficients $(a, b)$, the turbulence inherent properties $(\varepsilon, \lambda, \omega)$, the macroscopic velocity of water flow $(v)$, and the total transmission distance $(z)$. In view of the complexity of the transmission process and the multitude of parameters, a qualitative evaluation of the static received spots is first conducted at the lens position. The results can also visually prove the availability of our model. Then, the quantitative analysis of the dynamic underwater channel is completed by studying the probability density distribution function (PDF) of the received light intensity in succession.

Furthermore, the UWOC performance is evaluated through the PDF data. The BER of the on–off keying modulation system can be calculated by the Gauss error function as:

$$\text{BER} = \text{erfc}(\zeta) = \frac{2}{\sqrt{\pi}} \int_{\zeta}^{\infty} e^{-t^2} dt$$  \hspace{1cm} (8)

where the parameter $\zeta$ is the square root of the signal-to-noise ratio (SNR) as:

$$\zeta = \sqrt{\text{SNR}} = \frac{\langle I \rangle}{\sqrt{\sigma_s^2 + \sigma_N^2}}$$  \hspace{1cm} (9)

where $\langle I \rangle$ represents the average received light intensity and $\sigma_s^2$ is its variance. Both can be obtained from the PDFs through numerical simulations. $\sigma_N^2$ is the additive white Gaussian noise (AWGN) introduced by the communication system.

3. Optimization of the Phase Screen Model

Modeling errors will be induced into the phase screens because of the numerical sampling. We propose using the subharmonic method [28] and the strict sampling constraint method to compensate for the insufficient discrete sampling.

First, the sampling points of low spatial frequencies are increased by adding a subharmonic phase screen to the original screen. A subharmonic phase screen is a sum of $N_p$ layers of screens given by:

$$\varphi_{LF}(x, y) = \sum_{p=1}^{N_p} \sum_{n=1}^{1} \sum_{m=1}^{1} \varepsilon_{n,m} \exp[j(k_{x,n}x + k_{y,m}y)]$$  \hspace{1cm} (10)

where each value of $p$ corresponds to a different $3 \times 3$ grid of frequency, and the frequency grid spacing is $\Delta f_p = 1/(3^p L)$.

Moreover, the geometry (taking the $y$–$z$ plane for example) of the diffraction process is illustrated in Figure 2, where $D_1$ and $D_2$ denote the interested observation region on the screens, and $\alpha$ is the deviation angle of the propagation beam; the maximum angle is reckoned as:

$$\sin \alpha_{\text{max}} = \frac{D_1 + D_2}{2 \Delta z}$$  \hspace{1cm} (11)
According to the Nyquist sampling theorem, the grid spacing $d$ of the numerical simulation model should be constrained as $d < 1/(2f_{\text{max}})$, where $f_{\text{max}}$ is the maximum spatial frequency of interest and satisfies $f_{\text{max}} = \sin \alpha_{\text{max}}/\lambda$. Therefore, the upper bound of the grid spacing $d$ can be derived as:

$$d_{\text{max}} = \frac{\lambda \Delta z}{D_1 + D_2} \quad (12)$$

According to Equation (12), strict constraint on $d$ can be applied to improve the accuracy of the model since the larger the observation region $(D_1, D_2)$, the more complete the information. The joint application of the subharmonic method and the strict sampling constraint method provides flexibility for the model optimization, consistent with the analytical theory.

The phase structure function (PSF) is employed as a statistical reference to verify the accuracy of the established phase screen model. The theoretical expression of the underwater turbulence PSF is [29]:

$$D_{\psi}^{\text{theory}}(r) = 3.603 \times 10^{-7} k^2 z \varepsilon^{-1/3} \chi_T^{-5/3} (1.16 - 2.235/\omega + 1.119/\omega^2) \quad (13)$$

where $r$ is the separation distance between two points on the phase front. Meanwhile, PSF generated from the existing phase screens is defined as [30]:

$$D_{\psi}(r) = (|\psi(r') + r - \psi(r)|)^2 \quad (14)$$

where $r'$ represents the coordinate on a phase screen. A statistical average of 1000 temporal-coherent phase screens is carried out and then compared with the theoretical PSF. The channel parameters are set as follows: $\lambda = 450 \text{ nm}$, $\Delta z = 20 \text{ m}$, $\varepsilon = 10^{-4} \text{ m}^2/\text{s}^3$, $\chi_T = 10^{-6} \text{ K}^2/\text{s}$, $\omega = -2$, $\eta = 1 \text{ mm}$, $a = 0.0405 \text{ m}^{-1}$, and $b = 0.0025 \text{ m}^{-1}$.

We also define the matching degree between the model and theory by normalized 2-norm as:

$$M = 1 - \frac{\|D_{\psi}^{\text{theory}} - D_{\psi0}\|_2}{\|D_{\psi}^{\text{theory}} - D_{\psi0}\|_2} \quad (15)$$

where $D_{\psi0}$ is the initial PSF of the model without optimization and $D_{\psi i}$ is each PSF obtained by adjusting the optimization conditions. The range of $M$ is $(-\infty, 1)$; the closer the value is to 1, the better the matching degree.

Figure 3 shows the optimization performance of the subharmonic method. The PSF curve becomes closer to the dotted line representing the theoretical value, with the subharmonic layer number $N_p$ increasing from 0 to 5. However, at $N_p = 6$, the low-frequency sampling is overcompensated, resulting in the deviation from the theoretical curve again. The PSF matching degrees with $N_p = 0, 3, 5, 6$ are $0, 1.07\%, 48.09\%$, and $-34.68\%$, respectively. Accordingly, when the subharmonic method is applied alone, a maximum matching degree of 48.09% can be realized with $N_p$ set to 5. The optimization
performance is limited because the number of the subharmonic layers can only change in the integer range.

Figure 3. The average PSF of the simulation model with subharmonic phase screens.

The modeling accuracy can be further improved by adjusting the value of the grid spacing. Figure 4 shows the optimization performance when both the subharmonic method and the strict sampling constraint method are utilized, with \( N_p = 5 \). The PSF curve becomes closer to the theoretical value as the grid spacing \( d \) decreases. The PSF matching degrees with \( d = 2 \times 10^{-4} \text{ m}, 1 \times 10^{-4} \text{ m}, 5 \times 10^{-5} \text{ m}, \text{ and } 3 \times 10^{-5} \text{ m} \) are 1.85\%, 9.52\%, 48.09\%, and 96.19\%, respectively. Finally, the phase screen model is effectively optimized by the joint application of the two methods, and is verified to achieve the matching degree of 96.19\% with the theoretical statistics. However, it should be noted that the decrease of \( d \) generally means an increase of Monte Carlo simulation workload; thus, it is important to make a trade-off between modeling accuracy and efficiency.

Figure 4. The average PSF of the simulation model with different sampling spacing.
4. Simulation and Discussion

The UWOC performance will be simulated based on the established comprehensive model. Table 1 shows the values of the related parameters.

Table 1. Parameter values in the simulation.

| Symbol                                      | Value       |
|---------------------------------------------|-------------|
| Source wavelength, $\lambda$                | 450 nm      |
| Beamwidth, $\sigma$                         | 4 mm        |
| The curvature radius of Gaussian wave, $R$  | $\infty$    |
| Kolmogorov microscale length, $\eta$       | 1 mm        |
| The rate of dissipation of kinetic energy per unit mass, $\varepsilon$ | $10^{-6} m^2/s^3$ |
| The rate of dissipation of mean-squared temperature, $\chi_T$ | $10^{-5} K^2/s$ |
| The ratio of temperature to salinity contributions, $\omega$ | $-0.5$ |
| Velocity of water flow, $v$                 | 1           |
| Absorption coefficient, $a$                 | 0.0405 m$^{-1}$ |
| Scattering coefficient, $b$                 | 0.0025 m$^{-1}$ |
| Transmission distance, $z$                  | 50 m        |
| Receiver aperture diameter, $D$             | 1 cm        |
| Observation region of interest, $D_1, D_2$ | 4 cm        |
| Number of phase screens, $n$                | 4           |
| Number of subharmonic phase screen layers, $N_p$ | 5         |
| Grid spacing of the screen, $d$             | $5 \times 10^{-5} m$ |
| Number of sampling points on one dimension of the screen, $N$ | 512 |
| Number of sampling points of the long-size screen, $N_L$ | 800 |
| The original mean light intensity, $\langle I \rangle$ | 1 mW |
| The AWGN intensity, $\sigma_N^2$           | 0.1 mW      |
| The receiving sensitivity threshold, $I_{th}$ | 0.01 mW |

4.1. Received Light Spots

Figure 5 shows the spatial intensity distributions of the received spots after an 80 m distance underwater transmission. Four cases are considered: in the vacuum (see Figure 5a), in the water with turbulence only (see Figure 5b), in the water with attenuation only (see Figure 5c), and in the water with turbulence and attenuation simultaneously (see Figure 5d). The turbulence properties in Figure 5b, d are set as follows: $\varepsilon = 10^{-10} m^2/s^3$, $\chi_T = 10^{-4} K^2/s$, and $\omega = -0.2$. The absorption and scattering coefficients in Figure 5c, d are $a = 0.0405 m^{-1}$ and $b = 0.0025 m^{-1}$. A comparison of the results in Figure 5a, b shows that the turbulence effect results primarily in the beam diffusion and uneven spatial distribution of light intensity, which subsequently deteriorates the communication performance. In Figure 5a, c the absorption and scattering effects cause uniform attenuation of light intensity. Considering the receiving intensity threshold, the attenuation in ocean water may bring more challenges to signal receiving in a UWOC system.
Figure 5. Intensity distributions of the received spots in (a) the vacuum, (b) the water with turbulence only, (c) the water with attenuation only, and (d) the water with attenuation and turbulence simultaneously.

Figure 6 shows the spatial intensity distributions of the received spots after passing through different turbulence channels. The parameters in Figure 6a are as follows: $\varepsilon = 10^{-8} \text{m}^2/\text{s}^3$, $\chi_T = 10^{-5} \text{K}/\text{s}$, and $\omega = -0.5$. The parameters are changed to $\varepsilon = 10^{-10} \text{m}^2/\text{s}^3$ in Figure 6b, $\chi_T = 10^{-4} \text{K}/\text{s}$ in Figure 6c, and $\omega = -0.1$ in Figure 6d. The decrease of $\varepsilon$, which means the slower consumption of the turbulence kinetic energy, the increase of $\chi_T$, which means the larger temperature gradient of water, and the approach of $\omega$ to 0, which means more contributions from salinity than temperature, all imply the aggravation of the turbulence effect in a UWOC system.
Figure 6. Intensity distributions with turbulence properties of (a) $\varepsilon = 10^{-8} \text{m}^2/\text{s}^3$, $\chi_T = 10^{-5} \text{K}^2/\text{s}$, $\omega = -0.5$; (b) $\varepsilon = 10^{-10} \text{m}^2/\text{s}^3$, $\chi_T = 10^{-5} \text{K}^2/\text{s}$, $\omega = -0.5$; (c) $\varepsilon = 10^{-9} \text{m}^2/\text{s}^3$, $\chi_T = 10^{-4} \text{K}^2/\text{s}$, $\omega = -0.5$; (d) $\varepsilon = 10^{-8} \text{m}^2/\text{s}^3$, $\chi_T = 10^{-5} \text{K}^2/\text{s}$, $\omega = -0.1$.

4.2. PDF of the UWOC Channel

In dynamic scenarios containing temporal coherence information, 288 realizations of Monte Carlo simulations are conducted for each group of channel parameters. The received light intensity of each realization is obtained to draw the PDF. Using the values in Table 1, the light intensity PDF is shown in Figure 7. We tested the fitting degree of the simulated PDF and various common distributions, including normal, lognormal, logistic, and Weibull distributions. Their similarity values (as calculated via the MATLAB fitting tool) are 746.9, 747.1, 742.6, and 724.5, respectively. Accordingly, lognormal distribution with the highest similarity is selected to fit the received light intensity PDFs in subsequent simulations.

Figure 7. PDF with various fitting distributions.
Figure 8 shows the effects of the three turbulence properties on the UWOC channel. A more dispersed distribution means more severe light fluctuation in time domain and stronger turbulence. These results are consistent with the previous conclusion gleaned from Figure 6 regarding the turbulence properties in space domain.

![Simulated PDFs with different turbulence values](image)

**Figure 8.** Simulated PDFs with different turbulence values of (a) $\varepsilon$, (b) $\chi_T$, and (c) $\omega$.

Figure 9 shows the influence of flow velocity, absorption and scattering, and transmission distance on the UWOC channel. In view of the almost overlapping PDFs with $\nu = 1, 2, \text{ and } 4$ in Figure 9a, the velocity of the water flow has no effect on laser transmission when all the parameters are within the predetermined range. However, the aggravation of absorption and scattering effects in Figure 9b or the extension of distance in Figure 9c will significantly reduce the mean value of the PDF, and the reduction is positively correlated with the distance and coefficients.

![Simulated PDFs with different parameters](image)

**Figure 9.** Simulated PDFs with different (a) flow velocities, (b) absorption and scattering coefficients, and (c) transmission distances.

### 4.3. Average Intensity and Scintillation Index of the Received Light

Based on the above discussions, the channel parameters can be divided into two types: the parameters that primarily affect the average light intensity $\langle I \rangle$, and the parameters that primarily induce light fluctuations, which can also be characterized by the scintillation index (SI) as $SI = (\langle I^2 \rangle - \langle I \rangle^2)/\langle I \rangle^2$ [31]. According to the definition of lognormal distribution, the mean value of the simulated PDF is equal to the average light intensity $\langle I \rangle$ and its variance $\sigma_I^2$ is equal to the SI [12].

In Figure 10, the average received light intensity is depicted for various absorption and scattering coefficients and transmission distances. The results calculated from eight groups of 288 simulation realizations show that the light will attenuate as the transmission distance or the seawater coefficients increase.

![Average intensity and scintillation index](image)
Figure 10. Average received light intensity versus the transmission distance with different absorption and scattering coefficients.

Figure 11 illustrates the relationships between the scintillation index of the received light and the turbulence properties ($\varepsilon, \chi_T, \omega$), the flow velocity and the transmission distance. The scintillation will intensify as the rate of dissipation of kinetic energy $\varepsilon$ decreases, the rate of dissipation of mean-squared temperature $\chi_T$ increases, and the ratio $\omega$ approaches 0. The extension of transmission distance cause not only attenuation, but also spatial and temporal fluctuations of the light intensity, whether in the UWOC channel with turbulence or with attenuation effects.

Figure 11. Light scintillation index versus (a) $\lg \varepsilon$, (b) $\lg \chi_T$, and (c) $\omega$ with different flow velocities and transmission distances.

4.4. BER Performance of the UWOC System

Figure 12 shows the BER performance with various attenuation coefficients, turbulence properties, and transmission distances. The BER will increase as the absorption and scattering coefficients ($a + b$) increase, the rate of dissipation of kinetic energy $\varepsilon$ decreases, the rate of dissipation of mean-squared temperature $\chi_T$ increases, the approach of the ratio $\omega$ towards 0, and the transmission distance $z$ extends.
Figure 12. BER versus (a) a + b, (b) \( \lg \varepsilon \), (c) \( \lg X_T \), and (d) \( \omega \) with different transmission distances.

Turbulence strength can be quantitatively defined with reference to the BER data in Figure 12b–d. Here, we consider weak turbulence as \( \varepsilon = 10^{-1} \text{m}^2/\text{s}^3, X_T = 10^{-10} \text{K}^2/\text{s}, \omega = -5 \); medium turbulence as \( \varepsilon = 10^{-8} \text{m}^2/\text{s}^3, X_T = 10^{-5} \text{K}^2/\text{s}, \omega = -0.5 \); strong turbulence as \( \varepsilon = 10^{-10} \text{m}^2/\text{s}^3, X_T = 10^{-4} \text{K}^2/\text{s}, \omega = -0.1 \). We also consider three groups of absorption and scattering values [13]: \( a = 0.0405 \text{m}^{-1} \) and \( b = 0.025 \text{m}^{-1} \) for pure seawater; \( a = 0.114 \text{m}^{-1} \) and \( b = 0.037 \text{m}^{-1} \) for ocean water; \( a = 0.179 \text{m}^{-1} \) and \( b = 0.219 \text{m}^{-1} \) for coastal water. Using these quantitative definitions, the effects of absorption, scattering, and turbulence on the UWOC performance can be analyzed comprehensively.

As illustrated in Figure 13, the BER performance will get worse with the intensification of the turbulence strength and the variation of the water quality. In coastal water or under strong turbulence, the BER is too poor to meet the forward error correction requirement. This deterioration can be partly compensated by increasing the transmitting light power. In our study, the transmission distance is 50 m and the AWGN intensity of the UWOC system is \(-10 \text{dBm} \). Under weak turbulence in pure seawater, the BER is below \( 10^{-6} \) with a transmitting power higher than 0.7 dBm, but it becomes about \( 10^{-2} \) under medium turbulence in ocean water. By increasing the transmitting power to 7.5 dBm, the BER can return to \( 10^{-6} \). With the BER threshold of \( 10^{-6} \), the power penalty for changing pure seawater to ocean water is 5.8 dBm under weak or medium turbulence. The power penalty for changing weak turbulence to medium turbulence is 1.0 dBm in pure seawater or in ocean water. However, the increase of the light power will synchronously increase the turbulence-caused scintillation and the corresponding noise, so the power compensation will become invalid and can no longer improve the BER when the turbulence is excessively strong, that is, when the scintillation noise is dominant.
Figure 13. BER of the UWOC system under different absorption, scattering, and turbulence conditions.

5. Conclusions

A comprehensive multiparameter model for the UWOC channel has been established by integrating the Beer–Lambert law and Monte Carlo phase screens into the split-step propagation framework, so the effects of absorption, scattering, and turbulence underwater can be evaluated simultaneously. In the modeling process, the subharmonic method and the strict sampling constraint method have been applied in combination to improve the modeling accuracy to 96.19% in line with the theoretical statistics.

The underwater optical channel is impacted by the attenuation caused by absorption and scattering effects, and the fluctuation caused by the underwater turbulence. The light scintillation becomes severer with the decrease of the dissipation rate of the turbulence kinetic energy, the increase of the temperature gradient of water, and the increase of turbulence contributions from salinity than temperature. The extension of transmission distance will aggravate both the attenuation and the fluctuation of light.

Furthermore, the BER performance is simulated for the UWOC system and it can be effectively compensated by increasing the transmitting light power when the turbulence strength is within a certain range. The power compensation method will become invalid when the turbulence is excessively strong. The power penalty of a 50 m UWOC channel is around 5.8 dBm from pure seawater to ocean water and around 1.0 dBm from weak turbulence to medium turbulence, with the BER threshold of $10^{-6}$. The proposed model can help in analyzing the effects of real underwater channels and evaluating the performance of the UWOC systems.
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