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Abstract

We study the motion of a rigid body $B$ subject to an undamped elastic restoring force, in the stream of a viscous liquid $L$. The motion of the coupled system $B\cdot L \equiv S$ is driven by a uniform flow of $L$ at spatial infinity, characterized by a given, constant dimensionless velocity $\lambda e_1, \lambda > 0$. We show that as long as $\lambda \in (0, \lambda_c)$, with $\lambda_c$ a distinct positive number, there is a uniquely determined time-independent state of $S$ where $B$ is in a (locally) stable equilibrium and the flow of $L$ is steady. Moreover, in that range of $\lambda$, no oscillatory flow may occur. Successively we prove that if certain suitable spectral properties of the relevant linearized operator are met, there exists a $\lambda_0 > \lambda_c > 0$ where an oscillatory regime for $S$ sets in. More precisely, a bifurcating time-periodic branch stems out of the time-independent solution. The significant feature of this result is that no restriction is imposed on the frequency, $\omega$, of the bifurcating solution, which may thus coincide with the natural structural frequency, $\omega_n$, of $B$, or any multiple of it. This implies that a dramatic structural failure cannot take place due to resonance effects. However, our analysis also shows that when $\omega$ becomes sufficiently close to $\omega_n$ the amplitude of oscillations can become very large in the limit when the density of $L$ becomes negligible compared to that of $B$.
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Introduction

The flow of a viscous fluid around structures is a fundamental problem that lies at the heart of the broad research area of Fluid-Solid-Interaction. A main feature of this problem regards the study of the oscillations (vibrations) produced by the fluid on the structure. In fact, they may lead either to useful and pleasant motions, like ringing wind chimes or Aeolian harps, or else destructive consequences, as damage or even collapse of the structure. In regards to latter, of particular significance is the phenomenon of forced oscillation of suspension bridges, induced by the vortex shedding of the fluid (air), which reflects into an oscillatory regime of the wake. When the frequency of the wake approaches the natural structural frequency of the the bridge, a resonant phenomenon may occur that could culminate into structural failure. A very well known and infamous example of this phenomenon is the collapse of the Tacoma Narrows bridge.

Because of its fundamental importance in many practical situations, it is not surprising that the problem of flow-induced oscillations of structures has received all along a plethora of contributions by the engineering community, from experimental, numerical and theoretical viewpoints. Already the list of the most relevant articles only is too long to be included here, and we direct the reader to the books [3, 5], the review article [25] and the references therein. The structure model typically adopted for this study consists of a rigid body (in most cases, a circular cylinder) subject to a linear restoring elastic force, while the fluid flow is taken to be two-dimensional, with the main stream orthogonal to the axis of the cylinder.

Notwithstanding, the problem has not yet received a similar, systematic attention from the mathematical community. As a matter of fact, we believe that a rigorous mathematical approach to the problem will, on the one hand, lead to a deeper and more clear understanding of the underlying physics of the phenomenon, and, on the other hand, propose new interesting and challenging questions that might be of great interest to both mathematician and engineer. With this in mind, in the joint paper [4] we have very recently started a rigorous investigation of flow-induced oscillations. There, we have dealt with the simple, though significant, model problem where a two-dimensional rectangular structure is subject to a unidirectional restoring elastic force, while immersed in the two-dimensional channel flow of a Navier-Stokes liquid, driven by a time-independent Poiseuille flow. The main objective in [4] is rather basic and regards the existence of possible equilibrium configurations of the structure, at least for “small” data. Successively, several other papers have been dedicated to the investigation of further relevant properties of this model, such as well-posedness of the relevant initial-boundary value problem [22], large-time behavior and existence of a global attractor [19], and sharp threshold for uniqueness of the equilibrium configuration [18].

Objective of this article is to provide an additional, rigorous contribution to the flow-induced oscillations problem. The model we shall consider is somewhat more general than that in [4], and is constituted by a rigid (finite) body, \( \mathcal{B} \), of arbitrary shape, subject to a linear undamped restoring force and immersed in the stream of a Navier–Stokes liquid, \( \mathcal{L} \), that fills the entire three-dimensional space outside \( \mathcal{B} \). The choice of an undamped spring is because we want to investigate the occurrence of possible resonance phenomena in the worst case scenario. The motion of the coupled system \( \mathcal{B} - \mathcal{L} = \mathcal{I} \) is driven by a uniform flow of \( \mathcal{L} \) at large distances from \( \mathcal{B} \) (spatial infinity) that is characterized by a time-independent velocity field \( \mathbf{V} \). Denote by \( \lambda > 0 \) a dimensionless value of the magnitude of \( \mathbf{V} \) (Reynolds number). Our focus is to study the behavior of \( \mathcal{I} \) as the parameter \( \lambda \) increases. Precisely, we begin to show that, for any given \( \lambda > 0 \), there is always a corresponding time-independent (steady-state) motion, \( s(\lambda) \), of \( \mathcal{I} \), namely, \( \mathcal{B} \) is in equilibrium and the flow of \( \mathcal{L} \) is steady; see Section 3. Successively, we are able to single out a positive value, \( \lambda_c \), and show the following properties. If \( \lambda < \lambda_c \), then \( s(\lambda) \) is uniquely
determined and (locally) asymptotically stable; see Section 4. Moreover, in this range of \( \lambda \)'s, oscillatory motions of \( \mathcal{S} \) cannot occur; see Section 5. Therefore, flow-induced oscillations must take place at some \( \lambda \equiv \lambda_0 > \lambda_c \). We thus aim at finding sufficient conditions on \((\lambda_0, s(\lambda_0))\) ensuring that a time-periodic branch does exist in a neighborhood of \((\lambda_0, s(\lambda_0))\). This question is investigated in the framework of a general time-periodic bifurcation theory we introduced in [13], which, for completeness, we recall in Section 6, with full details presented in the Appendix. Unlike classical approaches [28, Theorem 79.F], ours is able to handle flows in unbounded regions and, in particular, overcome the notorious issue of 0 being in the essential spectrum of the linearized operator [1, 2, 7, 23]. Nevertheless, the application of the main theorem in [13] to the case at hand is not straightforward, and requires a careful study of the functional and spectral properties of certain linear operators obtained by linearizing the original equations around \((\lambda_0, s(\lambda_0))\). This study is performed in Sections 8 and 9. The crucial result established in Section 9 (see Theorem 9.1) is that the “purely oscillatory” linear operator is Fredholm of index 0, whatever the (finite) value of the material constants. In other words, the Fredholm property holds also in case of “resonance,” namely, when the frequency of the oscillation coincides with the natural frequency of \( \mathcal{B} \) or a multiple of it. It should be noticed that we also show that this important property no longer holds in the limit situation when the ratio of the density of \( \mathcal{L} \) to that of \( \mathcal{B} \) tends to 0, as somehow expected on physical ground. With these preparatory results in hand, we are thus able to reformulate the bifurcation problem in a suitable functional setting (Section 10), and, with the help of the theory given in [13], to show our main finding, collected in Section 11 (see Theorem 11.1). In a nutshell, the latter states that, under certain conditions ensuring the existence of an analytic steady-state branch in the neighborhood of \((\lambda_0, s(\lambda_0))\) –see Section 7– there is a family of analytic time-periodic solutions emanating from \((\lambda_0, s(\lambda_0))\), provided the linearized operator at \((\lambda_0, s(\lambda_0))\) has a “non-resonant” simple, purely imaginary eigenvalue crossing the imaginary axis at non-zero speed, when \( \lambda \) crosses \( \lambda_0 \). Also, as expected, the bifurcation is supercritical. It is worth emphasizing that, because of the range of validity of the Fredholm property mentioned above, no restriction is imposed on the frequency of the bifurcating branch, thus ruling out the occurrence of “disruptive” resonance.\(^{(1)}\)

Of course, the analysis performed here is by no means exhaustive and leaves out a number of fundamental questions. First and foremost, the stability properties of the bifurcating solution. On physical ground, it is expected that the time-periodic bifurcating branch becomes stable, while the steady-state loses its stability. However, with our current knowledge, a rigorous proof of this assertion remains out of our reach and will be the object of future thoughts.

We conclude this introductory section by briefly outlining the plan of the article. In Section 1 we give the relevant equations and furnish the mathematical formulation of the problem. In Section 2, after recalling some notation, we introduce the appropriate function spaces and present some of their important characteristics. In the next two sections we investigate the properties of steady-state solutions. Precisely, in Section 3 we prove their existence for arbitrary \( \lambda > 0 \), and uniqueness for \( \lambda \in (0, \lambda_1), \lambda_1 > 0 \), whereas in Section 4 we show that they are stable for \( \lambda \in (0, \lambda_2), 0 < \lambda_2 \leq \lambda_1 \). These results are complemented with the one given in Section 5, where we show that in the range \( \lambda \in (0, \lambda_2) \) no time-periodic motion may occur. The remaining part of the paper is devoted to finding sufficient conditions for the existence of time-periodic flow. As mentioned earlier on, this is done with the approach introduced in [13], that we summarize in Section 6 and fully detail in the Appendix. In Section 7, we show the existence of an analytic branch of steady-state solutions around \((\lambda_0, s(\lambda_0))\), provided the linearization at that point is trivial. The next two sections are dedicated to the study of the

\(^{(1)}\)We recall that, in our model, the restoring force is undamped, which means that, in absence of liquid, the oscillation amplitude will become unboundedly large, whenever the frequency of the forcing mechanism gets closer and closer to the natural frequency of \( \mathcal{B} \) or a multiple of it.
properties of the relevant linear operators. Precisely, in Section 8 we show that the intersection of the
spectrum of the (time-independent) linearization at \((\lambda_0,s(\lambda_0))\) with the imaginary axis is constituted
(at most) by a bounded sequence of eigenvalues of finite algebraic multiplicity that can cluster only at 0.
In Section 9 we show that the linearized “purely oscillatory” operator, suitably defined, is Fredholm of
index 0, whatever the value of the physical parameters. With all the above results in hand, in Section 10
we may then formulate the bifurcation problem in a functional setting that fits the requirement of the
general theory given in [13]. Thus, in the final Section 11, we prove a theorem that ensures the existence
of a supercritical family of time-periodic solutions in the neighborhood of \((\lambda_0,s(\lambda_0))\), stemming out of
the analytic branch of steady-states.

1 Formulation of the Problem

Let \(\mathcal{B}\) be a rigid body moving in a Navier-Stokes liquid that fills the entire space, \(\Omega\), outside \(\mathcal{B}\), and
whose flow becomes uniform at “large” distances from \(\mathcal{B}\), characterized by a constant velocity, \(V\). On
\(\mathcal{B}\) an elastic restoring force \(F\) acts, applied to its center of mass \(G\), while a suitable active torque
prevents it from rotating. Therefore, the motion of \(\mathcal{B}\) is translatory. In this situation, the governing
equations of motion of the coupled system body-liquid when referred to a body-fixed frame \(F \equiv \{G,e_i\}\)
are given by [9, Section 1]

\[
\begin{align*}
\partial_t v + (v - \gamma) \cdot \nabla v &= \nu \Delta v - \nabla p \\
\text{div } v &= 0 \\
v(x,t) &= \gamma(t), \quad (x,t) \in \partial \Omega \times (0,\infty); \\
\lim_{|x| \to \infty} v(x,t) &= V, \quad t \in (0,\infty),
\end{align*}
\]

(1.1)

In (1.1), \(v\) and \(\rho \nu\) represent velocity and pressure fields of the liquid, \(\rho\) and \(\nu\) its density and kinematic
viscosity, while \(M\) and \(\gamma = \gamma(t)\) denote mass of \(\mathcal{B}\) and velocity of \(G\), respectively. Moreover,

\[
T(z,\psi) := 2\nu D(z) - \psi I, \quad D(z) := \frac{1}{2}(\nabla z + (\nabla z)^\top),
\]

with \(I\) identity matrix, is the Cauchy stress tensor, and, finally, \(n\) is the unit outer normal at \(\partial \Omega\).

We shall assume that \(F\) is a linear function(2) of the displacement \(\chi := \int \gamma(s)ds\) evaluated with
respect to a fixed point, namely

\[F = -\ell \chi, \quad \ell > 0.\]

Without loss of generality we take \(V = -Ve_1, \quad V > 0\). Thus, scaling velocity with \(V\), length with
\(L := \text{diam} \mathcal{B}\), time with \(VL^2/\nu\), and setting \(u := v + e_1\), we may rewrite (1.1) in the following form

\[
\begin{align*}
\partial_t u - \lambda |\partial_t u + (\chi - u) \cdot \nabla u| &= \Delta u - \nabla p \\
\text{div } u &= 0 \\
u(x,t) &= \chi(t) + e_1, \quad (x,t) \in \partial \Omega \times (0,\infty); \\
\lim_{|x| \to \infty} u(x,t) &= 0, \quad t \in (0,\infty),
\end{align*}
\]

(1.2)

\[
\dot{\chi} + \omega_n^2 \chi + \omega \int_{\partial \Omega} T(u,p) \cdot n = 0 \quad \text{in } (0,\infty),
\]

(2) As will become clear from their proof, our findings (appropriately modified) will continue to hold also for a suitable
class of nonlinear forces.
Then, our objective is to determine sufficient conditions for the existence of a non-trivial family of oscillatory solutions \((u, p, \chi)\) to (1.2) bifurcating from a steady-state branch. In order to make this statement more precise, let \(s_0 = (u_0, p_0, \chi_0)\) be a steady-state solution to (1.2) corresponding to a given \(\lambda\), namely,

\[
\begin{aligned}
-\lambda (\partial_t u_0 - u_0 \cdot \nabla u_0) &= \Delta u_0 - \nabla p_0 \\
\text{div} u_0 &= 0 \\
u_0(x) &= e_1, \quad x \in \partial \Omega; \\
\lim_{|x| \to \infty} u_0(x) &= 0,
\end{aligned}
\tag{1.3}
\]

From the physical viewpoint, \(\chi_0\) represents the elongation of the spring necessary to keep \(\mathcal{B}\) in place, that is, prevent it from oscillating. As shown in Sections 3 and 4, for any \(\lambda > 0\), (1.3) has at least one solution \(s_0(\lambda) := (u_0(\lambda), p_0(\lambda), \chi_0(\lambda))\) that is unique and stable provided \(\lambda\) remains below a definite value \(\lambda_c\). Moreover, as long as \(\lambda < \lambda_c\), any oscillatory regime branching out of a steady-state is excluded; see Section 5. Therefore, we look for a value of \(\lambda > \lambda_c\) (\(\lambda = \lambda_0\), say) at which a time-periodic motion may indeed set in. More precisely, writing

\[
u = u_0(\lambda) + w(t; \lambda), \quad p = p_0(\lambda) + p(t; \lambda), \quad \chi = \chi_0(\lambda) + \eta(t; \lambda),
\]
equations (1.2) delivers the first-order in time problem in the unknowns \((w, p, \eta, \sigma)\):

\[
\begin{aligned}
\partial_t w - \lambda [\partial_t w - u_0 \cdot \nabla w + (\sigma - w) \cdot \nabla u_0 - (\sigma - w) \cdot \nabla w] &= \Delta w - \nabla p \\
\text{div} w &= 0 \\
w(x, t) &= \sigma(t), \quad (x, t) \in \partial \Omega \times (0, \infty); \quad \lim_{|x| \to \infty} w(x, t) = 0, \quad t \in (0, \infty),
\end{aligned}
\tag{1.4}
\]

Then, our objective is to determine sufficient conditions for the existence of a non-trivial family of time-periodic solutions to (1.4), \((w(\lambda), p(\lambda), \eta(\lambda), \sigma(\lambda))\), \(\lambda \in U(\lambda_0)\), of (unknown) frequency \(\zeta = \zeta(\lambda)\), such that \((w(\lambda), p(\lambda), \eta(\lambda), \sigma(\lambda)) \to (0, 0, 0, 0)\) as \(\lambda \to \lambda_0\). We will achieve this objective by employing the general approach to time-periodic bifurcation presented in Section 6. The implementation of this approach to the case at hand will require a detailed study of the properties of several linearized problems associated to (1.4), which will be established in Sections 7, 8 and 9.

2 Function Spaces and their Relevant Properties

We begin to recall some basic notation. By \(\Omega\) we indicate a domain of \(\mathbb{R}^3\), complement of the closure of a bounded domain \(\Omega_0\) of class \(C^2\). With the origin of coordinates in the interior of \(\Omega_0\), we set \(B_r := \{x \in \mathbb{R}^3 : |x| < r, \ r > 0\} , \ \Omega_{\lambda} := \Omega \cap B_r, \ \Omega^R := \Omega \setminus \overline{\Omega_{R_1, R_2}}, \ \Omega_{R_1, R_2} := \Omega_{R_1} \setminus \overline{\Omega_{R_2}}, \) with \(R, R_1, R_2 > R_s := \text{diam} \Omega_0, \ R_2 > R_1\). As customary, for \(A\) a domain of \(\mathbb{R}^3\), \(L^q = L^q(A)\) denotes the Lebesgue space
with norm \( \| \cdot \|_{q,A} \), and \( W^{m,2} = W^{m,2}(A) \), \( m \in \mathbb{N} \), the Sobolev space with norm \( \| \cdot \|_{m,2,A} \). By \(( \cdot , \cdot )_A\) we indicate the \( L^2(A)\)-scalar product. Furthermore, \( D^{m,q} = D^{m,q}(A) \) is the homogeneous Sobolev space with semi-norm \( \sum_{|l|=m} \| D^l \cdot \|_{q,A} \), whereas \( D^{0,2}_0 = D^{1,2}_0(A) \) is the completion of \( C_0^\infty(A) \) in the norm \( \| \nabla(\cdot) \|_{2,A} \). In all the above notation we shall typically omit the subscript “\( A \)”, unless confusion arises.

We shall next introduce certain function classes along with some of their most important properties.

Let
\[
\mathcal{K} = \mathcal{K}^\infty(R^3) := \{ \varphi \in C_0^\infty(R^3) : \text{in } R^3 \}; \varphi(x) = \hat{\varphi}, \text{ some } \hat{\varphi} \in R^3 \text{ in a neighborhood of } \Omega_0 \}
\]
\[
\mathcal{C} = C(R^3) := \{ \varphi \in \mathcal{K}(R^3) : \text{div } \varphi = 0 \text{ in } R^3 \},
\]
\[
\mathcal{C}_0 = C_0(\Omega) := \{ \varphi \in C(R^3) : \hat{\varphi} = 0 \}.
\]

In \( \mathcal{K} \) we consider the following scalar product
\[
\langle \varphi, \psi \rangle := \varpi^{-1} \hat{\varphi} \cdot \hat{\psi} + (\varphi, \psi), \quad \varphi, \psi \in \mathcal{K},
\]
and define the following spaces
\[
\mathcal{L}^2 = L^2(R^3) := \{ \text{completion of } \mathcal{K}(R^3) \text{ in the norm induced by (2.1)} \},
\]
\[
\mathcal{H} = H(R^3) := \{ \text{completion of } C(R^3) \text{ in the norm induced by (2.1)} \}
\]
\[
\mathcal{G} = G(R^3) := \{ h \in \mathcal{L}^2(R^3) : \text{ there is } p \in D^{1,2}(\Omega) \text{ such that } h = \nabla p \text{ in } \Omega, \text{ and } h = -\varpi \int_{\partial \Omega} n p \text{ in } \Omega_0 \}.
\]

**Lemma 2.1** The following characterizations hold
\[
\mathcal{L}^2(R^3) = \{ u \in L^2(R^3) : u = \hat{u} \text{ in } \Omega_0, \text{ for some } \hat{u} \in R^3 \}
\]
\[
\mathcal{H}(R^3) = \{ u \in L^2(R^3) : \text{div } u = 0 \}.
\]

**Proof.** See [24, Theorem 3.1 and Lemma 3.2].

We also have

**Lemma 2.2** The following orthogonal decomposition holds
\[
\mathcal{L}^2(R^3) = \mathcal{H}(R^3) \oplus \mathcal{G}(R^3).
\]

**Proof.** A proof can be deduced from [24, Theorem 3.2]. However, for completeness and since this result plays a major role in our analysis, we would like to reproduce it here. Let \( u \in \mathcal{H} \) and \( h \in \mathcal{G} \). Then,
\[
\langle u, h \rangle = \int_\Omega u \cdot \nabla p - \int_{\partial \Omega} p \hat{u} \cdot n.
\]

Therefore, integrating by parts and using \( \text{div } u = 0 \) we deduce
\[
\langle u, h \rangle = -\int_\Omega p \text{div } u + \int_{\partial \Omega} p \hat{u} \cdot n - \int_{\partial \Omega} p \hat{u} \cdot n = 0
\]
which proves $\mathcal{H}^\perp \supset \mathcal{G}$. Conversely, let $v \in \mathcal{H}^\perp$, and assume
\[
\varpi^{-1} \vec{v} \cdot \mathbf{\hat{u}} + \int_{\Omega} v \cdot u = 0, \quad \text{for all } u \in \mathcal{H}.
\] (2.3)
Since $C_0 \subset \mathcal{H}$, by picking $u \in C_0$ from the preceding we find, in particular,
\[
\int_{\Omega} v \cdot u = 0, \quad \text{for all } u \in C_0,
\]
so that, by well-known results on the Helmholtz decomposition [11, Lemma III.1.1], we infer $v = \nabla p$ with $p \in D^{1,2}(\Omega)$. Replacing the latter into (2.3) and integrating by parts, we get
\[
\left( \varpi^{-1} \vec{v} + \int_{\partial \Omega} p \mathbf{n} \right) \cdot \mathbf{\hat{u}} = 0 \quad \text{for all } \mathbf{\hat{u}} \in \mathbb{R}^3,
\]
from which we conclude that $v \in \mathcal{G}$, that is, $\mathcal{H}^\perp \subset \mathcal{G}$. The proof of the lemma is completed. 

We shall denote by $\mathcal{P}$ the self-adjoint, orthogonal projection of $L^2(\mathbb{R}^3)$ onto $\mathcal{H}(\mathbb{R}^3)$.

We next define
\[
D^{1,2} = D^{1,2}(\mathbb{R}^3) := \{ \text{completion of } C(\mathbb{R}^3) \text{ in the norm } \|D(\cdot)\|_2 \},
\]
\[
D^{1,2}_0 = D^{1,2}_0(\Omega) := \{ \text{completion of } C_0(\Omega) \text{ in the norm } \|D(\cdot)\|_2 \}
\]
and set
\[
Z^{2,2} := W^{2,2}(\Omega) \cap D^{1,2}(\mathbb{R}^3).
\] (2.4)
Notice that, clearly, $D^{1,2}_0(\Omega) \subset D^{1,2}(\mathbb{R}^3)$. The basic properties of the space $D^{1,2}$ are collected in the next lemma, whose proof is given in [9, Lemmas 9–11].

**Lemma 2.3** Let $\widetilde{D}^{1,2}$ denote either $D^{1,2}$ or $D^{1,2}_0$. Then, $\widetilde{D}^{1,2}$ is a Hilbert space when equipped with the scalar product
\[
(D(u_1), D(u_2))_0, \quad u_i \in \widetilde{D}^{1,2}, \quad i = 1, 2.
\]
Moreover, we have the characterization:
\[
\widetilde{D}^{1,2} = \{ u \in L^6(\mathbb{R}^3) \cap D^{1,2}(\mathbb{R}^3) ; \text{ div } u = 0 ; u = \mathbf{\hat{u}} \text{ in } \Omega_0 \},
\] (2.5)
with some $\mathbf{\hat{u}} \in \mathbb{R}^3$, if $\widetilde{D}^{1,2} \equiv D^{1,2}$, and $\mathbf{\hat{u}} = 0$, if $\widetilde{D}^{1,2} \equiv D^{1,2}_0$. Also, for each $u \in \widetilde{D}^{1,2}$, it holds
\[
\| \nabla u \|_2 = \sqrt{2} \| D(u) \|_2,
\] (2.6)
and
\[
\| u \|_6 \leq \kappa_0 \| D(u) \|_2, \quad u \in \widetilde{D}^{1,2},
\] (2.7)
for some numerical constant $\kappa_0 > 0$. Finally, there is another positive constant $\kappa_1$ such that
\[
| \mathbf{\hat{u}} | \leq \kappa_1 \| D(u) \|_2.
\] (2.8)
Along with the spaces $L^2, H, \text{ and } D^{1,2}$ defined above, we shall need also their “restrictions” to the ball $B_R$. Precisely, we set
\[ L^2(B_R) := \{ \varphi \in L^2(B_R) : \varphi|_{\Omega_0} = \tilde{\varphi} \text{ for some } \tilde{\varphi} \in \mathbb{R}^3 \} \]
\[ H(B_R) := \{ \varphi \in L^2(B_R) : \text{div } \varphi = 0, \ \varphi \cdot n|_{\partial B_R} = 0 \} \]
\[ D^{1,2}(B_R) := \{ \varphi \in W^{1,2}(B_R) : \text{div } \varphi = 0, \ \varphi|_{\Omega_0} = \tilde{\varphi} \text{ for some } \tilde{\varphi} \in \mathbb{R}^3, \ \varphi|_{\partial B_R} = 0 \}. \]

Then $H(B_R)$ and $D^{1,2}(B_R)$ are Hilbert spaces with scalar products
\[ \varpi^{-1} \tilde{\varphi}_1 \cdot \tilde{\varphi}_2 + (\varphi_1, \varphi_2)_{\Omega_R}, \ \varphi_i \in H(\Omega_R); \ (\mathbb{D}(\psi_1), \mathbb{D}(\psi_2)), \ \psi_i \in D^{1,2}(\Omega_R), \ i = 1, 2. \]

**Remark 2.1** The space $D^{1,2}(B_R)$ can be viewed as a subspace of $D^{1,2}(\mathbb{R}^3)$, by extending to 0 in $\mathbb{R}^3 \setminus B_R$ its generic element. Therefore, all the properties mentioned in Lemma 2.3 continue to hold for $D^{1,2}(B_R)$.

We next introduce certain subspaces of $D^{1,2}_0(\Omega)$ and investigate their relevant embedding properties. To this end, let $D^{1,2}_0(\Omega)$ be the dual space of $D^{1,2}(\Omega)$, endowed with the norm
\[ |f|_{-1,2} = \sup_{\varphi \in C_0(\Omega) \atop \|\nabla \varphi\|_2 = 1} |(f, \varphi)|, \]
and set
\[ Y := D^{1,2}_0(\Omega) \cap H(\mathbb{R}^3), \ Y(\Omega) := D^{1,2}_0(\Omega) \cap L^2(\Omega), \]
with associated norms
\[ \|g\|_Y := \|g\|_{2,\Omega} + |g|_{-1,2} + |\tilde{g}|, \ \|f\|_Y := \|f\|_2 + |f|_{-1,2}. \]

We then define
\[ X(\Omega) := \{ u \in D^{1,2}_0(\Omega) : \partial_1 u \in D^{1,2}_0(\Omega) \}, \ X^2 = X^2(\Omega) := \{ u \in X(\Omega) : D^2 u \in L^2(\Omega) \}. \]

It can be proved [12, Proposition 65] that $X(\Omega)$ and $X^2(\Omega)$ are (reflexive, separable) Banach space when equipped with the norms\(^{(3)}\)
\[ \|u\|_X := \|\nabla u\|_2 + |\partial_1 u|_{-1,2}, \ \|u\|_{X^2} := \|u\|_X + \|D^2 u\|_2. \]

**Lemma 2.4** The following continuous embedding properties hold
\[ X^2(\Omega) \subset W^{2,2}(\Omega_R), \text{ for all } R > R_s, \]
\[ X^2(\Omega) \subset L^\infty(\Omega) \cap D^{1,q}(\Omega), \text{ all } q \in [2, 6], \quad (2.9) \]

**Proof.** By Lemma 2.3, the first property is obvious. From [11, Theorem II.6.1(i)] it follows that $X^2(\Omega) \subset D^{1,6}(\Omega)$ which, in turn, by [11, Theorem II.9.1] and simple interpolation allows us to deduce also the second stated property.

The embedding property for the space $X(\Omega)$ is given in the following Proposition 2.1. A proof of this result was first furnished in [10, Proposition 1.1]. Here, for completeness, we shall give a different proof that, in fact, turns out to be also more direct. We need a preparatory result, showed in the next lemma.

---

\(^{(3)}\)Keep in mind that, by Lemma 2.3 the norms $\|\nabla(\cdot)\|_2$ and $\|\mathbb{D}(\cdot)\|_2$ are equivalent in $D^{1,2}_0$. 
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Lemma 2.5  Let \( \varphi \in D_0^{1,2}(\Omega) \cap W_0^{1,\frac{6}{5}}(\Omega_R) \), all \( R > R_* \), with \( \partial_1 \varphi \in L^\frac{6}{5}(\Omega) \). Assume, further,

\[
\int_{\partial B_r} |\varphi|^2 \leq cr^{-1}, \quad \text{all } r > R_* .
\]  

(2.10)

Then, there is \( \{\varphi_k\} \subset C_0(\Omega) \) such that

\[
\lim_{k \to \infty} \|\partial_1 (\varphi - \varphi_k)\|_\varphi = \lim_{k \to \infty} \|\nabla (\varphi - \varphi_k)\|_2 = 0 .
\]

(2.11)

Proof. For all sufficiently large \( R \), let \( \psi_R = \psi_R(x) \) be the “cut-off” function such that [11, Theorem II.7.1]

\[
\psi_R(x) = \begin{cases} 1 & \text{if } |x| \leq e \\ \psi(\ln \ln |x|) & \text{if } |x| > e , \end{cases}
\]

where \( \psi = \psi(r) \), \( r > 0 \), is a smooth, non-increasing function that is 1 if \( r \leq 1/2 \) and 0 if \( r \geq 1 \). Thus,

\[
\psi_R(x) = \begin{cases} 1 & \text{if } |x| \leq e^{\sqrt{\ln R}} \\ 0 & \text{if } |x| \geq R , \end{cases}
\]

(2.12)

and

\[
|\nabla \psi_R(x)| \leq \frac{c}{\ln \ln R}(|x| \ln |x|)^{-1}, \quad x \in \tilde{\Omega}_R := \{x \in \Omega : e^{\sqrt{\ln R}} < |x| < R\} .
\]

(2.13)

Consider the problem

\[
\text{div } w_R = -\nabla \psi_R \cdot \varphi \text{ in } \tilde{\Omega}_R; \quad \|\nabla w_R\|_{1,q} \leq c \|\nabla \psi_R \cdot \varphi\|_q , \quad q = \frac{6}{5}, 2 .
\]

(2.14)

Using the properties of \( \varphi \) and \( \psi_R \), we easily show

\[
\int_{\tilde{\Omega}_R} \nabla \psi_R \cdot \varphi = 0 .
\]

(2.15)

With the change of variables \( x_i \to y_i = x_i/R \), it follows \( \tilde{\Omega}_R \to \tilde{\Omega}_R := \{y \in \mathbb{R}^3 : R^{-1}e^{\sqrt{\ln R}} < |y| < 1\} \), \( R > R_* \). Since \( \text{diam}(\tilde{\Omega}_R) \leq 1 \), and problem (2.14)–(2.15) remains invariant under the above change, from [11, Theorem III.3.1 and Remark III.3.12] we deduce that (2.14)–(2.15) has a solution with a constant \( c \) independent of \( R \). We next write

\[
\varphi = (\psi_R \varphi + w_R) + ((1 - \psi_R)\varphi - w_R) := \varphi^{(1)}_R + \varphi^{(2)}_R ,
\]

and observe that, by virtue of (2.12), (2.14),

\[
\|\nabla \varphi^{(2)}_R\|_2 \leq c \left( \|\nabla \varphi\|_{2,\Omega e^{\sqrt{\ln R}}} + \|\nabla \psi_R \cdot \varphi\|_2 \right)
\]

\[
\|\partial_1 \varphi^{(2)}_R\|_\varphi \leq c \left( \|\partial_1 \varphi\|_{\frac{6}{5},\Omega e^{\sqrt{\ln R}}} + \|\nabla \psi_R \cdot \varphi\|_{\frac{6}{5}} \right) .
\]

(2.16)

By (2.13) and (2.10), we get

\[
\|\nabla \psi_R \cdot \varphi\|_2^2 \leq \frac{c}{(\ln \ln R)^2} \int_{e^{\sqrt{\ln R}}}^R r^{-2}(\ln r)^{-2} \int_{\partial B_r} |\varphi|^2 dr \leq \frac{c}{(\ln \ln R)^2} \int_{e^{\sqrt{\ln R}}}^R r^{-3}(\ln r)^{-2} dr ,
\]

(2.17)
and similarly, also with the help of Hölder inequality,

\[
\|\nabla \psi_R \cdot \varphi\|^{\frac{5}{3}} \leq \frac{c}{(\ln \ln R)^{\frac{2}{5}}} \int_{e^{\sqrt{\ln R}}}^{R} r^{-\frac{2}{5}} (\ln r)^{\frac{5}{3}} \int_{\partial B_r} |\varphi|^{\frac{5}{3}} dr \leq \frac{c}{(\ln \ln R)^{\frac{2}{5}}} \int_{e^{\sqrt{\ln R}}}^{R} r^{-1} (\ln r)^{-\frac{2}{5}} dr \quad (2.18)
\]

As a consequence, from (2.16)–(2.18) and the assumptions, it follows that for any given \( \varepsilon > 0 \) there exists \( R_0 = R_0(\varepsilon) > 0 \) such that

\[
\|\partial_1 \varphi_R^{(2)}\|^{\frac{5}{3}} + \|\nabla \varphi_R^{(2)}\|^{\frac{5}{3}} < \frac{1}{2} \varepsilon.
\]

(2.19)

We now observe that, by assumption and (2.17), (2.18) and (2.14), it easily follows that \( \varphi^{(1)} \in D^{1,2}(\Omega_{R_0}) \cap W^{1,6}(\Omega_{R_0}) \). Therefore, extending \( \varphi^{(1)}_R \) to 0 outside \( \Omega_{R_0} \), by [11, Exercise III.6.2] we find a sequence \( \{\varphi_k\} \subset \{\varphi \in C_0^{\infty}(\Omega_{R_0}) : \text{div } \varphi = 0\} \subset C_0^0(\Omega) \) with the property that for every \( \varepsilon > 0 \), there is \( k_0 = k_0(\varepsilon) \) such that

\[
\|\nabla (\varphi^{(1)}_R - \varphi_k)\|^{\frac{5}{3}} + \|\nabla (\varphi^{(1)}_R - \varphi_k)\|^{\frac{5}{3}} < \frac{1}{2} \varepsilon, \quad \text{for all } k \geq k_0.
\]

(2.20)

Thus, since \( \varphi - \varphi_k = \varphi^{(1)}_R - \varphi_k + \varphi^{(2)}_R \) the statement (2.11) follows from (2.19) and (2.20).

\[\square\]

**Proposition 2.1** \( X(\Omega) \) is embedded in \( L^4(\Omega) \). Moreover, there is \( c = c(\Omega) \) such that

\[
\|u\|_4 \leq c \|u\|_X.
\]

(2.21)

**Proof.** For a given \( f \in C_0^{\infty}(\Omega) \), consider the following problem

\[
\begin{align*}
\Delta \varphi - \partial_1 \varphi &= \nabla p + f \quad \text{in } \Omega, \\
\text{div } \varphi &= 0 \\
\varphi &= 0 \quad \text{at } \partial \Omega.
\end{align*}
\]

(2.22)

This problem has a (unique) solution such that

\[
\varphi \in L^{s_1}(\mathbb{R}^3) \cap D^{1,s_2}(\mathbb{R}^3) \cap D^{2,s_3}(\mathbb{R}^3), \quad \partial_1 \varphi \in L^{s_4}(\Omega), \quad p \in L^{s_4}(\mathbb{R}^3) \cap D^{1,s_3}(\mathbb{R}^3),
\]

(2.23)

for all \( s_1 > 2, s_2 > 4/3, s_3 > 1, s_4 > 3/2 \), which, in particular, satisfies the following estimate

\[
\|\nabla \varphi\|_2 \leq c \|f\|_4^{1/3},
\]

(2.24)

with \( c = c(\Omega, s_i) \); see [11, Theorem VII.7.1]. Moreover, from [11, Theorem VII.6.2 and Exercise VII.3.1] it also follows that

\[
\int_{\partial B_r} |\varphi|^2 \leq c r^{-1}, \quad \text{all } r > R_*.
\]

(2.25)

From (2.22) we obtain

\[
(u, f) = (u, \Delta \varphi - \partial_1 \varphi - \nabla p).
\]

(2.26)

Notice that the term on the right-hand side is well defined, since, by Lemma 2.3, \( u \in L^6(\Omega) \) and \( \varphi, p \) satisfy (2.23). In particular, \( \nabla p \in L^\frac{5}{2}(\Omega) \), which implies \( (u, \nabla p) = 0 \), whereas, by an easily justified
integration by parts, one shows that \((u, \Delta \varphi) = -(\nabla u, \nabla \varphi)\). From (2.23) and (2.25), we see that \(\varphi\) satisfies the assumptions of Lemma 2.5, and therefore, with \(\{\varphi_k\} \subset C_0(\Omega)\) the sequence introduced in that lemma, from (2.26) we get

\[
(u, f) = -(u, \partial_1 \varphi_k) - (u, \partial_1(\varphi - \varphi_k)) - (\nabla u, \nabla \varphi) = (\partial_1 u, \varphi_k) - (u, \partial_1(\varphi - \varphi_k)) - (\nabla u, \nabla \varphi).
\]

This relation, in turn, delivers

\[
|u, f| \leq |\partial_1 u|_{-1,2} \|\nabla \varphi_k\|_2 + |u|_6 \|\partial_1(\varphi - \varphi_k)\|_2 + \|\nabla u\|_2 \|\nabla \varphi\|_2,
\]

so that passing to the limit \(k \to \infty\) in (2.27) and employing (2.11), (2.24) we conclude

\[
|u, f| \leq (|\partial_1 u|_{-1,2} + \|\nabla u\|_2) \|\nabla \varphi\|_2 \leq c \|u\|_X \|f\|_B^\frac{1}{2}.
\]

The latter, by the arbitrariness of \(f \in C_0^\infty(\Omega)\) and the density of \(C_0^\infty(\Omega)\) in \(L^2(\Omega)\), completes the proof of the lemma.

We end this section by introducing certain spaces of time-periodic functions. A function \(u : \Omega \times \mathbb{R} \to \mathbb{R}^3\) is \(2\pi\)-periodic, if \(u(\cdot, t + 2\pi) = u(\cdot, t)\), for a.a. \(t \in \mathbb{R}\), and we set \(\overline{u}(\cdot) := \frac{1}{2\pi} \int_{0}^{2\pi} u(\cdot, t)dt\), whenever the integral is meaningful. Let \(B\) be a function space with seminorm \(\|\cdot\|_B\). By \(L^2(0, 2\pi; B)\) we denote the class of functions \(u : (0, 2\pi) \to B\) such that

\[
\|u\|_{L^2(B)} := \left(\int_{0}^{2\pi} \|u(t)\|_B^2\right)^{\frac{1}{2}} < \infty.
\]

Likewise, we put

\[
W^{1,2}(0, 2\pi; B) = \left\{u \in L^2(0, 2\pi; B) : \partial_t u \in L^2(0, T; 2\pi)\right\}.
\]

For simplicity, we write \(L^2(B)\) for \(L^2(0, 2\pi; B)\), etc. Moreover, we define the Banach spaces

\[
L^q \|\xi\|_{L^q} := \left\|\xi\right\|_{L^q(0, 2\pi)}, \|\xi\|_{W^k} := \|\xi\|_{W^k(0, 2\pi)}, \|\xi\|_{W^k} := \left\|\xi\right\|_{W^k(0, 2\pi)},
\]

with associated norms

\[
\|u\|_{L^2} := \left\|u\right\|_{L^2(\Omega)}, \|u\|_{W^2} := \left\|u\right\|_{W^2(\Omega)} + \|\nabla u\|_{L^2(\Omega)},
\]

Finally, we define the Banach spaces

\[
W^2 \|\xi\|_{W^2} := \left\|\xi\right\|_{W^2(\Omega)}, \|\xi\|_{W^2} := \left\|\xi\right\|_{W^2(\Omega)},
\]

with corresponding norms

\[
\|u\|_{W^2} := \left\|\partial_t u\right\|_{L^2(\Omega)} + \|u\|_{L^2(\Omega)} + \|\nabla u\|_{W^2} + \|u\|_{L^2(\Omega)} + \|\nabla u\|_{W^2}.
\]
3 Steady-States: Existence and Uniqueness

Our first goal is to investigate existence and uniqueness properties of solutions to the steady-state problem (1.3).

We begin to state a general existence result in a suitable function class, followed by a corresponding uniqueness result. Both findings are, in fact, obtained as a corollary to classical results regarding steady-state Navier-Stokes problem in exterior domains. Precisely, we have the following theorem.

Theorem 3.1 For any \( \lambda > 0 \), problem (1.3) has at least one corresponding solution

\[
s_0(\lambda) := (u_0(\lambda), p_0(\lambda), \chi_0(\lambda)) \in [L^q(\Omega) \cap D^{1,r} (\Omega) \cap D^{2,s}(\Omega)] \times [L^p(\Omega) \cap D^{1,s}(\Omega)] \times \mathbb{R}^3 ,
\]

for all \( q \in (2, \infty), r \in (\frac{4}{3}, \infty), s \in (\frac{3}{2}, \infty), \) and \( \sigma \in (1, \infty) \). Moreover, set

\[
\frac{1}{\lambda_1} := -\max_{u \in D_0^{1,4}(\Omega)} \frac{(u \cdot \nabla u_0, u)}{\|\nabla u\|_2^2}.
\]

Then \( 1/\lambda_1 \) exists and \( s_0(\lambda) \) is unique, provided \( \lambda < \lambda_1 \).

Proof. From [11, Theorem X.6.4] we know that for any \( \lambda > 0 \) problem (1.3) has one corresponding solution \((u_0, p_0)\) in the class (3.1). We then set

\[
\chi_0 := -\frac{\omega}{\omega^2} \int_{\partial\Omega} T(u_0, p_0) \cdot n ,
\]

which is well defined by standard trace theorems, and complete the proof of the existence. We now turn to the uniqueness proof. The existence of \( 1/\lambda_1 \) follows by the summability properties of \( u_0 \) given in (3.1) and standard arguments about maxima of quadratic forms in exterior domains [8]. Let \((u + u_0, p + p_0, \chi + \chi_0)\) be another solution to (1.3) in the class (3.1) corresponding to the same \( \lambda \). Then \((u, p, \chi)\) satisfies the following equations

\[
\begin{align*}
-\lambda (\partial_1 u - (u_0 + u) \cdot \nabla u - u \cdot \nabla u_0) &= \Delta u - \nabla p \quad \text{in } \Omega, \\
\text{div } u &= 0, \quad x \in \partial\Omega, \\
u(x) &= 0, \quad x \in \partial\Omega, \\
\omega_n^2 \chi + \omega \int_{\partial\Omega} T(u, p) \cdot n &= 0.
\end{align*}
\]

By dot-multiplying (3.4) by \( u \), integrating by parts over \( \Omega \) and using (3.1), (3.4)_{2,3} and (3.2) we easily deduce

\[
\|\nabla u\|_2^2 = -\lambda (u \cdot \nabla u_0, u) \leq \frac{\lambda}{\lambda_1} \|\nabla u\|_2^2 ,
\]

from which it follows \( u \equiv 0 \) for \( \lambda < \lambda_1 \). From the latter and (3.4)_{1}, (3.1), (3.4)_{4} we infer \( \chi = 0 \), which ends the proof of the theorem.

\(\square\)

(4) We suppose \( \lambda_1 > 0 \), otherwise, as it is clear from the proof, no restriction is needed on \( \lambda \).
4 Steady-States: Stability

Our next task is to find sufficient conditions for the stability of solutions determined in Theorem 3.1, in a suitable class of “perturbations.” In this regard, let \( s_0(\lambda) \) be the steady-state solution given in (3.1) and let \((u, p, \chi)\) be a corresponding time-dependent perturbation. By (1.2) we then have that \((u, p, \chi)\) must satisfy the following set of equations

\[
\begin{align*}
\partial_t u - \lambda [\partial_t u - u_0 \cdot \nabla u + (\dot{\chi} - u) \cdot \nabla u_0 - (\dot{\chi} - u) \cdot \nabla u] &= \Delta u - \nabla p \quad \text{in } \Omega \times (0, \infty), \\
\text{div } u &= 0
\end{align*}
\]

Moreover, again by Hölder inequality, \([21, \text{Lemma 1}]\)

\[
|\partial_t u - u_0 \cdot \nabla u + (\dot{u} - u) \cdot \nabla u_0 - (\dot{u} - u) \cdot \nabla u, v)_{D}|
\leq C (\|\nabla u\|_{2, D}^2 + \|\nabla u\|_{2, D}^4 + \|\nabla u\|_{2, D}^6) + \varepsilon (\|D^2 u\|_{2, D}^2 + \|v\|_{2, D}^2)
\]

In order to study problem (4.1), we need some preliminary results.

**Lemma 4.1** Let either \( \{A, D\} \equiv \{\mathbb{R}^3, \Omega\} \) or \( \{A, D\} \equiv \{B_R, \Omega_R\} \), and let \((u, p) \in [D^{1,2}(A) \cap W^{2,2}(D)] \times D^{1,2}(D)\). Then, there is a constant \( C \) depending only on the regularity of \( \Omega \) such that

\[
\|\nabla u\|_{2, D} + \|\nabla p\|_{2, D} \leq C (\|\text{div } T(u, p)\|_{2, D} + \|\nabla u\|_{2, D} + |\hat{u}|),
\]

where, we recall, \( \hat{u} = u|_{\Omega_0} \).

**Proof.** See \([21, \text{Lemma 1}]\). \( \square \)

**Lemma 4.2** Let \( u \in D^{1,2}(A) \cap W^{2,2}(D) \), with \( A \) and \( D \) as in Lemma 4.1, and let \( v \in L^2(D) \). Then, for any \( \varepsilon > 0 \) there exists a positive constant \( C \) depending only on \( \varepsilon \), \( u_0 \) and the regularity of \( \Omega \) such that

\[
|\partial_t u - u_0 \cdot \nabla u + (\dot{u} - u) \cdot \nabla u_0 - (\dot{u} - u) \cdot \nabla u, v)_{D}|
\leq C (\|\nabla u\|_{2, D}^2 + \|\nabla u\|_{2, D}^4 + \|\nabla u\|_{2, D}^6) + \varepsilon (\|D^2 u\|_{2, D}^2 + \|v\|_{2, D}^2)
\]

**Proof.** Let us denote by \( I_i, i = 1, \ldots, 6 \), in the order, the six terms in the scalar product. Taking into account that, by Theorem 3.1, \( u_0 \in L^\infty(\Omega) \cap D^{1,q}(\Omega) \), \( q = 2, 3 \), and using (2.7), (2.8), Hölder and Cauchy-Schwarz inequalities we readily get

\[
\sum_{i=1}^5 |I_i| \leq C (\|\nabla u\|_{2, D}^2 + \|\nabla u\|_{2, D}^4) + \frac{1}{\varepsilon} \|v\|_{2, D}^2.
\]

Moreover, again by Hölder inequality, \([21, \text{Lemma 1}]\), (2.7) and Remark 2.1,

\[
|I_6| \leq \|u\|_6 \|\nabla u\|_3 \|v\|_2 \leq C \|\nabla u\|_2 \left( \|D^2 u\|_{2, D}^\frac{3}{2} \|\nabla u\|_{2, D}^\frac{1}{2} + \|\nabla u\|_{2, D} \right) \|v\|_{2, D}
\leq C \|\nabla u\|_{2, D} + \|\nabla u\|_{2, D}^6 + \varepsilon \|D^2 u\|_{2, D}^2 + \varepsilon \|v\|_{2, D}^2.
\]

The lemma is proved. \( \square \)

\(^{(5)}\)In that lemma, the domain is requested to be of class \( C^3 \). However, \( C^2 \) would suffice.

\(^{(6)}\)See Footnote (5).
Lemma 4.3 Let \( y \in C^1(0, \infty), y(t) \geq 0, \) satisfy
\[
\dot{y}(t) \leq a + b[y(t) + y^\alpha(t)], \quad \alpha \geq 1, \quad t > 0,
\]
where \( a, b \in L^\infty(0, \infty). \) Assume, also, \( y \in L^1(0, \infty), \) and set
\[
an := \text{ess sup}_{t \in (0, \infty)} |a(t)|, \quad bn := \text{ess sup}_{t \in (0, \infty)} |b(t)|.
\]
Then, there exists a constant \( \delta > 0, \) such that if \( y(0) \leq \delta, \)
\[
\int_0^\infty y(s) \, ds \leq \delta^2
\]
it follows that:
\[
y(t) < M \delta \text{ for all } t \in (0, \infty), \quad M := 3 \max \{1, 2a, 2b\}.
\]

Proof. Let
\[
Y := y^2, \quad \beta := (1 + \alpha)/2.
\]
Multiplying both sides of (4.2) by \( y \) we get
\[
\dot{Y} \leq 2ay + 2b[Y + Y^\beta]
\]
Contradicting (i) means that there there exists \( t_0 > 0 \) such that
\[
y(0) \leq \delta, \quad y(t) < M \delta, \text{ for all } t \in (0, t_0), \text{ and } y(t_0) = M \delta.
\]
Now, integrating both sides of (4.4) from 0 to \( t_0 \) and using the latter and (4.3)2, we deduce, in particular
\[
Y(t_0) \leq Y(0) + 2a \int_0^{t_0} y(s) \, ds + 2b \int_0^{t_0} Y(s) \, ds + 2b \int_0^{t_0} Y^\beta(s) \, ds
\]
\[
\leq \delta^2 + 2a\delta^2 + 2bM\delta^3 + 2b\delta^2(M\delta)^\alpha \leq \mu \delta^2 (2 + M\delta + (M\delta)^\alpha),
\]
where \( \mu = \max \{1, 2a, 2b\}. \) Therefore, choosing \( \delta > 0 \) in such a way that
\[
2 + M\delta + (M\delta)^\alpha < 4\mu
\]
we deduce \( y(t_0) \leq \frac{2}{3} M \delta, \) which contradicts (4.5).

We are now in a position to prove the following stability result.

Theorem 4.1 Suppose \( u_0 \) is such that
\[
\frac{1}{\lambda_2} := -\sup_{u \in D^{1/2}(\mathbb{R}^3)} \frac{((\widehat{u} + u) \cdot \nabla u_0, u)}{\|\nabla u\|_2^2},
\]
exists finite, where, we recall, \( \widehat{u} = u|_{\Omega_0}, \) and assume \( \lambda < \lambda_2.\) Then, there is \( \delta = \delta(\Omega, \lambda, \omega, \omega) > 0 \) such that if
\[
\|u^0\|_{1,2} + |\chi^0| + |\chi^1| \leq \delta
\]
\footnote{We suppose \( \lambda_2 > 0, \) otherwise, as it is clear from the proof, no restriction is needed on \( \lambda. \)}
proof (4.1) has one and only one solution such that
\[\mathbf{u} \in C([0, T]; D^{1,2}(\mathbb{R}^3)) \cap L^2(0, T; W^{2,2}(\Omega)) \cap W^{1,2}(0, T; L^2(\mathbb{R}^3)),\]
\[p \in L^2(0, T; D^{1,2}(\Omega)), \quad \chi \in W^{2,2}(0, T),\]
for all \(T > 0\). \hfill (4.7)

Moreover,
\[\lim_{t \to \infty} (\|\mathbf{u}(t)\|_6 + \|\nabla \mathbf{u}(t)\|_2 + |\chi(t)| + |\chi(t)|) = 0\] \hfill (4.8)

**Proof.** To show the existence of solutions to (4.1), we shall follow the arguments introduced and developed in [16, 17]. Let \(\{\Omega_R\}, R \in \mathbb{N}\), be an increasing sequence such that \(\Omega = \cup_{R \in \mathbb{N}} \Omega_R\) and, for each fixed \(R\), consider the problem
\[
\partial_t \mathbf{u}_R - \lambda [\partial_t \mathbf{u}_R - \mathbf{u}_0 \cdot \nabla \mathbf{u}_R + (\sigma_R - \mathbf{u}_R) \cdot \nabla \mathbf{u}_0 - (\sigma_R - \mathbf{u}_R) \cdot \nabla \mathbf{u}_R] = \text{div} \mathbf{T}(\mathbf{u}_R, p_R) \quad \text{in} \quad \Omega_R \times (0, \infty),
\]
\[
\text{div} \mathbf{u}_R = 0 \quad \text{on} \quad \partial \Omega_R = \sigma_R(t), \quad \mathbf{u}_R |_{\partial \Omega} = 0 \quad \text{in} \quad (0, \infty) \quad \text{(4.9)}
\]
\[
\dot{\sigma}_R + \omega_n^2 \chi_R + \varpi \int_{\partial \Omega} \mathbf{T}(\mathbf{u}_R, p_R) \cdot \mathbf{n} = 0, \quad \dot{\chi}_R = \sigma_R \quad \text{in} \quad (0, \infty)
\]
\[
\mathbf{u}_R(x, 0) = \mathbf{u}^0, \quad x \in \Omega_R, \quad \chi_R(0) = \chi^0, \quad \sigma_R(0) = \chi^1.
\]

Our approach to existence develops in two steps. In the first one, we show by the classical Galerkin method that (4.9) has a solution in the class (4.7). This will be accomplished with the help of a suitable base, constituted by eigenvectors of a modified Stokes problem. This procedure will also lead to the proof of estimates for \((\mathbf{u}_R, p_R, \chi_R)\) with bounds that are independent of \(R\). In this way, in the second step, we will pass to the limit \(R \to \infty\) and show that the limit functions \((\mathbf{u}, p, \chi)\) solve the original problem (4.1) along with the asymptotic property (4.8). We begin to put (4.9) in a “weak” form. If we multiply (4.9)\_1 by \(\psi \in D^{1,2}(B_R)\), integrate by parts and use (4.9)\_2,3,4 we deduce
\[
(\partial_t \mathbf{u}, \psi) - \lambda (\partial_t \mathbf{u} - \mathbf{u}_0 \cdot \nabla \mathbf{u} + (\sigma - \mathbf{u}) \cdot \nabla \mathbf{u}_0 - (\sigma - \mathbf{u}) \cdot \nabla \mathbf{u}, \psi)
\]
\[
= (\mathbb{D}(\mathbf{u}), \mathbb{D}(\psi)) - \varpi^{-1}(\dot{\sigma} + \omega_n^2 \chi) \cdot \dot{\psi}, \quad \text{for all} \quad \psi \in D^{1,2}(B_R),
\]
\[
\dot{\chi} = \sigma,
\]
where, for simplicity, the subscript “\(R\)” has been omitted and \((\cdot, \cdot)_{\Omega_R} \equiv (\cdot, \cdot)_{\Omega_R}. By using standard procedures [9], it is easily seen that if \((\mathbf{u}, p, \chi, \sigma)\) is a smooth solution to (4.10), then it also satisfies (4.9)\_1–6. In [16] it is shown that the problem
\[
-\nabla \cdot \mathbf{T}(\psi, \phi) = \lambda \psi \quad \text{in} \quad \Omega_R,
\]
\[
\text{div} \psi = 0 \quad \text{at} \quad \partial \Omega, \quad \psi = \psi_0 \quad \text{at} \quad \partial B_R,
\]
\[
\lambda \dot{\psi} = \varpi \int_{\partial \Omega} \mathbf{T}(\psi, \phi) \cdot \mathbf{n}.
\]
with the natural extension \(\psi(x) = \tilde{\psi}\) in \(\Omega_0\), admits a denumerable number of positive eigenvalues \(\{\lambda_R\}\) clustering at infinity, and corresponding eigenfunctions \(\{\psi_R\} \subset D^{1,2}(B_R) \cap W^{2,2}(\Omega_R)\) forming
an orthonormal basis of $\mathcal{H}(B_R)$ that is also orthogonal in $\mathcal{D}^{1,2}(\Omega_R)$. Also, the correspondent “pressure” fields satisfy $\phi_{R_i} \in W^{1,2}(\Omega_R)$, $i \in \mathbb{N}$. Thus, for each fixed $R \in \mathbb{N}$, we look for “approximated” solutions to (4.10) of the form

$$u_N(x, t) = \sum_{k=1}^{N} c_k(t) \psi_{R_k}(x), \quad \sigma_N(t) = \sum_{k=1}^{N} c_k(t) \tilde{\psi}_{R_k}, \quad \chi_N(t),$$

(4.12)

where the vector functions $c_N(t) := \{c_1(t), \ldots, c_N(t)\}$ and $\chi_N(t)$ satisfy the following system of equations

$$(\partial_t u_N, \psi_{R_i}) - \lambda (\partial_1 u_N - u_0 \cdot \nabla u_N + (\sigma_N - u_N) \cdot \nabla u_0 - (\sigma_N - u_N) \cdot \nabla u_N, \psi_{R_i})$$

$$= -(\mathbb{D}(u_N), \mathbb{D}(\psi_{R_i}))) - \varpi^{-1} (\sigma_N + \omega^2_N \chi_N) \cdot \tilde{\psi}_{R_i}, \quad i = 1, \ldots, N,$$

(4.13)

where $P_N$ is the orthogonal projector (in both $\mathcal{H}(B_R)$ and $\mathcal{D}^{1,2}(B_R)$) onto span $\{\psi_{R_1}, \ldots, \psi_{R_N}\}$ [17, Lemma 3.5]. Indeed, (4.13) is a system of first order differential equations in normal form in the unknowns $c_N, \chi_N$. To this end it suffices to observe that

$$\langle \psi_{R_i}, \psi_{R_j} \rangle := (\psi_{R_i}, \psi_{R_j}) + \varpi^{-1} \tilde{\psi}_{R_i} \cdot \tilde{\psi}_{R_j} = \delta_{ij},$$

(4.14)

so that (4.13) is equivalent to

$$\dot{c}_{iN} = F_i(c_N, \chi_N), \quad i = 1, \ldots, N, \quad \dot{\chi}_N = \sigma_N,$$

(4.15)

$$F_i := \sum_{k=1}^{N} \lambda \left( \partial_1 \psi_{R_k} - u_0 \cdot \nabla \psi_{R_k} + (\tilde{\psi}_{R_k} - \psi_{R_k}) \cdot \nabla u_0, \psi_{R_i} \right) + (\mathbb{D}(\psi_{R_k}), \mathbb{D}(\psi_{R_i}))$$

$$- \lambda \sum_{k,m=1}^{N} c_k \eta_m \left( (\tilde{\psi}_{R_k} - \psi_{R_k}) \cdot \nabla \psi_{R_m}, \psi_{R_i} \right) - \frac{\omega^2}{\varpi} \chi_N \cdot \tilde{\psi}_{R_i},$$

which we equip with the following initial conditions:

$$c_{iN}(0) = (u^0, \psi_{R_i}) + \varpi^{-1} \chi^1 \cdot \tilde{\psi}_{R_i}, \quad \chi(0) = \chi^0.$$

(4.16)

From (4.12) and (4.14), it follows that

$$\|u_N(0)\|_{2, \Omega_R} + \varpi^{-1} |\sigma(0)|^2 \leq \|u^0\|_{2, \Omega} + \varpi^{-1} |\chi^1|^2.$$  

(4.17)

Likewise, since

$$2(\mathbb{D}(\psi_{R_i}), \mathbb{D}(\psi_{R_j})) = \lambda_R [\varpi^{-1} \tilde{\psi}_{R_i} \cdot \tilde{\psi}_{R_j} + (\psi_{R_i}, \psi_{R_j})] = \lambda_R \delta_{ij},$$

we have

$$\mathbb{D}(u_N(0)) = \sum_{j=1}^{N} c_{jN}(0) \mathbb{D}(\psi_{R_j}) = 2 \sum_{j=1}^{N} \frac{1}{\lambda_R} (\mathbb{D}(u^0), \mathbb{D}(\psi_{R_j}))_{\Omega_R} \mathbb{D}(\psi_{R_j})$$

$$= \sum_{j=1}^{N} \frac{(\mathbb{D}(u^0), \mathbb{D}(\psi_{R_j}))_{\Omega_R}}{\|\mathbb{D}(\psi_{R_j})\|_{2, \Omega_R}^2} \mathbb{D}(\psi_{R_j}),$$

and therefore

$$\|\mathbb{D}(u_N(0))\|_{2, \Omega_R} \leq \|\mathbb{D}(u^0)\|_{2, \Omega}.$$  

(4.18)
We shall now derive three basic “energy estimates.” Multiplying both sides of (4.13) by $c_{iN}$, summing over $i$, integrating by parts over $\Omega_R$ and using (4.12) we get
\[
\frac{1}{2} \frac{d}{dt} \left[ \|u_N\|_2^2 + \omega^{-1}(|\sigma_N|^2 + \omega_n^2|\chi_N|^2) \right] = -2\|\nabla(u_N)\|_2^2 + \lambda ((\sigma_N - u_N) \cdot \nabla u_0, u_N),
\]
which, by (4.1), (2.6), Remark 2.1 and the assumption, in turn furnishes
\[
\frac{1}{2} \frac{d}{dt} \left[ \|u_N\|_2^2 + \omega^{-1}(|\sigma_N|^2 + \omega_n^2|\chi_N|^2) \right] \leq -\gamma \|\nabla u_N\|_2^2, \quad \gamma : = 1 - \lambda/\lambda_2 > 0.
\]
(4.19)

We next multiply both sides of (4.13) by $\lambda_R c_{iN}$ and sum over $i$. Integrating by parts over $\Omega_R$ and employing (4.11) and, one more time, (4.1), (2.6), and Remark 2.1 we show
\[
\frac{1}{2} \frac{d}{dt} \|\nabla u_N\|_2^2 + \|\partial_t u\|_2^2 + \omega^{-1} |\sigma_N|^2 = \lambda (\partial_t u_N - u_0 \cdot \nabla u_N + (\sigma_N - u_N) \cdot \nabla u_0 - (\sigma_N - u_N) \cdot \nabla u_N, \partial_t u_N) - \frac{\omega_n^2}{2} \chi_N \cdot \dot{\sigma}_N.
\]
(4.20)

Finally, we multiply both sides of (4.19) by $\lambda_R c_{iN}$ and sum over $i$. Integrating by parts over $\Omega_R$ and employing (4.11) and, one more time, (4.1), (2.6), and Remark 2.1 we show
\[
\frac{1}{2} \frac{d}{dt} \|\nabla u_N\|_2^2 + \|\sigma_N\|_2^2 + \omega |S_N|^2 = \lambda (\partial_t u_N - u_0 \cdot \nabla u_N + (\sigma_N - u_N) \cdot \nabla u_0 - (\sigma_N - u_N) \cdot \nabla u_N, \nabla \nabla u_N, \nabla \nabla u_N) + \omega_n^2 \chi_N \cdot S_N,
\]
where
\[
S_N := \int_{\partial \Omega} \nabla \nabla u_N \cdot n, \quad p_N := \sum_{k=1}^N c_{kN} \phi_{R_k}.
\]
We shall now derive a number of estimates for the approximated solutions, paying attention that the constant involved are independent of $N$ and $R$. Such a generic constant will be denote by $C$, which can thus depend, at most, on $\Omega, u_0$ and the physical constant involved in the problem. Moreover, without specification, its value may change from a line to the next one (e.g. $2C \leq C$). From (4.19), (4.17) and (2.8) we get
\[
\sup_{t \in (0, \infty)} \left[ \|u_N(t)\|_2^2 + \omega^{-1}(|\sigma_N(t)|^2 + \omega_n^2|\chi_N(t)|^2) \right] + \gamma \int_0^\infty (2\kappa_1^{-2}|\sigma_N(s)|^2 + \|\nabla u_N(s)\|_2^2) ds \leq \|u^0\|_2^2 + \omega^{-1}(|\chi|^2 + \omega_n^2|\chi^0|^2).
\]
(4.22)

Such an estimate implies, in particular, that the initial-value problem (4.15)–(4.16) has a (unique) solution in the whole interval $(0, \infty)$. Moreover, from (4.20), Cauchy-Schwarz inequality and Lemma 4.2 with $v \equiv \partial_t u_N$ and $\varepsilon \equiv \varepsilon_1 < \frac{1}{2}$, we infer
\[
\frac{d}{dt} \|\nabla u_N\|_2^2 + \frac{1}{2} \|\partial_t u_N\|_2^2 + |\dot{\sigma}_N|^2 \leq C (\|\nabla u_N\|_2^2 + \|\nabla u_N\|_2^2 + \|\nabla u_N\|_2^2 + |\chi_N|^2) + \varepsilon_1 \|D^2 u_N\|_2^2
\]
\[
\leq C (\|\nabla u_N\|_2^2 + \|\nabla u_N\|_2^2 + |\chi_N|^2) + \varepsilon_1 \|D^2 u_N\|_2^2
\]
(4.23)

Likewise, employing Lemma 4.2, this time with $v \equiv \nabla \nabla u_N, p_N$, from (4.21) we obtain
\[
\frac{1}{2} \frac{d}{dt} \|\nabla u_N\|_2^2 + \|\nabla \nabla u_N, p_N\|_2^2 + \omega |S_N|^2 \leq C (\|\nabla u_N\|_2^2 + \|\nabla u_N\|_2^2 + |\chi_N|^2) + \varepsilon_2 \|D^2 u_N\|_2^2
\]
which, in turn, combined with Lemma 4.1 implies, by taking \( \varepsilon_1 \) small enough

\[
\frac{1}{2} \frac{d}{dt} \| \nabla u_N \|^2 + C \| D^2 u_N \|^2 + \varepsilon | S_N |^2 \leq C \left( \| \nabla u_N \|^2 + \| \nabla u \|^2 + | \chi_N |^2 \right). \tag{4.24}
\]

Summing side-by-side (4.23) and (4.24) by choosing \( \varepsilon_1 \) sufficiently small we deduce

\[
\frac{d}{dt} \| \nabla u_N \|^2 + C \left( \| D^2 u_N \|^2 + \| \partial_t u_N \|^2 + | \sigma_N |^2 + \varepsilon | S_N |^2 \right) \leq C \left( \| \nabla u_N \|^2 + \| \nabla u \|^2 + | \chi_N |^2 \right), \tag{4.25}
\]

which furnishes, in particular,

\[
\frac{d}{dt} \| \nabla u_N \|^2 \leq C \left( \| \nabla u_N \|^2 + \| \nabla u \|^2 + | \chi_N |^2 \right), \tag{4.26}
\]

We wish to apply Lemma 4.3 to (4.26), with \( y \equiv \| \nabla u_N \|^2, \ a \equiv C | \chi_N |^2 \) and \( b \equiv C \). By (4.22), it follows that both \( a \) and \( b \) satisfy the assumption of the lemma. Furthermore, if we choose initial data such that

\[
\| \nabla u^0 \|^2 \leq \delta, \quad \| u^0 \|^2 + \varepsilon^{-1} (| \chi^0 |^2 + \omega_0^2 | \chi^0 |^2) \leq \gamma^{-1} \delta^2
\]

from (4.18) and (4.22) it follows that also the assumption (4.3) is met. As a result, Lemma 4.3 entails the existence of a positive constant \( C_0 \) independent of \( N \) and \( R \) such that

\[
\sup_{t \in (0, \infty)} \| \nabla u N (t) \|_2 \leq C_0. \tag{4.27}
\]

Employing (4.27) in (4.25) and keeping in mind (4.22) we conclude

\[
\int_0^T \left( \| D^2 u_N (s) \|^2 + \| \partial_t u_N (s) \|^2 \right) ds \leq C_1 T, \quad \text{for all } T > 0, \tag{4.28}
\]

with \( C_1 \) another positive constant independent of \( N \) and \( R \). Thanks to (4.22) and (4.28), we can now use a standard argument (e.g., [16]) to prove the existence of a subsequence \( \{ (u_{N_k}, \chi_{N_k}, \sigma_{N_k}) \} \) converging in suitable topology to some \( (u_R, \chi_R, \sigma_R) \) in the class (4.7) (with \( \Omega \equiv \Omega_R \) and \( \mathbb{R}^3 \equiv B_R \)) and satisfying (4.10). Since, clearly, \( (u_R, \chi_R, \sigma_R) \) continue to obey the bounds (4.22) and (4.28), we can similarly select a subsequence \( (u_{R_m}, \chi_{R_m}, \sigma_{R_m}) \) converging (again, in suitable topology) to a certain \( (u, \chi, \sigma) \) that is in the class (4.7) and obeys (4.22), (4.28), and (4.1) for a.a. \( x \in \Omega \) and \( t \in (0, \infty) \). The demonstration of this convergence is rather typical and we will omit it, referring to [16, Step 3 at p. 141] for details. Thus, the proof of existence is completed. We now pass to show the validity of (4.8). In this regard, we begin to observe that the solution just constructed satisfies, in particular,

\[
\sup_{t \in (0, \infty)} \left( \| u(t) \|_2 + \| \nabla u(t) \|_2 + | \chi(t) | + | \dot{\chi}(t) | \right) + \int_0^\infty (| \dot{\chi}(s) |^2 + \| \nabla u(s) \|^2) ds \leq K, \tag{4.29}
\]

where \( K > 0 \) is a constant depending only on the data. By dot-multiplying both sides of (4.1) by \( \partial_t u \) and proceeding as in the proof of (4.23) we obtain

\[
\frac{d}{dt} (\| \nabla u \|^2 + \frac{\omega^2}{\varepsilon} | \chi \cdot \dot{\chi} |) + \| \partial_t u \|^2 + \varepsilon^{-1} | \dot{\chi} |^2
\]

\[
= \lambda (\partial_t u - u_0 \cdot \nabla u + (\dot{\chi} - u) \cdot \nabla u_0 - (\sigma - u) \cdot \nabla u, \partial_t u) + \frac{\omega^2}{\varepsilon} | \dot{\chi} |^2.
\]
We now use, on the right-hand side of this relation, Lemma 4.1 with \( \mathbf{v} \equiv \partial_t \mathbf{u} \), \( \varepsilon \equiv \varepsilon_1 < \frac{1}{2} \), along with the uniform bound on \( \| \nabla \mathbf{u} \|_2 \) in (4.29) to get

\[
\frac{d}{dt}(\| \nabla \mathbf{u} \|_2^2 + \frac{\omega^2}{\varepsilon} \mathbf{\chi} \cdot \dot{\mathbf{\chi}}) + \frac{1}{\varepsilon} \| \partial_t \mathbf{u} \|_2^2 + \omega^{-1} |\dot{\mathbf{\chi}}|^2 \leq C \| \nabla \mathbf{u} \|_2^2 + \varepsilon_1 \| D^2 \mathbf{u} \|_2^2 + \frac{\omega^2}{\varepsilon} |\dot{\mathbf{\chi}}|^2 \quad (4.30)
\]

Finally, we test both sides of (4.1)_1 by \( \text{div} \, \mathbb{T}(\mathbf{u}, p) \) and apply Cauchy-Schwarz inequality to deduce

\[
\| \text{div} \, \mathbb{T}(\mathbf{u}, p) \|_2^2 \leq -2\lambda \| \partial_1 \mathbf{u} - \mathbf{u}_0 \cdot \nabla \mathbf{u} + (\dot{\mathbf{\chi}} - \mathbf{u}) \cdot \nabla \mathbf{u}_0 - (\dot{\mathbf{\chi}} - \mathbf{u}) \cdot \nabla \mathbf{u}, \text{div} \, \mathbb{T}(\mathbf{u}, p) \| + \| \partial_t \mathbf{u} \|_2^2.
\]

Employing in this inequality Lemma 4.2 with \( \mathbf{v} \equiv \text{div} \, \mathbb{T}(\mathbf{u}, p) \) along with the bound (4.29) on \( \| \nabla \mathbf{u} \|_2 \), we infer

\[
\| \text{div} \, \mathbb{T}(\mathbf{u}, p) \|_2^2 \leq C \| \nabla \mathbf{u} \|_2^2 + \varepsilon_2 \| D^2 \mathbf{u} \|_2^2 + \| \partial_t \mathbf{u} \|_2^2,
\]

which, in turn, with the help of Lemma 4.1 and by selecting \( \varepsilon_2 \) small enough, entails

\[
\| D^2 \mathbf{u} \|_2^2 + \| \nabla p \|_2^2 \leq C \left( \| \nabla \mathbf{u} \|_2^2 + \| \partial_t \mathbf{u} \|_2^2 + |\dot{\mathbf{\chi}}|^2 \right). \quad (4.31)
\]

Next, we utilize (4.31) on the right-hand side of (4.30) and pick \( \varepsilon_2 \) suitably, which enables us to find

\[
\frac{d}{dt}(\| \nabla \mathbf{u} \|_2^2 + \frac{\omega^2}{\varepsilon} \mathbf{\chi} \cdot \dot{\mathbf{\chi}}) + \frac{1}{\varepsilon} \| \partial_t \mathbf{u} \|_2^2 + \omega^{-1} |\dot{\mathbf{\chi}}|^2 \leq C \left( \| \nabla \mathbf{u} \|_2^2 + |\dot{\mathbf{\chi}}|^2 \right). \quad (4.32)
\]

Integrating over time both sides of (4.32) and taking into account (4.29) it follows that

\[
\partial_t \mathbf{u} \in L^2(0, \infty; L^2(\Omega)), \quad \dot{\mathbf{\chi}} \in L^2(0, \infty), \quad (4.33)
\]

which once replaced in (4.32), again with the help of (4.29), furnishes

\[
D^2 \mathbf{u}, \nabla p \in L^2(0, \infty; L^2(\Omega)). \quad (4.34)
\]

By possibly adding a suitable function of time to \( p \), we may get [11, Theorem II.6.1]

\[
p \in L^6(\Omega) \quad \text{and} \quad \| p(t) \|_6 \leq C \| \nabla p(t) \|_2, \quad \text{a.a.} \quad t > 0. \quad (4.35)
\]

On the other hand, from (4.1)_4 and standard trace theorems, we have

\[
|\mathbf{x}(t)|^2 \leq \frac{1}{2} \left( |\dot{\mathbf{x}}(t)|^2 + \left| \int_{\partial \Omega} \mathbb{T}(\mathbf{u}, p) \cdot \mathbf{n} \right|^2 \right) \leq C \left( |\dot{\mathbf{x}}(t)|^2 + \| \nabla \mathbf{u} \|_{2, \Omega}^2 + \| p \|_{1, \Omega}^2 \right),
\]

for some fixed \( \rho \), which, in view of (4.33)–(4.35) allows us to conclude.

\[
\mathbf{x} \in L^2(0, \infty). \quad (4.36)
\]

Combining (4.29), (4.33) and (4.36) we get at once

\[
\lim_{t \to \infty} \left( |\mathbf{x}(t)| + |\dot{\mathbf{x}}(t)| \right) = 0. \quad (4.37)
\]

From (4.29) it follows that there exists at least one unbounded sequence \( \{ t_n \} \in (0, \infty) \) such that

\[
\lim_{n \to \infty} \| \nabla \mathbf{u}(t_n) \|_2 = 0. \quad (4.38)
\]
Thus, integrating both sides of (4.32) between \( t_n \) and \( t > t_n \) we infer, in particular
\[
\| \nabla u(t) \|_2^2 \leq \| \nabla u(t_n) \|_2^2 + C \left( |x(t)| |\dot{x}(t)| + |x(t_n)| |\dot{x}(t_n)| + \int_{t_n}^t (\| \nabla u(s) \|_2^2 + |\dot{x}(s)|^2) ight) 
\]
which by (4.37) and (4.38) entails
\[
\lim_{t \to \infty} \| \nabla u(t) \|_2 = 0.
\]
The latter and (2.7) complete the proof of (4.8). The proof of uniqueness is quite standard and we will only sketch it here. Let \((u_i, p_i, \chi_i), i = 1, 2\), be two solutions to (4.1) corresponding to the same initial data, and set \(u := u_1 - u_2, \ p = p_1 - p_2, \ \chi = \chi_1 - \chi_2\). We thus have
\[
\begin{align*}
\partial_t u - \lambda [\partial_1 u - u_0 \cdot \nabla u + (\dot{\chi} - u) \cdot \nabla u_0 - (\dot{\chi}_1 - u_1) \cdot \nabla u - (\dot{\chi} - u) \cdot \nabla u_2] \\
= \Delta u - \nabla p \\
\text{div} \ u = 0
\end{align*}
\]
in \( \Omega \times (0, \infty) \),
\[
\begin{align*}
u(x, t) = \chi(t), \ (x, t) \in \partial \Omega \times (0, \infty), \\
\dot{\chi} + \omega_n^2 \chi + \nabla \int_{\partial \Omega} T(u, p) \cdot n = 0, \ \text{in} \ (0, \infty) \\
u(x, 0) = 0, \ x \in \Omega, \ \chi(0) = 0, \ \dot{\chi}(0) = 0.
\end{align*}
\]
(4.39)
We dot-multiply (4.39) by \(u\), integrate by parts over \(\Omega\) and use (4.39) to get
\[
\frac{1}{2} \frac{d}{dt} \left[ \|u\|_2^2 + \omega^{-1}(\|\dot{\chi}\|_2^2 + \omega_n^2 \|\chi\|_2^2) \right] \leq \lambda \|u\|_2^2 \]
where \(\gamma\) is defined in (4.22). From (2.8) and Cauchy–Schwarz inequality we get
\[
\| (\chi \cdot \nabla u_2, u) \| \leq \frac{1}{2} \gamma \|\nabla u\|_2^2 + c \|\nabla u_2\|_2 \|u\|_2^2,
\]
whereas from (2.7), Hölder, Sobolev and Cauchy–Schwarz inequalities,
\[
\| (u \cdot \nabla u_2, u) \| \leq \|u\|_6 \|\nabla u_2\|_3 \|u\|_2 \leq \frac{1}{2} \gamma \|\nabla u\|_2^2 + c \|u_2\|_2 \|u\|_2^2.
\]
Replacing the last two displayed relations in (4.40) we thus conclude
\[
\frac{dE}{dt} \leq c g(t) E(t)
\]
where \(g := \|u(t)\|_2^2, \ E := \|u\|_2^2 + \omega^{-1}(\|\dot{\chi}\|_2^2 + \omega_n^2 \|\chi\|^2)\). Since \(u_2\) is in the class (4.7), we have \(g \in L^1(0, T)\), for all \(T > 0\) and also, by assumption, \(E(0) = 0\). Uniqueness then follows by using Gronwall’s lemma to (4.41). The proof of the theorem is completed.

\[
\square
\]

5 On the Absence of Oscillatory Regimes

We begin with a simple observation concerning the two quantities defined in (3.2) and (4.6). Precisely, since \(D_0^{1,2}(\Omega) \subset D^{1,2}(\mathbb{R}^3)\), it follows that \(\lambda_1^{-1} \leq \lambda_2^{-1}\). This, by Theorem 3.1 and Theorem 4.1, implies that if \(\lambda < \lambda_2\), the corresponding steady-state solution determined in Theorem 3.1 is unique and stable.
The objective of this section is to show, in addition, that if \( \lambda < \lambda_2 \) no oscillatory motion can stem out of the steady-state branch in a suitable function class of solutions \( \mathcal{C} \), which means to say that time-periodic bifurcation may occur only at some \( \lambda_0 > \lambda_2 \). More precisely, let \( s_0(\lambda) \) be the steady-state solution given in (3.1). A generic \( T \)-periodic solution to (1.2) can then always be written as

\[
\mathbf{u}(x, t) + \mathbf{u}_0(x), \quad p(x, t) + p_0(x), \quad \chi(t) + \chi_0,
\]

where \((\mathbf{u}, p, \chi)\), after the scaling \( \tau = t/T \), is a \( 2\pi \)-periodic solution to the following equations

\[
\begin{aligned}
\frac{1}{T} \partial_{\tau} \mathbf{u} - \lambda [\partial_1 \mathbf{u} - \mathbf{u}_0 \cdot \nabla \mathbf{u} + (\chi - \mathbf{u}) \cdot \nabla \mathbf{u}_0 - (\chi - \mathbf{u}) \cdot \nabla \mathbf{u}] &= \Delta \mathbf{u} - \nabla p \\
\text{div} \mathbf{u} &= 0
\end{aligned}
\] \quad \text{in } \Omega \times (0,2\pi),

\[
\begin{aligned}
\mathbf{u}(x, t) &= \hat{\chi}(t), \quad (x, t) \in \partial \Omega \times (0,2\pi), \\
\chi + \omega_0^2 \chi + \omega \int_{\partial \Omega} T(p, \mathbf{p}) \cdot \mathbf{n} &= 0, \quad \text{in } (0,2\pi).
\end{aligned}
\] \quad (5.1)

We now introduce the class

\[
\mathcal{C} := \left\{ (\mathbf{u} = \overline{\mathbf{u}} + \mathbf{w}, p = \overline{p} + p, \chi = \overline{\chi} + \xi) : \overline{\mathbf{u}} \in X(\Omega), \mathbf{w} \in W^2_2; \overline{p} \in W^{1,2}(\Omega), p \in L^2(\mathcal{D}^2); \xi \in W^2_2 \right\},
\]

which constitutes the functional framework where, later on, we shall prove the occurrence of time-periodic bifurcation.

The following result holds.

**Theorem 5.1** Let \((\mathbf{u}, p, \chi) \in \mathcal{C}\). Then, if \( \lambda < \lambda_2 \), necessarily \((\mathbf{u}, p, \chi) \equiv (0,0,0)\).

**Proof.** From (5.1) we get (with \( \zeta := \frac{1}{T} \))

\[
-\lambda (\partial_{\tau} \overline{\mathbf{u}} - \mathbf{u}_0 \cdot \nabla \overline{\mathbf{u}} - \overline{\mathbf{u}} \cdot \nabla \mathbf{u}_0) - \Delta \overline{\mathbf{u}} + \nabla \overline{p} = -\lambda (\overline{\mathbf{u}} \cdot \nabla \overline{\mathbf{u}} + (\zeta \chi - \mathbf{w}) \cdot \nabla \mathbf{w})
\] \quad \text{in } \Omega,

\[
\text{div} \overline{\mathbf{u}} = 0 \quad \text{at } \partial \Omega,
\]

\[
\omega_0^2 \overline{\chi} + \omega \int_{\partial \Omega} T(\mathbf{u}, \mathbf{p}) \cdot \mathbf{n} = 0,
\]

and

\[
\zeta \partial_{\tau} \mathbf{w} - \lambda (\partial_1 \mathbf{w} - \mathbf{w}_0 \cdot \nabla \mathbf{w} + (\zeta \chi - \mathbf{w}) \cdot \nabla \mathbf{w}_0) - \Delta \mathbf{w} + \nabla p =
\]

\[
\lambda [((\zeta \chi - \mathbf{w}) \cdot \nabla \mathbf{w} + (\zeta \chi - \mathbf{w}) \cdot \nabla \mathbf{w} - \mathbf{u} \cdot \nabla \mathbf{w} + (\zeta \chi - \mathbf{w}) \cdot \nabla \overline{\mathbf{u}}]
\] \quad \text{in } \Omega \times [0,2\pi]

\[
\text{div} \mathbf{w} = 0 \quad \text{at } \partial \Omega \times [0,2\pi]
\]

\[
\zeta^2 \ddot{\xi} + \omega_0^2 \xi + \omega \int_{\partial \Omega} T(\mathbf{w}, \mathbf{p}) \cdot \mathbf{n} = 0, \quad \text{in } [0,2\pi].
\] \quad (5.3)

We test both sides of (5.3) by \( \mathbf{w} \), and integrate by parts over \( \Omega \times (0,2\pi) \). Taking into account the summability properties of members in the class \( \mathcal{C} \) and the definition of \( \lambda_2 \), we readily show

\[
\int_0^{2\pi} \| \nabla \mathbf{w}(s) \|^2_2 \, ds = \lambda \left( (\zeta \chi - \mathbf{w}) \cdot \nabla (\mathbf{w}_0 + \overline{\mathbf{u}}), \mathbf{w} \right) \leq \frac{\lambda}{\lambda_2} \int_0^{2\pi} \| \nabla \mathbf{w}(s) \|^2_2 \, ds - \lambda \left( (\zeta \chi - \mathbf{w}) \cdot \nabla \mathbf{w}, \overline{\mathbf{u}} \right).\]

\[
\text{(5.4)}
\]
From [11, Lemma II.6.4] we know that there exists a “cut-off” function, $\psi_R \in C^\infty_0(\mathbb{R}^3)$, $R \in (0, \infty)$, with the following properties

(i) $\psi_R(x) \in [0, 1]$, for all $x \in \mathbb{R}^3$ and $R > 0$;
(ii) $\lim_{R \to \infty} \psi_R(x) = 1$ for all $x \in \mathbb{R}$;
(iii) $\psi_R(x) = 1$ for all $x \in B_R$, and $\text{supp}(\psi_R) \subset B_{2R^2}$;
(iv) $\text{supp}(\nabla \psi_R) \subset B_R \setminus B_{2R^2} := S_R$, $R \geq 1$;
(v) $\|u|\nabla \psi_R|\|_2 \leq c \|\nabla u\|_{2,\Omega}^{\frac{p}{2}}$, with $c$ independent of $R$;
(vi) $\partial_1 \psi_R \in L^2(\Omega)$.

Testing both sides of (5.2) by $\psi_R u$ and integrating by parts over $\Omega$ as needed, we get

$$\|\psi_R \nabla u\|^2_2 = \frac{1}{2} \lambda \left[ - (\partial_1 \psi_R \overline{u}, u) + (|\overline{u}|^2 (u_0 + \overline{u}), \nabla \psi_R) + 2(\psi_R (\dot{\xi} - w) \cdot \nabla w, \overline{u}) \right]$$

$$- \lambda (\psi_R \overline{u} \cdot \nabla u_0, \overline{u}) + (\overline{p} \overline{u}, \nabla \psi_R) := \sum_{k=1}^5 I_k. \quad (5.5)$$

Using (iv)-(vi) above along with Hölder inequality, we show

$$|I_1| + |I_2| \leq \frac{1}{2} \lambda (\|\partial_1 \psi_R\|_2 + \|u_0 + \overline{u}\| \|\nabla \psi_R\|_2) \|\overline{u}\|_{4, S_R} \leq c(1 + \|\nabla u_0\|_2 + \|\nabla \overline{u}\|_2 \|\overline{u}\|_{4, S_R}^2$$

and also

$$|I_5| \leq \|\overline{u}\| \|\nabla \psi_R\|_2 \|\overline{p}\|_{2, S_R} \leq c \|\overline{u}\|_2 \|\overline{p}\|_{2, S_R}.$$

We now pass to the limit $R \to \infty$ in (5.5). With the help of the last two displayed inequalities along with (ii) above, the fact that $u, w \in C$ and the definition of $\lambda_1$, we easily show

$$\|\nabla \overline{u}\|^2_2 = - \lambda (\overline{u} \cdot \nabla u_0, \overline{u}) + \lambda (\dot{\xi} - w) \cdot \nabla w, \overline{u}) \leq \frac{1}{\lambda_1} \|\nabla \overline{u}\|^2_2 + \lambda (\dot{\xi} - w) \cdot \nabla w, \overline{u}). \quad (5.6)$$

Summing side-by-side (5.4) and (5.6) and imposing $\lambda < \lambda_2 \leq \lambda_1$, we thus show

$$\nabla u(x, t) = 0, \quad \text{for all } (x, t) \in \Omega \times [0, 2\pi],$$

which, by (2.7) and (2.8) concludes the proof of the theorem.

6 A General Approach to Time-Periodic Bifurcation

Our next objective is to formulate sufficient conditions for the occurrence of oscillatory motion of $\mathcal{S}$. As we mentioned in the end of Section 1, the oscillation will be induced by the time-periodic motion bifurcating from the steady-state branch. In order to address this problem, we shall employ the theory developed in [13] for a general class of operator equations. The theory and its associated main result will be recalled in the current section whereas, for the reader’s sake, full proofs will be reported in the Appendix. To this end, it is worth making some introductory remarks that will also provide the appropriate rationale of our approach.
Consider an evolution problem described by the equation
\[ v_t = M(v, \lambda), \tag{6.1} \]
where \( \lambda \) is a positive, real parameter and \( M \) a nonlinear operator. Suppose that in a neighborhood of \( \lambda_0, I(\lambda_0) \), there exists a branch of steady-state solutions \( v_0 = v_0(\lambda) \) to (6.1), namely, satisfying
\[ M(v_0, \lambda) = 0, \quad \lambda \in I(\lambda_0). \]
The bifurcation problem consists then in finding sufficient conditions on \((v_0(\lambda_0), \lambda_0)\) guaranteeing the existence of a family of time-periodic solution around \((v_0, \lambda_0)\) that coincides with \((v_0, \lambda_0)\) as \( \lambda \to \lambda_0 \). This problem can be equivalently reformulated in the following, more familiar way. Set \( u = v - v_0(\lambda) \), \( \mu = \lambda - \lambda_0 \in I(0) \). From (6.1) we then derive the following equation for \((u, \mu)\)
\[ u_t + L(u) = N(u, \mu), \tag{6.2} \]
where \( L \) is the linearization of \( M \) at \((v_0, \lambda_0)\) and \( N \) is a nonlinear operator depending on the parameter \( \mu \in I(0) \), such that \( N(0, 0) = D_0 N(0, 0) = 0 \) for all such \( \mu \). Therefore, the bifurcation problem at \((v_0(\lambda_0), \lambda_0) \) \((\equiv (u = 0, \mu = 0))\) is equivalent to show that, in addition to the trivial solution \((u = 0, \mu = 0)\), there exists a family of non-trivial time-periodic solutions to (6.2), \( u = u(\mu; t) \), of (unknown) period \( T = T(\mu) \) (T-periodic solutions) in a neighborhood of \( \mu = 0 \), and such that \( (u(\mu; t), \mu) \to (0, 0) \) as \( \mu \to 0 \). Setting \( \tau := 2\pi t/T \equiv \zeta t \), (6.2) becomes
\[ \zeta u_\tau + L(u) = N(u, \mu) \tag{6.3} \]
and the problem reduces to find a family of 2\pi-periodic solutions to (6.3) with the above properties. If we write \( u = \overline{v} + (u - \overline{v}) := v + w \), where the bar denotes average over a 2\pi-period, it follows that (6.3) is formally equivalent to the following two equations
\[ L(v) = \overline{N(v + w, \mu)} := N_1(v, w, \mu), \quad \zeta w_\tau + L(w) = N(v + w, \mu) - \overline{N(v + w, \mu)} := N_2(v, w, \mu). \tag{6.4} \]
We are thus led to solve for the nonlinear “elliptic-parabolic” system (6.4). It turns out that, in many circumstances, the elliptic “steady-state” problem is better investigated in function spaces with quite less regularity\(^(8)\) than the space where the parabolic “oscillatory” problem should be studied. This especially occurs when the physical system evolves in an unbounded spatial region, in which case the natural framework for the study of (6.4)\(_1\) is a homogeneous Sobolev space, whereas that of (6.4)\(_2\) is a classical Sobolev space [14, 15]. This suggests that, in general, it is more appropriate to study the two equations in (6.4) in two distinct function classes. As a consequence, even though being formally the same operator, the operator \( L \) in (6.4)\(_1\) acts on and ranges into spaces different than those where the operator \( L \) in (6.4)\(_2\) acts and ranges. With this in mind, (6.4) becomes
\[ L_1(v) = N_1(v, w, \mu); \quad \zeta w_\tau + L_2(w) = N_2(v, w, \mu). \]
The general theory proposed in [13], and that we are about to recall in its main aspects, takes its cue exactly from the these considerations.

\(^{(8)}\)Here ‘regularity’ is meant in the sense of behavior at large spatial distances.
Let $\mathcal{U}, \mathcal{V}$, be real Banach spaces with norms $\| \cdot \|_{\mathcal{U}}, \| \cdot \|_{\mathcal{V}}$, respectively, and let $\mathcal{Z}$ be a real Hilbert space with norm $\| \cdot \|_{\mathcal{Z}}$. Moreover, let

$$L_1 : \mathcal{U} \mapsto \mathcal{V}$$

be a bounded linear operator, and let \( L_2 : \mathcal{D}[L_2] \subset \mathcal{Z} \mapsto \mathcal{Z}, \)

be a densely defined, closed linear operator, with a non-empty resolvent set $\mathcal{P}(L_2)$. For a fixed (once and for all) $\theta \in \mathcal{P}(L_2)$ we denote by $\mathcal{W}$ the linear subspace of $\mathcal{Z}$ closed under the (graph) norm $\|w\|_{\mathcal{W}} := \|(L_2 + \theta I)w\|_{\mathcal{Z}}$, where $I$ stands for the identity operator. We also define the following spaces

\[
\mathcal{Z}_{2\pi,0} := \left\{ w : \mathbb{R} \to \mathcal{Z}, \text{2}\pi\text{-periodic with } \overline{w} = 0, \text{ and } \int_{-\pi}^{\pi} \|w(s)\|_Z^2 \, ds < \infty \right\}
\]

\[
\mathcal{W}_{2\pi,0} := \left\{ w \in \mathcal{Z}_{2\pi,0} : \|w\|_{\mathcal{W}_{2\pi,0}} := \left( \int_{-\pi}^{\pi} (\|w_1(s)\|_Z^2 + \|w(s)\|_W^2) \, ds \right)^{\frac{1}{2}} < \infty \right\}.
\]

Next, let

$$N : \mathcal{U} \times \mathcal{W}_{2\pi,0} \times \mathbb{R} \mapsto \mathcal{V} \oplus \mathcal{Z}_{2\pi,0}$$

be a (nonlinear) map satisfying the following properties:

\[
N_1 : (v, w, \mu) \in \mathcal{U} \times \mathcal{W}_{2\pi,0} \times \mathbb{R} \mapsto N(v, w, \mu) \in \mathcal{V}
\]

\[
N_2 := N - N_1 : \mathcal{U} \times \mathcal{W}_{2\pi,0} \times \mathbb{R} \mapsto \mathcal{Z}_{2\pi,0}.
\]

The Bifurcation Problem is then formulated as follows.

**Find a neighborhood of the origin $U(0,0,0) \subset \mathcal{U} \times \mathcal{W}_{2\pi,0} \times \mathbb{R}$ such that the equations**

$$L_1(v) = N_1(v, w, \mu), \text{ in } \mathcal{V}; \quad \zeta w_r + L_2(w) = N_2(v, w, \mu), \text{ in } \mathcal{Z}_{2\pi,0},$$

**possess there a family of non-trivial $2\pi$-periodic solutions $(v(\mu), w(\mu; \tau))$ for some $\zeta = \zeta(\mu) > 0$, such that $(v(\mu), w(\mu; \tau)) \to 0$ in $\mathcal{U} \times \mathcal{W}_{2\pi,0}$ as $\mu \to 0$.**

Whenever the Bifurcation Problem is solvable, we say that $(u = 0, \mu = 0)$ is a *bifurcation point*. Moreover, the bifurcation is called *supercritical* [resp. *subcritical*] if the family of solutions $(v(\mu), w(\mu; \tau))$ exists only for $\mu > 0$ [resp. $\mu < 0$].

In order to provide sufficient conditions for the resolution of the above problem, we make the following assumptions (H1)–(H4) on the involved operators.\(^{(10)}\)

(H1) $L_1$ is a homeomorphism;

(H2) There exists $\nu_0 := i \zeta_0, \zeta_0 > 0$ such that $L_2 - \nu_0 I$ is Fredholm of index 0, and $\dim N_c[L_2 - \nu_0 I] = 1$ with $N_c[L_2 - \nu_0 I] \cap R_c[L_2 - \nu_0 I] = \{0\}$. Namely, $\nu_0$ is a simple eigenvalue of $L_2$. Moreover, $k \nu_0 \in \mathcal{P}(L_2)$, for all $k \in \mathbb{N}\setminus\{0,1\}$.

\(^{(9)}\) Given an operator $M$, we denote by $\mathcal{D}[M]$ and $\mathcal{R}[M]$ its domain and range, respectively, and by $\mathcal{N}[M] := \{ u : M(u) = 0 \}$ its null space.

\(^{(10)}\) As customary, for $X$ a real Banach space, we denote by $X_c := X + iX$ its complexification. If $L$ is a linear operator on $X$, we continue to denote by $L$ its extension to a linear operator on $X_c$, while $N_c[L]$ and $R_c[L]$ stand for the null space and range in $X_c$. The spectrum, $\sigma(L)$, is computed with respect to $X_c$, so $\nu \in \sigma(L)$ if and only if its complex conjugate, $\nu^*$, is in $\sigma(L)$. 
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(H3) The operator
\[ \mathcal{Q} : w \in \mathcal{W}_{2\pi,0} \mapsto \zeta_0 w + L_2(w) \in \mathcal{Z}_{2\pi,0}, \]
is Fredholm of index 0;

(H4) The nonlinear operators \( N_1, N_2 \) are analytic in the neighborhood \( U_1(0,0,0) \subset \mathcal{U} \times \mathcal{W}_{2\pi,0} \times \mathbb{R} \), namely, there exists \( \delta > 0 \) such that for all \((v, w, \mu)\) with \( \|v\|_{\mathcal{U}} + \|w\|_{\mathcal{W}_{2\pi,0}} + |\mu| < \delta \), the Taylor series
\[
N_1(v, w, \mu) = \sum_{k,l,m=0}^{\infty} R_{klm} v^k w^l \mu^m, \\
N_2(v, w, \mu) = \sum_{k,l,m=0}^{\infty} S_{klm} v^k w^l \mu^m,
\]
are absolutely convergent in \( \mathcal{V} \) and \( \mathcal{Z}_{2\pi,0} \), respectively, for all \((v, w, \mu)\). Moreover, we assume that the multi-linear operators \( R_{klm} \) and \( S_{klm} \) satisfy \( R_{klm} = S_{klm} = 0 \) whenever \( k + l + m \leq 1 \), and \( R_{011} = R_{00m} = S_{00m} = 0 \), all \( m \geq 2 \).

Let
\[ L_2(\mu) := L_2 + \mu S_{011}, \quad (6.7) \]
and observe that, by (H2), \( \nu_0 \) is a simple eigenvalue of \( L_2(0) \equiv L_2 \). Therefore, denoting by \( \nu(\mu) \) the eigenvalues of \( L_2(\mu) \), it follows (e.g. [28, Proposition 79.15 and Corollary 79.16]) that in a neighborhood of \( \mu = 0 \) the map \( \mu \mapsto \nu(\mu) \) is well defined and of class \( C^\infty \).

We may now state the following bifurcation result.

**Theorem 6.1** Suppose (H1)–(H4) hold and, in addition,
\[ \Re[\nu'(0)] \neq 0, \quad (6.6) \]
namely, the eigenvalue \( \nu(\mu) \) crosses the imaginary axis with “non-zero speed.” Moreover, let \( v_0 \) be a normalized eigenvector of \( L_2 \) corresponding to the eigenvalue \( \nu_0 \), and set \( v_1 := \Re[v_0 e^{-i\tau}] \). Then, the following properties are valid.

(a) Existence. There are analytic families
\[ (v(\varepsilon), w(\varepsilon), \zeta(\varepsilon), \mu(\varepsilon)) \in \mathcal{U} \times \mathcal{W}_{2\pi,0} \times \mathbb{R}_{+} \times \mathbb{R} \]
satisfying (6.6), for all \( \varepsilon \) in a neighborhood \( \mathcal{I}(0) \) of \( 0 \in \mathbb{R} \), and such that
\[ (v(\varepsilon), w(\varepsilon) - \varepsilon v_1, \zeta(\varepsilon), \mu(\varepsilon)) \to (0,0,0,0) \quad \text{as} \quad \varepsilon \to 0. \]

(a) Uniqueness. There is a neighborhood
\[ U(0, 0, \zeta_0, 0) \subset \mathcal{U} \times \mathcal{W}_{2\pi,0} \times \mathbb{R}_{+} \times \mathbb{R} \]
such that every (nontrivial) \( 2\pi \)-periodic solution to (6.6), lying in \( U \) must coincide, up to a phase shift, with a member of the family (6.7).

(a) Parity. The functions \( \zeta(\varepsilon) \) and \( \mu(\varepsilon) \) are even:
\[ \zeta(\varepsilon) = \zeta(-\varepsilon), \quad \mu(\varepsilon) = \mu(-\varepsilon), \quad \text{for all} \quad \varepsilon \in \mathcal{I}(0). \]
Consequently, the bifurcation due to these solutions is either subcritical or supercritical, a two-sided bifurcation being excluded.\(^{(11)}\)

\(^{(11)}\)Unless \( \mu \equiv 0 \).
A proof of this result is given in [13, Theorem 3.1]. However, for completeness and reader’s sake, we deem it appropriate to reproduce it in the Appendix.

7 Existence of an Analytic Steady-State Branch

Our next main objective is to reformulate the bifurcation problem presented in Section 1 in a suitable functional setting, which will eventually allow us to apply the theory presented in Section 6. The major challenge in reaching this goal is the choice of the ‘right’ setting, where the operators involved possess the properties required by Theorem 6.1. This will require a careful study of appropriate linearized problems obtained from (1.3) and (1.4) that will be performed in Sections 7 through 9.

In this section we will provide sufficient conditions for the existence of an analytic branch of solutions to (1.3) in a neighborhood of some \( \lambda_0 \). To this end, we begin to define the map:

\[
\tilde{\Delta} : (u, \chi) \in X^2(\Omega) \times \mathbb{R}^3 \mapsto \tilde{\Delta}(w, \xi) \in L^2(\mathbb{R}^3)
\]

where

\[
\tilde{\Delta}(u, \chi) = \begin{cases} -\Delta w & \text{in } \Omega, \\ \omega^2 \chi + 2\omega \int_{\partial\Omega} \mathbb{D}(w) \cdot n & \text{in } \Omega_0, \end{cases}
\]

and set \( \tilde{\mathcal{A}} := \mathcal{P} \tilde{\Delta} \), where, we recall, \( \mathcal{P} \) is the orthogonal projection of \( L^2(\mathbb{R}^3) \) onto \( H(\mathbb{R}^3) \). We also define

\[
\tilde{\partial}_1 : u \in X^2(\Omega) \mapsto \tilde{\partial}_1(u) \in H(\mathbb{R}^3)
\]

where

\[
\tilde{\partial}_1(u) = \begin{cases} -\partial_1 u & \text{in } \Omega, \\ 0 & \text{in } \Omega_0. \end{cases}
\]

It is readily checked that, as stated, \( \tilde{\partial}_1(u) \in H(\mathbb{R}^3) \). By Lemma 2.2 and (7.2), this amounts to show that

\[
\int_{\Omega} \partial_1 u \cdot \nabla p = 0, \quad \text{for all } p \in D^{1,2}(\Omega).
\]

Since \( u \in D_0^{1,2}(\Omega) \), there is a sequence \( \{u_k\} \subset C_0(\Omega) \) such that \( \|\nabla(u_k - u)\|_2 \to 0 \) as \( k \to \infty \). Then, by an integration by parts combined with the condition \( \text{div} u_k = 0 \), we show that (7.3) holds for each \( u_k \) and hence for \( u \) after passing to the limit \( k \to \infty \). Let \( u_0 \) be the velocity field associated to the solution to (1.3) determined in Theorem 3.1, corresponding to \( \lambda = \lambda_0 \), and set

\[
\mathcal{C} : u \in X^2(\Omega) \mapsto \mathcal{C}(u) \in L^2(\mathbb{R}^3)
\]

where

\[
\mathcal{C}(u) = \begin{cases} u_0 \cdot \nabla u + u \cdot \nabla u_0 & \text{in } \Omega, \\ 0 & \text{in } \Omega_0. \end{cases}
\]

Finally, let \( U := (u, \chi) \) and consider the following operator

\[
\mathcal{L}_1 : U \in X^2(\Omega) \times \mathbb{R}^3 \mapsto \mathcal{A}(U) + \lambda_0 [\tilde{\partial}_1 u - \mathcal{P} \mathcal{C}(u)] \in H(\mathbb{R}^3) \cap D_0^{-1,2}(\Omega).
\]

Lemma 7.1 The operator \( \mathcal{L}_1 \) is well-defined.
Proof. Clearly $\mathcal{P} \varphi = \varphi$, for $\varphi \in C_0(\Omega)$. Therefore, for any such a $\varphi$, integrating by parts we get

$$(L_1(U), \varphi) = \lambda_0(\partial_1 u, \varphi) - (\lambda_0(u_0 \otimes u + u \otimes u_0) + \nabla u, \nabla \varphi).$$

Employing Hölder inequality and Proposition 2.1 we deduce that since $u \in X(\Omega)$, then $L_1(U) \in D_{-1,2,0}^\Omega$. Moreover,

$$\|u_0 \cdot \nabla u + u \cdot \nabla u_0\|_2 \leq \|u_0\|_\infty \|\nabla u\|_2 + \|u\|_\infty \|\nabla u_0\|_2,$$

which implies, by Lemma 2.4 and Theorem 3.1, that since $u \in X^2(\Omega)$, then $L_1(U) \in H(\mathbb{R}^3)$.

Lemma 7.2 The operator $L_1$ is Fredholm of index 0.

Proof. We have $L_1 = L_1^0 + \mathcal{P} \mathcal{C}$ where $L_1^0 := \mathcal{L} + \lambda_0 \partial_1$. The operator $L_1^0$ is a homeomorphism, that is, for any $(f, F) \in Y(\Omega) \times \mathbb{R}^3$ there exists unique $(u, \chi) \in X^2(\Omega) \times \mathbb{R}^3$ solving

$$\begin{cases}
\lambda_0 \partial_1 u + \Delta u = \nabla p + f \\
\operatorname{div} u = 0
\end{cases} \quad \text{in } \Omega,
\begin{cases}
u \chi = 0 \quad \text{at } \partial \Omega, \\
\omega u^2 \chi + \int_{\partial \Omega} T(u, p) \cdot n = F
\end{cases}$$

(7.6)

and continuously depending on the data. To show the validity of this property, we notice that from [6, Theorem 2.1] it follows that, corresponding to the given $f \in Y(\Omega)$, there exists a unique solution $(u, \chi) \in X^2(\Omega) \times \mathbb{R}^3$ solving

$$(\lambda_0 \partial_1 u + \Delta u = \nabla p + f) \quad \text{in } \Omega,$$

$$\begin{cases}
u \chi = 0 \quad \text{at } \partial \Omega, \\
\omega u^2 \chi + \int_{\partial \Omega} T(u, p) \cdot n = F
\end{cases}$$

(7.6)

and continuously depending on the data. To show the validity of this property, we notice that from [6, Theorem 2.1] it follows that, corresponding to the given $f \in Y(\Omega)$, there exists a unique solution $(u, \chi) \in X^2(\Omega) \times \mathbb{R}^3$ solving

$$\begin{cases}
\lambda_0 \partial_1 u + \Delta u = \nabla p + f \\
\operatorname{div} u = 0
\end{cases} \quad \text{in } \Omega,
(7.6)

(7.6)

and continuously depending on the data. To show the validity of this property, we notice that from [6, Theorem 2.1] it follows that, corresponding to the given $f \in Y(\Omega)$, there exists a unique solution $(u, \chi) \in X^2(\Omega) \times \mathbb{R}^3$ solving

$$\begin{cases}
\lambda_0 \partial_1 u + \Delta u = \nabla p + f \\
\operatorname{div} u = 0
\end{cases} \quad \text{in } \Omega,$$

$$\begin{cases}
u \chi = 0 \quad \text{at } \partial \Omega, \\
\omega u^2 \chi + \int_{\partial \Omega} T(u, p) \cdot n = F
\end{cases}$$

(7.6)

and continuously depending on the data. To show the validity of this property, we notice that from [6, Theorem 2.1] it follows that, corresponding to the given $f \in Y(\Omega)$, there exists a unique solution $(u, \chi) \in X^2(\Omega) \times \mathbb{R}^3$ solving

$$\begin{cases}
\lambda_0 \partial_1 u + \Delta u = \nabla p + f \\
\operatorname{div} u = 0
\end{cases} \quad \text{in } \Omega,$$

$$\begin{cases}
u \chi = 0 \quad \text{at } \partial \Omega, \\
\omega u^2 \chi + \int_{\partial \Omega} T(u, p) \cdot n = F
\end{cases}$$

(7.6)

and continuously depending on the data. To show the validity of this property, we notice that from [6, Theorem 2.1] it follows that, corresponding to the given $f \in Y(\Omega)$, there exists a unique solution $(u, \chi) \in X^2(\Omega) \times \mathbb{R}^3$ solving

$$\begin{cases}
\lambda_0 \partial_1 u + \Delta u = \nabla p + f \\
\operatorname{div} u = 0
\end{cases} \quad \text{in } \Omega,$$
Moreover, by Lemma 2.4 and classical compact embedding results, we also have
\[ u_k \to u_* , \quad \text{strongly in } W^{1,2}(\Omega_R), \text{ for all } R > R_* . \]  
(7.11)
Setting \( w_k := u_k - u_* \), we get
\[ |u_0 \cdot \nabla w_k + w_k \cdot \nabla u_0|_{-1,2} \leq \|u_0 \otimes w_k\|_2 \leq \|u_0\|_{\infty, \Omega_R} + \|u_0\|_{4,\Omega^R} \|w_k\|_4 , \]
and
\[ \|u_0 \cdot \nabla w_k + w_k \cdot \nabla u_0\|_2 \leq \|u_0\|_{1,\infty} \|w_k\|_{1,2,\Omega_R} + \|u_0\|_{1,4,\Omega^R} \|w_k\|_{1,4} . \]
From Theorem 3.1, we know \( u_0 \in W^{1,\infty}(\Omega) \cap W^{1,4}(\Omega) \), so that letting first \( k \to \infty \) in the above two inequalities and using (7.9)–(7.11), and then \( R \to \infty \), we show
\[ \lim_{k \to \infty} (|u_0 \cdot \nabla w_k + w_k \cdot \nabla u_0|_{-1,2} + \|u_0 \cdot \nabla w_k + w_k \cdot \nabla u_0\|_2) = 0 . \]
This, in view of (7.4), proves that \( \mathcal{C} \) is compact. As a result, we then conclude the claimed Fredholm property for \( \mathcal{L}_1 \).

\[ \square \]

We are now in a position to prove the following result, representing the main contribution of this section.

**Theorem 7.1** Let \( (u_0, p_0, \chi_0) \) be the solution corresponding to \( \lambda = \lambda_0 \) determined in Theorem 3.1, and assume that the equation
\[ \mathcal{L}_1(U) = 0 \]
has only the solution \( U \equiv 0 \). Then there exists a neighborhood of \( \lambda_0 \), \( U(\lambda_0) \), such that (1.3) has an analytic branch of solutions \( (u_0(\lambda), p_0(\lambda), \chi_0(\lambda)) \in X^2(\Omega) \times D^{1,2}(\Omega) \times \mathbb{R}^3 \), \( \lambda \in U(\lambda_0) \), with the property
\[ (u_0(\lambda), p_0(\lambda), \chi_0(\lambda)) \to (u_0, p_0, \chi_0) \quad \text{as } \lambda \to \lambda_0 . \]

**Proof.** We write the solution \( (u_0(\lambda), p_0(\lambda), \chi_0(\lambda)) \) to (1.3) as \( (u(\lambda) + u_0, p(\lambda) + p_0, \chi(\lambda) + \tau_0) \), set \( U := (u, \tau_0) \), \( \mathcal{X} := X^2(\Omega) \times \mathbb{R}^3 \), \( \mathcal{Y} := D_0^{-1,2}(\Omega) \cap \mathcal{H}(\mathbb{R}^3) \), \( \mu := \lambda - \lambda_0 \), and
\[ \mathcal{M} : u \in X^2(\Omega) \mapsto \mathcal{M}(u) \in \mathcal{L}^2(\mathbb{R}^3) \]
where
\[ \mathcal{M}(u) = \begin{cases} (\partial_1(u + u_0) - (u_0 + u) \cdot \nabla(u_0 + u)) & \text{in } \Omega , \\ 0 & \text{in } \Omega_0 . \end{cases} \]
(7.12)
We then define the map
\[ \mathcal{F} : (U, \mu) \in \mathcal{X} \times \mathcal{I}(0) \mapsto \mathcal{L}_1(U) + \mu \mathcal{P} \mathcal{M}(u) \in \mathcal{Y} , \]
where \( \mathcal{I}(0) \) is a neighborhood of \( 0 \in \mathbb{R} \). The map \( \mathcal{F} \) is well defined. In fact, taking into account Theorem 3.1 and that \( u \in X^2(\Omega) \), by arguments similar to those employed previously we easily show
\[ \partial_1 u - (u_0 + u) \cdot \nabla(u_0 + u) \in \mathcal{Y} , \quad \partial_1 u_0 \in L^2(\Omega) . \]  
(7.13)
Moreover, testing (1.3) \( (\text{with } u_0 \equiv u_0, p_0 \equiv p_0, \lambda \equiv \lambda_0) \) by \( \varphi \in C_0(\Omega) \) and integrating by parts, we get
\[
\lambda_0(\partial_1 u_0, \varphi) = -(u_0 \otimes u_0, \nabla \varphi) + (\nabla u_0, \nabla \varphi).
\]
Since \( u_0 \in L^4(\Omega) \cap D^{1,2}(\Omega) \), from the latter we deduce \( \partial_1 u_0 \in D_0^{1,2}(\Omega) \), which, along with (7.13) proves that \( \mathcal{F} \) is well defined. Now, from (1.3) it is checked at once that \( U \) satisfies the equation
\[
\mathcal{F}(U, \mu) = 0 \in \mathcal{Y}.
\] (7.14)
Clearly, (7.14) has the solution \( (U = 0, \mu = 0) \). Moreover, \( \mathcal{F} \) is Fréchet-differentiable with derivative \( D_0\mathcal{F}(0, 0) = \mathcal{L}_1 \). Since \( \mathcal{L}_1 \) is Fredholm of index 0, the assumption made on \( \mathcal{L}_1 \) implies that \( \mathcal{L}_1 \) is a homeomorphism. As a consequence, by the analytic version of the Implicit Function Theorem we show the property stated in the second part of the theorem, which is thus completely proved. □

8 Spectral Properties of the Linearized Operator

The main goal of this section is to secure some relevant spectral properties of the operator obtained by linearizing (1.4) around the trivial solution \( w \equiv p \equiv \xi \equiv \sigma \equiv 0 \). In this regard, we begin to define the maps
\[
\tilde{\Delta} : (w, \xi) \in Z^{2,2} \times \mathbb{R}^3 \mapsto \tilde{\Delta}(w, \xi) \in L^2(\mathbb{R}^3)
\]
where \( Z^{2,2} \) is introduced in (2.4),
\[
\tilde{\Delta}(w, \xi) = \begin{cases} 
-\Delta w & \text{in } \Omega, \\
\omega_n^2 \xi + 2\omega \int_{\partial \Omega} D(w) \cdot n & \text{in } \Omega_0,
\end{cases}
\] (8.1)
and
\[
\tilde{\partial}_1 : w \in Z^{2,2} \mapsto \tilde{\partial}_1(w) \in \mathcal{H}(\mathbb{R}^3)
\]
where
\[
\tilde{\partial}_1(w) = \begin{cases} 
-\partial_1 w & \text{in } \Omega, \\
0 & \text{in } \Omega_0.
\end{cases}
\] (8.2)
It is readily checked that, as stated, \( \tilde{\partial}_1(w) \in \mathcal{H}(\mathbb{R}^3) \). This can be proved exactly in the same way we did for the operator (7.2). Set \( \mathcal{A} := \mathcal{P} \Delta \), with \( \mathcal{P} \) the orthogonal projection of \( L^2(\mathbb{R}^3) \) onto \( \mathcal{H}(\mathbb{R}^3) \),
\[
\mathcal{W} := (w, \xi), \quad \sigma := w|_{\Omega_0},
\]
and consider the operator
\[
\mathcal{L}_0 : \mathcal{W} \in Z^{2,2} \times \mathbb{R}^3 \subset \mathcal{H}(\mathbb{R}^3) \times \mathbb{R}^3 \mapsto \mathcal{L}_0(\mathcal{W}) = (\lambda_0 \tilde{\partial}_1 w + \mathcal{A}(w, \xi), -\sigma) \in \mathcal{H}(\mathbb{R}^3) \times \mathbb{R}^3.
\] (8.3)
The following result holds.(12)

Lemma 8.1 Let \( \zeta \in \mathbb{R} \setminus \{0\} \). Then, the operator \( \mathcal{L}_0 - i \zeta \mathcal{I} \), with \( \mathcal{I} \) identity in \( \mathcal{H}_c(\mathbb{R}^3) \times \mathbb{C}^3 \), is a homeomorphism of \( Z_c^{2,2} \times \mathbb{C}^3 \) onto \( \mathcal{H}_c(\mathbb{R}^3) \times \mathbb{C}^3 \). Moreover, there is \( c = c(\Omega_0, \omega_n, \omega, \lambda_0) > 0 \), such that
\[
||D^2w||_2 + |\zeta|^2||\nabla w||_2 + |\zeta|(||w||_2 + |\sigma| + |\xi|) \leq c ||(\mathcal{L}_0 - i \zeta)(\mathcal{W})||_2, \quad |\zeta| \geq 1.
\] (8.4)

(12)See Footnote (10).
Proof. In view of Lemma 2.2, (8.1) and (8.2) it readily follows that, for a given \( \mathcal{F} := ((f, F), G) \in \mathcal{H}_c(\mathbb{R}^3) \times \mathbb{C}^3 \), the equation
\[
(\mathcal{L}_0 - i \zeta)(\mathbf{w}) = \mathcal{F}
\]
is equivalent to the following set of equations
\[
\begin{align*}
\Delta \mathbf{w} + \lambda_0 \partial_1 \mathbf{w} - \nabla p &= -i \zeta \mathbf{w} - f \\
\text{div} \mathbf{w} &= 0
\end{align*}
\]
in \( \Omega \),
\[
\mathbf{w} = \sigma \quad \text{at } \partial \Omega,
\]
\[
- i \zeta \sigma + \omega_n^2 \mathbf{x} + \varpi \int_{\partial \Omega} T(\mathbf{w}, p) \cdot \mathbf{n} = F, \quad \sigma = -i \zeta \mathbf{x} - G.
\]
Therefore, the homeomorphism property follows if we show that, for any given \( ((\mathbf{w}, p, \sigma, \mathbf{x}), \mathbf{\xi}) \in W^{2,2}_{0}(\Omega) \times D^{1,2}_{0}(\Omega) \times \mathbb{C}^3 \times \mathbb{C}^3 \). We begin to establish some formal estimates, holding for all \( \zeta \neq 0 \). In this regards, we recall that, by Lemma 2.3,
\[
|\sigma| \leq c_0 \|\mathbb{D}(\mathbf{w})\|_2
\]
with \( c_0 = c_0(\Omega_0) > 0 \). Let us dot-multiply both sides of (8.5) by \( \mathbf{w}^* \) (* = complex conjugate) and integrate by parts over \( \Omega \). On account of (8.5) we infer
\[
2 \|\mathbb{D}(\mathbf{w})\|^2_2 \quad - i \zeta (\|\mathbf{w}\|^2_2 + \frac{1}{\alpha^2} |\sigma|^2 - \frac{\omega_n^2}{\alpha^2} |\mathbf{x}|^2) - \lambda_0 (\partial_1 \mathbf{w}, \mathbf{w}^*) = (f, \mathbf{w}^*) + \frac{1}{\alpha^2} F \cdot \sigma^* + \frac{\omega_n^2}{\alpha^2} G^* \cdot \mathbf{x}.
\]
If we take the real part of (8.4), use (2.6) and Schwarz inequality, and observe that \( \mathbb{R}(\partial_1 \mathbf{w}, \mathbf{w}^*) = 0 \), we deduce
\[
\|
abla \mathbf{w}\|^2_2 \leq c_1 (\|f\|_2 \|\mathbf{w}\|_2 + |F| |\sigma| + |G| |\mathbf{x}|)
\]
where, here and in the rest of the proof, \( c_1 \) denotes a positive constant depending, at most, on \( \Omega_0, \omega_n, \lambda_0 \), and \( \varpi \). From (8.5) and (8.6) we deduce
\[
|\mathbf{x}| \leq c_1 |\zeta|^{-1} (|G| + \|\nabla \mathbf{w}\|_2),
\]
so that employing in (8.8) the latter, (8.6), (2.6) and Cauchy-Schwarz inequality we show
\[
\|
abla \mathbf{w}\|^2_2 \leq c_1 \left( |\zeta|^{-1} + |\zeta|^{-2} \right) |G|^2 + \|f\|_2 \|\mathbf{w}\|_2 + |F| |\sigma| \right).
\]
If we apply Cauchy inequality on the last two terms on the right-hand side of this inequality we may deduce, on the one hand,
\[
\|
abla \mathbf{w}\|^2_2 \leq c_1 \left[ |\zeta|^{-1} (|F|^2 + |G|^2) + \|f\|^2_2 + |\zeta|^{-2} |G|^2 \right] + |\zeta| (|\sigma|^2 + \|\mathbf{w}\|^2_2)
\]
and, on the other hand,
\[
\|
abla \mathbf{w}\|^2_2 \leq c_1 \left[ |\zeta|^{-1} |G|^2 + |\zeta|^{-2} (|F|^2 + |G|^2) + \|f\|^2_2 \right] + \varepsilon |\zeta|^2 (|\sigma|^2 + \|\mathbf{w}\|^2_2).
\]
where \( \varepsilon > 0 \) is arbitrarily fixed and \( c_1 \) depends also on \( \varepsilon \). We now take the imaginary part of (8.4) and use Schwarz inequality to get
\[
|\zeta| (|\sigma|^2 + \|\mathbf{w}\|^2_2) \leq c_1 \left[ |\zeta| |\mathbf{x}|^2 + \|
abla \mathbf{w}\|_2 \|\mathbf{w}\|_2 + \|f\|_2 \|\mathbf{w}\|_2 + |G| |\mathbf{x}| + |F| |\sigma| \right].
\]
By utilizing, on the right-hand side of the latter, (8.9) and Cauchy inequality we obtain
\[ |\zeta|^2 |\sigma|^2 + |w|^2_2 \leq c_1 |\zeta|^{-1} \left[ |\nabla w|^2_2 + |G|^2 + |F|^2 + |f|^2_2 \right]. \tag{8.12} \]

Thus, combining (8.11) and (8.12), and taking \( \varepsilon \) suitably small we deduce
\[ |\zeta|^2 |\sigma|^2 + |w|^2_2 \leq c_1 (1 + |\zeta|^{-1} + |\zeta|^{-2}) \left( |G|^2 + |F|^2 + |f|^2_2 \right), \tag{8.13} \]
which, in turn, once replaced in (8.10), delivers
\[ |\zeta| |\nabla w|^2_2 \leq c_1 (1 + |\zeta|^{-1} + |\zeta|^{-2}) \left( |G|^2 + |F|^2 + |f|^2_2 \right). \tag{8.14} \]
Finally, from (8.9) and (8.14) we conclude
\[ |\zeta|^2 |\xi|^2 \leq c_1 (1 + |\zeta|^{-1} + |\zeta|^{-2} + |\zeta|^{-3}) \left( |G|^2 + |F|^2 + |f|^2_2 \right). \tag{8.15} \]

Combining estimates (8.13)–(8.15) with classical Galerkin method, we can show that for any given \((f, F, G)\) in the specified class and \(\zeta \neq 0\), there exists a (unique, weak) solution to (8.5) such that \((w, \xi) \in [D^{1,2}_C(\mathbb{R}^3) \cap L^2(\mathbb{R}^3)] \times \mathbb{C}^3\), satisfying (8.13)–(8.15). We next write (8.5) in the following Stokes-problem form
\[ \begin{align*}
\Delta w &= \nabla p + G \\
\text{div } w &= 0 \\
\end{align*} \text{ in } \Omega, \]
\[ w = \sigma \text{ at } \partial \Omega \]
where
\[ G := -\lambda_0 \partial_t w + i\zeta w - f. \]
Since \(G \in L^2(\Omega)\) and \(w \in W^{1,2}_C(\Omega)\), from classical results [11, Theorems IV.5.1 and V.5.3] it follows that \(D^2w \in L^2(\Omega)\), thus completing the existence (and uniqueness) proof. Furthermore, by [11, Lemma IV.1.1 and V.4.3] we get
\[ \|D^2w\|_2 \leq c \left[ \|f\|_2 + (\lambda_0 + 1)\|\nabla w\|_2 + (|\zeta| + 1)\|w\|_2 + |\sigma| \right]. \tag{8.16} \]
As a result, if \(|\zeta| \geq 1\), the inequality in (8.4) is a consequence of (8.13)–(8.16), and the proof of the lemma is completed. \(\square\)

Let \(u_0 \in X^2(\Omega)\) and consider the operator
\[ \mathcal{K} : W := (w, \xi) \in Z^{2,2} \times \mathbb{R}^3 \mapsto \mathcal{K}(W) \in L^2(\mathbb{R}^3) \tag{8.17} \]
where \((\sigma = w|_{\Omega_0})\),
\[ \mathcal{K}(W) = \begin{cases} 
\lambda_0 (u_0 \cdot \nabla w + (w - \sigma) \cdot \nabla u_0) & \text{in } \Omega, \\
0 & \text{in } \Omega_0. 
\end{cases} \tag{8.18} \]
By Proposition 2.1 and classical results, we have
\[ u_0 \in L^4(\Omega) \cap D^{1,2}(\Omega), \ W^{2,2}(\Omega) \subset L^\infty(\Omega) \cap W^{1,4}(\Omega), \tag{8.19} \]
so that we easily check that the operator \(\mathcal{K}\) is well defined. Next, let
\[ \mathcal{L}_2 : W \in Z^{2,2} \times \mathbb{R}^3 \mapsto \mathcal{L}_2(W) := \mathcal{L}_0(W) + \mathcal{P} \mathcal{K}(W) \in \mathcal{H}(\mathbb{R}^3). \tag{8.20} \]
The main result of this section reads as follows.
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Theorem 8.1 The operator $\mathcal{L}_2 - i \zeta I$, with $I$ as in Lemma 8.1, is Fredholm of index 0, for all $\zeta \neq 0$. Moreover, denoting by $\sigma(\mathcal{L}_2)$ the spectrum of $\mathcal{L}_2$, we have that $\sigma(\mathcal{L}_2) \cap \{i \mathbb{R} \setminus \{0\}\}$ consists, at most, of a finite or countable number of eigenvalues, each of which is isolated and of finite (algebraic) multiplicity, having 0 as the only cluster point.

Proof. We begin to prove that the operator $\mathcal{K}$ defined in (8.17)–(8.18) is compact. Let $\{W_k\}$ be a sequence bounded in $Z^{2,2} \times \mathbb{R}^3$. This implies, in particular, that there is $M > 0$ independent of $k$ such that

$$\|w_k\|_{2,2} + |\sigma_k| \leq M. \quad (8.21)$$

Employing (8.21) along with the compact embedding $W^{2,2}(\Omega) \subset W^{1,4}(\Omega_R) \cap L^\infty(\Omega_R)$, for all $R > 1$, we secure the existence of $(w_*, \sigma_*) \in W^{2,2}(\Omega) \times \mathbb{R}^3$ and subsequences, again denoted by $\{w_k, \sigma_k\}$ such that

$$w_k \rightarrow w_* \text{ strongly in } W^{1,4}(\Omega_R) \cap L^\infty(\Omega_R), \text{ for all } R > 1; \quad \sigma_k \rightarrow \sigma_* \text{ in } \mathbb{R}^3. \quad (8.22)$$

In view of the linearity of $\mathcal{K}$, we may take, without loss, $w_* \equiv \sigma_* \equiv 0$. By Hölder inequality, we deduce

$$\|\mathcal{K}(W_k)\|_2 \leq \lambda_0 \left[ \|u_0\|_4 \|w_k\|_{1,4,\Omega_R} + \|u_0\|_{4,\Omega_R} \|w_k\|_{1,4} \right. $$

$$\left. + \|\nabla u_0\|_2 (\|w_k\|_{\infty,\Omega_R} + |\sigma_k|) + \|\nabla u_0\|_{2,\Omega_R} \|w_k\|_{\infty} \right].$$

Therefore, letting $k \rightarrow \infty$ in this inequality, and using (8.19), (8.21), and (8.22) we infer, with a positive constant $C$ independent of $R$, that

$$\lim_{k \rightarrow \infty} \|\mathcal{K}(W_k)\|_2 \leq C \left( \|u_0\|_{4,\Omega_R} + \|\nabla u_0\|_{2,\Omega_R} \right).$$

This, in turn, again by (8.19) and the arbitrariness of $R > 1$ shows the desired property. From the property just showed and Lemma 8.1 it then follows that the operator

$$\hat{\mathcal{L}}_\zeta := \mathcal{L}_2 - i \zeta I$$

is Fredholm of index 0, for all $\zeta \neq 0$. The theorem is then a consequence of well-known results (e.g. [20, Theorem XVII.4.3]) provided we show that the null space of $\hat{\mathcal{L}}_\zeta$ is trivial, for all sufficiently large $|\zeta|$. To this end, we observe that $\hat{\mathcal{L}}_\zeta(W) = 0$ means $\mathcal{L}_2(W) - i \zeta W = - \mathcal{K}(W)$. Applying (8.4), we thus get, in particular, the following inequality valid for all $|\zeta| \geq 1$

$$|\zeta|^2 \|\nabla w\|_2 + |\zeta| (\|w\|_2 + |\sigma|) \leq c \|\mathcal{K}(W)\|_2,$$

where $c$ is independent of $\zeta$. Also, from (8.18) and and Hölder inequality, we get

$$\|\mathcal{K}(W)\|_2 \leq \lambda_0 \|u_0\|_{1,\infty} \left( \|w\|_{1,2} + |\sigma| \right),$$

and so, from the last two displayed equations and Theorem 3.1 we deduce $w \equiv 0$, provided we choose $|\zeta|$ larger than a suitable positive constant. This completes the proof of the theorem.

□


9 The Linearized Time-Periodic Operator

Objective of this section is to demonstrate some fundamental functional properties of the linear operator obtained by formally setting $(\sigma - w) \cdot \nabla w \equiv 0$ in equations (1.4), in the class of periodic solutions with vanishing average. In order to do this, we need first to investigate the same question for the more special linear problem to which (1.4) reduces by taking $(\sigma - w) \cdot \nabla w \equiv u_0 \equiv 0$.

We begin with the following lemma.

Lemma 9.1 Let $\zeta_0 \in \mathbb{R} - \{0\}$, $\lambda_0 \in \mathbb{R}$. Then, the boundary-value problems, $i \in \{1, 2, 3\}$, $k \in \mathbb{Z} \backslash \{0\}$,

\[
\begin{align*}
&i \ k \ \zeta_0 \ h_k^{(i)} - \lambda_0 \partial_1 h_k^{(i)} = \Delta h_k^{(i)} - \nabla p_k^{(i)} \quad \text{in } \Omega \\
&\text{div } h_k^{(i)} = 0 \\
&h_k^{(i)} = e_i \quad \text{at } \partial \Omega,
\end{align*}
\]

and $(h_0^{(i)}, p_0^{(i)}) \equiv (0, 0)$, have a unique solutions $(h_k^{(i)}, p_k^{(i)}) \in W^{2,2}(\Omega) \times D^{1,2}(\Omega)$. These solutions satisfy the estimates

\[
\|h_k^{(i)}\|_2 \leq C \quad \|\nabla h_k^{(i)}\|_2 \leq C \ (|k| + 1)^{1 \over 2} \quad \|D^2 h_k^{(i)}\|_2 \leq C \ (|k| + 1),
\]

where $C$ is a constant independent of $k$. Moreover, for fixed $k$, let $K$ be the matrix defined by $(j, i = 1, 2, 3)$:

\[
(K)_{ji} = \int_{\Sigma} (T(h_k^{(i)}, p_k^{(i)}) \cdot n)_j.
\]

Then, for any $\mu \in \mathbb{R}$, $K + i \mu I$ is invertible. Finally, for every $\alpha \in \mathbb{C}^3$, we have

\[
i \ k \ \zeta_0 \ |h_k|_2^2 + 2 ||D(h_k)||_2^2 - \lambda_0(\partial_1 h_k, h_k^*) = \alpha^* \cdot K \cdot \alpha
\]

where $h_k := \alpha_i h_k^{(i)}$.

**Proof.** Since the proof is the same for $i = 1, 2, 3$, we pick $i = 1$ and will omit the superscript. Let

\[
e(x) := \text{curl}(x_2 \phi(|x|) e_3)
\]

where $\phi = \phi(|x|)$ is a smooth “cut-off” function that is 1 in $\Omega_{p_1}$ and 0 in $\Omega_{p_2}$, $R_1 < p_1 < p_2$. Clearly, $e$ is smooth in $\Omega$, with bounded support and, in addition, $e(x) = e_1$ in a neighborhood of $\partial \Omega$ and $\text{div } e = 0$ in $\Omega$. From (9.1) we then deduce that $v_k := h_k - e$ solves the following boundary-value problem, for all $|k| \geq 1$:

\[
\begin{align*}
&i \ k \ \zeta_0 \ v_k - \lambda_0 \partial_1 v_k = \Delta v_k - \nabla p_k^{(i)} + \lambda_0 \partial_1 e - i \ k \ \zeta_0 \ e + \Delta e \quad \text{in } \Omega \\
&\text{div } v_k = 0 \\
&v_k = 0 \quad \text{at } \partial \Omega.
\end{align*}
\]

We shall next show a number of a priori estimates for solutions $(v_k, p_k)$ to (9.6) in their stated function class that once combined, for instance, with the classical Galerkin method, will produce the desired existence (and uniqueness) result. For this, we dot-multiply both sides of (9.6) by $v^*$, and integrate by parts to get

\[
\begin{align*}
i \ k \ \zeta_0 \ ||v_k||_2^2 - \lambda_0(\partial_1 v, v_k^*) + \|\nabla v_k\|_2^2 = (F_k, v_k^*),
\end{align*}
\]

\[34\]
where $\mathcal{F}_k := \lambda_0 \partial_1 e - i k \zeta_0 e + \Delta e$. By the properties of $e$,

$$\|\mathcal{F}_k\|_2 \leq c(|k| + 1) \tag{9.8}$$

where, here and in the rest of the proof, $c$ denotes a generic (positive) constant depending, at most, on $\zeta_0, \lambda_0$ and $\Omega$. Since

$$\Re(\partial_1 v_k, v_k^*) = 0, \tag{9.9}$$

by taking the real part of (9.7) and using (9.8) we infer

$$\|\nabla v_k\|^2 \leq c(|k| + 1)\|v_k\|_2. \tag{9.10}$$

Considering the imaginary part of (9.7) and employing (9.8)–(9.10) along with Schwarz inequality, we obtain

$$|k|\|v_k\|_2 \leq c(|k| + 1)\|\nabla v_k\|^2 + |k| + 1 \leq c(|k| + 1)\|v_k\|^2, \tag{9.11}$$

which gives

$$\|v_k\|_2 \leq c. \tag{9.11}$$

Taking into account that $h_k = e + v_k$, (9.11) proves (9.2)$_1$. Inequality (9.2)$_2$ then follows by using (9.11) into (9.10). Also, from classical estimates on the Stokes problem [21, Lemma 1] we get

$$\|D^2 v_k\|_2 \leq c(\|\partial_1 v_k\|_2 + \|\mathcal{F}_k\|_2 + \|\nabla v_k\|^2)$$

and so, recalling that $|k| \geq 1$, from the latter inequality, (9.8), (9.10) and (9.11) we show (9.2)$_3$. Let $\alpha \in \mathbb{C}^3$, and, for fixed $k \neq 0$, set

$$h_k := \alpha_i h_k^{(i)}, \quad p_k := \alpha_i p_k^{(i)}. \tag{13}$$

From (9.1) we then find

$$\begin{align*}
i k \zeta_0 h_k - \lambda_0 \partial_1 h_k &= \text{div} \mathbb{T}(h_k, p_k) \quad \text{in } \Omega \\
\text{div} h_k &= 0 \end{align*}$$

$$h_k = \alpha \text{ at } \partial \Omega. \tag{9.12}$$

Dot-multiplying both sides of (9.12)$_1$ by $h_k^*$ and integrating by parts over $\Omega$ we deduce

$$i k \zeta_0 \|h_k\|^2_2 + \|\mathbb{D}(h_k)\|^2_2 - \lambda_0 (\partial_1 h_k, h_k^*) = \alpha^* \cdot \mathbb{K} \cdot \alpha. \tag{13}$$

Now, suppose that there is $\hat{\alpha} \in \mathbb{C}^3$ such that $\mathbb{K} \cdot \hat{\alpha} = -i \mu \hat{\alpha}$, for some $\mu \in \mathbb{R}$. Then from the previous relation we obtain

$$i \left(k \zeta_0 \|h_k\|^2_2 + \mu |\hat{\alpha}|^2\right) - \lambda_0 (\partial_1 h_k, h_k^*) = 2\|\mathbb{D}(h_k)\|^2_2,$$

which, in turn, recalling that

$$\Re(\partial_1 h_k, h_k^*) = 0, \tag{9.13}$$

allows us to deduce $h_k = 0$ in $W^{2,2}(\Omega)$. The latter implies $\hat{\alpha} = 0$ and thus shows the desired property for $\mathbb{K}$. The proof of the lemma is completed.

With the help of Lemma 9.1, we are now able to show the next one.

$(13)$ Summation over repeated indices.
Lemma 9.2 Let $\lambda_0, \zeta_0$ be as in Lemma 9.1, and $(\omega_n^2, \varpi) \in (0, \infty) \times (\mathbb{R}\setminus\{0\})$. Then, for any $F \in L^2_t\ast$, the problem

$$\begin{align*}
\zeta_0 \partial_t w - \lambda_0 \partial_1 w &= \Delta w - \nabla q \\
\text{div } w &= 0 \\
\text{in } \Omega \times [0, 2\pi],
\end{align*}$$

$$w = \dot{\xi} \text{ at } \partial \Omega \times [0, 2\pi],$$

$$\zeta_0^2 \ddot{\xi} + \omega_n^2 \xi + \varpi \int_{\partial \Omega} T(w, q) \cdot n = F, \text{ in } [0, 2\pi],$$

has one and only one solution $(w, q, \xi) \in W^2_t \times P^{1,2} \times W^2_t$. Such a solution obeys the bound

$$\|w\|_{W^2_t} + \|q\|_{P^{1,2}} + \|\xi\|_{W^2_t} \leq C \|F\|_{L^2_t\ast},$$

with $C = C(\Omega, \lambda_0, \omega_n, \zeta_0) > 0$.

Proof. We formally expand $w$, $q$, and $\xi$, in Fourier series as follows:

$$w(x, t) = \sum_{k \in \mathbb{Z}} w_k(x) e^{ikt}, \quad q(x, t) = \sum_{k \in \mathbb{Z}} q_k(x) e^{ikt}, \quad \xi(t) = \sum_{k \in \mathbb{Z}} \xi_k e^{ikt}, \quad w_0 \equiv \nabla q_0 \equiv \xi_0 \equiv 0,$$

where $(w_k, q_k, \xi_k)$ solve the problem $(k \neq 0)$

$$\begin{align*}
\zeta_0 \partial_t w_k - \lambda_0 \partial_1 w_k &= \Delta w_k - \nabla q_k \\
\text{div } w_k &= 0 \\
\text{in } \Omega
\end{align*}$$

$$w_k|_{\partial \Omega} = ik \xi_k,$$

with the further condition

$$\begin{align*}
(-k^2 \zeta_0^2 + \omega_n^2) \xi_k + \varpi \int_{\partial \Omega} T(w_k, q_k) \cdot n &= F_k, \quad &\text{(9.18)}
\end{align*}$$

where $\{F_k\}$ are Fourier coefficients of $F$ with $F_0 \equiv 0$. For each fixed $k \in \mathbb{Z} - \{0\}$, a solution to (9.17)–(9.18) is given by (14)

$$w_k = \sum_{i=1}^3 ik \xi_k \hat{h}^{(i)}_k, \quad q_k = \sum_{i=1}^3 ik \xi_k \hat{p}^{(i)}_k,$$

with $(\hat{h}^{(i)}_k, \hat{p}^{(i)}_k)$ given in Lemma 9.1, and where $\xi_k$ solve the equations

$$\begin{align*}
(-k^2 \zeta_0^2 + \omega_n^2) \xi_k + \sum_{i=1}^3 ik \varpi \xi_k \int_{\partial \Omega} T(\hat{h}^{(i)}_k, \hat{p}^{(i)}_k) \cdot n &= F_k, \quad &\text{(9.20)}
\end{align*}$$

which, with the notation of Lemma 9.1(ii) can be equivalently rewritten as

$$\mathcal{M} : \xi_k = \varpi \mathbf{F}_k, \quad \mathcal{M} := (-k^2 \zeta_0^2 + \omega_n^2)\mathbb{I} + ik \varpi \mathbb{K}.$$

\(^{(14)}\) No summation over $k.$
The matrix $M$ is invertible for all $k \neq 0$. In fact, using (9.4) we show, for all $\alpha \in \mathbb{C}^3$,

$$
\alpha^* \cdot M \cdot \alpha = (-k^2 \zeta_0^2 + \omega_n^2) |\alpha|^2 - k^2 \zeta_0 \varpi \|h^i_k\|^2 - i\lambda_0 \varpi (\partial_1 (\xi_k h^i_k), (\xi_k h^i_k)^*) + 2i k \varpi \|D(h^i_k)\|^2.
$$

Thus, assuming $M \cdot \alpha = 0$, by (9.13) it follows

$$
\mathbb{D}(h^i_k) \equiv 0. \quad (9.22)
$$

However, by the properties of $h^i_k$ we obtain that $h^i_k|_{\partial \Omega} = \alpha$, which by Lemma 2.3, the embedding $W^{1,2}(\Omega) \subset L^6(\Omega)$, and (9.22) implies $\alpha = 0$, namely, 0 is not an eigenvalue of $M$. As a result, for the given $F_k$, equation (9.21) has one and only one solution $\xi_k$. If we now dot-multiply both sides of (9.21) by $\xi_k^*$ and use again (9.4) we deduce

$$
(-k^2 \zeta_0^2 + \omega_n^2) |\xi_k|^2 - k^2 \zeta_0 \varpi \|\xi_k h^i_k\|^2 - i\lambda_0 \varpi (\partial_1 (\xi_k h^i_k), (\xi_k h^i_k)^*) + 2i k \varpi \|\mathbb{D}(\xi_k h^i_k)\|^2 = (F_k, \xi_k^*),
$$

which, in view of (9.13), furnishes

$$
2k \varpi \|\mathbb{D}(\xi_k h^i_k)\|^2 = \mathfrak{R}(F_k, \xi_k^*), \quad (9.23)
$$

Recalling that $\xi_k h^i_k|_{\partial \Omega} = \xi_k$, by (9.23)$_1$, Schwarz inequality and Lemma 2.3 we show the crucial estimate

$$
|\xi_k| + \|\nabla (\xi_k h^i_k)\| \leq c |k|^{-1} |F_k|, \quad |k| \geq 1, \quad (9.24)
$$

where, here and in the following, $c$ denotes a generic positive constant independent of $k$. Again by Schwarz inequality, from (9.23)$_2$ we get

$$
k^2 (|\xi_k|^2 + \|\xi_k h^i_k\|^2) \leq c \left( |\xi_k|^2 + \|\xi_k h^i_k\|^2 + \|\nabla (\xi_k h^i_k)\|^2 + |F_k||\xi_k| \right)
$$

from which, using (9.46) and Cauchy inequality we deduce

$$
k^2 (|\xi_k|^2 + \|\xi_k h^i_k\|^2) \leq c |k|^{-2} |F_k|^2, \quad |k| \geq 1,
$$

that allows us to conclude

$$
k^4 |\xi_k| \leq c |F_k|^2, \quad |k| \geq 1. \quad (9.25)
$$

From (9.25) it immediately follows that

$$
|\xi_k|^2 \leq \sum_{|k| \geq 1} (|k|^4 + |k|^2 + 1) |\xi_k|^2 \leq c \sum_{|k| \geq 1} |F_k|^2 = c \left\|F^2 \right\|_{L^2} \quad (9.26)
$$

Moreover, from (9.19), (9.26) and (9.2) we infer

$$
\|w\|^2_{W^2_2} = \sum_{|k| \geq 1} (|k|^4 + |k|^2 + 1) |w_k|^2 + \|\nabla w_k\|^2 + \|D^2 w_k\|^2 \leq c \sum_{|k| \geq 1} (|k|^4 + |k|^2 + 1) |\sigma_k|^2 \leq c \left\|F\right\|^2_{L^2}, \quad (9.27)
$$

so that, combining (9.26), (9.27), and (9.30)$_1$, we obtain

$$
\|w\|^2_{W^2_2} + \|\xi\|^2_{W^2_2} + \|\nabla q\|_{L^2(D^{1,2})} \leq c \left\|F\right\|_{L^2}. \quad (9.28)
$$
and the proof of existence is completed. The uniqueness property amounts to show that the problem

\[
\begin{align*}
\zeta_0 \partial_\tau w - \lambda_0 \partial_1 w &= \Delta w - \nabla q \\
div w &= 0
\end{align*}
\] in \( \Omega \times [0, 2\pi] \)

\[
\begin{align*}
w|_{\partial \Omega} &= \dot{\xi} \\
\zeta_0^2 \ddot{\xi} + \omega_n^2 \dot{\xi} + \infty \int_{\partial \Omega} T(w, q) \cdot n &= 0
\end{align*}
\] (9.29)

has only the zero solution in the specified function class. If we dot-multiply (9.29)\_1 by \( w \), integrate by parts over \( \Omega \) and use (9.29)\_3, we get

\[
\frac{1}{2} \frac{d}{dt} (\zeta_0 \|w(t)\|^2_2 + \zeta_0^2 \|\dot{\xi}(t)\|^2 + \omega_n^2 \|\xi(t)\|^2) + 2\|D(w(t))\|^2_2 = 0.
\]

Integrating both sides of this equation from 0 to \( 2\pi \) and employing the \( 2\pi \)-periodicity of the solution, we easily obtain \( \|D(w(t))\|_2 \equiv 0 \) which in turn immediately furnishes\(^{(15)} \) \( w \equiv \nabla q \equiv 0 \). The proof of the lemma is completed.

\( \square \)

**Remark 9.1** The invertibility of the matrix \( M \), defined in (9.21) is crucial to the resolution of (9.20) and, therefore, to the result stated in the lemma. The remarkable fact is that this property holds for all values of \( \zeta_0, \omega_n > 0 \), and \( |k| > 1 \). In physical terms, this means that the possibility of a “disruptive” resonance is always ruled out. Notice, however, that the same property is lost if \( k^2 \zeta_0 = \omega_n^2 \), for some \( k \neq 0 \), and we allow \( \varpi \to 0 \), that is, the density of the liquid vanishingly small compared to that of the body.

The next lemma proves well-posedness of the linear problem obtained from (1.4) by setting \( (\sigma - w) \cdot \nabla w \equiv u_0 \equiv 0 \), in the class of \( 2\pi \)-periodic solutions with zero average. The crucial aspect of this result is that it does not impose any restriction on the natural frequency \( \omega_n \) of the spring.

**Lemma 9.3** Let \( \lambda_0, \zeta_0, \omega_n^2, \varpi \in (0, \infty) \).\(^{(16)} \) Then, for any \( (f, F, G) \in L^2_\pi \times L^2_\pi \times W^1_\pi \), the problem

\[
\begin{align*}
\zeta_0 \partial_\tau w - \lambda_0 \partial_1 w &= \Delta w - \nabla p + f \\
div w &= 0
\end{align*}
\] in \( \Omega \times [0, 2\pi] \),

\[
w = \dot{\xi} - G \text{ at } \partial \Omega \times [0, 2\pi],
\]

\[
\begin{align*}
\zeta_0^2 \ddot{\xi} + \omega_n^2 \dot{\xi} + \varpi \int_{\partial \Omega} T(w, p) \cdot n &= F, \quad \text{in } [0, 2\pi],
\end{align*}
\] (9.30)

has one and only one solution \( (w, p, \xi) \in W^2_\pi \times P^{1, 2} \times W^{2, 2}_\pi \). This solution satisfies the estimate

\[
\|w\|_{W^2_\pi} + \|p\|_{P^{1, 2}} + \|\xi\|_{W^{2, 2}_\pi} \leq C \left( \|f\|_{L^2_\pi} + \|F\|_{L^2_\pi} + \|G\|_{W^1_\pi} \right),
\] (9.31)

where \( C = C(\Omega, \lambda_0, \zeta_0, \omega_n, \varpi) \).

---

\(^{(15)} \)Recall that \( w(t) \in L^2(\Omega) \).

\(^{(16)} \)As is clear from the proof, we could replace the assumption \( \lambda_0 > 0 \) with \( \lambda \in \mathbb{R} \), but this is irrelevant to our purposes and also at odds with the physical meaning of the parameter \( \lambda_0 \). Likewise, we could, more generally, assume \( \zeta_0 \in \mathbb{R} \setminus \{0\} \) which, again, would be immaterial; see [26, Lemma 1.1].
Proof. Let \( w = z + u \) where \( z \) and \( u \) satisfy the following problems
\[
\begin{align*}
\zeta_0 \partial_t z - \lambda_0 \partial_1 z &= \Delta z - \nabla r + f \\ 
\text{div } z &= 0 \quad \text{in } \Omega \times [0, 2\pi] \\
\end{align*}
\]
\[
\tag{9.32}
\]
and
\[
\begin{align*}
\zeta_0^2 \partial_t u - \lambda_0 \partial_1 u &= \Delta u - \nabla q \\ 
\text{div } u &= 0 \quad \text{in } \Omega \times [0, 2\pi] \\
\end{align*}
\]
\[
\tag{9.33}
\]
\(u|_{\partial\Omega} = \xi\); \(\zeta_0^2 \ddot{\xi} + \omega^2 n \dot{\xi} + \int_{\partial\Omega} T(u, q) \cdot n = F - \int_{\partial\Omega} T(z, r) \cdot n : F \) in \([0, 2\pi]\).

Set
\[
W(t) := x_3 G_2(t) e_1 + x_1 G_3(t) e_2 + x_2 G_1(t) e_3.
\]
\[
\tag{9.34}
\]
Clearly, \(\text{curl } W = G(t)\).

Let \( \phi(x) \) be the function defined in the beginning of the proof of Lemma 9.1 and define
\[
w(x, t) := \text{curl } (\phi(x)W(t)).
\]

In view of (9.35) we deduce
\[
w(x, t) = \phi(x)G(t) - W \times \nabla \phi(x)
\]
so that \( w \) is a \(2\pi\)-periodic solenoidal vector function that is equal to \( G(t) \) for \(|x| \geq \rho_2\) and equal to 0 for \(|x| \leq \rho_1\). Therefore, from (9.32) we deduce that the field
\[
z(x, t) := z(x, t) - w(x, t),
\]

obeys the following problem
\[
\begin{align*}
\zeta_0 \partial_t z - \lambda_0 \partial_1 z &= \Delta z - \nabla r + f \\ 
\text{div } z &= 0 \quad \text{in } \Omega \times [0, 2\pi] \\
\end{align*}
\]
\[
\tag{9.38}
\]
where
\[
f := f - \zeta_0 \partial_t w + \lambda_0 \partial_1 w + \Delta w.
\]
\[
\tag{9.39}
\]
From (9.34)–(9.36), (9.39) and the assumption on \( G \) it follows that \( f \in L^2_2 \) and that
\[
\|f\|_{L^2_2} \leq c \left( \|f\|_{L^2_2} + \|G\|_{W^2_2} \right).
\]
\[
\tag{9.40}
\]
Employing [15, Theorem 12], we then deduce that there exists a unique solution \((z, r) \in W^2_2 \times P^1\) that, in addition, obeys the inequality
\[
\|z\|_{W^2_2} + \|r\|_{P^{1.2}} \leq c \|f\|_{L^2_2}.
\]
The latter, in combination with (9.40) and (9.37), allows us to conclude $z \in W^2_f$ and

$$\|z\|_{W^2_f} + \|r\|_{P^{1,2}} \leq c (\|f\|_{L^2_f} + \|G\|_{W^2_f}).$$

(9.41)

Now, by the trace theorem $^{(17)}$ and (A.13) we get

$$\|\int_{\partial \Omega} T(z,r) \cdot n\|_{L^2} \leq c (\|z\|_{W^2_f} + \|r\|_{P^{1,2}}) \leq c (\|f\|_{L^2_f} + \|G\|_{W^2_f}),$$

so that $F$ is in $L^2_f(0,2\pi)$ and satisfies

$$\|F\|_{L^2_f} \leq c (\|f\|_{L^2_f} + \|G\|_{W^2_f}).$$

(9.42)

Thus, from Lemma 9.2 it follows that there is one and only one solution $(u,q,\xi) \in W^2_f \times P^{1,2} \times W^2_{2,2}$ to (A.12) that, in addition, satisfies the estimate

$$\|u\|_{W^2_f} + \|q\|_{P^{1,2}} + \|\xi\|_{W^2_f} \leq c \|F\|_{L^2_f}.$$

As a result, combining the latter with (A.14) and (A.13), we complete the existence proof. The stated uniqueness property amounts to show that every solution $(w,p,\xi)$ to (9.29) in the stated function class vanishes identically. However, this has already been showed at the end of the proof of Lemma 9.2.

\[\square\]

We are now in a position to define a suitable linearized operator and to state its main functional properties. To this end, let

$$\mathcal{D}_0 : W \in W^2_f \times W^2_f \mapsto \mathcal{D}_0(W) = \zeta_0 \partial_t W + \mathcal{L}_0(W) \in L^2_f \times W^1_f,$$

where $\mathcal{L}_0$ is defined in (8.3). Then, given $F := (f,G) \in L^2_f \times W^1_f$, the operator equation

$$\mathcal{D}_0(W) = F,$$

(9.43)

is equivalent to the following problem

$$\begin{cases}
\zeta_0 \partial_t w - \lambda_0 \partial_1 \nabla w - \Delta w = \nabla \phi + f \\
\text{div } w = 0 \\
w = \sigma \quad \text{at } \partial \Omega \times [0,2\pi], \\
\dot{\sigma} + \omega^2 \xi \cdot n = \int_{\partial \Omega} T(w,\phi) \cdot n = F \quad \text{in } [0,2\pi], \\
\dot{\xi} - \sigma = G, \quad \text{in } [0,2\pi].
\end{cases}$$

(9.44)

where $F := f|_{t=0}$. Thus, from Lemma 9.3 we infer the following important result.

**Lemma 9.4** For any given $\lambda_0, \omega_n^2, \zeta_0$, $\omega \in (0, \infty)$, the operator $\mathcal{D}_0$ is a homeomorphism.

Next, define

$$\mathcal{L} : W \in W^2_f \times W^2_f \mapsto \mathcal{L}(W) = \zeta_0 \partial_t W + \mathcal{L}_2(W) \in L^2_f \times W^1_f,$$

with $\mathcal{L}_2$ given in (8.20). Lemma 9.4 allows us to prove the following theorem, representing the main result of this section.

\[^{(17)}\text{Possibly, by modifying } r \text{ by adding to it a suitable function of time.}\]
Theorem 9.1 For any given \( \lambda_0, \omega_n^2, \zeta_0, \varpi \in (0, \infty) \), the operator \( \mathcal{Q} \) is Fredholm of index 0.

Proof. Since \( \mathcal{Q} = \mathcal{Q}_0 + \mathcal{P} \mathcal{K} \), by Lemma 9.4, the stated property will follow provided we show that the map

\[ \mathcal{K} : \mathcal{W} \in \mathcal{W}_2^2 \mapsto \mathcal{K} (\mathcal{W}) \in L^2_2 \]

is compact. Let \( \{ \mathcal{W}_k \} \) be a bounded sequence in \( \mathcal{W}_2^2 \). This means that there is \( M > 0 \) independent of \( k \) such that

\[ \| w_k \|_{\mathcal{W}^2} + \| \sigma_k \|_{\mathcal{W}_1^2} \leq M, \quad (9.45) \]

with \( \sigma_k := w_k |\Omega_0 \). We may then select sequences (again denoted by \( \{ w_k, \sigma_k \} \)) and find \( (w_*, \sigma_*) \in \mathcal{W}_2^2 \times \mathcal{W}_1^2 \) such that

\[ w_k \rightarrow w_* \text{ weakly in } \mathcal{W}_2^2; \quad \sigma_k \rightarrow \sigma_* \text{ strongly in } L^\infty(0, 2\pi). \quad (9.46) \]

Due to the linearity of \( \mathcal{K} \), without loss of generality we may take \( w_* = \sigma_* = 0 \), so that we must show that

\[ \lim_{k \to \infty} \int_0^T \| \mathcal{K} (\mathcal{W}_k) \|_{L^2_2}^2 = 0. \quad (9.47) \]

From (9.46), the compact embeddings \( W^{2, 2}(\Omega) \subset W^{1, 4}(\Omega_R) \) for all \( R > R_* \), and Lions-Aubin lemma we infer

\[ \int_0^{2\pi} \left( \| w_k(t) \|_{\mathcal{W}_2^2}^2 + \| \nabla w_k(t) \|_{\mathcal{W}_4^2}^2 \right) dt \rightarrow 0 \text{ as } k \to \infty, \text{ for all } R > R_*. \quad (9.48) \]

Further,

\[ \int_0^{2\pi} \| u_0 \cdot \nabla w_k(t) \|_{L^2_2}^2 \leq \| u_0 \|_{L^2_2}^2 \int_0^{2\pi} \| \nabla w_k(t) \|_{\mathcal{W}_4^2}^2 + \| u_0 \|_{\mathcal{W}_4^2}^2 \int_{-\pi}^{\pi} \| \nabla w_k(t) \|_{L^\infty}^2, \]

which, by Proposition 2.1, the embedding \( W^{2, 2}(\Omega) \subset W^{1, 4}(\Omega) \), (9.45), (9.48) and the arbitrariness of \( R \) furnishes

\[ \lim_{k \to \infty} \int_0^{2\pi} \| u_0 \cdot \nabla w_k(\tau) \|_{L^2_2}^2 = 0. \quad (9.49) \]

Likewise,

\[ \int_0^{2\pi} \| w_k(t) \cdot \nabla u_0 \|_{L^2_2}^2 \leq \| \nabla u_0 \|_{L^2_2}^2 \int_0^{2\pi} \| w_k(t) \|_{\mathcal{W}_2^2}^2 + \| \nabla u_0 \|_{\mathcal{W}_4^2}^2 \int_{-\pi}^{\pi} \| w_k(t) \|_{\mathcal{W}_2^2}^2, \]

so that, by Lemma 2.4, (9.45), and (9.48) we deduce, as before,

\[ \lim_{k \to \infty} \int_0^{2\pi} \| w_k(t) \cdot \nabla u_0 \|_{L^2_2}^2 = 0. \quad (9.50) \]

Finally,

\[ \int_0^{2\pi} \| \sigma_k \cdot \nabla u_0 \|_{L^2_2}^2 \leq 2\pi \| \sigma_k \|_{L^\infty(0, 2\pi)}^2 \| \nabla u_0 \|_{L^2_2}^2, \]

which, by Lemma 2.4 and (9.46) furnishes

\[ \lim_{k \to \infty} \int_0^{2\pi} \| \sigma_k \cdot \nabla u_0 \|_{L^2_2}^2 = 0 \quad (9.51) \]

Combining (9.49)–(9.51) we thus arrive at (9.47), which completes the proof of the theorem. \( \square \)
10 Reformulation of the Problem in Banach Spaces

In this section we shall write the bifurcation problem, stated in Section 1, as a system of operator
equations in an appropriate functional setting that, thanks to the results proved in previous sections,
will enable us to apply Theorem 6.1. The first step is to split (1.4) into its averaged and oscillatory
components. Set

\[ w := \overline{w} + (w - \overline{w}) := u + w, \quad \eta = \overline{\eta} + (\eta - \overline{\eta}) := \overline{\eta} + \xi, \quad p = \overline{p} + (p - \overline{p}) := \overline{p} + q, \quad \mu := \lambda - \lambda_0, \]

and

\[ u_0 := u_0(x; \lambda_0), \quad \overline{u}_0 := u_0(x; \mu + \lambda_0) - u_0. \]

From (1.4) we thus get

\[
\begin{align*}
- \lambda_0 (\partial_1 u - u_0 \cdot \nabla u - u \cdot \nabla u_0) - \Delta u + \nabla p &= N_1(u, w, \mu) \quad \text{in } \Omega, \\
\text{div } u &= 0 \\
u &= 0 \text{ at } \partial \Omega, \\
\end{align*}
\]

where

\[
N_1 := \begin{cases} 
- \mu (\partial_1 u - u_0 \cdot \nabla u - u \cdot \nabla u_0) - (\mu + \lambda_0) \left[ \overline{u}_0 \cdot \nabla u + u \cdot \nabla u_0 + u \cdot \nabla u + (\sigma - w) \cdot \nabla w \right] & \text{in } \Omega \\
0 & \text{in } \Omega_0,
\end{cases}
\]

and, with the time-scaling \( \tau := \zeta t \),

\[
\begin{align*}
\zeta \partial_t w - \lambda_0 (\partial_1 w - u_0 \cdot \nabla w + (\sigma - w) \cdot \nabla u_0) - \Delta w + \nabla q &= N_2(u, w, \mu) \\
\text{div } w &= 0 \\
w &= \sigma \quad \text{at } \partial \Omega \times [0, 2\pi] \\
\end{align*}
\]

where

\[
N_2 := \begin{cases} 
\mu (\partial_1 w - u_0 \cdot \nabla w + (\sigma - w) \cdot \nabla u_0) + (\mu + \lambda_0) \left[ \overline{u}_0 \cdot \nabla w + (w - \sigma) \cdot \nabla \overline{u}_0 + \overline{(\sigma - w) \cdot \nabla w} \right] & \text{in } \Omega \\
0 & \text{in } \Omega_0
\end{cases}
\]

\[
\text{Lemma 10.1 Let } u_0 = u_0(\lambda), \text{ be the velocity field of the solution determined in Theorem 3.1, corresponding to } \lambda > 0, \text{ and let } (u, w, \mu) \in X^2(\Omega) \times W^2_2 \times \mathbb{R}. \text{ Then, the following properties hold:}
\]

\[
N_1(u, w, \mu) \in \mathcal{Y}(\Omega); \quad N_2(u, w, \mu) \in L^2_2.
\]
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where \( U \) follows and (8.20) respectively, we deduce that equations (10.1) and (10.3) can equivalently be rewritten as (10.5), we can limit ourselves to prove (\( \sigma \) property in (10.5) just given, it is easy to convince oneself that in order to show the second property in \( u \) whereas 

By Schwarz inequality, integration by parts and elementary embedding theorems we get, for arbitrary \( \varphi \in D^{1,2}_0(\Omega) \),

\[
|((\sigma - w) \cdot \nabla w, \varphi)| \leq (\|\sigma\|_{L^2} + \|w\|_{L^4(\Omega)}) \|\nabla \varphi\|_2 \leq c \|w\|_{W^1_2}^2 \|\nabla \varphi\|_2.
\]

By a similar argument,

\[
\|(\sigma - w) \cdot \nabla w\|_2 \leq (\|\sigma\|_{L^2} + \|w\|_{L^4(\Omega)}) \|\nabla w\|_{L^2(\Omega)} \leq c \|w\|_{W^1_2}^2,
\]

which completes the proof of (10.6). We next observe that, by Theorem 3.1 we have \( u_0, \tilde{u}_0 \in W^{1,\infty}(\Omega) \), whereas \( u \in L^\infty(\Omega) \), by Lemma 2.4. Thus, from (10.4) and also bearing in mind the proof of the first property in (10.5) just given, it is easy to convince oneself that in order to show the second property in (10.5), we can limit ourselves to prove \( (\sigma - w) \cdot \nabla u \in L^2(L^2(\Omega)) \). However, the latter follows at once because \( \sigma \in W^1_2 \subset L^\infty(0,2\pi) \), \( w \in L^2(W^{2,2}) \subset L^2(L^\infty) \) and \( u \in X^2(\Omega) \subset D^{1,2}(\Omega) \).

\[\Box\]

Setting \( \mathcal{N}_i := \mathcal{P}_N \), \( i = 1, 2 \), and recalling the definition of the operators \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) given in (7.5) and (8.20) respectively, we deduce that equations (10.1) and (10.3) can equivalently be rewritten as follows

\[
\mathcal{L}_1(U) = \mathcal{N}_1(U, W, \mu) \quad \text{in} \quad \mathcal{Y}
\]

\[
\zeta \partial_\tau W + \mathcal{L}_2(W) = \mathcal{N}_2(U, W, \mu) \quad \text{in} \quad L^2_1,
\]

where \( U := (u, \tau) \in X^2(\Omega) \times \mathbb{R}^3 \) and \( W := (w, \xi) \in W^1_2 \times W^1_2 \).

## 11 A Time-Periodic Bifurcation Theorem

Our goal is to apply Theorem 6.1 to (10.7) and derive corresponding sufficient conditions for the occurrence of time-periodic bifurcation. To this end, we shall consider separately the assumptions (H1)–(H4) made in that theorem and formulate them appropriately for the case at hand.

### Formulation of Assumption (H1)

By Lemma 7.2, the operator \( \mathcal{L}_1 \) is Fredholm of index 0. Therefore, the assumption (H1) on \( \mathcal{L}_1 \) being a homeomorphism is satisfied if \( N[\mathcal{L}_1] = \{0\} \), that is

\[
\mathcal{L}_1(U) = 0 \quad \Rightarrow \quad U = 0.
\]

(H1')

Recalling the definition of \( \mathcal{L}_1 \), we find that (H1') is equivalent to the following request: If \( (u, r, \chi) \in X^2(\Omega) \times D^{1,2}(\Omega) \times \mathbb{R}^3 \) is a solution to the problem

\[
\begin{align*}
-\lambda_0(\partial_t u - u_0 \cdot \nabla u - u \cdot \nabla u_0) - \Delta u + \nabla r &= 0 \\
\text{div} u &= 0 \\
\frac{\omega^2}{\rho} + \omega \int_{\partial \Omega} T(u, \bar{p}) \cdot n &= 0, \quad \text{at} \partial \Omega, \\
\end{align*}
\]

\]
then, necessarily, \( u \equiv \nabla r \equiv \chi \equiv 0 \). According to Theorem 7.1, this means that the steady-state solution \( s(\lambda) \) in (3.1) is unique for all \( \lambda \in U(\lambda_0) \).

Formulation of Assumption (H2)

According to Theorem 8.1 the operator \( \mathcal{L}_2 - i \zeta I \) is Fredholm of index 0 and, moreover \( \Sigma := \sigma(\mathcal{L}_2) \cap \{i\mathbb{R}\} \) is constituted only by eigenvalues of finite algebraic multiplicity (a.m.). Therefore, the assumption (H2) can be formulated as follows:

There is \( \nu_0 := i\zeta_0 \in \Sigma \) with a.m.\( = 1 \), and \( k\nu_0 \notin \Sigma \), for all \( |k| > 1 \).

Taking into account the definition of \( \mathcal{L}_2 \) given in (8.20), we show that assumption (H2'') implies, in particular, that the eigenvalue problem

\[
\begin{aligned}
-i\zeta_0 w - \lambda_0 \left[ \partial_1 w - u_0 \cdot \nabla w + (\sigma - w) \cdot \nabla u_0 \right] &= \Delta w - \nabla p \\
\text{div} w &= 0
\end{aligned}
\]  
\( \Omega \),

\[
\begin{aligned}
w(x) &= -i\zeta_0 \xi, \quad x \in \partial\Omega, \\
\left(-\zeta_0^2 + \omega_n^2\right)\xi + \omega \int_{\partial\Omega} T(w, p) \cdot n &= 0,
\end{aligned}
\]

has a corresponding one-dimensional eigenspace \((w, \xi) \in Z^{2,2} \times \mathbb{R}^3\).

Formulation of Assumption (H3)

In view of Theorem 9.1 this assumption is automatically satisfied in our case.

Formulation of Assumption (H4)

The assumption (H1') combined with Theorem 7.1 entails that the map

\[
\mu \in U(0) \subset \mathbb{R} \mapsto u_0(\mu + \lambda_0) \in X^{2}(\Omega)
\]

with \( u_0(\mu + \lambda_0) \) velocity field of the solution determined in Theorem 3.1 and corresponding to \( \mu + \lambda_0 \), is analytic. In addition, the nonlinear operators \( \mathcal{N}_i, i = 1, 2 \), are (at most) quadratic in \((u, w)\) and then, by Lemma 10.1, analytic in those variables. Therefore, we conclude that also assumption (H4) is satisfied in the case at hand.

Our final comment, before stating the bifurcation theorem, regards the assumption (6.6) and its formulation in the context of our problem. To this end, it is easy to show from (10.4) that, in the case at hand, we have

\[
S_{011} = \partial_1 w - u_0 \cdot \nabla w + (\sigma - w) \cdot \nabla u_0 + \lambda_0 [\tilde{u}'_0(0) \cdot \nabla w + (w - \sigma) \cdot \nabla \tilde{u}'_0(0)]
\]

where the prime denotes differentiation with respect to \( \mu \). Therefore, denoting by \( \nu = \nu(\mu) \) the eigenvalues of \( \mathcal{L}_2 + \mu S_{011} \), we may apply [28, Proposition 79.15 and Corollary 79.16] to show that the map

\[
\mu \in U(0) \mapsto \nu(\mu) \in \mathbb{C}
\]

is well defined and of class \( C^\infty \). We are now in a position to state our bifurcation result.
Theorem 11.1 Let $\omega_n^2, \varpi > 0$. Suppose there exists $(\lambda_0, u_0, \zeta_0)$ such that assumptions (H1') and (H2') hold and, moreover,

$$\Re[\nu'(0)] \neq 0.$$  

Then, the following properties are valid.

(a) Existence. There is an analytic family

$$\{(u(\epsilon), w(\epsilon), \xi(\epsilon), \zeta(\epsilon), \mu(\epsilon)) \in X^2(\Omega) \times W^2_2 \times W^1_2 \times \Re \times \Re\}$$

of solutions to (10.1), (10.3), for all $\epsilon$ in a neighborhood $I(0)$ of $0 \in \Re$. Moreover, let $(w_0, \xi_0) \in Z^{2,2}_C \times \C^3$ be a normalized eigenfunction of the operator $L_2$ corresponding to the eigenvalue $i\zeta_0$, and set $(w_1, \xi_1) := \Re[(w_0, \xi_0)e^{-i\tau}]$. Then

$$\{(u(\epsilon), w(\epsilon) - \epsilon w_1, \xi(\epsilon) - \epsilon \xi_1, \zeta(\epsilon), \mu(\epsilon)) \rightarrow (0,0,\zeta_0,0) \text{ as } \epsilon \rightarrow 0\}.$$  

(a) Uniqueness. There is a neighborhood

$$U(0,0,0,\zeta_0,0) \subseteq X^2(\Omega) \times W^2_2 \times W^1_2 \times \Re \times \Re$$

such that every (nontrivial) $2\pi$-periodic solution to (10.1), (10.2), lying in $U$ must coincide, up to a phase shift, with a member of the family (11.2).

(a) Parity. The functions $\zeta(\epsilon)$ and $\mu(\epsilon)$ are even:

$$\zeta(\epsilon) = \zeta(-\epsilon), \quad \mu(\epsilon) = \mu(-\epsilon), \quad \text{for all } \epsilon \in I(0).$$

Consequently, the bifurcation due to these solutions is either subcritical or supercritical, a two-sided bifurcation being excluded.\(^{(18)}\)

Appendix

We shall give a proof of Theorem 6.1. We begin with some preparatory results. Let $v_0$ be a normalized eigenvector of $L_2$ corresponding to the eigenvalue $\nu_0$, and set

$$v_1 := \Re[v_0 e^{-i\tau}], \quad v_2 := \Im[v_0 e^{-i\tau}].$$

Lemma A. 1 Under the assumption (H2), we have $\dim N[\mathcal{D}] = 2$, and $\{v_1, v_2\}$ is a basis in $N[\mathcal{D}]$.

Proof. Clearly, $S := \text{span} \{v_1, v_2\} \subseteq N[\mathcal{D}]$. Conversely, take $w \in N[\mathcal{D}]$, and expand it in Fourier series

$$w = \sum_{\ell = -\infty}^{\infty} w_\ell e^{-i\ell \tau}; \quad w_\ell := \frac{1}{2\pi} \int_{-\pi}^{\pi} w(\tau) e^{i\ell \tau} d\tau, \quad w_0 \equiv \overline{w} = 0.$$  

Obviously, $w_\ell \in W_C \equiv D_C[L_2]$. From $\mathcal{D}(w) = 0$ we deduce

$$-\ell \nu_0 w_\ell + L_2(w_\ell) = 0, \quad w_\ell \in D_C[L_2], \quad \ell \in \Z,$

which, by (H2) and the fact that $w_0 = 0$, implies $w_\ell = 0$ for all $\ell \in \Z \setminus \{\pm 1\}$. Thus, recalling that $\nu_0$ is simple, we infer $w \in S$ and the lemma follows.

\(^{(18)}\)Unless $\mu \equiv 0$.  
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Denote by $\langle \cdot, \cdot \rangle$ the scalar product in $\mathcal{Z}$ and set
\[
\langle w_1 | w_2 \rangle := \int_{-\pi}^{\pi} (w_1(s), w_2(s)) \, ds, \quad w_1, w_2 \in \mathcal{Z}_{2\pi,0}.
\]

Let $L^\dagger_2$ be the adjoint of $L_2$. Since $\nu_0$ is simple and $L_2 - \nu_0 I$ is Fredholm of index 0 (by (H2)), from classical results (e.g. [27, Section 8.4]), it follows that there exists at least one element $v_0^\dagger \in \mathcal{N}_c[L^\dagger_2 - \nu_0 I]$ such that $\langle v_0^\dagger, v_0 \rangle \neq 0$. Without loss, we may take
\[
\langle v_0^\dagger, v_0 \rangle = \pi^{-1}.
\]
We then define
\[
v_1^\dagger := \Re[v_0^\dagger e^{i\tau}], \quad v_2^\dagger := \Im[v_0^\dagger e^{i\tau}],
\]
and observe that, by (A.1) and (A.2),
\[
\begin{align*}
(v_1 | v_1^\dagger) &= (v_2 | v_2^\dagger) = 1, & (v_2 | v_1^\dagger) &= (v_1 | v_2^\dagger) = 0, \\
((v_1)_\tau | v_1^\dagger) &= 0, & ((v_1)_\tau | v_2^\dagger) &= -1.
\end{align*}
\]
Set
\[
\tilde{\mathcal{Z}}_{2\pi,0} = \{ w \in \mathcal{Z}_{2\pi,0} : (w | v_1^\dagger) = (w | v_2^\dagger) = 0 \}, \quad \tilde{\mathcal{W}}_{2\pi,0} = \mathcal{W}_{2\pi,0} \cap \tilde{\mathcal{H}}_{2\pi,0}.
\]

**Lemma A. 2** Let (H2) and (H3) hold. Then, the operator $\mathcal{Q}$ maps $\tilde{\mathcal{W}}_{2\pi,0}$ onto $\tilde{\mathcal{H}}_{2\pi,0}$ homeomorphically.

**Proof.** By (H3), $\mathcal{Q}$ is Fredholm of index 0, whereas by Lemma A.1 $\dim \mathcal{N}[\mathcal{Q}] = 2$. From classical theory of Fredholm operators (e.g. [27, Proposition 8.14(4)]) it then follows that $\dim \mathcal{N}[\mathcal{Q}^\dagger] = 2$ where
\[
\mathcal{Q}^\dagger = \zeta_0(\cdot)_\tau + L^\dagger_2
\]
is the adjoint of $\mathcal{Q}$. In view of the stated properties of $v_0^\dagger$, we infer that $\text{span} \{v_1^\dagger, v_2^\dagger\} = \mathcal{N}[\mathcal{Q}^\dagger]$, and the lemma follows from another classical result on Fredholm operators (e.g. [27, Proposition 8.14(2)]). \hfill \Box

Let
\[
L_2(\mu) := L_2 + \mu S_{011}.
\]
since, by (H2), $\nu_0$ is a simple eigenvalue of $L_2(0) \equiv L_2$, denoting by $\nu(\mu)$ the eigenvalues of $L_2(\mu)$, it follows (e.g. [28, Proposition 79.15 and Corollary 79.16]) that in a neighborhood of $\mu = 0$ the map $\mu \mapsto \nu(\mu)$ is well defined and of class $C^{\infty}$ and, further,
\[
\nu'(0) = \langle v_0^\dagger, S_{011}(v_0) \rangle.
\]
Using the latter, by direct inspection we show
\[
\Re[\nu'(0)] = \pi^{-1}(S_{011}(v_1) | v_1^\dagger).
\]

**Proof of Theorem 6.1(a).** In order to ensure that the solutions we are looking for are non-trivial, we endow (6.6) with the side condition
\[
(w | v_1^\dagger) = \varepsilon, \quad (w | v_2^\dagger) = 0,
\]
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where $\varepsilon$ is a real parameter ranging in a neighborhood, $\mathcal{I}(0)$, of 0. We next scale $v$ and $w$ by setting $v = \varepsilon v$, $w = \varepsilon w$, so that problem (6.6), (A.5) becomes

$$L_1(v) = \mathcal{N}_1(\varepsilon, v, w, \mu), \quad \text{in } \mathcal{V};$$

$$\zeta_0 w + L_2(w) = \mathcal{N}_2(\varepsilon, \zeta, v, w, \mu), \quad \text{in } \mathcal{Z}_{2\pi,0}, \quad (w|v_1^1) = 1, \quad (w|v_1^2) = 0,$$

where

$$\mathcal{N}_1(\varepsilon, v, w, \mu) := (1/\varepsilon) \mathcal{N}_1(\varepsilon v, \varepsilon w, \mu),$$

$$\mathcal{N}_2(\varepsilon, \zeta, v, w, \mu) := (1/\varepsilon) \mathcal{N}_2(\varepsilon v, \varepsilon w, \mu) + (\zeta_0 - \omega)w_\tau.$$

Set $U := (\mu, \zeta, v, w)$, and consider the map

$$F : (\varepsilon, U) \in \mathcal{I}(0) \times (U(0) \times V(\zeta_0) \times \mathcal{U} \times \mathcal{W}_{2\pi,0}) \mapsto \left( L_1(v) - \mathcal{N}_1(\varepsilon, v, w, \mu), \mathcal{Q}(w) - \mathcal{N}_2(\varepsilon, \zeta, v, w, \mu), (w|v_1^1) - 1, (w|v_1^2) \right) \in \mathcal{V} \times \mathcal{Z}_{2\pi,0} \times \mathbb{R}^2,$$

with $U(0)$ and $V(\zeta_0)$ neighborhoods of 0 and $\zeta_0$, respectively. Since, by (H4), we have in particular $\mathcal{N}_1(0,0,v_1,0) = \mathcal{N}_2(0,\zeta_0,v_1,0) = 0$, using (A.3) and Lemma A.1 we deduce that, at $\varepsilon = 0$, the equation $F(\varepsilon, U) = 0$ has the solution $U_0 = (0, \zeta_0, 0, v_1)$. Therefore, since by (H4) we have that $F$ is analytic at $(0, U_0)$, by the analytic version of the Implicit Function Theorem (e.g. [27, Proposition 8.11]), to show the existence statement -including the validity of (6.8)- it suffices to show that the Fréchet derivative, $D_0F(0, U_0)$ is a bijection. Now, in view of the assumption (H4), it is easy to see that the Fréchet derivative of $\mathcal{N}_1$ at $(\varepsilon = 0, v = 0, w = v_1, \mu = 0)$ is equal to 0, while that of $\mathcal{N}_2$ at $(\varepsilon = 0, U = U_0)$ is equal to $-\zeta(v_1) + \mu S_{011}(v_1)$. Therefore, $D_0F(0, U_0)$ is a bijection if we prove that for any $(f_1, f_2, f_3, f_4) \in \mathcal{V} \times \mathcal{Z}_{2\pi,0} \times \mathbb{R} \times \mathbb{R}$, the following set of equations has one and only one solution $(\mu, \zeta, v, w) \in \mathbb{R} \times \mathbb{R} \times \mathcal{U} \times \mathcal{W}_{2\pi,0}$:

$$L_1(v) = f_1 \quad \text{in } \mathcal{V},$$

$$\mathcal{Q}(w) = -\zeta(v_1) + \mu S_{011}(v_1) + f_2 \quad \text{in } \mathcal{Z}_{2\pi,0},$$

$$(w|v_1^1) = f_3, \quad (w|v_1^2) = f_4 \quad \text{in } \mathbb{R},$$

In view of (H1), for any given $f_1 \in \mathcal{V}$, equation (A.7)$_1$ has one and only one solution $v \in \mathcal{U}$. Therefore, it remains to prove the existence and uniqueness property only for the system of equations (A.7)$_2$–4. To this aim, we observe that, by Lemma A.2, for a given $f_2 \in \mathcal{Z}_{2\pi,0}$, equation (A.7)$_2$ possesses a unique solution $w_1 \in \tilde{\mathcal{W}}_{2\pi,0}$ if and only if its right-hand side is in $\tilde{\mathcal{Z}}_{2\pi,0}$, namely,

$$( - \zeta(v_1) + \mu S_{011}(v_1) + f_2|v_1^1) = ( - \zeta(v_1) + \mu S_{011}(v_1) + f_2|v_1^2) = 0.$$

Taking into account (A.3)$_2$ the above conditions will be satisfied provided we can find $\mu$ and $\zeta$ satisfying the following algebraic system

$$\mu(S_{011}(v_1)|v_1^1) = -(f_2|v_1^1)$$

$$\zeta + \mu(S_{011}(v_1)|v_1^2) = -(f_2|v_1^2).$$

However, by virtue of (A.4), (6.6) this system possesses a uniquely determined solution $(\mu, \zeta)$, which ensures the existence of a unique solution $w_1 \in \tilde{\mathcal{W}}_{2\pi,0}$ to (A.7)$_2$ corresponding to the selected values of $\mu$ and $\zeta$. We now set

$$w := w_1 + \alpha v_1 + \beta v_2, \quad \alpha, \beta \in \mathbb{R}.$$
We next make the simple but important observation that if we modify in time, where

\[ v \]

In view of (H4) and (A.9), we easily deduce deduce

\[ \sigma \]

To this end, we notice that, by (9.8)

\[ 1 \]

and

\[ \eta \]

Proof of Theorem 6.1(b). Let \((z, s) \in \mathcal{U} \times \mathcal{W}_{2\pi, 0}\) be a 2\(\pi\)-periodic solution to (6.6) with \(\zeta \equiv \tilde{\zeta}\) and \(\mu \equiv \tilde{\mu}\). By the uniqueness property associated with the implicit function theorem, the proof of the claimed uniqueness amounts to show that we can find a sufficiently small \(\rho > 0\) such that if

\[ \|z\|_{\mathcal{U}} + \|s\|_{\mathcal{W}_{2\pi, 0}} + \|\zeta - \zeta_0\| + |\tilde{\mu}| < \rho, \quad (A.9) \]

then there exists a neighborhood of 0, \(\mathcal{I}(0) \subset \mathbb{R}\), such that

\[ s = \eta v_1 + \eta s, \quad z = \eta z, \quad \text{for all} \quad \eta \in \mathcal{I}(0), \quad (A.10) \]

To this end, we notice that, by (9.8), we may write

\[ s = \sigma + \tilde{s} \quad (A.11) \]

We next make the simple but important observation that if we modify \(s\) by a constant phase shift in time, \(\delta\), namely, \(s(\tau) \to s(\tau + \delta)\), the shifted function is still a 2\(\pi\)-periodic solution to (6.6) and, moreover, by an appropriate choice of \(\delta\),

\[ \sigma = \eta v_1, \quad (A.13) \]

with \(\eta = \eta(\delta) \in \mathbb{R}\). (The proof of (A.13) is straightforward, once we take into account the definition of \(v_1\) and \(v_2\).) Notice that from (A.9), (A.11)–(A.13) it follows that

\[ |\eta| + \|\tilde{s}\|_{\mathcal{W}_{2\pi, 0}} \to 0 \quad \text{as} \quad \rho \to 0. \quad (A.14) \]

From (9.6) we thus get

\[ L_1(z) = N_1(z, \eta v_1 + \tilde{s}, \tilde{\mu}) \quad (A.15) \]

and, recalling Lemma A.1,

\[ \mathcal{L}(\tilde{s}) = \eta(\zeta_0 - \zeta)(v_1) + (\zeta_0 - \zeta)\tilde{s}_r + N_2(z, \eta v_1 + \tilde{s}, \tilde{\mu}). \quad (A.16) \]

In view of (H4) and (A.9), we easily deduce deduce

\[ N_1(z, \eta v_1 + \tilde{s}, \tilde{\mu}) = R_{110}z(\eta v_1 + \tilde{s}) + R_{101}z\tilde{s} + R_{020}(\eta v_1 + \tilde{s})^2 + n_1(z, \eta, \tilde{s}, \tilde{\mu}), \]

where

\[ \|n_1(z, \eta, \tilde{s}, \tilde{\mu})\|_y \leq \epsilon(\rho) \left( \|z\|_{\mathcal{U}} + \|\tilde{s}\|_{\mathcal{W}_{2\pi, 0}} + \eta^2 \right), \quad \epsilon(\rho) \to 0 \quad \text{as} \quad \rho \to 0, \]

so that, by (A.15) and (H1) we obtain by taking \(\rho\) sufficiently small

\[ \|z\|_{\mathcal{U}} \leq c_1 \left( |\eta|^2 + \|\tilde{s}\|^2_{\mathcal{W}_{2\pi, 0}} + \epsilon(\rho)\|\tilde{s}\|_{\mathcal{W}_{2\pi, 0}} \right). \quad (A.17) \]
Likewise,
\[ N_2(z, \eta v_1 + \tilde{s}, \tilde{\mu}) = S_{011}(\eta v_1 + \tilde{s})\tilde{\mu} + S_{110}z(\eta v_1 + \tilde{s}) + S_{101}z\tilde{\mu} + S_{200}z^2 + S_{020}(\eta v_1 + \tilde{s})^2 + n_2(z, \eta, \tilde{s}, \tilde{\mu}), \]
where \( n_2 \) enjoys the same property as \( n_1 \). From (A.16), (A.18) and (A.3) we infer, according to Lemma A.2, that the following (compatibility) conditions must be satisfied
\[
-\eta \tilde{\mu} (S_{011}(v_1)|v_1^\dagger) = ((\zeta - \zeta_0)\tilde{s}_\tau + S_{011}\tilde{s}\tilde{\mu} + S_{110}z(\eta v_1 + \tilde{s})|v_1^\dagger)
+ (S_{200}z^2 + S_{020}(\eta v_1 + \tilde{s})^2|v_1^\dagger) + (n_2|v_1^\dagger),
\]
\[
\eta (\zeta - \zeta_0) = ((\zeta - \zeta_0)\tilde{s}_\tau + S_{011}\tilde{s}\tilde{\mu} + S_{110}z(\eta v_1 + \tilde{s})|v_2^\dagger)
+ (S_{200}z^2 + S_{020}(\eta v_2 + \tilde{s})^2|v_2^\dagger) + (n_2|v_2^\dagger),
\]
so that, from (9.10) and the property of \( n_2 \) we show
\[
|\eta| (|\tilde{\mu}| + |\zeta - \zeta_0|) \leq c_2 (|\zeta - \zeta_0| + |\tilde{\mu}|) \|\tilde{s}\|_{W_{2\pi,0}} + |\eta| \|z\|_{H} + \|z\|^2_\eta
+ |\tilde{s}|^2_{W_{2\pi,0}} + \eta^2 + \epsilon(\rho)(\|z\|_{H} + \|\tilde{s}\|_{W_{2\pi,0}}). \tag{A.19}
\]
Also, applying Lemma A.2 to (A.16) and using (A.18), (A.9) with \( \rho \) sufficiently small we get
\[
\|\tilde{s}\|_{W_{2\pi,0}} \leq c_3 (|\eta| (|\tilde{\mu}| + |\zeta - \zeta_0|) + |\eta| + |\tilde{\mu}| + \epsilon(\rho)) \|z\|_{H} + \|z\|^2_\eta + \eta^2. \tag{A.20}
\]
Summing side by side (A.17), (A.19) and \((1/(2c_3)) \times (A.20)\), and taking again \( \rho \) small enough, we thus arrive at
\[
|\eta| (|\tilde{\mu}| + |\zeta - \zeta_0|) + \|z\|_{H} + \|\tilde{s}\|_{W_{2\pi,0}} \leq c_4 \eta^2,
\]
from which we establish the validity of (A.10), thus concluding the proof of the uniqueness property (b).

**Proof of Theorem 6.1(c)** We notice that if \((v(-\varepsilon), w(-\varepsilon; \tau))\) is the solution corresponding to \(-\varepsilon\), we have \((w(-\varepsilon; \tau + \pi)|v_1^\dagger) = \varepsilon v_1\), which, by part (b), implies that, up to a phase shift, \((v(-\varepsilon), w(-\varepsilon; \tau)) = (v\varepsilon), w\varepsilon; \tau)\). Thus, in turn, furnishes \(\zeta(-\varepsilon) = \zeta(\varepsilon)\) and \(\mu(-\varepsilon) = \mu(\varepsilon)\). From the latter and the analyticity of \(\mu\) we then obtain that either \(\mu \equiv 0\) or else there is an integer \(k \geq 1\) such that
\[
\mu(\varepsilon) = \varepsilon^{2k}\mu_k + O(\varepsilon^{2k+2}) \quad \mu_k \in \mathbb{R}\{0\}.
\]
Thus, \(\mu(\varepsilon) < 0\) or \(\mu(\varepsilon) > 0\), according to whether \(\mu_k\) is negative or positive. The theorem is completely proved.

\[\square\]
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