The Dynamics of an Electric Dipole Moment in a Stochastic Electric Field
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The mean-field dynamics of an electric dipole moment in a deterministic and a fluctuating electric field is solved to obtain the average over fluctuations of the dipole moment and the angular momentum as a function of time for a Gaussian white noise stochastic electric field. The components of the average electric dipole moment and the average angular momentum along the deterministic electric field direction do not decay to zero, despite fluctuations in all three components of the electric field. This is in contrast to the decay of the average over fluctuations of a magnetic moment in a stochastic magnetic field with Gaussian white noise in all three components. The components of the average electric dipole moment and the average angular momentum perpendicular to the deterministic electric field direction oscillate with time but decay to zero, and their variance grows with time.

I. INTRODUCTION

We consider the decoherence of an electric dipole moment in an electric field and in contact with an environment (a bath) that interacts with it. Examples of such systems include heterogeneous diatomic molecules, such as RbCs [1] and OH [2], polyatomic molecules with a permanent electric dipole moment (i.e., a molecule, which, if fixed in space so that it cannot rotate, has a permanent electric dipole moment, even when no external electric field is present), or a mesoscopic or macroscopic system, such as a colloidal particle having a dipole moment [3]. The interaction of such systems with an environment can be represented by evolving the system in an effective electric field, \( \mathbf{E}^{\text{eff}} = \mathbf{E}_0 + \mathbf{E}_B(t) \), where \( \mathbf{E}_0 \) is the deterministic electric field (which could be time-dependent), and \( \mathbf{E}_B(t) \) is the electric field which models the influence of the environment (the bath) on the dipole moment. The field \( \mathbf{E}_B(t) \) can be represented by a vector stochastic process \( \mathbf{\varepsilon}(t) \), where the nature of the environment determines the type of stochastic process. Averaging over fluctuations corresponds to tracing out the environmental degrees of freedom. This yields a reduced nonunitary dynamics wherein the averaged spin decoheres in time. This approach was recently used to treat decoherence of spin systems caused by an environment [4]. A prototype model for fluctuations is Gaussian white noise [4–6], wherein the random process has vanishing correlation time. We explicitly consider this prototype noise, although it is simple to use the methods we apply to treat other kinds of noise, e.g., Gaussian colored noise or telegraph noise, as well.

It might appear at first sight that the problem of an electric dipole moment in an electric field having a stochastic contribution is similar to that of a magnetic dipole moment in a magnetic field having a stochastic contribution [4]. The Stark Hamiltonian for an electric dipole moment in an electric field is \( H_S = -\mathbf{d} \cdot \mathbf{E} \), and the torque it experiences is \( \tau_S = \mathbf{d} \times \mathbf{E} \). This parallels the Zeeman Hamiltonian for a magnetic dipole moment in a magnetic field, \( H_Z = -\mathbf{\mu} \cdot \mathbf{B} \), and the torque, \( \tau_Z = \mathbf{\mu} \times \mathbf{B} \). The similarities are striking! However, there is an important difference. The electric dipole moment of a molecule is locked along a molecule-fixed direction (the diatomic axis in the case of a heterogeneous diatomic molecule), and its evolution in an electric field is coupled to the rotational motion of the molecule. For example, consider the case of a heterogeneous diatomic molecule of \( ^1\Sigma \) electronic state symmetry, where the angular momentum of the molecule is perpendicular to the diatomic molecule axis, whereas the electric dipole moment is along the diatomic molecule axis. In contradistinction, the magnetic moment of a particle with a magnetic moment is proportional to the angular momentum of the particle. The case of an electric dipole moment in an electric field is more analogous to the case of a magnetic needle in the presence of a magnetic field [7]; the magnetic moment of the needle is locked by the lattice crystal structure of the needle along the needle axis.

The outline of this paper is as follows. In Sec. I we consider the classical dynamics of an electric dipole moment in an electric field and in contact with an environment [1–4]. In Sec. II we develop the quantum equations of motion for the dynamics of an electric dipole moment in an electric field, and in Sec. III A we present the Heisenberg equations of motion for the angular momentum and direction of the dipole, and in Sec. III B we discuss the mean-field dynamics, which are equivalent to the classical dynamics. We present the calculated results in Sec. IV and a summary and conclusion is contained in Sec. V.
II. CLASSICAL DYNAMICS

Let us begin by considering the classical dynamics of systems having an electric dipole moment in the presence of an electric field. For the moment, let us take the electric field in the direction of the space-fixed $z$-axis. The dipole moment $d$ in the electric field $E$ experiences a torque, 

$$
\tau_S = d \times E = Ed \sin \theta \hat{\tau},
$$

where $\theta$ is the angle between the electric field and the dipole moment ($\theta$ is the polar angle of the dipole moment). $\hat{\tau}$ is perpendicular to the $z$-axis, so the $z$ component of angular momentum, $L_z$, is conserved. If the system has a moment of inertia $I$, its angular momentum is

$$
L = I \Omega,
$$

where

$$
\Omega = \dot{\theta} \hat{\tau} + \sin^2 \theta \dot{\phi} \hat{z}.
$$

We can denote the conserved $z$-component of the angular momentum as $I\omega$. The kinetic energy of the system is given by

$$
T = \frac{1}{2} I (\dot{\theta}^2 + \sin^2 \theta \dot{\phi}^2),
$$

and the Stark potential energy is

$$
U = -d \cdot E = -Ed \cos \theta,
$$

hence the Lagrangian is,

$$
\mathcal{L}(\theta, \phi, \dot{\theta}, \dot{\phi}) = T - U = \frac{1}{2} I (\dot{\theta}^2 + \sin^2 \theta \dot{\phi}^2) + Ed \cos \theta.
$$

(1)

The Euler-Lagrange equations of motion are,

$$
0 = \frac{\partial \mathcal{L}}{\partial \phi} - \frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{\phi}} = -I d \frac{d}{dt} (\sin^2 \theta \dot{\phi}) \quad \Rightarrow \quad \dot{\phi} = \frac{\omega}{\sin^2 \theta},
$$

(2)

$$
0 = \frac{\partial \mathcal{L}}{\partial \theta} - \frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{\theta}} \quad \Rightarrow \quad \ddot{\theta} + \frac{Ed}{I} \sin \theta - \frac{\omega^2 \sin 2\theta}{2 \sin^2 \theta} = 0.
$$

(3)

The dynamics are relatively simple since the $z$-component of the angular momentum, $L_z = \frac{\partial \mathcal{L}}{\partial \phi} = I \sin^2 \theta \dot{\phi} \equiv I\omega$, is conserved. The second constant of the motion is the total energy $\mathcal{E}$,

$$
\mathcal{E} = T + U = \frac{1}{2} I (\dot{\theta}^2 + \frac{\omega^2}{\sin^2 \theta}) - Ed \cos \theta.
$$

(4)

Unfortunately, an analytical solution of the differential equation, $\ddot{\theta} + \frac{Ed}{I} \sin \theta - \frac{\omega^2}{2 \sin^2 \theta} \sin 2\theta = 0$, is not known, although for $\omega = 0$, the solution can be expressed in terms of the Jacobi amplitude for Jacobi elliptic functions [8], and the solution corresponds to pendular motion. For arbitrary $\omega$, the motion is composed of a rotation around the direction of the electric field $E$ with constant angular velocity $\omega$, and a pendular motion in the plane containing $E$ and $d$ (for $\omega \neq 0$, the $\theta$ motion corresponds to distorted pendular motion). Figure 1 plots $\theta(t)$ versus $t$ for several values of the ratio of the parameters $Ed/I$ and $\omega^2$ in Eq. (3) for $\theta(t)$. It is clear from the figure that a finite $\omega$ keeps $\theta(t)$ away from $\theta = 0$.

A. Stochastic Electric Field

Suppose that, in addition to the deterministic electric field, there is a stochastic electric field contribution, $E = \varepsilon_x(t) \hat{x} + \varepsilon_y(t) \hat{y} + [E + \varepsilon_z(t)] \hat{z}$, where $\varepsilon_i(t)$, $i = x, y, z$, are stochastic random variables. In what follows we explicitly take Gaussian white noise, see Eqs. (17)-(18). Other kinds of noise can occur, e.g., Gaussian colored noise or telegraph noise, but this paradigm serves to illuminate the salient features of the dynamics. Moreover, as long as the correlation
time of the noise is the shortest time scale in the dynamics, Gaussian white noise is a good approximation for other kinds of noise.

If only $E_z$ fluctuates, we have to solve the stochastic differential equation,

$$
\dot{\theta} + \frac{d[E + \varepsilon_z(t)]}{I} \sin \theta - \frac{\omega^2}{2} \sin 2\theta = 0.
$$

(5)

This equation is linear in $\varepsilon_z(t)$, but nonlinear in $\theta$. The stochastic field $\varepsilon_z(t)$ results in a stochastic variation of the period of the pendular motion in $\theta$. The addition of stochastic field components $\varepsilon_x(t)$ and $\varepsilon_y(t)$ result in an additional torque which has a component along the $\vartheta$-axis, i.e., $L_z$ is no longer conserved, and there is an additional stochastic potential, $V_{1\perp} = -(d \cdot E_{1\perp}) = -p[\varepsilon_x(t) \sin \theta \cos \phi + \varepsilon_y(t) \sin \theta \sin \phi]$. Adding this potential to the potential $V = -d \cdot E$, we find $\frac{\partial \phi}{\partial \theta} = d[\varepsilon_x(t) \sin \theta \sin \phi + \varepsilon_y(t) \sin \theta \cos \phi]$, hence

$$
\sin^2 \theta \ddot{\theta} + 2 \sin \theta \cos \theta \dot{\theta} \dot{\phi} = \frac{d}{I}[\varepsilon_x(t) \sin \theta \sin \phi + \varepsilon_y(t) \sin \theta \cos \phi].
$$

(6)

The second order differential equations (14) and (17) can be turned into a set of first order differential equations. Defining $\dot{\theta}(t) \equiv \dot{\theta}(t), \text{ Eq. (5)}$ becomes,

$$
\frac{d}{dt} \left( \begin{array}{c} \theta(t) \\ \dot{\theta}(t) \end{array} \right) = \left( \begin{array}{c} \frac{d[E + \varepsilon_z(t)]}{I} \sin \theta + \frac{\omega^2}{2} \sin 2\theta \\ -\frac{\partial \varepsilon_z(t)}{\partial \theta} \end{array} \right),
$$

(7)

and, defining $\varphi(t) \equiv \dot{\phi}(t), \text{ Eq. (16)}$ is transformed into the first order set of equations,

$$
\frac{d}{dt} \left( \begin{array}{c} \varphi(t) \\ \dot{\varphi}(t) \end{array} \right) = \left( \begin{array}{c} -2 \sin \theta \cos \theta \dot{\theta} \dot{\varphi} + \frac{d}{I \sin^2 \theta} [-\varepsilon_z(t) \sin \theta \sin \phi + \varepsilon_y(t) \sin \theta \cos \phi] \\ \frac{d}{I \sin^2 \theta} [-\varepsilon_x(t) \sin \theta \cos \phi + \varepsilon_y(t) \sin \theta \sin \phi] \end{array} \right).
$$

(8)

Equation (10) can be solved first for $\theta(t)$ and $\dot{\theta}(t)$, and these functions can be substituted into Eq. (14), which can then be used to obtain $\phi(t)$ and $\dot{\phi}(t)$. Alternatively, Eqs. (7) and (8) can be solved simultaneously as a system of four first-order differential equations.

### III. QUANTUM TREATMENT

The Hamiltonian for the system is given by $H = \frac{\hat{L}_z^2}{2I} - d \cdot E$. In spherical coordinates, if the electric field is taken to be along the $z$-axis, the Hamiltonian takes the form,

$$
H = -\hbar^2 \left( \frac{\partial^2}{\partial \theta^2} + \cot \theta \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2} \right) - Ed \cos \theta.
$$

(9)

Since $\hat{L}_z$ is conserved if the electric field is along the $z$-axis, the eigenfunctions of the Hamiltonian (11) can be written as $\psi_{nm}(\theta, \phi) = e^{im \varphi} f_{nm}(\theta)$, where the functions $f_{nm}(\theta)$ satisfy the stationary Schrödinger equation in one variable,

$$
\left[ -\frac{\hbar^2}{2I} \left( \frac{\partial^2}{\partial \theta^2} + \cot \theta \frac{\partial}{\partial \theta} + \frac{m^2}{\sin^2 \theta} \right) + Ed \cos \theta \right] f_{nm}(\theta) = \mathcal{E}_{nm} f_{nm}(\theta).
$$

(10)

The energy eigenvalues $\mathcal{E}_{nm}$ have quadratic and higher contributions in the electric field strength.

If a degeneracy of the energy levels having different angular momentum is present, as occurs for molecules with II or higher electronic symmetry, a Stark energy which is linear in the electric field strength can arise. We shall not consider the dynamics for such cases here.

If, in addition to the constant electric field, a time-dependent field $\varepsilon(t) = \varepsilon_x(t) \hat{x} + \varepsilon_y(t) \hat{y} + \varepsilon_z(t) \hat{z}$ is present, the time-dependent Schrödinger equation must be used. A basis of states could be used to calculate the time-dependent wave function that is the solution to the time-dependent Schrödinger equation. The basis could be composed of field-free basis states $Y_{lm}(\theta, \phi)$, or the eigenstates in the presence of the constant electric field, $\psi_{nm}(\theta, \phi)$. Let us now consider the quantum treatment of the dynamics. The approach we use below uses instead the Heisenberg equations of motion, which will be solved in a mean-field approximation.
A. Heisenberg Equations of Motion

When no internal angular momentum is present \( \mathbf{\hat{L}} \), we take the Hamiltonian to be
\[
H = H_0 + H_S = \frac{\hat{L}^2}{2I} - \hat{\mathbf{d}} \cdot \mathbf{E},
\]
and we use the notation, \( \hat{\mathbf{d}} = d \hat{\mathbf{n}} \) (see Ref. [10]), where \( \hat{\mathbf{n}} \) is a vector operator of unit length in the direction of the dipole moment and \( d \) is the magnitude of the dipole moment, which remains constant. The Heisenberg equations of motion for the dipole moment operator, \( \dot{\hat{\mathbf{d}}} = i\hbar \frac{\partial}{\partial t} \mathbf{H}, \hat{\mathbf{d}} \), can be written as
\[
\dot{\hat{\mathbf{n}}} = -\frac{1}{\hbar} \mathbf{L} \times \hat{\mathbf{n}} + i\hbar \hat{\mathbf{n}}.
\]
Using the fact that \( [\hat{L}_i, \hat{n}_j] = i\hbar \epsilon_{ijk} \hat{n}_k \), we find that \( [\hat{L}^2, \hat{\mathbf{n}}] = 2i\hbar [\mathbf{L} \times \hat{\mathbf{n}} + i\hbar \hat{\mathbf{n}}] \). Since \( [\hat{n}_i, \hat{n}_j] = 0 \) for all \( i \) and \( j \), we find,
\[
\dot{\hat{\mathbf{n}}} = -\frac{1}{I} \mathbf{L} \times \hat{\mathbf{n}} + i\hbar \hat{\mathbf{n}}.
\]
Moreover, the torque on the molecule due to the presence of the external field is, \( \dot{\mathbf{L}} = \frac{i}{\hbar} \mathbf{H} \times \hat{\mathbf{n}} \), which reduces to
\[
\dot{\mathbf{L}} = -i\hbar \mathbf{E} \times \hat{\mathbf{n}}.
\]
The nonlinear Heisenberg operator equations of motion, Eqs. (13) and (14), must be solved simultaneously.

B. Mean-Field Dynamics

If the initial angular momentum of the molecule is large compared to \( \hbar \), a semiclassical treatment can be a good approximation. Setting \( \hbar = 0 \) in Eq. (13) allows a semiclassical solution for the expectation value \( \langle \hat{\mathbf{n}}(t) \rangle \) and \( \langle \hat{\mathbf{L}}(t) \rangle \).

The semiclassical equations,
\[
\frac{d}{dt} \langle \hat{\mathbf{n}} \rangle = -\frac{1}{I} \langle \mathbf{L} \times \hat{\mathbf{n}} \rangle,
\]
\[
\frac{d}{dt} \langle \hat{\mathbf{L}} \rangle = -d \mathbf{E} \times \langle \hat{\mathbf{n}} \rangle.
\]
are equivalent to the classical solution presented in Sec. II, but are valid for arbitrary direction of \( \mathbf{E} \). These equations correspond to a mean-field theory treatment obtained by taking the expectation values of Eqs. (13) and (14), replacing the expectation value of the product \( \mathbf{L} \times \hat{\mathbf{n}} \) by the product of the expectation values and taking the limit as \( \hbar \to 0 \) on the RHS of (13).

In what follows, we shall simplify the notation and not explicitly write the expectation values around the dynamical variables.

IV. CALCULATED RESULTS

We now present results for the semiclassical dynamics of a dipole moment in the presence of an electric field, with and without a stochastic contribution.

Figures 2 and 3 show \( n_x(t) \), \( n_y(t) \), and \( n_z(t) \) versus time, and Fig. 4 shows \( L_x(t) \), \( L_y(t) \), and \( L_z(t) \) versus time for deterministic dynamics (without a stochastic contribution) of a dipole moment in an electric field. The dimensionless parameters used in these calculations are \( d = 1 \), \( I = 10 \), and \( (E_x, E_y, E_z) = (0, 0, 1) \). The initial conditions are specified in the figure captions. \( n_z(t) \) undergoes periodic motion, but the \( n_x(t) \) and \( n_y(t) \) trajectories are more complicated and are not truly periodic. Nevertheless, the motion is almost periodic with period \( \tau = 140 \) for this case. The parametric plot of \( \mathbf{n}(t) \) in Fig. 3 shows the holes around the north and south poles. Figure 4 shows that the total angular momentum is not conserved, but \( L_z \) remains zero throughout the dynamics. The only component of
FIG. 2: (Color online) $n_x(t)$, $n_y(t)$, and $n_z(t)$ versus time for $\mathbf{n}(0) = (\sin(\pi/4) \cos(\pi/4), \sin(\pi/4) \sin(\pi/4), \cos(\pi/4))$ and $\mathbf{L}(0) = (10, 0, 0)$. The motion is almost periodic with period $\approx 140$, but only about half this region is plotted to minimize congestion.

FIG. 3: (Color online) Parametric plot of $n_x(t)$, $n_y(t)$, and $n_z(t)$ versus time for $\mathbf{n}(0) = (\sin(\pi/4) \cos(\pi/4), \sin(\pi/4) \sin(\pi/4), \cos(\pi/4))$ and $\mathbf{L}(0) = (10, 0, 0)$. The motion is almost periodic (see the slight differences in the trajectory upon making two passes) with dimensionless period $\approx 140$.

the angular momentum that is initially nonzero is $L_x$. The angular momentum components $L_x(t)$ and $L_y(t)$ undergo a complicated oscillatory motion as a function of time.

Figures 4 and 6 show $n_x(t)$, $n_y(t)$, and $n_z(t)$, and Fig. 7 shows $L_x(t)$, $L_y(t)$, and $L_z(t)$ versus time for deterministic dynamics for the same conditions as previously, except that now, $L_z(0) = 6$, rather than zero. Now, the z-component of angular momentum, which is conserved, restricts the values of $n_z(t)$ to be non-negative. The motion is again almost periodic, with a dimensionless period of about $\tau = 100$.

We now consider the details of the stochastic electric field. We take $\varepsilon_x(t)$ and $\varepsilon_y(t)$ to be stochastic processes with zero mean and correlation function $\kappa(t - t')$ taken to be a delta function,

$$\overline{\varepsilon_i(t)} = 0,$$

$$\varepsilon_i(t)\varepsilon_j(t') = \kappa(t - t') \delta_{ij} = \varepsilon_0^2 \delta(t - t') \delta_{ij},$$

for $i, j = x, y$, i.e., we consider a vector Wiener process in the $x$-$y$ plane. The overline indicates average over the fluctuations, and $\delta_{ij}$ is the Kronecker delta function (the noise in the $x$ and $y$ directions are uncorrelated). We take the
FIG. 4: (Color online) \( L_x(t), L_y(t), L_z(t) \) and \( L(t) = \sqrt{L_x^2(t) + L_y^2(t) + L_z^2(t)} \) versus time for \( \mathbf{n}(0) = (\sin(\pi/4) \cos(\pi/4), \sin(\pi/4) \sin(\pi/4), \cos(\pi/4)) \) and \( \mathbf{L}(0) = (10, 0, 0) \). \( L_z(t) \) remains identically zero throughout the dynamics. The motion is almost periodic with dimensionless period \( \approx 140 \).

FIG. 5: (Color online) \( n_x(t), n_y(t), \) and \( n_z(t) \) versus time for \( \mathbf{n}(0) = (\sin(\pi/4) \cos(\pi/4), \sin(\pi/4) \sin(\pi/4), \cos(\pi/4)) \) and \( \mathbf{L}(0) = (10, 0, 6) \). The motion is almost periodic with dimensionless period \( \approx 100 \), but only about 70\% of a period is plotted to minimize congestion.

FIG. 6: (Color online) Parametric plot of \( n_x(t), n_y(t), \) and \( n_z(t) \) versus time for \( \mathbf{n}(0) = (\sin(\pi/4) \cos(\pi/4), \sin(\pi/4) \sin(\pi/4), \cos(\pi/4)) \) and \( \mathbf{L}(t) = (10, 0, 6) \). The motion is almost periodic (see the slight differences in the trajectory upon making two passes) with period \( \approx 100 \).
correlation function $\kappa(t-t')$ to have vanishing correlation time, $\tau_c = 0$, i.e., we consider Gaussian white noise. We set the strength of the fluctuations to be a tenth of the dc electric field $E_z$ with ‘volatility’ (standard deviation) $\varepsilon_0 = 0.1$, and initially take the fluctuations in the $z$-component to vanish. The parameters and initial conditions are taken to be exactly as in the previous case. The stochastic field results were obtained using the Mathematica 9.0 built-in command \texttt{ItoProcess} for solving stochastic differential equations, with the stochastic field taken as a Wiener process. Figure 8 shows $n_x(t), n_y(t)$, and $n_z(t)$ versus time and Fig. 9 shows $L_x(t), L_y(t)$, and $L_z(t)$ versus time for the stochastic dynamics. In these figures, the mean values and the mean values plus and minus the standard deviations are shown, and the region between the plus and minus standard deviations are shaded. The standard deviation of $n_x(t), n_y(t)$, and $n_z(t)$ become significant for times greater than about 70, whereas the standard deviation of $L_x(t), L_y(t)$, and $L_z(t)$ become significant only for times greater than about 150. The mean values of $n_x(t)$ and $n_y(t)$ decay to zero with time, but $n_z(t)$ does not decay to zero (or at least not on the time scale shown in the figure). For all $n_i(t)$, $i = x,y,z$, the standard deviation increases with time, but the increase is slow at large times. Moreover, the mean values $L_x(t)$ and $L_y(t)$ decay to zero at large time, but $L_z(t)$ hardly decreases on the timescale shown, and the standard deviation of $L_z(t)$ increases linearly with time at large times. We conclude that, despite the fluctuations, $n_z(t)$ and $L_z(t)$ do not decay to zero as do the other components of $\mathbf{n}(t)$ and $\mathbf{L}(t)$.

In Fig. 10 we also allowed the $z$-component of the electric field to fluctuate, i.e., we allowed $\varepsilon_z(t)$ to be a non vanishing stochastic variable with ‘volatility’ (standard deviation) $\varepsilon_0 = 0.1$. Clearly, there is not very much of a change due to $\varepsilon_z(t)$. Again, despite the fluctuations of the electric field, $n_z(t)$ and $L_z(t)$ do not decay to zero as do the other components of $\mathbf{n}(t)$ and $\mathbf{L}(t)$. This is in contrast with the motion of spin in a stochastic magnetic field, where all the spin components decay to zero for Gaussian white noise in all the magnetic field components $\mathbf{H}$.

V. SUMMARY AND CONCLUSION

We introduced a model for treating the dynamics of an electric dipole moment in the presence of a deterministic electric field and an environment with which the dipole interacts. Environmental decoherence was modeled by considering a stochastic fluctuating electric field (noise) which interacts with the electric dipole moment. We solved the stochastic mean-field equations of motion for Gaussian white noise. The model makes the external noise assumption wherein no back-action of the system on the environment is present. A consequence of this assumption is that the system does not come into equilibrium with a thermal environment, but goes to the most democratic density matrix state having zero expectation value of the dipole moment $\mathbf{H}$. Here, we showed that the dynamics of an electric dipole moment in a stochastic field is more complicated than the dynamics of a magnetic dipole moment in a stochastic magnetic field. Even with the external noise assumption, and even for Gaussian white noise, not all the components of the average electric dipole moment and the average angular momentum decay to zero, despite fluctuations in all three components of the electric field. This is in contrast to the decay of the average over fluctuations of a magnetic moment, which does decay to zero in a stochastic magnetic field with Gaussian white noise in all three components $\mathbf{H}$. Here, $L_z(t) \to L_z(0)$, and $n_z(t)$, which is proportional to the Stark energy, also does not decay to zero at large times; the system does not come into equilibrium. These predictions, which are valid under the external noise assumption, should be able to be readily checked experimentally. The predictions will remain valid also for Gaussian
FIG. 8: (Color online) $n_x(t)$, $n_y(t)$, $n_z(t)$ versus time obtained for stochastic dynamics with $\varepsilon_x(t)$ and $\varepsilon_y(t)$ fields taken as Gaussian white noise. The initial conditions are $n(0) = (\sin(\pi/4) \cos(\pi/4), \sin(\pi/4) \sin(\pi/4), \cos(\pi/4))$ and $L(0) = (10, 0, 6)$.

colored noise stochastic process, as long as the temporal correlation time of the noise process, $\tau_c$, is short compared with the rotation time of the molecule, $\tau_r = I/L$, and the Stark timescale, $\tau_S = \hbar/(Ed)$.
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