Particle transport in density gradient driven TE mode turbulence
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Abstract
The turbulent transport of main ion and trace impurities in a tokamak device in the presence of steep electron density gradients has been studied. The parameters are chosen for trapped electron mode turbulence, driven primarily by steep electron density gradients relevant to H-mode physics. Results obtained through nonlinear and quasilinear gyrokinetic simulations using the GENE code are compared with results obtained from a fluid model. Impurity transport is studied by examining the balance of convective and diffusive transport, as quantified by the density gradient corresponding to zero particle flux (impurity peaking factor). Scalings are obtained for the impurity peaking with the background electron density gradient and the impurity charge number. It is shown that the impurity peaking factor is weakly dependent on impurity charge and significantly smaller than the driving electron density gradient.

(Some figures may appear in colour only in the online journal)

1. Introduction
The compatibility between a reactor-grade plasma and the material walls surrounding the plasma is one of the main challenges facing a magnetic fusion device. The presence of very low levels of high Z impurities in the core plasma may lead to unacceptable levels of radiation losses and fuel dilution. Also low Z impurities, in the form of beryllium or helium-ash, may result in fuel dilution that severely limits the attainable fusion power [1]. Consequently, the transport properties of impurities are a high priority issue in present experimental and theoretical fusion plasma research. This is emphasized by the new ITER-like wall experiment in JET [2], where a beryllium-clad first wall in the main chamber, combined with carbon and tungsten tiles in the divertor, will be tested for the first time.

The transport of main fuel as well as impurities in the core region of tokamaks is expected to be dominated by turbulence driven by ion temperature gradient (ITG) modes and trapped electron (TE) modes. The main drives for the ITG/TE mode instabilities are gradients of temperature and density combined with unfavourable magnetic curvature. Most of the theoretical studies of turbulent particle transport have been devoted to temperature gradient driven ITG and TE modes, using both fluid, quasilinear (QL) and nonlinear (NL) gyrokinetic models [3–24]. Much less effort has been devoted to particle transport in regions with steep density gradients. The density gradient, which is stabilizing for ITG modes, provides a drive for TE modes which may dominate the temperature gradient drive for plasma profiles with $R/L_n > R/L_T$. This may occur in connection with the formation of transport barriers, such as the high confinement mode (H-mode) edge pedestal, in fusion plasmas.

In this paper, the turbulent transport of main ion and trace impurities in tokamaks is investigated through NL gyrokinetic simulations using the GENE code.1 The main part considers collisionless TE modes driven by density gradients. The impurity density gradient for zero impurity flux is calculated for varying background electron density gradient drive and for a range of impurity species. This study complements recent studies [23, 24] on temperature gradient driven TE and ITG mode impurity transport. The NL GENE results are compared with QL gyrokinetic simulations and a computationally efficient multi-fluid model, suitable for use in predictive transport simulations. Of particular interest is the sign of the impurity convective flux and the degree of impurity peaking in the presence of strong background electron density gradients.

The rest of this paper is structured as follows: in section 2 impurity transport is briefly reviewed, with emphasis on topics relevant to the study; this is followed by section 3 on the simulations and a discussion of the main results. The paper concludes with section 4, containing a summary of the main conclusions to be drawn.

2. Transport models
The models used have been described in detail elsewhere, see [23] and references therein, only a brief summary is given here.

1 www.ipp.mpg.de/ fsj/gene/
The NL and QL GENE simulations were performed in a flux tube geometry, in a low $\beta$ ($\beta = 10^{-3}$) $\alpha$–$\alpha$ equilibrium [25, 26, 27, 28]. The simulations include gyrokinetic electrons (passing and trapped), and gyrokinetic main ions and impurities. Effects of finite $\beta$, plasma shaping, equilibrium $E \times B$ flow shear and collisions have been neglected. The effects of collisions are known to be important for the turbulent fluctuation and transport levels [29]; however, their effects on the impurity peaking factor have been shown to be small [12]. In order to ensure that the resolution was adequate, the resolution was varied separately for the perpendicular, parallel and velocity space coordinates, and the effects of this on the mode structure, $k_z$ spectra and flux levels were investigated. The resolution was then set sufficiently high for the effects on these indicators to have converged. For a typical NL simulation for main ions, fully kinetic electrons, and one trace species, a resolution of $n_x \times n_y \times n_z = 96 \times 96 \times 24$ grid points in real space and of $n_x \times n_y = 48 \times 12$ in velocity space was chosen. For QL GENE simulations the box size was set to $n_x \times n_y \times n_z = 8 \times 1 \times 24$ and $n_x \times n_y = 64 \times 12$, respectively. The impurities were included self-consistently as a third species in the simulations, with the trace impurity particle density $n_{zj}/n_z = 10^{-6}$ in order to ensure that they have a negligible effect on the turbulence.

For the fluid simulations, the Weiland multi-fluid model [30] is used to derive the main ion, impurity, and TE density response from the corresponding fluid equations in the collisionless and electrostatic limit. The fluid simulations include first order finite Larmor-radius (FLR) effects for the main ions, and parallel main ion/impurity dynamics. The equations are closed by the assumption of quasineutrality:

$$\frac{\delta n_j}{n_j} = (1 - Zf_j) \frac{\delta n_j}{n_j} + Zf_j \frac{\delta n_{zj}}{n_{zj}},$$

(1)

where $f_j = n_{zj}/n_z$ is the fraction of impurities with charge $Z$, and $n_j$ and $\delta n_j$ are the density and the density perturbation for species $j$. An eigenvalue equation for TE and ITG modes is thus obtained in the presence of impurities. A strongly ballooning eigenfunction with $k_i^2 = (3q^2R^2)^{-1}$ valid for magnetic shear $s \sim 1$ is used [31]. The eigenvalue equation is then reduced to a system of algebraic equations that is solved numerically.

The main ion and impurity particle fluxes can then be written as

$$\Gamma_j = \langle \delta n_j v_j \rangle = -n_j \rho_e c_i \left( \frac{\delta n_j}{n_j}, \frac{1}{r} \frac{\partial \phi}{\partial \theta} \right).$$

(2)

Here $v_j$ is the radial $E \times B$ drift velocity, $\rho_e = c_i / \Omega_i$ is the ion sound scale, with $c_i = \sqrt{T_e/m}$ being the ion sound speed and $\Omega_i = eB/m$ the ion cyclotron frequency. On the right-hand side, the perturbations in density and electrostatic potential are defined $\tilde{n}_j = \delta n_j/n_j$ and $\tilde{\phi} = \phi/\Omega_i$, respectively. The angular brackets in equation (2) imply a time and space average over all unstable modes. Performing this averaging, the particle flux can be written as

$$\frac{R\Gamma_j}{n_j} = D_j \frac{R}{L_{n_j}} + D_{\phi,j} \frac{R}{L_{\phi,j}} + RV_{\phi,j}.$$  

(3)

The first term in equation (3) corresponds to diffusion, the second to the thermodiffusion and the third to the convective velocity (pinch), where $1/L_{n_j} = -\nabla n_j/n_j$, $n_j$ is the density of species $j$ and $R$ is the major radius of the tokamak. The pinch contains contributions from curvature and parallel compression effects. The terms of equation (3) have been described in detail in previous work [19, 17, 23, 18]. For trace impurities, equation (3) can be uniquely written as

$$\frac{R\Gamma_j}{n_j} = D_j \frac{R}{L_{n_j}} + RV_{Z,j},$$

(4)

where $D_j$ is the impurity diffusion coefficient and $V_j$ is the total impurity convective velocity with the thermodiffusive term included, and neither $D_j$ nor $V_j$ depend on $1/L_{n_j}$. The sign of the thermodiffusive, or ‘thermopinch’, term is decided mainly by the real frequency, $\omega_0$. For electron modes $\omega_0 = \Omega_i/\omega_e < 0$, resulting in the thermodiffusion generally giving an inward contribution to the pinch for TE modes. For an impurity with charge number $Z$, this term scales as $D_{\phi,j} (1/Z)(R/L_{T,j})$ to leading order, rendering it unimportant for large $Z$ impurity species, but it is important for lighter elements, such as the He ash.

The zero-flux impurity density gradient (peaking factor) is defined as $\Gamma_{Z,j} = -R\nabla_{Z,j}/D_{Z,j}$ for the value of the impurity density gradient that gives zero impurity flux. The peaking factor thus quantifies the balance between convective and diffusive impurity transport. Solving the linearized equation (4) for $R/L_{n_{Z,j}}$ with $\Gamma_{Z,j} = 0$ yields the interpretation of $\Gamma_{Z,j}$ as the gradient of zero impurity flux. It is found by first computing the impurity particle flux $\Gamma_{Z,j}$ for values of $R/L_{n_{Z,j}}$ in the vicinity of $\Gamma_{Z,j} = 0$. The diffusivity ($D_j$) and convective velocity ($V_{Z,j}$) are then given by fitting the acquired fluxes to equation (4), whereafter the peaking factor is obtained through their quotient. This is illustrated in figure 1.

3. Simulation results

The main parameters used in the simulations are summarized in table 1. The parameters where chosen to represent an

![Figure 1. Impurity flux ($\Gamma_{Z,j}$) as a function of the impurity density gradient ($-R\nabla n_{Z,j}/n_{Z,j}$), illustrating the process of finding the impurity peaking factor (PFZ), diffusivity ($D_j$) and convective velocity ($V_j$)].
ARBITRARY TOKAMAK GEOMETRY AT ABOUT MID-RADIUS, AND DO NOT REPRESENT ANY ONE PARTICULAR EXPERIMENT. A MODERATELY STEEP ELECTRON TEMPERATURE GRADIENT ($R/\Lambda_e = 5.0$) TOGETHER WITH A FLATTER ION TEMPERATURE GRADIENT ($R/\Lambda_{i,Z} = 2.0$) WAS USED TO PROMOTE TE MODE DOMINATED DYNAMICS. FOLLOWING [32], THE BACKGROUND DENSITY GRADIENT FOR THE BASE SCENARIO WAS SET HIGHER THAN THE TEMPERATURE GRADIENT, TO ENSURE DENSITY GRADIENT DRIVEN DYNAMICS. IN ORDER TO PRESERVE QUASINEUTRALITY THE PEAKING FACTOR THAN THE QL AND NL GYROKINETIC RESULTS, BOTH OF WHICH SHOW A STRONG DECREASE IN PFZ AS THE ELECTRON DENSITY GRADIENT. THE QL GENE RESULTS TEND TO CONSISTENTLY OVERESTIMATE THE PEAKING FACTORS COMPARED WITH THE NL GENE RESULTS, WHILE THE FLUID MODEL GIVES RESULTS THAT ARE SOMETHING BELOW THE NL GENE RESULTS FOR THE STEEPER GRADIENTS. THE FLUID RESULTS SHOW A CONSIDERABLY LESS DRAMATIC DEPENDENCE OF THE PEAKING FACTOR THAN THE QL AND NL GYROKINETIC RESULTS, BOTH OF WHICH SHOW A STRONG DECREASE IN PFZ AS THE ELECTRON DENSITY GRADIENT FLATTENS. THIS IS OBSERVED FOR ALL THE VALUES OF THE IMPURITY CHARGE NUMBER. AS THE BACKGROUND DENSITY PROFILE BECOMES MORE PEAKED, A CORRESPONDING INCREASE IN IMPURITY TRANSPORT IS EXPECTED. THIS IS ILLUSTRATED IN FIGURE 3(b), WHERE SCALINGS, OBTAINED FROM NL GENE SIMULATIONS, OF THE DIFFUSIVITY ($D_Z$) AND CONVECTIVE VELOCITY ($RV_Z$) WITH $R/L_{n_e}$ ARE SHOWN. ALTHOUGH THE MAGNITUDES OF $D_Z$ AND $RV_Z$ BOTH SHOW A STRONG INCREASE WITH $R/L_{n_e}$, IN ACCORDANCE WITH THE SCALING OF THE GROWTH RATE SEEN IN FIGURE 2(c), THE IMPURITY PEAKING FACTOR $\Gamma_{p}$ IS LIMITED TO A SATURATION VALUE OF $\approx 2$ FOR LARGE VALUES OF THE ELECTRON DENSITY GRADIENT.
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**Table 1.** Parameters used in the fluid and gyrokinetic simulations.

| $R/L_{\Lambda_e}$-scaling | $Z$-scaling: |
|--------------------------|-------------|
| $T_i/T_e$; s = 1.0, 2; $s$ = 0.8 | 0.8 |
| $\varphi$; $F_i$; $F_{\Lambda_e}$; $n_{\Lambda_e}$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |
| $n_e$; $n_i$; $Z_n$; $n_i$; $Z_n$; $n_i$ | 1.0; 1.0 |

$\dagger$ denotes scan parameters.

**Figure 2.** Main ion flux ($\Gamma_p$) dependence on the background electron density gradient ($-RV_{n_e}/n_i = R/L_{n_e}$). NL GENE and fluid data with protons as main ions. Parameters are $q = 1.4$, $s = 0.8$, $F_i/R = 0.14$, $R/L_{\Lambda_e} = 2.0$, $R/L_{\Lambda_e} = 5.0$, and $\tau = T_e/T_i = 1.0$. The fluid data were obtained for $k_{\rho_i} = 0.2$. The fluxes are normalized to $\nu_T \rho_i \Omega_i^2 / R^2$. The error bars indicate an estimated uncertainty of one standard deviation. The eigenvalues in figure 2(c) are from fluid and GENE simulations, and are normalized to $c_e / R$. (a) Time series and time averages of the main ion flux ($\Gamma_p$) from NL GENE simulations. (b) Main ion flux ($\Gamma_p$) dependence on the background density gradient ($R/L_{n_e}$). (c) Scaling of real frequency ($\omega$) and growth rate ($\gamma$) with the background density gradient.
Figure 3. Scalings of the impurity peaking factor \( \text{PF}_{Z} = -\frac{R V_{Z}}{D_{Z}} \) with the background electron density gradient \( (R/L_{n_{e}}) \), with parameters as in figure 2. QL and fluid data have been acquired using \( k_{\theta} \rho_{s} = 0.2 \). Figure (b) shows the diffusivities and pinches corresponding to the NL GENE impurity peaking factors \( \text{PF}_{Z} \) in figure (a). \( D_{Z} \) and \( R V_{Z} \) are normalized to \( v_{T}^{2} / R \). The error bars indicate an estimated uncertainty of one standard deviation. (a) Dependence of the impurity peaking factor \( \text{PF}_{Z} \) on the background density gradient. (b) Dependence of the impurity diffusivity and convective velocity \( (D_{Z} \text{ and } R V_{Z}) \) on the background density gradient.

The scaling of the impurity peaking factor with impurity charge \( Z \), with \( R/L_{n_{e}} \) as a parameter, is illustrated in figure 4. The impurity charge was varied from \( Z = 2 \) (He) to \( Z = 42 \) (Mo). The models show only a very weak scaling, with \( \text{PF}_{Z} \) falling towards saturation for higher \( Z \). The results are similar to those for the temperature gradient driven TE mode turbulence, which has been reported to dominate for \( R/L_{T} \) \( \lesssim 2 \) [32].

The measurement of the impurity peaking factor with impurity charge \( Z \), with \( R/L_{n_{e}} \) as a parameter, is illustrated in figure 4. The impurity charge was varied from \( Z = 2 \) (He) to \( Z = 42 \) (Mo). The models show only a very weak scaling, with \( \text{PF}_{Z} \) falling towards saturation for higher \( Z \). The results are similar to those for the temperature gradient driven TE mode turbulence, which has been reported to dominate for \( R/L_{T} \) \( \lesssim 2 \) [32].

For the studied parameters, there are no clear signs of a transition from density gradient driven to temperature gradient driven TE mode turbulence, which has been reported to dominate for \( R/L_{T} \) \( \lesssim 2 \) [32].

The scalings observed for low \( Z \) impurities \( (Z \lesssim 10) \) is weak or reversed compared with results for the ITG mode driven case, reported in e.g. [23], where a strong rise in \( \text{PF}_{Z} \) with increasing \( Z \) was obtained. The qualitative difference between the TE and the ITG mode dominated cases can be understood from the \( Z \)-dependent thermodiffusion in equation (3), which is outward for ITG modes and inward for TE modes.

4. Conclusions

In summary, the turbulent transport of main ion and trace impurities in regions of steep density gradients has been investigated through nonlinear (NL) gyrokinetic simulations using the GENE code. The simulations included gyrokinetic electrons (passing and trapped), and gyrokinetic main ions and impurities in a low \( \beta, s, \alpha \) equilibrium. The main part has considered collisionless TE modes driven by steep density gradients, a parameter regime of relevance for the formation of transport barriers in fusion plasmas. The NL GENE results for the density gradient of zero impurity particle flux (peaking factor) have been compared with QL kinetic simulations and a reduced and computationally efficient multi-fluid model, suitable for use in predictive transport simulations. In the simulations, the magnetic shear and safety factor were held fixed at \( s = 0.8 \) and \( q = 1.4 \). For the parameters studied, qualitative agreement between gyrokinetic and fluid results has been obtained for the scaling of the impurity peaking factor with both the background density gradient and the impurity charge. An inward impurity convective velocity, corresponding to positive peaking factor, was found in all cases considered. In the region of steep electron density gradients, it was shown that the impurity peaking factor saturates at values significantly smaller than the driving electron density gradient. In general, a good qualitative agreement between the considered models was found. It was, however, noted that for the chosen length scales \( (k_{\theta} \rho_{s} = 0.2) \), the QL GENE, in comparison with the NL GENE results, tended to overestimate...
the peaking factors, whereas the fluid results were close to or lower than the NL GENE results. The scaling of the peaking factor with impurity charge was observed to be weak, with a slight increase in the impurity peaking factor observed in the gyrokinetic results for low impurity charge numbers.
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