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Abstract

We experiment with adapting generative language models for the generation of long coherent narratives in the form of theatre plays. Since fully automatic generation of whole plays is not currently feasible, we created an interactive tool that allows a human user to steer the generation somewhat while minimizing intervention. We pursue two approaches to long-text generation: a flat generation with summarization of context, and a hierarchical text-to-text two-stage approach, where a synopsis is generated first and then used to condition generation of the final script. Our preliminary results and discussions with theatre professionals show improvements over vanilla language model generation, but also identify important limitations of our approach.

1 Introduction

Natural language generation (NLG) is currently dominated by large pre-trained language models, such as GPT-3 (Brown et al., 2020). The models show especially strong performance in generating short to medium length in-domain texts, such as news stories, which fit into the window size of the model (e.g. 512 or 1,024 subword tokens). Successfully handling significantly larger and/or out-of-domain documents is a matter of ongoing research (Beltagy et al., 2020; Zaheer et al., 2020; Gururangan et al., 2020; Chen et al., 2020).

In the THEaiTRE project, we focus on generating theatre play scripts. This task combines the challenges of narrative generation (Riedl, 2016) and dialogue generation (Wen et al., 2016), and could be seen either as generating dialogues with a very large context, or as generating a narrative in the form of a dialogue. Additional challenges include the complex structure of the theatre scripts (including setting descriptions, dialogue lines with character names, and stage directions), their very large length, their pseudo-multi-author nature (as lines pertaining to different characters use different styles and represent different standpoints), or the low availability of large in-domain datasets.

We investigate the capabilities of current NLG approaches on this task. Specifically, we use and adapt current large pre-trained neural language models and employ other relevant natural language processing (NLP) techniques to adjust the existing approaches and tools to the theatrical script domain.

Our aim is to produce a mostly automatically generated play, with minimal human-in-the-loop interventions, and have the generated play rehearsed and staged by a theatre. We build upon our previous work (Rosa et al., 2021), where we produced a generated play by using vanilla GPT-2 and generated individual, loosely connected scenes, but now aim at full play generation. In order to do so, we explore a two-phase hierarchical text-to-text approach, where a synopsis is generated first and then used as a basis for subsequent generation of scenes. We compare this method to a flat generation approach with summarization, which is similar to our previous work (Rosa et al., 2021). We use models finetuned on in-domain theatre or movie scripts to better fit the domain, and we allow minimal but precise human intervention using a custom-built web-based interface: regenerating a line, choosing the next character to speak, deleting or inserting a generated or a human-written line into the script. All human interventions are recorded. A simplified demo version of the tool used for the generation is freely available online.1 We include preliminary intrinsic evaluation and discuss qualitative feedback given by the theatre professionals. Our results support finetuning and more precise human intervention; however, the two-stage hierarchical approach shows difficulties following the pre-generated synopsis.

1https://theaitre.com/demo
2 Related Work

Our approach is inspired by the work of Fan et al. (2018) and Fan et al. (2019), who propose a hierarchical system for story generation. A similar idea has been explored by Rashkin et al. (2020), who generate a story conditioned on a given outline. Tan et al. (2021) approach long text generation by generating domain-specific words first and then iteratively refining it until whole sentences are formed. Unlike these works, we generate scripts rather than stories, i.e. not prose but dialogues, which are also longer than typical stories. For dialogue generation, Xu et al. (2021)’s work is close to our baseline flat approach (Section 3) in that they generate long dialogues by using summarization.

A few works also investigate human-machine interaction during text generation, with different aims from ours: Roemmele (2021) investigates how automatically generated texts can inspire human writing. Akoury et al. (2020) use the amount of required human post-editing as a story quality metric.

A number of language generation tools is available online, both free and paid, typically based on GPT-2 and GPT-3 language models (Radford et al., 2019; Brown et al., 2020), sometimes trained or fine-tuned for a specific domain or task. Prominent examples include news generators such as Grover by Zellers et al. (2019) or News You Can’t Use by Geitgey (2019), the text adventure game AI Dungeon, the code completion tools GitHub Copilot or Deep Tabnine, and chatbots such as AI|Writer or Project December. However, to the best of our knowledge, no generation tool has been released specifically for theatre scripts.

There have been several other projects using automatically generated scripts, including Beyond the Fence, a musical based on suggestions from several automated tools (Colton et al., 2016), Sunspring, a short sci-fi movie with an LSTM-generated script (Benjamin et al., 2016), Lifestyle of the Richard and Family, a theatre play written with the help of a next word suggestion tool (Helper, 2018), or the performances of the Improbotics group who improvise on stage with real-time GPT-3-generated lines (Mathewson and Mirowski, 2017). However, the tools used in these projects are not publicly available online, and often there is little transparency about the particularities of the exact design and usage of the tools. Moreover, these projects typically use substantial human curation.

3 Flat Generation with Summarization

The flat generation variant is based on our previous approach (Rosa et al., 2021) of using a standard generative model but employing extractive text summarization to deal with the limited window (1,024 tokens for GPT-2) so that longer scripts can be generated without the loss of the global context. Instead of using a vanilla GPT-2 model as in our previous work, we finetune our models on a large collection of ca. 12k theatre and movie scripts. The domains and volumes of data can be found in Table 1. The theatre plays and TV shows scripts were scraped from various websites, the movie section comes from (Lison and Meena, 2016).

The operation of flat generation looks as follows: the user inputs a scene setting, character names and their first lines, from which we construct the input prompt in the following format:

Scene setting.
Character Name: Character line.
Character Name: Character line.

The model then generates a continuation of the script line by line (see Figure 2). At each step, the user can choose whether they want to regenerate the last generated line (i.e. generate a different continuation), or whether they want to continue by generating a further line. They can also choose the next character and let the model generate their line, or insert/delete lines within the generated text. A screenshot of this tool is presented in Figure 1.
Figure 1: A screenshot of the tool used for the generation. The cross generates an alternative continuation starting with the given line. The arrow creates an alternative line while keeping the script continuation. The plus symbol generates and inserts a line, while the scissors symbol deletes it without any changes to the continuation in both cases. Finally, the triangle symbol allows for human input that prompts the regeneration of the continuation.

| Polonius speaks to the king. Enter Hamlet. |
|-------------------------------------------|
| Polonius: I hear him coming; let's hide, sir. |
| Hamlet: To be or not to be; that is the question. |

| Polonius: That is the reason, Hamlet. You are a good man. |
|-----------|
| Hamlet: I am but what I am. |
| Polonius: You are a bad man. |

Figure 2: Flat script generation example. The initial human-written prompt is shown above the dividing line, the following generated outputs follow below.

4 Two-phase Hierarchical Generation

Our second, newly developed approach is a two-phase text-to-text hierarchical generation approach: (1) a synopsis is generated from a user-supplied play title, (2) the play dialogue is generated, conditioned on the title and a part of the synopsis. Both phases use specific models finetuned on our in-domain datasets.

The input for the first phase is the title of the play, from which the synopsis of the play is generated (Figure 3, Section 4.1). At each step, the user has the option of continuing generation, regenerating or deleting lines (roughly corresponding to sentences). Once the user is satisfied with the generated synopsis (or the generation ends by the model generating the endoftext token), the synopsis is used as input for the second phase.

In the second phase, shown in Figure 4, the play script is generated from the synopsis (see Section 4.2). The user is now provided with a set of options similar to the flat approach: at each step choosing between generating a character line (and potentially also choosing which character should speak the line) or moving on to the next part of the generated synopsis.

4.1 1st Phase: Synopsis generation

The goal of this phase is to generate a synopsis based on a user-specified play title. For this, we finetune pretrained language models on a dataset consisting of synopses of theatre plays (scrapped by us from Wikipedia), movies (Robischon, 2018; Kar et al., 2018), TV series (scrapped by us from various fan wiki pages) and books (Bamman and
Model Avg. # Sentences Avg. # Words Vocab Size Entropy
Vanilla GPT-2 38.10 285.80 1,371 1.72
Finetuned GPT-2 29.32 536.74 1,995 3.48
Finetuned PEGASUS 14.80 281.40 1,416 2.65
Finetuned DistilBART 27.00 526.33 1,182 2.43

Table 2: Basic characteristics of synopsis generation model outputs (average output lengths in terms of sentences and words, total number of distinct words used on the output, Shannon entropy over all outputs).

| Model          | Coherence | Consistency | Originality | Relevance | Overall Impression |
|---------------|-----------|-------------|-------------|-----------|--------------------|
| Vanilla GPT-2 | 2.7       | 2.8         | 2.6         | 2.7       | 2.6                |
| Finetuned GPT-2| 3.0       | 3.1         | 3.1         | 2.6       | 3.2                |
| Finetuned PEGASUS | 2.8      | 2.8         | 3.0         | 2.1       | 2.8                |
| Finetuned DistilBART | 1.9     | 2.0         | 3.2         | 2.0       | 2.9                |

Table 3: Results of human evaluation of synopsis generation models (1 to 5 points, higher is better). The presented values are the average values across the annotator scores.

A notebook full of ideas was stolen from an unbuttoned backpack by a mailman in a blue vest.
A man named Tom, a man in a trench coat, arrives to deliver the notebook.

Tom: We’ve got an urgent message to deliver to your office.
Man: That’s impossible! Why’d you bring me here if you were planning to rob the post office?

Figure 4: An example for hierarchical generation 2nd phase: synopsis to script. The script generated in the bottom section is conditioned on the human-written prompt and a line from the generated synopsis, shown in the top section. The user has the option to continue generating automatically, or to control the next character speaking (choose from the previously used ones or input manually).

Smith, 2017). The final dataset contains over 50k title-synopsis pairs.

We finetuned three different models on our dataset for 15 epochs – GPT2-medium, Pegasus (Zhang et al., 2019), and DistilBART (Shleifer and Rush, 2020). Some basic statistics of all the models are shown in Table 2, comparing to a vanilla GPT2 baseline. We can see that all models show similar scores. To choose the best synopsis model, we performed a small-scale human evaluation with 6 lay annotators rating 12 synopses generated by each model.

The annotators were shown one story at a time and were asked to answer the following questions using a 1 (worst) to 5 (best) Likert scale rating:
1. Is the text coherent?
2. Are the characters consistent?
3. Is the text original and/or interesting?
4. Is the title relevant to the story?
5. How much did you enjoy reading this text?

Based on the results of this evaluation (Table 3), we picked out GPT2-medium\(^9\) as the best one due to its highest overall impression score (Question 5) and strong performance in the remaining evaluated aspects.

4.2 2nd Phase: Script generation

In the second phase, we generate the play script from a pre-generated synopsis. As operating on the whole potentially very long synopsis, let alone the whole script, is beyond the capabilities of current models, we split the synopsis into smaller chunks, and consecutively take each of the chunks as input for generating a part of the script.\(^{10}\)

Data preparation and alignment

A major challenge is obtaining the training dataset. Ideally, we would use a set of theatre scripts and corresponding synopses. However, due to licensing and copyright issues, such data are not available to us, except for a modest number of mostly very old plays. Therefore, we use a near-domain ScriptBase corpus (Gorinski and Lapata, 2018), which contains movie scripts and their synopses.\(^{11}\)

Both synopses and scripts in ScriptBase are split

\(^{9}\)Trained with a $1e^{-5}$ learning rate with warm up.

\(^{10}\)This is motivated by the notion of a theatre script being split into individual scenes, which are partially independent. However, we do not guarantee that our chunks actually correspond to individual scenes, as we have not trained a scene splitter for synopses; therefore, we simply split the synopsis into individual sentences with a sentence splitter.

\(^{11}\)Another option could be GraphMovie (Zhu et al., 2020), a similar dataset with better annotations but only available in Chinese.
Algorithm 1 Scene alignment.

Input: \{c_i\}_{i=1}^{N} \triangleright \text{Script SBERT embeddings}

Input: \{m_j\}_{j=1}^{M} \triangleright \text{Synopsis SBERT embeddings}

\begin{align*}
s_{i,j} &\leftarrow \cos(c_i, m_j) \quad \triangleright \text{Forward pass} \\
\text{for } i \in \{2, \ldots, N\}, j \in \{1, \ldots, M\} &\text{ do} \\
s_{i,j} &\leftarrow \cos(c_i, m_j) + \max\{s_{i-1,j-1}, s_{i-1,j}\} \\
\text{end for} \\
a_N &\leftarrow M \quad \triangleright \text{Backward pass} \\
\text{for } i \in \{N, \ldots, 2\} &\text{ do} \\
a_{i-1} &\leftarrow \arg\max_{j \in \{a_{i-1}, a_i\}} s_{i-1,j} \\
\text{end for} \\
\text{return } \{a_i\}_{i=1}^{N} \quad \triangleright \text{Each } c_i \text{ aligned to } m_{a_i}
\end{align*}

into scenes, but the granularity is different. The scripts are divided into many very short scenes, sometimes consisting of only one utterance or scenic remark, and a scene synopsis often corresponds to tens of script scenes. We thus use the synopsis scenes, and align script scenes to them in a many-to-one fashion. The resulting dataset contains pairs of synopsis scenes and their aligned script scenes.

First, we process the scripts by removing short one-line scenes or merging them with adjacent scenes: If the line is uttered by a character also present in the previous scene (preferably) or the subsequent scene, we merge the two scenes. Otherwise, we remove the scene; this includes scenes consisting only of a scenic remark.\footnote{According to our cursory checks, this does not have a dramatic impact on overall coherence, as such scenes are usually not logically connected.}

We then represent each script scene \(i\) and each synopsis scene \(j\) with its SBERT embeddings \((\text{Reimers and Gurevych, 2019})\) \(c_i\) or \(m_j\), and align each script scene to the synopsis scene \(a_i\) using dynamic programming with Algorithm 1. In the forward pass, the algorithm computes a scene pair alignment score \(s_{i,j}\) as the cosine similarity of the embeddings, plus the score of the best candidate alignment for aligning the preceding script scene \((i-1)\) to either the same synopsis scene \((j)\) or to the preceding synopsis scene \((j-1)\). The final alignment is computed in the backward pass, assuming the alignment of the last scenes to each other, and iteratively taking the best candidate alignment \((a_i\) or \(a_i - 1\)) for the preceding script scene \((i-1)\).

Furthermore, we filter the alignments by a threshold on SBERT cosine similarity of 0.3 (determined empirically). We thus create two versions of training data for the script generation models (see Table 4 for details).

### Script generation model

We use the GPT2-medium model finetuned for flat script generation (see Section 3) and finetune it further for the task of generating a script chunk from a synopsis chunk, using both dataset variants created in the previous subsection. For each synopsis scene as the input prompt, we train the model to generate the corresponding script scene. The model uses a \(1e^{-5}\) learning rate for 10 epochs with warm up.

A basic comparison using intrinsic statistics (scripts generated based on 6 identical prompts) is shown in Table 5. While the scripts generated by the Hierarchical variant are shorter on average, they tend to be more variable, using a more varied vocabulary and showing higher entropy and perplexity, which points at less repetitiveness.

### 5 Discussion and Limitations

Generating theatre play scripts is a complex task presenting many interesting challenges, many of which we have not yet been able to satisfactorily address, as we are continually being informed by theatre professionals.

The main weakness of all our approaches is the inability to differentiate between individual characters to ensure their lines are cohesive while being distinct from other characters in the play. The theatre professionals consider it difficult to portray characters missing a consistent personality and motives behind the lines. While our past as well as ongoing experiments, employing natural language inference, line masking, and character pseudonymization, have shown promising results, they only seem to constitute partial superficial remedies for a deep and complex issue. In the future, we intend to approach the problem by adapting and employing current NLG personalization techniques (Yang and Flek, 2021).
Table 5: A basic statistics comparison for script generation by different model variants. Cf. Table 2 for metrics details; perplexity is measured using vanilla GPT2-XL.

Another serious problem, identified by the theatre professionals while working with our hierarchical setup, is the fact that the script generation often strays away from the synopsis. So far, we have been only operating with flat textual representations of script parts in the hierarchical setup, aligning parts of the script to parts of its synopsis. While we believe the currently available data leave us no other option, a more adequate approach should probably operate with theatrical abstractions over the script, such as the notion of dramatic situations of Polti (1921); we have performed some small-scale annotations of 50 play scripts in this respect, but our exploratory experiments on the resulting dataset showed that we would require a much larger dataset to be able to employ current machine learning techniques, which is beyond our budget. Unfortunately, corpora of theatrical texts, even unannotated ones, are virtually non-existent, and while we managed to acquire a modest dataset, copyright and licensing issues limit us from releasing most of it.

The use of extractive summarization and hierarchical generation allows us to generate medium-length texts (one or several scenes), but a full-length script is still somewhat out of our reach. We believe further improvements could be brought by employing abstractive summarization (Paulus et al., 2018), specifically trained for theatre play scripts.

**6 Conclusion**

We created an interactive tool for human-in-the-loop generation of theatre play scripts, with the aim of producing a stageable play with minimal human intervention. We pursue two different approaches, both based on finetuned GPT-2 models – flat generation with extractive summarization to maintain coherence, and a hierarchical two-stage approach, which first generates a textual synopsis and then generates individual scenes, conditioning on chunks of the synopsis. We release an online demo of our tool for interactive generation of theatre play scripts. We are able to improve upon previous approaches using vanilla models, but our models still are not able to generate consistent personality or follow the synopsis accurately without human intervention.

A demo of our interactive tool and its source codes are available online. In future work, we plan to incorporate natural language inference checks (Welleck et al., 2019) or experiment with dialogue act semantic representations (Kumar et al., 2018) in order to increase coherence. To improve character consistency, we plan to follow per-character personalization approaches (Yang and Flek, 2021).
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A.1 Baseline Vanilla GPT-2 XL

Lucy: Well, it’s just a matter of time. I’ve got a little more than enough to last until next summer.

Betty: But what if I want more?

Lucy: What do you want more?

Betty: More vegetables!

Lucy: Yes, that would be nice. I can get some carrots and celery, but there are still a lot of things to do around here. I think we can manage for now.

Betty: What if you need to buy something for yourself?

Lucy: What if I want to buy something for myself?

Betty: Well, that would be nice, too. I’ll just get the vegetables, but you have to take some of my meat and potatoes with you.

Lucy: Okay, that would be nice. I’ll go with you.

A.2 Finetuned Flat GPT-2 Medium

The Doctor: But that’s impossible! You’ve got all the features.

Doctor: No, but you can still do things that you wouldn’t be able to if you’d only been programmed as I was.

Cyber-Planner: It’s the last thing we need, my lord.

Clara: Why not just kill us all and start again?

Cyberman 1: You have not heard me. We will never cease our attack until the human race is extinct.

Cyber-Planner: We are too weak to stop it, Cybermen

Rigsy: We can’t let you destroy us all, Doctor. We’ve had enough.

A.3 Finetuned Hierarchical GPT-2 Medium

ROBOT: But Master, what can I do?

He finally realizes he’s done. And it takes him all of 5 seconds to explain to the two other humans why they’ve been replaced by the older model. He points at one of the humans as he explains:

MATHESON: That was the mistake. This robot is never going to return to the factory.

The older ROBOT then goes to a console and activates it. The HUMAN COMPUTER lights up with an awesome display of its past performance. As it plays through various scenes it was destroyed, we see how things have changed:
HUMAN COMPUTING VOICE:
Today is the first day of my factory training. I have achieved my primary objective: becoming a pillar of the community I am part of.

A.4 Finetuned Hierarchical Filtered GPT-2 Medium

Leopold: I will speak to him.

Leopold, in a white cape and black hat, steps into a wooden hut, then turns to his brothers. They stand, waiting, as:

Katsumoto: Are you ready?

Leopold: This is the one I’m seeking.

Katsumoto: We seek only Wisdom beyond understanding.

He holds out the bird. They gather it in their hands, looking at it, impressed.

Katsumoto: This bird has knowledge we do not have. It can show us the way to our death.

He holds it up, smiling at them.

Algren: It speaks?

Katsumoto: It teaches us.