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ABSTRACT. We consider the problem of variation of spectral subspaces for linear self-adjoint operators with emphasis on the case of off-diagonal perturbations. We prove a number of new optimal results on the shift of the spectrum and obtain (sharp) estimates on the norm of the difference of two spectral projections associated with isolated parts of the spectrum of the perturbed and unperturbed operators respectively.

INTRODUCTION

It is well known (see, e.g., [12]) that if $A$ and $V$ are bounded self-adjoint operators on a separable Hilbert space $H$, then the spectrum of the operator $B = A + V$ is confined in the closed $\|V\|$-neighborhood, $\mathcal{U}_{\|V\|}(\text{spec}(A))$, of the spectrum of $A$,

$$\text{spec}(B) \subset \mathcal{U}_{\|V\|}(\text{spec}(A)).$$

In particular, if the spectrum spec($A$) consists of two isolated parts $\sigma$ and $\Sigma = \text{spec}(A) \setminus \sigma$ such that $\text{dist}(\sigma, \Sigma) = d > 0$, under the hypothesis

$$\|V\| < \frac{d}{2}$$

the perturbation $V$ does not close the gaps in the spectrum of $A$ separating the sets $\sigma$ and $\Sigma$ and hence the spectrum of $B$ also has two separated components. Clearly, condition (2) is sharp in the sense that if $\|V\| \geq d/2$, the perturbed operator $A + V$ may not have separated parts of the spectrum at all.

One of fundamental problems of the perturbation theory is to study the variation of the spectral subspace associated with the isolated part $\sigma$ of the spectrum of $A$ under the perturbation. A still unsolved problem is to give an answer to the following question: Is it true or not that under the hypothesis (2)

$$\|E_A(\sigma) - E_B(\sigma_{d/2}(\sigma))\| < 1?$$

Here $E_T(\Delta)$ denotes the spectral projection for the self-adjoint operator $T$ corresponding to a Borel set $\Delta$ and $\sigma_{d/2}(\sigma)$ is the open $d/2$-neighborhood of the set $\sigma$ (see [13] for a partially affirmative answer to this question).
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In the present paper we treat the case where the perturbation \( V \) is off-diagonal with respect to the direct sum of spectral subspaces associated with the sets \( \sigma \) and \( \Sigma = \text{spec}(A) \setminus \sigma \) in the sense that
\[
E_A(\sigma)V E_A(\sigma) = E_A(\Sigma)V E_A(\Sigma) = 0.
\]
We address the following general question for the off-diagonal perturbations.

(i) What is an optimal requirement on the norm of the perturbation \( V \) that guarantees that \( V \) does not close the gaps in the spectrum of \( A \) separating the sets \( \sigma \) and \( \Sigma \)?

Unlike the case of general perturbations, in the off-diagonal case the answer depends upon the mutual disposition of the isolated parts \( \sigma \) and \( \Sigma \) of the spectrum of the operator \( A \). Leaving apart the well-known case where the sets \( \sigma \) and \( \Sigma \) are subordinated (see [3], [9], [10], [15]) we focus on two cases:

\textbf{Case I:} the sets \( \sigma \) and \( \Sigma \) are separated.

\textbf{Case II:} the set \( \sigma \) and the convex hull of \( \Sigma \) (or vice versa) are separated.

We give a complete solution to the problem (i) and show that the corresponding optimal requirements are:
\[
\|V\| < \frac{\sqrt{3}}{2} d \quad \text{in Case I and} \quad \|V\| < \sqrt{2}d \quad \text{in Case II, respectively.}
\]

We also address the following question of perturbation theory for spectral subspaces.

(ii) What can be said about variation of the spectral subspace associated with the isolated part \( \sigma \) of the spectrum of \( A \) under the off-diagonal perturbations satisfying the optimal requirements above?

We conjecture that in Case I the inequality \( \|V\| < \sqrt{3}/2d \) is sufficient for the difference of the projections \( E_A(\sigma) - E_B(\mathcal{O}_{d/2}(\sigma)) \) to be a strict contraction. We also prove that in Case II the optimal “gap-nonclosing” requirement \( \|V\| < \sqrt{2}d \) guarantees that \( \|E_A(\sigma) - E_B(\mathcal{O}_d(\sigma))\| < 1. \)

\textbf{Main results.} Let
\[
\delta_V = \|V\| \tan \left( \frac{1}{2} \arctan \frac{2\|V\|}{d} \right).
\]

Our first principal result is as follows.

\textbf{Theorem 1.} Suppose that the self-adjoint bounded perturbation \( V \) is off-diagonal with respect to the decomposition \( \mathcal{H} = \text{Ran} E_A(\sigma) \oplus \text{Ran} E_A(\Sigma) \). If
\[
\|V\| < \frac{\sqrt{3}}{2} d
\]
or, which is the same, \( \delta_V < d/2 \), then

(i) the spectrum of \( B \) in the open \( d/2 \)-neighborhood \( \mathcal{O}_{d/2}(\sigma) \) of the set \( \sigma \) is separated from the remainder of the spectrum of \( B \). Moreover,
\[
\text{spec}(B) \cap \mathcal{O}_{d/2}(\sigma) = \text{spec}(B) \cap \mathcal{U}_{\delta_V}(\sigma)
\]
is a nonempty closed set;
(ii) if in addition $\|V\| < c_\pi d$ with $c_\pi = \frac{3\pi - \sqrt{\pi^2 + 32}}{\pi - 4} = 0.503288 \ldots$, then

$$\|E_A(\sigma) - E_B(\mathcal{O}_{d/2}(\sigma))\| \leq \frac{\pi}{2} \|V\|_{d - \delta V} < 1.$$  

This result is sharp in the sense that if the norm bound $\|V\| < \sqrt{\frac{3}{2}} d$ is violated, then the set $\text{spec}(B) \cap \mathcal{O}_{\delta V}(\sigma)$ may be either empty or non-closed (see Example [15] below). Theorem [1] implies that the best possible constant $c$ in the inequality $\|V\| < cd$ implying $\|E_A(\sigma) - E_B(\mathcal{O}_{d/2}(\sigma))\| < 1$ satisfies the two-sided estimate

$$c_\pi \leq c \leq \sqrt{\frac{3}{2}},$$

improving the previously known bounds $\frac{1}{\pi} \leq c \leq \sqrt{2}$ [4] and $\frac{2}{\sqrt{\pi} - \pi} \leq c$ [13].

If the convex hull $\mathcal{K}(\sigma)$ of the set $\sigma$ does not intersect the remainder $\Sigma$ of the spectrum of $A$ we face a new phenomenon which does not have an analog in the case of general perturbations. That is, the spectrum of the component $\Sigma$ may not “leak out” into the open $d$-neighborhood of the set $\sigma$, provided that $\|V\| < \sqrt{2} d$ and the perturbation $V$ is off-diagonal.

We give a complete solution of the problem in this case and our second principal result is as follows.

**Theorem 2.** Suppose that the self-adjoint bounded perturbation $V$ is off-diagonal with respect to the decomposition $\mathcal{H} = \text{Ran} E_A(\sigma) \oplus \text{Ran} E_A(\Sigma)$. If $\mathcal{K}(\sigma) \cap \Sigma = \emptyset$ and

$$\|V\| < \sqrt{2} d$$

or, which is the same, $\delta V < d$, then

(i) the spectrum of $B$ in the open $d$-neighborhood $\mathcal{O}_d(\sigma)$ of the set $\sigma$ is separated from the remainder of the spectrum of $B$. Moreover,

$$\text{spec}(B) \cap \mathcal{O}_d(\sigma) = \text{spec}(B) \cap \mathcal{U}_{\delta V}(\sigma)$$

is a nonempty closed set and

(ii) $\|E_A(\sigma) - E_B(\mathcal{O}_d(\sigma))\| \leq \sin \left( \arctan \frac{\|V\|}{d - \delta V} \right) < 1$.

This result is sharp in the following sense. If the norm bound $\|V\| < \sqrt{2} d$ is violated, then the set $\text{spec}(B) \cap \mathcal{O}_{\delta V}(\sigma)$ may be either empty or non-closed (see Example [16] below). Moreover, the best possible constant $c$ in inequality $\|V\| < cd$ implying $\|E_A(\sigma) - E_B(\mathcal{O}_d(\sigma))\| < 1$ is $c = \sqrt{2}$. Note that the size of the neighborhood in question is as twice as big as that in Theorem [1].

As we have already mentioned, the case where the sets $\sigma$ and $\Sigma$ are subordinated is well understood and the following is known (see [2], [9], [10], [15]).

**Theorem 3.** Suppose that the self-adjoint bounded perturbation $V$ is off-diagonal with respect to the decomposition $\mathcal{H} = \text{Ran} E_A(\sigma) \oplus \text{Ran} E_A(\Sigma)$. If the sets $\sigma$ and $\Sigma$ are subordinated and, for definitiveness, \( \sup \sigma < \inf \Sigma \), then
(i) the spectrum of the operator $B$ does not intersect the open interval $(\sup \sigma, \inf \Sigma)$ and

(ii)\[\|E_A(\sigma) - E_B((-\infty, \sup \sigma])\| \leq \sin \left(\frac{1}{2} \arctan \frac{2\|V\|}{d}\right) < \frac{\sqrt{2}}{2}.\]

In particular, the spectrum of the perturbed operator $B$ always has two subordinated components and the perturbation $V$ does not close the gap $(\sup \sigma, \inf \Sigma)$ in the spectrum of $A$ (no requirements on the norm of $V$ are needed). An analog of Theorem [5] for the case without gap, that is, for $\sup \sigma \leq \inf \Sigma$ or $\sup \Sigma \leq \inf \sigma$ is also known (see [3] and [15]).

A few words about notations. By $\text{spec}(A)$ we denote the spectrum of a bounded self-adjoint operator $A$ and $\inf A$ ($\sup A$) denotes the infimum (supremum) of the set $\text{spec}(A)$. The spectral projection of $A$ associated with a Borel set $\Delta \subset \mathbb{R}$ is denoted by $E_A(\Delta)$ and the resolvent set of $A$ is denoted by $\rho(A)$. We use the symbol $\mathcal{O}$ for open sets while the symbol $\mathcal{U}$ is usually associated with closed neighborhoods. If not explicitly stated otherwise, for an arbitrary orthogonal projection $P$ the symbol $P^\perp$ denotes the orthogonal projection onto the orthogonal complement of the subspace $\text{Ran} P$ in $\mathcal{H}$, i.e., $P^\perp = I - P$.

1. Perturbation of Spectra

We start this section by presenting a fairly simple but general result which provides optimal lower and upper bounds on the shift of the spectrum of a bounded self-adjoint operator under a perturbation which is off-diagonal with respect to the given orthogonal decomposition of the Hilbert space reducing the unperturbed operator.

**Lemma 1.1.** Let $A$ and $V$ be bounded self-adjoint operators on a Hilbert space $\mathcal{H}$, $B = A + V$, and $P$ an orthogonal projection commuting with $A$. Assume, in addition, that

\[PVP = P^\perp V P^\perp = 0.\]

Denote by $A_0$ and $A_1$ the parts of $A$ associated with its invariant subspaces $\text{Ran} P$ and $\text{Ran} P^\perp$, respectively.

Then\(\inf A - \delta^\ell V \leq \inf B \leq \inf A\)

and\(\sup A \leq \sup B \leq \sup A + \delta^r V,\)

where\[\delta^\ell V = \|V\| \tan \left(\frac{1}{2} \arctan \frac{2\|V\|}{\|V\| - \|A_1 - A_0\|}\right),\]

\[\delta^r V = \|V\| \tan \left(\frac{1}{2} \arctan \frac{2\|V\|}{\|A_1 - A_0\|}\right).\]
with a natural convention that \( \arctan(+\infty) = \pi/2 \) in the case where \( \inf A_1 = \inf A_0 \) and/or \( \sup A_1 = \sup A_0 \).

Proof. Denote by \( W^2(B) \) (cf. [16]) the quadratic numerical range of the operator \( B \) with respect to the decomposition \( \mathcal{H} = \text{Ran} P \oplus \text{Ran} P^\perp \),

\[
W^2(B) = \bigcup_{\|f\| = \|g\| = 1 \atop f \in \text{Ran} P, \ g \in \text{Ran} P^\perp} \text{spec} \begin{pmatrix} (f, Bf) & (f, Bg) \\ (g, Bf) & (g, Bg) \end{pmatrix}.
\]

For \( f \) and \( g \) as above taking into account (1.1) yields

\[
\begin{pmatrix} (f, Bf) & (f, Bg) \\ (g, Bf) & (g, Bg) \end{pmatrix} = \begin{pmatrix} (f, Af) & (f, Vg) \\ (g, Vf) & (g, Ag) \end{pmatrix} = \begin{pmatrix} a_0 & v \\ v^* & a_1 \end{pmatrix},
\]

where we have introduced the notations \( a_0 = (A_0 f, f) \), \( a_1 = (g, A_1 g) \), and \( v = (f, Vg) \). The matrix \( \begin{pmatrix} a_0 & v \\ v^* & a_1 \end{pmatrix} \) has two eigenvalues \( \lambda \) and \( \mu \) given by

\[
\lambda = \min\{a_0, a_1\} - |v| \tan \left( \frac{1}{2} \arctan \frac{2|v|}{|a_1 - a_0|} \right)
\]

and

\[
\mu = \max\{a_0, a_1\} + |v| \tan \left( \frac{1}{2} \arctan \frac{2|v|}{|a_1 - a_0|} \right).
\]

Clearly the eigenvalues \( \lambda \) and \( \mu \) satisfy the inequalities

(1.4) \( \inf A - \delta_V^r \leq \lambda \leq \min\{a_0, a_1\} \)

and

(1.5) \( \max\{a_0, a_1\} \leq \mu \leq \sup A + \delta_V^r \).

Since the quadratic numerical range \( W^2(B) \) contains the spectrum of \( B \) while \( \inf W^2(B) = \inf B \) and \( \sup W^2(B) = \sup B \) (see [16]), estimates (1.4) and (1.5) prove the assertion, taking into account that \( \inf \min\{a_0, a_1\} = \inf A \) and \( \sup \max\{a_0, a_1\} = \sup A \). \( \Box \)

Given the result of Lemma [1.1] now the proof of Theorem [1](i) and Theorem [2](i) is straightforward.

For notational setup introduce the following hypothesis.

**Hypothesis 1.2.** Assume that \( A \) and \( V \) are bounded self-adjoint operators on a separable Hilbert space \( \mathcal{H} \). Suppose that the spectrum of \( A \) has a part \( \sigma \) separated from the remainder of the spectrum \( \Sigma \) in the sense that

\[ \text{spec}(A) = \sigma \cup \Sigma \]

and

\[ \text{dist}(\sigma, \Sigma) = d > 0. \]

Assume, in addition, that \( V \) is off-diagonal with respect to the decomposition \( \mathcal{H} = \text{Ran} E_A(\sigma) \oplus \text{Ran} E_A(\Sigma) \).
Theorem 1.3. Assume Hypothesis 1.2 Then

(i) The spectrum of the operator $B$ is contained in the closed $\delta_V$-neighborhood $\mathcal{U}_{\delta_V}(\text{spec}(A))$ of the spectrum of $A$

\begin{equation}
\text{spec}(B) \subset \mathcal{U}_{\delta_V}(\text{spec}(A)),
\end{equation}

where

\begin{equation}
\delta_V = \|V\| \tan \left( \frac{1}{2} \arctan \frac{2\|V\|}{d} \right).
\end{equation}

(ii) If

\begin{equation}
\|V\| < \sqrt{\frac{3}{2}}d
\end{equation}

(or, which is the same, $\delta_V < d/2$), then the spectrum of $B$ in the open $d/2$-neighborhood $\mathcal{O}_{d/2}(\sigma)$ of the set $\sigma$ is separated from the remainder of the spectrum of $B$. That is,

\begin{equation}
\text{spec}(B) \cap \mathcal{O}_{d/2}(\sigma) = \text{spec}(B) \cap \mathcal{U}_{\delta_V}(\sigma) \text{ is a nonempty closed set.}
\end{equation}

(iii) If $\mathcal{K}(\sigma) \cap \Sigma = \emptyset$ and

\begin{equation}
\|V\| < \sqrt{2}d
\end{equation}

(or, which is the same, $\delta_V < d$), then the spectrum of $B$ in the open $d$-neighborhood $\mathcal{O}_d(\sigma)$ of the set $\sigma$ is separated from the remainder of the spectrum of $B$. That is,

\begin{equation}
\text{spec}(B) \cap \mathcal{O}_d(\sigma) = \text{spec}(B) \cap \mathcal{U}_{\delta_V}(\sigma) \text{ is a nonempty closed set.}
\end{equation}

Proof. (i) Take a $\lambda \in \mathbb{R}$ such that

\begin{equation}
dist(\lambda, \text{spec}(A)) > \delta_V.
\end{equation}

Denote by $A_\ell$ the part of the operator $A$ associated with the $A$-invariant subspace

\begin{equation}
\mathcal{L} = \text{Ran} E_A((-\infty, \lambda))
\end{equation}

and let $V_\ell = E_A((-\infty, \lambda))V|_{\mathcal{L}}$. By Hypothesis 1.2 the operator $V$ is off-diagonal with respect to the decomposition $\mathcal{H} = E_A(\sigma)\mathcal{H} \oplus E_A(\Sigma)\mathcal{H}$, so is $V_\ell$ with respect to the decomposition $\mathcal{L} = E_{A_\ell}(\sigma \cap (-\infty, \lambda))\mathcal{L} \oplus E_{A_\ell}(\Sigma \cap (-\infty, \lambda))\mathcal{L}$.

Applying Lemma 1.1 yields

\begin{equation}
\sup (A_\ell + V_\ell) \leq \sup A_\ell + \delta_V.
\end{equation}

Similarly introducing $A_r$ as the part of the operator $A$ associated with the $A$-invariant subspace $\mathcal{R} = \text{Ran} E_A((\lambda, \infty))$ and $V_r$ as $E_A((\lambda, \infty))V|_{\mathcal{R}}$ one proves that

\begin{equation}
\inf (A_r + V_r) \geq \inf A_r - \delta_V.
\end{equation}

Combining (1.9), (1.10), and (1.8) proves that

\begin{equation}
\sup (A_\ell + V_\ell) < \lambda < \inf (A_r + V_r).
\end{equation}
Clearly the operator $B$ can be represented as follows

$$B = \text{diag}\{A_\ell + V_\ell, A_r + V_r\} + W,$$

where $W$ is given by

$$W = V - E_A((\mathbb{C} \setminus [\lambda]) V E_A((\mathbb{C} \setminus [\lambda]) - E_A((\lambda, \infty)) V E_A((\lambda, \infty))$$

and diag$\{A_\ell + V_\ell, A_r + V_r\}$ is a diagonal $2 \times 2$ operator matrix with respect to the decomposition $H = L \oplus R$. Since $W$ is off-diagonal with respect to $H = L \oplus R$, and the spectra of the diagonal entries $A_\ell + V_\ell$ and $A_r + V_r$ are subordinated, the whole interval $\mathbb{C} \setminus [\lambda]$ belongs to the resolvent set of $B$ (see, e.g., [10] or [2]), in particular $\lambda$ belongs to the resolvent set of the operator $B$, completing the proof.

Before proving assertions (ii) and (iii) of the theorem, note that the function

$$f(x) = x \tan \left( \frac{1}{2} \arctan 2x \right)$$

is strictly increasing on the positive semi-axis and, moreover, by direct computation one gets

$$f\left( \frac{\sqrt{3}}{2} \right) = \frac{1}{2} \quad \text{and} \quad f(\sqrt{2}) = 1.$$

In particular,

$$\text{(1.11) } \quad \|V\| < \frac{\sqrt{3}}{2}d \quad \text{implies} \quad \delta_V < d/2$$

and

$$\text{(1.12) } \quad \|V\| < \sqrt{2}d \quad \text{implies} \quad \delta_V < d.$$

(ii) The part (ii) is an immediate corollary of the part (i) taking into account (1.11).

(iii) Take

$$\lambda = \sup \sigma + \delta_V$$

and let $A_\ell, A_r, \text{ and } V_\ell, V_r$ be as above. Note that the hypothesis $\mathcal{X}(\sigma) \cap \Sigma = \emptyset$ implies $V_r = 0$.

Again, as in the proof of (ii) one concludes that

$$\sup(A_\ell + V_\ell) \leq \sup \text{spec}(A_\ell) + \delta_V = \sup \sigma + \delta_V.$$
d), the whole interval \((\sup(A_\ell + V_\ell), \inf(A_\ell))\) belongs to the resolvent set of \(B\). In particular, the interval \((\sup \sigma + \delta_V, \sup \sigma + d)\) belongs to the resolvent set of the operator \(B\), that is,

\[
(\sup \sigma + \delta_V, \sup \sigma + d) \subset \rho(B).
\]

The proof of the inclusion \((\inf \sigma - d, \inf \sigma - \delta_V) \subset \rho(B)\) is analogous. \(\square\)

**Remark 1.4.** The results (ii) and (iii) are optimal. That is, if the perturbation \(V\) is overcritical in the sense that \(\|V\| \geq \sqrt{3}d\) (resp. \(\mathcal{K}(\sigma) \cap \Sigma = \emptyset\) and \(\|V\| \geq \sqrt{2}d\)), then the set \(O_{d/2}(\sigma) \cap \text{spec}(B)\) (resp. \(O_d(\sigma) \cap \text{spec}(B)\)) may be empty.

The following two examples illustrate the situation.

**Example 1.5.** Let \(\mathcal{H} = \mathbb{C}^4\). Introducing the \(4 \times 4\) matrices

\[
A = \begin{pmatrix}
-\frac{3}{2} & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & 0 \\
0 & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & \frac{3}{2}
\end{pmatrix}
\quad \text{and} \quad
V = \begin{pmatrix}
0 & \frac{\sqrt{3}}{2} & 0 & 0 \\
0 & 0 & 0 & \frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & 0 & 0 & 0 \\
0 & 0 & \frac{\sqrt{3}}{2} & 0
\end{pmatrix},
\]

one easily verifies that the spectrum of the \(4 \times 4\) Jacobi matrix

\[
B = \begin{pmatrix}
-\frac{3}{2} & \frac{\sqrt{3}}{2} & 0 & 0 \\
\frac{\sqrt{3}}{2} & -\frac{1}{2} & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{\sqrt{3}}{2} \\
0 & 0 & \frac{\sqrt{3}}{2} & \frac{3}{2}
\end{pmatrix}
\]

consists of the three eigenvalues \(-2, 0, \text{and} 2\), with 0 being an eigenvalue of multiplicity two. Setting \(\sigma = \{-3/2, 1/2\}\) and \(\Sigma = \{-1/2, 3/2\}\) one immediately concludes that in this case \(d = \text{dist}\{\sigma, \Sigma\} = 1\) and the perturbation \(V\) is off-diagonal with respect to the decomposition \(\mathbb{C}^4 = \text{Ran} E_A(\sigma) \oplus \text{Ran} E_A(\Sigma)\) and \(\|V\| = \sqrt{3}d/2\). However, \(O_{1/2}(\sigma) = (-2, -1) \cup (0, 1)\) does not intersect the set \(\text{spec}(B) = \{-2, 0, 2\}\).

**Example 1.6.** Let \(\mathcal{H} = \mathbb{C}^3\),

\[
A = \begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}
\quad \text{and} \quad
V = \begin{pmatrix}
0 & \sqrt{2} & 0 \\
\sqrt{2} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

The spectrum of the \(3 \times 3\) matrix

\[
B = \begin{pmatrix}
-1 & \sqrt{2} & 0 \\
\sqrt{2} & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}
\]
consists of the two eigenvalues \(-2\) and \(1\), with 1 being an eigenvalue of multiplicity two. Setting \(\sigma = \{0\}\) and \(\Sigma = \{-1, 1\}\) one concludes that \(\mathcal{H}(\sigma) \cap \Sigma = \emptyset\), \(d = \text{dist}\{\sigma, \Sigma\} = 1\), the perturbation \(V\) is off-diagonal with respect to the decomposition \(\mathbb{C}^4 = \text{Ran} \ E_A(\sigma) \oplus \text{Ran} \ E_A(\Sigma)\) and \(\|V\| = \sqrt{2}d\). However, \(\mathcal{U}(\sigma) = (-1, 1)\) does not intersect the set \(\text{spec}(B) = \{-2, 1\}\).

2. Perturbation of Spectral Subspaces

In this section we accomplish the proof of remaining statements of Theorem 1 part (ii) and Theorem 2 part (ii) related to the perturbation of spectral subspaces.

**Proposition 2.1** ([6], [7], [17]). Let \(A\) and \(B\) be bounded self-adjoint operators and \(\sigma\) and \(\Delta\) two Borel sets on the real axis \(\mathbb{R}\). Then

\[
\text{dist}(\sigma, \Delta) \|E_A(\sigma)E_B(\Delta)\| \leq \frac{\pi}{2} \|A - B\|.
\]

If, in addition, the convex hull of the set \(\sigma\) does not intersect the set \(\Delta\), or the convex hull of the set \(\Delta\) does not intersect the set \(\sigma\), then one has the stronger result

\[
\text{dist}(\sigma, \Delta) \|E_A(\sigma)E_B(\Delta)\| \leq \|A - B\|.
\]

The proof of Theorem 1 part (ii) is based on combining Proposition 2.1 with information on the shift of the spectrum obtained in Theorem 1 part (i).

**Theorem 2.2.** Assume Hypothesis 1.2. If

\[
\|V\| < \frac{3\pi - \sqrt{\pi^2 + 32}}{\pi^2 - 4}d,
\]

then

\[
\|E_A(\sigma) - E_B(\mathcal{U}_d(\sigma))\| \leq \frac{\pi}{2} \frac{\|V\|}{d - \delta_v} < 1.
\]

**Proof:** Introduce the notations \(P = E_A(\sigma)\) and \(Q = E_A + V(\mathcal{U}_d(\sigma))\). By Theorem 1.3 (i)

\[
Q = E_B(\mathcal{U}_d(\Sigma)),
\]

where \(\mathcal{U}_d(\Sigma)\) denotes the closed \(d\)-neighborhood of the set \(\Sigma\).

By the first claim of Proposition 2.1

\[
\|PQ\| \leq \frac{\pi}{2} \frac{\|V\|}{\text{dist}(\sigma, \mathcal{U}_d(\Sigma))}.
\]

The distance between the set \(\sigma\) and the (closed) \(d\)-neighborhood of the set \(\Sigma\) can be estimated from below as follows

\[
\text{dist}(\sigma, \mathcal{U}_d(\Sigma)) \geq d - \delta_v > 0
\]

using the second claim of Theorem 1.3. Then (2.2) implies the inequality

\[
\|PQ\| \leq \frac{\pi}{2} \frac{\|V\|}{d - \delta_v}.
\]
It is an elementary exercise to check that the function
\[ f(x) = \frac{\pi}{2} x + x \tan \left( \frac{1}{2} \arctan 2x \right) - 1 \]
strictly increases on the positive semi-axis and that \( f(x) \) has a unique positive root
\[ x = \frac{3\pi - \sqrt{\pi^2 + 32}}{\pi^2 - 4}. \]
As a corollary, hypothesis (2.1) implies the inequality
\[ \frac{\pi}{2} \frac{\|V\|}{d - \delta_V} < 1. \]
Hence,
\[ \|PQ\| \leq \frac{\pi}{2} \frac{\|V\|}{d - \delta_V} < 1. \]
Interchanging the roles of \( \sigma \) and \( \Sigma \) one obtains the analogous inequality
\[ \|P^\perp Q\| \leq \frac{\pi}{2} \frac{\|V\|}{d - \delta_V} < 1. \]
Since
\[ \|P - Q\| = \max\{\|PQ\|, \|P^\perp Q\|\} \]
(see, e.g., [1, Ch. III, Section 39]), inequalities (2.4) and (2.5) prove the assertion. \[ \square \]

We split the proof of Theorem 2 part (ii) into several steps.

1. First, we prove that the difference of the corresponding spectral projections is a strict contraction.

**Lemma 2.3.** Assume Hypothesis 1.2. If \( \mathcal{K}(\sigma) \cap \Sigma = \emptyset \) and
\[ (2.7) \quad \|V\| < \sqrt{2d}, \]
then
\[ (2.8) \quad \|E_A(\sigma) - E_B(\sigma_d(\sigma))\| < 1. \]

**Proof.** Introduce the notations \( P = E_A(\sigma) \) and \( Q = E_B(\sigma_d(\sigma)) \). We also need to introduce four spectral projections associated with the operators \( A \) and \( B \) and let
\[ P_\ell = E_A((-\infty, \inf \sigma - d]) \quad \text{and} \quad P_r = E_A([\sup \sigma + d, \infty)) \]
and
\[ Q_\ell = E_B((-\infty, \inf \sigma - d]) \quad \text{and} \quad Q_r = E_B([\sup \sigma + d, \infty)). \]

Our first claim is that
\[ \|P_k - Q_k\| < \frac{\sqrt{2}}{2}, \quad k = \ell, r. \]
It can be seen as follows. Since the perturbation \( V \) is off-diagonal with respect to the decomposition \( H = \text{Ran} E_A(\sigma) \oplus \text{Ran} E_A(\Sigma) \), the operator \( A + V \) can be
represented as the following $3 \times 3$ Jacobi type operator-matrix with respect to
the decomposition $\mathcal{H} = \text{Ran} P_{\ell} \oplus \text{Ran} P \oplus \text{Ran} P_{r}$
\[
B = \begin{pmatrix}
A_{\ell} & V_{\ell} & 0 \\
V_{\ell} & A_{\sigma} & V_{\sigma r} \\
0 & V_{\sigma} & A_{r}
\end{pmatrix}.
\]

Here we used the notation
\[A_{k} = A|_{\text{Ran} P_{k}}, \quad k = \ell, r, \quad A_{\sigma} = A|_{\text{Ran} P},\]
and
\[V_{\sigma k} = PV|_{\text{Ran} P_{k}} \quad \text{and} \quad V_{k\sigma} = V_{k\sigma}^{*}, \quad k = \ell, r.\]

The perturbation problem $A \rightarrow B$ can naturally be split into two subproblems
\[
A = \begin{pmatrix}
A_{\ell} & 0 & 0 \\
0 & A_{\sigma} & 0 \\
0 & 0 & A_{r}
\end{pmatrix} \rightarrow \widetilde{A} = \begin{pmatrix}
A_{\ell} & 0 & 0 \\
0 & A_{\sigma} & V_{\sigma r} \\
0 & V_{\sigma} & A_{r}
\end{pmatrix} \rightarrow B = \begin{pmatrix}
A_{\ell} & V_{\ell} & 0 \\
V_{\ell} & A_{\sigma} & V_{\sigma r} \\
0 & V_{\sigma} & A_{r}
\end{pmatrix}.
\]

The operator matrix $\widetilde{A}$ is block-diagonal with respect to the decomposition
$\mathcal{H} = \text{Ran} P_{\ell} \oplus \text{Ran} P_{\perp}^{\ell}$ and clearly $|A - \widetilde{A}| < \sqrt{2}d$. Applying Theorem 1.3 (i, ii) to the “lower-dimensional” off-diagonal perturbation problem
\[
\begin{pmatrix}
A_{\sigma} & 0 \\
0 & A_{r}
\end{pmatrix} \rightarrow \begin{pmatrix}
A_{\sigma} & V_{\sigma r} \\
V_{\sigma} & A_{r}
\end{pmatrix}
\]
under hypothesis $\|V\| < \sqrt{2}d$ one concludes that the spectrum of $\widetilde{A}$ consists of
two subordinated components, $\widetilde{\Sigma} = \text{spec}(A_{\ell}) = \Sigma \cap (-\infty, \inf \sigma - d]$ and “the
remains” $\overline{\Sigma}$. Moreover,
\[
\text{(2.9)} \quad \sup A_{\ell} = \sup \widetilde{\sigma} < \inf \sigma - \delta_{V} \leq \inf \overline{\Sigma} = \inf \begin{pmatrix}
A_{\sigma} & V_{\sigma r} \\
V_{\sigma} & A_{r}
\end{pmatrix},
\]
where
\[
\delta_{V} = \|V\| \tan \left(\frac{1}{2} \arctan \frac{2\|V\|}{d}\right) < d.
\]

Applying Theorem 3 to the off-diagonal perturbation problem $\widetilde{A} \rightarrow B$
where the spectra of the diagonal entries $A_{\ell}$ and $\begin{pmatrix}
A_{\sigma} & V_{\sigma r} \\
V_{\sigma} & A_{r}
\end{pmatrix}$ are subordi-
nated (cf. (2.9)) yields
\[
\text{(2.10)} \quad \|P_{\ell} - Q_{\ell}\| < \frac{\sqrt{2}}{2}.
\]

Using analogous arguments one proves the remaining estimate
\[
\text{(2.11)} \quad \|P_{r} - Q_{r}\| < \frac{\sqrt{2}}{2}.
\]

Clearly,
\[
\|P^{\perp} Q\| = \|(P_{\ell} + P_{r}) Q\| \leq \sqrt{\|P_{\ell} Q\|^{2} + \|P_{r} Q\|^{2}}
\]
and moreover
\[ \|P_\ell Q\| \leq \|P_\ell (Q + Q_r)\| = \|P_\ell Q_r\| \leq \|P_\ell - Q_r\|, \]
\[ \|P_r Q\| \leq \|P_r (Q + Q_l)\| = \|P_r Q_l\| \leq \|P_r - Q_l\|. \]
Thus,
\[ (2.12) \quad \|P_\perp Q\| \leq \sqrt{\|P_\ell - Q_\ell\|^2 + \|P_r - Q_r\|^2} < 1 \]
using (2.10) and (2.11). In an analogous way one proves that
\[ \|PQ_\perp\| < 1, \]
and hence
\[ \|P - Q\| = \max\{\|P_\perp Q\|, \|PQ_\perp\|\} < 1. \]

The proof is complete. \(\Box\)

2. Next, we obtain the following general result which is of an \textit{a posteriori} character.

\textbf{Theorem 2.4.} Assume Hypothesis \[1.2\] Suppose, in addition, that \(\mathcal{K}(\sigma) \cap \Sigma = \emptyset\). Denote by \(O\) the maximal open (finite or semi-infinite) interval such that \(O \cap \Sigma = \emptyset\) and the spectrum \(\tilde{\sigma}\) of the operator \(B\) in \(O\),

\[ \tilde{\sigma} = \text{spec}(B) \cap O, \]
is a closed set.

If
\[ \|E_A(\sigma) - E_B(\sigma)\| < 1, \]
then
\[ (2.13) \quad \|E_A(\sigma) - E_B(\sigma)\| \leq \sin\arctan\left(\frac{\|V\|}{\text{dist}(\tilde{\sigma}, \Sigma)}\right). \]

\textbf{Proof.} Introduce the notations \(P = E_A(\sigma)\) and \(Q = E_B(\sigma)\). It is well known (see \[14, Corollary 3.4\]; cf. \[5, Lemma 2.3\], \[8, Theorem 1\], \[11\]) that if \(\|P - Q\| < 1\), then \(\text{Ran} Q\) is the graph of a bounded operator \(X : \text{Ran} P \to \text{Ran} P_\perp\) and
\[ (2.14) \quad \|P - Q\| = \frac{\|X\|}{\sqrt{1 + \|X\|^2}}. \]
Without loss of generality one may assume that
\[ \inf \tilde{\sigma} = - \sup \tilde{\sigma}. \]
For any \(g \in \text{Ran} E_B(\sigma)\) one obtains that \(P_\perp g = XPg\) and hence
\[ (2.15) \quad P_\perp Bg = P_\perp BPg + P_\perp BP_\perp P_\perp g = P_\perp BPg + P_\perp BP_\perp XPg. \]
Clearly the following estimates hold
\[ (2.16) \quad \|P_\perp BPg\| = \|VPg\| \leq \|V\| \|Pg\| \]
and
\[ (2.17) \quad (\sup \tilde{\sigma} + \text{dist}(\tilde{\sigma}, \Sigma)) \|XPg\| \leq \|P_\perp BP_\perp XPg\|. \]
If in addition $g \in \text{Ran} \, Q$ one obtains
\begin{equation}
\| P \perp B g \| = \| P \perp Q B Q g \| \leq \| P \perp Q \| \| Q B \| \| g \|
\end{equation}
(2.18)
\[ \leq \frac{\| X \|}{\sqrt{1 + \| X \|^2}} \sup \tilde{\sigma} \sqrt{1 + \| X \|^2} \| P g \| = \sup \tilde{\sigma} \| X \| \| P g \|. \]
Combining (2.15)–(2.17), and (2.18) one gets the inequality
\begin{equation}
\left( \sup \tilde{\sigma} + \text{dist}(\tilde{\sigma}, \Sigma) \right) \| X P g \| \leq \left( \sup \tilde{\sigma} \| X \| + \| V \| \right) \| P g \|,
\end{equation}
(2.19) $g \in \text{Ran} \, Q$.

Since (2.19) holds for any $g \in \text{Ran} \, Q$, one concludes that
\[ \| X \| \leq \frac{\| V \|}{\text{dist}(\tilde{\sigma}, \Sigma)}, \]
which proves the assertion in view of (2.14). □

Remark 2.5. Assertion (2.13) is equivalent to the estimate
\[ \| \tan \Theta \| \leq \frac{\| V \|}{\text{dist}(\tilde{\sigma}, \Sigma)}, \]
where $\Theta$ is the operator angle between the subspaces $\text{Ran} \, E_A(\sigma)$ and $\text{Ran} \, E_B(\sigma')$. (For discussion of this notion see, e.g., [14]). Thus, Theorem 2.4 is a generalization of the Davis-Kahan $\tan \Theta$-Theorem which is one from four fundamental estimates on the norm of the difference of spectral projections known as $\sin \Theta$, $\sin 2\Theta$, $\tan \Theta$, and $\tan 2\Theta$ Theorems proved by Davis and Kahan in [9] and [10].

3. Finally, rough estimate (2.8) of Lemma 2.3 can be sharpened by a posteriori result of Theorem 2.4 in combination with the result of Theorem 2 part (i). The proof of Theorem 2 part (ii) is as follows.

Theorem 2.6. Assume Hypothesis 1.2. If $\mathcal{K}(\sigma) \cap \Sigma = \emptyset$ and
\begin{equation}
\| V \| < \sqrt{2d}, \end{equation}
(2.20)
then
\begin{equation}
\| E_A(\sigma) - E_B(\sigma_d(\sigma)) \| \leq \sin \tan \left( \frac{\| V \|}{d - \delta_V} \right) < 1, \end{equation}
(2.21)
where
\[ \delta_V = \| V \| \tan \left( \frac{1}{2} \arctan \frac{2\| V \|}{d} \right). \]

Proof. By Theorem 2 part (i) and Lemma 2.3 the set $\sigma' = \sigma_d(\sigma)$ satisfies the hypothesis of Theorem 2.4 with
\[ \text{dist}(\tilde{\sigma}, \Sigma) = d - \delta_V. \]
Applying Theorem 2.4 completes the proof. □
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