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Abstract—Grasping in cluttered scenes is challenging for robot vision systems, as detection accuracy can be hindered by partial occlusion of objects. We adopt a reinforcement learning (RL) framework and 3D vision architectures to search for feasible viewpoints for grasping by the use of hand-mounted RGB-D cameras. To overcome the disadvantages of photo-realistic environment simulation, we propose a large-scale dataset called Real Embodied Dataset (RED), which includes full-viewpoint real samples on the upper hemisphere with amodal annotation and enables a simulator that has real visual feedback. Based on this dataset, a practical 3-stage transferable active grasping pipeline is developed, that is adaptive to unseen clutter scenes. In our pipeline, we propose a novel mask-guided reward to overcome the sparse reward issue in grasping and ensure category-irrelevant behavior. The grasping pipeline and its possible variants are evaluated with extensive experiments both in simulation and on a real-world UR-5 robotic arm.

I. INTRODUCTION

Reliable robotic grasping of a certain object from a clutter is challenging due to the occlusion of the target caused by other objects, which leads to uncertainty. This problem occurs inevitably in many robotic manipulation settings, where the robot needs to adjust the viewpoint of its sensor to reduce grasping difficulty, i.e. from where the target object is less obscured in view, to plan a more successful grasp.

There have been multiple approaches to tackling such grasping tasks with a calibrated camera mounted on the end-effector of robotic arm. A feasible solution is visual servoing [1], [2] that perform continuous feedback with policy search methods [3] on visual features perceived by pose estimators [4], [5]. Nevertheless, vision systems constructed in such a way often rely on a number of hand-engineered components, and estimation of positions and poses are prone to errors for partially occluded objects. An alternative approach is a modular pipeline that decomposes vision and control into separate network modules [6]. However, given undesirable recognition under occlusion condition, to make a reasonable decision is difficult.

In recent years, end-to-end deep reinforcement learning (RL) have proven successful in several challenging robotic manipulation tasks, including viewpoint optimization [7] with model-based [8] and model-free [9] techniques. However, low sample efficiency [10], heavy expenses, low reproducibility, and safety issues remain major problems for real-world training, while the gap between simulation and reality can be a significant challenge. In addition, the transferability of RL [11] poses another challenge: the performance of RL algorithms can drop dramatically when meeting an unseen scene.

Our work to address these challenges is inspired by embodied AI systems [12]. By training embodied AI agents (virtual robots) in a simulated 3D world, the learned skills such as active perception and long-term planning can be transferred to reality and work immediately. However, these embodied AIs rely on photo-realistic simulators to learn, which is not practical for many real-world problems. We propose a new “Real Embodied Dataset” (RED) to largely reduce the gap between simulator and real-world. Specifically, in RED viewpoints are densely sampled from the upper hemisphere of the clutter, which enables us to virtually command the gripper to change its viewpoint and receive real visual feedback from dataset. The dataset contains 31K aligned high-quality RGB-D images collected on 173 clutter scenes of 17 household objects, with corresponding camera poses relative to the clutter and hand-annotated amodal segmentation masks indicating how occlusion is formed. With the occlusion information, RED can benchmark not only visual reasoning, but also decision making, in an inexpensive, safe, and reproducible manner.

Based on our new RED dataset, we develop an active grasping methodology that is capable of reasoning about 3D geometric data such as point clouds in a scene transferable manner. Our visual inputs are aligned RGB-D images captured by the end-effector camera (eye-in-hand view). We model active grasping as a 3-stage pipeline: 1) an object detector module that extracts pixels of the grasping target as a binary segmentation mask on the point cloud; 2) a viewpoint optimizer that decides in which direction the camera should move, or if the current viewpoint is good enough...
to plan a grasp; 3) a grasp planner that proposes feasible grasping points and operates the robot. We adopt existing work for object detection and grasp planning. For viewpoint optimization, we design a novel and practical mask-guided reward function and augmented the PointNet architecture to achieve efficient policy learning with deep RL. The pipeline modules are logically independent from each other, which allows separate training and facilitates easy debugging and replacement and they also provide interpretable intermediate results for sanity check.

To ensure enhanced transferability, we incorporate many new insights. First, our reward design represents the quality of viewpoints with the ratio of visible pixels, which is modelled independent with regard to environments and object categories. Second, by taking 3D reasoning, our RL solver is able to learn common occlusion patterns after a large amount of viewpoint adjustments in the training phase. Therefore, our active grasping system is transferable: given a new object detector, we can directly integrate it into our framework without re-training any module.

We evaluate our method and its variants in both simulation and reality with a 6-DOF UR-5 robotic arm, on the end-effector of which an Inter RealSense D435 depth camera is mounted (Fig. 1). Experimental evaluation demonstrates that our transferable active grasping pipeline trained on our Real Embodied Dataset can achieve a 82.0% success rate grasping in clutter scenes on a wide range of objects in reality without further training. The dataset and code are available at [link](https://github.com/cxy1997/Transferable-Active-Grasping).

In summary, trying to tackle scene occlusion, our major contributions in this work include: 1) A large-scale multi-view Real Embodied Dataset to enable real visual feedback; 2) A 3-stage active grasping pipeline to support both model transferability and interpretability; 3) A mask-guided reward design to facilitate efficient training and robust grasping.

## II. Related Work

### A. RGB-D Datasets

There have been multiple datasets studying semantic segmentation and pose estimation on RGB-D images [13], [14], [15]. However, most of them either consist of synthetic scenarios [16], [17], or contain limited scenes [18], [19]. Recently, a few further study occlusion information [20], [21], while they only perform detection or estimation from limited viewpoints. None of existing datasets provide large scale multi-view real-world RGB-D data of occlusion reasoning in clutter scenes.

### B. Object Detection

Object detection techniques have been a powerful tool for scene understanding that can operate on images [22], [23], [24], [25] and pointclouds [26], [27]. However, these methods can hardly handle object occlusion in clutter scenes, which may mislead the action of a robot. We follow the amodal semantic segmentation setting[28], [29] to help the robot perceive the target more reasonably.

### C. Reinforcement Learning

RL has shown promising results in a variety of domains in recent years [30], [31], [32], with robotics being its most direct application [33], [3], [34]. However, RL methods often suffer from sample efficiency and scalability problems, which is particularly serious in robotic manipulation [35]. Off-policy RL methods [36] have shown improvements in this direction, but they still require a large amount of time to collect data. Another approach is to plan grasping via a hierarchical of low-level policies (HRL) [37], which has certain scalability but depends on manually defined low-level policies. Our method integrates the amodal segmentation information into RL, solving the sample efficiency problem and guaranteeing transferability.

### D. Imitation Learning

Recently, imitation learning (IL) is widely applied in various domains [38], [39], especially robotic manipulations [40], [41]. Given human demonstration data, the agent learns a policy that fits the behaviors of experts [42]. IL has good performances in some simple cases [43], [44]. Nevertheless, as the task becomes more complex, the demand for demonstration data will also increase significantly. Besides, demonstration data is often designed task-specific and thus hard to be transferred, which is unrealistic for real applications. Some works try to solve this problem with hierarchical learning structure [45]. However, it is difficult to plan in the long term while organizing the primitive skills.

### E. Grasping

Grasping is an important primitive in robot manipulations, with target localization being its first and most important step. There exist many methods to plan long-term grasps, like motion planning [46] and pose estimations [4]. The detection process becomes relatively difficult in occluded environments; some work [47], [48] tend to directly recognize the target even if it is partially visible. Others apply multi-view systems to this problem [4], in which case the performance depends on the selection of view points. Our approach simplifies the detection process of grasping and make it trainable via reinforcement learning (RL) with a simple and reasonable reward design.

## III. Real Embodied Dataset

![Fig. 2. Object classes in our Real Embodied Dataset. Each object shown above represents a different category.](https://example.com/real-embodied-dataset.png)
To efficiently train network modules of the active grasping system and to bridge the gap between simulation and reality in a most straightforward way, we constructed Real Embodied Dataset (RED), a large-scale multi-view dataset consisting of more than 31K RGB-D images collected from 173 clutter scenes. RED is specifically intended as an embodied AI platform for occlusion recognition and policy learning. Its direct use of real-world images help to improve model transferability compared synthetic data obtained from photo-realistic simulators.

A. Object Selection

The dataset includes a preselected set of 17 common household items, which differ in size, shape, color texture, transparency and would pose various levels of occlusion. Fig. 2 shows the full set of items. Tall, thin objects, such as a bottle, are likely to form partial occlusion with other regular-shape objects. Non-convex objects, such as a bowl, are more difficult to detect and properly grasp as structured light would form blank zones in their depth images.

B. Dataset Design

The intention of the dataset is to provide a large scale multi-view representation of object occlusion in clutter scenes, which assists the learning of object detection and segmentation, occlusion inference and other embodied AI applications. Fig. 3 shows some of the clutter settings with corresponding annotations.

For each clutter scene, RED provides 180 aligned high-quality RGB-D images with corresponding camera poses, sampling the viewing hemisphere. With known camera intrinsics, these RGB-D images can be unprojected as corresponding pointclouds. Specially, the dataset provides amodal instance segmentation annotation for all images. That is, we annotate full segmentation masks including occluded parts for all objects in an image, as well as their occlusion order. In this way, occlusion can be reproduced by placing object segmentation masks on top of each other in that order.

With annotations described above, the dataset not only contains sufficient information for regular object detection and segmentation learning, it is also helpful for inferring complete object shapes from their visible parts. To the best of our knowledge, RED is the first dataset to study object occlusion on a large scale using amodal segmentation masks from a multi-view perspective.

C. Data Collection

The dataset is collected using an Intel RealSense Depth Camera D435 [49] with known camera intrinsics mounted on the end-effector of a UR-5 robotic arm, which captures aligned, synchronous RGB-D images at a 480 × 640 resolution.

During data collection, objects in clutter are placed on a turnable spinning at a constant angular velocity of 0.25π rad/s. The RGB-D sensor collects data at 4.5Hz, thus distributing viewpoints at an interval of 10 degrees. In addition, the robotic arm moves its end-effector along a quarter-circular arc with a radius of 0.5m centered at the turnable center, and collects data at 30°, 40°, 50°, 60° and 70° above the horizon of turnable. In total, RGB-D images from 180 uniformly distributed viewpoints are collected for each clutter scene. Fig. 4 shows the distribution of viewpoints on the upper hemisphere of clutter.

To acquire accurate amodal instance segmentation masks, each clutter scene is scanned multiple times from the same set of viewpoints. Each time, a new object is added to the clutter, whose complete segmentation masks are then annotated. Finally, after all objects have been added to a clutter scene, occlusion orders are labelled on the collected images.

D. Real Embodied Simulator

With all aforementioned data at hand, it is quite natural to derive a real-data simulator directly from the dataset. With a given robot pose, to form a genuine feedback, one only needs to match it with the closest data point stored in the dataset and add noises if necessary. Our real embodied simulator is completely data-driven. It is ecological in computational cost, and can achieve a throughput of thousands of frames per second without interfering with model training. Also, since our real embodied simulator does not involve any rendering, its feedback to the embodied AI agent is 100% genuine, and the trained agent will be robust enough to transfer to real-world scenarios and perform well without further finetuning.

IV. TRANSFERABLE ACTIVE GRASPING FRAMEWORK

We consider the problem of planning a robust parallel-jaw grasp for a targeting object in a clutter scene with an eye-in-hand camera. We propose a transferable active grasping framework that decomposes the grasping task into three stages: (i) object detection, (ii) viewpoint optimization, and (iii) grasp planning. The main novelty lies in the viewpoint optimization module, which enables the learned policy to
generalize across different object layouts and transfer between simulation and reality. The modular design allows for the model to produce understandable intermediate results, and to adapt flexibly to new scenes with a large proportion of parameters unchanged.

The architecture of the transferable active grasping framework is shown in Fig. 5. At each timestep $t$, the model takes an RGB-D observation $o_t$ as input, and produces a control signal $u_t$. The control signal outputted is either an adjustment in viewpoint or a grasping proposal, which will be transmitted by a low-level controller to torques of the robot’s motors and end-effector gripper. We introduce all major submodules in the following sections.

A. Object Detection

In general, the object detection module takes an RGB-D image as input and outputs a binary segmentation mask indicating whether each pixel belongs to the target object. This is achieved by training a segmentation network that assigns a label to each pixel indicating targeting object or not. To produce a binary segmentation mask for viewpoint optimization and grasping at later stages, the pixels corresponding to the target class are labeled 1, while all other pixels are labeled 0.

There have been many approaches that serve this purpose from different perspectives, and we offer multiple implementations of the object segmentation module. Semantic segmentation directly performs pixel-wise classification, taking advantage of rich feature representation extracted by deep backbone networks. Instance segmentation, on the other hand, detects all objects in an image and segments each instance, usually based on proposals. These classic segmentation methods are developed to handle 2D images, and can be extended to 3D tasks by adding an additional depth channel. There are also pure 3D networks that operate directly on 3D coordinates to capture shape patterns. Our implementation has covered all these choices for model comparison and selection, and new models can be incorporated easily into our flexible framework.

B. Viewpoint Optimization

Viewpoint optimization module is the core component of our active grasping framework. Instead of detecting and planning grasps from a fixed viewpoint, optimizing viewpoints allows the robot to form better detection and grasp proposals. As discussed in related work, the use of imitation learning is hindered by its requirement for massive demonstration samples. We instead adopt a deep reinforcement learning framework, which models the task setting as a Markov decision process (MDP): At each time step $t$, the robot observes the state as $s_t$, executes an action $u_t \in A$ according to its policy $\pi$, and receives a reward $r_t$. The grasping policy is then optimized by maximizing its expected cumulative rewards, also known as the state value function $V$ that represents how good is a state for an agent to be in:

$$V^*(s_t) = \max_{\pi} \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k} \mid \pi \right]$$

To obtain a general viewpoint optimization policy, we build the RL training environment completely from real-world data. Such data-driven simulation can lead to a great improvement of training efficiency, as real-world training would take weeks to finish, despite of safety concerns. Also, there is undoubtedly no gap between observations in real embodied simulation and reality, and therefore no need for domain transfer or fine-tuning. The environment settings are described as follows:

a) Observation: The input observation of the viewpoint optimization module is a pointcloud (frustum) with a binary mask indicating the target. Such representations can largely reduce domain gaps by removing all unnecessary color / texture information.

b) Action Space: At each timestep, the end-effector camera can move along a meridian or parallel on the viewing hemisphere by 10 degrees, or decide to plan a grasp from its current position: $A = \{ L, R, U, D, grasp \}$, where $L$, $R$, $U$, and $D$ are action of moving left, right, up and down the hemisphere, respectively.

We use the advantage actor critic policy gradient (A2C) algorithm to the viewpoint optimizer. To achieve robust feature learning on unordered pointclouds, our actor-critic architecture adopts PointNet as its backbone network to extract shape features, and uses two MLPs to approximate the value function and Q-function, respectively.

C. Mask-guided Reward

Reward shaping has been critical for deploying RL algorithms. In active grasping, there two major considerations: First, the reward function should be general across different objects and environments. Second, sparse rewards should be avoided to facilitate efficient policy learning. Our mask-guided reward can successfully address these two challenges using the differential of object visibility.

a) Visibility: To quantitatively measure the occlusion level of objects, we define visibility $\psi$ for an object $c$ from viewpoint $v$ as

$$\psi(c, v) = \frac{| \text{visible region of } c \text{ observing from } v |}{| \text{complete shape mask of } c \text{ observing from } v |}.$$  

where $|\cdot|$ denotes the area of a segmentation mask. Since the precise hidden area or volume is hard to measure, it is estimated by the number of pixels in the mask.

b) Grasping Reward: Ideally, the goal of viewpoint optimization is to navigate the end-effector camera to an optimal viewpoint $v^*$ for target object $c_{\text{target}}$, where a grasp is then attempted. However, finding exactly the best viewpoint is unnecessary and difficult for a grasping task. Thus, to avoid unnecessary viewpoint refinement, we relax the goal to finding a viewpoint $v$ that satisfies

$$\psi(c_{\text{target}}, v) > \delta,$$

where $\delta$ is a visibility threshold determined by detection and grasping performance. We further introduce a grasping
reward specially designed for the grasp action:

\[
\begin{align*}
    r_t^{(\text{grasping})} &= \begin{cases} 
        0.25, & a_t = \text{grasp} \land \psi(s_t) > \delta \\
        \psi(s_t) - 1.5, & a_t = \text{grasp} \land \psi(s_t) \leq \delta \\
        0, & \text{otherwise}
    \end{cases}
\end{align*}
\]

(c) Tendency Reward: Grasping reward alone is too sparse for RL training. Following [34], we introduce the tendency reward to measure whether an action has the tendency of moving to a better viewpoint:

\[
\begin{align*}
    r_t^{(\text{tendency})} &= \psi(s_{t+1}) - \psi(s_t) \\
    &= \psi(c_{\text{target}, v_{t+1}}) - \psi(c_{\text{target}, v_t})
\end{align*}
\]

In other words, \( r_t^{(\text{tendency})} \) represents the improvement of target object visibility obtained in timestep \( t \). By providing dense guidance signals at all timesteps, training efficiency can be boosted with the tendency reward.

d) Final Reward: The final reward function for RL training is a combination of grasping and tendency rewards:

\[
    r_T = r_t^{(\text{tendency})} + r_t^{(\text{grasping})}
\]

D. Grasp Planning

The grasp planning module is invoked when the viewpoint optimization module decides to take the grasp action. Grasps are planned by detecting eligible grasping points on the input point cloud. The proposed grasping points are converted to end-effector coordinates of the robot and then fed to the robotic control module.

The grasp pose detection (GPD) algorithm [50] is the core component of the grasp planner. GPD takes a viewpoint cloud with an ROI as input. It samples a large set of grasp candidates \( \{H_i\} \) and concatenates their surface normals to image pixels. A CNN is trained to classify these candidates. We train a LeNet [51] using data generated from BigBIRD dataset [52]. Grasp labels are created by evaluating whether they are frictionless antipodal grasps. The network assigns each candidate \( H_i \) a score \( s_i \in [0, 1] \), which indicates the probability for a candidate to be a valid grasp.

E. Robotic Control

The robotic control module continuously generates torque control signals for robot motors from the high-level actions and grasp plans. The module processes high-level control signals in two steps. Initially, target end-effector positions produced by previous stages in the pipeline are converted to joint positions of the robotic arm based on inverse kinematics. The computed joint positions are then fed as targets to a PID controller, which adjusts the torques of the robot’s 6 motors at high frequency to reach its current target joint position. Machine learning methods are not used in this module.

V. Experiments

Experiments are divided into three parts. First, we present and evaluate multiple choices of detectors on our dataset (Sec. V-A). Second, we show that the combination of PointNet and RL outperforms its counterparts on viewpoint optimization (Sec. V-B). At last, we provide detailed experiments both in simulation and in real world to evaluate the whole framework with different implementations (Sec. V-C).

A. Object Detection Module

In this section we implement and evaluate some state-of-the-art segmentation models on our Real Embodied Dataset. We adopt WideResNet + DeepLabV3 (semantic segmentation), Mask-RCNN (instance segmentation), and PointNet for segmentation (point cloud segmentation), respectively, as implementations of the object detection module. In order to reduce memory footprint, we additionally adopt In-Place Activated BatchNorm to double the training batch size for better performance.

To improve model robustness and to make image segmentation models comparable to point cloud segmentation methods in terms of input information, we further construct a few variants of segmentation models that utilizes depth images. We follow the work of [53] and represent depth information as additional input channel(s). We fuse depth with color by concatenating channels of raw pixel (pixel-concat) or on the feature level (feature-concat).

Our dataset is divided into 70% training data, 15% validation data and 15% test data for training and evaluation. Model selection is done based on performance on the validation set, and the selected model is evaluated in the test dataset.

We compare performance of different implementations in Table I and II. All models presented are able to achieve desirable segmentation performance on the test set. We also observe that there is no significant difference between models with different RGB-D fusion methods.
followed by three fc layers with 4096, 2048 and 1024 cells. Architecture with four convolutional layers consisting of 64 filters respectively, followed by three fc layers with 4096, 2048 and 1024 cells. We use visibility threshold $\delta = 0.9$ in grasping rewards. The RL environment is constructed direct using ground truth data in the RED dataset, as is described in Sec. IV-B. In IL, the model architecture is same as in RL, which is trained by supervised learning on 1,000 successful trajectories collected from reinforcement learning episodes.

Fig. 6. Learning curves of viewpoint optimization module against baselines. The plots are averaged over 5 runs with different random seeds. Grasping success is defined as perform grasping at a viewpoint with visibility of target object over threshold $\delta = 0.9$.

Fig. 6 shows that 1) reasoning on 3D spatial structure with PointNet significantly improves the learned policy; 2) reinforcement learning with our mask-guided reward shows better performance than imitation learning on the task of viewpoint optimization. Since states distributed on a hemisphere can be reached from more than one route, it is natural for contradictory state-action pairs to co-exist in expert data. This characteristic does not have influence on RL because it learns policies directly from rewards. However, an imitation learning model fails to generate consistent action sequences when multiple actions are considered good.

C. Transferable Active Grasping Framework Analysis

We assemble the transferable active grasping framework and evaluate its success rate both in simulation and on a UR-5 robotic arm. Different implementations of sub-modules are compared in Table I and Table II with grasping success defined as perform grasping at a viewpoint with visibility of target object over threshold $\delta = 0.9$.

The PointNet architecture shows a clear advantage over convolutional networks, and reinforcement learning on real-world data achieves better performance than imitation learning. Since GPD does not guarantee a 100% grasping accuracy, the grasping success rate in reality is slightly lower than that in simulation, which still proves strong transferability of our framework.

| Method        | Depth Fusion | RL  | IL  |
|---------------|--------------|-----|-----|
| Wide-ResNet   | No-Depth     | 84.4| 66.0| 76.0| 62.0|
| + Inplace-ABN | Pixel-Concat | 84.0| 62.4| 74.4| 64.4|
|               | Feature-Concat | 83.6| 62.0| 70.0| 60.4|
| Mask R-CNN    | Pixel-Concat | 81.6| 66.0| 66.0| 58.0|
|               | Feature-Concat | 82.4| 58.4| 64.8| 58.0|

Table III

Grasping Success Rate (%) in Simulation.

VI. Conclusion

In this work, we proposed a large-scale multi-view Real Embodied Dataset (RED) as a data-driven simulator to facilitate photo-realistic training. We developed a transferable active grasping pipeline that perform viewpoint optimization to achieve robust grasping in clutter environments. In the future, it is worthwhile thinking of leveraging amodal segmentation in our pipeline.
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