Using Summarization to Optimize Text Classification
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Abstract. This study demonstrates the impact of the summary on document classification. The document used is 100 background thesis problems, formatted .txt. Each document will be through preprocessing (case folding, splitting sentence, splitting word, filtering, stop word removal and TF-IDF). Then the document is summarized using the method of extraction. Then all the documents are classified using the FKNNC method. The results of this study were obtained by compiling the classification process to be faster ie for 5 minutes, this is due to the reduced extraction features used. Therefore, the summary can be used to reduce the features in the classification.

1. Introduction

Text classification is the grouping of text based on the similarity of the characteristics of a document with another document [1]. The simplest method of classifying text is K- nearest neighbour or often called KNN [2,3]. The use of word appearance as an extraction feature in classification is often used [4,5]. But the number of words used in the classification would be a problem when the number of documents used is quite large [4]. The number of words used as a feature for a text will be directly proportional to the number of documents used in the classification process [6]. Summarization is a process to derive the essence of a paragraph [7]. With the summary, the sentence used to describe the topic of a paragraph will be reduced, so it is expected to reduce the number of words.

Research on text classification has been done with various methods. One of them in Korde research [8] can be seen that KNN and SVM are better in classification than Naïve Bayes. The KNN method has improved a lot, one of which is in Praetyo research [9], FK-NNC is an improvement of KNN method, it is shown in his research that FK-NNC is better than KNN. In their research for document extraction feature is the word appearance. TF-IDF is the weighting often used in document processing, such as sentiment analysis [10], summary [11], and document classification [12]. As in Tstenjak's research, it is said that with the large amount of data, the time needed to process the classification will increase [5]. Someone has tried with the selection feature to reduce the feature [13], but not using the summary. Summarization is the process of choosing the core sentence [7]. In Indriani [6] research, it is shown that summarization can help reduce extraction features. Only in this study, using SVM method.

Therefore, in this study we will examine the impact of summary extraction by using TF-IDF weighting on text classification using FK-NNC method. Testing is done by calculating the accuracy and timing of classification using the FK-NNC method to the document performed by summary. From the examination, the classification of the document after being summarized becomes faster, because the used extract feature has been reduced.
2. Methods

Document to be used in this research is 100 background problem where 80 data is used as trainer data, the rest 20 data is used as test data. The text format used is .txt. Before entering the classification process, each document will enter into the summary process in order to reduce the word used as an extracted document, without losing the essence of the document.

In general, the process of classifying the text in this research will begin with the pre-process, here every document whether the training data or test data will be done through case folding stage, splitting sentence, splitting word, filtering, stop word removal. After each document through the pre-process stage, each document will be counted the weight of words per sentence in a single document. The weighting used is the Term frequency-inverse document frequency (TF-IDF). This weighting is often used [14] and is considered better than Local-Global-Normalization in the summary process [15]. If in a d-document there is the word $t_i$ as much as TF, then the calculation of the weight of the word $t_i$ in the d document is $W_i$ as in formula 1

$$W_i = TF(t_i, d) \times IDF(t_i)$$

Where $IDF(t_i)$ is Inverse Document Frequency of the i-th word $t_i$. If in a study using D documents and there are as many DF documents containing the word $t_i$, then the $IDF(t_i)$ can be calculated using the formula 2

$$IDF(t_i) = \log \left( \frac{D}{TF(t_i)} \right)$$

Each weighting result is summed up by a sentence, then selected as much as 50% as a sentence. The summary results will be entered into the classification method which in this research will use FK-NNC method. The FK-NNC calculations are based on Prasetyo’s research results [9]. Each test data will be calculated first closer to K nearest neighbor within each class. For the calculation of proximity distance $\bar{x}_i$ with $\bar{x}_j$, where $\bar{x}_i, \bar{x}_j \in R^N$ will be used euclidean distance, as in the following formula 3:

$$d(x_i, x_j) = \sqrt{\sum_{l=1}^{N} |x_{il} - x_{jl}|^2}$$

The results of calculating the distance of the test data with the training data in each group, then sorted. Sorting starts from the smallest to the largest in each class. Then distance test data to all neighboring K of each class-j summed using the formula 4.

$$S_{ij} = \sum_{r=1}^{K} d(x_i, x_r)$$

The sum of the distance of each class then combined into one, by the formula 5.

$$D_i = \sum_{l=1}^{K} (S_{ij})$$

Where m is the weight rank of the Fuzzy K-Nearest Neighbor, m > 1, in this research is used m = 3. From the result of the distance of each class $S_{ij}$ divided by the sum of the distance of each class $D_i$, in each class-j, the calculation can be seen in the formula 6

$$u_{ij} = \frac{S_{ij}}{D_i}$$

So to get a prediction class for test data, done by selecting the largest membership value. Class prediction can be done with the formula 7.
\[ y' = \arg \max_j \left( u_{ij} \right) \]  

(7)

3. Results and Discussion

In this study, the impact of the summary on the classification of documents viewed from two sides, namely time and accuracy. Classification using a document that has been summarized compared with unbranched documents can be done more quickly. The average difference of speed required up to 5 minutes. The number of words used before being summarized is 4593, after summarizing the word used in the classification of 3908. The results of this study are in accordance with the study [5], which states the more data used, the longer the processing.

In this research used 100 background documents of the problem, which is divided into 5 groups of scholars. The five scientific groups are Information Systems (A), Software Engineering (C), Multimedia (C), Mobile Technology (D), and Computer Science (E). Each group was taken 20 randomly titles and from 20 titles from each group were taken 4 as test data. In the calculation of accuracy used confusion matrix. Table 1 shows the results of classification using KNN method with K = 43 while in table 2 it is shown the confusion matrix using FK-NNC by using K = 7. Can be seen in table 1, good test data from various groups, test results show that 75% of test data are classified as group B, while in table 2, test data 75% test data classified as group E. This is caused, in every field of science has many incidents. This is the contrary to the assumption of classifiers used in the classification process that each group is independent, so that each object has exactly a group [1]. (See Table 1,2).

Table 1. Result of Confusion Matrix of KNN Method with K = 43.

| Predicted class | A | B | C | D | E | Accuracy |
|-----------------|---|---|---|---|---|----------|
| A               | 1 | 3 |   |   |   | 25%      |
| B               | 3 | 4 |   |   |   | 100%     |

Actual Class

| C | 4 | 0% |
| D | 4 | 0% |
| E | 4 | 0% |

Table 2. Result of Confusion Matrix of FK-NNC Method with K = 7.

| Predicted Class | A | B | C | D | E | Accuracy |
|-----------------|---|---|---|---|---|----------|
| A               |   |   | 4 | 0%|   |          |
| B               |   |   |   | 4 | 0%|          |

Actual Class

| C | 1 | 3 | 0% |
| D | 1 | 2 | 25%|
| E | 4 | 100%| 100%|

The results of the total accuracy calculations of this study are still far from expected, unlike in Indriani's research [6] who do the same thing only using SVM method gets 77% and Prasetyo [9] using FK-NNC for classification gets 97% greatest accuracy. However, in this study it is sufficient to show the effect of the summary on the classification. Can be seen in table 3 and table 4, that the accuracy of classification using both KNN and FK-NNC better than without summary.
Table 3. Accuracy of KNN method.

| K=   | By summary (%) | Without Summary (%) |
|------|---------------|---------------------|
| 21   | 25            | 20                  |
| 22   | 20            | 20                  |
| 23   | 20            | 20                  |
| 31   | 20            | 20                  |
| 32   | 20            | 20                  |
| 33   | 20            | 20                  |
| 41   | 25            | 20                  |
| 42   | 30            | 20                  |
| 43   | 25            | 20                  |
| 51   | 20            | 20                  |
| 52   | 20            | 20                  |
| 53   | 20            | 20                  |

Table 4. Accuracy of FK-NN method.

| K=   | By summary (%) | Without Summary (%) |
|------|---------------|---------------------|
| 2    | 20            | 15                  |
| 3    | 25            | 15                  |
| 4    | 20            | 20                  |
| 5    | 25            | 30                  |
| 6    | 25            | 25                  |
| 7    | 25            | 20                  |
| 8    | 25            | 25                  |
| 9    | 30            | 20                  |
| 10   | 25            | 20                  |

4. Conclusions

The conclusion of this study is that the summary can be used to optimize the classification, this can be seen by the decreasing time for the classification of the text. However, for data such as thesis preliminary as in this study, cannot use term frequent feature. This can be seen from the results of small accuracy, this happens because with only the use of term frequent, each group will be intercepted, which is contrary to the assumption of the classification. Therefore, the data as used in this study requires features other than term frequent to be classified.
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