Boundary spin polarization as robust signature of topological phase transition in Majorana nanowires
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We show that the boundary charge and spin can be used as alternative signatures of the topological phase transition in topological models such as semiconducting nanowires with strong Rashba spin-orbit interaction in the presence of a magnetic field and in proximity to an s-wave superconductor. We identify signatures of the topological phase transition that do not rely on the presence of Majorana zero-energy modes and, thus, can serve as independent probes of topological properties. The boundary spin component along the magnetic field, obtained by summing contributions from all states below the Fermi level, has a pronounced peak at the topological phase transition point. Generally, such signatures can be observed at boundaries between topological and trivial sections in nanowires and are stable against disorder.

I. INTRODUCTION

Topological models have attracted a lot of attention in recent years. One of the first topological systems proposed about forty years ago is the Su-Schrieffer-Heeger (SSH) model[1], describing properties of one-dimensional dimerized polymers. In this spinless model, a nondegenerate fermionic zero-mode, localized at a domain wall, is associated with a well-defined half-integer boundary charge.[2,3] The same results were first predicted in a continuum model proposed by Jackiw and Rebbi.[4] The half-integer value of the boundary charge in these models is protected by the chiral symmetry. If this symmetry is broken, the value of the boundary charge can deviate from e/2.[5,6] Importantly, however, in the topological regime, there is always a boundary charge (independent of the presence of bound states) at the domain wall as was shown in several extensions of the SSH model.[7–9] Recently, the concept of the fractional boundary charge in topological SSH models was revisited, aiming at different systems that could be realized in modern experimental settings.[10–28] and even in higher dimensions.[29–31] Motivated by these studies on boundary charges we would like to go a step further and focus in this work on boundary spins. In particular, we want to study the behavior of boundary spins in- and outside the topological phase and demonstrate that the total moment of spins close to the boundary can be used as signature for the topological phase transition.

Currently, Majorana fermions (MFs), proposed as a real-field solution of the Dirac equation and thus being its own antiparticle,[32] attract the most attention among the known bound states in topological systems. With the rapidly growing interest in topological properties of condensed matter system,[33–39] MFs were proposed to be present in various theoretical and experimental setups.[40–55] The most promising ones among them being chains of magnetic adatoms on superconducting surfaces,[56–59] and semiconducting nanowires (NWs) with sizeable Rashba spin-orbit interaction (SOI) in the presence of a magnetic field and proximity-induced superconductivity.[60–64] Majorana fermions can be used as building blocks for topological quantum computing[65,66] and can be combined with spin qubits in quantum dots into hybrid architectures.[67–77] Most of the studies so far focused on the transport properties of such NWs in the topological regime or on properties of MFs themselves and their dependence on physical parameters. Also, there has been substantial interest recently in the investigation of the spin polarization of Andreev and Majorana bound states.[53,59] However, it has been pointed out that great care must be taken when identifying topological phases from the presence of quasiparticle states inside the superconducting gap.[50–52] Thus, it is most desirable to have additional signatures available (besides MFs) that would allow one to identify the topological phase transition. Re-
cent works, which analyzed the bulk signatures of the topological transition, focused either on the spinless Kitaev model or studied finite-size scaling of the ground state energy in a generic conformal field theory approach for each of the symmetry classes. In this work, we would like to investigate the experimentally most relevant model of Rashba NWs and to provide relevant quantities accessible by state-of-the-art measurements. In contrast to aforementioned works, we focus on local boundary effects and consider here different aspects of topological phases in one-dimensional systems, namely non-transport signatures of the topological phase transition in the bulk states, or, more precisely, in the boundary charge and boundary spin to which all occupied states close to the Fermi level contribute.

The paper is organized as follows. In Sec. II, we introduce the Rashba NW setup, which is modeled and analyzed in a tight-binding description by means of exact diagonalization, where all four components of the quasiparticle wavefunctions, needed for calculating the observables of interest, are obtained. In Sec. III, we focus on the boundary spin in the topological and trivial phases and find pronounced signatures in the spin component along the magnetic field direction, which allows us to identify the topological phase transition point. We summarize our results in Sec. IV.

II. MODEL

We investigate the system composed of a semiconducting NW with strong Rashba SOI in the proximity to a bulk s-wave superconductor in the presence of a magnetic field applied along the NW axis along z direction, see Fig. 1. The SOI vector \( \alpha \) points along the y direction. The B-field results in the Zeeman energy \( \Delta_Z = g \mu_B B/2 \), where \( g \) is g-factor and \( \mu_B \) the Bohr magneton. The corresponding tight-binding Hamiltonian is written as

\[
H = -t \sum_{(jj')\sigma} \left( c_{j\sigma}^\dagger c_{j'\sigma} + \text{H.c.} \right) + \left( 2t - \mu \right) \sum_{j\sigma} c_{j\sigma}^\dagger c_{j\sigma} + \Delta_Z \sum_{j\sigma\sigma'} c_{j\sigma}^\dagger c_{j\sigma'} + i \sum_{(jj')\sigma\sigma'} \left( \alpha c_{j\sigma}^\dagger c_{j'\sigma}^\dagger + \text{H.c.} \right) + \Delta_{SO} \sum_j \left( c_{j\uparrow}^\dagger c_{j\downarrow}^\dagger + \text{H.c.} \right),
\]

where the creation operator \( c_{j\sigma}^\dagger \) creates an electron with spin \( \sigma = \uparrow, \downarrow \) at site \( j \) of a chain consisting of \( N \) sites with lattice constant \( a \). In the first and fourth terms, the summation runs only over neighbouring sites \( j \) and \( j' \). Here, \( t \) denotes a nearest-neighbour hopping matrix element, \( \mu \) is the chemical potential, and \( \Delta_{SO} \) denotes the superconducting gap induced by proximity to the bulk s-wave superconductor. We note that in our model \( \mu = 0 \) corresponds the chemical potential being tuned to the SOI energy, which is defined here as \( E_{SO} = \alpha^2/t \). For the rest of the paper we fix \( t = 1 \) and use it as an energy scale. The system is in the topological phase hosting zero-energy MFs at the nanowire ends if \( \Delta_Z > \Delta_{SO} \), where \( \Delta_Z = \sqrt{\mu^2 + \Delta_{SO}^2} \). To study the topological phase transition in semiconducting NWs, we focus on the experimentally most relevant strong SOI regime, \( E_{SO} \gg \Delta_{SO}, \Delta_Z \).

By diagonalizing numerically the Hamiltonian \( H \) [see Eq. (1)], one can determine the energy spectrum \( E_n \). In addition, one also finds the operators \( \psi_n = \sum_j \left( u_{n,j}^\dagger c_{j\uparrow} + u_{n,j}^\dagger c_{j\downarrow} + v_{n,j}^\dagger c_{j\uparrow} + v_{n,j}^\dagger c_{j\downarrow} \right) \), corresponding to annihilation operators for each of these \( n = 4N \) states. Due to particle-hole symmetry, all states appear in pairs, i.e. if \( E_n \) is a solution, then so is \(-E_n\). In what follows, we will focus on non-positive energy states. To characterize local bulk properties, we define the local charge \( \rho_j \) and the local spin densities \( S^x_j, S^y_j, S^z_j \) at each site.

![Figure 2. The spin density \( S^x_j \) (projected along \( B \)-field) as a function of site \( j \). Away from the NW ends, \( S^x_j \) is constant and given by \( S_0^x \) determined solely by bulk properties of the system. However, close to NW ends, \( S^x_j \) oscillates in all parameter regimes and there is no qualitative difference between trivial (indicated by squares) and topological (indicated by dots) phase. In all plots, the lines are guides to the eye. However, there is a quantitative shift in the amplitude of the first oscillations, as the system is driven through the topological phase transition. We consider the system being deep in (red, \( \Delta_Z = 0.07 \)) and out of (green, \( \Delta_Z = 0.03 \)) the topological phase as well as close to the topological phase transition (blue, \( \Delta_Z = 0.048 \)) and out of (orange, \( \Delta_Z = 0.052 \)) the topological phase. The parameters are fixed to \( N = 150, \mu = 0, \alpha = 0.3, \) and \( \Delta_{SO} = 0.05 \). This choice of parameters corresponds to typical values observed in experiments with nanowires such as: \( m = 0.015m_e, v_F = 0.8 \times 10^6 \text{ m/s}, E_{SO} = 0.9 \text{ meV}, \) and \( \Delta_{SO} = 0.5 \text{ meV} \) (with \( a = 15 \text{ nm}, t = 10 \text{ meV} \)).]
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\[ \rho_j = \sum_{E_n < 0, \sigma} (|v_{\sigma nj}|^2 - |v_{\sigma nj}|^2), \]

(2b)

\[ S_j^z = \sum_{E_n < 0, \sigma} \sigma (|v_{\sigma nj}|^2 - |v_{\sigma nj}|^2), \]

(2c)

\[ S_j^x = \sum_{E_n < 0, \sigma} (u_{\sigma nj} u_{\sigma nj}^* - v_{\sigma nj} v_{\sigma nj}^*), \]

(2d)

\[ S_j^y = i \sum_{E_n < 0, \sigma} (\sigma u_{\sigma nj} u_{\sigma nj}^* - \sigma v_{\sigma nj} v_{\sigma nj}^*). \]

where the index \( \sigma = 1 \) (1) corresponds also to spin up (down) states defined above, see Fig. 2. For zero-energy MF wavefunctions one can show that \( u_{\sigma nj}^* = v_{\sigma nj} \) and \( u_{\sigma nj} = v_{\sigma nj} \). Thus, the MF charge and spin densities are exactly zero and they do not contribute to Eq. (2). For this reason, we take in our definition only bulk states with negative energies into account. In addition, in our model, the Hamiltonian is real, so all the eigenvectors can also be chosen to be real. As a consequence, we find that \( S_j^y \) is identically zero for all configurations considered below.

Away for the NW ends, both spin and charge densities are constant as expected in a translationally invariant system, see Fig. 2. However, close to the NW end, these quantities oscillate around their bulk values \( \rho_0 \) and \( S_0^{x,z} \) determined as the value at the middle of the NW \( \rho_0 = \rho_j = [\frac{1}{2}] \) and \( S_0^{x,z} = S_j^{x,z} \), where \( [M] \) denotes the integer part of \( M \). Here, we assume that the NW is long enough such that these oscillations decay in the middle of the NW. In the strong SOI regime, there are two length scales associated with bulk gaps at exterior branches \( \xi_\alpha/a = 2\alpha/\Delta_{SC} \) and interior branches \( \xi_\alpha/a = 2\alpha/|\Delta_{SC} - \Delta_{Z}| \). In what follows, we work in the regime in which the NW length \( L \) is much longer than both \( \xi_\alpha \) and \( \xi_\alpha \), see Fig. 2.

Our main interest are boundary effects. As a result, for further convenience, we define the left and right boundary charge and spin as

\[ \tilde{\rho} = \sum_{j=1}^{m} (\rho_j - \rho_0), \]

\[ \tilde{S}_L^{x,z} = \sum_{j=1}^{N} (S_j^{x,z} - S_0^{x,z}), \]

\[ \tilde{\rho}_R = \sum_{j=N-m}^{N} (\rho_j - \rho_0), \]

\[ \tilde{S}_R^{x,z} = \sum_{j=N-m}^{N} (S_j^{x,z} - S_0^{x,z}). \]

First, we subtract from charge and spin densities their bulk values. Second, we sum densities over \( m \) sites at the left or right edge to define the right and left boundary charge or spin. Our system is symmetric with respect to the middle of the NW, so right and left boundary charges and spins can at most differ in sign. In our case, we find that \( \tilde{\rho}_L = \tilde{\rho}_R \) and \( S_L^{x,z} = S_R^{x,z} \), whereas \( S_L^{x,z} = -S_R^{x,z} \), see the Appendix A. We confirm that for values of \( m \) such that \( \max\{\xi_\alpha, \xi_\alpha\}/a < m < N/2 \), \( \tilde{\rho}_L \) and \( \tilde{S}_L^{x,z} \) converge to constant values \( \tilde{\rho}_R \) and \( \tilde{S}_R^{x,z} \). Without loss of generality, in what follows, we focus only on the left boundary charge and spin.

III. SIGNATURE OF TOPOLOGICAL PHASE TRANSITION

Next, we focus on the characteristic behavior of the boundary charge and spin around the topological phase transition. First, we analyze the behavior of the spin density along the magnetic field \( S_j^{z} \) for various values of Zeeman gaps and all the other parameters fixed, see Fig. 2. As expected, \( S_j^{z} \) is constant in the middle of the chain and saturates to \( S_0^{z} \), however, as one approaches the end of the chain, spatial oscillations in \( S_j^{z} \) begin to emerge. Not surprisingly, the spin polarization along the magnetic field strongly depends on the strength of the B-field. The stronger the magnetic field is, the larger is the polarization, see Fig. 2. Close to the phase transition point, the oscillations in \( S_j^{z} \) at the NW ends get more pronounced and are characterized by higher amplitudes and longer decay lengths. In order to quantify these oscillations, we calculate numerically the boundary spin and charge as defined in Eq. (4). The signature of the topological phase transition can be clearly seen in the \( z \)-component of the boundary spin, \( S_L^{z}/R_{\mu} \), see Fig. 3. In the Appendix A we also provide details on the boundary charge and the \( S^x \)-component, however, there is no signature of the topological phase transition in these quantities. In contrast to that, the \( S_L^{z}/R_{\mu} \) has a pronounced

Figure 3. The left boundary spin component along z direction, \( \tilde{S}_L^{x,z} \), as a function of the Zeeman energy \( \Delta_{Z} \). The \( \tilde{S}_L^{x,z} \) has a peak at \( \Delta_{Z}^{\text{max}} \), which coincides in sufficiently long systems with the point of the topological phase transition \( \Delta_{Z} = \Delta_{SC} \). This peak is an independent signature of the topological phase transition. The system parameters are taken to be \( \alpha = 0.3, \Delta_{SC} = 0.05, \mu = 0, N = 2000, \) and \( m = 1000. \)
peak at the value of the Zeeman energy $\Delta_Z^{max}$ that is very close to the critical value $\Delta_Z^c$ determined from the topological criterion. The longer the system is, the more close $\Delta_Z^{max}$ to $\Delta_Z^c$, see Fig. 4. We find that $\Delta_Z^{max}$ weakly depends on the system size $N$ and approaches the critical value asymptotically as a function of $1/N$. Importantly, the value of $S_{Lm}^z$ does not depend on whether the MF state is occupied or not as its contribution is identically zero. Thus, for long enough systems, the position of the peak in $S_{Lm}^z$ can be used as an independent signature of the topological phase transition.

It is also important to emphasize the role of the chemical potential $\mu$. It is well known that the system can also be driven between topological and trivial phases by changing $\mu$ [12][13]. In this case, when the topological phase is reached, there are two peaks in $S_{Lm}^z$ at two critical values $\mu = \pm \mu_c$ with $\mu_c = \sqrt{\Delta_Z^c - \Delta_Z^{max}}$, see Fig. 4. Again, we see that the critical values $\pm \mu_c$ are asymptotically reached as the size of the system is increased. However, when the width of two peaks is comparable with $\mu_c$, the two peaks will merge. Thus, this criterion works best for large values of $\Delta_Z$ and long systems. We note that one faces the same problem if the detection of the phase transition is done via zero-bias peak signatures in transport measurements. In short nanowires, the MFs of opposite ends will overlap and split away from zero energy if one is not deeply in the topological phase.

Finally, we would like to demonstrate the stability of the presented signatures against disorder and, thus, show that they are also topologically protected. For this, we add on-site disorder to our model [see Eq. (1)] as well as we modify the system by adding trivial section at the NW end. Results for the both cases are presented in the Appendices C, D. In all configurations, the signature of the topological phase transition in the boundary spin $\tilde{S}_{Lm}^z$ is still fully present.

So far we have focused on signatures of the topological phase transition to be detected in the boundary spin. However, the bulk values of the spin component along the magnetic field $S_0^z$ also carry information about the topological phase transition if periodic boundary conditions are imposed, see the Appendix E for details. In this case, the system is translationally invariant and it does not matter at which point one computes the bulk gap $\Delta_S^{max}$, see Fig. 5. Again, we see that the critical values $\pm \mu_c$ are asymptotically reached as the size of the system is increased. However, when the width of two peaks is comparable with $\mu_c$, the two peaks will merge. Thus, this criterion works best for large values of $\Delta_Z$ and long systems. We note that one faces the same problem if the detection of the phase transition is done via zero-bias peak signatures in transport measurements. In short nanowires, the MFs of opposite ends will overlap and split away from zero energy if one is not deeply in the topological phase.
IV. CONCLUSIONS

We have identified signatures of the topological phase transition in the boundary spin component in one-dimensional topological systems. These signatures are present when tuning through the phase transition point either with the magnetic field or with the chemical potential. Moreover, we have shown that these signatures do not rely on the presence of MFs and always occur at the boundary between topological and trivial sections of the NW. We have analyzed the finite-size effects of the boundary spin and shown that the position of the peak converges to the value obtained analytically in the continuum limit. These results are also stable with respect to disorder.
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Appendix A: Results for boundary spin component $S_{Lm}^z$ and boundary charge $ρ_{Lm}$

For the sake of completeness, we present here our results for the local spin density $S_j^z$ and charge density $ρ_j$, see Fig. 4. As the SOI vector points along the $x$ direction, it is expected that $S_j^z$ in the center of the chain vanishes and moreover $\sum_{j=1}^{N} S_j^x = 0$, which imposes that $S_j^z$ must be antisymmetric with respect to the middle of the chain. We confirm this expectation by exact numerical diagonalization. As in the case of $S_j^z$, spatial oscillations in $S_j^z$ appear close to the ends of the NW, getting more pronounced as one approaches the topological phase transition. In case of the charge density $ρ_j$, the characteristic behavior is very similar while in this case, as expected, the results are symmetric with respect to the middle of the wire. We also calculate the corresponding boundary charge $ρ_{Lm}$ and the boundary spin component $S_{Lm}^z$ (see Fig. 7). However, we do not observe any well-pronounced signatures of the topological phase transition in these quantities. For $ρ_{Lm}$, we can see a transition from almost constant to a linear dependence of $ΔZ$, however, this signature seems to be difficult to measure.

Appendix B: Local properties of boundary spin component $S_{Lm}^z$

We would like to elaborate on the question in which sense $S_{Lm}^z$ is a local signature emerging only at the end of the NW. In other words, we should investigate the behavior of $S_{Lm}^z$ with respect to changes in $m$, see Fig. 8. Far from the topological phase transition, we observe that $S_{Lm}^z$ converges very quickly with increasing $m$ and is therefore a local property of the end of the NW. As we approach the transition point, values for the respective $m$’s start to differ. Nevertheless, even for $m = 20$ we still observe a well-pronounced peak almost at the same $ΔZ$ as for $m = 100$. Based on that we can conclude that $S_{Lm}^z$...
is a local quantity with main support at the end of the NW.

For completeness, we also show that the signature of the topological phase transition in $S^z_{Lm}$ does not crucially depend on a large value of the SOI strength, see Fig. 9. Indeed, the peak is even more pronounced in the regime of weak SOI.

### Appendix C: Effect of on-site disorder - stability of topological phase transition signature in $S^z_{Lm}$

To demonstrate that the presented signature of the topological phase transition in the boundary spin component $S^z_{Lm}$ is robust, we must verify that this signature persists even if the disorder is present, see Fig. 10.

We perform the same calculations as before, however, add fluctuations in the chemical potential. We see that, locally, disorder causes the appearance of a similar feature in the spin density as already observed at the NW ends. Namely, there is a local maximum in the spin density $S^z_j$ at the position of the impurity. The oscillations around the impurity position decay as one moves away. If there are many impurities, such effects will average out. As a result, there can be only local redistribution of the spin density $S^z_j$, which do not affect the boundary spin $S^z_{Lm}$. Therefore, as expected, the signature of the topological phase transition, i.e. peak in $S^z_{Lm}$ at $\Delta z$, is robust against local disorder. This holds also in the case of disorder as strong as the superconducting gap $\Delta_{SC}$ itself and well beyond.

Next, we add magnetic disorder. A magnetic impurity at site $j$ pointing in arbitrary direction defined by two
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**Figure 7.** (a) Boundary charge $\tilde{\rho}_{Lm}$ and (b) component of the boundary spin along the $x$ axis $\tilde{S}^x_{Lm}$ as a function of Zeeman energy $\Delta z$. There are only weak features associated with the topological phase transition. Unlike the pronounced peak in $S^z_{Lm}$, the component $\tilde{S}^z_{Lm}$ cannot reliably distinguish the trivial from topological phase. The system parameters are chosen to be $\alpha = 0.3$, $\Delta_{SC} = 0.05$, $\mu = 0$, $N = 200$, and $m = 100$.
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**Figure 8.** Component of the boundary spin along $z$ axis, $S^z_{Lm}$, [see Eq. (4)] as a function of Zeeman energy $\Delta z$ for different cut-off values: $m = 1, \ldots, 100$. Here, $m = 1$ corresponds to the lowest blue curve. Other curves are ordered according to ascending $m$ at small $\Delta z$. The peak in $S^z_{Lm}$ close to $\Delta z$ is observed already for $m = \xi_{SC}/a$ ($\xi_{SC}/a = 12$ for this plot), thus, the proposed signature of the topological phase transition is local with contributions coming from the occupied bulk states at the end of the NW. The system parameters are chosen to be $N = 200$, $\alpha = 0.3$, $\Delta_{SC} = 0.05$, and $\mu = 0$.
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**Figure 9.** Component of the boundary spin along $z$ axis, $S^z_{Lm}$, [see Eq. (4)] as a function of Zeeman energy $\Delta z$ for different values of SOI. We compare the experimentally relevant regime of strong SOI (red), $\alpha = 0.3$, with intermediate SOI regimes, $\alpha = 0.25$ (green) and $\alpha = 0.2$ (blue), as well as with weak SOI regime, $\alpha = 0.15$ (orange). The peak gets even more pronounced as one tunes from strong to weak SOI regime. The system parameters are chosen to be $N = 200$, $\Delta_{SC} = 0.05$, $m = 100$ and $\mu = 0$. 
spherical angles $(\theta, \phi)$ is modeled by adding the following term to the total Hamiltonian $H_i$, 

$$H_{MJ,j} = J \sum_{\sigma,\sigma'} c_{j\sigma}^\dagger \left( \sin \theta \cos \phi \sigma_x^{\sigma\sigma'} + \sin \theta \sin \phi \sigma_y^{\sigma\sigma'} + \cos \theta \sigma_z^{\sigma\sigma'} \right) c_{j\sigma'}.$$ (C1)

We repeat the same procedure as described before for potential disorder and again compare the results with the case of the clean wire, see Fig. 11. In case of a magnetic impurity pointing in the $z$ direction along (opposite to) the direction of magnetic field, there is a dip (peak) in the local spin density. Such an effective local magnetic field sums up with the externally applied uniform field and increases (decreases) the total spin polarization, and, thus, affects the height but not the position of the peak in the boundary spin. In the case of the magnetic impurity pointing along the $x$ direction, there is a peak in the local spin density. This can be understood as follows: the local magnetic field polarizes spins locally along the $x$ direction, and, thus, diminishes the polarization in the $z$ direction, resulting in a local peak. In the case of a magnetic impurity pointing along the $y$ direction, there are practically no changes in the local spin density of states nor in the boundary spin. If the magnetic impurity is far away from the boundary, there is no effect on the boundary spin. In case of multiple magnetic impurities such effects average out. To conclude, magnetic disorder does not affect the signature of the topological phase transition carried by the boundary spin.

Figure 11. (a) Component of the boundary spin, $\tilde{S}_{Lm}^z$, and (b) the $z$-component of the local spin density $S_j^z$ in the presence of on-site magnetic disorder. Generally, we observe the same behavior as in the clean case accompanied by small overall renormalization of $\tilde{S}_{Lm}^z$, even in the case of relatively strong disorder. We add disorder in the chemical potential $\mu_{\text{dis}}$ on site $j$, elsewhere, we keep $\mu = 0$. In panel (a), $\tilde{S}_{Lm}^z$ for the clean wire (red) is compared with results for a disordered wire with $\mu_{\text{dis}} = 0.04$ at site $j = 30$ (green); with $\mu_{\text{dis}} = 0.05$ at site $j = 30$ (blue); and with $\mu_{\text{dis}} = 0.04$ at site $j = 1$ (orange). If an impurity located at the first site of the NW, the boundary spin is left unchanged even for very strong values of disorder, $\mu_{\text{dis}} = 0.1$. The signature of the topological phase transition is clearly not affected by disorder. In panel (b), $S_j^z$ is shown for a disordered NW with $\mu_{\text{dis}} = 0.04$ at site $j = 30$ ($\Delta_Z = 0.07$). The presence of the impurity manifests itself as an additional local peak in $S_j^z$ accompanied by spatial oscillations. As a result, there is a local redistribution of the spin density, which does not affect the boundary spin. If there are several impurities, their contributions average out and the system gets even more stable to disorder. The system parameters are chosen to be $N = 200$, $\alpha = 0.3$, $\Delta_{SC} = 0.05$, and $m = 100$. 
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Appendix D: Boundary spin $\tilde{S}_{Bm}$ at the boundary between topological and trivial phases

In the main text, we have focused on the boundary spin located at the ends of the NW. Here, we show that, generally, the boundary spin is associated with the boundary between topological and trivial sections in the NW. As a result, there is a contribution to $\tilde{S}_{L/Rm}$ coming from both sides of the boundary, i.e., from the topological section and from the trivial section. This means that the definitions for $\tilde{S}_{R/Lm}$ given by Eqs. (4) and (6) should be generalized. For the moment, let us focus on the boundary located at the site $N$ and introduce the boundary spin as

$$
\tilde{S}_{Bm} = \sum_{j=N-m_\leq}^{N} (S_j^z - S_{0<}^z) - \sum_{j=N}^{N+m_\geq} (S_j^z - S_{0>}^z),
$$

$$
S_{0<}^z = S_{j=\lfloor N/m_\leq \rfloor}^z, \quad S_{0>}^z = S_{j=\lfloor N/m_\geq \rfloor}^z.
$$

Here, the sum runs over $m_\leq$ ($m_\geq$) sites of the left (right) section of the NW consisting in total of $N_\leq$ ($N_\geq$) sites, such that $m = m_\leq + m_\geq$. Without loss of generality, we can assume that the left (right) section is in the topological (trivial) phase. Assuming that both sections are long enough, one determines the bulk value of the spin density as $S_{0<}^z$ and $S_{0>}^z$ for each section separately, as they are generally not the same. This can be seen clearly in Figs. 13(b) and 12(b), where we show how a typical spin density profile looks like in NWs divided into two sections.

We consider two scenarios. In the first scenario (see Fig. 12), we attach a superconducting lead at the right end of the NW. In this lead, we assume that the Zeeman field is screened and the SOI is absent. As a result, this NW section is always in the trivial phase. Again, one observes a well-pronounced peak in $\tilde{S}_{Bm}$ at Zeeman energies close to the critical value $\Delta_Z^c$. In the second scenario (see Fig. 13), the right section of the NW has stronger proximity-induced superconductivity. Thus, it enters the topological phase at larger values of Zeeman energy.
energy. As a result, there are two peaks in $\tilde{S}_{Bm}$. The first (second) peak corresponds to a Zeeman energy at which left (right) section of the NW becomes topological.

Appendix E: Signatures of topological phase transition in bulk values of spin

So far we have focused on signatures of the topological phase transition to be detected in the boundary spin. However, the bulk values of the spin polarization along the magnetic field, $S_{z}^p$, also carries the information about the phase transition in finite-size systems. To focus on bulk properties only and to exclude any influence of boundary effects, we impose now periodic boundary conditions on the system, forming a NW ring. In this case the system is translationally invariant and it does not matter at which point one computes the bulk value of the spin polarization $S_{Bm}^p$. In finite-size systems, we always observe a sharp discontinuity in $S_{Bm}^p$ at the point of the topological phase transition, $\Delta Z = \Delta Z_c$, see Fig. 14. In contrast to the boundary spin, this discontinuity always takes place at $\Delta Z_c$ independent of the system size. However, the value of the jump $\Delta S_{Bm}^p$ in $S_{Bm}^p$ depends on the size of the system. We analyzed the value of the jump as a function of system size $N$ and conclude that it can be fitted best by an $1/N$ dependence. We note that the results of this subsection obtained for bulk states with periodic boundary conditions are closely related to the ones obtained for bulk states in Ref. 31. In particular, the sign reversal of the spin polarization of the bulk state with zero momentum is responsible for the jump in $S_{Bm}^p$. In stark contrast, the features of the boundary spin $S_{Bm}^p$ are due to boundary effects and thus are of different physical origin.

Figure 14. (a) Component of spin polarization along the z axis, $S_{Bm}^p$, as a function of Zeeman energy in the system with periodic boundary conditions. Away from the topological phase transition point $\Delta Z_c$, $S_{Bm}^p$ is a linear function of $\Delta Z$. The discontinuity in spin polarization, $\Delta S_{Bm}^p$, occurs exactly at $\Delta Z_c$. (b) The size of the jump $\Delta S_{Bm}^p$ is inversely proportional to the system size $N$. Numerical results (red dots) are fitted by the analytical formula $\Delta S_{Bm}^p \propto 1/N$ (blue curve). The system parameters are chosen to be $\alpha = 0.3$, $\Delta SC = 0.05$, $\mu = 0$, and $m = N/2$.
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