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ABSTRACT: A new method to compute correlation functions in AdS_{d+1} in general dimension is introduced, considering a particle quantised in the worldline formalism of quantum field theory, coupled to bulk fields, in particular gravity, quantised in the standard manner. This gives a systematic two-parameter perturbative expansion organised by small parameters $G_N$ and the inverse mass of the particle, complementary to the usual Witten diagram expansion. This connects closely to CFT language, with the geodesic Witten diagram representation of global conformal blocks emerging naturally, and for two dimensions gives a bulk representation of the Virasoro block, with a systematic method for computing quantum corrections. The global conformal block and other contributions are shown to exponentiate in correlation functions in any dimension, corresponding to pieces of Witten diagrams at arbitrary loop order.
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1 Outline

Holographic duality [1–3] provides a UV complete and nonperturbative definition of a quantum theory of gravity via the boundary CFT, which offers a laboratory to shed light on long-standing questions of quantum gravity, such as the information paradox [4], and provides a rich model of emergent spacetime. While AdS/CFT has already provided much information, for example giving a model where time-evolution is manifestly unitary despite formation and evaporation of black holes, many aspects of the duality remain mysterious, and further development of the dictionary between bulk and boundary is required to realise the full potential of holographic models to shed light on quantum gravity.

A lot of progress has been made in understanding what properties of a CFT give rise to a local, semiclassical gravity dual [5, 6], mostly focused on matching correlation functions to bulk perturbative effective field theory. However, the information paradox, and its sharpening by the AMPS(S)S firewall argument [7, 8], appear to require that bulk effective field theory should break down in some regime. An explanation of this breakdown, and of what replaces semiclassical spacetime, requires better understanding of bulk physics, and its connection to the UV description encoded in the CFT, particularly in the regime of nonlinear effective field theory.

This paper introduces a new method to organise bulk effective field theory and compute correlation functions, making use of the worldline, or ‘first-quantised’, formalism of QFT. This is complementary to the usual Witten diagram approach, accessing slightly different physics, and having a different regime of perturbative control. Before explaining this in more detail, I highlight some aspects of the overarching motivation that are illuminated using this approach.

Best understanding of holographic duality is aided by a simple map between descriptions of bulk physics and the boundary field theory, for example decomposition of correlation functions in terms of conformal blocks, the basic kinematic ingredients of a CFT. This then allows for efficient use of field theory arguments, such as the conformal bootstrap, with a direct connection to gravitational physics. For example, 20 years after the advent of AdS/CFT, even one-loop Witten diagrams remain largely opaque, with recent progress, such as [9], based mostly on CFT crossing symmetry rather than new bulk techniques. A closely related aspect of the duality that deserves more attention is to explain the discrepancy between the natural decomposition of correlation functions from the point of view of bulk and boundary. In the bulk, a correlation function is naturally described as coming from a sum over semiclassical saddle points, with loop corrections, and depends only on the perturbative effective fields and couplings. On the other hand, in the CFT it is more natural to choose a channel, and decompose into conformal blocks in that channel, including data for all states of the theory, including those of high energy, but constrained by crossing symmetry. The approach advocated in this paper organises the bulk saddle-points in a different way from standard approaches, which gives a more direct connection between bulk and boundary than traditional Witten diagrams, and suggests new regimes in which to apply the bootstrap philosophy.

A key aspect of the bulk theory is diffeomorphism invariance, which in particular
means that the bulk theory has no truly local observables. A quantum description of bulk
physics therefore requires construction of appropriate diffeomorphism invariant quantities,
particularly those which are sensitive to the existence of a local bulk spacetime, and which
map simply to quantities in the dual field theory. Worldline-quantised particles provide
natural candidates for such objects.

In the special case of three-dimensional gravity, much progress has been made by using
the extended symmetries of the infinite-dimensional Virasoro algebra. There has already
been much work connecting Virasoro conformal blocks to particles moving in AdS (see
section 5.5 for a summary) but no systematic bulk computation of quantum corrections
(though see section 5.6 for comments on constructions in the Chern-Simons formulation
[10]). One could also ask how we can draw more lessons in higher dimensions from objects
that seem so intimately related to the special properties of three dimensional gravity. The
worldline formalism provides answers to both of these, giving a representation of Virasoro
blocks with systematic corrections, which furthermore has a natural analogue in higher
dimensions (though the higher-dimensional generalisation is not determined by kinematics
alone).

Having made these motivating remarks, let us begin our journey into the bulk, guided
by a particle leading us along its worldline.

In the usual formulation of quantum field theory, the basic degrees of freedom are a set
of fields \( \phi(x) \), and we perform the path integral over all configurations of these fields, with
some action. The worldline approach instead treats the particles as fundamental, with the
configuration space being the set of particle trajectories, and the action being the length of
the worldline, weighted by the particle mass. For a scalar of mass \( m \) on a fixed background
metric \( g \), we make the following schematic replacement (in Euclidean signature):

\[
\int \mathcal{D}\phi \ e^{-\frac{1}{2} \int dt^1 dx (g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + m^2 \phi^2)} \rightarrow \int \mathcal{D}\gamma \ e^{-mL[\gamma,g]} \quad (1.1)
\]

This path integral can then be cast as a one-dimensional quantum mechanics living on the
worldline. As we will discuss later, once interactions are introduced, the worldline path
integral reproduces Feynman rules, and thence the results of perturbative QFT.

The history of this formulation arguably goes back to Feynman [11], but interest as a
practical approach began in earnest with the work of Bern and Kosower [12], who computed
gauge theory loop amplitudes by taking a large-tension limit of string theory. Physically,
this limit causes cylinders in the worldsheet to narrow, so as to be well-approximated by
particle paths, and the worldline formulation results as the QFT analogue of worldsheet
string theory. In this analogy, the worldline quantum mechanics corresponds to the world-
sheet CFT, and traditional QFT corresponds to string field theory. The approach used
here was pioneered by Strassler [13], who used it to derive the Bern-Kosower rules directly,
without recourse to string theory.

Since the worldline only gives a perturbative formulation of QFT, it may seem like a
step backwards, but historically, it has proved useful for various computations beyond the
applications to scattering amplitudes. Chiefly among these are applications to anomalies
and index theorems, for example the early work of Alvarez-Gaumé and Witten computing
gravitational anomalies [14]. For a far more comprehensive account of the history and
applications, see the review [15]. I will argue in this paper that the worldline gives a useful
new perspective on bulk physics, from both a conceptual and technical point of view. For
now, I simply outline two main points that will be central to the discussion.

Firstly, observe that the mass appears in the worldline path integral weighting the
action, so \( m \) plays the rôle of \( \hbar^{-1} \). The classical limit of the worldline quantum mechan-
ics therefore corresponds to a large mass limit, and the classical solutions are (networks of)
geodesics, giving rise to the geodesic approximation to propagators and correlation
functions. The loop corrections to the quantum mechanics living on the worldline then
systematically correct this approximation by allowing for fluctuations of the trajectories
away from geodesics, just as higher loops for worldsheets sigma-models give \( \alpha' \) corrections in
string theory. Conceptually, this provides a new organising principle for the bulk physics,
naturally splitting contributions from different saddle-points of the worldline action, useful
even outside the regime of perturbation theory. From a more pragmatic point of view,
this formulation naturally lends itself to systematic calculations in the perturbative regime
of large mass (in AdS units). We will find that this is complementary to the usual bulk
perturbation theory, and accesses different physics, for example allowing for simple com-
cputations of contributions that would be at arbitrarily high loop order in the usual Witten
diagram expansion.

Secondly, it is simple to couple the worldline theory to external fields such as gravity,
as in eq. (1.1) by including the metric dependence on the worldline length. We can then
quantise the external field by the standard approach, integrating over configurations, and in
the theory of the external field, the worldline path integral appears as a nonlocal operator:

\[
\int Dg \ e^{-\frac{1}{8\pi G_N} S_{EH}[g]} \int D\gamma \ e^{-mL[\gamma,g]} \tag{1.2}
\]

A standard example of this is the integral over closed worldlines of a charged particle
coupled to an electromagnetic field, which, from the point of view of the Maxwell field,
generates a series of interaction vertices. These are interpreted as the irrelevant operators
generated by integrating out the charged particle at one (or more) loop, deforming QED
to include photon vertices, for example allowing scattering of light by light via an electron
in a loop. For calculations perturbative in the strength of the external field or its coupling,
the interaction with the worldline can then be put in terms of vertex operators, whose
correlation functions we can calculate in the worldline quantum mechanics.\(^1\) Applied to
AdS/CFT, this will give us a second perturbation expansion (on top of the loop expansion
in \( m^{-1} \)) in the strength of the external field, parametrised by \( G_N \).

Keeping these two conceptual points in mind, I now outline the main context in which
we will apply them. Consider, for definiteness, a CFT in \( d \) dimensions with a semiclassical,

\(^1\)In string theory, the vertex operators have a dual rôle to play, since external fields which we can
couple to map to the states of the string itself. This needs conformal invariance on the worldsheet and the
state-operator correspondence, so there is no analogue here.
local AdS$_{d+1}$ dual (with curvature length scale $\ell_{AdS}$), described at low energies by Einstein gravity coupled to matter, with Planck scale parametrically separated from the AdS scale ($G_N \ll \ell_{AdS}^{d-1}$). Particularly if the matter is heavy, which here means $m\ell_{AdS}$ is large (but $m^{d-1} G_N \ll 1$ to keep control of gravitational effective field theory), it is most natural to quantise it in the worldline formalism. A physical way of saying this is that the Compton wavelength of the particle is intermediate between the Planck and AdS scales, which means that for AdS scale physics the appropriate classical limit is described in terms of particles and not fields. The quantum mechanics on the worldline is then approximately in a classical limit. While it is simplest to keep this regime in mind, I emphasise here that many of the lessons learnt will also apply at finite $m\ell_{AdS}$ (or alternatively at Planckian masses, particularly for $d = 2$).

We therefore quantise the ‘heavy’ matter using the worldline formalism, while using the standard QFT approach for the ‘light’ fields, in particular gravity (though more generally we could include gauge fields or anything else in this category). A heavy scalar particle is dual to a single-trace scalar primary operator $\phi(x)$ in the CFT, with dimension $\Delta \gg 1$ in the perturbative regime of the worldline quantum mechanics. The specific quantity that we will be most interested in is the four-point function $\langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle$ of this heavy operator, which is computed by the path integral with boundary conditions that there are worldlines ending on the boundary at the insertion points $x_i$. The most important classical solutions with these boundary conditions involve a pair of disjoint worldlines, on geodesics in pure AdS, joining the points $x_1, x_2$ and $x_3, x_4$, for example. This is not in fact a full classical solution, since the worldlines should backreact on the geometry, but this backreaction is parametrically small so we can nonetheless use it as a starting point for perturbation theory. This perturbation theory is in terms of two small parameters, $m^{-1}$ and $mG_N$, taking into account the fluctuations of the worldline away from the geodesic classical solution, and the exchange and bulk interaction of gravitons respectively.

The main work of the paper is to set up this expansion in detail, resulting in a systematic perturbation theory. The focus is primarily on the conceptual, and I will compute only some of the simplest contributions to this expansion, leaving more detailed technical work for future development. Despite this, even the simple diagrams computed here will have interesting and novel consequences, exemplifying the utility of the approach. I now give a brief summary of the main results in this direction. I state these in the language of a heavy scalar coupled to gravity, but in almost all cases, analogous results apply with more general field content.

- To first nontrivial order in $G_N$, the worldline formalism gives the global conformal block corresponding to the exchange of the stress tensor and descendants.
- In doing so, the ‘geodesic Witten diagram’ prescription [16] emerges naturally; this could be regarded as an explanation of why that recipe works.
- The stress tensor block, and all higher contributions, exponentiate in the correlation function. This is trivial to see from the worldline perspective, but unexpected, with far-reaching consequences, from standard CFT or Witten diagram points of view, in
particular encoding contributions to Witten diagrams at arbitrary loop order, and to
the OPEs of high multi-trace operators.

- As is evident from the conformal block result, the worldline naturally and cleanly
  splits up contributions corresponding to different particle number. In particular, the
  single- and double-trace exchanges in a tree level exchange Witten diagram come
  from different saddle points in the worldline path integral.

- In AdS$_3$, the result to all perturbative orders is the Virasoro conformal block. In an
  appropriate classical limit, this is a `semiclassical block’, with the worldline path inte-
  gral giving a systematic bulk method to compute and interpret quantum corrections
  to any desired order.

- Combining the two results above, it becomes clear that the Virasoro conformal block
does not include the full contribution to a correlation function from gravitational
interactions. Gravitational dynamics in AdS$_3$ is not fixed completely by kinematics,
when coupled to matter.

- Again special to the theory in AdS$_3$, the quantum mechanics on the worldline is one-
  loop exact, computable by fermionic localisation (though I do not exploit or develop
this observation further here).

From the point of view of understanding worldline QFT, some of the ideas in section 3
are, as far as I am aware, new. In particular, the boundary conditions with the worldlines
going to infinity, as required to compute their correlation functions, is different from most
of the worldline QFT literature, which deals with loops of the first-quantised particle.
Consideration of this leads to new results that are applicable more generally. Working in
an AdS background specifically is also new, though is largely an application of the standard
formalism.

The paper is structured as follows. In section 2, I outline the main idea, sketching the
diagrammatic organisation of the two-parameter perturbation theory resulting from cou-
pling gravity to scalars quantised in the worldline formalism. In section 3, I begin to set
up the details, reviewing the worldline analogue of the Polyakov path integral, describing
the quantum mechanics that lives on the worldline, its perturbative expansion, and the
coupling to gravity. In section 4 I then apply this to the main example of the paper, the
four-point correlation function of scalar operators, in which most of the results previewed
above will be explained. Section 5 expands on the discussion in various directions, includ-
ing sketching how the ideas apply to different backgrounds, focussing on thermal AdS, and
a more detailed discussion of the connection to Virasoro conformal blocks and the existing
literature on that subject. I also briefly discuss various generalisations and future direc-
tions of study, including Lorentzian and other special kinematics, and the connection to
constructions of diffeormorphism invariant bulk observables.
2 Perturbation theory for worldlines coupled to gravity

In this section, I will sketch the general idea, outlining the structure of perturbation theory in the simplest context of Einstein gravity coupled to a worldline-quantised scalar particle, focussing for definiteness on the four-point function of a heavy operator \( \phi \) as described in the introduction. This section will not use any details particular to AdS backgrounds, and is straightforwardly generalised to other field content and couplings, I simply choose one example to streamline the exposition. The technical details will be developed in subsequent sections.

The worldline formulation treats the particle dual to \( \phi \) as fundamental rather than the field, quantising the classical theory of a relativistic particle by integrating over all trajectories through spacetime. This requires choosing a parametrisation of this configuration space, gauge-fixing, finding the correct measure for the path integral and so forth, discussed in the next section, but here we focus simply on the structure of the perturbation theory. For this purpose, it will be enough to write down the schematic form of the path integral over worldlines with some action \( S_{WL} \), depending on the particle path and the metric, as well as over metrics to quantise gravity in the usual way, with action \( S_{EH} \):

\[
\int \mathcal{D}g \mathcal{D}\gamma \ e^{-\frac{1}{\kappa_N}S_{EH}[g] - m S_{WL}[\gamma,g]} \tag{2.1}
\]

It is simplest to consider the parametric regime \( 1 \ll m \ll G_N^{-1} \) (here and henceforth we set \( \ell_{AdS} = 1 \)), in which the natural way to compute the path integral, with appropriate boundary conditions for the metric and worldlines, is as follows. First, find the saddle-points \( g = g_0 \) of the dominant Einstein-Hilbert piece of the action \( S_{EH}[g] \), that is solving the vacuum Einstein equations with the given boundary conditions. Then, find saddle points \( \gamma = \gamma_0 \) of the worldline action on this fixed background \( S_{WL}[\gamma,g_0] \), which are geodesics in \( g_0 \). The result is not a true stationary point of the full action, since we have not accounted for the backreaction of the particle, but an approximate one if \( m G_N \ll 1 \) (a ‘probe limit’). Finally, compute perturbative corrections in powers of \( G_N \) and \( m^{-1} \) from the fluctuations of metric and particle path about the saddle point \( (g = g_0 + h \text{ and } \gamma = \gamma_0 + q \text{ with } h \text{ and } q \text{ small}) \), and sum over contributing saddles. There may be several separate worldlines included in the classical solution, perhaps joined at vertices, included to account for interactions of heavy particles. For the four-point function \( \langle \phi \phi \phi \phi \rangle \), the most important saddle-point takes \( g_0 \) to be pure AdS, with two separate geodesics, each joining a pair of the operator insertion points on the boundary.

The natural way to describe the particle path integral is in terms of fluctuations of the particle trajectory away from the geodesic. These are described by fields, collectively denoted \( q \), that live on the worldline, depending only on a single ‘time’ coordinate, such as an affine parameter \( s \) for the geodesic. The worldline is then parametrised as \( x^a(s) = x^a_0(s) + q^a(s) \), where \( x^0 \) is the geodesic path, and we integrate over the \( q \) fluctuations. Their contribution can be therefore described by a quantum mechanics living on each geodesic segment, which we will explore in more detail in the next section. This quantum mechanics may be exactly solvable, but in most cases it will be more convenient to expand
Table 1: Parametric scaling of vertices and propagators in Feynman rules. The worldline theory is in the first column, with solid lines corresponding to fluctuations $q$ of the worldline. The second column shows the rules for the usual gravitational theory in the bulk. The third column gives the couplings between the two. Higher-point vertices scale in the same way. The vertex at the top right, indicating a graviton coupling directly to the worldline without any fluctuation, exists because we are perturbing around a probe limit, in which we have not solved the full equations of motion including backreaction of the particle.

order by order in the fluctuations $q$ and compute perturbatively. The coupling constant in this expansion is roughly the inverse mass of the particle in AdS units $m^{-1}$, with fluctuations exploring AdS away from the geodesic suppressed by the Compton wavelength of the particle in units of the curvature scale.

We also expand in metric fluctuations $h$. From the point of view of the worldline, $h$ is regarded as an external field, and expanding $e^{-S_{WL}}$ in powers of $h$ will result in factors of integrals of local operators of the quantum mechanics, the vertex operators $V$. The path integral over worldlines with the external field $h$ turned on gives, at each order in metric perturbations, the correlation functions of products of vertex operators in the quantum mechanics. Finally, for the bulk theory itself we have the usual perturbative expansion, with graviton propagators of order $G_N$ and vertices of order $G_N^{-1}$, with the only novelty that the coupling to the worldline gives sources in the bulk.

We can cast this in diagrammatic language, with the quantum mechanics giving propagators and interactions corresponding to fluctuations $q$, living on a particular segment of worldline, gravity having its usual graviton propagators and vertices in the bulk, and the vertex operators providing couplings between $q$ and $h$, of order $m$. Note that because we have not solved the Einstein equations exactly, but only in the probe limit, these include couplings of the graviton directly to the worldline (a classical source for $h$), $V$ including a piece independent of $q$. This means that there will be vertices with gravitons coupling to any number of $q$ propagators, including zero and one. We sketch the Feynman rules, including only their scaling with the parameters, for the worldline theory, the bulk theory, and their couplings, in table 1.

With these rules in hand, what should we compute? The perturbative corrections
Figure 1: A two-loop, two graviton diagram, of order $mG_N^2$. The dotted lines indicate the locations of the unperturbed geodesics for the two particles, with an independent quantum mechanics living on each of these. This diagram contributes to $\langle \langle V_h V_h \rangle_{WL1} \langle V_h \rangle_{WL2} \rangle_{\text{gravity}}$, with a one-loop contribution to the two-point function of the graviton vertex operator on the first worldline, the tree-level one-point function of the vertex operator on the second, and a gravity three-point function of $h$ to tie them all together.

to the background (that is, the metric along with the geodesics) are encoded as the sum of vacuum diagrams with these rules, with no external sources. In the usual way, this is the exponential of the sum of connected vacuum diagrams, a simple fact that will have nontrivial consequences when applied later. The connected diagrams have a two-parameter expansion, in $m^{-1}$ and $G_N$, with the classical action of the geodesics contributing at order $m$, and the diagrams providing successively smaller corrections to that, with finitely many diagrams at any given order. It is convenient to organise this expansion in powers of $m^{-1}$ and $mG_N$, which respectively count the number of loops $L$ in the diagram, and the number of gravitons $N_g$ exchanged (roughly speaking), to give an overall contribution proportional to $m^{1+N_g-L}G_N^{N_g}$. As an example, a two-loop, two-graviton diagram is shown in fig. 1. The loops can be thought of as corrections to the geodesic approximation, and the gravitons correct the probe approximation. The main result of the paper is to set up a systematic expansion of these corrections.

If we wish to include interactions of the first-quantised particles by starting with a network with geodesics meeting at vertices, we should additionally allow the fluctuations $q$ living on different geodesic segments to interact at the vertices, coupling the boundary conditions by imposing that these interactions conserve bulk momentum. I will not develop this in any detail here, but it does not add any new conceptual difficulties.

I conclude the section by comparing with the usual Witten diagram expansion. Since
the number of gravitons $N_g$ counts the power of $G_N$ in a diagram, it may appear that $N_g - 1$ is equivalent to the loop order of a corresponding Witten diagram to which it contributes, but this is not quite correct, because the connected diagrams exponentiate. Any given connected worldline diagram encodes some piece of infinitely many Witten diagrams, to arbitrarily high loop order. Obversely, any single Witten diagram requires an all-loop (and, as we will see later, even nonperturbative) calculation on the worldline to reconstruct it. The standard approach and that advocated in this paper are therefore complementary, each being more useful and natural in its own appropriate regime.

3 The worldline quantum mechanics

The previous section outlined the general structure of the perturbation theory of a first-quantised scalar particle coupled to gravity. In this section, we will begin to attack the details, by learning more about the quantisation of the worldline theory. Some of this will be a lightning review of worldline quantum field theory, which is supplemented by appendix A, though for more detail and references, see [15, 17]. The main conceptually new material is in section 3.3, describing how boundary conditions at infinity simplify the worldline path integral. The section develops all the details of the worldline theory in AdS, culminating in the Feynman rules for the perturbative computation of the vertex operator correlation functions, carried out in section 3.4.

The details of the worldline theory are not necessary to understand the main points of the following section, so a reader impatient to apply the formalism to AdS correlation functions could skip to the next section.

3.1 Gauge-fixed worldline path integral

The first thing to do to make the worldline formulation more concrete is to define what is meant by the path-integral

$$\int D\gamma e^{-mL[\gamma,g]}$$

where the integral is over all paths, with some boundary conditions (either fixed endpoints, or periodic). A path is described by a map $x^a(s)$ from an interval (or a circle for periodic boundary conditions) parametrised by $s$, to spacetime, with coordinates $x^a$, so we can integrate over all such functions, with the length $L = \int ds \sqrt{g_{ab}(x)\dot{x}^a\dot{x}^b}$. But this overcounts, because the same path can be parametrised in many ways: there is a gauge symmetry of diffeomorphisms on the worldline that we must fix.

The standard way to proceed is to introduce an auxiliary metric on the worldline, described by an ‘einbein’ $e(s) = \sqrt{g_{ss}(s)}$ such that $e(s)ds$ defines the length element, with the action

$$S_P[x,e,g] = \frac{m}{2} \int ds e(s) \left( e(s)^{-2}g_{ab}(x(s))\dot{x}^a(s)\dot{x}^b(s) + 1 \right),$$

in which we can replace $e$ by the solution to its equation of motion to show equivalence to the usual length functional. Now for any given $e$, we can choose $s$ to be the arc-length along the curve with respect to this auxiliary metric, or said another way, there is always
a diffeomorphism that sets $e(s) = 1$. This condition defines the commonly-used gauge in worldline QFT, which I will call Polyakov gauge, after its introduction in Polyaok’s book [18], and its close analogue to the Polyakov path integral for the string. In that context, we introduce an auxiliary worldsheet metric, use Weyl gauge transformations to fix that metric to be flat (locally), and then diffeomorphisms to choose standard coordinates.

Just as for the string, there is global gauge-invariant data on the worldline that we can’t alter by diffeomorphisms, leaving a residual integral over ‘moduli’. For a particle with boundary conditions of fixed initial and final endpoints $x_0, x_1$, the parameter is defined on an interval, and the modulus is just the length $T$ of the worldline as measured in the auxiliary metric, $T = \int e(s) ds$. After fixing the starting point to be at $s = 0$, the action integral is between $s = 0, T$, and integrating over $T$ finally gives the gauge-fixed path integral:

$$
\int D\gamma \ e^{-mL[\gamma, g]} \rightarrow \frac{1}{2m} \int_0^\infty dT e^{-\frac{mT}{2}} \int Dg e^{-\frac{1}{2m} \int_0^T ds \, g_{ab} \dot{x}^a \dot{x}^b} \quad (3.3)
$$

In appendix A.2 I review the more careful derivation of this result by the Fadeev-Popov procedure. The measure from gauge-fixing does not introduce any subtleties, with the ghosts providing only a trivial theory which decouples. The prefactor is a conventional normalisation, chosen for later convenience.

We will also on occasion be interested in the case when the worldline forms a closed loop, the more commonly seen case in the literature. Now again we cannot fix the proper time around the loop by gauge transformations, so must integrate over it, but there is now an ambiguity over where to put $s = 0$ on the circle (or alternatively, constant shift diffeomorphisms are left unfixed). To compensate for the resulting overcounting, we can divide by $T$ in the measure for the modulus:

$$
\frac{1}{2m} \int_0^\infty \frac{dT}{T} e^{-\frac{mT}{2}} \int Dg e^{-\frac{1}{2m} \int_0^T ds \, g_{ab} \dot{x}^a \dot{x}^b} \quad (3.4)
$$

The worldline path integral over $x$ we are left with is something very familiar, defining a quantum-mechanical sigma-model, with spacetime as the target space. In particular, we can define the path integral to reproduce the results obtained from a Hamiltonian proportional to the Laplacian on the target space. The path integral with fixed boundary conditions on the endpoints is then given by the heat kernel (the heat equation being the Euclidean Schrödinger equation):

$$
\int Dg \ e^{-\frac{1}{2m} \int_0^T ds \, g_{ab} \dot{x}^a \dot{x}^b} = K(x_0, x_1; T), \quad \frac{\partial K}{\partial T} = \frac{1}{2m} \nabla^2 g K, \quad K(x_0, x_1; 0) = \delta(x_0, x_1) \quad (3.5)
$$

For the particle on an interval, the integral over $T$ gives the Schwinger or heat kernel representation of the Klein-Gordon propagator (formally, writing $K$ as a matrix element of the operator $\exp \left( \frac{T}{2m} \nabla^2 \right)$, the integral gives $\frac{1}{m^2 - \omega^2}$. Gluing worldline path integrals together at vertices thence recovers the standard position-space Feynman rules (or Witten
diagrams in AdS). Similarly, the integral over closed loops is interpreted as the heat kernel regularisation (after cutting off the modulus integral at small $T$) of the one-loop partition function of a free massive scalar.

### 3.2 Perturbation theory on the worldline

We now wish to apply this to the calculations described in section 2, computing correlation functions of vertex operators associated to gravitons or other external fields, in perturbation theory on the worldline.

In the classical limit, the sigma-model is governed by a stationary point of $\int g_{ab} \dot{x}^{a} \dot{x}^{b}$, which is an affinely parameterised geodesic. The normalisation of the parameter is fixed by the boundary conditions to be $T L$ times the arc length along the geodesic, where $L$ is the total proper length from $x_0$ to $x_1$. It is convenient to reparameterise by absorbing this factor of $T L$ into the parameter $s$, so that the action appearing in the exponential is now given by

$$S[x] = \frac{1}{2\lambda} \int_0^L ds \, g_{ab} \dot{x}^a \dot{x}^b, \quad \text{with ‘coupling’} \quad \lambda = \frac{T}{mL}. \quad (3.6)$$

It is now clear that the amplitude does not depend separately on $T$ and $m$, but only through $\lambda$. The theory is weakly coupled, and hence admits a perturbative expansion, when $\lambda$ is small, as measured in units of the typical curvature of the target manifold.

From this, the integral over the modulus $T$ is an integral over the coupling of the sigma model, which might seem like a problem if we are able to compute only at small $\lambda$. In fact, at large mass, we do not need the whole integral, since there is a saddle-point in $T$ centred at weakly coupled values. In the classical limit, the amplitude is dominated by the on-shell action $L^2 = \frac{mL^2}{2T}$, suppressed at small $T$, while the factor $e^{-mT/2}$ in eq. (3.3) is suppressed at large $T$, and the combination of these terms results in an integral over moduli dominated by the saddle point where $\frac{mT}{2} + \frac{mL^2}{2T}$ is minimised at $T = L$. Including loop corrections to the path integral, we can simply expand in the saddle-point approximation around this point. This approximation is valid if $mL \gg 1$, and as long as the loop corrections are small at coupling $\lambda \approx m^{-1}$, which requires $m$ to be large in units of the curvature of the target space.

To illustrate this explicitly, consider the main example of the paper, with the target space AdS$_{d+1}$. A convenient set of coordinates are those of static global AdS, usually written in terms of $t, r$ and angles on $S^{d-1}$, but it is useful here to exchange the polar coordinates $r$ and the angles in favour of ‘Cartesian’ coordinates $q^i$, $i = 1, 2, \ldots, d$:

$$ds^2 = (1 + q^2)dt^2 + dq^2 - \frac{(q \cdot dq)^2}{1+q^2}. \quad (3.7)$$

Here, the indices of $q$ are contracted with $\delta_{ij}$ so, for example, $q^2 = \sum_i q^i q^i$, and $q \cdot dq$ denotes $\sum_i q^i dq^i$. For any given geodesic, we can always choose these coordinates such that it lies along the origin $q = 0$, and the isometries that map the geodesic to itself are the manifest $\mathbb{R} \times SO(d)$ subgroup of the full $SO(d+1, 1)$ isometry group.

Now to describe the AdS propagator at proper distance $L$, we perform the worldline path integral with endpoints located at $t = 0, q = 0$ and $t = L, q = 0$. Writing $t(s) = s + u(s)$
so that \(u(s)\) and \(q^i(s)\) are fluctuations away from the geodesic, with boundary conditions \(u(0) = q(0) = u(L) = q(L) = 0\), the action is

\[
S[x] = \frac{L}{2\lambda} + \frac{1}{2\lambda} \int_0^L ds \left( u'^2 + q^2 + q'^2 + 2\dot{u}q + \dot{u}' - \frac{(q \cdot \dot{q})^2}{1 + q'^2} \right). \tag{3.8}
\]

The quadratic piece of the action is given by a massless field \(u\), which represents unphysical fluctuations of the parametrisation, along with \(d\) simple harmonic oscillators \(q^i\) of frequency \(\ell_{AdS}^{-1}\), the physical transverse oscillations of the particle. The classical limit gives rise to the theory of a nonrelativistic particle moving near the centre of AdS, where the important effect is the quadratic gravitational potential, leading to the theory of \(d\) harmonic oscillators. The remaining terms give couplings between the fields, and at this point it is straightforward to write Feynman rules and start computing order by order in a loop expansion in \(\lambda\), in particular expanding the final term to give couplings between \(q^i\) of all even valencies, \(4, 6, 8, \ldots\). This gives a diagramatic way to compute the short-time asymptotic expansion of the heat kernel.

The Feynman rules for these boundary conditions, with finite \(L\), are written in appendix B, where I provide details of the two-loop calculation of the partition function (the simpler rules for \(L \to \infty\) will appear in the next section), with the following result:

\[
W_L(\lambda) = -\log \int Dx \ e^{-S[x]} \tag{3.9}
\]

\[
= S_{\text{on-shell}} - \left\{ \left( \frac{L}{\pi} \right)^2 + \cdots + \infty + \cdots \right\} = \frac{L}{2\lambda} + \frac{d}{2} \log (2\pi \lambda \sinh L) + \frac{1}{2} \log (2\pi \lambda L) + \left[ \frac{d(d-2)}{8} \left( \frac{1}{L} - \frac{1}{\tanh L} \right) + \frac{d^2 L}{8} \right] \lambda + O(\lambda^2)
\]

The one-loop contributions to \(\Gamma\) are simply the logarithms of the quantum mechanics propagators of a free particle, for \(u\), and \(d\) harmonic oscillators of unit frequency and mass \(\lambda^{-1}\), for \(q^i\). The result reproduces the correct short-time asymptotic expansion of the heat kernel in hyperbolic space (for which, see appendix C).

With this in hand, we simply need to perform the Laplace transform in eq. (3.3) to find the propagator, with \(\lambda = \frac{T}{mL}:

\[
\frac{1}{2m} \int_0^\infty \frac{dL}{2\pi \sinh L} e^{-mL} \left( \frac{m}{2\pi T} \right)^{d+1} \left( \frac{L}{\sinh L} \right)^{\frac{d}{2}} \left[ 1 - W_L^{(2)} \frac{T}{mL} + O(m^{-2}) \right]
\]

\[
= \frac{e^{-mL}}{2m} \left( \frac{m}{2\pi \sinh L} \right)^{d/2} \int \frac{dx}{\sqrt{2\pi}} e^{-x^2/2 + x^2/(2\sqrt{mL}) - x^4/(2mL) + \cdots} \left[ 1 + \frac{x}{\sqrt{mL}} \right]^{d+1/2} \left( 1 - W_L^{(2)} 1 + \frac{x}{\sqrt{mL}} + \cdots \right)
\]

Here in the second line I have written \(T = L + \sqrt{L/m} x\), before expanding the integrand in powers of \(m\) and doing the \(\int_\infty^\infty dx \ e^{-x^2/2} x^n\) integrals to get the result in the final line (\(W_L^{(2)}\) denotes the two-loop contribution to \(W_L(\lambda)\), the expression in the square brackets...
in the final line of eq. (3.9)). This matches a large-mass expansion of the AdS propagator, computed directly in appendix C.

Notice that the validity of the saddle-point approximation made here requires that the width of the saddle-point is small, demanding $mL \gg 1$. I have introduced this in the context of fixed $L$ and large $m$, but it seems from this that it may be applicable in the alternative limit of fixed $m$ and large $L$. This is nearly true, with the caveat that the loop expansion may not be valid, the terms in $W_L(\lambda)$ growing linearly in $L$ in particular being important. But this merely shifts the position of the saddle-point, and the integral over $T$ still concentrates on a single value of the modulus. I will develop this in more detail in the next subsection.

Before turning to this large $L$ limit, I should first highlight some subtleties with the perturbation theory of the sigma-model path integral that have been swept under the rug thus far. Since we are describing a one-dimensional quantum mechanics, furthermore in which the Hamiltonian has such a simple and explicit description as the Laplacian, one might naively think that the path integral and perturbation theory would be straightforward to define and work with, but in fact one must be careful.

Firstly, the measure integrating over paths $x(s)$ must be chosen to preserve bulk diffeomorphism invariance, in particular respecting the proper volume form. Schematically writing the path integral as a discretised product over successive points, the measure should look like

$$Dx \approx \prod_s dx^0(s)dx^1(s)\cdots dx^d(s)\sqrt{\text{det } g(x(s))}, \quad (3.10)$$

with field-dependence introduced through the determinant of the metric. Without this insertion, the path integral is not even finite, despite the theory being one-dimensional. For the AdS path integral in the coordinates used here, we in fact avoid the subtlety, since $\text{det } g$ is unity, but once we perturb the metric by turning on gravity, this will become important. The determinant can be accounted for by introducing additional ultralocal ghost fields [15, 17, 19], though since in this paper I will only describe fluctuations around AdS, I will be able to avoid this, including the correct measure in an alternative way when required.

Even having done this, applying the Feynman rules results in ambiguous integrals of products of distributions, and regularising the path integral in different ways gives different answers. This is well-discussed and explored in [20], to which I refer the interested reader; I here briefly summarise the upshot. Ambiguities in operator ordering of the Hamiltonian, and discretisation of the path integral, break manifest covariance, and the correct result reproducing the Hamiltonian proportional to $\nabla^2$ requires the addition of a non-covariant quantum correction to the action eq. (3.6), $S_q[x] = -\frac{\lambda}{8} \int_0^L ds (R + g^{ab}\Gamma^c_{ad} \Gamma^d_{bc})$. With the extra quantum terms included, and a careful treatment of the path integral, the ambiguous products of distributions can be given definite values, which correctly reproduce the heat kernel. Again, for pure AdS in the coordinates used here, the correction term is relatively unimportant, since $\Gamma\Gamma$ vanishes, and $R$ is just a constant, $R = -d(d+1)$. However, doing

\footnote{This counterterm is regularisation dependent, the one given relevant for the ‘time-slicing’ regulator [20].}
calculations of graviton vertex operators at sufficiently high order requires both terms to be accounted for. In fact we have already used the $R$ correction term in the two-loop calculation eq. (3.9) above, to get the correct coefficient of $L\lambda$, as explained in more detail in appendix B.

Finally, I comment on the special case of AdS$_3$, for which the reader may notice that the two-loop correction in eq. (3.9) vanishes (apart from a shift in the ground state energy). In fact, this happens for a good reason, that the worldline sigma-model is one-loop exact, from the Duistermaat-Heckman theorem [21]. For the positively-curved cousin $S^3$ of AdS$_3$, this follows immediately from the fact that the target space is the $SU(2)$ group manifold [22], though the same conclusion holds for hyperbolic 3-space (Euclidean AdS$_3$). From a physics perspective, this can be shown from fermionic localisation techniques (despite the model being purely bosonic), reviewed in [23] (see also [24] for a nice review, and recent application of the same techniques to the Schwarzian theory). It would be interesting to develop the details of this, and leverage it for computation of vertex operator correlation functions, but I leave this exploration to future work.

3.3 Boundary conditions at infinity

The discussion above describes the worldline path integral with fixed endpoints, but the main application – and the novelty compared with existing literature – involves worldlines ending at the conformal boundary of AdS, at infinite proper distance. We could simply do all calculations with an infrared cutoff and take it to infinity as a final step, but as hinted above, things simplify if we take the cutoff away immediately.

When the separation $L$ between endpoints points is very large, the dominant contribution to the partition function grows exponentially in $L$, so $W_L = -\log Z$ has a piece proportional to $L$. From the point of view of perturbation theory, $W$ is the sum of connected diagrams, and for large $L$ the diagrams can be located anywhere along the particle trajectory; integrating over this location gives the linear growth. Roughly speaking, this is the ground-state energy as a function of the coupling $\lambda$, which I denote by $\mathcal{E}$:

$$\mathcal{E}(\lambda) = \lim_{L \to \infty} \left( \frac{W_L(\lambda)}{L} \right)_{\text{AdS}} = \frac{1}{2\lambda} + \frac{d}{2} + \frac{d^2}{8}\lambda$$

The result quoted for the particle in AdS can be read off from the two-loop calculation eq. (3.9), but in fact does not get corrected further at higher loops. This can be seen directly from explicit expressions of the heat kernel in hyperbolic space, for example in [25], taking the time and separation simultaneously to infinity.

This energy $\mathcal{E}$ will be altered when we include the effect of coupling to other fields, for example the gravitational field; these are just the usual self-energy corrections. On the other hand, modifying the theory in some finite region, for example by including its gravitational interactions with a second particle as we will do, will not alter $\mathcal{E}$, but only the finite pieces of $W_L$.

---

3. It is not quite the ground-state energy because of the massless mode $u$, in particular causing the choice of boundary conditions to be important. This zero mode is reflected in the $\log L$ piece of $W_L$ in eq. (3.9), which could not appear in a quantum mechanics with discrete spectrum.
Writing the path integral in terms of the coupling $\lambda$, rather than the modulus $T$, we get

$$\frac{L}{2} \int_0^\infty d\lambda \ e^{-\frac{m^2}{2}L - W_L(\lambda)}$$

(3.12)

which, at large $L$, will have a saddle point at the minimum of $\frac{m^2}{2} \lambda + \mathcal{E}(\lambda)$ as a function of $\lambda$, which will become exact in the large $L$ limit, even for finite $m$. The value of the exponent at the minimal $\lambda$ has a direct physical interpretation, the exponential fall-off of the two-point function giving the scaling dimension $\Delta$ of the dual CFT operator:

$$\Delta = \mathcal{E}(\lambda) - \lambda \mathcal{E}'(\lambda), \quad m^2 = -2\mathcal{E}'(\lambda)$$

(3.13)

This is simply a description of the mass renormalisation of the particle from the point of view of the worldline theory, and the ‘bare’ mass $m$ (and coupling $\lambda$) do not have any independent physical meaning, and indeed will be cutoff dependent when we introduce interactions. However, for the free particle there is no such ambiguity, and substituting in the computed expression eq. (3.11) for $\mathcal{E}(\lambda)$, we get $m^2 = \frac{1}{\lambda^2} - \frac{d^2}{4}$ and $\Delta = \frac{1}{\lambda^2} + \frac{d^2}{4}$, in particular reproducing the usual relation $m^2 = \Delta(\Delta - d)$. Note in particular that negative $m^2$ does not present any particular problem beyond strong coupling, as long as it is above the Breitenlohner-Freedman bound, but the dimension $\Delta$ must be above $\frac{d}{2}$, so it is not clear how to describe operators in the alternate quantisation regime $0 < \Delta < \frac{d}{2}$ from this point of view.

The upshot of this is that we will never have to do an integral over the modulus, even in a saddle-point approximation as in the previous subsection at finite $L$. Instead, we compute the energy functional $\mathcal{E}$ (to the required order in perturbation theory) so we can express the coupling $\lambda$ in terms of the physical parameter $\Delta$, and subsequently perform all computations involving the interactions between particles at that fixed value of the coupling. Furthermore, we may take the boundary conditions to be fixed at infinity, with the parameter $s$ running over the whole real line (alternatively, if one end of the worldline ends at a vertex in the bulk and one end at the boundary, $s$ can run over $[0, \infty)$).

I conclude this subsection by writing down the Feynman rules for the AdS worldline theory with boundary conditions taken at infinity, in table 2. There is a minor subtlety with the $u$ propagator, since we are putting boundary conditions at infinity for a particle of zero mass. This does not cause too much difficulty, because the $u$ propagator is always differentiated at both ends, though the boundary conditions have the important effect of removing the zero mode. This means that with these boundary conditions, we can drop diagrams with zero momentum on a $u$ propagator, such as the two-loop vacuum graph $\bigcirc \rightarrow \bigcirc$. Formally, if the propagator is $G_u(s_1, s_2)$ we can use $\partial_1 \partial_2 G_u(s_1, s_2) = \lambda(\delta(s_1 - s_2) - L^{-1})$. If in any doubt, one can always go back to the rules in appendix B with boundary conditions at finite times, where there is no ambiguity, and take $L$ to infinity at the end.

### 3.4 Vertex operators and their correlation functions

With this understanding of the free particle under our belt, we can finally start to explore what happens when we allow it to interact. From the point of view of the worldline,
the interactions are included by coupling to external fields, though we will subsequently integrate over those fields. I will focus here on the coupling to gravity, which means allowing the metric to fluctuate. Writing the metric as a perturbation around pure AdS, $g = g_{\text{AdS}} + h$, this means we simply deform the AdS theory by inserting the operator $\exp \left( -\frac{1}{2\lambda} \int ds h_{ab}(x) \dot{x}^a \dot{x}^b \right)$, and if we expand for small fluctuations, the exponential can be expanded. The result is that at each order we can simply insert a number of vertex operators in the path integral:

$$V_h = \frac{1}{2\lambda} \int ds \ h_{ab}(x(s)) \dot{x}^a(s) \dot{x}^b(s)$$  \hspace{1cm} (3.14)

This vertex operator is not in fact quite correct, since the measure must also be modified; this can be achieved by adding insertions of the ghosts discussed towards the end of section 3.2, but we will simply correct it by hand when required later. The inclusion of vertex operators is much the same as in string theory, where modifying the background is achieved by inserting marginal scalar operators integrated over the worldsheet. Often, working around flat space in particular, the background field configuration is written as a plane wave of definite momentum and polarisation ($h_{ab}(x) = \epsilon_{ab} e^{ip \cdot x}$), but I will keep it as

Table 2: The Feynman rules for the AdS worldline quantum mechanics with boundary conditions set at infinity, with $q$ propagators (solid line, indices $i, j, \ldots = 1, 2, \ldots, d$) and $u$ propagator (dashed line). As indicated by $(*)$, the $u$ propagator is not strictly correct as the boundary conditions have not been properly enforced. The main effect is to eliminate the zero mode, so diagrams with $\omega = 0$ running on $u$ propagators can be discarded. There are additional vertices similar to the final one for any even number of $q$ propagators.
an arbitrary function.

Now we simply need to compute correlation functions of vertex operators! In full
generality, this is a formidable task, but luckily we have already developed the necessary
machinery to use perturbation theory in the coupling $\lambda \approx 1/m$. For this, we merely need
to write $x^a$ in terms of our perturbations $u$ and $q^i$, Taylor expand to whatever order we
desire, and finally compute correlation functions of the monomials in $q$ and $u$ appearing,
helped by $O(d)$ and time-reversal symmetries. Expanding to second order (and integrating
by parts whenever $h$ is differentiated in the $t$ direction) the vertex operator is

$$\mathcal{V}_h = \frac{1}{2\lambda} \int ds \left[ h_{00} + (\dot{u} + q^i \partial_i)h_{00} + 2\dot{q}^i h_{0i} \right. \left. + \left( \frac{1}{2} q^i q^j \partial_i \partial_j + u q^i \partial_i - u \dot{q}^i \partial_i - u \ddot{u} \right) h_{00} + 2 \left( q^i q^j \partial_j - u \ddot{q}^i \right) h_{0i} + \dddot{q}^i h_{ij} + \cdots \right]$$

plus ghosts added for good measure. Here the metric perturbation and its derivatives are
evaluated at $t = s, q = 0$, corresponding to the unperturbed classical solution.

For the one-point function, most of the terms vanish simply by using $O(d)$ and time-
reversal invariance, with the nonzero expectation values appearing at this order being the
following:

$$\langle q^i q^j \rangle = \frac{\lambda}{2} \delta^{ij}, \quad \langle u \ddot{u} \rangle = -\lambda \delta(0), \quad \langle \dddot{q}^i \rangle = \lambda \left( \delta(0) - \frac{1}{2} \right) \delta^{ij}$$

The $\delta(0)$ divergences appear here from differentiating factors like $|s - s'|$ twice and setting
$s = s'$, and when the path integral is regulated by discretisation, $\delta(0)$ is simply the inverse
of the step size in $s$. These contributions are cancelled by proper inclusion of the measure
factor, which can be accounted for at leading order in the metric perturbation by directly
including the factors of the determinant of the metric as additional insertions in the path
integral:

$$\prod_s \sqrt{\det(g(s) + h(s))} = \exp \left( \frac{1}{2} \sum_s \log \det(g(s) + h(s)) \right)$$

$$= 1 + \frac{\delta(0)}{2} \int ds \ g^{ab}(x(s)) h_{ab}(x(s)) + O(h^2)$$

In the last line I have expanded the determinant and exponential to linear order in $h$ by
Jacobi’s formula, used the fact that $\det g = 1$ here, and finally replaced the sum with an
integral, including the factor of $\delta(0)$ to account for the step size in the discretised path
integral. The final result for the one-point function of $\mathcal{V}_h$ is that we should subtract

$$\frac{\delta(0)}{2} \int ds \left\{ h_{00}(x(s)) \right. \left. + (\delta^{ij} + q^i q^j) h_{ij}(x(s)) \right\} = \frac{\delta(0)}{2} \int ds \ (h_{00} + h_{ii}) + O(\lambda)$$

from the naïve result, which acts precisely to cancel the troublesome delta-functions.

Putting this all together, we get the one-point function of the vertex operator to one-
loop order:

$$\langle \mathcal{V}_h \rangle = \int ds \left( \frac{1}{2\lambda} h_{00} + \frac{1}{8} \partial_i h_{00} - \frac{1}{4} h_{ii} + O(\lambda) \right)$$
This answer should be diffeomorphism invariant, so that if we choose \( h \) to be pure gauge, the integrand is a total derivative of \( s \). Classically, this is because we are perturbing a geodesic: a small diffeomorphism is equivalent to a first order perturbation of the particle path, which has vanishing variation on-shell. Indeed, it is straightforward to check that the particular combinations of terms appearing in the tree-level and one-loop contributions here vanish when \( h \) is a Lie derivative of the background metric.

Similarly, we can compute the two-point function of the vertex operator \( \langle V_h V_h \rangle \). This is dominated by the disconnected component, that is the square of the one-point function, so I record here the first nontrivial (tree-level) contribution to the connected correlator \( \langle V_h V_h \rangle_c = \langle V_h V_h \rangle - \langle V_h \rangle \langle V_h \rangle \). This follows straightforwardly as before (in particular, the measure being irrelevant at this order), though the answer is more complicated since there is nontrivial dependence on the difference in times \( s, s' \) of the two insertions of the metric perturbation.

\[
\langle V_h V_h \rangle_c^{(\text{tree})} = \frac{1}{4\lambda^2} \int ds \, ds' \, \left( (\dot{u} + q^i \partial_i)h_{00} + 2q^i h_{0i} \right) \left( s \right) \left( (\dot{u} + q^i \partial_i)h_{00} + 2q^i h_{0i} \right) \left( s' \right)
\]

\( (3.19) \)

It is clear how to proceed further, computing higher point correlation functions, going to larger loop order, or considering coupling to other fields, for example gauge fields. We could also describe particles with spin, with perhaps the most interesting direction to develop being the description of fermions, which is achieved by promoting the worldline theory to a supersymmetric quantum mechanics \([26, 27]\). But we have plenty here to start attacking the problem of full correlation functions in AdS, which requires treating the metric not simply as an external field, as we have so far, but making it dynamical.

### 4 Four-point functions

Now that we know how to compute vertex operator correlation functions, we can start calculating the diagrams described in section 2, to find contributions to the four-point function \( \langle \phi_1 \phi_1 \phi_2 \phi_2 \rangle \) of heavy operators \( \phi_{1,2} \), of conformal dimensions \( \Delta_1, \Delta_2 \). Here, I have slightly generalised to allow for two different species of particle, since this does not add any more difficulties, so we have one worldline corresponding to particle 1 connecting the insertion points of \( \phi_1 \) on the conformal boundary, and similarly one for particle 2.

Starting with two of geodesics in AdS, one for each particle, the four-point function is given by the sum over all vacuum diagrams, which is the exponential of the sum of connected diagrams. We can simplify things slightly more by dividing out by the trivial connected correlator \( \langle \phi_1 \phi_1 \rangle / \langle \phi_2 \phi_2 \rangle \), which simply removes diagrams that interact only with one worldline or the other, leaving only connected diagrams that also connect the two particles.

The diagrams interacting with only one of the particles still have a rôle to play, determining the two-point functions, but because of the symmetry this is encoded in a single
parameter, namely the dimension $\Delta$. But the interaction between the particle and gravity will renormalise the dimension, by contributing to $E$ as described around eq. (3.13); these diagrams therefore will correct the value of the worldline coupling $\lambda$ at which we must compute. Furthermore, these contributions due to the interaction with bulk quantum fields will be divergent, so we must regularise, and the renormalisations of $\lambda$ will be formally infinite. This fixing of the value of $\lambda$ in terms of $\Delta$ and bulk couplings is the only thing that remains of the integral over the modulus $T$ discussed at length in the previous section.

4.1 Conformal blocks and geodesic Witten diagrams

The leading order diagram contributing to the connected correlator describes a single graviton being exchanged between the worldlines, coupling by the tree-level vertex operators at either end.

\begin{equation}
\frac{1}{2} \langle \langle V_h^{(1)} h_{\text{tree}}^{(1)} \rangle \langle V_h^{(2)} h_{\text{tree}}^{(2)} \rangle \rangle_{\text{gravity}} = \frac{\Delta_1 \Delta_2}{8} \int ds_1 ds_2 \langle h_{00}(s_1) h_{00}(s_2) \rangle
\end{equation}

The rather clumsy notation for the correlation function is designed to spell out exactly what is being computed in great detail, with $V_h^{(1)}$ denoting the vertex operator for $h$ associated to worldline 1, $\langle \cdot \rangle_{\text{tree}}$ denoting the tree-level (order $\Delta$) correlation function in the quantum mechanics living on that worldline, and $\langle \cdot \rangle_{\text{gravity}}$ denoting the expectation value of the metric fluctuations in the usual bulk Einstein-Hilbert theory. These details will subsequently be dropped. The $\frac{1}{2}$ is a symmetry factor. By $h_{00}$ I mean the metric fluctuation dotted into the tangent vector of the corresponding geodesic.

It only remains to evaluate the integral appearing on the right hand side, which is the bulk-to-bulk graviton propagator between two geodesics, dotted into their tangent vectors, and integrated over their lengths. But this precise calculation has been done before! It is the definition of a ‘geodesic Witten diagram’ for the graviton [16]. In fact, they include bulk-to-boundary propagators for the external fields, but, at least when the external operators are identical in pairs as here, these simply give the overall factor of the disconnected correlator and do not affect the integral. The original motivation for introducing this object was to find a bulk dual of a conformal block, the natural kinematic objects of the dual CFT, packaging the contribution to the correlator from exchanging an operator and its descendants. This diagram is therefore simply proportional to the conformal block $F_T$ giving stress-tensor exchange. Choosing a different internal field, rather than the graviton, would give the analogous answer, so quite generally we can reproduce a conformal block in this way. Restricting the integral to the geodesic is not a choice here, but follows inevitable from the worldline approach.

Remaining with one-graviton exchange diagrams, we can consider computing to higher loops in the vertex operator correlation functions, but the high degree of symmetry means that the higher loops do not change the answer much. This follows simply from $O(d)$ and time-reversal symmetry of the worldline theory: the vertex operator correlation functions
can only depend on $h_{00}$, the spatial trace $h_{ii}$, the contraction $\partial_i \partial_j h_{ij}$, and spatial Laplacians $\partial_i \partial_i$ acting on these any number of times. Picking some gauge, for example transverse-traceless ($h_{ab} g^{ab} = 0, \nabla^a h_{ab} = 0$), and using the free linearised equations of motion to eliminate the spatial Laplacians, we can eliminate all terms in favour of $h_{00}$ (for an explicit example doing this at one loop, see the next paragraph). The free equations of motion are relevant since the propagator obeys them away from the source, and as long as the two geodesics do not intersect, the source never contributes. This works similarly for any choice of exchanged field. To any loop order, the answer is therefore still proportional to the conformal block, with only the constant of proportionality being altered. These higher-loop corrections to the vertex operator one-point function fix the normalisation of the geodesic Witten diagram in terms of the worldline parameters.

For most bulk fields, the couplings of the vertex operator to the worldline theory are free parameters, so this normalisation just determines the physical three-point function in terms of the bare parameters. For gravity, however, the couplings are constrained by diffeomorphism invariance, and the three-point function $\langle \phi \phi T \rangle$ is determined by Ward identities in terms of the dimension $\Delta_{\phi}$, so matching the OPE coefficient with the dimension eq. (3.13) determined by the long-distance behaviour of the propagator provides a nontrivial check. At leading order in $G_N$, without graviton interactions (but to all orders in $\lambda$), this means that the vertex operator one-point function should be proportional to $\Delta$, at least when the metric perturbation $h$ is on-shell, since the graviton propagator satisfies the linearised Einstein equations. The one-loop contribution to $\langle \mathcal{V}_h \rangle$ in eq. (3.18) is $\frac{1}{8} \int ds (\partial_i \partial_i h_{00} - 2h_{ii})$, which we would like to rewrite as something proportional to $\int h_{00}$ using the equations of motion for the linearised metric as described in the previous paragraph. Choosing transverse-traceless gauge $h_{a}^a = 0, \nabla^a h_{ab} = 0$ (we have already verified gauge invariance of this one-loop expression), the equation of motion is $(\nabla^2 + 2)h_{ab} = 0$, from which we need the 00 component evaluated at $q = 0$, which gives $(\partial_0^2 + \partial_i \partial_i - 2d)h_{00} = 0$. Eliminating $\partial_i \partial_i h_{00}$ with this, dropping the $\partial_0$ derivative, and using tracelessness $h_{00} + h_{ii} = 0$, we get the on-shell transverse-traceless one-loop vertex operator one-point function $\langle \mathcal{V}_h \rangle = \left( \frac{1}{2\Delta} + \frac{d}{4} + O(\lambda) \right) \int ds h_{00}$. Finally we can substitute the coupling in favour of the dimension using $\lambda = \frac{1}{\Delta - \frac{d}{2}}$ from eq. (3.13), and find a result proportional to $\Delta$ as expected, the one-loop renormalisation of the coupling $\lambda$ exactly compensating for the one-loop contribution to the vertex operator one-point function. Going to higher loops, the formula given for $\lambda$ in terms of $\Delta$ receives no further corrections, so the higher-loop contributions to $\langle \mathcal{V}_h \rangle$ should all vanish when $h$ is on-shell. There will be further corrections to this at next order in $G_N$, with interactions of the graviton in the computation of the correlation functions, and including the (divergent) gravitational self-energy diagram in the computation of $\mathcal{E}(\lambda)$, which renormalises $\lambda$ at order $G_N$.

From this perspective, the geodesic Witten diagram does not truly localise on the worldline, since loop corrections to the vertex operator expectation value depend on higher and higher derivatives of the metric, and it is only the high symmetry of the situation that makes these corrections trivial. Strictly localising to the worldline does not work even in thermal AdS for example [28], discussed in section 5.1, where the loops give nontrivial corrections to the worldline.
corrections. Apart from the symmetry, the other crucial aspect that makes the geodesic Witten diagram work is that the source term in the equation of motion acting on the propagator does not contribute. From the current point of view, this is a result of considering the worldline quantum mechanics only in perturbation theory; we will see shortly how this is modified by non-perturbative corrections, which provide the additional double-trace contribution to the Witten diagram.

This phenomenon of isolating conformal blocks of single-trace exchanges is in fact rather general, discussed more in section 5.1. It is another virtue of describing bulk physics in worldline language, in that it makes the connection to boundary conformal field theory language rather closer and more natural. In retrospect, this should be unsurprising, since the worldline, like the standard CFT language, separates states by particle number, while a quantum field packages all single- and multi-particle states together.

A useful new perspective on geodesic Witten diagrams was introduced in [29], which broke the diagram up further into a correlation function of nonlocal operators dubbed ‘OPE blocks’. It is natural to identify these OPE blocks with the one-point functions of vertex operators \( \langle V_h \rangle \). This is explored a little more in section 5.3.

### 4.2 Exponentiation

Understanding the appearance of the exchange conformal block as this diagram immediately implies something interesting, because we can also include multiple disconnected copies of the same diagram. This means that in the full 4-point function, the exchange conformal block exponentiates!

\[
\frac{\langle \phi_1 \phi_1 \phi_2 \phi_2 \rangle}{\langle \phi_1 \phi_1 \rangle \langle \phi_2 \phi_2 \rangle} = e^{\Delta_1 \Delta_2 G_N F_T + O(\Delta^3 G_N^2)}
\]  

(4.2)

For example, if we take a limit where \( \Delta_1, \Delta_2 \) go to infinity and \( G_N \) to zero, but with \( \Delta_1 \Delta_2 G_N \) held fixed, the correlation function approaches the exponential of the block. Note that this involves summing contributions from Witten diagrams at arbitrarily high loops. This phenomenon has already observed for gravity in \( d = 2 \), where these graviton exchanges are included in a conformal block for the extended Virasoro symmetry (of which more later) [30, 31]. The exponential of the block (the function \( F_T(x) = x^2 F_1(2, 2, 4, x) = 6 \left( (1 - \frac{2}{x}) \log(1 - x) - 2 \right) \) in this case) appears by directly summing the relevant descendant contributions using the Virasoro algebra\(^4\). It also makes an appearance for large spin operators in a certain kinematic limit [31], to solve crossing symmetry. But this analysis shows it must be a much more general phenomenon, applying to holographic theories in general dimension, and with general fields exchanged, since the same calculation holds if a scalar, gauge or other field mediates the interaction.

It would be interesting to show this exponentiation directly from bootstrap arguments, using crossing symmetry and assumptions of a large gap, generalising the arguments of [31]. Conversely, one could assume exponentiation, and use this to extract data about OPE coefficients of multi-trace operators from those with smaller numbers of traces. For

\(^4\)The authors of these papers apparently found this surprising enough to warrant an exclamation mark!
example, the order $\Delta^2 G_N$ part of the OPE $\phi \phi [TT]_{0,0}$ of $\phi$ with the lightest stress-tensor double trace can be read off immediately from expanding the exponential to order $x^4$ in the cross-ratio, and something similar continues for higher multi-traces. The exponentiation continues to higher loops, and higher order in $G_N$, providing a potentially rich set of constraints on multi-trace operators.

4.3 Higher-order contributions

Having accounted for all the diagrams of order $G_N$, with a single graviton exchanged, we now move to the next order in perturbation theory by adding an extra graviton, with two diagrams contributing at $O(m_1^2 m_2 G_N^2)$, shown in fig. 2. These diagrams are tree-level, capturing classical physics when formulated in terms of particles, though from the point of view of fields and Witten diagrams, they first appear at one loop, as contributions to box and penguin diagrams (and, as before, reappear at higher loops through exponentiation).

The first diagram, in fig. 2a, accounts for the second order change in the worldline length of particle 2 due to the linearised gravitational field created by particle 1. Roughly speaking, one of the vertices on the second worldline perturbs the metric, the propagator encodes the effect of that perturbation on the location of the geodesic, and the second vertex computes how that displacement of the geodesic changes the length. The graviton propagators calculate the metric perturbation sourced by worldline 1.

Very explicitly, this second order perturbation of the geodesic length is encoded in the tree-level vertex operator connected two-point function $\langle \mathcal{V}_h \mathcal{V}_h \rangle^{\text{(tree)}}_c$, calculated in eq. (3.19). One alternative way to compute this formula is by directly solving for the location of a
geodesic in a perturbed background to first order, with the result
\[
q_i(s) = \frac{e^s}{2} \int_s^\infty ds' e^{-s'} \left( h_{0i}(s') - \frac{1}{2} \partial_i h_{00}(s') \right) + \frac{e^{-s}}{2} \int_{-\infty}^s ds' e^{s'} \left( h_{0i}(s') - \frac{1}{2} \partial_i h_{00}(s') \right),
\]
\[
\dot{u}(s) = -\frac{1}{2} h_{00}(s),
\]
(4.3)
and then substituting this back in the integral expression for the length. This matches eq. (3.19), with the only difference being a symmetry factor of 2. All that remains is to substitute in the metric perturbation \( h \), which is sourced by the other worldline:\footnote{This is precisely the same as the object \( h_{\nu_1,...,\nu_l} \) in equation (5.6) of [16].}
\[
h_{ab}(x) = m_1 G_N \int \mathrm{WL}_1 ds \ G_{ab,cd}(x,x_1(s)) \; \dot{x}_1^c(s) \dot{x}_1^d(s)
\]
(4.4)
Here, \( G_{ab,cd}(x,y) \) denotes the graviton propagator, and \( x_1(s) \) is the geodesic of particle 1, so we are taking the component of the propagator in the direction of its tangent vector.

It is straightforward to explicitly compute this linearised metric, as done for example in [16], and, in the end, the result of the full diagram \( 2a \) is the second order correction to the action of worldline 2 in the linearised background created by worldline 1 as claimed (though I will not write down explicit expressions for the result). Using this approach of computing the metric sourced by the worldline is advantageous when possible, avoiding use of the complicated explicit expressions for the graviton propagator [32].

The second diagram appearing at the same order, fig. 2b, computes the leading order correction to the action of worldline 2, but now going to second order in the background perturbation, giving the first nonlinear correction to the gravitational field sourced by worldline 1 at order \( (m_1 G_N)^2 \). This diagram is the AdS analogue of Einstein’s famous computation of the precession of the perihelion of Mercury [33]. Direct computation of the diagram is rather involved, but ultimately is equivalent to solving Einstein’s equations to quadratic order with a static, spherically symmetric ansatz. Computing the analogue of eq. (4.4) with the second-order metric fluctuation, the equation of motion is now sourced by the square of the linearised perturbation, with the appropriate derivatives and index contractions, given Einstein’s equations to quadratic order. The only subtlety to deal with is the contact term (and potential divergence) from when all vertices come together, related to the renormalisation of the mass. It would be instructive to work this out in detail, and useful for doing higher-order calculations.

Going to higher orders in \( m_1 G_N \), including all diagrams of order \( (m_1 G_N)^n m_2 \), the pattern continues, including higher-order corrections to the metric sourced by particle 1 coming from graviton interactions, as well as corrections to the geodesic along which particle 2 moves in the shifted background from higher-point (but still tree-level) vertex operator correlation functions. The result is the length of a geodesic corresponding to particle 2 in the Schwarzschild-AdS metric sourced by particle 1, computed perturbatively in \( m_1 G_N \).

Put in another way, the summation of diagrams to all orders in \( m_1 G_N \) solves the full nonlinear classical equations of motion for particle 1 coupled to gravity, while still treating particle 2 in the probe limit without backreaction. Since we have an explicit description
of the background sourced by one particle, it would be nice to use this as the starting point for perturbation theory in \( m_2 \) and \( G_N \), but because of the singular nature of the Schwarzschild metric it is not clear how to keep control of the worldline theory of particle 1. The notable exception to this is \( d = 2 \), where for sufficiently small (but finite) \( m_1 G_N \) the metric only has a mild conical singularity; this will be discussed in section 5.5.

Staying at tree level, we can also include corrections in powers of \( m_2 G_N \), accounting for the backreaction of particle 2 as well as particle 1. This provides a systematic expansion computing the metric sourced by a pair of interacting massive particles order by order in the strength of the gravitational field. This is closely related to the post-Newtonian expansion, used \textit{inter alia} to compute the gravitational wave radiation from the inspiral phase of black hole mergers [34]. This expansion can be cast similarly in the form of worldline diagrams [35], though the expansion parameters are slightly different.

Finally, we can also introduce genuine quantum corrections to the amplitude in powers of \( m^{-1} \), starting with one-loop diagrams at order \( m_1 m_2 G_N^2 \), \( m_1^2 G_N^2 \) and \( m_2^2 G_N^2 \). These calculations cannot be done with such minimal effort as expended so far, but they are more tractable than computing loop Witten diagrams. I leave this technical development, and exploration of the results, to future study.

### 4.4 The Virasoro blocks

We are describing some object order by order in perturbation theory, which in the free limit \( G_N \to 0 \) at fixed dimension approaches the global conformal block \( G_N \Delta^2 F_T \), so a natural characterisation of this object is a gravitationally corrected, or interacting, conformal block. In most contexts this is something new, but in the special case \( d = 2 \), something familiar already fits this description, namely the Virasoro conformal block. I claim that in this case, they are in fact the same, my construction providing a bulk definition of the vacuum Virasoro block\(^6\).

The justification of this is relatively straightforward when we understand what physics the Virasoro block includes and, more importantly, what it excludes. It packages the contribution to a correlation function from the identity and its Virasoro descendants, namely the stress tensor and its derivatives, and all the multi-trace stress tensor operators. Multi-trace operators are not defined in a generic CFT, usually only existing in a perturbative large-\( N \) sense, but in \( d = 2 \) the stress-tensor multi-traces are defined in terms of the extended symmetry algebra. These operators are dual to multi-particle graviton states. Importantly, however, the full correlation function must include other operators to satisfy crossing symmetry. In our context of a large \( c \) theory with a gap, described in the the bulk by our scalars weakly coupled to gravity, the extra exchanges are provided by the double-trace operators constructed from our external scalars [5], and multi-traces at higher order in the large \( c \) expansion, all operators with dimensions that scale with \( \Delta \). The Virasoro block therefore includes all the exchanged operators whose dimension stays finite when we take both \( \Delta \)

\(^6\)By this I mean the scalar Virasoro block, which is the product of holomorphic and antiholomorphic blocks with equal dimensions \( h = \bar{h} = \frac{\Delta}{2} \). A nice property of the worldline description is that there is an obvious generalisation to operators with spin by altering the worldline quantum mechanics [15, 26, 27], which should reproduce blocks with \( h \neq \bar{h} \).
and \(c\) to be large, which is precisely the contribution to the correlation function captured by a perturbative expansion in \(\Delta_p\) and \(\frac{1}{\Delta}\): exchanged operators of large dimension \(\Delta_p \gg 1\) are exponentially suppressed relative to the free correlator by the exchange dimension \(\Delta_p\), by the factor \(x^{\Delta_p}\). In summary, the Virasoro vacuum block is the result of correcting the factorised correlation function to all orders in perturbation theory in \(\frac{1}{\Delta}\) and \(\frac{1}{\Delta}\). This is precisely the perturbative expansion described in bulk language by worldlines coupled to gravity, so this must be a bulk description of the same object. I emphasise that this is not the same as the sum of Witten diagrams, so the vacuum Virasoro block does not include all the gravitational contributions to a correlation function, and despite occasional claims to the contrary, gravitational physics in AdS\(_3\) is not determined by kinematics alone.

This suppression of double-trace exchanges is an important part of the philosophy of ‘vacuum block domination’, pioneered in [36], the idea that the correlation function in the semiclassical limit is given by the Virasoro vacuum block, in whichever channel it is largest. The double-traces nonetheless contain interesting physics, such as the gravitational binding energy of particles.

A reasonable complaint at this point is that I have attempted to define the Virasoro block as the summation of a perturbation theory, but this series cannot possibly converge (there are poles in the block at null states, which accumulate at \(c = \infty\) and \(\Delta = \infty\)). One simple way to evade this is to compute order-by-order in a power series expansion in cross-ratio \(x\) or nome \(q\), in which case the coefficients are rational functions of \(\Delta\) and \(c\), with finite radius of convergence. Perhaps better than this, the blocks can be expressed as a convergent sum over global blocks [37], and the perturbative worldline expansion is well-suited to perturbatively compute the coefficients appearing in this expansion, again being rational functions of \(c\) and \(\Delta\). The coefficients to expand any given diagram in terms of global conformal blocks are determined uniquely, for example using the inversion formula [38].

The discussion here is perhaps a little abstract, and it helps to have specific examples in mind where this reproduces known results in the literature. The Virasoro blocks have been the subject of a lot of study, particularly in various limits of large \(c\) and large dimensions as is most relevant here, and section 5.5 contains a detailed discussion of how the worldline formalism connects to this existing literature, which includes various consistency checks of the claimed equivalence.

### 4.5 Double-trace saddle point

I complete the section by discussing contributions to the correlation function that are not included in the perturbative expansion around the factorised correlator. As discussed previously, the full worldline path integral should result in the propagator, to reproduce the usual Feynman rules. For example, if we go to first order in \(G_N\) only, but compute exactly on the worldline, this includes one graviton exchanged between the particles and should result in the exchange Witten diagram (first computed in [39]). But we have seen that, to all orders in worldline perturbation theory, the result is the exchange conformal block, and the Witten diagram is known to have additional contributions corresponding to the conformal blocks of double trace operators \([\phi_1\phi_1]_{n,l}\) and \([\phi_2\phi_2]_{n,l}\), describing two-particle states of...
the external operators (see [28] for a review, and references therein). To account for this
discrepancy, note that exchanged operators of dimension $\Delta_p$ contribute to the correlation
function with a kinematic factor $x^{\Delta_p}$, and the double-trace contributions have dimensions
$\Delta_p$ of order the external dimensions $2\Delta_{1,2}$ or larger. Therefore (unless the OPE coefficients
scale exponentially in $\Delta$ to compensate) the double traces are exponentially suppressed
in $\Delta$, and so are non-perturbative in the $\Delta^{-1}$ expansion. Nonetheless, I propose that
the double-traces can be captured in the worldline formalism through a nonperturbative
‘instanton’ contribution, an extra saddle-point in the worldline path integral. I leave full
investigation of this to the future, just giving some preliminary hints for how this might
work.

For this section, to simplify the exposition I will work not with a graviton exchange,
but a scalar dual to an operator $\phi_p$ of dimension $\Delta_p$, with simple (non-derivative) cubic
interaction vertices with $\phi_1 \phi_1$ and $\phi_2 \phi_2$. The extra saddle-point is slightly subtle, since
it is not visible in the strict probe geodesic limit, but perhaps the easiest way to see it is
directly from the integrand of the exchange Witten diagram, with bulk vertices at $x,y$:

$$G_{b(1)}(1)G_{b(1)}(2, x)G_{bb}^{(p)}(x, y)G_{b(2)}(3, y)G_{b(2)}(4, y) = e^{-S^{(1)}(x) - S^{(2)}(y) - \Gamma^{(p)}(x, y)} \quad (4.5)$$

In this expression, I have written the bulk-to-boundary propagators in terms of the classical
actions for the worldlines, so $S^{(1)}(x)$ is $\Delta_1$ times the sum of regulated lengths from $x$ to
the boundary points $x_1, x_2$, and similarly for $S^{(2)}(x)$. I have written the bulk-to-bulk
propagator in terms of $\Gamma^{(p)}(x, y) = -\log G_{bb}^{(p)}(x, y)$, which, using the worldline formalism
for the exchanged field as well as the external fields, can be understood as the worldline
effective action for the internal particle, including loop effects. These quantum corrections
are required (even if we also take $\Delta_p$ to be large) because, as we will see, the short-distance
singularity of the propagator is important.

A nice intuition is to think of $S^{(1)}(x) + S^{(2)}(y) + \Gamma^{(p)}(x, y)$ as the energy of a network of
elastic strings, with vertices at $x$ and $y$, and tensions given by the derivative of the relevant
term with respect to the length of the string. A saddle-point in the Witten diagram inte-
gral is an extremum of this energy, corresponding to an equilibrium of the string network.
The external operator worldlines have constant tensions $\Delta_1, \Delta_2$, which we are taking to be
large, so under most circumstances the internal operator has an insignificant effect (taking
$\Delta_p$ small compared to $\Delta_{1,2}$, for now at least), leading to a minimal energy configuration
corresponding to the main saddle-point that has already been discussed in detail. How-
ever, this is not true when $x$ and $y$ approach one another, since the internal bulk-to-bulk
propagator is singular, leading to a divergence in $\Gamma^{(p)}(x, y)$ scaling logarithmically with the
distance, and a ‘tension’ in the internal string diverging like the inverse of the distance.
This large tension can balance the external operators, leading to an unstable equilibrium,
our extra saddle-point of the energy functional.

The separation of the points $x$ and $y$ at this saddle-point is small, roughly the Compton
wavelength of the external operators, so in particular much smaller than the AdS scale. To
a first approximation, we can therefore ignore this internal structure, and treat the external
particles as if they were joined at a tetravalent vertex at $x \approx y$, effectively giving a contact
diagram. Minimising $S^{(1)}(x) + S^{(2)}(y)$ with $y = x$ finds the approximate location of the saddle-point, and gives the factor that scales exponentially with $\Delta_{1,2}$.

To calculate this explicitly, it is convenient to use a symmetric parameterisation of the operator insertion points, following [40]. Putting the CFT on flat space, the conformal symmetry allows us to move all four insertion points to a plane parametrised by a complex coordinate $w$, to put the two insertions of $\phi_2$ at $w = \pm 1$, and to put the two insertions of $\phi_1$ at $w = \pm \rho$ for some complex $\rho$. This is simply related to the usual cross-ratio by $x = \frac{4\rho}{(1+\rho)^2}$, or $\rho = \frac{x}{(1+\sqrt{1-x^2})^2}$. Use Poincaré coordinates for the bulk,

$$ds^2 = \frac{dw d\bar{w} + dz^2 + d\vec{x}^2}{z^2}$$ (4.6)

with $\vec{x}$ denoting the $d-2$ directions transverse to the plane of the operator insertions, which will play no further rôle, and $z$ the bulk radial coordinate, with the boundary at $z = 0$. Now, from symmetry, the vertices for the bulk geodesic network should lie on the axis $w = 0, \vec{x} = 0$, at some values of $z$ to be found. Computing the geodesic lengths (and subtracting the lengths corresponding to the factorised correlation function), the contact diagram with all geodesics meeting at the tetravalent vertex gives

$$S^{(1)}(z) + S^{(2)}(z) = 2\Delta_1 \log \left( \left| \frac{\rho^2 + z^2}{2z} \right| \right) + 2\Delta_2 \log \left( \frac{z^2 + 1}{2z} \right),$$ (4.7)

and to find stationary points we must solve $z^4 + \frac{\Delta_1 - \Delta_2}{\Delta_1 + \Delta_2} (1 - |\rho|^2)z^2 - |\rho|^2 = 0$, which has a unique solution for positive $z$. At small $\rho$, the resulting contribution to the correlation function scales as $\rho^{2 \min\{\Delta_1, \Delta_2\}}$, which corresponds to the exchange of the lightest double-trace operator.

To include the dependence on the internal dimension, it is a good approximation to treat the region around the vertices like flat space, with the scale of fluctuations of $x$ and $y$ around the saddle-point set by the Compton wavelength of the external particles, which is much less than the AdS scale. Integrating over $x$ and $y$ in this sub-AdS-scale region is equivalent to computing a flat space correlation function with the external operators taken to infinity in directions fixed by the previous calculation. The result is that the exchange diagram is corrected relative to the contact diagram by a flat-space tree level scattering amplitude, with external momenta fixed by an on-shell condition ($p^2 + m^2 = 0$, so imaginary momentum in Euclidean signature, or Mandelstam variables $s, t, u$ all positive). This is reminiscent of the discussion in [41], in which a heavy particle could be ‘integrated out’ by replacing its exchange diagrams with contact diagrams (including derivatives), normalised by flat-space amplitudes.

It remains to check that the details of this, perhaps by decomposing this extra saddle point contribution into conformal blocks, checking that it matches the double-trace contribution to the exchange diagram.

As a generalisation, we can allow the internal operator to also be heavy, $\Delta_p \gg 1$, taking a limit with all dimensions going to infinity at fixed ratios. As we increase the ratio of the internal to external dimensions, the dominant saddle-point shifts, with the vertices at $x$ and $y$ moving off the geodesics directly joining operator insertion points. It
is straightforward to check that (in any dimension) the action eq. (4.5) for the network at its minimum, with $\Gamma^{(\nu)}(x, y)$ just equal to $\Delta_p$ times the geodesic distance between $x$ and $y$, gives the global conformal block in the large $\Delta$ limit. Details of this calculation are given in appendix C. The other saddle-point, with $x$ and $y$ separated by a parametrically small distance, remains. This works until the internal dimension $\Delta_p$ becomes so large that the distance between $x$ and $y$ shrinks to zero. This corresponds to the point where the single-trace and double-trace contributions to the Witten diagram become the same size, and also to the point where the flat-space scattering amplitude describing the structure of the second saddle-point hits a pole, at $s = m_p^2$.

As $\Delta_p$ is increased beyond this critical value, the two saddle-points coalesce and disappear into the complex plane, leaving no real saddle-points for the path integral! We therefore are forced into including complex geodesics, as phenomenon observed previously, for example in [42].

More generally, it would be interesting to understand the classification of all saddle-points, whether all or only some should be included on the path-integral contour, and how to sum them if there are infinitely many. For correlation functions, first steps in this direction were taken in [43].

5 Discussion and outlook

I conclude the paper by discussing how the new ideas introduced relate to other work, as well as various generalisations of the main approach, and outline some of the many future directions of study.

5.1 Finite temperature

The discussion has focused on a small class of correlation functions in the vacuum state of the CFT, described by particles moving in pure AdS. But one of the virtues of the approach is that it immediately generalises to other spacetimes.

The simplest possible generalisation is to thermal AdS, dual to the CFT on a sphere $S^d$ at finite temperature, below the Hawking-Page transition. This is locally the same as pure AdS, simply with the time coordinate periodically identified, $t \sim t + \beta$. Without even adding external operators, we can compute quantities of interest, since the partition function encodes the spectrum of the theory. The contribution to the partition function of a free scalar has a nice interpretation using the worldline quantisation, which relates closely to the usual CFT intuition. It comes from the exponential of the sum of disconnected diagrams, which, without interactions, are worldlines describing closed loops in the spacetime. Since the spacetime has a nontrivial fundamental group, these worldlines are graded by their topology, namely the number $n$ of times that they wrap around the thermal circle. The $n = 0$ sector gives a contribution proportional to the inverse temperature $\beta$, which, once exponentiated, simply shifts the vacuum energy; this should be absorbed in a renormalisation of $G_N$ and the cosmological constant, so we will drop it. In the $n = 1$ sector, there is a unique geodesic, and fluctuations around this classical solution are computed by the partition function of the quantum-mechanics living on the worldline $Z_{WL}(\beta)$,
computed using eq. (3.4). In each $n$ sector for $n \geq 2$, there is still a unique geodesic, and this saddle-point contributes $Z_{\text{WL}}$, but evaluated at inverse temperature $n\beta$, modified by a symmetry factor of $\frac{1}{n}$ since fluctuations of the $n$ different loops are not physically distinct. Putting this together, we have

$$Z(\beta) = \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} Z_{\text{WL}}(n\beta) \right)$$

$$= \exp \left( \sum_{\text{WL states}} \sum_{n=1}^{\infty} \frac{1}{n} e^{-nE} \right)$$

$$= \prod_{\text{WL states}} \frac{1}{1 - e^{-\beta E}},$$

where we have written $Z_{\text{WL}}$ as a sum over states of energies $E$, and summed over $n$. The final result is the partition function of a Bose gas, with the terms in the product corresponding to different particle species, and expanding them as a geometric series, the powers in the expansion label the occupation number of particles of that species. In particular, $Z_{\text{WL}}$ is the partition-function of the single-particle states.

Finally, doing the worldline path integral gives $Z_{\text{WL}}(\beta) = \frac{e^{-\beta \Delta}}{(1 - e^{-\beta \Delta})^2}$. To one loop on the worldline quantum mechanics, the denominator can be understood as coming from the partition function of $d$ simple harmonic oscillators\(^7\), which are the physical transverse fluctuations of the worldline. The ground state energies of the oscillators correct the exponent from $m$ to $m + \frac{d}{2}$, the first order expansion of $\Delta$. This matches the states of a single conformal multiplet in the CFT, with a primary of dimension $\Delta$ and descendants obtained by acting with derivatives. These derivatives, the momentum operators of the CFT in radial quantisation, are roughly the creation operators in the harmonic oscillators, and the annihilation operators correspond to special conformal generators. The Bose gas is what is expected of a generalised free field, with the various sectors of winding worldlines corresponding to multi-trace operators. To make a finer distinction between the multiple degenerate states, one could also turn on chemical potentials for rotations, identifying time periodically with a rotation, grading the quantum mechanics by its $SO(d)$ global symmetry.

This is simply a particle interpretation of the heat kernel method for computing partition functions, where the winding sectors correspond to the terms in the sum using the method of images to construct the heat kernel. As such, the same discussion applies in other circumstances such as higher genus handlebody spacetimes in $d = 2$\(^{[44]}\).

If we turn on interactions of the particle with other fields, such as gravity, this will give corrections to the partition function that can be expanded diagrammatically using the methods of this paper. These will shift the energies of multi-particle states, corresponding to anomalous dimensions of the dual operators. This formalism therefore gives a natural and direct way to compute anomalous dimensions of operators, which will be developed in future work.

\(^7\)At this order, the integral over the modulus simply removes the contribution of the unphysical longitudinal oscillation $u$. 

---

\(-30-\)
Moving on from the partition function, we can also compute other observables in thermal AdS, starting with finite-temperature one-point functions. These also can be decomposed in terms of conformal blocks, and in [28], these blocks were given an AdS interpretation. This gravity dual of a thermal block is very naturally stated in the language here, now with an internal operator $\phi$ quantised in the worldline formalism. The block is the contribution to the one-point function from the saddle-point where the internal particle worldline wraps the thermal circle once, truncating to single particle states, just as for the partition function. In the second quantised language, this means that we compute a Witten diagram, but instead of using the full thermal AdS propagator for $\phi$, constructed by the method of images, we truncate to only the pure AdS propagator. The usual Witten diagram includes contributions from multi-trace composites of $\phi$. It is rather natural in the worldline formalism that the block corresponds precisely to a single classical saddle-point, with all loop corrections. In this example, it is clear that the worldline loop corrections are vital, since restricting the vertex to lie in the centre of AdS does not give the correct answer for the block, unlike for the geodesic Witten diagrams.

Beyond thermal AdS, we can be more ambitious and apply these ideas to any background we choose, such as black holes, and the handlebody spacetimes already mentioned.

5.2 Higher-point correlation functions and blocks

In any given spacetime, we can also consider more complicated correlation functions, with more external operator insertions. Attempts to find bulk representations for 5-point and higher correlation functions, or even 2-point functions in thermal AdS, has proven tricky using the usual ingredients. The reason is relatively clear from the perspective of trying to find bulk objects that obey the same Casimir equations as conformal blocks: these follow fairly straightforwardly if the propagators in the bulk obey wave equations, but the usual propagators with the correct boundary conditions obey the wave equation with sources at coincident points. These sources must be avoided, somehow insulating the bulk points from ever touching, as is achieved by confining to geodesics, or by truncating the propagator in thermal AdS. This is hard to achieve in any covariant way for higher-point correlation functions.

The worldline formalism suggests a much more natural and general bulk dual of a conformal block, namely that the block is the all-loop perturbative contribution from a single saddle-point. This is most straightforward if we choose to quantise all relevant bulk fields on the worldline, so a bulk saddle-point corresponds to a network of geodesics joined at trivalent vertices (or higher-point if desired, though it is the trivalent vertex that is most relevant for conformal blocks), with the vertex locations chosen to minimise the worldline action (sum of masses times lengths). This was discussed briefly for four-point functions at the end of section 4.5, and in appendix C.

In [28], the classical action of such a configuration was shown to obey the same Casimir equations as global conformal blocks in a semiclassical limit taking all dimensions large, with fixed ratios\(^8\). This applies for any number of external operators, in any OPE channel,

\(^8\)The proof was in the context of three dimensions, but I know of no obstruction in principle to generalis-
and in vacuum or a thermal background. Including quantum corrections to all orders on
the worldline (in powers of $\Delta^{-1}$) from fluctuations of both the worldlines and the vertices
at which they meet should promote the network to obey the full Casimir equations, not
just the semiclassical versions. Following the intuition from the paragraph above, the edges
will become full AdS propagators, obeying the wave equation, and the contact terms are
not visible at any order in perturbation theory.

This requires some work to show rigorously, not least to give a definition of what the
all-loop perturbation series means, since it is unlikely to be convergent; one might hope
that the series is Borel summable, for example, in order to make this precise. A more
straightforward avenue of enquiry is to develop the perturbation expansion with vertices in
detail, in order to compute these objects to higher order, and compare to CFT expectations.

5.3 OPE blocks and diffeomorphism invariant bulk observables

A useful way of thinking about a geodesic Witten diagram, introduced in [29], is by splitting
it up into components, writing it as a correlation function of a pair of ‘OPE blocks’, which
are nonlocal operators packaging the descendants of a particular primary $\phi_p$ appearing in
the OPE of an operator $\phi$ with itself. This construction can be formally written as the
integral of a free field in AdS dual to $\phi_p$, integrated over the bulk geodesic between the
two operator insertion points. The correlation function of two of these objects then defines
the conformal block, with the bulk representation, joining the fields by a bulk-to-bulk
propagator, reproducing the geodesic Witten diagram recipe rather immediately. From
the worldline point of view, it is natural to assign another set of words to the OPE block,
namely that it is just the one-point function of the vertex operator! This seems to make
sense only in perturbation theory, so perhaps it is better to identify the OPE block with
the contribution to the vertex operator expectation value from a single saddle-point.

One of the most appealing aspects of the OPE block is that it represents a diffeomor-
phism invariant bulk observable with a relatively simple interpretation in the boundary
CFT language. The connection with the worldline quantised particle is quite physical,
with the particle (which in the classical limit has Compton wavelength much smaller than
AdS scale, and hence is particularly sensitive to bulk locality) acting as a probe, and it also
provides a natural framework in which to include quantum corrections (see [45] for work
in this direction).

In the present context, this is rather formal anyway, since strictly speaking, in Eu-
clidean signature the OPE block has support on the entire boundary, rendering it largely
useless since it cannot be inserted in any correlation function without contact terms. In
Lorentzian signature, however, it is a much more natural object, and can be written with
support only in a causal diamond. It seems that this connection should be revisited after
better understanding the worldline quantisation in Lorentzian signature.

In the semiclassical limit the Casimir operators are insensitive
to the dimension, assuming there are enough dimensions to properly represent the kinematics.

ing the argument to any dimension. Indeed, in the semiclas-

5.4 Lorentzian kinematics

This paper focussed attention on Euclidean signature, but of course many interesting questions involve real-time dynamics, so a pressing question is how to generalise the discussion to Lorentzian spacetime. In circumstances where a saddle-point is described by spacelike geodesics, there is no obvious obstruction to a direct generalisation, but this is not the most physical situation, and does not correspond to any time-ordered correlation function. A naïve generalisation for real-time correlation functions of particles moving on timelike trajectories does not work straightforwardly, since a timelike geodesic never reaches the AdS boundary. This may be a sign of something physical, namely that a local operator insertion injects an infinite amount of energy into the CFT, so should correspond to an infinitely boosted particle moving along a null trajectory, which reaches the boundary. This divergent energy can be regulated by smoothing the insertion, perhaps by displacing the operator insertion by a small Euclidean time, but it is not immediately obvious how the worldline quantisation should then proceed.

These local (smeared) insertions of operators produce shockwave geometries, discussed in various contexts, including causality constraints, energy conditions, and chaos [46–49], with various approaches compared recently in [50]. The intuitive description of the bulk physics is suggestive that a worldline approach is natural, as are certain similarities in the discussions – the ‘null energy’ operator $\int du h_{uu}$ resembles the vertex operator one-point function, and double-trace contributions to the OPE are removed in both contexts. It would therefore be interesting to understand the connection.

This is also suggestive that the worldline perturbation theory may be valid in a different parametric regime from the one discussed in this paper. The small parameter controlling the classical limit of the worldline quantum mechanics here is the inverse dimension $\Delta^{-1}$ of the corresponding operator, but perhaps a different, kinematic, parameter could be used, and still have a good approximation with systematically computable corrections. For example, the exponentiation of the stress tensor observed in this paper is very similar to the observation in [31], except that in that work, the lightcone limit was relevant, rather than a large dimension limit.

5.5 Virasoro blocks

I have already argued that the worldline quantised particle is the appropriate bulk definition of a Virasoro block in $d = 2$. Here I expand slightly on that discussion, in particular pointing to various existing results and approaches in the literature.

The Virasoro blocks have been much studied in the ‘semiclassical’ limit of $c \to \infty$ with $\Delta/c$ fixed, beginning with the work of Zamaloschikov [51] introducing the monodromy method for their computation, reviewed in [52]. In this limit, the Virasoro blocks $V$ exponentiate, as

$$V(\Delta, c; x) \approx e^{\frac{c}{\pi} f \left( \frac{\Delta}{c}, x \right)},$$

and furthermore, $f$ can be computed by solving a classical problem of heavy particles coupled to gravity. I do not know of any reference that proves this relationship in complete generality, but the works cited below provide examples in various special cases.
One of the special features of gravity in $d = 2$ is important in this context, namely that there is a minimal mass of order $c = \frac{3}{2G_N}$ below which black holes do not exist, and a lighter particle instead creates a conical defect along its worldline, similarly to a cosmic string in four-dimensional flat spacetime. This black hole threshold corresponds to operator dimension $\Delta = \frac{c}{3}$, so we still have control of the worldline theory at finite $\frac{\Delta}{c} < \frac{1}{3}$ with the particle moving in a background created by its own backreaction with only a conical singularity, providing no obstruction to quantisation of the worldline theory. We can therefore talk sensibly about classical particles of finite mass coupled to gravity. It has been known for many years that the classical equations of motion of this system are equivalent to the Liouville equation with sources [53] (and see [54] for some discussion in the context of AdS/CFT). The same Liouville equation is also equivalent to the monodromy method calculation of the semiclassical blocks, with sources at operator insertions (indeed, one way to derive the semiclassical blocks is from the classical limit of Liouville CFT, governed by that equation). In the slightly different context of Rényi entropies, this is discussed in [36] from the CFT perspective, and [55] from the bulk.

This semiclassical limit is therefore equivalent to the tree-level diagrams discussed in this paper, which I have already argued are equivalent to the classical Einstein equations sourced by point particles. This problem is not exactly solvable in generality, so has been addressed in various limits, most notably by taking at most one of the particles (that is, two of the external operator insertions) to be heavy (with $\Delta/c$ of order one) [30, 36, 55, 59–65], or by taking two particles to be heavy, but with a special value of the mass [43]. A particularly interesting classical calculation in this context is [66], in which parametrically many operators are inserted, with fixed total energy, to create the dynamical background of a symmetric black hole formation.

A few discussions go beyond the strict semiclassical limit, with quantum corrections computed from the CFT using the Virasoro algebra [59, 67, 68], and in one instance, an expansion of the Virasoro algebra organised into diagrams very reminiscent of those in this paper [69], but there has been no general method to compute quantum corrections from the bulk proposed (except by using a Chern-Simons formulation, discussed in the next subsection). This problem was a key motivation for this paper, which provides a proposal for systematic computations of these quantum corrections.

I have not made any concerted effort to explicitly compute any of these quantum corrections in the current work, leaving this development for future study. Part of this development is to work out exactly how to best make use of the special properties of $d = 2$. From the bulk side, three-dimensional gravity is simpler than higher dimensions, having no local bulk degrees of freedom, and the worldline quantum mechanics is one-loop exact,
as mentioned at the end of section 3.2, so both of these can potentially be helpful. To reproduce and go beyond the results in the heavy-light limit, in which the dimension of one of the particles is taken to be of order $c$, requires taking a backreacted geometry, with a conical defect sourced by the heavy particle, as a starting-point for the perturbation theory. This requires a description of the quantum mechanics of a particle moving on this defect background.

5.6 Connection to Chern-Simons formulation

An alternative bulk dual of a Virasoro block was proposed in [10], building on work of Verlinde [70], and applied in [71] to compute self-energy corrections. This uses an $\mathfrak{sl}(2)$ Chern-Simons theory in the bulk, which enjoys a close connection with 2+1 dimensional gravity with negative cosmological constant [72]. Wilson lines were first applied in the context of AdS/CFT to compute entanglement entropy in higher-spin theories [73, 74]. On the face of it, this construction looks very similar to the worldline formalism of this paper, just with the particle action written in gauge theory language as Wilson lines carrying an appropriate infinite-dimensional representation of the gauge group. This description has the advantage of a close relationship with the extended symmetry algebra of the CFT, which is far from manifest in my work.

However, it is not as straightforward to relate the two approaches as it might appear at first. One way of seeing this is to study the gauge symmetries of the Chern-Simons description and compare to gravity, written in terms of dreibein and spin connection. Half of the Chern-Simons gauge transformations are equivalent to the local Lorentz group, which is unproblematic. The other half are equivalent to diffeomorphisms, but only on-shell, that is when evaluated on a flat connection, corresponding to a constant curvature geometry with vanishing torsion (the vanishing of the torsion of the connection is enforced by an equation of motion in the Chern-Simons formalism). This is not a problem for pure gravity, since one can directly quantise the phase space of classical solutions [72, 75], but becomes trickier when including matter, since then the matter sources the gauge connection so that it is not flat. Writing a gauge-invariant coupling in Chern-Simons language and naïvely translating to gravity variables need not result in a diffeomorphism invariant action.

A hint of this comes even when considering global conformal blocks, when $G_N \to 0$ so gravity is non-dynamical and particles move on a fixed background. In the Chern-Simons language, conformal blocks can be described by the classical value of Wilson line networks with an appropriate flat connection [28, 76, 77]. Since the connection is flat, this is independent of the path taken by the Wilson lines, in contrast to the alternative formulation in terms of worldline lengths, which depend on the details of the path taken. This is an indication that the notions of spacetime and locality in the two formulations are rather different, at least if taken at face value.

Finally, the vacuum Virasoro blocks do not give the full contribution to the correlation function in gravity, as discussed in section 4.5 and elsewhere. Most simply, the order $\frac{1}{c}$ value of the four-point function $\langle \phi_1 \phi_1 \phi_2 \phi_2 \rangle$ comes from the graviton exchange Witten diagram, which includes double-trace exchanges as well as the stress tensor global conformal block.
It is not immediately clear how or whether the Chern-Simons formulation accounts for these double-trace contributions.

It would be interesting to understand precisely how the two approaches are related, particularly as it may help to make a more direct connection between the bulk worldline description and the boundary Virasoro symmetry.

5.7 Conformal bootstrap

I conclude with a few comments and broad proposals for field theory motivated by the results of this paper, particularly in the context of the large-$N$ bootstrap. The most basic comment is that it suggests a new parameter regime to study, namely operators with dimensions that are large, but still parametrically below the gap. This is a natural context to study locality of the emergent bulk, because the physics in the gravitational dual is of particles with Compton wavelength parametrically smaller than AdS scale. Apart from some work in low dimension \[78\], this seems to be largely unexplored.

Some of the new results of the bulk calculations should be understandable in CFT language. In particular, it would be good to derive the fact that the global conformal block exponentiates from CFT consistency conditions, and appropriate sparseness assumptions, and to understand the consequences for OPE coefficients and anomalous dimensions of multi-trace operators.
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A Worldline QFT review

In this appendix, I review the full derivation of the Polyakov gauge worldline path integral, eq. (3.3). My treatment will closely follow \[79\], with the only generalisation being to allow the background to be curved. This amounts to little more than writing $g$ instead of $\eta$.

Following the ideas behind the quantisation of the string, but applied to particles, integrate over all paths on a target space with metric $g$, with ‘Polyakov’ action:

\[
Z = \int \frac{DxDe}{\text{difs}} e^{-S[x,g]}; \quad S_F[x,e,g] = \frac{1}{2} \int ds \ e(s) \left( e(s)^{-2} g_{ab}(x(s)) \dot{x}^a(s) \dot{x}^b(s) + m^2 \right)
\]  

(A.1)

The integral is over all functions $x$ from the worldline (which can either be an interval or $S^1$ depending on the context, the classification of one-manifolds being even simpler than for surfaces) to the target spacetime. This overcounts the paths as there is diffeomorphism invariance on the worldline, with any reparameterisation describing the same path in target space, so in the measure we formally divide out the volume of that gauge group.
Now we want to gauge-fix this action. First, an infinitesimal diffeomorphism is represented by a vector field $\xi(s)\partial_s$, and acts on the fields as
\[
\delta_\xi x = -\xi x, \quad \delta_\xi e = -\dot{e}\xi - e\dot{\xi},
\]
with $x$ being a worldline scalar, and $e$ being a density. In particular, note that $\delta_\xi e$ is a derivative, so the integral of $e$ is invariant under diffeomorphisms that act trivially on the endpoints.

### A.1 Faddeev-Popov and BRST quantisation

Now, recall the general Faddeev-Popov and BRST procedure, following [79].

We have fields $\phi_i$ ($i$ here labels both fields $(x, e)$ and coordinate $s$), an algebra of gauge transformations $[\delta_\alpha, \delta_\beta] = f^\gamma_{\alpha\beta}\delta_\gamma$, and gauge-fixing conditions $F^A(\phi) = 0$. Define the Faddeev-Popov determinant by
\[
\Delta_{FP}(\phi)^{-1} = \int D\xi^\alpha \prod_A \delta \left( F^A(\phi^\xi) \right) \tag{A.3}
\]
where $\phi^\xi = \xi^\alpha\delta_\alpha\phi$ is the gauge transformation of the fields. This is gauge invariant assuming gauge invariance of the measure $D\zeta$. If there is a unique zero of the delta function, i.e. the gauge orbits intersect the gauge-fixed slice in one location, $\Delta_{FP}$ is the determinant of the Jacobian $\delta_\alpha F^A$ there (in particular, the number of gauge parameters equals the number of gauge fixing conditions so the Jacobian is a ‘square matrix’).

With this definition, we can insert unity into the path integral, with action $S(\phi)$, giving
\[
\int \frac{D\phi_i}{V_{\text{gauge}}} e^{-S(\phi)} = \int \frac{D\phi_i D\xi^\alpha}{V_{\text{gauge}}} e^{-S(\phi)} \Delta_{FP}(\phi) \prod_A \delta \left( F^A(\phi^\xi) \right) \nonumber
\]
\[
= \int \frac{D\phi_i D\xi^\alpha}{V_{\text{gauge}}} e^{-S(\phi^\xi)} \Delta_{FP}(\phi^\xi) \prod_A \delta \left( F^A(\phi^\xi) \right) \nonumber
\]
\[
= \int D\phi_i e^{-S(\phi)} \Delta_{FP}(\phi) \prod_A \delta \left( F^A(\phi) \right)
\]
where the second line uses gauge invariance of the measure, action and $\Delta_{FP}$ (as well as any other insertions into the path integral), and the third line changes variables and then integrates out the $\zeta$, removing the volume of the gauge group.

This gauge-fixing procedure has left us with a measure, which is the Fadeev-Popov determinant evaluated on a gauge-fixed $\phi$. Writing the determinant as a Grassmannian path integral over $b, c$, and representing the delta-function as a path integral over $B$, we finally have
\[
\int D\phi_i D B_A D b_A D c^\alpha \exp \left[ -S(\phi) - S_{GF}(B, \phi) - S_{\text{ghost}}(b, c, \phi) \right] \tag{A.4}
\]
\[
S_{GF}(B, \phi) = -iB_A F^A(\phi), \quad S_{\text{ghost}}(b, c, \phi) = b_A c^\alpha \delta_\alpha F^A(\phi) \tag{A.5}
\]
The gauge invariance leaves its mark as the BRST symmetry, acting as

\[ [Q_B, \phi_i] = -\epsilon^\alpha \delta_\alpha \phi_i, \quad [Q_B, B_A] = 0, \]
\[ \{Q_B, b_A\} = -iB_A, \quad \{Q_B, c^\alpha\} = -\frac{1}{2} f^\alpha \beta \gamma c^\beta c^\gamma \]  

which is nilpotent (by the Jacobi identity, in the case of \( c \)). Varying the gauge-fixing condition should leave matrix elements of physical states invariant, but this is equivalent to adding a BRST exact term to the Hamiltonian. The physical states are therefore BRST closed (the physical Hilbert space is the cohomology of \( Q_B \)). It is often most convenient to integrate out \( B \) by solving the constraints, replacing it in the BRST variation of \( b \) by the equations of motion for the constrained fields.

A.2 Polyakov gauge

For the worldline action, the gauge fixing proceeds as above, with the gauge algebra coming from the one-dimensional diffs. The algebra is generated by functions on the interval or circle. The Polyakov gauge fixes the worldline parameter to be proportional to the proper length as measured with the auxiliary metric \( e \), which means that we are setting \( e \) to be a constant. I’ll choose to set \( e = m^{-1} \) (a slightly non-standard convention that keeps the units intact), so the gauge-fixing function is \( F_s[\phi] = m^{-1} - e(s) \). The ghost action is then

\[ S_{\text{ghost}} = \int ds b(s) \frac{d}{ds} (c(s)e(s)) = -\int ds \ e bc \]  

which is the action for a simple two-level quantum system with vanishing Hamiltonian. In this gauge, the ghosts play essentially no rôle (completely independent of the theory on the worldline). This demonstrates that we can safely ignore the Fadeev-Popov ghosts in our calculations. The BRST charge, computed by the Noether procedure, is

\[ Q_B = \frac{1}{2} c(p^2 + m^2), \]  

which imposes the mass-shell condition on physical states.

It only remains to observe that the gauge-fixing leaves a modulus \( T = \int ds \ e(s) \) which must be integrated over, as discussed in the main text.

B The AdS heat kernel from worldline quantum mechanics

In this appendix, I collect some details of the AdS worldline theory, specifically for calculations on a finite interval as relevant for computing the heat kernel in AdS by perturbative quantum mechanics. This includes summing the Feynman diagrams to find the heat kernel to two loops, eq. (3.9).

The Feynman rules are summarised in table 3. The vertices are the same as for the theory on the infinite line, but the propagators are different, solving the harmonic oscillator equation with a source, and boundary conditions at finite time:

\[ (\omega^2 - \partial_t^2)G_\omega(s_1, s_2) = \delta(s_1 - s_2), \quad G_\omega(0, s_2) = G_\omega(L, s_2) = 0 \]  

\[ \]
The Feynman rules for the AdS worldline quantum mechanics with boundary conditions at finite time, $q(0) = q(L) = u(0) = u(L) = 0$. The $q$ propagators (indices $i, j, \ldots = 1, 2, \ldots, d$) are denoted with solid lines, and $u$ propagator with a dashed line. There are additional vertices similar to the final one for any even number of $q$ propagators.

With these boundary conditions, the sum of vacuum diagrams computes the propagator of the AdS sigma model between points separated by proper distance $L$, the matrix element of $e^{L \lambda \nabla^2}$. This is the AdS heat kernel evaluated at distance $L$ and time $L \lambda^2$; the perturbative expansion in $\lambda$ is therefore a short-time expansion of the heat kernel.

At two loops, there are four vacuum diagrams, as well a a contribution from a counterterm required by the path integral regulator [20]. After drawing these diagrams, we can simply substitute the Feynman rules and compute the relevant integrals. The prefactors include symmetry factors, and factors of $d$ from counting the different $q$’s that can run in the loops.

Two of the diagrams are divergent, giving delta-functions evaluated at zero time difference, but these infinite contributions cancel. Going to higher loops, there are ambiguities from products of multiple distributions, that must be resolved with more careful inspection of the regulator [20]. Here, the diagrams have a minor ambiguity coming from evaluating the step function at 0, but this is resolved with the intuitive assignment $\Theta(0) = \frac{1}{2}$.

$$
\lambda G_1(s_1, s_2) = \lambda \left[ \frac{\sinh(L-s_1) \sinh s_2}{\sinh L} \Theta(s_1 - s_2) + \frac{\sinh(L-s_2) \sinh s_1}{\sinh L} \Theta(s_2 - s_1) \right]
$$

$$
\lambda G_0(s_1, s_2) = \lambda \left[ \frac{(L-s_1) s_2}{L} \Theta(s_1 - s_2) + \frac{(L-s_2) s_1}{L} \Theta(s_2 - s_1) \right]
$$

$$
\frac{1}{\lambda} \left( \delta_{ij} \delta_{kl} \partial_i \partial_l + 11 \text{ permutations} \right)
$$

Table 3: The Feynman rules for the AdS worldline quantum mechanics with boundary conditions at finite time, $q(0) = q(L) = u(0) = u(L) = 0$. The $q$ propagators (indices $i, j, \ldots = 1, 2, \ldots, d$) are denoted with solid lines, and $u$ propagator with a dashed line. There are additional vertices similar to the final one for any even number of $q$ propagators.
\[ \sum = \frac{d}{4} \int_0^L ds_1 ds_2 \ G_1(s_1, s_2) G_1(s_1, s_2) 4 \partial_1 \partial_2 G_0(s_1, s_2) \]
\[ = \frac{d}{8} \left( \frac{L}{\sinh^2 L} - \frac{5}{\tanh L} + 2L + \frac{4}{L} \right) \]
\[ \sum = \frac{d}{4} \int_0^L ds \ G_1(s, s)(-2) \partial_1 \partial_2 G_0(s, s) \]
\[ = \frac{d}{4} (1 - L \delta(0)) \left( \frac{1}{\tanh L} - \frac{1}{L} \right) \]
\[ \sum = \frac{1}{8} \int_0^L ds \left[ 4dG_1(s, s) \partial_1 \partial_2 G_1(s, s) + 4(d^2 + d) (\partial_1 G_1(s, s))^2 \right] \]
\[ = \frac{d}{4} L \delta(0) \left( \frac{1}{\tanh L} - \frac{1}{L} \right) + \frac{d}{16} \left( -\frac{L}{\sinh^2 L} + \frac{1}{\tanh L} - 2L \right) \]
\[ + \frac{d(d + 1)}{16} \left( -\frac{L}{\sinh^2 L} + \frac{1}{\tanh L} \right) \]

We can now add all these up, but first we must account for the quantum counterterm in the action, \( S_q = -\frac{\lambda}{8} \int_0^L ds (R + \Gamma \Gamma) \). Evaluating this on AdS in the coordinates used (since it is noncovariant), the contraction of the Christoffel symbols vanishes, and we have constant curvature \( R = -d(d + 1) \), resulting in the contribution \( \frac{\lambda}{8} d(d + 1)L \) to be added to the diagrams. Summing the diagrams along with this extra piece, the final result is

\[ W^{(2)}_L = -\left( \begin{array}{c} \bullet \cdot \cdot \cdot \circ + \bullet \cdot \cdot \cdot \bullet + \infty + \bullet \cdot \cdot \cdot \infty \end{array} \right) + S_q \]
\[ = \frac{d(d - 2)}{8} \left( \frac{1}{L} - \frac{1}{\tanh L} \right) + \frac{d^2}{8} L \]

as claimed in eq. (3.9).

### C. CFT and AdS in the large mass limit

In this appendix, I collect various useful results about conformal blocks, and AdS propagators and heat kernels, in a limit of large operator dimension or mass.

A convenient way to write Euclidean \( AdS_{d+1} \) for this section is in polar coordinates, using the geodesic distance as a polar parameter,

\[ ds^2 = dx^2 + \sinh^2 x \ d\Omega^2_d \]  
(C.1)

with \( d\Omega^2_d \) the metric on the unit \( d \)-sphere. The Laplacian of a spherically symmetric field can then be written simply as

\[ \nabla^2 f(x) = \frac{1}{\sinh^2 x} \frac{d}{dx} \left( \sinh^d x f'(x) \right) \]  
(C.2)

### C.1 AdS heat kernel

Let us first look at the heat kernel, which is the solution to the heat equation with a delta-function initial condition:

\[ \frac{\partial K(x, t)}{\partial t} = \nabla^2 K(x, t), \quad K(x, t = 0) = \delta^{(d+1)}(x) \]  
(C.3)
In hyperbolic space, putting the initial point at the origin of our coordinates, by symmetry it depends only on $x$ and $t$. The heat kernel in hyperbolic space admits closed form expressions, see for example [25], in terms of an integral for odd $d$. But the perturbative expansion of the weakly-coupled worldline theory corresponds to finding the short-time expansion of the heat kernel (an asymptotic series), which is straightforward to find simply by making an appropriate ansatz for $K$. The classical result corresponds to the flat-space heat kernel, with corrections in powers of $t$, so we make an ansatz

$$K(x, t) = \frac{1}{(4\pi t)^{d/2}} e^{-\frac{x^2}{4t} - K_1(x) - K_2(x)t - K_3(x)t^2 + \cdots} \quad \text{(C.4)}$$

and expand in powers of $t$. At each order, imposing the heat equation results in a linear first-order equation in $x$, which we solve order by order, with the constant of integration chosen to avoid a singularity at $x = 0$.

To second order, the result is

$$K(x, t) = \frac{1}{(4\pi t)^{d/2}} \left( \frac{x}{\sinh x} \right)^{d/2} e^{-\frac{x^2}{4t}} \left( 1 + \left[ \frac{d(d-2)}{4} \left( \frac{1}{x \tanh x} - \frac{1}{x^2} \right) - \frac{d^2}{4} \right] t + O(t^2) \right), \quad \text{(C.5)}$$

matching the result computed from the quantum mechanics weak coupling expansion.

In three dimensions, the two-loop result is exact (with the contribution at two loops just shifting the ground state energy):

$$K_{d=2}(x, t) = \frac{1}{(4\pi t)^{3/2}} \frac{x}{\sinh x} e^{-\frac{x^2}{4t}} t \quad \text{(C.6)}$$

### C.2 AdS propagator

The Euclidean $AdS_{d+1}$ propagator for a scalar, with mass $m^2 = \Delta(\Delta - d)$, is given by a hypergeometric function [80]

$$G_{\Delta}(x) = \frac{2^{-\Delta} \Gamma(\Delta)}{(2\Delta - d) \pi^{d/2} \Gamma\left(\frac{\Delta}{2}\right)} (\text{sech } x)^\Delta \, _2F_1 \left( \frac{\Delta}{2}, \frac{\Delta + 1}{2}; \Delta + 1 - \frac{d}{2}; \text{sech}^2 x \right). \quad \text{(C.7)}$$

where $x$ is the geodesic distance.

We now wish to expand this in the limit of large dimension $\Delta$. To do this, we can make an exponential ansatz for the equation of motion, $G_{\Delta}(x) = e^{\Delta G_0(x) + G_1(x) + \Delta^{-1} G_2(x) + \cdots}$, and solve order by order, as for the heat kernel. As an illustration of an alternative technique (and to make it easier to check the normalisation), I find it with another method, using the hypergeometric function.

To do this, I’ll use the integral representation of the hypergeometric function

$$2F_1(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_0^\infty t^{c-b-1} (1+t)^{a-c} (t+1-z)^{-a} \, dt, \quad \text{(C.8)}$$

which can be computed at large $a, b, c$ by saddle point.

Putting in the appropriate values for $a, b, c$, we can write the integrand as

$$f(t) \exp \left( -\frac{\Delta}{2} g(t) \right), \quad \text{with} \quad f(t) = t^{-\frac{1+d}{2}} (1+t)^{d/2-1}, \quad g(t) = \log \left( \frac{(t+1)(t + \tanh^2 x)}{t} \right) \quad \text{(C.9)}$$
The function $g(t)$ has a single minimum at $t = t_0 = \tanh x$, so we can do the saddle-point approximation around there. Going to two-loop order requires expanding $g$ to fourth order and $f$ to quadratic order around the saddle-point, and doing the Gaussian integrals with powers of $t - t_0$. For the integral, we get the expression

$$(1 + \tanh(x))^{-\Delta \sqrt{2\pi}}(1 + \coth x)^{\frac{d}{2}} \left[ 1 + \left( \frac{d(d - 2)}{8} \coth x - \frac{2d - 1}{4} \right) \frac{1}{\Delta} + O(\Delta^{-2}) \right]$$

Now we simply need to add in the $\Gamma$ function factors for the hypergeometric integral identity, as well as the prefactor in eq. (C.7), and expand the $\Gamma$ functions using Stirling’s approximation. One the dust settles, the result is

$$G_\Delta(x) = \frac{(2\Delta)^{d/2-1}}{(2\pi)^{d/2}} \frac{e^{-\Delta x}}{(1 - e^{-2\pi})^{d/2}} \left( 1 - \frac{d(d - 2)}{8\Delta} \left( 2 - \frac{1}{\tanh x} \right) + O(\Delta)^{-2} \right)$$

Alternatively, writing this in terms of the mass $m$, using $\Delta = m + \frac{d}{2} + \frac{d^2}{8m} + \cdots$, we get

$$G_\Delta(x) = \frac{e^{-mL}}{2m} \left( \frac{m}{2\pi \sinh L} \right)^{d/2} \left( 1 + \frac{d(d - 2)}{8m \tanh L} - \frac{d^2L}{8m} + \cdots \right).$$

### C.3 Conformal blocks

Moving away from AdS, I now give some results on conformal blocks in the large dimension limit.

For simplicity, focus on the case with external scalar operators, with dimensions equal in pairs, and define the blocks $\mathcal{F}_\Delta$ such that the four-point function decomposes as

$$\langle \phi_1(x_1)\phi_2(x_2)\phi_3(x_3)\phi_4(x_4) \rangle = \frac{1}{|x_1 - x_2|^{2\Delta_1}} \frac{1}{|x_3 - x_4|^{2\Delta_2}} \sum_p C_{11p}C_{22p} \mathcal{F}_p(x)$$

Again, there are several ways to evaluate the blocks at large dimension, for example the saddle-point of an integral representation, but here I will use the Casimir equations satisfied by the blocks [81]. It’s most convenient to use the radial $\rho, \bar{\rho}$ coordinates [40]. Then, similarly to the heat kernel calculation, simply make an exponential ansatz for the Casimir differential equation and solve order by order in $\Delta$. The solutions at each order are not unique, with arbitrary functions of $\bar{\rho}/\rho$, but these can be fixed by the small-$\rho$ expansion, and the spin of the internal operator. For example, if the internal operator is a scalar, the result is

$$\mathcal{F}_p(\rho, \bar{\rho}) = (16\rho\bar{\rho})^{\frac{\Delta_p}{2}} \sqrt{\frac{1 - \rho\bar{\rho}}{1 - \rho^2}(1 - \bar{\rho}^2)} \times \left[ 1 - \frac{1}{4\Delta_p} \left( 2 \frac{1}{1 - \rho^2} + \frac{2}{1 - \bar{\rho}^2} - \frac{(d - 2)(d - 4)}{1 - \rho\bar{\rho}} + d^2 - 6d + 4 \right) + O(\Delta_p^{-2}) \right].$$

### C.4 Geodesic networks and blocks

Finally, I will give some details of the calculation showing that the scalar global conformal block in the large dimension limit, specifically the leading order of the result above, is obtained by minimising the worldline action for a geodesic network.
The action is roughly in eq. (4.5). Including the length of the exchanged geodesic, it is

\[ S^{(1)}(z_1) + S^{(2)}(z_2) + S^{(p)}(z_1, z_2) = 2\Delta_1 \log \left( \frac{|\rho|^2 + z_1^2}{2z_1|\rho|} \right) + 2\Delta_2 \log \left( \frac{z_2^2 + 1}{2z_2^2} \right) + \Delta_p \log \frac{z_2}{z_1} \]

Finding stationary points with respect to \( z_1, z_2 \), there is a unique solution

\[ z_1 = \sqrt{\frac{2\Delta_1 + \Delta_p}{2\Delta_1 - \Delta_p} \rho}, \quad z_2 = \sqrt{\frac{2\Delta_2 - \Delta_p}{2\Delta_2 + \Delta_p} \rho} \]

and, substituting this solution back in the action we find

\[ e^{-S} = \hat{C}(\Delta_1, \Delta_1, \Delta_p)\hat{C}(\Delta_2, \Delta_2, \Delta_p) (16\rho \bar{\rho})^{\frac{\Delta_p}{2}}, \quad \text{(C.13)} \]

where \( \hat{C}(\Delta_1, \Delta_2, \Delta_3) \) is a ‘semiclassical OPE coefficient’ function, determined by computing a three-point function from a geodesic network. These coefficients were observed in the context of three dimensions [82], but the same values hold in general \( d \). For general dimensions, the coefficients are given by

\[ \hat{C}(\Delta_i) = e^{\mathcal{P}(\Delta_i)}, \quad \text{(C.14)} \]

\[ \mathcal{P}(\Delta_i) = \frac{1}{2} \Delta_1 \log \left[ \frac{(\Delta_1 + \Delta_2 - \Delta_3)(\Delta_1 + \Delta_3 - \Delta_2)}{\Delta_2 + \Delta_3 - \Delta_1} \right] + (2 \text{ permutations}) + \frac{1}{2} (\sum_i \Delta_i) (\log \sum \Delta_i - \log 4) - \sum_i \Delta_i \log \Delta_i \]

and, for the special case of two identical dimensions as relevant here, we get

\[ \hat{C}(\Delta, \Delta, \Delta_p) = \left[ \frac{(2\Delta - \Delta_p)(2\Delta + \Delta_p)}{4\Delta^2} \right] \Delta \left[ \frac{1}{4} \frac{2\Delta + \Delta_p}{2\Delta - \Delta_p} \right]^{\frac{\Delta_p}{2}} \quad \text{(C.15)} \]

The remaining piece of the action \((16\rho \bar{\rho})^{\frac{\Delta_p}{2}}\), containing all the dependence on the cross-ratio of the points, matches the tree-level piece of the global conformal block in the previous subsection. Note that the dimension \( d \) drops out of the whole discussion.

Finally, this action was valid assuming \( z_2 > z_1 \). If we take \( \Delta_p \) to be too large, or the cross-ratio too close to one, the worldline of the exchanged particle shrinks to zero size. This regime is

\[ |\rho| > \sqrt{\frac{2\Delta_1 - \Delta_p}{2\Delta_1 + \Delta_p} \frac{2\Delta_2 - \Delta_p}{2\Delta_2 + \Delta_p}} \quad \text{(C.16)} \]

in which the double-trace exchanges dominate over the single-trace.
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