Artificial Intelligence for Inflammatory Bowel Diseases (IBD); Accurately Predicting Adverse Outcomes Using Machine Learning
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Abstract

Background Inflammatory Bowel Diseases with its complexity and heterogeneity could benefit from the increased application of Artificial Intelligence in clinical management.

Aim To accurately predict adverse outcomes in patients with IBD using advanced computational models in a nationally representative dataset for potential use in clinical practice.

Methods We built a training model cohort and validated our result in a separate cohort. We used LASSO and Ridge regressions, Support Vector Machines, Random Forests and Neural Networks to balance between complexity and interpretability and analyzed their relative performances and reported the strongest predictors to the respective models. The participants in our study were patients with IBD selected from The OptumLabs® Data Warehouse (OLDW), a longitudinal, real-world data asset with de-identified administrative claims and electronic health record (EHR) data.

Results We included 72,178 and 69,165 patients in the training and validation set, respectively. In total, 4.1% of patients in the validation set were hospitalized, 2.9% needed IBD-related surgeries, 17% used long-term steroids and 13% of patients were initiated with biological therapy. Of the AI models we tested, the Random Forest and LASSO resulted in high accuracies (AUCs 0.70–0.92). Our artificial neural network performed similarly well in most of the models (AUCs 0.61–0.90).

Conclusions This study demonstrates feasibility of accurately predicting adverse outcomes using complex and novel AI models on large longitudinal data sets of patients with IBD. These models could be applied for risk stratification and implementation of preemptive measures to avoid adverse outcomes in a clinical setting.
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Abbreviations

AI Artificial intelligence
ML Machine learning
EMR Electronic medical record

Introduction

The burden of Inflammatory Bowel Disease (IBD) on patients as well as society is large. IBD is a progressive disease with a destructive character and is associated with substantial healthcare costs [1, 2]. Prevention of flares is key to preventing disease progression [3–5]. However, the disease course is unpredictable and reliable risk factors for flares are difficult to identify [5]. Finding an approach that identifies patients at risk for disease progression would help to better fine-tune treatment strategies in order to prevent adverse outcomes such as hospitalizations, long-term steroid use, the initiation of expensive biologics and surgeries. This
could help reduce the substantial costs associated with IBD care and improve long-term outcomes [6].

The development of healthcare technologies driven by Artificial Intelligence (AI) is expected to see a growth of over $10 billion in just the next 5 years [7]. With the explosive amount of Electronic Medical Records (EMRs), having doubled in size since 2005, studying patient data is easier now than in any previous era [8]. By taking full advantage of EMR data and, other forms of patient information (e.g., wearables, microbiome/genetic testing, e-health applications, imaging), data-driven treatment plans targeted at the disease and individual level could be introduced. The opportunities to construct new strategies and technologies that turn these data into actionable provider recommendations are expected to rapidly grow, as showcased by the immense amount of funding that is going into companies that use AI for healthcare [9].

Recently, there have been multiple studies that were able to accurately and inexpensively use a subset of AI known as Machine Learning (ML) to predict a variety of outcomes and create distinct classifications for patients with IBD (Fig. 1) [10–18]. Han et al. created a gene-based ML classification model to better differentiate between patients with Crohn's disease (CD) and ulcerative colitis (UC) [16]. Wei et al. were able to successfully create a genotype-based risk prediction model for IBD using a large sample of genetic data [14]. Beyond gene-based data, researchers have used AI models with insurance claims data to accurately predict IBD-related hospitalization or steroid use within a six-month period [10]. This ML approach outperformed more costly biomarker methods of predicting negative outcomes, such as testing for fecal calprotectin. These kind of AI approaches to healthcare have not been limited to IBD [19–23].

However, studies using the most straightforward data resource, which are administrative databases due to the standardized format and accessibility, to build data-driven predictive models for patients with IBD were limited in their generalizability. The data came from public health insurance records, while the majority (67.2%) of US citizens use private insurance, and their samples have limited geographic spread [13, 24]. Additionally, these studies have not attempted to predict other costly negative outcomes such as IBD-related surgeries [10, 13]. To our knowledge, no other study has attempted to apply this ML approach to a larger set of private insurance claims data or use novel deep learning methods such as neural networks. Our goal is to assess the feasibility and performance of various ML models in early prediction of adverse outcomes for patients with IBD,

Fig. 1 Context of the different models. AI is the broad umbrella term of techniques which enables machines to mimic human behavior, when talking about predictive models we usually refer to machine learning which is a subset of AI that uses statistical methods to improve the accuracy of their outcome with experience. Deep Learning is a subset that makes the computation of multi-layer neural networks feasible and thus improving the accuracy even further.
including IBD-related surgeries, using a large private insurance claims dataset.

Methods

Study Objectives

The main objective of this study was to assess if variables extracted from insurance claims can accurately predict negative health outcomes in IBD. To achieve this, we assessed the performance of different Machine Learning and Deep Learning models to and compared the performances of the aforementioned models using different performance outcomes.

Data Collection

Deidentified medical, pharmacy and facility claims, were extracted from The OptumLabs® Data Warehouse (OLDW) includes claims from commercially insured individuals and Medicare Advantage beneficiaries (≥ 65 years old) who are representative of the US population with regards to geographical spread, age and race [25]. Patient-identifying data are removed from the OLDW by OptumLabs before access is granted to investigators. Therefore, this study is not considered human subjects research and is exempt from Institutional Review Board (IRB) regulation. Access to the data was granted as part of an academic collaboration between OLDW and UCLA.

We created two datasets: a training cohort and a validation cohort. The training cohort contained all patients that were continuously enrolled in their insurance plan between January 1, 2015 and December 31, 2016. The validation cohort includes patients who were continuously enrolled between January 1, 2016 and December 31, 2017. In each cohort, we aimed to predict outcomes in the second year (follow-up) using claims data available in the first year (baseline). We chose for a 1-year follow-up because enrollment cycles are annual and because IBD typically flares up in time frames of multiple months so we aim to pick up negative outcomes in this period.

Population

Patients with IBD were identified using a combination of inpatient and outpatient claims. Patients were included if they had at least two medical claim with diagnosis codes for IBD (International Classification of Diseases, Ninth Revision, Clinical Modification [ICD-9] 555.x or 556.x) OR one IBD-related medical claim and one pharmacy claim for IBD-related medication (Supplementary Table 4) in the first year of data.

To ensure enrollees had a specified period of continuous enrollment and the inability to identify an outcome was not due to missing claims data (e.g., enrollee claim was administered by another payor), a continuous enrollment code provided by OLDW was used to make sure the cohorts were continuously enrolled with the respective payor.

Predictive Variables

We constructed 108 variables related to IBD-related care using the claims in the first year of each dataset. These variables were defined based on definitions previously described by Vaughn et al. [13]. The variables include the number of IBD-related claims, hospitalizations, emergency department (ED) visits, office visits, procedures, laboratory and imaging tests, medication use, relapse rate, and comorbidities (for a complete list, see Supplementary Table 1) [13]. Since the OptumLabs Data Warehouse is a curated database of claims, missing data are not an issue when constructing these variables.

Model Development

In our models, we aimed to predict IBD-related hospitalizations, initiation of biologics, long-term steroid use, and IBD-related surgery in the second year of the data (follow-up) using the 108 utilization-events that occurred in the prior year (baseline). There is consensus in the literature that these are negative outcomes for IBD that should be avoided [5, 6]. IBD-related hospitalizations were defined as the presence of any claim for an IBD-related inpatient hospital stay [13]. Initiation of biologics was defined as a pharmacy or medical claim for adalimumab, certolizumab pegol, infliximab or natalizumab in the second year, with no claim for that medicine in the first year. Long-term steroid use was defined as the use of hydrocortisone, prednisolone, dexamethasone, prednisone and/or methylprednisolone during a consecutive period longer than 90 days based on pharmacy and medical claims. IBD-related surgery was defined as any claim with a Current Procedural Terminology (CPT) code specific to an IBD related surgery (See supplementary Table 2 for a full overview).

Logistic and Machine Learning Models

After these datasets were constructed for both cohorts of patients, we trained several logistic regression and machine learning models: a Ridge regression, a LASSO regression, a Support Vector Machine, a Random Forest model, and a Neural Network [26] (See Table 1). Each of these models was trained to predict the probability of a patient incurring a specific negative health outcome in the next year, using the 108 variables from the previous year. We trained five
### Table 1 Introduction and description of different models

| Model             | Explanation                                                                 | Method      | Advantages                           | Disadvantages                                             |
|-------------------|-----------------------------------------------------------------------------|-------------|--------------------------------------|-----------------------------------------------------------|
| Ridge Logistic    | This method creates a model that is not perfectly fit, or overfit, to the data in a given training set. In doing so, it reduces variance and makes the model a better predictor of data points outside of the training set. | Regression  | Can reduce overfitting                | Simplistic representation may be far from reality          |
|                   |                                                                             |             | Shrinks effects towards 0            | Assumptions may be difficult to justify with many predictors |
|                   |                                                                             |             | Fast/easy to implement               |                                                           |
| LASSO Logistic    | This method attempts to do the same thing as Ridge Regression but uses slightly different mathematical formulas that make it better in certain situations. | Regression  | Can reduce overfitting                | Simplistic representation may be far from reality          |
|                   |                                                                             |             | Performs variable selection          | Variable selection is not robust to multicollinearity      |
|                   |                                                                             |             | Fast/easy to implement               |                                                           |
| Support Vector Machine | Attempts to find the largest separation between two groups. Sometimes the space of observations has to be transformed to find a clear separation. | Machine learning | Works well with many predictors      | Lack of a clear separation can lead to poor performance   |
|                   |                                                                             |             | Makes prediction easy by clearly segmenting population | Requires long training times for big data                 |
| Random Forest     | Random forest is a collection of decision trees trained on different subsets of the data. Each decision tree decides the best places to cut so that observations from the same class fall on the same side of the cut. | Machine learning | Performs variable selection          | Difficult to interpret                                     |
|                   |                                                                             |             | Good performance for linear and nonlinear relationships | Prone to overfitting                                      |
|                   |                                                                             |             | Fast/easy to implement               |                                                           |
| Neural Network    | Neural networks consists of layers of nested linear models (neurons) with a non-linear transformation (activation) after each layer. The output is often the probability that a given observation is a success. | Deep learning | Captures complex nonlinear relationships | Difficult to implement                                     |
|                   |                                                                             |             | Fully utilizes big data              | Requires many small decisions that can greatly affect performance |

A explanation of the different models used in our analysis is displayed below highlighting the advantages and disadvantages.
Ridge regression and LASSO are regression techniques that place a penalty on the model coefficients to ensure that we do not overfit to the training data, we chose these two to avoid overfitting and to aim for simpler models with interpretable coefficients. Support Vector Machines attempt to separate the patients in the training set who did experience the negative health outcome from those who did not with the largest margin possible. After experimenting with various kernels, we decided on the Gaussian radial basis function. A Random Forest model generates a collection of decision trees, in which each decision tree attempts to find a cut point for each predictor that best separates patients who experienced the negative outcome from those that did not. The cut that achieves the best separation is added to the tree, and this process is repeated for each of the two resulting slices of the data, and so on until some minimum number of patients are left in each slice. To capture the nuances in the data, each tree is trained and evaluated on random subsets of the data drawn with replacement. To avoid having too many correlated trees that choose the same best predictors, at each split in the tree only a fraction of the predictors is considered.

Lastly, Neural Networks can identify complex nonlinear patterns in the data. These models consist of several imbedded linear functions, known as hidden layers, wrapped in nonlinear “activation” functions. These nonlinearities in the model work to capture the complicated relationships between the predictors and the probability that a patient will experience the negative outcome. The choice of activation function at each layer plays a big role in determining how well this relationship will be captured by the resulting model. After experimenting with several options, we found that a mix of standard and parametric Rectified Linear Units (ReLUs) performs the best. The last hidden layer is followed by a sigmoid activation function, which outputs a normalized score that we can interpret as the probability that the patient will experience the outcome.

**Model Selection Rationale**

We trained a battery of machine learning models to discriminate between patients who experienced negative outcomes and those that did not while emphasizing the clinical insights and practical significance that could be understood from the result. To choose the set of base models, on which we would improve with regularization and hyperparameter tuning, we considered the current gap between an algorithm’s complexity/performance and its explainability. We chose several simple linear models with different regularization penalties as they are easy to interpret and align with existing clinical knowledge but often miss complex associations between the variables. We also explored a variety of neural network architectures and tuning procedures to understand the extent to which nonlinear relationships in the data could be exploited to improve performance. These models are famously difficult to understand, as theoretical notions such as statistical significance are difficult to define. With these two extremes covered the SVM and random forest models, we considered attempt to strike a balance between performance and interpretability by blending simple structures with complex training procedures. By comparing across models that cover this spectrum, we can find complicated relationships that lead to solid predictions and warrant prospective validation as well as simpler associations that are easy to validate through expert knowledge. We avoided training many complex models for the sake of isolating clear, practical relationships.

**Performance of the Models**

For each model, we obtain a prediction for each patient in the validation set. A series of cutoffs were then considered, and predictions above the cutoff were labeled as predicted true cases. With these labels, the true positive (sensitivity) and true negative (specificity) rates of the model were calculated based on which receiver operating curves (ROC) were constructed. The area under the ROC curve (AUC) for a specific model quantifies the overall certainty with which the model can predict outcomes at different cut-offs. The single cutoff with the highest geometric average of sensitivity and specificity was selected for each model and specificity, and sensitivity values were reported [27]. We defined a result < 0.60 as poor, scores between 0.6 and 0.8 as fair and scores above 0.8 as good.

Additionally, we calculated the Brier Score which measures the correctness of a model’s predictions by summing the differences between the predicted probability of an observation belonging to a class and its actual class label. A low Brier score indicates that the model on average confidently places observations into the correct class. While the AUC quantifies the accuracy of the model, the Brier score quantifies the certainty of the model. For example, if a model assigns a score of 0.51 to every at-risk patient and 0.49 to all other patients, then a cutoff of 0.5 will correctly classify every patient in the validation set and produce a good AUC, but it does not give us a sense of how certain we are about the predictions. The Brier score solves this by measuring the difference between the scores the model predicts (e.g., 0.51) and the true labels (e.g., 1). If all scores are closer to the true label, then the Brier score will be close to 0. In this way, the Brier score can be used to select the best model from a set with high AUC when the goal is to give not only accurate, but also strong predictions. This is relevant when extrapolating these results to potential meaningful use in a clinical setting.
Feature Importance (Except SVM)

The relative importance of the predictive variables in the different models was calculated. For the LASSO and Ridge regression, we looked at the magnitude of coefficients and their respective p values and present the odds ratio. For the Random Forest, we measured the importance of each variable by quantifying the change in accuracy of the final predictions after the variable is added to a tree. Larger values indicate the variable is more important. Since the Support Vector Machines did not result in accurate predictions, we did not investigate the relative importance of the predictors. For the neural network, we randomly shuffled the observations of a particular variable in the validation set and measured the change in the model’s AUC. Variables that create the largest negative change in AUC are defined as the most important.

TRIPOD Statement

Our methodology and research objectives were subject to the TRIPOD (Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis) statement which includes a 22-item checklist, which aims to improve the reporting of studies developing, validating, or updating a prediction model, whether for diagnostic or prognostic purposes [28]. See supplementary Table 5 for a full overview.

Tools and Software

Statistical analyses were performed using statistical package program R 3.4.0 and Python.

Results

Population

We included 72,178 patients in our training set and 69,165 patients in our validation set. For both sets, the claims from the baseline year (first) were used to generate the 108 predictive features, and the follow-up year (second) was used to create our four main outcomes.

Demographics

The mean age of the populations was around 48 years (SD 16.8) for both cohorts, and gender was distributed fairly evenly with approximately 52% being female. Both cohorts were predominantly non-Hispanic whites (66% in the training cohort, and 64% in the validation cohort). Looking at medications, biologics use was around 13% for both cohorts in the baseline year, and steroid use was around 27% for both cohorts. We found that 3% of patients in both cohorts had an IBD-related surgery in the baseline year and 6% had an IBD-related hospitalization (Table 2). For a complete overview of the extracted variables during the baseline years of both cohorts, including the average number of hospitalizations, emergency department (ED) visits, insurance coverage, office visits, procedures, laboratory and imaging tests, and medication use, see Supplementary Table 1.

In the training cohort, 3392 (4.7%) patients had an IBD-related hospitalization, 2454 (3.4%) had IBD-related surgery, 11,332 (15.7%) used long-term steroids, and 8661 (12.0%) patients started biological therapy during the one year of follow-up (Table 2). In the validation cohort, 2863 (4.1%) patients had an IBD-related hospitalization, 2006 (2.9%) had an IBD-related surgery, 11,758 (17.0%) used long-term steroids, and 9199 (13.3%) of patients started biological therapy during the one year of follow-up (Table 2).

Performance the Validation Model

We included 72,178 patients in our training set (data from 2015 to 2016) and 69,165 patients in our validation set (date from 2016 to 2017). For the prediction of IBD-related hospitalizations, the Random Forest model performed most optimally with an AUC of 0.73 (66% sensitivity, 67% specificity) and a Brier score of 0.21 (See Table 3 and Fig. 2). For the prediction of Initiation of biologics, the LASSO regression performed best with an AUC of 0.94 (83% sensitivity, 96% specificity) and a Brier Score of 0.05, followed by the Random Forest with an AUC 0.92 (82% Sensitivity, 92% Specificity) and Brier Score of 0.10. Similarly, the Random Forest performed best for the prediction of Long-term steroid use with an AUC of 0.81 (48% Sensitivity, 86% Specificity) and Brier score of 0.15. For the prediction of IBD-related surgery, the LASSO Regression and Random Forest had the highest AUC, 0.71 and Brier scores of 0.22 and 0.21, respectively.

Overall, the Random Forest resulted in high AUCs for all outcomes, as did the LASSO regression. The Neural Network performed well for some outcomes, but not others. The Support Vector Machine and Ridge regressions, on the other hand, consistently had lower performance than other models. Of the four outcomes included, the models were able to predict the initiation of biologics with the highest accuracy, while IBD-related surgery was the most challenging to predict.

Feature Importance

The relative importance of the predictive variables (Supplementary Table 1) in the different models was calculated except the SVM because of its poor performance. To predict IBD-related hospitalizations, long-term steroid use
and IBD-related surgeries were strong predictors in both the LASSO and Ridge Regressions. Interestingly, the intensity of healthcare utilization as measured by the number of claims or office visits was the strongest predictors in the Random Forest model, which resulted in similar accuracy compared to the regression models. In the Neural Network, on the other hand, medication use variables were the most important predictors, but with much lower accuracy, indicating that this model was unable to identify the strongest relationship with IBD-related hospitalizations (Table 3).

Regarding initiation of biologics, across all models the use of previous steroids was strongly predictive of a patient being initiated on biologics. The LASSO and Ridge Regressions also found previous CRP laboratory test and IBD surgeries as strong predictors as well. The random forest, which had the highest accuracy overall, found more heterogeneous predictors including ED visits, number of upper endoscopies and X-ray, whereas the neural network mostly found previous use of steroids as the strongest predictor.

Concerning long-term steroid use, the regression models again found previous episodes of IBD medication use to be the strongest predictors. The random forest had the highest accuracy and found medical procedures such as imaging and laboratory tests and ED visits amongst one of the most predictive features. Similar to initiation of biologics, the neural network found episodes and use of IBD medication, in this particular instance aminosalicylates as the strongest predictor.

Lastly, for our fourth outcome IBD-related surgery we found comparable patterns within the regression models showing similar results with episodes of long-term steroids, imaging studies, gastroenterology-related visits and severe disease being the greatest predictors. The random forest, which was again one of the best performing models, found infliximab use as the strongest predictor, followed by the total of numbers of IBD-related claims, indicating overall utilization was a strong predictor of IBD-related surgery.

### Table 2 Baseline demographics and variables of training and validation cohorts in the baseline year

| Variable | Training Set Baseline (2015) | Validation Set Baseline (2016) |
|----------|-----------------------------|-------------------------------|
|          | N=72,178                    | N=69,165                      |
| Age, mean (SD) | 48.5 years (16.8) | 47.9 years (16.5) |
| Female Gender, n (%) | 38,254 (53%) | 35,966 (52%) |
| Race, n (%) |                        |                               |
| White    | 47,710 (66.1%) | 44,473 (64.3%) |
| Unknown  | 12,776 (17.7%) | 12,381 (17.9%) |
| Black    | 5052 (7%) | 5672 (8.2%) |
| Hispanic | 4692 (6.5%) | 4219 (6.1%) |
| Asian    | 1949 (2.7%) | 2490 (3.6%) |
| Hospitalizations and ER visits in baseline year, n (%) | | |
| Any ER Visit (#103) | 10,827 (15%) | 11,066 (16%) |
| Any Hospitalization (#97) | 4331 (6%) | 4150 (6%) |
| Any IBD-related Hospitalization (#100) | 3609 (5%) | 3458 (5%) |
| Any IBD-related ER Visit (#105) | 2887 (4%) | 2767 (4%) |
| Any IBD-related surgery (#64) | 2165 (3%) | 2075 (3%) |
| Medication use during baseline year, n (%) | | |
| Any IBD Medication use (#1) | 28,149 (39%) | 15,908 (23%) |
| Any Aminosalicylate use (#2&6) | 12,270 (17%) | 11,758 (17%) |
| Any Antibiotic use (#8) | 7218 (10%) | 6917 (10%) |
| Any Corticosteroid use (#11,14,17) | 18,766 (26%) | 18,675 (27%) |
| Any Immunomodulator use (#21, 24, 27) | 5774 (8%) | 5533 (8%) |
| Any Biologics use (#42) | 8661 (12%) | 8991 (13%) |
| Adverse outcomes follow-up year | | |
| IBD-related hospitalizations | 3392 (4.70%) | 2863 (4.14%) |
| Initiation of biologics | 8661 (12%) | 9199 (13.3%) |
| Long-term steroid Use | 11,332 (15.7%) | 11,758 (17%) |
| IBD-related surgery | 2454 (3.4%) | 2006 (2.9%) |

# Refers to the corresponding feature in Supplementary Table 1
surgery. Interestingly, the neural net again found use of aminosalicylates as the most predictive feature.

Discussion

Important Findings

This study demonstrated that it was feasible to accurately predict adverse outcomes in complex computational models (machine and deep learning) on large (Big Data) and representative longitudinal claims data sets of patients with IBD. We analyzed traditional models including LASSO and Ridge regressions, machine learning methods such as Support Vector Machines and Random Forests but also included more novel methods like Neural Networks, and successfully compared their relative performance. Overall, the Random Forest made the best predictions across all outcomes, which might indicate that the relationships between the claim’s features are best captured by a Random Forest model and that this model framework might work best for claims predictions in general.

Regarding feature importance, it is worth noting that each model/outcome pair may have a different set of relevant features. The regression models overall had comparable findings, with the most predictive features of negative outcomes being largely related to medication use. The random forest had the highest accuracy overall but had more heterogeneous findings, being less limited to medication use as the most predictive feature but also including procedures such as imaging and laboratory tests as strong predictors. Lastly, the neural net had the most consistent findings across all outcomes, which were mostly medication use related. The difference in findings across the models would argue for the need to explore various models depending on the available data and the choice of outcomes. Based on the research objectives and available data, different models may be more or less appropriate to capture the relationships between the predictors and the outcomes. Furthermore, more novel methods such as neural networks should be further investigated and explored in order to increase accuracy and to examine if they can potentially expose correlations and nonlinear relationships that might not be found in more conventional methods.

Comparisons & Limitations

Several others have used claims data to predict IBD-related utilization events in specific IBD sub-populations. For instance, Waljee et al. applied their model to a set of Veteran’s Heath Administration data, which limited their sample to a 93% male and old (mean age 59 years) population [10]; furthermore, public insurance is only used by a minority of US population [24]. Other prior works that have used ML approaches on private insurance data have been limited by the geographic spread of their sample [13]. To our knowledge, this is the first study to utilize this ML-based prediction approach on a nationally representative IBD population. Additionally, different outcomes were used in some of these studies. Waljee et al. used a composite measure capturing both hospitalization and corticosteroid use, where we have split up these outcomes and checked for long-term steroid use. Their composite measure had an AUC of 0.85 and Brier score of 0.20. We found similar results in our Random Forest model with a AUC of 0.73 and Brier score of 0.21 for hospitalizations and 0.81 AUC and 0.15 Brier Score for long-term steroid use. Furthermore, to our knowledge, our study is the first to predict IBD-related surgery using claims data. Additionally, the use of novel deep learning methods

$\begin{array}{|c|c|c|c|c|}
\hline
\text{Outcome} & \text{Method} & \text{Sensitivity} & \text{Specificity} & \text{AUC} & \text{Brier Score} \\
\hline
\text{IBD-related Hospitalizations} & \text{Ridge Logistic} & 72\% & 56\% & 0.65 & 0.95 \\
& \text{LASSO Logistic} & 65\% & 66\% & 0.71 & 0.17 \\
& \text{Support Vector Machine} & 54\% & 48\% & 0.53 & 0.04 \\
& \text{Random Forest} & 66\% & 67\% & 0.73 & 0.21 \\
& \text{Neural Network} & 57\% & 58\% & 0.61 & 0.04 \\
\hline
\text{Initiation of Biologics} & \text{Ridge Logistic} & 70\% & 97\% & 0.82 & 0.07 \\
& \text{LASSO Logistic} & 83\% & 96\% & 0.94 & 0.05 \\
& \text{Support Vector Machine} & 75\% & 89\% & 0.86 & 0.10 \\
& \text{Random Forest} & 82\% & 92\% & 0.92 & 0.10 \\
& \text{Neural Network} & 81\% & 93\% & 0.90 & 0.05 \\
\hline
\text{Long-term Steroid Use} & \text{Ridge Logistic} & 99\% & 4\% & 0.51 & 0.83 \\
& \text{LASSO Logistic} & 52\% & 74\% & 0.70 & 0.83 \\
& \text{Support Vector Machine} & 50\% & 74\% & 0.72 & 0.13 \\
& \text{Random Forest} & 48\% & 86\% & 0.81 & 0.15 \\
& \text{Neural Network} & 50\% & 74\% & 0.72 & 0.16 \\
\hline
\text{IBD-related surgery} & \text{Ridge Logistic} & 72\% & 55\% & 0.64 & 0.97 \\
& \text{LASSO Logistic} & 64\% & 67\% & 0.71 & 0.22 \\
& \text{Support Vector Machine} & 54\% & 55\% & 0.57 & 0.03 \\
& \text{Random Forest} & 69\% & 63\% & 0.71 & 0.21 \\
& \text{Neural Network} & 50\% & 63\% & 0.58 & 0.03 \\
\hline
\end{array}$
such as Neural Networks has not been described previously in the IBD literature. These new methods should be further explored and reported on as they have the potential to unlock new opportunities for personalized management in IBD and also because of the fact that these models are now feasible to run because of the increased availability of Big Data and increased computational resources.

There are some limitations worth noting to this study. While a data-driven approach to healthcare has great potential to improve patient outcomes, there are some limitations to ML that are worth noting. For one, ML algorithms can only describe correlations between variables or features of interest, not necessarily causation [29]. Furthermore, assumptions are generally made about data sets when applying a given ML algorithm to it, which can narrow the scope of the model in real-world situations [29]. In our case, we pre-defined 108 variables to include in our model. Additionally, some outcomes may have a more complicated (i.e., nonlinear) relationship with the predictors, and the models we chose may not capture those relationships. Also, we did not include data from the EMR in our prediction model, and inclusion of clinical variables could improve the predictive accuracy. However, administrative databases are more readily accessible due to the standardized format and therefore remain a more straightforward source of data for these initiatives.

### Applying Outcomes in the Daily Clinical Practice

There are several ways that our models can be impactful in daily clinical practice. First, the odds ratios provided by the linear models (ridge logistic and LASSO logistic) can be used to evaluate the risk of patients. For example, we found that risk of hospitalization is strongly linked to previous acute IBD surgeries. Specifically, all else being equal...
| Feature importance of the different models |
|------------------------------------------|
| **Ridge Logistic (AUC = 0.65; Brier score = 0.95)** | **OR** | **LASSO Logistic (AUC = 0.71; Brier score = 0.17)** | **OR** | **Random Forest (AUC = 0.73; Brier score = 0.21)** | **Neural Network (AUC = 0.61; Brier score = 0.04)** |
| **IBD-related hospitalizations** | 1 | #65 Number of acute IBD surgeries | 8.72 | #20 Episodes of long-term steroids | 1.96 | #44 Number of IBD claims | 102 Number of ED visits |
| | 2 | #64 Any IBD surgeries | 2.74 | #88 Number of Clostridium difficile stool tests | 1.57 | #49 Number of office visits | 36 Any certolizumab used this year |
| | 3 | #88 Number of Clostridium difficile stool tests | 2.24 | #65 Number of acute IBD surgeries | 1.52 | #47 Number of UC claims | 35 Episodes of infliximab |
| | 4 | #20 Episodes of long-term steroids | 1.72 | #43 Number of episodes of biologics | 1.52 | #94 Total number of claims | 5 Any oral aminosalicylates used this year |
| | 5 | #54 IBD-related GI visits | 1.61 | #84 Any MR scans this year | 1.51 | #96 Number of hospitalizations | 30 Any adalimumab used this year |
| **Initiation of biologics** | 1 | #42 Any Biologics this year | 4.65 | #42 Any Biologics this year | 8.72 | #8 Any antibiotics used this year | 16 Episodes of rectal steroids |
| | 2 | #13 Episodes of budesonide | 2.71 | #13 Episodes of budesonide | 2.74 | #103 Any ED visits this year | 17 Any systemic steroids used |
| | 3 | #90 Any TB tested this year | 2.31 | #90 Any TB tested this year | 2.24 | #10 Episodes of antibiotics | 19 Episodes of systemic steroids |
| | 4 | #64 Any IBD surgeries | 2.29 | #23 Episodes of thiopurines | 1.72 | #80 Any X-rays this year | 20 Episodes of long-term steroids |
| | 5 | #23 Episodes of thiopurines | 2.14 | #67 Number of c-reactive protein tests | 1.61 | #59 Number of upper endoscopies | 21 Any thiopurines used this year |
| **Long-term steroid use** | 1 | #20 Episodes of long-term steroids | 2.47 | #20 Episodes of long-term steroids | 2.52 | #91 Any influenza vaccine this year | 2 Any rectal aminosalicylates used this year |
| | 2 | #23 Episodes of thiopurines | 2.01 | #1 Any IBD medication use | 1.61 | #103 Any ED visits this year | 7 Episodes of oral aminosalicylates |
| | 3 | #38 Episodes of certolizumab | 1.89 | #8 Any antibiotics used this year | 1.49 | #81 Number of CT scans | 8 Any antibiotics used this year |
| | 4 | #32 Episodes of adalimumab | 1.80 | #32 Episodes of adalimumab | 1.42 | #90 Any TB tested this year | 3 Number of days rectal aminosalicylates used |
| | 5 | #1 IBD medication use | 1.58 | #78 Any hepatitis B vaccination this year | 1.32 | #69 Number of sedimentation rate tests | 4 Episodes of rectal aminosalicylates |
| **IBD-related surgery** | 1 | #11 Any budesonide this year | 4.85 | #108 Any severe disease this year | 1.96 | #33 Any infliximab used this year | 3 Number of days rectal aminosalicylates used |
| | 2 | #65 Number of acute IBD surgeries | 3.32 | #11 Any budesonide this year | 1.78 | #44 Number of IBD claims | 2 Any rectal aminosalicylates used this year |
| | 3 | #54 IBD-related GI visits | 3.18 | #65 Number of acute IBD surgeries | 1.76 | #81 Number of CT scans | 5 Any oral aminosalicylates used this year |
| | 4 | #84 Any MR scans this year | 2.48 | #84 Any MR scans this year | 1.68 | #82 Any CT scans this year | 17 Any systemic steroids used |
| | 5 | #20 Episodes of long-term steroids | 2.48 | #20 Episodes of long-term steroids | 1.68 | #51 Number of IBD office visits | 16 Episodes of rectal steroids |

In this table, we showcase the features that were most predictive for our four main outcomes. Additionally, the features are broken down by the different statistical models used. The performance of the Support Vector Machine was excluded because of its overall poor performance.
an acute IBD surgery increases the odds of a patient being hospitalized by a factor of more than 8. Second, the complex models that pick up on detailed interactions between the features can be used to make precise risk assessments based on an individual patient’s data. As demonstrated by the accuracy of these models, these risk assessments can be used to flag patients that are likely to have a negative outcome with enough notice that providers have time to react and course correct. For example, if we consider a patient with a set of features similar to that of the average patient in the training dataset, we can use our models to find that the probability of this patient being hospitalized within the next year is approximately 0.41. This value can give us a sense of the risk assumed by the average patient with IBD. Patients whose risk far exceeds this value can be treated as high risk monitored more frequently for predictive markers like CRP of fecal calprotectin. Additionally, we found our accuracy to be comparable to established clinical monitoring markers. Studies have shown a pooled sensitivity and specificity of 78% and a sROC of 0.83 for fecal calprotectin to predict relapse of quiescent IBD (30) (Table 4).

Lastly, alongside general conclusions about the patient population and risk assessments, these models can be used to evaluate and rank clinical recommendations at the patient level. In this way, the models can be used in conjunction with clinical knowledge to motivate actionable, targeted recommendations that are aimed at de-escalating the patient to a lower risk category. Returning to our example of the average patient, we can consider changes to their features that reduce the risk of hospitalization. By examining each feature individually, the model finds that similar patients to this one benefit from a Clostridium difficile stool test. Specifically, our patient is forecasted to see a reduction in their probability of being hospitalized from 0.41 to approximately 0.29 as a result of this intervention. Between these three applications of our results to clinical practice, it is clear that the models we have found provide the foundation for a novel, targeted approach to data-driven IBD care.

**Future Outlook**

Looking ahead, the practical reality of AI is an enigma to many practitioners (See Fig. 1 and Table 1). With boundless publications discussing the new wealth of electronic databases and promises of “Big Data,” most never go into details about what exactly these new technologies are doing to, for example, “outperform cardiologists reading EKGs” [9]. Unlike the days of small data sets collected through calculated experiment and observation, these data cannot be studied with the standard methods of statistical analysis [9]. The computations that are generally feasible in experimental settings require vast computational resources when the data are on the order of millions of observations. Therefore, smarter algorithms were created to perform statistical analysis on large data sets. Many would refer to this jump as the development of Machine Learning (ML), but formally it is closer to the sub-field of Computational Statistics. The real jump to ML utilizes the vast amounts of data in a sophisticated way that emphasizes accurate predictions of outcomes over significance and interpretability [9]. With this mindset change, outcomes can be evaluated by experts and the entire process can be incorporated into decision support in daily clinical practice. Now, without much effort from the user, algorithms can make predictions given new data and automatically make a recommendation or perform some action, appearing to have Artificial Intelligence (AI) [9]. With the increase in computational power and abundance of longitudinal patient data, applying machine learning and its subset of Deep Learning in Big Data sets has become feasible. In this study, we provide the first steps in this direction. Kim et al. have already showcased transferability of these models to different institutions, alleviating a major concern [19]. The next step would be to integrate these models in a prospective setting to study their performance on reliability, patient outcomes and costs.
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