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Abstract
The Brazilian Supreme Court receives tens of thousands of cases each semester. Court employees spend thousands of hours to execute the initial analysis and classification of those cases—which takes effort away from posterior, more complex stages of the case management workflow. In this paper, we explore multimodal classification of documents from Brazil’s Supreme Court. We train and evaluate our methods on a novel multimodal dataset of 6510 lawsuits (339,478 pages) with manual annotation assigning each page to one of six classes. Each lawsuit is an ordered sequence of pages, which are stored both as an image and as a corresponding text extracted through optical character recognition. We first train two unimodal classifiers: A ResNet pre-trained on ImageNet is fine-tuned on the images, and a convolutional network with filters of multiple kernel sizes is trained from scratch on document texts. We use them as extractors of visual and textual features, which are then combined through our proposed fusion module. Our fusion module can handle missing textual or visual input by using learned embeddings for missing data. Moreover, we experiment with bidirectional long short-term memory (biLSTM) networks and linear-chain conditional random fields to model the sequential nature of the pages. The multimodal approaches outperform both textual and visual classifiers, especially when leveraging the sequential nature of the pages.
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1 Introduction
The Brazilian court system is burdened by a large number of lawsuits. In 2019, there were 77.1 million lawsuits awaiting judgment—almost one lawsuit for every three Brazilians. Some of these lawsuits will stay in the system for a long time, with average processing times that can reach more than six years. All of this contributes to raising the legal system cost: that same year, Brazil spent about R$100 billion in expenses with the judiciary, about 25 billion dollars considering the average exchange rate in 2019 [35].

Natural language processing (NLP) and machine learning (ML) techniques can improve this scenario by enabling faster and more efficient document analysis. Brazil’s Supreme Court receives roughly 42 thousand cases each semester, which takes about 22 thousand hours for humans to sort through [40]. This time could be better spent on more com-
plex stages of the workflow, such as those requiring legal reasoning. The cases reach the court as mostly unstructured and unindexed PDF files of raster-scanned documents [27]. Intra-class diversity and document quality are the main challenges: The documents range from petitions and evidence to rulings and orders, originate from different Brazilian courts and often contain visual noise such as handwritten annotation, stamps and stains (Fig. 1).

Therefore, our goal is to explore and evaluate methods that automatically classify document pages by combining different sources of information. Though previous work [27,28] has examined Brazilian legal document classification, we are the first to combine visual, textual and sequential data to train better performing models. Our main contributions are:

1. SVic+, a multimodal dataset of lawsuits composed of ordered document images and corresponding texts.
2. Proposing and evaluating an early fusion multimodal combination method (Fusion Module) and a sequence learning method (BiLSTM-F) that leverages textual, visual and sequential information to improve Supreme Court document classification. We contrast the performance of our methods with late fusion and conditional random field (CRF) postprocessing baselines and with LayoutXLM [44], a state-of-the-art method for multimodal document classification.
3. Training and evaluating our methods on Tobacco800 [1] to compare with the state-of-the-art results for that dataset.
4. Outperforming the state-of-the-art results on the small version of the VICTOR dataset [27].

The rest of this paper is organised as follows. In Sect. 2, we examine previous work on multimodal document classification. In Sect. 3, we describe the data we used to train and evaluate our models, which we describe, along with their experimental setting, in Sect. 4. We then discuss the results obtained and conclude the paper in Sects. 5 and 6.

2 Related work

2.1 Multimodal document classification

Textual and visual content are two of the four document aspects listed by Chen and Blostein [9] as possible feature sources. Image features range from fixed descriptors such as pixel density at different locations and scales [32] to approaches based on convolutional neural networks [2, 15,22,28,42] such as VGG-16 [36] and MobileNetV2 [34].
Text features range from traditional methods such as latent semantic analysis [12] to pre-trained word embeddings (e.g., Fasttext [6]) and deep learning approaches [2,15,42].

These feature modalities may be used by themselves or combined to improve classification performance. This can happen at the feature level (early fusion) or at the prediction level (late fusion). Rusinol et al. [32] experiment with both options, trying different methods to combine predicted probabilities for late fusion (summing, multiplying, taking the maximum and logistic regression). Jain and Winghamton [22] compare a spatially aware early fusion method with four alternative methods of feature combination: concatenation, addition, compact bilinear pooling and gated units. The spatially aware fusion underperformed simple feature combination, with concatenation, addition and bilinear approaches performing similarly. Engin et al. [15] explore late and early fusion for the classification of Turkish banking documents, finding that both outperform unimodal methods. Mota et al. [28] investigate multimodal classification of Brazilian court documents, concluding that multimodal approaches compare favorably with unimodal ones.

Text-only methods have had a significant evolution in the last years due to the advent of Transformers [4,13,29,41]. These methods have been extended to work in multimodal settings. Xu et al. [43] include document layout information by equipping a transformer [41] with two-dimensional position embeddings that model the relative spatial position of the words in a document. This work is later extended [45] with the addition of two pre-training tasks that integrate visual and textual information. Bakkali et al. [3] achieved SOTA results in the RVL-CDIP dataset [17] by combining image features from off-the-shelf visual models and text features extracted using BERT [13].

Fewer works have explored incorporating sequential information. Rusinol et al. [32] use an \( n \)-gram model of the page stream that conditions page predictions on the types of the \( n - 1 \) previous pages to capture their sequential nature. Wiedemann and Heyer [42] use as a feature of the target page the encoding of its predecessor. Luz de Araujo et al. [27] feed the predictions of a text classifier to a linear-chain conditional random field (CRF) [25] to jointly predict pages of lawsuits.

In this paper, we focus on the sequentially aware combination of visual and textual features for legal document classification. To the best of our knowledge, this is the first work that considers both visual and textual modalities and sequential dependencies when classifying documents from the legal domain and in Portuguese—Luz de Araujo et al. [27] do not use visual features, while Mota et al. [28] do not leverage sequential information.

**2.2 Document classification datasets**

Previous works have presented a variety of document classification datasets. Table 1 compares SVic+ with 10 existing datasets. We examined the following characteristics:

1. Dataset domain;
2. Dataset language;
3. Number of pages (images) in the dataset;
4. Presence of multi-page documents;
5. Whether there is annotation for document type classification (DTC);
6. Whether the dataset is available online;
7. And whether text data is available online.

Based on this analysis we have found three main points that distinguish our dataset: size, domain and language, and data availability.

| Dataset                  | Domain              | Language  | No. of pages | PSS | DTC | Available online | Text data available |
|--------------------------|---------------------|-----------|--------------|-----|-----|------------------|---------------------|
| Ai.Lab.Splitter [7]      | Legal proceedings   | Portuguese| 31,784       | ✓   | ✓   | ✓                | ✓                   |
| Archive26k [42]          | Nuclear waste disposal | German    | 26,887       | ✓   |     | ✓                | ✓                   |
| Court lawsuits [28]     | Legal proceedings   | Portuguese| 2,970        | ✓   | ✓   | ✓                | ✓                   |
| MARG [16]                | Medical papers      | English   | 1,553        | ✓   | ✓   | ✓                | ✓                   |
| NIST Special Database 2 [14] | Tax forms         | English   | 5,590        | ✓   | ✓   | ✓                | ✓                   |
| RVL-CDIP [17]            | Tobacco industry    | English   | 400,000      | ✓   |     | ✓                | ✓                   |
| Spanish banking docs [32]| Banking             | Spanish   | 69,737       | ✓   | ✓   | ✓                | ✓                   |
| Tobacco3482 [24]         | Tobacco industry    | English   | 3,482        | ✓   | ✓   | ✓                | ✓                   |
| Tobacco800 [1]           | Tobacco industry    | English   | 1,290        | ✓   | ✓   | ✓                | ✓                   |
| Turkish banking docs [15]| Banking             | Turkish   | \( \approx 27,000 \) | ✓   | ✓   | ✓                | ✓                   |
| SVic+ (ours)             | Legal proceedings   | Portuguese| 339,478      | ✓   | ✓   | ✓                | ✓                   |
2.2.1 Size

From the datasets examined, the only one that compares to our 339,478 pages is the RVL-CDIP [17] dataset, which contains 400,000 document images originating from the US tobacco industry. That said, since RVL-CDIP does not contain annotation for multi-page documents, it does not support page stream modelling and page stream segmentation (PSS). It also differs from our data when considering the following two points.

2.2.2 Domain and language

Since all datasets in the Portuguese language we examined belong to the domain of legal proceedings, we consider both domain and language as one single distinguishing characteristic. Two datasets share the language and domain of our data: Ai.Lab.Splitter [7] and a dataset of court lawsuits developed by Mota et al. [28]. Another common feature is that all three datasets contain annotation for multi-page documents and therefore support methods that involve sequences of pages. On the other hand, our dataset has 10x and 100x more pages than Ai.Lab.Splitter and the court lawsuit dataset, respectively. In addition, the former has no annotation for DTC; while the latter is not available online.

2.2.3 Data availability

Although the cited datasets have been used for multimodal experiments, most of them do not contain explicit text data (e.g. in csv format or as raw text files). In those cases, one would have to either ask the authors for the data they used or run an optical character recognition (OCR) system. With different works using different versions of the text modality, the reproducibility and fair comparison of methods are compromised. We, on the other hand, make available both document images and corresponding text data.

In summary, among the examined body of work, our dataset is the only publicly available dataset with multipage documents and hundreds of thousands of labelled pages that supports text, image, multimodal and sequence classification.

3 Data

3.1 SVic+

We propose SVic+, a dataset of 6510 Extraordinary Appeals comprising 339,478 pages. Each instance is a lawsuit as it is received by the Brazilian Supreme Court, before it is processed and judged. Each lawsuit contains different documents (petitions, rulings, orders) and is represented as an ordered sequence of pages containing text.

This dataset is an extension of Small VICTOR [27], which we expanded to include, in addition to textual data, the document images. Every page in the expanded corpus is stored in at least one of two formats. First, as text extracted through optical character recognition [39], with the following additional preprocessing steps: lower-casing, removal of stop words and alphanumeric tokens, e-mail and URL tokenisation (e-mails and URLs are replaced by the tokens “email” and “link”), and special tokenisation of legislation references (e.g., Lei (law) 11.419 to LEI_11419). Second, as JPEG images converted from the original PDF files, with mean width and height of 1664 and 2322 pixels respectively.

When members of the Court’s staff upload documents to their internal database, they assign their corresponding categories. We use those manually attributed labels as the ground truth for our samples by assigning to each page the type of the document it belongs to. Since we use the annotation employed internally by the Court’s staff and executed in the context of the Court’s ordinary workflow, we are not able to compute inter-annotator agreement measures. That said, the fact that the labels were chosen by experts provides a fair degree of trustworthiness to the annotation.

There are six possible classes:

1. Acórdão, for lower court decisions under review;
2. Recurso Extraordinário (RE), for appeal petitions;
3. Agravo de Recurso Extraordinário (ARE), for motions against the appeal petition;
4. Despacho, for court orders;
5. Sentença for judgements; and
6. Others for documents not included in the previous classes.

Most of the samples contain both textual and visual sources of information, except for 33,849 images with no corresponding text and 4 texts with no corresponding image. We discuss our strategy for dealing with missing data when training fusion models in Sect. 4.3. The corpus is divided into train, validation and test splits containing 70%, 15% and 15% of all suits, respectively. Table 2 presents the number of text and image samples across data splits and classes. Due to the nature of the data, a document may appear more than once in a lawsuit, so we present both raw and deduplicated counts. That said, given that the corpus has been split by lawsuits, there is no sample intersection between splits.

Human agents find the first page of documents easier to classify when compared to interior pages. This is true considering both visual and textual aspects, since first pages contain highly informative cues, such as headers and titles. Figure 2 compares first page and interior page samples for each class. We validate this intuition in Sect. 5.5.
Table 2 Class counts per split, showing the number of page images and text extracted through optical character recognition (OCR). Between parentheses, the deduplicated counts.

| Class       | Training set |          |          |          |          |          |
|-------------|--------------|----------|----------|----------|----------|----------|
|             | Image        | Text     | Image    | Text     | Image    | Text     |
| Acórdão     | 583 (583)    | 553 (553)| 320 (314)| 299 (293)| 287 (285)| 273 (271)|
| ARE         | 4258 (4220)  | 2546 (2508)| 2798 (2650)| 2149 (2001)| 2655 (2537)| 1841 (1723)|
| Despacho    | 361 (361)    | 346 (346)| 189 (183)| 183 (177)| 199 (198)| 198 (197)|
| Others      | 144,583 (140,786)| 134,134 (130,337)| 95,602 (91,434)| 84,104 (79,936)| 92,529 (87,902)| 85,408 (80,781)|
| RE          | 10,225 (10,181)| 9509 (9465)| 6987 (6803)| 6364 (6180)| 6386 (6177)| 6331 (6122)|
| Sentença    | 2177 (2177)  | 2129 (2129)| 1681 (1613)| 1636 (1568)| 1503 (1478)| 1475 (1450)|

Fig. 2 First page (top row) and interior page samples for each class.

3.2 Tobacco800

To compare our methods with previous approaches, we also train and evaluate our classification pipeline on Tobacco800 [1], a dataset of 1,290 document images. We chose it due to its widespread use in the document classification community, with previously published multimodal sequential-aware results for comparison by Wiedemann and Heyer [42]. The dataset is a subset of the Illinois Institute of Technology Complex Document Information Processing (IIT-CDIP) Test Collection [26], a corpus of more than 14 million documents from seven US tobacco industry organisations with different types of documents such as letters, advertisements and reports.

Tobacco800 does not have annotation for document type, but can be used for PSS since it contains multi-page documents. We treat the task as binary classification between first and interior pages of a document. As the text data, we use the same OCR-extracted data used by Wiedemann and Heyer [42].

4 Methods

In this section we describe our methods for visual and textual page classification, feature fusion and sequence learning. We also describe the corresponding experimental settings. Unless stated otherwise, we optimise the cross-entropy loss using Adam [23] and mini-batches of 64 samples and training samples are randomly shuffled at the start of each epoch.

We use the $F_1$ score as the evaluation metric, defined as:

$$F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}},$$

whereas precision and recall are defined as follows: let $tp$, $fp$ and $fn$ be the number of true positives, false positives and
false negatives, respectively. Then,

\[
\text{precision} = \frac{tp}{tp + fp}, \quad (2)
\]

\[
\text{recall} = \frac{tp}{tp + fn}. \quad (3)
\]

To aggregate scores for all classes, we report average and weighted F1 scores, which correspond to the unweighted average and the average weighted by the number of samples in each class, respectively.

We evaluate the models using the parameters with the best average F1 score computed on the validation set. That is, after each epoch, we only save model parameters if the validation performance is the highest up to that point.

4.1 Text classification

We use the convolutional neural network (CNN) architecture described by Luz de Araujo et al. [27] as the method for text classification. It is a shallower version of the one proposed by Conneau et al. [11] and works on the word level instead of the character level. Figure 3 summarises the CNN structure. To process a sample, the network takes as input the document’s tokens and embeds them into 100-dimensional vectors of randomly initialised parameters that are updated during gradient descent. The vectors are fed to three convolutional blocks composed of a convolutional layer with three sets of 256 one-dimensional filters with different sizes (3, 4 and 5) followed by batch normalisation and max-pooling of size 2. The resulting vectors are concatenated and fed to a max pool layer of size 50. The output is flattened and processed by two fully connected (FC) layers, with the softmax function producing the prediction. Dropout is applied to the output of the first FC layer with a dropping probability of 50%.

Following [27], we truncate documents longer than 500 tokens (less than 0.6% of the data) and pad shorter documents, so that the input length is always 500. We have trained multiple versions of the text model with different maximum number of tokens to assess the impact of that hyperparameter. Figure 4 summarises the results. Although the model trained with a maximum input length of 350 tokens showed a slight improvement in 0.04 percentage points when compared with the one with a maximum of 500 tokens, we chose to follow previous work [27] and keep 500 tokens as the maximum. Since one of our goals is to evaluate the impact of the combination of different modalities by comparing with the previous unimodal [27] approach, we do not wish to introduce confounding factors that could affect model performance.

As a strategy to deal with class imbalance, we train a variant of the CNN model, which we call CNN-w, that weighs each sample contribution to the loss by a factor inversely proportional to its class frequency. Let \( c \) be the number of classes and \( w = [w_1, w_2, \ldots, w_i, \ldots, w_c] \) a \( c \)-dimensional vector...
whose component $i$ is the factor for class $i$. Then the factors are computed by the following equation, as implemented in the scikit-learn library [8]:

$$w_i = \frac{n}{c \cdot f_i},$$  \hspace{1cm} (4)

where $n$ is the number of training samples and $f_i$ is the number of samples from class $i$.

### 4.2 Image classification

To classify document images, we fine-tune a ResNet50 [18] model pre-trained on ImageNet [33]. We first train only the head of the model for one epoch, employing a cyclic learning rate with cosine annealing [38]. Then, we train all layers for one cycle of 6 epochs with discriminative fine-tuning [20]. As we did for the text classifier, we train a variant of the model with factors inversely proportional to class frequency: ResNet50-w.

To choose learning rates, we use the learning rate range test [37]. That is, we train the model for a few iterations, starting from a low learning rate value and increasing it after each mini-batch, plotting the loss against the learning rates. We then pick a learning rate close to the point where the loss starts to increase—high enough for quick learning, but not so high as to impede learning.

### 4.3 Image and text combination strategies

In this section we describe our proposed method for early fusion of visual and textual features, and our baselines for comparison.

#### 4.3.1 Hybrid classifier

As a baseline method that fuses visual and textual data we use a hybrid classifier (HC) that works as follows: if textual data is available, use the best text classifier; otherwise, use the best image classifier. The intuition is that this approach would be at least as good as using only text data, which better discriminates the document classes when compared with visual data. Figure 5 illustrates the method.

#### 4.3.2 Late fusion

As a second baseline method we use the best performing late fusion strategy evaluated by Rusiñol et al. [32]. It consists in multiplying the power-weighted predictions of the text and image models. That is, given the text and image probability vectors $\mathbf{p}_{\text{ext}}, \mathbf{p}_{\text{img}} \in \mathbb{R}^c$, the late fusion combines them as follows:

$$\mathbf{p}_{\text{lf}} = \mathbf{p}_{\text{ext}}^j \odot \mathbf{p}_{\text{img}}^k, \quad \text{with } j, k \in [0, 1],$$  \hspace{1cm} (5)

where $\odot$ denotes element-wise multiplication. We choose the values for $j$ and $k$ by running a grid-search and evaluating on the validation set.

When a sample has only one modality available, we experiment with two alternatives to represent the missing modality: a vector of either uniform probabilities or class frequencies. That is, let $\mathbf{v}_u, \mathbf{v}_f \in \mathbb{R}^c$ identify the two representation choices, and $u_i, f_i, i \in [1, \ldots, c]$ be the $i$th component of $\mathbf{v}_u$ and $\mathbf{v}_f$, respectively. Then:

$$u_i = \frac{1}{c},$$  \hspace{1cm} (6)

$$f_i = \frac{n_i}{\sum_i n_i},$$  \hspace{1cm} (7)

where $n_i$ is the number of samples in the validation set that belong to the $i$th class. We denote the strategies as LF-u and LF-f, respectively.

#### 4.3.3 Fusion module

For the early fusion of visual and textual data we first compute representations using the trained text and image classifiers. As text embeddings, we extract the 3840-dimensional activations of the flatten layer of the CNN (Fig. 3). As image embeddings, we take the activations of the last convolutional block in the ResNet and apply global average and global max pooling. Then we concatenate and flatten the result, obtaining 4096-dimensional vectors.
The pre-computed representations are concatenated and fed to a batch normalisation layer [21], followed by an FC layer with \(d\) units, batch normalisation, and a final FC layer. The softmax function produces the predictions. Figure 6 illustrates our proposed fusion module (FM).

In case of missing data, when only the document image or text is available—but not both—we experiment with two options. We try a simple baseline that simply uses a vector of zeroes in such cases (FM-zero). The second approach uses two learnable embeddings: one for missing text data and the other for missing image data. That is, we randomly initialise two vectors, \(e_{\text{image}} \in \mathbb{R}^{4096}\) and \(e_{\text{text}} \in \mathbb{R}^{3840}\), which are used to represent missing image and text, respectively. These vectors are updated during training, with the intuition that gradient descent should find better a representation for missing data than the one used in the FM-zero baseline. We examine the impact of these learnable embeddings in Sect. 5.3.

We run preliminary experiments with one cycle of 10 epochs for each of four configurations, varying the number of hidden units \(d\) (128 or 512) and the use of learnable embeddings or zero vectors for missing data. We then train the model that obtained the highest average F1 score from scratch for one cycle of 20 epochs. Learning rates are chosen using the range test.

4.3.4 LayoutXLM

We also train and evaluate a LayoutXLM (LXLM) [44] model on SVic+ data. It is a state-of-the-art multimodal method for document classification. The architecture consists in a transformer-based [41] encoder that takes as input the document text data and visual feature maps extracted using an off-the-shelf computer vision model. This is the same architecture used in the LayoutLMv2 framework, which is pre-trained on the ITT-CDIP Test Collection [26], composed of documents in English. LayoutXLM, on the other hand, is pre-trained on a corpus of documents ranging from 53 languages, Portuguese among them, which should help with our data. We fine-tune the model on SVic+ for 15 epochs with mini-batches of six pages each.

4.4 Sequence classification

Given that a lawsuit is composed of an ordered series of pages, one can, instead of classifying each page by itself, leverage the sequential nature of the data by treating the problem as a sequence labelling task. That is, rather than having a page and a class prediction as input and output, the sequence classification approach outputs a sequence of class predictions, given a sequence of input pages. We employ the inside-outside-beginning (IOB) tagging scheme [30] to better leverage the sequential information: we prepend “B-” to the ground truth of first-page samples and “I-” otherwise. For example, if a suit begins with a RE of three pages followed by an ARE of equal length, the label sequence would start with B-RE, I-RE, I-RE, B-ARE, I-ARE, I-ARE.

4.4.1 CRF postprocessing

As a baseline method for sequence classification, we use the CRF postprocessing approach described in [27], which obtained the best results for Small VICTOR, the text-only counterpart of the data we use in this work. It consists in using the predictions of a trained model to train a linear-chain conditional random field (CRF). While in [27] the predictions of the CNN described in Sect. 4.1 were used (CNN+CRF), we instead use the predictions of the FM (FM+CRF): we first save its predictions for all samples in the data; then, we use these six-dimensional vectors as features to train the linear-chain CRF. Figure 7 illustrates the method.

4.4.2 BiLSTM

As an alternative method for sequence classification of pages, we use a bidirectional long short-term (biLSTM) [19] layer to capture sequential dependencies at the feature extraction level—as opposed to the FM+CRF baseline, which only does so at the prediction level. We experiment with two different kinds of input: the activations of the first FC layer of the FM (128-dimensional vectors) and the concatenation of the pre-computed image and text embeddings (7936-dimensional vectors), obtained as described in Sect. 4.3.

The network consists of a biLSTM layer with 128 units for each direction followed by batch normalisation, dropout and an FC layer. When using concatenated image and text

![Fig. 6 Fusion Module (FM): the proposed method for early fusion of textual and visual information. Dashed lines indicate dropout was applied. The hyperparameter \(d\) is the number of units in the first fully connected layer.](image-url)
Fig. 7 Baseline sequence classification method (FM+CRF). We feed the (pre-computed) predictions of the fusion module (FM) to a linear-chain CRF to jointly predict the class of each page in an extraordinary appeal.

embeddings as input, we first apply batch normalisation and dropout, followed by an FC layer with 512 units.

We train four model variants:

1. BiLSTM, which uses fusion activations as input;
2. BiLSTM-CRF, with the same input and a CRF head on top of the described network;
3. BiLSTM-F, which uses concatenated image and text embeddings as input; and
4. BiLSTM-F-CRF, with the same input and a CRF head.

Due to the memory footprint of BiLSTM-F and BiLSTM-F-CRF, we use mini-batches of eight lawsuits when training them. All models are trained for one cycle [38] of 20 epochs. We use the range test to choose learning rates.

5 Results and discussion

Table 3 exhibits the F_1 scores of the best performing models, categorised by whether they use textual (CNN), visual (ResNet50-w and ResNet50), textual and visual (FM), or sequential (FM+CRF and BiLSTM-F) information.

All models beat majority class classifiers considering both weighted and average F_1 scores—except for ResNet50-w, whose weighted F_1 score is 25.98 p.p. (percentage points) lower. The models with textual data performed much better than those with only visual information available, which is not surprising given that text content is more discriminative than visual aspects when considering the dataset documents—most of them are similar white pages with blocks of text (Fig. 2).

Regarding fusion and sequence classification results, each additional information source contributed to classification metrics: considering average F_1 scores, the FM and the LF-F surpassed the CNN by 0.89 p.p. and 1.22 p.p., respectively, while the multimodal sequential methods (LF-F+CRF, FM+CRF, and BiLSTM-F) surpassed all fusion, image, and text methods. Surprisingly, LayoutXLM, a state-of-the-art method, performed consistently worse than the text model. LayoutXLM is pre-trained on multimodal tasks where text, layout and image information are equally important; on the other hand, our unimodal results show how the text modality is paramount in SVic+. This discrepancy may cause negative transfer [31] between pre-training and target tasks. We leave to future work the training and evaluation of a randomly initialised LayoutXLM architecture on our data to assess that hypothesis. Furthermore, LayoutXLM is much more time-intensive than our approaches: each epoch takes about 14 hours (11 for training and 3 for evaluating) on a NVIDIA Tesla V100, while our full fusion (FM) and sequential (BiLSTM-F) pipelines take less than 3.5 h each per epoch. It also requires pre-computation of layout items (textual bounding boxes), which is not required by the other methods.

The multimodal sequence models outperformed the variant with only textual information, CNN+CRF, which further supports the importance of leveraging various input modalities: the BiLSTM-F beat the CNN+CRF by 2.03 p.p. when considering average F_1 scores.

The only class whose F_1 score did not improve with sequential information was Despacho: the CRF post-processing caused a reduction on F_1 score of 3.78 p.p. and 0.99 for the LF-F and FM, respectively. This may be due to the small size of Despacho documents. They have an average size of 1.30 pages with 0.77 standard deviation. Furthermore, 78 % of the documents from that class have only one page, while 95 % have two or less pages.

In the paragraphs below we will further examine the results of each category (text, image, fusion and sequence) and perform an ablation analysis of the fusion module.

5.1 Text classification results

Table 4 compares the validation performance of our approaches for text classification. Using class frequency penalty weights to help with data imbalance improved recall on all classes, except for the most frequent one (Others). This increase came at the expense of a sharp decrease in precision for those classes. As a result, the average and weighted
F₁ scores for the CNN-w were 12.90 and 3.39 p.p. lower than its counterpart with no penalty weights.

Despite using the same architecture, we achieved better results than the ones reported by Luz de Araujo et al. [27] and presented in Table 3. This is probably because we save model parameters only on validation metric improvement when training.

5.2 Image classification results

Table 5 compares the validation performance of the image classification models. Similarly to the text classification results, using class frequency penalty weights resulted in a decrease in recall for the majority class and correspondent increase in that metric for the other classes. As in the previous case, we see a big decrease in precision for the Acórdão, RE and Sentença pages, though there is a slight increase in precision for the ARE and Despacho pages. This is explained by the fact that the ResNet50 with no explicit strategies for class imbalance did not assign samples to those two classes at all.

The ResNet50 achieved higher average and weighted scores than its counterpart that uses class frequency penalty weights. That said, since the ResNet50 scores for Acórdão, ARE and Despacho were zero or close to zero, the ResNet50-w scores were more equally distributed across the different classes. With the intuition that this could lead to more discriminative features, we experiment with both models' activations when fusing textual and visual data. Considering both early and late combination methods, ResNet50-w worked better. The FM trained with its activations achieved an average F₁ score on the validation set 0.63 p.p. higher than its counterpart trained with ResNet50 activations. When using ResNet50 predictions as input to the LF, the method simply ignored them and always followed the text module predictions. Thus, all FM and LF results we report were obtained using ResNet50-w as the image module.

### Table 5

| Class     | Text F₁ | Image F₁ | Fusion F₁ | Sequence F₁ |
|-----------|---------|----------|-----------|-------------|
| CNN       | 86.43   | 89.96    | 18.45     | 90.81       |
| ResNet50-w| 86.43   | 89.96    | 18.45     | 90.81       |
| ResNet50  | 75.92   | 76.32    | 13.98     | 77.27       |
| Average   | 75.84   | 77.01    | 27.34     | 77.40       |
| Weighted  | 94.72   | 94.72    | 58.09     | 94.72       |

Image results are reported for the image test set; all the others, for the text test set. We also report the CNN and CNN+CRF results presented in [27] and the LayoutXLM [44] baseline (LXLM). A majority class baseline achieves average/weighted F₁ scores of 15.73/84.41 and 15.71/84.07 on the text and image test sets respectively.

Bold values indicate the highest score for each class and aggregate measure.

### Table 4

| Class     | CNN-w Precision | CNN-w Recall | CNN-w F₁ | CNN Precision | CNN Recall | CNN F₁ |
|-----------|-----------------|--------------|----------|---------------|------------|--------|
| Acórdão   | 43.46           | 82.27        | 56.88    | 91.16         | 75.92      | 82.85  |
| ARE       | 46.95           | 67.05        | 55.23    | 75.04         | 47.42      | 58.11  |
| Despacho  | 37.20           | 75.41        | 49.82    | 77.27         | 65.03      | 79.62  |
| Others    | 97.55           | 91.73        | 94.55    | 96.29         | 97.97      | 97.12  |
| RE        | 55.61           | 80.47        | 65.77    | 76.45         | 74.56      | 75.49  |
| Sentença  | 52.82           | 78.55        | 63.16    | 92.85         | 68.22      | 78.65  |
| Average   | 55.60           | 79.25        | 64.24    | 84.84         | 71.52      | 77.14  |
| Weighted  | 92.53           | 90.13        | 90.98    | 94.37         | 94.60      | 94.37  |

The suffix -w indicates the use of class frequency penalty weights.

Bold values indicate the highest precision, recall and F₁ score for each class and aggregate measure.
Table 5  Image classification: comparison between validation set precision, recall and F1 scores (in %) of the different approaches

| Class   | ResNet50-w |         |         | ResNet50 |         |         |
|---------|------------|---------|---------|----------|---------|---------|
|         | Precision  | Recall  | F1 score | Precision | Recall  | F1 score |
| Acórdão | 09.91      | 81.85   | 17.68   | 66.67    | 01.27   | 02.50   |
| ARE     | 06.27      | 73.17   | 11.56   | 00.00    | 00.00   | 00.00   |
| Despacho| 03.99      | 68.31   | 07.53   | 00.00    | 00.00   | 00.00   |
| Others  | 98.27      | 46.37   | 03.01   | 09.47    | 99.50   | 94.77   |
| RE      | 21.93      | 62.65   | 32.48   | 78.08    | 20.95   | 33.03   |
| Sentença| 30.99      | 72.72   | 43.46   | 93.73    | 33.35   | 49.20   |
| Average | 28.56      | 67.51   | 29.29   | 54.82    | 25.85   | 29.92   |
| Weighted| 89.37      | 48.69   | 59.13   | 87.14    | 90.24   | 87.09   |

The suffix -w indicates the use of class frequency penalty weights. Bold values indicate the highest precision, recall and F1 score for each class and aggregate measure.

Table 6  Fusion Module: impact of number of hidden units and learnable embeddings for missing data on average validation set F1 scores (in %)

| Method       | Average F1 |
|--------------|------------|
| FM-512       | 74.49      |
| FM-512-zero  | 68.02      |
| FM-128       | 75.70      |
| FM-128-zero  | 72.95      |

The suffix -zero indicates the use of vector of zeros for missing data (as opposed to using learnable embeddings). Bold value indicates the highest value.

5.3 Image and text combination results

Table 6 shows the performance of the FM trained for 10 epochs with different hyperparameter configurations. Using learnable embeddings for missing textual or visual data proved to be fundamental, improving average F1 scores by 6.47 and 2.75 p.p. for the models with 512 and 128 hidden units, respectively. While the smaller model performed best, we hypothesise that with further parameter tuning and longer training the bigger model would surpass it.

Table 7 compares the scores of the alternative fusion approaches with the ones from the FM. All of them performed much worse, with decreases in average F1 score ranging from 2.16 to 14.52 p.p. These results signal how the increase in performance seen by the FM is due to the fusion of data sources, not to different training conditions or model capacity—combining visual and textual data helps.

Table 8 compares the early and late fusion methods. On the test set split, where all samples have both image and text data, with the exception of four samples with no image data, the late fusion methods outperformed the FM by 0.33 p.p. (average F1 score). On this test split, LF-u and LF-f achieve identical scores, since there are only 4 samples with a missing modality. When evaluating on the text + image test split, which has 8037 samples with no text data, the FM surpasses LF-f by 0.11 p.p. and LF-u severely underperforms when compared with LF-f, with a drop in average F1 score greater than 13 p.p. These results show that using a representation for missing modality that accounts for the unbalanced nature of

Table 7  Fusion Module ablation, comparing the test set F1 scores (in %) of the hybrid classifier and of a version of the fusion module that ignores image activations (w/o img acts), that is, always uses the missing image embedding

| Class   | Text test split |         |         |         |         |         |
|---------|-----------------|---------|---------|---------|---------|---------|
|         |                 | FM      | fusion w/o img acts | FM     | HC-w   | HC     |
| Acórdão | 90.74           | 88.27   | (-2.47) | 88.50   | 41.36   | (-47.14) | 87.68   | (-0.82) |
| ARE     | 57.92           | 54.09   | (-3.83) | 56.60   | 49.02   | (-7.58)  | 43.91   | (-12.69) |
| Despacho| 63.98           | 62.01   | (-1.97) | 63.79   | 42.71   | (-21.08) | 61.85   | (-1.94)  |
| Others  | 97.24           | 97.27   | (+0.03) | 97.03   | 95.80   | (-1.23)  | 97.02   | (-0.01)  |
| RE      | 75.47           | 73.26   | (-2.21) | 75.05   | 72.11   | (-2.94)  | 75.00   | (-0.05)  |
| Sentença| 82.04           | 79.58   | (-2.46) | 81.21   | 74.07   | (-7.14)  | 79.68   | (-1.53)  |
| Average | 77.90           | 75.74   | (-2.16) | 77.03   | 62.51   | (-14.52) | 74.19   | (-2.84)  |
| Weighted| 94.72           | 94.47   | (-0.25) | 94.32   | 92.58   | (-1.74)  | 93.95   | (-0.37)  |

For the hybrid classifier, we report the results using both image classifiers: with (HC-w) and without (HC) class frequency penalty. Between parentheses, the difference in performance compared with using the original fusion module (FM).
Table 8  Early and late fusion: comparison between test set F1 scores (in %) of the fusion module (FM), late fusion methods (LF-u and LF-f) and LayoutXLM (LXLM)

| Class       | Text test split |          |          | Text + image test split |          |          |
|-------------|-----------------|----------|----------|------------------------|----------|----------|
|             | FM LF-u LF-f LXLM | FM LF-u LF-f |          | FM LF-u LF-f          |          |          |
| Acórdão     | 90.74 90.81 90.81 60.13 | 88.50 | 41.52 | 88.48 65.31          |          |          |
| ARE         | 57.92 57.92 57.92 23.91 | 56.60 | 50.68 | 54.96 65.31          |          |          |
| Despacho    | 63.98 65.64 65.64 23.72 | 63.79 | 46.46 | 65.31 74.58          |          |          |
| Others      | 97.24 97.21 97.21 96.54 | 97.03 | 95.70 | 96.96 96.56          |          |          |
| RE          | 75.47 75.60 75.60 72.25 | 75.05 | 72.16 | 74.58 72.16          |          |          |
| Sentença    | 82.04 82.19 82.19 66.68 | 81.21 | 75.70 | 81.24 65.31          |          |          |
| Average     | 77.90 78.23 78.23 57.21 | 77.03 | 63.70 | 76.92 77.90          |          |          |
| Weighted    | 94.72 94.70 94.70 92.81 | 94.32 | 92.56 | 94.19 94.72          |          |          |

Bold values indicate the highest score for each class in each modality (text or text + image)

Table 9  Sequence classification: comparison between average and weighted by class frequencies validation set F1 scores (in %) of the different approaches

| Method        | Average F1   | Weighted F1 |
|---------------|--------------|-------------|
| BiLSTM        | 77.16        | 94.25       |
| BiLSTM-CRF    | 78.45        | 94.46       |
| BiLSTM-F      | 79.03        | 94.81       |
| BiLSTM-F-CRF  | 78.87        | 94.58       |

Bold values indicate the highest Average and Weighted F1 scores

the data is essential for late fusion approaches. Furthermore, the FM seems to handle samples with missing modalities better, possibly because of the learnable embeddings for those cases.

5.4 Sequence classification

Table 9 compares the validation performance of the LSTM models. To ensure a fair comparison to the other approaches, though we use IOB tagging scheme during training, when reporting results we consider only the original classes. If a given page is an ARE, for example, the predictions B-ARE and I-ARE would both be considered correct, regardless of the position of the page in its lawsuit.

The variants that use as input the image and text embeddings (BiLSTM-F and BiLSTM-F-CRF) outperformed the ones that use the FM activations (BiLSTM and BiLSTM-CRF). This suggests that it is beneficial to jointly learn how to consider sequential dependencies and how to combine multimodal information. Surprisingly, the CRF layer helped the BiLSTM model, with an increase in 1.29/0.25 average/weighted F1 scores, but not the BiLSTM-F model. This may be an artefact of our training settings, with its limited number of training epochs.

5.5 First page evaluation

Table 10 shows the difference in classification performance of samples that are the first page of a document versus those that are interior pages, considering all levels of data availability (text, image, and fusion).

Table 10  Comparison of first page and not first page of a document classification performance

| Class       | Text First page | Not first page | Image First page | Not first page | Fusion First page | Not first page |
|-------------|----------------|---------------|-----------------|---------------|------------------|---------------|
| Acórdão     | 92.47 (199)    | 83.66 (74)    | 34.28 (197)     | 08.24 (88)    | 93.40 (199)      | 77.19 (88)    |
| ARE         | 47.65 (213)    | 56.74 (1,628) | 06.71 (203)     | 12.10 (2,334) | 59.95 (213)      | 56.28 (2,442) |
| Despacho    | 71.54 (147)    | 40.43 (51)    | 12.59 (146)     | 03.68 (52)    | 71.81 (147)      | 40.45 (52)    |
| Others      | 99.02 (25,744) | 96.58 (59,664)| 78.19 (24,193)  | 54.29 (63,709)| 99.04 (25,744)  | 96.26 (66,789)|
| RE          | 74.45 (312)    | 75.65 (6,019) | 18.28 (301)     | 33.72 (5,876) | 75.50 (312)      | 75.03 (6,074) |
| Sentença    | 81.47 (265)    | 80.32 (1,210) | 26.61 (262)     | 49.71 (1,216) | 83.11 (265)      | 80.78 (1,328) |
| Average     | 77.77 (26,880)| 72.23 (68,646)| 29.44 (25,302)  | 26.96 (73,275)| 80.47 (26,880)  | 71.00 (76,683)|
| Weighted    | 97.96 (26,880)| 93.46 (68,646)| 75.65 (25,302)  | 51.13 (73,273) | 98.11 (26,880)  | 93.00 (76,683)|

We report test set F1 scores (in %) for image, text, and fusion classification using as models the CNN, the ResNet50-w and the FM, respectively. We show the number of samples between parentheses.

Bold values indicate the highest score for each class in each modality (text, image, or fusion)
The first page sample set obtained average/weighted F1 scores 5.54/4.50, 2.48/24.52 and 9.47/5.11 p.p. higher than its complement, for the text, image and fusion levels, respectively. These results confirm our hypothesis that the first pages are more informative from the point of view of both textual and visual data. Therefore, one possible improvement for page classification of the legal documents is training under a multitask setting that jointly learns to classify pages and establish document boundaries.

### 5.6 Error analysis

To examine the differences in performance between the classes, we first built confusion matrices for the BiLSTM-F predictions (Fig. 8). We identified that the main source of confusion is the “Others” class. When distinguishing first and interior pages we observe a equivalent behaviour, with first pages and interior pages being misclassified as B-Others and I-others, respectively.

To better understand such confusion we executed the following error analysis. For each class, we manually inspected two samples from the test set: the most confident false positive (i.e. the one with the highest loss), and a randomly sampled false positive. In total, we sampled 12 pages, exhibited in Fig. 9. We see that for all (non-Others) wrong predictions, the ground truth was “Others”, which is not surprising when we consider the aforementioned confusion matrices. What was unexpected was that in some cases the model was actually correct—the problem was the ground truth label. Of the six most confident supposed errors, four were wrongly labelled samples whose actual class was correctly predicted. When considering the randomly sampled errors, four or them were also wrongly labelled. Of those, three were correctly predicted by the model.

Once we identified those labelling mistakes, we randomly sampled five pages from each class, 30 pages in total. We manually examined each of them to assess the correctness of the ground truth labels. We found all non-others labels to be correct. Of the five documents labelled as “Others”, two were found to be incorrect. We have also found that many documents wrongly labelled as “Others” originated from the Brazilian state of Paraíba. For that reason, we examined all pages containing the token “paraiba” and found all of them to be labelled as “Others”. Thus, we hypothesise that documents from certain lower courts are reaching the Supreme Court with no document type annotation and being wrongly identified as “Others”. This would also explain the excellent classification performance of that class: the model may have learned to identify cues (e.g. lower court of origin) that identify wrongly labelled documents. Surprisingly, even with wrong labels the model learned the task well—we could only identify the labelling issues because of supposed wrong predictions that we found to be actually correct. We leave to future work identifying the sources of label noise.

![Fig. 8](image)

Confusion matrices of the BiLSTM-F predictions for the test set. Values have been normalised by row and represent the percentage of samples from the row class that were classified as the column class. The entries in the main diagonal are the recalls for each class. To the left is the confusion matrix for class prediction; to the right, the confusion matrix for tag prediction, which distinguishes first and interior pages.
5.7 Tobacco800 evaluation

Table 11 exhibits the accuracy of our main methods for each modality when trained and evaluated on Tobacco800. We report the accuracy instead of the F1 score because the dataset is more balanced than ours (58% first page and 42% interior page samples) and the accuracy is the metric used in previous works [7,42].

We compare our models with the best performing ones presented by Wiedemann and Heyer [42] and Braz et al. [7]. The former is based on the late fusion of image, text and topic-based classifier predictions of inputs that include the predecessor page, a way to include sequential information. The text module uses pre-trained FastText [6] word vectors followed by a bidirectional layer of Gated Recurrent Units [10], 1D convolutions of multiple filter sizes and a fully connected layer. The image module is based on VGG16 [36] with a modified linear block on top. Topic features are obtained through latent Dirichlet allocation [5]. The best performing model proposed by Braz et al. [7] is similar to the one used by Wiedermann and Heyer, but also includes the successor page as input.

Surprisingly, the best-performing method for tobacco800 is a VGG16 model with windows of 3 pages as input, which is a unimodal approach that uses only image features. That said, Braz et al. [7] have not explored combining features from multiple modalities, so we would expect that integrating their model in a multimodal pipeline such as the ones we present in this paper would further improve the accuracy.

The FM got comparable results without any hyperparameter tuning for tobacco800 apart from the learning rate—we reused the same configurations employed when processing

Table 11 Tobacco800 test set performance (in %) across the different modalities

| Method              | Accuracy |
|---------------------|----------|
| Majority baseline   | 57.9     |
| Text                | 84.6     |
| Image               | 87.8     |
| VGG16 [7]           | 87.8     |
| ResNet50            | 81.9     |
| Fusion              | 85.7     |
| Late Fusion         | 85.7     |
| FM                  | 87.6     |
| Sequence            |          |
| Image + Text + Topic [42] | 91.9    |
| VGG16 (3-page window) [7] | 92.0 |
| BiLSTM-F            | 67.8     |

Using the FM represented an increase in accuracy of 3 p.p. when compared with our stronger unimodal approach (Text CNN). Bold value indicates the highest accuracy.
SVic+. In addition, our multimodal approaches show a clear improvement over the unimodal ones, especially our FM, which surpassed the late fusion model. This is contrary to previous works’ findings [32,42], where late fusion performed best.

Since the image model from Braz et al. [7] outperformed ours by 5.9 p.p., the performance of the FM may be hampered by weak image and text models. Unfortunately, we cannot compare our text and fusion models with neither Braz et al. [7] nor Wiedemann and Heyer [42] methods. Braz et al. only explore image models. Wiedemann and Heyer [42] report the performance of their image and text models only on their validation set, which is not made available. That said, our fusion module is agnostic to its inputs and should improve with more robust image and text representations.

Excluding the majority baseline, the BiLSTM-F was the least accurate method. In fact, its performance was worse than the image and text models whose activations it uses as input. This may be due to the nature of the Tobacco800 dataset: while SVic+ is composed of lawsuits of related ordered documents, Tobacco800 is an unordered collection. Also, despite the presence of multi-page documents, single-page documents comprise the majority of the dataset. Therefore, the results suggest that the BiLSTM-F is more appropriate for sequences of pages with longer-term dependencies, while modelling windows of pages is the better method for corpora such as Tobacco800.

6 Conclusion

In this paper, we presented SVic+, a novel dataset of Brazilian lawsuits with visual and textual data, and proposed a method for sequence-aware multimodal classification of pages from legal documents. Our proposed fusion module combines visual and textual features extracted from convolutional neural networks trained separately on image and text data. We experiment with two approaches for sequence classification: post-processing the predictions of the multimodal methods using a linear-chain conditional random field and training bidirectional LSTM models that alternatively use as input fusion module activations or the concatenation of image and text embeddings. Our fusion module outperformed the unimodal models, with an ablation analysis confirming that improvement is due to the combination of modalities. It also surpassed LayoutXLM, a much more computating and time-intensive method, possibly due to the negative transfer between LayoutXLM’s pre-training and target tasks. We find that learning embeddings for missing visual or textual input is much better than using a vector of zeroes for such cases.

Sequence classification of pages brought further improvements, with the best performing model jointly learning how to combine modalities and consider sequential dependencies. That said, the results on Tobacco800 show that the BiLSTM-F is better suited to model sequences of pages with longer-term dependencies, as opposed to unordered collections of documents. Finally, through our error analysis we have found data labelling errors that seem to originate from lower courts that submit documents with no type annotation.

Therefore, future work would include identifying the sources of label noise and correcting the annotations. It would also be interesting to examine the end-to-end training of the full pipeline: image and text feature extractors, fusion module and sequence modelling. Moreover, it is worthwhile to explore if transformer-based [41] text encoders such as BERT [13] and T5 [29] can further raise classification metrics by improving the text module.
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