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A Lévy walk of order \( \beta \) is studied on an interval of length \( L \), driven out of equilibrium by different-density boundary baths. The anomalous current generated under these settings is nonlocally related to the density profile through an integral equation. While the asymptotic solution to this equation is known, its finite-\( L \) corrections remain unstudied despite their importance in the study of anomalous transport. Here a perturbative method for computing such corrections is presented and explicitly demonstrated for the leading correction to the asymptotic transport of a Lévy walk of order \( \beta = 5/3 \), which represents a broad universal class of anomalous transport models. Surprisingly, many other physical problems are described by similar integral equations, to which the method introduced here can be directly applied.

I. INTRODUCTION

The Lévy walk is a popular and well-studied model which describes a variety of physical scenarios in which superdiffusive dynamics lead to nonlocal stationary behavior. Nonlocality is manifested in the mathematical description of the relevant observables in terms of an integral equation with a power-law kernel \([1,6]\).

One fruitful application of the Lévy walk model is to the study of anomalous heat transport in one-dimensional (1D) Hamiltonian systems \([4,11]\). When such systems are constrained to an interval of length \( L \) and driven out of equilibrium by heat baths of temperature difference \( \Delta T \), one observes an anomalous transport behavior in the asymptotic large-\( L \) limit: The energy current \( J_e \) is found to scale as \( J_e \sim \Delta T / L^{1-\alpha} \) and the temperature profile is singular at the boundaries. The “anomalous exponent” \( \alpha \in (0,1] \) gets its name from the fact that Fourier’s law predicts \( \alpha = 0 \) \([4,5,7,12]\). Active research of anomalous transport focuses on its universal features in the asymptotic limit. The main questions include the classification of models into different universality classes, precisely determining the anomalous exponent \( \alpha \) corresponding to each universality class and the relation between \( \alpha \) and the singular behavior of the accompanying temperature profiles \([4,13,14]\).

Although significant progress has recently provided several theoretical predictions for the different universal values of \( \alpha \) \([4,12,13,19]\), obtaining conclusive experimental support is a difficult problem. Namely, the asymptotic behavior predicted in theory for large-\( L \) is hard to reach in numerical simulations and experiments due to finite-size corrections \([7]\). In fact, it is generally not known how large a system should be to ensure the asymptotic limit is reached \([20]\). Indeed, the literature contains numerous observed values of \( \alpha \) for a variety of models. These \( \alpha \)-s are usually extracted from numerical simulations by fitting the observed \( L \) depen-

dence of \( J_e (L) \) to an inverse power law, assuming that the system is safely inside the asymptotically large-\( L \) regime. However, not all simulation results stand in agreement \([7,12,16,21–24]\), making it difficult to determine the different universality classes and refute incompatible predictions. For this reason, insufficient understanding of finite-size corrections poses a significant hurdle which must be overcome to make progress.

Since Lévy particles are noninteracting, anomalous Lévy walk transport is easier to study than that of Hamiltonian models. Imposing different-density baths similarly gives rise to an anomalous walker current \( J \) and a corresponding singular density profile \( P(x) \). This setup was studied in Refs. \([4,5]\) where an integral equation relating the asymptotic current \( J_0 \) and density profile \( P_0(x) \) was formulated and solved exactly in Ref. \([5]\). However, finite-size corrections remain unstudied.

In this paper, a perturbative method is presented for computing finite-size corrections to the asymptotic Lévy walk results in three steps: First, the integral equation relating the asymptotic \( J_0 \) and \( P_0(x) \) of Ref. \([5]\) is extended to include finite-size corrections. Then, a perturbative method for computing the corrections order-by-order in inverse powers of \( L \) is introduced. Finally, the method is used to explicitly compute the leading correction to the asymptotic \( J_0 \) and \( P_0(x) \) for a Lévy walk of order \( \beta = 5/3 \), which is expected to represent a broad universality class of anomalous transport models with exponent \( \alpha = 1/3 \) \([7]\). In this case, the asymptotic current \( J_0 \) decays as \( J_0 \sim L^{-2/3} \), whereas its leading correction \( J_1 \) is shown to decay as \( J_1 \sim L^{-1} \). Thus, the asymptotic regime in which \( J_0 \gg J_1 \) is reached only when \( L \) is very large, further illustrating the importance of accounting for finite-size corrections. The intuitive explanation behind the diffusive correction \( J_1 \) is that, although the width of the Lévy walkers’ walk-time distribution diverges, its mean is finite. Thus, although the walkers occasionally undergo very long excursions, most of the walks last a small enough amount of time, leading to dif-

The Lévy walk model of order $\beta$ describes particles moving at a fixed velocity $v$ which evolve via random "walks" of duration $t$ drawn from the distribution

$$\phi(t) = \beta t_0^\beta \theta[t - t_0]/t^{\beta + 1},$$

where $1 < \beta < 2$, $t_0$ is the minimal walk-time and $\theta[\tau]$ is the step function. All but the first moment of $\phi(t)$ diverge, giving rise to rare, long walks that connect distant points in the system. The model is studied on a 1D interval parameterized by $x \in [0, L]$. Following Ref. [5], let $P(x,t)\,dx$ denote the number of walkers crossing the interval $(x, x+dx)$ at time $t$ and let $Q(x,t)\,dx\,dt$ denote the number of walkers whose walk ends inside the interval $(x, x+dx)$ during the time interval $(t, t+dt)$. Correspondingly, $P(x,t)$ is called the walker density and $Q(x,t)$ is called the turning-point density. It will prove useful to consider the rescaled position $x \in [0, 1]$, obtained by dividing the position by $L$.

To model the nonequilibrium settings of anomalous transport, appropriate boundary conditions must be imposed. Following Ref. [5], different density walker baths are imposed at the two ends of the system by setting

$$Q(x \leq 0) = Q_L \text{ and } Q(x \geq 1) = Q_R. \quad (2)$$

With these boundary conditions, the stationary walker current satisfies the integral equation

$$J_{\text{exact}}(x) = \frac{v}{2} \left( Q_L \int_{Lx/v}^\infty d\tau \psi(\tau) - Q_R \int_{(1-x)L/v}^\infty d\tau \psi(\tau) \right) + \frac{L}{2} \int_0^1 dy \, \text{sgn}[x-y] \frac{L|x-y|}{v} Q(y), \quad (3)$$

where $\psi(t)$, the probability of drawing a walk-time larger than $t$, is given by

$$\psi(t) = \int_t^\infty d\tau \, \phi(\tau) = 1 + \theta[t-t_0] \left( \frac{t_0}{t} \right)^\beta - 1. \quad (4)$$

Eq. (3) implies that the walker current at position $x$ is the sum of two contributions: The first line describes the contribution coming from the two constant-density walker baths, whereas the second line describes the contributions from walkers inside the system. Since the system is in its steady state, the current must be independent of $x$, i.e. $J_{\text{exact}}(x) \equiv J_{\text{exact}}$.

It was also shown in Ref. [3] that the turning point density $Q(x)$ satisfies the self-consistent equation

$$Q(x) = \frac{Q_L}{2} \psi \left( \frac{Lx}{v} \right) + \frac{Q_R}{2} \psi \left( \frac{L(1-x)}{v} \right)$$

$$+ \frac{L}{2v} \int_0^1 dy \, \phi \left( \frac{L|x-y|}{v} \right) Q(y), \quad (5)$$

and that the turning point density $Q(x)$ is related to the walker density $P(x)$ by

$$P(x) = \frac{\beta t_0}{\beta - 1} Q(x) + O(\varepsilon^{\beta-1}), \quad (6)$$

where $\varepsilon = t_0v/L$ plays the role of a dimensionless inverse system-size. Eqs. (3), (5) and (6) constitute the starting point of this study.
III. A STEP BEYOND ASYMPTOTICS

Since the solution of Eq. (3) for \( J_{\text{exact}} \) is hard to compute, the first step is to expand the equation in small \( \varepsilon \)

\[
J \approx A \varepsilon P' (x) - B \varepsilon^{\beta-1} \int_0^1 dy \frac{P'(y)}{|x-y|^{\beta-1}}, \tag{7}
\]

where \( A = \frac{\nu(\beta-1)}{2(\beta-1)} \), \( B = \frac{\nu}{2^\beta} \), \( P'(x) \) denotes the derivative of \( P(x) \). Note that corrections of \( O \left( \varepsilon^{2(\beta-1)} \right) \) have been neglected and will be addressed later in Sec. V (also see Appendix A). Equation (7) is derived by substituting \( \psi(t) \) into Eq. (3) for \( J_{\text{exact}} \), expanding up to linear order in \( \varepsilon \) and employing the relation between \( P(x) \) and \( Q(x) \) of Eq. (6). A similar equation for \( A = 0 \) was derived in Ref. [5].

Before proceeding to solve Eq. (7), let us first establish some useful notations. The rightmost term in Eq. (7) is intuitively called the “nonlocal” term since it depends on the values of \( P'(x) \) across the entire system. Naturally, the term \( A \varepsilon P'(x) \) is then referred to as the “local” term and \( J \) is called the “source” term. The integral Eq. (7) for \( J \) is a weakly singular Fredholm integral equation (WSFIE) of the second kind [29–31]. It is called weakly singular since the integral kernel diverges for \( y = x \) yet, since \( 0 < \beta - 1 < 1 \), the singularity is integrable. Last, when the unknown function appears only under the integral sign and outside the integral, the equation is of the “second kind” but if it appears only under the integral sign, it is of the “first kind”. Note that an equation for \( J \), containing both a local term \( \sim O \left( \varepsilon^{-1} \right) \) and a non-local term \( \sim O \left( \varepsilon^{\beta-1} \right) \), is obtained whenever the walk-time distribution \( \phi(t) \) contains a short walk-time cutoff mechanism.

The simplest way to proceed is to take the asymptotic \( \varepsilon \to 0 \) limit in Eq. (7). In this limit the local term vanishes from Eq. (7), and with it all information about finite-size corrections, reducing the equation to the WSFIE of the first kind studied in Ref. [5]. Although this WSFIE can indeed be solved exactly by the Sonin formula [31–32], the trade-off is that finite-size corrections remain out of reach.

Here, a method which preserves information about finite size corrections is suggested instead. This method relies on the interplay between the local term \( \propto \varepsilon \) and the nonlocal term \( \propto \varepsilon^\beta \) to construct an ansatz for \( P'(x) \) and \( J \) in the form of a power-series in \( \varepsilon^{\beta-2} \), the ratio of the two scales, as

\[
\begin{align*}
P' &= P'_0 + \varepsilon^{2-\beta} P'_1 + \varepsilon^{2(2-\beta)} P'_2 + \ldots \\
J &= \varepsilon^{\beta-1} \left[ \mathcal{J}_0 + \varepsilon^{2-\beta} \mathcal{J}_1 + \varepsilon^{2(2-\beta)} \mathcal{J}_2 + \ldots \right],
\end{align*}
\tag{8}
\]

where \( P'_n(x) \) and \( \mathcal{J}_n \) are independent of \( \varepsilon \). In turn, this allows replacing Eq. (7) by a hierarchy of WSFIEs of the first kind

\[
\begin{align*}
J_0 &= -B \int_0^1 dy \frac{P'_0(y)}{|x-y|^{\beta-1}} \quad \text{at } O \left( \varepsilon^{\beta-1} \right) \\
J_1 &= A P'_0(x) - B \int_0^1 dy \frac{P'_1(y)}{|x-y|^{\beta-1}} \quad \text{at } O \left( \varepsilon \right) \\
&\vdots \\
J_n &= A P'_{n-1}(x) - B \int_0^1 dy \frac{P'_n(y)}{|x-y|^{\beta-1}} \quad \text{at } O \left( \varepsilon^{(\beta-1)+(2-\beta)n} \right)
\end{align*}
\tag{9}
\]

where many of which can be solved using the Sonin formula [32]. The first hierarchy equation, at \( O \left( \varepsilon^{\beta-1} \right) \), coincides with the asymptotic equation of Ref. [5] while the rest provide increasingly higher-order, finite-size corrections which must be solved in an iterative fashion. It is important to stress that this method can be extended to additional WSFIEs of the second kind which exhibit a similar interplay between the local and nonlocal terms, even when the constant source term, e.g., \( J \) in Eq. (7), is replaced by a sufficiently well-behaved function of \( x \) (see Appendix B). In particular, it can be directly applied to the problems mention in Sec. I [20, 25–28].

IV. THE LEADING CORRECTION FOR \( \beta = 5/3 \)

This method is next used to compute the leading correction to the asymptotic density profile and current for a Lévy walk of order \( \beta = \frac{5}{3} \). The generalization to different values of \( \beta \) and higher-order corrections is then discussed in Sec. V.
Applying the ansatz
\[
P'(x) = P_0'(x) + \varepsilon^{1/3} P_1'(x) + O(\varepsilon^{2/3}),
\]
\[
J = \varepsilon^{2/3} J_0 + \varepsilon J_1 + O(\varepsilon^{4/3}),
\]
to Eq. (7) for \( J \) yields a hierarchy of WSFIEs of the first kind. The first equation, appearing at \( O(\varepsilon^{2/3}) \), is simply the asymptotic equation studied in Ref. [5]. The solution is obtained by applying the Sonin formula [3,32] (see Appendix B) and enforcing the boundary conditions in Eq. (2). One finds
\[
P_0'(x) = -\frac{b J_0}{v (x (1 - x))^{1/6}} \quad \text{and} \quad J_0 = -\frac{a v \Delta P}{b}
\]
where \( a = \Gamma \left[ \frac{2}{3} \right] / \Gamma \left[ \frac{5}{3} \right], \quad b = \frac{n}{v}, \quad \Gamma \left[ x \right] \) is the gamma function and \( \Delta P \equiv P_R - P_L = \frac{5 a_0}{2} (Q_R - Q_L) \) follows from Eq. (6).

To step beyond the known asymptotic results, let us consider the next hierarchy equation for the leading correction, \( P_1'(x) \). This equation appears at \( O(\varepsilon) \) and is given by
\[
\frac{10}{3v} \left( v P_0'(x) - J_1 \right) = \int_0^1 dy \frac{P_1'(y)}{|x - y|^{2/3}}.
\]

Due to the hierarchical structure of the ansatz of Eq. (10), \( P_0'(x) \) enters this equation as a source term. Equation (12) is also a WSFIE of the first kind since \( P_1'(x) \) appears only inside the integral. Applying the Sonin formula [3,32] yields
\[
P_1'(x) = -\frac{b}{v} \left( \frac{J_1}{(x (1 - x))^{1/6}} + \frac{a v \Delta P}{3^{1/2} 2^{1/3}} \right) I(x),
\]
where \( \varepsilon J_1 \) is the yet-unknown leading corrections to the asymptotic current and \( I(x) \) is given by
\[
I(x) = \frac{1}{x^2} \frac{d}{dx} \int_x^1 \frac{dt}{t (t - x)} \frac{d}{dt} \int_0^t \frac{dq}{q^{3/2}} (1 - q)^{-\frac{3}{2}}.
\]
Manipulating \( I(x) \) to its closed form requires careful treatment since Eq. (14) contains nontrivial improper integrals. One finds
\[
I(x) = -\frac{2^{2/3}}{(x (1 - x))^{1/6}} - \frac{16 x^{5/6}}{2^{1/5} 3^{1/3} (1 - x)^{7/6}} (G_+ (x))
\]
\[-\frac{5 (2 x + 1) G_- (x)}{16 x} - \frac{(2 x + 1) (H_+ (x) + H_- (x))}{2 \sqrt{x} (1 - x)^{7/6}} + \frac{16 \Gamma \left[ \frac{5}{3} \right] \Gamma \left[ \frac{5}{3} \right] (K_+ (x) - K_- (x))}{15 \sqrt{x} (1 - x)^{7/6}}
\]
where \( G_\pm (x) = F_1 \left[ \frac{5}{3}, \frac{1}{2} ; \frac{1}{3} ; \frac{1}{2} ; \frac{1}{2} \right] \left( \frac{1}{2} \pm \frac{1}{2} \right) \), \( H_\pm (x) = (1 \pm \sqrt{x})^{2/3} F_1 \left[ \frac{2}{3}, \frac{1}{2} ; \frac{1}{3} ; \frac{5}{2} \right] \), \( K_\pm (x) = (1 \pm \sqrt{x})^{5/3} F_1 \left[ \frac{5}{6}, \frac{5}{2} ; \frac{1}{2} ; \frac{5}{2} \right] \). Here \( F_1 \left[ a; b_1, b_2; c; z_1, z_2 \right] \) is the Appell hypergeometric function and \( F_1 \left[ a; b; c; z \right] \) is the hypergeometric function of the second kind.

The function \( I(x) \) has two interesting properties: First, it is easy to show that the hierarchy equation (12) is symmetric under reflections \( x \to 1 - x \) and so \( I(x) \) must also respect this symmetry. Induction can be used to extend this argument to all hierarchy equations (see Appendix B). Second, one can also show that, near the left boundary of the system, \( I(x) \) behaves as
\[
I(x \to 0) \propto x^{-1/2} + O(x^{-1/6}).
\]
This implies that, for any finite \( \varepsilon \), the boundary singularity of the leading correction \( P_1'(x) \) dominates over that of the asymptotic solution \( P_0'(x) \).

Having found the closed-form solution for \( P_1'(x) \), the final step is to determine \( J_1 \). This is done by integrating Eq. (13) for \( P_1(x) \) with the appropriate boundary conditions. Since the asymptotic results already use \( P_0(1) - P_0(0) = \Delta P \) in Eq. (11), the corrections must satisfy \( P_n(0) = P_n(1) = 0 \) for all \( n > 0 \). With these boundary conditions, \( J_1 \) is given by
\[
J_1 = 2^{4/3} 3^{-2/3} a v \Delta P.
\]

Substituting \( J_1 \) back inside Eq. (13) for \( P_1'(x) \) yields the final expression for the leading density gradient correction:
\[
P_1'(x) = -\frac{a b \Delta P}{3^{1/2} 2^{1/3}} \left( \frac{2^{5/3}}{v (x (1 - x))^{1/6}} + I(x) \right).
\]
Collecting these results into the ansatz in Eq. (10) gives the two leading contributions to the anomalous current and density profile of the Lévy walk of order 5/3:
\[
\begin{align*}
P'(x) &\approx a \Delta P \left[ \frac{v (x (1 - x))^{-1/6}}{2^{1/3} 3^{1/3} \varepsilon^{1/3}} \right. \\
&\left. \times \varepsilon^{1/3} \left( \frac{2^{5/3}}{v (x (1 - x))^{-1/6}} + I(x) \right) \right] \\
J &\approx -\frac{a}{v} v \Delta P \varepsilon^{2/3} \left( 1 - \frac{2^{4/3} \varepsilon^{1/3}}{3^{1/3} \varepsilon^{1/3}} \right)
\end{align*}
\]
Equations (17) and (18) are the first finite-size corrections computed in the context of anomalous transport.
To verify that $P'_1(x)$ and $J_1$ indeed describe the leading correction to the asymptotic results in Eq. (11), they are compared to the numerical solutions of the exact Lévy walk model equations. These are Eq. (3) for $J_{\text{exact}}$, Eq. (5) for $Q(x)$ and Eq. (6) which relates $Q(x)$ to $P(x) = \frac{\beta_0}{\beta - 1}Q(x) + O(\varepsilon^{\beta-1})$. In Ref. [5] the exact self-consistent equations for $P(x)$ and $Q(x)$ were numerically solved and shown to agree with Eq. (6). Figure 1 shows $P_1(x)$ along side the collapse of $\varepsilon^2 [P_{\text{Num}}(x) - P_0(x)]$ for different values of $\varepsilon$. $P_{\text{Num}}(x)$ is obtained by numerically solving Eq. (5) for $Q_{\text{Num}}(x)$ and then using Eq. (6) to relate $Q_{\text{Num}}(x)$ to $P_{\text{Num}}(x)$. Notice that the matching to $P_1(x)$ breaks down near the endpoints. Indeed, the derivation of the approximate relation between $J$ and $P(x)$ in Eq. (7) is valid only for $x \in [\varepsilon, 1-\varepsilon]$ and, consequently, so is its solution (see Appendix B). Specifically, the behavior of $P(x)$ in the intervals $x \in [0, \varepsilon] \cup (1-\varepsilon, 1]$ unfortunately remains out of reach. The same difficulties were reported in Ref. [4], which studies the closely related problem of computing the mean first-passage time for the Lévy walk. Nevertheless, it is straightforward to show that limiting the domain of $x$ to $[\varepsilon, 1-\varepsilon]$ does not introduce new corrections. Figure 2 compares $J$ of Eq. (19) to the asymptotic current $J_0 = \varepsilon^{2\beta/3}J_0$ and to the exact current $J_{\text{exact}}$, obtained by numerically solving Eq. (3) for $Q(x)$ and substituting the result into Eq. (4) for $J_{\text{exact}}$.

V. OTHER $\beta$ VALUES AND HIGHER ORDER CORRECTIONS

Let us finally discuss the application of this method to other values of $\beta$ and higher-order corrections. For a general $\beta$ and arbitrary order, this method faces two caveats: The first is due to the fact that Eq. (7) for $J$ is a small-$\varepsilon$ approximation of Eq. (3) for $J_{\text{exact}}$, implying that some higher-order corrections must have been neglected in its derivation. The second follows from limitations on the source term's behavior at the boundaries that are imposed by the Sonin formula. These two caveats are explained next and additional details are provided in Appendix B.

The appropriate ansatz for $P'(x)$ and $J$ for a Lévy walk of order $\beta$ is

$$J = \varepsilon^{-1} \{ \sum_{m=0}^{M} \varepsilon^{(2-\beta)m} P_m(x) + O(\varepsilon^{(2-\beta)(M+1)}) \}$$

$$P'(x) = \sum_{m=0}^{M} \varepsilon^{(2-\beta)m} P_m(x) + O(\varepsilon^{(2-\beta)(M+1)})$$

(20)

where $M$ is the maximal expansion order beyond which the method is no longer accurate. $M$ is the manifestation of the first caveat mentioned above. From Eqs. (20) and (7), one learns that the hierarchy equation for $P_M(x)$ is $O(\varepsilon^{(\beta-1)(2-\beta)M})$. Thus, to determine $M$ we must account for the terms neglected in the derivation of Eq. (7) for $J$ (see Appendix A) and find the order at which they enter the equation for $P'_M(x)$. Appendix A shows that the leading $O(\varepsilon^{(2\beta-1)})$ corrections in Eq. (7) set $M = \left[ \frac{\beta-1}{2-\beta} \right]$. It is important to stress that the hierarchy equations for $P_m'(x)$ are perfectly accurate for $0 \leq m < M$. Moreover, if only the anomalous current $J$ is of interest, one can significantly increase $M$ by working directly with Eq. (21). Then the $O(\varepsilon^{(2\beta-1)})$ corrections are replaced by $O(\varepsilon^3)$ corrections and $M$ increases to $M = \left[ \frac{\beta-1}{2-\beta} \right]$. The second caveat is intrinsic to the Sonin formula. As explained in Ref. [32], the Sonin formula applies only when the source term’s boundary singularity is weaker than the kernel’s singularity. Depending on the value of $\beta$, some of the hierarchy equations might not satisfy this requirement, even for $m < M$. Equation (9) shows that the source term in the hierarchy equation for $P_m'(x)$ is proportional to $P_m''(x)$. In Appendix B, the boundary behavior of $P_m''(x)$ is argued to be of the form $x \propto (2m-1)(\frac{\beta-2}{2})$ for general $m$ and $\beta$, with similar behavior for $x \rightarrow 1$. Comparing this singularity to the kernel’s singularity $\beta - 1$ restricts the Sonin formula to $m < \frac{\beta-1}{2-\beta}$.

Nevertheless, since all hierarchy equations satisfying $0 \leq m < M$ are precise, hierarchy equations for $P_m'(x)$...
VI. CONCLUSIONS

In this paper, the anomalous transport properties of a 1D Lévy walk of order \( \beta \) are studied on a finite interval of size \( L \) under nonequilibrium settings. Extending the work of Ref. [5], which related the anomalous walker current \( J \) to the density gradient \( P' (x) \) for asymptotically large \( L \), a more general integral equation which also captures finite-size corrections is derived. A perturbative method is presented for constructing an order-by-order solution of this equation. The method is explicitly demonstrated by computing the leading correction to the asymptotic behavior for \( \beta = 5/3 \), and its results are shown to be in excellent agreement with the numerical solution of the exact equations.

Remarkably, many other physical problems are described by similar integral equations [20, 25–28], bringing hope that the method presented here could be used in a verity of different fields. In the context of anomalous transport, it is interesting to compare the results obtained here to simulations and experiments. This could test if Lévy walks are indeed a reliable model for anomalous transport, even beyond the asymptotic limit. Applying this method to study additional Lévy walk properties, as well as other physical problems, is an equally interesting and exciting prospect.
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APPENDIX A - THE DERIVATION OF EQ. (7)

Equation (3) for \( J_{\text{exact}} \) was derived in Ref. [5] and serves as the basis for the derivation of Eq. (7) for \( J \) and mainly differs in the treatment of the finite-size corrections. The key steps of the derivation are outlined next.

Using \( \psi (t) \) of Eq. (1), the second line of Eq. (3) for \( J_{\text{exact}} \) becomes

\[
\frac{L}{2} \int_0^1 dy \ sgn [x - y] \psi \left( \frac{L|x - y|}{v} \right) Q (y)
= \frac{L}{2} \left( \int_{x - \varepsilon}^x dy \ Q (y) - \int_x^{x+\varepsilon} dy \ Q (y) \right)
+ \frac{Le^{\beta}}{2} \left( \int_0^{x-\varepsilon} \frac{dyQ (y)}{(x - y)^3} - \int_0^{1} \frac{dyQ (y)}{(y - x)^3} \right). \tag{21}
\]

Expanding the second line of Eq. (21) in small \( \varepsilon \) yields

\[
- \frac{t_0v\varepsilon}{2} Q' (x) + O (\varepsilon^3)
\]

and integrating the third line by parts yields

\[
\frac{t_0v\varepsilon}{2 - \beta} Q' (x) + \frac{t_0v\varepsilon^\beta - 1}{2(\beta - 1)}
\times \left( \frac{Q (1)}{(1 - x)^{\beta - 1}} - \frac{Q (0)}{x^{\beta - 1}} - \int_0^1 \frac{dyQ (y)}{|x - y|^{\beta - 1}} \right) + O (\varepsilon^3), \tag{23}
\]

where \( Q (0) = Q_L \) and \( Q (1) = Q_R \) follow from Eq. (2).

Collecting these terms back into \( J_{\text{exact}} \) gives

\[
J = \frac{t_0v\beta\varepsilon Q' (x)}{2(2 - \beta)} - \frac{t_0v\varepsilon^\beta - 1}{2(\beta - 1)} \int_0^1 \frac{dyQ (y)}{|x - y|^{\beta - 1}} + O (\varepsilon^3). \tag{24}
\]

To obtain Eq. (7), which relates \( J \) and \( P' (x) \), one uses the relation \( P (x) = \frac{\beta t_0}{2(\beta - 1)} Q (x) + O (\varepsilon^{\beta - 1}) \) in Eq. (6), which inevitably introduces corrections of \( O (\varepsilon^{2(\beta - 1)}) \) into Eq. (24).

Two important comments are in order: The first is that Eq. (7) is valid only for \( \beta > \frac{3}{2} \) due to the neglected \( O (\varepsilon^{2(\beta - 1)}) \) corrections. The second is that the manipulations involved in going from Eq. (21) to Eq. (7) are valid only for \( x \in [\varepsilon, 1 - \varepsilon] \). This implies that the density profiles in Eq. (19) are not accurate for \( x \in (0, \varepsilon) \cup (1 - \varepsilon, 1] \).

APPENDIX B - THE SONIN FORMULA AND ITS SOLUBILITY CONDITION

1. The Sonin Formula

The Sonin formula provides the formal solution to a class of WSFIEs of the first kind. Specifically, it can be
used to solve equations of the form
\[ h(x) = \int_0^1 dy \frac{\varphi(y)}{|x-y|^{\beta-1}} \]  
(25)

for \( \varphi(x) \) where \( 1 < \beta < 2 \). For the purpose of this study, it is sufficient to only consider source terms \( h(x) \) which are symmetric under reflections \( x \to 1 - x \) and are of the form
\[ h(x) = \frac{h^*(x)}{(x(1-x))^{(\beta-1)-\gamma}}, \]  
(26)

where \( h^*(x) \) a smooth function of \( x \) and \( 0 < \gamma < \beta - 1 \). The latter condition means that the Sonin formula applies only when the source term’s boundary singularity is weaker than the kernel’s singularity. For \( \gamma \) and \( h(x) \) satisfying these conditions, the Sonin formula yields the solution
\[ \varphi(x) = -\frac{\mathcal{B}}{x^{\frac{2\beta}{\nu}}} \frac{d}{dx} \int_x^1 dt t^{2-\beta} \frac{d}{dt} \int_0^t dq q^{\gamma-2} h(q), \]  
(27)

where \( \mathcal{B} = -\frac{\sin[\frac{\pi x}{2}]}{\pi x^{\frac{1}{2}}} \) and \( \Gamma(x) \) is the gamma function. It is important to stress that the Sonin formula applies to far more general WSFIE’s of the first kind. An extensive account and further details can be found in Refs. 3 [32].

2. Solubility Condition

Next, the implications of the requirements on the boundary singularity of \( h(x) \) of Eq. (26) are discussed. Consider the hierarchy of integral equations obtained by substituting the ansatz of Eq. (26) into Eq. (7). The first equation is
\[ \frac{2\beta}{\nu} \mathcal{J}_0 = \int_0^1 dy \frac{P_0'(y)}{|x-y|^{\beta-1}}, \]  
(28)

and its constant source term trivially satisfies the requirements in Eq. (26). Imposing the boundary conditions in Eq. (2) provides the asymptotic solution
\[ P_0'(x) = \frac{\Gamma[\beta] \Delta P}{\Gamma \left[ \frac{\beta}{2} \right]^2 (x(1-x))^{\frac{2\beta}{\nu}}}. \]  
(29)

The next equation, now for the leading correction \( P_1'(x) \), is
\[ \beta \left( \frac{\beta-1}{2-\beta} P_0'(x) - \frac{2}{\nu} \mathcal{J}_1 \right) = \int_0^1 dy \frac{P_1'(y)}{|x-y|^{\beta-1}}. \]  
(30)

The only nonconstant source term in this equation is \( P_0'(x) \). The range of \( \beta \) for which its singularity is weaker than that of the kernel is
\[ \beta > \frac{4}{3}. \]  
(31)

As such, the leading correction \( P_1'(x) \) can be computed from the Sonin formula for any \( \beta \) in this range.

The general equation for \( P_m'(x) \),
\[ c_1 P_{m-1}'(x) - c_2 P_m'(x) \]  
(32)

with \( c_1 = \frac{2\beta}{\nu} \left[ \frac{\beta-1}{\nu} \right] \) and \( c_2 = \frac{2\beta}{\nu} \), is used next to find the range of allowed \( \beta \) at any order \( m \). To this end, let us take the leading singular behavior of the source term \( P_{m-1}'(x) \) to be \( \propto (x (1-x))^{-\gamma} \). For \( P_{m-1}'(x) \) to satisfy the requirements of Eq. (26), \( \gamma \) can only take values in \( 0 < \gamma < \beta - 1 \). The solution of this equation via the Sonin formula is
\[ P_m'(x) \propto -x^{\frac{2\beta}{\nu}} \frac{d}{dx} \int_x^1 dt t^{2-\beta} Y(t), \]  
(33)

where
\[ Y(t) = \frac{\nu}{t} \int_0^t dq \left[ \frac{(q (1-q))^{-\gamma}}{(t-q)^{\frac{2\beta}{\nu}}} \right]. \]  
(34)

and the term \( \propto \mathcal{J}_{m-1} \) was neglected since its boundary singularity is trivially weaker than that of \( (x (1-x))^{-\gamma} \).

To continue, note that, although not manifest in Eq. (7), the hierarchy ansatz reveals the symmetry of \( P'(x) \) under reflections \( x \to 1 - x \). To see this, note that the source term in Eq. (28) for \( P_0'(x) \) is independent of \( x \). It is easy to show that this equation is symmetric under \( x \to 1 - x \) and so is its solution. Next, since \( P_0'(x) \) is the only nonconstant source term in Eq. (30) for \( P_1'(x) \), one can show that \( P_1'(x) \) must too be symmetric under inversion. Using induction one can show this symmetry propagates throughout the entire hierarchy. It is thus sufficient to consider the behavior of \( P_m'(x) \) for \( x \to 0 \). One can then use Eq. (33) to show that the leading boundary singularity of \( P_m'(x) \) is
\[ P_m'(x \to 0) \propto x^{3\beta-2-\gamma}. \]  
(35)

By comparing Eq. (35) to the boundary singularity for the first few values of \( m \), the range of allowed \( \beta \) for any order \( m \) can be obtained: The boundary singularity of \( P_1'(x) \), whose source term is \( \propto (x (1-x))^{\frac{2\beta}{\nu}} \), is found by setting \( \gamma = \frac{2\beta}{\nu} \) and yields
\[ P_1'(x \to 0) \propto x^{-3(\frac{2\beta}{\nu})}. \]  
(36)
Next, the boundary singularity of $P_2'(x)$, whose source term is $\propto (x(1-x))^{3(\frac{2}{2m} - \frac{1}{2})}$, is found by setting $\gamma = 3 \left( \frac{2 - \beta}{2} \right)$ and yields

$$P_2'(x \to 0) \propto x^{-5\left( \frac{2 - \beta}{2} \right)}.$$  \hspace{0.5cm} (37)

Repeating this process, one finds that the boundary singularity for general $m$ is

$$P_m'(x \to 0) \propto x^{-(2m+1)\left( \frac{2 - \beta}{2} \right)}.$$  \hspace{0.5cm} (38)

As such, the highest order correction $P_m'(x)$ which can be computed by the Sonin formula, for a given $\beta$, is obtained by comparing the singularity of the source term $P_{m-1}'(x \to 0) \propto x^{-(2m-1)\left( \frac{2 - \beta}{2} \right)}$ in the equation for $P_m'(x)$ to the kernel singularity, providing the relation

$$m < \frac{\beta}{2(2 - \beta)}.$$  \hspace{0.5cm} (39)
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