Quantum imaging with undetected photons (QIUP) works by detecting photons that never interacted with an object [1–4], using correlation of photon pairs generated through spontaneous parametric down-conversion (SPDC) [5]. Through SPDC in a material with \( \chi^{(2)} \)-nonlinearity, a pump (P) photon of vacuum wavelength \( \lambda_p \) can split into a pair of signal (S) and idler (I) photons, such that \( 1/\lambda_p = 1/\lambda_S + 1/\lambda_I \), where \( \lambda_I \) and \( \lambda_S \) can be far apart. Conventional QIUP relies on induced coherence (IC) without induced emission, where the object is placed in the path of the idler beam between two identical photon-pair sources [6, 7], typically based on bulk \( \chi^{(2)} \)-crystals. Position [8, 9] or momentum [1, 2, 10] correlations between the signal and idler photons can be exploited to construct the object’s image by only imaging the signal photons that never interacted with the object. Hence, object’s optical properties at \( \lambda_I \), e.g. its absorption profile, can be inferred in challenging spectral ranges of mid-infrared (MIR) or terahertz (THz), using only detectors in the visible range for \( \lambda_S \) [4, 11, 12].

Conventional QIUP relies on far-field interactions, involving only propagating modes, as both object and camera are placed away from the SPDC sources. We use the term “far-field” in contrast to “near-field”, where near-field interactions can involve evanescent modes and are usually only effective within wavelength-range distances [13]. Hence, resolution of far-field QIUP will be constrained by the diffraction limit [4, 14–16]. For the case where the probing wavelength \( \lambda_I \) is larger than the detection wavelength \( \lambda_S \), object’s information is transferred by propagating idler fields and consequently the transverse spatial resolution in this information is constrained by the idler diffraction limit [14]. Hence, conventional QIUP can provide the object’s MIR image by only detecting visible photons, avoiding inefficient and expensive MIR detectors, but no resolution advantage is achieved compared to conventional MIR imaging, since the resolution is restricted by the larger MIR wavelength.

To reach subdiffraction resolution, methods like scanning near-field optical microscopy (SNOM) [17–21], based on scattering of evanescent fields into propagating fields using a sharp tip in the near field, and nonlinear near-field optical microscopy (NNOM) [22], based on frequency up-conversion of evanescent fields into higher frequency propagating fields, have been used. However, SNOM techniques require both a source of light and detection at the imaging wavelength, with the additional complication that the tip itself strongly perturbs the field around the object. The recently proposed NNOM technique [22] removes the need for detection at the imaging wavelength, yet still requires a source at the wavelength that excites the evanescent fields of the system. This requires elaborate coupling schemes for fields with large in-plane wave-vectors, e.g. plasmonic modes in a metal [22] or a 2D-material layer [18, 19], where the coupling scheme could itself perturb the system.

In this work, we propose a subdiffraction imaging scheme based on novel properties of near-field quantum nonlinear interactions, without needing a source or detection at the imaging wavelength, that can access subdiffraction information without needing external near-field probes. This is done by placing the object in the near field of a planar SPDC source, as shown schematically in Fig. 1(a). Whereas conventional QIUP is diffraction-limited by the longer-wavelength idler field that interacts with the object, we numerically verify that our scheme is only diffraction-limited by the shorter-wavelength signal photons that are detected. This makes our scheme subdiffraction with respect to the longer idler wavelength that probes the object. Moreover, based on the fundamental difference between SPDC with and without near-field interactions, we show how the background photons generated in the absence of the near-field object can be completely removed through angular filtering, allowing for retrieval of high-contrast images with subdiffraction resolution.

Our proposed near-field QIUP is schematically shown in Fig. 1(a), where the object is placed in the near field of a planar and very thin SPDC source, such that it can directly change the optical properties of the thin source at \( \lambda_I \), while remaining invisible to the signal and pump fields. This could be the case for a small particle that is highly absorptive at \( \lambda_I \) and transparent at \( \lambda_S \) and \( \lambda_P \), e.g. a single molecule with an absorption line at \( \lambda_I \).
The source is then excited by a monochromatic pump beam at $\lambda_p$. The signal photons, spectrally filtered to $\lambda_S = (\lambda_p^{-1} - \lambda_I^{-1})^{-1}$, with $\lambda_S < \lambda_I$, are collected with an imaging system in the far field. In this way, the near-field information about the object, which is imprinted onto the source properties at $\lambda_I$, is transferred to the propagating signal photons at $\lambda_S$ generated through SPDC. The use of a thin source is not a prerequisite for observing this effect, however, as it will be explained, has practical importance in making it more pronounced. In practice, this could be a thin slab of a $\chi^{(2)}$-crystal like lithium niobate [23–25], the surface-nonlinearity of a metal like gold [26], or a 2D nonlinear material like molybdenum disulfide [27]. The prospect of such a realization is increased, given the recent observations of pair generation in thin nonlinear crystals and metasurfaces [23–25, 28]. In this setting, the object can be placed and the signal photons can be detected on either side of the source, because a thin source is not restricted by the phase-matching condition to a forward or backward emission directionality [27].

For an analytical description, we use the Green’s function (GF) description of SPDC, that gives the count rate of signal photons at position $r_S$ with frequency $\omega_S$ and polarization along the unit-vector $d$ [29, 30]:

$$R_S(r_S) \propto \sum_{\sigma,\sigma'} \sum_{\alpha,\beta} \sum_{\alpha',\beta'} \int \frac{d\Gamma_{\alpha,\beta}(r)\Gamma_{\alpha',\beta'}^*(r')}{\Gamma_{\alpha',\beta'}(r')},$$

$$\times \text{Im}[\mathcal{G}_{\beta\beta'}(r, r', \omega)]\mathcal{G}_{\sigma\sigma'}(r_S, r, \omega_S)\mathcal{G}_{\sigma'\sigma}(r_S, r', \omega_S),$$

(1)

with $\Gamma_{\alpha,\beta}(r) \equiv \sum_{\gamma} \chi_{\alpha,\beta,\gamma}^{(2)}(r)E_{\beta,\gamma}(r)$, where $\alpha$, $\beta$, and $\gamma$ indices run over the $x,y,z$ directions. Here, $d_\sigma$ are the components of $d$, where $\sigma = x,y,z$. $E_{\beta,\gamma}(r)$ are the vector-components of the complex-valued monochromatic pump with frequency $\omega_p$, which fixes $\omega = \omega_p - \omega_S$. $G_{\beta\beta'}(r, r', \omega)$ are the tensor-components of the electric GF. Finally, $\chi_{\alpha,\beta,\gamma}^{(2)}(r)$ are the components of the second-order nonlinear tensor. We take this to be $\chi_{\alpha,\beta,\gamma}^{(2)}(r) \delta(z)$, describing a 2D planar source at position $z = 0$. In Eq. (1), system’s properties at $\omega_S$ are captured by the imaginary part of its GF at $\omega_I$, Im$[\mathcal{G}_{\beta\beta'}(r_S, r', \omega_I)]$. This is the partial cross density of states (CDOS) and describes the spatial coherence between two points at frequency $\omega_I$ [31–33]. The local density of states (LDOS) is a special case of CDOS with $r = r'$. IC with two photon-pair sources can more generally be understood as induced changes in CDOS between the nonlinear parts of the system [34].

In our scheme, object’s presence in the near field of the source modifies the CDOS within the source, which changes the overall probability and pattern of signal-photon emission. The idler GF in the object's presence is $\mathcal{G}(r, r', \omega_I) = \mathcal{G}_0(r, r', \omega_I) + \mathcal{G}_{\text{scat}}(r, r', \omega_I)$, where $\mathcal{G}_0$ is the GF of the free-space background in our case, and describes the system without the object. Here we assume that the 2D nonlinear source has negligible effect on the background GF. $\mathcal{G}_{\text{scat}}$ includes the object’s effect. Here we take a spherical nanoparticle of radius $a = 5 \, \text{nm} \ll \lambda_I$ as the object, which can be approximated as a point scatterer [33, 35–37]. For the nanoparticle, we take a material with a strong absorption line in the IR, namely the compound DIissopropyaminoethanol (DIPA) with relative permittivity $\epsilon = \epsilon' + i\epsilon'' = 1.9763 + 10.39124$ at $\lambda_I = 3.37 \, \mu\text{m}$ [38]. We then analytically find $\mathcal{G}(r, r', \omega_I)$ (see supplemental material [39]). For better visualization, we show the partial LDOS Im$[\mathcal{G}_{xx}(\rho, \rho, \omega_I)]$ in Fig. 1(b), normalized to the free-space value, as a function of the radial distance $\rho = \sqrt{x^2 + y^2}$ in the source plane, where $\chi^{(2)} \neq 0$. The nanoparticle is centered at $\rho = 0$ and $z_\alpha = 10 \, \text{nm}$ away from the source. We see a strong and highly spatially localized change of LDOS in the presence of the absorptive nanoparticle, which decays rapidly in the source plane towards the free-space value after about 50 nm. Moreover, the strength of this LDOS change reduces rapidly as the nanoparticle is moved away from the source, as can be seen in Fig. 1(c). In Fig. 1(d), we plot the maximum LDOS as a function of $\epsilon''$ of the nanoparticle’s material. The enhancement of LDOS with loss shows that our proposed effect can in principle be used for sensing the presence of loss at the idler wavelength in any absorptive material system, while at the same time, it shows that a transparent nanoparticle will have negligible contributions to our effect. Overall, such localized LDOS enhancements are a well-known effect in...
plasmonics [35, 40–42].

Based on Eq. (1), this change at $\lambda_1$ manifests itself in the properties of the generated signal photons. To see this, we consider an imaging system for the signal photons with a magnification of $M = 1$ and numerical aperture of $NA = 1$ to evaluate the capability of our scheme at its limit. This is represented in Fig. 1(i) with a perfect lens of focal length $f$ placed at a distance $2f$ from the source and the image plane. To obtain the desired signal GF, we expand the free-space GF at $\omega_0$ into its spatial-frequency components and keep only propagating waves (see supplemental material [39]), which can then be numerically evaluated. Without loss of generality, we consider $\chi^{(2)}_{xxz}$ as the dominant component of $\chi^{(2)}$. We take an $x$-polarized pump beam of width $w = 5 \mu m$ at $\lambda_1 = 500 \text{ nm}$, with $E_{P,x}(x,y) = e^{-(x^2+y^2)/w^2}$, centered on the nanoparticle. We are interested in imaging the object’s properties at $\lambda_1 = 3.37 \mu m$, which fixes the signal wavelength to $\lambda_S = 587 \text{ nm}$. We calculate the unpolarized signal-detection rate by direct summation of Eq. (1) over three independent polarization directions of the detector, $d = \hat{x}, \hat{y},$ and $\hat{z}$. Since the idler’s GF can be split in two parts, the total detection rate can be split into $R_S = R_0 + R_{IC}$: $R_0$ contributes to the background rate, $R_0$, of detecting signal photons generated by SPDC without the nanoparticle, and $\tilde{G}_{sca}$ includes the effect of the nanoparticle on signal-photon generation, which we call the induced coherence rate $R_{IC}$. We first concentrate on $R_{IC}$, and consider the background effect at a later stage.

We show the calculated $R_{IC}(x_S,y_S)$ in Fig. 2(a), with the nanoparticle placed at $z_a = 10 \text{ nm}$. We can think of this pattern as the point-spread function (PSF) of our system, given that we are imaging a point-like object. Similar to linear imaging, the particular shape of PSF will depend on the detection polarization and the dipolar orientation/shape of the object [13, 43, 44], where in the supplementary we inspect the role of some of these effects on our PSF shape [39]. More important is the full width at half maximum (FWHM) of the PSF, which indicates our resolution. Figs. 2(b) and (c) show cuts of the PSF along the $x$- and $y$-axis, respectively, where the brown dotted lines correspond to the PSF in Fig. 2(a). The FWHM of these curves are $x$-FWHM= 840 nm and $y$-FWHM= 480 nm, which are strongly subwavelength values compared to $\lambda_1 = 3.37 \mu m$.

To understand the wavelength-dependence of resolution, we calculate the PSF cuts for different values of $\lambda_S$, while keeping $\lambda_1 = 3.37 \mu m$ constant, all shown in Figs. 2(b,c), and their corresponding FWHMs are plotted in Fig. 2(d). We do the same calculation by varying $\lambda_1$ while keeping $\lambda_S = 587 \text{ nm}$ constant, where we only show the resulting FWHMs in Fig. 2(e). In this case, we assumed the same permittivity at different $\lambda_1$. The PSF widths show almost a linear decrease by decreasing $\lambda_S$, whereas they stay virtually unchanged by varying $\lambda_1$, showing that indeed the diffraction limit at the shorter $\lambda_S$ wavelength determines the resolution in our scheme. This behaviour matches our intuitive understanding: the near-field information at $\lambda_1$ with sub-hundred-nanometer resolution, as seen from the width of LDOS in Fig. 1(b), is imprinted on the SPDC process with negligible dependence on $\lambda_1$, and the only limit in transferring this information to the far field is the diffraction limit at $\lambda_S$.

To verify the resolving power, we consider two nanoparticles at $z_a = 10 \text{ nm}$ and separated from each other along the $x$- or $y$-direction. We model this by adding up the $\tilde{G}_{sca}$ of the two nanoparticles, assuming that they are separated enough that their interaction is negligible (see [39] section S3 for a discussion on this approximation). Since Eq. (1) is linear with respect to idler GF, the PSFs of the two nanoparticles simply add up. This is similar to linear imaging with incoherent illumination [45]. We assume that the nanoparticles can be distinguished if the minimum of their PSF overlap is at most 70% of their maximum intensity. This corresponds to the signal patterns shown in Figs. 3(a) and (b), calculated for $\lambda_S = 587 \text{ nm}$ and $\lambda_1 = 3.37 \mu m$. We find the resolution along the $x$- and $y$-directions to be $\Delta x = 930 \text{ nm} \approx 1.6\lambda_S$ and $\Delta y = 642 \text{ nm} \approx 1.1\lambda_S$, respectively. The linear dependency of resolution on $\lambda_S$ is predicted given the linear dependency of FWHMs on $\lambda_S$, as shown in Fig. 2(d). In comparison, the diffraction-limited resolution of incoherent linear imaging [45] is
around 0.6λ_l ≈ 2 μm. Hence, our achieved resolution in both separation directions is subdiffraction compared to that of linear far-field imaging. Since the resolution in our scheme is mainly restricted by the signal wavelength, the resolution enhancement is even larger for longer idler wavelengths.

Up to now, we only showed the object’s contribution, \( R_{IC} \). We now discuss the background contribution, \( R_0 \), and show a method to completely remove it, which also sheds more light on the physics of our scheme. For a nonlinear crystal much wider than the pump beam, a perfect transverse phase-matching condition is satisfied between the spatial-frequency components of the fields, namely \( k_{SP} = k_{S} + k_{I} \) and \( k_{I}'P = k_{I}S + k_{I}P \) [46]. Since there is no longitudinal phase-matching restriction in a 2D nonlinear medium, evanescent idler modes with imaginary-valued wave-vectors can be generated in any pairs of angular directions, as long as they satisfy the transverse phase-matching condition [23–25, 27]. For a normally incident plane-wave pump, with \( k_{SP} = k_{I}'P = 0 \), the emitted pair satisfy \( k_{I} = -k_{S} \) and \( k_{I}' = -k_{S} \). Considering \( θ \) as the emission angle with respect to the forward \( z \)-direction we get \( k_x^2 + k_y^2 = k^2 \sin^2 θ \). Defining \( r ≡ λ_S/λ_I \) as the degeneracy factor, we get \( |\sin θ_S| = r |\sin θ| \) for the emission angles. For \( r < 1 \), the maximum signal emission angle is \( |θ_{S\text{MAX}}| = |\sin^{-1}(r)| \). Hence, when \( λ_I > λ_S \), idler photons are emitted in a full angular range, while signal photons have a reduced degeneracy-dependent range. With \( λ_I = 3.37 \) μm and \( λ_S = 587 \) nm, we have \( r = 0.174 \), which corresponds to \( θ_{S\text{MAX}} ≈ ±10° \). The angular emission cone is shown schematically in Fig. 4(a) for signal photons propagating in the forward \( z \)-direction.

Notably, evanescent idler modes with imaginary-valued \( k_z \) do not participate in the background’s contribution. This was shown in periodic structures, where bandgap modes with zero DOS do not contribute to pair generation, and the presence of a 2-level system was used to add DOS in the bandgap and mediate SPDC [47]. The nanoparticle’s presence in the near field of the source in our scheme has a similar effect, as it involves the evanescent idler modes with \( k_x^2 + k_y^2 > k_1^2 \) in SPDC and results in signal generation in a larger angular range, marked schematically by \( δ_S \) in Fig. 4(a). The different angular ranges for the background and object’s contributions allows for filtering out the background completely, while still retaining the object’s contribution, enhancing the image contrast.

We verify this by calculating \( R_0 \) and \( R_{IC} \), when signal photons are collected after a filter that blocks angular components with \( θ < θ_{\text{filt}} \). In practice, this could be done using a 4-f setup [48]. The filtered \( R_0 \) and \( R_{IC} \) at the detection point \( x_S = y_S = 0 \) are shown in Fig. 4(b) as a function of filtering angle \( θ_{\text{filt}} \). The background contribution decreases strongly around \( θ_{\text{filt}} = 10° \) and after \( θ_{\text{filt}} = 13.4° \) becomes smaller than the object’s contribution. In Fig. 4(c), we show the full \( R_S = R_0 + R_{IC} \) for the unfiltered and filtered at \( θ_{\text{filt}} ≈ 14.3° \) case, showing that we can retrieve the PSF shape after filtering. The fact that \( R_0 \) does not fully vanish at \( θ_{\text{filt}} ≈ 10° \), is because of the finite-sized pump beam, which contains transverse spatial-frequency components that broaden the phase-matching condition for the background SPDC. Notably, \( R_{IC} \) barely changes when filtering out \( R_0 \), showing that a large part of object’s information is embedded in the large-angle signal photons. This verifies that evanescent idler modes with transverse wave-vectors larger than \( k_I \) and up to \( k_S \) are involved in object’s contribution to SPDC. We note that a thin source serves to minimize \( R_0 \), as the object’s DOS enhancement is only effective within tens of nanometers away from it and a thicker source potentially only adds to the background.

Finally, we calculate the total signal photon generation rate associated to the presence of the object, based on the available GF-based formulations [29, 30]. To do this, we consider a 10 nm thick slab of gallium phosphide (GaP) [49], as an approximation for a 2D nonlinear source. We consider a \( x \)-polarized pump, which results in cross-polarized signal photons with \( y \) and \( z \) polarizations. We consider detection over the range of \( λ_S \) from 577 to 591 nm, which corresponds to probing the \( λ_l \) range from 3.24 to 3.75 μm that encompasses an absorption line of DIPA. We consider three different DIPA nanoparticles with radii of 5, 10, and 50 nm, all placed 5 nm away from the beam center point between them.
the surface of the nonlinear material to the bottom of the spherical nanoparticle. With a pump power of 100 mW, spread over a Gaussian beam of \( w = 5 \mu \text{m} \), we obtain a total generation rate of 0.06, 0.43, 25.66 signal photons per second for the three nanoparticle sizes, respectively. The details of our calculation are included in the supplementary [39]. Such signals can in principle be measured using state-of-the-art cooled CCD cameras.

Overall, our studies show, that the generated signal photons have signature properties in the spectral, spatial, and polarization degrees of freedom, which strongly depend on the properties of the system and the nanoparticle itself. This can be used for both filtering out unwanted contributions, but also to detect the properties of the nano-object, e.g. its absorption spectrum and shape/orientation.

Importantly, our scheme can also be used in a "classical" regime, by seeding at \( \lambda_S \) and looking at the seed’s intensity change caused by difference-frequency generation with the pump beam, which probes the DOS at \( \lambda_1 \). This however loses the zero-background advantage, as we have to seed the signal in the same angular range where we detect, creating an unavoidable background.

In conclusion, we proposed and numerically investigated a near-field QIUP scheme with subdiffraction resolution and zero background. Potential applications are in probing the structure of highly confined polariton modes in structures made of 2D and van der Waals materials [17–20], infrared nanoscopy of strained semiconductors [50], absorption-based detection of single non-fluorescent molecules [51], and in general optical detection of weakly scattering systems, like nanoparticles, molecules, or biological samples that have their signature absorption lines at spectral ranges like MIR [52–55]. This is all without needing SNOM and without a source or a detector at the mid- and long-IR wavelength ranges, while simultaneously benefiting from the spatial resolution of visible wavelengths. More generally, our work sheds new light onto the physics of near-field quantum nonlinear interactions in the presence of absorptive systems. This is especially important for creation of hybrid integrated hardware for quantum technologies [56], in which a nonlinear system with a bosonic field is directly interfaced with a coherently absorbing quantum system, e.g. a single-photon emitter [47].
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