Abstract. A complex integrable system determines a family of complex tori over a Zariski-open and dense subset in its base. This family in turn yields an integral variation of Hodge structures of weight ±1. In this paper, we study the converse of this procedure. Starting from an integral variation of Hodge structures of weight ±1, we give a criterion for when its associated family of complex tori carries a Lagrangian structure, i.e. for when it can be given the structure of an integrable system. This sheaf-theoretic approach to (the smooth parts of) complex integrable systems enables us to apply powerful tools from Hodge and sheaf theory to study complex integrable systems. We exemplify the usefulness of this viewpoint by proving that the degree zero component of the Hitchin system for any simple adjoint or simply-connected complex Lie group $G$ is isomorphic to a non-compact Calabi-Yau integrable system over a Zariski-open and dense subset in the corresponding Hitchin base. In particular, we recover previously known results for the case where $G$ has a Dynkin diagram of type ADE and extend them to the remaining Dynkin types $B_k$, $C_k$, $F_4$ and $G_2$.
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1. INTRODUCTION

A complex integrable system is classically defined by the existence of the maximal possible amount of independent Poisson-commuting holomorphic functions \( f_1, \ldots, f_n : M \to \mathbb{C} \) on a holomorphic symplectic manifold \((M, \omega)\) of \( \dim_{\mathbb{C}} M = 2n \). In examples coming from mathematical physics (e.g. the simple pendulum or spinning tops \([AvMV04], [Aud08]\)), these functions can be thought of as complexified constants of motion. By the complex version of the Arnold-Liouville theorem, the generic fibers of \( F := (f_1, \ldots, f_n) : M \to \mathbb{C}^n \) are torsors for complex tori if we assume \( F \) to be proper\(^1\). Abstracting this property, a complex integrable system can be regarded as a proper morphism \( \pi : (M, \omega) \to B \) between a holomorphic symplectic manifold \((M, \omega)\) and a complex manifold \( B \) such that the fibers over a Zariski-open and dense \( B^\circ \subset B \) are torsors for complex tori (see Section 2 for a precise definition). In this paper we go one step further and study the Hodge-theoretic aspects of a complex integrable system. More precisely, \( \pi \) determines an integral variation of Hodge structures \( (\mathbb{Z}\text{-VHS}) \) of weight 1 over \( B^\circ \) with underlying local system \( R^1\pi_*\mathbb{Z}_{|B^\circ} \), i.e. the first integral cohomology of the fibers over \( B^\circ \). Conversely, any \( \mathbb{Z}\text{-VHS} \) \( V \) of weight 1 determines a torus fibration

\[
\pi : J(V) \to B^\circ.
\]

As we show in Proposition \( 2 \) the existence of a special section of \( V \) together with a non-degenerate polarization guarantees the existence of a Lagrangian structure on the torus fibration \( \pi : J(V) \to B^\circ \), i.e. of a holomorphic symplectic form on the total space \( J(V) \) such that the fibers of \( \pi \) become Lagrangian. Since such a section has properties as the Seiberg-Witten differential of (generalized) Hitchin systems \([Don97], [HHP10]\), we call it an abstract Seiberg-Witten differential.

The advantage of our approach is that it encodes the data of the smooth locus of a complex integrable system (with section) purely in terms of Hodge and sheaf theory. In this way powerful Hodge- and sheaf-theoretic tools can be applied to study complex integrable systems. We exemplify this approach by relating Hitchin systems to Calabi-Yau integrable systems building on and extending work by Diaconescu, Donagi and Pantev (DDP), see \([DDP07]\). In fact, this application was the initial motivation for our considerations and comprises the main part of this paper. We plan to explore further applications in subsequent work.

\(^1\)This is already an idealization of complex integrable systems that are classically known. For these the generic fibers are typically non-canonically isomorphic to the complement of a divisor in a complex torus. However, they can be relatively compactified over the base (at least locally) so that we are in the described situation (see \([AvMV04]\) for more details).
Hitchin systems and Calabi-Yau integrable systems form large classes of complex integrable systems that are constructed from Lie-theoretic and geometric data. Hitchin systems were originally discovered by Hitchin in [Hit87a, Hit87b]. They are defined on the degree zero or neutral component $\text{Higgs}_1(\Sigma, G) \subset \text{Higgs}(\Sigma, G)$ of the moduli space of semistable $G$-Higgs bundles of degree zero on a compact Riemann surface $\Sigma$ of genus larger than 2 and any simple complex Lie group $G$. In this case the generic fibers of the Hitchin map

$$h : \text{Higgs}_1(\Sigma, G) \to B(\Sigma, G)$$

are even abelian varieties which can be described in terms of branched coverings of $\Sigma$ ([Hit87a, Don95, DG02]). As it turns out, many classical complex integrable systems can be formulated as (generalized) Hitchin systems ([DM96b]). It is therefore tempting to believe that many explicitly describable complex integrable systems are (generalized) Hitchin systems.

Calabi-Yau integrable systems were first constructed by Donagi and Markman ([DM96a]). In contrast to Hitchin systems, which are a priori Lie-theoretic in nature, the construction of Calabi-Yau integrable systems is Hodge-theoretic. Given a (complete) family $\pi : X \to B$ of compact Calabi-Yau threefolds, the intermediate Jacobians

$$J^2(X_b) = H^3(X_b, \mathbb{C})/(F^2H^3(X_b, \mathbb{C}) + H^3(X_b, \mathbb{Z}))$$

fit together to form a holomorphic family $J^2(X/B) \to B$ of complex tori. After the base change $\rho : \tilde{B} \to B$, where $\tilde{B}$ is the total space of the $\mathbb{C}^*$-bundle associated to the pushforward $\pi_*K_{\pi}$ of the relative canonical bundle $K_{\pi}$, the family $J^2(\rho^*X/\tilde{B}) \to \tilde{B}$ of complex tori has a Lagrangian structure. In other words, the total space carries a holomorphic symplectic form making the fibers Lagrangian. The Lagrangian structure is governed by the Yukawa cubic which plays an important role in mirror symmetry of compact Calabi-Yau threefolds ([CK99, DM96a]). In contrast to Hitchin systems, the fibers are almost never abelian varieties but only non-degenerate complex tori (see e.g. [BL99]). Moreover, their geometry is in general difficult to describe.

Despite their different origins and properties, we study the relation between Hitchin systems and Calabi-Yau integrable systems in this paper. The fact that such a relation is possible goes back to DDP and requires to look at quasi-projective Calabi-Yau threefolds instead of compact ones. It is still possible to define intermediate Jacobians for quasi-projective Calabi-Yau threefolds ([Car80]). However, the construction method of [DM96a] does not immediately apply since it requires properties of compact Calabi-Yau threefolds. In [DDP07] first examples of Calabi-Yau integrable systems were constructed via the intermediate Jacobians of certain quasi-projective Calabi-Yau threefolds. We refer to such complex integrable systems as non-compact Calabi-Yau integrable systems. DDP then showed that certain Hitchin systems are isomorphic to non-compact Calabi-Yau integrable systems away from the discriminant.

A more systematic approach to non-compact Calabi-Yau integrable systems was given

\[\text{The only exception are the cases of rigid compact Calabi-Yau threefolds but then the resulting integrable system is trivial.}\]
by Kontsevich and Soibelman ([KS14]) via deformation theory. However, it is in general difficult to make these non-compact Calabi-Yau integrable systems more explicit. In loc. cit. the question was raised, inspired by [DDP07], whether all Hitchin systems are non-compact Calabi-Yau integrable systems (at least away from the discriminant in the base). We can partially answer this question by extending [DDP07]:

**Theorem 1** (\(=\) Corollary 5). Let \(G\) be a simple adjoint complex Lie group with Dynkin diagram \(\Delta\). Further let \((\Delta_h, C)\) be the unique pair consisting of an ADE-Dynkin diagram such that \(\Delta = \Delta_h^C\) for a subgroup \(C \subset \text{Aut}(\Delta_h)\). Then there exists a family \(\pi: X \to B(\Sigma, G)\) of quasi-projective Gorenstein threefolds endowed with a \(C\)-action and \(C\)-trivial canonical classes satisfying the following: Over a Zariski-open and dense subset \(B^0 \subset B(\Sigma, G)\) there is an isomorphism

\[
J^2_C(X^0/B^0)^{C} \cong \text{Higgs}^0_1(\Sigma, G)
\]

of integrable systems over \(B^0\). Here \(J^2_C(X^0/B^0) \subset J^2(X^0/B^0)\) is determined by the \(C\)-invariants in cohomology.

The procedure to go from an ADE-Dynkin diagram \(\Delta_h\) to a not necessarily simply-laced Dynkin diagram \(\Delta = \Delta_h^C\) is known as folding in the literature on Lie theory ([Spr09], [Slo80b]), see Section 4.1 for more details. It can be depicted as follows:

\[
\begin{array}{c}
\Delta_h = A_5 \\
C = \mathbb{Z}/2\mathbb{Z}
\end{array}
\xrightarrow{\cong}
\begin{array}{c}
\Delta = B_3
\end{array}
\]  

**Figure 1.** Folding of \(\Delta_h = A_5\) to \(\Delta_h^C = \Delta = B_3\).

The ADE-case, i.e. \(C = 1\), appeared in [DDP07] which already alluded to the BCFG-case, i.e. where \(\Delta\) is of type \(B_k, C_k, F_4\) or \(G_2\). Our construction of the Calabi-Yau threefolds, which is based on Slodowy’s beautiful account of simple singularities ([Slo80b]), work for all cases at once. In fact, a closer analysis shows that our construction of the quasi-projective Calabi-Yau threefolds (without the \(C\)-action) is in fact a special case of the one by DDP. We do not treat these aspects any further here and refer the reader to [Bec17], [Bec].

Our methods are general enough to deal with simple simply-connected complex Lie groups \(G\) as well by using compactly supported cohomology (Section 5). Altogether our results indicate that (non-)compact Calabi-Yau integrable systems are a much larger class than Hitchin systems. Moreover, the simply-connected cases further allow us to reobtain a simple instance of Langlands duality for Hitchin systems ([DPT12, HT03]) of simple adjoint/simply-connected complex Lie groups as fiberwise-Poincaré duality (or Verdier duality) for the family \(X^0 \to B^0\), see Remark 29. Hence the geometry of the single family \(X^0 \to B^0\) encodes properties of Hitchin systems of this kind over \(B^0\).

There are three main difficulties to overcome in our work:
a) Constructing the families as in Theorem 1. The main novelty in comparison with [DDP07] is the incorporation of graph automorphisms $C$, in particular the construction of a $C$-invariant volume form.

b) Showing that the integral variations of (mixed) Hodge structures $(\mathbb{Z} \cdot \text{V}(\text{M}) \cdot \text{HS})$ $\nabla^H$ and $\nabla^{CY}$ over $\mathcal{B}^o$ determined by the Hitchin system and the quasi-projective Calabi-Yau threefolds respectively are isomorphic.

c) Deducing from [b] the isomorphism of integrable systems.

In this paper, we focus on [b] and [c] but give a brief outline of the constructions from [a] which is sufficient to understand this paper. For more details on [a] we refer the reader to [Bec] and [Bec17]. The latter work will give a more geometric treatment of Theorem 1 by studying integral equivariant cohomology of the Calabi-Yau threefolds. This is subtle because integral equivariant cohomology for a finite group does not coincide with the invariants in cohomology in general. For example, this is the case for ADE-singularities under the action of graph automorphisms, i.e. for BCFG-singularities (Section 4.1). The forthcoming work [Bec17] also deals with monodromy along the fibers which is another natural possible approach to BCFG-Dynkin diagrams (as originally proposed in [DDP07]). But we will show that it yields different kinds of Hitchin systems.

Let us now give an outline of this paper’s content. In Section 2 we give the sheaf-theoretic approach to integrable systems outlined above, in particular we introduce abstract Seiberg-Witten differentials. It abstracts some aspects of the work by Donagi-Markman ([DM96a]) and we relate it to their cubic condition. This approach is applied in Section 3 to the Hitchin system for a simple complex adjoint or simply-connected Lie group. It requires a detailed study of the induced $\mathbb{Z}$-VHS for which we make use of the important works [DG02] and [DP12]. The main result is an alternative description of the Hodge filtration using results by Zucker. It makes the link to M. Saito’s (mixed) Hodge modules that allows us to deal with step [b] above.

In Section 4 we summarize the construction of quasi-projective Calabi-Yau threefolds with $\mathbb{C}$-action and $\mathbb{C}$-trivial canonical bundle over the corresponding Hitchin bases following [Bec, Bec17].

In Section 5 we show how these families give rise to non-compact Calabi-Yau integrable systems. Since we work with quasi-projective Calabi-Yau threefolds, we cannot directly apply the results from [DM96a] for compact Calabi-Yau threefolds. We then begin proving Theorem 1 in Section 6 by establishing item [c] first. More concretely, we deduce Theorem 1 by showing that the Hitchin system $\text{Higgs}^o(\Sigma, G) \to \mathcal{B}^o$ and the appropriate family $\mathcal{X}^o \to \mathcal{B}^o$ determine isomorphic $\mathbb{Z} \cdot \text{V}(\text{M}) \cdot \text{HS}$ over $\mathcal{B}^o$. This requires some work because these $\mathbb{Z} \cdot \text{V}(\text{M}) \cdot \text{HS}$ are constructed from maps with mildly singular fibers as we explain in this section. From how we set things up, we can use powerful tools from Hodge and sheaf theory to deal with these complications in Section 7. Namely, we employ M. Saito’s theory of (mixed) Hodge modules ([Sai88], [Sai90]) to show the isomorphism of $\mathbb{Z} \cdot \text{V}(\text{M}) \cdot \text{HS}$. It allows us to show that the respective (non-trivial) Hodge filtrations, which consist of holomorphic bundles over $\mathcal{B}^o$, are isomorphic. In doing so, we give an example of how (mixed) Hodge modules can be
applied to problems that can be purely formulated in terms of $V(M)\text{HS}$ but which seem
to be out of reach (at least to the author) with the methods of $V(M)\text{HS}$.

In the final Section 8 we treat the Langlands dual version of Theorem 1, i.e. for
simple simply-connected complex Lie groups, and briefly discuss how the geometry of
the family $X^0 \to B^0$ relates to Langlands duality for Hitchin systems ([HT03, DP12]).

**Notation.** We fix some notation that is used throughout the text:

- $g(\Delta)$: Simple complex Lie algebra with irreducible Dynkin diagram $\Delta$.
- $t(\Delta)$: Cartan subalgebra $t(\Delta) \subset g(\Delta)$ of type $\Delta$ with Weyl group $W = W(\Delta)$ and root space $R(\Delta)$.
- $t_\alpha \subset t$: Fixed point set of the reflection $s_\alpha$ corresponding to $\alpha \in R(\Delta)$.
- $G_{ad} = G_{ad}(\Delta), G_{sc} = G_{sc}(\Delta)$: Simple complex Lie group of type $\Delta$ which is of adjoint type and simply-connected respectively.
- $\Lambda(G)$: cocharacter lattice $\Lambda(G) = \text{Hom}(\mathbb{C}^*, T)$ of $G$ where $T \subset G$ is a(ny) maximal torus.
- $K_\pi$: relative canonical sheaf for a Gorenstein morphism $\pi : X \to B$; if $B = pt$ is a point we simply write $K_X$.
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## 2. Approach to integrable systems via VHS

We fix our notation for variations of Hodge structures (VHS) by recalling the correspondence between families of complex tori and VHS of weight $\pm 1$. Subsequently, we give a criterion when a family of complex tori gives rise to an integrable system in terms of the corresponding VHS. This is closely related to the considerations by Donagi-Markman in [DM96a] and we discuss the relation to their cubic condition. Before we start our considerations, we fix the class of integrable systems that we work with. We call these complex integrable systems of index $k$. They are not the most general class of integrable systems but are best suited for our purposes.

Let $(M, \omega)$ be a holomorphic symplectic manifold, i.e. $M$ is a complex manifold and $\omega \in \Omega^{2,0}(M)$ is a holomorphic symplectic form. A Lagrangian torus fibration is a proper
Lagrangian submersion $\pi : M \to B$ with connected fibers. It follows as in the $C^\infty$-case (e.g. [GS90]) that the fibers of $\pi$ are torsors for complex tori. A relative polarization of index $k$, $k \in \mathbb{N}_0$, on the Lagrangian torus fibration $\pi : M \to B$ is a global section $\rho$ of $R^2\pi_*\mathbb{Z}$ such that each pair $(M_b, \rho_b)$, $b \in B$, is isomorphic to a non-degenerate complex torus of index $k$ ([BL99]). More precisely, $\pi$ is a torsor for the family $\hat{\pi} : T^*B/\Gamma \to B$ of non-degenerate complex tori of index $k$. Here $\Gamma \subset T^*B$ is a relative lattice in $T^*B$ which is determined by $\pi$ (cf. [Fre99]). We call a Lagrangian torus fibration polarizable of index $k$ if it admits a relative polarization of index $k$.

**Definition 1.** Let $(M, \omega)$ be a holomorphic symplectic manifold. A complex integrable system of index $k \in \mathbb{N}_0$ is a holomorphic map $\pi : (M, \omega) \to B$ with the following property: There is a Zariski-open dense subset $B^\circ \subset B$ such that the restriction $\pi^0 := \pi|_{B^\circ} : M^\circ \to B^\circ$, $M^\circ = \pi^{-1}(B^\circ)$, is a polarizable Lagrangian torus fibration of index $k$. If $k = 0$, then we simply speak of an algebraic integrable system.

**Remark 2.** As already mentioned, this is not the most general definition of an integrable system (cf. [DM96a]). For example, integrable systems that occur in nature often have disconnected fibers, as for example Hitchin systems. And it might happen that the index of the non-degenerate complex tori depend on the connected components of $B^\circ$. However, all the integrable systems that we encounter are complex integrable systems of some fixed index $k$. Moreover, the relation to variation of Hodge structures of weight $\pm 1$ becomes more direct by restricting to connecting fibers.

For the moment we concentrate on algebraic integrable systems, i.e. complex integrable systems of index 0. All of what follows easily generalizes to the more general case, cf. Remark

Let $\pi : M \to B$ be an algebraic integrable system. By definition, there is a Zariski-open dense subset $B^\circ \subset B$ such that $\pi^0 : M^\circ \to B^\circ$ is a torsor for a family of abelian varieties. Therefore the fiberwise integral cohomology and homology,

$$V_Z = R^1\pi^\circ_*\mathbb{Z}, \quad W_Z = (R^1\pi^\circ_*\mathbb{Z})^\vee,$$

underlie polarizable $\mathbb{Z}$-VHS of weight 1 and $-1$ respectively. In this section, we discuss the inverse process. In particular, we give a criterion when a polarizable $\mathbb{Z}$-VHS of weight $\pm 1$ gives rise to an algebraic integrable system.

Let $\text{VHS}_Z^p(B, \pm 1)$ be the category of polarizable $\mathbb{Z}$-VHS on the complex manifold $B$ and $\text{AVF}_p(B)$ the category of families of abelian varieties over $B$ (in particular, they have a global section and admit a global polarization, i.e. are polarizable). Then we have duality functors

$$(\_)^\vee : \text{VHS}_Z^p(B, \pm 1) \to \text{VHS}_Z^p(B, \mp 1), \quad V \mapsto V^\vee := \text{Hom}_{\text{VHS}}(V, \mathbb{Z}_B(0)),$$

$$(\_ : \text{AVF}_p(B) \to \text{AVF}_p(B), \quad (\pi : M \to B) \mapsto (\hat{\pi} := \text{Jac}(\pi) : \pi^{-1}(B) \to B).$$

3A family of complex tori is a torus fibration with a global section.

4Here we follow Freed's terminology ([Fre99]). These are in particular algebraically completely integrable systems.
Here $Z_B(0)$ denotes the constant $\mathbb{Z}$-VHS of weight 0 and $\text{Jac}(\pi) \to B$ is the relative Jacobian torus fibration associated with $\pi$. There are several ways to relate the two categories $\text{VHS}_B^p(B,\pm 1)$ and $\text{AVF}_p(B)$. To go from the latter to the former, we define the functors

$$
\begin{align*}
\text{VHS} : & \text{AVF}_p \to \text{VHS}_B^p(B,1), \quad \text{VHS}(\pi) := (R^1\pi_*\mathbb{Z}, \mathcal{F}^* R^1\pi_*\mathcal{C} \otimes_C \mathcal{O}_B), \\
\text{VHS}^\vee : & \text{AVF}_p \to \text{VHS}_B^p(B,-1), \quad \text{VHS}^\vee(\pi) := (\cdot)^\vee \circ \text{VHS}(\pi).
\end{align*}
$$

Each polarization on $\pi$ clearly induces one on $\text{VHS}(\pi)$ and $\text{VHS}^\vee(\pi)$ so that $\text{VHS}$ and $\text{VHS}^\vee$ are well-defined. We can also go the other way round by defining the functors

$$
\begin{align*}
\mathcal{J} : & \text{VHS}_B^p(B,1) \to \text{AVF}_p(B), \quad \mathcal{J}(\mathcal{V}) = \mathcal{V}_0/(\mathcal{F}^1\mathcal{V}_0 + \mathcal{V}_Z), \\
\mathcal{A} : & \text{VHS}_B^p(B,-1) \to \text{AVF}_p(B), \quad \mathcal{A}(\mathcal{W}) := \mathcal{W}_0/(\mathcal{F}^{-1}\mathcal{W}_0 + \mathcal{W}_Z).
\end{align*}
$$

The relations between these functors are summarized in the following

**Proposition 1.** Let $B$ be a complex manifold. Then the following diagram is commutative

$$
\begin{array}{ccc}
\text{VHS}_B^p(B,1) & \xrightarrow{\mathcal{J}} & \text{AVF}_p(B) \\
\downarrow (\cdot)^\vee & & \downarrow (\cdot)^\vee \\
\text{VHS}_B^p(B,-1) & \xrightarrow{\mathcal{A}} & \text{AVF}_p(B).
\end{array}
$$

Moreover, $\mathcal{A}$ and $\mathcal{V}^\vee$ yield an equivalence between $\text{VHS}_B^p(B,-1)$ and $\text{AVF}_p(B)$ whereas

$$
\mathcal{J} \circ \text{VHS} \simeq (\cdot), \quad \text{VHS} \circ \mathcal{J} \simeq (-1) \circ (\cdot)^\vee.
$$

Here $(-1) : \text{VHS}_B^p(B,-1) \to \text{VHS}_B^p(B,1)$ is the Tate twist.

**Proof.** The diagram (2) is commutative because it commutes fiberwise by definition of the dual torus. To see the claimed equivalence, observe that $\mathcal{A} \circ \text{VHS}^\vee(\pi) = \text{Alb}(\pi)$, the Albanese fibration associated with $\pi$. But $\text{Alb}(\pi) \to B$ is naturally isomorphic to $\pi \in \text{AVF}_p(B)$ so that $\mathcal{A} \circ \text{VHS}^\vee \simeq \text{id}_{\text{AVF}_p}$. Conversely, the dual of the VHS of weight 1 associated to $\mathcal{A}(\mathcal{W})$ is isomorphic to $\mathcal{W}$ itself. Hence we also have $\text{VHS}^\vee \circ \mathcal{A} \simeq \text{id}_{\text{VHS}_B^p}$. The first relation in (3) follows by definition of the dual torus fibration. For the second relation denote $\pi : \mathcal{J}(\mathcal{V}) \to B$. Of course, if $A_b = \pi^{-1}(b)$ for $b \in B$, then $H^1(A_b, \mathbb{Z}) = V_{\mathcal{J},b}^\vee$. This implies

$$
\text{VHS}(\pi) = (R^1\pi_*\mathbb{Z}, \mathcal{F}^* R^1\pi_*\mathcal{C} \otimes_C \mathcal{O}_B) \cong (V_{\mathcal{J},\mathcal{O}}^\vee, \mathcal{F}^* \mathcal{O}_B)(-1) = V^\vee(-1)
$$

and therefore $\mathcal{V} \circ \mathcal{J} \simeq (-1) \circ (\cdot)^\vee$. $\square$

Although $\text{VHS}$ of weight $-1$ behave better in relation with families of abelian varieties/non-degenerate complex tori, we often work with $\text{VHS}$ of weight 1 and the functor $\mathcal{J}$. The reason being that many of the families of abelian varieties/non-degenerate complex tori, that we consider, are induced from other families of varieties. And for the latter it is more natural to consider the induced $\text{VHS}$ of positive weights. There is an immediate analogue for isogenous abelian varieties on the side of $\text{VHS}$.  
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Definition 2. Let $V, V'$ be two $\mathbb{Z}$-VHS of weight $k \in \mathbb{Z}$ on a complex manifold $B$. We say that $V$ and $V'$ are isogenous to each other, $V \simeq V'$, if there is an isomorphism $V \otimes_{\mathbb{Z}} \mathbb{Q} \cong V' \otimes_{\mathbb{Z}} \mathbb{Q}$ of $\mathbb{Q}$-VHS.

Observe that two isogenous $\mathbb{Z}$-VHS $V, V'$ have isomorphic associated filtered holomorphic bundles $(V \otimes O_B, F^\bullet) \cong (V' \otimes O_B, F'^\bullet)$. In particular, all statements that are independent of the underlying integer lattices $V_\mathbb{Z}, V'_\mathbb{Z}$ hold true for whole isogeny classes of VHS. Further specializing to $\mathbb{Z}$-VHS of weight $\pm 1$, we see that isogenous $\mathbb{Z}$-VHS of weight $\pm 1$ give rise to isogenous families of abelian varieties and vice versa.

Example 1. Let $(V, Q)$ be a polarized $\mathbb{Z}$-VHS of weight 1 over $B$. Its (Tate-twisted) dual $V'(-1)$ is a $\mathbb{Z}$-VHS of weight 1 and the polarization $Q : V \to V'(-1)$ is an isogeny. Under the functors $A$ and $J$ this corresponds to the fact that a family of abelian varieties is isogenous to its dual. Since there exist abelian varieties $A$ such that its dual $\hat{A}$ is not isomorphic to itself, the polarization $Q : V \to V'(-1)$ is in general not an isomorphism. For example, this is the case for (the neutral component of) Hitchin systems ([DP12]).

The next result gives a criterion when a $\mathbb{Z}$-VHS yields an algebraic integrable system. It is closely related to [DM96a].

Proposition 2. Let $V$ be a $\mathbb{Z}$-VHS of weight 1 over $B$, $Q$ a polarization on $V_R = V_\mathbb{Z} \otimes_{\mathbb{Z}} R$ for $R = \mathbb{Z}, \mathbb{Q}$ or $\mathbb{C}$ and $\nabla$ the Gauss-Manin connection on $V_{\mathbb{O}}$. Assume there is a global section $\lambda \in \Gamma(B, V_{\mathbb{O}})$ such that

$$\phi_\lambda : TB \to F^1V, \quad X \mapsto \nabla_X \lambda,$$

is an isomorphism. Further let $\iota : V_{\mathbb{O}}/F^1 \to T^*B$ be the isomorphism induced by $J$ and the polarization $Q$. Then the family

$$\pi : J(V) = V_{\mathbb{O}}/(F^1 + V_\mathbb{Z}) \to B.$$

of abelian varieties carries a unique Lagrangian structure which makes the zero section Lagrangian and induces $\iota$. It is independent of $Q$ up to symplectomorphisms. Moreover, the same results hold true for $J(V') \to B$ where $V'$ is any VHS in the isogeny class of $V$, in particular for $V' = V'(-1)$.

Proof. We begin by recalling how $\iota : V_{\mathbb{O}}/F^1 \to T^*B$ is constructed. To this end, observe that the polarization $Q$ induces an isomorphism

$$\phi_Q : V_{\mathbb{O}}/F^1 \to (F^1)^*.$$

Then $\iota$ is simply the composition $\iota = \phi_\lambda^\vee \circ \phi_Q$. These isomorphisms further induce isomorphisms (denoted by the same symbols $\phi_\lambda$)

$$J(V) \xrightarrow{\phi_Q} (F^1)^*/\phi_Q(V_\mathbb{Z}) \xrightarrow{\phi_\lambda^\vee} T^*B/\Gamma, \quad \Gamma := \phi_\lambda^\vee(\phi_Q(V_\mathbb{Z})).$$

If we can show that $\Gamma \subset T^*B$ is Lagrangian, then the canonical symplectic structure $\eta$ on $T^*B$ descends to a symplectic structure $\hat{\eta}$ on $T^*B/\Gamma$. The induced symplectic structure $\hat{\eta}$ is a local system of lattices.

\[\text{If } Q \text{ is not defined over } \mathbb{Z}, \text{ then } \phi_Q(V_\mathbb{Z}) \text{ is not contained in } V_\mathbb{Z} = Hom(V_\mathbb{Z}, \mathbb{Z}). \text{ In any case, } \phi_Q(V_\mathbb{Z}) \text{ is a local system of lattices.}\]
structure on $\mathcal{J}(V)$ will satisfy all the claimed properties, in particular the zero section will be Lagrangian.

To show that $\Gamma \subset T^*B$ is Lagrangian, we have to prove that the image of $V_Z$ in $T^*B$ under $\iota$ consists of closed (local) 1-forms. If $\gamma$ is a local section of $\phi_Q(V_Z) \subset (\mathcal{F}^1)^*$, then its image is the local 1-from

$$\phi_X^\gamma(\gamma)(X) = \langle \gamma, \nabla_X \lambda \rangle, \quad X \in TB,$$

where the brackets are the duality pairing between $(\mathcal{F}^1)^*$ and $\mathcal{F}^1$. Its closedness can be shown similarly as in the proof of Theorem 3 in [DM96a]: Since $V_\mathcal{Z} \cup V$ is a local system and $\nabla$ is flat, we can represent $\gamma$ around $b \in U \subset B$ as some fixed element $\gamma_0 \in \phi_X^\gamma(V_Z)_b$, $\nabla$ as $d$ and $\lambda$ as a map $f : U \to V_b$. In particular, $v = \nabla_X \lambda \in V$ is represented by $df(X)$ where $X \in TU$. It then follows that $g : U \to \mathbb{C}$, $g(b) = \langle \gamma_0, f(b) \rangle$, satisfies

$$dg(X) = \frac{d}{dt}|_{t=0} g(\alpha(t))$$

$$= \langle \gamma_0, df(X) \rangle$$

$$= \phi_X^\gamma(\gamma)(v).$$

Here $\alpha$ is a curve representing the tangent vector $X$. Hence $\phi_X^\gamma(\gamma)$ is locally exact and therefore closed.

Now let $Q'$ be another polarization. Then the previous construction can be performed for $Q'$ as well and we denote by $\omega$ and $\omega'$ the corresponding Lagrangian structures. Moreover, it follows that there is an automorphism $\psi : T^*B \to T^*B$ such that $\psi(\Gamma) = \Gamma' = \phi_X^\gamma \circ \phi_Q(V_Z)$. It induces a symplectomorphism $\psi : (T^*B/\Gamma, \hat{\eta}) \to (T^*B/\Gamma', \hat{\eta}')$. Since $\omega$ and $\omega'$ on $\mathcal{J}(V)$ are pull backs of $\hat{\eta}$ and $\hat{\eta}'$ respectively, it follows that $\omega$ and $\omega'$ are symplectomorphic to each other.

The last statement is immediate because if $V \simeq V'$ are isogenous, then $V'$ admits a section $\lambda \in \Gamma(B, V'O)$ with the same properties as well.

**Definition 3.** A section $\lambda \in \Gamma(B, V'O)$, such that

$$TB \to \mathcal{F}^1 V, \quad X \mapsto \nabla_X \lambda,$$

is an isomorphism as above, will be called an abstract Seiberg-Witten differential.

**Remark 3.**

a) This definition is motivated by Seiberg-Witten differentials of Hitchin systems, cf. Corollary 3 in the next section. It seems likely that integrable systems with an abstract Seiberg-Witten differential are in fact exact. At least this is true for Hitchin and Calabi-Yau integrable systems, which admit (abstract) Seiberg-Witten differentials.

---

6Seiberg-Witten differentials are often considered for meromorphic Hitchin systems, because these naturally occur in physics ([Don97]). In these cases they are meromorphic differentials. The Seiberg-Witten differentials, that we consider, are always holomorphic and are the analogues of the meromorphic ones for holomorphic Hitchin systems (cf. [HH1])

---
b) In [KST14] Kontsevich and Soibelman gave a similar approach that seems to be closely related to ours. We plan to investigate the relation between these two approaches in a future work.

Proposition 2 shows that the existence of an abstract Seiberg-Witten differential is a strong restriction on a VHS of weight 1. To illustrate this from another viewpoint, we check directly that the cubic condition of Donagi and Markman ([DM96a]) for the (local) period map $P$ of $J(V) \to B$ is satisfied if $V$ admits an abstract Seiberg-Witten differential. To this end, recall that we can write $dP_b(v)(\alpha, \beta) = Q(\alpha, \nabla_v \beta)$ for $\alpha, \beta \in \mathcal{F}_1$. Since $Q(\mathcal{F}_1, \mathcal{F}_1) = 0$ and $\nabla Q = 0$, we conclude

$$Q(\alpha, \nabla_v \beta) = Q(\beta, \nabla_v \alpha).$$

By the property that $X \mapsto \nabla_X \lambda$ is an isomorphism, this can be written as

$$dP(X, Y, Z) = Q(\nabla_X \lambda, \nabla_Y \nabla_Z \lambda) = dP(Z, Y, X)$$

with $\alpha = \nabla_X \lambda$, $\beta = \nabla_Z \lambda$, $v = Y$. For the last equality we have employed (5). The symmetry in $Y$ and $Z$ can be seen by using flatness of $\nabla$ together with $Q(\mathcal{F}_1, \mathcal{F}_1) = 0$:

$$Q(\nabla_X \lambda, \nabla_Y \nabla_Z \lambda) - Q(\nabla_X \lambda, \nabla_Z \nabla_Y \lambda) = Q(\nabla_X \lambda, \nabla_{[Y,Z]} \lambda) = 0.$$

Hence the cubic condition is satisfied.

**Remark 4.** There is a straightforward way to generalize Proposition 1 and Proposition 2 to families of nondegenerate complex tori and complex integrable systems of index $k > 0$. The only difference is that one has to weaken the notion of a polarization on a VHS of weight $\pm 1$ to a non-degenerate pairing of index $k$.

As an application of this greater generality, we give the following example. It first appeared in [DM96a] and fits nicely into our framework.

**Example 2 (Calabi-Yau integrable system).** Let $\pi : \mathcal{X} \to B$ be a complete family of compact Calabi-Yau 3-folds, i.e. the Kodaira-Spencer map at each point $b \in B$ is an isomorphism. Denote by $V$ the Z-VHS of weight 3 with underlying Z-local system $V_Z = R^3 T^\ast_{\mathcal{X}} Z$. We denote by $\rho : \tilde{B} \to B$ the $\mathbb{C}^\ast$-bundle corresponding to the pushforward of the relative canonical bundle $F^3 V_O = T_{\mathcal{X}} \pi \ast K_{\mathcal{X}}$. Finally, let $\tilde{\pi} : \tilde{\mathcal{X}} = \rho \ast \mathcal{X} \to \tilde{B}$ be the base change. Then the tautological section $s : \tilde{B} \to \rho \ast F^2 V_O$ is an abstract Seiberg-Witten differential. Indeed, the Gauß-Manin connection $\nabla$ on $V$ induces an isomorphism of bundles

$$T \tilde{B} \xrightarrow{\cong} \rho \ast F^2 V_O, \quad v \mapsto (\rho \ast \nabla)_v s.$$

see the proof of Theorem 3 in [DM96a]. The resulting complex integrable system is of index 1. We call it **compact Calabi-Yau integrable system** to emphasize that it is constructed from a family of compact Calabi-Yau threefolds.

### 3. VHS of Hitchin systems

We apply the viewpoint of the previous section to a well-known and intensively studied class of algebraic integrable systems, namely $G$-Hitchin systems ([Hit87a], [Hit87b], [Fal93], [Don95]). More precisely, we describe the Z-VHS of weight 1 corresponding to
the smooth part of a $G$-Hitchin system and describe the Lagrangian structure in terms of an abstract Seiberg-Witten differential. One crucial result is the description of the Hodge filtration via methods developed by Zucker ([Zuc79]). It establishes the link to M. Saito’s (mixed) Hodge modules that allow us to establish the global isomorphism ([]) (cf. the introduction). We focus on simple complex Lie groups $G$ which are either of adjoint type ($G = G_{\text{ad}}$) or simply connected ($G = G_{\text{sc}}$). These are the relevant cases for our later purposes. However, the methods of this section are expected to generalize to other types of $G$.

Fix a maximal torus $T \subset G$ with corresponding Cartan subalgebra $t \subset \mathfrak{g} = \text{Lie}(G)$, root system $R$ and Weyl group $W$. Moreover, let $\Sigma$ be a Riemann surface of genus $g(\Sigma) \geq 2$ and consider the bundles

$$u : U := K_\Sigma \times \mathbb{C} \cdot t/W \to \Sigma,$$

$$\tilde{u} : \tilde{U} := K_\Sigma \times \mathbb{C} \cdot t \to \Sigma$$

associated to the canonical bundle $K_\Sigma$ of $\Sigma$. Here we let $\mathbb{C}^*$ act on $t$ and $t/W$ in the standard way.

The moduli space $\text{Higgs}(\Sigma, G)$ of semistable $G$-Higgs bundle over $\Sigma$ admits the Hitchin map

$$h : \text{Higgs}(\Sigma, G) \to B := B(\Sigma, G) := H^0(\Sigma, U)$$

which is an integrable system with disconnected fibers ([DG02], [DP12]). For our purposes we restrict attention to its restriction $h_1 : \text{Higgs}_1(\Sigma, G) \to B$

to the degree zero or neutral component $\text{Higgs}_1(\Sigma, G) \subset \text{Higgs}(\Sigma, G)$, i.e. the isomorphism classes of $G$-Higgs bundles with degree zero. This is a complex integrable system in the sense of Definition [1]. In particular, it has connected fibers ([DP12]).

To investigate the $\mathbb{Z}$-VHS that $h_1$ determines over an open dense subset of $B$, we need further background. First of all, we observe that each root $\alpha$ of $t$ yields a section

$$\alpha : \tilde{U} \to \tilde{u}^* K_\Sigma$$

and hence a reflection $s_{\alpha} : \tilde{U} \to \tilde{U}$ with fixed point set $\tilde{U}_{\alpha} = K_\Sigma \times \mathbb{C} \cdot t_{\alpha}$. In particular, the $W$-action on $t$ glues to give a $W$-action on $\tilde{U}$. Since the quotient map $q : t \to t/W$ is $\mathbb{C}^*$-equivariant, it gives the morphism $q : \tilde{U} \to \tilde{U}$ which coincides with the quotient map $\tilde{U} \to \tilde{U}/W = U$ by construction. Finally, the element $\prod_{\alpha \in R} \alpha \in \mathbb{C}[t]^W$ induces the section

$$s_{\text{br}} : U \to u^* K_{|R|}.$$
With these notions at hand we can define the universal cameral curve via the cartesian square

\[
\begin{array}{ccc}
\tilde{\Sigma} & \longrightarrow & \tilde{U} \\
\downarrow p_1 & & \downarrow q \\
\Sigma \times B & \overset{ev}{\longrightarrow} & U \\
\downarrow p_2=pr & & \\
B. & & 
\end{array}
\]

(7)

By construction \(\tilde{\Sigma}\) inherits a \(W\)-action. The pullback \(\tilde{\Sigma}_b := i_b^*\tilde{\Sigma}\) via the inclusion \(i_b : \Sigma \rightarrow \{b\} \times \Sigma\) is the cameral curve \(\tilde{\Sigma}_b \hookrightarrow \tilde{U}\) corresponding to \(b \in B\) and we denote by

\[p_b := p_{1,b} : \tilde{\Sigma}_b \rightarrow \Sigma\]

the induced map. These curves can be singular but for generic \(b \in B\) they are non-singular and \(p_b : \tilde{\Sigma}_b \rightarrow \Sigma\) is a simply ramified Galois covering. More precisely, let

\[B^o := \{b \in B \mid b \text{ transversal to } \text{discr}(q)^{sm}\}\]

(8)

where \(\text{discr}(q)^{sm}\) denotes the smooth locus of the discriminant \(\text{discr}(q)\) of \(q\). It can be shown that \(B^o\) is Zariski-open and dense in \(B\) (\cite{Sco98}) and that it is precisely the locus of smooth cameral curves with simple Galois ramification. Moreover, \(B^o \subset B\) is contained in the smooth locus of \(\mathfrak{h}_1 : \text{Higgs}_1(\Sigma, G) \rightarrow B\).

3.1. Stratifications. In the following we will mainly work with \(B^o\) rather than the full Hitchin base \(B\). To get a clearer picture and for later purposes, we introduce a stratification on open subsets \(U^1 \subset U\) and \(\tilde{U}^1 \subset \tilde{U}\). They are defined as follows: Consider the open subsets

\[t^1 = t - \bigcup_{\alpha \neq \beta} t_\alpha \cap t_\beta \subseteq t,\]

\[t^1/W := q(t^1) \subseteq t/W.\]

They are stratified via

\[t^1 = t^o \cup D := t^o \cup \left( \bigcup_{\alpha \in R} t_\alpha - \bigcup_{\beta \neq \gamma} t_\beta \cap t_\gamma \right),\]

\[t^1/W = t^o/W \cup (D/W)\]

where \(t^o \subset t\) are the regular elements. Note that \(D = t^1 - t^o\) decomposes into \(D = D^s \cup D^l\) where \(D^s\) and \(D^l\) corresponds to short and long roots respectively. Moreover,

\[q : t^1 \rightarrow t^1/W\]

is a stratified map and \(\text{discr}(q)^{sm} = D\). Of course, \(t^1\) and \(t^1/W\) together with their stratifications can be glued to give

\[\tilde{U}^1 = \tilde{U}^o \cup D = \tilde{U}^o \cup D^s \cup D^l,\]

(9)

\[U^1 = U^o \cup (D/W) = U^o \cup (D^s/W) \cup (D^l/W)\]

(10)
and \( \text{discr}(q)^{sm} = D \) as before. Hence \( B^o \) are precisely the sections \( b : \Sigma \to U^1 \) that intersect \( D \) transversally.

Let us apply this stratification to the family \( p^o : \tilde{\Sigma}^o \to B^o \) of non-singular cameral curves. By construction, it factorizes as \( p = p^o_2 \circ p^o_1 \) where \( p^o_2 = \text{pr} : \Sigma \times B^o \to B^o \) is the projection and \( p^o_1 : \tilde{\Sigma}^o \to \Sigma \times B^o \) is obtained by the base change

\[
\begin{array}{ccc}
\tilde{\Sigma}^o & \longrightarrow & U^1 \\
p^o_1 \downarrow & & \downarrow \\
\Sigma \times B^o & \longrightarrow & U^1.
\end{array}
\]

The branch locus \( Br \subset \Sigma \times B^o \) of \( p^o_1 \) is by definition of \( B \) a reduced divisor. Moreover, it can be described as

\[
Br = ev^*\text{discr}(q)^{sm} = V(ev^*s_{br}|U^1)
\]

where the latter is the vanishing locus of \( ev^*s_{br} \), cf. (6).

**Lemma 1.** The (algebraic) divisor \( Br \cap (\Sigma \times B^o) \subset \Sigma \times B^o \) is smooth.

**Proof.** This is intuitively clear because the branch points of the cameral curves do not collide when we move in the Zariski-open \( B^o \). To make this precise, let \( b_0 \in B^o \) and choose (the germ of) a neighborhood \( T \subset B^o \) of \( b_0 \). The preimage \( p^{-1}_2(b_0) \) consists of \( |R| \cdot \deg K_{\Sigma} \) points and we fix one of them, say \( x_0 \in Br_{b_0} \). Around \( (x_0, b_0) \in \Sigma \times B^o \) the divisor \( Br \cap (\Sigma \times B^o) \) is given by

\[
\{(x, b) \mid (ev^*s_{br})(x, b) = 0\} \subset B \times T
\]

where \( B \) is (the germ of) a neighborhood of \( x_0 \) that does not contain any other branch point of \( b \in T \). This is possible because we work within \( B^o \). Now use local trivializations \( U_{b} = u^{-1}(B) \cong B \times t/W \) and \( (u^*K_{\Sigma})_{u^{-1}(B)} \cong B \times t/W \times \mathbb{C} \). In these terms \( ev^*s_{br} \) can be expressed as

\[
(x, f_b) \mapsto (x, f_b(x), s_{br}(f_b(x))).
\]

Here \( f_b : B \to t/W \) corresponds to a (global) section \( b \in B^o \) in the local trivialization. Since \( f_b \) and \( s_{br} \) are transversal to each other by definition of \( B^o \), it follows that \( ev^*s_{br} \) is transversal to the zero section at \( (x_0, b_0) \). In other words, the divisor is smooth. \( \square \)

This lemma will become important in Section 7 and is false if we worked outside of \( \Sigma \times B^o \).

**3.2. Generic Hitchin fibers.** We next describe generic Hitchin fibers\(^7\), more precisely generic fibers of \( h_1 : \text{Higgs}_1(\Sigma, G) \to B \), following [DG02], [DP12]. Here we concentrate on the locus \( B^o \subset B \) since the fibers \( h_1^{-1}(b), \ b \in B^o \), can be described via smooth cameral curves. To do so, consider the following sheaves for a fixed \( b \in B^o \)

\[
\begin{align*}
\mathcal{T}(b) & := p^W_{b,s}(\Lambda \otimes \mathcal{O}_{\Sigma_b}^\times), \\
\mathcal{T}^o(b) & := p^W_{b,s}(\Lambda) \otimes \mathcal{O}_{\Sigma_b}^\times.
\end{align*}
\]

\(^7\)The discussion in this subsection applies for any simple complex Lie group \( G \), not necessarily of adjoint type or simply connected.
for the cocharacter lattice $\Lambda = \Lambda(G)$ of $G$. Here we denote by
\[ p^W_{b,*} = (\cdot)^W \circ p_{b,*} \]
the equivariant direct image for the diagonal $W$-action, i.e. the composition of taking $W$-invariants with the direct image functor. The actual sheaf $\mathcal{T}(b)$ of interest is
\[ \mathcal{T}(b)(U) := \{ t \in \mathcal{T}(b)(U) \mid \alpha(t)_{|D^0} = +1 \ \forall \alpha \in R(T) \} \]
where we consider a root $\alpha \in R$ as a morphism $\alpha : T \to \mathbb{C}^*$. The importance of $\mathcal{T}(b)$ stems from the following

**Theorem 5 ([DG12])**. The generic Hitchin fiber $h^{-1}(b)$, $b \in B^o$, is a torsor for $H^1(\Sigma, \mathcal{T}(b))$.

**Remark 6.** Hence the generic Hitchin fiber $h^{-1}(b)$ is non-canonically isomorphic to $H^1(\Sigma, \mathcal{T}(b))$. Note that we do consider $h : \text{Higgs}(\Sigma, G) \to B$ here and not its restrictions $h_1$ to the neutral component.

To get hold of $H^1(\Sigma, \mathcal{T}(b))$, $b \in B^o$, we will make use of $\mathcal{F}$ and $\mathcal{T}(b)$ as well. Observe that by definition,
\[ \mathcal{T}(b) \subset \mathcal{F} \subset \mathcal{T}(b). \]

The next lemma shows that they all yield abelian varieties reflecting the fact that $h_1 : \text{Higgs}_1(\Sigma, G) \to B$ is an integrable system. It already appeared in [DG12] (Claim 3.5 (i)). We elaborate on their proof in order to obtain a useful corollary.

**Lemma 2 ([DG12])**. The connected components $P^o(b)$, $P(b)$, $\overline{P}(b)$ of $H^1(\Sigma, \mathcal{T}(b))$, $H^1(\Sigma, \mathcal{T}(b))$, $H^1(\Sigma, \mathcal{F})$ are abelian varieties for $b \in B^o$. All of them are isogenous to each other. In particular, the connected component $h_1^{-1}(b) \subset h^{-1}(b)$ is a torsor for $P(b)$.

**Proof.** Consider the Grothendieck spectral sequence
\[ R^n a_* R^q p^W_* \mathcal{F} \Rightarrow R^{n+q} \tilde{a}^W_* \mathcal{F} \]
for the composition $a_* \circ p^W_* = \tilde{a}_*^W$ where $a : \Sigma \to pt$ and $\tilde{a} : \tilde{\Sigma} = \tilde{\Sigma}_b \to pt$ are the constant maps. Note that $\tilde{a}^W_* (\mathcal{F}) = (\cdot)^W \circ \tilde{a}_* (\mathcal{F}) = H^0(\tilde{\Sigma}, \mathcal{F})^W$ for any $W$-sheaf $\mathcal{F}$ on $\tilde{\Sigma}$. The corresponding five-term exact sequence of this spectral sequence reads as
\[
\begin{array}{cccccc}
0 & \longrightarrow & H^1(\Sigma, p^W_* \mathcal{F}) & \overset{\gamma}{\longrightarrow} & H^1(\tilde{\Sigma}, \mathcal{F})^W & \longrightarrow \ H^0(\Sigma, R^1 p^W_* \mathcal{F}) \\
& & & \longrightarrow & H^2(\Sigma, p^W_* \mathcal{F}) & \longrightarrow H^2(\tilde{\Sigma}, \mathcal{F})^W.
\end{array}
\]

(11)

Since $p$ is a finite map, it follows that $R^1 p^W_* \mathcal{F} \cong \mathcal{H}^1(W, p_* \mathcal{F})$ (see [Gro57]). The latter sheaf has stalks $H^1(W, (p_* \mathcal{F})_x)$ which is finite because $H^k(W, M)$ is finite for $k \geq 1$ and any $W$-module $M$, cf. [Wei91]. As $H^1(W, p_* \mathcal{F})$ is a local system on $\Sigma^o = \Sigma - Br_b$, it follows that $H^0(\Sigma, R^1 p^W_* \mathcal{F})$ is finite. This can be used to see that
\[ \mathcal{T} = H^1(\Sigma, p^W_* \mathcal{F})^o, \quad \mathcal{F} = \Lambda \otimes \mathcal{O}_\Sigma, \]
is an abelian variety. Indeed, it is classical that the connected component \( \hat{P} \) of \( H^1(\Sigma, \Lambda \otimes \mathcal{O}_\Sigma^*)^W \) is an abelian variety. Now restricting \( \gamma \) to the connected components in \( \Pi \) shows that \( \gamma^\vee : \overline{P} \to \hat{P} \) is injective with finite cokernel, i.e. is an isogeny. In particular, \( \overline{P} \) carries the structure of an abelian variety as well.

To prove the statement for \( P^0 \) and \( P \), we observe that there are short exact sequences

\[
0 \longrightarrow T^0 \longrightarrow T \longrightarrow T/T^0 \longrightarrow 0,
\]

\[
0 \longrightarrow T \longrightarrow \overline{T} \longrightarrow \overline{T}/T \longrightarrow 0
\]

by construction (cf. [DP12]). Note that the quotients are supported on the branch locus of \( \hat{\Sigma} \to \Sigma \), i.e. they are (sums of) skyscrapers. The corresponding long exact sequences show that each of the natural maps \( H^1(\Sigma, T^0) \to H^1(\Sigma, T) \to H^1(\Sigma, \overline{T}) \) is surjective with finite kernel. Hence the restrictions \( P^0 \to P \to \overline{P} \) are isogenies. It follows that \( P \) and \( P^0 \) are abelian varieties as well.

The proof in particular determines the complex structure on \( P^0, P \) and \( \overline{P} \).

**Corollary 1.** The \( \mathbb{Z} \)-Hodge structure \( H_1(Q, \mathbb{Z}) \) (for \( Q = P^0, P, \overline{P} \)) of weight \(-1\) become isomorphic to \( H^1(\Sigma, \Lambda \otimes \mathbb{Q})^W(1) \) after tensoring with \( \mathbb{Q} \). Hence the complex structures on these complex tori are determined by the (Tate twisted) Hodge filtration \( F^* H^1(\hat{\Sigma}, t)^W(1) \).

It turns out that for our purposes (where \( G \) is either of adjoint type or simply connected), we only need to work with \( T^0 \). To see this, it is helpful to introduce real versions \( T^0_R, T_R \) and \( \overline{T}_R \) ([DDP07], [DP12]) of the sheaves \( T^0, T \) and \( \overline{T} \). These are defined by replacing \( \mathcal{O}_\Sigma^* \) with the constant sheaf \( \mathbb{S}^1 \) for the circle group \( \mathbb{S}^1 \). If \( d \in \Sigma \) is a branch point corresponding to a \( W \)-orbit \( W \cdot \alpha, \alpha \in R \), then the stalks are given by (writing \( \Lambda = \Lambda(G) \) multiplicatively)

\[
\overline{T}_{R,d} = \{ \Pi_j \lambda_j \otimes z_j \in \Lambda \otimes \mathbb{S}^1 | \beta^\vee(\Pi_j z_j^{(\alpha, \lambda)}) = 1 \in \mathbb{C}^\ast \},
\]

\[
T_{R,d} = \{ \Pi_j \lambda_j \otimes z_j \in \Lambda \otimes \mathbb{S}^1 | \Pi_j z_j^{(\alpha, \lambda)} = 1 \in \mathbb{S}^1 \},
\]

\[
T^0_{R,d} = \{ \Pi_j \lambda_j \otimes z_j \in \Lambda \otimes \mathbb{S}^1 | \Sigma_j \langle \alpha_j, \lambda_j \rangle = 0 \in \mathbb{Z} \},
\]

cf. [DP12]. It is important to note that this description is actually independent of the chosen root in the \( W \)-orbit. A very useful observation (which first appeared in [DDP07]) is that the real versions give the same first cohomology groups.

**Lemma 3** ([DP12]). Let \( b \in B^0 \) and let \( \mathcal{F} \) be one of the sheaves \( T^0(b), T(b) \) or \( \overline{T}(b) \), \( b \in B^0 \), and denote by \( \mathcal{F}_R \) the corresponding real version. Then the natural inclusion \( \mathcal{F}_R \hookrightarrow \mathcal{F} \) induces an isomorphism of abelian groups

\[
H^1(\Sigma, \mathcal{F}_R) \cong H^1(\Sigma, \mathcal{F}).
\]

3.3. **VHS in the adjoint case.** We now specialize to the case where \( G = G_{ad} \) is a simple complex Lie group of adjoint type. For the reader’s convenience we summarize relevant results from [DP12] which deals with the general case.
Proposition 3 ([DP12]). Let $G$ be a simple adjoint complex Lie group and $B = B(\Sigma, G)$ its Hitchin base. Then the inclusion

$$T^o_B(b) \hookrightarrow T_B(b)$$

is in fact an equality for any $b \in B^o$. Moreover, the cocharacter lattice $\text{cochar}(P_b)$ of the abelian variety $P_b^o = P_b \subset H^1(\Sigma, T(b))$ is given by

$$\text{cochar}(P_b) = H^1(\Sigma, p_b^*W).$$

**Proof.** Let $d \in \Sigma$ be a branch point corresponding to a $W$-orbit $W \cdot \alpha$ for a root $\alpha \in R$. According to (12) we have to show

$$\langle \alpha, \lambda \rangle = 0 \in \mathbb{Z}$$

for $\lambda \otimes z \in \Lambda \otimes \mathbb{S}^1$. Let $\epsilon_\alpha \in \mathbb{Z}_+$ be the positive generator of the image of $\langle \alpha, \bullet \rangle : \Lambda \rightarrow \mathbb{Z}$. Then (14) follows if $\epsilon_\alpha = 1$. But $G$ is adjoint so that $\Lambda = \text{coweights}(g)$ for the Lie algebra $g$ of $G$, i.e. we can find $\lambda \in \Lambda$ such that $\langle \alpha, \lambda \rangle = 1 = \epsilon_\alpha$. Altogether we obtain $T^o_B = T_B$.

For the second statement we refer to Claim 3.6 (i) in [DP12] which states that $\text{cochar}(P^{\circ}) = H^1(\Sigma, (p_b^*\Lambda)^W)$. However, $H^1(\Sigma, p_b^*W)$ is actually torsion-free, see Remark 9 below, so that (13) follows.

Together with Corollary 2, this gives a complete description of the polarizable $\mathbb{Z}$-Hodge structure of weight 1 corresponding to $P_b = P_b(G_{ad})$, $b \in B^o$, namely it is given by

$$(H^1(\Sigma, p_b^*W), F^\bullet H^1(\Sigma_b, t)^W).$$

This globalizes over $B^o$ to yield the VHS in the adjoint case.

**Corollary 2.** Let $G_{ad}$ be a simple adjoint complex Lie group and

$$h_1^o = h_1^o(G_{ad}) : Higgs_1(\Sigma, G_{ad})^o \rightarrow B^o$$

the restriction of the Hitchin map to the neutral component and away from singular fibers. Then $h_1^o$ is isomorphic as a family of abelian varieties to the family $\mathcal{J}(\nabla_{ad}^H) \rightarrow B^o$ determined by the polarizable $\mathbb{Z}$-VHS

$$\nabla_{ad}^H := (R^1p_{2,*}(p_1^*\Lambda_{ad}), \mathcal{F}^* (R^1p_1^*t \otimes \mathcal{O}_B))|_{B^o} \equiv \text{VHS}^\Sigma(h_1^{o,ad})(-1)$$

of weight 1 over $B^o$, where $\Lambda_{ad} = \Lambda(G_{ad})$ is the cocharacter lattice of $G_{ad}$.

**Proof.** It is not difficult to see that $R^1p_{2,*}(p_1^*\Lambda)$ is a local system (cf. proof of Theorem 10), so the statement makes sense. It is known ([DG02], [DP12]) that $h_1^o : Higgs_1(\Sigma, G_{ad})^o \rightarrow B^o$ is a torsor for $\mathcal{J}(\nabla_{ad}^H) \rightarrow B^o$. But the former has sections, e.g. Hitchin sections, so that the claim follows.

**Remark 7.** The $\mathbb{Z}$-VHS $\nabla_{ad}^H$ differs from another VHS that can be found in the literature (e.g. [Bal06], [HHP10]), namely

$$(R^1p_1^*W, \mathcal{F}^* R^1p_1^*t \otimes \mathcal{O}_B)|_{B^o}$$

\footnote{Note that $\lambda \otimes 1 = 0 \in \Lambda \otimes \mathbb{Z} \mathbb{S}^1$ - one of the dangers when forming the tensor product of a multiplicative with an additive abelian group.}
over $B^\circ$ with fibers $(H^1(\Sigma_b, \Lambda)^W, H^1(\Sigma_b, t)^W)$. As we have seen in the fiberwise case, this is in general only an isogenous VHS. Due to its simpler description, this VHS is particularly useful when the underlying integral structure is not important. This is for example the case, when one wants to compute the Donagi-Mark man cubic of the Hitchin system as it is done in [Bal06], [HHP10]. However, since the integral structure is important for us, we work with $V^H_{ad}$ when necessary.

We next describe the Lagrangian structure on $h^\circ_1$ in terms of $V^H = V^H_{ad}$ by giving an abstract Seiberg-Witten differential. Of course, it is defined via the $t$-valued (holomorphic) Seiberg-Witten differentials $\lambda_b \in H^0(\Sigma_b, K_{\Sigma} \otimes t)^W$, $b \in B^\circ$ (e.g. [HHP10]). By construction, they are defined via the tautological section $\tau: \tilde{U} \to \tilde{u}^*\tilde{U}$ and hence give a section

$$\lambda = \lambda_{SW}: B^\circ \to \mathcal{F}^1V^H_{O},$$

which we call Seiberg-Witten differential as well. We can now strengthen Corollary 2.

**Corollary 3.** The section $\lambda \in H^0(B^\circ, V^H_{O})$ is an abstract Seiberg-Witten differential. It defines a Lagrangian structure on $J(V^H_{O}) \to B^\circ$ such that it becomes isomorphic as an integrable system to the Hitchin system $h^\circ_1: \text{Higgs}^\circ_1(\Sigma, G_{ad}) \to B^\circ$ over $B^\circ$.

**Proof.** It is proven in Proposition 8.2. of [HHP10] that $\lambda$ is an abstract Seiberg-Witten differential, i.e.

$$\phi_\lambda: TB^\circ \to \mathcal{F}^1V^H_{O}, \quad X \mapsto \nabla_X \lambda,$$

is an isomorphism. Hence $\mathcal{J}(V^H_{O}) \to B^\circ$ carries a Lagrangian structure $\omega_\lambda$ by Proposition 2 where we use the natural polarization on $V^H = V^H_{ad}$. By construction of $\omega_\lambda$, $\phi_\lambda$ induces a symplectomorphism

$$(T^*B^\circ/\Gamma, \eta) \cong (\mathcal{J}(V^H), \omega_\lambda).$$

where $\Gamma \subset T^*B^\circ$ is the corresponding bundle of lattices. Any choice of a Lagrangian section $s: B^\circ \to \text{Higgs}^\circ_1(\Sigma, G)$, say a Hitchin section, in turn yields a symplectomorphism $T^*B^\circ/\Gamma \cong \text{Higgs}^\circ_1(\Sigma, G)$ over $B^\circ$. Altogether this yields the claim. 

$\square$

Before turning to the simply-connected case, let us outline another but equivalent way to endow $P_b = P^W_b$ with the structure of an abelian variety. The point is that there is another approach to describe the Hodge filtration on

$$H^1(\Sigma, p^W_*\Lambda)) \otimes \mathbb{C}$$

without appealing to the previous arguments. This viewpoint is crucial in Section 7 to make the relation to M. Saito’s mixed Hodge modules. It uses the following theorem of Zucker:

**Theorem 8 ([Zuc79]).** Let $\Sigma$ be a compact Riemann surface and $j: \Sigma^o = \Sigma - S \hookrightarrow \Sigma$ the complement of a finite subset $S \subset \Sigma$. Further let $V$ be a polarized $\mathbb{Z}$-VHS of weight $m$ over $\Sigma^o$. Then the sheaf cohomology groups $H^k(\Sigma, j_*V)_{ef}$ $(k = 0, 1, 2)$ carry a polarized $\mathbb{Z}$-Hodge structure of weight $k+m$ which is functorial with respect to pullbacks and morphisms of VHS. Moreover, these Hodge structures are compatible with Tate twists and the Leray spectral sequence for projective morphisms $f: X \to \Sigma$.  
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We emphasize that even though Zucker works with polarized $\mathbb{R}$-VHS throughout [Zuc79], his polarized Hodge structures can be refined to $\mathbb{Z}$ as long as the VHS carries a $\mathbb{Z}$-structure, cf. Section 2 in [Zuc79]. His theory also works for $\Sigma^o$ directly. More precisely, if $V$ is a VHS, then the cohomology groups $H^k_c(\Sigma^o, V)_{\text{tf}}$ carry a functorial mixed Hodge structure. They are compatible in the sense that the natural map $H^k_c(\Sigma^o, V)_{\text{tf}} \to H^k(\Sigma^o, V)_{\text{tf}}$ is a morphism of MHS. In particular, the above Hodge structure on
\begin{equation}
H^1(\Sigma, j^*V) = \text{im}[H^1_c(\Sigma^o, V) \to H^1(\Sigma^o, V)]
\end{equation}
(see [Loo97]) coincides with the induced one. Our next application of Zucker’s theorem is precisely our case of interest.

**Lemma 4.** Let $j : \Sigma^o = \Sigma - S \to \Sigma$ be as before and $V$ a polarized $\mathbb{Z}$-VHS of weight $m = 2k$ and Tate type over $\Sigma^o$. Then there exists a commutative diagram
\[ \begin{array}{ccc}
\hat{S} & \longrightarrow & \hat{\Sigma} \\
\downarrow & & \downarrow f^o \\
S & \longrightarrow & \Sigma
\end{array} \]
\[ (17) \]
such that $f^o$ is a Galois covering and $f$ is branched. Zucker’s Hodge structure on $H^1(\Sigma, j^*V)_{\text{tf}}$ is isogenous to $H^1(\hat{\Sigma}^o, f^*_\Sigma V_0)^W = H^1(\hat{\Sigma}, V_0)^W$ where $W$ is the covering group of $f^o$ and $V_0$ the typical stalk of $V_\Sigma$. In particular, $H^1(\Sigma, j^*V)_{\text{tf}}$ only has types $(k + 1, k)$ and $(k, k + 1)$.

**Proof.** Up to a Tate twist, the $\mathbb{Z}$-VHS $V$ only consists of a local system $V_\Sigma$ of positive definite lattices so that we only write $V = V_\Sigma$. This implies that its monodromy group $W$ has to be finite and we obtain an unbranched Galois covering $f^o : \hat{\Sigma}^o \to \Sigma^o$ with covering group $W$. Since $f^o$ is locally given by $z \mapsto z^k$, it follows that $f^o$ can be completed to a branched covering $f : \hat{\Sigma} \to \Sigma$. This yields the diagram (17) as claimed. By construction we have $(f^o)^*V \cong V_0$, i.e. $V \cong (f^*_\Sigma V_0)^W$. Now the inclusion $i : (f^*_\Sigma V_0)^W \hookrightarrow f^*_\Sigma V_0$ is obviously a morphism of VHS. Note that this makes sense because $f^*_\Sigma V_0$ is again a polarized $\mathbb{Z}$-VHS of Tate type. Moreover, the natural morphism $\phi : H^1(\Sigma^o, f^*_\Sigma V_0)_{\text{tf}} \to H^1(\hat{\Sigma}^o, V_0)_{\text{tf}}$, induced by the Leray spectral sequence, is a morphism of Hodge structures (cf. Section 15 in [Zuc79]). As $f^o$ is finite, $\phi$ is an isomorphism. By the $W$-equivariance of $f^o$, these morphisms fit into the commutative diagram
\[ \begin{array}{ccc}
H^1(\Sigma^o, f^*_\Sigma V_0) & \longrightarrow & H^1(\hat{\Sigma}^o, V_0) \\
\uparrow & & \uparrow \phi \\
H^1(\Sigma^o, V) & \longrightarrow & H^1(\hat{\Sigma}^o, V_0)^W \\
\uparrow & & \uparrow \phi^W \\
H^1_c(\Sigma^o, V) & \longrightarrow & H^1_c(\hat{\Sigma}^o, V_0)^W.
\end{array} \]
(18)

\[ V = (f^*_\Sigma V_0)^W \]

\[ \text{Note that these cohomology groups are torsion-free.} \]
Here $\psi^W$ is induced from the natural morphism $\psi : H^1_c(\Sigma^0, V) \to H^1_c(\hat{\Sigma}^0, V_0)^W$. Arguing as above, we see that it is compatible with Hodge structures. Thus (18) is a commutative diagram of Hodge structures. Further $\psi^W$ and $\phi^W$ are isomorphisms over $\mathbb{Q}$ because we can then split off $(f^*V)^W$. But the lower square in (18) factorizes over $H^1(\Sigma, j^* V) \to H^1(\hat{\Sigma}, j^* V_0)^W = H^1(\hat{\Sigma}, V_0)^W$ (cf. (16)) which thus has to be an isogeny as well. □

This lemma fits precisely into the previous context. Indeed, the sheaf $p^W_\Lambda = (p_\Lambda)^W$, for $p = p_b$, is a polarizable $\mathbb{Z}$-VHS $V$ away from the branch locus $Br_b \subset \Sigma$ of weight 0 and Tate type. On $\Sigma^0 = \Sigma - Br_b$ we have $V = (p_b^* \Lambda)^W$. Moreover, the adjunction morphism $(p_\Lambda)^W \longrightarrow j_* j^*(p_\Lambda)^W = j_* V$
is an isomorphism.

**Proposition 4.** The $\mathbb{Z}$-Hodge structure of weight 1 corresponding to $P_b$ (whose underlying real torus is $H^1(\Sigma, p^W_\Lambda \otimes S^1)$ coincides with Zucker’s $\mathbb{Z}$-Hodge structure on $H^1(\Sigma, p^W_\Lambda)$. Both are isogenous to $H^1(\hat{\Sigma}, \Lambda)^W$.

**Proof.** Recall that $H^1(\Sigma, p^W_\Lambda)$ is torsion-free. By construction, we further know that $\hat{\Sigma}$ of Lemma 4 coincides with the cameral curve $\Sigma$. Hence the claim follows from that lemma together with the previous remarks. □

3.4. **VHS: Simply-connected case.** We now discuss the simply-connected case, i.e. $G = G_{sc}$ of type $\Delta$. Since it works analogously to the adjoint case, we only summarize the main results. As before we define by $\Lambda_{sc} := \Lambda(G_{sc})$ the cocharacter lattice of $G_{sc}$. As the Hitchin base only sees the Lie algebra, it follows that $B(\Sigma, G_{sc}) = B(\Sigma, G_{ad})$ naturally. Then the analogue of Proposition 3 is

**Proposition 5.** Let $G_{sc}$ be a simple simply-connected complex Lie group of type $\Delta$ and $B$ the corresponding Hitchin base.

i) (DP12) If $b \in B^\circ$, then $T(b) = T^\circ(b)$ and 
cochar$(P_b) \cong H^1(\Sigma, p^W_\Lambda_{sc})_{tf}$.

ii) The VHS of weight 1 determined by $h^*_1,sc : \text{Higgs}^1(\Sigma, G_{sc}) \to B^\circ$ is 

$$V^H_{sc} = ((R^1p_{2*}p^W_{1*}\Lambda_{sc})_{tf}, \mathcal{F}^\bullet(R^1p_{1*}p^W_{1*}\Lambda_{sc})_{tf} \otimes \mathcal{O}_B))\mid_{B^\circ} \cong \text{VHS}^V(h^0_{1,sc})(-1).$$

The analogue of Proposition 4 is still valid by using Lemma 4.

**Remark 9.**

a) Even though the adjoint and the simply-connected case are very similar in nature, the cohomology groups $H^1(\Sigma, T)$ behave differently. In fact it can be shown (cf. the proof of Lemma 4.2 in [DP12]) that

$$H^1(\Sigma, p^W_\Lambda(G))_{tor} \cong \begin{cases} 0, & G = Sp(2r, \mathbb{C}), \\ Z(G), & \text{else}. \end{cases}$$
Hence this is always zero for \( G = G_{\text{ad}} \) but is non-vanishing e.g. for \( G = SL(r, \mathbb{C}) \), \( r \geq 2 \).

b) Let \( L G_{\text{ad}} \) be the Langlands dual group of the simple adjoint complex Lie group \( G_{\text{ad}} \), so that
\[
\Lambda(L G_{\text{ad}}) = \Lambda^\vee_{\text{ad}} = \text{Hom}_Z(\Lambda_{\text{ad}}, Z)
\]
by definition. Moreover, \( L G_{\text{ad}} \) is a simple simply-connected group. Let
\[
h_1 : \text{Higgs}_1(\Sigma, G_{\text{ad}}) \to B(\Sigma, G_{\text{ad}}),
\]
\[
L h_1 : \text{Higgs}_1(\Sigma, L G_{\text{ad}}) \to B(\Sigma, L G_{\text{ad}})
\]
be the corresponding neutral component of the \( G_{\text{ad}} \)- and \( L G_{\text{ad}} \)-Hitchin system respectively. Applying Proposition 5, we see that \( V(h_1) \) and \( V(L h_1) \) are (up to a Tate twist) dual VHS. This is a very simple instance of Langlands duality for Hitchin systems \([DPT12]\) saying that \( h_1 \) and \( L h_1 \) are dual torus fibrations over \( B^3 \).

4. Families of quasi-projective Calabi-Yau threefolds over the Hitchin base

As before we denote by \( B = B(\Sigma, G) \) the Hitchin base for a compact Riemann surface \( \Sigma \) of genus \( g(\Sigma) \geq 2 \) and a simple complex Lie group \( G \) which is either of adjoint type \( (G = G_{\text{ad}}) \) or simply-connected \( (G = G_{sc}) \). In this section we construct families of quasi-projective Calabi-Yau threefolds over \( B \). This construction is similar to the ones in \([DDP07]\, [Sze04]\) but we include an action of graph automorphisms \( C \) (cf. the introduction) and make use of Slodowy slices. We confine ourselves to give the construction and state the main properties of the resulting quasi-projective Calabi-Yau threefolds. For the proofs and detailed comparison between our construction and the one in \([DDP07]\), we refer to \([Bec17\, Bec]\).

4.1. Folding. Let \( \Delta \) be an irreducible Dynkin diagram. We follow Slodowy \([Slo80b]\) and define the associated symmetry group of \( \Delta \) via\(^{11}\)
\[
AS(\Delta) := \begin{cases} 
1, & \text{\( \Delta \) is of type ADE,}\n\mathbb{Z}/2\mathbb{Z}, & \text{\( \Delta \) is of type } B_k, C_k, F_4, \nS_3, & \text{\( \Delta \) is of type } G_2,
\end{cases}
\]
for \( k \geq 2 \). There is a unique irreducible ADE-Dynkin diagram \( \Delta_h \) such that \( AS = AS(\Delta) \subset \text{Aut}(\Delta_h) \) and \( \Delta = \Delta_h^{AS} \). Here \( \Delta_h^{AS} \) stands for the Dynkin diagram which is obtained by taking \( AS(\Delta) \)-invariants in the root space associated with \( \Delta_h \). Restricted to Dynkin diagrams of type \( B_k, C_k, F_4, G_2 \) (BCFG-Dynkin diagrams for short), we

---

\(^{10}\)Note that \( B(\Sigma, G_{\text{ad}}) \cong B(\Sigma, G_{sc}) \) canonically, cf. \([DPT2]\).

\(^{11}\)The case, where \( \Delta \) is an ADE-Dynkin diagram, does not appear in \([Slo80b]\). But this is a useful convention, cf. Remark \([10]\) and Remark \([12]\).
obtain a bijection
\[
\{ \Delta \text{ of type BCFG} \} \rightarrow \{ (\Delta_h, C) \mid \Delta_h \text{ ADE, } 1 \neq C \subset \text{Aut}(\Delta_h) \}
\]
\[
\Delta \mapsto (\Delta_h, AS(\Delta))
\]
\[
\Delta = \Delta^C_h \leftrightarrow (\Delta_h, C).
\]
We say that \( \Delta = \Delta^C_h \) is obtained from \( (\Delta_h, C) \) (or simply \( \Delta_h \)) by folding. For convenience we summarize the corresponding types in the following table (also see Section 6.2 in [Slo80b])

| \( \Delta \) | \( \Delta_h \) | \( AS(\Delta) \) |
|---|---|---|
| B_{k+1} | A_{2k+1} | \mathbb{Z}/2\mathbb{Z} |
| C_k | D_{k+1} | \mathbb{Z}/2\mathbb{Z} |
| F_4 | E_6 | \mathbb{Z}/2\mathbb{Z} |
| G_2 | D_4 | S_3 |

The next definition generalizes (surface) ADE-singularities to include any Dynkin type.

**Definition 4.** Let \( \Delta \) be an irreducible Dynkin diagram. A \( \Delta \)-singularity is a pair \((Y, H)\) consisting of
a) a surface singularity \( Y = (Y, 0) \) of type \( \Delta_h \),
b) a subgroup \( H \subset \text{Aut}(Y) \) which is isomorphic to \( AS(\Delta) \).

These are subject to the conditions
i) the action of \( H \) is free on \( Y - \{0\} \),
ii) the induced \( AS(\Delta) \)-action on the dual resolution graph of its minimal resolution \( \hat{Y} \rightarrow Y \) coincides with the \( AS(\Delta) \)-action on \( \Delta_h \).

We call a \( \Delta \)-singularity an ADE-singularity if \( \Delta \) is of type ADE and a BCFG-singularity if \( \Delta \) is a BCFG-Dynkin diagram.

**Remark 10.** Of course, this definition goes back to Slodowy (see Section 6.2 in [Slo80b]). His original definition is different and is referred to as simple singularity of type \( \Delta \) in [Slo80b] if \( \Delta \) is of type BCFG. By Proposition 6.2 in [Slo80b] the two definitions coincide if \( \Delta \) is of type BCFG. It is useful to directly incorporate ADE-singularities as well so that we set \( AS(\Delta) = 1 \) in (20).

Every \( \Delta \)-singularity \((Y, H)\) is quasi-homogenous, i.e. that \( Y \) is a quasi-homogenous singularity. In particular, \( Y \) carries a \( \mathbb{C}^* \)-action that commutes with the \( H \)-action. A \( \mathbb{C}^* \)-deformation of a \( \Delta \)-singularity \((Y, H)\) is a \( \mathbb{C}^* \times H \)-deformation \( \mathcal{Y} \rightarrow B \) such that \( H \) acts trivially on the base. It follows from the deformation theory of ADE-singularities that every \( \Delta \)-singularity \((Y, H)\) has a semi-universal \( \mathbb{C}^* \)-deformation (see Chapter I.2 in [Slo80b] for more details).

4.2. **Slodowy slices.** Based on ideas of Brieskorn ([Bri71]) and Grothendieck, Slodowy gave a completely Lie-theoretic description of the deformation theory of \( \Delta \)-singularities and their simultaneous resolutions (over certain fields that are not necessarily of characteristic 0). We briefly recall some of his constructions (over \( \mathbb{C} \) only) here to fix notation.
As before let \( \Delta \) be an irreducible Dynkin diagram and \( g = g(\Delta) \) the corresponding
simple complex Lie algebra. For a given subregular nilpotent element \( x \in g \), there exists an \( sl_2 \)-triple \((x, y, h)\) where \( h \in g \) is semisimple. Then the Slodowy slice through \( x \) associated to the triple \((x, y, h)\) is defined as

\[
S := x + \ker \text{ad}(y) \subset g
\]

where \( \text{ad}(y)(\bullet) = [\bullet, y] \). Since \( x \) is subregular, it follows that \( \dim S = r + 2 \) for \( r = \text{rk}(g) \). For a fixed Cartan subalgebra \( t \subset g \), we denote by \( \chi : g \to t/W \) its adjoint quotient and

\[
\sigma := \chi|_S : S \to t/W
\]

the restriction to the Slodowy slice \( S \). It carries a \( \mathbb{C}^* \)-action such that \( \sigma \) becomes \( \mathbb{C}^* \)-equivariant when \( t/W \) is endowed with twice of its usual \( \mathbb{C}^* \)-weight coming from the quotient \( q : t \to t/W \). Moreover, it can be endowed with an action of \( AS(\Delta) \) as follows: Let

\[
C(x, h) = \{ g \in G_{ad}(\Delta) \mid g \cdot x = x, \quad g \cdot h = h \} \subset G_{ad}(\Delta).
\]

In general, this is an infinite group. However, there is a subgroup \( C \subset C(x, h) \) such that

\[
C \cong C(x, h)/C(x, h)^0 \cong AS(\Delta)
\]

where the superscript \(^0\) denotes the identity component (see Section 7.5 in \[Slo80b\]). It also acts on \( S \) with the following property.

**Theorem 11** ([Slo80b]). Let \( S \subset g = g(\Delta) \) be a Slodowy slice through a subregular nilpotent \( x \in g \) defined by an \( sl_2 \)-triple \((x, y, h)\) and \( AS(\Delta) \cong C \subset C(x, h) \) as before. Further let \( \sigma : S \to t/W \) be the restriction of an adjoint quotient \( \chi : g \to t/W \).

i) The surface \( Y := \sigma^{-1}(0) \subset S \) together with its \( C \)-action has a \( \Delta \)-singularity in \( x \in S \). It is the only singularity of \( Y \).

ii) The \( \mathbb{C}^* \times C \)-deformation \( \sigma : S \to t/W \) of \( Y \) is a semi-universal \( \mathbb{C}^* \)-deformation of \( (Y, C) \).

**Remark 12.** Folding is usually a process to go from ADE-Dynkin diagrams to BCFG-Dynkin diagrams. Therefore it might seem counter-intuitive that we set \( AS(\Delta) = 1 \) if \( \Delta \) is an ADE-Dynkin diagram but non-trivial if \( \Delta \) is a BCFG-Dynkin diagram. This corresponds to the intrinsic approach to BCFG-singularities by Slodowy, i.e. working with a Slodowy slice \( S \subset g(\Delta) \). Slodowy also gave an extrinsic approach where one works with a Slodowy slice \( S_h \subset g(\Delta_h) \) for \( \Delta_h \) as in table 22 ([Slo80b]). All of our constructions below can be performed via the extrinsic approach as well and yield the same results, see [Bec] for more details.

The stratification of \( t^1/W = t^0 \cup D^s \cup D^l \) introduced in Section 5.1 interacts with the restriction

\[
S^1 := \sigma^{-1}(t^1/W) \to t^1/W
\]
of $\sigma : S \to t/W$. It coincides with the singularity stratification of $t^4/W$ induced by $\sigma$ meaning that $\sigma$ is smooth over $t^6/W$ and

$$
\sigma^{-1}(\bar{t}) = \begin{cases}
\text{an } A_1\text{-singularity if } \bar{t} \in D^s, \\
\text{an } A_1 \times A_1\text{-singularity if } \bar{t} \in D^l \text{ and } \Delta \neq G_2, \\
\text{an } A_1 \times A_1 \times A_1\text{-singularity if } \bar{t} \in D^l \text{ and } \Delta = G_2.
\end{cases}
$$

To give the simultaneous resolution of $\sigma : S \to t/W$, recall Grothendieck’s simultaneous resolution \textsuperscript{12}

$$
\begin{array}{ccc}
\tilde{g} & \xrightarrow{\psi} & g \\
\downarrow \chi & & \downarrow \chi \\
\tilde{t} & \xrightarrow{q} & t/W
\end{array}
$$

of the adjoint quotient $\chi : g \to t/W$. Slodowy showed in [Slo80b] that this diagram restricts to give a simultaneous resolution

$$
\begin{array}{ccc}
\tilde{S} & \xrightarrow{\psi} & S \\
\downarrow \tilde{\sigma} & & \downarrow \sigma \\
\tilde{t} & \xrightarrow{q} & t/W
\end{array}
$$

of $\sigma : S \to t/W$. There is a natural $\mathbb{C}$-action on $\tilde{S}$ such that all morphisms in this diagram become $\mathbb{C}$-equivariant. To get $\mathbb{C}^*$-equivariance one has to choose $t$ appropriately ([Bec]).

4.3. \textbf{Construction of threefolds}. Fix an irreducible Dynkin diagram $\Delta$ together with a Slodowy slice $S \subset g(\Delta)$ with its $\mathbb{C}^* \times \mathbb{C}$-action. Then we can construct families of surfaces over $U = K_\Sigma \times_{\mathbb{C}^*} t/W$ as follows: Let $L \in \text{Pic}(\Sigma)$ be a spin bundle, i.e. $L^2 = K_\Sigma$. By the $\mathbb{C}^*$-equivariance\textsuperscript{13} of $\sigma : S \to t/W$, we obtain a family

$$
\sigma : S_L := L \times_{\mathbb{C}^*} S \to U
$$

of surfaces which are $\mathbb{C}$-deformations of the $\Delta_h$-singularity. Similarly to [Sze04, DDP07], we construct a family $\pi_L : X_L \to B$ of threefolds via the diagram

$$
\begin{array}{ccc}
X_L & \xrightarrow{\pi_L} & S_L \\
\downarrow \pi_{1,L} & & \downarrow \sigma_L \\
\Sigma \times B & ev & U \\
\downarrow \pi_2 & & \downarrow
\end{array}
$$

\textsuperscript{12}Technically, this is a simultaneous alteration (in the sense of de Jong) because we have to pass to a (branched) covering. However, we keep the common term simultaneous resolution in the following.

\textsuperscript{13}We emphasize again that here $\mathbb{C}^*$ acts with \textit{twice} the standard weights on $t/W$. With these weights on $t/W$, we have $U \cong L \times_{\mathbb{C}^*} t/W$. 
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where the square is cartesian and $\pi_2 : \Sigma \times B \to B$ is the projection. Letting $C$ act trivially on $U$ and $\Sigma \times B$, all morphisms in the cartesian square of (25) are $C$-equivariant.

Analogously, the total space $\tilde{S}$ of the simultaneous resolution of $S \to t/W$ can be used to construct a smooth family $\tilde{\pi}_L : \tilde{X}_L \to B$ of threefolds that depends on the chosen simultaneous resolution and the spin bundle $L$ as well. It factorizes over the universal cameral curve by construction,

$$\tilde{X}_L \xrightarrow{\tilde{\pi}_L} \Sigma \xrightarrow{\pi_1} B,$$

and each $\tilde{\pi}_b : \tilde{X}_b \to \Sigma_b$ is a simultaneous resolution of $\pi_b : X_b \to \Sigma$ for $b \in B^\circ$.

**Theorem 13** ([Bec17]). Let $\Delta$ be an irreducible Dynkin diagram, $S \subset g(\Delta)$ a Slodowy slice, $\tilde{S} \to S$ a simultaneous resolution and $L \in \text{Pic}(\Sigma)$ a spin bundle of $\Sigma$. Then $\pi_L : \mathcal{X}_L \to B$ as well as $\tilde{\pi}_L : \tilde{X}_L \to B$ is an algebraic family of quasi-projective Gorenstein threefolds with $C$-trivialisable canonical class. The former is smooth over $B^\circ \subset B$ whereas the latter is smooth over all of $B$.

**Sketch of proof.** For later purposes we briefly indicate the construction of nowhere-vanishing and $C$-invariant sections $s_b \in H^0(X_b, K_{X_b})$ (equivalently a $C$-trivialization of $K_{X_b}$) and $\tilde{s}_b \in H^0(\tilde{X}_b, K_{\tilde{X}_b})$ for $b \in B$. In [Bec17] we construct nowhere-vanishing and $C$-invariant sections

$$s \in H^0(\mathcal{X}, K_{\mathcal{X}_1} \otimes (\text{pr}_1 \circ \pi_1)^* K_{\Sigma}),$$

$$\tilde{s} \in H^0(\tilde{\mathcal{X}}, K_{\tilde{\mathcal{X}}_1} \otimes (\text{pr}_1 \circ \tilde{\pi}_1)^* K_{\Sigma}),$$

where $\text{pr}_1 : \Sigma \times B \to \Sigma$ is the projection. Base change and the adjunction formula imply that

$$(K_{\mathcal{X}_1} \otimes (\text{pr}_1 \circ \pi_1)^* K_{\Sigma})|_{X_b} \cong K_{\pi_b} \otimes \pi_b^* K_{\Sigma} \cong K_{X_b}$$

and analogously for $\pi_1$ replaced by $\tilde{\pi}_1$. For each $b \in B$ the restrictions

$$s_b := s|_{X_b} \in H^0(X_b, K_{X_b}), \quad \tilde{s}_b := \tilde{s}|_{\tilde{X}_b} \in H^0(\tilde{X}_b, K_{\tilde{X}_b})$$

therefore $C$-equivariantly trivialize $K_{X_b}$ and $K_{\tilde{X}_b}$ respectively. \hfill $\square$

**Remark 14.**

a) From now on we fix a spin bundle $L \in \text{Pic}(\Sigma)$ and often drop it from the notation, e.g. $\mathcal{X} = \mathcal{X}_L$, $\pi = \pi_L$. It would be very interesting to understand the relation between different finite choices.

b) A closer analysis shows that in the ADE-case, i.e. $C = 1$, the families $\mathcal{X}_L \to B$ coincide with some of the families constructed in [DDP07]. The main novelty of this theorem is hence the BCFG-case, i.e. $C \neq 1$, in particular the existence of a $C$-invariant nowhere-vanishing section of the canonical sheaf $K_{X_b}$, $b \in B$. Even in these cases, we related these families to then ones appearing in [DDP07]. It is based on the comparison between Slodowy’s intrinsic and extrinsic approach (Remark 12). We refer to [Bec] for more details.
Note that the restriction $\pi^0 : \mathcal{X}^0 \to B^0$, which is smooth, factors as

$$
\begin{array}{ccc}
\mathcal{X}^0 & \xrightarrow{\pi_1^0} & S^1 \\
\downarrow & & \downarrow \sigma^1 \\
\Sigma \times B^0 & \xrightarrow{ev} & U^1 \\
\downarrow & & \\
B & & \\
\end{array}
$$

and the square is again a fiber product. Here $S^1 = K_{\Sigma} \times_{\mathbb{C}^*} S^1$ for $S^1 = \sigma^{-1}(t^1/W)$ as in (23). As explained there, not all fibers of $\pi_1^0$ are smooth. This is one of the main differences to [Sze04] which works with the resolved local models $\tilde{S} \to t$.

5. Non-compact Calabi-Yau integrable systems

Since the general theory of [DM96a] on compact Calabi-Yau integrable systems does not immediately apply, we need some extra work to show that each family $\pi : \mathcal{X} \to B$ of quasi-projective Calabi-Yau threefolds of Theorem 13 gives rise to an integrable system (at least over $B^0 \subset B$) via their intermediate Jacobians. Some arguments of this section reoccur in Section 7 in the context of mixed Hodge modules. However, it is desirable to have more elementary arguments for constructing these non-compact Calabi-Yau integrable systems. We begin by studying the variation of mixed Hodge structures (VMHS) defined by the middle cohomology groups of $\mathcal{X}^0 \to B^0$ and then see that the associated intermediate Jacobian fibration over $B^0$ is an integrable system via the methods from Section 2.

5.1. VMHS of the family of non-compact CY3s. Let us fix a Slodowy slice $S = x + \ker \text{ad}(y) \subset g$, a spin bundle $L$ over $\Sigma$ and a family $\mathcal{X} = \mathcal{X}_L \to B$ constructed from these data as in the previous section.

**Proposition 6.** The cohomology sheaf $\mathcal{V}^{CY}_Z := R^3\pi_*^0\mathbb{Z}$ underlies a graded-polarizable $\mathbb{Z}$-VMHS

$$
\mathcal{V}^{CY} : (\mathcal{V}^{CY}_Z, \mathcal{W}^{CY}_*, \mathcal{J}^{CY}_*).
$$

**Proof.** This follows from Corollary 1.18. in [BEZ14] or our discussion on Saito’s mixed Hodge modules in the next section. Here it is crucial that $\pi$ is quasi-projective. □

The next lemma already appeared in [DDP07] for the ADE-case.

**Lemma 5.** Let $b \in B^0$. The graded-polarizable $\mathbb{Z}$-mixed Hodge structure on $H^3(X_b, \mathbb{Z})$ is effective and pure of weight 1.

Recall that a pure Hodge structure $H$ is called effective if $H^{pq} = 0$ for $p < 0$ or $q < 0$.

**Proof.** Consider the Leray spectral sequence for $\pi : X = X_b \to \Sigma$,

$$
H^p(\Sigma, R^q\pi_*\mathbb{Z}) \Rightarrow H^{p+q}(X, \mathbb{Z}).
$$

Let $\Sigma^0 \subset \Sigma$ be the locus of smooth fibers of $\pi$. Now $\pi^0 : X^0 \to \Sigma^0$ is $C^\infty$-trivial with fiber (diffeomorphic to) the minimal resolution $\hat{Y}$ of the $\Delta$-singularity $Y$. But the latter is homotopic to a bouquet of spheres ([Mil68]) so that $(R^q\pi_*\mathbb{Z})_t = 0$ for
\[ q \neq 0, 2. \] If \( t \in F := \Sigma - \Sigma^\circ \), choose a small disc \( D \) around \( t \) such that \( D \cap F = \{ t \} \). If \( D \) is small enough, we can contract \( \pi^{-1}(D) \) to the central fiber \( Q_t := \pi^{-1}(t) \) so that \( (R^t \pi_*, \mathbb{Z}) = H^0(Q_t, \mathbb{Z}) \). But \( Q_t \) is homeomorphic to \( \hat{Y} \) with up to three exceptional curves contracted (cf. (24)) so that again \( (R^t \pi_*, \mathbb{Z}) = 0 \) if \( q \neq 0, 2 \). Since \( \Sigma \) has cohomological dimension two, it follows that the Leray spectral sequence yields an isomorphism

\[ H^3(X, \mathbb{Z}) \cong H^1(\Sigma, R^2 \pi_* \mathbb{Z}). \]

Next we observe that \( R^2 \pi_* \mathbb{Z} \) carries a polarizable \( \mathbb{Z} \)-VHS of weight 2 and Tate type. If \( j : \Sigma^\circ \to \Sigma \) denotes the open inclusion, then \( R^2 \pi_* \mathbb{Z} \cong j_* R^2 \pi_* \mathbb{Z} \) so that Zucker’s theorem (Theorem 8) implies that \( H^1(\Sigma, R^2 \pi_* \mathbb{Z}) \) carries a functorial polarizable pure \( \mathbb{Z} \)-Hodge structure of weight \( 1 + 2 = 3 \). Hence the mixed Hodge structure on \( H^3(X, \mathbb{Z}) \) is in fact pure. It can be seen as in the proof of Lemma 4 that it is effective, i.e. its only (possibly) non-zero \( H^{pq} \) are \( H^{12} \) and \( H^{21} \).

\[ \square \]

**Corollary 4.** The graded-polarizable \( \mathbb{Z} \)-VMHS \( \mathcal{V}^{\text{CY}} \) is pure of weight 3, i.e. \( \mathbb{W}^{	ext{CY}} = 0 \), and has a second-step Hodge filtration. In particular, it is an admissible VMHS.

The property of admissibility is rather technical but important ([SZ85], [Kas86]), not only for VMHS, but also in the theory of mixed Hodge modules. It means that the VMHS degenerates in a controlled way (at infinity). For VHS, this is automatically satisfied ([Sch73]), which explains the second statement of Corollary 4. The upshot of the previous discussion is that we can define the intermediate Jacobians

\[ J^2(X_b) = H^3(X_b, \mathbb{C})/(F^2 H^3(X_b, \mathbb{C}) + H^3(X_b, \mathbb{Z})), \quad b \in B^\circ, \]

and these are even abelian varieties. This is in contrast to the compact case where the intermediate Jacobian \( J^2(X) \) is projective iff \( X \) is a rigid compact Calabi-Yau threefold. Moreover, the intermediate Jacobian fibration

\[ J^2(X^\circ/B^\circ) := J(\mathcal{V}^{\text{CY}}) \longrightarrow B^\circ \]

over \( B^\circ \) is a family of abelian varieties (here and in the following we often suppress the necessary Tate twist to make \( \mathcal{V}^{\text{CY}} \) into a VHS of weight 1). In order to make the relation to BCFG-Hitchin systems, i.e. where the Dynkin diagram of the structure is of type BCFG, we need to consider the \( \mathbb{C} \)-invariants \((\mathcal{V}^{\text{CY}})^{\mathbb{C}} \subset \mathcal{V}^{\text{CY}}\) as well (which is an equality in the ADE-case where \( \mathbb{C} = 1 \)). This is a polarizable sub-\( \mathbb{Z} \)-VHS of weight 3 which again only has a two-step Hodge filtration as \( \mathcal{V}^{\text{CY}} \). Hence

\[ J^2_c(X^\circ/B^\circ) := J((\mathcal{V}^{\text{CY}})^{\mathbb{C}}) \longrightarrow B^\circ \]

\[ \text{Note that } \pi : X \to \Sigma \text{ is not proper so that we cannot directly apply base change to conclude the same statement.} \]

\[ \text{We did not see if the methods from [Zuc79] could be applied directly because in that paper only the proper case is discussed.} \]
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is a family of abelian varieties. Note that its fibers $J^2_2(X_b)$ do not coincide with the $C$-invariants $J^2(X_b)^C$ in general because the latter might have several connected components whereas the former is always connected.

5.2. Period map and abstract Seiberg-Witten differential. In [DM96a] it is proven that any complete family of compact Calabi-Yau threefolds gives rise to a complex integrable system of index 1 (Example 2). As mentioned earlier, this result does not immediately apply to the above family $X^{\circ} \to B^{\circ}$ even though the intermediate Jacobian fibration $J^2(X^{\circ}/B^{\circ}) \to B^{\circ}$ is a family of polarizable abelian varieties. The section $s \in H^0(X, K_{\pi_1} \otimes (pr_1 \circ \pi_1)^* K_{\Sigma})$ of (4.3) yields the period map\(^{16}\)

$$\rho_s : B^{\circ} \to V^{CY}_O, \quad b \mapsto [s|_{X_b}]$$
on B^{\circ}$. By its $C$-invariance, it actually maps to the $C$-invariant part of $V^{CY}_O$.

**Proposition 7.** The period map $\rho_s \in H^0(B^{\circ}, (V^{CY}_O)^C)$ is an abstract Seiberg-Witten differential. In particular, $J^2_2(X^{\circ}) \to B^{\circ}$ carries the structure of an integrable system called non-compact Calabi-Yau integrable system.

This system already appeared in [DDP07] in the ADE-case ($C = 1$).

**Proof.** We will see a posteriori that $\rho_s$ is an abstract Seiberg-Witten differential, i.e.

$$TB^{\circ} \to (J^2_2)^C, \quad v \mapsto \nabla_v \rho_s,$$

is an isomorphism (see the proof of Theorem 4). Hence $J^2_2(X^{\circ}/B^{\circ}) \to B^{\circ}$ carries the structure of an integrable system by Proposition 2. \hfill \Box

**Remark 15.** In [KSI4] Kontsevich and Soibelman gave a class of quasi-projective non-singular Calabi-Yau threefolds which yield integrable systems. Their approach is deformation-theoretic and therefore closely related to [DM96a]. However, it is in general difficult to describe the appearing Calabi-Yau threefolds more concretely in the deformation-theoretic approach. We leave it for future work to understand how the above families $X \to B$ fit into their framework.

A similar discussion applies to the family $\tilde{\pi} : \tilde{X} \to B$. More precisely, the above methods also show that $R^3\tilde{\pi}_*\mathcal{Z}$ carries the structure of a graded-polarizable $\mathbb{Z}$-VMHS which is in fact pure and effective of weight 1 up to a Tate twist (cf. proof of Theorem 5). We denote it by

$$\tilde{V}^{CY} = (\tilde{V}^{CY}_Z, \tilde{J}^{\bullet})_Z.$$  

Note that we do not have to restrict to $B^{\circ}$ because $\tilde{\pi}$ is smooth.

\(^{16}\)To save notation we make no notational distinction between a locally free sheaf and the corresponding geometric vector bundle.
6. Isomorphism with the Hitchin system

In the previous section we have seen how each family \( \mathcal{X} \to B \) of quasi-projective Calabi-Yau threefolds over the Hitchin base \( B = B(\Sigma, G_{ad}) \) gives rise to a non-compact Calabi-Yau integrable system over \( B^\circ \). We now show that this integrable system is isomorphic to the Hitchin system \( \text{Higgs}^\circ(\Sigma, G_{ad}) \to B^\circ \). In order to do so, we follow the approach in Section 2 and deduce the isomorphism from an isomorphism of VHS.

**Theorem 16.** Let \( \Delta \) be an irreducible Dynkin diagram, \( G = G_{ad} \) the simple adjoint complex Lie group with Dynkin diagram \( \Delta = (\Delta_h)^{C} \) as in Section 4.1. Further let \( \pi : \mathcal{X} \to B \) any of the families of quasi-projective Gorenstein Calabi-Yau threefolds as constructed in Theorem 13. Then the polarizable \( Z \)-VHS determined by the neutral component \( h^\circ_1 : \text{Higgs}^\circ(\Sigma, G) \to B^\circ \) of the Hitchin system and \( (V^{CY})^{C} \) determined by \( \pi^\circ : \mathcal{X}^\circ \to B^\circ \) are isomorphic up to a Tate twist

\[
V^H(-1) \cong (V^{CY})^{C}
\]

over the locus \( B^\circ \subset B \) of smooth cameral curves in the Hitchin base \( B = B(\Sigma, G) \).

Before we prove Theorem 16 in the next section, let us see how it implies Theorem 1 from the introduction.

**Corollary 5.** Keep the notation of Theorem 16. Then there is an isomorphism

\[
\mathcal{J}^2_{C}(\mathcal{X}^\circ/B^\circ) \cong \text{Higgs}^\circ(\Sigma, G)
\]

of integrable systems over \( B^\circ \) that intertwines the cubics.

**Remark 17.** Unfortunately, in the BCFG-case this result does not yield a family of non-compact Calabi-Yau threefolds over \( B^\circ \), whose intermediate Jacobian fibration is isomorphic to the BCFG-Hitchin system. This will be achieved in [Bec17].

**Proof.** Theorem 16 implies that the two families of abelian varieties are isomorphic over \( B^\circ \). Recall here that both systems have sections. It remains to prove that the cubics are exchanged.

On both sides the cubic is determined by the (abstract) Seiberg-Witten differential (cf. Proposition 4 and Proposition 3). Hence it suffices to prove that the period map \( \rho_s : B^\circ \to (V^{CY})^{C} \) corresponds to the Seiberg-Witten differential \( \lambda : B^\circ \to V^{H}_\Sigma \). We first observe that \( V^{CY}_C \) is given by

\[
R^3\tilde{\pi}_*C \cong R^1p_*R^2\tilde{p}_{1,*}C \cong R^1p_*t_C.
\]

The first isomorphism follows from the Leray spectral sequence. The second is a consequence of the fact that \( \tilde{S} \to t \) is \( C^\infty \)-trivial ([Slo80a]) and \( H^2(\tilde{S}_t, C) \cong t_C \). The section \( \tilde{s} \in H^0(\mathcal{X}, K_{\tilde{S}_{\tilde{p}}}) \) from [13] induces a period map

\[
\rho_{\tilde{s}} : B^\circ \to (V^{CY}_\Sigma)^C.
\]
It is related to \( \rho_s \) as follows: The natural map \( \tilde{X} \to X \) induces a \( C \)-equivariant morphism

\[
\Psi^*: \mathcal{V}^C \to \tilde{\mathcal{V}}^C.
\]

which is in fact a monomorphism. From the construction of \( s \) and \( \tilde{s} \) (see [Bec], [Bec17]) it follows that \( \Psi^* \circ \rho_s = \rho_{\tilde{s}} \) (after tensoring with \( \mathcal{O}_{B^0} \)). By the \( C \)-invariance of \( \tilde{s} \) and \( t^C = t \) the period map can therefore be seen as a map \( \rho_{\tilde{s}}: B^0 \to R^1 p_* t \otimes O_{B^0} \). Then we have the equality

\[
\rho_{\tilde{s}} = \lambda \in H^0(B^0, V^H) \text{ which makes sense because } V^H \subset R^1 p_* t \otimes O_{B^0}.
\]

This follows from the construction of the Leray spectral sequence for the composition \( \tilde{\pi} = p \circ \pi_1 \) of submersions (cf. [GH94]) and the fact that both \( \rho_{\tilde{s}} \) and \( \lambda \) are obtained by a base change from the tautological section \( \tau \in H^0(\tilde{U}, u^* \tilde{U}) \).

Remark 18. As a by-product, we see that the cohomology class \( [s_b] \in H^3(X_b, \mathbb{C}) \) of the volume form sits in \( H^{2,1}(X_b) \cong H^{1,0}(\Sigma_b, \mathbb{C})^W \). This is again in strong contrast to the compact case. Moreover, the previous proof justifies the earlier claim that \( J^2(X^o/B^o) \to B^o \) has the structure of an integrable system.

7. Proof of Theorem 16

In this section we prove Theorem 16. The basic idea is to use a global version of the Leray spectral sequence (27) and lift it to \( Z \)-VHS (see below for a more precise statement). The latter is technical but by showing that this lifted spectral sequence degenerates, we can deduce Theorem 16. As a first step we show that the global version of (27) degenerates in the category of abelian sheaves.

Lemma 6. Let \( \pi^o = \pi^o_2 \circ \pi^o_1: \mathcal{X}^o \to B^o \) be as in (26). Then the Leray spectral sequence degenerates and gives isomorphisms of abelian sheaves

\[
R^3 \pi^o_2 Z \cong R^1 \pi^o_2 R^2 \pi^o_1 Z,
\]

Moreover, it yields a morphism

\[
R^1 \pi^o_2 ((R^2 \pi^o_1 Z)^C) \to (R^3 \pi^o_2 Z)^C.
\]

We will see in Section 7.3 that the morphism (32) is an isomorphism.

Proof. We first consider the case without taking \( C \)-invariants. The Leray spectral sequence for \( \pi^o = \pi^o_2 \circ \pi^o_1 \) reads as

\[
E_2^{p,q} = R^p \pi^o_2 (R^q \pi^o_1 Z) \Rightarrow R^{p+q} \pi^o_2 Z.
\]

We first claim that \( R^q \pi^o_1 Z = 0 \) for \( q \notin \{0,2\} \). To do so, we consider for each \( b \in B^o \) the commutative diagram

\[
\begin{array}{ccc}
Q_{t,b} & \longrightarrow & X_b \\
\downarrow & & \downarrow \pi_b \\
\{t\} \times \{b\} & \longrightarrow & \Sigma \\
& \searrow \sigma_{b,t} & \nearrow \iota_b \times \Sigma \times B^o
\end{array}
\]
where each of the squares is a fiber product. Using base change (for locally trivial maps), we obtain
\[ i_{b,t}^!(R^i\pi_1^*Z) \cong i^!i_b^*(R^i\pi_1^*Z) \cong i^!(R^i\pi_{bs}Z) = (R^i\pi_{bs}Z)_t. \]

From the local theory (cf. proof of Lemma \[5\]) we know that \((R^i\pi_{bs}Z)_t = 0\) if \(q \notin \{0, 2\}\) for all \(t \in \Sigma\). Hence the claim follows.

As a first consequence we see that \(d_2 = 0\) on the \(E_2\)-page. To see that the higher differentials \(d_r, r \geq 3\), also vanish, observe that the projection \(\pi_q^0 = pr: \Sigma \times B^\circ \to B^\circ\) is proper. Hence for any sheaf \(F\) on \(\Sigma \times B^\circ\) we can compute the stalks of \(R^p\pi_{2,*}F = R^p\pi_{2,*}^\circ F\) as
\[ R^p\pi_{2,*}F_t \cong H^p(\Sigma, i_b^*F). \]

But the cohomological dimension of \(\Sigma\) is 2, so that \(R^p\pi_{2,*}^\circ F = 0\) for \(p > 2\). This not only implies that \(d_r = 0\) for \(r \geq 3\) but also \(R^3\pi_{2,*}^\circ (R^i\pi_{1,*}^\circ Z) = 0\). Hence the Leray spectral sequence degenerates and
\[ R^3\pi_{2,*}^\circ Z \cong R^1\pi_{2,*}^\circ R^2\pi_{1,*}^\circ Z. \]

The morphism \([32]\) is then induced by the inclusion \((R^2\pi_{2,*}^\circ Z)^C \hookrightarrow R^2\pi_{2,*}^\circ Z\).

Using mixed Hodge modules, we will see below that this isomorphism can be lifted to an isomorphism of VHS. To make the connection to the VHS \(V^H\) determined by the Hitchin system, we need the next:

**Proposition 8.** Let \(\bar{U}^1 \subset \bar{U}\) and \(U^1 \subset U\) be as in \([\mathcal{H}], (11)\) and \(S^1 := \sigma^{-1}(U^1) \subset S\). Further denote by \(q^1 : \bar{U}^1 \to U^1\) and \(\sigma^1 : S^1 \to U^1\) the restrictions of \(q\) and \(\sigma\) respectively. Then there are isomorphisms of constructible sheaves
\[ R^2\sigma^1_*Z \cong (q^1_!\Lambda_h)^W, \quad (R^2\sigma^1_*Z)^C \cong (q^1_!\Lambda)^W. \]

**Proof.** First of all we consider the fiberwise case, i.e. \(\sigma^1 : S^1 \to t^1/W\) and \(q^1 : t^1 \to t^1/W\). From the theory of \(\Delta\)-singularities (\([\text{Slo80a}]\)), we know that the monodromy group of the \(\Delta\)-singularity \((\mathcal{S}_0, x)\) coincides with the Weyl group \(W(\Delta)\). But the former also coincides with the monodromy group of the local system \(R^2\sigma^1_*Z\). The stalks of this local system is \(\Lambda_h = \Lambda(G_h)\) so that
\[ R^2\sigma^1_*Z \cong (q^1_!\Lambda_h)^W. \]

Since the \(W\)-action commutes with the \(C\)-action and \(\Lambda^C_h = \Lambda = \Lambda(G)\), we obtain the second isomorphism in \([33]\) over \(t^1/W\) as well.

To get the isomorphism over \(t^1/W\), let \(j : t^1/W \hookrightarrow t^1/W\) be the open inclusion. Using the fact that the complement of \(t^1/W\) in \(t^1/W\) is smooth, it is not difficult to check that the adjunction morphism
\[ a : F \to j_*j^*F \]

is an isomorphism for \(F = R^2\sigma^1_*Z\) or \((q_!\Lambda_h)^W\) (see \([\text{Bec}]\), Chapter 1.6). This concludes the fiberwise statement.
For the global case, consider an open $D \subset \Sigma$ such that
\[
\begin{array}{ccc}
S|_D & \xrightarrow{\cong} & D \times S \\
\sigma & \Downarrow{id \times \sigma} & \\
U|_D & \xrightarrow{\cong} & D \times t/W \\
q & \Downarrow{id \times q} & \\
\tilde{U}|_D & \xrightarrow{\cong} & D \times t
\end{array}
\]
which exists by construction. The fiberwise considerations imply that
\[
R^2(id \times \sigma)_* Z \cong ((id \times q)_* \Lambda_G)^W.
\]
These are local models for $R^2\sigma_* Z$ and $(q_* \Lambda)^W$ respectively (over $U|_D$). Since $\sigma : S \to U$ and $q : \tilde{U} \to U$ are glued via the same cocyle (which is uniquely determined by the spin bundle $L$ of $\Sigma$ chosen for the construction), the isomorphism (34) can be glued to an isomorphism
\[
R^2\sigma_* Z \cong (q_* \Lambda_h)^W.
\]
By pushing forward via $j : U^0 \hookrightarrow U^1$ and arguing as in the local case gives (33).

**Corollary 6.** Each cohomology group $H^3(X_b, Z)$, $b \in \mathbb{Z}$, is torsion-free. In particular, the local system $R^3\pi_* Z$ over $B^\circ$ is a local system of torsion-free abelian groups.

**Proof.** Since $\pi^1_1 : X^\circ \to \Sigma \times B^\circ$ and $p^1_1 : \tilde{\Sigma}^\circ \to \Sigma \times B^\circ$ is obtained as pullback of $\sigma^1 : S^1 \to U^1$ and $q^1 : \tilde{U}^1 \to U^1$ respectively, we see similarly as in the proof of Proposition 8 that
\[
R^2\pi^1_* Z \cong (p^1_* \Lambda_h)^W, \quad (R^2\pi^1_* Z)^C \cong (p^1_* \Lambda)^W
\]
as constructible sheaves. Hence Lemma 6 implies stalkwise that $H^3(X_b, Z) \cong H^1(\Sigma, p^1_* W \Lambda_h)$. But the latter group is torsion-free which can be similarly shown as (19) from [DP12], using Proposition 9 below. Note that we cannot directly apply (19) because $W$ acts on $\Lambda_h$ and not $\Lambda$.

Together with Lemma 6, this implies Theorem 16 but only on the level of abelian sheaves. There are two main difficulties in lifting this isomorphism to an isomorphism of $V(M)HS$:

a) The Hodge filtrations $F^\bullet$, i.e. holomorphic subbundles, are a datum which cannot be captured by the underlying abelian sheaves as soon as they have more than one step. However, we have to deal with two-step Hodge filtrations.

b) Let $\pi^\circ = \pi^\circ_2 \circ \pi^\circ_1$ (cf. (25)). Then the fibers of $\pi^1_1 : X^\circ \to \Sigma \times B^\circ$ are only generically non-singular, i.e. $R^2\pi^1_* Z$ is not a local system (at least it is constructible). In particular, $R^2\pi^1_* Z$ cannot underlie a VHS. Hence the Leray spectral sequence for $\pi^\circ = \pi^\circ_2 \circ \pi^\circ_1$ cannot ‘live’ in the category of $V(M)HS$. Moreover, the morphism $\pi^\circ_1$ is not projective.
In order to obtain an isomorphism of VHS, we employ M. Saito’s powerful theory of mixed Hodge modules (MHM) ([Sai88], [Sai90]) which can deal with the above difficulties. The point is that it allows to lift the perverse Leray spectral sequence for the composition \( \pi^2 = \pi_2 \circ \pi_1 \) to mixed Hodge modules and (admissible) variations of mixed Hodge structures. We emphasize here that we cannot apply this theory to Lemma 6 directly because (31) is (a priori) obtained by the ordinary Leray spectral sequence and not the perverse one.

7.1. Mixed Hodge modules. It is beyond the scope of this text to give an introduction to mixed Hodge modules (for a detailed introduction see [Sch14] and [PS08] for an axiomatic account). Intuitively, they can be thought of as perverse sheaves with mixed Hodge structures. In particular, if the underlying perverse sheaf is a local system, then one ends up with a VHS or, more generally, an admissible VMHS (see Theorem 20 and Theorem 23). The huge advantage of mixed Hodge modules over admissible VMHS or VHS is that they admit a full six-functor formalism, at least in the algebraic context. This is analogous to the relation between perverse sheaves and local systems. Saito in fact lifted the full six-functor formalism of perverse sheaves to mixed Hodge modules.

To fix notation, let \( X \) be a complex variety. Then we have the following two abelian categories

\[
\begin{align*}
\text{HM}(X, w): & \text{ algebraic polarizable pure Hodge modules of weight } w \text{ on } X, \\
\text{MHM}(X): & \text{ algebraic polarizable mixed Hodge modules on } X.
\end{align*}
\]

As the names suggest, Hodge modules are in particular mixed Hodge modules. Both abelian categories admit an exact and faithful functor

\[
\text{rat}: \text{HM}(X, w) \to \mathbb{P}(X), \quad \text{rat}: \text{MHM}(X) \to \mathbb{P}(X).
\]

Here \( \mathbb{P}(X) \) is the abelian category of perverse sheaves of \( \mathbb{Q} \)-vector spaces on \( X \), often only denoted by \( \mathbb{P}(X) \). It is a full subcategory of the constructible (bounded) derived category \( D^b_c(X, \mathbb{Q}) \) of \( X \).

**Remark 19.** Recall that constructiblity here means that a sheaf (resp. the cohomology sheaves of a complex) is constructible with respect to an algebraic stratification. Of course, the condition to be a local system along the strata is with respect to the analytic topology on \( X \).

The situation is analogously for algebraic polarizable (mixed) Hodge modules because they are in fact objects on the analytification of \( X \). Usually, algebraic (mixed) Hodge modules are polarizable by definition (cf. [Sai90], [Sch14]) but we added it here for emphasis. In the following, all (mixed) Hodge modules are assumed to be algebraic if not stated otherwise. However, we sometimes explicitly mention that they are polarizable, e.g. in relation to polarizable V(M)HS (Theorem 20 and Theorem 23).

Now we can make precise what it means that the six-functor formalism lifts to mixed Hodge modules: For example, let \( f: X \to Y \) be a morphism of complex varieties. Then there exists a functor \( f^+_*: D^b_c(MHM(X)) \to D^b_c(MHM(Y)) \) that lifts \( Rf_*: D^b_c(X) \to D^b_c(Y) \),

\[
\text{rat} \circ f^+_* \simeq Rf_* \circ \text{rat}.
\]
It is an important theorem that the direct image of projective morphisms (between complex varieties or manifolds) preserves pure Hodge modules, see \cite{Sch14} for an exposition. Before we proceed, let us give three basic examples.

**Example 3 \cite{Sch14}.**

1. If $X = pt$ is a point, then $\text{MHM}(X)$ is the category of graded-polarizable $\mathbb{Q}$-MHS. The analogous statements holds for $\text{HM}(X, w)$. If $H = (H_Q, W_\bullet, F^\bullet H_C)$ is a graded-polarizable $\mathbb{Q}$-MHS, then
   \[ \text{rat}(H) = H_Q \in \text{P}(pt) = \mathbb{Q} - \text{mod}, \]
   so $\text{rat}$ associates to a $\mathbb{Q}$-MHS its underlying $\mathbb{Q}$-vector space $H_Q$.

2. Let $X$ be a non-singular complex variety of dimension $d_X$. Then the constant $\mathbb{Q}$-Hodge module is $\mathbb{Q}^{Hdg} = (\mathbb{Q}^X[d_X], K_X, \mathcal{F}_K)$ for the canonical sheaf $K_X$, seen as a filtered right $\mathcal{D}$-module. The filtration is given by
   \[ \mathcal{F}_{-d_X-1}K_X = 0, \quad \mathcal{F}_{-d_X}K_X = K_X. \]
   It satisfies $\text{rat}(\mathbb{Q}^{Hdg}) = \mathbb{Q}^X[d_X]$ which is an instance of the Riemann-Hilbert correspondence. In fact, this holds in general: (Mixed) Hodge modules are special filtered $\mathcal{D}$-modules $M$ on $X$ and $\text{rat}(M) \in \text{P}(X)$ is the perverse sheaf associated to $M$ via the Riemann-Hilbert correspondence. For our purposes, it is mostly enough to work on the level of perverse sheaves, so that we do not go into more details of the theory of (filtered) $\mathcal{D}$-modules underlying (mixed) Hodge modules.

3. The previous two examples can be combined: If $a : X \to pt$ is the constant map, then $\mathcal{H}^k a_* \mathbb{Q}_X^{Hdg} \in \mathbb{Q}-\text{MHS}$ coincides with Deligne’s mixed Hodge structure on the underlying cohomology groups $H^k(X, \mathbb{Q})$.

To relate our previous discussion to (mixed) Hodge modules, we need the notion of a smooth (mixed) Hodge module. This is a (mixed) Hodge module $M$ on $X$ such that $\text{rat}(M) \in \text{P}(X)$ is a local system concentrated in degree $-\dim_C X$.

**Theorem 20** (Saito). Let $X$ be a non-singular complex variety of dimension $d_X = \dim_C X$. Further let $V = (V_\mathbb{Q}, \mathcal{F}_\bullet)$ be a polarizable $\mathbb{Q}$-VHS of weight $w$. Then the triple
   \[ M(V) := (K_X \otimes_\mathcal{O}_X V, \mathcal{F}_\bullet, V_\mathbb{Q}[d_X]) \in \text{HM}(X, d_X + w), \]
   where $\mathcal{F}_k M(V) = K_X \otimes_\mathcal{O}_X \mathcal{F}^{-k-d_X}V$ defines a polarizable Hodge module of weight $d_X + w$. This yields an equivalence between the category $\text{VHS}_\mathbb{Q}(X)$ of polarizable $\mathbb{Q}$-VHS and the full subcategory $\text{HM}_{sm}(X) \subset \text{HM}(X)$ of smooth polarizable Hodge modules.

Note that this is a generalization of Example 3(b). It follows from the constructions that the faithful functor $\text{rat} : \text{HM}(X) \to \text{P}(X)$ satisfies
   \[ \text{rat}(M(V)) = V_\mathbb{Q}[d_X]. \]

\footnote{Here we use the convention of \cite{Sch14}, which requires to tensor with $K_X$. See loc. cit. for further discussion and the relation between left and right $\mathcal{D}$-modules.}
We say that $V_Q[d_X]$ underlies the (smooth) Hodge module (resp. VHS) $M(V)$ (resp. $V$).

In general, Hodge modules are generically smooth and there is a way to uniquely extend a polarizable $Q$-VHS from an open subset $X^0 \subset X$ to a polarizable Hodge module on $X$. We only need this result in the special case where $X^0 = X - D$ is the complement of a smooth divisor $D \subset X$ in the non-singular complex variety $X$. It is due to Saito in the general case and we only add an observation, how this result specializes in the aforementioned situation.

**Theorem 21** (Saito). Let $D \subset X$ be a smooth divisor in a non-singular complex variety $X$ and denote by $j : X^0 \to X$ the inclusion of its complement. Assume that $M = M(V) \in \text{HM}(X,\omega)$ corresponds to the polarizable $Q$-VHS $V$ on $X$. Then there exists a unique polarizable Hodge module $\bar{M} \in \text{HM}(X,\omega)$ such that

\[(35) \quad \text{rat}(\bar{M}) = j_*V_Q[d_X] \in P(X),\]

which is concentrated in degree $-d_X$.

**Proof.** This works in fact more generally and we only indicate the construction. The general idea is that we can extend the filtered $\mathcal{D}$-module underlying $M(V)$ to all of $X$ using Deligne’s extension ([Del70]). This is possible because $V$ has only regular singularities along $D$.

It yields a polarizable Hodge module $\bar{M} \in \text{HM}(X,\omega)$ satisfying

\[\text{rat}(\bar{M}) = j_*V_Q[d_X]\]

for the intermediate extension $j_*$. Hence it remains to prove that $j_*V_Q[d_X] \cong j_*V_Q[d_X] \in P(X)$ in case $j : X^0 \to X$ is the inclusion of the complement of a smooth divisor. This is a local question so that we are reduced to

\[j : U^* \times U \times \cdots \times U \hookrightarrow U \times \cdots \times U\]

where $U^* \subset U \subset \mathbb{C}$ is a (punctured) disk centered around 0 $\in \mathbb{C}$. Since we work with local systems, it further suffices to consider the one-dimensional case $j : U^* \hookrightarrow U$, $d_X = 1$. Using Deligne’s construction of the intermediate extension (e.g. [EZ08]), the claim follows:

\[j_*V_Q[1] = \tau_{\leq -1}Rj_*V_Q \cong (R^0j_*V_Q)[1] = j_*V_Q[1].\]

\[\square\]

**Remark 22.** This is closely related to Zucker’s Theorem [Zucker]. Let $j : \Sigma^0 \hookrightarrow \Sigma$ be the complement of a finite number of points in a Riemann surface $\Sigma$. Using the previous theorem, we obtain a Hodge module $\bar{M}(V) \in \text{HM}(\Sigma,\omega)$ from any polarizable $Q$-VHS $V$ of weight $w - 1$ that we consider as a Hodge module $M(V) \in \text{HM}(\Sigma,\omega)$. The former has $\text{rat}(\bar{M}(V)) = j_*V_Q[1]$. Since the constant map $a_\Sigma : \Sigma \to pt$ is projective, it follows that $H^1a_\Sigma M(V) \in \text{HM}(pt,\omega + 1)$ which is a pure Hodge structure of weight $w + 2$. Its underlying $Q$-vector space is $H^1(\Sigma, j_*V_Q)$. This Hodge structure coincides with Zucker’s Hodge structure on this cohomology group (see [Sch14], Section 17, for more details, especially the direct image theorem for projective morphisms).

In the end, it turns out that all the objects we work with are pure Hodge modules only. However, we need mixed Hodge modules in order to have full functoriality so
that we briefly discuss them here as well. The starting point is an analogous result as for smooth polarizable Hodge modules. It extends the latter case.

**Theorem 23** ([Sai89]). Let $X$ be a non-singular complex variety of dimension $d_X$. Moreover, let $\text{VMHS}^p_{ad}(X)$ be the category of admissible graded-polarizable VMHS on $X$ and $\text{MHM}_{sm}(X) \subset \text{MHM}(X)$ be the full subcategory of smooth polarizable mixed Hodge modules on $X$. Then there is an equivalence

\[ \text{VMHS}^p_{ad}(X) \overset{\simeq}{\longrightarrow} \text{MHM}_{sm}(X), \quad V \mapsto M(V). \]

Mixed Hodge modules admit a full six-functor formalism (in the algebraic context) but we mainly need one functor. Let $f : X \to Y$ be a morphism between (non-singular) complex algebraic varieties. As mentioned above, there exists a (derived) direct image functor $f_+: D^b(\text{MHM}(X)) \to D^b(\text{MHM}(Y))$ which lifts $Rf_* : D^b(X) \to D^b(Y)$. In particular, one can construct the Leray spectral sequence for mixed Hodge modules.

More precisely, let $f : X \to Y$, $g : Y \to Z$ be morphisms between (non-singular) complex algebraic varieties and $h = g \circ f$ the composition. Then $h_+ = g_+ \circ f_+: D^b(\text{MHM}(X)) \to D^b(\text{MHM}(Z))$ and taking cohomology with respect to the standard $t$-structure on $D^b(\text{MHM})$ yields the Leray spectral sequence

\[ \mathcal{H}^k g_+ \mathcal{H}^m f_+ M \Rightarrow \mathcal{H}^{k+m} h_+ M, \quad M \in \text{MHM}(X) \]

in the abelian category $\text{MHM}(X)$. Applying the exact functor $\text{rat} : \text{MHM}(X) \to \mathcal{P}(X)$ gives the perverse Leray spectral sequence

\[ ^p\mathcal{H}^k Rg_* \mathcal{H}^m Rf_* F \Rightarrow ^p\mathcal{H}^{k+m} Rh_* F \]

for $F = \text{rat}(M) \in \mathcal{P}(X)$.

**Remark 24.** Here we have used the fact that the standard $t$-structure on $D^b(\text{MHM}(X))$ corresponds to the perverse $t$-structure on $D^b_{\text{cr}}(X)$ under rat. This is a consequence of the Riemann-Hilbert correspondence. There is also an anomalous $t$-structure (cf. [Sai90] (Section 4), [PS08]) on $D^b(\text{MHM}(X))$ that corresponds to the standard $t$-structure on $D^b_{\text{cr}}(X)$.

### 7.2. The ADE-case ($C = 1$)

We can now begin with the actual proof of Theorem [16]. It is more transparent to begin with the case $C = 1$, i.e. $\Delta = \Delta_h$ is an irreducible Dynkin diagram of type ADE. The case where $C \neq 1$, i.e. where $\Delta$ is an irreducible Dynkin diagram of type BCFG, is discussed in the next subsection.

To simplify notations for the rest of this subsection, we set

\[ X := X^0, \quad D := Br \leftarrow Y := \Sigma \times B^0, \quad Z := B^0. \]

Recall here that $D$ is in fact a smooth divisor in $Y$, cf. Lemma [1]. Further let $f := \pi_1 : X \to Y$ and $g := \pi_2 : Y \to Z$ as in (26). Finally, we denote $d_X := \dim_C X$ and analogously for $Y$ and $Z$.

The next lemma is a ‘decomposition theorem’ for $f : X \to Y$.\footnote{This notation is non-standard because $f_+$ usually stands for the direct image of the underlying $\mathcal{D}$-module. However, we consider it useful to have a clear notational distinction between the direct image of (perverse) sheaves and (mixed) Hodge modules.}
Lemma 7. Let \( f : X \to Y \) be as before where \( X = X^\circ \) and \( Y = \Sigma \times B^\circ \). Then there is an isomorphism

\[
Rf_* A_X \simeq R^0 f_* A_X[0] \oplus R^2 f_* A_X[-2]
\]

in \( D^b_c(Y, A) \) where \( A = \mathbb{Z} \) or \( \mathbb{Q} \).

Proof. We begin with a general claim:

Claim. Let \( A \) be an abelian category and \( K^\bullet \in C^b(A) \) a bounded complex such that \( H^k(K^\bullet) = 0 \) except for \( k = 0, 2 \). Then \( K^\bullet \cong H^0(K^\bullet)[0] \oplus H^2(K^\bullet)[-2] \) in the bounded derived category \( D^b(A) \) of \( A \).

The argument for the claim is straightforward: Denote \( K^\bullet_2 := H^0(K^\bullet) \oplus H^2(K^\bullet)[-2] \).

Then we have a quasi-isomorphism

\[
\begin{array}{ccccccc}
K^\bullet_1 : & 0 & \longrightarrow & K^{-1} & \longrightarrow & \ker d^0 & \longrightarrow & 0 \\
\phi & \downarrow & & \downarrow & & \downarrow & & \\
K^\bullet_2 : & 0 & \longrightarrow & 0 & \longrightarrow & H^0(K^\bullet) & \longrightarrow & 0 & \longrightarrow & H^2(K^\bullet) & \longrightarrow & 0 \\

\end{array}
\]

with the obvious maps. On the other hand, there is a natural quasi-isomorphism \( \psi : K^\bullet_1 \to K^\bullet \) so that we obtain a roof

\[
\begin{array}{ccc}
K^\bullet_1 & \xleftarrow{\psi} & K^\bullet \\
\downarrow \phi & & \downarrow \phi \\
K^\bullet_2 & & K^\bullet_1
\end{array}
\]

Since \( \psi \) and \( \phi \) are quasi-isomorphisms, this defines an isomorphism \( K^\bullet \cong K^\bullet_2 \) in \( D^b(A) \) as claimed. Observe that this argument generalizes as long as \( H^{2k+1}(K^\bullet) = 0, k \in \mathbb{Z} \).

Now we can apply the claim as follows: Let \( A_X \to \mathcal{I}^\bullet \) be an injective resolution so that \( Rf_* A_X \cong f_* \mathcal{I}^\bullet \) in \( D^b(Y, A) \). Since \( R^k f_* A_X = \mathcal{H}^k(f_* \mathcal{I}^\bullet) = 0 \) except for \( k = 0, 2 \) we can apply the previous claim to \( K^\bullet = f_* \mathcal{I}^\bullet \). Thus we obtain an isomorphism

\[
Rf_* A_X \cong \mathcal{H}^0(f_* \mathcal{I}^\bullet)[0] \oplus \mathcal{H}^2(f_* \mathcal{I}^\bullet)[-2] = R^0 f_* A[0] \oplus R^2 f_* A[-2]
\]

in \( D^b(Y, A) \). However, \( Rf_* A_X \) lies in \( D^b(Y, A) \) which is a full subcategory so that the previous isomorphism is in fact an isomorphism in \( D^b_c(Y, A) \).

Proof of Theorem [79]. We first work with the constant mixed Hodge module \( \mathbb{Q}^Hdg_X \) and show that the \( \text{V(M)} \text{HS} \) are isomorphic over \( \mathbb{Q} \) (i.e. are isogenous). Further below we argue that all the arguments also work over \( \mathbb{Z} \).

The Leray spectral sequence in \( \text{MHM}(Z) \) for \( \mathbb{Q}^Hdg_X \) reads as

\[
\begin{align*}
\text{MHM}(Z) & \quad \to \quad \mathcal{H}^k f_* \mathcal{H}^m g_* \mathbb{Q}^Hdg_X \to \mathcal{H}^{k+m} h_* \mathcal{Q}^Hdg_X
\end{align*}
\]

Here we follow the usual convention and write \( \mathcal{H}^k \) for the ordinary \( k \)-th cohomology \( \mathcal{H}^k : D^b(Y, A) \to \text{Sh}(Y, A) \).

Here we emphasize that our constructions in Section [4] are algebraic (see [Bec] for details). This is crucial because the full six-functor formalism for mixed Hodge modules only works in the algebraic setting.

[37]
and we want to show that it degenerates on the $E_2$-page. Since $\text{rat} : D^b(\text{MHM}(X)) \to P(X)$ is faithful, it suffices to prove this for the perverse Leray spectral sequence. As it turns out, this works precisely as for the ordinary Leray spectral sequence (Lemma 6). The $E_2$-terms of the perverse Leray spectral sequence (36) can be computed as follows: First observe by Lemma 7 that

$$Rf_* (\mathbb{Q}[d_X]) \simeq R^0 f_* (\mathbb{Q}[d_X]) \oplus R^2 f_* (\mathbb{Q}[d_X - 2])$$

in $D^b(X)$. Next we have seen that $R^k f_* \mathbb{Q}$ is a local system on $Y - D$. From the second half of Theorem 21, it follows that

$$j_* R^k f_* \mathbb{Q}[d_Y] \simeq j_* R^k f_* \mathbb{Q}[d_Y] \simeq R^k f_* \mathbb{Q}[d_Y], \quad k = 0, 2.$$ 

In particular, $R^k f_* \mathbb{Q}[d_Y]$ is a perverse sheaf for every $k \in \mathbb{Z}$, hence $p \mathcal{H}^m (R^k f_* \mathbb{Q}[d_Y]) = R^k f_* \mathbb{Q}[d_Y]$ for $m = 0$ and vanishes for $m \neq 0$. Noting that $d_X - d_Y = 2$ this yields

$$p \mathcal{H}^m (Rf_* (\mathbb{Q}[d_X])) = R^{m+2} f_* \mathbb{Q}[d_Y], \quad \forall m \in \mathbb{Z}. \tag{39}$$

For the next step, consider a local system $\mathcal{L}$ on $Y^\circ = Y - D$. Since $D \subset Y$ is a smooth divisor over $Z$, it follows that $R^d g_* (j_* \mathcal{L})$ is a local system over $Z$ with typical stalk $H^l (\Sigma, j_* \mathcal{L})$. Here $j_b : D_b = D \cap \Sigma \times \{b\} \hookrightarrow \Sigma$ is the natural inclusion. More precisely, if $b \in Z$ is given, then there exists a small neighborhood $U \subset Z$ and a topological isomorphism

$$(g^{-1}(U), D \cap g^{-1}(U)) \cong (\Sigma \times U, D_b \times U)$$

as pairs. This implies the previous claim and we see from the definition of the perverse $t$-structure (since we can take as stratification just $Z$ itself) that

$$p \mathcal{H}^l Rg_* (j_* \mathcal{L}) \simeq H^{l-dz} Rg_* (j_* \mathcal{L})[d_Z] = R^{l-dz} g_* (j_* \mathcal{L})[d_Z]. \tag{40}$$

Since $j_* R^m f_* \mathbb{Q} \cong R^m f_* \mathbb{Q}$ the terms $p E_2^{l,m}$ of the perverse Leray spectral sequence can be computed as

$$p E_2^{l,m} = p \mathcal{H}^l Rg_* (p \mathcal{H}^m Rf_* \mathbb{Q}[d_X]) = p \mathcal{H}^l Rg_* (R^{m+2} f_* \mathbb{Q}[d_Y]) \quad \text{by (39)}$$

$$= H^{l-dz} Rg_* (R^{m+2} f_* \mathbb{Q})[d_Z] \quad \text{by (40)}$$

$$= (R^{l+1} g_* R^{m+2} f_* \mathbb{Q})[d_Z].$$

Hence up to an index shift with respect to the relative dimensions and a degree shift these are the terms of the ordinary Leray spectral sequence. As before, we see that

\footnote{In fact, it can be shown that $R^0 f_* \mathbb{Q}$ is a local system on all of $Y$.}
this spectral sequence degenerates. Hence the spectral sequence (38) degenerates as well and gives an isomorphism

$$H^0 h_+ Q^H_{dg} \cong H^0 g_+ H^0 f_+ Q^H_{dg}$$

of smooth polarizable mixed Hodge modules. In fact, the right-hand side is a smooth polarizable Hodge module of weight \(d_X = d_Z + 3\). Indeed, \(M := H^0 f_+ Q^H_{dg}\) is a polarizable Hodge module of weight \(d_Y + 2\) because it corresponds to a VHS away from the smooth divisor \(D \subset Y\) (also cf. Section [13]). But \(g : Y \to X\) is a projective morphism so that \(H^0 g_+ M\) is a polarizable Hodge module of weight \(d_Y + 2 = d_Z + 3\) on \(Z\). From the last paragraph we know that it is even smooth. Under the equivalence of Theorem [20], we therefore obtain an isomorphism of VHS of weight 3 that lifts the isomorphism

$$R^3 h_* Q \cong R^1 g_* R^2 f_* Q.$$

Finally, we observe that the isomorphisms of Proposition 8 lift to isomorphisms of pure Hodge modules with the help of Theorem [21] and [20]. Indeed, the isomorphism (35) pulls back to give an isomorphism \((p_1, \Lambda)^W_{Y-D}(-1) \cong R^2 \pi_1_* \mathbb{Z}_{Y-D}\) of polarizable \(\mathbb{Z}\)-VHS of weight 2 and Tate type over \(Y - D\). This follows because not only the weight filtrations but also the Hodge filtrations are trivial. By Theorem [20] together with Theorem [21], they both can be extended over \(D\) to isomorphic pure Hodge modules \(M_1\) and \(M_2\) on \(Y\). The underlying perverse sheaves are \(\text{rat}(M_1) = (p_1, \Lambda)^W_Y\) and \(\text{rat}(M_2) = R^2 \pi_1_* \mathbb{Q}[d_Y]\) respectively as follows from (35) together with Proposition 8.

But \(M_2 = H^0 f_+ Q^H_{dg}\) in the notation of (11) so that

$$H^0 h_+ Q^H_{dg} \cong H^0 g_+ M_1$$

lifts the isomorphism \(R^3 h_* Q \cong R^1 g_* (p_1, \Lambda)^W\) of local systems to (mixed) Hodge modules. Hence we obtain an isomorphism \(V^O_Y \cong V^H(-1)\) of \(V(M)\)HS as claimed in light of Theorem 23.\[\square\]

In the previous proof, we claimed that everything works over \(\mathbb{Z}\) as well. To do so, we have to introduce integral structures on mixed Hodge modules. These are subtle because there are two natural perverse \(t\)-structures \(p\) and \(p_+\) over \(Z\) that coincide with middle perversity after tensoring with \(\mathbb{Q}\) ([BBD82], [Sch15], [Jut09]). Since we have to deal with both of them, we briefly recall their definitions for a topological Hausdorff space \(X\):

---

22Observe that morphisms between perverse sheaves, that are concentrated in one degree, are just sheaf morphisms. This follows because it is true in \(D^b_c(X)\) and \(P(X) \subset D^b_c(X)\) is a full subcategory. In particular, this isomorphism is an isomorphism of constructible sheaves.
Here \( i_S : S \hookrightarrow X \) stands for the inclusion of a stratum \( S \in X \) of a stratification with respect to which \( A \) is constructible. Since both of these perversities are interchanged under Verdier duality, there is no good duality theory for perverse sheaves over \( \mathbb{Z} \). At least there exists an intermediate extension \( j_! * \) and \( +j_! * \) for \( p \) and \( p_+ \) respectively.

**Example 4.** Let \( X \) be a non-singular complex variety of \( \dim_X = d_X \). Assume that \( L[0] \in D^b_c(X,\mathbb{Z}) \) is a local system (in degree 0) with typical stalk \( L \) which is a finitely generated abelian group. As we can take the whole space as a stratum, we see that \( L[d_X] \) is in the heart \( p^*D^{\leq 0} \cap p^*D^{\geq 0} \) of the perversity \( p \). It is also in the heart \( p_+^*D^{\leq 0} \cap p_+^*D^{\geq 0} \) iff \( L \) is torsion-free.

As in the proof of Theorem 21 we see that \( (\top) \, j_!* L[d_X] \simeq j_* L[d_X] \), if \( j : U \rightarrow X \) is the inclusion of the complement of a smooth divisor in \( X \).

Following Schnell ([Sch15](#)), we introduce integral structures for mixed Hodge modules as follows:

**Definition 5.** Let \( M \in D^b_c(MHM(X)) \) be a complex of mixed Hodge modules. An integral structure on \( M \) is a constructible sheaf \( M_\mathbb{Z} \in D^b_c(X,\mathbb{Z}) \) such that

\[
\text{rat}(M) \simeq M_\mathbb{Z} \otimes_{\mathbb{Z}} Q_X.
\]

It can be shown that mixed Hodge modules with integral structure are compatible with the standard functors like cohomology, see [Sch15](#).

**Example 5.** Over a point and a single mixed Hodge structure \( (H^\bullet, W^\bullet, F^\bullet) \), every abelian group \( H_\mathbb{Z} \) with \( H_\mathbb{Z} \otimes_{\mathbb{Z}} Q \simeq H_Q \) is an integral structure. Note that \( H_\mathbb{Z} \) is allowed to have torsion.

The analogous statement applies to variations of (mixed) Hodge structures considered as (mixed) Hodge modules.

The next lemma gives another, still simple example involving integral structures.

**Lemma 8.** Let \( h : X \rightarrow Y \) be a locally trivial fibration such that \( Rh_* Z_X \in D^b_c(Y,\mathbb{Z}) \).

Then

\[
(Rh_* Z_X[0]) \otimes Q_Y[0] \simeq Rh_* (Q_X[0])
\]

in \( D^b_c(Y,\mathbb{Z}) \). In particular, \( h_+ Q_*^{Hdg} \in D^b_c(MHM(Y)) \) has a natural integral structure.
Proof. The inclusion \( Z_X[0] \hookrightarrow \mathbb{Q}_X[0] \) gives a natural morphism \( Rh_*Z_X[0] \to Rh_*\mathbb{Q}_X[0] \). Using the \( \mathbb{Z} \)-flatness of \( \mathbb{Q} \) we obtain
\[
\Psi : (Rh_*Z_X[0]) \otimes \mathbb{Q}_Y[0] \longrightarrow Rh_*\mathbb{Q}_X[0] \otimes \mathbb{Q}[0] \simeq Rh_*\mathbb{Q}_X[0].
\]
After applying \( k \)-th cohomology and taking stalks at some \( y \in Y \), we end up with the natural morphism
\[
H^k(h^{-1}(y), \mathbb{Z}) \otimes \mathbb{Q} \longrightarrow H^k(h^{-1}(y), \mathbb{Q}).
\]
It is an isomorphism because the cohomology groups are finitely generated by assumption. Hence \( \Psi \) is a quasi-isomorphism. \( \square \)

Remark 25. If we work with \( Rh^! \) instead of \( Rh_* \), then this lemma clearly holds more general by the projection formula. It is not clear to us, how general the above version holds though. As long as one can compute the stalks of \( R^k h_* Z_X \), it seems to work.

Taking cohomology is further compatible with integral structures (again cf. [Sch15]). More precisely, let \( M \in D^b(\text{MHM}(X)) \) which has an integral structure \( M_Z \in D^b_c(X, Z) \).

Then we have
\[
\text{rat}(H^k(M)) \simeq p^+ H^k(\text{rat}(M)) \simeq p^+ H^k(\mathbb{Q} \otimes \mathbb{Z} M_Z) \simeq \mathbb{Q} \otimes \mathbb{Z} p^+ H^k(M_Z).
\]

In the last step, we can also use \( p^+ \mathcal{H}^k \) instead because both give to same results after tensoring with \( \mathbb{Q} \).

Integral structure for Theorem 16. We take up the notation from (37) so that
\[
\begin{array}{ccc}
X = X^\circ & \xrightarrow{h} & Y = \Sigma \times B^\circ \\
\downarrow f & & \downarrow g \\
Z = B^\circ & & 
\end{array}
\]

Since \( h \) is topologically locally trivial, we have
\[
Rg_* Rf_* \mathbb{Q}_X \simeq Rh_* \mathbb{Q}_X \simeq (Rh_* Z_X) \otimes Z \mathbb{Q}_X \simeq (Rg_* Rf_* Z_X) \otimes Z \mathbb{Q}_X.
\]

This in particular shows that the \( p^+ \)-perverse Leray spectral sequence for the composition \( h = g \circ f \) for \( \mathbb{Z} \)-coefficients becomes the perverse spectral sequence for \( \mathbb{Q} \)-coefficients after tensoring with \( \mathbb{Q}_X \). We can argue as before that the \( p^+ \)-perverse Leray spectral sequence
\[
p^+ \mathcal{H}^k g_* p^+ \mathcal{H}^l f_* Z_X[d_X] \Rightarrow p^+ \mathcal{H}^{k+l} h_* Z_X[d_X]
\]
degenerates on the \( E_2 \)-page. Indeed, using that Lemma 7 holds over \( \mathbb{Z} \) and the intermediate extension for \( p^+ \) (cf. Example 4), we see as above that the \( E_2 \)-page of the \( p^+ \)-perverse Leray sequence for \( h = g \circ f \) coincides with the ordinary Leray spectral sequence (up to shifts). But the latter even degenerates over \( \mathbb{Z} \) (Lemma 6). Hence we see that the isomorphism \( R^3 h_* \mathbb{Q}_X \cong R^1 g_* R^2 f_* \mathbb{Q}_X \) is defined over \( \mathbb{Z} \) and is compatible with the corresponding isomorphism of smooth mixed Hodge modules and VMHS. \( \square \)
7.3. The BCFG-case \((C \neq 1)\). The underlying real torus of the (cohomology) intermediate Jacobian \(J^2(X)\) of a member \(X = X_b\) for \(b \in B^o\) is given by

\[
J^2(X) = H^3(X, \mathbb{Z}) \otimes S^1.
\]

The complex structure on \(J^2(X)\) is specified by the pure Hodge structure on \(H^3(X, \mathbb{Z})\). By the \(C\)-equivariance of \(\pi\), each member \(X\) of the family \(\mathcal{X}\) inherits a \(C\)-action. In particular, \(C\) acts on \(H^3(X, \mathbb{Z})\) by Hodge morphisms. Since the category of pure (or mixed) Hodge structures is abelian, the \(C\)-invariants \(H^3(X, \mathbb{Z})^C\) carry a natural pure Hodge structure for \(b \in B^o\). It follows that

\[
J^2_C(X) := H^3(X, \mathbb{Z})^C \otimes S^1
\]

is not only a real subtorus of \(J^2(X)\) but is in fact an abelian subvariety. Note that this is a priori not \(J^2(X)^C\), since the fixed point set might have several connected components. In the following we want to relate \(J^2_C(X) = J^2_C(X_b)\) to the generalized Prym variety \(P_b = H^1(\Sigma, T(b))^o\) for \(b \in B^o\) and eventually prove a global result as in the ADE-case.

**Theorem 26.** Let \(\Delta\) be a connected Dynkin diagram of type BCFG, \(G\) the associated simple adjoint complex Lie group and \(B = B(\Sigma, G)\) the corresponding Hitchin base. If \(b \in B^o\), then

\[
P_b \cong J^2_C(X_b)
\]

as abelian varieties.

Isomorphic as real tori. We prove Theorem 26 in several steps starting on the real level. To this end, we follow a direct approach and consider the exact sequence

\[
0 \longrightarrow \mathcal{F}^C \longrightarrow \mathcal{F} \longrightarrow G \longrightarrow 0
\]

where \(\mathcal{F} := R^2\pi_*\mathbb{Z}\) and \(G\) is the quotient. It induces the long exact sequence

\[
0 \longrightarrow H^0(\Sigma, \mathcal{F}^C) \longrightarrow H^0(\Sigma, \mathcal{F}) \longrightarrow H^0(\Sigma, G) \longrightarrow \cdots
\]

\[
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow
\]

\[
H^1(\Sigma, \mathcal{F}^C) \longrightarrow H^1(\Sigma, \mathcal{F}) \longrightarrow H^1(\Sigma, G) \longrightarrow H^2(\Sigma, \mathcal{F}^C) \longrightarrow H^2(\Sigma, \mathcal{F}) \longrightarrow H^2(\Sigma, G).
\]

Since \(\mathcal{F}^C \cong (p, \Lambda)^W\), we can use earlier results to conclude that \(H^0(\Sigma, \mathcal{F}^C) = 0\) and \(H^2(\Sigma, \mathcal{F}^C)\) is torsion.

**Lemma 9.** Let \(\mathcal{F} = R^2\pi_*\mathbb{Z}\) be as before. Then it has no global sections, \(H^0(\Sigma, \mathcal{F}) = 0\).

**Proof.** Recall that \(\mathcal{F} \cong j_*\mathcal{F}^o\) where \(\mathcal{F}^o = R^2\pi^o\mathbb{Z}\) so that \(H^0(\Sigma, \mathcal{F}) = \Lambda_{b}^{\text{mon}}\) for the monodromy group \(\text{mon}\) of \(\mathcal{F}^o\). Since \(R^2\pi^o\mathbb{Z} \cong (p, \Lambda)^W\), the monodromy group is

\[
\text{mon} = W = \langle \prod_{\beta \in C} \rho_\beta \mid \alpha \in R_h \rangle \subset W_h, \quad \rho_\beta = s_\beta^y.
\]
Note that the elements of a C-orbit are orthogonal to each other so that the ordering in the above product is irrelevant. This also implies that for \( \rho_\alpha = \prod_{\beta \in C^\alpha} \rho_\beta \in W^\vee \), \( \alpha \in R_h \), we have
\[
\Lambda^h_{\rho_\alpha} = \bigcap_{\beta \in C^\alpha} \Lambda^h_{\rho_\beta}
\]
for the hyperplane \( \Lambda^h_{\rho_\alpha} \subset \Lambda_h \) fixed by \( \rho_\alpha \). Therefore we obtain
\[
H^0(\Sigma, R^2 \pi_* \mathbb{Z}) \cong \Lambda^W_h = \Lambda^W_h = 0.
\]

Consequently, the long exact sequence (43) simplifies to the left. At this point, we could go on to further reduce it, e.g. by showing that \( H^0(\Sigma, G) = 0 \). Instead we choose the most direct way possible by explicitly showing that the induced map
\[
H^1(\Sigma, F^C) \to H^1(\Sigma, F) \subset H^1(\Sigma, F)
\]
is an isomorphism. To do so, we recall and slightly extend some results from [DP12], Section 6, to describe these cohomology groups.

Let \( \mathcal{L} \) be a local system with typical stalk \( L \) over \( \Sigma^\circ \to \Sigma \). Then we have the following well-known lemma.

**Lemma 10.** Let \( \mathcal{L} \) and \( j : \Sigma^\circ \to \Sigma \) as before. Then the following holds
\[
H^1(\Sigma, j_* \mathcal{L}) \cong \ker[ H^1(\Sigma^\circ, \mathcal{L}) \to H^0(\Sigma, R^1 j_* \mathcal{L}) ]
\]
\[
\cong \text{im}[ H^1_c(\Sigma^\circ, \mathcal{L}) \to H^1(\Sigma^\circ, \mathcal{L}) ].
\]

**Proof.** The first description is a consequence of the five-term exact sequence coming from the Leray spectral for the open inclusion \( j : \Sigma^\circ \to \Sigma \). Its first three (non-trivial) terms are given by
\[
0 \to H^1(\Sigma, j_* \mathcal{L}) \to H^1(\Sigma^\circ, \mathcal{L}) \to \beta H^0(\Sigma, R^1 j_* \mathcal{L})
\]
yielding the first description. For the second description see [Loo97]. □

Hence as a first step we have to describe \( H^1(\Sigma^\circ, \mathcal{L}) \). In fact this will be sufficient for our purposes. Let \( Br = \{ y_1, \ldots, y_n \} \to \Sigma \) be the branch points, i.e. the complement of \( \Sigma^\circ \). As in [DP12] it is convenient to add an extra point \( y_0 \) to \( Br \), since it simplifies some of the arguments.

Now we can describe the fundamental group of \( \Sigma^\circ \setminus \{ y_0 \} \) as follows: Choose an arc system \( \delta_1, \ldots, \delta_{2g}, \gamma_0, \gamma_1, \ldots, \gamma_m \) where the \( \gamma_j \) generate the (local) fundamental group around the puncture \( y_j \). Then we have the well-known description(s)
\[
\pi_1(\Sigma^\circ \setminus \{ y_0 \}, o) = \left\langle \delta_1, \ldots, \delta_{2g}, \gamma_0, \ldots, \gamma_m \mid \gamma_0 = \prod_{i=1}^{g} [\delta_1, \delta_{i+g} \prod_{j=0}^{m} \gamma_j] \right\rangle
\]
\[
= \left\langle \delta_1, \ldots, \delta_{2g}, \gamma_1, \ldots, \gamma_m \right\rangle,
\]

where \( \sigma \in \Sigma^0 - \{y_0\} \) is a fixed base point. The second description is reminiscent of the fact that \( \Sigma^0 - \{y_0\} \) is homotopy equivalent to the bouquet of \( 2g + m \) circles, all attached to the point \( \sigma \).

We now fix an isomorphism \( L_\sigma \cong L \) once and for all and denote by \( \rho_i = \text{mon}(\gamma_i), w_j = \text{mon}(\delta_j) \in \text{Aut}(L) \) the monodromy transformation corresponding to \( \gamma_i \) and \( \delta_j \) respectively. Clearly, since \( L \) is a local system on \( \Sigma^0 \), we must have \( \rho_0 = \text{mon}(\gamma_0) = id_L \).

**Remark 27.** Clearly, \( R^1 j_* \mathcal{L} \) is a skyscraper sheaf supported on \( Br = \Sigma - \Sigma^0 \). By a local computation, it can be shown that \( H^1(D_j, \mathcal{L}) = L_{\rho_j} \) are the coinvariants in \( L \) where \( D_j \subset \Sigma \) is a small disc around \( b_j \in Br \). Taking the limit over all such discs yields

\[
R^1 j_* \mathcal{L} = \bigoplus_{k=1}^m (R^1 j_* \mathcal{L})_{y_k} \cong \bigoplus_{k=1}^m L_{\rho_k}.
\]

The morphism \( \beta : H^1(\Sigma^0, \mathcal{L}) \to \bigoplus_k L_{\rho_k} \) in \([44]\) associates to a class its values at the stalks. In particular, \( \beta \) is \( \mathbb{C} \)-equivariant so that the \( \mathbb{C} \)-action on \( H^1(\Sigma, j_* \mathcal{L}) = \ker \beta \) is induced by that on \( H^1(\Sigma^0, \mathcal{L}) \).

The next proposition is essentially contained in \([DPT2]\) where the case \( \mathcal{L} = (p^*_\Sigma \Lambda)^W \) is discussed. It turns out that the method of proof works more generally. We need a more general statement because we work with \( \mathcal{L} = R^2 \pi^*_\Sigma \mathbb{Z} \cong (p^*_\Sigma \Lambda_h)^W \) as well.

**Proposition 9.** Let \( \mathcal{L} \) be a local system over \( \Sigma^0 \) and \( L \cong L_\sigma \) its typical stalk. Further let \( p : \Sigma \to \Sigma \) be a smooth camera curve.

i) There is a natural isomorphism

\[
H^1(\Sigma^0 - \{y_0\}, \mathcal{L}) \cong \frac{L^{2g+m}}{(1 - w_1, \ldots, 1 - w_{2g}, 1 - \rho_1, \ldots, 1 - \rho_m)L}.
\]

ii) Assume additionally that \( (p^\circ)^* \mathcal{L} \cong L_{\Sigma^0} \) as abelian sheaves. Then there is a non-canonical isomorphism

\[
H^1(\Sigma^0 - \{y_0\}, \mathcal{L}) \cong H^1(\Sigma, L) \oplus \frac{L^m}{(1 - \rho_1, \ldots, 1 - \rho_m)L}.
\]

**Proof.** The first part can be proven as Proposition 6.5. in \([DPT2]\) by using that

\[
H^1(\Sigma^0 - \{y_0\}, \mathcal{L}) \cong H^1(\pi_1, L), \quad \pi_1 = \pi_1(\Sigma^0 - \{y_0\}, \mathbb{O}),
\]

still holds. Note again that \( \rho_0 = id_L \) gives no contribution. For the second part, we first observe that

\[
\mathcal{L} \cong (p^*_\Sigma L)^W
\]

by the assumption that \( \mathcal{L} \) trivializes on \( \Sigma^0 \). In the proof of Proposition 6.5. in \([DPT2]\), it was shown that topologically one can assume the following situation: There exists a disc \( D \subset \Sigma \) such that \( Br \subset D \) and all the \( \gamma_j \)'s are contained in \( D \). Moreover, one can assume

\[
p^{-1}(\Sigma - D) = \prod_{w \in W} [\Sigma - D]_w
\]
where \([\Sigma - D]_w\) are the connected components which are all isomorphic to \(\Sigma - D\) (via \(p\)). Then (45) implies that \(w_i = \text{id}_L\) giving the second (non-canonical) isomorphism.

**Proof of Proposition 26.** Lemma 10 and Remark 27 imply that it is sufficient to show that the map

\[ H^1(\Sigma^\circ - \{y_0\}, \mathcal{L}^C) \to H^1(\Sigma^\circ - \{y_0\}, \mathcal{L}) \subset H^1(\Sigma^\circ - \{y_0\}, \mathcal{L}), \]

induced from the inclusion \(\mathcal{L}^C = (R^2\pi_2^*\mathbb{Z})^C \hookrightarrow \mathcal{L} = R^2\pi_2^*\mathbb{Z}\), is an isomorphism. By Proposition 16 this amounts to showing that the natural map

\[(46) \quad \iota : H^1(\Sigma, \Lambda) \oplus \frac{\Lambda^m}{(1 - \rho_1, \ldots, 1 - \rho_m)\Lambda} \to \left( H^1(\Sigma, \Lambda_h) \oplus \frac{\Lambda^m}{(1 - \rho_1, \ldots, 1 - \rho_m)\Lambda} \right)^C \]

is an isomorphism. Here we have fixed isomorphisms \(\mathcal{L}_o^C \cong \Lambda\) and \(\mathcal{L}_o \cong \Lambda_h\) as before. Also note that \(\rho_j = \rho_{\alpha_j}\) for roots \(\alpha_j\) which correspond to the monodromy around \(y_j\).

Of course, \(\iota\) preserves the respective first factors in (16) giving an isomorphism

\[ H^1(\Sigma, \Lambda) \cong H^1(\Sigma, \Lambda_h)^C. \]

So it remains to check the second factors. For injectivity, assume that \(\iota([\lambda_1, \ldots, \lambda_m]) = 0\). This happens iff there exists \(\mu \in \Lambda_h\) such that

\[ \lambda_i \equiv (1 - \rho_i)\mu = \langle \alpha_i, \mu \rangle \alpha_i^\vee \in \Lambda \subset \Lambda_h, \quad \forall i = 1, \ldots, m. \]

So we have to exclude the case that \(\langle \alpha_i, \mu \rangle \notin \langle \alpha_i, \Lambda \rangle \subset \mathbb{Z}\). However, this is impossible because \(1 \in \langle \alpha_i, \Lambda \rangle\) (or \(\epsilon_{\alpha_i} = 1\) in the notation of the proof of Proposition 16), since \(G\) is adjoint.

For the surjectivity of \(\iota\), assume \([\lambda_1, \ldots, \lambda_m]_h \in \Lambda^m_h/(1 - \rho_1, \ldots, 1 - \rho_m)\Lambda_h\) such that

\[ \sigma \cdot [\lambda_1, \ldots, \lambda_m]_h = [\lambda_1, \ldots, \lambda_m]_h \]

\[ \Leftrightarrow \sigma \cdot \lambda_i - \lambda_i = \langle \alpha_i, \mu \rangle \alpha_i^\vee, \quad \forall i = 1, \ldots, m \]

for some \(\mu \in \Lambda_h\) and \(\sigma \in \mathbb{C}\) is a generator for the cyclic group \(\mathbb{C}\). For the moment assume \(\mathbb{C} = \mathbb{Z}/2\mathbb{Z}\). Then using \(\alpha_i^\vee \in \Lambda = \Lambda^C_h\) we have

\[ \sigma \cdot (\sigma \cdot \lambda_i - \lambda_i) = \lambda_i - \sigma \cdot \lambda_i = \sigma \cdot \lambda_i - \lambda_i \Leftrightarrow 2(\sigma \cdot \lambda_i - \lambda_i) = 0. \]

Hence \(\lambda_i = \sigma \cdot \lambda_i\) for all \(i = 1, \ldots, m\) so that \(\lambda_i \in \Lambda^C_h\). In other words, \([\lambda_1, \ldots, \lambda_m]_h\) is in the image of \(\iota\). In case \(\mathbb{C} = S_3\) one can argue similarly by taking generators of order 2 and 3. Therefore \(\iota\) is an isomorphism in all cases.

Hence we obtain an isomorphism \(H^1(\Sigma, R^2\pi_2^*\mathbb{Z})^C) \cong H^1(\Sigma, (p_*, \Lambda)^W)\) and therefore \(J^2_0(X_h) \cong P_b\) as real tori.

**Isomorphic as abelian varieties.** We next need to show that the natural isomorphism \(H^1(\Sigma, \mathcal{F}^C) \to H^1(\Sigma, \mathcal{F})^C, \mathcal{F} = R^2\pi_2^*\mathbb{Z}\), actually is an isomorphism of polarized \(\mathbb{Z}\)-Hodge structures. This follows from the functoriality of Zucker’s Hodge structure: We have the inclusion \((\mathcal{F}^C)^o \hookrightarrow \mathcal{F}^o\) of polarized \(\mathbb{Z}\)-VHS of weight 2 over \(\Sigma^\circ\). The induced morphism from above,

\[ H^1(\Sigma, j_* (\mathcal{F}^C)^o) \to H^1(\Sigma, j_* \mathcal{F}^o)^C \to H^1(\Sigma, j_* \mathcal{F}^o) \]

\(45\)
is therefore a morphism of polarized $\mathbb{Z}$-Hodge structures of weight $2 + 1 = 3$. Note that $H^1(\Sigma, j_*\mathcal{F}^\circ)^\mathbb{C}$ is a Hodge substructure because $\mathbb{C}$ acts on $\mathcal{F}^\circ$ by Hodge morphisms. In total, we see that

$$H^1(\Sigma, (p_*\Lambda)^W) \cong H^1(\Sigma, (R^2\pi_*\mathbb{Z})^\mathbb{C})(1) \cong H^1(\Sigma, R^2\pi_*\mathbb{Z})^\mathbb{C}(1)$$

as polarizable $\mathbb{Z}$-Hodge structures of weight 1. Therefore the previous isomorphism $P_b \cong J^2_{\mathbb{C}}(X_b)$ of real tori is in fact an isomorphism of abelian varieties. This concludes the proof of Theorem 26.

Global isomorphism. Using the methods from Section 7.2 we can globalize the previous isomorphisms. As in the ADE-case we introduce the shorthand notation

$$X := \mathcal{X}^\circ, \quad D := Br \xrightarrow{\mathcal{J}} Y := \Sigma \times \mathbb{B}^\circ, \quad Z := \mathbb{B}^\circ \subset \mathbb{B}.$$ Let $f = \pi_1^1 : X \to Y$ and $g = \pi_2^2 : Y \to Z$ be the restrictions of $\pi_1$ and $\pi_2 = pr_2$ respectively as well as $h = \pi_3 = g \circ f$. Further recall the universal (BCFG-)cameral curve $p : \Sigma \to \mathbb{B}$. It factorizes through the projection $p_1 : \Sigma \to \Sigma \times \mathbb{B}$ and we denote by $p_1^2 : \Sigma \times \mathbb{B} \to \Sigma \times \mathbb{B}^\circ$ the corresponding restriction. Then we have an isomorphism

$$\tag{47} (p_2^0, \Lambda_h)^W(-1) \cong R^2f_*\mathbb{Z}$$

of polarizable $\mathbb{Z}$-VHS of weight 2 and Tate type on $Y - D$. Denote by $M^1, M^2 \in \text{HM}(Y)$ the functorial intermediate extensions of these VHS to pure polarizable Hodge modules over $Y$ of weight $d_Y + 2$ (cf. Theorem 20). Recall that

$$\text{rat}(M^1) = j_* (p_2^0, \Lambda_h)^W(-1)[d_Y] \cong (p_1^1, \Lambda_h)^W(-1)[d_Y],$$

$$\text{rat}(M^2) = j_* R^2 f_* \mathbb{Q}[d_Y] \cong R^2 f_* \mathbb{Q}[d_Y],$$

since $D \subset Y$ is a smooth divisor. By construction, $M^1_2 = (p_1^1, \Lambda_h)^W(-1)[d_Y]$ and $M^2_2 = R^2 f_* \mathbb{Z}[d_Y]$ are integral structures for $M^1$ and $M^2$ respectively. Moreover, the isomorphism 47 extends to give an isomorphism $M^1 \cong M^2$ of pure Hodge modules that is compatible with the integral structures.

**Proposition 10.** Let $h : \mathcal{X}^\circ \to \mathbb{B}^\circ$ be the family of quasi-projective non-singular Calabi-Yau threefolds and $g : \Sigma \times \mathbb{B}^\circ \to \mathbb{B}^\circ$ the projection. Then there are natural isomorphisms

$$\mathcal{H}^0 h_+ \mathbb{Q}^{Hdg} \cong \mathcal{H}^0 g_+ M_2 \cong \mathcal{H}^0 g_+ M_1$$

in $\text{HM}(Z, d_Z + 3)$ which is compatible with the integral structures. In particular, the corresponding $\mathbb{Z}$-VHS of weight 3 are isomorphic.

Observe that the last statement makes sense because all the involved Hodge modules are smooth.

**Proof.** The second isomorphism is immediate, so we are left with the first one. It can be seen as in the ADE-case (Theorem 19) via the Leray spectral sequence. From the perspective of perverse and constructible sheaves, the only difference is that in the BCFG-case the fibers of $\pi_1 : X \to Y$ can have singularities of type $A_1, A_1 \times A_1$ or $A_1 \times A_1 \times A_1$, cf. (24). But the (perverse) Leray spectral sequence still degenerates because these fibers again only have cohomology in degree 0 and 2. \qed
Abbreviate $G = (p_1^*, \Delta_h)^W$ so that $G^C = (p_1^*, \Lambda)^W$. We next give an analogue of Theorem 16 for the BCFG-case which globalizes Theorem 26. To this end, it remains to relate $R^1 g_*(p_1^*, \Delta_h)^W$ with $R^1 g_*(p_1^*, \Lambda)^W$ which is compatible with the structures as $\mathbb{Z}$-VHS (equivalently smooth Hodge modules). As a warmup, we consider it on the sheaf level:

**Lemma 11.** The morphism 
\[ \iota : R^1 g_*(G^C) \to (R^1 g_*)G^C \]
induced from the inclusion $G^C \hookrightarrow G$ is an isomorphism.

**Proof.** Since $g : \Sigma \times \mathcal{B} \to \mathcal{B}$ is proper, the above morphism gives 
\[ H^1(\Sigma, p_{bs}^W \Lambda) \to H^1(\Sigma, p_{bs}^W \Delta_h)^C \]
on stalks at $b \in \mathcal{B}$. But this coincides with the morphism from Theorem 26 which is an isomorphism. \[ \square \]

To lift this isomorphism to smooth Hodge modules (equivalently VHS) we observe that $M^1 \in \text{HM}(Y)$ carries a $\mathcal{C}$-action that commutes with rat. As $\text{HM}(Y)$ is an abelian category, $(M^1)^C \subset M^1$ is a Hodge submodule and 
\[ \text{rat}((M^1)^C) = \text{rat}(M^1)^C = G^C[d_Z] \]
by construction. The inclusion $(M^1)^C \hookrightarrow M^1$ induces the morphism 
\[ \iota^{Hdg} : \mathcal{H}^1 g_+((M^1)^C) \to \mathcal{H}^1 g_+(M^1)^C, \]
such that $\text{rat} \circ \iota^{Hdg} = \iota \circ \text{rat}$ (up to a shift).

**Proposition 11.** $\iota^{Hdg}$ is an isomorphism.

**Proof.** Since $\text{HM}(Z)$ is an abelian category, we obtain an exact sequence 
\[ 0 \to K \to \mathcal{H}^1 g_+((M^1)^C) \xrightarrow{\iota^{Hdg}} \mathcal{H}^1 g_+(M^1)^C \to \text{co}K, \to 0 \]
where $K = \ker(\iota^{Hdg})$ and $\text{co}K = \text{coker}(\iota^{Hdg})$. Note that they are itself smooth Hodge modules. Applying the exact functor $\text{rat} : \text{HM}(Z) \to \text{P}(Z)$ yields 
\[ 0 \to \text{rat}(K) \to R^1 g_*(G^C)[d_Z] \xrightarrow{\iota} (R^1 g_*)G^C[d_Z] \to \text{rat}(\text{co}K), \to 0, \]
an exact sequence in $\text{P}(Z)$. In particular, this implies $\text{rat}(K) \cong \ker(\iota[d_Z]) = 0$ and $\text{rat}(\text{co}K) \cong \text{coker}(\iota[d_Z]) = 0$. But a smooth Hodge module $M \in \text{HM}_{sm}(Z)$ is already zero iff $\text{rat}(M) = 0$. This follows from the equivalence $\text{HM}_{sm}(Z) \simeq \text{VHS}_{p}^p(\mathcal{Z})$ because a VHS $V$ is zero iff the underlying local system is zero. Therefore $\iota^{Hdg}$ is an isomorphism. \[ \square \]

Note that this does hold with $\mathbb{Z}$-coefficients because all the above isomorphisms are compatible with the $\mathbb{Z}$-structures. This can be seen as in the proof of Theorem 16.
8. The Langlands dual case

In this final section we briefly address the Langlands dual of Corollary\[5\] Concretely, given a simply-connected simple complex Lie group $G_{\text{sc}}$ we show how \[ h^!_1 : \text{Higgs}_1^\bullet(S, G_{\text{sc}}) \to B^0(S, G_{\text{sc}}) \] can be realized via a family $\mathcal{X} \to B^0(S, G_{\text{sc}})$ of non-compact Calabi-Yau threefolds. Since this works analogously as the proof of Corollary\[5\] we treat this case only briefly.

As before let $\Delta$ be an irreducible Dynkin diagram and $(\Delta_h, C)$ the unique pair such that $\Delta = \Delta_h^C$. Let $G = G(\Delta)_{\text{ad}}, G_h = G(\Delta_h)_{\text{ad}}$ be of adjoint type. Further we denote by \[ L^G = G(L^\Delta)_{\text{sc}}, \quad L^G_h = G(L^\Delta_h)_{\text{sc}} \] the simple simply-connected complex Lie group of Langlands dual type $L^\Delta$ and $L^\Delta_h$ respectively. If we set $\Lambda := \Lambda(G)$ and $\Lambda_h := \Lambda(G_h)$, then \[ \Lambda(L^G) = \Lambda^\vee, \quad \Lambda(L^G_h) = \Lambda^\vee_h. \] Note that $\Lambda^\vee_h$ and $\Lambda_h$ have the same ADE-Dynkin diagram $\Delta_h$. Finally, since Langlands dual Weyl groups are isomorphic, we only write $W = W(\Delta) = W(\Delta_h)$ and $W_h = W(\Delta) = W(\Delta_h)$. The lattices $\Lambda^\vee$ and $\Lambda^\vee_h$ already occurred in Section\[3.4\]. They naturally appear in the context of $\Delta$-singularities. Indeed, if $S \subset \mathfrak{g}(\Delta)$ is a Slodowy slice, then \[ R^2\sigma^1_1 \mathcal{Z} \cong (q^1_1 \Lambda^\vee_h)^W, \quad (R^2\sigma^1_1 \mathcal{Z})^C = (q^1_1 \Lambda)^W \] for $\sigma^1 : S^1 \to t^1/W$ and the quotient $q^1 : t^1 \to t^1/W$. This follows from the fact that $H^2_c(S_t, \mathcal{Z}) \cong \Lambda^\vee_h$. The isomorphisms can be glued as in Proposition\[8\] to give isomorphisms of constructible sheaves \[ R^2\sigma^1_1 \mathcal{Z} \cong (q^1_1 \Lambda^\vee_h)^W, \quad (R^2\sigma^1_1 \mathcal{Z})^C \cong (q^1_1 \Lambda^\vee)^W \] over $U^1$.

This already indicates the basic idea to relate (the neutral component of) the Hitchin system $\text{Higgs}_1^\bullet(S, L^G) \to B = B(S, L^G)$ to families of Calabi-Yau threefolds. Note that this idea already appeared in \[1, 6\] in the $A_1$-case. First of all, we recall from \[12\] that $B = B(S, L^G) = B(S, G)$ canonically. Let $\mathcal{X} \to B$ be any family of quasi-projective Gorenstein Calabi-Yau threefolds with $C$-action as in Section\[4\]. Then the middle compactly supported cohomology (or homology) yields a polarizable $\mathbb{Z}$-VHS \[ V_{\text{CY}} = (R^3\pi_b^*, \mathcal{J}^*_{\text{CY}}) \] over $B^\circ$. Indeed, the Leray spectral sequence for $\pi_b : X_b \to S$, $b \in B^\circ$, yields an isomorphism \[ H^3_c(X_b, \mathcal{Z}) \cong H^1(S, R^2\pi_{b!} \mathcal{Z}) \] of mixed Hodge structures. The right-hand side is pure implying that $V_{\text{CY}}$, which is a priori a VMHS, is in fact a VHS. It follows that the homology intermediate Jacobians \[ J_2(X_b) := H^1_c(X_b, \mathbb{C})/(F^2H^3_c(X_b, \mathbb{C}) + H^3_c(X_b, \mathbb{Z})), \quad b \in B^\circ \]
fit into a holomorphic family
\[ \mathcal{J}_2(\mathcal{X}^\circ / \mathcal{B}^\circ) := \mathcal{J}(\mathcal{V}_{CY}^\circ) \to \mathcal{B}^\circ \]
of abelian varieties. It has a subfamily
\[ \mathcal{J}_2^C(\mathcal{X}^\circ / \mathcal{B}^\circ) := \mathcal{J}(\mathcal{V}_{CY}^C) \subset \mathcal{J}_2(\mathcal{X}^\circ / \mathcal{B}^\circ) \to \mathcal{B}^\circ \]
defined by \( C \)-invariants in compactly supported cohomology. Then the analogue of Corollary 5 becomes

**Theorem 28.** Let \( \Delta \) be an irreducible Dynkin diagram and \( L^G = G(\Delta)_{sc} \) the simple simply-connected complex Lie group with Langlands dual Dynkin diagram \( L\Delta \). Then there is an isomorphism
\[ \mathcal{J}_2^C(\mathcal{X}^\circ / \mathcal{B}^\circ) \cong \text{Higgs}_1^o(\Sigma, L^G) \]
of integrable systems over \( \mathcal{B}^\circ \subset \mathcal{B}(\Sigma, H) \) that respects the cubics.

Since Langlands duality is an involution on simple complex Lie groups, we clearly obtain all simple simply-connected complex Lie groups as \( L^G \) for a unique simple adjoint complex Lie group \( G \).

**Proof.** We keep the previous notation together with (37). The strategy of the proof is the same as for Corollary 5. We first consider the case \( C = 1 \). As remarked before, the local system \( R^3h_!\mathbb{Q} \) over \( \mathcal{B}^\circ \) underlies a polarizable \( \mathbb{Q} \)-VHS. The corresponding mixed Hodge module has \( R^3h_!\mathbb{Z} \) as an integral structure. Note that the stalks have torsion. Indeed, (50) together with (49) implies
\[ H_c^3(X_b, \mathbb{Z}) \cong H^1(\Sigma, p_!^W \Lambda_h^\vee) \]
and the latter group has torsion, cf. Remark 9. Hence we work with the perversity \( p \) instead. The same argument as in the proof of Theorem 16 shows that the \( p \)-perverse Leray spectral sequence yields an isomorphism
\[ R^3h_!\mathbb{Z}_X \cong R^1g_!R^2f_!\mathbb{Z}_X. \]
Since proper direct images can be lifted to mixed Hodge modules, it follows from (49) that
\[ V_{CY} \cong V_{sc}^H = (R^1p_2^0(\Lambda_1^\vee)^W, \mathcal{F}^*) \]
as polarizable \( \mathbb{Z} \)-VHS of weight 1 over \( \mathcal{B}^\circ \) (up to Tate twists). Then we conclude as in the proof of Corollary 5.
Since Proposition 9 applies to the situation at hand, the arguments of Section 7.3 apply to yield the case \( C \neq 1 \) as well. \( \square \)

**Remark 29.** It is remarkable that the same family \( \mathcal{X}^\circ \to \mathcal{B}^\circ \) of Calabi-Yau threefolds encode the Langlands dual (neutral components of) Hitchin systems \( \text{Higgs}_1^o(\Sigma, G) \) and \( \text{Higgs}_1^o(\Sigma, L^G) \) for any simple adjoint complex Lie group \( G \). In this case, Langlands duality for Hitchin systems can be seen as Verdier duality for the family \( \mathcal{X}^\circ \to \mathcal{B}^\circ \).
This is reflected in the fact that we had to work with the two perversities $p_+$ and $p$ which are exchanged under Verdier duality.
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