U-net Network for Building Information Extraction of Remote-Sensing Imagery
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Abstract—With the resolution of remote sensing images is getting higher and higher, high-resolution remote sensing images are widely used in many areas. Among them, image information extraction is one of the basic applications of remote sensing images. In the face of massive high-resolution remote sensing image data, the traditional method of target recognition is difficult to cope with. Therefore, this paper proposes a remote sensing image extraction based on U-net network. Firstly, the U-net semantic segmentation network is used to train the training set, and the validation set is used to verify the training set at the same time, and finally the test set is used for testing. The experimental results show that U-net can be applied to the extraction of buildings.
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1 Introduction

In recent years, the word "artificial intelligence" has become more and more hot. From AlphaGo to machine translation, the application of deep learning methods has become more and more widespread. In 2006, Professor Geoffrey Hinton and others at the University of Toronto in Canada proposed the concept of deep learning. Up to now, the theory and methods of deep learning have developed rapidly. At present, in the field of close-range images, the method of deep learning can achieve better detection, segmentation and extraction effects on close-range images. With the continuous advancement of remote sensing image acquisition technology, how to effectively use the information in massive remote sensing data has become an urgent issue. Most of the traditional remote sensing information extraction methods rely on the combination of manual interpretation and computer processing. This requires not only the interpreter has rich geoscience knowledge, but also requires a lot of repetitive labor, and the method has low mobility [1-2]. The deep learning method allows the computer to automatically extract features without the need to manually design features, with strong generalization capabilities and good application prospects. Currently used deep learning architectures include convolutional neural networks (CNN), full convolutional networks (FCN), etc. This paper chooses U-net network architecture based on full convolutional network,
and conducts feasibility study on whether it can be applied to large-scale and high spatial resolution remote sensing image information extraction. It uses Python language to implement programming on Pycharm. The extraction method is compared with the artificial intelligence end-to-end training method extraction efficiency, making the computer to automatically extract image features.

2 Extraction Algorithm

2.1 Convolutional Neural Network

As a classic deep learning model, convolutional neural network has been successfully applied in many fields such as image classification, speech recognition and machine translation[3-4]. In terms of image processing, compared with general neural networks, convolutional neural networks introduce local connections, weight sharing, spatial correlation down sampling, etc., which not only greatly reduces the training parameters of the network, but also makes the network structure simple and adaptable. The hierarchical structure of the convolutional neural network is generally: input layer → convolution layer → pooling layer → (repeating: convolution layer → pooling layer) → full connection layer → output layer. Among them, the input layer is mainly to preprocess the original image. The convolutional layer is an important part of the convolutional neural network, which consists of a series of filter banks. In the convolutional layer, the weight of each neuron connected data window is fixed, and each neuron focuses on only one characteristic. Neurons are filters in image processing. Each neuron in a convolutional layer focuses on an image feature, such as vertical edges, colors, textures, etc. All neurons are extractors that extract features from the entire image. The pooling layer is mainly to reduce the spatial size of the data, thereby reducing the number of parameters to be learned in the neural network, reducing the resource consumption of the computer, and effectively preventing the over-fitting problem in the training process. The fully connected layer is used to extract the features of the previously learned full graph and convert them into a classifier to serve as a classification[5-6].

2.2 Full Convolutional Network

U-net is a semantic segmentation network based on a full convolutional network. The structure of the entire network is like a "U" type, so it is called U-Net. U-net uses an encoder-decoder structure in which the encoder gradually reduces the spatial dimensions of the pooling layer, and the decoder gradually repairs the details and spatial dimensions of the target object. Normally, there is a quick connection between the encoder and the decoder to help the decoder better repair the details of the target object. The network does not have a fully connected layer, only convolution and down sampling, which is an end-to-end approach where the input is an image and the output is an image[9-11].
2.3 U-net Network

U-net is a semantic segmentation network based on a full convolutional network. The structure of the entire network is like a "U" type, so it is called U-Net. U-net uses an encoder-decoder structure in which the encoder gradually reduces the spatial dimensions of the pooling layer, and the decoder gradually repairs the details and spatial dimensions of the target object. Normally, there is a quick connection between the encoder and the decoder to help the decoder better repair the details of the target object. The network does not have a fully connected layer, only convolution and down sampling, which is an end-to-end approach where the input is an image and the output is an image[9-11].

3 Data Description and Experiment

Based on the U-net network architecture, programming is implemented on Pycharm using the Python language. The experimental steps are as follows: (1) First, the multi-category tag data is converted into binary tag data containing only buildings and backgrounds. (2) The four large remote sensing image cut at random, i.e., randomly generated x, y coordinates, then a small image of 256*256 pixels at this coordinate is obtained, followed by data expansion processing. A total of 100,000 images were obtained, and a training set and a verification set were generated in a 4:1 ratio. (3) Using the U-net network for training, the input is 100000 remote sensing images, and the training round is 10 rounds. The weights obtained in each round of training are saved during the training, and the optimal model is obtained. After the training, another large-size remote sensing image was divided into several 256*256 small images as test sets, and the models saved in each round were tested, and finally get 10 to extract a good picture. Accurately analyze the segmented image obtained from the test and the original remote sensing image (true value), and then obtain the final result.

3.1 Data Preparation

The data set used in this experiment is the data provided by CCF Big Data and Computer Intelligence Competition (BDCI), which is a high-resolution remote sensing image of a city in southern China in 2015, including the surface overlay sample image is visually interpreted by the remote sensing image. The spatial resolution of the image is sub-meter, the spectrum is visible light (R, G, B), and the coordinate information has been removed. The dataset contains 5 RGB remote sensing images with label (size range: 3000×3000~6000×6000). The samples are polygons that are visually interpreted and manually sketched. The samples provided are simplified into five categories: Vegetation (mark 1), Building (mark 2), Water (mark 3), Road (mark 4), and others (mark 0). Among them, farmland, woodland, grassland are classified as vegetation class. The time span of image collection is from April to August, and the surface changes are relatively large. Some farmland and woodland are in the state of harvesting or felling, so they are all classified as vegetation. Since this experiment is a two-category, building
and non-building (background), only two types of tags are needed. Sample data containing five types of tags is first processed and converted into sample data containing two types of tags. This can be achieved by introducing the opencv library in a python environment. The final training images are 1.png, 2.png, 3.png, 4.png, and the corresponding annotation images are label1.png, label2.png, label3.png, and label4.png. The experimentally verified image is 5.png and the corresponding labeled image label5.png.

3.2 Data Set Preparation

After the completion of the work, we got five image contains two types of labels, but these images can not be directly used for network training, on the one hand can not afford the computer's memory, and the size of different images are also different. On the other hand, performing network training requires a large amount of images. The experimental images are divided into training set, verification set and test set. In this stage, the data set of 100000 pieces is needed, and is divided into training set and verification set by 4:1 in the training process. Therefore, firstly, the images with the numbers 1–4 are randomly cut, that is, the x,y coordinates are randomly generated. By Gamma conversion, random rotation, adding noise, the four image smoothing operation for data expansion purposes, the size of the finally obtained data sets 100,000[12-14].

3.3 Network Training

Once the data set is ready, you can start network training. The training is mainly divided into five parts, and the following is a step-by-step description of the experimental content.

Read in the Data Set. First, use OpenCV's imread definition to load the image function, then specify the size of the validation set to account for 20% of the total, read the data set, use the listdir function to list the directories and files under src_1, and use the shuffle function to randomly confuse the order of the images, divided into training set and verification set according to the ratio of 4:1. Where train_set is the training set, val_set is the validation set, and train_url is the total data set.

Model reconstruction. Define a generator function for reading the training set data and use the yield statement to return each result. The original image of the training set and the corresponding tag image are respectively loaded and converted into an array, which are sequentially arranged.

Read Validation Set Data. As above, define a generator function for reading validation set data, using the yield statement to return each result. The original image of the verification set and the corresponding tag image are respectively loaded and converted into an array, which are sequentially arranged. It should be noted that during the training process, the verification set does not participate in the training of the model, that is, the generation of weights. The verification of the model accuracy is performed only after the weight generation, and the process is implemented in the training part[15-16].

Define the U-net Model. The U-net model consists of 28 layers, including 19 convolutional layers, 1 input layer, 4 pooling layers, and 4 up sampling layers. The connection method is: input layer \(\rightarrow\) convolution layer - convolution layer - pooling layer (4 times)
→ convolution layer - convolution layer → up sampling layer - convolution layer - convolution layer (4 times) → convolution layer (output layer). The model is shown in Figure 1.

Fig. 1. U-net network architecture

Use conv1 as an example to illustrate the use of convolutional layer parameters. The model is all based on Conv2D (two-dimensional convolutional layer), which is a spatial convolution of the image. The first parameter is the number of convolution kernels used by this layer (i.e., the latitude of the output); the second parameter (3, 3) is the width and length of the convolution kernel; the activation function used is ReLU, which maps the K-dimensional real field to the (0, inf) interval. For details, refer to the previous introduction to the activation function, the padding parameter refers to the complement "0" strategy of the window during the sliding process, and "same" represents the convolution result at the reserved boundary, which makes the output shape the same as the input shape. In addition, the input accepted by this layer is the output of the previous layer.

Take pool1 as an example to illustrate the use of pooling layer parameters. The model uses MaxPooling2D, which is to apply the maximum pooling to the airspace signal. Pool_size represents the down sampling factor in both directions (vertical, horizontal), taking (2, 2) will make the picture half of the original length in both dimensions. In addition, the input accepted by this layer is the output of the previous layer.

The up6 is used as an example to illustrate the use of the up sampling layer parameters. The model uses UpSampling2D, which is to repeat the size [0] and size [1] times of the row and column of the data. Size is the row and column up sampling factor, and
other unlisted parameters use the default value. Use the concatenate function to join the
two convolutional layer matrices on the specified axis.

Conv10 is the output layer, using the (1, 1) convolution kernel instead of the com-
mon fully connected output layer. The activation function used is sigmoid because it
deals with the normalized binary classification problem. The K-dimensional real num-
ber field can be compressed to approximately 0, 1 binary values. Finally, the optimiza-
tion method chosen by U-net is Adam. Adam is a first-order optimization algorithm
that can replace the traditional stochastic gradient descent process. It can iteratively
update the weight of the neural network based on the training data. The learning rate lr
of the model is set to 0.01. The loss function is the binary entropy loss (binary_crossen-
tropy), and the evaluation method is two-category accuracy (binary_accuracy).

**Cycle Training.** Once the data and model are ready, you can start training. The whole
process of training is carried out on the GPU. The number of training EPOCHS is 10
times, each time is about 50 minutes, the total training time is about 10 hours, and the
image BS is 16 samples per sample. In the training, the loss is first calculated by for-
ward calculation, then the gradient on each BS is calculated by back propagation. Fi-
ally, the gradient parameters are used to update the weight parameters. The weight
model obtained in each round is automatically saved during the training. In addition,
the remaining time, the number of remaining data, and the loss value and the binary_ac-
curacy value of the training set are displayed during the training. After the training, the
loss value and the binary_accuracy value on the test set and the verification set of this
round are displayed.

### 3.4 Expected Outcome

By recording the accuracy of the training set and the verification set during the train-
ing process, that is, both are above 90%, it can be predicted that the accuracy of the test
set will be between 65% and 85%. Considering the accuracy of the results that have
been studied in this field, the accuracy of this experiment is 65%~75%. If the experi-
mental results are within this interval, it is feasible to apply the U-net model to remote
sensing image information extraction.

### 4 Result Analysis

After the training of the network model is completed, the feasibility of the model
needs to be tested. The test data is the fifth remote sensing image and its corresponding
label image. The specific contents are as follows: (1) The ten models obtained are tested
separately. (2) Analysis using a confusion matrix. (3) Analyze the loss curve and accu-
curacy curve of the model.
4.1 Set Test

As with the training set and the validation set, it is also necessary to create a test set when testing, rather than feeding the original image directly into the model. The difference is that the test set uses a fixed step size to slice the original image. The image size is 256*256. After the test set is ready, the U-net model and weights are loaded, and then the test set image is sent to the model for testing, and finally a sample of the extracted building is obtained. Because there are ten weights, the program is run ten times repeatedly, and finally ten images are obtained.

4.2 Confusion Matrix Analysis

The confusion matrix is a standard format for the accuracy evaluation, which is in the form of a matrix of n rows and n columns. In the confusion matrix, each column represents the forecast category of the data, the total number of each column represents the total number of data predicted for that category, each row represents the real category of the data, the total number of data for each row represents the total number of such data, the number of each column indicates that the true value is predicted as the number of that class. As shown in Table 1, the sum of the first row is A+B, indicating that there are A+B samples. The first row indicates that Class A has the correct classification and B is classified into Class 2; the second line indicates that D is classified correctly in class 2, and C is divided into class 1.

| Real | Forecast |
|------|----------|
|      | Class 1  | Class 2 |
| Class 1 | A       | B       |
| Class 2 | C       | D       |

After comparison, the better test images from the ten images are compared with the known images as shown in Figure 2 and Figure 3.

The two images are compared and analyzed by the confusion matrix, and the results of the confusion matrix analysis are shown in table 2:

According to Table 2, the total number of non-building pixels is 59,093,612, of which 41,317,449 are paired, and the total number of pixels in the building is 2,500,624, of which 177,1975 are pairwise, with an accuracy rate of 70.86%.
Fig. 2. Forecast Image

Fig. 3. Real Image

Table 2. Confusion matrix analysis results

| Class   | Forecast |       |
|---------|----------|-------|
|         | building | Non-building |
| Non-building | 41317449 | 17776163 |
| building   | 728649   | 1771975  |

4.3 Loss Curve and Accuracy Curve Analysis

Through the tensorboard visualization tool tensorboard and the loss values and precision values saved during the training process, the tensorboard can directly generate loss curves and precision curves[17-18]. Figure 4 and figure 5 show the loss and accuracy values of the training set, respectively.
It is not difficult to see from the curve in figure 4 that the loss on the training set is gradually reduced, and the speed of convergence is moderate, but eventually it does not reach the stable value, and may be further reduced. As can be seen from figure 5, the accuracy of the training model is steadily increasing, gradually approaching 0.940.

The experiment also obtained the loss curve and accuracy curve on the verification set. Figure 6 and figure 7 show the loss and accuracy values of the verification set, respectively.
It can be seen from Figure 4.6 that the loss on the verification set of the first six rounds has been decreasing, and the seventh round has produced a local peak, and then continues to decline. The first six rounds of accuracy of the corresponding verification set have been rising, the sixth round reached 0.918, the seventh round suddenly dropped, and then rose to about 0.925. It is not difficult to find that as the learning ability of the model continues to increase, it leads to over-fitting after the seventh round, which makes the precision increase rapidly. The first six rounds of the actual model accuracy rise curve are reasonable.
5 Conclusions

Through the above experiments, combined with data analysis, the following conclusions are drawn on the building information extraction method based on U-net network remote sensing image: (1) Compared with the manual extraction method, the end-to-end training method significantly improves the extraction efficiency of remote sensing image information. (2) Allowing the computer to automatically extract image features effectively reduces the one-sidedness and inefficiency of the artificial design features. (3) It is feasible to apply U-net network to large-scale, high spatial resolution remote sensing image information extraction, which provides new ideas and methods for remote sensing image information extraction. It provides new ideas and new methods for remote sensing image information extraction, which provides more abundant technical support for the application of high resolution remote sensing satellites in China.
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