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ABSTRACT

A graph convolutional network (GCN) employs a graph filtering kernel tailored for data with irregular structures. However, simply stacking more GCN layers does not improve performance; instead, the output converges to an uninformative low-dimensional subspace, where the convergence rate is characterized by the graph spectrum—this is the known over-smoothing problem in GCN. In this paper, we propose a sparse graph learning algorithm incorporating a new spectrum prior to compute a graph topology that circumvents over-smoothing while preserving pairwise correlations inherent in data. Specifically, based on a spectral analysis of multilayer GCN output, we derive a spectrum prior for the graph Laplacian matrix \(L\) to robustify the model expressiveness against over-smoothing. Then, we formulate a sparse graph learning problem with the spectrum prior, solved efficiently via block coordinate descent (BCD). Moreover, we optimize the weight parameter trading off the fidelity term with the spectrum prior, based on data smoothness on the original graph learned without spectrum manipulation. The output \(L\) is then normalized for supervised GCN training. Experiments show that our proposal produced deeper GCNs and higher prediction accuracy for regression and classification tasks compared to competing schemes.

Index Terms— Sparse graph learning, graph convolutional networks, graph signal processing

1. INTRODUCTION

Given a defined graph structure, graph convolutional networks (GCN) [1] perform graph filtering and point-wise nonlinear operations (e.g., ReLU) in a sequence of neural layers for different tasks, such as graph signal interpolation, denoising, and node classification [1–3]. However, it has been observed that node representations become indistinguishable (known as over-smoothing) and prediction performance quickly degrades as the number of layers grows [4, 5]. This undesirable phenomenon limits GCN’s ability to learn appropriate representations from high-order neighborhood and motivates recent research to alleviate the over-smoothing problem [6–9].

Existing works can be classified into two categories depending on whether the graph topology is modified. The first category of methods focus on novel network architecture designs given a fixed graph, e.g., using skip connections to combine features with various receptive fields [10], residual link and identity mapping to enable generalized graph filtering [6], and geometric aggregation to capture long-range dependencies in the graph [7].

In contrast, the second category stress the importance of graph choice in alleviating over-smoothing. [8] theoretically showed that the GCN output approaches an invariant subspace \(\mathcal{M}\) spanned by the first eigenvectors of the normalized graph Laplacian matrix \(L\)—the subspace is uninformative beyond the number of connected components and node degrees. Convergence rate of the distance \(d_M\) between the GCN output and \(\mathcal{M}\) is characterized by the graph spectrum of \(L\), i.e., \(L\)’s eigenvalues determined by the graph topology.

To slow down convergence, [8] analyzed an upper bound for \(d_M\) determined by “eigen-gap”\(^1\); the difference between the first and second dominant eigenvalues of matrix \(P = I - L\)—typically the first two eigenvalues of \(L\). Given that sparser graphs in general have smaller eigen-gaps (e.g., a complete unweighted graph has the maximum eigen-gap of 2), [8] showed that for random Erdős-Rényi graphs with edge probability \(p\), sparser graphs (smaller \(p\)) converge to the aforementioned subspace at a slower pace. Similar in approach to achieve graph sparsity, [9] randomly removed edges from a pre-chosen graph topology in layers during training, resulting in more expressiveness in the trained GCNs. However, these methods implicitly optimized eigen-gaps by sparsifying graphs heuristically and may remove strong correlation edges that are essential for effective graph filtering, resulting in sub-optimal GCN performance.

In contrast, in this paper we propose a sparse graph learning algorithm incorporating a new spectrum prior to mitigate over-smoothing while preserving pairwise correlations inherent in data, resulting in deeper and more expressive GCNs. Specifically, inspired by the spectral analysis of multilayer GCN in [8], we derive a new spectrum prior for \(L\) to robustify the model expressiveness against over-smoothing. Given empirical covariance matrix \(C\) computed from observable data, we formulate a sparse graph learning problem combining the graphical lasso (GLASSO) objective [13] with the new spectrum prior, which can be solved efficiently using a variant of block coordinate descent (BCD) [14]. Moreover, we optimize the weight parameter trading off the GLASSO objective with the spectrum prior, based on observable data smoothness with respect to (w.r.t.) the original graph learned without spectrum manipulation.

Compared with competing schemes [8, 9], by directly optimizing the spectrum we avoid random dropping of strong correlation edges, and thus enhance prediction accuracy for regression and classification tasks. Moreover, the designed spectrum prior considers the overall eigenvalue distribution rather than the eigen-gap alone, which is more effective in preserving GCN expressiveness. Different

\(^1\)The relationship between convergence rate and eigen-gap of a matrix is found also in Perron-Frobenius theorem for a discrete-time Markov chain [11] and the power iteration method in numerical linear algebra [12].

\(^2\)A dominant eigenvalue is the largest eigenvalue in magnitude.
from graph learning algorithms in [13, 15–18] that compute a most likely sparse inverse covariance matrix (interpreted as a generalized graph Laplacian matrix), we additionally incorporate the spectrum prior to combat over-smoothing towards deeper GCNs.

The learned graph is normalized and used for supervised GCN training. Experiments show that our proposal produced deeper GCN models with improved performance compared to existing schemes [6–9]. We summarize our contributions as follows.

1. We design a new spectrum prior for graph Laplacian to robustify GCN expressiveness against over-smoothing based on a spectral analysis of multilayer GCN output.
2. We formulate a sparse graph learning problem incorporating the proposed spectrum prior, solved efficiently to preserve pairwise correlation while promoting a desirable spectrum.
3. We optimize the weight parameter, trading off the GLASSO objective with the new spectrum prior, for optimal performance in different learning tasks.

2. PRELIMINARIES

2.1. Notations

An undirected weighted graph \( G(\mathcal{V}, \mathcal{E}, \mathbf{W}) \) is defined by a set of \( N \) nodes \( \mathcal{V} = \{1, \ldots, N\} \), edges \( \mathcal{E} = \{(i, j)\} \), and a symmetric adjacency matrix \( \mathbf{W} \). \( W_{i,j} \in \mathbb{R} \) is the edge weight if \( (i, j) \in \mathcal{E} \), and \( W_{i,j} = 0 \) otherwise. Self-loops may exist, in which case \( W_{i,i} \in \mathbb{R} \) is the weight of the self-loop for node \( i \). Diagonal degree matrix \( \mathbf{D} \) has diagonal entries \( D_{i,i} = \sum_{j} W_{i,j}, \forall i \). A combinatorial graph Laplacian matrix \( \mathbf{L} = \mathbf{D} - \mathbf{W} \), which is positive semi-definite (PSD) for a positive graph [19]. If self-loops exist, then the generalized graph Laplacian matrix \( \mathbf{L} \), defined as \( \mathbf{L} = \mathbf{D} - \mathbf{W} + \text{diag}(\mathbf{W}) \), is typically used.

2.2. Vanilla GCN

For a given graph \( G(\mathcal{V}, \mathcal{E}, \mathbf{W}) \), a GCN [1] associated with \( G \) is defined as follows. Denote by \( \mathbf{W} \triangleq \mathbf{W} + \mathbf{I} \) and \( \mathbf{D} \triangleq \mathbf{D} + \mathbf{I} \) the adjacency and degree matrices augmented with self-loops, respectively. The augmented normalized Laplacian [20] is defined by \( \mathbf{L} \triangleq \mathbf{I} - \mathbf{D}^{-1/2} \mathbf{W} \mathbf{D}^{-1/2} \), and we set \( \mathbf{P} \triangleq \mathbf{I} - \mathbf{L} \). Let \( L, C \subseteq \mathbb{R}^n \) be the layer and channel sizes, respectively. With weights \( \Theta(t) \in \mathbb{R}^{C \times C} \), \( t \in \{1, \ldots, L\} \), the GCN is defined by \( \mathbf{f} = f_L \circ \cdots \circ f_1 \) where \( f_t : \mathbb{R}^{N \times C} \rightarrow \mathbb{R}^{N \times C} \) is defined by \( f_t(\mathbf{X}) \triangleq \sigma(\mathbf{P} \mathbf{X} \Theta(t)) \), where \( \sigma \) denotes the nonlinear activation operator ReLU.

3. SPECTRAL ANALYSIS

Based on the spectral analysis of multilayer GCN output in [8], we discuss the motivation of sparse graph learning with a spectrum prior to alleviate over-smoothing and induce deeper GCNs. First, we show that the convergence of GCN output to a low-dimensional invariant subspace is characterized by the graph spectrum. To robustify model expressiveness, we propose a linear spectrum prior, which will be incorporated into a sparse graph learning algorithm in the sequel.

3.1. Oversmoothing in Multilayer GCN

As defined in Sec.2.2, for a multilayer GCN model associated with \( G \), each layer \( f_t(\mathbf{X}) \triangleq \sigma(\mathbf{P} \mathbf{X} \Theta(t)) \) consists of three basic operators: the graph operator \( \mathbf{P} \), the filter \( \Theta(t) \), and the activation \( \sigma \). As proved in [8], each of the three operators leads to a decrease of the distance between the output of \( t \)-th layer \( \mathbf{X}^{(t)} \) and the invariant subspace \( \mathcal{M} \). Here, we focus on the graph operator \( \mathbf{P} \), which is determined by the graph topology.

Specifically, denote by \( \{v_1, \ldots, v_N\} \) the orthonormal eigenvectors of \( \mathbf{P} \) corresponding to eigenvalues \( \lambda_1 \leq \cdots \leq \lambda_N \). Suppose \( \mathcal{G} \) has \( M \) connected components. Then, we have \( \lambda \triangleq \max_{n=1,\ldots,M-1} |\lambda_n| < 1 \) and \( \lambda_{N-M+1} = \cdots = \lambda_N = 1 \). We can then uniquely write \( \mathbf{X} \in \mathbb{R}^{N \times C} \) as \( \mathbf{X} = \sum_{n=1}^{N-M+1} v_n \otimes w_n \), where \( w_1, \ldots, w_m \in \mathbb{R}^C \) are the coefficients w.r.t. the basis \( \{v_1, \ldots, v_N\} \), and \( \otimes \) is the Kronecker product. When applying the operator \( \mathbf{P} \) to \( \mathbf{X} \), the distance to the invariance space \( \mathcal{M} \) is given by

\[
d_{\mathcal{M}}^2(\mathbf{P} \mathbf{X}) = \sum_{n=1}^{N-M} \lambda_n |w_n|^2 \leq \sum_{n=1}^{N-M} \lambda_n^2 |w_n|^2 = \lambda^2 d_{\mathcal{M}}^2(\mathbf{X}),
\]

which shows that the graph operator \( \mathbf{P} \) reduces the distance to the invariance space \( \mathcal{M} \) at a rate characterized by the graph spectrum \( \lambda_n \) for \( n \in \{1, \ldots, N-M\} \).

3.2. Spectrum Prior to Alleviate Over-smoothing

For given coefficients \( \{w_1, \ldots, w_{N-M}\} \), to slow down the convergence to \( \mathcal{M} \), the eigenvalues should be optimized as

\[
\max \lambda_1,\ldots,\lambda_{N-M} \sum_{n=1}^{N-M} \lambda_n \leq |w_n|^2, \text{s.t. } -1 < \lambda_1 \leq \cdots \leq \lambda_{N-M} < 1,
\]

where the objective depends on the spectrum of \( \mathbf{P} \) and the coefficient \( w_n \) of feature \( X \). To derive a spectrum prior as a function of \( \mathbf{L} \), we relate \( \lambda_n \) and \( w_n \) to the spectrum property of \( \mathbf{L} \) as follows.

First, \( \mathbf{L} \) is obtained from \( \mathbf{L} \) via normalization to ensure \( \mathbf{P} \) has eigenvalues in the range \([-1, 1]\). Instead of using the normalization in [1], we adopt the following procedure to derive a linear spectrum prior for \( \mathbf{L} \). Let \( 0 \leq \mu_1 \leq \cdots \leq \mu_N \) be the eigenvalues of \( \mu_1 \mathbf{L} \) is subtracted from \( \mathbf{L} \), i.e., \( \mathbf{L}_0 = \mathbf{L} - \mu_1 \mathbf{L}_0 \), so that the smallest eigenvalue of \( \mathbf{L}_0 \) is 0, and correspondingly the largest eigenvalue of \( \mathbf{P} \) is 1. Then, \( \mathbf{L}_0 \) is scaled as

\[
\mathbf{L}_{\text{norm}} = \frac{2}{\mu_{\text{max}}} \mathbf{L}_0, \quad \mathbf{P} = \mathbf{I} - \mathbf{L}_{\text{norm}},
\]

where \( \mu_{\text{max}} > \mu_N \) is set to ensure that the eigenvalues of \( \mathbf{L}_{\text{norm}} \) are in the range \([0, 2]\). Thus,

\[
\lambda_n = 1 - 2(\mu_{N-n+1} - \mu_1)/\mu_{\text{max}},
\]

where \( \mu_{N-n+1} \) has index \( N-n+1 \) because the eigenvalues of \( \mathbf{P} \) and \( \mathbf{L} \) have reverse orders. Moreover, from the procedure above we can see \( \mathbf{P} \) and \( \mathbf{L} \) share the same eigen-basis. Thus, the coefficient \( u_n \) of \( \mathbf{X} \) w.r.t. the eigen-basis of \( \mathbf{L} \) is given as \( u_n = u_{N-n+1} \).

Next, to examine \( u_n \), we assume that the model of \( \mathbf{X} \) is a Gaussian Markov Random Field (GMRF) [21] w.r.t. \( G \), with covariance matrix \( \Sigma^{-1} = \mathbf{L} + \delta \mathbf{I} \), where \( \delta \) is interpreted as the variance of the DC component for \( \mathbf{X} \). The expected energy of \( \|u_n\|^2 \) is \( E[\|u_n\|^2] = 1/(\delta + \mu_n) \) [23]. With \( \delta = 0 \), the objective (3) becomes

\[
\max_{\mu_{M+1},\ldots,\mu_N} \sum_{n=M+1}^{N} (1 - \frac{2}{\mu_{\text{max}}}(\mu_n - \mu_1))^2 / \mu_n,
\]

which can be further simplified to

\[
\max_{\mu_{M+1},\ldots,\mu_N} \sum_{n=M+1}^{N} (1 + \frac{2\mu_1}{\mu_{\text{max}}} / \mu_n + \frac{2}{\mu_{\text{max}}} \mu_n)
\]
and the objective function decreases monotonically when \( \mu_n < \frac{\mu_{\text{max}} + \mu_1}{2} \). By setting \( \mu_{\text{max}} \geq 2(\mu_N - \mu_1) \), the objective becomes \( \min_{\mu_1, \ldots, \mu_M} \frac{1}{2} \sum_{n=M+1}^{N} \mu_n \). To avoid expensive eigen-decomposition, we include \( \mu_1, \ldots, \mu_M \) in the objective whose values do not affect the optimization, then the objective is further simplified to \( \min_{\mu} \| \mu \|_1 \), where \( \mu = [\mu_1, \ldots, \mu_N] \).

In summary, assuming the model of \( X \) is a GMRF specified by \( L \) with eigenvalues \( 0 \leq \mu_1 \leq \cdots \leq \mu_N \), \( \mu = [\mu_1, \ldots, \mu_N] \), convergence to the invariant space \( M \) is slowed down via

\[
\min_L \| \mu \|_1, \quad (8)
\]

where \( \mu_{\text{max}} \geq 2(\mu_N - \mu_1) \) for \( L \) normalization to produce \( P \).

### Relation to Weight Scaling Scheme in [8]

Based on the upper-bound of \( d_S^2(PX) \) in (2), [8] proved that, with initial value \( X^0 \), \( d_M(X^{(i)}) \) satisfies \( d_M(X^{(i)}) \leq (s\lambda)^i d_M(X^0) \), where \( s := \sup_{l=1,\ldots,L} s_l \) and \( s_l \) is the maximum singular value of \( \Theta_l \). In particular, \( d_M(X^{(i)}) \) exponentially converges to 0 if \( s\lambda < 1 \). Hence, [8] proposed to normalize the weight \( \Theta^{(i)} \) so that \( s_l\lambda > 1 \) in order to slow down the convergence to the invariant subspace.

However, since the eigenvalues of \( P \) are generally different from \( \lambda \), the upper bound of \( d_S^2(PX) \) in (2) is so loose that the weight scaling scheme proposed in [8] has limited effect in avoiding over-smoothing. In contrast, our proposed spectrum prior in (8) considers the entire spectrum instead of only the second largest \( \lambda \), leading to improved performance as validated in our experiments.

### 4. Sparse Graph Learning with Spectrum Prior for GCN Training

In this section, we propose a new sparse graph learning algorithm using the proposed graph spectrum prior. Further, we design a measure to optimally trade off pairwise correlation preservation with the spectrum prior, based on smoothness of observable data on the original graph learned without spectrum manipulation.

#### 4.1. Problem Formulation

We incorporate the spectrum prior in (8) into the GLASSO formulation [13], resulting in the following graph learning objective:

\[
\min_{L \succeq 0} \text{Tr}(L\hat{C}) - \log \det L + \rho \| L \|_1 + \sigma \text{Tr}(L), \quad (9)
\]

where the spectrum prior is \( \text{Tr}(L) = \| \mu \|_1 \). Note that \( \det L \) is the product of eigenvalues, while \( \text{Tr}(L) \) is the sum of eigenvalues. \( \hat{C} \) is the input empirical covariance matrix computed from observable data, \( \rho > 0 \) is a shrinkage parameter for the \( \ell_1 \)-norm of \( L \), and \( \sigma \) is the weight for spectrum prior. Next, we discuss the computation of \( \sigma \) to trade off the GLASSO objective with the spectrum prior.

#### 4.2. Computing Tradeoff Parameter \( \sigma \)

Based on the smoothness of the observable data \( F \in \mathbb{R}^{N \times K} \) on the original graph learned given \( C \) without spectrum manipulation, we determine weight \( \sigma \) in (9) to trade off preservation of pairwise correlation inherent in \( C \) with alleviation of over-smoothing. The idea is the following: if data \( F \) is smooth w.r.t. the original GLASSO output \( L \) without spectrum prior \( (\sigma = 0) \), then \( F \) has energy mostly in the invariant subspace \( \mathcal{M}_0 \) spanned by the eigenvector of the lowest frequency. That means convergence to \( \mathcal{M}_0 \) has little impact on prediction accuracy, and hence the spectrum prior can be removed, i.e., \( \sigma = 0 \). Otherwise, the spectrum prior should be assigned higher weight to slow down convergence.

To quantify signal smoothness, given the original GLASSO output \( L \), we define the measure using a variant of the quadratic graph Laplacian regularizer (GLR) [24], i.e.,

\[
M_L(F) = \frac{\text{Tr}(F^\top \hat{L} F)}{\mu_N \text{Tr}(F^\top F)}, \quad (10)
\]

which measures the smoothness of the data w.r.t. graph specified by \( L \), normalized by the signal energy. \( \mu_N \) is the largest eigenvalue of \( L \), used here to normalize \( M_L(F) \) to the range \([0, 1] \).

Weight \( \sigma \) should increase monotonically with \( M_L(F) \) in \([0, 1] \), and thus we set \( \sigma \) to be a scaled and shifted logit function [25]:

\[
\sigma = \ln \left( \frac{1 + M_L(F)}{1 - M_L(F)} \right). \quad (11)
\]

We see that when \( M_L(F) \) is small, \( \sigma \) is small, and when \( M_L(F) \) approaches 1, \( \sigma \) approaches infinity.

### 4.3. Algorithm Design

Given computed \( \sigma \) and the objective in (9), we design an algorithm as summarized in Algorithm 1. We call the algorithm Sparse Graph Learning with Spectrum Prior for GCN, named SGL-GCN.

By combining \( \text{Tr}(L\hat{C}) \) and \( \sigma \text{Tr}(L) \) as \( \text{Tr}(L(\hat{C} + \sigma I)) \), we solve (9) iteratively using a variant of the block coordinate descent (BCD) algorithm [14]. Specifically, similarly done in [18], we solve the dual of GLASSO as follows. First, note that the \( \ell_1 \)-norm in (9) can be written as

\[
\| L \|_1 = \max_{\| U \|_\infty \leq 1} \text{Tr}(LU) \quad (12)
\]

where \( \| U \|_\infty \) is the maximum absolute value element of the symmetric matrix \( U \). The dual problem of GLASSO that seeks an estimated covariance matrix \( C = L^{-1} \) can now be written as

\[
\min_C - \log det C, \quad \text{s.t.} \quad \| C - (C + \sigma I) \|_\infty \leq \rho. \quad (13)
\]

To solve (13), we update one row-column pair of \( C \) in (13) in each iteration following optimization procedure in [15].

In summary, our algorithm to solve (9) is as follows. We minimize the GLASSO terms in (9) by solving its dual (13)—iteratively updating one row / column of \( C \) at a time. We repeat these two steps till convergence. Note that both steps are computed using covariance \( C \) directly, and thus inversion to graph Laplacian \( L = C^{-1} \) is not necessary until convergence, when we output a solution.

---

**Algorithm 1** Sparse Graph Learning with Spectrum Prior for GCN

**Require**: Empirical covariance matrix \( C \), observable data \( F \)

**Ensure**: Graph operator \( P \) for GCN model

1. Obtain the original GLASSO output \( L \) given \( C \) with \( \sigma = 0 \) via graph learning algorithm described in Sec 4.3.
2. Compute the weight value \( \sigma \) given \( L \) and \( F \).
3. Obtain the sparse graph learning output \( L \) incorporating GLASSO objective and spectrum prior via algorithm in Sec 4.3.
4. Normalize \( L \) with (4) to produce \( P \).
5. Use \( P \) for GCN training.

---

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
5. EXPERIMENTS

We conducted experiments to validate our graph learning proposal that alleviates over-smoothing and improves prediction accuracy by comparing against recent proposals, including DropEdge [9], Oono’s scheme [8], GCNII [6] and Geom-GCN [7].

5.1. Dataset and Experiment Settings

For regression, we used the METR-LA dataset [26] containing traffic speed data in four months (from March 1st 2012 to June 30th 2012) from 207 sensors in the Los Angeles County. The sensors sampled the speed data every 5 minutes. Our task is to predict the current traffic speed using historical speed data in the past 50 minutes as the input feature. We randomly sampled 70% data for training, 20% for validation, and 10% for testing. The empirical covariance $\mathbf{C}$ was computed using all the observations in the training data.

For node classification, we used Cornell, Texas, and Wisconsin datasets, which are from the WebKB dataset [7]. These datasets are web networks, where nodes and edges represent web pages and hyperlinks, respectively. The feature of each node is the bag-of-words representation of the corresponding page. We followed the experimental setting in [7] for node classification. $\mathbf{C}$ was the inverse of the graph Laplacian constructed using node feature similarity. In particular, we constructed K-NN graph ($K = 10$), with edge weights computed as $w_{ij} = \exp(-||\mathbf{f}_i - \mathbf{f}_j||^2/\gamma^2)$ ($\gamma = 5$), where $\mathbf{f}_i$ is the feature for node $i$.

For graph learning, sparsity parameter $\rho$ in (9) was set to $10^{-4}$. For normalization of $\mathbf{L}$, $\mu_{\text{max}} = 11$ for METR-LA and $\mu_{\text{max}} = 1$ for Web-KB. GCN training was implemented in PyTorch and optimized by Adam [27] with initial learning rate set to 0.01 and weight decay set to $5 \times 10^{-5}$. Our GCN model was consisted of $L$ GCN blocks ($L = [1, 10]$) and two linear layers.

5.2. Validation of Weight Computation

To validate the proposed measure to compute $\sigma$, we set $\sigma \in \{0, 1e1, 1e-3\}$ and compared against the value computed via our proposed scheme, which was 0.0038 for METR-LA dataset. Fig. 1 shows the results for GCN training using graph Laplacian matrices learned with different $\sigma$. Large $\sigma$, e.g. $1e1$, mitigated over-smoothing of the GCN model and achieved larger optimal layer number (7), but the learned graph deviated too far from $\mathbf{C}$ and failed to achieve small MSE. On the other hand, small $\sigma$, e.g. $1e-3$ quickly reduced the MSE with few layers (2), but could not reduce MSE with more layers due to over-smoothing. Meanwhile, our proposed scheme with $\sigma = 3.8e-3$ achieved the lowest MSE, indicating the importance of choosing an appropriate weight $\sigma$.

Table 1. MSE results ($\times 10^{-3}$) of META-LA dataset with different layer size of GCN models using different schemes.

| Methods            | 2 layers | 4 layers | 8 layers |
|--------------------|----------|----------|----------|
| GCN [1]            | 10.76    | 11.81    | 17.38    |
| DropEdge [9]       | 10.79    | 12.25    | 17.72    |
| Oono’s [8]         | 10.79    | 11.89    | 17.32    |
| SGL-GCN w/o spectrum | 9.43   | 9.52     | 10.05    |
| SGL-GCN            | 9.38     | 9.33     | 9.70     |

5.3. Comparison with State-of-the-Art Methods

We compared our method with competing schemes DropEdge [9] and Oono’s scheme [8] for traffic prediction task, and additionally included GCNII [6] and Geom-GCN [7] for node classification. The most related schemes are DropEdge and Oono’s method which modify graph topologies for GCN training. We used the same experimental settings for DropEdge with drop rate $p = 0.3$ and Oono’s weight scaling with default $s_0 = 1$. For Geom-GCN, three variants were included using different embedding methods, i.e., Isomap (Geom-GCN-I), Poincare (Geom-GCN-P), and struc2vec (Geom-GCN-S).

For our proposal, $\sigma = 0.9661, 0.9147$ for Wisconsin, Texas, and Cornell datasets, respectively.

The resulting MSE of META-LA dataset are shown in Table 1, where the optimal results are highlighted in bold font. We observe that our method had better performance in terms of slowing down over-smoothing and achieving higher prediction accuracy. Specifically, DropEdge achieved its best result at the second layer with MSE 0.0107, while our method increased the optimal layer number to 4 and achieved lower MSE 0.0093. Moreover, by removing the spectrum prior in our proposal, i.e., SGL-GCN w/o spectrum in Table 1, the performance was degraded, validating the effectiveness of the spectrum prior.

For the test accuracy of WebKB dataset are shown in Table 2. We selected the performance of the optimal layer number for each scheme. We see that our proposal outperformed the state-of-the-art methods in all three datasets. Comparing with DropEdge and Oono’s, we increased the accuracy by more than 20%, which clearly shows the importance of explicit spectrum optimization.

Table 2. Test accuracy (%) of WebKB dataset for different schemes.

| Methods                        | Wisconsin | Texas | Cornell |
|--------------------------------|-----------|-------|---------|
| GCN [1]                        | 45.88     | 52.16 | 52.7    |
| Dropedge [9]                   | 61.62     | 57.84 | 50.2    |
| Oono’s [8]                     | 53.92     | 58.92 | 61.08   |
| Geom-GCN-I [7]                 | 58.24     | 57.58 | 56.76   |
| Geom-GCN-P [7]                 | 64.12     | 67.57 | 60.81   |
| Geom-GCN-S [7]                 | 56.67     | 59.73 | 55.68   |
| GCNII [6]                      | 81.57     | 77.84 | 76.49   |
| SGL-GCN w/o spectrum           | 82.35     | 78.11 | 80.00   |
| SGL-GCN                        | 85.69     | 82.70 | 82.97   |

6. CONCLUSION

We propose a sparse graph learning algorithm with a new spectrum prior to alleviate the over-smoothing problem of GCN while preserving pairwise correlations inherent in data. Specifically, a new spectrum prior is designed to robustify the GCN expressiveness against over-smoothing, which is combined with the GLASSO objective for efficient sparse graph learning. The tradeoff between the fidelity term and spectrum prior is balanced with the proposed measure that quantifies the data smoothness on the graph learned without spectrum manipulation. Compared to competing schemes, our proposal produced deeper GCNs with improved performance.
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