Predicting COVID-19 Infected Individuals in a Defined Population from Wastewater RNA Data
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ABSTRACT: Wastewater surveillance of SARS-CoV-2 RNA has become an important tool for tracking the presence of the virus and serving as an early indicator for the onset of rapid transmission. Nevertheless, wastewater data are still not commonly used to predict the number of infected individuals in a sewershed. The main objective of this study was to calibrate a susceptible-exposed-infected-recovered (SEIR) model using RNA copy rates in sewage (i.e., gene copies per liter times flow rate) and the number of SARS-CoV-2 saliva-test-positive infected individuals in a university student population that was subject to repeated weekly testing during the Spring 2021 semester. A strong correlation was observed between the RNA copy rates and the number of infected individuals. The parameter in the SEIR model that had the largest impact on calibration was the maximum shedding rate, resulting in a mean value of 7.72 log\textsubscript{10} genome copies per gram of feces. Regressing the saliva-test-positive infected individuals on predictions from the SEIR model based on the RNA copy rates yielded a slope of 0.87 (SE = 0.11), which is statistically consistent with a 1:1 relationship between the two. These findings demonstrate that wastewater surveillance of SARS-CoV-2 can be used to estimate the number of infected individuals in a sewershed.
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INTRODUCTION

Over the course of the Coronavirus Disease 2019 (COVID-19) pandemic, wastewater-based epidemiology (WBE) has been implemented as a tool to monitor community disease incidence at hundreds of locations. WBE measures the concentration of Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) RNA fragments in wastewater.\textsuperscript{1} Compared to clinical testing, WBE surveillance can be faster and more cost-effective as a long-term monitoring strategy at the community level.\textsuperscript{2}

There are three primary applications of WBE for COVID-19.\textsuperscript{3} The first is as a qualitative indicator of SARS-CoV-2 presence or absence.\textsuperscript{3} SARS-CoV-2 RNA copies detected in wastewater tend to increase prior to a surge in clinical cases, thus serving as a leading indicator of community disease burden. For a specific community, an increase in viral RNA copies can then signal the need for more widespread clinical testing. To date, WBE has been employed in many venues ranging from small-scale communities, such as hospitals, nursing homes, airlines, and college campuses, to larger-scale populations, such as large towns and cities.\textsuperscript{4–13}

The second application is as a quantitative estimate of disease prevalence and trends\textsuperscript{3} and requires an assumption about the appropriate lag or lead time that maximizes the correlation between wastewater SARS-CoV-2 RNA concentrations and reported COVID-19 cases. However, lead times vary on the basis of numerous factors including fecal shedding rates, disease time course, testing access and processing time, and attitudes toward seeking healthcare. Therefore, rather than a precise leading indicator of disease prevalence, this application may be better interpreted as an independent measure of population-level disease prevalence.\textsuperscript{14}

The third application is to estimate rapid changes in disease incidence.\textsuperscript{3} Identifying “bursts” of disease in places such as long-term care facilities, hospitals, and college campuses is valuable for determining when to increase clinical testing. This application is more complex because it goes beyond detecting presence/absence or identifying trends over several weeks.
instead aiming to quantify changes in trends over a matter of
days. The challenge for validating this approach is obtaining a
gold standard of the “true” incidence of infection compared to
the predicted incidence from WBE.

Despite significant advances that have been made to reap the
benefits associated with WBE for managing the COVID-19
pandemic, further refinements are needed to fully exploit this
tool. The prevailing view of many in this field, supported by
the U.S. Centers for Disease Control and Prevention, is that
the large number of variables that impact the correlation
between a wastewater concentration and the number of infected
individuals mean that WBE data cannot be used to predict the
number of infected individuals in a sewershed.15

Despite the challenges posed by uncertainty in the parameters
needed to make robust estimates of disease prevalence using
wastewater surveillance (e.g., the impact of dilution from
stormwater runoff), models are available for making predictions
that account for this uncertainty.

We have previously developed and published a susceptible-
exposed-infectious-recovered (SEIR) model for estimating
numbers of infected in a sewershed based on RNA copy
rates in wastewater, as opposed to concentrations.16 Using
copy rates (i.e., RNA copies per liter times flow rates)
overcomes the problems associated with using concentrations
alone and is more direct than methods such as concentration
normalization using fecal indicators.17 When the SEIR model
was published, however, we had a limited amount of data that
we could use for calibration purposes, due to a limited amount
of clinical testing data. Following implementation of a
comprehensive clinical testing strategy,18 an opportunity
came available to perform a more robust level of calibration
using a unique data set from Clemson University. During the
Spring 2021 semester (1/6/21 to 5/6/21), Clemson
University’s mandatory testing strategy required all students,
faculty, and staff to be tested for COVID-19 weekly as a
condition for accessing university buildings. Individuals who
tested positive were not allowed to access the campus for 10
days. Students who lived in dormitories were allowed to isolate
for this period on campus. The University’s wastewater
treatment plant services almost exclusively the campus;
therefore, the only individuals contributing SARS-CoV-2 to
the campus wastewater were a known population of infected
students. The main objective of this study was to calibrate the
SEIR model using the RNA copy rates in the sewage and the
number of infected students identified through weekly personal
testing.

Several WBE studies have reported known numbers of
infected individuals. A number of these studies were performed
on college campuses and correlated SARS-CoV-2 RNA
concentrations to reported cases.19–23 Of these, Karbikheyan
et al.19 provided a model to quantitatively link RNA
concentrations to numbers of cases. They employed an infinite
impulse response filter with wastewater signal as an input.
However, their model is time dependent, limiting its broad
applicability. Here, we validate the time-independent SEIR
model that may be used to predict the number of infected
individuals in a sewershed based on SARS-CoV-2 RNA copy
rates in wastewater.

During the period when this study was performed, the Alpha
(B.1.1.7), Beta (B.1.351), and Gamma (P.1) variants of
concern (VOC) became prevalent in the US. It was unclear at
the time whether these variants changed the shedding rate of
the virus. Thus, a second objective of this study was to
determine the impact of the VOCs on the SEIR model,
presumably via changes in the shedding rate.

METHODS

Individual Testing and Isolation Data. Beginning on
January 1, 2021, Clemson University required all students and
employees, regardless of vaccination status, to be tested for
COVID-19 on a weekly basis as a condition for access to
university buildings. Individuals came to a centralized facility
where saliva samples (~1 mL per person) were collected in 50
mL centrifuge tubes. The tubes were taken daily to the on-
campus clinical lab (CLIA number 42D2193465) where a
diagnostic RT-qPCR test was performed to determine whether
an individual was positive for COVID-19.24 The TigerSaliva
multiplex RT-qPCR test targets the N gene of SARS-CoV2 for
diagnosis;25 it is a version of the EUA-approved SalivaDirect
protocol.25 Details of the methods are available elsewhere.24–28
Briefly, saliva is heat treated to 95 °C for 30 min. Then, 2 μL of
sample are loaded using open-source sample handlers
(OpenBios OT-2) into prepared plates with enzyme mix
(New England Biolabs M3006B, M3002B), primers, and
probes. The assay measures the N1 sequence of SARS-CoV-2
(nCOV_N1 forward primer: Integrated DNA Technologies
(IDT) 10006830, reverse primer IDT 10006831, probe IDT
10006832) and uses Hs_RPP30 as a human control gene
(RNase P forward primer: IDT 10006836, reverse primer IDT
10006837, probe IDT 10007062). The plates are loaded into
standard thermocycler (Bio-Rad CFX 384) systems. From the
standard curve, a Ct of 33 on the assay is equivalent to 1 viral
copy per microliter.

Students and employees who tested positive and resided off-
campus were required to isolate for 10 days prior to returning
to campus. Students who tested positive and resided on
campus were given the option of isolating on campus or
moving to an off-campus location. Those who opted to stay on
campus were presumed to be the only contributors to the virus
in the campus wastewater. The implications of this assumption
are discussed in the section on Limitations. Inconclusive results
comprised ~0.2% of all the saliva samples analyzed. Individuals
who received an inconclusive result were advised to be
retested; most did within 2 days because their campus access
status was turned off if they did not retest.

To track students who entered into isolation and quarantine,
a management system consisting of several software
components, including Atlassian Jira, was utilized to facilitate
housing workflows. Atlassian Jira has been used in similar
applications by others.29 Internally developed applications
were used for COVID-19 test result processing, case reporting,
isolation and quarantine management, and contact tracing
(Supporting Information, Figure S1). When a student tested
positive, the following processes were implemented: (1)
Medical personnel were notified of the positive result, the
duration of isolation was established, and temporary on-
campus room space was offered to the student; (2) when a
student required space on campus to isolate, medical personnel
notified housing administrators; (3) housing personnel
coordinated room space for the students, either in-place, on-
campus, or at off-campus locations. Students were allowed to
check out early to isolate at their homes or in complete
isolation in the provided campus space; (4) when isolation was
completed, medical personnel notified the student and housing
administrators; and (5) once cleared from isolation, students
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who had isolated in campus space checked out of their temporary arrangements.

Isolation records were maintained to manage this process, including the following data: isolation start date, isolation end date, the date the student’s stay was completed, and the location of the stay. The data for on-campus isolation duration were obtained by querying the date housing administrators were notified and the date a student’s stay was completed at locations on campus. The complete data set is provided in the Supporting Information (Table S1). Ethical review for this study was obtained by the Institutional Review Board of Clemson University (IRB # 2021-043-02).

**Wastewater Testing.** The Clemson University campus is serviced by its own wastewater treatment plant, with a rated capacity of 1.8 million gallons per day (6.8 $\times$ 10$^6$ L/d). The campus has dormitory space for $\sim$7000 students. The treatment plant handles that flow along with flow generated by students who live off-campus ($\sim$18 000), faculty ($\sim$1400), and staff ($\sim$3500) who visit the campus on a daily basis. Wastewater flow data for the period of this study are in the Supporting Information (Table S2). The average time for sewage to reach the treatment plant was assumed to be 1.1 h, on the basis of the residence times cited in Kapo et al.$^{30}$ for systems with flow rates of about 3.8 $\times$ 10$^6$ L per day.

Composite samples (500 mL collected in new, factory-clean Nalgene bottles) were collected two times per week (Monday → Tuesday and Wednesday → Thursday) and shipped overnight on ice to SiREM Laboratory (Knoxville, TN) for quantification of SARS-CoV-2 using RT-qPCR of the N and S protein genes and a target in the ORF 1ab region of the viral genome (the exact sequence of the targets is held as proprietary by Thermo Fisher). Sample quality and integrity was maintained through the use of location dedicated sampling equipment, single use factory clean items including gloves, sealable plastic bags, and new bottles opened only to receive the wastewater samples. Precautions against cross contamination between samples shipped to the lab included using wastewater samples, killed virus-free bottles and packing each bottle in a separate sealable polyethylene bag so that a leaking or broken bottle would not contaminate other bottles in the same shipment. Upon receipt at the lab, each sample container (cooler), each plastic bag, and each bottle was decontaminated from outside to minimize cross contamination of the sample as well as incidental exposure to the virus by lab staff. SARS-CoV-2 contamination arising from laboratory procedures was evaluated with each RT-qPCR run by including control tests of PCR reagents and blank samples processed along with the actual samples. SARS-CoV-2 RNA was not detected in the blank control samples.

Positive controls included N-gene amplifications to confirm the performance of the RT-qPCR reagents and to check the instrument calibration. Briefly, all RT-qPCR wastewater samples were spiked with bacteriophage MS2 RNA to confirm the RT-qPCR reaction ran without interference from wastewater components that may have carried through the virus recovery and RNA extraction process to affect the RT-qPCR reaction. Interferences were occasionally observed, meaning MS2 did not amplify as expected. Corrective actions such as rerunning the sample at a 2-fold dilution often eliminated the interference such that MS2 amplified as expected. This corrective action doubled the detection limit but allowed the reporting of results in most cases where interferences were noted. The typical detection limit was 370 copies L$_{-1}$. Additional details on the protocol are presented in McMahan et al.$^{16}$ including quality assurance/quality control.

The data reported in this study cover the Spring 2021 semester (January 1 to May 6, 2021). Individual testing was also required throughout the Summer and Fall 2021 semesters. However, the concentration of the virus in the campus wastewater was close to or below detection during the Summer of 2021 and only went above 2 $\times$ 10$^6$ copies per liter once during the Fall 2021 semester, so that data were not useful for the purposes of this study.

Starting in January, samples from the Clemson diagnostic lab were sequenced to measure the prevalence of different variants in the clinical tests.$^{31}$ Beginning with the March 2, 2021 samples, SiREM estimated the relative quantity of VOCs using RT-qPCR targeting specific S gene mutation sites. The assay targeted the N501Y and A580D mutation sites. Alpha (B.1.1.7) has both mutations while Beta (B1.351) and Gamma (P.1) have the N501Y but not the A580D mutation. Thus, this assay cannot distinguish between Beta and Gamma strains. Results were reported as a percentage of the total virus (e.g., percent Alpha and percent combined Beta and Gamma). Details on the methodology for quantifying the variants are provided in the Supporting Information.

**SEIR Modeling and Correlation to the Infected Population.** The wastewater RNA copy rates (i.e., 24 h flow rate times the SARS-CoV-2 copies per liter in the composite samples) were aligned with the output of the SEIR model described by McMahan et al.$^{16}$ Both the SEIR model and the copy rates are summarized in the Supporting Information. Of the various parameters used in the model, calibration for this study focused on the mean of the distribution ($\mu$) that governs the log$_{10}$ maximum RNA copies per gram of feces being shed per person (denoted $\phi_i$ in McMahan et al.$^{16}$). To calibrate, the SEIR model was run at a grid of candidate log$_{10}$ values ranging from 7.3 to 7.9, and each of these values was used to predict the number of infected individuals. These predictions were then aligned with the smoothed wastewater RNA levels (see below), and the sum of the squared errors between them was computed for every considered value of $\mu$. The calibrated value of $\mu$ was chosen to be the value that minimized the sum of the squared errors.

Assuming each gene copy corresponds to a single virus with an average mass of 1 fg$^{-1}$ (i.e., 10$^{-15}$ g), the copy rate can be converted to a mass rate. Mass rate is the terminology used in our prior description of the SEIR model$^{16}$ while in this study, we used the more direct descriptor of copy rate.

Measuring the RNA copy rate in wastewater is an inherently error-prone process that is highly variable. Thus, to reduce the variability in the raw wastewater measurements, we viewed the wastewater measurements collected during the Spring 2021 semester as a time-series ordered by date of collection, and we fit a B-spline model to these data, treating time as the independent variable. In fitting this model, the degree of the splines was set to three, and we explored the use of different interior knot sets. In particular, we considered a sequence of knot sets of increasing cardinalities with knot placement being governed by the default settings of the bs(.) function in the spline package in R. The final model, which was identified according to the Bayesian Information Criterion (BIC), made use of one interior knot.

The data received from positive COVID-19 tests and students entering isolation were adjusted to account for the variability in the raw wastewater measurements, we viewed the wastewater measurements collected during the Spring 2021 semester as a time-series ordered by date of collection, and we fit a B-spline model to these data, treating time as the independent variable. In fitting this model, the degree of the splines was set to three, and we explored the use of different interior knot sets. In particular, we considered a sequence of knot sets of increasing cardinalities with knot placement being governed by the default settings of the bs(.) function in the spline package in R. The final model, which was identified according to the Bayesian Information Criterion (BIC), made use of one interior knot.

The data received from positive COVID-19 tests and students entering isolation were adjusted to account for the
fact that individuals become and test positive on different days. In particular, the vast majority of the population under study was being tested weekly. Thus, if an individual tested positive at a given time, the point of contracting COVID-19 for that individual would have to be on one of the days between the current and the previous testing period. To account for this, we used a multiple imputation approach, i.e., we assigned, at random, a day between the two testing periods for each individual testing positive as the day that they contracted SARS-CoV-2. We then compiled a daily time series of the number of infected individuals residing on campus. To reduce variability associated with random assignments, this process was repeated 500 times, and the resulting 500 time series of case counts were subsequently averaged at a daily level, yielding a daily adjusted estimate of the number of infected individuals (Supporting Information, Figure S2).

**RESULTS AND DISCUSSION**

Regression models. To examine the relationship between the RNA copy rates and the adjusted number of saliva-test-positive infected individuals in the University’s sewershed, we fit a linear regression model to these data (Table S2). The first three time points (January 6, 11, and 13) were removed because individual testing had not yet ramped up to cover all students (resulting in underestimates of the number of infected individuals in comparison to predictions from the wastewater RNA copy rates). Removing the first three time points resulted in a regression model with an $R^2$ value of 0.63 ($p = 5.54 \times 10^{-7}$) for the observed RNA copy rates in the wastewater (Figure 1A).

Results for smoothing the wastewater RNA copy rates using a B-spline model are shown in Figure 2. The variable nature of the observed RNA copy rates is apparent. For example, the sample collected on January 18 had the lowest RNA copy rate observed in January, yet the sampling period directly before (January 13) and after (January 20) saw two of the highest RNA copy rates collected throughout the Spring semester. This feature highlights the need to denoise the observed RNA copy rates to reveal a general trend via the proposed smoothing procedure. The maximum absolute difference between the observed and smoothed values was $0.25 \times 10^{12}$ copies per day (January 18) followed by $0.20 \times 10^{12}$ copies per day (April 22). The median absolute difference between the observed and smoothed values was $0.06 \times 10^{12}$ copies per day. The correlation between the smoothed RNA copy rates and the adjusted number of saliva-test-positive infected individuals improved to 0.84 ($R^2$ value of 0.71; $p = 2.14 \times 10^{-8}$) (Figure 1B).

The adjusted number of saliva-test-positive infected individuals contributing virus to the wastewater and the smoothed RNA copy rates for data from January 18, 2021 to May 6, 2021 were used to calibrate the SEIR model. The parameter in the SEIR model that had the largest impact on the calibration was the maximum shedding rate. Presumably most of the shedding that ends up in wastewater is attributable to feces, although other sources (e.g., respiratory fluids and urine) have been identified. The model presented in McMahan et al. used a $\log_{10}$ value of 7.6 genome copies per gram of feces ($gc/g$-feces), based on data from Wölfel et al. Schmitz et al. more recently reported a mean fecal shedding rate based on the N1 gene of 7.30 $\pm$ 0.67 $log_{10}$ gc/g-feces. Using a grid of candidate values ranging from 7.3 to 7.9, the sum of the squared errors between the predicted and adjusted number of saliva-test-positive infected individuals was computed for every considered value of $\mu$, which was minimized at a $log_{10}$ value of 7.72. To further validate that the proposed calibration scheme rendered a reasonable value for $\mu$, we predicted the number of infected individuals based on the smoothed wastewater RNA copy rates and then regressed these on the adjusted number of infected individuals. The $R^2$ from this model fit is 0.71, with a slope of 0.87 ($SE = 0.11; p = 2.14 \times 10^{-8}$) (Figure 3). The 95% confidence interval for this slope (0.65–1.09) indicates that a 1:1 relationship between the adjusted number of saliva-test-positive infected individuals is statistically supported; a perfect relationship would have a slope of 1. After calibrating $\mu$, similar calibration
Experiments were run on the other parameters in the SEIR model, including the viral load 20 days after the maximum, the time to reach the maximum viral load, the travel time of the sewage in the collection system, and the decay rate of the virus in the collection system. These results provided no evidence to suggest that the original settings for these parameters were incorrectly specified (Supporting Information, Table S3).

Because the timing of when a student became infected and when they tested positive could be different by as many as 6 days, we estimated the number of infected individuals on campus stochastically by randomly assigning a day between the two testing periods for each individual testing positive as the day that they became infected with SARS-CoV-2. Other assignment schemes (i.e., including individuals becoming infected one to six days in advance of entering isolation) were investigated and led to no appreciable differences in the results (Supporting Information, Table S4).

The calibrated SEIR model provides further evidence that copy rates of SARS-CoV-2 RNA in wastewater can be used to make robust estimates of the number of infected individuals in a sewershed. By so doing, the value of WBE is elevated beyond providing information on presence or absence, or early warnings for an impending increase in reported cases. Having an estimate of the number of infected individuals will assist policymakers in deciding where limited supplies of clinical testing can be most effectively deployed. It also provides information on the magnitude of underreporting, which is often related to inadequate testing, testing hesitancy, etc. Because the SEIR model is publicly available, users have an opportunity to calibrate it for conditions unique to their sewershed. The goal of this work is to move wastewater surveillance out of the realm of qualitative use toward a more quantitative tool that can better inform public health policy.

The conditions for this study approached ideal, in the sense that the population of individuals shedding viral RNA into the sewershed and the wastewater characteristics (i.e., flow rate and RNA concentrations) were well-defined. Students, faculty, and staff who lived off campus were prevented from accessing campus buildings unless they had a negative PCR test. For the most part, visitors were not allowed in campus buildings and there were no large sporting events during the times when wastewater samples were collected. In communities with more transient populations (e.g., tourists), it will be more challenging to relate the wastewater data to the number of infected individuals residing in the sewershed. Nevertheless, it should be possible to capture additional complexities in the SEIR model. This validation and calibration study is inherently stochastic, due to the imputation steps used to estimate the number of infected individuals and the stochastic nature of the SEIR model used to predict the infected population via RNA copy rates. For the purposes of reproducibility, the results presented herein were obtained after setting the seed (123456) of R’s random number generator.

**COVID Variants.** Wastewater samples were evaluated for VOCs from March 2, 2021, through May 6, 2021. The Alpha variant was first detected on March 23, 2021 and 11 more times through May 6, 2021. The percentage of the Alpha variant ranged from 13% to 100% on two occasions (4/6/21 and 4/13/21) and remained above 13% until the total virus concentration went below detection on May 11, 2021. The Beta/Gamma variants were detected on four occasions starting on April 22, 2021, ranging from 9% to 41%. As with the Alpha variant, the Beta/Gamma variants continued to be detected until the total virus concentration went below detection on May 11, 2021.
in the diagnostic lab, the first Alpha cases were detected on February 22 and March 1, 2021.10 Over the next 3 weeks, the number of Alpha cases increased rapidly. On the date the Alpha variant was detected in the wastewater, Alpha cases made up 45% of the diagnosed cases in the lab. The Alpha variant represented about half of all the diagnosed cases in March (49.5%) and April (50.2%). Only four cases of the Beta variant were detected: One case of the Beta variant was found on January 20, 2021, and three cases were found between March and April. The first cases of the Gamma variant were detected in the lab on March 20, 2021 and represented about 10.5% of the diagnosed cases in March and 31.5% of the cases in April. On the day that the variant was detected in wastewater, the Gamma variant made up 44% of the samples diagnosed that day in the lab.

In Figures 1 and 3, the presence of variants detected in this study (i.e., at least 25% of the total virus concentration) is indicated by the closed circles. The approximately equal distribution of these data above and below the best fit lines suggests that individuals infected with the Alpha and Beta/Gamma variants shed the virus at similar rates to the original virus. To explore this relationship more formally, we fit a regression model to the observed RNA copy rates entering time, a period indicator, and an interaction between time and the period indicator. To capture the potential differences across the two sampling periods defined by the presence/absence of the Alpha and Beta/Gamma variants, the period indicator was defined to take a value of 1 if the sample was collected on or after March 23, 2021 and 0 otherwise. Specifying the time indicator (and interaction term) in this fashion allowed the regression model to have different slopes and intercepts over the two sampling periods, while providing a way to assess whether this is necessary through examining the significance of the period indicator and the interaction term. If either of these were significant then there would be evidence that the shedding rate differed across the two sampling periods. In fitting this model, we found that both the indicator and the interaction term were insignificant with p-values of 0.73 and 0.31, respectively. Thus, there was no evidence that the shedding rates of these two variants differ from that of the original. Additional studies are needed to determine if this assessment holds for other communities. It is yet to be determined if a similar pattern emerges for other variants, including Omicron.

Limitations. A primary limitation of this work is the uncertainty that exists in the available data. Namely, here, we assume that through Clemson University’s mandatory testing program we have been able to identify all individuals who contracted COVID-19 and that infected individuals obeyed isolation protocols, i.e., faculty, staff, and off campus students remained off campus for 10 days following testing positive. Moreover, we assume that visitors to the university did not contribute to the viral load. Both of these assumptions are unverifiable. However, on the basis of available records, we estimate that testing compliance for individuals residing on campus was greater than 90% for the majority of the study period. Thus, it is unlikely that the university’s testing program failed to detect a significant number of individuals who contracted COVID-19 and subsequently contributed to the sewershed. Moreover, given the various protocols and measures put in place (e.g., denying entry, via removing identification card access, into campus facilities due to failure to comply with testing protocols), we find it highly unlikely that nonresidential individuals, who were infected with COVID-19, contributed significantly to the university’s sewershed. Violations of these assumptions would lead to the under estimation of the number of active COVID-19 cases by the proposed model.

Another potential limitation in future studies aimed at estimating COVID-19 prevalence using wastewater surveillance exists in the potential confounding that could be associated with a partially vaccinated population. That is, it is possible that vaccinated individuals who become infected would shed the virus at different rates than unvaccinated individuals. However, on the basis of available vaccination records, we found that only eight individuals residing on campus tested positive after being vaccinated during the study period. Moreover, there were only 35 instances of such an event in the entire population participating in Clemson University’s testing program. Thus, we do not believe that uncertainties due to vaccination pose a limitation to the current study.

We have not yet evaluated the generalizability of the proposed model to other sewersheds. The population under study here consists primarily of 18–21 year-old college students who contributed to a relatively closed sewershed. Moreover, the retention time in the sewershed is approximately 1.1 h; considerably longer times are associated with larger collections systems.39 Due to potential differences in demographics and infrastructure, our calibrated model might not generalize to other settings. However, given the necessary data, the proposed model could be recalibrated to account for shedding differences across demographics and different infrastructure according to the strategy outlined above. This could be done with existing data as long as a measure of disease burden is available that could be used to unbiasedly estimate daily case counts which could then be aligned to wastewater assessments.

Finally, the sampling protocol used here requires the sampling device to take a sample of wastewater every 15 min during a 24 h period. Given the dynamics of a sewershed, it is easy to see that measuring RNA copy rates in this manner can result in variability/measurement error, as indicated in Figure 2. These sources of variability could possibly be mitigated through alternative sampling strategies. For example, taking replicate samples during a 24 h period and taking 24 h samples more frequently during the study period.

CONCLUSIONS

An SEIR model was calibrated using the copy rate of SARS-CoV-2 RNA in wastewater to predict the number of infected individuals in a sewershed. A strong correlation was observed between the copy rates and a defined population of infected individuals who were the only known contributors of the virus to the Clemson University sewershed during the Spring 2021 semester. Using data from weekly testing of all students, the number of infected individuals shedding the virus into the campus sewershed was adjusted to account for the fact that individuals become and test positive on different days. The correlation was further improved by smoothing the wastewater RNA copy rates using a B-spline model. The parameter in the SEIR model that had the largest impact on calibration was the maximum shedding rate, resulting in a value of $7.72 \log_{10}$ gc/g feces. Regressing the adjusted number of saliva-test-positive infected individuals on the SEIR model-predicted number of infected individuals based on the smoothed RNA copy rates...
yielded a slope of 0.87 (SE = 0.11), indicating that a 1:1 relationship between the two was statistically supported. This outcome suggests that wastewater surveillance of SARS-CoV-2 can be applied more quantitatively than current policy indicates is appropriate. During the Spring semester, wastewater testing indicated that the Alpha and Beta/Gamma variants became the dominant form of the virus, which was consistent with the SARS-CoV-2 sequencing performed on the clinical diagnostic samples from the university lab. An analysis relating the adjusted number of saliva-test-positive infected individuals to RNA copy rates over the two time periods suggests that the shedding rates for these variants were not different from the shedding rate of the native virus.
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