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Figure 1. We present an interactive 3D object selection method from neural volumetric representations (e.g., MPIs \cite{43} or NeRFs \cite{33}). \textcolor{blue}{Blue}/\textcolor{red}{Red} scribbles denote foreground/background. Please view with Adobe Acrobat or KDE Okular to see animations.

Abstract

We introduce an approach for selecting objects in neural volumetric 3D representations, such as multi-plane images (MPI) and neural radiance fields (NeRF). Our approach takes a set of foreground and background 2D user scribbles in one view and automatically estimates a 3D segmentation of the desired object, which can be rendered into novel views. To achieve this result, we propose a novel voxel feature embedding that incorporates the neural volumetric 3D representation and multi-view image features from all input views. To evaluate our approach, we introduce a new dataset of human-provided segmentation masks for depicted objects in real-world multi-view scene captures. We show that our approach out-performs strong baselines, including 2D segmentation and 3D segmentation approaches adapted to our task.

1. Introduction

Object selection is an important task in an artist’s workflow. With the growth of 3D photography, there is a need to support a suite of editing operations, such as object selection, that are readily available for 2D photographs. In this work, we consider object selection in neural volumetric 3D representations. Neural volumetric 3D representations—explicitly via Multi-plane Images (MPI) \cite{43} or implicitly via Neural Radiance Fields (NeRF) \cite{33}—recover a remarkably accurate 3D representation of a scene from a given set of multi-view images. These representations have been shown to be particularly useful for novel-view synthesis \cite{6,24,33,48,52,55}, as this is the task that they are trained for. However, beyond just visualizing the same scene from a novel viewpoint, often we want to create a 3D reconstruction of an object so that we can extract it, and place it in a different context. There is, of course, substantial research in automatic object segmentation. However, user-driven methods, e.g., Photoshop, remain the most common means, as which object to select is fundamentally a high-level decision. Similar user-driven methods for 3D object segmentation are particularly important for augmented and virtual reality (AR/VR) applications, e.g., if one wants to composite a selected object into a new scene, apply a filter to a selected object, remove a selected object, or share a real-world object with friends in an AR/VR environment.

While user-driven segmentation for 2D images has been studied for decades \cite{1,11,34,40}, very little is known about how segmentation would work in those novel 3D scene representations. Specifically, for image segmentation, early works focus on energy minimization with graph cuts \cite{4}, different forms of user interactions \cite{4,17,35,39}, and ways...
to obtain better object priors [14, 45]. More recently, research has focused on encoding object priors with deep nets [23, 26–28, 49].

Naively applying these techniques to the set of images that are used to capture neural volumetric 3D representations is sub-optimal. For example, simply transferring user interactions like scribbles from one image to another using a known camera transformation may fail to cover the intended object because of occlusions. Similarly, transferring an appearance model learned on one image to all remaining images is challenging because of appearance and lighting changes. Asking a user to interact with all images requires an interface that may not be intuitive or require excessive work, and furthermore may produce a segmentation that is not view-consistent.

For those reasons, novel user-driven 3D segmentation techniques are warranted. We propose a novel voxel feature embedding that incorporates discretized features from the neural volumetric 3D representation and image features from all input views. Formally, we first project user interactions in the form of 2D scribbles from a reference image to sparse 3D locations using the reconstructed scene. We then learn a 3D object representation model that incorporates image features from all views via a developed multi-view feature embedding. We use these features to directly segment the object in the volumetric 3D scene representation and apply a post-processing step to remove outliers. The extracted 3D object can subsequently be viewed from different directions, as visualized in Fig. 1.

We evaluate the proposed method on real world samples from the LLFF [32], Shiny [48], and NeRF-real360 [33] data. As shown in Fig. 1, despite very few scribbles on a single reference image, the proposed method recovers an accurate 3D model of the object of interest and retains fine details (e.g., the ribs of the dinosaur in row 1). To study quantitatively, we obtained annotations using a professional service. Our method out-performs 2D and 3D interactive segmentation baselines by a margin on all benchmarks.

In summary, we present the first method for user-driven 3D object selection targeting recent neural volumetric reconstruction. We show that a pre-trained network to embed multi-view features produces a more robust selection method than applying existing interactive 3D segmentation methods. For evaluation, we contribute a set of high-quality ground-truth annotations on three real-world datasets.

2. Related work

**2D interactive segmentation** approaches include binary object segmentation or alpha matting, which aim to estimate the proportion of two colors mixing to form a boundary. Early matting work goes back to the 1980s [1, 11] and the 1990s [34, 40]. Subsequent improvements like GrabCut [39] used a global energy minimization and popularized a simplification of the challenging matting task: first, estimate a “hard” segmentation; second, use border matting to compute alpha around a small strip at the boundary. A global energy minimization for interactive object segmentation has been used before by Boykov and Jolly [4] for object segmentation. Different forms of user input have been studied for interactive segmentation, including contours [17, 35], bounding boxes [39] and strokes [3, 4, 9, 13, 14, 21, 36, 37, 45, 46].

Beyond different user interactions, follow-up work has also focused on improving the energy function employed in the work by Boykov and Jolly [4] and GrabCut [39]. For example, Grady [13] studied random walks for speed-up and Veksler [45] and Gulshan et al. [14] introduced shape priors to incorporate more expressive object information.

More recently, more expressive object information has been incorporated via deep nets [23, 26–28, 49]. For instance, given user input, Xu et al. [49] finetune fully connected nets (FCNs), the output of which is then used in a graph-cut formulation. Subsequent work refined the predictions by incorporating diversity or attention [23, 26–28].

Different from the aforementioned works, we operate in a 3D volume rather than in image space. This setup requires developing a multi-view feature embedding which transforms scribbles from image space to volume space, and a pipeline that involves a 3D segmentation network, as well as a 3D graph-cut based post-processing step.

**3D interactive segmentation** is particularly common in the medical community. Indeed early image segmentation techniques were often developed with medical image segmentation in mind [4, 13]. Extending energy minimization techniques to 3D volumes proved to be challenging, necessitating various forms of improvements [13] to cope with increased memory requirements. Deep learning based techniques have been adopted more recently [25, 47], having the goal to capture object priors more accurately. Our focus is on visual realism instead of medical structure segmentation.

**Image-based rendering (IBR)** has a long history in computer graphics and computer vision [8], just like interactive segmentation. Image-based rendering aims to render novel views directly from input images and can be broadly categorized into methods which use geometry explicitly, methods which use geometry implicitly, and methods which do not use geometry at all. Classical techniques based on explicit geometry are texture-mapped models. Layered depth images (LDIs) [42], lumigraphs [5], flow-based [8], and tensor-based methods [2] implicitly use geometry, while light-field methods [20] try to avoid using geometry. Hybrid methods [10] have also long been studied.

More recently deep nets have been used for image-based rendering. Among the most widely used techniques are neural radiance fields (NeRF) [33] and multi-plane images (MPI) [55]. Both have in common that they aim to extract from a given set of images a volumetric representation of
volume rendering. We find a classical 3D graph-cut solution for interactive object segmentation, often failing or requiring frequent scene-specific parameter tuning. To address this failure, we propose a robust and expressive voxel feature embedding that incorporates multiview features from the neural volumetric 3D representation and from image features from all input views. We find this feature representation allows us to train a simple yet accurate classifier, which can then be refined with a small amount of post-processing via graph-cuts.

Overview. Our method operates on a discretized 3D volume \( V = \{v_p\} \) where \( v_p \in \mathbb{R}^C \) is the \( C \)-dimensional voxel feature embedding representing color and transparency of each 3D voxel location \( p \in \mathbb{R}^3 \). Given a set of 2D foreground and background scribbles in one specific view, we train a 3D segmentation network

\[
    f_\theta(v_p) : \mathbb{R}^C \rightarrow [0, 1],
\]

which predicts the foreground probability of each voxel \( p \) and which has learnable parameters \( \theta \). We first illustrate the voxel features, which are composed of a new feature derived from the multi-view input training images, its appearance as predicted by the IBR model (e.g., color, density, and maybe view-directional components), and the location of the voxel (§ 3.1). We then introduce the 3D segmentation network \( f_\theta \) (§ 3.2). Lastly, we introduce the post-processing refinement (§ 3.3). We illustrate the overall method in Fig. 2.

3. Approach

Given a set of multi-view images of a scene, the corresponding 3D volumetric representation, and a pair of 2D scribbles indicating the foreground and background in one specific view (which we refer to as the reference view), our goal is to segment the foreground object in the 3D volumetric representation. In this paper, we use 3D volumetric representations discretized from neural IBR models, i.e., MPI and NeRF, due to their high quality view-synthesis results.

This problem is challenging as user-provided 2D scribbles need to first be translated to sparse and possibly inaccurate 3D annotations. Equally important, the neural 3D volume representation of IBR models is often noisy as its geometry is never explicitly supervised during training. Instead, the volume is learned in an implicit manner through differentiable volume rendering. We find a classical 3D graph-cut solution struggles with these neural 3D volumetric representations, often failing or requiring frequent scene-specific parameter tuning. To address this failure, we propose a robust and expressive voxel feature embedding that incorporates multiview features from the neural volumetric 3D representation and from image features from all input views. We find this feature representation allows us to train a simple yet accurate classifier, which can then be refined with a small amount of post-processing via graph-cuts.

Overview. Our method operates on a discretized 3D volume \( V = \{v_p\} \) where \( v_p \in \mathbb{R}^C \) is the \( C \)-dimensional voxel feature embedding representing color and transparency of each 3D voxel location \( p \in \mathbb{R}^3 \). Given a set of 2D foreground and background scribbles in one specific view, we train a 3D segmentation network

\[
    f_\theta(v_p) : \mathbb{R}^C \rightarrow [0, 1],
\]

which predicts the foreground probability of each voxel \( p \) and which has learnable parameters \( \theta \). We first illustrate the voxel features, which are composed of a new feature derived from the multi-view input training images, its appearance as predicted by the IBR model (e.g., color, density, and maybe view-directional components), and the location of the voxel (§ 3.1). We then introduce the 3D segmentation network \( f_\theta \) (§ 3.2). Lastly, we introduce the post-processing refinement (§ 3.3). We illustrate the overall method in Fig. 2.

3.1. Voxel feature embedding

To conduct 3D segmentation with only sparse and noisy 3D supervision, we need an expressive voxel representation that captures both 3D location and appearance information. We develop a novel representation \( v_p \) for each voxel \( p \) in the volume, which is the concatenation of three features,

\[
    v_p = [v_p^{MVS}; v_p^{IBR}; v_p^{XYZ}],
\]

where \( v_p^{MVS} \) is our novel multi-view image feature embedding, \( v_p^{IBR} \) are discretized features extracted from IBR models, and \( v_p^{XYZ} \) is a 3D positional encoding. We illustrate the process to obtain the features in the yellow colored region of Fig. 2 and discuss it next.

3
Multi-view image features $v_{p}^{MVS}$. The multi-view image features $v_{p}^{MVS}$ encode appearance information from the observed views. We find this information to be particularly useful for user-driven segmentation. This is intuitive when considering the three limitations of features that are extracted from only an IBR volume: 1) features extracted from an IBR volume are particularly noisy since the geometry is learned implicitly through differentiable volume rendering and never explicitly supervised. They further degrade during discretization; 2) IBR volume voxels encode limited neighborhood information; and 3) IBR volume representations are learned to model appearance, which might be sub-optimal for recognition tasks. To address these three limitations, we develop the multi-view image feature $v_{p}^{MVS}$ inspired by recent deep multi-view stereo (MVS) methods [6, 51]. Specifically, we encode multi-view images into the reference view using the following three steps:

- **2D feature extraction**: for a multi-view image set $\{I_i\}_{i=1}^M$, where $M$ denotes the number of available views, a pre-trained 2D convolutional neural network (CNN) is used to extract image features $\{G_i\}_{i=1}^M$ for each image $i$.
- **Cost-volume construction**: using the known camera intrinsic and extrinsic parameters $\{K_i, R_i, t_i\}_{i=1}^M$, the extracted 2D feature maps $\{G_i\}_{i=1}^M$ can be warped onto multiple 3D planes oriented fronto-parallel to the reference view $r \in \{1, \ldots, M\}$, and their agreement can be recorded in a plane-sweep cost volume. Let $(u, v)$ be a pixel location in the reference view $r$ and $H_{i \rightarrow r}(z)$ be a $3 \times 3$ homography matrix that projects a 2D homogeneous point in view $i$ to the plane at depth $z$ of reference view $r$. We obtain the warped feature map $G_{i \rightarrow r,z}$ by applying the homography matrix to the pixel locations of the feature map $G_i$ for view $i$,

$$G_{i \rightarrow r,z}(u, v) = G_i(H_{i \rightarrow r}(z)(u, v, 1)^T).$$

If $n_z$ is the principal axis of the reference camera $r$, then the homography $H_{i \rightarrow r}$ is:

$$H_{i \rightarrow r}(z) = K_i R_i \left( I - \frac{(t_r - t_i)n_z^T}{z} \right) R_i^T K_r.$$ (4)

We then aggregate the projected features from the $M$ plane-sweep volumes into a single cost-volume via

$$G_{r,z}(u, v) = \text{Var}_{i \in \{1, \ldots, M\}}(G_{i \rightarrow r,z}(u, v)), $$

where $\text{Var}(\cdot)$ calculates the variance of the features over the $M$ feature maps. We calculate the variance as it explicitly measures the feature difference from multiple views, which has been validated to out-perform baselines calculating the features’ mean [51]. The computed visual feature variance serves as a good indicator for probable surface locations and hence greatly informs the 3D segmentation.

- **Feature computation**: the computed cost-volume is often noisy due to occlusions or non-Lambertian reflectance. Therefore, we further refine it using a 3D U-Net [38]. Concretely, we compute the final feature volume via

$$v_{MVS}^{(i)} = g_{\omega}(G_r),$$

Neural voxel features $v_{p}^{IBR}$. We also extract voxel features from the neural IBR volume. To study the robustness and generalizability of our method, we use two recent IBR models: MPI and NeRF. An MPI is naturally a discretized volume for 3D scenes and we use the MPI variant NeX [48] here. In contrast, a NeRF is an implicit continuous neural representation and cannot be directly used. We hence adopt the PlenOctrees [52] discretization which is an octree-based representation that supports real-time rendering without compromising photometric quality. PlenOctrees convert a NeRF model to a regular volume of size $512^3$. For the obtained volumes, both NeX and PlenOctrees leverage spherical basis functions for modeling the color information via

$$c_p(d) = \sum_{l \in \{1, \ldots, N\}} k_l^p H^l(d),$$

where $c_p(d) \in \mathbb{R}^3$ is the color of voxel $p$ from view direction $d$, $k_l^p \in \mathbb{R}^3$ for voxel $p$ are RGB coefficients, $H^l(d)$ is a view-dependent basis function, and $l \in \{1, \ldots, N\}$ is the basis function index. In addition, each voxel also stores one transparency value which we refer to as $\xi_p$ (e.g., alpha-transparency in an MPI and density in a NeRF). The neural IBR feature is constructed as,

$$v_{p}^{IBR} = [\xi_p, k_1^p, \ldots, k_N^p],$$

where $[\cdot]$ denotes concatenation. Note that this feature is independent of the viewing direction $d$.

Positional voxel features $v_{p}^{XYZ}$. In addition to the multi-view image features, we also extract a positional encoding of the voxel location. For each voxel, we project its $(x, y)$ location to a 40-dimensional feature vector using a positional encoding [33], and similarly its $z$ location to a 16-dimensional feature vector. In total, for each voxel we obtain a 56 dimensional feature vector $v_{p}^{XYZ}$.

3.2 3D segmentation network

Given the voxel representation $v_p \in \mathbb{R}^C$ detailed in § 3.1, we use a 3-layer MLP as the segmentation network $f_0$ to predict the foreground probability.

As user input is provided in the form of 2D scribbles on the reference view, to obtain training labels, we first lift the 2D foreground and background scribbles to 3D using the known camera pose. For this lifting, we define a 3D ray for each pixel and compute the intersecting 3D surface-voxel as the first voxel on the ray with accumulated transmittance.
lower than $\gamma = 0.01$. This step yields an “expected depth” for each ray, which permits to assign to the corresponding voxel either a foreground or a background label. Our network is then trained for binary classification using a standard binary cross-entropy loss. This process is illustrated in the blue colored region of Fig. 2.

### 3.3. Post-processing

Since the 3D segmentation network (§ 3.2) is trained with limited supervision (sparse scribbles), the final prediction on the entire volume is occasionally noisy. There are two main causes for the noise: 1) **floaters**: these errors are generally isolated and far from the foreground scribbles in 3D space; and 2) **incompleteness**: surface voxels are predicted incorrectly if their appearance differs significantly from the foreground scribbles, even though these voxels are very close to the foreground scribbles in 3D space. The reason for these errors is that the classifier processes each voxel independently, i.e., neighborhood correlations are not considered.

To address this issue, we apply a distance field-based 3D graph-cut for post-processing. Note, the neural volumetric representations are often of high resolution, which graph-cut fails to process due to memory and computational limitations. To ensure fast inference, we operate in a down-sampled and truncated volume space and upsample the segmentation afterwards. Truncation removes planes that are unlikely to contain the object of interest. We down-sample the volume by $4 \times 4 \times 1$ on the XY-plane and truncate to 20 planes. Note that our initial 3D segmentation is in the original high-resolution volume.

We design the following energy function for 3D segmentation. As before, let $\rho$ be a voxel in the 3D volume and $\mathcal{N} \subseteq |\mathcal{Y}| \times |\mathcal{Y}|$ be a neighborhood system on the volume (we adopt a 6-connected neighborhood). We seek to infer the foreground/background label $y_\rho \in \{0, 1\}$ of each voxel $\rho$. Let the unary term $\phi_\rho$ indicate how likely a voxel $\rho$ belongs to foreground or background and the pairwise term $\psi_{\rho,q}$ capture the correlation between voxel $\rho$ and its neighboring voxel $q$. We minimize the sum of unary and pairwise terms,

$$ E = \sum_{\rho \in \mathcal{P}} \phi_\rho(y_\rho) + \alpha \sum_{\rho, q \in \mathcal{N}} \psi_{\rho,q}(y_\rho, y_q), $$

where $\alpha$ is a scalar balancing weight. We depict this process in the green colored region of Fig. 2.

The unary term is based on our network prediction and input scribbles, i.e.,

$$ \phi_\rho(y_\rho) = \omega_1 \phi_\rho^c(y_\rho) + \omega_2 \phi_\rho^d(y_\rho). $$

Here, the first term relies on the segmentation network output and is formulated as

$$ \phi_\rho^c(y_\rho) = \begin{cases} f_\theta(v_\rho) & \text{if } y_\rho = 1 \\ 1 - f_\theta(v_\rho) & \text{if } y_\rho = 0 \end{cases}, $$

which is the probability that a voxel $\rho$ belongs to category $y_\rho$. The second term $\phi_\rho^d$ is based on a distance-field of voxel $\rho$ to the input scribbles. Formally,

$$ \phi_\rho^d(y_\rho) = \begin{cases} \min_{q \in \mathcal{F}} \text{Dist}(p, q) & \text{if } y_\rho = 1 \\ \min_{q \in \mathcal{B}} \text{Dist}(p, q) & \text{if } y_\rho = 0 \end{cases}, $$

where $\mathcal{B}, \mathcal{F}$ are the set of 3D-projected background and foreground scribbles and Dist$(\cdot)$ is a function computing the 3D distance between two voxels.

The pairwise term $\psi_{\rho,q}$ models correlation. For instance, if the feature encoding of two voxels are similar and if both voxels are close, we expect them to be labeled similarly. This correlation is formulated via the binary term

$$ \psi_{\rho,q}(y_\rho, y_q) = |y_\rho - y_q| \cdot \text{Dist}(p, q)^{-1} \cdot \exp\left(-\frac{||v_\rho - v_q||^2}{2\sigma^2}\right), $$

where $\sigma$ is a positive scalar. This term is useful as the depth planes in the 3D volume may be irregularly spaced, e.g., inverse depth spacing is also used for real-world forward facing scenes [48].

### 4. Experiments

In this section, we introduce our experimental setup and show quantitative results, followed by ablation studies and an analysis. Lastly, we provide a qualitative comparison.

**Experimental setup.** There are three stages: 1) **training:** The classifier $f_\theta$ operates on only the features of voxels belonging to 3D-lifted scribbles, and is trained for binary classification (fg/bg). We annotate only one pair of scribbles (fg/bg) in the reference view. 2) **inference:** The trained $f_\theta$ classifies all voxels in the entire 3D volume. No scribbles are needed. 3) **evaluation:** with all voxels classified, we render the foreground voxel locations to a novel view for 2D evaluation (segmentation, photo-realism) relative to GT.

**Datasets.** We use three classical multi-view scene datasets with multiple objects. We test the MPI models on seven scenes from LLFF [32], which are front-facing real-world scenes, with 20-62 images each. We also test on four scenes from Shiny [48], which is captured in a similar manner as LLFF but contains more challenging view-dependent effects such as metallic and transparent objects. We test NeRF-based models (PlenOctrees [52]) on two real-world 360° scenes from NeRF [33] (NeRF-real360). Unfortunately, PlenOctrees does not generalize well to the front-facing datasets LLFF and Shiny due to the large scene depth range. We thus leave the task of 3D segmentation using NeRF models on front-facing scenes to future work. For all datasets, the input images are resized to a $1008 \times 756$ pixels following the common practice in novel-view synthesis [33, 48]. The camera parameters are estimated via Structure-from-Motion (SfM) using the publicly available COLMAP library [41].
We report Structural Similarity Index Measure (SSIM), Peak Signal-to-Noise Ratio (PSNR), and Learned Perceptual Im-
м измерения оценки 2D маски. Таблица 1. Сигнал/шум (PSNR), и обученная перцептуальная им.

dominante оценки. Чтобы преодолеть это соображение, мы вырезаем объекты, которые могут быть малы и мы не хотим, чтобы фон был представлен в новом виде с черным фоном. С тех пор как мы отчет о реалистичности отображаемого объекта в новом виде, мы отождествляем его с 3D объемами. Мы таким образом отображаем объекты в новом виде через объемное отображение. Нас интересует сегментация объектов в объемных представлениях, а не просто отображение новых видов.

**Scribbles.** Для оценивания, мы описываем фиксированное множество объектов (фонарь-объект) изображение, как показано в приложении Fig. A2 в слева колонке. Для каждого сцена, у нас есть пара объектов (F) и фон (B) скирдлес для изучения. Обратите внимание, что скирдлес может содержать несколько кист. Мы используем скирдлес как ввод к нашему методу. Для алгоритмов, мы проектируем эти скирдлес в тестовый вид, используя восстановленную камеру (см. детали в §3.2). Для тестирования подходимости, мы оцениваем: 1) **Graph-cut [19]**: мы используем 2D Graph-cut с единичной функцией в предложении §3.3, мы изменяем первую единичную функцию (Уравнение 11) на $\phi_p(y_p) = \min_{q \in F} \|v\_\text{IBR}^p - v\_q\|_2$ если $y_p = 1$ и $\min_{q \in B} \|v\_\text{IBR}^p - v\_q\|_2$ если $y_p = 0$.

**Evaluation annotations & criteria.** Наши уточки разработаны на 3D объектах в объемных представлениях. Однако, при отсутствии стандартной схемы, мы используем в качестве ввода 2D маски корректного объекта для реальных сцен различными IBR моделями корректно отображают 3D сцены с различным порядком. Мы предлагаем два подхода.

First, we evaluate the projected 2D mask segmentation results. For evaluation, we produce high-quality 2D annotation masks in unseen validation views for the aforementioned datasets using a professional image segmentation service. For each scene, we use an unseen validation image for annotation for evaluation. Note that the validation image view differs from the MPI reference view. Next, we render 2D foreground masks from the 3D volumetric representation in the novel view and compare to the corresponding 2D ground-truth. We report pixel classification accuracy (Acc) and foreground intersection-over-union (IoU).

Second, as our method operates on volumetric 3D representations, the segmented foreground object could be rendered to novel views through volume rendering. We thus report the photo-realistic quality of the segmented object rendered in a novel view with a black background. Since the objects could be small and we do not want the background to dominate the evaluation. To overcome this issue, we crop the foreground region on the rendered and ground-truth images using a tight bounding box around the ground-truth mask. We report Structural Similarity Index Measure (SSIM), Peak Signal-to-Noise Ratio (PSNR), and Learned Perceptual Im-

| Dataset | LLFF | Shiny |
|---------|------|-------|
| Metrics | Acc.↑ | IoU↑ | Acc.↑ | IoU↑ |
| Random  | 50.0 | 13.5 | 50.0 | 13.5 |
| Scribbles (projected) | 8.1 | 16.6 | 8.0 | 20.7 |

**2D segmentation (using projected scribbles)**

- Graph-cut [19] 88.6 59.0 86.1 48.0
- GrabCut [39] 78.1 49.0 66.2 31.1
- DeepLabV3 [7] 91.5 56.6 78.3 50.4
- DEXTR [31] 89.7 34.5 59.6 40.4
- FCA-Net [29] 88.3 62.7 87.9 58.5

**Table 1. 2D mask evaluation results.** Our method yields more accurate object selection results on both datasets.

**Scribbles.** For evaluation, we annotate a fixed set of foreground-background scribbles per image as shown in Appendix Fig. A2 left column. For each scene, we have one pair of foreground ($F$) and background ($B$) scribbles for the reference view. Note that a scribble ($F$ or $B$) may contain several strokes. We use the scribbles as the input to our method. For baselines, we project these scribbles to the testing view using the recovered camera (see details in §3.2). To test the generalizability, we ensure that the scribbles have different length and shape, sometimes covering multiple objects, e.g., ‘tools’ and ‘pasta’ in the Shiny dataset.

**Evaluation annotations & criteria.** Our goal is to accurately segment 3D objects in volumetric representations. However, there is no standard way to annotate ground-truth 3D masks for real-world scenes since different IBR models represent 3D scenes differently. We propose two ways.

First, we evaluate the projected 2D mask segmentation results. For evaluation, we produce high-quality 2D annotation masks in unseen validation views for the aforementioned three datasets using a professional image segmentation service. For each scene, one unseen validation image is annotated for evaluation. Note that the validation image view differs from the MPI reference view. Next, we render 2D foreground masks from the 3D volumetric representation in the novel view and compare to the corresponding 2D ground-truth. We report pixel classification accuracy (Acc) and foreground intersection-over-union (IoU).

Second, as our method operates on volumetric 3D representations, the segmented foreground object could be rendered to novel views through volume rendering. We thus report the photo-realistic quality of the segmented object rendered in a novel view with a black background. Since the objects could be small and we do not want the background to dominate the evaluation. To overcome this issue, we crop the foreground region on the rendered and ground-truth images using a tight bounding box around the ground-truth mask. We report Structural Similarity Index Measure (SSIM), Peak Signal-to-Noise Ratio (PSNR), and Learned Perceptual Im-

**3D segmentation**

- Graph-cut (3D) 73.6 39.4 78.3 32.4
- Ours 92.0 70.1 90.7 69.3

**Table 2. Novel-view object rendering results.** Our model renders more realistic foreground objects than 3D graph-cut.

**Age Patch-view object rendering results.** Our model renders more realistic foreground objects than 3D graph-cut.

**Baselines.** We compare to several baselines: 1) **Random**: we randomly assign pixels to the two classes with equal probability. 2) **Scribbles (proj.)**: we lift the input 2D scribbles from the reference view into 3D and find the intersecting voxels (see details in §3.2). We then project these voxels into the test image using the camera matrices. Since the projected scribbles are used as the input of baseline methods, this experiment helps to understand how accurate the scribbles are after projection. We visualize these projected scribbles in Appendix Fig. A2 right column.

Since the evaluation is conducted in 2D, we consider 2D interactive segmentation baselines. Specifically, given the input scribbles lifted to 3D and projected into the view that we have supervision for, we evaluate: 1) **Graph-cut [19]**: we use the 2D Graph-cut with the unary term proposed in LazySnapping [22] and with an exponential binary term. The exact formulation is provided in the Appendix. 2) **GrabCut [39]**: an improved version of Graph-cut based on iterative energy minimization. 3) **DeepLabV3 [7]**: we fine-tune a state-of-the-art semantic segmentation net (DeepLabV3) for binary classification using the projected scribbles. 4) **DEXTR [31]**: a pre-trained image interactive segmentation model that takes the 4 extreme points of the projected scribbles as input. 5) **FCA-Net [29]**: a pre-trained 2D interactive image segmentation model that takes user clicks as input.

In contrast to 2D baselines, we aim to achieve 3D segmentation in volumetric representations rather than simply segmenting 2D objects in novel views. As a baseline for 3D interactive segmentation, we consider **Graph-cut (3D)**. Concretely, we keep everything the same as in §3.3 except changing the first unary term (Eq. (11)) to $\phi_p(y_p) = \left\{ \begin{array}{ll} \min_{q \in F} \|v\_\text{IBR}^p - v\_q\|_2 & \text{if } y_p = 1 \\ \min_{q \in B} \|v\_\text{IBR}^p - v\_q\|_2 & \text{if } y_p = 0 \end{array} \right.$ (14)

where $v\_\text{IBR}$ is given in Eq. (2).

**Implementation details.** The input images for both MPI and NeRF are resized to 1008 × 756 resolution. Following [48,52], the MPI volume is of dimension 1156 × 1408 × 192 and the PlenOctree volume is of size 512^3. Our cost volume is of size 640 × 960 × D where D ∈ {192, 512} for MPI and PlenOctree, following MVS-Net [51]. Our classifier is implemented as a 2-layer MLP with hidden dimension 128. We train our network using the Adam optimizer with an initial learning rate of 0.001. During training, we adopt cross-validation where 10% of the scribbles’ voxels are used.
Figure 3. **Qualitative comparison.** For each scene, we show the reference view image and the input scribbles on the left. We then show the 2D mask and corresponding foreground image computed by different methods. On the right-most column, we show the ground-truth. Note that the foreground segmentation of the 2D baselines are not rendered; we apply the inferred mask to the ground truth test image.

as a validation set. Once the hyper-parameters are selected, we re-train our network with all scribbles’ voxels to obtain the final model. For the 3D graph-cut parameters, we use $w_1 = 1, w_2 = 10, \alpha = 0.1, \sigma = 1$. Please refer to Appendix § A for more implementation details.

### 4.1. Quantitative results

**2D mask evaluation.** We report the 2D mask evaluation results in Tab. 1. We observe: 1) our model achieves higher segmentation accuracy than the best-performing optimization-based 2D interactive segmentation methods (Graph-cut or Grabcut) by 11.1%/21.3% IoU on the LLFF/Shiny datasets; 2) our model also improves upon the best-performing deep learning-based 2D interactive segmentation methods (DEXTR or FCA-Net) by 7.4%/10.8% IoU; 3) the 2D supervised segmentation model (DeepLabV3) makes accurate prediction (91.5%/88.6% Acc), but has significantly lower IoU (56.6%/50.4%) than ours (70.1%/69.3%). 4) our method also out-performs the 3D graph-cut baseline since it can only operate on a down-sampled volume and is not consistent across scene-specific neural volumetric representations.

**Novel-view object rendering.** Our model segments the foreground object in 3D and thus is able to render the object in novel views. We report the rendering results in Tab. 2 where we observe that our method significantly improves upon the 3D graph-cut baseline (+0.167 SSIM/+3.37 PSNR/-0.202 LPIPS on LLFF, and +0.158 SSIM/+2.90 PSNR/-0.158 LPIPS on Shiny).

### 4.2. Ablation study
Graph-cut (3D) w/o $v^\text{MVS}_p$ w/o post-processing Full Ground-truth

**Figure 4. Visual ablation.** Our method predicts more accurate and cleaner results than 3D segmentation baselines. Both the multi-view image feature $v^\text{MVS}_p$ and the post-processing modules contribute to the final performance.

| Metrics | Acc↑ | IoU↑ |
|---------|------|------|
| w/o $v^\text{MVS}_p$ | 87.6 | 64.7 |
| w/o $v^\text{IBR}_p$ | 89.1 | 60.4 |
| w/o $v^\text{XYZ}_p$ | 85.9 | 53.2 |
| Kinetics 3D CNN | 83.2 | 53.9 |
| w/o post-proc. | 90.9 | 68.0 |
| Ours | **92.0** | **70.1** |

**Table 3. Ablation study on LLFF.**

How important is each feature? One of our contributions is the voxel feature embedding detailed in § 3.1 which consists of three different terms (Eq. (2)). We validate the effectiveness of each one of them in Tab. 3 (top section). We observe that: 1) removing the introduced multi-view image feature embedding $v^\text{MVS}_p$ hurts the performance by 5.4% IoU; 2) removing the learned feature $v^\text{IBR}_p$ hurts the performance by 9.7% IoU; 3) removing the positional encoding $v^\text{XYZ}_p$ yields the biggest IoU drop (16.9%).

How important is the 3D U-Net? In our experiments, we use the DTU [16] pre-trained 3D U-Net from Chen et al. [6] in Eq. (6). We verify the effectiveness of this pre-trained 3D U-Net by replacing it with a Kinetics [18] pre-trained 3D CNN encoder [44]. As shown in Tab. 3, replacing the U-Net hurts the results (-8.8% Acc, -16.2% IoU).

How important is the post-processing? We validate the effectiveness of post-processing in Tab. 3 where we find removing it degrades the results by 2.1% IoU.

4.3. Qualitative results

We present qualitative results in Fig. 3. Compared to both the 2D and 3D baselines, we observe our method to predict more accurate and complete foreground masks across objects. In addition, we also observe the proposed method to render foreground objects at testing views with good quality.

We further illustrate the effectiveness of the multi-view feature $v^\text{MVS}_p$ and the post-processing in Fig. 4. Our method recovers fine-grained local details (e.g., ribs) and significantly out-performs 3D graph-cut. The multi-view image feature $v^\text{MVS}_p$ helps to better isolate the foreground object and post-processing helps visual smoothness, i.e., it removes floaters.

5. Discussion

Limitations. We observe the proposed method to struggle in two main cases: 1) the final predictions still contain floaters (e.g., Fig. 3 ‘Orchids’ and ‘Giants_left’). 2) our voxel feature may not capture view-dependent effects like reflections (e.g., Fig. 3 ‘Horns_center’ foreground image). Moreover, presently, our model does not run at interactive rates. While the features can be computed off-line, the segmentation network operates on the high-resolution volume which takes about 1-3min using our un-optimized implementation. The post-processing takes another 3-5min using un-optimized code. Faster feedback would make it easier for a user to determine where to add strokes. Finally, while our selections are currently binary, producing soft alpha mattes is an interesting area for future work.

As with most creative tools, object selection for compositing applications could be used for nefarious purposes, e.g., to misinform. To combat this, we suspect that both forensics tools as well as a general increased cultural understanding of threats are needed to mitigate potential damages.

Conclusion. We present a user-driven way to segment objects in neural volumetric representations using user input on a single frame. For this, we develop robust features that can be classified accurately with a neural network. We further improve results with graph-cuts post-processing. We find the proposed method handles a variety of scenes well while scaling to high-resolution volumetric datasets. We believe that interactive segmentation in IBR volumes will be a key workflow in 3D asset generation and editing.
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Appendix

In this appendix we provide:
§ A additional implementation details of our method.
§ B: additional implementation details of the baseline methods.
§ C: additional visualization of the input and lifted scribbles.
§ D: our NeRF-based model results.
§ E: discussion of the societal impact.

A. Implementation details

A.1. Multi-view image features $v_{p}^{MVS}$

We illustrate the process of computing multi-view image features $v_{p}^{MVS}$ in Fig. A1. We first extract 2D feature maps from multi-view images using a shared CNN model. Following [6], we use 3 close-by images as the multi-view set. Using more input images of different views is potentially beneficial, which we leave to future work. We then project the computed 2D feature map into the reference view using Eq. (3) and compute the variance cost volume. To align with the MPI model used in this paper, we use the same 192 depth planes as suggested in NeX [48]. Lastly, we extract the final features $v_{p}^{MVS}$ using a 3D U-Net. All the network architectures are detailed in Tab. A1.

A.2. Post-processing

To ensure fast inference, post-processing operates in a down-sampled and truncated volume space. We down-sample the volume by $4 \times$ (half the width and height) on the XY-plane using bi-linear interpolation. Based on the projected scribbles and the inferred 3D segmentation results, we first determine the null planes along the Z-axis where no foreground scribbles/predictions are located. Then for the remaining non-empty planes, we further down-sample to 20 planes using bi-linear interpolation over the Z-axis. After post-processing, we sample the 3D volume back to its original resolution. The 3D graph-cut baseline is computed in the same way.

B. Baselines

Graph-cut (2D). We use the unary term proposed in LazySnapping [22]. Let the sets $F$ and $B$ denote the projected foreground and background scribbles. We first run K-means in the color space of these two pixel sets to get $K$ clusters. We refer to the cluster centers as $C_{k}^{B} \in \mathbb{R}^{3}$ and $C_{k}^{F} \in \mathbb{R}^{3}$ for cluster $k \in \{1, \ldots, K\}$. Then, for each pixel $p$, we compute the minimum distance from its color $c_{p} \in \mathbb{R}^{3}$ to the foreground clusters as $d_{p}^{F} = \min_{k} \|c_{p} - C_{k}^{F}\|$; and similarly

![Figure A1. Process of computing multi-view image features $v_{p}^{MVS}$.](image-url)
Table A1. Network architectures. C2D is a 2D convolutional layer, C3D is a 3D convolutional layer, CT3D is a 3D de-convolutional layer, BN is a batch-normalization layer.

\[ d_p^B = \min_k \| c_p - C_k^B \|. \] The unary term is then defined as:

\[
\phi_p(y_p) = \begin{cases} 
\phi_p(y_p = 0) = \infty & \forall p \in F \\
\phi_p(y_p = 1) = 0 & \forall p \in F \\
\phi_p(y_p = 0) = 0 & \forall p \in B \\
\phi_p(y_p = 1) = \infty & \forall p \in B \\
\frac{(1-y_p)d_p^B + y_p d_p^F}{d_p^B + d_p^F} & \text{otherwise}
\end{cases}
\]

(A1)

For the binary term, we use the exponential term

\[
\psi_{p,q}(y_p, y_q) = |y_p - y_q| \cdot \exp\left(-\frac{(y_p - y_q)^2}{\sigma}\right),
\]

(A2)

where \( \sigma \) is a balancing term which we set to 10. Practically, we find this exponential term outperforms the one proposed in the LazySnapping [22] formulation.

**GrabCut [39].** We use the GrabCut implementation provided in the OpenCV library.\(^1\) We provide the projected foreground and background scribbles as input, and use the mask segmentation mode (GC_INIT_WITH_MASK in the OpenCV library) with 10 iterations.

**DeepLabV3 [7].** We use the COCO pre-trained model with ResNet-50 backbone provided in the torchvision library.\(^2\) We fine-tune the network for binary classification using a binary-cross-entropy loss, where the positive and negative examples are the projected foreground and background voxels respectively. We train the network for 20 epochs using Adam optimizer with a learning rate of 0.0001.

**Deep Extreme Cut (DEXTR) [31].** We use the released model pre-trained on PASCAL VOC and SBD data. We compute the 4 extreme points from the projected foreground scribbles which are used as the network input.

**FCA-Net [29].** We randomly sample 100 points from the projected foreground and background scribbles respectively, and process them with a pre-trained FCA-Net (Res2Net [12] backbone). We run the baseline model 5 times and report the mean value.

---

1. https://docs.opencv.org/3.4/d8/d83/tutorial_py_grabcut.html
2. https://pytorch.org/vision/stable/models.html
C. Additional visualization of the scribbles

For completeness, we illustrate the reference image and the input scribbles, together with the test-view image and the lifted scribbles in Fig. A2.

D. NeRF results

Our method also generalize to NeRF models. We use PlenOctrees [52] to extract the discrete volumetric representation from learned NeRF networks. For our purpose, we use the NeRF-real360 dataset which contains 2 real-world 360 scenes. Following PlenOctrees [52], we use the modified NeRF models where Spherical Harmonics are used to represent color rather than RGB values. We then convert the learned NeRF network into a $512^3$ volume following the suggested PlenOctrees settings [52]. We present the qualitative results in Fig. A3 where our method correctly localizes and segments the foreground object in the scene.

E. Societal impact

In this work, we study novel-view object selection in neural volumetric representations. Our approach has the potential to positively impact applications in computer graphics and augmented reality, among them applying artistic effects on selected objects. However, our approach could also be used as a component for compositing objects into 3D scenes to create misinformation.

This research does not use human-derived data. The LLFF [32] dataset is released under the GNU General Public License v3.0. The Shiny [48] and NeRF-real 360 [33] datasets are released under MIT License. These datasets are mainly real-world scenes and do not contain offensive content or involve high-risk groups.
| Fern | Flower | Fortress | Horn_left |
|------|--------|----------|-----------|
| RGB (Ref. view) | Scribble (Ref. view) | RGB (Test view) | Proj. scribble (Test view) |

Figure A2. Examples of the original and projected scribbles on the LLFF [32] dataset (blue: foreground, red: background).
Figure A3. Qualitative results on the NeRF-real360 [33] dataset.