Analysis of lithium driven electron density peaking in FTU liquid lithium limiter experiments
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Abstract

The impact of lithium impurities on the microstability and turbulent transport characteristics in the core of a typical FTU liquid lithium limiter (LLL) (Mazzitelli et al 2011 Nucl. Fusion 51 073006) discharge during the density ramp-up phase is studied. A non-linear gyrokinetic analysis performed with GK (Peeters et al 2009 Comput. Phys. Commun. 180 2650) accompanied by a quasi-linear fluid analysis is presented. We show that a centrally peaked, high concentration lithium profile contributes to the electron peaking by reducing the outward electron flux, and that it leads to inward turbulent deuterium transport through ion flux separation.

1. Introduction

Understanding the driving mechanisms of particle flux in tokamaks is of major importance in addressing the problem of fuelling a tokamak reactor and determining the particle confinement capabilities of future fusion devices. Fusion power is proportional to the density of the fuel ions (that is, linear in both deuterium and tritium densities), a peaked density profile of these ions is therefore highly desired. At the same time, accumulation of impurities in the plasma core would lead to a deterioration of energy confinement due to radiative losses and significant dilution. It has been the focus of both experimental and theoretical efforts to find operating regimes which provide inward main ion and outward impurity particle flux.

It has been pointed out by a number of authors that the effective turbulent particle transport in magnetized fusion plasmas is determined by a delicate balance between several contributing factors [2–4]. The particle flux can be formally separated into a diffusive part explicitly proportional to the density gradient, a thermo-diffusive part proportional to the temperature gradient, and a residual term often called the particle pinch [2]. In rotating plasmas an additional term, the rotodiffusion is also taken into account [5, 6]. These contributions have been analysed in detail by both quasi-linear fluid and gyrokinetic methods in terms of their dependences on magnetic shear [7–10], magnetic curvature [2, 11], collisionality [12, 13], impurity concentration and charge number [8, 9, 11, 14–18], and whether the dominant instability driving the small scale turbulence is an ion or electron mode [2, 19–21].

In this paper we use the theoretical framework introduced in the publications above in order to understand the recent experimental observations on the Frascati Tokamak Upgrade (FTU) following the installation of a liquid lithium limiter (LLL): discharges performed with LLL exhibit significantly increased electron confinement properties and density peaking.
compared to the standard metallic limiter scenarios [22].
Similar observations have been made in various other tokamaks [23–25].

One of the possible explanations for this behaviour is that the initial high concentration of lithium impurities alters the turbulent mode spectrum and the phase difference between fluctuations and thus leads to an inward anomalous particle transport, in contrast with the metallic limiter operation (without LLL). A linear gyrokinetic analysis of the FTU-LLL discharge #30582 performed with GKW [26] using a Lorentz-type collision operator (pitch-angle scattering only) was published by Romanelli et al [27]. They obtained the stabilizing effect of the lithium ions on the main ITG modes due to dilution [11] and on ETG modes due to more effective screening of the potential fluctuations [28], and destabilization of the impurity ITG modes. They found that in the linear phase the deuterium ITG modes drive inward deuterium, electron and outward impurity flux at the early stage of the discharge. However, the direction of the transport remained unchanged when varying the density, temperature and temperature gradient of the species, and, most importantly, impurity concentration. It was therefore difficult to clarify the role of the lithium concentration in reversing the deuterium flux.

In this paper we extend the linear analysis of [27] to include scans of collisionality and impurity density gradient, and compare non-linear simulations with experimentally measured fluxes. Deuterium flux reversal between low and high impurity concentration cases in the linear simulations is found when the full collision operator is taken into account in the simulations. We also show that a centrally peaked, high concentration lithium profile is in fact responsible for the inward turbulent deuterium flux at the startup of the discharge, and that it also contributes to the electron density peaking by reducing the outward electron flux. A study by Estrada-Mila et al [15] has been investigating particle transport in a standard case using helium and tritium impurities with non-linear gyrokinetic analysis. We apply a similar approach for the analysis of this FTU discharge. The gyrokinetic analysis is complemented by a quasi-linear fluid model that contains the necessary physics of the transport remained unchanged when varying the density, temperature and temperature gradient of the species, and, most importantly, impurity concentration. It was therefore difficult to clarify the role of the lithium concentration in reversing the deuterium flux.

In this paper we extend the linear analysis of [27] to include scans of collisionality and impurity density gradient, and compare non-linear simulations with experimentally measured fluxes. Deuterium flux reversal between low and high impurity concentration cases in the linear simulations is found when the full collision operator is taken into account in the simulations. We also show that a centrally peaked, high concentration lithium profile is in fact responsible for the inward turbulent deuterium flux at the startup of the discharge, and that it also contributes to the electron density peaking by reducing the outward electron flux. A study by Estrada-Mila et al [15] has been investigating particle transport in a standard case using helium and tritium impurities with non-linear gyrokinetic analysis. We apply a similar approach for the analysis of this FTU discharge. The gyrokinetic analysis is complemented by a quasi-linear fluid model that contains the necessary physics needed to capture the main aspects of the observed particle transport. The fluid approach allows us to analyse all the eigenmodes of the system and estimate their diffusive, thermodiffusive and pinch contributions to the particle flux separately. The validity of the linear and quasi-linear analysis is confirmed by a set of non-linear gyrokinetic simulations.

The structure of the paper is as follows: In section 2 the extended linear gyrokinetic analysis is presented and the key parameters leading to deuterium flux reversal are identified. Non-linear simulation results supporting the main linear conclusions are also shown. In section 3 the fluid model is introduced and the results compared with those of the gyrokinetic analysis. Conclusions are summarized in section 4.

2. Gyrokinetic analysis

2.1. Linear analysis

The simulations have been carried out with GKW [26], a local, initial value, Eulerian gyrokinetic code. It uses a linearized Fokker–Planck collision operator consisting of pitch-angle scattering, energy scattering and friction terms [26]. The exact form of the collision operator is outlined in [29]. Energy and momentum conserving terms have not been included for these simulations since they are only important for neoclassical studies. Since FTU is not fitted with a neutral beam injection (NBI) system, the plasma rotation is typically of the order of the diamagnetic velocity. At this rotation speed centrifugal effects (implemented in GKW [30]) are not expected to affect the main ion and light impurity transport, and are not included in the present analysis.

The simulations have been performed in the good confinement region at the radius of r/a = 0.6. Two time instances are investigated, one at the startup of the discharge during the transient ramp-up phase (t = 0.3 s) characterized by Z_{eff} = n_{e}^{-1} \sum \text{species} Z_{i}^{2} = 1.93 due to the high lithium concentration (c_{Li} = n_{Li}/n_{e} = 0.15), and one in the density plateau phase at t = 0.8 s with c_{Li} = 0.01 and Z_{eff} = 1.06. Figure 1 in [27] shows the time evolution of the electron current, core and edge electron density and gas fuelling rate, as well as the electron density and temperature profiles at the two time instances.

The input parameters of the simulations are the same as in [27], reported here in table 1. The reference density is chosen to be the electron density, and the reference temperature the ion temperature. The thermal velocity is defined as v_{th,i} = \sqrt{2T_{i}/m_{i}}. The reference Larmor radius is the ion thermal Larmor radius on the magnetic axis: \rho_{\text{el}} = \rho_{i} = (m_{i}v_{th,i})/(eB_{0}). The linear simulations have been performed using 264 points along the parallel direction covering 11 instances are investigated, one at the startup of the discharge during the density ramp-up (NBI) system, the plasma rotation is typically of the order of the diamagnetic velocity. At this rotation speed centrifugal effects (implemented in GKW [30]) are not expected to affect the main ion and light impurity transport, and are not included in the present analysis.

The simulations have been performed in the good confinement region at the radius of r/a = 0.6. Two time instances are investigated, one at the startup of the discharge during the transient ramp-up phase (t = 0.3 s) characterized by Z_{eff} = n_{e}^{-1} \sum \text{species} Z_{i}^{2} = 1.93 due to the high lithium concentration (c_{Li} = n_{Li}/n_{e} = 0.15), and one in the density plateau phase at t = 0.8 s with c_{Li} = 0.01 and Z_{eff} = 1.06. Figure 1 in [27] shows the time evolution of the electron current, core and edge electron density and gas fuelling rate, as well as the electron density and temperature profiles at the two time instances.

The input parameters of the simulations are the same as in [27], reported here in table 1. The reference density is chosen to be the electron density, and the reference temperature the ion temperature. The thermal velocity is defined as v_{th,i} = \sqrt{2T_{i}/m_{i}}. The reference Larmor radius is the ion thermal Larmor radius on the magnetic axis: \rho_{\text{el}} = \rho_{i} = (m_{i}v_{th,i})/(eB_{0}). The linear simulations have been performed using 264 points along the parallel direction covering 11 periods around the torus, 10 points in magnetic moment and 36 points in parallel velocity space. A non-shifted circular geometry described in [31] has been applied.

\begin{table}
\centering
\caption{Plasma parameters used in the gyrokinetic simulations at r/a = 0.6, t_{1} = 0.3 s and t_{2} = 0.8 s, a = 0.3 m.} \label{table:parameters}
\begin{tabular}{|c|c|c|c|c|}
\hline
Species & n (10^{19} \text{m}^{-3}) & T (\text{keV}) & \mathbf{v}^{2}/n & \mathbf{v}^{2}/n \hat{n} \\
\hline
D\textsuperscript{+} & 3.21 & 0.47 & 2.14 & 0.89 \\
e\textsuperscript{−} & 6.03 & 0.57 & 3.07 & 0.89 \\
Li\textsuperscript{3+} & 0.94 & 0.47 & 2.14 & 0.89 \\
\hline
R_{\text{ref}} & 0.97 m & q = 2.76 & \hat{s} = 0.97 & v_{th,N} = 0.028 \\
\hline
D\textsuperscript{+} & 15.50 & 0.26 & 4.61 & 3.12 \\
e\textsuperscript{−} & 15.95 & 0.24 & 4.94 & 3.12 \\
Li\textsuperscript{3+} & 0.15 & 0.26 & 4.61 & 3.12 \\
R_{\text{ref}} & 0.98m & q = 2.36 & \hat{s} = 1.55 & v_{th,N} = 0.220 \\
\hline
\end{tabular}
\end{table}

2.1.1. The density ramp-up phase. The top left and right panels of figure 1 show the linear growth rate and real frequency spectra of the bi-normal modes during the density ramp-up phase of the discharge (t = 0.3 s) for two different values of collision frequencies. Simulations performed with a Lorentz-type collision operator (pitch-angle scattering only, crosses) and the full collision operator (pitch-angle scattering, energy scattering and friction terms, diamonds) are included. The collision frequencies are given in terms of the normalized ion–ion collision frequency v_{th,N} in units of v_{th,N}/\rho_{\text{el}}. The collision frequencies between the other species are calculated from v_{th,N} within the code [26]. The reference value, as

\begin{align*}
\mathbf{v}^{2}/n = \mathbf{v}^{2}/n \hat{n}
\end{align*}
determined from the measured plasma parameters, is $\nu_{ii,N} = 0.028$ (solid), and the increased value is $\nu_{ii,N} = 0.1$ (dot dashed). Positive real frequencies correspond to modes rotating in the ion diamagnetic direction. If collisions are not included in the simulation (red x-es), the spectrum is fully dominated by trapped electron modes. When using a Lorentz-type collision operator (blue crosses), the spectrum contains both ITG (below $k_\theta \rho_i \approx 1.4$) and TE modes. Increasing collisionality with respect to the reference value (dashed, crosses) weakly stabilizes ITG modes and destabilizes trapped electron modes. The latter observation was unexpected since TEMs are typically stabilized by increasing collisionality even with pitch-angle scattering only. A similar behaviour is also observed at 1% lithium concentration (not shown). When the impurity concentration is reduced to $c_{Li} = 0.01$ while keeping the full collision operator (green dots), the reference collision frequency slightly changes through the weak density dependence of the Coulomb-logarithm (the change is less than 2%). However, the frequency of the collisions with the two ion species is strongly affected: $\nu_{si}$ increases while $\nu_{SI}$ decreases due to the higher deuterium and lower impurity densities. The effective collision frequency of the species is proportional to the $Z_{eff}$ of the plasma. The reduced $Z_{eff}$ means that stabilization through collisions becomes weaker, the deuterium population less diluted, and the screening of the potential fluctuations less effective [28]. These effects together cause the main ion ITG modes to grow more unstable, the impurity ITG driven tail to disappear and the electron driven modes to become dominant above $k_\theta \rho_i \approx 1.4$ (as observed in [27] with Lorentz collision operator).

The corresponding quasi-linear deuterium and impurity flux spectra are shown on the bottom left and right panels of figure 1, respectively. The flux is calculated as $\Gamma = \langle n_1 v_1 \rangle$.
where $n_i$ and $v_i$ are the density and velocity fluctuations, and the angled brackets denote flux surface averaging. In linear simulations the potential is normalized with the mode amplitude squared at every timestep (included in the unit of the quasi-linear fluxes), and therefore the fluxes do not carry any information about their saturated values. The fluxes are proportional to the phase difference between the density and potential fluctuations during the linear phase of the mode evolution, and their signs indicate whether the flux is radially inwards (negative) or outwards (positive). In the present case, the ITG modes are found to drive an inward deuterium and outward lithium flux at the reference impurity concentration $c_{Li} = 0.15$, both with pitch-angle scattering and the full collision operator, at both collision frequencies. The direction of the particle transport remains the same even if the collision frequency is reduced to about one third of the reference value $\nu_{Li,N} = 0.01$ (not shown). However, at the reduced impurity concentration of $c_{Li} = 0.01$ the modes below $k_0 \rho_i \approx 0.6$ drive the deuterium ions outwards. These modes are expected to provide the majority of the particle transport according to mixing length estimates and, consequently, to reverse the direction of the deuterium flux. This result is only obtained when the energy scattering and friction terms are taken into account in the collision operator and therefore it was missed in [27]. Although the impact of these terms on the linear fluxes are typically much smaller than that of the pitch-angle scattering operator, in this case it is enough to change the sign of the fluxes that are close to zero. The gyrokinetic simulations displayed in the remainder of the paper are performed using the full collision operator unless otherwise stated.

A scan of the impurity concentration in the $t = 0.3 \, s$ case is shown in figure 2. The trend of the growth rates (not shown) is similar to as described in [27] with pitch-angle scattering only. However, below a certain lithium concentration the low-$k$ modes (below $k_0 \rho_i \approx 0.5$ at $c_{Li} = 0.1$) drive an outward deuterium flux (left). Inward deuterium transport requires approximately $c_{Li} > 0.05$ in this case. The outward impurity flux driven by the ITG modes (middle) remains unchanged. As the impurity concentration is increased the outward electron flux driven by the low-$k$ modes (right) is also reduced. This can be attributed to the fact that the electrons are less sensitive to the ion scale modes, and tend to remain nearly adiabatic in ITG turbulence. When the impurity population is low the electrons must follow the ion transport due to quasi-neutrality.

However, when the quasi-neutrality equation contains three major constituents, the restriction imposed by ambipolarity can be satisfied with the two ion species. The dashed (green) curve on the left and right panels show a pure plasma simulation with zero impurity concentration, but with $Z_{Li}$ manually set to its original value of 1.93. This provides approximately the same effective electron and ion collision frequencies as in the experimental case (within 2% difference due to the change of the Coulomb logarithm). The growth rates, frequencies and fluxes are nearly identical to the 1% impurity concentration results, showing that the main impact of the lithium is not through collisional effects.

It has been pointed out by several authors (e.g. [11, 15, 33]) that impurity transport is sensitive to the ion density gradient. In the previous simulations the same positive density gradient value has been used for all three species, that is a centrally peaked impurity density profile has been assumed. However, experimentally the impurity profile is often found to be peaked towards the edge. The effect of varying the lithium density gradient on the quasi-linear ion flux at three different impurity concentrations is investigated in figure 3. Since the flux reversal has been previously observed at low-$k$ modes (typically below $k_0 \rho_i \approx 0.5$), and these are the modes that provide the largest contribution to the saturated flux, the $k_0 \rho_i = 0.28$ mode has been selected for this analysis. Since the electrons are expected to be close to adiabatic in a highly contaminated plasma, the direction of the deuterium and lithium transport is determined by the balance of the drive of their respective fluxes. This drive strongly depends on the concentration and the density gradient of the impurity species, while the impact of these parameters on the low-$k$ ITG mode stability is relatively weak. If the impurity concentration is sufficiently high and its density profile sufficiently peaked, such as it is assumed during the density ramp-up of this FTU-LLL discharge, then the outward drive of the impurity flux outweighs that of the deuterium, and forces the main ions to be transported inwards. This observation is qualitatively consistent with the results of [15] obtained with helium impurities.

The significance of the impurities being lithium ions is tested by a series of simulations using different light impurity species (carbon, tritium, helium) while keeping the deuterium concentration constant. A mixed deuterium–tritium–lithium case is also investigated due to its potential relevance in
Future burning plasma applications. The results are plotted in Figure 4. The carbon (black circles) and lithium (cyan diamonds) are the most effective among the selected impurity ions in reducing the quasi-linear electron flux and driving the deuterium flux inwards. However, under the current circumstances, the increase of the ion collisionality due to 7% carbon concentration strongly stabilizes the modes. The helium impurity (blue squares) and the mixed D–T–Li case exhibit similar behaviour, but the results with 46% tritium (light green triangles) are close to the clear plasma simulations (1% lithium, green dots), both of them driving an outward deuterium flux. If the deuterium and impurity Larmor-radii are too close, they are expected to react similarly to the main ion ITG modes, and thus to be unable to reduce the electron
transport and generate the deuterium pinch. Indeed, the quasi-linear tritium flux in both the D–T and D–T–Li cases follow that of the deuterium, although in the former case the flux is close to zero and only the three lowest \( k \) modes indicate an outward transport. The dynamics of the deuterium and lithium ions are sufficiently different for the ion flow separation to occur. However, the typical D-ITG length scale is still sufficiently close to the Larmor-radius that the lithium ions can have a significant effect on the low-\( k \) ITG transport. Moreover, \( Z_{Li} \) is low enough that it does not have a major qualitative impact on mode stability and it does not cause substantial radiative losses.

Increasing the magnetic shear in the range of \( \delta = 0.5–1.5 \) stabilizes the ITG modes, also observed in more detailed studies on the impact of magnetic shear by Kinsey et al [10], Moradi et al [9] and Nordman et al [8]. However, we note that the actual effect of the magnetic shear strongly depends on the other plasma parameters and its stabilizing effect should be considered on a case-to-case basis. TEMs are suppressed by the collisionality and they remain stable even at the lower shear value. The phase difference between potential and ion density perturbations depends weakly on the variation of the magnetic shear.

2.1.2. The density plateau phase. At \( t = 0.3 \) s the plasma is not in steady-state. It is characterized by finite radial particle transport that, as it has been shown above, contributes to the dynamical build-up of the deuterium density profile and the reduction of impurity concentration. At \( t = 0.8 \) s the plasma is described by significantly larger deuterium and electron density and density gradients, reduced \( Z_{eff} \), and a slightly increased magnetic shear. The reduced temperature is likely to be caused by the inward flux of cold deuterium ions from the edge. The reference collision frequency is approximately a factor of eight higher (\( \nu_{li,N} = 0.22 \)) due to the lower temperature and higher density values, leading to an increased effective collision frequency of the species despite the lower \( Z_{eff} \). It was shown in [27] that increasing only the density gradient of the species from their values at \( t = 0.3 \) s to that at \( t = 0.8 \) s would be sufficient to obtain an outward flux of all three plasma constituents, as observed during the density plateau phase. However, at larger density gradients the so called ion mixing modes [34] (characterized by monotonously increasing mode frequency starting at negative values at low \( k_0 \)) become dominant across the whole spectrum, which is in contrast with the \( t = 0.8 \) s simulations.

The microstability and particle transport properties of the \( t = 0.8 \) s case can be further approached by sequentially increasing the reference collision frequency to \( \nu_{li,N} = 0.2 \), decreasing the lithium concentration to \( n_{Li}/n_e = 0.01 \) and electron temperature to \( T_e/T_i = 0.9 \), as shown in figure 5. The graphs indicate that the high collisionality is essential in stabilizing the ion mixing modes but it is not, on its own, sufficient to obtain the mode structure and fluxes as observed at the later time stage. Only by reducing the lithium concentration (and thus decreasing the effective collisionality) can an ITG dominated spectrum and outward deuterium flux in the mid-\( k \) range (\( k_0 \rho_i > 0.6 \)) be reproduced. The high-\( k \) modes are stabilized by the lower electron temperature, and the low-\( k \) ITG mode growth rates are reduced by the increased magnetic shear (not shown), finally providing the spectrum of the \( t = 0.8 \) s case.

The impurity density scan at \( t = 0.8 \) s, presented in figure 6, shows that the reversal of the deuterium flux can be retained again with high lithium concentration. However, the effect on the microstability is even more pronounced in this case. Both at \( c_{Li} = 0.1 \) and \( c_{Li} = 0.15 \) the growth rate (left) and frequency (middle) spectra suggest the presence of three distinct modes rotating in the ion direction. The low-\( k \) peak can be associated with the D-ITG modes, the middle peak between \( 0.5 < k_0 \rho_i < 1.5 \) with Li-ITG modes, and above \( k_0 \rho_i \approx 1.5 \) with ion drift modes. The stabilization of the D-ITG and destabilization of the ion drift modes is attributed to the significantly increased effective collisionality. The ion drift modes drive an outward deuterium flux but their contribution is likely to be small in the saturated phase due to their high \( k_0 \) values.

2.1.3. Discussion. At \( t = 0.3 \) s D-ITG and Li-ITG modes are not as clearly separated in the bi-normal wavenumber spectrum (figure 1), they are expected to be mixed ITG modes sensitive to the temperature gradients of both ion species [27]. However, the presence of the lithium ions changes the phase difference between the deuterium density and potential fluctuations in a way that it produces an inward deuterium flux (figure 2). This effect is different from the collisionality effect described in [19]: Fable et al showed that collisionality provides an outward contribution to the radial deuterium flux in a plasma.

Figure 5. Approaching the \( t = 0.8 \) s case (cyan diamonds) by increasing the gradients (red x-es), collisionality (green crosses), decreasing the lithium concentration (yellow down triangle) and electron temperature (black up triangle) from their respective values at \( t = 0.3 \) s.
with trace impurities, whereas in the present case larger lithium concentration leads to inward deuterium transport despite the increasing collisionality. However, if the collisionality is sufficiently high, the reduction of the impurity concentration towards the trace limit leads to outward main ion flux, in agreement with [19].

The typical spatial scale of the impurity ITG modes can be separated from those of the deuterium by reducing the impurity temperature, and thus their Larmor-radius: $\rho_{Li}/\rho_D = Z_D/Z_{Li}\sqrt{m_{Li}T_{Li}}/\sqrt{m_DT_D}$. Figure 7 shows the effect of changing the $T_{Li}/T_D$ temperature ratio from 1 down to 0.5 (green circles) and 0.2 (blue squares). At 50% reduced lithium temperature all ion modes are stabilized highlighting their mixed nature. The ion peak in the growth rate spectrum becomes wider as the modes at higher $k_\theta$ values are destabilized as a result of the smaller lithium Larmor-radius.
A further cooling of the impurity species almost completely stabilizes the lithium modes due to their significantly increased collisionality. However, the peak of the lithium driven modes is now shifted even further away from the main D-ITG region. The phase difference between potential and ion density perturbations generated by the Li-ITG modes is larger than that by the D-ITG modes. However, the Li-ITG modes are located at higher wavenumber values, thus their contribution to the saturated flux is expected to be reduced.

2.2. Non-linear analysis

A non-linear gyrokinetic study of the FTU #30582 discharge has been carried out with GKW in order to support the linear gyrokinetic and fluid results. Figure 8 shows four electrostatic simulations of the radial particle flux of the species driven by the ITG modes as a function of time at \( t = 0.3 \) s and \( r/a = 0.6 \). The top left panel is the reference, it corresponds to the experimental \( c_{iLi} = 0.15 \), while the top right panel to the reduced \( c_{iLi} = 0.01 \) impurity concentration. In both cases the full collision operator has been adopted. The simulation of the reference case has been performed with 21 bi-normal modes equally spaced up to \( k_\rho \rho_0 = 1.6 \) and 83 radial modes, yielding a box size of \( \sim 75 \rho_0 \) in both perpendicular directions.

In the reduced lithium case the maximum wavenumber has been decreased to \( k_\rho \rho_0 = 1.4 \) in order to match the transition point from ITG to TEM in the corresponding linear spectrum. The resolution along the remaining dimensions is 16 points per period in parallel direction, 10 points in magnetic moment and 48 points in parallel velocity space. The fluxes are expressed in units of \( n_{\text{ref}} v_{\text{th}, \text{ref}} L_{\text{ref}}^2 = 7.9 \times 10^{18} \) s\(^{-1}\) m\(^{-2}\).

The reference case (top left) shows that the deuterium and lithium flux maintain their directions as predicted by the linear analysis. However, the electron flux changes from inwards to outwards when progressing into the saturated phase. This suggests that the linear electron flux is determined by the fast growing modes above \( k_\rho \rho_0 \approx 0.5 \) (see figure 2, top right) but they are overtaken by the low-\( k \) modes in the saturated phase. Therefore, quasi-linear methods for estimating electron transport have to be employed with caution in this particular case. The same non-linear simulation using pitch-angle scattering only (bottom right) gives approximately the same value for the lithium flux: \( 2.78 \pm 0.91 \), and values reduced by approximately the same margin for both deuterium and electron fluxes: \(-10.13 \pm 3.07\) and \(-1.80 \pm 0.62\), respectively. This reduction is again in agreement with the expected outward contribution of the collisions [19].

**Figure 8.** Non-linear simulation of the radial particle flux driven by ITG modes as a function of time in FTU #30582 at \( t = 0.3 \) s and \( r/a = 0.6 \), using the full collision operator, with the experimental \( c_{iLi} = 0.15 \), top left and with reduced \( c_{iLi} = 0.01 \), top right lithium concentration. The experimental case with negative impurity density gradient \( \Gamma_{nLi} = -1.0 \), bottom left and with pitch-angle scattering only (bottom right) are also shown.
If the impurity density gradient is negative on the analysed flux surface (figure 8, bottom left), the ion species flow in the opposite radial direction compared to the reference case, as anticipated from the linear results (figure 3). The electron flux becomes negative due to the lower electron density gradient ($R_{\text{ref}}/L_{\text{a,e}} = 1.1$).

When the lithium concentration is reduced to $c_{\text{Li}} = 0.01$ (figure 8, top right) both the deuterium and electron fluxes are outwards and the lithium flux is negligible. The value of the outward electron flux in this case $(8.30 \pm 2.59)$ is almost a factor of five larger than in the experimental case $(1.73 \pm 0.96)$. The deuterium flux is thus reversed and the electron flux is significantly reduced by the high lithium concentration, as suggested by figure 2 in the linear analysis. The heat fluxes of the species (not shown) are also reduced in this case by approximately a factor of two.

The electron flux can be estimated from the time evolution of the density profile by solving the transport equation $\partial_t n(\psi) = -\nabla_\psi \cdot \Gamma(\psi) + S(\psi)$, where $\psi$ is the radial coordinate. This calculation has been performed by the JETTO [35] transport code assuming the source term $S$ to be zero, and the results have been plotted in figure 9. The left panel shows the experimental electron flux profile at $t = 0.3$ s, and the right panel the time traces of the flux at $r/a = 0.6$. Since the estimated electron flux is much larger than the simulated one in the reference case (figure 8, top left), especially towards the edge, it suggests that there is significant electron source in the plasma at this time. However, the simulated electron flux in the reduced lithium concentration case is of the same magnitude as the estimated one, and thus it would effectively counteract the source term. The lithium induced electron flux reduction therefore seems to be an important factor in achieving a highly peaked electron density profile. The time traces of the estimated electron flux (figure 9, right) show that the electron density increases until $t = 0.6$ s, after which an oscillation around zero occurs in the steady-state phase of the discharge. The ion density profiles are not measured directly, the same analysis is not immediately available. However, since the average $Z_{\text{eff}}$ of the plasma decreases to near unity during the experiment, the deuterium profile must reach approximately the same degree of peaking as the electrons.

Since FTU #30582 is an ohmically heated discharge with relatively low temperature and high magnetic field, in addition to the turbulent flux the Ware-pin is expected to contribute to the total particle flux with a significant margin. The neoclassical particle transport has been estimated with the Neoart code [36]. The turbulent electron flux predicted by GKW in physical units is $\Gamma_{\text{e,turb}} \approx 1.34 \times 10^{19}$ s$^{-1}$ m$^{-2}$. The overall neoclassical electron flux is calculated as $\Gamma_{\text{e,neo}} \approx -0.87 \times 10^{19}$ s$^{-1}$ m$^{-2}$ of which the flux due to the Ware-pinch is $\Gamma_{\text{e,Ware}} \approx -0.99 \times 10^{19}$ s$^{-1}$ m$^{-2}$. The turbulent and neoclassical values are thus comparable and the neoclassical contribution further reduces the electron transport. The total deuterium flux as estimated with the sum of the turbulent and neoclassical parts is $\Gamma_{\text{D}} \approx (-5.21 - 0.43) \times 10^{19}$ s$^{-1}$ m$^{-2}$.

The different direction of the simulated electron flux with the full collision operator and pitch-angle scattering only (figure 8 top left and bottom right) is due to the fact that when the electron transport is close to zero. In this case the increased effect of collisions when using the full collision operator provides an additional outward component to the flux, and is sufficient to change the direction of the turbulent electron transport.

3. Fluid analysis

The gyrokinetic results show that the high lithium content of the FTU-LLL plasmas contributes to the observed density peaking, and the inward deuterium flux is reversed when the impurities are removed from the system. They also indicate the importance of the centrally peaked impurity density profile and the similar lithium and deuterium Larmor-radii. In this section we introduce a fluid model that, although lacks the small scale physics of a gyrokinetic calculation, captures the main aspects of the ion particle transport and allows us to rapidly perform parameter scans. The fluid model describes all eigenmodes present in the system and it provides a simple way of separating the particle flux into diffusive, thermo-diffusive and pinch terms to assess their roles individually. While this is possible with gyrokinetic eigenvalue solvers, such as QuaLiKiz [4] or GENE [37], we decided to use a fluid model for its intuitive results. Our aim is to investigate the main drive of the lithium and deuterium transport when both of the ion species are centrally peaked. Although it has been shown that the electron transport cannot be accurately modelled by quasilinear estimates in this case, for the sake of completeness the

Figure 9. Estimate of the radial electron flux based on time evolution of the measured electron density profile. Left: flux profile at $t = 0.3$ s. Right: time traces of the flux at $r/a = 0.6$. 

electron flux values are also indicated. However, the focus of the fluid analysis is on the ion transport.

3.1. The model equations

The model is based on the collisionless Braginskii equations [38], although collisions are introduced for the trapped electron species following the work by Nilsson and Weiland [39]. Collisions are required to stabilize TE modes and obtain the ITG driven transport. Ion collisions have been neglected for simplicity. The model describes non-adiabatic main and impurity ions and trapped electrons. Passing electrons are considered adiabatic. The impurities are treated as non-trace species, i.e. their density response is taken into account in the quasi-neutrality equation. Magnetic perturbations are neglected (electrostatic). In the perpendicular momentum equation the drift approximation is applied, that is the neglected (electrostatic). In the perpendicular momentum species, i.e. their density response is taken into account in ITG driven transport. Ion collisions have been neglected and although collisions are introduced for the trapped electron potential fluctuations, respectively, the corresponding quantities are considered.

After linearizing and Fourier-transforming, the continuity, parallel momentum and energy balance equations of the two species are obtained through the polarization velocity. The system is closed by assuming that the heat flux is provided by the magnetic drift frequencies, respectively [7]. The difference between the results of the two models is negligible. The above equations together with the quasi-neutrality condition \( \sum s_n = 0 \) (\( \sigma \) index, all species) gives a closed set of equations. The dispersion relation obtained from it is a ninth degree polynomial in the complex mode frequency \( \omega \) and it is evaluated numerically with Matlab. The bounce-averaged parallel motion of the trapped electrons and the electron FLR terms are neglected. The trapped electron continuity equation is

\[
\frac{\dot{n}_{e,1}}{n_{e,0}} \left( 2\alpha_{D,e} - \omega - i v_{th} \right) + \frac{\dot{T}_{e,1}}{T_{e,0}} \left( 2\alpha_{D,e} - \omega - i \frac{1}{2} k_{\perp}^2 \rho_{th,e} \right) + \frac{Z_e e^2}{T_{e,0}} \phi_1 \left( 2\alpha_{D,e} - \omega_n - i v_{th} \right) = 0
\]

and their energy balance equation is

\[
\left( 10 \right) \left( 3 \alpha_{D,e} - \omega \right) \frac{\dot{T}_{e,1}}{T_{e,0}} + \frac{\dot{n}_{e,1}}{n_{e,0}} \left( \frac{2}{3} \alpha_n - \omega - i v_{th} \right) - \frac{Z_e e^2}{T_{e,0}} \phi_1 \left( \omega_n - i \frac{2}{3} \right) + i v_{th} = 0,
\]

where \( n_{e,0} \) is the electron density, \( f_1 \) and the trapped electron fraction is calculated as

\[
f_1 = \sqrt{\frac{2\gamma}{\pi(r^2 + R^2)}} = 0.55 \text{ in this case, } v_{th} = v_e / \sqrt{\frac{e}{\gamma}} \text{ is the inverse aspect ratio, } \Gamma = 1 + \frac{a_0 \omega_{\perp}^2}{\omega_{\perp} e 0}, \alpha \approx 1 \text{ and } \beta \approx 1.5 \text{ are factors determined in [39]} \text{ in order to recover the strongly collisional TE response with the simplified collision operator.}

The effect of magnetic geometry is taken into account according to Hirose [42]: the norms of the parallel and perpendicular differential operators are estimated by taking the average of an \( \alpha \) or \( \beta \) strongly ballooning eigenfunction in the ballooning space, replacing \( k_{\perp} = k_{\parallel} \sqrt{1 + \frac{\pi^2}{5}} - 5/2 \) \( R^2 \) replacing \( k_{\parallel} \) in the FLR terms, \( \omega_{D,e} = -k_{\parallel} T_e / (Z_e e R) (2/3 + 5/93) \) and \( \omega_{D,e} = -k_{\parallel} T_e / (Z_e e R) (1/4 + 2/35) \) in the ion and trapped electron magnetic drift frequencies, respectively [7]. \( R \) is the tokamak major radius, \( q \) is the safety factor, \( \delta = r / q \) \( dq / dr \) is the magnetic shear. This model is similar to the one used by Moradi et al [9] for impurity transport studies. The main difference is in the treatment of the FLR terms here: we keep the FLR corrections separate so they appear in the density, temperature parallel velocity and potential terms, as well, while Moradi et al introduced a flute mode solution providing an equation between the pressure and potential perturbations [43]. The difference between the results of the two models is negligible.

where \( \hat{n}_{e,1}, \hat{T}_{e,1}, \hat{v}_{e,1} \) and \( \hat{\phi}_1 \) are the Fourier components of the density, temperature, parallel velocity and electrostatic potential fluctuations, respectively, and the corresponding quantities with a 0 subscript denote the equilibrium values. \( k_{\parallel} \) and \( k_{\perp} \) are the parallel and bi-normal wavenumbers, \( \rho_{th,s} = (m_{s} v_{th,s} / Z_e e B) \) is the species' thermal Larmor-radius. \( \omega \) is the mode frequency, \( 2\alpha_{D,s} = k_{\parallel} y \cdot v_{th,s} \) is the magnetic drift frequency and \( \omega_n = -k_{\parallel} T_e / (Z_e e B L_n,s) \) is the diamagnetic drift frequency, \( L_n,s = n \omega_n / \omega_{th} \) is the density gradient length scale and \( L_T,s = n \omega_{th} / \omega_{th} \) is the ratio of the density and temperature gradient length scales.

The bounce-averaged parallel motion of the trapped electrons and the electron FLR terms are neglected. The trapped electron continuity equation is

\[
\frac{\dot{n}_{e,1}}{n_{e,0}} \left( 2\alpha_{D,e} - \omega - i v_{th} \right) + \frac{\dot{T}_{e,1}}{T_{e,0}} \left( 2\alpha_{D,e} - \omega_n - i v_{th} \right) = 0
\]

and their energy balance equation is

\[
\left( 10 \right) \left( 3 \alpha_{D,e} - \omega \right) \frac{\dot{T}_{e,1}}{T_{e,0}} + \frac{\dot{n}_{e,1}}{n_{e,0}} \left( \frac{2}{3} \alpha_n - \omega - i v_{th} \right) - \frac{Z_e e^2}{T_{e,0}} \phi_1 \left( \omega_n - i \frac{2}{3} \right) + i v_{th} = 0,
\]

where \( n_{e,0} = n_e f_1 \) and the trapped electron fraction is calculated as

\[
f_1 = \sqrt{\frac{2\gamma}{\pi(r^2 + R^2)}} = 0.55 \text{ in this case, } v_{th} = v_e / \sqrt{\frac{e}{\gamma}} \text{ is the inverse aspect ratio, } \Gamma = 1 + \frac{a_0 \omega_{\perp}^2}{\omega_{\perp} e 0}, \alpha \approx 1 \text{ and } \beta \approx 1.5 \text{ are factors determined in [39]} \text{ in order to recover the strongly collisional TE response with the simplified collision operator.}

The effect of magnetic geometry is taken into account according to Hirose [42]: the norms of the parallel and perpendicular differential operators are estimated by taking the average of an \( \alpha \) or \( \beta \) strongly ballooning eigenfunction in the ballooning space, replacing \( k_{\perp} = k_{\parallel} \sqrt{1 + \frac{\pi^2}{5}} - 5/2 \) \( R^2 \) replacing \( k_{\parallel} \) in the FLR terms, \( \omega_{D,e} = -k_{\parallel} T_e / (Z_e e R) (2/3 + 5/93) \) and \( \omega_{D,e} = -k_{\parallel} T_e / (Z_e e R) (1/4 + 2/35) \) in the ion and trapped electron magnetic drift frequencies, respectively [7]. \( R \) is the tokamak major radius, \( q \) is the safety factor, \( \delta = r / q \) \( dq / dr \) is the magnetic shear. This model is similar to the one used by Moradi et al [9] for impurity transport studies. The main difference is in the treatment of the FLR terms here: we keep the FLR corrections separate so they appear in the density, temperature parallel velocity and potential terms, as well, while Moradi et al introduced a flute mode solution providing an equation between the pressure and potential perturbations [43]. The difference between the results of the two models is negligible.
however, that this separation is purely formal (unlike for the impurity transport in the trace impurity limit): due to the dependence of the mode frequency on the plasma parameters, the above coefficients depend on the gradients themselves, and in general the transport cannot be treated as a linear problem. Nonetheless, these terms provide useful additional information about the main driving mechanisms of particle transport. In the present description the term proportional to the magnetic shear, explicitly appearing in equation (2) in [44], is incorporated in the residual term. However, all three components of the flux are separated into curvature and slab contributions. The curvature pinch term is related to the magnetic shear term in [44] but it is not clearly proportional to $\hat{s}$ and therefore a direct comparison is not possible.

3.2. Fluid results

In this section we present the analysis of the two time instances with the fluid model and compare the results with those in section 2.

Figure 10 shows the growth rate of the two most unstable modes (ITG and TEM, top left), total flux of the species driven by ITG and TE modes (top right), deuterium (bottom left) and lithium (bottom right) particle flux by slab (solid) and curvature (dashed) terms of the diffusive (black), thermo-diffusive (cyan) and pinch (yellow) contributions driven by ITG modes as a function of the bi-normal wavenumber. The ITGs are mixed deuterium–lithium modes with only one eigenmode associated to them. Except for the lowest $k_{\theta}$ mode, the deuterium flux driven by the ion modes is directed inward across the spectrum. Compared with the gyrokinetic simulations (figure 1), these two observations suggest that the effect of collisionality in the fluid model is underestimated at high, and overestimated at low $k_y$ values due to the $1/k_y$ scaling of the collision operator. The reason for the inward deuterium transport in this case is that the strong outward slab diffusive term is compensated by the inward curvature pinch in the $0 < k_{\theta} \rho_i < 0.7$ range, as seen on the bottom left panel of the figure. The apparent cancellation between the diffusive and thermo-diffusive curvature terms is a coincidence, taking place only at the present gradient values. The outward lithium transport is dominated by the slab diffusive contribution across the spectrum. Although a precise quantitative agreement between the fluid and gyrokinetic results is not expected, the ratio of the deuterium and lithium flux in the linear gyrokinetic, non-linear gyrokinetic and quasi-linear fluid calculations at $k_y \rho_i = 0.4$ are all between minus one half and minus one-third. The coefficient $C_{T,\varphi} = D_{T,\varphi}/D_{n,\varphi}$, as calculated from the fluid...
Figure 11. Fluid analysis at $t = 0.8 \text{ s}$ with the reference $c_{Li} = 0.01$ lithium concentration. Growth rates of the two most unstable modes (ITG and TEM, top left), total flux of the species driven by ITG and TE modes (top right), deuterium (bottom left) and lithium (bottom right) particle flux by slab (solid) and curvature (dashed) terms of the diffusive (black), thermo-diffusive (cyan) and pinch (yellow) contributions driven by ITG modes as a function of the bi-normal wavenumber.

The fluid analysis of the $t = 0.8 \text{ s}$ case with the experimental parameters (figure 11) shows that ITG modes are the fastest growing eigenmodes below $k_y \rho_i \approx 0.6$. This case is characterized by strong collisionality ($\nu_{e,N} = 0.46$) that stabilizes TEMs and destabilizes drift modes rotating in the ion direction. Ion drift modes were observed also in the gyrokinetic analysis (figure 6), but, in contrast with the fluid results, they were completely stable. However, due to the inverse scaling of the flux with the bi-normal wavenumber, these modes are expected to contribute little to the overall particle transport. Electron and deuterium fluxes are similar due to the low lithium concentration, both of them are dominated by the outward slab diffusive term. If the lithium concentration of the plasma to $c_{Li} = 0.01$ at the $t = 0.3 \text{ s}$ case is that the slab diffusive component stays dominant in a wider region of the $k_\theta$ space, resulting in a strong outward electron and deuterium flux up until $k_\theta \rho_i \approx 0.5$ and a weak inward flux above.

The mixed deuterium–lithium modes in the previous cases can be split into individual eigenmodes if the Larmor-radii of the two ion species are separated. The $t = 0.3 \text{ s}$ case with a reduced lithium and deuterium temperature ratio $T_{Li}/T_D = 0.5$ is shown in figure 12. If compared to the gyrokinetic results in figure 7, one can see that the deuterium and lithium ITG growth rates follow a similar pattern in the two models. The growth rates in the fluid calculation are slightly overestimated, probably due to the fact that only electron collisions are included, and it also predicts the presence of fast growing
TE modes above $k_y \rho_i$ missing from the gyrokinetic spectrum. An important conclusion of this case is that, while we can still see the region of inward deuterium transport driven by both ITG modes between $0.2 < k_y \rho_i < 0.6$, this effect is now much less pronounced compared to the experimental case in figure 10. The bottom left and right panels show the deuterium flux distributed among the different channels, driven by the D-ITG and Li-ITG eigenmodes, respectively. The D-ITG modes produce a deuterium flux determined by the balance of the outward slab diffusive and inward slab thermo-diffusive and curvature pinch terms. The deuterium flux driven by the Li-ITG modes resemble in structure the $t = 0.8$ s case with increased lithium concentration: the slab diffusion and curvature pinch terms are directed inwards while the curvature diffusion is outwards. This suggests that the lithium-ITG modes, whether or not distinguished from the D-ITG as a separate eigenmode, generate a phase difference between deuterium density and potential fluctuation in a way that it drives an inward flux.

4. Conclusions

In this work a gyrokinetic and fluid analysis of the turbulent particle transport in the FTU-LLL discharge #30582 has been presented. Both models show that a high concentration, centrally peaked lithium density profile during the density ramp-up phase contributes to increased electron and deuterium density peaking. The presence of lithium allows the electron response to remain nearly adiabatic at the main ion scale modes, and thus to strongly reduce the electron transport. At the estimated lithium density gradient and concentration a dominant diffusive outward drive of the impurity flux outweighs that of the deuterium, forcing the main ions to be transported inwards. This is achieved by the reduction of the diffusive part of the deuterium flux in presence of lithium, allowing the thermo-diffusive and pinch terms to generate a total inward flux driven by the low-$k$ ITG modes.

The described mechanism driving inward deuterium transport during the ramp-up phase of the discharge is not a collisional effect, it has been observed also at reduced collisionality simulations. However, the outward drive of the impurities is reinforced by strong collisionality. This indicates that light impurity seeding during the startup of a discharge might lead to improved ion density peaking also in higher temperature experiments.

The choice of lithium to achieve deuterium peaking is ideal in the sense that it is light enough to have a significant effect on the low-$k$ ITG mode transport, and that it does not
cause severe performance deterioration due to radiative losses. On the other hand, it is heavy enough that its density response sufficiently differs from that of deuterium allowing ion flow separation and leading to electron transport reduction.

The larger gradient values, as observed following the build-up of the deuterium and electron profiles, provide stronger drive for both ITG and TE modes, and lead to a regime dominated by ion mixing modes. Increasing the gradients is therefore not sufficient to obtain the mode structure present in the density plateau phase of the discharge. The removal of the lithium impurities together with the reduction of the electron temperature are both required to obtain and ITG mode dominated turbulence in the $t = 0.8$ s case.
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