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Abstract—Depression is one of the most prevalent mental disorders, which seriously affects one’s life. Traditional depression diagnostics commonly depend on rating with scales, which can be labor-intensive and subjective. In this context, automatic depression detection (ADD), aiming to assist medical experts in their diagnosis and analysis, has been attracting more attention for its better objectivity and fewer laborious interventions. A typical ADD model detects depression via automatically extracting task-specific features from medical records, such as video sequences, and sending them into a classifier for assistive prediction. However, it remains challenging to effectively extract depression-specific information from long sequences, thereby hindering a satisfying accuracy. In this article, we propose a novel ADD method via learning and fusing features from visual cues. Specifically, we first construct temporal dilated convolutional network (TDCN), in which multiple dilated convolution blocks (DCBs) are designed and stacked, to learn the long-range temporal information from sequences. Then, the featurewise attention (FWA) module is adopted to fuse different features extracted from TDCNs. The module learns to assign weights for the feature channels, aiming to better incorporate different kinds of visual features and further enhance the detection accuracy. Our method achieves the state-of-the-art performance on the Distress Analysis Interview Corpus Wizard-of-Oz (DAIC_WOZ) dataset compared with other visual-feature-based methods, showing its effectiveness.

Index Terms—Depression detection, dilated convolution, fusion, visual cue.

I. INTRODUCTION

DEPRESSION is a major mental disorder in nowadays society. It has a negative impact on one’s life, even leading to suicide in extreme conditions [1]. What is more urgent, despite that depression has become one of the most prevalent psychiatric disorders, the number of people suffering from this disease is still on the rise. Luckily, the symptoms of depression can be alleviated on the premise of in-time treatment. Therefore, accurate depression diagnosis has become the key factor. Traditional depression diagnostics mostly rely on subjective rating with scales, such as the Eight-item Patient Health Questionnaire depression scale (PHQ-8) [2], where patients with scores no smaller than 10 are considered as depressed. It needs the participation of experienced psychologists, which can be labor-intensive. However, subjective bias may still exist, therefore leading to misdiagnosis. Besides, different from some physical diseases, the severity of mental disorders may vary at different time [3], [4], which brings extra challenges to the diagnostics. Consequently, the technique named automatic depression detection (ADD) has been drawing increasing attention. The goal of building ADD models is to assist medical expert in judging the mental status from large amount of recorded data, such as interviewing videos. A typical ADD model is built by following the pattern classification paradigm, in which discriminant features are automatically learned from the massive input data, and then sent into a predictor to produce labels or scores, which are used as the reference information for medical experts. From the above process, we can see that an ADD system has the potential of helping medical experts, as it is more objective and reproducible and requires much fewer laborious interventions.

Images or videos provide rich visual cues of mental conditions. Here, the visual cues in our application mainly refer to the facial appearance variations or the head movements of an interviewee. Compared with common people, patients suffering from depression usually have different facial actions, such as glazed expressions and abnormal head movements [5], [6]. Therefore, visual data have become a main information source for detecting depression. However, depression-related visual cues do not appear as short-time behaviors. Instead, it is not distinguishable until a relatively long observation time is given. Thus, the detection model usually requires a large perceptive field to explore depression-specific information. Therefore, as for depression detection based on visual cues, it is necessary to take care of the dynamic characteristics of data, which can be called temporal information. Some works try to solve this issue with long short-term memory (LSTM) [7] or temporal convolutional network (TCN) [8] and have achieved promising results. Nevertheless, limitations still exist in two aspects. On one hand, these networks are less suitable for processing the overlong sequences. On the other hand, they prefer to using a single visual cue, ignoring the complementarity between different kinds of visual information.

To tackle these limitations, we propose a novel ADD method based on visual cues in this article. The whole
framework of our method is shown in Fig. 1, which has two main modules: temporal dilated convolution network (TDCN) and featurewise attention (FWA). Specifically, TDCN extracts depression-specific information by fully using the dilated convolutions of various receptive fields. FWA further enhances the feature representation ability by assigning different weights to feature channels. We achieve the state-of-the-art performance compared with other visual-based works, e.g., 0.800 F1-score, on the validation set of the Distress Analysis Interview Corpus Wizard-of-Oz (DAIC_WOZ) dataset. Generally, the contributions of our work are twofold.

1) We propose TDCN to effectively extract the temporal information from long video sequences. Within TDCN, two parallel dilated convolutional modules are applied to learn useful temporal information for detecting depression, and the max pooling layers are adopted to solve the overlength problem.

2) We construct the FWA module to fuse the learned features from different TDCN branches. With the attention module, our method is able to further highlight the important part of the learned features, thereby enhancing the ADD accuracy.

II. RELATED WORK

Many methods have been developed for the task of ADD. Some methods are based on single modality such as audio [9], [10], [11], text [12], [13] or visual cues [7], [14], while others combine at least two modalities [15], [16]. Zhang et al. [17] propose a self-supervised method to extract the audio embedding and achieve great improvement on the depression detection task. Niu et al. [16] propose a hierarchical graph attention network for depression detection, which considers the interrelation between text and audio modalities. Apart from these modalities acquired from interviews, there are also some works using other sensors to detect depression. Lu et al. [18] propose a new method for ADD that uses a skeletal representation of the human body based on gait data. Shen et al. [19] use multichannel electroencephalogram (EEG) signals to detect depression.

Early ADD works using visual cues typical follow the traditional roadmap of a pattern recognition task, i.e., handcrafted features are first extracted based on visual data, and then novel classifiers are constructed to achieve depression detection. Either of these two steps can be the key factor in ADD research. For example, Wang et al. [20] design probabilistic classifiers for the purpose of judging the mental state of candidates through the variations in their facial expressions. Yang et al. [21] propose a gender-specific decision tree for depression detection. As for the visual cues, geometric features from 2-D facial landmarks are extracted. Besides, gaze and pose features and emotion evidence measures provided by AVEC2016 [22] are also added. Despite the obtained promising results, they take the average of each hand-crafted feature as input without considering the long-term correlations, inevitably losing the temporal information. Some other methods also have a similar issue. Pampouchidou et al. [23] extract low-level features such as Landmark Motion History Images (LMHI) and Landmark Motion Magnitude (LMM) from 2-D facial landmarks. However, the temporal information of other visual cues is mostly unused. In a word, works based on the traditional pattern recognition paradigm have a common problem, that is, the feature extraction processes are usually constructed based on some prior knowledge or ad hoc rules, which can be less comprehensive and robust for the ADD task.

Recently, more and more ADD methods based on the deep learning models have been proposed, as they are advantageous for solving the issue of hand-crafted features. To learn the correlation and dynamic variation between frames, the LSTM neural networks [24] or other recurrent neural networks (RNNs) for such temporal data can be usually adopted. For example, both [25] and [26] choose LSTM as their backbone network. However, the performance of LSTM degrades when
sequences become too long [27]. In other words, LSTM is not good at handling overlength sequences in practice. Besides, the number of parameters becomes huge when LSTM receives overlong sequences, possibly leading to speed reduction and overfitting in the training process. One feasible solution is to shorten the input length directly by sampling. Wang et al. [7] introduce sampling slicing LSTM multiple instance learning (SS-LSTM-MIL), a method based on multiple instance learning with 2-D facial landmarks as input. Its sampling strategy is that only patient-speaking frames are chosen. It outperforms other visual-based methods in the ADD task. Another solution is to do embedding first to unify the length of sequences or feature dimensions. Du et al. [14] propose DepArt-Net for depression recognition, which encodes four visual cues into long-term representations and then applies atrous residual TCNs with attentive temporal pooling. Haque et al. [8] leverage a casual convolutional neural network (C-CNN), which is a TCN [28] actually, with a sentence-level summary embedding to detect the major depressive disorder. However, TCN still has some shortages that are analyzed in Section III.

Different from the above methods, our work is designed to better relieve the overlength issue. First, to decrease the computational complexity of our model, we split samples into several sequences with fixed size. Second, we propose the TDCN model which fully uses the information from the perceptive fields of various scales.

III. METHOD

A. Overview

Generally, as shown in Fig. 1, the overall framework of our method includes four parts: data preprocessing, feature extraction, fusion, and classification. Specifically, we first divide samples into sequences with fixed shape. Then, we use two TDCN branches to learn discriminate task-specific features. Finally, as the main part of the whole model, the details of TDCN and FWA are described in the following.

B. Temporal Dilated Convolution Network

Fig. 1 shows the general structure of the proposed TDCN. Generally, TDCN is a multilayer structure, consisting of five dilated convolutional blocks (DCBs) and four max pooling layers. On one hand, within a certain TDCN layer, DCB explores the useful information at different perceptive ranges. On the other hand, along the TDCN pipeline, the max pooling layers keep on shrinking the feature resolutions and gradually extract the most important responses. Therefore, TDCN can be seen as a feature learning module that extracts depression-specific information from multiple scales.

DCB is the main component of a TDCN module, which is described in the following. As shown in Fig. 2, to enlarge the receptive field, we construct two parallel dilated convolution paths. Each path contains three convolutional networks with different dilation factors for a multiscale receptive field. Given an input $X = [x_1, x_2, \ldots, x_T] \in \mathbb{R}^{T \times D}$ where $T$ is the time steps and $D$ is the feature dimension, the operation of dilated convolution can be expressed as

$$\mathcal{F}(i) = \sum_{i=0}^{k-1} \text{filter}(i) \cdot x_{i+d(i-1)} + b$$

(1)

where $d$ is the dilation factor, $k$ is the kernel size, and $b$ is the bias. Zero padding is adopted to keep the same shape of its input and output. As for our ADD application, the dilation factor doubles by a factor of 2, aiming to obtain temporal information from different spans along the timeline. At different dilation factors, the two paths join together by means of the summation and activation operations. We choose exponential linear unit (ELU) [29] as DCB’s activation function, which is defined as

$$f_{elu}(x) = \begin{cases} x & \text{if } x \geq 0 \\ e^x - 1 & \text{if } x < 0. \end{cases}$$

(2)

We add a residual block [30] in our DCB to avoid the degradation issue when the network goes deeper. In addition, to keep the same shape of elementwise addition in shortcut connections, we add a 1-D convolutional layer with a kernel size of 1 in every DCB. At the end of DCB, the batch normalization layer is applied to accelerate the training process. Besides, it is able to alleviate the problem of gradient vanishing. Of note, we remove it from the last DCB in TDCN to reserve the distribution of different features.

After each DCB, we add a max pooling layer except the last one in TDCN. With this operation, its output tensor obtains a broader receptive field. In another word, the pooling layers gradually aggregate the most important information from long sequence. In addition, the max pooling layers also cut down the length of sequences and retain the important part, reducing the complexity of our model.

In the following, we further analyze the difference between TCNs [27] and our TDCN module. To enlarge the receptive field of the traditional convolution, Bai et al. [28] develop a
new architecture for TCN using dilated convolutions. However, as a sequence-to-sequence architecture, TCN is less suitable for handling overlong video sequences due to insufficient receptive field. Take Fig. 3(a) for example, given an input \( X = [x_1; x_2, \ldots, x_T] \in \mathbb{R}^{T \times D_{in}} \), the length of TCN’s output \( Y = [y_1; y_2, \ldots, y_T] \in \mathbb{R}^{T \times D_{out}} \) is the same as \( X \). Therefore, the size of \( Y \) can be large in applications when the input is also very long. In this context, \( y_T \) in \( Y \) can be selected as the input of the final classifier. The rationale comes from the use of causal convolutions, such as the connection between units of different layers in Fig. 3(a). Based on this construction, the network is expected to be deeper when a larger receptive field is needed in our ADD application. This potentially brings in the side effects such as oversize dilation factor and more computational cost, which may lower the detection accuracy of the TCN-based model, as well as the efficiency.

Our TDCN relieves the above limitation using a different structure. Fig. 3(b) shows the \( n \)th DCB+max pooling layer in our TDCN. In the DCB part, we incorporate multiple dilated convolutions with increasing dilated factors (\( d = 1, 2, 4 \)). Then a max pooling layer is followed, shrinking the feature length and naturally enlarging the receptive field for its neighboring \((n + 1)\)th DCB, of which the input size has been reduced into \( T/2M \) (\( M = 2^{n-1}, n = 1, \ldots, 5 \)). Compared with the TCN structure, TDCN better controls the receptive field of long sequences in terms of flexibility and efficiency. This is also empirically validated by the experimental results.

\[ s_j = \frac{1}{T} \sum_{i=0}^{T-1} X_{i,j} \]  
\[ h = f_{att}(s, W) = \sigma_{sigmoid}(W_2(f_{relu}(W_1s))) \]  
\[ \tilde{X} = f_{scale}(x, h) = X \odot \tilde{H} \]  
\[ X \in \mathbb{R}^{T \times 2D} \]  
\[ s \in \mathbb{R}^{2D} \]  
\[ \text{concatenate} \]  
\[ \text{Global Average Pooling} \]  
\[ \text{Linear Layer} \]  
\[ \text{ReLU} \]  
\[ \text{Sigmoid} \]  

**Fig. 4.** Structure of the FWA module.

**C. Featurewise Attention**

In the visual-based ADD task, various visual cues represent the interviewee’s status from different views. For example, the sequence of landmark positions represents one’s facial morphing, while the pose vector sequence represents how one’s face orientates during the interviewing process. They all potentially contribute to the final inferring process in our ADD research. To make the most of visual information, we construct the FWA module, inspired from [31], to effectively combine the different features. We first concatenate the features learned from different TDCN branches directly, obtaining \( X \in \mathbb{R}^{T \times kD} \), where \( D \) is the number of feature dimension and \( k \) is the number of TDCN branches. They are then fed into the FWA module to learn the weight of each feature dimension based on its significance. The details of the FWA module can be seen in Fig. 4. The global average pooling is applied to achieve a featurewise vector \( s \in \mathbb{R}^{kD} \), obtained as

**IV. EXPERIMENTS**

**A. Dataset and Implementation Details**

In our research, we use the DAIC_WOZ dataset [32] to evaluate the effectiveness of our model. The DAIC collects interviews of semistructured clinical. The Wizard-of-Oz interviews
use a virtual avatar named Ellie to interact with patients, asking fundamental questions, and collecting audio, video, and depth sensor recordings meanwhile. In general, this dataset includes audio and video recordings and text transcripts from audio data. The number of samples for training/validation/testing is 107/35/47, respectively. As our model needs inputs with the same shape, it is necessary to resample the sequences and set them into a unified length. Meanwhile, the overall length of the input is expected to be relatively long so as to preserve the temporal information. To this end, we empirically perform the head-first resample to all the sequences in the dataset and set the length of every sample as 5000.

To protect the privacy of participants, DAIC_WOZ does not release the raw video recordings. Instead, several visual cues extracted from video recordings with OpenFace toolkit [37] are provided, including 68 2-D/3-D facial landmarks, action units (AUs), gaze vectors, head-pose vectors, and histogram of oriented gradients (HOG) features. These cues can be seen as low-level features and are assumed to contain the task-specific information. 2-D facial landmarks record the 2-D coordinates of 68 facial feature points with a total of 136 dimensions. The pose features contain six dimensions, including X, Y, Z, Rx, Ry, and Rz, where X, Y, and Z are the position coordinates of the head, and Rx, Ry, and Rz are the head rotation coordinates. The gaze vectors record the eye-gaze directions. AUs record the existence of 20 AUs. Based on the proposed TDCN, discriminative features that are used in the depression detection task can be learned from these cues. Of note, HOG is a feature descriptor used for object detection, of which the size is too large for our application. As for the remaining visual cues, we select two of them to validate the effectiveness of the FWA module, i.e., 2-D facial landmarks and head-pose features. Of note, we empirically find that incorporating three or more kinds of visual cues does not gain extra detection accuracy, which would be discussed in the analysis of our method.

The implementation details are described in the following. Depressed subjects are labeled as 1 (being positive), and nondepressed subjects are labeled as 0 (being negative). The feature dimensions of DCBs are 256, 256, 128, 64, 64 for 2-D facial landmark features and 128, 64, 256, 128, 64 for the head-pose features. During the training stage, we choose SGD as the optimizer whose learning rate is 2e−3 and the momentum rate is 0.9. The minibatch size is set as 8.

B. Evaluation Metrics

As shown in (6), we choose the metrics commonly used in classification tasks, i.e., accuracy, precision, recall, and F1-score, to evaluate performance. TP, TN, FP, and FN denote true positive, true negative, false positive, and false negative, respectively. As for our application, for example, TP means the number of depressed subjects that are predicted as depressed, and TN means the number of nondepressed subjects that are predicted as nondepressed

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{F1-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Based on these, accuracy represents the percentage of correctly classified samples in the total number of samples. Recall represents the percentage of positive samples that are correctly predicted. Precision represents the percentage of correctly predicted positive subjects in the subjects predicted as positive. F1-score jointly considers the metrics of precision and recall. In particular, recall is clinically important, as it reflects a model’s capability of finding out patients suffering from depression from all the participants. In another word, the price that the detection model misses one depressed subject is much higher. In addition, F1-score also matters in our application as this metric jointly considers recall and precision.

C. Comparison With Other Methods

We compare our method with the related ADD methods using the visual modality. Considering that most works evaluate their methods on the validation set, we split a part of the original training set for tuning the hyperparameters. Then we report our results on the validation set for a fair comparison. The results are shown in Table I, in which “A,” “V,” and “L” denote audio, visual, and textual modalities, respectively.

From Table I, we can see several general trends. On one hand, the overall results demonstrate the usefulness of the visual cues in the ADD task, both for the multimodality and single-modality methods. On the other hand, two factors contribute to the effectiveness of an ADD model, that is, the subtle construction of learning models and the effective incorporation of features. As for the comparison between the related methods and ours, we have the following detailed observations. First, we achieve very competitive performance among all the methods. Our method achieves the best performance in the metrics of accuracy, recall, and F1-score and achieves the second highest score on the precision value. Second, the results of our method surpass the ones based on multimodalities, demonstrating that our method is able to fully explore the discriminative information for accurate depression detection. The better performance of our model in the quantitative comparison attributes to the following two reasons. Compared with C-CNN [8] and SS-LSTM-MIL [7], the proposed TDCN is more suitable for the depression detection task than TCN and LSTM, as TDCN keeps more attentions on enlarging the receptive fields in various aspects. In addition, we introduce an effective fusion module into our framework, while methods such as Topic [36] and C-CNN [8] only adopt simple feature concatenation.

D. Analysis of Our Method

We conduct more experiments to investigate the influence and the effectiveness of our method’s elements. Of note, in these experiments, we follow the original partition of the dataset (107/35/47) and tune hyperparameters with which our model performs best on the original validation set. Consequently, the results on the validation set are different from those in Table I.
We first show the necessity of incorporating different kinds of visual cues. As shown in Table II, we compare the result of our model with its intermediate version, which only uses one single cue with one TDCN branch. We can observe a general trend that the performance of incorporating two kinds of visual cues is better than the performance based on a single kind of visual cue. Specifically, the recall metric is largely improved in both the validation set and the test set. In another word, our model is able to detect more depressed individuals from all the subjects, which can be meaningful in clinical applications. In contrast, compared with the performance of accuracy and precision, the recall scores of the single-cue models are relatively low, especially for the results of the test set, which makes them almost useless in clinical applications. These results again empirically validate the effectiveness of incorporating different kinds of visual cues in the ADD task.

As a step further, as shown in Table III, we report the results of different combinations of visual cues. In general, compared with the results in Table II, we can see that almost all the combinations obtain better performance than the single-cue configurations. Specifically, we observe that incorporating the landmark feature is important to the final results, especially for the metrics of recall and F1-score. The reason is that the facial landmarks provide more details of how one’s facial organs morph in a fine scale. Based on that, we empirically find that the 2-D Landmarks+Pose configuration achieves the best performance, which we adopt in our research. As for our application, we note that it might not be the best choice to use all kinds of visual cues. From Table III, for example, we can see that the performance of incorporating three and four kinds of visual cues has an obvious decline. The reason is that the model falls into the overfitting problem when facing more features [38]. Specifically, a new TDCN branch is needed when adding another kind of visual cue, bringing in a significant increase in the parameter size for the whole model. As a result, the overfitting problem is inevitable given that the number of training subjects is still limited.

We also investigate the effects of different resampling strategies, as shown in Table IV. In the data preprocessing stage, we empirically resample the sequence into a fixed length for all the training and test subjects. To represent a subject, head-first means that we only use a part of the sequence from the beginning. As for the average strategy, the sequence of a subject is divided into pieces with the fixed length. The results based on this strategy are obtained through taking the average of the soft predicting scores of these pieces. From Table IV, we can see that the head-first sampling strategy consistently performs better than the average strategy in both the sets. As the interviewing process is relatively long, many divided subsequences of one subject may not be depression-specific. In this context, the results based on the average strategy can be inevitably lowered in a statistical sense.

In the following, we conduct several ablation studies on the proposed model in terms of the backbone TDCN, the FWA module, and the max pooling operation. First, we replace TDCNs with TCNs in our model. The results in Table V show...
that TDCN significantly outperforms TCN in all the evaluation metrics. The results empirically validate the effectiveness of TDCN in aggregating global temporal information. Besides, our TDCN has much lower FLOPs (4.5G versus 10.7G, the inputs are 2-D Landmark sequences), showing its computational efficiency.

To show the significance of the FW A module, we construct a degraded model without FWA. In another word, the features learned from TDCN branches are simply concatenated and as well as the effectiveness of the elements in the proposed method.

As for the future work, we plan to include other modalities, e.g., text and audio, into our framework to enhance the ADD system’s performance. The main challenge here is to learn a common feature representation that facilitates the effective fusion of the heterogeneous input data. Furthermore, we plan to enhance the computational efficiency of the model with quantization techniques on the premise of preserving detection accuracy, aiming to make our model more practical in real-world applications.

### TABLE V

| Backbone | Validation Set | Test Set |
|----------|----------------|---------|
| TDCN     | 0.857 0.917 0.733 0.815 | 0.586 0.500 0.546 0.522 |
| TCN      | 0.686 0.583 0.709 0.636 | 0.596 0.286 0.308 0.296 |

### TABLE VI

| Model               | Accuracy | Recall | Precision | F1-score |
|---------------------|----------|--------|-----------|----------|
| With FWA            | 0.857    | 0.917  | 0.733     | 0.815    |
| Without FWA         | 0.771    | 0.583  | 0.709     | 0.636    |

### TABLE VII

| Pooling Operation  | Validation Set | Test Set |
|--------------------|----------------|---------|
| Max Pooling        | 0.857 0.917 0.733 0.815 | 0.575 0.143 0.200 0.167 |
| Average Pooling    | 0.857 0.917 0.733 0.815 | 0.600 0.643 0.450 0.530 |
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