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Abstract

Background: Our main objective is to improve the error detection and correction capability using orthogonal codes with high security and speed. Statistical Analysis: In order to achieve high speed and security for error detection and correction, we have used cryptography technique. The concept of segmentation is specifically used, as it gives highly secured signal and also reduces the time complexity. Previous study incorporates mapping technique for error detection and correction. Our proposed methodology uses two decoders in place of mapping at the receiver end. This eases the performance and decreases the clock pulses. Findings: The proposed technique will send the k-bit data to encoders and it gets converted into orthogonal codes. The data is then encrypted using encryptor which consists of LFSR. The data is then sent to the receiver and then original data is retrieved using the decoders at the receiver. The multiple bit error correction can be done up to (n/4-1) bits. Here we have compared the delays for 4-bit, 5-bit, 6-bit, 7-bit, 8-bit data. After comparing our technique with the previous study we have found out that the delay time is gradually reduced. Our proposed work is done in n/2+1 comparison, where n represents the bit length of orthogonal codes. Hence this technique achieves 100% multiple bit error detection and error correction rate in the received signal. This technique is simulated in Xilinx software and implement using Field Programmable Gate Array (FPGA). Application/Improvements: This technique can be used for efficient transmission of data in the networks. There is also a wide scope for improvement to limit the bandwidth.
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1. Introduction

Information in the signal is transferred from source to destination. If there is some disturbance in the signal or if the data is corrupted and if there is any unwanted noise in the signal then errors might occur and the data is not transferred properly. For this error detection and correction is required to transfer the original data. The existing technique such as Autocorrelation, Solomon code, code convolution doesn't meet high efficiency and band width. To meet this high efficiency in error detection and error correction we have used orthogonal codes with segmentation technique to increase the efficiency of the data. Error detection is the recognition of errors caused by many noises or any other disturbances during transfer of the data from source to the destination end.

The purpose of error detection is to make the probability of receiving error free data while transmitting an error data.

Here we are using the concept of cryptography to implement this Process. A cryptographic system alludes to a suite of calculations expected to execute a specific type of Encryption and Decryption. The term cipher is regularly used to allude to a couple of calculations, one for encryption and one for decoding. Normally, a cryptosystem comprises of three calculations: one for key era, one
for encryption, and one for decoding. It uses encoders at the transmitter for encryption of data and the decoders at receiver for decryption of the original data sent by the sender.

The Existing technique present is ‘Mapping’. Mapping is done in both transmitter and receiver block. This technique determines the comparison between the a-bit data and its corresponding b-bit data. In transmitter block mapping is done in encoder block, which takes a-bit data as input and $2^a$-bit data is obtained as output which is also called as orthogonal codes. In receiver block mapping is done in decoder block in order to obtain the a-bit data. Here we are proposing a new technique which is known as segmentation. This technique uses two decoders in place of mapping in which the time complexity is reduced. The time delays can be reduced and the efficient output can be obtained. These sources gave us a basic idea and represent the related work of our proposed concept.

In1 proposed a technique to detect and correct the errors using mapping technique on high security for cryptographic system. Time complexity was been reduced.

In2 proposed an efficient algorithm on encoding for $(n, k)$ binary cyclic codes. Here in encoder block no need of multiplications because of it reduces time complexity, memory space as well as the battery consumption.

In3 proposed a novel method based on network coding for optimizing error correction in wireless sensor networks. Here the input data frames are divided into blocks, if the frame contains errors then there is no need of transfer of data to receiver side, further this is to be retransmitted to the transmitter block.

In4 presented a novel architecture design for forward error correction technique based on reed solomon coding scheme for wireless applications.

In5 proposed a technique on error correction and detection using orthogonal code convolution. Here a k-bit data converts into an n-bit Orthogonal code and then transmits the coded block in the channel.

In6 proposed an enhanced technique which combines OCCMP with the closest match and Vertical parity because of it errors are predicted up to $(n/2-1)$.

In7 proposed a technique related to orthogonal code convolution in which input data can be applied to any encoding system, which can also be used mainly in digital transmission.

In8 designed and implemented on FPGA which includes the novel enhancement of error correction and detection.

In9 proposed a coding and decoding technique using Reed-Solomon codes for an ADSL modem which mainly concentrates on the part of the modem that exploits the single latency operation of the device.

In10 concentrated in error correction and Detection, theoretically explained all the existing methods which are to be used for the detection and correction of errors.

In11 proposed a technique on reed solomon codes for efficient way of detection and correction of burst errors.

In12 proposed a technique on Detection and correction of errors using Hamming codes; it includes the identification of redundancy bits which improves the scalable property.

In13 research for a k-bit data, the corresponding n-bit orthogonal code it is used to detect orthogonal code which is present in the lookup table. It also meet high bandwidth requirement.

In14 proposed a method on Forward Error Correction Coding which transmits the error correction information along with the message. Here the error rate is $\frac{1}{2}$ and rate $\frac{3}{4}$ orthogonal coded modulation schemes are realized by using FPGA and gives efficient bandwidth.

In15 proposed for the digital communication which includes transmitter and the receiver by using verilog for the detection and correction of the errors.

2. Materials and Methods

2.1 Linear Feedback Shift Register

LFSR is a linear feedback shift register which is an n-bit counter and is designed for generating pseudo-random sequence. It generates random sequence which may be uniform or non-uniform. LFSR is used for communication purposes for network security i.e., it acts as a key in cryptographic process, encoder and the decoder. Here in the LFSR, input is the feedback of the previous bit. For the linear operation of the single bit data XOR bit is used. The starting input signal is of the LFSR is called as seed. If the starting input signal value of the seed is altered then the output will also be altered. Therefore LFSR is nothing but the shift register where state output depends on the feedback polynomial. We can specify a LFSR with a polynomial equation and produce pseudo-random number at the output. The feedback from the shift register effects the input is determined as taps. By changing the polynomial equation the value at the output also changes
i.e., sequence also changes. The “one” present at the end of the polynomial equation is given as the input to the first bit and the powers of the polynomial equation gives us the tapped bits. The first bit and the last bit are connected to the tap. The powers of the polynomial equation are counted from the left side. The general characteristic polynomial of the LFSR is represented as

\[ g(x) = g_r x^r + g_{r-1} x^{r-1} + \cdots + g_2 x^2 + g_1 x + g_0 \]

LFSR consists of D flip flop. The maximum length of the LFSR is \(2^{k-1}\) bits. Here we used only the D flip flop because to reduce the complexity i.e., the input follows the output according to the reset.

### 2.2 Transmitter

Generally a Transmitter mainly consists of three important components. They are Encoder, Encryptor and shift register. The input which is k-bit data and is given to the encoder. The encoder which will encodes this k-bit data into \(2^{k-1}\) orthogonal codes. The orthogonal codes which are predefined and available in lookup table. Look up table consists of n-combinations of the given data. The data in which n/2 combinations are taken as orthogonal codes and other n/2 combinations are antipodal codes. Then these orthogonal codes which are taken from lookup table are applied to the Encryptor. The encryptor module mainly constitutes of two key components. They are Linear Feedback Shift Register (LFSR) and XOR. The LFSR is used to generate Pseudo random numbers. The orthogonal codes are XORed with the pseudo random numbers which are generated in the LFSR. Now, to transfer this code it must be converted into serial data mode. To enhance this operation a shift register is necessary. This shift register transmits the orthogonal codes by rising edge of the clock. This can be clearly observed in Figure 1.

### 2.3 Receiver

A Receiver block consists of decryptor, decoders, comparator and a shift register. The serial bit is converted into parallel code with the help of the shift register. The received data is then applied to the decryptor. The received orthogonal code is XORed with the random number, which is generated by the LFSR in synchronous with clock and reset. This generates an output which is decrypted one. This decrypted code is then processed through the decoders. We used two decoders namely decoder 1 and decoder 2. Decoder 1 is for orthogonal codes and decoder 2 is for antipodal codes. Decoder 1 has n/2 combinations and decoder 2 has other n/2 combinations. Here we have used two decoders in order to decrease the time complexity. Thus, the numbers of clock pulses are reduced to n/2 and hence it reduces the time complexity. The decoders here compare all the combinations which are present in the lookup table. The decoder also consists of counter which counts the number of 1’s in the orthogonal and antipodal codes which is obtained from the XOR operation which occurs between the received code and each and every combination of the orthogonal and an antipodal codes in the lookup table.

![Figure 1. Block diagram of transmitter.](image-url)
detected and corrected and it takes place in the decoder of the receiver. If the minimum count has more than one combination of orthogonal code then the signal REQ goes high in which represented as 1 that is request for the retransmission of the data. This can be clearly observed in Figure 2.

3. Results and Discussion

Here we have used ISE Xilinx 14.1 software and a hardware board of Spartan-3 to test the output. The Modelsim XE software is used for the simulation purpose. The output of the simulation i.e., the final results are checked for 4-bit combinations of input and 8-bit orthogonal code. The working of the clock cycles and the input data taken is briefly specified for both transmitter and receiver.

3.1 Transmitter Module

After simulating code which is present in the encoder, encryptor and parallel to shift register, the working and the output of the transmitter can be observed clearly in Figure 5. Here the encoder encodes a k-bit data to \( n = 2^{k-1} \) bits of corresponding orthogonal codes. This orthogonal code is then applied to the encryptor. This encrypted code which is then generated from shift register will be converted into serial data, for the transmission.

For example, the 4-bit data 0001 which is taken as the input data for the encoder and we get the output as 8-bit, where \( k=4 \) and the respective orthogonal code as \( 2^{k-1} = 2^3 = 8 \) is obtained. The encoder signal as shown in the Figure 3 represents the output of the encoder 01010101 which is applied as input to the encryptor. Then the processed output from the encryptor 00110000 is obtained for the 4-bit input as shown in the Figure 4. The generated orthogonal code is then transmitted to the receiver block serially by using a shift register with the rising edge of the clock.
3.2 Receiver Module

The transmitted data is applied to the receiver and then the serial data is converted into parallel data at the receiver side to recover original data. The received signal represents the input signal of receiver. Then this data is decrypted using decryptor and then we obtain the orthogonal codes for this decrypted data. Then it is applied to both the decoders i.e., to orthogonal decoder1 and antipodal decoder 2. Here in the decoders a counter variable is used in which it is used to count the number of 1’s in the result and this is noted as the counter value. When the received code is XORed with each and every possible combination in the orthogonal code in the decoder1 and each and every possible combination in the antipodal code in the decoder2, the count value of the decoder1 and the count value of the decoder 2 are obtained. The correct data is obtained by comparing the minimum count of the received data in the decoder1 and the minimum count of the received data in the decoder 2. Therefore the minimum count in the decoder1 and the minimum count of the decoder 2 are compared using the comparator, and then the minimum count of the received data is obtained. Here we get 3 cases which we specified below.

In the first case, the received code is then applied to the decryptor in which the received code is XORed the LFSR, and then we get decrypted output data i.e., 10101010. This is given to both the decoders here in which it is XORed with each and every combination in the lookup table. Then it checks for the closet match in both the decoders and gives the minimum count in decoder1 and also gives minimum count in decoder2. Now the minimum counts from both the decoders will be compared in comparator. This count value represents the number of errors in the received data. In this case if both the count values are in high impedance state i.e., ZZZZ then out value and count value will be ZZZZ or else the value will be count1 as shown in Figure 6.

In the second case, the received code is 10010111, this received code is then applied to the decryptor in which the received data is XORed with the LFSR then we get decrypted output data i.e., 10010111. This is given to both the decoders here in which it is XORed with each and every combination in the lookup table. Then it checks for the closet match in both the decoders and gives the minimum count from decoder1 and also gives minimum count from decoder 2. Now the minimum counts from both the decoders will be compared in comparator. This count represents the number of errors in the received data. In this case if both the count values are in high impedance state i.e., ZZZZ then out value and count value will be ZZZZ or else the value will be count2 as shown in Figure 7.

In the third case, the received code is 001100000, this received code is then applied to the decryptor in which the received data is XORed with the LFSR then we get decrypted output data i.e., 00110000. This is given to both the decoders here in which it is XORed with each and every combination in the lookup table. Then it checks for the closet match in both the decoders and gives the minimum count from decoder1 and also gives minimum count from decoder 2. Now the minimum counts from both the decoders will be compared in comparator. This count represents the number of errors in the received data. In this case if count1 value is less than the count 2 value, then the out value and the count value is count1 and out1, if count2 value is less than the count1 value than the out value and the count value is count 2 and out 2, if count1 is equal to the count2 then the received...
code is error one. And the req will be high it requests the sender to resend the data as shown in Figure 8. Table 1 shows the results of error detection & correction rate. As the input bit size increases the detection and correction capability also increases. For k-bit data the error detection and correction rate is calculated using as the number of bit size increases correction rate approaches to 100%. Table 2 Delay times of transmitter and receiver obtained from the simulation reports of 4-bit, 5-bit, 6-bit, 7-bit and 8-bit data. The delay time is been simulated and synthesized using Xilinx ISE 14.1. These are also implemented on sparton-3E FPGA.

4. Conclusion

Our technique to implement Error detection and correction has reached 100% efficiency. If there are any errors present in the data then this technique can be capable to detect and correct in the receiver and the original data can be recovered. Here we have compared the delay for the 4-bit, 5-bit, 6-bit, 7-bit, 8-bit data. Therefore the delay is increased when we increase the number of bits and it gets corrected up to (n/4-1) bits for n-bit orthogonal codes. This is implemented using Xilinx software and Verilog is used as the technique to detect and correct data bits by using cryptographic technique. Finally, this paper has a future work to limit the bandwidth for error detection and correction.
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