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Abstract

Langevin dynamics (LD) has been proven to be a powerful technique for optimizing a non-convex objective as an efficient algorithm to find local minima while eventually visiting a global minimum on longer time-scales. LD is based on the first-order Langevin diffusion which is reversible in time. We study two variants that are based on non-reversible Langevin diffusions: the underdamped Langevin dynamics (ULD) and the Langevin dynamics with a non-symmetric drift (NLD).

Adopting the techniques of Tzen, Liang and Raginsky [TLR18] for LD to non-reversible diffusions, we show that for a given local minimum that is within an arbitrary distance from the initialization, with high probability, either the ULD trajectory ends up somewhere outside a small neighborhood of this local minimum within a recurrence time which depends on the smallest eigenvalue of the Hessian at the local minimum or they enter this neighborhood by the recurrence time and stay there for a potentially exponentially long escape time. The ULD algorithms improve upon the recurrence time obtained for LD in [TLR18] with respect to the dependency on the smallest eigenvalue of the Hessian at the local minimum. Similar result and improvement are obtained for the NLD algorithm.

We also show that non-reversible variants can exit the basin of attraction of a local minimum faster in discrete time when the objective has two local minima separated by a saddle point and quantify the amount of improvement. Our analysis suggests that non-reversible Langevin algorithms are more efficient to locate a local minimum as well as exploring the state space. Our analysis is based on the quadratic approximation of the objective around a local minimum. As a by-product of our analysis, we obtain optimal mixing rates for quadratic objectives in the 2-Wasserstein distance for two non-reversible Langevin algorithms we consider.

*Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong, Shatin, N.T. Hong Kong; xfgao@se.cuhk.edu.hk.
†Department of Management Science and Information Systems and the DIMACS Institute, Rutgers University, Piscataway, NJ-08854, United States of America; mg1366@rutgers.edu.
‡Department of Mathematics, Florida State University, 1017 Academic Way, Tallahassee, FL-32306, United States of America; zhu@math.fsu.edu.
1 Introduction

We consider the stochastic optimization problem:

\[
\min_{x \in \mathbb{R}^d} \mathcal{F}(x) := \mathbb{E}_{Z \sim \mathcal{P}}[f(x, Z)] = \int_{\mathcal{Z}} f(x, z) P(dz),
\]

where \( f : \mathbb{R}^d \times \mathcal{Z} \to \mathbb{R} \) is a real-valued, smooth, possibly non-convex objective function with two inputs, the decision vector \( x \in \mathbb{R}^d \) and a random vector \( Z \) with probability distribution \( \mathcal{P} \) defined on a set \( \mathcal{Z} \). A standard approach for solving stochastic optimization problems is to approximate the expectation as an average over independent observations \( z = (z_1, z_2, \ldots, z_n) \in \mathcal{Z}^n \) and to solve the problem:

\[
\min_{x \in \mathbb{R}^d} F(x) := \frac{1}{n} \sum_{i=1}^{n} f(x, z_i).
\]

Such problems with finite-sum structure arise frequently in many applications including data analysis and machine learning. For example, in the context of stochastic learning problems, if \( z = (a, b) \) is an input-output pair of data sampled from an unknown underlying joint distribution, the function \( f \) corresponds to the loss function \( f(x, z) \) of using the decision variable \( x \) and input \( a \) to predict \( b \). This formulation encompasses a number of regression and classification problems where \( f \) can be both convex and non-convex with respect to its first argument. For example, for linear and logistic regressions, \( f \) is convex whereas \( f \) is typically non-convex for non-linear regression problems and for optimization problems arising in training of neural networks where the decision variable \( x \) corresponds to the choice of the parameters of the neural network we want to fit to the dataset \( z \) (see e.g. [GBCB16]). In this work, our primary focus will be non-convex objectives.

First-order methods such as gradient descent and stochastic gradient descent and their variants with momentum have been popular for solving large-scale optimization problems due to their empirical performance, their scalability and cheaper iteration and storage cost compared to second-order methods in high dimensions [Ber15, Bub14]. These first-order methods admit some theoretical guarantees to locate a local minimizer, however their convergence depends strongly on the initialization (a different initial point can result in convergence to a different stationary point) and they do not have guarantees to visit a global minimum. The (gradient descent) Langevin dynamics (LD) is a variant of gradient descent where a properly scaled Gaussian noise is added to the gradients:

\[
X_{k+1} = X_k - \eta \nabla F(X_k) + \sqrt{2\eta\beta^{-1}} \xi_k,
\]

where \( \eta > 0 \) is the stepsize, \( \xi_k \) is a \( d \)-dimensional anistropic Gaussian noise with distribution \( \mathcal{N}(0, I) \) where for every \( k \), the noise \( \xi_k \) is independent of the (filtration) past up to time \( k \) and \( \beta \) is called the inverse temperature parameter. With proper choice of the parameters and under mild assumptions, LD algorithm converges to a stationary distribution that
concentrates around a global minimum (see e.g. [RRT17, BM99, GM91]) from an arbitrary initial point. Therefore, LD algorithm has a milder dependency on the initialization, visiting a global minimum eventually.\footnote{In the worst case, the number of iterations required to converge to a global minimum can be exponential in the dimension for an objective with multiple minima, in particular finding a global minimum of a non-convex objective is hard in general. However, when the objective has further structure such as a growth condition, the dependency can also be polynomial in dimension.}

The analysis of the convergence behavior of LD is often based on viewing LD as a discretization of the associated stochastic differential equation (SDE), known as the \textit{overdamped Langevin} diffusion or the \textit{first-order Langevin} diffusion,

\[
dX(t) = -\nabla F(X(t))dt + \sqrt{2\beta^{-1}} dB_t,
\]

where \(B_t\) is a \(d\)-dimensional standard Brownian motion (see e.g. [GM91, BM99]). Under some mild assumptions on \(F : \mathbb{R}^d \to \mathbb{R}\), this SDE admits a unique stationary distribution:

\[
\pi(dx) = \frac{1}{\Gamma} e^{-\beta F(x)} dx,
\]

where \(\Gamma > 0\) is a normalizing constant. Without the noise term, overdamped Langevin SDE reduces to the gradient descent dynamics

\[
x'(t) = -\nabla F(x(t)),
\]

which is an ordinary differential equation (ODE) that arises naturally in the study of LD (see e.g. [GM91], [FGQ97, Sec. 4]). This ODE is the continuum limit of the gradient descent algorithm as the stepsize goes to zero (see e.g. [SRBd17]).

Langevin dynamics has a long history, and has also been studied under simulated annealing algorithms in the optimization, physics and statistics literature and its asymptotic convergence guarantees are well known (see e.g. [Gid85, Haj85, GM91, KGV83, BT93, BLNR15, BM99]). However, finite-time performance guarantees for LD have not been studied until more recently. In particular, Raginsky et al. [RRT17] showed that Langevin dynamics with stochastic gradients converges to an \(\varepsilon\)-neighborhood of a global minimizer of (1.2) in \(\text{poly}(\beta, d, \frac{1}{\lambda_*}, \frac{1}{\varepsilon})\) iterations where \(\lambda_*\) is a spectral gap parameter related to the overdamped Langevin SDE. Zhang et al. [ZLC17] showed that LD with stochastic gradients is able to escape shallow local minima, hitting an \(\varepsilon\)-neighborhood of a local minimizer in time polynomial in the variables \(\beta, d\) and \(\varepsilon\). More recently, Tzen et al. [TLR18] showed that for a given local optimum \(x_*\), with high probability and arbitrary initialization, either LD iterates arrive at a point outside an \(\varepsilon\)-neighborhood of this local minimum within a recurrence time \(T_{\text{rec}} = O\left(\frac{1}{m} \log\left(\frac{1}{\varepsilon}\right)\right)\) where \(m\) is smallest eigenvalue of the Hessian \(\nabla^2 F(x_*)\) at the local minimum or they enter this \(\varepsilon\)-neighborhood by the recurrence time and stay there until a potentially exponentially long escape time \(T_{\text{esc}}\). The escape time \(T_{\text{esc}}\) measures how quickly the LD algorithm can get away from a given neighborhood around a
Figure 1: Double-well example. Here, $\Delta F = F(\sigma) - F(a_1)$. There are exactly two local minima $a_1$ and $a_2$ which are separated with a saddle point $\sigma$.

local minimum, therefore it can be viewed as a measure of the effectiveness of LD for the search of a global minimizer, whereas the recurrence time $T_{\text{rec}}$ can be viewed as the order of the time-scale for which search for local minima in the basin of attraction of that minimum happens [TLR18]. Typically, we have $T_{\text{rec}} \ll T_{\text{esc}}$, both time-scales are associated to the discrete-time LD dynamics, however they are often analyzed and estimated by considering the recurrence time and the exit time of the continuous-time overdamped Langevin diffusion [RRT17, GM91]. The simplest non-convex function studied frequently in the literature that sheds light into the exit time behavior of overdamped Langevin dynamics is the double-well example demonstrated in Figure 1, where the objective $F$ has two local minima $a_1, a_2$ separated by a saddle point $\sigma$ in between. For the overdamped Langevin diffusion, it is known that the expected time of the process starting from $a_1$ and hitting a small neighborhood of $a_2$ is given by

$$E\left[\theta_{a_1 \to a_2}^\beta\right] = [1 + o_\beta(1)] \cdot \frac{2\pi}{\mu^*(\sigma)} \cdot e^{\beta[F(\sigma)-F(a_1)]} \cdot \sqrt{\frac{\left|\det \text{Hess} F(\sigma)\right|}{\det \text{Hess} F(a_1)}}.$$  \hspace{1cm} (1.6)

Here, $o_\beta(1) \to 0$ as $\beta \to \infty$, $\det \text{Hess} F(x)$ stands for the determinant of the Hessian of $F$ at $x$, and $-\mu^*(\sigma)$ is the unique negative eigenvalue of the Hessian of $F$ at the saddle point $\sigma$. This formula is known as the Eyring-Kramers formula for reversible diffusions. Its rigorous proof was first obtained by [BGK04] by a potential analysis approach, and then by [HKN04] through Witten Laplacian analysis. We refer to [Ber13] for a survey on mathematical approaches to the Eyring-Kramers formula.

We note that in many practical applications, for instance in the training of neural networks, the eigenvalues of the Hessian at local extrema concentrate around zero and
the magnitude of the eigenvalues $m$ and $\mu^{\ast}(\sigma)$ can often be very small [SBL16, CCS+17]. In this case, the recurrence time $T_{\text{rec}}$ and the expected hitting time $\mathbb{E}\left[\theta_{a_1 \to a_2}\right]$, being quantities that scale inversely with $m$ and $\mu^{\ast}(\sigma)$ respectively, can be quite large. This results in slow convergence of the overdamped process to its equilibrium [BGK05]. It is also known that the overdamped Langevin diffusion is a reversible Markov process, and reversible processes can be much slower than their non-reversible variants that admit the same equilibrium distribution in terms of their convergence rate to the equilibrium (see e.g. [S+09, LNP13, DHN00, HHMS93, HHMS05, EGZ17, GO07]).

There are two popular non-reversible variants of overdamped Langevin that can improve its performance in practice for a variety of applications [LNP13, Sec. 4]. The first variant is based on the underdamped Langevin diffusion, also known as the second-order Langevin diffusion,

\begin{align}
    dV(t) &= -\gamma V(t)dt - \nabla F(X(t))dt + \sqrt{2\gamma\beta^{-1}}dB_t, \quad (1.7) \\
    dX(t) &= V(t)dt, \quad (1.8)
\end{align}

where $X(t), V(t) \in \mathbb{R}^d$ for each $t$, and $\gamma$ is known as the friction coefficient, and $B_t$ is a standard $d$-dimensional Brownian motion. This diffusion goes back to Kramers [Kra40] and was derived in the physics literature to model particles moving in a potential subject to random noise. It is known that under mild assumption on $F$, the Markov process $(X, V)$ is ergodic and have a unique stationary distribution

\begin{equation}
\pi(dx, dv) = \frac{1}{\Gamma^U} \exp \left( -\beta \left( \frac{1}{2}\|v\|^2 + F(x) \right) \right) dx dv, \quad (1.9)
\end{equation}

where $\Gamma^U > 0$ is a normalizing constant. Hence, the marginal distribution in $X$ of the Gibbs distribution $\pi(dx, dv)$ is exactly the same as the invariant distribution (1.4) of the overdamped Langevin dynamics (1.3). We refer the reader to [Pav14] for more on underdamped Langevin diffusions. The discretized dynamics are called the underdamped Langevin dynamics (ULD):

\begin{align}
    V_{k+1} &= V_k - \eta [\gamma V_k + \nabla F(X_k)] + \sqrt{2\gamma\beta^{-1}}\eta \xi_k, \quad (1.10) \\
    X_{k+1} &= X_k + \eta V_k, \quad (1.11)
\end{align}

where $(\xi_k)_{k \geq 0}$ is a sequence of i.i.d standard Gaussian random vectors in $\mathbb{R}^d$. Recent work [GGZ18] showed that ULD admits better non-asymptotic performance guarantees compared to known guarantees for LD in the context of non-convex optimization when the

---

2*We note that overdamped Langevin SDE is reversible in the sense that if $X_0$ is distributed according to the stationary measure $\pi$, then $(X_t)_{0 \leq t \leq T}$ and $(X_{T-t})_{0 \leq t \leq T}$ have the same law. Mathematically, this is equivalent to the infinitesimal generator of $X_t$ process being (self-adjoint) symmetric in $L^2(\pi)$ [LNP13, RW00]. Roughly speaking, reversibility of a Markov process says that statistical properties of the process are preserved if the process is run backwards in time.*

3*This algorithm is also known as the inertial Langevin dynamics or the Hamiltonian Langevin Monte Carlo algorithm.*
objective satisfies a dissipativity condition. Recent work also showed that ULD or alternative discretizations of the underdamped diffusion can sample from the Gibbs distribution more efficiently than LD when $F$ is globally strongly convex [CCBJ17, DRD18, MS17] or strongly convex outside a compact set [CCA+18].

The second variant of overdamped Langevin involves adding a drift term to make the dynamics non-reversible:

$$dX(t) = -A_J(\nabla F(X(t)))dt + \sqrt{2\beta^{-1}}dB_t, \quad A_J = I + J,$$

where $J \neq 0$ is a $d \times d$ anti-symmetric matrix, i.e. $J^T = -J$ and $I$ is the $d \times d$ identity matrix, and $B_t$ is a standard $d$-dimensional Brownian motion. It can be shown that such a drift preserves the stationary distribution (1.4) (Gibbs distribution) of the overdamped Langevin dynamics [HHMS05, LNP13, Pav14, GM16]. Note that the non-reversible Langevin diffusion reduces to the overdamped Langevin diffusion (1.3) when $J = 0$. When $F$ is quadratic, the $X(t)$ process in (1.12) is Gaussian. Using the rate of convergence of the covariance of $X(t)$ as the criterion, [HHMS93] showed that $J = 0$ is the worst choice, and improvement is possible if and only if the eigenvalues of the matrix associated with the linear drift term are not identical. [LNP13] proved the existence of the optimal $J$ such that the rate of convergence to equilibrium is maximized, and provided an easily implementable algorithm for constructing them. [WHC14] proposed two approaches to obtain the optimal rate of Gaussian diffusion and they also made the comparison with [LNP13]. [GM16] studied optimal linear drift for the speed of convergence in the hypoelliptic case. For more general non-quadratic $F$, [HHMS05] showed by comparing the spectral gaps that by adding $J \neq 0$, the convergence to the Gibbs distribution is at least as fast as the overdamped Langevin diffusion ($J = 0$), and is strictly faster except for some rare situations. [DLP16] showed that the asymptotic variance can also be reduced by using the non-reversible Langevin diffusion.

Finally, the discretization of the non-reversible Langevin diffusion (1.12) leads to

$$X_{k+1} = X_k - \eta A_J(\nabla F(X_k)) + \sqrt{2\eta\beta^{-1}}\xi_k,$$

which we refer to as the non-reversible Langevin dynamics (NLD).

## 2 Contributions

In this paper, we study two non-reversible variants of the gradient Langevin dynamics, the underdamped Langevin dynamics (ULD) and the non-reversible Langevin dynamics (NLD).

First, we consider the special case of quadratic objectives and derive an explicit characterization of the rate of convergence to the stationary distribution in the 2-Wasserstein metric. Our exponential rate is optimal and unimprovable in the sense that it is achieved
for some quadratic functions and initialization. Our results show that both non-reversible diffusions mix faster than the reversible Langevin diffusion. Our mixing rate results improve upon the existing results by Cheng et al. [CCBJ17] and Dalalyan and Riou-Durand [DRD18] developed earlier for the more general case when $F$ is a strongly convex function with Lipschitz gradients.

Second, we investigate the metastability behavior of non-reversible Langevin algorithms for non-convex objectives. We extend the results of [TLR18] obtained for Langevin dynamics to non-reversible Langevin dynamics and show that for a given local minimum that is within an arbitrary distance $r$ from the initialization, with high probability, either ULD trajectory ends up somewhere outside an $\varepsilon$-neighborhood of this local minimum within a recurrence time $T_{\text{rec}} = \mathcal{O}\left(\frac{|\log(m)|}{\sqrt{m}} \log(r/\varepsilon)\right)$ or they enter this neighborhood by the recurrence time and stay there for a potentially exponentially long escape time. The analogous result shown in [TLR18] for reversible LD requires a recurrence time of $T_{\text{rec}} = \mathcal{O}\left(\frac{1}{m} \log(r/\varepsilon)\right)$. This shows that underdamped dynamics requires a smaller recurrence time by a square root factor in $m$, ignoring a $\log(m)$ factor. Since the recurrence time can be viewed as a measure of the efficiency of the search of a local minimum [TLR18], our results suggest that underdamped Langevin dynamics operate on a faster time-scale to locate a local minimum. This is also consistent with our results for the quadratic objectives. We also show analogous results for NLD proving that its recurrence time improves upon that of LD under some assumptions.

Third, we consider the mean exit time from the basin of attraction of a local minimum for non-reversible algorithms. We focus on the double-well example (illustrated in Figure 1) which has been the recent focus of the literature [BR16, LMS17] as it is the simplest non-convex function that gives intuition about the more general case and for which mean exit time has been studied in continuous time.\(^4\) We show that these results can be translated into discrete time if the stepsize parameter is small enough and the inverse temperature is large enough. Our analysis shows that non-reversible dynamics can exit the basin of attraction of a local minimum faster under some conditions and characterizes the improvement for both ULD and NLD compared to LD when the parameters of these algorithms are chosen appropriately. These results support the numerical evidence that non-reversible algorithms can explore the state space more efficiently (see e.g. [CDC15, CFG14, GM16]) and bridges a gap between the theory and practice of Langevin algorithms.

**Notations**

Throughout the paper, for any two real numbers $x, y$, we use the notation $x \wedge y$ to denote $\min\{x, y\}$ and $x \vee y$ to denote $\max\{x, y\}$. For any $n \times n$ matrix $A$, we use $\lambda_i(A)$, $1 \leq i \leq n$, to denote the $n$ eigenvalues of $A$. We also assume that $H$ is the Hessian matrix $\nabla^2 F$.

\(^4\)To our knowledge, a rigorous mathematical theory that characterizes the mean escape time for non-reversible Langevin algorithms beyond the double well example for general non-convex functions is nonexistent at the moment.
evaluated at the local minimum $x^*$, and is positive definite. The norm $\| \cdot \|$ denotes the 2-norm of a vector and the (spectral norm) 2-norm of a matrix.

In our analysis, we will use the following 2-Wasserstein distance. For any two Borel probability measures $\nu_1$ and $\nu_2$ with finite second moments, the 2-Wasserstein distance is defined as

$$W_2(\nu_1, \nu_2) := \inf_{Y_1 \sim \nu_1, Y_2 \sim \nu_2} \left( \mathbb{E} \| Y_1 - Y_2 \|^2 \right)^{1/2},$$

where the infimum is taken over all the random couples $(Y_1, Y_2)$ taking values in $\mathbb{R}^d \times \mathbb{R}^d$ with marginals $\nu_1$ and $\nu_2$. We refer the reader to [Vil09] for more on Wasserstein distances.

3 Special case: Quadratic objective

We first consider the case when $F$ is a strongly convex quadratic function

$$F(x) = \frac{1}{2} x^T H x - b_1^T x + c_1,$$

where $H$ is a $d \times d$ symmetric positive definite matrix with eigenvalues $\{\lambda_i\}_{i=1}^d$ in increasing order, i.e. $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_d$, and $b_1$ is a $d$-dimensional vector and $c_1$ is a scalar. Let

$$m := \lambda_1 \leq M := \lambda_d$$

be the lower and upper bounds on the eigenvalues, where $m$ is the strong convexity constant and $M$ is the Lipschitz constant of the gradient

$$\nabla F(x) = H x - b_1.$$

In this case, the Langevin diffusion corresponds to a particular Gaussian process known as the Ornstein-Uhlenbeck process. If the objective gradient is linearized around a point, such dynamics would naturally arise. Understanding the behavior of Langevin diffusion for this simpler special case have proven to be useful for analyzing the more general case when $F$ can be non-convex [RRT17], [Pav14, Sec. 6.3], [HN04] as well as shedding light into the convergence behavior of Langevin algorithms, see e.g. [DNP17, BG02]. Our analysis for characterizing the recurrence time of ULD and NLD will also build on our results in this section developed for quadratic objectives.

It is known that the overdamped Langevin diffusion mixes at the exponential rate $e^{-mt}$ with respect to the 2-Wasserstein metric [BGG12]. We next show that underdamped Langevin and non-reversible Langevin diffusions mix with a faster exponential rate.

3.1 Underdamped Langevin diffusion

By strong convexity, the quadratic function $F(x)$ given in (3.1) has a unique minimum at $x^*_H := H^{-1} b_1$. We write

$$X(t) = Y(t) + x^*_H.$$
Thus, we have the decomposition
\[ \nabla F(X(t)) = HY(t). \]

Then, we can write the underdamped diffusion in matrix form as
\[
d \begin{bmatrix} V(t) \\ Y(t) \end{bmatrix} = -H_\gamma \begin{bmatrix} V(t) \\ Y(t) \end{bmatrix} dt + \sqrt{2\gamma\beta^{-1}}I^{(2)} dB_t^{(2)},
\]
where \( B_t^{(2)} \) is a 2\(d\)-dimensional standard Brownian motion and
\[
H_\gamma := \begin{bmatrix} \gamma I_H & 0 \\ -I_0 & 0 \end{bmatrix}, \quad I^{(2)} := \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix}.
\]

This process is an Ornstein-Uhlenbeck process with a solution
\[
\begin{bmatrix} V(t) \\ Y(t) \end{bmatrix} = e^{-tH_\gamma} \begin{bmatrix} V(0) \\ Y(0) \end{bmatrix} + \sqrt{2\gamma\beta^{-1}} \int_0^t e^{(s-t)H_\gamma} I^{(2)} dB_s^{(2)},
\]
where \([V(0), Y(0)] \in \mathbb{R}^{2d}\) is the initial point (see e.g. [Oks98]) and \(H_\gamma\) and \(I^{(2)}\) are defined in (3.2). Then it follows that the vector \([V(t), Y(t)]^T\) follows a 2\(d\)-dimensional Gaussian distribution for all \(t\) with mean \(\mu_t\) and covariance \(\Sigma_t\) given by
\[
\mu_t := e^{-tH_\gamma} [V(0), Y(0)]^T, \quad (3.4)
\]
\[
\Sigma_t := 2\gamma\beta^{-1} \int_0^t e^{-sH_\gamma} I^{(2)} e^{-sH_\gamma^T} ds. \quad (3.5)
\]

It follows from (1.9) that the stationary distribution of \([Y(t), V(t)]\) is
\[
\pi(dy, dv) \propto e^{-\frac{1}{2}g^T H_g y - \frac{1}{2}\|v\|^2} dy dv,
\]
which is a Gaussian distribution with mean and covariance given by
\[
\mu_\infty = [0, 0]^T, \quad \Sigma_\infty = \beta^{-1} \begin{bmatrix} H^{-1} & 0 \\ 0 & I \end{bmatrix},
\]
and the marginal stationary distribution of the \(Y(t)\) process is given by
\[
\pi(dy) \propto e^{-\frac{1}{2}g^T H_g y} dy.
\]

Natural questions to ask are the following:

**Q1.** Let \(\nu_t(dy)\) be the probability law of the underdamped process \(Y(t)\) at time \(t\). How fast does the underdamped process converge to its equilibrium \(\pi(dy)\) in the \(W_2\) metric?
Q2. How does the convergence depend on the constants $m$ and $M$?

These questions are naturally related to how fast $\mu_t$ and $\Sigma_t$ converges to its equilibrium values $\mu_\infty$ and $\Sigma_\infty$. Dalalyan and Riou-Durand [DRD18] showed recently that

$$W_2(\nu_t(dy), \pi(dy)) \leq C_0(\beta)e^{-\frac{m}{2\sqrt{M}}t}$$

(3.6)

for some explicit constant $C_0$ that depends on $\beta$. In [DRD18], the bound in (3.6) holds for $\beta = 1$, and the result in (3.6) can be extended to general $\beta > 0$ by applying Lemma 1 in [DRD18]. For general $\beta > 0$, we should replace $t$ by $\sqrt{\beta^{-1}}t$ and $m$ and $M$ by $\beta m$ and $\beta M$ to apply (3.6), and the exponent in (3.6) remains invariant. This improves upon the mixing rate $e^{-\frac{m}{2}M}t$ obtained in [CCBJ17] for strongly convex $F$ for $\gamma = 2$ and $\beta = M$ in the underdamped SDE (see Theorem 5 in [CCBJ17]). It is known that overdamped Langevin diffusion mixes at rate $e^{-\frac{m}{2}t}$ in the 2-Wasserstein metric [DRD18], the rate in (3.6) improves upon this rate when $M + m \geq 1$.

Next, in Theorem 3, we show a stronger result that shows that the underdamped diffusion mixes at rate $e^{-\sqrt{m}t}$ when $F$ is a strongly convex quadratic.

Let $\pi_t(dv, dy)$ denote the probability law of the underdamped process $(V(t), Y(t))$ at time $t$. The 2-Wasserstein distance between the two Gaussian distributions $\pi_t(dv, dy) \sim \mathcal{N}(\mu_t, \Sigma_t)$ and $\pi(dy, dv) \sim \mathcal{N}(\mu_\infty, \Sigma_\infty)$ admits an explicit formula (see e.g. [Gel90])

$$W_2^2(\pi_t(dv, dy), \pi(dy, dv)) = \|\mu_t - \mu_\infty\|_2^2 + \text{Tr} \left( \Sigma_t + \Sigma_\infty - 2 \left( \Sigma_t^{1/2} \Sigma_\infty \Sigma_t^{1/2} \right)^{1/2} \right).$$

(3.7)

Inserting formulas (3.4)–(3.5) into (3.7) leads to an explicit expression for the Wasserstein distance. In particular we see from (3.4) that $\|\mu_t - \mu_\infty\|$ is controlled by $\|e^{-tH_\gamma}\|_6$, where $\|\cdot\|_6$ denotes the spectral norm (2-norm) of a matrix. In the next lemma, we provide an estimate on $\|e^{-tH_\gamma}\|_6$ in particular achieving the fastest mixing rate $e^{-\sqrt{m}t}$ requires tuning the parameter $\gamma$.

**Lemma 1.** (i) If $\gamma \in (0, 2\sqrt{m})$, then

$$\|e^{-tH_\gamma}\|_6 \leq C_\gamma e^{-\sqrt{m}(1-\hat{\epsilon})t},$$

where

$$C_\gamma := \frac{1 + M}{\sqrt{m(1 - (1 - \hat{\epsilon})^2)}}, \quad \hat{\epsilon} := 1 - \frac{\gamma}{2\sqrt{m}} \in (0, 1).$$

(3.8)

(ii) If $\gamma = 2\sqrt{m}$, then,

$$\|e^{-tH_\gamma}\|_6 \leq \sqrt{C_H + 2 + (m + 1)^2t^2} \cdot e^{-\sqrt{m}t}$$

5In our notation, our $F$ is the $\beta^{-1}F$ in [CCBJ17], but the rate $e^{-(m/2M)t}$ is preserved.

6E.g. $\|\mu_t - \mu_\infty\| \leq \|e^{-tH}\| \cdot \|V(0), Y(0)\|$ and $\|\Sigma_t - \Sigma_\infty\| \leq 2\gamma \beta^{-1} \int_0^t \|e^{-sH_\gamma}\|^2 ds$. 
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where $C_H$ is a constant that depends only on the eigenvalues of $H$ and is defined as
\[
C_H := \max_{\lambda_i > m} \frac{(1 + \lambda_i)^2}{\lambda_i - m}.
\] (3.9)

**Remark 2.** In Lemma 1, when $\gamma = 2\sqrt{m}$, the matrix $H_\gamma$ has double eigenvalues that are not simple (the eigenvalues have a Jordan block of size 2). As a consequence, in this case, there is a factor $\sqrt{C_H + 2 + (m + 1)^2} t^2$ in front of the exponential $e^{-\sqrt{mt}}$ that grows with $t$ and it is not possible to replace this factor with a universal constant that does not depend on $t$. This behavior is also the reason why the constant $C_\bar{\varepsilon} \uparrow \infty$ in part (i) of Lemma 1 as $\gamma \uparrow 2\sqrt{m}$.

Recall from (1.9) that for the underdamped diffusion in (1.7)-(1.8), we have the stationary distribution of the $X$ process $\pi(dx) \propto e^{-\beta F(x)} dx$. Based on the previous lemma and a standard coupling approach, we obtain the following convergence result in the $2$-Wasserstein distance.

**Theorem 3.** Consider the underdamped Langevin diffusion with parameter $\gamma$ for a quadratic objective given by (3.1). Let $\pi_{t,\gamma}$ denote the law of $X(t)$ at time $t$ for the underdamped Langevin diffusion in (1.8). We have the following:

(i) If $\gamma < 2\sqrt{m}$, then for every $t \geq 0$,
\[
W_2(\pi_{t,\gamma}, \pi) \leq C_{\bar{\varepsilon}} e^{-\sqrt{mt}(1-\bar{\varepsilon})} W_2(\pi_{0,\gamma}, \pi),
\]
where $C_{\bar{\varepsilon}}$ and $\bar{\varepsilon}$ are defined in (3.8).

(ii) If $\gamma = 2\sqrt{m}$, then for every $t \geq 0$,
\[
W_2(\pi_{t,\gamma}, \pi) \leq \sqrt{C_H + 2 + (m + 1)^2} t^2 \cdot e^{-\sqrt{mt}} W_2(\pi_{0,\gamma}, \pi).
\]
where $C_H$ is a constant defined by (3.9).

(iii) For any $\gamma > 0$, we have
\[
W_2(\pi_{0,\gamma}, \pi) \leq \left( 2\|X(0)\|^2 + \frac{4}{m} \left( \frac{\|b_1\|^2}{2m} + \frac{d}{\beta} \right) \right)^{1/2}.
\]

**Remark 4.** Following the proof technique of Theorem 3, it can be shown that if $\gamma > 2\sqrt{m}$, then $W_2(\pi_{t,\gamma}, \pi)$ decays with an exponential rate $e^{-t\gamma - \sqrt{2 + 4m}}$ which is a slower decay than the $e^{-\sqrt{mt}}$ rate achieved for $\gamma = 2\sqrt{m}$. In this sense, the choice of $\gamma = 2\sqrt{m}$ optimizes the convergence rate to the stationary distribution. This is illustrated in Figure 3.1. A similar result was known in dimension one (see [Ris89, Sec. 10.2], [Pav14, Section 6.3], [EGZ17, Sec. 1.6]), our result generalizes this result to arbitrary dimension $d$ and gives explicit constants.
Figure 2: The exponent of the Wasserstein rate is optimized for the choice of $\gamma = 2\sqrt{m}$. This is illustrated in the figure for $m = 0.01$.

Theorem 3 shows that a convergence rate of $e^{-\sqrt{mt}}$ is achievable by tuning the parameter $\gamma$ and specifies all the constants and dependence to initialization explicitly. We note that the exponent in $t$ in our analysis is optimal and is achieved for some quadratic functions.

### 3.2 Non-reversible Langevin diffusion

We will show that the non-reversible Langevin diffusion given by (1.12) can converge to its equilibrium with a faster exponential rate compared to the $e^{-mt}$ rate of overdamped Langevin diffusion. With a change of variable $X(t) = Y(t) + x_H^*$, the non-reversible Langevin dynamics given in (1.12) become

$$dY(t) = -A_JHY(t)dt + \sqrt{2\beta^{-1}}dB_t, \quad A_J = I + J,$$

which admits the solution

$$Y(t) = e^{-tA_JH}Y(0) + \sqrt{2\beta^{-1}}\int_0^t e^{(s-t)A_JH}dB_s.$$

We observe that, the convergence behavior of the $Y(t)$ process to its equilibrium is controlled by the decay of $\|e^{-tA_JH}\|$ in time $t$. It is expected that the decay of $\|e^{-tA_JH}\|$ in time $t$ is related to the real part of the eigenvalues

$$\lambda_i^J := \Re (\lambda_i(A_JH))$$
indexed with increasing order and their multiplicity. We note that when \( J = 0 \), we have \( A_J = I \) and \( \lambda_J^1 = \lambda \), which are the eigenvalues of \( H \). Hwang et al. [HHMS93] showed that for any anti-symmetric \( J \), we have the following result.

**Lemma 5** ([HHMS93, Theorem 3.3]). For any anti-symmetric matrix \( J \), we have 

\[
m = \lambda_1 \leq \lambda_J^1 \leq \lambda_J^d \leq \lambda_d = M,
\]

and \( m = \lambda_1 = \lambda_J^1 \) if and only if the following condition holds:

**(C1)** There exists non-zero vectors \( u \) and \( v \) in \( \mathbb{R}^d \) and \( \rho \in \mathbb{R} \) such that \( u + iv \) is an eigenvector of \( A_JH \) with eigenvalue \( m + i\rho \) and \( u + iv \) is an eigenvector of \( J \) with eigenvalue \( i\rho \) and \( Ju = -\rho v \), \( Jv = \rho u \).

A consequence of Lemma 5 is that \( \lambda_J^1 \geq \lambda_1 = m \) with the equality being satisfied only if a special (non-generic) condition \((C1)\) given in Lemma 5 holds. Considering the Jordan normal form of \( A_JH \), there exists an invertible matrix \( S \) such that 

\[
S^{-1}(A_JH)S = \text{diag}\left( \hat{J}_1, \hat{J}_2, \ldots, \hat{J}_\ell \right),
\]

where the latter is a block diagonal matrix with diagonals \( \hat{J}_i \), \( 1 \leq i \leq \ell \), with \( \hat{J}_i \) being the Jordan block corresponding to the \( i \)-th eigenvalue. This leads to the immediate bound

\[

\left\| e^{-tA_JH} \right\| = \left\| Se^{-tJ}S^{-1} \right\| \leq \| S \| \left\| S^{-1} \right\| \left\| e^{-tJ} \right\| \leq C_J(1 + t^{n_1-1})e^{-t\lambda_J^1},
\]

where \( C_J \) is a universal constant that depends on \( J \) and \( n_1 \) is the size of the Jordan block \( \hat{J}_1 \) corresponding to the eigenvalue \( \lambda_J^1 \) (with the convention that a simple eigenvalue is corresponding to a Jordan block of size one). This is summarized in the following lemma:

**Lemma 6.** There exists a positive constant \( C_J \) that depends on \( J \) such that

\[
\left\| e^{-tA_JH} \right\| \leq C_J(1 + t^{n_1-1})e^{-t\lambda_J^1},
\]

where \( n_1 \) is the maximal size of a Jordan block of \( A_JH \) corresponding to the eigenvalue \( \lambda_J^1 \). It follows that for any \( \tilde{\varepsilon} > 0 \), there exist some constant \( C_J(\tilde{\varepsilon}) \) that depends on \( \tilde{\varepsilon} \) and \( J \) such that for every \( t \geq 0 \),

\[
\left\| e^{-tA_JH} \right\| \leq C_J(\tilde{\varepsilon})e^{-tm_J(\tilde{\varepsilon})}, \quad m_J(\tilde{\varepsilon}) := \lambda_J^1 - \tilde{\varepsilon}.
\]

**Remark 7.** When \( J = 0 \), we have \( A_JH = H \) which has the simple eigenvalue \( m = \lambda_J^1 = \lambda_1 \). Since \( H \) is positive definite, and \( \left\| e^{-tH} \right\| = e^{-t\lambda_1} = e^{-tm} \) and we can take \( n_1 = 1 \) and \( C_J = 1/2 \) in Lemma 6. A consequence of Lemmas 5 and 6 is that unless the condition \((C1)\) holds, non-reversible Langevin leads to a faster exponential decay compared to reversible Langevin, i.e \( \lambda_J^1 > \lambda_1 \).
One could also ask what is the choice of the matrix $J$ that can maximize the exponent $\lambda_1^J$ that appears in Lemma 6, i.e., let

$$J_{\text{opt}} := \arg \max_{J=-J^T} \lambda_1^J.$$  

A formula for $J_{\text{opt}}$ and an algorithm to compute it is known (see [LNP13, Fig. 1]), however this is not practical to compute for optimization purposes as it requires the knowledge of the eigenvectors and eigenvalues of the matrix $H$ which is unknown. Nevertheless, $J_{\text{opt}}$ gives information about the extent of acceleration that can be obtained. It is known that

$$\lambda_{\text{opt}}^1 = \frac{\text{Tr}(H)}{d},$$

as well as a characterization of the constants $C_{\text{opt}}$ and $n_1$ arising in Lemma 6 when $J = J_{\text{opt}}$ [LNP13, equation (46)]. We see that $md \leq \text{Tr}(H) \leq M(d-1) + m$ as the smallest and the largest eigenvalue of $H$ is $m$ and $M$. Therefore, we have

$$1 \leq \frac{\lambda_{\text{opt}}^1}{\lambda_1} \leq \frac{M(d-1) + m}{md}.$$  

The acceleration is not possible (the ratio above is 1) if and only if all the eigenvalues of $H$ are the same and are equal to $m$; i.e., when $M = m$ and $\text{Tr}(H) = md$. Otherwise, $J_{\text{opt}}$ can accelerate by a factor of $\frac{M(d-1)+m}{md}$ which is on the order of the condition number $\kappa := M/m$ up to a constant $\frac{d-1}{d}$ which is close to one for $d$ large.

We recall that $\pi$ denotes the stationary distribution of the Langevin diffusion, that is, $\pi(dx) \propto \exp(-\beta F(x))dx$. Let $\pi_{t,J}$ denote the law of $X(t)$ at time $t$ defined in (1.12). Using Lemma 6, we can show the following convergence rate in Wasserstein distances using a proof technique similar to the proof of Theorem 3.

**Theorem 8.** For every $t \geq 0$,

$$W_2(\pi_{t,J}, \pi) \leq C_J(1 + t^{n_1-1})e^{-t\lambda_1^J} \cdot \left( 2\|X(0)\|^2 + \frac{4}{m} \left( \frac{\|b_1\|^2}{2m} + \frac{d}{\beta} \right) \right)^{1/2},$$

where $C_J$, $n_1$, $\lambda_1^J$ are defined in Lemma 6.

In the next section, we will discuss non-convex objectives. The results from this section will play a crucial role to understand the behavior of Langevin algorithms near a local minimum which can be approximated by an Ornstein-Uhlenbeck process.

### 4 Recurrence and escape times for non-reversible Langevin dynamics

It is known that the reversible Langevin algorithm converges to a local minimum in time polynomial with respect to parameters $\beta$ and $d$, the intuition being that the expectation
of the iterates follows the gradient descent dynamics which converges to a local minimum [ZLC17, FGQ97]. It is also known that once Langevin algorithms arrive to a neighborhood of a local optimum, they can spend exponentially many iterations in dimension to escape from the basin of attraction of this local minimum. This behavior is known as “metastability” and has been studied well [BGK05, BGK04, Ber13, TLR18].

Recently, Tzen et al. [TLR18] provided a finer characterization of this metastability phenomenon and showed that for a particular local minimum, if the stepsize $\eta$ is small enough and the inverse temperature $\beta$ is large enough, with an arbitrary initialization, at least one of the following two events will occur with high probability: (1) The Langevin trajectory will end up being outside of the $\varepsilon$-neighborhood of this particular optimum within a short recurrence time $T_{\text{rec}} = O\left(\frac{1}{m\log(\frac{1}{\varepsilon})}\right)$ where $m > 0$ is the smallest eigenvalue of the Hessian at the local minimum. (2) The Langevin dynamics’ trajectory enters this $\varepsilon$-neighborhood by the recurrence time and stays there for a potentially exponentially long escape time $T_{\text{esc}}$. In Section 3, we observed that both underdamped Langevin and reversible Langevin concentrates around the local (global) minimum faster in continuous-time for the quadratic objectives. When the stepsize is small, we also expect similar results to hold in discrete time. In this section, we will study the recurrence time and escape time $T_{\text{rec}}$ of underdamped Langevin dynamics (ULD) and the corresponding time-scales $T_{\text{rec}}$ and $T_{\text{esc}}$ for non-reversible Langevin dynamics (NLD). We will show that recurrence time of underdamped and non-reversible Langevin algorithms will improve upon that of reversible Langevin algorithms in terms of its dependency to the smallest eigenvalue of the Hessian at a local minimum. Our analysis is based on linearizing the gradient of the objective around a local minimum and is based on the results derived in the previous section on quadratic objectives. We will also show in Section 5 that for the double-well potential, the mean exit times from the basin of attraction of a local minimum$^7$ for non-reversible Langevin dynamics will improve upon that of reversible Langevin dynamics in terms of dependency to the curvature at the saddle point.

Throughout the rest of the paper, we impose the following assumptions.

**Assumption 9.** We impose the following assumptions.

(i) The functions $f(\cdot, z)$ are twice continuously differentiable, non-negative valued, and

$$|f(0, z)| \leq A, \quad \|\nabla f(0, z)\| \leq B, \quad \|\nabla^2 f(0, z)\| \leq C,$$

uniformly in $z \in Z$ for some $A, B, C > 0$.

(ii) $f(\cdot, z)$ have Lipschitz-continuous gradients and Hessians, uniformly in $z \in Z$, there

---

$^7$Formally, we define the basin of attraction of a local minimum $x_*$ as the set of all initial points $x_0 \in \mathbb{R}^d$ such that the gradient flow ODE given in (1.5) with initial point $x_0$ converges to $x_*$ as time $t$ goes to infinity.
exist constants \( L,M > 0 \) so that for all \( x,y \in \mathbb{R}^d \),
\[
\| \nabla f(x) - \nabla f(y) \| \leq M \| x - y \|,
\]
\[
\| \nabla^2 f(x) - \nabla^2 f(y) \| \leq L \| x - y \|.
\] (4.1)

(iii) The empirical risk \( F(\cdot) \) is \((m,b)\)-dissipative 8:
\[
\langle x, \nabla F(x) \rangle \geq m \| x \|^2 - b.
\] (4.2)

(iv) The initialization satisfies \( \| X_0 \| \leq R := \sqrt{b/m} \).

The first assumption and the second assumption on gradient Lipschitzness is standard (see e.g. [MSH02, TLR18, EGZ17, CCBJ17]). The second assumption on the Lipschitzness of the Hessian is also frequently made in the literature [TLR18, CFM18, DRD18], this allows a more accurate local approximation of the Langevin dynamics as an Ornstein-Uhlenbeck process. The third assumption on dissipativity is also standard in the literature to ensure convergence of Langevin diffusions to the stationary measure. It is not hard to see from dissipativity condition (4.2) in Assumption 9 (iii) above that for any local minimum \( x^* \) of the Hessian matrix \( H = \nabla^2 F \), which is positive definite and the minimum eigenvalue of \( H \) is \( m \), then we have \( \| x^* \| \leq R = \sqrt{b/m} \). This indicates that we can choose an initialization \( X_0 \) to satisfy \( \| X_0 \| \leq R = \sqrt{b/m} \) as in part (iv) of Assumption 9.

4.1 Underdamped Langevin dynamics

In this section, we investigate the behavior around local minima for the underdamped Langevin dynamics (1.10)-(1.11) by studying recurrence and escape times with the choice of the friction coefficient \( \gamma = 2\sqrt{m} \) which is optimal for the convergence rate as discussed in Section 3. We also give an analogous theorem for the case \( \gamma < 2\sqrt{m} \) in Section E of the Appendix; the remaining case \( \gamma > 2\sqrt{m} \) can also be treated similarly.

Before we state the main result, we summarize the technical constants that will be used in Table 1 9. In the following result and the rest of the paper unless we specify otherwise, the notation \( \mathcal{O}(\cdot) \) hides dependency to the constants \( C_H, M, L \). We give explicit expressions for all the constants in the proofs.

**Theorem 10.** Fix \( \gamma = 2\sqrt{m} \), \( \delta \in (0,1) \) and \( r > 0 \). For a given \( \varepsilon \) satisfying \( 0 < \varepsilon < \varepsilon^U = \min \{ \mathcal{O}(r), \mathcal{O}(m) \} \),

---

8In terms of notations, the dissipativity constant \( m \) here is taken to be the same as the minimum eigenvalue of the Hessian matrix \( H \) in this section, as well as for the quadratic case in Section 3. With abuse of notations, we use \( m \) both for non-convex and convex cases.

9In Table 1, \( C^c_x, C^c_v \) give the uniform \( L^2 \) bounds for the continuous-time processes \( X(t) \) and \( V(t) \) defined in (1.8) and (1.7) respectively, and \( C^d_x, C^d_v \) give the uniform \( L^2 \) bounds for the discrete-time processes \( X_k \) and \( V_k \) defined in (1.11) and (1.10) respectively, and \( K_1 \) and \( K_2 \) are used in the upper bound on the stepsize \( \eta \) under which the uniform \( L^2 \) bounds for the discrete-time processes are valid, see Lemma 24 for details.
\[
\begin{align*}
\bar{\varepsilon}_1^U & = \sqrt{\frac{C_H + 2 + (m + 1)^2}{(C_H + 2)m + (m + 1)^2}} r, \\
\bar{\varepsilon}_2^U & = 2\sqrt{2}(C_H + 2 + (m + 1)^2)^{1/4} \frac{e^{-1/2}r}{m^{1/4}}, \\
\bar{\varepsilon}_3^U & = 4L \left( \frac{\sqrt{C_H + 2} + m + 1}{\sqrt{C_H + 2} + (m + 1)^2} \right), \\
\varepsilon & := \min \{ \bar{\varepsilon}_1^U, \bar{\varepsilon}_2^U, \bar{\varepsilon}_3^U \} \\
\eta_1^U & = \frac{\varepsilon e^{-(1+\gamma+M)}}{8B}, \\
\eta_2^U & = \frac{384(M^2C_x^c + (1 + \gamma)^2C_v^c)\mathcal{T}_{\text{rec}}^U}{\sqrt{B_h}}, \\
\eta_3^U & = \frac{4\gamma^2}{9BM^2C_v^d\mathcal{T}_{\text{rec}}^U}, \\
\eta_4^U & = \min \left\{ \frac{\gamma}{K_2}(d/\beta + A/\beta), \frac{\gamma\lambda}{2K_1} \right\}, \\
\eta^U & := \min \{ 1, \eta_1^U, \eta_2^U, \eta_3^U, \eta_4^U \} \\
\beta_1^U & = \frac{256(2C_Hm + 4m + (m + 1)^2) \left( d \log(2) + \log \left( \frac{6\sqrt{4m + M^2} + 1T + 3}{\delta} \right) \right)}{m^2}, \\
\beta_2^U & = \frac{512d\gamma \log(2^{1/4}) e^{1/4} \delta^{-1} \mathcal{T}_{\text{rec}}^U / \eta}{\varepsilon^2 e^{-2(1+\gamma+M)}}, \\
\beta^U & := \max \{ \beta_1^U, \beta_2^U \} \\
C_x^c & := \frac{\beta M^2 + \beta \gamma^2(2-\lambda)}{4} R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + d + \lambda \\
C_v^c & := \frac{\beta M^2 + \beta \gamma^2(2-\lambda)}{4} R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + d + \lambda \\
K_1 & = \max \left\{ \frac{32M^2 \left( \frac{1}{2} + \gamma \right)}{(1 - 2\lambda)\beta \gamma^2}, \frac{8 \left( \frac{1}{2} M + \frac{1}{4} \gamma^2 - \frac{1}{4} \gamma^2 \lambda + \gamma \right)}{\beta(1 - 2\lambda)} \right\}, \\
K_2 & = 2B^2 \left( \frac{1}{2} + \gamma \right) \\
C_x^d & := \frac{\beta M^2 + \beta \gamma^2(2-\lambda)}{4} R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + \frac{4(d + \lambda)}{\lambda} \\
C_v^d & := \frac{\beta M^2 + \beta \gamma^2(2-\lambda)}{4} R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + \frac{4(d + \lambda)}{\lambda} \\
\lambda & = \frac{1}{8} \wedge \frac{m}{2M + \gamma^2}, \quad \beta := \frac{\beta m}{2M + \gamma^2} \left( \frac{B^2}{2M + \gamma^2} + \frac{b}{m} \left( \frac{M + \frac{1}{2} \gamma^2}{2} \right) + A \right)
\end{align*}
\]

Table 1: Summary of the constants used in Section 4.1 and where they are defined.
where $\bar{\pi}^U$ is more formally defined in Table 1, and we define the recurrence time

$$T_{\text{rec}}^U = -\frac{1}{\sqrt{m}}W_{-1}\left(-\frac{-\varepsilon^2\sqrt{m}}{8r^2\sqrt{CH} + 2 + (m + 1)^2}\right) = \mathcal{O}\left(\frac{|\log(m)|}{\sqrt{m}} \log\left(\frac{r}{\varepsilon}\right)\right), \quad (4.3)$$

and the escape time

$$T_{\text{esc}}^U := T_{\text{rec}}^U + \mathcal{T},$$

for any arbitrary $\mathcal{T} > 0$, where $W_{-1}$ is the lower branch of the Lambert W function $^{10}$.

Consider an arbitrary initial point $x$ for the underdamped Langevin dynamics and a local minimum $x_*$ at a distance at most $r$. Assume that the stepsize $\eta$ satisfies

$$\eta \leq \bar{\eta}^U = \min\left\{\mathcal{O}(\varepsilon), \mathcal{O}\left(\frac{m^2\beta \varepsilon^2}{(md + \beta)T_{\text{rec}}^U}\right), \mathcal{O}\left(\frac{m^{3/2}\delta^2}{(md + \beta)T_{\text{esc}}^U}\right), \mathcal{O}\left(\frac{m^{1/2}\beta}{d + \beta}\right)\right\},$$

where more formally $\bar{\eta}^U$ is defined in Table 1 and $\beta$ satisfies

$$\beta \geq \beta^U = \max\left\{\Omega\left(\frac{d + \log((\mathcal{T} + 1)/\delta)}{m\varepsilon^2}\right), \Omega\left(\frac{d \eta m^{1/2}\log(\delta^{-1}T_{\text{rec}}^U/\eta)}{\varepsilon^2}\right)\right\},$$

where more formally $\beta^U$ is defined in Table 1, for any realization of training data $z$, with probability at least $1 - \delta$ w.r.t. the Gaussian noise, at least one of the following events will occur:

1. $\|X_k - x_*\| \geq \frac{1}{2}\left(\varepsilon + re^{-\sqrt{mk}r}\right)$ for some $k \leq \eta^{-1}T_{\text{rec}}^U$.

2. $\|X_k - x_*\| \leq \varepsilon + re^{-\sqrt{mk}r}$ for every $\eta^{-1}T_{\text{rec}}^U \leq k \leq \eta^{-1}T_{\text{esc}}^U$.

**Remark 11.** Notice that in Theorem 10, the definition of $\eta$ and $\beta$ are coupled since $\bar{\eta}^U$ depends on $\beta$ and $\beta^U$ depends on $\eta$. A closer look reveals that when $\eta$ is sufficiently small, the first term in the definition of $\beta^U$ dominates the second term and $\beta^U$ is independent of $\eta$. So to satisfy the constraints in Theorem 10, it suffices to first choose $\beta$ to be larger than the first term in $\beta^U$ and then choose $\eta$ to be sufficiently small.

**Remark 12.** Theorem 10 is about the empirical risk but the ideas can be generalized to population risk problems. More specifically, we can apply Theorem 10 to obtain Theorem 39 for the population risk in Section F of the Appendix, similar to Theorem 3 in [TLR18].

**Remark 13.** In [TLR18], the overdamped Langevin algorithm is used and the recurrence time $T_{\text{rec}} = \mathcal{O}\left(\frac{1}{m}\log\left(\frac{N}{\varepsilon}\right)\right)$, while our recurrence time $T_{\text{rec}}^U = \mathcal{O}\left(\frac{\log(m)}{\sqrt{m}} \log\left(\frac{r}{\varepsilon}\right)\right)$ for the underdamped Langevin algorithm, which has a square root root factor improvement.

---

$^{10}$The Lambert W function $W(x)$ is defined via the solution of the algebraic equation $W(x)e^{W(x)} = x$. When $x \geq 0$, $W(x)$ is uniquely defined. When $-e^{-1} \leq x < 0$, $W(x)$ has two branches, the upper branch $W_0(x)$ and the lower branch $W_{-1}(x)$, see e.g. [CGH’96].
Remark 14. The recurrence time $T_{\text{rec}}^U$ defined in (4.3) using the Lambert W function is indeed the unique solution greater than $\frac{1}{\sqrt{m}}$ of the algebraic equation

$$T_{\text{rec}}^U e^{-\sqrt{m} T_{\text{rec}}^U} = \frac{\varepsilon^2}{8r^2 \sqrt{C_H + 2 + (m + 1)^2}}.$$ 

Since $\varepsilon < \varepsilon^U$ and by the definition of $\varepsilon^U$ in Table 1, we have $\varepsilon < \varepsilon^U \leq 2\sqrt{2}(C_H + 2 + (m + 1)^2)^{1/4} e^{-1/2r} \varepsilon^2 < \frac{1}{\sqrt{m}} e^{-1}$ and thus $T_{\text{rec}}^U \geq \frac{1}{\sqrt{m}}$ is well-defined and moreover for every $x \geq T_{\text{rec}}^U$, the function $x \mapsto xe^{-\sqrt{m}x}$ is decreasing in $x$.

4.2 Non-reversible Langevin dynamics

In this section, we investigate the behavior around local minima for the non-reversible Langevin dynamics (1.13) by studying recurrence and escape times. We recall from (3.10) in Lemma 6 that for any $\tilde{\varepsilon} > 0$, there exists some constant $C_J(\tilde{\varepsilon})$ that may depend on $J$ and $\tilde{\varepsilon}$ such that for every $t \geq 0$:

$$\|e^{-tA_J H}\| \leq C_J(\tilde{\varepsilon}) e^{-tm_J(\tilde{\varepsilon})}, \quad m_J(\tilde{\varepsilon}) = (\lambda_J^1 - \tilde{\varepsilon}).$$

Note that by considering $t = 0$, it is clear $C_J(\tilde{\varepsilon}) \geq 1$.

Before we state the main result, we summarize the technical constants that will be used in Table 2.

Theorem 15. Fix $\delta \in (0, 1)$ and $r > 0$. Given $\varepsilon > 0$ satisfying

$$\varepsilon < \varepsilon^J = \min \left\{ \mathcal{O}\left(\frac{m_J(\tilde{\varepsilon})}{C_J(\tilde{\varepsilon})}\right), \mathcal{O}(rC_J(\tilde{\varepsilon})) \right\},$$

where $\varepsilon^J$ is more formally defined in Table 2, we define the recurrence time

$$T_{\text{rec}}^J := \frac{2}{m_J(\tilde{\varepsilon})} \log \left(\frac{8r}{C_J(\tilde{\varepsilon})\varepsilon}\right) = \mathcal{O}\left(\frac{1}{m_J(\tilde{\varepsilon})} \log \left(\frac{r}{C_J(\tilde{\varepsilon})\varepsilon}\right)\right), \quad (4.4)$$

and the escape time $T_{\text{esc}}^J := T_{\text{rec}}^J + T$ for any arbitrary $T > 0$.

For any initial point $x$ and a local minimum $x^*$ at a distance at most $r$. Assume the stepsize $\eta$ satisfies

$$\eta \leq \eta^J = \min \left\{ \mathcal{O}(\varepsilon), \mathcal{O}\left(\frac{\delta^2 m^3}{(m + \beta^{-1}d)T_{\text{rec}}^J}\right), \mathcal{O}\left(\frac{\delta^2 m^3}{(d + m\beta + dm^3)T_{\text{esc}}^J}\right) \right\}.$$ 

We used the fact that the solution to the algebraic equation $ax = p^x$, $p > 0$, $p \neq 1$, $a \neq 0$, can be expressed as $x = -\frac{1}{\log p} W(-\frac{1}{\log p})$, where $W$ is the Lambert W function.

In Table 2, $C_c$ gives the uniform $L^2$ bound for $X(t)$ in the continuous time dynamics (1.12) (see Corollary 29) and $C_d$ gives the uniform $L^2$ bound for $X_k$ in the discrete time dynamics (1.13) (see Corollary 31), and $C_1$ is used in the upper bound on the relative entropy between the probability measures of the discrete and continuous dynamics (see (C.4)).
\[
\begin{align*}
\varepsilon_J^1 &= \frac{m_J(\varepsilon)}{4C_J(\varepsilon)(1 + ||J||)L(1 + \frac{1}{64C_J(\varepsilon)^2})}, \quad \varepsilon_J^2 = 8rC_J(\varepsilon) \\
\varepsilon_J^J &= \min\{\varepsilon_J^1, \varepsilon_J^2\} \\
\overline{\eta}_1^J &= \frac{\varepsilon e^{-(1+||J||)M}}{8(1 + ||J||)B} \\
\overline{\eta}_2^J &= \frac{5\varepsilon^2 e^{-2(1+||J||)M}}{384(1 + ||J||)^2M^2C_J^{-1}T_{rec}^J} \\
\overline{\eta}_3^J &= \frac{2\delta^2}{9C_1T_{esc}^J} \\
\overline{\eta}_4^J &= \frac{1}{M(1 + ||J||)^2} \\
\overline{\eta}^J &= \min\{1, \overline{\eta}_1^J, \overline{\eta}_2^J, \overline{\eta}_3^J, \overline{\eta}_4^J\} \\
\beta_1^J &= \frac{128C_J(\varepsilon)^2}{m_J(\varepsilon)} \left( \frac{d}{2} \log(2) + \log \left( \frac{6(1 + ||J||)MT + 3}{\delta} \right) \right) \\
\beta_2^J &= \frac{512d\eta \log(2^{1/4}e^{1/4}6\delta^{-1}T_{rec}^J/\eta)}{\varepsilon^2 e^{-2(1+||J||)M\eta}} \\
\beta^J &= \max\{\beta_1^J, \beta_2^J\} \\
C_c := \frac{MR^2 + 2BR + B + 4A}{m} + \frac{2b(M + B)}{m^2} + \frac{4M\beta^{-1}d(M + B)}{m^3} + \frac{b}{m} \log 3 \\
C_d := \frac{MR^2 + 2BR + B + 4A}{m} + \frac{8(M + B)M\beta^{-1}d}{m^3} + \frac{2(M + B)b}{m^2} + \frac{b}{m} \log 3 \\
C_1 := 6(\beta((1 + ||J||)^2M^2C_d + B^2) + d)(1 + ||J||)^2M^2
\end{align*}
\]

Table 2: Summary of the constants used in Section 4.2 and where they are defined.
where more formally $\eta^J$ is defined in Table 2 and $\beta$ satisfies

$$\beta \geq \beta^J = \max \left\{ \Omega \left( \frac{C_J(\delta)^2}{m_J(\delta^2)} \left( d + \log \left( \frac{T + 1}{\delta} \right) \right) \right), \Omega \left( \frac{d\eta \log(\delta^{-1} T_{rec}^J/\eta)}{\epsilon^2} \right) \right\},$$

where more formally $\beta^J$ is defined in Table 2, for any realization of training data $z$, with probability at least $1 - \delta$ w.r.t. the Gaussian noise, at least one of the following events will occur:

1. $\|X_k - x^*\| \geq \frac{1}{2} (\epsilon + re - m_J(\delta)^k n)$ for some $k \leq \eta^{-1} T_{rec}^J$.
2. $\|X_k - x^*\| \leq \epsilon + re - m_J(\delta)^k n$ for every $\eta^{-1} T_{rec}^J \leq k \leq \eta^{-1} T_{esc}^J$.

where $C_J(\delta)$ and $m_J(\delta)$ are given by (3.10).

**Remark 16.** Notice that in Theorem 15, the definition of $\eta$ and $\beta$ are coupled since $\eta^J$ depends on $\beta$ and $\beta^J$ depends on $\eta$. A closer look reveals that when $\eta$ is sufficiently small, the first term in the definition of $\beta^J$ dominates the second term and $\beta^J$ is independent of $\eta$. So to satisfy the constraints in Theorem 15, it suffices to first choose $\beta$ to be larger than the first term in $\beta^J$ and then choose $\eta$ to be sufficiently small.

**Remark 17.** Theorem 15 is about the empirical risk but the ideas can be generalized to population risk problems. In particular, we can apply Theorem 15 to obtain Theorem 40 for the population risk in Section F of the Appendix, similar to Theorem 3 in [TLR18].

**Remark 18.** In [TLR18], the overdamped Langevin algorithm is used and the recurrence time $T_{rec} = \mathcal{O} \left( \frac{1}{m \log(\frac{T}{\epsilon})} \right)$, while our recurrence time $T_{rec}^J = \mathcal{O} \left( \frac{1}{m_J(\delta^2)} \log \left( \frac{T_{rec}}{\epsilon} \right) \right)$ for the non-reversible Langevin algorithm, and if $C_J(\delta) = \mathcal{O}(1)$, then $T_{rec}^J = \mathcal{O} \left( \frac{1}{m_J(\delta^2)} \log(\frac{\epsilon}{\delta}) \right)$, which has the improvement over the overdamped Langevin algorithm since $m_J(\delta) > m$ in general.

## 5 Exit time for non-reversible Langevin dynamics

The escape time studied in the previous section quantifies the amount of time spent in a neighborhood of a local optimum. However, for convergence to the stationary distribution or to a small neighborhood of the global minimum, Langevin trajectory needs to not only escape from the neighborhood of a local optimum but also exit the basin of attraction of the current minimum and transit to the basin of attraction of other local minima including the global minima. In particular, the convergence rate to a global minimum is controlled by the mean exit time of a Langevin diffusion from the basin of attraction of a local minima in a potential landscape (i.e. $F(\cdot)$ in (1.3)) [BGK05]. The mean exit time is described by the celebrated Eyring-Kramers formula in statistical physics. The formula
is named after Eyring and Kramers’ respective papers [Eyr35, Kra40]. For surveys and recent developments, see, e.g. [Ber13, BR16, LMS17]. Although Kramer’s formula is relatively well understood for reversible Langevin algorithms, it is not available for non-reversible Langevin diffusions for a general non-convex objective except for the double-well example [BR16, LMS17] described in Figure 1. Nevertheless, the double-well example is the simplest non-convex function that is considered as an important benchmark which provides intuition about the more general but much harder case of arbitrary smooth and non-convex objectives. Furthermore, the existing results are available in continuous time but not in discrete time.

Throughout this section, we consider a double-well potential $F : \mathbb{R}^d \to \mathbb{R}$, which has two local minima $a_1 < a_2$. The two local minima are separated by a saddle point $\sigma$. We will show that non-reversible Langevin dynamics in discrete-time can lead to faster (smaller) exit times. In addition to Assumption 9 (i)-(iii), we make generic assumptions that $F \in C^3$, the Hessian of $F$ at each of the local minima is positive definite, and that the Hessian of $F$ at the saddle point $\sigma$ has exactly one strictly negative eigenvalue (denoted as $-\mu^*(\sigma) < 0$) and other eigenvalues are all positive.

5.1 Underdamped Langevin dynamics

Recall the underdamped Langevin diffusion defined in (1.7)–(1.8) and the underdamped Langevin dynamics (ULD) defined in (1.10)–(1.11). As ULD tracks the underdamped diffusion closely when the stepsize is small, we first discuss the exit times for the underdamped diffusion to get some intuition for the acceleration compared with the overdamped Langevin diffusion.

5.1.1 Acceleration of exit times in continuous time dynamics

Denote $\Theta_{a_1 \to a_2}^\beta$ as the first time of that the underdamped diffusion (1.7)–(1.8) starting from $a_1$ and hitting a small neighborhood of $a_2$. When dimension $d = 1$, it was derived originally in [Kra40] that

$$
\mathbb{E} \left[ \Theta_{a_1 \to a_2}^\beta \right] = [1 + o_\beta(1)] \cdot \frac{2 \pi}{\mu_*} \cdot e^{\beta[F(\sigma) - F(a_1)]} \cdot \sqrt{\frac{|F''(\sigma)|}{F''(a_1)}},
$$

(5.1)

where

$$
\mu_* = \frac{1}{2} \cdot \left( \sqrt{\gamma^2 - 4F''(\sigma)} - \gamma \right).
$$

In view of (1.6), we can deduce that if

$$
\gamma - F''(\sigma) < 1,
$$
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we have when \( d = 1 \),
\[
\lim_{\beta \to \infty} \frac{E \left[ \Theta_{a_1 \to a_2}^\beta \right]}{E \left[ \theta_{a_1 \to a_2}^\beta \right]} = \frac{-F''(\sigma)}{\mu_*} < 1.
\]

That is, for large \( \beta \), the mean exit time of one dimensional underdamped diffusion is strictly smaller than that of the overdamped diffusion when \( \mu_* > -F''(\sigma) \).

For general dimension \( d \), Remark 5.2 in [BR16] suggests that \(^{13}\) we have
\[
E \left[ \Theta_{a_1 \to a_2}^\beta \right] = \left[ 1 + o_\beta(1) \right] \cdot \frac{2\pi}{\mu_*} \cdot e^{\beta[F(\sigma)-F(a_1)]} \cdot \sqrt{\frac{|\det \text{Hess } F(\sigma)|}{\det \text{Hess } F(a_1)}}
\]
where, with slight abuse of notations, \( \mu_* \) is the unique positive eigenvalue of the matrix
\[
\tilde{H}_\gamma(\sigma) = \begin{bmatrix} -\gamma & -\mathbb{L}_\sigma \\ I & 0 \end{bmatrix},
\]
where \( \mathbb{L}_\sigma \) is the Hessian matrix of \( F \) at the saddle point \( \sigma \). So to compare with the expected exit time for the overdamped diffusion in (1.6), we need to compare \( \mu_* \) and \( \mu^*(\sigma) \). One can readily show that \(^{14}\) the unique positive eigenvalue \( \mu_* \) of the matrix \( \tilde{H}_\gamma(\sigma) \) is given by the positive eigenvalue of the \( 2 \times 2 \) matrix
\[
\begin{bmatrix} -\gamma & \mu^*(\sigma) \\ 1 & 0 \end{bmatrix}
\]
which suggests that
\[
\mu_* = \frac{1}{2} \cdot \left( \sqrt{\gamma^2 + 4\mu^*(\sigma)} - \gamma \right).
\]
So if
\[
\gamma + \mu^*(\sigma) < 1,
\]
where we recall that \( -\mu^*(\sigma) \) is the unique negative eigenvalue of the Hessian of \( F \) at the saddle point \( \sigma \), then we have \( \mu_* > \mu^*(\sigma) \) and therefore for \( d \geq 2 \),
\[
\lim_{\beta \to \infty} \frac{E \left[ \Theta_{a_1 \to a_2}^\beta \right]}{E \left[ \theta_{a_1 \to a_2}^\beta \right]} = \frac{\mu^*(\sigma)}{\mu_*} < 1.
\]

That is, for sufficiently large \( \beta \), we achieve acceleration; i.e. the mean exit time for the underdamped diffusion in arbitrary dimension is smaller compared with that of the overdamped diffusion. Roughly speaking, the condition (5.4) says that if the curvature of the

\(^{13}\)For the underdamped diffusion, the diffusion matrix is not invertible. It is argued in Remark 5.2 in [BR16] that the analogue of (1.6), i.e., the Eyring-Kramers formula, can still be expected to hold in this underdamped case. A rigorous mathematical proof for general dimension is not known in the literature to the best of our knowledge.

\(^{14}\)The argument of the proof is similar as that in Section 3.
saddle point in the negative descent direction is not too steep (i.e. if \( \mu^*(\sigma) < 1 \)), we can choose \( \gamma \) small enough to accelerate the exit time of the reversible Langevin dynamics. Intuitively speaking, it can be argued that the underdamped process can climb hills faster and can explore the state space faster as it is less likely to go back to the recent states visited due to the momentum term [BR16]. However, an explanation of why and when underdamped process can accelerate overdamped dynamics is far from being understood. However, it is expected that \( \gamma \) should not be too large to achieve acceleration, because it is known that when \( \gamma \) gets larger, underdamped diffusion behaves like the overdamped diffusion [BR16, Section 5.5], [LMS15, Section 2.6], [LRS10]. When \( F \) is a quadratic, our results from Section 3 also show that \( \gamma \) needs to be properly chosen to get the fastest convergence rate and as \( \gamma \) gets larger than the threshold \( 2\sqrt{m} \), the convergence rate to the equilibrium deteriorates (see Figure 3.1).

In particular, if we choose \( \gamma = \mathcal{O}(\sqrt{\mu^*(\sigma)}) \), we see from (5.3) that \( \mu_* = \mathcal{O}(\sqrt{\mu^*(\sigma)}) \) and therefore, it follows from (5.5) that

\[
\lim_{\beta \to \infty} \frac{\mathbb{E}\left[\Theta_{a_1 \to a_2}^\beta \right]}{\mu^*(\sigma)} = \frac{\mu^*(\sigma)}{\mu_*} = \mathcal{O}\left(\sqrt{\mu^*(\sigma)}\right) < 1.
\] (5.6)

This shows that amount of acceleration with underdamped dynamics obtained can be arbitrarily large and treating other parameters as a constant, underdamped dynamics’ exit time improves upon that of overdamped dynamics by a square root factor in \( \mu^*(\sigma) \).

### 5.1.2 Acceleration of exit times in discrete time dynamics

Next we consider the discrete time dynamics (1.10)–(1.11). It can be intuitive to expect a similar result as (5.6) to hold for the discrete exit times when the step size is small. However, this requires the exit time of the underdamped discrete dynamics to be close to that of the continuous time diffusion. We rely on [BGG17] and proceed with a formal discussion.

To apply the results in [BGG17], we consider a sequence of bounded domains \( D_n \) indexed by \( n \) so that the following conditions hold: first, the region \( D_n \) contains \( a_1, a_2, \sigma \) for large \( n \); second, as \( n \) increases, \( D_n \) increases to the set \( D_\infty = O(a_2) := \mathbb{R}^d \setminus O(a_2) \), where \( O(a_2) \) denotes a small neighborhood of \( a_2 \); third, the underdamped SDE (diffusion) is non-degenerate along the normal direction to the boundary of \( D_n \) with probability one.

Fix the parameters \( \beta \) and \( \gamma \) in the underdamped Langevin dynamics. Denote \( \hat{\Theta}_{a_1 \to a_2}^{\beta,n} \) be the exit time of \( X_k \) (from the ULD dynamics) starting from \( a_1 \) and exiting domain \( D_n \). Fix \( \epsilon > 0 \). One can choose a sufficiently large \( n \) and choose a constant \( \tilde{\eta}(\epsilon, n, \gamma, \beta) \) so that for stepsize \( \eta \leq \tilde{\eta}(\epsilon, n, \gamma, \beta) \), we have

\[
\left| \mathbb{E}\left[\hat{\Theta}_{a_1 \to a_2}^{\beta,n} \right] - \mathbb{E}\left[\Theta_{a_1 \to a_2}^\beta \right] \right| < 2\epsilon.
\] (5.7)
To see this, we use Theorems 3.9 and 3.11 in [BGG17]. It suffices to verify their Assump-
tions 3.5 and 3.8. Assumption 3.5 in [BGG17] is automatically satisfied as the region $D_n$ is
bounded, and the drift and the diffusion coefficients of underdamped Langevin diffusions
are continuous. Assumption 3.8 in [BGG17] requires a mild non-characteristic boundary condition for the underdamped dynamics exiting $D_n$, but with our choice of $D_n$, this assumption can be satisfied.

Write $\hat{\theta}_{\beta,n}^{\beta,n}$ as the exit time of $X_k$ (from the overdamped discrete dynamics) starting
from $a_1$ and exiting the domain $D_n$. Then one can also expect that when $n$ is large and
the step size is small, the mean of $\hat{\theta}_{\beta,n}^{\beta,n}$ will be close to $E[\theta_{\beta,n}^{\beta,n}]$, the continuous exit
time of the overdamped diffusion given in (1.6). See Proposition 20 in the next section. It
then follows from (5.6) and (5.7) that for large enough $\beta,n$, and sufficiently small stepsize $\eta$, we obtain the acceleration in discrete time:

$$
\frac{E[\hat{\theta}_{\beta,n}^{\beta,n}]}{E[\hat{\theta}_{\beta,n}^{\beta,n}]} = O(\sqrt{\mu^*(\sigma)}) < 1.
$$

5.2 Non-reversible Langevin dynamics

Recall the non-reversible Langevin dynamics defined in (1.13) and the corresponding con-
tinuous time dynamics defined in (1.12).

5.2.1 Acceleration of exit times for continuous time dynamics

We first discuss the continuous-time dynamics (1.12). Theorem 5.2 in [LMS17] (see also
[BR16]) showed\(^{15}\) that the expected time of the diffusion $X(t)$ in (1.12) starting from $a_1$
and hitting a small neighborhood of $a_2$ is given by

$$
E[\tau_{\beta,a_1\rightarrow a_2}] = [1 + o_\beta(1)] \cdot \frac{2\pi}{\mu_j} \cdot e^{\beta[F(\sigma) - F(a_1)]} \cdot \sqrt{\frac{|\det \text{Hess } F(\sigma)|}{\det \text{Hess } F(a_1)}}.
$$

Here, $o_\beta(1) \to 0$ as $\beta \to \infty$, $\det \text{Hess } F(x)$ stands for the determinant of the Hessian of $F$ at
$x$, and $-\mu_j^*$ is the unique negative eigenvalue of the matrix $A_J \cdot \mathbb{L^\sigma}$, where $\mathbb{L^\sigma} := \text{Hess } F(\sigma)$, the Hessian of $F$ at the saddle point $\sigma$. The existence and uniqueness of such a negative eigenvalue $-\mu_j^*$ was proved in Lemma 11.1 in [LS18]. To facilitate the presentation, we denote $u$ for the corresponding eigenvector of $A_J \mathbb{L^\sigma}$ for the eigenvalue $-\mu_j^* < 0$, i.e., we have

$$
A_J \mathbb{L^\sigma} u = -\mu_j^* u.
$$

In addition, since $\mathbb{L^\sigma}$ is a real symmetric matrix, we have

$$
\mathbb{L^\sigma} = S^T DS,
$$

\(^{15}\)Assumptions (P1)-(P4) in [LMS17] can be readily verified in our setting.
for a real orthogonal matrix $S$, where $D = \text{diag}(\mu_1, \mu_2, \ldots, \mu_d)$ with $\mu_1 < 0 < \mu_2 < \ldots < \mu_d$ being the eigenvalues of $L^\sigma$. It is clear that we have $-\mu_1 = \mu^*(\sigma)$.

In the case dimension $d = 2$, it was checked in Section 5.1.4 of [BR16] that $\mu_j^* \geq \mu^*(\sigma)$. From (5.8), this suggests that $E[\tau^\beta_{a_1 \to a_2}]$ is smaller for non-reversible Langevin diffusions compared with reversible Langevin diffusions with $J = 0$. That is, the non-reversible diffusion exits a local minimum faster. We now present a result showing that this holds for general dimension $d \geq 2$ as well.

**Proposition 19.** We have $\mu_j^* \geq \mu^*(\sigma)$. As a consequence,

$$\lim_{\beta \to \infty} \frac{E[\tau^\beta_{a_1 \to a_2}]}{E[\tau^\beta_{a_1 \to a_2}]_{J = 0}} = \frac{\mu^*(\sigma)}{\mu_j^*} \leq 1.$$

(5.11)

The equality is attained if and only if $(Su)_i = 0$ for $i = 2, \ldots, d$ where $u$ and $S$ are defined by (5.9)–(5.10), which occurs if and only if $u$ is a singular vector of $J$ satisfying $Ju = 0$.

Proposition 19 shows that if $J$ is not singular, the non-reversible dynamics is always faster in the sense of smaller mean exit times. A natural question to ask is how much acceleration can be achieved for the exit time with the non-reversible dynamics. The approach we studied in Section 3 for quadratic functions does not apply here, because strongly convex quadratics cannot have negative eigenvalues in their Hessian, whereas at the saddle point the acceleration is achieved by making the negative eigenvalue larger in magnitude as shown in Proposition 19. We give a characterization of the speed-up in (D.3) in terms of the eigenvalues $\mu_i$ of the matrix $L^\sigma$ as well as the eigenvector $u$ of $A_J L^\sigma$ in the Appendix. However, in principle the speed-up can be arbitrarily large. For instance, in the toy example in dimension two when

$$L^\sigma = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \quad J = \begin{pmatrix} 0 & a \\ -a & 0 \end{pmatrix} \quad \text{with } a \in \mathbb{R},$$

after a simple computation we see that $\mu_j^* = \sqrt{1 + a^2}$ and $\mu^*(\sigma) = 1$ so that the ratio $\mu^*(\sigma)/\mu_j^* = 1/\sqrt{1 + a^2}$ in (5.11) can be made arbitrarily small.

**5.2.2 Acceleration of exit times for discrete time dynamics**

Next let us discuss the discrete dynamics (1.13). Unlike the underdamped diffusion which has a non-invertible diffusion matrix, the non-reversible Langevin diffusion in (1.12) is uniformly elliptic. So to show the discrete exit time is close to the continuous exit time for non-reversible Langevin dynamics, we can apply the results in [GM05] and proceed as follows. Let $B_n$ be the ball centered at zero with radius $n$ in $\mathbb{R}^d$. For $n$ sufficiently large, we always have $a_1, a_2, \sigma \in B_n$. Let $\tilde{D}_n = B_n \setminus O(a_2)$, where $O(a_2)$ denotes a small
neighborhood of \(a_2\). It follows that the set \(\bar{D}_n\) is bounded for each \(n\), and it increases to the set \(O(c^2)\) as \(n\) is sent to infinity. Write \(\tau_{\beta, n}^{a_1 \rightarrow a_2}\) for the first time that the discrete-time dynamics starting from \(a_1\) and exit the region \(D_n\). Then we can obtain from [GM05] the following result, which implies the exit times of non-reversible Langevin dynamics is smaller compared with that of reversible Langevin dynamics. See the Appendix for a proof.

**Proposition 20.** Fix the antisymmetric matrix \(J\), the temperature parameter \(\beta\), and \(\epsilon > 0\). One can choose a sufficiently large \(n\) and a constant \(\bar{\eta}(\epsilon, n, \beta)\) so that for stepsize \(\eta \leq \bar{\eta}(\epsilon, n, \beta)\), we have

\[
|E[\hat{\tau}_{\beta, n}^{a_1 \rightarrow a_2}] - E[\tau_{\beta}^{a_1 \rightarrow a_2}]| < 2\epsilon.
\]

It then follows from Proposition 19 that for large \(\beta\) we have

\[
\frac{E[\hat{\tau}_{\beta, n}^{a_1 \rightarrow a_2}]}{E[\tau_{\beta}^{a_1 \rightarrow a_2}]} < 1,
\]

provided that \((Su)_i \neq 0\) for some \(i \in \{2, \ldots, d\}\) which occurs if and only if \(u\) is a singular vector of \(J\) satisfying \(Ju = 0\).

6 Conclusion

Langevin Monte Carlo has been proven to be a powerful technique for sampling from a target distribution as well as for optimizing a non-convex objective. The classic Langevin algorithm is based on the first-order Langevin diffusion which is reversible in time. We study two variants that are based on non-reversible Langevin diffusions: the underdamped Langevin diffusion and the Langevin diffusion with a non-symmetric drift.

First, we consider the special case of quadratic objectives and derive an explicit characterization of the rate of convergence of the non-reversible Langevin diffusions to the stationary distribution in the 2-Wasserstein metric. Our exponential rate is optimal and unimprovable in the sense that it is achieved for some quadratic functions and initialization. Our results show that both non-reversible diffusions mix faster than the reversible Langevin, and we characterize the amount of improvement. In particular, the underdamped diffusion mixes with a rate that is faster than that of the reversible Langevin by a square root factor in \(m\) (ignoring a \(|\log(m)|\) term) by tuning the friction coefficient \(\gamma\) properly.

Second, we give a refined analysis of non-reversible Langevin dynamics around a local minimum, by linearizing the gradient of the objective and building on our results for quadratic functions. Our results show that iterates for the non-reversible dynamics can both escape a local minima and exit from the basin of the attraction of a local minimum faster. Our results quantify the improvement that can be obtained in performance.
Third, we show that non-reversible Langevin dynamics in discrete time can exit the basin of attraction of a local minimum to find the global minimum faster when the objective has two local minima separated by a saddle point. We also discuss the amount of improvement.

By breaking the reversibility in the Langevin dynamics, our results quantify the improvement in performance and fill a gap between the theory and practice of non-reversible Langevin algorithms.
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A Proof of results in Section 3

Proof of Lemma 1. Let $H$ be a symmetric positive definite matrix with eigenvalue decomposition

$$H = QDQ^T,$$

where $D$ is diagonal consisting of the eigenvalues in increasing order

$$\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_d$$

of the matrix $H$. Recall

$$m := \lambda_1 \leq M := \lambda_d,$$

are the lower and upper bounds on the eigenvalues. Recall that

$$H_{\gamma} = \begin{bmatrix} \gamma I & H \\ -I & 0 \end{bmatrix}.$$  

Note that

$$H_{\gamma} = \begin{bmatrix} Q & 0 \\ 0 & Q \end{bmatrix} G_{\gamma} \begin{bmatrix} Q^T & 0 \\ 0 & Q^T \end{bmatrix}, \quad G_{\gamma} := \begin{bmatrix} \gamma I & D \\ -I & 0 \end{bmatrix}.$$  

Therefore $H_{\gamma}$ and $G_{\gamma}$ have the same eigenvalues. Due to the structure of $G_{\gamma}$, it can be seen that there exists a permutation matrix $P$ such that

$$T_{\gamma} := PG_{\gamma}P^T = \begin{bmatrix} T_1(\gamma) & 0 & 0 & 0 \\ 0 & T_2(\gamma) & 0 & 0 \\ \vdots & \ldots & \ddots & \vdots \\ 0 & 0 & 0 & T_d(\gamma) \end{bmatrix},$$  \hspace{1cm} (A.1)

where

$$T_i(\gamma) = \begin{bmatrix} \gamma & \lambda_i \\ -1 & 0 \end{bmatrix}, \quad i = 1, 2, \ldots, d,$$

are $2 \times 2$ block matrices with the eigenvalues:

$$\mu_{i,\pm} := \frac{\gamma \pm \sqrt{\gamma^2 - 4\lambda_i}}{2}, \quad i = 1, 2, \ldots, d.$$  

We observe that $T_\gamma$ and $G_\gamma$ (and therefore $H_\gamma$) have the same eigenvalues and the eigenvalues of $T_\gamma$ are determined by the eigenvalues of the $2 \times 2$ block matrices $T_i(\gamma)$.

Since $H_\gamma$ is unitarily equivalent to the matrix $T_\gamma$, i.e. there exists a unitary matrix $U$ such that $H_\gamma = UT_\gamma U^*$, we have

$$R(t) := \|e^{-tH_\gamma}\| = \|U e^{-tT_\gamma} U^*\| = \|e^{-tT_\gamma}\|. $$
Since $T_\gamma$ is a block diagonal matrix with $2 \times 2$ blocks $T_i(\gamma)$ we have

$$\|e^{-tT_\gamma}\| = \max_{1 \leq i \leq d} \|e^{-tT_i(\gamma)}\|.$$

Assume that $\gamma^2 - 4\lambda_1 = \gamma^2 - 4m \leq 0$ so that the eigenvalues of $T_i(\gamma)$

$$\mu_{i,\pm} := \frac{\gamma \pm \sqrt{\gamma^2 - 4\lambda_i}}{2}, \quad 1 \leq i \leq d,$$

are real when $\gamma = 2\sqrt{m}$ and complex when $\lambda < 2\sqrt{m}$. Indeed, let us define

$$\tilde{T}_i(\gamma) := T_i(\gamma) - \frac{\gamma}{2}I, \quad 1 \leq i \leq d.$$

Note that

$$\|e^{-t\tilde{T}_i(\gamma)}\| = e^{-t\gamma/2} \|e^{-t\tilde{T}_i(\gamma)}\|,$$

We consider $\gamma \in (0, 2\sqrt{m})$. Depending on the value of $\lambda_i$ and $\gamma$, there are two cases:

(i) If $\gamma < 2\sqrt{m}$ or $(\lambda_i > m$ and $\gamma = 2\sqrt{m})$, then $\tilde{T}_i(\gamma)$ has purely imaginary eigenvalues that are complex conjugates which we denote by

$$\tilde{\mu}_{i,\pm} = \pm i \sqrt{4\lambda_i - \gamma^2}, \quad 1 \leq i \leq d.$$

We will show that the last term in (A.2) stays bounded due to the imaginarity of the eigenvalues of $\tilde{T}_i(\gamma)$. It is easy to check that $2 \times 2$ matrix $\tilde{T}_i(\gamma)$ have the eigenvectors $v_{i,\pm} = [\mu_{i,\pm}, -1]^T$. If we set

$$G_i = \begin{bmatrix} v_{i,+} & v_{i,-} \end{bmatrix} \in \mathbb{C}^{2 \times 2},$$

the eigenvalue decomposition of $\tilde{T}_i(\gamma)$ is given by

$$\tilde{T}_i(\gamma) = G_i \begin{bmatrix} \tilde{\mu}_{i,+} & 0 \\ 0 & \tilde{\mu}_{i,-} \end{bmatrix} G_i^{-1}, \quad \text{where} \quad G_i^{-1} = \frac{1}{\det G_i} \begin{bmatrix} -1 & -\mu_{i,-} \\ 1 & \mu_{i,+} \end{bmatrix},$$

and

$$\det G_i = i \sqrt{4\lambda_i - \gamma^2}.$$

We can compute that

$$e^{-t\tilde{T}_i(\gamma)} = G_i \begin{bmatrix} e^{-it\sqrt{4\lambda_i - \gamma^2}/2} & 0 \\ 0 & e^{it\sqrt{4\lambda_i - \gamma^2}/2} \end{bmatrix} G_i^{-1}$$

$$= \frac{1}{\det G_i} \begin{bmatrix} \mu_{i,+} & \mu_{i,-} \\ -1 & -1 \end{bmatrix} \begin{bmatrix} -e^{-it\sqrt{4\lambda_i - \gamma^2}/2} & -\mu_{i,-}e^{-it\sqrt{4\lambda_i - \gamma^2}/2} \\ e^{it\sqrt{4\lambda_i - \gamma^2}/2} & \mu_{i,+}e^{it\sqrt{4\lambda_i - \gamma^2}/2} \end{bmatrix}$$

$$= \frac{1}{i \sqrt{4\lambda_i - \gamma^2}} \begin{bmatrix} 2\text{Imag} \left(\mu_{i,-}e^{it\sqrt{4\lambda_i - \gamma^2}/2}\right) & 2i|\mu_{i,+}|^2 \sin \left(t\sqrt{4\lambda_i - \gamma^2}/2\right) \\ -2i \sin \left(t\sqrt{4\lambda_i - \gamma^2}/2\right) & 2\text{Imag} \left(\mu_{i,+}e^{it\sqrt{4\lambda_i - \gamma^2}/2}\right) \end{bmatrix},$$
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where \( \text{Imag}(a + ib) := ib \) denotes the imaginary part of a complex number. As a consequence, by taking componentwise absolute values

\[
\left\| \frac{e^{-t\tilde{T}_i(\gamma)}}{\sqrt{4\lambda_i - \gamma^2}} \right\| \leq \frac{1}{\sqrt{4\lambda_i - \gamma^2}} \left\| \begin{bmatrix} 2|\mu_{i,-}| & 2|\mu_{i,+}|^2 \\ 2\sqrt{\lambda_i} & 2\sqrt{\lambda_i} \end{bmatrix} \right\|
\]

\[
= \frac{1}{\sqrt{4\lambda_i - \gamma^2}} \left\| \begin{bmatrix} 2\sqrt{\lambda_i} & 2\lambda_i \\ 2 & 2\sqrt{\lambda_i} \end{bmatrix} \right\|
\]

\[
= \frac{1}{\sqrt{4\lambda_i - \gamma^2}} \left\| \begin{bmatrix} 2\sqrt{\lambda_i} \\ 2 \end{bmatrix} \right\| \left\| \begin{bmatrix} 1 & \sqrt{\lambda_i} \end{bmatrix} \right\|
\]

\[
= \frac{1}{\sqrt{4\lambda_i - \gamma^2}} \left( \sqrt{4\lambda_i} \right) \left\| \begin{bmatrix} 1 & \sqrt{\lambda_i} \end{bmatrix} \right\|
\]

\[
= \frac{2(1 + \lambda_i)}{\sqrt{4\lambda_i - \gamma^2}},
\]

where in the second from last inequality we used the fact that the 2-norm of a rank-one matrix is equal to its Frobenius norm. Then, it follows from (A.2) that

\[
\left\| \frac{e^{-t\tilde{T}_i(\gamma)}}{\sqrt{4\lambda_i - \gamma^2}} \right\| = \frac{e^{-t\gamma/2}}{\sqrt{4\lambda_i - \gamma^2}} \left\| \frac{e^{-t\tilde{T}_i(\gamma)}}{\sqrt{4\lambda_i - \gamma^2}} \right\| \leq \frac{2(1 + \lambda_i)}{\sqrt{4\lambda_i - \gamma^2}} e^{-t\gamma/2},
\]

which implies

\[
\left\| \frac{e^{-tH\gamma}}{\sqrt{m}} \right\| = \left\| \frac{e^{-t\tilde{T}_i(\gamma)}}{\sqrt{4\lambda_i - \gamma^2}} \right\| \leq \max_{1 \leq i \leq d} \left\| \frac{e^{-t\tilde{T}_i(\gamma)}}{\sqrt{4\lambda_i - \gamma^2}} \right\| \leq \frac{2(1 + M)}{\sqrt{4m - \gamma^2}} e^{-t\gamma/2},
\]

provided that \( \gamma^2 - 4m < 0 \). In particular, if we choose \( \hat{\epsilon} = 1 - \frac{\gamma}{2\sqrt{m}} \) for any \( \hat{\epsilon} > 0 \), we obtain

\[
\left\| \frac{e^{-tH\gamma}}{\sqrt{m}} \right\| \leq \frac{1 + M}{\sqrt{m(1 - (1 - \hat{\epsilon})^2)}} e^{-\sqrt{m}(1 - \hat{\epsilon})t}.
\]

The proof for (i) is complete.

(ii) If \( \gamma = 2\sqrt{m} \) and \( \lambda_i = m \), then \( \tilde{T}_i(\gamma) \) has double eigenvalues at zero and is not diagonalizable. It admits the Jordan decomposition

\[
\tilde{T}_i(\gamma) = G_i \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} G_i^{-1}
\]

with \( G_i = \begin{bmatrix} \sqrt{m} & 1 \\ -1 & 0 \end{bmatrix} \) and \( G_i^{-1} = \begin{bmatrix} 0 & -1 \\ 1 & \sqrt{m} \end{bmatrix} \).

\[\text{16} \text{The 2-norm of a rank-one matrix } R = uv^* \text{ should be exactly equal to } \sigma = \|u\|\|v\|. \text{ This follows from the fact that we can write } R = \sigma \tilde{u} \tilde{v}^T \text{ where } \tilde{u} \text{ and } \tilde{v} \text{ have unit norm. This would be a singular value decomposition of } R, \text{ showing that all the singular values are zero except a singular value at } \sigma. \text{ Because the 2-norm is equal to the largest singular value, the 2-norm of } R \text{ is equal to } \sigma.\]
By a direct computation, we obtain
\[ e^{-tT_i(\gamma)} = G_i \begin{bmatrix} 1 - \frac{t}{t \sqrt{m}} & -\frac{tm}{1 + t \sqrt{m}} \\ 0 & 1 \end{bmatrix} G_i^{-1} \]
A simple computation reveals
\[ \left\| e^{-tT_i(\gamma)} \right\| \leq \sqrt{\text{Tr} \left( e^{-tT_i(\gamma)} e^{-tT_i(\gamma)^T} \right)} = \sqrt{2 + (m + 1)^2 t^2}. \quad (A.4) \]
To finish the proof of part (ii), let \( \gamma = 2\sqrt{m} \). We compute
\[
\max_{1 \leq i \leq d} \left\| e^{-tT_i(\gamma)} \right\| = \max \left\{ \max_{i: \lambda_i = m} \left\| e^{-tT_i(\gamma)} \right\|, \max_{i: \lambda_i > m} \left\| e^{-tT_i(\gamma)} \right\| \right\}
\leq \max \left\{ \sqrt{2 + (m + 1)^2 t^2}, \max_{i: \lambda_i > m} \frac{1 + \lambda_i}{\sqrt{\lambda_i - m}} \right\},
\]
where we used (A.3) and (A.4) in the last inequality. We conclude from (A.2) for part (ii).

Proof of Theorem 3. Consider a coupling \( (V(t), X(t)) \) and \( (\tilde{V}(t), \tilde{X}(t)) \) starting at \( (V(0), X(0)) \) and \( (\tilde{V}(0), \tilde{X}(0)) \) respectively in the same probability space with the same Brownian motion \( B_t \). This implies that
\[
d \begin{bmatrix} X(t) - \tilde{X}(t) \\ V(t) - \tilde{V}(t) \end{bmatrix} = -H \gamma \begin{bmatrix} X(t) - \tilde{X}(t) \\ V(t) - \tilde{V}(t) \end{bmatrix} dt.
\]
It follows that
\[
\begin{bmatrix} X(t) - \tilde{X}(t) \\ V(t) - \tilde{V}(t) \end{bmatrix} = e^{-H \gamma t} \begin{bmatrix} X(0) - \tilde{X}(0) \\ 0 \end{bmatrix},
\]
and thus
\[
\|X(t) - \tilde{X}(t)\| \leq \left\| \begin{bmatrix} X(t) - \tilde{X}(t) \\ V(t) - \tilde{V}(t) \end{bmatrix} \right\| \leq \|X(0) - \tilde{X}(0)\| \cdot \|e^{-H \gamma t}\|.
\]
Assume that \( \tilde{X} \) is stationary and follows \( \pi \), and recall that \( X(0) \) is deterministic. Then, we get
\[
W_2(\pi_t, \gamma, \pi) \leq \|e^{-H \gamma t}\| \left( \int_{\mathbb{R}^d} \|X(0) - x\|^2 \pi(dx) \right)^{1/2}.
\]
Taking an infimum of the left-hand side over all couplings leads to
\[
W_2(\pi_t, \gamma, \pi) \leq \|e^{-H \gamma t}\| W_2(\pi_0, \gamma, \pi),
\]
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which using Lemma 1, proves parts (i) and (ii). To prove part (iii), we estimate
\[ W_2(\pi_0, \gamma, \pi) \leq \left( 2\|X(0)\|^2 + 2 \int_{\mathbb{R}^d} \|x\|^2 \pi(dx) \right)^{1/2}, \]
and moreover with \( \nabla F(x) = Hx - b_1 \), we get
\[ \langle x, \nabla F(x) \rangle = \langle x, Hx \rangle - \langle x, b_1 \rangle \geq m\|x\|^2 - \frac{m}{2} \|x\|^2 - \frac{\|b_1\|^2}{2m}, \]
and thus \( F \) is \((m/2, \|b_1\|^2/(2m))\)-dissipative, and by (3.19) in [RRT17], we get
\[ \int_{\mathbb{R}^d} \|x\|^2 \pi(dx) \leq \frac{2}{m} \left( \frac{\|b_1\|^2}{2m} + \frac{d}{\beta} \right). \]
By Lemma 1, the conclusion follows.

Proof of Theorem 8. Consider a coupling \( X(t) \) and \( \tilde{X}(t) \) starting at \( X(0) \) and \( \tilde{X}(0) \) respectively in the same probability space with the same Brownian motion \( B_t \). This implies that
\[ d(X(t) - \tilde{X}(t)) = -A_J H(X(t) - \tilde{X}(t))dt. \]
It follows that
\[ X(t) - \tilde{X}(t) = (X(0) - \tilde{X}(0)) e^{-A_J Ht}, \]
and thus
\[ \|X(t) - \tilde{X}(t)\| \leq \|X(0) - \tilde{X}(0)\| \cdot \|e^{-A_J Ht}\|. \]
Assume that \( \tilde{X} \) is stationary and follows \( \pi \), and \( X(0) \) is deterministic. Following the same argument as in the proof of Theorem 3, we get
\[ W_2(\pi_{\epsilon}, J, \pi) \leq W_2(\pi_{0,J}, \pi) \cdot \|e^{-A_J Ht}\| \leq W_2(\pi_{0,J}, \pi) \cdot \left( 2\|X(0)\|^2 + \frac{4}{m} \left( \frac{\|b_1\|^2}{2m} + \frac{d}{\beta} \right) \right)^{1/2}. \]
By Lemma 6, the conclusion follows.

B Proof of results in Section 4.1

B.1 Proof of Theorem 10

The main result we use to prove Theorem 10 is the following proposition. The proof of the following result will be presented later in Section B.1.2.
Proposition 21. Assume $\gamma = 2\sqrt{m}$. Fix any $r > 0$ and

$$0 < \varepsilon < \min \{ \varepsilon_1^U, \varepsilon_2^U, \varepsilon_3^U \},$$

where

$$\varepsilon_1^U := \sqrt{\frac{2 + (m + 1)^2}{(2H + 2)m + (m + 1)^2 r}},$$

$$\varepsilon_2^U := 2\sqrt{2 (2H + 2 + (m + 1)^2)^{1/4} e^{-1/2 r/m^{1/4}}},$$

$$\varepsilon_3^U := \frac{\sqrt{m}}{4L \left( \sqrt{2H + 2 + \frac{m + 1}{\sqrt{m}} + \frac{\sqrt{(2H + 2)m + (m + 1)^2}}{\sqrt{2H + 2 + (m + 1)^2}} \right)}.$$

Consider the stopping time:

$$\tau := \inf \left\{ t \geq 0 : \|X(t) - x_*\| \geq \varepsilon + re^{-\sqrt{mt}} \right\}.$$

For any initial point $X(0) = x$ with $\|x - x_*\| \leq r$, and

$$\beta \geq \frac{256(2Hm + 4m + (m + 1)^2)}{m \varepsilon^2} \left( d \log(2) + \log \left( \frac{2\|H_2\|T + 1}{\delta} \right) \right),$$

we have

$$\mathbb{P}_x (\tau \in [T_{rec}^U, T_{esc}^U]) \leq \delta.$$

We are now ready to complete the proof of Theorem 10.

B.1.1 Completing the proof of Theorem 10

Assume that $\gamma = 2\sqrt{m}$. Let us compare the discrete dynamics (1.10)-(1.11) and the continuous dynamics (1.7)-(1.8). Define:

$$\tilde{V}(t) = V_0 - \int_0^t \gamma \tilde{V} \left( \lfloor s/\eta \rfloor \eta \right) ds - \int_0^t \nabla F \left( \tilde{X} \left( \lfloor s/\eta \rfloor \eta \right) \right) ds + \sqrt{2\gamma \beta^{-1}} \int_0^t dB_s,$$

$$\tilde{X}(t) = X_0 + \int_0^t \tilde{V} \left( \lfloor s/\eta \rfloor \eta \right) ds.$$

The process $(\tilde{V}, \tilde{X})$ defined in (B.4) and (B.5) is the continuous-time interpolation of the iterates $\{(V_k, X_k)\}$. In particular, the joint distribution of $\{(V_k, X_k) : k = 1, 2, \ldots, K\}$ is the same as $\{(V(t), \tilde{X}(t)) : t = \eta, 2\eta, \ldots, K\eta\}$ for any positive integer $K$. 
It is derived in [GGZ18] that the relative entropy $D(\cdot \| \cdot)$ between the law $\tilde{P}^{K\eta}$ of $(\tilde{V}(t), \tilde{X}(t)) : t \leq K\eta)$ and the law $P^{K\eta}$ of $((V(t), X(t)) : t \leq K\eta)$ is upper bounded as follows:

$$D(\tilde{P}^{K\eta} \| P^{K\eta}) \leq \frac{\beta M^2}{2\gamma} C_v^d K\eta^2,$$

provided that $\eta \leq \min \left\{ \frac{\gamma}{K^2} (d/\beta + A/\beta), \frac{\gamma}{2K^2} \right\}$, where $C_v^d$ is defined in Lemma 24. Using Pinsker’s inequality, we obtain an upper bound on the total variation $\| \cdot \|_{TV}$:

$$\| \tilde{P}^{K\eta} - P^{K\eta} \|_{TV}^2 \leq \frac{\beta M^2}{4\gamma} C_v^d K\eta^2.$$

Using a result about an optimal coupling (Theorem 5.2., [Lin92]), that is, given any two random elements $X, Y$ of a common standard Borel space, there exists a coupling $P$ of $X$ and $Y$ such that

$$P(X \neq Y) \leq \| L(X) - L(Y) \|_{TV}.$$

Hence, given any $\beta > 0$ and $K\eta \leq T_{esc}$, we can choose

$$\eta \leq \frac{4\gamma \delta^2}{\beta M^2 C_v^d T_{esc}},$$

so that there is a coupling of $\{(V(k\eta), X(k\eta)) : k = 1, 2, \ldots, K\}$ and $\{(V_k, X_k) : k = 1, 2, \ldots, K\}$ such that

$$P(((V(\eta), X(\eta)), \ldots, (V(K\eta), X(K\eta))) \neq ((V_1, X_1), \ldots, (V_K, X_K)) \leq \delta.$$ (B.7)

It follows that

$$P(((V_1, X_1), \ldots, (V_K, X_K)) \in \cdot) \leq P(((V(\eta), X(\eta)), \ldots, (V(K\eta), X(K\eta))) \in \cdot) + \delta.$$

Let us now complete the proof of Theorem 10. We need to show that

$$P((X_1, \ldots, X_K) \in A) \leq \delta,$$

where $K = \lfloor \eta^{-1} T_{esc}^U \rfloor$ and $A := A_1 \cap A_2$, where

$$A_1 := \left\{ (x_1, \ldots, x_K) \in (\mathbb{R}^d)^K : \max_{k \leq \eta^{-1} T_{esc}^U} \frac{\| x_k - x_* \|}{\varepsilon + re^{-\sqrt{mk\eta}}} \leq \frac{1}{2} \right\},$$

$$A_2 := \left\{ (x_1, \ldots, x_K) \in (\mathbb{R}^d)^K : \max_{\eta^{-1} T_{esc}^U \leq k \leq K} \frac{\| x_k - x_* \|}{\varepsilon + re^{-\sqrt{mk\eta}}} \geq 1 \right\}.$$

We can choose $\beta$ sufficiently large so that with probability at least $1 - \delta/3$, we have either $\| X(t) - x_* \| \geq \varepsilon + re^{-\sqrt{mt}}$ for some $t \leq T_{rec}^U$ or $\| X(t) - x_* \| \leq \varepsilon + re^{-\sqrt{mt}}$ for all $t \leq T_{esc}^U$. Moreover, for any $K, \eta$ and $\beta$ satisfying the conditions of the theorem, there
exists a coupling of \((X(\eta), \ldots, X(K\eta))\) and \((X_1, \ldots, X_K)\) so that with probability \(1 - \delta/3\), \(X_k = X(k\eta)\) for all \(k \in [K]\). Then, by (B.6) and (B.7), we get
\[
\mathbb{P}((X_1, \ldots, X_K) \in A) \leq \mathbb{P}((X(\eta), \ldots, X(K\eta)) \in A) + \frac{\delta}{3},
\] (B.8)
provided that
\[
\eta \leq \eta^U_3 := \frac{4\gamma \delta^2}{9\beta M^2 C_{\epsilon} T_{\text{esc}}^U}.
\] (B.9)

It remains to estimate the probability of \(\mathbb{P}((X(\eta), \ldots, X(K\eta)) \in A_1 \cap A_2)\) for the under-damped Langevin diffusion. Partition the interval \([0, T_{\text{rec}}^U]\) using the points \(0 = t_1 < t_2 < \cdots < t_{\lceil \eta^{-1} T_{\text{rec}}^U \rceil} = T_{\text{rec}}^U\) with \(t_k = k\eta\) for \(k = 0, 1, \ldots, \lceil \eta^{-1} T_{\text{rec}}^U \rceil - 1\), and consider the event:
\[
\mathcal{B} := \left\{ \left\{ \frac{\max_{0 \leq k \leq \lceil \eta^{-1} T_{\text{rec}}^U \rceil - 1} \sup_{t \in [t_k, t_{k+1}]} \|X(t) - X(t_{k+1})\|}{\epsilon} \leq \frac{\epsilon}{2} \right\} \right\}.
\]

On the event \(\{(X(\eta), \ldots, X(K\eta)) \in A_1\} \cap \mathcal{B}\),
\[
\sup_{t \in [0, T_{\text{rec}}^U]} \|X(t) - x_*\| = \max_{0 \leq k \leq \lceil \eta^{-1} T_{\text{rec}}^U \rceil - 1} \sup_{t \in [t_k, t_{k+1}]} \|X(t) - x_*\| < 1,
\]
and thus
\[
\mathbb{P}((X(\eta), \ldots, X(K\eta)) \in A) \leq \mathbb{P}(\{(X(\eta), \ldots, X(K\eta)) \in A\} \cap \mathcal{B}) + \mathbb{P}(\mathcal{B}^c)
\]
\[
\leq \mathbb{P}(\tau \in [T_{\text{rec}}^U, T_{\text{esc}}^U]) + \mathbb{P}(\mathcal{B}^c)
\]
\[
\leq \frac{\delta}{3} + \mathbb{P}(\mathcal{B}^c),
\] (B.10)
provided that (by applying Proposition 21 and Lemma 41) (with \(\gamma = 2\sqrt{m}\)):
\[
\beta \geq \beta^U_{\text{min}} := \frac{256(2C_H m + 4m + (m + 1)^2)}{m \epsilon^2} \left( d \log(2) + \log \left( \frac{6\sqrt{4m + M^2 + 1 T + 3}}{\delta} \right) \right).
\] (B.11)

To complete the proof, we need to show that \(\mathbb{P}(\mathcal{B}^c) \leq \frac{\delta}{3}\) in view of (B.8) and (B.10). For any \(t \in [t_k, t_{k+1}]\), where \(t_{k+1} - t_k = \eta\), we have
\[
\|X(t) - X(t_{k+1})\| \leq \int_t^{t_{k+1}} \|V(s)\| ds \leq \eta\|V(t_{k+1})\| + \int_t^{t_{k+1}} \|V(s) - V(t_{k+1})\| ds,
\] (B.12)
and

\[ \|V(t) - V(t_{k+1})\| \]
\[ \leq \gamma \int_t^{t_{k+1}} \|V(s)\| ds + \gamma \int_t^{t_{k+1}} \|\nabla F(X(s))\| ds + \sqrt{2\gamma\beta^{-1}}\|B_t - B_{t_{k+1}}\| \]
\[ \leq \gamma\eta\|V(t_{k+1})\| + \gamma \int_t^{t_{k+1}} \|V(s) - V(t_{k+1})\| ds \]
\[ + M \int_t^{t_{k+1}} \|X(s) - X(t_{k+1})\| ds + \eta \|\nabla F(X(t_{k+1}))\| + \sqrt{2\gamma\beta^{-1}}\|B_t - B_{t_{k+1}}\| \]
\[ \leq \gamma\eta\|V(t_{k+1})\| + \gamma \int_t^{t_{k+1}} \|V(s) - V(t_{k+1})\| ds \]
\[ + M \int_t^{t_{k+1}} \|X(s) - X(t_{k+1})\| ds + M\eta\|X(t_{k+1})\| + B\eta + \sqrt{2\gamma\beta^{-1}}\|B_t - B_{t_{k+1}}\|, \]

(B.13)

where the second inequality above used M-Lipschitz property of \(\nabla F\) and the last inequality above used Lemma 43. By adding the above two inequalities (B.12) and (B.13) together, we get

\[ \|X(t) - X(t_{k+1})\| + \|V(t) - V(t_{k+1})\| \]
\[ \leq (1 + \gamma)\eta\|V(t_{k+1})\| + (1 + \gamma) \int_t^{t_{k+1}} \|V(s) - V(t_{k+1})\| ds \]
\[ + M \int_t^{t_{k+1}} \|X(s) - X(t_{k+1})\| ds + M\eta\|X(t_{k+1})\| + B\eta + \sqrt{2\gamma\beta^{-1}}\|B_t - B_{t_{k+1}}\| \]
\[ \leq (1 + \gamma + M) \int_t^{t_{k+1}} (\|V(s) - V(t_{k+1})\| + \|X(s) - X(t_{k+1})\|) ds \]
\[ + (1 + \gamma)\eta\|V(t_{k+1})\| + M\eta\|X(t_{k+1})\| + B\eta + \sqrt{2\gamma\beta^{-1}} \sup_{t \in [t, t_{k+1}]} \|B_t - B_{t_{k+1}}\|. \]

By applying Gronwall’s inequality, we get

\[ \sup_{t \in [t, t_{k+1}]} (\|X(t) - X(t_{k+1})\| + \|V(t) - V(t_{k+1})\|) \]
\[ \leq e^{(1+\gamma+M)\eta} \left[ (1 + \gamma)\eta\|V(t_{k+1})\| + M\eta\|X(t_{k+1})\| + B\eta + \sqrt{2\gamma\beta^{-1}} \sup_{t \in [t, t_{k+1}]} \|B_t - B_{t_{k+1}}\| \right]. \]

(B.14)

We have from Lemma 24 that for any \(u > 0\),

\[ \mathbb{P}(\|V(t_{k+1})\| \geq u) \leq \frac{\sup_{t > 0} \mathbb{E}\|V(t)\|^2}{u^2} \leq \frac{C_0}{u^2}, \]

(B.15)
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and
\[
P(\|X(t_{k+1})\| \geq u) \leq \frac{\sup_{t \geq 0} \mathbb{E}\|X(t)\|^2}{u^2} \leq \frac{c_x^c}{u^2},
\]
where \(c_v^c, c_x^c\) are defined in Lemma 24. By Lemma 42, we have
\[
P\left(\sup_{t \in [t_k, t_{k+1}]} \|B_t - B_{t_{k+1}}\| \geq u\right) \leq 2^{1/4} e^{1/4} e^{-\frac{u^2}{4d\eta}}.
\]
Therefore, we can infer from (B.14) that with \(K_0 \coloneqq \lceil \eta^{-1} \mathcal{T}^{U^*_T} \rceil\),
\[
P(B^c)
\leq \frac{K_0}{\varepsilon^2} \left( M^2 c_x^c + (1 + \gamma)^2 c_v^c \right) \cdot \eta^2 e^{2(1 + \gamma + M)\eta}
\]
\[
+ 2^{1/4} e^{1/4} K_0 \cdot \exp \left( -\frac{1}{4d\eta} \frac{\varepsilon^2 e^{-2(1 + \gamma + M)\eta} \beta}{128\gamma} \right)
\]
\[
+ K_0 \varepsilon \exp \left( -\frac{1}{4d\eta} \frac{\varepsilon e^{-2(1 + \gamma + M)\eta} \sqrt{\beta}}{8\sqrt{2\gamma}} \right)
\]
\[
\leq \frac{64K_0}{\varepsilon^2} \left( M^2 c_x^c + (1 + \gamma)^2 c_v^c \right) \cdot \eta^2 e^{2(1 + \gamma + M)\eta}
\]
\[
+ 2^{1/4} e^{1/4} K_0 \cdot \exp \left( -\frac{1}{4d\eta} \frac{\varepsilon^2 e^{-2(1 + \gamma + M)\eta} \beta}{128\gamma} \right)
\]
\[
+ K_0 \varepsilon \exp \left( -\frac{1}{4d\eta} \frac{\varepsilon e^{-2(1 + \gamma + M)\eta} \sqrt{\beta}}{8\sqrt{2\gamma}} \right)
\]
where the last inequality follows from (B.15), (B.16) and Lemma 42. We can choose \(\eta \leq 1\) so that
\[
\eta \leq \bar{\eta}_2^U := \frac{\delta \varepsilon^2 e^{-2(1 + \gamma + M)}}{384(M^2 c_x^c + (1 + \gamma)^2 c_v^c) \mathcal{T}^{U^*_T}},
\]
so that the term in (B.17) is less than \(\delta/6\), where \(c_v^c, c_x^c\) are defined in Lemma 24, and then we choose \(\beta\) so that
\[
\beta \geq \beta_2^U := \frac{512d\eta \gamma \log(2^{1/4} e^{1/4} 6\delta^{-1} \mathcal{T}^{U^*_T}/\eta)}{\varepsilon^2 e^{-2(1 + \gamma + M)\eta}}
\]
so that the term in (B.18) is also less than \(\delta/6\), and we can choose \(\eta\) so that \(\eta \leq 1\) and
\[
\eta \leq \bar{\eta}_1^U := \frac{\varepsilon e^{-2(1 + \gamma + M)}}{8B},
\]
so that the term in (B.19) is zero.

To complete the proof, let us work on the leading orders of the constants. For the sake of convenience, we hide the dependence on \(M\) and \(L\) and assume that \(M, L = O(1)\). We
also assume that \( C_H = O(1) \). Recall that \( 0 < \varepsilon \leq \min\{\varepsilon_1^U, \varepsilon_2^U, \varepsilon_3^U\} \), where it is easy to check that

\[
\varepsilon_1^U = \sqrt{\frac{C_H + 2 + (m + 1)^2}{(C_H + 2)m + (m + 1)^2}} \geq \Omega\left(\frac{C_H^{1/2} r}{C_H^{1/2} m^{1/2} + m + 1}\right) \geq \Omega(r),
\]

where we used \( m \leq M = O(1) \) and

\[
\varepsilon_2^U = 2\sqrt{2(C_H + 2 + (m + 1)^2)^{1/4}} e^{-1/2 r} m^{1/4} \geq \Omega\left(\frac{(1 + C_H^{1/4}) r}{m^{1/4}}\right) \geq \Omega\left(\frac{r}{m^{1/4}}\right),
\]

and

\[
\varepsilon_3^U = \frac{\sqrt{m}}{4L} \left(\frac{\sqrt{m}}{(C_H + 2 + (m + 1)/\sqrt{m})^2} + \frac{\sqrt{(C_H + 2 + (m + 1)^2)}}{8\sqrt{C_H + 2 + (m + 1)^2}}\right) \geq \Omega\left(\frac{\sqrt{m}}{L (1 + m + 1/\sqrt{m} + \sqrt{m}/m)}\right) \geq \Omega(m),
\]

where we used the fact that \( m + 1 \geq 2\sqrt{m} \). Hence, we can take

\[
\varepsilon \leq \min\{O(r), O\left(\frac{r}{m^{1/4}}\right), O(m)\}.
\]

Moreover, \( m \leq M = O(1) \). Hence, we can take

\[
\varepsilon \leq \min\{O(r), O(m)\}.
\]

Next, we recall the recurrence time:

\[
T_{rec}^U = -\frac{1}{\sqrt{m}} W_{-1} \left(\frac{-\varepsilon^2 \sqrt{m}}{8r^2 \sqrt{C_H + 2 + (m + 1)^2}}\right),
\]

and since \( W_{-1}(x) \sim \log(1/x) \) for \( x \to 0^+ \), and we assume \( C_H = O(1) \), we get

\[
T_{rec}^U = O\left(\frac{1}{\sqrt{m}} \log \left(\frac{r}{\varepsilon m}\right)\right) \leq O\left(\frac{1}{\sqrt{m}} \log \left(\frac{r}{\varepsilon}\right)\right).
\]

Next, we recall that stepsize \( \eta \) satisfies \( \eta \leq \min\{1, \eta_1^U, \eta_2^U, \eta_3^U, \eta_4^U\} \) and it is easy to check that

\[
\eta_1^U = \varepsilon e^{-(1+2\sqrt{m}+M)} \geq \Omega\left(\varepsilon e^{-(2m^{1/2}+M)}\right) \geq \Omega(\varepsilon),
\]

and

\[
\eta_2^U = \frac{\delta e^2 e^{-2(1+2\sqrt{m}+M)}}{384(M^2C_2^c + (1 + 2\sqrt{m})^2C_1^c)} T_{rec}^U \geq \Omega\left(\frac{\delta e^2 e^{-(4m^{1/2}+2M)}}{(M^2C_2^c + (1 + m)C_1^c)} T_{rec}^U\right).
\]
Moreover, we have (note that $R = \sqrt{b/m}$ in the definition of $C_c^x, C_c^v$)

$$C_c^x \leq O\left(\frac{1 + \frac{1}{m} + \frac{d}{\beta}}{m}\right), \quad C_c^v \leq O\left(1 + \frac{1}{m} + \frac{d}{\beta}\right),$$

together with $m \leq M = O(1)$ implies that

$$\eta U_2 = \frac{\delta e^2 e^{-2(1+2\sqrt{m}+M)}}{384(M^2 C_c^x + (1 + 2\sqrt{m})^2 C_c^v) T_{\text{rec}}^U} \geq \Omega\left(\frac{m^2 \beta \delta e^2}{(md + \beta) T_{\text{rec}}^U}\right).$$

Moreover,

$$\eta U_3 = \frac{8\sqrt{m} \delta^2}{9 \beta M^2 C_c^d T_{\text{esc}}^U} \geq \Omega\left(\frac{m^{3/2} \delta^2}{(md + \beta) T_{\text{esc}}^U}\right),$$

and

$$\eta U_4 = \min\left\{\frac{2\sqrt{m}}{K_2} \frac{d + \bar{A}}{\beta}, \frac{\sqrt{m} \lambda}{K_1}\right\} \geq \min\left\{\Omega\left(\frac{m^{1/2} \beta}{d + \beta}\right), \Omega(m^{1/2} \beta)\right\}$$

and the minimum between $m^{1/2} \beta$ and $m^{1/2} \beta$ is $m^{1/2} \beta$. Hence, we can take

$$\eta \leq \min\left\{O(\varepsilon), O\left(\frac{m^2 \beta \delta e^2}{(md + \beta) T_{\text{rec}}^U}\right), O\left(\frac{m^{3/2} \delta^2}{(md + \beta) T_{\text{esc}}^U}\right), O\left(\frac{m^{1/2} \beta}{d + \beta}\right)\right\}$$

Finally, $\beta$ satisfies $\beta \geq \max\{\beta_{U_1}^U, \beta_{U_2}^U\}$, and we have

$$\beta_{U_1}^U = \frac{256(2C_H m + 4m + (m + 1)^2)}{m \varepsilon^2} \left(d \log(2) + \log\left(\frac{6(4m + M^2 + 1)^{1/2} \mathcal{T} + 3}{d}\right)\right)$$

$$\leq O\left(\frac{d + \log((T + 1)/\delta)}{m \varepsilon^2}\right),$$

and

$$\beta_{U_2}^U = \frac{1024d \eta \sqrt{m} \log(2^{1/2} e^{1/4} \delta^{-1} T_{\text{rec}}^U/\eta)}{e^2 e^{-2(1+2\sqrt{m}+M)\eta}} \leq O\left(\frac{d \eta \varepsilon^{m^{1/2} \log(\delta^{-1} T_{\text{rec}}^U/\eta)}}{\varepsilon^2}\right),$$

where we used $e^{2(1+2\sqrt{m}+M)} \eta = e^{O(\varepsilon)} = O(1)$.

Hence, we can take

$$\beta \geq \max\left\{\Omega\left(\frac{d + \log((T + 1)/\delta)}{m \varepsilon^2}\right), \Omega\left(\frac{d \eta \varepsilon^{m^{1/2} \log(\delta^{-1} T_{\text{rec}}^U/\eta)}}{\varepsilon^2}\right)\right\}.$$

The proof is now complete.
B.1.2 Proof of Proposition 21

In this section, we focus on the proof of Proposition 21. We adopt some ideas from [BG03, TLR18]. We recall $x_*$ is a local minimum of $F$ and $H$ is the Hessian matrix: $H = \nabla^2 F(x_*)$, and we write

$$X(t) = Y(t) + x_*.$$

Thus, we have the decomposition

$$\nabla F(X(t)) = HY(t) - \rho(Y(t)),$$

where $\|\rho(Y(t))\| \leq \frac{1}{2}L \|Y(t)\|^2$ since the Hessian of $F$ is $L$-Lipschitz (Lemma 1.2.4. [Nes13]). Then, we have

$$dV(t) = -\gamma V(t)dt - (H(Y(t)) - \rho(Y(t)))dt + \sqrt{2\gamma \beta^{-1}} dB_t,$$

$$dY(t) = V(t)dt.$$

We can write it in terms of matrix form as:

$$d \begin{bmatrix} V(t) \\ Y(t) \end{bmatrix} = \begin{bmatrix} -\gamma I & -H \\ I & 0 \end{bmatrix} \begin{bmatrix} V(t) \\ Y(t) \end{bmatrix} dt + \sqrt{2\gamma \beta^{-1}} \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} dB_t^{(2)} + \begin{bmatrix} \rho(V(t)) \\ 0 \end{bmatrix} dt,$$

where $B_t^{(2)}$ is a 2d-dimensional standard Brownian motion. Therefore, we have

$$\begin{bmatrix} V(t) \\ Y(t) \end{bmatrix} = e^{-tH_\gamma} \begin{bmatrix} V(0) \\ Y(0) \end{bmatrix} + \sqrt{2\gamma \beta^{-1}} \int_0^t e^{(s-t)H_\gamma} I^{(2)} dB_s^{(2)} + \int_0^t e^{(s-t)H_\gamma} \begin{bmatrix} \rho(V(s)) \\ 0 \end{bmatrix} ds,$$

where

$$H_\gamma = \begin{bmatrix} \gamma I & H \\ I & 0 \end{bmatrix}, \quad I^{(2)} = \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix}.$$

Given $0 \leq t_0 \leq t_1$, we define the matrix flow

$$Q_{t_0}(t) := e^{(t-t_0)H_\gamma},$$

and we also define

$$Z(t) := e^{(t-t_0)H_\gamma} \begin{bmatrix} V(t) \\ Y(t) \end{bmatrix} = Z_t^0 + Z_t^1,$$

where

$$Z_t^0 = e^{-t_0H_\gamma} \begin{bmatrix} V(0) \\ Y(0) \end{bmatrix} + \sqrt{2\gamma \beta^{-1}} \int_0^t e^{(s-t_0)H_\gamma} I^{(2)} dB_s^{(2)},$$

$$Z_t^1 = \int_0^t e^{(s-t_0)H_\gamma} \begin{bmatrix} \rho(V(s)) \\ 0 \end{bmatrix} ds.$$
Note that
\[ Q_{t_0}(t_1)Z_t^0 = e^{-t_1H_T} \left[ V(0) Y(0) \right] + \sqrt{2\gamma \beta - 1} \int_0^t e^{(s-t_1)H_T} I^{(2)} dB_s^{(2)} \]
is a martingale. Before we proceed to the proof of Proposition 21, we state the following lemma, which will be used in the proof of Proposition 21.

**Lemma 22.** Assume \( \gamma = 2\sqrt{m} \). Define:

\[
\mu_t := e^{-tH_T} (V(0), Y(0))^T, \tag{B.27}
\]

\[
\Sigma_t := 2\gamma \beta^{-1} \int_0^t e^{(s-t)H_T} I^{(2)} e^{(s-t)H_T^T} ds. \tag{B.28}
\]

For any \( \theta \in \left( 0, \frac{2m\sqrt{m}}{(2mH + 4m + (m + 1)^2)} \right) \), and \( h > 0 \) and any \((V(0), Y(0))\),

\[
P \left( \sup_{t_0 \leq t \leq t_1} \|Q_{t_0}(t_1)Z_t^0\| \geq h \right) 
\leq \left( 1 - \theta \gamma (2C_H m + 4m + (m + 1)^2) \right) \frac{2m\sqrt{m}}{2m\sqrt{m}} e^{-\frac{\beta}{\gamma^2} (\mu_t, Y(0), Y(0))}. \]

Notice that \( Z_t^0 \) process is exactly the Ornstein-Uhlenbeck process (3.3) that we have studied in Section 3. There, the emphasis is the convergence speed of this Ornstein-Uhlenbeck process as time \( t \) goes to infinity, and the above Lemma 22 is about the tail estimate on a finite time interval.

Finally, let us complete the proof of Proposition 21.

**Proof of Proposition 21.** Since \( \|Y(0)\| = \|X(0) - x_*\| \leq r \), we know that \( \tau > 0 \). Fix some \( T_{rec}^U \leq t_0 \leq t_1 \), such that \( t_1 - t_0 \leq \frac{1}{2\|H_T\|} \). Then, for every \( t \in [t_0, t_1] \),

\[
\|Y(t)\| \leq \left\| e^{(t-t_1)H_T} Q_{t_0}(t_1)Z_t \right\| \leq e^\frac{1}{2} \|Q_{t_0}(t_1)Z_t\|.
\]

It follows that (with \( e^{-1/2} \geq 1/2 \))

\[
P(\tau \in [t_0, t_1]) 
= P \left( \sup_{t_0 \leq t \leq t_1 \wedge \tau} \frac{\|Y(t)\|}{e^{-\sqrt{mt}}} \geq 1, \tau \geq t_0 \right)
\leq P \left( \sup_{t_0 \leq t \leq t_1 \wedge \tau} \frac{\|Q_{t_0}(t_1)Z_t\|}{e^{-\sqrt{mt}}} \geq \frac{1}{2}, \tau \geq t_0 \right)
\leq P \left( \sup_{t_0 \leq t \leq t_1 \wedge \tau} \frac{\|Q_{t_0}(t_1)Z_t\|}{e^{-\sqrt{mt}}} \geq c_0, \tau \geq t_0 \right) + P \left( \sup_{t_0 \leq t \leq t_1 \wedge \tau} \frac{\|Q_{t_0}(t_1)Z_t\|}{e^{-\sqrt{mt}}} \geq c_1, \tau \geq t_0 \right), \tag{B.29}
\]
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where \(c_0 + c_1 = \frac{1}{2}\) and \(c_0, c_1 > 0\). We will first bound the second term in (B.29) which will turn out to be zero, and then use Lemma 22 to bound the first term in (B.29).

First, notice that \(Z^t_1 \equiv 0\) in the quadratic case (Sec. 3) and the second term in (B.29) is automatically zero. In the more general case, we will show that the second term in (B.29) is also zero. On the event \(\tau \in [t_0, t_1]\), for any \(0 \leq s \leq t_1 - \tau\), we have

\[
\|\rho(Y(s))\| \leq \frac{L}{2} \|Y(s)\|^2 \leq \frac{L}{2} \left(\varepsilon + r e^{-\sqrt{m}s}\right)^2.
\]

Therefore, for any \(t \in [t_0, t_1 \wedge \tau]\), by Lemma 1, we get

\[
\|Q_{t_0}(t_1)Z^t_1\|
\leq \int_0^t \|e^{(s-t_1)H}\| \cdot \|\rho(Y(s))\| ds
\leq \frac{L}{2} \int_0^t \sqrt{C_H + 2 + (m + 1)^2(t_1 - s)^2} e^{(s-t_1)\sqrt{m}} \left(\varepsilon + r e^{-\sqrt{m}s}\right)^2 ds
\leq \frac{L}{\sqrt{m}} \int_0^t \left(\sqrt{C_H + 2 + (m + 1)(t_1 - s)}\right) e^{(s-t_1)\sqrt{m}} \left(\varepsilon^2 + r^2 e^{-2\sqrt{m}s}\right) ds
\leq \frac{L}{\sqrt{m}} \int_0^t \left(\sqrt{C_H + 2 + (m + 1)(t_1 - s)}\right) e^{(s-t_1)\sqrt{m}} \left(\varepsilon^2 + r^2 e^{-2\sqrt{m}s}\right) ds
\leq \frac{L}{\sqrt{m}} \left(\sqrt{C_H + 2 + \frac{m + 1}{\sqrt{m}}} \right) \varepsilon^2 + \sqrt{C_H + 2r^2 e^{-2\sqrt{m}t_1}}
\leq \frac{L}{\sqrt{m}} \left(\sqrt{C_H + 2 + \frac{m + 1}{\sqrt{m}}} \right) \varepsilon^2 + \left(\sqrt{C_H + 2m} + (m + 1)\right) r^2 e^{-t_1\sqrt{m}}
\leq \frac{L}{\sqrt{m}} \left(\sqrt{C_H + 2 + \frac{m + 1}{\sqrt{m}}} \right) \varepsilon^2 + \frac{(C_H + 2m) + (m + 1)}{8\sqrt{C_H + 2 + (m + 1)^2}} \varepsilon^2
\]

where we used \(t_1 \geq t \geq t_0 \geq \mathcal{T}^{U}_{\text{rec}} \geq \frac{1}{\sqrt{m}}\), and \(t_1 \varepsilon^{-t_1\sqrt{m}} \leq \mathcal{T}^{U}_{\text{rec}} e^{-\mathcal{T}^{U}_{\text{rec}} \sqrt{m}}\) and the definition of \(\mathcal{T}^{U}_{\text{rec}}\):

\[
\sqrt{C_H + 2 + (m + 1)^2} \mathcal{T}^{U}_{\text{rec}} e^{-\sqrt{m} \mathcal{T}^{U}_{\text{rec}}} = \frac{\varepsilon^2}{8r^2}.
\]

Consequently, if we take \(c_1 = \frac{L}{\sqrt{m}} \left(\sqrt{C_H + 2 + \frac{m + 1}{\sqrt{m}}} + \frac{(C_H + 2m) + (m + 1)}{8\sqrt{C_H + 2 + (m + 1)^2}}\right) \varepsilon\), then,

\[
\sup_{t_0 \leq t \leq t_1 \wedge \tau} \|Q_{t_0}(t_1)Z_t\| \leq \frac{1}{\varepsilon} \sup_{t_0 \leq t \leq t_1 \wedge \tau} \|Q_{t_0}(t_1)Z_t\| \leq c_1,
\]
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which implies that
\[
\mathbb{P} \left( \sup_{t_0 \leq t \leq t_1} \| Q_{t_0}(t_1)Z_t^0 \| \geq c_0, \tau \geq t_0 \right) = 0.
\]
Moreover, \( c_0 = \frac{1}{2} - c_1 = \frac{1}{2} - \frac{L}{\sqrt{m}} \left( \sqrt{C_H + 2} + \frac{m+1}{\sqrt{m}} + \frac{\sqrt{(C_H+2)(m+1)}}{8\sqrt{C_H+2+(m+1)^2}} \right) \varepsilon > \frac{1}{4} \) since it is assumed that \( \varepsilon < \frac{4L}{\sqrt{C_H+2} + \frac{m+1}{\sqrt{m}} + \frac{\sqrt{(C_H+2)(m+1)}}{8\sqrt{C_H+2+(m+1)^2}}} \).

Second, we will apply Lemma 22 to bound the first term in (B.29). By using \( V(0) = 0 \) and \( \| Y(0)\| \leq r \) and the definition of \( \mu_{t_1} \) and \( \Sigma_{t_1} \) in (B.27) and (B.28), we get
\[
\langle \mu_{t_1}, (I - \beta \theta \Sigma_{t_1})^{-1} \mu_{t_1} \rangle
\]
\[
= \langle e^{-t_1 H} (V(0), Y(0))^T, (I - \beta \theta \Sigma_{t_1})^{-1} e^{-t_1 H} (V(0), Y(0))^T \rangle
\]
\[
\leq 1 - \theta \gamma \left( \frac{2C_H m + 4m + (m+1)^2}{2m \sqrt{m}} \right) (C_H + 2 + (m+1)^2 t_1^2) e^{-2 \sqrt{m} t_1 r^2}
\]
\[
\leq 2 \left( (C_H + 2) m + (m+1)^2 \right) t_1^2 e^{-2 \sqrt{m} t_1 r^2}
\]
\[
\leq \frac{1}{32} \frac{(C_H + 2) m + (m+1)^2 \varepsilon^4}{r^2} \leq \frac{1}{32} \varepsilon^2,
\]
by choosing \( \theta = \frac{m \sqrt{m}}{\gamma (2C_H m + 4m + (m+1)^2)} \) and \( t_1 \geq \frac{T_{rec}^U}{m} \) and \( t_1 e^{-t_1 \sqrt{m}} \leq T_{rec}^U e^{-T_{rec}^U} \), and using the definition \( \sqrt{C_H + 2 + (m+1)^2 T_{rec}^U} \leq \frac{\varepsilon^2}{8 \sqrt{2}} \), and we also used \( \varepsilon \leq \sqrt{\frac{C_H + 2 + (m+1)^2}{C_H + 2 + (m+1)^2 \sqrt{m}}} \).

Then with the choice of \( h = (\varepsilon + re^{-\sqrt{m} t_1})c_0 \) and \( \theta = \frac{m \sqrt{m}}{\gamma (2C_H m + 4m + (m+1)^2)} \) in Lemma 22, and using the fact that \( h = (\varepsilon + re^{-\sqrt{m} t_1})c_0 \geq \varepsilon c_0 \), we get
\[
\mathbb{P} \left( \sup_{t_0 \leq t \leq t_1} \| Q_{t_0}(t_1)Z_t^0 \| \geq c_0, \tau \geq t_0 \right)
\]
\[
\leq \mathbb{P} \left( \| Q_{t_0}(t_1)Z_t^0 \| \geq (\varepsilon + re^{-\sqrt{m} t_1})c_0 \right)
\]
\[
\leq \left( 1 - \theta \gamma \left( \frac{2C_H m + 4m + (m+1)^2}{2m \sqrt{m}} \right) \right)^{-\frac{3d}{2}} \cdot \exp \left( -\frac{\beta \theta}{2} \left[ h^2 - \langle \mu_{t_1}, (I - \beta \theta \Sigma_{t_1})^{-1} \mu_{t_1} \rangle \right] \right)
\]
\[
\leq 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1} m \sqrt{m} \varepsilon^2}{128(2C_H + 4m + (m+1)^2)} \left( c_0^2 - \frac{1}{32} \right) \right)
\]
\[
\leq 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1} m \sqrt{m} \varepsilon^2}{128(2C_H + 4m + (m+1)^2)} \right).
\]
Thus for any $t_0 \geq T^{\text{rec}}_U$ and $t_0 \leq t_1 \leq t_0 + \frac{1}{2\|H\gamma\|}$,
\[
P(\tau \in [t_0, t_1]) \leq 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1}m\sqrt{m}\epsilon^2}{128(2CHm + 4m + (m + 1)^2)} \right).
\]

Fix any $T > 0$ and recall the definition of the escape time $T^{\text{esc}}_U = T + T^{\text{rec}}_U$. Partition the interval $[T^{\text{rec}}_U, T^{\text{esc}}_U]$ using the points $T^{\text{rec}}_U = t_0 < t_1 < \cdots < t_{\left\lfloor \|H\gamma\|T \right\rfloor} = T^{\text{esc}}_U$ with $t_j = j/(2\|H\gamma\|)$, then we have
\[
P(\tau \in [T^{\text{rec}}_U, T^{\text{esc}}_U]) \leq (2\|H\gamma\|T + 1) \cdot 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1}m\sqrt{m}\epsilon^2}{128(2CHm + 4m + (m + 1)^2)} \right) \leq \delta,
\]
provided that
\[
\beta \geq \frac{128(2CHm + 4m + (m + 1)^2)}{m\sqrt{m}\epsilon^2} \gamma \left( d\log(2) + \log \left( \frac{2\|H\gamma\|T + 1}{\delta} \right) \right).
\]
Finally, plugging $\gamma = 2\sqrt{m}$ into the above formulas and applying the bound on $\|H\gamma\|$ from Lemma 41, the conclusion follows.

\[\Box\]

### B.1.3 Uniform $L^2$ bounds

In this section, we state the uniform $L^2$ bounds for the continuous time underdamped Langevin dynamics ((1.7) and (1.8)) and the discrete time iterates ((1.10) and (1.11)) in Lemma 24, which is a modification of Lemma 8 in [GGZ18]. The uniform $L^2$ bound for the discrete dynamics (1.10)-(1.11) is used to derive the relative entropy to compare the laws of the continuous time dynamics and the discrete time dynamics, and the uniform $L^2$ bound for the continuous dynamics (1.7)-(1.8) is used to control the tail of the continuous dynamics in Section B.1.1.

Before we proceed, let us first introduce the following Lyapunov function (from the paper [EGZ17]) which will be used in the proof the uniform $L^2$ boundedness results for both the continuous and discrete underdamped Langevin dynamics. We define the Lyapunov function $V$ as:
\[
V(x, v) := \beta F(x) + \frac{\beta}{4} \gamma^2 (\|x + \gamma^{-1}v\|^2 + \|\gamma^{-1}v\|^2 - \lambda \|x\|^2), \tag{B.30}
\]
and $\lambda$ is a positive constant less than 1/4 according to [EGZ17].

We will first show in the following lemma that we can find explicit constants $\lambda \in (0, \min(1/4, m/(M + \gamma^2/2)))$ and $\lambda \in (0, \infty)$ so that the drift condition (B.33) is satisfied. The drift condition is needed in [EGZ17], which is applied to obtain the uniform $L^2$ bounds in [GGZ18] (Lemma 8) that implies the uniform $L^2$ bounds in our current setting (the following Lemma 24).
Lemma 23. Let us define:

\[
\lambda = \frac{1}{2} \min(1/4, m/(M + \gamma^2/2)), \quad (B.31)
\]
\[
\overline{A} = \frac{\beta}{2} m \left( \frac{B^2}{2M + \gamma^2} + \frac{b}{m} \left( M + \frac{1}{2} \gamma^2 \right) + A \right), \quad (B.32)
\]

then the following drift condition holds:

\[
x \cdot \nabla F(x) \geq 2\lambda(F(x) + \gamma^2\|x\|^2/4) - 2\overline{A}/\beta. \quad (B.33)
\]

The following lemma provides uniform \(L^2\) bounds for the continuous-time underdamped Langevin diffusion process \((X(t), V(t))\) defined in (1.7)-(1.8) and discrete-time underdamped Langevin dynamics \((X_k, V_k)\) defined in (1.10)-(1.11).

Lemma 24 (Uniform \(L^2\) bounds). Suppose parts (i), (ii), (iii), (iv) of Assumption 9 and the drift condition (B.33) hold. \(\gamma > 0\) is arbitrary and \(\lambda, \overline{A}\) are defined in (B.31) and (B.32).

(i) It holds that

\[
\sup_{t \geq 0} \mathbb{E}\|X(t)\|^2 \leq C_x^c := \left( \frac{\beta M^2 + \beta^2 \gamma^2 (2 - \lambda)}{4} \right) R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + \frac{d + \overline{A}}{\lambda},
\]

\[
\sup_{t \geq 0} \mathbb{E}\|V(t)\|^2 \leq C_v^c := \left( \frac{\beta M^2 + \beta^2 \gamma^2 (2 - \lambda)}{4} \right) R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + \frac{d + \overline{A}}{\lambda},
\]

(ii) For any stepsize \(\eta\) satisfying:

\[
0 < \eta \leq \eta_1^U := \min \left\{ \frac{\gamma}{K_2} \left( d/\beta + \overline{A}/\beta \right), \frac{\gamma \lambda}{2K_1} \right\},
\]

where

\[
K_1 := \max \left\{ \frac{32M^2 \left( \frac{1}{2} + \gamma \right)}{(1 - 2\lambda)\beta \gamma^2}, \frac{8 \left( \frac{1}{2} M + \frac{1}{4} \gamma^2 - \frac{1}{4} \gamma^2 \lambda + \gamma \right)}{\beta(1 - 2\lambda)} \right\},
\]

\[
K_2 := 2B^2 \left( \frac{1}{2} + \gamma \right),
\]
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and we have

\[
\sup_{j \geq 0} E\|X_j\|^2 \leq C_x^d := \left( \frac{\beta M}{2} + \frac{\beta \gamma^2 (2-\lambda)}{4} \right) R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + \frac{4(d+\lambda)}{\lambda} (1-2\lambda) / \beta \gamma^2,
\]

(B.39)

\[
\sup_{j \geq 0} E\|V_j\|^2 \leq C_v^d := \left( \frac{\beta M}{2} + \frac{\beta \gamma^2 (2-\lambda)}{4} \right) R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2 + \frac{4(d+\lambda)}{\lambda} (1-2\lambda) / \beta \gamma^2,
\]

(B.40)

### B.1.4 Proofs of auxiliary results

**Proof of Lemma 22.** Note that \(Q_{t_0}(t_1)Z_t^0\) is a 2\(d\)-dimensional martingale and by Doob’s martingale inequality, for any \(h > 0\),

\[
\mathbb{P}\left( \sup_{t_0 \leq t \leq t_1} \|Q_{t_0}(t_1)Z_t^0\| \geq h \right) \leq e^{-\beta \theta h^2/2} \mathbb{E}\left[ e^{(\beta \theta/2)\|Q_{t_0}(t_1)Z_t^0\|^2} \right] = e^{-\beta \theta h^2/2} \frac{1}{\sqrt{\det(I-\beta \theta \Sigma_{t_1})}} e^{\frac{\beta \theta}{2} (\mu_{t_1},(I-\beta \theta \Sigma_{t_1})^{-1}\mu_{t_1})},
\]

(B.41)

where the last line above uses the fact that \(Q_{t_0}(t_1)Z_{t_1}\) is a Gaussian random vector with mean

\[
\mu_{t_1} = e^{-t_1 H} (V(0),Y(0))^T,
\]

and covariance matrix

\[
\Sigma_{t_1} = 2\gamma \beta^{-1} \int_{0}^{t_1} e^{(s-t_1)H} I(2)^T (e^{(s-t_1)H} I(2)) ds = 2\gamma \beta^{-1} \int_{0}^{t_1} e^{-sH} I(2) e^{-sH^T} ds.
\]

We next estimate \(\det(I-\beta \theta \Sigma_{t_1})\) from (B.41). Let us recall from Lemma 1 that if \(\gamma = 2\sqrt{m}\), then we recall from Lemma 1 that,

\[
\|e^{-tH}\| \leq \sqrt{C_H} + 2 + (m+1)^2 t^2 \cdot e^{-\sqrt{m}t},
\]

and thus, we have

\[
\|\Sigma_{t_1}\| \leq 2\gamma \beta^{-1} \int_{0}^{t_1} \left( C_H + 2 + (m+1)^2 t^2 \right) e^{-2\sqrt{m}t} dt \leq \gamma \beta^{-1} \frac{2C_H m + 4m + (m+1)^2}{2m \sqrt{m}}.
\]

Therefore we infer that the eigenvalues of \(I-\beta \theta \Sigma\) are bounded below by \(1 - \theta^2 \frac{(2C_H m + 4m + (m+1)^2)}{2m \sqrt{m}}\).

The conclusion then follows from (B.41).
Proof of Lemma 23. By Assumption 9 (iii), $x \cdot \nabla F(x) \geq m\|x\|^2 - b$. Thus in order to show the drift condition (B.33), it suffices to show that

$$m\|x\|^2 - b - 2\lambda(F(x) + \gamma^2\|x\|^2/4) \geq -2\overline{A}/\beta.$$  \hspace{1cm} (B.42)

Given the definition of $\lambda$ in (B.31), by Lemma 43, we get

$$\begin{align*}
m\|x\|^2 - b - 2\lambda(F(x) + \gamma^2\|x\|^2/4) &\geq m\|x\|^2 - b - \frac{m}{M + \frac{1}{2}\gamma^2}(F(x) + \gamma^2\|x\|^2/4) \\
&\geq \frac{mM + \frac{1}{2}m\gamma^2}{M + \frac{1}{2}\gamma^2}\|x\|^2 - b - \frac{m}{M + \frac{1}{2}\gamma^2}\left(\frac{M}{2}\|x\|^2 + B\|x\| + A\right) \\
&= \frac{m}{M + \frac{1}{2}\gamma^2}\left(\frac{1}{2}M\|x\|^2 + \frac{1}{4}\gamma^2\|x\|^2 - B\|x\| - \frac{b}{m}\left(M + \frac{1}{2}\gamma^2\right) - A\right) \\
&\geq \frac{m}{M + \frac{1}{2}\gamma^2}\left(-\frac{B^2}{2M + \gamma^2} - \frac{b}{m}\left(M + \frac{1}{2}\gamma^2\right) - A\right) = -2\overline{A}/\beta,
\end{align*}
$$

by the definition of $\overline{A}$ in (B.32). Hence, (B.42) holds and the proof is complete. \qed

Proof of Lemma 24. According to Lemma 8 in [GGZ18],

$$\begin{align*}
\sup_{t \geq 0} \mathbb{E}\|X(t)\|^2 &\leq \int_{\mathbb{R}^d} \mathcal{V}(x,v) d\mu_0(x,v) + \frac{d + \overline{A}}{\Lambda} \\
\sup_{t \geq 0} \mathbb{E}\|V(t)\|^2 &\leq \int_{\mathbb{R}^d} \mathcal{V}(x,v) d\mu_0(x,v) + \frac{d + \overline{A}}{\Lambda} \\
\end{align*}$$

where $\mathcal{V}$ is the Lyapunov function defined in (B.30) and $\mu_0$ is the initial distribution of $(X(0),V(0))$ and in our case, $\mu_0 = \delta_{(X(0),V(0))}$ and $\|X(0)\| \leq R$ and $V(0) \in \mathbb{R}^d$, and for any $0 < \eta \leq \min\{\frac{\lambda}{K_1} (d/\beta + \overline{A}/\beta), \frac{\lambda}{2K_2}\}$ with $K_1$ and $K_2$ given in (B.37) and (B.38), \footnote{Note that in the definition of $K_1, K_2$ in [GGZ18], there is a constant $\delta$, which is simply zero, in the context of the current paper.}

and according to Lemma 8 in [GGZ18], we also have

$$\begin{align*}
\sup_{j \geq 0} \mathbb{E}\|X_j\|^2 &\leq \int_{\mathbb{R}^d} \mathcal{V}(x,v) d\mu_0(dx,dv) + \frac{4(d + \overline{A})}{\Lambda} \\
\sup_{j \geq 0} \mathbb{E}\|V_j\|^2 &\leq \int_{\mathbb{R}^d} \mathcal{V}(x,v) d\mu_0(dx,dv) + \frac{4(d + \overline{A})}{\Lambda} \\
\end{align*}$$
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We recall from (B.30) that \( V(x,v) = \beta F(x) + \frac{\beta}{4} \gamma^2 (\|x + \gamma^{-1}v\|^2 + \|\gamma^{-1}v\|^2 - \lambda\|x\|^2), \) and \( \|X(0)\| \leq R \) and \( V(0) \in \mathbb{R}^d \). By Lemma 43, we get
\[
V(x,v) \leq \frac{\beta M}{2} \|x\|^2 + \beta B \|x\| + \beta A + \frac{\beta}{4} \gamma^2 (\|x + \gamma^{-1}v\|^2 + \|\gamma^{-1}v\|^2 - \lambda\|x\|^2),
\]
so that
\[
V(X(0),V(0)) = \frac{\beta M}{2} \|X(0)\|^2 + \beta B \|X(0)\| + \beta A + \frac{\beta}{4} \gamma^2 (2\|X(0)\|^2 + 3\gamma^{-2}\|V(0)\|^2 - \lambda\|X(0)\|^2)
\]
\[
\leq \left( \frac{\beta M}{2} + \frac{\beta \gamma^2 (2 - \lambda)}{4} \right) R^2 + \beta BR + \beta A + \frac{3}{4} \beta \|V(0)\|^2.
\]
Hence, the conclusion follows. \( \square \)

C Proofs of results in Section 4.2

C.1 Proof of Theorem 15

The proof of Theorem 15 is similar to the proof of Theorem 10. For brevity, we omit some of the details, and only outline the key steps and the propositions and lemmas used for the proof of Theorem 15.

Proposition 25. Fix any \( r > 0 \) and \( 0 < \varepsilon < \min\{\bar{\varepsilon}_1, \bar{\varepsilon}_2\} \), where
\[
\bar{\varepsilon}_1^J := \frac{m_J(\bar{\varepsilon})}{4C_J(\bar{\varepsilon})(1 + \|J\|)L(1 + \frac{1}{64C_J(\bar{\varepsilon})})}, \quad \bar{\varepsilon}_2^J := 8rC_J(\bar{\varepsilon}).
\] (C.1)

Consider the stopping time:
\[
\tau := \inf \left\{ t \geq 0 : \|X(t) - x_*\| \geq \varepsilon + re^{-m_J(\bar{\varepsilon})t} \right\}.
\]
For any initial point \( X(0) = x \) with \( \|x - x_*\| \leq r \), and
\[
\beta \geq \frac{128C_J(\bar{\varepsilon})^2}{m_J(\bar{\varepsilon})\varepsilon^2} \left( \frac{d}{2} \log(2) + \log \left( \frac{2(1 + \|J\|)MT + 1}{\delta} \right) \right),
\]
we have
\[
P_x (\tau \in [\tau_{\text{rec}}^J, \tau_{\text{esc}}^J]) \leq \delta.
\]
C.1.1 Completing the proof of Theorem 15

We first compare the discrete dynamics (1.13) and the continuous dynamics (1.12). Define:

\[
\tilde{X}(t) = X_0 - \int_0^t A J (\nabla F(\tilde{X}(\lfloor s/\eta \rfloor \eta))) \, ds + \sqrt{2\gamma \beta^{-1}} \int_0^t dB_s.
\]

(C.2)

The process \( \tilde{X} \) defined in (C.2) is the continuous-time interpolation of the iterates \( \{X_k\} \).

In particular, the joint distribution of \( \{X_k : k = 1, 2, \ldots, K\} \) is the same as \( \{\tilde{X}(t) : t = \eta, 2\eta, \ldots, K\eta\} \) for any positive integer \( K \).

By following Lemma 7 in [RRT17] and apply the uniform \( L^2 \) bounds for \( X_k \) in Corollary 31 provided that the stepsize \( \eta \) is sufficiently small (we apply the bound \( \|AJ\| \leq 1 + \|J\| \) to Corollary 31)

\[
\eta \leq \eta_4 := \frac{1}{M(1 + \|J\|^2)},
\]

(C.3)

we will obtain an upper bound on the relative entropy \( D(\cdot \| \cdot) \) between the law \( \tilde{P}^{\eta K} \) of \( (\tilde{X}(t) : t \leq K\eta) \) and the law \( P^{\eta K} \) of \( (X(t) : t \leq K\eta) \), and by Pinsker’s inequality an upper bound on the total variation \( \|\cdot\|_{TV} \) as well. More precisely, we have

\[
\left\| \tilde{P}^{\eta K} - P^{\eta K} \right\|_{TV}^2 \leq \frac{1}{2} D \left( \tilde{P}^{\eta K} \| P^{\eta K} \right) \leq \frac{1}{2} C_1 K\eta^2,
\]

(C.4)

where (we use the bound \( \|AJ\| \leq 1 + \|J\| \))

\[
C_1 := 6(\beta((1 + \|J\|^2)M^2C_d + B^2) + d)(1 + \|J\|^2)M^2,
\]

(C.5)

where \( C_d \) is defined in (C.19).

Let us now complete the proof of Theorem 15. We need to show that

\[
\mathbb{P}((X_1, \ldots, X_K) \in \mathcal{A}) \leq \delta,
\]

where \( K = [\eta^{-1} T_{\text{esc}}] \) and \( \mathcal{A} := \mathcal{A}_1 \cap \mathcal{A}_2: \)

\[
\mathcal{A}_1 := \left\{ (x_1, \ldots, x_K) \in (\mathbb{R}^d)^K : \max_{k \leq \eta^{-1} T_{\text{esc}}} x_k - x_\ast \leq \frac{1}{2} \right\},
\]

\[
\mathcal{A}_2 := \left\{ (x_1, \ldots, x_K) \in (\mathbb{R}^d)^K : \max_{\eta^{-1} T_{\text{esc}} \leq k \leq K} \frac{1}{\epsilon + re^{-mJ(\tilde{\epsilon})k\eta}} \geq 1 \right\}.
\]

Similar to the proof in Section B.1.1 and by (C.4), we get

\[
\mathbb{P}((X_1, \ldots, X_K) \in \mathcal{A}) \leq \mathbb{P}((X(\eta), \ldots, X(K\eta)) \in \mathcal{A}) + \frac{\delta}{3},
\]

(C.6)

provided that

\[
\eta \leq \eta_3 := \frac{2\delta^2}{9C_1 T_{\text{esc}}}.
\]

(C.7)
It remains to estimate the probability of $\mathbb{P}((X(\eta), \ldots, X(K\eta)) \in A_1 \cap A_2)$ for the non-reversible Langevin diffusion. Partition the interval $[0, T_{\text{rec}}^j]$ using the points $0 = t_{1} < t_{1} < \cdots < t_{\lfloor \eta^{-1} T_{\text{rec}}^j \rfloor} = T_{\text{rec}}^j$ with $t_{k} = k\eta$ for $k = 0, 1, \ldots, \lfloor \eta^{-1} T_{\text{rec}}^j \rfloor - 1$, and consider the event:

$$B := \left\{ \max_{0 \leq k \leq \lfloor \eta^{-1} T_{\text{rec}}^j \rfloor - 1} \max_{t \in [t_{k}, t_{k+1}]} \|X(t) - X(t_{k+1})\| \leq \frac{\varepsilon}{2} \right\}.$$  

Similar to the proof in Section B.1.1, we get

$$\mathbb{P}((X(\eta), \ldots, X(K\eta)) \in A) \leq \frac{\delta}{3} + \mathbb{P}(B^c),$$  

provided that (by applying Proposition 25):

$$\beta \geq \beta J^{-1} : = \frac{128 C J(\tilde{\varepsilon})^2}{M J(\tilde{\varepsilon})\varepsilon^2} \left( \frac{d}{2} \log(2) + \log \left( \frac{6(1 + \|J\|)M T + 3}{\delta} \right) \right).$$  

To complete the proof, we need to show that $\mathbb{P}(B^c) \leq \frac{\delta}{3}$ in view of (C.6) and (C.8).

For any $t \in [t_{k}, t_{k+1}]$, where $t_{k+1} - t_{k} = \eta$, we have

\[
\|X(t) - X(t_{k+1})\| \\
\leq \int_{t_{k}}^{t_{k+1}} \|A_J \nabla F(X(s))\| ds + \sqrt{2\beta^{-1}}\|B_t - B_{t_{k+1}}\| \\
\leq \|A_J\| M \int_{t_{k}}^{t_{k+1}} \|X(s) - X(t_{k+1})\| ds + \eta\|A_J \nabla F(X(t_{k+1}))\| + \sqrt{2\beta^{-1}}\|B_t - B_{t_{k+1}}\| \\
\leq \|A_J\| M \int_{t_{k}}^{t_{k+1}} \|X(s) - X(t_{k+1})\| ds \\
\quad + \eta\|A_J\| \cdot (M\|X(t_{k+1})\| + B) + \sqrt{2\beta^{-1}}\|B_t - B_{t_{k+1}}\|. \\
\]

By Gronwall’s inequality, we get the key estimate:

$$\sup_{t \in [t_{k}, t_{k+1}]} \|X(t) - X(t_{k+1})\| \\
\leq e^{\eta\|A_J\| M} \left[ \eta\|A_J\| \cdot (M\|X(t_{k+1})\| + B) + \sqrt{2\beta^{-1}} \sup_{t \in [t_{k}, t_{k+1}]} \|B_t - B_{t_{k+1}}\| \right].$$

Then, by following the same argument as in Section B.1.1 and also apply $\|A_J\| \leq 1 + \|J\|$, we can show that $\mathbb{P}(B^c) \leq \frac{\delta}{3}$ provided that $\eta \leq 1$ and

$$\eta \leq \eta_1^J : = \frac{\varepsilon e^{-1 + \|J\|}}{8(1 + \|J\|)B},$$  

\[57\]
and
\[ \eta \leq \eta^J_2 := \frac{\delta \varepsilon^2 e^{-2(1+\|J\|)M}}{384(1+\|J\|)^2M^2C_c\mathcal{T}_{\text{rec}}}, \]  
where \( C_c \) is defined in (C.18) and

\[ \beta \geq \beta^J_2 := \frac{512d\eta \log(2^{1/4}e^{1/4}6\delta^{-1}\mathcal{T}_{\text{rec}}/\eta)}{\varepsilon^2e^{-2(1+\|J\|)M\eta}}. \]  

To complete the proof, we need work on the leading orders of the constants. We treat \( \|J\|, M, L \) as constant. The argument is similar to the argument in the proof of Theorem 10 and is thus omitted here. The proof is now complete.

C.1.2 Proof of Proposition 25

Before we proceed to the proof of Proposition 25, let us first state the following two lemmas that will be used in the proof of Proposition 25.

Lemma 26. For any \( \theta \in (0, \frac{\lambda^J_1-\varepsilon}{(C_J(\tilde{\varepsilon}))^2} \), \( h > 0 \) and \( y_0 \in \mathbb{R}^d \),
\[ \mathbb{P}\left( \sup_{t_0 \leq t \leq t_1} \|Q_{t_0}(t_1)Z^0_t\| \geq h \right) \leq \left( 1 - \frac{\theta(C_J(\tilde{\varepsilon}))^2}{\lambda^J_1 - \tilde{\varepsilon}} \right)^{-d/2} e^{-\frac{\beta\theta}{2}[h^2-(\mu_1,(I-\beta\theta\Sigma_I)^{-1}\mu_1)]}, \]
where \( Q_{t_0}(t_1) \) is defined in (C.14), \( Z^0_t \) is defined in (C.15), and

\[ \mu_t := e^{-tA_JH}y_0, \quad \Sigma_t := 2\beta^{-1}\int_0^t e^{-s(A_JH)}e^{-s(A_JH)^T}ds. \] (C.13)

Lemma 27. Given \( t_0 \leq t \leq (t_1 \wedge \tau) \), where \( \tau \) is the stopping time defined in Proposition 25, we have
\[ \|Q_{t_0}(t_1)Z^1_t\| \leq \frac{C_J(\tilde{\varepsilon})\|A_J\|L}{2} \int_0^t e^{(s-t_1)m_J(\tilde{\varepsilon})} \left( \tilde{\varepsilon} + re^{-m_J(\tilde{\varepsilon})s} \right)^2 ds, \]
where \( Q_{t_0}(t_1) \) is defined in (C.14), and \( Z^1_t \) is defined in (C.16).

Proof of Proposition 25. We recall \( x_* \) is a local minimum of \( F \) and \( H \) is the Hessian matrix: \( H = \nabla^2F(x_*), \) and we write
\[ X(t) = Y(t) + x_. \]
Thus, we have the decomposition
\[ \nabla F(X(t)) = HY(t) - \rho(Y(t)), \]
where \(\|\rho(Y(t))\| \leq \frac{1}{2}L\|Y(t)\|^2\) since the Hessian of \(F\) is \(L\)-Lipschitz (Lemma 1.2.4. [Nes13]). This implies that

\[
dY(t) = -A_JHY(t)dt + A_J\rho(Y(t))dt + \sqrt{2\beta^{-1}}dB_t.
\]

Thus, we get

\[
Y(t) = e^{-tA_JH}Y(0) + \sqrt{2\beta^{-1}} \int_0^t e^{(s-t)A_JH}dB_s + \int_0^t e^{(s-t)A_JH}A_J\rho(Y(s))ds.
\]

Given \(0 \leq t_0 \leq t_1\), we define the matrix flow

\[
Q_{t_0}(t) := e^{(t-t_0)A_JH},
\]

and \(Z_t := e^{(t-t_0)A_JHY_t}\) so that

\[
Z_t = e^{-t_0A_JH}Y(0) + \sqrt{2\beta^{-1}} \int_0^t e^{(s-t_0)A_JH}dB_s + \int_0^t e^{(s-t_0)A_JH}A_J\rho(Y(s))ds.
\]

We define the decomposition \(Z_t = Z^0_t + Z^1_t\), where

\[
Z^0_t = e^{-t_0A_JH}Y(0) + \sqrt{2\beta^{-1}} \int_0^t e^{(s-t_0)A_JH}dB_s,
\]

\[
Z^1_t = \int_0^t e^{(s-t_0)A_JH}A_J\rho(Y(s))ds.
\]

It follows that for any \(t_0 \leq t \leq t_1\),

\[
Q_{t_0}(t_1)Z^1_t = \int_0^t e^{(s-t_1)A_JH}A_J\rho(Y(s))ds,
\]

\[
Q_{t_0}(t_1)Z^0_t = e^{-t_1A_JH}Y(0) + \sqrt{2\beta^{-1}} \int_0^t e^{(s-t_1)A_JH}dB_s.
\]

The rest of the proof is similar to the proof of Proposition 21. We apply Lemma 27 to bound the term \(Q_{t_0}(t_1)Z^1_t\) and apply Lemma 26 to bound the term \(Q_{t_0}(t_1)Z^0_t\). By letting \(\gamma = 1\) in Proposition 21 and replacing \(d\) by \(d/2\) due to Lemma 26, and \(\|H_\gamma\|\) by \(\|A_JH\|\) and using the bounds \(\|A_J\| \leq (1 + \|J\|)\) and \(\|A_JH\| \leq (1 + \|J\|)M\), we obtain the desired result in Proposition 25.

\[\Box\]

\subsection*{C.1.3 Uniform \(L^2\) bounds}

In this section we establish uniform \(L^2\) bounds for both the continuous time dynamics (1.12) and discrete time dynamics (1.13). The main idea of the proof is to use Lyapunov functions. Our local analysis result relies on the approximation of the continuous time
dynamics (1.12) by the discrete time dynamics (1.13). The uniform \( L^2 \) bound for the discrete dynamics (1.13) is used to derive the relative entropy to compare the laws of the continuous time dynamics and the discrete time dynamics, and the uniform \( L^2 \) bound for the continuous dynamics (1.12) is used to control the tail of the continuous dynamics in Section C.1.1. We first recall the continuous-time dynamics from (1.12):

\[
dX(t) = -A_J(\nabla F(X(t)))dt + \sqrt{2\beta^{-1}}dB_t, \quad A_J = I + J,
\]

where \( J \) is a \( d \times d \) anti-symmetric matrix, i.e. \( J^T = -J \). The generator of this continuous time process is given by

\[
\mathcal{L} = -A_J\nabla F \cdot \nabla + \beta^{-1} \Delta \quad \text{(C.17)}
\]

**Lemma 28.** Given \( X(0) = x \in \mathbb{R}^d \),

\[
\mathbb{E}[F(X(t))] \leq F(x) + \frac{B}{2} + A + \frac{b(M + B)}{m} + \frac{2M\beta^{-1}d(M + B)}{m^2}.
\]

Since \( F \) has at most the quadratic growth (due to Lemma 43), we immediately have the following corollary.

**Corollary 29.** Given \( \|X(0)\| \leq R = \sqrt{b/m} \),

\[
\mathbb{E}[\|X(t)\|^2] \leq C_c := \frac{MR^2 + 2BR + B + 4A}{m} + \frac{2b(M + B)}{m^2} + \frac{4M\beta^{-1}d(M + B)}{m^3} + \frac{b}{m} \log 3. \quad \text{(C.18)}
\]

We next show uniform \( L^2 \) bounds for the discrete iterates \( X_k \), where we recall from (1.13) that the non-reversible Langevin dynamics is given by:

\[
X_{k+1} = X_k - \eta A_J(\nabla F(X_k)) + \sqrt{2\beta^{-1}}\xi_k.
\]

**Lemma 30.** Given that \( \eta \leq \frac{1}{M\|A_J\|} \), we have

\[
\mathbb{E}_x[F(X_k)] \leq F(x) + \frac{B}{2} + A + \frac{4(M + B)M\beta^{-1}d}{m^2} + \frac{(M + B)b}{m}.
\]

Since \( F \) has at most the quadratic growth (due to Lemma 43), we immediately have the following corollary.

**Corollary 31.** Given that \( \eta \leq \frac{1}{M\|A_J\|} \) and \( \|X(0)\| \leq R = \sqrt{b/m} \), we have

\[
\mathbb{E}[\|X_k\|^2] \leq C_d := \frac{MR^2 + 2BR + B + 4A}{m} + \frac{8(M + B)M\beta^{-1}d}{m^3} + \frac{2(M + B)b}{m^2} + \frac{b}{m} \log 3. \quad \text{(C.19)}
\]
C.1.4 Proofs of auxiliary results

Proof of Lemma 26. By following the proof of Lemma 22. We get
\[
P \left( \sup_{t_0 \leq t \leq t_1} \|Q_{t_0}(t_1)Z^0_t\| \geq h \right) \leq \frac{1}{\sqrt{\det(I - \beta \theta \Sigma_{t_1})}} e^{-\frac{\beta \theta}{2} \left[ h^2 - (\mu_{t_1} (I - \beta \theta \Sigma_{t_1})^{-1}) \mu_{t_1} \right]},
\]
Recall from Lemma 6 that for any \( \tilde{\varepsilon} > 0 \), there exists some \( C_{\tilde{\varepsilon}}(\tilde{\varepsilon}) \) such that for every \( t \geq 0 \),
\[
\|e^{-tA_H}\| \leq C_{\tilde{\varepsilon}}(\tilde{\varepsilon}) e^{-\frac{\beta}{2}(\lambda^2 - \tilde{\varepsilon})t}.
\]
Hence, by the definition of \( \Sigma_t \) from (C.13), we get
\[
\|\Sigma_t\| \leq 2\beta^{-1} \int_0^\infty (C_{\tilde{\varepsilon}}(\tilde{\varepsilon}))^2 e^{-2(\lambda^2 - \tilde{\varepsilon})t} dt = \frac{\beta^{-1}(C_{\tilde{\varepsilon}}(\tilde{\varepsilon}))^2}{\lambda^2 - \tilde{\varepsilon}}.
\]
The rest of the proof follows similarly as in the proof of Lemma 22.

Proof of Lemma 27. Note that
\[
\|Q_{t_0}(t_1)Z^1_t\| \leq \int_0^t \|e^{(s-t_1)A_H}\| \|A_J\| \|\rho(Y(s))\| ds,
\]
and by applying \( \|\rho(Y(t))\| \leq \frac{1}{2}L\|Y(t)\|^2 \) and Lemma 6, and \( t_0 \leq t \leq (t_1 \wedge \tau) \) and the definition of the stopping time \( \tau \) in Proposition 25, we get the desired result.

Proof of Lemma 28. Note that if we can show that \( F(x) \) is a Lyapunov function for \( X(t) \):
\[
\mathcal{L}F(x) \leq -\epsilon_1 F(x) + b_1,
\]
(C.20)
for some \( \epsilon_1, b_1 > 0 \), then
\[
\mathbb{E}[F(X(t))] \leq F(x) + \frac{b_1}{\epsilon_1}.
\]
Let us first prove this. Applying Ito formula to \( e^{\epsilon_1 t}F(X(t)) \), we obtain from Dynkin formula and the drift condition (C.20) that for \( t_K := \min\{t, \tau_K\} \) with \( \tau_K \) be the exit time of \( X(t) \) from a ball centered at 0 with radius \( K \) with \( X(0) = x \),
\[
\mathbb{E}[e^{\epsilon_1 t_K}F(X(t_K))] \leq F(x) + \mathbb{E} \left[ \int_0^{t_K} b_1 e^{\epsilon_1 s} ds \right] \leq F(x) + \int_0^t b_1 e^{\epsilon_1 s} ds \leq F(x) + \frac{b_1}{\epsilon_1} \cdot e^{\epsilon_1 t}.
\]
Let \( K \to \infty \), then we can infer from Fatou’s lemma that for any \( t \):
\[
\mathbb{E} \left[ e^{\epsilon_1 t}F(X(t)) \right] \leq F(x) + \frac{b_1}{\epsilon_1} \cdot e^{\epsilon_1 t}.
\]
Hence, we have
\[ \mathbb{E}[F(X(t))] \leq F(x) + \frac{b_1}{\epsilon_1}. \]

Next, let us prove (C.20). By the definition of \( L \) in (C.17), we can compute that
\[
L F(x) = -A J \nabla F(x) \cdot \nabla F(x) + \beta^{-1} \Delta F(x) \\
= -\|\nabla F(x)\|^2 + \beta^{-1} \Delta F(x),
\]
since \( J \) is anti-symmetric so that \( \langle \nabla F(x), J \nabla F(x) \rangle = 0 \). Moreover,
\[ \|x\| \cdot \|\nabla F(x)\| \geq \langle x, \nabla F(x) \rangle \geq m \|x\|^2 - b, \tag{C.21} \]
implies that
\[ \|\nabla F(x)\| \geq m \|x\| - \frac{b}{\|x\|} \geq \frac{1}{2} m \|x\|, \tag{C.22} \]
provided that \( \|x\| \geq \sqrt{2b/m} \), and thus
\[ L F(x) \leq -\frac{m^2}{4} \|x\|^2 + \beta^{-1} \Delta F(x) \leq -\frac{m^2}{4} \|x\|^2 + \frac{mb}{2} + \beta^{-1} \Delta F(x), \tag{C.23} \]
for any \( \|x\| \geq \sqrt{2b/m} \). On the other hand, for any \( \|x\| \leq \sqrt{2b/m} \), we have
\[ L F(x) \leq \beta^{-1} \Delta F(x) \leq -\frac{m^2}{4} \|x\|^2 + \frac{mb}{2} + \beta^{-1} \Delta F(x). \tag{C.24} \]
Hence, for any \( x \in \mathbb{R}^d \),
\[ L F(x) \leq -\frac{m^2}{4} \|x\|^2 + \frac{mb}{2} + \beta^{-1} \Delta F(x). \tag{C.25} \]
Next, recall that \( F \) is \( M \)-smooth, and thus
\[ \Delta F(x) \leq Md. \]
Finally, by Lemma 43,
\[ F(x) \leq \frac{M}{2} \|x\|^2 + B \|x\| + A \leq \frac{M + B}{2} \|x\|^2 + \frac{B}{2} + A. \]
Therefore, we have
\[ L F(x) \leq -\frac{m^2}{2(M + B)} F(x) + \frac{m^2(B + A)}{2(M + B)} + \frac{mb}{2} + M \beta^{-1} d. \]
Hence, the proof is complete.
Proof of Corollary 29. Recall from Lemma 43 that

\[ F(x) \geq \frac{m}{2} \|x\|^2 - \frac{b}{2} \log 3, \]

which implies that

\[ \|x\|^2 \leq \frac{2m}{m} F(x) + \frac{b}{m} \log 3. \]

It then follows from Lemma 28 that

\[ \mathbb{E}[\|X(t)\|^2] \leq \frac{2}{m} F(x) + \frac{B}{m} + \frac{2A}{m} + \frac{2b(M + B)}{m^2} + \frac{4M \beta^{-1} d(M + B)}{m^3} + \frac{b}{m} \log 3. \]

Recall that \( \|X(0)\| = \|x\| \leq R \) and by Lemma 43 we get \( F(x) \leq \frac{M}{2} \|x\|^2 + B\|x\| + A \), and thus

\[ \mathbb{E}[\|X(t)\|^2] \leq C_c = \frac{MR^2 + 2BR + B + 4A}{m} + \frac{2b(M + B)}{m^2} + \frac{4M \beta^{-1} d(M + B)}{m^3} + \frac{b}{m} \log 3. \]

\[ \square \]

Proof of Lemma 30. Suppose we have

\[ \frac{\mathbb{E}_x[F(X_1)] - F(x)}{\eta} \leq -\epsilon_2 F(x) + b_2, \quad (C.26) \]

uniformly for small \( \eta \), where \( \epsilon_2, b_2 \) are positive constants that are independent of \( \eta \), then we will first show below that

\[ \mathbb{E}_x[F(X_k)] \leq F(x) + \frac{b_2}{\epsilon_2}. \]

We will use the discrete Dynkin’s formula (see, e.g. [MT92, Section 4.2]). Let \( F_i \) denote the filtration generated by \( X_0, \ldots, X_i \). Note \( \{X_k : k \geq 0\} \) is a time-homogeneous Markov process, so the drift condition (C.26) implies that

\[ \mathbb{E}[F(X_i)|\mathbb{F}_{i-1}] \leq (1 - \eta \epsilon_2) F(X_{i-1}) + b_2. \]

Then by letting \( r = 1/(1 - \eta \epsilon_2) \), we obtain

\[ \mathbb{E} [r F(X_i)|\mathbb{F}_{i-1}] \leq F(X_{i-1}) + rb_2. \]

Then we can compute that

\[ \mathbb{E} [r^i F(X_i)|\mathbb{F}_{i-1}] - r^{i-1} F(X_{i-1}) = r^{i-1} \cdot [\mathbb{E}[r F(X_i)|\mathbb{F}_{i-1}] - F(X_{i-1})] \leq r^i b_2. \quad (C.27) \]
Define the stopping time \( \tau_{k,K} = \min\{k, \inf\{i : |X_i| \geq K\}\} \), where \( K \) is a positive integer, so that \( X_i \) is essentially bounded for \( i \leq \tau_{k,K} \). Applying the discrete Dynkin’s formula (see, e.g. [MT92, Section 4.2]), we have

\[
E_x \left[ r^{\tau_{k,K}} F(X_{\tau_{k,K}}) \right] = E_x [F(X_0)] + E \left[ \sum_{i=1}^{\tau_{k,K}} (E[r^i F(X_i)|F_{i-1}] - r^{i-1} F(X_{i-1})) \right].
\]

Then it follows from (C.27) that

\[
E_x \left[ r^{\tau_{k,K}} F(X_{\tau_{k,K}}) \right] \leq F(x) + b_2 \eta \sum_{i=1}^{k} r^i.
\]

As \( \tau_{k,K} \to k \) almost surely as \( K \to \infty \), we infer from Fatou’s Lemma that

\[
E_x \left[ r^k F(X_k) \right] \leq F(x) + b_2 \eta \sum_{i=1}^{k} r^i,
\]

which implies that for all \( k \),

\[
E_x [F(X_k)] \leq F(x) + \frac{b_2 \eta}{r - 1} = F(x) + \frac{b_2 (1 - \eta \epsilon)}{\epsilon} \leq F(x) + \frac{b_2}{\epsilon},
\]

as \( r = 1/(1 - \eta \epsilon) \). Hence we have

\[
E_x [F(X_k)] \leq F(x) + \frac{b_2}{\epsilon}.
\]

It remains to prove (C.26). Note that as \( \nabla F \) is Lipschitz continuous with constant \( M \) so that:

\[
F(y) \leq F(x) + \nabla F(x)(y - x) + \frac{M}{2} \|y - x\|^2.
\]

Therefore,

\[
\frac{E_x[F(X_1)] - F(x)}{\eta} = \frac{1}{\eta} \left( E_x \left[ F(x - \eta A_J(\nabla F(x)) + \sqrt{2 \eta \beta^{-1}} \xi_0) \right] - F(x) \right)
\leq -\nabla F(x) A_J \nabla F(x) + \frac{M}{2 \eta} E_x \left[ \| -\eta A_J(\nabla F(x)) + \sqrt{2 \eta \beta^{-1}} \xi_0 \|^2 \right]
\leq -\| \nabla F(x) \|^2 + \frac{M}{2 \eta} \| A_J \nabla F(x) \|^2 + M \beta^{-1} d
\leq -\frac{1}{2} \| \nabla F(x) \|^2 + M \beta^{-1} d,
\]
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provided that \( \frac{M_2}{T} \| A \|_2^2 \eta \leq \frac{1}{2} \). Similar to the arguments in (C.21)-(C.25), we get
\[
\mathbb{E}_x [F(X_1)] - F(x) \leq -\frac{m^2}{8} \| x \|^2 + M \beta^{-1} d + \frac{mb}{4}.
\]
Finally, by Lemma 43,
\[
F(x) \leq \frac{M}{2} \| x \|^2 + B \| x \| + A \leq \frac{M + B}{2} \| x \|^2 + B + A.
\]
Therefore, we have
\[
\mathbb{E}_x [F(X_1)] - F(x) \leq -\frac{m^2}{4(M + B)} F(x) + \frac{m^2 (B + A)}{4(M + B)} + M \beta^{-1} d + \frac{mb}{4}.
\]
Hence, the proof is complete. \( \square \)

**Proof of Corollary 31.** The proof is similar to the proof of Corollary 29 and is thus omitted. \( \square \)

### D Proofs of results in Section 5

**Proof of Proposition 19.** Write \( u \) as the corresponding eigenvector of \( A J L \sigma \) for the eigenvalue \( -\mu^*_j < 0 \), so we have
\( A J L \sigma u = -\mu^*_j u \). (D.1)

Then it follows that
\[
(-\mu^*_j) u^* L \sigma u = u^* L \sigma (-\mu^*_j u) = u^* L \sigma A J L \sigma u = u^* (L \sigma)^T A J L \sigma u = |L \sigma u|^2 + u^* (L \sigma)^T J L \sigma u,
\]
where \( u^* \) denotes the conjugate transpose of \( u \), \((L \sigma)^T\) denotes the transpose of \( L \sigma \), and \((L \sigma)^T = L \sigma\) as \( L \sigma \) is a real symmetric matrix. It is easy to see that \( u^* L \sigma u \) is a real number as \( (u^* L \sigma u)^* = u^* L \sigma u \). In addition, \( u^* (L \sigma)^T J L \sigma u \) is pure imaginary, since \( (u^* (L \sigma)^T J L \sigma u)^* = u^* (L \sigma)^T J^T L \sigma u = -u^* (L \sigma)^T J L \sigma u \) by the fact that \( J \) is an anti-symmetric real matrix. Hence, we deduce that
\[
u^* (L \sigma)^T J L \sigma u = 0,
\]
and it implies that
\[
(-\mu^*_j) u^* L \sigma u = |L \sigma u|^2.
\]
Note \( u^* L \sigma u \neq 0 \) as otherwise 0 becomes an eigenvalue of \( L \sigma \) from (D.2), which is a contradiction. In fact, we obtain from (D.2) that \( -u^* L \sigma u > 0 \) as \( \mu^*_j > 0 \) and \( |L \sigma u|^2 > 0 \).

Then together with the decomposition \( L \sigma = S^T D S \) from (5.10) we obtain
\[
\mu^*_j = \frac{|L \sigma u|^2}{-u^* L \sigma u} = \frac{u^* S^* D^2 Su}{-u^* S^* D Su} = \frac{\sum_{i=1}^d \mu_i (Su)_i^2}{\sum_{i=1}^d -\mu_i (Su)_i^2}.
\]
where \((Su)_i\) denotes the \(i\)-th component of the vector \(Su\). Since \(\mu_1 < 0 < \mu_2 < \ldots < \mu_d\), we then have \((Su)_1 \neq 0\) as otherwise \(-u^*L^\sigma u = \sum_{i=1}^n -\mu_i|(Su)_i|^2 \leq 0\), which is a contradiction. Therefore, we conclude from (D.3) that

\[
\mu_j^* \geq |\mu_1| = \mu^*(\sigma).
\]

The equality \(\mu_j^* = |\mu_1| = \mu^*(\sigma)\) is attained if and only if \((Su)_i = 0\) for \(i = 2, \ldots, n\). Or equivalently if and only if the vector \(Su = ae_1\) where \(a\) is a non-zero constant and \(e_1 = [1 \ 0 \ldots \ 0]^T\) is the first basis vector. Since \(S^{-1} = S^T\), this is also equivalent to \(u = av\) where \(v = S^T e_1\) is an eigenvector of \(L^\sigma\) corresponding to the eigenvalue \(\mu_1\). Since \(u\) and \(v\) are related up to a constant, this is the same as saying \(v\) is an eigenvector of \(A_JL^\sigma\) satisfying (D.1). Since \(v\) is also an eigenvector of \(L^\sigma\) and \(J\) being anti-symmetric, has only purely imaginary eigenvalues except a zero eigenvalue, this is if and only if the eigenvector of \(L^\sigma\) corresponding to the negative eigenvalue \(\mu_1\) is an eigenvector of \(J\) for the eigenvalue 0.

We note finally that Equation (5.11) then readily follows from (5.8) and (D.4).

**Proof of Proposition 20.** Write \(\tau_{a_1,a_2}^{\beta,n}\) for the first time that the continuous-time dynamics \(\{X(t)\}\) starting from \(a_1\) to exit the region \(D_n\). Then by monotone convergence theorem, we have

\[
\lim_{R \to \infty} \mathbb{E} \left[ \tau_{a_1,a_2}^{\beta,n} \right] = \mathbb{E} \left[ \tau_{a_1,a_2}^{\beta} \right].
\]

Hence, for fixed \(\epsilon > 0\), one can choose a sufficiently large \(n\) such that

\[
\left| \mathbb{E} \left[ \tau_{a_1,a_2}^{\beta,n} \right] - \mathbb{E} \left[ \tau_{a_1,a_2}^{\beta} \right] \right| < \epsilon. \tag{D.5}
\]

We next control the expected difference between the exit times \(\hat{\tau}_{a_1,a_2}^{\beta,n}\) of the discrete dynamics, and \(\tau_{a_1,a_2}^{\beta,n}\) of the continuous dynamics, from the bounded domain \(D_n\). For fixed \(\epsilon\) and large \(n\), we can infer from [GM05, Theorem 4.2] that\(^{18}\), for sufficiently small stepsize \(\eta \leq \hat{\eta}(\epsilon, n, \beta),\)

\[
\left| \mathbb{E} \left[ \hat{\tau}_{a_1,a_2}^{\beta,n} \right] - \mathbb{E} \left[ \tau_{a_1,a_2}^{\beta,n} \right] \right| < \epsilon. \tag{D.6}
\]

Together with (D.5), we obtain for \(\eta\) sufficiently small,

\[
\left| \mathbb{E} \left[ \hat{\tau}_{a_1,a_2}^{\beta,n} \right] - \mathbb{E} \left[ \tau_{a_1,a_2}^{\beta} \right] \right| < 2\epsilon.
\]

The proof is therefore complete. \(\square\)

\(^{18}\)The Assumption (H2') in Theorem 4.2 of [GM05] can be readily verified in our setting: for both reversible and non-reversible SDE, the drift and diffusion coefficients are clearly Lipschitz; the diffusion matrix is uniformly elliptic; and the domain \(D_n\) is bounded and it satisfies the exterior cone condition.
E Recurrence and escape times for underdamped Langevin dynamics with small friction

In this section, we investigate the local analysis results for the underdamped Langevin dynamics (1.10)-(1.11) when the friction coefficient $\gamma$ is small, and in particular, we assume that $0 < \gamma < 2\sqrt{m}$.

E.1 Main results

Theorem 32. Fix $\gamma < 2\sqrt{m}$, $\delta \in (0, 1)$ and $r > 0$. Assume

$$0 < \varepsilon < \varepsilon^U := \min \left\{ \frac{\sqrt{m}(1 - \hat{\varepsilon})}{4C_{\hat{\varepsilon}}L(1 + \frac{1}{64C_{\hat{\varepsilon}}^2})}, 8rC_{\hat{\varepsilon}} \right\} = \min \left\{ \mathcal{O}(m), \mathcal{O} \left( \frac{r}{\sqrt{m}} \right) \right\},$$

where $\hat{\varepsilon}$ and $C_{\hat{\varepsilon}}$ are defined in (3.8), and we assumed that $\hat{\varepsilon} = \Omega(1)$ and thus $C_{\hat{\varepsilon}}$ is of order $m^{-1/2}$. Define the recurrence time

$$T_{\text{rec}}^U := \frac{2}{\sqrt{m(1 - \hat{\varepsilon})}} \log \left( \frac{8rC_{\hat{\varepsilon}}}{\varepsilon} \right) = \mathcal{O} \left( \frac{1}{\sqrt{m}} \log \left( \frac{r}{\varepsilon m} \right) \right), \quad (E.1)$$

and we also define the escape time

$$T_{\text{esc}}^U := T_{\text{rec}}^U + T,$$

for any arbitrary $T > 0$.

Consider an arbitrary initial point $x$ for the underdamped Langevin dynamics and a local minimum $x_*$ at a distance at most $r$. Assume that the stepsize $\eta$ satisfies

$$\eta \leq \eta^U = \min \left\{ \mathcal{O}(\varepsilon), \mathcal{O} \left( \frac{m^2\beta\delta\varepsilon^2}{(md + \beta)T_{\text{rec}}^U} \right), \mathcal{O} \left( \frac{m^{3/2}\delta^2}{(md + \beta)T_{\text{esc}}^U} \right), \mathcal{O} \left( \frac{m^{1/2}\beta}{d + \beta} \right) \right\},$$

where $\eta^U$ is more formally defined in Table 1 and $\beta$ satisfies

$$\beta \geq \beta^U = \max \left\{ \Omega \left( \frac{(d + \log((T + 1)/\delta))C_{\hat{\varepsilon}}^2}{\sqrt{m(1 - \hat{\varepsilon})\varepsilon^2}} \right), \Omega \left( \frac{d\eta m^{1/2}\log(\delta^{-1}T_{\text{rec}}^U/\eta)}{\varepsilon^2} \right) \right\},$$

where more formally $\beta^U = \max \left\{ \beta^U, \beta^U_2 \right\}$ and $\beta^U_2$ is defined in Table 1 and

$$\beta^U_3 := 128\gamma C_{\hat{\varepsilon}}^2 \left( d\log(2) + \log \left( \frac{6(\gamma^2 + M^2 + 1)^{1/2}T + 3}{\delta} \right) \right),$$

for any realization of $Z$, with probability at least $1 - \delta$ w.r.t. the Gaussian noise, at least one of the following events will occur:
Proposition 37. Assume \( \gamma < 2\sqrt{m} \). Fix any \( r > 0 \) and

\[
\varepsilon < \min \left\{ \frac{\sqrt{m}(1-\varepsilon)}{4C_\varepsilon L(1+\frac{1}{64C_\varepsilon^2})}, 8rC_\varepsilon \right\}
\]
Consider the stopping time:

\[ \tau := \inf \left\{ t \geq 0 : \|X(t) - x_*\| \geq \varepsilon + re^{-\sqrt{m}(1-\hat{e})t} \right\}. \]

For any initial point \( X(0) = x \) with \( \|x - x_*\| \leq r \), and

\[ \beta \geq \frac{128\gamma C_\varepsilon^2}{\sqrt{m(1-\hat{e})} \varepsilon^2} \left( d \log(2) + \log \left( \frac{2\|H_\gamma\| T + 1}{\delta} \right) \right), \]

we have

\[ P_x \left( \tau \in [T_{rec}, T_{esc}] \right) \leq \delta. \]

The term \( \|H_\gamma\| \) in Proposition 37 can be bounded using Lemma 41. Based on Proposition 37, the proof of Theorem 32 is similar to the proof of Theorem 10. So in the rest of the section, we will only focus on the proof of Proposition 37.

### E.2.1 Proof of Proposition 37

In this section, we focus on the proof of Proposition 37. We recall some definitions from Section B.1.2. We recall the matrices \( H_\gamma \) and \( I^{(2)} \) from (B.23), the matrix flow \( Q_{t_0}(t) \) from (B.24) and the processes \( Z^0_t \) and \( Z^1_t \) from (B.25)-(B.26), and also \( \mu_t \) and \( \Sigma_t \) from (B.27)-(B.28).

**Lemma 38.** Assume \( \gamma < 2\sqrt{m} \). For any \( \theta \in \left( 0, \frac{\sqrt{m}(1-\hat{e})}{\gamma C_\varepsilon^2} \right) \), and \( h > 0 \) and any \( (V(0), Y(0)) \),

\[ \mathbb{P} \left( \sup_{t_0 \leq t \leq t_1} \|Q_{t_0}(t) Z^0_t\| \geq h \right) \leq \left( 1 - \frac{\theta \gamma C_\varepsilon^2}{\sqrt{m}(1-\hat{e})} \right)^{-d} e^{-\frac{2\theta^2}{d} \left[ h^2 - \langle \mu_{t_1}, (I - \beta \theta \Sigma_{t_1})^{-1} \mu_{t_1} \rangle \right]}. \]

**Proof of Lemma 38.** The proof is similar to the proof of Lemma 22. Let us recall from Lemma 1 that if \( \gamma < 2\sqrt{m} \), then

\[ \|e^{-tH_\gamma}\| \leq C_\varepsilon e^{-\sqrt{m}(1-\hat{e})t}, \]

where \( C_\varepsilon \) and \( \hat{e} \) are defined in (3.8). Therefore, we have

\[ \|\Sigma_{t_1}\| \leq 2\gamma \beta^{-1} \int_0^{t_1} C_\varepsilon^2 e^{-2\sqrt{m}(1-\hat{e})t} dt \leq \frac{\gamma \beta^{-1} C_\varepsilon^2}{\sqrt{m}(1-\hat{e})}. \]

Therefore we infer that the eigenvalues of \( I - \beta \theta \Sigma \) are bounded below by \( 1 - \theta \frac{C_\varepsilon^2}{\sqrt{m}(1-\hat{e})} \). The conclusion then follows from (B.41).
Proof of Proposition 37. Since \( \|Y(0)\| \leq r \), we know that \( \tau > 0 \). Fix some \( T_{\text{rec}}^U \leq t_0 \leq t_1 \), such that \( t_1 - t_0 \leq \frac{1}{2|H|} \). Then, for every \( t \in [t_0, t_1] \),

\[
\|Y(t)\| \leq \left\| e^{(t_1 - t)H} Q_{t_0} (t_1) Z_t \right\| \leq e^{\frac{t}{2}} \|Q_{t_0} (t_1) Z_t\|.
\]

Recall that \( \gamma < 2\sqrt{m} \). Similar to the derivations in (B.29), we get

\[
\mathbb{P}(\tau \in [t_0, t_1]) \leq \mathbb{P} \left( \sup_{t_0 \leq t \leq t_1} \mathbb{E} \left[ \frac{\|Q_{t_0} (t_1) Z_t\|}{\mathbb{E} \left[ e^{-\sqrt{m}(1-\delta)\tau} \right]} \right] \geq c_0, \tau \geq t_0 \right) + \mathbb{P} \left( \sup_{t_0 \leq t \leq t_1} \mathbb{E} \left[ \frac{\|Q_{t_0} (t_1) Z_t\|}{\mathbb{E} \left[ e^{-\sqrt{m}(1-\delta)\tau} \right]} \right] \geq c_1, \tau \geq t_0 \right),
\]

where \( c_0 + c_1 = \frac{1}{2} \) and \( c_0, c_1 > 0 \).

First, we show that the second term in (E.2) is zero. On the event \( \tau \in [t_0, t_1] \), for any \( 0 \leq s \leq t_1 \wedge \tau \), we have

\[
\|\rho(Y(s))\| \leq \frac{L}{2} \|Y(s)\|^2 \leq \frac{L}{2} \left( \varepsilon + r e^{-\sqrt{m}(1-\delta)s} \right)^2.
\]

Therefore, for any \( t \in [t_0, t_1 \wedge \tau] \), since \( \gamma < 2\sqrt{m} \), by Lemma 1, we get

\[
\|Q_{t_0} (t_1) Z_t\| \leq \int_0^t \left\| e^{(s-t_1)H} \right\| \cdot \|\rho(Y(s))\| ds
\]

\[
\leq \frac{C_\delta L}{2} \int_0^t e^{(s-t_1)\sqrt{m}(1-\delta)} \left( \varepsilon + r e^{-\sqrt{m}(1-\delta)s} \right)^2 ds
\]

\[
\leq C_\delta L \int_0^t e^{(s-t_1)\sqrt{m}(1-\delta)} \left( \varepsilon^2 + r^2 e^{-2\sqrt{m}(1-\delta)s} \right) ds
\]

\[
\leq \frac{C_\delta L}{\sqrt{m}(1-\delta)} \left( \varepsilon^2 + r^2 e^{-\sqrt{m}(1-\delta)t} \right)
\]

\[
\leq \frac{C_\delta L}{\sqrt{m}(1-\delta)} \varepsilon^2 \left( 1 + \frac{1}{64C_\delta^2} \right),
\]

since \( t \geq t_0 \geq T_{\text{rec}}^U = \frac{2}{\sqrt{m}(1-\delta)} \log \left( \frac{8rC_\delta}{\varepsilon} \right) \). Consequently, if we take \( c_1 = \frac{C_\delta L}{\sqrt{m}(1-\delta)} \varepsilon (1 + \frac{1}{64C_\delta^2}) \), then,

\[
\sup_{t_0 \leq t \leq t_1 \wedge \tau} \mathbb{E} \left[ \frac{\|Q_{t_0} (t_1) Z_t\|}{\mathbb{E} \left[ e^{-\sqrt{m}(1-\delta)\tau} \right]} \right] \leq \frac{1}{\varepsilon} \sup_{t_0 \leq t \leq t_1 \wedge \tau} \|Q_{t_0} (t_1) Z_t\| \leq c_1,
\]

which implies that

\[
\mathbb{P} \left( \sup_{t_0 \leq t \leq t_1 \wedge \tau} \mathbb{E} \left[ \frac{\|Q_{t_0} (t_1) Z_t\|}{\mathbb{E} \left[ e^{-\sqrt{m}(1-\delta)\tau} \right]} \right] \geq c_1, \tau \geq t_0 \right) = 0.
\]
Moreover, $c_0 = \frac{1}{2} - c_1 = \frac{1}{2} - \frac{C_{L}}{\sqrt{m(1-\epsilon)}}(1 + \frac{1}{64C_\beta})\epsilon > \frac{1}{4}$ since it is assumed $\epsilon < \frac{\sqrt{m(1-\epsilon)} \epsilon}{4C_{L}(1+\frac{1}{64C_\beta})}$.

Second, we apply Lemma 38 to bound the first term in (E.2). By using $V(0) = 0$ and $\|Y(0)\| \leq r$ and the definition of $\mu_1$ and $\Sigma_1$ in (B.27) and (B.28), we get
\[
\langle \mu_1, (I - \beta \theta \Sigma_1)^{-1} \mu_1 \rangle = \langle e^{-t_1 H_\gamma} (V(0), Y(0))^T, (I - \beta \theta \Sigma_1)^{-1} e^{-t_1 H_\gamma} (V(0), Y(0))^T \rangle \\
\leq \frac{1}{1 - \frac{\theta \gamma C_\beta}{\sqrt{m(1-\epsilon)}}} C_\beta^2 e^{-2\sqrt{m(1-\epsilon)} t_1 r^2} \leq 2C_\beta^2 e^{-2\sqrt{m(1-\epsilon)} t_1 r^2},
\]
by choosing $\theta = \frac{1}{2} \gamma^{-1} C_\beta^{-2} \sqrt{m(1-\epsilon)}$. Finally, since
\[
t_1 \geq T_{\text{rec}}^U = \frac{2}{\sqrt{m(1-\epsilon)}} \log (8r C_\beta / \epsilon) \geq \frac{1}{\sqrt{m(1-\epsilon)}} \log (8r C_\beta / \epsilon),
\]
so that $2C_\beta^2 e^{-2\sqrt{m(1-\epsilon)} t_1 r^2} \leq \frac{1}{32} \epsilon^2$, and thus
\[
\langle \mu_1, (I - \beta \theta_1 \Sigma_1)^{-1} \mu_1 \rangle \leq \frac{1}{32} \epsilon^2.
\]
Then with the choice of $h = (\epsilon + re^{-\sqrt{m(1-\epsilon)} t_1}) c_0$ and $\theta = \frac{1}{2} \gamma^{-1} C_\beta^{-2} \sqrt{m(1-\epsilon)}$ in Lemma 22, and notice that $h = (\epsilon + re^{-\sqrt{m(1-\epsilon)} t_1}) c_0 \geq \epsilon c_0$ we get
\[
\mathbb{P} \left( \sup_{t_0 \leq t \leq t_0 + \tau} \frac{\|Q_{t_0}(t_1) Z_0^0\|}{\epsilon + re^{-\sqrt{m(1-\epsilon)} t_1} c_0} \geq c_0, \tau \geq t_0 \right) \\
\leq \mathbb{P} \left( \sup_{t_0 \leq t \leq t_1} \|Q_{t_0}(t_1) Z_0^0\| \geq (\epsilon + re^{-\sqrt{m(1-\epsilon)} t_1}) c_0 \right) \\
\leq 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1} C_\beta^{-2} \sqrt{m(1-\epsilon)} [\mu_1^2 - \langle \mu_1, (I - \beta \theta \Sigma_1)^{-1} \mu_1 \rangle]}{4} \right) \\
\leq 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1} C_\beta^{-2} \sqrt{m(1-\epsilon)} \epsilon^2}{4} \left( c_0^2 - \frac{1}{32} \right) \right) \leq 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1} C_\beta^{-2} \sqrt{m(1-\epsilon)} \epsilon^2}{128} \right).
\]

Thus for any $t_0 \geq T_{\text{rec}}^U$ and $t_0 \leq t_1 \leq t_0 + \frac{1}{2\|H_\gamma\|}$,
\[
\mathbb{P}(\tau \in [t_0, t_1]) \leq 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1} C_\beta^{-2} \sqrt{m(1-\epsilon)} \epsilon^2}{128} \right).
\]

Fix any $T > 0$ and recall the definition of the escape time $T_{\text{esc}}^U = T + T_{\text{rec}}^U$. Partition the interval $[T_{\text{rec}}^U, T_{\text{esc}}^U]$ using the points $T_{\text{rec}}^U = t_0 < t_1 < \cdots < t_{2\|H_\gamma\|} = T_{\text{esc}}^U$ with $t_j = j / (2\|H_\gamma\|)$, then we have
\[
\mathbb{P} \left( \tau \in [T_{\text{rec}}^U, T_{\text{esc}}^U] \right) \\
\leq \sum_{j=0}^{2\|H_\gamma\|} \mathbb{P}(\tau \in [t_j, t_{j+1}]) \leq (2\|H_\gamma\| + 1) \cdot 2^d \cdot \exp \left( -\frac{\beta \gamma^{-1} C_\beta^{-2} \sqrt{m(1-\epsilon)} \epsilon^2}{128} \right) \leq \delta.
\]
provided that
\[ \beta \geq \frac{128 \gamma C^2}{\sqrt{m(1 - \hat{\varepsilon})\hat{\varepsilon}^2}} \left( d \log(2) + \log \left( \frac{2\|H\|_T + 1}{\delta} \right) \right). \]
The proof is complete. \qed

\section{Generalization to population risk}

In this section, we apply Theorem 10, Theorem 32 and Theorem 15 to study the population risk. We recall that the population risk is denoted by \( \mathcal{F} \), and the empirical risk is denoted by \( F \). First, we need the assumption that the population risk \( \mathcal{F} \) is \((2\varepsilon_0, 2m)\)-strongly Morse (see e.g. [MBM18]), that is, \( \|\nabla \mathcal{F}(x)\| \leq 2\varepsilon_0 \) implies \( \min_{j \in [d]} |\lambda_j(\nabla^2 \mathcal{F}(x))| \geq 2m \).

\subsection{Underdamped Langevin dynamics}

\textbf{Theorem 39.} Suppose the assumptions in Theorem 10 holds for \( \gamma = 2\sqrt{m} \) case and the assumptions in Theorem 32 holds for \( \gamma < 2\sqrt{m} \) case. Assume that \( \frac{n \log n}{\varepsilon^2} \geq \frac{2m}{\varepsilon_0^2} d \) and \( \varepsilon \leq \frac{3m}{\sqrt{m} \log(2m + 1) \varepsilon_0^2} \) for the case \( \gamma = 2\sqrt{m} \) and \( \varepsilon \leq \frac{3m}{(1 + \sqrt{m}) \varepsilon_0^2} \) for the case \( \gamma < 2\sqrt{m} \).

With probability at least \( 1 - \delta \), w.r.t. both the training data \( z \) and the Gaussian noise, for any local minimum \( x^*_z \) of \( F \),

\[ \bar{F}(x^*_z) - \min_{K_0 \leq k \leq K} F(X_k) \leq \sigma_0 \sqrt{\frac{cd \log n}{n}}, \]

where

\begin{align}
\sigma_0 &:= (A + (B + MR) \vee (B + MR) \vee (C + LR)), \\
\sigma_0 &:= \left( A + \frac{c_0}{\varepsilon_0^2} \right), \\
F(x^*_z) &:= \left( \bar{F}(x^*_z) - F(x^*_z) \right) + \left( F(x^*_z) - \min_{K_0 \leq k \leq K} F(X_k) \right). 
\end{align}

\textit{Proof.} Let us first assume that \( \gamma = 2\sqrt{m} \). Let \( x^*_z \) be a local minimum of the empirical risk \( F \). By Lemma 45, all eigenvalues of of the Hessian \( H = \nabla^2 F(x^*_z) \) are at least \( m \) and therefore the norm \( \|\cdot\|_H = \|H^{1/2}\| \cdot \|\cdot\| \) is well defined and \( \|\cdot\|_H \geq \sqrt{m} \|\cdot\| \).

We can decompose (letting \( K_0 = \left[ \eta^{-1} \tau_{\text{rec}}^U \right] \) and \( K = \left[ \eta^{-1} \tau_{\text{esc}}^U \right] \))

\[ \bar{F}(x^*_z) - \min_{K_0 \leq k \leq K} F(X_k) = \left( \bar{F}(x^*_z) - F(x^*_z) \right) + \left( F(x^*_z) - \min_{K_0 \leq k \leq K} F(X_k) \right). \]

From Lemma 44, we know with probability at least \( 1 - \delta \),

\[ \bar{F}(x^*_z) - F(x^*_z) \leq \sigma_0 \sqrt{\frac{cd \log n}{n}}. \]

\textsuperscript{19}With the notation \( x^*_z \) emphasizing the dependence on the training data \( z \).
In addition, we can infer from (4.1) that for any $x$,
\[
\left| F(x) - F(x^*_x) - \frac{1}{2} \|x - x^*_x\|^2_H \right| \leq \frac{L}{6} \|x - x^*_x\|^3,
\]
Hence, we obtain
\[
F(x^*_x) - \min_{K_0 \leq k \leq K} F(X_k) = \max_{K_0 \leq k \leq K} (F(x^*_x) - F(X_k)) 
\leq \max_{K_0 \leq k \leq K} \left( \frac{L}{6} \|X_k - x^*_x\|^3 - \frac{1}{2} \|X_k - x^*_x\|^2_H \right)
\leq \max_{K_0 \leq k \leq K} \left( \frac{L}{6} \|X_k - x^*_x\|^3 - \frac{m}{2} \|X_k - x^*_x\|^2 \right).
\]

By Theorem 10, with probability $1 - \delta$, either $\|X_k - x^*_x\| \geq \varepsilon/2$ for some $k \leq \lceil \eta^{-1} T_{rec} \rceil$ or
\[
\|X_k - x^*_x\| \leq \varepsilon + re^{-\sqrt{m} T_{rec}^U} = \varepsilon + \frac{\varepsilon^2}{T_{rec}^U 8r \sqrt{C_H + 2 + (m + 1)^2}} 
\leq \varepsilon + \frac{\varepsilon \sqrt{m}}{8(\sqrt{C_H + 2}m + (m + 1)^2)}, \tag{F.3}
\]
for all $K_0 \leq k \leq K$, where we used the definition of $T_{rec}^U$ for the case $\gamma = 2\sqrt{m}$ in (4.3), and the assumption $\varepsilon < \sqrt{\frac{C_L + 2 + (m + 1)^2}{(C_H + 2)m + (m + 1)^2}} r$ and the property $T_{rec}^U > \frac{1}{\sqrt{m}}$. If the latter occurs, then by (F.3), we have
\[
F(x^*_x) - \min_{K_0 \leq k \leq K} F(X_k) 
\leq \max_{K_0 \leq k \leq K} \left( \frac{L}{6} \|X_k - x^*_x\|^3 - \frac{m}{2} \|X_k - x^*_x\|^2 \right) 
\leq \max_{K_0 \leq k \leq K} \|X_k - x^*_x\|^2 \left( \frac{L}{6} \cdot \frac{\sqrt{m}}{8(\sqrt{C_H + 2}m + (m + 1)^2)} \right) \leq 0,
\]
for $\varepsilon \leq \frac{3m}{8(\sqrt{C_H + 2}m + (m + 1)^2)\sqrt{3}}$. The proof for the case $\gamma = 2\sqrt{m}$ is therefore complete.

The proof for the case $\gamma < 2\sqrt{m}$ is similar. The only difference is that we replace (F.3) by the following estimate
\[
\|X_k - x^*_x\| \leq \varepsilon + re^{-\sqrt{m}(1-\hat{\varepsilon}) T_{rec}^U} \leq \varepsilon + re^{-\frac{1}{2}\sqrt{m}(1-\hat{\varepsilon}) T_{rec}^U} = \varepsilon + \frac{\varepsilon}{8C_{\hat{\varepsilon}}},
\]
for all $K_0 \leq k \leq K$, where we used the definition of $T_{rec}^U$ for the $\gamma < 2\sqrt{m}$ case in (E.1). \hfill \square
F.2 Non-reversible Langevin dynamics

Theorem 40. Suppose the assumptions in Theorem 15 holds. Assume that
\[ \frac{n}{\log n} \geq \frac{c \sigma_0^2 d}{(\varepsilon_0 \wedge m)^2} \]
and \( \varepsilon \leq \frac{3m}{(1 + \varepsilon_0^2)^L} \). With probability at least \( 1 - \delta \), w.r.t. both the training data \( Z \) and the Gaussian noise, for any local minimum \( x^*_z \) of \( F \), either \( \| X_k - x^*_z \| \geq \varepsilon / 2 \) for some \( k \leq \eta^{-1} T_{\text{rec}} \) or
\[ F(x^*_z) \leq \min_{\eta^{-1} T_{\text{rec}} \leq k \leq \eta^{-1} T_{\text{esc}}} F(X_k) + \sigma_0 \sqrt{cd \log n / n}, \]
where \( c \) and \( \sigma_0 \) are defined in (F.1) and (F.2).

Proof. The proof is similar to Theorem 39 and Theorem 3 in [TLR18]. The only difference is that we replace (F.3) by the following estimate
\[ \| X_k - x^*_z \| \leq \varepsilon + r e^{-m_j(\varepsilon) T_{\text{rec}}^j} \leq \varepsilon + r e^{-\frac{1}{2} m_j(\varepsilon) T_{\text{rec}}^j} = \varepsilon + \frac{\varepsilon}{8C_j(\varepsilon)}, \]
for all \([\eta^{-1} T_{\text{rec}}^j] \leq k \leq [\eta^{-1} T_{\text{esc}}^j]\), where we used the definition of \( T_{\text{rec}}^j \) in (4.4).

G Supporting technical lemmas

Lemma 41. Consider the square matrix \( H_\gamma \) defined by (3.2). We have
\[ \| H_\gamma \| \leq \sqrt{\gamma^2 + M^2 + 1}. \]

Proof. It follows from (A.1) that
\[ \| H_\gamma \| = \| T_\gamma \| = \max_i \| T_i(\gamma) \|. \quad (G.1) \]

We also compute
\[ \| T_i(\gamma) \|^2 = \lambda_{\max} (T_i(\gamma) T_i(\gamma)^T) = \lambda_{\max} \left( \begin{bmatrix} \gamma^2 + \lambda_i^2 & -\gamma \\ -\gamma & 1 \end{bmatrix} \right), \]
where \( \lambda_{\max} \) denotes the largest real part of the eigenvalues. This leads to
\[ \| T_i(\gamma) \|^2 = \frac{\gamma^2 + \lambda_i^2 + 1 + \sqrt{(\gamma^2 + \lambda_i^2 + 1)^2 - 4 \lambda_i^2}}{2} \leq \gamma^2 + \lambda_i^2 + 1. \]
Since \( m \leq \lambda_i \leq M \) for every \( i \), we obtain
\[ \max_i \| T_i(\gamma) \|^2 \leq \max_i (\gamma^2 + \lambda_i^2 + 1) = \gamma^2 + M^2 + 1. \]
We conclude from (G.1).
Lemma 42. Let $B_t$ be a standard $d$-dimensional Brownian motion. For any $u > 0$ and any $t_1 > t_0 \geq 0$ with $t_1 - t_0 = \eta > 0$, we have

$$
P \left( \sup_{t \in [t_0, t_1]} \|B_t - B_{t_1}\| \geq u \right) \leq 2^{1/4} e^{1/4} e^{-\frac{u^2}{4d\eta}}.
$$

Proof. Also, by the time reversibility, stationarity of time increments of Brownian motion and Doob’s martingale inequality, for any $\theta > 0$ so that $2\theta\eta < 1$, we have

$$
P \left( \sup_{t \in [t_0, t_1]} \|B_t - B_{t_1}\| \geq u \right) = P \left( \sup_{t \in [0, \eta]} \|B_t - B_0\| \geq u \right)
\leq e^{-\theta u^2} E \left[ e^{\theta \|B_\eta - B_0\|^2} \right]
= e^{-\theta u^2} (1 - 2\theta\eta)^{-d/2}.
$$

By choosing $\theta = 1/(4d\eta)$, we get

$$
P \left( \sup_{t \in [t_0, t_1]} \|B_t - B_{t_1}\| \geq u \right) \leq \left( 1 - \frac{1}{2d} \right)^{-\frac{d}{2}} e^{-\frac{u^2}{4d\eta}}.
$$

Note that for any $x > 0$, $(1 + \frac{1}{x})^x < e$. Let us define $x > 0$ via

$$
1 - \frac{1}{2d} = \frac{1}{1 + x}.
$$

Then, we get $d = \frac{1 + x}{2x}$ and $x = \frac{1}{1 - \frac{1}{2d}} - 1 \leq 1$, and

$$
\left( 1 - \frac{1}{2d} \right)^{-\frac{d}{2}} = \left( \frac{1}{1 + x} \right)^{-\frac{1 + x}{4x}} = (1 + x)^{\frac{1}{4}} (1 + x)^{\frac{1}{4x}} \leq 2^{1/4} e^{1/4}.
$$

Hence,

$$
P \left( \sup_{t \in [t_0, t_1]} \|B_t - B_{t_1}\| \geq u \right) \leq 2^{1/4} e^{1/4} e^{-\frac{u^2}{4d\eta}}.
$$

Lemma 43 (See [RRT17, Lemma 2]). If parts (i) and (ii) of Assumption 9 hold, then for all $x \in \mathbb{R}^d$ and $z \in \mathbb{Z}$,

$$
\|\nabla f(x, z)\| \leq M \|x\| + B,
$$

and

$$
\frac{m}{3} \|x\|^2 - \frac{b}{2} \log 3 \leq f(x, z) \leq \frac{M}{2} \|x\|^2 + B \|x\| + A.
$$
Lemma 44 (Lemma 6 in [TLR18], Uniform Deviation Guarantees). Under (i) and (ii) of Assumption 9, there exists an absolute constant $c_0$ such that for:

$$c := c_0(1 \lor \log((M \lor L \lor (B + MR))R\sigma_0/\delta)),$$
$$\sigma_0 := (A + (B + MR)R) \lor (B + MR) \lor (C + LR),$$

we have, if $n \geq cd \log d$, then with probability at least $1 - \delta$:

$$\sup_{x \in \mathbb{R}^d} |F(x) - \overline{F}(x)| \leq \sigma_0 \sqrt{\frac{cd \log n}{n}},$$
$$\sup_{x \in \mathbb{R}^d} \|\nabla F(x) - \nabla \overline{F}(x)\| \leq \sigma_0 \sqrt{\frac{cd \log n}{n}},$$
$$\sup_{x \in \mathbb{R}^d} \|\nabla^2 F(x) - \nabla^2 \overline{F}(x)\| \leq \sigma_0 \sqrt{\frac{cd \log n}{n}}.$$