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Abstract

In this paper we present a deterministic $O(\log \log n)$-round algorithm for the 2-ruling set problem in the Massively Parallel Computation model with $\tilde{O}(n)$ memory; this algorithm also runs in $O(\log \log n)$ rounds in the Congested Clique model. This is exponentially faster than the fastest known deterministic 2-ruling set algorithm for these models, which is simply the $O(\log \Delta)$-round deterministic Maximal Independent Set algorithm due to Czumaj, Davies, and Parter (SPAA 2020). Our result is obtained by derandomizing the 2-ruling set algorithm of Kothapalli and Pemmaraju (FSTTCS 2012).

1 Introduction

There has been substantial progress recently on derandomizing distributed algorithms in “all-to-all” communication models such as Congested Clique (CONGCLIQUE) and Massively Parallel Computation (MPC). A recent example is the deterministic maximal independent set (MIS) algorithm due to Czumaj, Davies, and Parter [CDP20a]. By derandomizing the well-known randomized MIS algorithm of Luby [Lub86] and Alon, Babai, and Itai [ABI86] they obtain an $O(\log \Delta + \log \log n)$-round deterministic MIS algorithm in the MPC model, with $O(n^\varepsilon)$ space on each machine for any constant $\varepsilon > 0$. This algorithm runs in $O(\log \Delta)$ rounds in the MPC model with $\tilde{O}(n)$ memory and in the CONGCLIQUE model.

Continuing this trend, in this paper we present a deterministic $O(\log \log n)$-round algorithm for the 2-ruling set problem in the MPC model with $\tilde{O}(n)$ memory; this algorithm also runs in $O(\log \log n)$ rounds in the CONGCLIQUE model. A 2-ruling set of a graph $G = (V, E)$ is an independent set $I \subseteq V$ such that every vertex in $V$ is at most 2 hops away from some vertex in $I$. A 2-ruling set is a natural relaxation of an MIS, which can be equivalently viewed as a 1-ruling set. The fastest known deterministic 2-ruling set algorithm in the MPC model with $\tilde{O}(n)$ memory (or in the CONGCLIQUE model) is simply the aforementioned deterministic MIS algorithm [CDP20a], that runs in $O(\log \Delta)$ rounds. If randomness is permitted, 2-ruling sets can be solved in $O(\log \log \log n)$ rounds w.h.p.\textsuperscript{1} in both the MPC model with $\tilde{O}(n)$ memory and in the CONGCLIQUE model [HPS14a, HPS14b]. Thus our result can be viewed as an exponential improvement on the fastest known deterministic algorithm and an exponential closing of the gap between randomized and deterministic 2-ruling set algorithms in these models.

The starting point for this deterministic algorithm is the randomized 2-ruling set algorithm of Kothapalli and Pemmaraju [KPT12] that runs in the LOCAL model. In the key step of this algorithm, called SPARSIFY, a random vertex subset $S$ is repeatedly chosen such that w.h.p. (i) the subgraph induced by $S$ is sparse and (ii) the neighborhoods of all high degree vertices are “hit” by $S$. Our main technical contribution is to show that the randomness needed in this step can be reduced to $O(\log n)$ bits. Subsequently, we show that it is possible to deterministically set the “random” bits in $O(1)$ rounds by using the method of conditional expectations, specifically the derandomization framework developed by Censor-Hillel, Parter, and Schwartzman [CPS17].

\textsuperscript{1}We use “w.h.p.” as short for “with high probability” and it refers to probability at least $1 - n^{-c}$ for constant $c \geq 1$. 

\textsuperscript{1}
1.1 The MPC and CongClique Models

The Massively Parallel Computing (MPC) model was developed and refined in a sequence of papers [FMS*10, GSZ11, KSV10, BKS17]. It is defined by a set of machines, each having at most $S$ words of memory. The machines are connected to each other via an all-to-all communication network. Communication and computation in this model are synchronous. In each round, each machine receives up to $S$ words from other machines, performs local computation, and sends up to $S$ words to other machines. The key characteristic of the MPC model is that both the memory upper bound $S$ and the number of machines used are assumed to be strongly sublinear in the input size $N$, i.e., bounded by $O(N^{1-\delta})$ for some constant $\delta$, $0 < \delta < 1$. This characteristic models the fact that in modern large-scale computational problems the input is too large to fit in a single machine and is much larger than the number of available machines. Thus, for graph problems, where the input is an $n$-vertex, $m$-edge graph, $S$ is bounded by $O((m+n)^{1-\delta})$. While $S$ is sublinear in the total input size, how it relates to the number of vertices $n$ has a significant impact on the efficiency of algorithms we are able to design. Researchers have focused on three regimes: (i) superlinear memory: $S = O(n^{1+\varepsilon})$, for $\varepsilon > 0$, (ii) linear memory: $S = \tilde{O}(n)$, and (iii) sublinear memory: $S = O(n^{\varepsilon})$ for $\varepsilon > 0$. In this paper, we work in the linear memory MPC model.

The CongClique model is a classical model of distributed computation introduced by Lotker, Pavlov, Patt-Shamir, and Peleg [LPPSP03]. If the input is a graph $G$ with $n$ nodes, the goal is to solve some graph problem on $G$ by performing computation at the nodes of $G$. Computation and communication proceeds in synchronous rounds and in each round every node can send an $O(\log n)$-bit message to every node in $G$, not just the nodes it is adjacent to. Thus the underlying communication network is $K_n$.

1.2 Other Related Work

Besides the deterministic MIS algorithm mentioned earlier [CDP20a, Czumaj, Davies, and Parter] give a deterministic constant round $(\Delta + 1)$-coloring algorithm in CongClique. Censor-Hillel, Parter, and Schwartzman [CPS17] introduced a distributed derandomization framework, based on the method of conditional expectations [Rag88], in Congest and CongClique which allowed them to obtain a deterministic $O(\log \Delta \cdot \log n)$ round algorithm for MIS in CongClique. Our overall approach fits in this framework. They also showed how to obtain a $(2k-1)$-spanner with $O(kn^{1+1/k}\log n)$ edges deterministically in $O(k\log n)$ rounds in CongClique. Parter and Yoge [PYIS] improve on the spanner results by giving a deterministic construction of a $(2k-1)$-spanner with $O(n^{1+1/k})$ edges in $O(\log k + (\log \log n)^3)$ rounds and a deterministic construction of an $O(k)$-spanner with $O(kn^{1+1/k})$ edges in $O(\log k)$ rounds. At a high level, the approach of Parter and Yoge is to derandomize a sparse hitting set construction. The Sparsify step in the Kothapalli-Pemmaraju 2-ruling set algorithm can also be viewed as a randomized construction of a sparse hitting set. Due to this connection, the Parter-Yoge approach provides inspiration for this work.

1.3 Technical Preliminaries

A key part of our approach is to reduce the randomness needed in the Sparsify step of the Kothapalli-Pemmaraju 2-ruling set algorithm. We achieve this by using a $k$-wise independent family of hash functions. In this section we provide some technical preliminaries on concentration bounds for the sum of $k$-wise independent random variables and the number of random bits needed to construct a family of $k$-wise independent hash functions. The following tail inequality is from Bellare and Rompel [RB94].

**Lemma 1.1.** Let $k \geq 4$ be an even integer. Suppose $Z_1, Z_2, \ldots, Z_t$ are $k$-wise independent random variables taking values in $[0, 1]$. Let $Z = \sum_{i=1}^{t} Z_i$ and $\mu = \mathbb{E}[Z]$, and let $\lambda > 0$. Then,

$$\Pr[|Z - \mu| \geq \lambda] \leq 8 \left( \frac{k\mu + k^2}{\lambda^2} \right)^{k/2}.$$

The following is a paraphrased version of Definition 3.31 in Vadhan’s work [Vad12].
Definition 1.2. For $N$, $M$, $k \in \mathbb{N}$, such that $k \leq N$, a family of functions $\mathcal{H} = \{h : [N] \to [M]\}$ is $k$-wise independent if for all distinct $x_1, x_2, \ldots, x_k \in [N]$, the random variables $h(x_1), h(x_2), \ldots, h(x_k)$ are independent and uniformly distributed in $[M]$ when $h$ is chosen uniformly at random from $\mathcal{H}$.

The following lemma appears as Corollary 3.34 in Vadhan’s work [Vad12].

Lemma 2.1. For every $n, m, k$, there is a family of $k$-wise independent hash functions $\mathcal{H} = \{h : \{0, 1\}^n \to \{0, 1\}^m\}$ such that choosing a random function from $\mathcal{H}$ takes $k \cdot \max\{n, m\}$ random bits, and evaluating a function from $\mathcal{H}$ takes poly$(n,m,k)$ computation.

Notation: In the rest of the paper we use $N(v)$ to denote the set of neighbors of a node $v$, $N^+(v)$ to denote $\{v\} \cup N(v)$, $N^+(S)$ to denote $\cup_{v \in S} N^+(v)$ for any subset $S$ of nodes, and $E(G)$ denote the set of edges in $G$.

2 Deterministic Ruling Set Algorithm

We obtain our result in three steps: (i) we use limited dependence in order to reduce the amount of randomness used by a key sampling step in the Kothapalli-Pemmaraju 2-ruling set algorithm [KP12], (ii) we then use the method of conditional expectations, following ideas of Censor-Hillel, Parter, and Schwartzman [CPS17], and derandomize this sampling step, and (iii) we show that with this derandomized sampling step in place, the Kothapalli-Pemmaraju 2-ruling set algorithm can be implemented as a deterministic algorithm in the linear memory MPC model and in the CONGCLIQUE model in $O(\log \log n)$ rounds.

2.1 Reducing Randomness via Limited Dependence

Let $G(V, E)$ be a graph with $n$ vertices, $m$ edges, and maximum degree $\Delta$. If we sample each vertex with probability $\alpha/\sqrt{\Delta}$, where $\alpha$ is a small enough constant, then the subgraph induced by the sampled vertices has $O(n)$ edges in expectation and every vertex with degree at least $\sqrt{\Delta \log n}$ has a sampled vertex in its neighborhood w.h.p. In the MPC model with linear memory, we can gather the sampled subgraph at a single machine and compute an MIS $I$ of this subgraph. Therefore, w.h.p. the MIS $I$ of the sampled subgraph forms a 2-ruling set of the sampled vertices plus the vertices with degree at least $\sqrt{\Delta \log n}$. Thus, we can deactivate all the high degree vertices and work with a graph of maximum degree $\sqrt{\Delta \log n}$.

Our goal in this section is to show how to reduce the randomness used by this sampling step. In order to do this, we assume that the every node knows its color $c_u$ in a proper node-coloring of palette size $O(\Delta^3)$. Node $u$ applies an appropriate random hash function on its color $c_u$ to make its random choice. More specifically, nodes choose a random hash function $h_s$ from the family

$$\mathcal{H} = \{h_s : [O(\Delta^3)] \to [f] \mid s \in \{0, 1\}^r\}$$

of $k$-wise independent hash functions, where $k = O(\log n/\log \Delta)$. Here $1 \leq f \leq \sqrt{\Delta}$ is a parameter and $r$ is the length of the random binary seed $s$ that defines $h_s$. Note that the domain of $h_s$ is the palette of colors assigned to nodes. Thus, for any node $u$, $h_s(u)$ takes on a value in $[f]$ uniformly at random. This implies that picking nodes $u$ with $h_s(u) = 1$ is equivalent to sampling nodes with probability $1/f$. To obtain an $O(\Delta^3)$-coloring we apply one iteration of the color reduction technique of Linial [Lin92] which converts a proper coloring of $\kappa$ colors to an $O(\Delta^2 \log \kappa)$-coloring. We can use this color reduction technique on the coloring induced by the ID’s to get an $O(\Delta^2 \log n) = O(\Delta^3)$-coloring in one round, assuming $\Delta \geq \log n$.

The following lemma establishes the randomness reduction result we need. It essentially shows that the subset of nodes sampled using $O(\log n)$ random bits, one can sample a random hash function $h$ from the family $\mathcal{H}$ mentioned above. This hash function can in turn be used to sample a subset $Z_h$ of nodes and $Z_h$ has the properties we need: (i) it is sparse and (ii) it “hits” all large enough neighborhoods.

Lemma 2.1. Let $G(V, E)$ be a graph with $n$ vertices, $m$ edges, and maximum degree $\Delta = \Omega(\log^{3/(3\varepsilon)} n)$ for a parameter $0 \leq \varepsilon \leq 1$. Let $\mathcal{C} = \{c_u \mid u \in V\}$ be a proper $O(\Delta^3)$-coloring of $G$. Then, for a parameter
Proof. Let \( \Psi = \sum_{u \in V} X_u \) denote the number of edges in an independent Chernoff bound from Lemma 1.1 to show concentration around the expected value. We describe the algorithm \( A_{\text{det}} \) in linear memory MPC; extending it to CONGClique using Lenzen’s routing protocol [Lem13] is straightforward. We first define some random variables. Let \( E_A \) be the random variable denoting the number of edges \( G[Z_h] \) where \( Z_h \) is the set of nodes constructed in Lemma 2.1. For node \( u \in V \) let \( X_u \) be indicator random variable for the event that \( |N(u)| \geq f \Delta^c \) and \( N^+(u) \cap Z_h = \emptyset \). For all \( u \in Z_h \) we have \( \Pr[X_u = 1] = 0 \) and by Lemma 2.1, for all \( u \in V \setminus Z_h \) we have \( \Pr[X_u = 1] \leq 1/n^c \). Define \( \Psi = E_A + n^4 \sum_{u \in V} X_u \). We also have \( \Pr[\Psi = E_A] = \sum_{u \in V} \Pr[X_u = 1] \leq \beta m/f^2 + n^4 c = O(m/f^2) \).
Lemma 2.1 tells us that the random variables $E_A$ and $X_u$ (and hence $\Psi$) are determined by an $r = O(\log n)$ bit random seed. We will use the method of conditional expectations to deterministically set these $r$ “random” bits in $t$ chunks, $Y_1, Y_2, \ldots, Y_t$, of $\lfloor \log n \rfloor$ bits each, for $t = O(1)$ such that $E[\Psi | Y_1, Y_2, \ldots, Y_t] \leq E[\Psi | Y_1, Y_2, \ldots, Y_{t-1}]$ for $i = 1, 2, \ldots, t$. Thus, $E[\Psi | Y_1, Y_2, \ldots, Y_t] \leq E[\Psi] = O(m/f^2)$. But, $\Psi$ conditioned on $Y_1, Y_2, \ldots, Y_t$ is completely determined and its value can be bounded above by $O(m/f^2)$ only when $E_A = O(m/f^2)$ and $X_u = 0$ for all $u$.

We will now show how to compute the assignment of each chunk of the seed in $O(1)$ rounds. Since $t = O(1)$, we get an $O(1)$ round algorithm. Assume that the assignment for the previous $i - 1$ chunks $Y_1, \ldots, Y_{i-1}$ have been fixed and we’re now setting the bits in $Y_i$. For each of the (at most $n$) possible assignments to $Y_i$, we assign a unique node $v$ that is responsible for computing $E[\Psi | Y_1, \ldots, Y_t]$.

For each $u \in V$ let $E_u$ be a random variable denoting the number of sampled edges incident on $u$ (note that $E_u = 0$ if $u$ is not sampled). For a particular value $Y_i$, the assigned node $v$ receives the values $E[Uu | Y_1, \ldots, Y_t]$ from all $u \in V$ and $Pr[X_u = 1 | Y_1, \ldots, Y_t]$ from all nodes $u \in V$. Notice that a node $u$ can compute the conditional values $E[Uu | Y_1, \ldots, Y_t]$ and $Pr[X_u = 1 | Y_1, \ldots, Y_t]$ and sends them to a global leader $w$. Thus, using the values received from all the assigned nodes, $w$ knows $\sum_{u \in V} E[Uu | Y_1, \ldots, Y_t]$ as well as $\sum_{u \in V} Pr[X_u = 1 | Y_1, \ldots, Y_t]$ for all of the possible $n$ assignments to $Y_i$. Finally, $w$ chooses the $Y_i$ that minimizes $\sum_{u \in V} E[Uu | Y_1, \ldots, Y_t] + \sum_{u \in V} Pr[X_u = 1 | Y_1, \ldots, Y_t]$ and broadcasts this choice to all nodes in the graph. Note that this implies after $O(1)$ rounds, the seed has been completely fixed and this is the good seed we wanted to compute. We get a good hash function $h \in H$ from Lemma 2.1 which gives us the set of nodes $Z = Z_h$ that satisfies the theorem.

### 2.3 Deterministic 2-Ruling Sets

The 2-ruling set algorithm of Kothapalli and Pemmaraju [KP12], with the random sampling step replaced by a deterministic step with the necessary properties is shown below.

**Algorithm 1: Deterministic-2-Ruling-Set(G)**

1. $U \leftarrow \emptyset$, $\Delta \leftarrow \Delta(G)$ // Initially ruling set is empty and all nodes are active
2. while $\Delta = \Omega(\log^4 n)$ do
3. Compute an $O(\Delta^3)$ coloring using one iteration of Linial’s coloring algorithm [Lin92]
4. Using Theorem 2.2 with parameters $f = \sqrt{\Delta}$ and $\varepsilon = 1/3$ deterministically compute a set $Z$
5. Send the subgraph induced by $Z$ to a single machine $w$ which computes an MIS $I$ of $G[Z]$
6. Let $H$ be the set of nodes in $G$ with degree at least $f\Delta^\varepsilon = \Delta^{5/6}$
7. $G \leftarrow G[V \setminus (N^+(I) \cup H)]$ // Nodes with a neighbor in $I$ and high degree nodes are deactivated
8. $\Delta \leftarrow \Delta(G)$, $U \leftarrow U \cup I$
9. end
10. Run the deterministic low-degree MIS algorithm of [CPS17] on $G$ and add the MIS nodes to $U$
11. return $U$

**Theorem 2.3.** Algorithm 1 deterministically computes a 2-ruling set of $G$ in $O(\log \log n)$ rounds of the linear memory MPC and CONGCLIQUE models.

**Proof.** Running one iteration of Linial’s coloring algorithm in MPC and CONGCLIQUE requires $O(1)$ rounds. The set $U$ returned by the algorithm is an independent set, and the high degree vertices deactivated in each iteration have a node in $U$ that is at most 2 hops away. The rest of the nodes are in $N^+(U)$, which proves correctness.
In each iteration of the while loop, the set $Z$ can be found in $O(1)$ rounds using Theorem 2.2. With $f = \sqrt{\Delta}$, Theorem 2.2 gives us that $G[Z]$ has at most $O(m/\Delta) \leq O(n)$ edges. Therefore, $G[Z]$ can be sent to $w$ in constant rounds in linear memory MPC (and also in CONGCLIQUE using Lenzen’s routing protocol [len13]). The rest of the steps in the while loop also require constant rounds.

In each iteration, the maximum degree of the active graph falls from $\Delta$ to $\Delta^{0.5+\varepsilon} \leq \Delta^{5/6}$ for $\varepsilon = 1/3$. This implies there can be at most $O(\log \log \Delta)$ iterations before $\Delta$ becomes small enough and we exit the while loop.

Finally the deterministic low-degree MIS algorithm of Censor-Hillel, Parter, and Schwartzman [CPS17] takes $O(\log \Delta)$ rounds in the CONGCLIQUE model when $\Delta = O(n^{1/3})$. This algorithm also works in the linear memory MPC model with the same round complexity. In our case $\Delta = O(\log^4 n)$ so this algorithm can be used, and it requires $O(\log \log n)$ rounds, which proves the theorem.

One can alternatively use the deterministic MIS algorithm of Czumaj, Davies, and Parter [CDP20a] that takes $O(\log \Delta + \log \log n)$ rounds in the low-memory MPC model. This algorithm will work with the same round complexity in the linear memory MPC and CONGCLIQUE models. So the overall running time of Algorithm 1 remains $O(\log \log n)$ rounds.

3 Future Work

The natural direction suggested by our work is whether it can be applied to obtain fast, deterministic 2-ruling set algorithms in the other two MPC memory regimes? Specifically, it will be interesting to determine if our techniques also yield a $O(\text{poly}\log \log n)$-round 2-ruling set deterministic algorithm in the sublinear memory MPC model. In the superlinear memory MPC model, Harvey, Liaw, and Liu [HLL18] give a randomized $O(1)$-round MIS algorithm. It would be interesting to see if one can obtain deterministic $O(1)$-round algorithms for MIS and 2-ruling set in the superlinear memory MPC model.

Acknowledgement: We thank the anonymous reviewer who suggested a simplification to our approach that also led to an improvement in the running time of Algorithm 1.
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