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ABSTRACT
Duplication of nodes
takes a set of KG nodes, mappings and disconnected hierarchies and generates a set of merged nodes together with a connected hierarchy. In addition, the library provides analytic and data testing functionalities that can be used to fine-tune the inputs, further reducing duplication, and to increase connectivity of the output graph. OntoMerger can be applied to a wide variety of ontologies and KGs. In this paper we introduce OntoMerger and illustrate its functionality on a real-world biomedical KG.
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1 INTRODUCTION
Complex knowledge graphs (KGs) [6, 21] are often built from multiple overlapping but heterogeneous data sets. For example, a biomedical KG can include separate data sets providing information about genes, diseases, compounds and relations between these entities [1, 3, 6, 10, 28, 31]. Typically, these data sets rely on diverse ontologies to refer to the same concepts with no obvious mapping or alignment between them [2]. Furthermore, data version discrepancy can also lead to duplication when concepts get deprecated and identifiers reassigned. On a large scale, these issues may cause syntax and semantic heterogeneity in the resulting graph; which in turn can lead to fragmented knowledge that can negatively impact downstream applications [9] due to possible incompatibilities between the hierarchies, that in turn may lead to logical inconsistencies. Thus, organising concepts of the same domain into a hierarchy [29] might improve the accuracy of machine learning models, e.g. pattern recognition.

OntoMerger tackles these challenges by using a scaffolding ontology, together with mappings and concept hierarchies, to produce an integrated domain ontology with a single DAG (Directed Acyclic Graph) hierarchy. By design, this ontology is not intended to retain complete knowledge for all the integrated concepts (such as hierarchical connections and the granularity of the original conceptualisation), but rather relies on additional mappings provided by the users, that are then used to infer new ones. The library is open source, implemented in Python [27], and is available to download as a package via PyPi. The library processes data in tabular format using Pandas [16]. OntoMerger produces the hierarchy by converting hierarchy triples into graph objects and by running queries for finding paths (using NetworKit [23]), as well as for counting sub-graphs (using NetworkX [8]). To ensure stable performance, input and output data is tested using the Great Expectations [7] validation framework. In addition, the library provides an in-depth.
analysis by using the the Pandas Profiling package\(^4\) to profile all the data that is consumed and produced. Insights about the (i) input, (ii) intermediate and produced data (i.e. the domain ontology), (iii) results of data profiling and data validation, and (iv) metrics about the inner workings of the library are presented in an HTML report, shown in Figure 1.

2 RELATED WORK

Ontology integration has been the focus of the research community for several years [17]. Whilst ontology matching [4] focuses on the automated alignment, or generation of sets of mappings between the corresponding elements of different ontologies, the use of these mappings to produce a coherent, integrated ontology is non-trivial. This is due to the need to satisfy merge requirements [19] such as: preserving correctness and coherence; maintaining acyclicity; and avoiding redundancy. To satisfy these requirements, existing algorithms either modify the generated alignments [13, 22, 24, 26] or the ontologies themselves [5, 12, 20].

Despite the significant effort invested in the ontology integration problem, existing methods do not always satisfy the requirements of real-world use cases in the context of large scale data science, which can compromises their pragmatic use. For example, existing systems usually rely on OWL semantics and on the explicit constraints defined in source ontologies. However, implicit constraints may also exist; for example, two concepts in the same ontology may not be explicitly declared as disjoint, but this may be implicitly desirable to avoid them being merged as a result of ontology integration.

3 PRELIMINARIES

In this paper, we assume familiarity with basic notions of RDF [15], ontology alignment and integration [4].

**Definition 1 (Concept Name Set).** The symbol \(C\) denotes a set of concept names \(C = \{c_1, ..., c_n\}\) where \(|C| = n\). A set of concept names from the same ontology is denoted as \(C_O\).

**Definition 2 (Mapping and Mapping Set).** A concept mapping is a triple \(m = \langle c, r, c' \rangle\), asserting that some relation \(r\) holds between concepts \(c\) and \(c'\), where either \(\langle c, c' \rangle \in C_O\), or \(c \in C_O\) and \(c' \in C_O'\), given the ontologies \(O\) and \(O'\). The symbol \(M\) denotes a set of concept mappings \(M = \{m_1, ..., m_n\}\), \(|M| = n\).

The semantics of a mapping relation \(r\) may vary due to the diversity of input mappings that originate from different sources in real world scenarios. The may be formally defined [4]: \(r \in \{\equiv, \subseteq, \top, \bot\}\), or may be loosely defined, such as \(r \in \{\equiv, \subseteq, \top, \bot\}\). The concepts \(c\) and \(c'\) refer to the source and target concepts respectively.

**Definition 3 (Hierarchy Edge and Hierarchy Edge Set).** Given two ontologies, \(O\) and \(O'\), a concept hierarchy edge is a triple \(h = \langle c, c' \rangle\), which asserts that a subsumption relation \(\subseteq\) holds between concepts \(c\) and \(c'\), where either \(\langle c, c' \rangle \in O\), or \(c \in O\) and \(c' \in O'\). The symbol \(H\) denotes the concept hierarchy edge set \(H = \{h_1, ..., h_n\}\), \(|H| = n\).

**Definition 4 (Merge and Merge Set).** A concept merge is a triple \(x = \langle c, \Rightarrow, c' \rangle\), asserting that a concept \(c\) can be replaced by \(c'\) in a concept, mapping or in a hierarchy edge set. The symbol \(X\) denotes the set of merges \(X = \{x_1, ..., x_n\}\), with \(|X| = n\).

**Definition 5 (Stable Merge Set).** A merge set is \(X\) is stable if a concept only appears in one merge \(x \in X\) and only as a source concept.

In the definitions of mapping, hierarchy edge, and merge triples, we refer to \(c\) as the source and \(c'\) as the target concept. The function \(\text{Sig}\) returns the source (\(\text{Sig}_\text{source}\)), target (\(\text{Sig}_\text{target}\)) or both (\(\text{Sig}\)) set of concept names from either an individual mapping or from a set of mappings, merges, hierarchy edges or paths.

4 INTEGRATION DESIGN

The integration design process requires the following input sets: concept names \(C_{in}\), obsolete (i.e. deprecated) concept names \(C_{obs}\), mappings \(M_{in}\), and hierarchy edges \(H_{in}\), where each set may contain members from different ontologies. In addition, a configuration must specify the concept names in a \(\text{SEED}\) ontology, such that \(C_{\text{SEED in}} \subseteq C_{in}\) and \(H_{\text{SEED in}} \subseteq H_{in}\). No other ontology must be fully contained in the input sets other than the \(\text{SEED}\) ontology.

The optional preference order in which the concepts are de-duplicated and connected (denoted as \(\text{SOURCES}\)) can also be specified. If it is omitted, it will be computed by taking the frequency of each ontology concept set of \(C_{in}\) in decreasing order. In either case, the \(\text{SEED}\) ontology will be the first item in \(\text{SOURCES}\). The configuration must also contain the \(\text{MAPPINGGROUPS}\) list that categorises the mapping types of \(M_{in}\) into a minimum of two categories: equivalence and reference (where the equivalence group must have at least one member, and the other groups can be empty sets). These categories represent the strength of the mapping relations and are handled in sequence (in decreasing order starting from the strongest group) during the deduplication stage.

| Input | \(C_{in}\): input concepts; \(C_{obs}\): obsolete concepts of \(C_{in}\); \(M_{in}\): input mappings; \(H_{in}\): input hierarchy edges; \(\text{SEED}\): name of the seed ontology (i.e.\(\text{O}_{\text{SEED}}\)); \(\text{SOURCES}\): preference order; \(\text{MAPPINGTYPES}\): mapping type groups; |
|-------|----------------------------------------------------------|
| Output | \(C_{dom}\): domain concepts; \(M_{dom}\): domain mappings; \(X_{can}\): concept merges with canonical target concepts; \(H_{dom}\): domain hierarchy edge set; |
|       | 1 \(C_{dom}, C_{unm}, X_{can}, M_{dom} \leftarrow \text{DEDUPLICATECONCEPTS}(\) \(C_{in}, C_{obs}, M_{in}, \text{SEED}, \text{SOURCES}, \text{MAPPINGTYPES})\) |
|       | 2 \(H_{dom} \leftarrow \text{CONNECTCONCEPTS}(\) \(C_{unm}, X_{can}, H_{in}, \text{SEED, SOURCES})\) |
|       | 3 return \(C_{dom}, M_{dom}, X_{can} - H_{dom}\) |

**Algorithm 1: ComputeDomainOntology**

The main part of \(\text{OntoMerger}\) produces the domain ontology by first deduplicating concepts (Section 4.1) and then connecting the remaining unmerged concepts (i.e. concepts without an accepted mapping) together to form a single DAG, i.e. concept hierarchy (4.2). This process is formalised by Algorithm 1.
4.1 Deduplication

```
Input : C_in: C_obs; M_in; SEED; SOURCES; MappingTypes
Output: C_dom: C_umn: unmerged concepts; X_can; M_dom:
/* Pre-processing */
1 X_obs ← M_internal ← ComputeObsoleteMerges(M_in, C_obs)
2 M_in′ ← UpdateMappings((M_in \ M_internal), X_obs)
/* Deduplication */
3 X ← X_obs \ ComputeMerges(
    C_in, M_in′, SEED, SOURCES, MappingTypes)
/* Post-processing */
4 X_can ← AggregateMerges(X, SOURCES)
5 C_dom ← ApplyMerges(C_in, X_can)
6 M_dom ← ApplyMerges(M_in, X_can)
7 C_umn ← C_in \ (C_obs \ SigSource(X_can))
8 return C_dom, C_umn, X_can, M_dom
```

Algorithm 2: DeduplicateConcepts

The deduplication stage, formalised by Algorithm 2, reduces the input set of concepts (C_in) by processing mappings to create a stable concept merge set (X_can).

4.1.1 Pre-processing. First, we compute the merges for obsolete concepts. Some mappings assert a relation between concepts of the same ontology to describe internal concept renaming, i.e. when a concept is deprecated and assigned to a new name. Using the set of obsolete concepts, the function ComputeObsoleteMerges computes merges X_obs from the relevant input mappings \((m = (c, \Rightarrow, c′) \in M_{in}|c \in C_{obs} \land c′ \not\in C_{obs})\). Next, we update the mappings by applying the obsolete concept merges X_obs, so the output M_in now only contains current concept names.

4.1.2 Alignment. Algorithm 3 computes the stable merge set. The set of concepts C_umn keeps track of unmerged (i.e. not merged) concepts; this initially contains all input concepts, excluding concepts of the seed ontology. The alignment process loops through the mapping type groups and the ontology alignment order. In each iteration, we attempt to align every remaining unmerged concept to concepts of the given Source \( \in \) SOURCES. The function GetMps returns all mappings that are in the specified type group M_Type and map concepts of the given Source; this (M_Source) is filtered by the function Filter, so the resulting mapping set M_Source only contains those mappings that align unmerged concepts. These mappings focus on the current Source such that the target of mappings is always from M_Source. Finally, the oriented mapping set M_Source is further filtered by multiplicity with the function Get1Or*SourceTo1Target such that in the produced mapping set (M_Source) every source concept is mapped to exactly one target concept (but one target may be mapped to many source concepts). The mappings are then converted to merges and stored in X, and the mapped concepts are removed from C_umn.

```
Input : C_in; M_updated: mappings with current concept names; X_obs; SEED; SOURCES; MappingTypes;
Output: X: concept merges
1 C_umn ← C_in \ GetConcepts(C_in, SEED)
2 X ← ∅
3 for each M_Type ∈ MappingTypes do
    4 for each Source ∈ SOURCES do
        5 M_Source ← GetMps(M_updated, M_Type, Source)
        6 M′ Source ← Filter(M_Source, C_umn)
        7 M′′ Source ← OrientTo(M′ Source, Source)
        8 M′′′ Source ← Get1Or*SourceTo1Target(M′′ Source)
        9 X ← X ∪ ConvertToMerges(M′′′ Source)
        10 C_umn ← C_umn \ SigSource(X)
    end
end
return X
```

Algorithm 3: ComputeMerges

Figure 2: Integrating an unmapped concept via its original hierarchy path and a mapped parent.

After concept deduplication, the remaining concepts (H_umn) are organised into a DAG, i.e. a concept hierarchy using the input hierarchy edge set (H_in). This process is formalised by Algorithm 4, and the main idea, which is a simplified version of the approach presented in [14, 24], is depicted in Figure 1. First, we add the seed ontology hierarchy to the domain hierarchy set (H_dom) and initialise the set of connected nodes with the seed hierarchy concepts and the concepts that were merged to seed concepts.
we iterate through each source in the priority order and filter out the corresponding hierarchy fragment from the input set with the function GetHierarchy(\text{Source}, \text{H}_{\text{in}}) (because path finding performs better on smaller inputs). Next, for each unmerged concept in \text{H}_{\text{SOURCE}}, we check whether there is a path to the root concept that contains a connected concept (i.e., an anchor point that is either a seed concept, is merged to a seed concept, or has already been connected to \text{H}_{\text{dom}}). If there is, we prune the path by dropping those intermediate concepts that are not in \text{C}_{UNMAPPEDSOURCE} and convert the pruned path to a set of hierarchy edges. Finally, we update \text{C}_{\text{connected}} and \text{H}_{\text{dom}} before proceeding to the next unmerged concept. The result is a crude approximation where we may lose concept classification granularity (i.e., the dropped intermediate concepts) in order to establish a baseline that does not increase the size of the domain concept set but maximises the hierarchy coverage of \text{C}_{\text{unn}} by \text{H}_{\text{dom}}.

5 EXPERIMENTAL EVALUATION

We conducted an experimental evaluation on a real-life data set: the disease concepts of BIKG [6] in order to assess the effectiveness of our approach in reducing duplication and creating connectivity. A comparative evaluation was not possible since currently there are no other systems that operate with the same requirements as OntoMerger. Here we only include a brief evaluation; however, the library produces an in-depth analysis report [8], as depicted in Figure 1, using several metrics [25] to evaluate the KG integration. Table 1 shows a comparison of the input and output data, while Table 2 presents the results of the deduplication of concepts and the creation of the concept hierarchy. 30.79% of input concepts (of 16 sources) were merged, and 41.11% were successfully integrated into a DAG using only 4 hierarchies. The overall run time of the process was 25 minutes on an average machine (6 core CPU, 32GB memory). The majority of the run time was the generation of the concept hierarchy (72%) and the result analysis (13%).

### Table 2: Concept deduplication and connectivity status

| Metric Count (Input) Count (Output) |
|-------------------------------------|
| Metric                          | Count (Input) | Count (Output) |
| Concept concepts (ontologies)     | 16            | 16             |
| Concepts                         | 187,717       | 152,021        |
| Concept merges                    | n/a           | 35,696         |
| Mappings                         | 439,389       | 133,496        |
| Connected subgraphs               | 1             | 4              |
| Hierarchy edges                   | 272,824       | 60,621         |

### Table 1: Input and output (domain ontology) comparison

Future Directions.

In this paper we have presented OntoMerger, an ontology integration library that deduplicates KG concepts of the same domain, and organises them into a single DAG, i.e., a concept hierarchy. Furthermore, we have empirically evaluated the approaches that perform deduplication of concepts and the formation of the concept hierarchy. In this section, we address the limitations of the library and outline directions for our future work.

**Limitations.** The library does not directly consume traditional RDF formats but requires the additional step of parsing and transforming concept names, mappings, and hierarchy edges into a columnar data structure. Moreover, the output is also in a columnar format. The library handles all data in-memory, posing several limitations regarding the scalability of the system. Firstly, processing tables with Pandas becomes challenging for large datasets. Secondly, hierarchy path computation slows down significantly due to using in-memory graphs. Currently, only the shortest path is computed for each concept when we attempt to connect them to the domain hierarchy. However, in many ontologies, there are often multiple possible paths to the root of the ontology. Using only one path could lead to missing out on paths that contain an anchor point, i.e., a connected concept.

**Future Directions.** In order to get a better view of the effectiveness of this approach, we plan to conduct a comparative evaluation of our system with several available (Java) ontology integration libraries. The library could use a mediator step to consume RDF formats directly and translate them into the internal columnar data structures. There are several libraries available that perform RDF to table translation, for instance KGTK [11].

To address scalability when handling large tables, the system could use distributed data processing such as Spark [30]. Path computation could be scaled by using an external triple store, where path computation is optimised (this is often achieved by the full materialisation of hierarchy triples) [18]. Offloading path computation would also enable us to use more than one path during the hierarchy formation process. However, this could also be improved.
by either implementing a greedy strategy (keep looking for paths until a suitable one is found) or providing the ability to specify the path computation strategy in the OntoMerger configuration file. Finally, OntoMerger may merge concepts of the same ontology when it may be more appropriate to convert these merges into hierarchy edges.
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