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Abstract. We study nonconvex homogeneous quadratically constrained quadratic optimization
with one or two constraints, denoted by (QQ1) and (QQ2), respectively. (QQ2) contains (QQ1),
trust region subproblem (TRS) and ellipsoid regularized total least squares problem as special cases.
It is known that there is a necessary and sufficient optimality condition for the global minimizer of
(QQ2). In this paper, we first show that any local minimizer of (QQ1) is globally optimal. Unlike
its special case (TRS) with at most one local non-global minimizer, (QQ2) may have infinitely many
local non-global minimizers. At any local non-global minimizer of (QQ2), both linearly independent
constraint qualification and strict complementary condition hold, and the Hessian of the Lagrangian
has exactly one negative eigenvalue. As a main contribution, we prove that the standard second-order
sufficient optimality condition for any strict local non-global minimizer of (QQ2) remains necessary.
Applications and the impossibility of further extension are discussed.
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1. Introduction. We study the following quadratically constrained quadratic
optimization with two constraints:

(QQ2) \[
\min_{x \in \mathbb{R}^n} \{q_0(x) : q_1(x) = 1, \quad q_2(x) \leq 1\},
\]
where \(q_i(x) = x^T A_i x\) with symmetric \(A_i \in \mathbb{R}^{n \times n}\) for \(i = 0,1,2\). The special case
when \(A_2 \equiv 0\) is denoted by (QQ1). For non-triviality, we assume \(n \geq 3\) for (QQ2).

Problem (QQ2) has some geometrical applications. Let \(E_i = \{x : q_i(x) \leq 1\}\)
\((i = 1,2)\) be two ellipsoids with a common center 0. The problem of checking whether
an ellipsoid centered at 0 covers \(E_1 \cap E_2\) or \(E_1 + E_2\) [27], and the problem of evaluating
the Chebyshev radius of \(E_1 \cap E_2\) [15] can be formulated as a quadratic optimization
over \(\{x : q_1(x) + z^2 = 1, \quad q_2(x) \leq 1\}\), where \(z\) is an additional univariate variable.

Problem (QQ2) contains some well-known special cases. First, (QQ1) itself is a
generalized eigenvalue problem. The second one is the celebrated trust region sub-
problem with the input symmetric matrix \(Q \in \mathbb{R}^{n \times n}\) and vector \(b \in \mathbb{R}^n\):

(TRS) \[
\min_{x \in \mathbb{R}^n} \{x^T Q x + 2b^T x : \quad x^T x \leq 1\},
\]
which plays a great role in trust region algorithm for solving nonlinear programming
problems [35]. (TRS) can be homogenized as the following case of (QQ2):

(1.1) \[
\min_{(x, z) \in \mathbb{R}^{n+1}} \{x^T Q x + 2b^T x z : \quad x^T x \leq 1, \quad z^2 = 1\},
\]
since both \((x, z)\) and \((-x, -z)\) share the same objective function value.

Another subproblem in nonlinear programming is the generalized Celis-Dennis-Tapia (CDT) subproblem \([8]\):

\[
\text{(GCDT)} \quad \min \{x^T Q_0 x + 2b_0^T x : \ x^T Q_1 x + 2b_1^T x + c_1 \leq 0, \ x^T Q_2 x + 2b_2^T x + c_2 \leq 0\},
\]

where \(b_0, b_1, b_2 \in \mathbb{R}^n, c_1, c_2 \in \mathbb{R}\), and \(Q_i \in \mathbb{R}^{n \times n}\) are symmetric for \(i = 0, 1, 2\). We notice that the classical (CDT) requires both \(Q_1\) and \(Q_2\) to be positive definite.

Homogeneous (GCDT) with \(b_0 = b_1 = b_2 = 0\) and \(c_1, c_2 < 0\) can be reformulated as problem (QQ2) by rewriting \(x^T Q_1 x + c_1 \leq 0\) as \(-x^T Q_1 x/c_1 + z^2 = 1\) with an additionally introduced univariate variable \(z\).

There are some quadratic fractional programming problems that can be reformulated as (QQ1) or (QQ2), for example, the Rayleigh quotient problem

\[
\text{(RQ)} \quad \min_{0 \neq x \in \mathbb{R}^n} \frac{x^T A_0 x}{x^T A_1 x},
\]

with \(A_1\) being positive definite, the total least squares problem \([2]\)

\[
\text{(TLS)} \quad \min_{E \in \mathbb{R}^{n \times n}, r \in \mathbb{R}^n, x \in \mathbb{R}^n} \{\|[E]\|_F^2 + \|r\|^2 : (A + E)x = b + r\} = \min_{x \in \mathbb{R}^n} \frac{\|Ax - b\|^2}{\|x\|^2 + 1},
\]

and the ellipsoid regularized total least squares problem \([2, 5]\)

\[
\text{(ETLS)} \quad \min_{x \in \mathbb{R}^n} \left\{\frac{\|Ax - b\|^2}{\|x\|^2 + 1} : \|Lx\|^2 \leq \rho\right\},
\]

where \(\| \cdot \|_F\) and \(\| \cdot \|\) denote the Frobenius norm and Euclidean norm for matrices and vectors, respectively, \(L \in \mathbb{R}^{n \times n}\) is of full row-rank and \(\rho\) is a positive parameter, see more details in Sections 3.1 and 4.2 of this paper.

Global minimizers of (QQ2) have been fully characterized in literature. In the early 1980s, necessary and sufficient conditions for global minimizers of (TRS), a special case of (QQ2), were established by Gay \([13]\), Sorensen \([29]\), and Moré and Sorensen \([22]\). In 1998, based on the convexity of the joint numerical range

\[
\{x^T A_0 x, x^T A_1 x, x^T A_2 x : x \in \mathbb{R}^n\},
\]

Polyak \([27]\) established the necessary and sufficient condition for the global minimizer of (QQ2) for the first time. In 2003, Ye and Zhang \([33]\) proved that the semidefinite programming relaxation of (QQ2) is tight based on the rank-one decomposition approach. Recently, Wang and Xia \([31]\) showed that (QQ2) with \(A_1 = I\) can be globally solved by bisection in linear time with respect to the number of nonzero elements of \(A_0\) and \(A_2\). However, the situations for (CDT) are more complicated. Though (CDT) can be globally solved in polynomial time \([6, 10, 28]\), to the best of our knowledge, there is no necessary and sufficient condition for the global minimizer. For sufficient conditions, Ai and Zhang \([1]\) identified cases of (CDT) when and only when strong duality holds. For necessary conditions, if the Lagrangian multiplier is unique at the global optimum of (CDT), Yuan \([34]\) proved that the Hessian of the corresponding Lagrangian has at most one negative eigenvalue, otherwise there exists a Lagrangian multiplier such that the Hessian of the Lagrangian is positive semidefinite \([18]\). As an extension of (QQ2), Peng and Yuan \([24]\) showed that the Hessian of the Lagrangian at
the global minimizer of \((\text{GCDT})\) has at most one negative eigenvalue if the Jacobian of the constraints is nonzero.

Besides the standard optimality conditions, there are more intensive characterizations on the local minimizers of variants and generalizations of \((\text{QQ2})\). Chen and Yuan [9] studied the distribution of local minimizers of \((\text{CDT})\). Peng and Yuan [24] gave delicate necessary optimality conditions for local minimizers of \((\text{GCDT})\). We focus on local non-global minimizers, which play a great role in globally solving problems with additional linear/ball constraints [3, 7, 16]. For \((\text{TRS})\), the first detailed characterization of the local non-global minimizer is due to Martínez [20]. It was proved that \((\text{TRS})\) has at most one local non-global minimizer, at which both necessary and sufficient optimality conditions were established. Recently, Wang and Xia [30] closed the gap between these two optimality conditions by proving that the second-order sufficient optimality condition remains necessary.

Our goal in this paper is to present an in-depth study on optimality conditions of local non-global minimizers of \((\text{QQ2})\). Unlike its special case \((\text{TRS})\), constraint qualification does not hold for all non-interior solutions, and there may be infinitely many local non-global minimizers for \((\text{QQ2})\). In addition, projection onto the intersection of two quadratic surfaces no longer has a closed-form solution. All these difficulties make the extension from \((\text{TRS})\) to \((\text{QQ2})\) nontrivial. We list in the following the main contributions of this paper:

- The feasible region of \((\text{QQ2})\) is compact if and only if there is a \(\mu \in \mathbb{R}\) such that \(\mu A_1 + A_2\) is positive definite. (Section 2)
- Any local minimizer of problem \((\text{QQ1})\) is globally optimal. As applications, both Rayleigh quotient problem and total least squares problem have no local non-global minimizer. (Section 3.1)
- The linear independent constraint qualification (LICQ) holds at any local non-global minimizer of \((\text{QQ2})\). (Section 3.2)
- At any local non-global minimizer of \((\text{QQ2})\), strict complementary condition holds and the Hessian of the Lagrangian has exactly one negative eigenvalue. (Section 4.1)
- The standard second-order sufficient condition is proved to be necessary at any strict local non-global minimizer of \((\text{QQ2})\). As an application, any strict local non-global minimizer of \((\text{ETLS})\) enjoys a necessary and sufficient optimality condition. (Sections 4.2 and 4.3)
- There exists a strict local non-global minimizer of \((\text{GCDT})\) and a strict global minimizer of \((\text{QQ2})\) at which the standard second-order sufficient condition is no longer necessary. (Section 5)
- Problem \((\text{QQ2})\) may have a non-strict local non-global minimizer, and hence there may be infinitely many local non-global minimizers. (Section 5)

Peng and Yuan [24] raised an open question whether there are sufficient conditions that are weaker than the standard second-order sufficient optimality condition for \((\text{GCDT})\). Our result in Section 4.2 gives a negative answer to Peng and Yuan’s open question for any strict local non-global minimizer of the homogeneous \((\text{GCDT})\).

**Notations.** Let \(I\) be the identity matrix of proper dimension. \(A \succ (\succeq)\) denotes that \(A\) is positive (semi)definite. The range space of \(A\) is denoted by \(\text{range}(A)\), \(\lambda_{\text{min}}(A)\) is the minimal eigenvalue of \(A\). Let \(\text{span}\{v_1, v_2, \cdots, v_k\}\) be the subspace consisting of all linear combinations of the vectors \(v_1, v_2, \cdots, v_k\). Denote the diagonal matrix with diagonal components \(a_1, a_2, \cdots, a_n\) by \(\text{diag}(a_1, a_2, \cdots, a_n)\). For any smooth vector-valued function \(g: \mathbb{R}^n \to \mathbb{R}^m (m \geq 1)\), \(g', g'',\) and \(g'''\) denote the first, second, and third derivatives of \(g\), respectively.
2. Preliminaries. In this section, we present some known results which will be used in the later analysis. A new observation in this section is that the feasible region of (QQ2) is compact if and only if there is a \( \mu \in \mathbb{R} \) such that \( \mu A_1 + A_2 \succ 0 \).

**Lemma 2.1.** ([24, Lemma 3.10]) If \( C \in \mathbb{R}^{n \times n} \) is a symmetric indefinite matrix, then \( \text{span}\{v : v^T Cv = 0\} = \mathbb{R}^n \).

**Lemma 2.2** (Finsler’s lemma, [25]). Let \( A, B \) be symmetric matrices in \( \mathbb{R}^{n \times n} \). The following two statements are equivalent.

1. \( x \neq 0, x^T B x = 0 \implies x^T A x > 0 \).
2. There is a \( \mu \in \mathbb{R} \) such that \( A + \mu B \succ 0 \).

**Lemma 2.3.** (S-lemma, [32], [26, Theorem 2.2]) Let \( q, c : \mathbb{R}^n \to \mathbb{R} \) be quadratic functions with \( c(\bar{x}) < 0 \) for some \( \bar{x} \in \mathbb{R}^n \). The following two statements are equivalent.

1. \( c(x) \leq 0 \implies q(x) \geq 0 \).
2. There is a \( \beta \geq 0 \) such that \( q(x) + \beta c(x) \geq 0, \forall x \in \mathbb{R}^n \).

**Theorem 2.4.** (Necessary and sufficient condition for the global minimizer of the generalized (TRS), [21, Theorem 3.2]) Let \( q, c : \mathbb{R}^n \to \mathbb{R} \) be quadratic functions. Assume \( \nabla^2 c \neq 0 \) and

\[
\inf \{ c(x) : x \in \mathbb{R}^n \} < 0 < \sup \{ c(x) : x \in \mathbb{R}^n \}.
\]

A vector \( x^* \) is a global minimizer of the problem \( \min \{ q(x) : c(x) = 0 \} \) if and only if \( c(x^*) = 0 \) and there is a Lagrangian multiplier \( \alpha \in \mathbb{R} \) such that the Karush-Kuhn-Tucker (KKT) condition \( \nabla q(x^*) + \alpha \nabla c(x^*) = 0 \) holds and \( \nabla^2 q(x^*) + \alpha \nabla^2 c(x^*) \succeq 0 \).

**Theorem 2.5.** (Necessary and sufficient condition for the global minimizer of (QQ2), [27, Theorem 6.1]) Suppose that \( n \geq 3 \) and

\[ (C1) \quad \exists \mu \in \mathbb{R}^2 : \mu_1 A_1 + \mu_2 A_2 \succ 0, \]
\[ (C2) \quad \exists x^0 \in \mathbb{R}^n : q_1(x^0) = 1, q_2(x^0) < 1. \]

Then \( x^* \) is a global minimizer of (QQ2) if and only if there exist \( \alpha \in \mathbb{R} \) and \( \beta \geq 0 \) such that

\[ (2.2) \quad (A_0 + \alpha A_1 + \beta A_2) x^* = 0, \]
\[ (2.3) \quad q_1(x^*) = 1, \quad q_2(x^*) \leq 1, \]
\[ (2.4) \quad \beta (q_2(x^*) - 1) = 0, \quad A_0 + \alpha A_1 + \beta A_2 \succeq 0. \]

**Remark 2.6.** Theorem 2.5 holds true if we replace the assumption (C1) with the slightly generalized assumption

\[ (2.5) \quad \exists \mu \in \mathbb{R}^3 : \mu_1 A_0 + \mu_2 A_1 + \mu_3 A_2 \succ 0, \]

which was proposed by Polyak [27] to guarantee the convexity of the joint numerical range (1.2).

Based on a similar proof of Theorem 2.5 and Remark 2.6, we can show the following characterization of the global minimizer of

\[ (2.6) \quad \min_{x \in \mathbb{R}^n} \{ q_0(x) : q_1(x) = 1, q_2(x) = 1 \}. \]

**Theorem 2.7.** (Necessary and sufficient condition for the global minimizer of (2.6)) Suppose \( n \geq 3 \). Under the assumptions (2.5), (C2) and

\[ (C3) \quad \exists x^1 \in \mathbb{R}^n : q_1(x^1) = 1, \quad q_2(x^1) > 1, \]
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\( x^* \) is a global minimizer of (2.6) if and only if there exist \( \alpha, \beta \in \mathbb{R} \) such that
\[
(A_0 + \alpha A_1 + \beta A_2)x^* = 0, \\
q_1(x^*) = 1, \quad q_2(x^*) = 1,
\]
\[A_0 + \alpha A_1 + \beta A_2 \succeq 0.\]

The assumption (C1) implies that \( A_1 \) and \( A_2 \) are simultaneously diagonalizable by congruence, see [17] and references therein. Nesterov [23] observed that his approximation algorithm for quadratic optimization with separable constraints can be applied to (QQ2) under the assumption (C1).

The minimum of (QQ2) is attained if its feasible region is compact. In the following, we show that the assumption (C1) is weaker than the compactness assumption.

**Theorem 2.8.** (i) Suppose \( n \geq 3 \) and \( E = \{ x : x^T A_1 x = 1, x^T A_2 x = 1 \} \) is nonempty. Then \( E \) is compact if and only if (C1) holds.

(ii) Suppose \( n \geq 3 \) and \( F = \{ x : x^T A_1 x = 1, x^T A_2 x \leq 1 \} \) is nonempty. Then \( F \) is compact if and only if there exists a scalar \( \mu \in \mathbb{R} \) such that \( \mu A_1 + A_2 \succeq 0 \).

**Proof.** (i) Sufficiency. \( E \) is clearly closed. Under the assumption (C1), we have
\[
E \subseteq \{ x : x^T (\mu_1 A_1 + \mu_2 A_2) x = \mu_1 + \mu_2 \} \\
\subseteq \{ x : x^T (\mu_1 A_1 + \mu_2 A_2) x \leq \mu_1 + \mu_2 \},
\]
and hence \( E \) is bounded.

Necessity. We first assume that (C2) and (C3) hold. Since \( E \) is compact, the global minimum of
\[
(2.7) \quad \min_{x \in \mathbb{R}^n} \{ -x^T \vec{x} : x^T A_1 x = 1, x^T A_2 x = 1 \}
\]
is attainable. Let \( x^* \) be a global minimizer. The assumption (2.5) holds for problem (2.7) with \( \mu = (-1, 0, 0)^T \). According to Theorem 2.7, there exist \( \mu_1, \mu_2 \in \mathbb{R} \) such that \( -I + \mu_1 A_1 + \mu_2 A_2 \succeq 0 \), which implies that \( \mu_1 A_1 + \mu_2 A_2 \succeq 0 \).

Next, we assume that (C2) does not hold, that is, \( \min \{ x^T A_2 x : x^T A_1 x = 1 \} \geq 1 \). As we have assumed that \( E \neq \emptyset \), it holds that
\[
(2.8) \quad \min \{ x^T A_2 x : x^T A_1 x = 1 \} = 1.
\]
Actually, any vector in \( E \) is a global minimizer of problem (2.8). By Theorem 2.4, \( x^* \) is a global minimizer of (2.8) if and only if there exists a scalar \( \alpha \in \mathbb{R} \) such that
\[
(2.9) \quad (A_2 + \alpha A_1)x^* = 0, \\
(2.10) \quad x^T A_1 x^* = 1, \\
(2.11) \quad A_2 + \alpha A_1 \succeq 0.
\]
It follows from (2.8)-(2.10) that \( \alpha = -1 \). Then (2.11) reduces to
\[
(2.12) \quad A_2 - A_1 \succeq 0,
\]
which implies that
\[
(2.13) \quad (A_2 - A_1)x = 0 \iff x^T (A_2 - A_1)x = 0.
\]
Therefore, we have
\[
E = \{ x : (A_2 - A_1)x = 0, x^T A_1 x = 1 \} = \{ v y : g^T V^T A_1 V y = 1 \},
\]
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where the columns of \( V \in \mathbb{R}^{n \times r} \) form the basis of the null space of \( A_2 - A_1 \). Since \( V \) is of full column-rank, \( E \) is nonempty and bounded if and only if \( \{ y : y^T V^T A_1 V y = 1 \} \) is nonempty and bounded, which is equivalent to \( V^T A_1 V > 0 \). That is,

\[
(2.14) \quad x \neq 0, \ (A_2 - A_1)x = 0 \implies x^T A_1 x > 0.
\]

According to Lemma 2.2, it follows from (2.13)-(2.14) that there exists a scalar \( \mu \in \mathbb{R} \) such that

\[
(2.15) \quad A_1 + \mu(A_2 - A_1) > 0.
\]

Therefore, (C1) holds with the setting \( \mu_1 = 1 - \mu \) and \( \mu_2 = \mu \). The proof under the assumption that (C3) does not hold is similar and hence is omitted.

(ii) The proof of sufficiency is similar to that of (i). We now prove the necessity. We first assume that (C2) holds. It follows from the compactness of \( F \) that there exists a global minimizer of

\[
\min_{x \in \mathbb{R}^n} \{-x^T x : x^T A_1 x = 1, \ x^T A_2 x \leq 1\},
\]

denoted by \( x^* \). The assumption (2.5) holds. According to Theorem 2.5 and Remark 2.6, there are \( \mu_1 \in \mathbb{R}, \mu_2 \geq 0 \) such that \(-I + \mu_1 A_1 + \mu_2 A_2 \geq 0\), which implies (C1). Without loss of generality, we assume \( \mu_2 > 0 \), since in case \( \mu_2 = 0 \) it holds that \( \mu_1 A_1 + \epsilon A_2 > 0 \) for any sufficient small \( \epsilon > 0 \). Then we have

\[
\frac{\mu_1}{\mu_2} A_1 + A_2 > 0.
\]

Now we assume that (C2) does not hold. Then (2.8) holds based on a similar proof for the necessity part in (i). Moreover, also similar to the proof of (i), there is a \( \mu \in \mathbb{R} \) such that (2.12) and (2.15) hold. Therefore, for all \( \lambda \geq \mu \), it holds that \( A_1 + \lambda(A_2 - A_1) > 0 \). Taking a \( \lambda > 0 \) yields that

\[
\frac{1 - \lambda}{\lambda} A_1 + A_2 > 0.
\]

We list in the end of this section the standard second-order necessary and sufficient optimality conditions for local minimizers of (QQ2), respectively.

**Lemma 2.9.** (Standard second-order necessary condition, see [12, Chapter 9], [19, Chapter 11]) Let \( x^* \) be a local minimizer of (QQ2) with \( q_2(x^*) = 1 \) where LICQ holds. There exist \( \alpha \in \mathbb{R} \) and \( \beta \geq 0 \) satisfying (2.2)-(2.4). Moreover, if \( \beta > 0 \),

\[
(2.16) \quad v^T (A_0 + \alpha A_1 + \beta A_2) v \geq 0, \ \forall v \text{ such that } v^T A_1 x^* = 0 \text{ and } v^T A_2 x^* = 0.
\]

If \( \beta = 0 \),

\[
(2.17) \quad v^T (A_0 + \alpha A_1 + \beta A_2) v \geq 0, \ \forall v \text{ such that } v^T A_1 x^* = 0 \text{ and } v^T A_2 x^* \leq 0.
\]

**Lemma 2.10.** (Standard second-order sufficient condition, see [12, Chapter 9], [19, Chapter 11]) Let \( x^* \) be a feasible solution of (QQ2) with \( q_2(x^*) = 1 \). If there exist \( \alpha \in \mathbb{R} \) and \( \beta > 0 \) satisfying (2.2) and

\[
(2.18) \quad v^T (A_0 + \alpha A_1 + \beta A_2) v > 0, \ \forall v \neq 0 \text{ such that } v^T A_1 x^* = 0 \text{ and } v^T A_2 x^* = 0.
\]

Then \( x^* \) is a strict local minimizer of (QQ2).
3. Situations without local non-global minimizer. In this section, we identify the situations when (QQ2) has no local non-global minimizer. As a key lemma, we first show that any local minimizer of (QQ1) is globally optimal.

3.1. Local minimizers of (QQ1). We show that any local minimizer of (QQ1) is globally optimal. As applications, not only the inequality constraint of (QQ2) is binding at any local non-global minimizer, but also both (RQ) and (TLS) have no local non-global minimizer.

The necessary and sufficient optimality condition for the global minimizer of (QQ1) is a corollary of Theorem 2.4. Essentially, the hidden convexity of (QQ1) is due to Dines’ theorem [11].

**Lemma 3.1.** Suppose that problem (QQ1) has a feasible solution. Then \( x^* \) is a global minimizer of (QQ1) if and only if there exists a scalar \( \alpha \in \mathbb{R} \) such that

\[
\begin{align*}
(3.1) & \quad (A_0 + \alpha A_1)x^* = 0, \\
(3.2) & \quad x^T A_1 x^* = 1, \\
(3.3) & \quad A_0 + \alpha A_1 \succeq 0.
\end{align*}
\]

**Proof.** Let \( x_0 \) be a feasible solution for (QQ1). Then it holds that \( A_1 \neq 0 \) and

\[
0^T A_1 0 - 1 < 0 < (2x_0)^T A_1 (2x_0) - 1.
\]

That is, the assumption (2.1) holds. Applying Theorem 2.4 to (QQ1) yields (3.1)-(3.3). \( \Box \)

As independently proved in [14, Lemma 2.1] and [20, Lemma 3.2], problem (QQ1) with \( A_1 = I \) has no local non-global minimizer. In this section, we show that this property holds for the general (QQ1).

**Theorem 3.2.** Any local minimizer of problem (QQ1) is globally optimal.

**Proof.** Let \( x^* \) be a local minimizer of (QQ1). It follows from the feasibility of \( x^* \) that \( x^* \neq 0 \) and \( A_1 x^* \neq 0 \). By the second-order necessary optimality condition, there exists a scalar \( \alpha \in \mathbb{R} \) satisfying (3.1)-(3.2), and

\[
(3.4) \quad v^T (A_0 + \alpha A_1) v \geq 0, \quad \forall v \in P := \{ v \in \mathbb{R}^n : v^T A_1 x^* = 0 \}.
\]

We claim that \( A_0 + \alpha A_1 \) has no negative eigenvalue, i.e., (3.3) holds. According to Lemma 3.1, \( x^* \) is a global minimizer of (QQ1). Suppose, on the contrary, \( A_0 + \alpha A_1 \not\succeq 0 \). Then it follows from (3.4) that \( A_0 + \alpha A_1 \) has exactly one negative eigenvalue, denoted by \( \lambda_1(<0) \), and the corresponding eigenspace is \( \text{span}\{v_1\} \), where \( v_1 \) is a unit eigenvector. It follows from (3.1) and \( x^* \neq 0 \) that \( A_0 + \alpha A_1 \) has a zero eigenvalue. The corresponding orthogonal unit-eigenvectors are denoted by \( v_2, \ldots, v_k \) \( (k \geq 2) \).

Since \( \text{span}\{v_1, v_2\} \) is of dimension two and \( P \) is an \((n-1)\)-dimensional subspace, \( \text{span}\{v_1, v_2\} \cap P \) is a subspace of dimension at least one, i.e.,

\[
(3.5) \quad \dim(\text{span}\{v_1, v_2\} \cap P) \geq 1.
\]

For any nonzero \( v \in \text{span}\{v_1, v_2\} \cap P \), let \( v = a_1 v_1 + a_2 v_2 \) for \( a_1, a_2 \in \mathbb{R} \). Since \( (A_0 + \alpha A_1) v_2 = 0 \), we have \( v^T (A_0 + \alpha A_1) v = a_1^2 v_1^T (A_0 + \alpha A_1) v_1 \). It follows from (3.4) and the fact \( v_1^T (A_0 + \alpha A_1) v_1 < 0 \) that \( a_1 = 0 \). We obtain

\[
(3.6) \quad \text{span}\{v_1, v_2\} \cap P \subseteq \text{span}\{v_2\}.
\]

Combining (3.5) with (3.6) yields that

\[
\text{span}\{v_1, v_2\} \cap P = \text{span}\{v_2\}.
\]
Then it holds that \( v_j^T A_1 x^* = 0 \). Similarly, we have
\[(3.7)\quad v_j^T A_1 x^* = 0, \quad \forall j = 2, \cdots, k.\]

It follows from (3.1) that \( x^* \in \text{span}\{v_2, \cdots, v_k\} \). Then there exist \( b_2, \cdots, b_k \in \mathbb{R} \) such that \( x^* = b_2 v_2 + \cdots + b_k v_k \). According to (3.7), we have
\[x^*^T A_1 x^* = \sum_{i=2}^{k} b_i v_i^T A_1 x^* = 0,\]
which contradicts (3.2).

**Corollary 3.3.** Any local minimizer of problem
\[(3.8)\quad \min_{x \in \mathbb{R}^n} \{q_0(x) : q_1(x) \leq 1\},\]
is globally optimal.

**Proof.** Let \( x^* \) be a local minimizer of (3.8). If \( q_1(x^*) < 1 \), it holds that \( A_0 \succeq 0 \) and hence \( x^* \) is a global minimizer. Now we assume that
\[(3.9)\quad q_1(x^*) = 1.\]

Then \( A_1 x^* \neq 0 \) and LICQ holds at \( x^* \). According to the KKT condition, there exists a scalar \( \alpha \geq 0 \) such that
\[(3.10)\quad (A_0 + \alpha A_1) x^* = 0.\]

Meanwhile, by (3.9), \( x^* \) is a local minimizer of (QQ1). It follows from Theorem 3.2 that \( x^* \) is a global minimizer of (QQ1). Therefore, by Lemma 3.1, there exists a scalar \( \beta \in \mathbb{R} \) such that
\[(3.11)\quad (A_0 + \beta A_1) x^* = 0,\]
\[(3.12)\quad A_0 + \beta A_1 \succeq 0.\]

It follows from (3.10)-(3.11), and the fact \( A_1 x^* \neq 0 \) that \( \alpha = \beta \). Then, for any \( x \in \mathbb{R}^n \) such that \( x^T A_1 x \leq 1 \), we have
\[x^T A_0 x = x^T (A_0 + \beta A_1) x - \beta x^T A_1 x \geq 0 - \beta = x^T A_0 x^*,\]
where the inequality follows from (3.12) and \( \beta = \alpha \geq 0 \), and the last equality is due to (3.9) and (3.11). Hence, \( x^* \) is a global minimizer of (3.8).

**Corollary 3.4.** If \( x^* \) is a local minimizer of (QQ2) with \( q_2(x^*) < 1 \), then \( x^* \) is a global minimizer of (QQ2).

**Proof.** Since \( q_2(x^*) < 1 \), \( x^* \) is a local minimizer of (QQ1). According to Theorem 3.2, \( x^* \) is a global minimizer of (QQ1). Since \( x^* \) belongs to the feasible region of (QQ2), which is a subset of that of (QQ1), \( x^* \) remains a global minimizer of (QQ2).

**Corollary 3.5.** The Rayleigh quotient problem (RQ) with \( A_1 \succ 0 \) has no local non-global minimizer.

**Proof.** Let \( x^* \neq 0 \) be a local minimizer of (RQ). One can verify that
\[y^* = \frac{x^*}{\sqrt{x^T A_1 x^*}}\]
is a local minimizer of (QQ1). By Theorem 3.2, it holds that $y^*$ is a global minimizer of (QQ1). Then for any $x \neq 0$, we have

$$
\frac{x^T A_0 x}{x^T A_1 x} = \left( \frac{x}{\sqrt{x^T A_1 x}} \right)^T A_0 \left( \frac{x}{\sqrt{x^T A_1 x}} \right) \geq y^* \frac{x^T A_0 x^*}{x^T A_1 x^*},
$$

where the inequality follows from the global optimality of $y^*$ and the feasibility of $x/\sqrt{x^T A_1 x}$ for (QQ1). Hence $x^*$ is a global minimizer of (RQ).

Corollary 3.6. The total least squares problem (TLS) has no local non-global minimizer.

Proof. Introducing the generalized Charnes-Cooper transformation [7]

$$
y(x) = \frac{x}{\sqrt{1 + x^T x}} \in \mathbb{R}^n, \quad z(x) = \frac{1}{\sqrt{1 + x^T x}} \in \mathbb{R}
$$

reformulates the right side of (TLS) as

$$
\min_{y \in \mathbb{R}^n, z \in \mathbb{R}} \{ \| A y - b z \|^2 : y^T y + z^2 = 1 \}.
$$

Let $x^*$ be a local minimizer of (TLS). Define $y^* = y(x^*)$ and $z^* = z(x^*)$. Then $z^* \neq 0$ and $x^* = y^*/z^*$. We claim that $(y^*, z^*)$ is a local minimizer of (3.14). Suppose, on the contrary, there exist $(y_k, z_k)$ $(k = 1, 2, \cdots)$ such that

$$
y_k^T y_k + z_k^2 = 1, \quad z_k \neq 0 \quad (k = 1, 2, \cdots), \quad \lim_{k \to \infty} (y_k^T, z_k)^T = (y^* T, z^* T)
$$

and $\| A y_k - b z_k \|^2 < \| A y^* - b z^* \|^2$. Define $x_k = y_k/z_k$. Then $\lim_{k \to \infty} x_k = x^*$ and

$$
\frac{\| A x_k - b \|^2}{\| x_k \|^2 + 1} = \| A y_k - b z_k \|^2 < \| A y^* - b z^* \|^2 = \frac{\| A x^* - b \|^2}{\| x^* \|^2 + 1},
$$

which contradicts the fact that $x^*$ is a local minimizer of (TLS). By Theorem 3.2, $(y^*, z^*)$ is a global minimizer of (3.14). Then for any given $x$, let $(y, z) = (y(x), z(x))$ and we have

$$
\frac{\| A x - b \|^2}{\| x \|^2 + 1} = \| A y - b z \|^2 \geq \| A y^* - b z^* \|^2 = \frac{\| A x^* - b \|^2}{\| x^* \|^2 + 1},
$$

where the inequality follows from the global optimality of $(y^* T, z^* T)$ and the feasibility of $(y^T, z) T$ for (3.14). Hence, $x^*$ is a global minimizer of (TLS).

3.2. LICQ and local minimizers of (QQ2). We prove that any local minimizer of (QQ2) at which LICQ does not hold must be a global minimizer.

We additionally assume (C3). Otherwise, if the assumption (C3) does not hold, we have

$$\{ x : q_1(x) = 1, \quad q_2(x) \leq 1 \} = \{ x : q_1(x) = 1 \}.$$

Then (QQ2) reduces to (QQ1), and hence it has no local non-global minimizer according to Theorem 3.2.

Lemma 3.7. Under the assumptions (C2)-(C3), $A_2 - A_1$ is indefinite.

Proof. The assumptions (C2)-(C3) imply that

$$(x^0)^T (A_2 - A_1) x^0 < (x^1)^T (A_2 - A_1) x^1.$$

Therefore, $A_2 - A_1$ is indefinite.
Then, we have
\[ x = \text{minimizer of } \phi. \]
We can further verify that \( A_1x^* \) and \( A_2x^* \) are linearly dependent. Without loss of generality, we assume that there is a \( \beta \in \mathbb{R} \) such that \( A_1x^* = \beta A_2x^* \). It follows from \( q_1(x^*) = q_2(x^*) = 1 \) that \( \beta = 1 \) and
\[
(A_2 - A_1)x^* = 0.
\] According to Lemma 3.7, \( A_2 - A_1 \) is indefinite. Then there is a nonzero \( v \in \mathbb{R}^n \) satisfying
\[
v^T(A_2 - A_1)v \leq 0.
\] Given any such \( v \), the parametric curve
\[
x(t) := \frac{x^* + tv}{\sqrt{(x^* + tv)^TA_1(x^* + tv)}}
\]
is well defined, since \( x^*^TA_1x^* = 1 \) and then \( (x^* + tv)^TA_1(x^* + tv) > 0 \) for sufficiently small \( |t| \). It follows from the definition of \( x(t) \) that
\[
x(t)^TA_1x(t) = 1.
\] Combining the inequality (3.16) with the equation (3.15) yields that
\[
x(t)^T(A_2 - A_1)x(t) \leq 0.
\] It follows from (3.17) and (3.18) that
\[
x(t)^TA_2x(t) \leq 1.
\] According to (3.17) and (3.19), \( x(t) \) is feasible for (QQ2) for sufficiently small \( |t| \).
Consider the objective function value \( q_0 \) over the local feasible solution curve \( x(t) \):
\[
\phi(t) := q_0(x(t)) = x(t)^TA_0x(t).
\] Elementary analysis shows that
\[
\phi'(t) = 2x(t)^TA_0x'(t), \quad \phi''(t) = 2x(t)^TA_0x''(t) + 2x'(t)^TA_0x'(t).
\] We can further verify that \( x(0) = x^* \) and
\[
x'(0) = v - (v^TA_1x^*)x^*, \quad x''(0) = [3(v^TA_1x^*)^2 - v^TA_1v]x^* - 2(v^TA_1x^*)v.
\] Then, we have
\[
\phi'(0) = 2v^T[A_0 + wA_1]x^*,
\]
\[
\phi''(0) = -8(v^TA_1x^*)v^T(A_0 + wA_1)x^* + 2v^T(A_0 + wA_1)v,
\] where \( w = -x^*^TA_0x^* \). Since \( x^* \) is a local minimizer of (QQ2), the origin 0 is a local minimizer of \( \phi(t) \). It holds that \( \phi'(0) = 0 \) and \( \phi''(0) \geq 0 \). By (3.16) and (3.20), we have
\[
v^T(A_2 - A_1)v \leq 0 \implies v^T(A_0 + wA_1)x^* = 0,
\]
which implies that
\[(3.22) \quad v \in \text{span}\{v : v^T(A_2 - A_1)v \leq 0\} \implies v^T(A_0 + wA_1)x^* = 0.\]
Since $A_2 - A_1$ is indefinite, by Lemma 2.1, we have
\[\mathbb{R}^n = \text{span}\{v : v^T(A_2 - A_1)v = 0\} \subseteq \text{span}\{v : v^T(A_2 - A_1)v \leq 0\} \subseteq \mathbb{R}^n.\]
Combining this fact with (3.22) yields that
\[(3.23) \quad (A_0 + wA_1)x^* = 0.\]
By substituting (3.23) into (3.21), we obtain
\[\phi''(0) = 2v^T(A_0 + wA_1)v.\]
It follows from (3.16) and $\phi''(0) \geq 0$ that
\[v^T(A_2 - A_1)v \leq 0 \implies v^T(A_0 + wA_1)v \geq 0.\]
By Lemma 2.3, there exists a scalar $\beta \geq 0$ such that
\[A_0 + wA_1 + \beta(A_2 - A_1) \succeq 0.\]
According to (3.15) and (3.23), we obtain (2.2) with $\alpha = w - \beta$ and $\beta \geq 0$. Therefore, according to Theorem 2.5, $x^*$ is a global minimizer of (QQ2).

4. Optimality conditions for local non-global minimizers of (QQ2). For (QQ2), we first study necessary optimality conditions for local non-global minimizers, and then establish a necessary and sufficient condition for the strict local non-global minimizer.

4.1. Necessary conditions for local non-global minimizers. Let $x^*$ be a local non-global minimizer of (QQ2). According to Corollary 3.4, we have
\[(4.1) \quad q_1(x^*) = q_2(x^*) = 1.\]
Theorem 3.8 implies that LICQ holds at $x^*$. We first show that strict complementary condition holds at $x^*$. According to Lemma 2.9, the Hessian of the Lagrangian at $x^*$ has at most two negative eigenvalues. We further prove that it has exactly one negative eigenvalue.

Theorem 4.1. Suppose that Polyak’s assumptions (C1)-(C2) hold. Strict complementary condition holds at the local non-global minimizer of (QQ2).
Proof. Let $x^*$ be a local non-global minimizer of (QQ2). As mentioned above, we have (4.1) and LICQ holds at $x^*$. By Lemma 2.9, there exist $\alpha \in \mathbb{R}$ and $\beta \geq 0$ such that (2.2)-(2.4) hold. Now it is sufficient to prove $\beta > 0$. Suppose, on the contrary, it holds that $\beta = 0$. We first claim that
\[(4.2) \quad v^T(A_0 + \alpha A_1)v \geq 0, \forall v \in \mathbb{R}^n \text{ such that } v^T(A_2 - A_1)x^* \leq 0.\]
Notice that
\[v^T(A_0 + \alpha A_1)v = (-v)^T(A_0 + \alpha A_1)(-v).\]
It follows from (4.2) that
\[(4.3) \quad A_0 + \alpha A_1 \succeq 0.\]
Since (2.2)-(2.4) and (4.3) hold with $\alpha \in \mathbb{R}$, $\beta = 0$, according to Theorem 2.5, $x^*$ is a global minimizer of (QQ2). We obtain a contradiction as $x^*$ is assumed to be a local non-global minimizer.

Now we prove (4.2). Suppose, on the contrary, (4.2) does not hold, there exists a vector $v \in \mathbb{R}^n$ such that

\begin{align}
4.4 \quad & v^T(A_2 - A_1)x^* \leq 0, \\
4.5 \quad & v^T(A_0 + \alpha A_1)v < 0.
\end{align}

Define $\bar{v} = v - (v^T A_1 x^*) x^*$. It follows from (4.1) and (4.4) that $\bar{v}^T A_1 x^* = 0$ and $\bar{v}^T A_2 x^* \leq 0$. By (2.2), (4.5) and $\beta = 0$, we obtain

$$\bar{v}^T (A_0 + \alpha A_1) \bar{v} < 0,$$

which contradicts the second-order necessary condition (2.17).

Theorem 4.2. Suppose that Polyak’s assumptions (C1)-(C2) hold. Let $x^*$ be a local non-global minimizer of (QQ2). There exist $\alpha \in \mathbb{R}$ and $\beta > 0$ such that (2.2)-(2.4) hold. Then $A_0 + \alpha A_1 + \beta A_2$ has exactly one negative eigenvalue.

Proof. First, (4.1) holds at $x^*$. By Theorem 4.1, there exist $\alpha \in \mathbb{R}$ and $\beta > 0$ such that (2.2)-(2.4) hold. Lemma 2.9 implies (2.16). We claim that

\begin{align}
4.6 \quad & v^T(A_0 + \alpha A_1 + \beta A_2)v \geq 0, \quad \forall v \in \mathbb{R}^n \text{ such that } v^T(A_2 - A_1)x^* = 0,
\end{align}

which implies that $A_0 + \alpha A_1 + \beta A_2$ has at most one negative eigenvalue. Suppose, on the contrary, there is a $v \in \mathbb{R}^n$ such that

\begin{align}
4.7 \quad & v^T(A_2 - A_1)x^* = 0, \\
4.8 \quad & v^T(A_0 + \alpha A_1 + \beta A_2)v < 0.
\end{align}

Define $\bar{v} = v - (v^T A_1 x^*) x^*$. By (4.1) and (4.7), we have $\bar{v}^T A_1 x^* = \bar{v}^T A_2 x^* = 0$. It follows from (2.2) and (4.8) that

$$\bar{v}^T (A_0 + \alpha A_1 + \beta A_2) \bar{v} < 0,$$

which contradicts (2.16).

On the other hand, since $x^*$ is a non-global minimizer of (QQ2), $A_0 + \alpha A_1 + \beta A_2$ has at least one negative eigenvalue by Theorem 2.5. The proof is complete.

Remark 4.3. For (GCDT), the Hessian of the Lagrangian at the local minimizer has at most two negative eigenvalues [24]. There exists an example to show the tightness of this over-estimation [24]. Combining Lemma 3.1 and Theorem 4.2 implies that the homogeneous (QQ2) has a tighter necessary optimality condition.

4.2. Necessary and sufficient condition for the strict local non-global minimizer. In this subsection, we show that the standard second-order sufficient optimality condition is necessary for any strict local non-global minimizer of (QQ2).

Theorem 4.4. Suppose that Polyak’s assumptions (C1)-(C2) hold. Then $x^*$ is a strict local non-global minimizer of (QQ2) if and only if there exist $\alpha \in \mathbb{R}$ and $\beta > 0$ satisfying (2.2)-(2.4), (2.18) and $A_0 + \alpha A_1 + \beta A_2 \not\preceq 0$.

Proof. The sufficiency directly follows from Lemma 2.10 and Theorem 2.5. Now we prove the necessity. Let $x^*$ be a strict local non-global minimizer of (QQ2). Then (4.1) holds, and (2.16) follows from Lemma 2.9. By Theorem 4.1, there exist $\alpha \in \mathbb{R}$ and $\beta > 0$ such that (2.2)-(2.4) hold. The corresponding Lagrangian reads as follows

$$L(x) := q_0(x) + \alpha(q_1(x) - 1) + \beta(q_2(x) - 1) = x^T G x - \alpha - \beta,$$
where $G = A_0 + \alpha A_1 + \beta A_2$. Our goal is to prove (2.18). Suppose, on the contrary, there exists a nonzero vector $\tilde{v}$ such that

$\tilde{v}^T A_1 x^* = 0$, $\tilde{v}^T A_2 x^* = 0$, $\tilde{v}^T G \tilde{v} = 0$.

According to (4.1) and (4.9), $\tilde{v}$ and $x^*$ are linearly independent. We break down the remainder of the proof into three cases.

**Case (a).** We first assume that

$\tilde{v}^T (A_2 - A_1) \tilde{v} = 0$.

The following parametric curve

$x(t) := \frac{x^* + t\tilde{v}}{\sqrt{(x^* + t\tilde{v})^T A_1 (x^* + t\tilde{v})}} \sqrt{1 + t^2 \tilde{v}^T A_1 \tilde{v}}$

is well defined for any sufficiently small $|t|$, where the equality holds due to (4.1) and (4.9). Since $\tilde{v}$ and $x^*$ are linearly independent, we have $x(t) \neq x^*$ for $t \neq 0$. It follows from (4.1), (4.9) and (4.11) that

$x(t)^T (A_2 - A_1) x(t) = 0$.

By the definition of $x(t)$ and (4.12), we have

$q_1(x(t)) = q_2(x(t)) = 1$.

Notice that it follows from (2.2) and (4.10) that

$(x^* + t\tilde{v})^T G (x^* + t\tilde{v}) = 0$.

Therefore, for any sufficiently small $|t|$, we have

$q_0(x(t)) = L(x(t)) = x(t)^T G x(t) - (\alpha + \beta) = -(\alpha + \beta) = L(x^*) = q_0(x^*)$,

which contradicts the fact that $x^*$ is a strict minimizer of (QQ2).

**Case (b).** We assume

$\tilde{v}^T (A_2 - A_1) \tilde{v} \neq 0$,

and $\tilde{v}$ is an eigenvector of $G$ corresponding to its zero eigenvalue, i.e.,

$G \tilde{v} = 0$.

By (2.2) and (4.15), the two linear independent vectors $x^*$ and $\tilde{v}$ are both eigenvectors of $G$ corresponding to zero eigenvalue. Notice that $G$ has exactly one negative eigenvalue by Theorem 4.2. Let $w \neq 0$ be an eigenvector of $G$ corresponding to the unique negative eigenvalue. We must have

$w^T (A_2 - A_1) x^* \neq 0$,

otherwise it follows from (4.6) that $w^T G w \geq 0$, which contradicts the definition of $w$.

Define $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ as

$f(s, t) := (x^* + sw + t\tilde{v})^T (A_2 - A_1) (x^* + sw + t\tilde{v})$. 
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It follows from (4.1) and (4.16) that
\[ f(0, 0) = 0, \quad \frac{\partial f}{\partial s}(0, 0) = 2w^T(A_2 - A_1)x^* \neq 0. \]

According to the implicit function theorem, there exist two open intervals \( I, I' \subset \mathbb{R} \) with \( 0 \in I \cap I' \) and a continuous function \( s : I \mapsto I' \) such that \( s(0) = 0 \), and for any \( t \in I \), the point \( s(t) \) is the unique point in \( I' \) satisfying
\[
(4.17) \quad f(s(t), t) = 0.
\]

According to (4.1) and (4.9), expanding \( f(s, t) \) gives
\[ f(s, t) = t^2\bar{v}^T(A_2 - A_1)v + s^2w^T(A_2 - A_1)w + 2sw^T(A_2 - A_1)x^* + 2st\bar{v}^T(A_2 - A_1)w. \]

Then it follows from (4.14) and (4.17) that
\[
(4.18) \quad s(t) \neq 0, \quad \forall t \neq 0.
\]

Define
\[
x(t) := \frac{x^* + tv + s(t)w}{\sqrt{[x^* + tv + s(t)w]^T A_1[x^* + tv + s(t)w]}}.
\]

Since \( \lim_{t \to 0} s(t) = 0 \) and \( \lim_{t \to 0} (x^* + tv + s(t)w)^T A_1(x^* + tv + s(t)w) = 1 \), \( x(t) \) is well defined for any sufficiently small \( |t| \). By the definition of \( x(t) \) and (4.17), elementary computations show that (4.12)-(4.13) hold. For any sufficiently small \( |t| \), we have
\[
(4.19) \quad q_0(x(t)) = L(x(t)) = \frac{s(t)^2w^T Gw}{2[x^* + tv + s(t)w]^T A_1[x^* + tv + s(t)w]} - (\alpha + \beta),
\]

where the second equality follows from (2.2) and (4.15). For any sufficiently small \( |t| \) and \( t \neq 0 \), it follows from (4.18)-(4.19) and the definition of \( w \) that
\[ q_0(x(t)) < -(\alpha + \beta) = L(x^*) = q(x^*), \]

which contradicts that \( x^* \) is a local minimizer of (QQ2).

Case (c). We assume (4.14) and
\[
G\bar{v} \neq 0.
\]

Since the assumption (C1) implies that \( A_1 \) and \( A_2 \) are simultaneously diagonalizable by congruence, up to a linear transformation, we assume that \( A_1 \) and \( A_2 \) are both diagonal,
\[
(4.20) \quad A_1 = \text{diag}(\gamma_1, \ldots, \gamma_n), \quad A_2 = \text{diag}(\lambda_1, \ldots, \lambda_n).
\]

Since \( A_1x^* \) and \( A_2x^* \) are linearly independent, then \( (A_1 - A_2)x^* \neq 0 \). Then, there is an index \( i_0 \in \{1, \ldots, n\} \) such that \( \gamma_{i_0} \neq \lambda_{i_0} \) and \( x^*_{i_0} \neq 0 \). Without loss of generality, we can assume that \( i_0 = 1 \) and
\[
(4.21) \quad x_1^* > 0, \quad \gamma_1 \neq 0, \quad \lambda_1 = 0,
\]

since \(-x^*\) remains a local non-global minimizer, and in case of \( \lambda_1 \neq 0 \) we can replace \( A_2 \) with
\[
\frac{\gamma_1}{\gamma_1 - \lambda_1} A_2 - \frac{\lambda_1}{\gamma_1 - \lambda_1} A_1.
\]
Let \( \bar{I} = \text{diag}(0, 1, \cdots, 1) \) and \( e_1 = (1, 0, \cdots, 0)^T \). Define

\[
y(t) = \frac{\bar{I}(x^* + tv)}{\sqrt{(x^* + tv)^T A_2 (x^* + tv)}}, \quad x(t) = y(t) + \sqrt{\frac{1 - y(t)^T A_1 y(t)}{\gamma_1}} e_1.
\]

Then \( y(t) \) is well defined for sufficiently small \( |t| \) as \( x^* A_2 x^* = 1 \). Notice that

\[
\begin{align*}
y(0) &= (0, x_2^*, \cdots, x_n^*)^T, \\
\frac{1 - y(0)^T A_1 y(0)}{\gamma_1} &= x_1^{*2} > 0,
\end{align*}
\]

(4.23)

\[
x(0) = y(0) + \sqrt{\frac{1 - y(0)^T A_1 y(0)}{\gamma_1}} e_1 = Ix^* + x_1^* e_1 = x^*.
\]

It follows from (4.23) that \( x(t) \) is well defined for any sufficiently small \( |t| \). Moreover, \( x(t) \) is a feasible solution of (QQ2) by verifying that

\[
\begin{align*}
x(t)^T A_2 x(t) &= y(t)^T A_2 y(t) = 1, \\
x(t)^T A_1 x(t) &= y(t)^T A_1 y(t) + \gamma_1 \left( \frac{1 - y(t)^T A_1 y(t)}{\gamma_1} \right)^2 = 1,
\end{align*}
\]

using the fact \( \lambda_1 = 0 \). For any sufficiently small \( |t| \), we define

\[\phi(t) := q_0(x(t)) = L(x(t)) = x(t)^T G x(t) - (\alpha + \beta).\]

Elementary analysis shows that

\[
\begin{align*}
\phi'(0) &= 2x(0)^T G x'(0), \\
\phi''(0) &= 2x(0)^T G x''(0) + 2x'(0)^T G x'(0), \\
\phi'''(0) &= 2x(0)^T G x'''(0) + 6x'(0)^T G x''(0),
\end{align*}
\]

which can be further simplified to

\[
\begin{align*}
\phi'(0) &= 2\bar{v}^T Gx^* = 0, \\
\phi''(0) &= 2\bar{v}^T G\bar{v} = 0, \\
\phi'''(0) &= \frac{6\bar{v}^T (A_2 - A_1)\bar{v}}{\gamma_1 x_1^*} e_1^T G\bar{v}, \tag{4.24}
\end{align*}
\]

by using the equalities (2.2), (4.9)-(4.10), and

\[
\begin{align*}
y'(0) &= \bar{I}\bar{v}, \quad y''(0) = -(\bar{v}^T A_2 \bar{v}) \bar{I} x^*, \\
x'(0) &= \bar{v}, \quad x''(0) = -(\bar{v}^T A_2 \bar{v}) x^* + \frac{\bar{v}^T (A_2 - A_1) \bar{v}}{\gamma_1 x_1^*} e_1.
\end{align*}
\]

Let \( W \in \mathbb{R}^{n \times (n-2)} \) be the matrix whose columns form a basis of the subspace

\[
\{ v : v^T A_1 x^* = 0, \quad v^T A_2 x^* = 0 \}.
\]

That is, \( W^T A_1 x^* = W^T A_2 x^* = 0 \), and \( W \) is of full column-rank. For \( \bar{v} \neq 0 \) satisfying (4.9)-(4.10), there exists a nonzero \( \bar{u} \in \mathbb{R}^{n-2} \) such that \( \bar{v} = W\bar{u} \) and

\[
u^T W^T G W \bar{u} = 0. \tag{4.25}
\]
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By Lemma 2.9, we have

\[ W^T GW = W^T (A_0 + \alpha A_1 + \beta A_2) W \succeq 0. \] \tag{4.26} 

It implies from (4.25)-(4.26) that

\[ 0 = W^T GW \tilde{u} = W^T \tilde{G} \tilde{v}. \]

Therefore, by the definition of \( W \), there exist \( \theta_1, \theta_2 \in \mathbb{R} \) such that

\[ \tilde{G} \tilde{v} = \theta_1 A_1 x^* + \theta_2 A_2 x^*. \] \tag{4.27} 

Left-multiplying both sides of the equality by \( x^* \) yields that

\[ x^* \tilde{G} \tilde{v} = \theta_1 x^* A_1 x^* + \theta_2 x^* A_2 x^* = \theta_1 + \theta_2, \]

where the second equality follows from (4.1). By (2.2), we have \( x^* \tilde{G} = 0 \) and hence \( \theta_1 + \theta_2 = 0 \). Replacing \( \theta_1 \) with \(-\theta_2\) in (4.27) yields that

\[ \tilde{G} \tilde{v} = \theta_2 (A_2 - A_1) x^*. \] \tag{4.28} 

It follows from (4.20) and (4.28) that \( \theta_2 \neq 0 \). Substituting (4.28) into (4.24) gives

\[ \phi'''(0) = \frac{6\tilde{v}^T (A_2 - A_1) \tilde{v}}{\gamma_1 x_1^*} x_1^* \tilde{G} \tilde{v} = -6\theta_2 \tilde{v}^T (A_2 - A_1) \tilde{v}, \]

where the second equality follows from (4.21)-(4.22). Then it implies from (4.14) and the fact \( \theta_2 \neq 0 \) that \( \phi'''(0) \neq 0 \), which contradicts the fact that \( x^* \) is a local minimizer of (QQ2).

The above proof of Theorem 4.4 leads to a characterization of the strictness of the local non-global minimizer of (QQ2).

**Corollary 4.5.** Suppose that Polyak’s assumptions (C1)-(C2) hold. Let \( x^* \) be a local non-global minimizer of (QQ2). Then \( x^* \) is non-strict if and only if there exists a nonzero vector \( \bar{v} \) satisfying (4.9)-(4.11).

**Proof.** Let \( x^* \) be a local non-global minimizer of (QQ2). There exist \( \alpha \in \mathbb{R} \) and \( \beta > 0 \) such that (2.2)-(2.4) and (2.16). If (2.18) holds, then \( x^* \) is a strict local solution. We assume (2.18) does not hold. According to the proof of Theorem 4.4, Cases (b) and (c) cannot happen as \( x^* \) is a local non-global minimizer. We only have Case (a) where (4.9)-(4.11) hold and \( x^* \) is a non-strict local non-global minimizer. \( \square \)

**4.3. Applications.** In this subsection, we apply the main result established in Section 4.2 to the special cases (TRS) and (ETLS).

First we can recover the recently established necessary and sufficient optimality condition for the local non-global minimizer of (TRS) due to Wang and Xia [30].

**Theorem 4.6 ([30]).** \( y^* \) is a local non-global minimizer of (TRS) if and only if there exists a unique Lagrangian multiplier \( \mu > 0 \) such that

\[ (Q + \mu I)y^* + b = 0, \] \tag{4.29} 

\[ y^* y^* = 1, \] \tag{4.30} 

\[ v^T (Q + \mu I)v > 0, \forall v \neq 0 \text{ such that } v^* v = 0, \] \tag{4.31} 

\[ Q + \mu I \not\preceq 0. \] \tag{4.32} 
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Proof. First, $y^*$ is a strict local non-global minimizer of (TRS) if and only if $x^* = (y^T, 1)^T$ is that of problem (1.1), which is a special case of $(n+1)$-dimensional (QQ2) with

$$A_0 = \begin{bmatrix} Q & b \\ b^T & 0 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix}.$$  

Then Polyak’s assumptions (C1)-(C2) hold. According to Theorem 4.4, $x^*$ is a strict local non-global minimizer of (1.1) if and only if there exist $\alpha \in \mathbb{R}, \beta > 0$ such that

$$\begin{align*}
(Q + \beta I)y^* + b &= 0, \quad b^Ty^* + \alpha = 0, \\
y^Ty^* \leq 1, \quad \beta(y^Ty^* - 1) &= 0, \\
v^T(Q + \beta I)v &> 0, \quad \forall v \neq 0 \text{ such that } v^Ty^* = 0, \\
\begin{bmatrix} Q + \beta I & b \\ b^T & \alpha \end{bmatrix} &\not\preceq 0.
\end{align*}$$

Since $\beta > 0$, (4.35) is equivalent to $y^Ty^* = 1$. By (4.34), we have

$$\begin{bmatrix} I & 0 \\ y^T & 1 \end{bmatrix} \begin{bmatrix} Q + \beta I & b \\ b^T & \alpha \end{bmatrix} \begin{bmatrix} I \\ y^* \end{bmatrix} = \begin{bmatrix} Q + \beta I & 0 \\ 0 & 0 \end{bmatrix},$$

which implies that (4.37) holds if and only if (4.32) is true. Therefore, the necessary and sufficient condition (4.34)-(4.37) are equivalent to (4.29)-(4.32) with $\mu = \beta$.

The remaining proof is to show the strictness of the local non-global minimizer $y^*$ of (TRS). If this is not true, according to Corollary 4.5, there exists a nonzero vector $v \in \mathbb{R}^{n+1}$ such that

$$\begin{align*}
0 &= \tilde{v}^T A_1 x^* = \tilde{v}_{n+1} = 0, \\
0 &= \tilde{v}^T(A_2 - A_1)\tilde{v} = \tilde{v}^T\tilde{v} - 2\tilde{v}_{n+1}^2 = 0,
\end{align*}$$

which is certainly a contradiction.

The second application of Theorem 4.4 is to fully characterize the strict local non-global minimizer of (ETLS), thanks to the generalized Charnes-Cooper reformulation (see (3.13)):

$$\min_{y \in \mathbb{R}^n, z \in \mathbb{R}} \left\{ ||Ay - bz||^2 : \ y^Ty + z^2 = 1, \ y^TL^TLy - \rho z^2 \leq 0 \right\}.$$  

Problem (4.38) is a special case of (QQ2) as the second constraint $y^TL^TLy - \rho z^2 \leq 0$ can be equivalently replaced with $(y^Ty + z^2) + (y^TL^TLy - \rho z^2) \leq 1$. For (ETLS), we make the following commonly used assumption due to Beck et al. [2]:

$$r = n \quad \text{or} \quad \lambda_{\min} \begin{bmatrix} F^TA^TAF & F^TA^Tb \\ b^TAF & \|b\|^2 \end{bmatrix} < \lambda_{\min} \begin{bmatrix} F^TA^TAF \end{bmatrix},$$

where $F \in \mathbb{R}^{n \times (n-r)}$ is a matrix whose columns form an orthogonal basis of the null space of matrix $L$. The assumption (4.39) is sufficient to guarantee the existence of the global minimizer of (ETLS), see also [4]. As a new observation in this paper, we show that the assumption (4.39) can help to better characterize the local minimizers of (4.38).

Lemma 4.7. Let $(y^*, z^*)$ be any local minimizer of (4.38). Under the assumption (4.39), it holds that $z^* \neq 0$. 
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Proof. Suppose, on the contrary, $z^* = 0$. It follows from the second constraint of (4.38) that $y^* T Ly^* = 0$, which is equivalent to $L y^* = 0$.

If the first condition of the assumption (4.39) holds, i.e., $r = n$, $L$ is invertible as $L$ is of full row-rank. Then $L y^* = 0$ implies that $y^* = 0$. This leads to a contradiction as the origin $(0, 0)$ does not satisfy the first constraint of (4.38).

Suppose the second condition of the assumption (4.39) holds. It follows from $L y^* = 0$ that $y^* \in \{ F t : t \in \mathbb{R}^{n-r} \}$. Since $(y^*, 0)$ is a local minimizer of (4.38), $(t^*, 0)$ with $t^* = F^T y^*$ (noting $F^T F = I$) is a local minimizer of the following restricted problem of (4.38):

$$
(4.40) \min_{t \in \mathbb{R}^{n-r}, \ y \in \mathbb{R}} \{ \| AF t - b z \|^2 : t^T t + z^2 = 1 \} = \lambda_{\min} \left( \begin{bmatrix} F^T A^T A F & F^T A^T b \\ b^T A F & \| b \|^2 \end{bmatrix} \right).
$$

Notice that (4.40) is a special case of (QQ1). According to Theorem 3.2, $(t^*, 0)$ is a global minimizer of (4.40). That is, $t^*$ globally solves the reduced problem of (4.40):

$$
\min_{t \in \mathbb{R}^{n-r}} \{ \| AF t \|^2 : t^T t = 1 \} = \lambda_{\min} (F^T A^T A),
$$

which contradicts the second condition of the assumption (4.39).

Theorem 4.8. There is a necessary and sufficient optimality condition for the strict local non-global minimizer of (ETLS).

Proof. Let $(y^T, z^T)$ be a feasible solution of (4.38) with $z \neq 0$. Then the well-defined vector $x = y^T / z$ is a feasible solution of (ETLS). On the other hand, if $x$ is feasible for (ETLS), then $(y^T, z^T)$ with $z \neq 0$ obtained by the generalized Charnes-Cooper transformation (3.13) is feasible for (4.38). Consequently, (3.13) is a one-to-one continuous mapping between the feasible set of (ETLS) and the set of feasible solutions of (4.38) satisfying $z > 0$. Moreover, it preserves the objective function value unchanged. Thus, $(y^*, z^*)$ is a strict local non-global minimizer of (4.38) (noting that $z^* \neq 0$ due to Lemma 4.7), if and only if, $(y^* / z^*)$ is that of (ETLS). As (4.38) is a special case of (QQ2), according to Theorem 4.4 and the one-to-one mapping (3.13), there exists a necessary and sufficient optimality condition for the strict local non-global minimizer of (ETLS).

5. Discussion and examples. In this section, we show that further extensions of Theorem 4.4 seem to be impossible.

The standard second-order sufficient condition certainly cannot be necessary for non-strict local minimizers. As shown in the following, it may not even be necessary for a strict global minimizer of (1.1), which is a special case of (QQ2).

Let $Q = U \Lambda U^T$ be an eigenvalue decomposition, where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$, $\lambda_1 = \cdots = \lambda_m < \lambda_{m+1} \leq \cdots \leq \lambda_n$ and $U = [u_1, \ldots, u_n] \in \mathbb{R}^{n \times n}$ is orthogonal. We assume $\lambda_1 < 0$, otherwise (1.1) would reduce to two convex trust region subproblems.

Theorem 5.1. Suppose $\lambda_1 < 0$. Problem (1.1) has a strict global minimizer where the standard second-order sufficient optimality condition does not hold, if and only if $b^T u_i = 0$ for $i = 1, \ldots, m$, and

$$
\sum_{j=m+1}^n \left( \frac{u_j^T b}{\lambda_j - \lambda_1} \right)^2 = 1.
$$

Proof. Problem (1.1) is a special case of (QQ2) with the input (4.33), where Polyak’s assumptions (C1)-(C2) hold. By Theorem 2.5, $(y^*, 1)$ is a global minimizer.
of (1.1) if and only if there exist \( \alpha \in \mathbb{R} \), \( \beta \geq 0 \) satisfying (4.34)-(4.35) and

\[
\begin{bmatrix}
Q + \beta I & b^T \\
b & \alpha
\end{bmatrix} \preceq 0.
\]

Since \( \lambda_1 < 0 \) and \( Q + \beta I \succeq 0 \), it holds that \( \beta \geq -\lambda_1 > 0 \). In addition, we have \( y^*T y^* = 1 \) by (4.35). Moreover, by (4.33), the standard second-order necessary optimality condition (2.16) is equivalent to

\[ v^T (Q + \beta I) v \geq 0, \quad \forall v \in \mathbb{R}^n \text{ such that } v^T y^* = 0, \]

and the standard second-order sufficient condition (2.18) is equivalent to (4.36). If \( \beta > -\lambda_1 \), then \( Q + \beta I \succ 0 \) and (4.36) holds. If \( \beta = -\lambda_1 \), then (4.34)-(4.35) reduce to

\[ (Q - \lambda_1 I)y^* + b = 0, \quad y^*T y^* = 1. \quad (5.1) \]

By the first equation in (5.1), we have \( b \in \text{range}(Q - \lambda_1 I) \), or equivalently, \( b^T u_i = 0 \) for \( i = 1, \cdots, m \). Define

\[ \bar{y} := - \sum_{j=m+1}^n \frac{u_j^T b}{\lambda_j - \lambda_1} u_j. \]

If \( \|\bar{y}\| = 1 \), then \( y^* = \bar{y} \) is the unique solution of (5.1) and \( y^* \in \text{span}\{u_{m+1}, \cdots, u_n\} \). In this case, (4.36) does not hold with the setting \( \beta = -\lambda_1 \) and \( v = u_1 \). If \( \|\bar{y}\| < 1 \), then \( \bar{y} \) does not satisfy the second equation in (5.1). Therefore,

\[ y^* \in \{ \bar{y} + a_1 u_1 + \cdots + a_m u_m : \| (a_1, \cdots, a_m)^T \|^2 = 1 - \|\bar{y}\|^2 \}. \quad (5.2) \]

If \( m = 1 \), then \( y^* = \bar{y} + a_1 u_1 \) with \( a_1 \neq 0 \) according to (5.2). For any \( v \neq 0 \) satisfying \( v^T (Q - \lambda_1 I)v = 0 \), we have \( (Q - \lambda_1 I)v = 0 \), as \( Q - \lambda_1 I \succeq 0 \). It follows that \( v \in \text{span}\{u_1, \cdots, u_m\} = \text{span}\{u_1\} \). Then we have

\[ v^T y^* = a_1 v^T u_1 \neq 0. \]

Consequently, the standard second-order sufficient optimality condition (4.36) holds. If \( m > 1 \), \( y^* \) defined in (5.2) is a non-strict local minimizer. The proof is complete. \( \square \)

We show that Theorem 4.4 cannot be extended to \((\text{GCDT})\) by a counterexample.

**Observation 5.2.** There is a strict local non-global minimizer of \((\text{GCDT})\) where the standard second-order sufficient optimality condition is not necessary.

**Example 5.3.** Consider the following instance of \((\text{GCDT})\):

\[
\begin{align*}
\min_{x \in \mathbb{R}^3} \quad & q_0(x) := x_1^2 + 2x_1 - 10(x_3 + \frac{1}{2})^2 \\
\text{s.t.} \quad & x_1^2 + x_2^2 + x_3^2 \leq 1, \\
& x_3 \leq 0.
\end{align*}
\]

We can verify that \( x^* = (-1, 0, 0)^T \) is a strict local minimizer of (5.3) by the strict local monotonicity of \( q_0 \) with respect to \( x_1 \) and \( x_3 \) in the feasible region, respectively. Clearly, \( x^* \) is not a global minimizer as

\[ q_0(x^*) = -1 > -\frac{45}{8} = q_0((0, 0, -1)^T). \]
That is, \( x^* \) is a strict local non-global minimizer of (5.3). Elementary calculations show that LICQ holds at \( x^* \) and the Lagrangian multipliers corresponding to the two constraints are \( \alpha = 0 \) and \( \beta = 5 \), respectively. For \( \bar{v} = (0, 1, 0)^T \), we have
\[
\bar{v}^T \begin{bmatrix} -2 \\ 0 \\ 0 \end{bmatrix} = \bar{v}^T \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = 0, \quad \bar{v}^T \left( \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & -20 \end{bmatrix} + \alpha \begin{bmatrix} 0 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 0 \end{bmatrix} + \beta \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \right) \bar{v} = 0.
\]
Thus, the standard second-order sufficient optimality condition does not hold at \( x^* \).

As is well-known, (TRS) has at most one local non-global minimizer [20]. It follows that problem (1.1) has at most two strict local non-global minimizers. Following is an example of (QQ2) with four strict local non-global minimizers.

**Example 5.4.** Consider the following instance of (QQ2) in \( \mathbb{R}^3 \):

\[
\min_{x \in \mathbb{R}^3} q_0(x) := x_1 x_2 + 3 x_2 x_3 \\
\text{s.t. } \begin{align*}
& x_1^2 + x_2^2 + x_3^2 = 1, \\
& -20 x_1^2 + 10 x_3^2 = 1.
\end{align*}
\]

(5.4)

One can verify that \( \pm x^I(t_1) \) and \( \pm x^{II}(t_2) \) are all the four strict local non-global minimizers and \( x^{II}(t_3) \) is the global minimizer, where

\[
(5.5) x^I(t) = (t, \sqrt{0.9 - 3 t^2}, \sqrt{0.1 + 2 t^2}), \quad x^{II}(t) = (t, -\sqrt{0.9 - 3 t^2}, \sqrt{0.1 + 2 t^2}),
\]

(5.6) \( t_1 = -0.6640, \ t_2 = -0.3394, \ t_3 = 0.3611 \).

**Conjecture 5.5.** (QQ2) has at most four strict local non-global minimizers.

The final important observation is established by the other example.

**Observation 5.6.** (QQ2) may have a non-strict local minimizer, which implies that it may have infinitely many local non-global minimizers.

**Example 5.7.** Consider the following instance of (QQ2) in \( \mathbb{R}^3 \):

\[
\min_{x \in \mathbb{R}^3} q_0(x) := -\sqrt{2} x_1^2 + x_1 x_2 \\
\text{s.t. } \begin{align*}
& x_1^2 + x_2^2 + x_3^2 = 1, \\
& 2 x_1^2 + \frac{1}{2} x_2^2 + x_3^2 = 1.
\end{align*}
\]

(5.7)

The feasible region is a union of the following two circles:

\[
C_1 = \left\{ \frac{1}{\sqrt{6 + t^2}} (\sqrt{2}, 2, t)^T : t \in \mathbb{R} \cup \infty \right\} \cup \left\{ \frac{1}{\sqrt{6 + t^2}} (-\sqrt{2}, -2, t)^T : t \in \mathbb{R} \cup \infty \right\},
\]

\[
C_2 = \left\{ \frac{1}{\sqrt{6 + t^2}} (\sqrt{2}, 2, t)^T : t \in \mathbb{R} \cup \infty \right\} \cup \left\{ \frac{1}{\sqrt{6 + t^2}} (-\sqrt{2}, -2, t)^T : t \in \mathbb{R} \cup \infty \right\}.
\]

Moreover, these two circles intersect at \( (0, 0, \pm 1)^T \) with \( t = \infty \).

Elementary calculations show that \( q_0(x(t)) = 0 \) for \( x(t) \in C_1 \) and \( q_0(x(t)) \) is strictly increasing with \( |t| \) for \( x(t) \in C_2 \). Then \( \pm (1/\sqrt{3}, -\sqrt{2}/\sqrt{3}, 0)^T \) are two global minimizers of (5.7) with the global minimum \( -2\sqrt{2}/3 \), and \( (0, 0, \pm 1)^T \) are the maximizers over \( C_2 \). Therefore, any point in \( C_1 \setminus \{(0, 0, \pm 1)^T\} \) is a local non-minimizer of (5.7).

Combining Corollary 4.5 with Example 5.7 leads to a conjecture on the necessary and sufficient condition for non-strict local non-global minimizers of (QQ2).}

---

\(^1\)This example is due to Tianci Luo, a student of mathematics software course in Beihang University, 2021.
Conjecture 5.8. For any non-strict local non-global minimizer of (QQ2), the following necessary optimality condition is sufficient:

(i) There exist $\alpha \in \mathbb{R}$ and $\beta > 0$ such that (2.2)-(2.4) and (2.16) hold.

(ii) There exists a nonzero vector $\bar{v}$ satisfying (4.9)-(4.11).

6. Conclusions. Global solutions of (Qm) with $m \in \{1, 2\}$, the problem of minimizing a nonconvex quadratic form function over $m$ quadratic form constraints, have been completely characterized in literature. We study local optimality conditions of (Qm). First, any local minimizer of (QQ1) is globally optimal. It implies that both the Rayleigh quotient problem and the total least squares problem have no local non-global minimizers. As is known, the trust region subproblem is a special case of (QQ2) with at most one local non-global minimizer. However, in general, (QQ2) could have infinitely many local non-global minimizers. At any local non-global minimizer of (QQ2), both LICQ and strict complementary condition hold, and the Hessian of the Lagrangian has exactly one negative eigenvalue. Our main result is to prove that the standard second-order sufficient optimality condition is necessary at any strict local non-global minimizer of (QQ2), which partially gives a negative answer to Peng and Yuan’s open question asking whether there are sufficient conditions that are weaker than the standard second-order sufficient optimality condition for (GCDT). As an application, any strict local non-global minimizer of the ellipsoid regularized total least squares problem has a necessary and sufficient optimality condition. Further extensions seem to be impossible as the standard second-order sufficient condition is no longer necessary for the strict local non-global minimizer of (GCDT) and the strict global minimizer of (QQ2). Two conjectures are made on overestimating the number of strict local non-global minimizers and establishing a necessary and sufficient optimality condition for the non-strict local non-global minimizer of (QQ2).
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