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Abstract. Video transformers have achieved impressive results on major video recognition benchmarks, which however suffer from high computational cost. In this paper, we present STTS, a token selection framework that dynamically selects a few informative tokens in both temporal and spatial dimensions conditioned on input video samples. Specifically, we formulate token selection as a ranking problem, which estimates the importance of each token through a lightweight scorer network and only those with top scores will be used for downstream evaluation. In the temporal dimension, we keep the frames that are most relevant to the action categories, while in the spatial dimension, we identify the most discriminative region in feature maps without affecting the spatial context used in a hierarchical way in most video transformers. Since the decision of token selection is non-differentiable, we employ a perturbed-maximum based differentiable Top-K operator for end-to-end training. We mainly conduct extensive experiments on Kinetics-400 with a recently introduced video transformer backbone, MViT. Our framework achieves similar results while requiring 20% less computation. We also demonstrate our approach is generic for different transformer architectures and video datasets. Code is available at https://github.com/wangjk666/STTS.
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1 Introduction

The exponential growth of online videos has stimulated the research on video recognition, which classifies video content into actions and events for applications like content-based retrieval [12,70] and recommendation [10,43,25,33]. At the core of video recognition is spatial-temporal modeling, which aims to learn how humans and objects move and interact with one another over time. Recently, vision transformers [13,6] have attracted increasing attention due to their strong track record for capturing long-range dependencies in natural language processing (NLP) tasks [54,11]. While achieving superior performance on major benchmarks, video transformers [3,14,39,57] are however computationally expensive.
Fig. 1: A conceptual overview of our approach. We introduce a token selection method to improve the inference efficiency of video transformers by formulating token selection as a ranking problem. We use a lightweight scorer network to assign an importance score for each token, and only those with Top-K scores will be kept for computation. In the temporal dimension, we select the most informative frames, while in the spatial dimension, we preserve the most discriminative region with pre-defined anchors.

The problem stems from the fact that the number of input tokens grows linearly with respect to the number of frames in a clip, which further incurs a quadratic cost for computing self-attention. As a result, video transformers are oftentimes too compute-intensive to be deployed in resource-constrained scenarios.

While there are extensive studies on efficient video recognition for CNNs [76,17,16,53,65,32,59,60,35,51], limited effort has been made for transformer-based video architectures. Unlike standard CNNs, transformers operate on image patches, which are then tokenized to a sequence of embeddings. The relationships among patches are modeled with stacked self-attention layers. In the image domain, a few very recent approaches have attempted to reduce the computational cost of transformers by learning to drop redundant tokens [49,46], as transformers are shown to be resilient to patch drop behaviors [44].

Directly generalizing such an idea from image transformers to video transformers, while appealing, is non-trivial. Tokens in videos usually take the form of 3D cubes, and the tokenization layer in video transformers typically flattens all cubes into a sequence of 3D vectors. As a result, simply learning what to keep in the sequence with sampling based approaches [49,46] inevitably produces a set of discontinuous tokens in space and time, thus destroying the structural information in videos. This also conflicts with the recent design of video transformers, which processes 3D tokens in a hierarchical manner preserving both spatial and temporal context [14,39]. Instead, we argue that the selection of spatial-temporal tokens in video transformers should be processed in a sequen-
tial manner—attending to salient frames over the entire time horizon first, and then diving into those frames to look for the most important spatial region\(^1\).

In this paper, we introduce Spatial-Temporal Token Selection (STTS), a lightweight and plug-and-play module that learns to allocate computational resources spatially and temporally in video transformers. In particular, STTS consists of a temporal token selection network and a spatial token selection network, collaborating with each other to use as few tokens as possible. Each selection network is a multi-layer perceptron (MLP) that predicts the importance score of each token and can be attached to any location of a transformer model. Conditioned on these scores, we choose a few tokens with higher scores for downstream processing. More specifically, given a sequence of input tokens, STTS first selects a few important frames over the entire time horizon. Then for each frame, we split the token sequences into anchors with regular shapes, and select only one anchor which contributes most to video recognition. However, it is worth pointing out that selecting tokens with top scores is not differentiable and thus poses challenges for training. To mitigate this issue, we resort to a recently proposed differentiable Top-K selection algorithm \cite{4} to make selection end-to-end trainable using the perturbed maximum method. This also allows us to explicitly control how many tokens are used.

We conduct extensive experiments on two large-scale video datasets Kinetics-400 \cite{28} and Something-Something-v2 \cite{21} using MViT \cite{14} and VideoSwin \cite{39} as backbones, to illustrate the effectiveness of our method. The experimental results demonstrate that STTS can effectively improve the efficiency at the cost of only a slight loss of accuracy. In particular, by keeping only 50% of the input tokens, STTS reduces the computational cost measured in giga floating-point operations (GFLOPs) by more than 33% with a drop of accuracy within 0.7% on Kinetics-400 by using MViT \cite{14} as backbone. When more computational resources are allocated, STTS achieves a similar performance as the original model but saves more than 20% of the computation.

2 Related Work

Vision Transformers The great success of Transformer models \cite{54} in NLP has inspired the shift of backbone architectures from CNNs to transformers in the computer vision community \cite{13,71,52,24}. Vision transformers have demonstrated the capability to achieve state-of-the-art results in image domain, spanning a wide range of tasks like image classification \cite{71}, object detection \cite{75}, semantic segmentation \cite{73}, etc, with large-scale pre-training data.

Recently, a series of approaches \cite{3,14,39,2,19,61,50} explored the use of vision transformers in the video domain. TimeSformer \cite{3} adapts the standard transformer architecture to videos by concatenating the patches from different frames in the time dimension. MViT \cite{14} uses a hierarchical transformer

\(^1\)Here the notion of “frame” can be either a single frame or multiple frames within a clip in the original video, depending on whether clip-based video models with 3D convolutions are used.
architecture, which progressively expands the channel dimension and reduce the spatial resolution to extract the multiscale visual features for video recognition. VideoSwin [39] extends the window-based local self-attention [38] to video modeling by incorporating the inductive bias of locality. These approaches typically split the input video into spatial-temporal tokens to learn temporal relationships. While offering decent results, video transformers are computationally expensive. This motivates us to explore spatial and temporal redundancies in videos for efficient video recognition.

**Efficient Video Recognition** Over the past few years, there are extensive studies on video recognition investigating the use of convolutional neural networks [18,22,17,67] and transformer models [3,14,39]. However, these models are usually computationally expensive, which spurs the development of efficient video recognition methods [69,76,65,5,40,74,56,64] to speed up the inference time of video recognition. Several studies [76,62,17,16,31] explore designing lightweight models for video recognition by compressing 3D CNNs. Despite the significant memory footprint savings, they still need to attend to every temporal clip of the input video, thus bringing no gains in the computational complexity reduction. A few recent approaches [32,5,65,63], on the other hand, propose to select the most salient temporal clips to input to backbone models for resource-efficient video recognition. Unlike these approaches that focus on the acceleration of CNN-based video recognition models, to the best of our knowledge, we are the first to explore efficient recognition for video transformers. It is also worth pointing out that STTS is orthogonal and complementary to recent approaches on designing efficient vision transformers [58,30].

**Differentiable Token Selection** The decision of token selection is discrete, making it unsuitable for end-to-end training. To overcome this limitation, one solution is to resort Gumbel-Softmax trick [26] to decide whether each token should be pruned [46,49]. This however cannot explicitly control the number of preserved tokens during training, thus conflicting with the common hierarchical design of video transformers [14,39,34]. Another way is to formulate the token selection as a ranking problem, in which the optimal-transport based methods [66,9] can be employed to match an auxiliary probability measure supported on increasing values. In this paper, we follow [8] to apply a perturbed maximum method, which is verified by [8] to outperform Sinkhorn operator [66].

## 3 Spatial-Temporal Token Selection

In this section, we begin with a brief review of video transformers (Sec. 3.1). Then we describe our token selection module that adaptively chooses a few important tokens, and introduce an important technique, the perturbed maximum method, for end-to-end optimization of the model (Sec. 3.2). Finally, we elaborate how to instantiate the token selection modules in both temporal and spatial dimensions (Sec. 3.3). The overall framework is illustrated in Figure 2.
Fig. 2: Overview of the proposed STTS. The temporal token selection networks and spatial token selection networks can be inserted between the transformer blocks to perform token selection in the temporal and spatial dimension, respectively. $N_1$, $N_2$, $N_3$ could be 0.

### 3.1 Review of Video Transformers

Given a video $V \in \mathbb{R}^{T \times H \times W \times 3}$ consisting of $T$ RGB frames with the size of $H \times W$, video transformers typically adopt one of the two possible methods to map the video frames to a sequence of patch embeddings. The first is to tokenize 2D patches within each frame independently with 2D convolutions and concatenate all the tokens together along the time dimension [3], while the other is to directly extract 3D tubes from the input videos and use 3D convolutions to linearly project them into 3D embeddings [14,39]. In both cases, the number of tokens is proportional to the temporal length and spatial resolution of the input video. We denote the resulting spatial-temporal patch embeddings as $x \in \mathbb{R}^{M \times N \times C}$, where $M$ and $N$ denote the length of the token sequence in time and space dimensions respectively, and $C$ is the embedding dimension. Positional encodings are added to $x$ to inject location information [3,14,39].

In order to model the appearance and motion cues in videos, the patch embeddings $x$ are fed to a stack of transformer blocks which compute the spatial and temporal self-attention jointly [14,39] or separately [2,3]. The self-attention is generally formulated as:

$$Attention(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{C}} \right)V,$$

(1)

where $Q$, $K$, $V$ denote the query, key, and value embeddings based on $x$, respectively, and $\text{softmax}$ denotes the normalization function.

### 3.2 Dynamic Token Selection

From Eqn. 1, we can see that the computational complexity of a video transformer grows quadratically with respect to the number of tokens used in the self-attention blocks. Considering the intrinsic spatial and temporal redundancies in videos, a nature way to reduce computation is to reduce the number of tokens. However, determining which tokens to be kept or discarded is non-trivial,
which is closely related to both the input sample and the target task at hand. Inspired by the recent work on patch selection for high-resolution image recognition [8], we formulate the token selection as a ranking problem—importance scores of input tokens are first estimated using a lightweight scorer network and the top K scoring tokens are then selected for downstream processing. Below we introduce these two steps in details and present how to apply them to spatial and temporal token selection, respectively.

**Scorer network.** Given a sequence of input tokens \( q \in \mathbb{R}^{L \times C} \), the goal of the scorer network is to generate an input-conditioned importance score for each token. Here, \( L \) denotes the flattened sequence length and \( C \) is the embedding dimension. We adopt a standard two-layer fully connected (FC) network to generate such scores. In particular, the input tokens are first mapped to a local representation \( f_l \) via a linear projection:

\[
f_l = \text{FC}(q; \theta_1) \in \mathbb{R}^{L \times C'},
\]

where \( \theta_1 \) denotes the network weights and we use \( C' = C/2 \) to save computation. To leverage the contextual information of the whole sequence, we average \( f_l \) to get a global representation \( f_g \) and concatenate it with each local representation along the channel dimension:

\[
f_i = f_l_i \oplus f_g \in \mathbb{R}^{2C'} (1 \leq i \leq L).
\]

The concatenated features are then fed to a second FC layer to generate the importance scores:

\[
s' = \text{FC}(f; \theta_2) \in \mathbb{R}^{L \times 1},
\]

\[
s = \frac{s' - \min(s')}{\max(s') - \min(s')},
\]

where \( \theta_2 \) is the network weights and \( s \in \mathbb{R}^L \) is the score vector of all tokens normalized with the min-max normalization [8]. It is worth mentioning that the additional computational overhead brought by the scorer network is negligible compared to the computation cost saved by pruning the uninformative tokens, as shown in Sec. 4.2.

**Differentiable Top-K Selection.** Given the importance scores \( s \) generated from the scorer network, we select the \( K \) highest scores and extract the corresponding tokens. We denote this process as a Top-K operator which returns the indices of the \( K \) largest entries:

\[
y = \text{Top-K}(s) \in \mathbb{N}^K.
\]

We assume that the indices are sorted to preserve the order of the input sequence. To implement token selection using matrix multiplication, we convert \( y \) into a stack of \( K \) one-hot \( L \)-dimensional vectors \( Y = [I_{y_1}, I_{y_2}, ..., I_{y_K}] \in \{0, 1\}^{L \times K} \). As a result, tokens with top \( K \) scores can be extracted as \( q' = Y^T q \). Note that this operation is non-differentiable because both Top-K and one-hot operations are non-differentiable.
To learn the parameters of the scorer network using an end-to-end training without introducing any auxiliary losses, we resort to the perturbed maximum method [4,8] to construct a differentiable Top-K operator. In particular, selecting Top-K tokens is equivalent to solving a linear program of the following form:

$$\arg \max_{Y \in \mathcal{C}} \langle Y, s1^T \rangle,$$  \hspace{1cm} (5)

where $s1^T$ is the score vector $s$ replicated $K$ times, and $\mathcal{C}$ is the convex polytope constrain set defined as:

$$\mathcal{C} = \{ Y \in \mathbb{R}^{N \times K} : Y_{n,k} \geq 0, 1^T Y = 1, Y1 \leq 1, \sum_{i \in [N]} i Y_{i,k} < \sum_{j \in [N]} j Y_{j,k}, \forall k < k' \}.$$  \hspace{1cm} (6)

We follow [4] to perform forward and backward operations to solve Eqn. 5.

- **Forward:** A smoothed version of the Top-K operation in Eqn. 5 could be implemented by taking the expectation with respect to random perturbations:

$$Y_\sigma = \mathbb{E}_Z \left[ \arg \max_{Y \in \mathcal{C}} \langle Y, s1^T + \sigma Z \rangle \right],$$  \hspace{1cm} (7)

where $Z$ is a random noise vector sampled from the uniform Gaussian distribution and $\sigma$ is a hyper-parameter controlling the noise variance. In practice, we run the Top-K algorithm for $n$ (which is set to 500 in all our experiments) times, and compute the expectation of $n$ independent samples.

- **Backward:** Following [1], the Jacobian of the above forward pass can be calculated as:

$$J_s Y = \mathbb{E}_Z \left[ \arg \max_{Y \in \mathcal{C}} \langle Y, s1^T + \sigma Z \rangle Z^T / \sigma \right].$$  \hspace{1cm} (8)

The equation above has been simplified in the special case where $Z$ follows a normal distribution. With this, we can back-propagate through the Top-K operation.

We train the backbone models together with the token selection networks using the cross-entropy loss in an end-to-end fashion. During inference, we leverage hard Top-K (implemented as torch.topk in Pytorch [47]) to further boost the efficiency. We follow [8], where only a single Top-K operation will be performed (instead of $n$ perturbed repetitions) and token selection is implemented with slicing the tensor. However, applying hard Top-K during inference results in a train-test gap. To bridge this, we linearly decay $\sigma$ to zero during training. Note that when $\sigma = 0$, the differentiable Top-K operation is equivalent to hard Top-K and the gradients flowing into the scorer network vanish.

### 3.3 Instantiations in Space and Time

Considering the distinct structure of appearance and motion cues in videos, we perform token selection *separately* in space and time—attending to salient frames
first and then diving into those frames to look for the most important spatial region. Similar idea has been explored in prior work for decoupling 3D convolutional kernels \cite{53}, spatio-temporal non-local blocks \cite{23} and self-attention \cite{3}.

**Temporal selection.** Given the input tokens $\mathbf{x} \in \mathbb{R}^{M \times N \times C}$, the goal of temporal selection is to select $K$ of the $M$ frames and discard the rest. We first average-pool $\mathbf{x}$ along the spatial dimension to get a sequence of frame-based tokens $\mathbf{x}^t \in \mathbb{R}^{M \times C}$, which is then fed to the scorer network and the Top-K operator (Sec. 3.2) to generate the indicator matrix of the frames with top $K$ highest scores: $\mathbf{Y}^t \in \mathbb{R}^{M \times K}$. Finally, we reshape the input $\mathbf{x}$ to $\mathbf{x} \in \mathbb{R}^{M \times (N \times C)}$ and extract the selected $K$ frames using the indicator matrix:

$$\mathbf{z} = \mathbf{Y}^t^T \mathbf{x} \in \mathbb{R}^{K \times (N \times C)}. \quad (9)$$

The selected tokens are reshaped to $\mathbf{z} \in \mathbb{R}^{K \times N \times C}$ for downstream processing.

**Spatial selection.** In contrast to temporal selection, spatial selection is performed on each frame separately, and we aim to select $K$ of the $N$ tokens for each frame. More specifically, we first feed the tokens of the $m$th frame $\mathbf{x}_m \in \mathbb{R}^{N \times C}$ to the scorer network to generate the importance scores $\mathbf{s}_m \in \mathbb{R}^{N}$. We omit the subscript $m$ for brevity since the same operations are applied to all frames. To obtain the top $K$ spatial tokens, a naive approach is to apply the Top-K operator (Sec. 3.2) directly to the token-based scores $\mathbf{s}$. However, this design inevitably breaks the spatial structure of the input tokens, which is especially inappropriate for spatial selection in video transformers. First, recent top-performing video transformers \cite{14,38} involve a hierarchical architecture which gradually decreases the spatial resolutions in multiple stages. The discontinuous dropping behavior of tokens is detrimental to local operations like convolutions and pooling for spatial down-sampling. Second, the misalignment of spatial tokens along the temporal dimension makes the temporal modeling \cite{3} much more challenging, if not impossible. We provide empirical evidence in Table 6 to support our claim.

Instead of performing token-based selection, we introduce a novel anchor-based design for spatial selection. After obtaining the importance scores $\mathbf{s} \in \mathbb{R}^{N}$ for each frame, we first reshape it to a 2D score map $\mathbf{s}^a \in \mathbb{R}^{\sqrt{N} \times \sqrt{N}}$ and split the map into a grid of overlapping anchors $\mathbf{s}^a \in \mathbb{R}^{G \times K}$ with anchor size $K$, where $G = (\frac{\sqrt{N} - \sqrt{K}}{\alpha} + 1)^2$ is the number of anchors and $\alpha$ is the stride. Visual examples of the anchors can be found in Figure 1 and 4. After that, we aggregate the scores within each anchor via average pooling to obtain the anchor-based scores $\mathbf{s}^a \in \mathbb{R}^{G}$. The original Top-K selection is now cast to a Top-1 selection problem, and we again leverage the Top-K operator (with $K = 1$) in Sec. 3.2 to obtain the indicator matrix and finally extract the anchor with the highest score.

### 4 Experiments

In this section, we evaluate the effectiveness of STTS by conducting extensive experiments on two large-scale video recognition datasets using two recent video
transformer backbones. We introduce the experimental setup in Sec. 4.1, present main results in Sec. 4.2, and conduct ablation studies to validate the impact of different components in Sec. 4.3.

4.1 Experimental Setup

Dataset and backbone. We mainly use MViT-B16 [14], a state-of-the-art video transformer, as the base model and evaluate the effectiveness of STTS on Kinetics-400 [28]. To demonstrate that our approach is generic for different transformer architectures and datasets, we also experiment with the Video Swin Transformer [39] on both Kinetics-400 and Something-Something-V2 (SSV2) [21]. Specifically, Kinetics-400 consists of 240k training videos and 20k validation videos belonging to 400 action categories. SSV2 is a temporally-sensitive dataset, containing 220,847 videos covering 174 action classes.

We represent different variants of STTS by B-T_LR_S_LR, where B indicates the backbone network, T and S represent the token selection performed along the temporal and spatial dimension, respectively. L and R denote the position where the token selection modules are inserted and the corresponding ratios of selected tokens. For example, MViT-B16-T_0^0_4^0-S_0^0_6^0 indicates performing temporal token selection before the 0th self-attention block with a selection ratio of 0.4, and spatial token selection before the 4th block with a ratio of 0.6, using MViT-B16 as the base model.

Evaluation metrics. To measure the classification performance, we report the top-1 accuracy on the validation set. We measure the computational cost with FLOPs (floating-point operations), which is a hardware-independent metric.

Implementation details. In our experiments, we finetune the pre-trained video transformers with our STTS modules. Parameters in the STTS modules are randomly initialized. We set $\sigma$ in Eqn. 7 to 0.1. The learning rate of the backbone layers is set to be 0.01× of the one in the STTS modules.

To train the MViT models on Kinetics-400, we follow [14] to sample a clip of 16 frames with a temporal stride of 4 and a spatial size of 224×224. The model is trained with AdamW [42] for 20 epochs with the first 3 epochs for linear warm-up [20]. The initial learning rate is set to $10^{-4}$ for the dynamic token selection module and $10^{-6}$ for the backbone network, with a mini-batch size of 16. The cosine learning rate schedule [41] is adopted. For the implementation of Video Swin Transformer, we sample a clip of 32 frames from each full-length video using a temporal stride of 2 and spatial size of 224×224. We set the learning rate of selection networks to $3\times10^{-4}$, and use 0.01× learning rate for the backbone model. The batch-size is set to 64. When training on Kinetics-400, we employ an AdamW optimizer [29] for 10 epochs using a cosine decay learning rate scheduler and 0.8 epochs of linear warm-up. When training on Something-Something-V2, we adopt the AdamW optimizer for longer training of 20 epochs with 0.8 epochs of linear warm-up. For inference, we apply the same testing strategies as the original backbone models for fair comparison.
Table 1: Comparisons of different token selection methods on K400 using the MViT-B16 as backbone.

| Configs  | Rand. | Atten. | GS   | STTS |
|----------|-------|--------|------|------|
| -T_{0.5} | 75.5  | N/A    | 75.5 | 77.3 |
| -T_{0.3} | 74.6  | 76.2   | 74.7 | 77.3 |
| -S_{0.5} | 76.6  | N/A    | N/A  | 76.2 |
| -S_{0.3} | 73.6  | 75.6   | N/A  | 76.8 |
| -T_{0.1},-S_{0.7} | 75.7 | N/A    | N/A  | 76.4 |
| -T_{0.0},-S_{0.9} | 76.4 | N/A    | N/A  | 77.5 |

Fig. 3: Computational cost vs. recognition accuracy on Kinetics-400.

4.2 Main Results

Effectiveness of STTS. We first compare STTS with some common token selection baselines: (1) Random (Rand.), which randomly samples $K$ tokens without considering their visual content; (2) Attention (Atten.), which selects the tokens with the top $K$ highest attention scores with the class token $c$; (3) Gumbel-Softmax (GS), which uses a Gumbel-softmax trick [26] for token selection. Note that GS cannot be applied to spatial token selection due to the existence of spatial downsampling in recent video transformers. Please refer to the supplementary material for more details.

We summarize the results for temporal-only, spatial-only and joint token selection in Table 1. The unfeasible baseline settings are filled with N/A. It can be observed that STTS achieves the best accuracy compared to all baseline methods under a similar computational budget. In particular, STTS outperforms GS by a large margin, although they share the same design of the scorer network (Sec. 3.2), indicating the effectiveness of our differentiable Top-K operator for dynamic token selection.

We further compare our STTS with the Rand. baseline under different computational budgets. As shown in Figure 3, STTS consistently achieves superior results, especially for the settings with high reduction rate in computation. For example, MViT-B16-T_{0.0},-S_{0.6} outperforms Rand. by 5.7% when using similar 12 GFLOPs. This verifies that informative tokens can be well preserved through our dynamic token selection modules. It can also be observed that the computational overhead of our token selection module is negligible—actually, the parameters and FLOPs of the scorer network are only 1.0% and 0.7% of those in the original MViT-B16 backbone.

Comparison with the state of the art. In Table 2, we compare STTS with state-of-the-art video recognition models on Kinetics-400 [7], including both CNN-based and Transformer-based models. To demonstrate that our approach

---

2Note that Attention-K cannot be applied if class tokens are not used (e.g., VideoSwin) or self-attention is not yet computed (e.g., 0th block of the model).
Table 2: Results of STTS and comparisons with state-of-the-art methods on Kinetics-400.

| Model                        | Pretrain | TFLOPs | Top-1 |
|------------------------------|----------|--------|-------|
| X3D-L [16]                   | -        | 0.74   | 77.5  |
| TimeSformer [3]              | IN-21K   | 0.59   | 78.0  |
| MViT-B16 [14]                | -        | 0.35   | 78.4  |
| MViT-B16-T_0.9^S_0^S_9       | -        | 0.24   | 77.9  |
| MViT-B16-T_0.6^S_0^S_9       | -        | 0.28   | 78.1  |
| SlowFast 8×8 [17]            | -        | 3.18   | 77.9  |
| CorrNet-101 [55]             | -        | 6.72   | 79.2  |
| ViT-B-VTN [45]               | IN-21K   | 4.22   | 78.6  |
| TimeSformer-HR [3]           | IN-21K   | 5.11   | 79.7  |
| Mformer-HR [48]              | IN-21K   | 28.76  | 81.1  |
| VideoSwin-B [39]             | IN-21K   | 3.38   | 82.7  |
| VideoSwin-B-T_0.6^S_0^S_6    | IN-21K   | 2.17   | 81.4  |
| VideoSwin-B-T_0.7^S_0^S_7    | IN-21K   | 3.02   | 81.9  |

Table 3: Results of STTS and comparisons with state-of-the-art methods on Something-Something-V2.

| Model                        | Pretrain | TFLOPs | Top-1 |
|------------------------------|----------|--------|-------|
| TSM [37]                     | K400     | 0.37   | 63.3  |
| STM [27]                     | IN-1K    | 2.00   | 64.2  |
| TEA [36]                     | IN-1K    | 2.10   | 65.1  |
| blVNet [15]                  | IN-1K    | 3.86   | 65.2  |
| SlowFast 8×8 [17]            | K400     | 0.32   | 63.1  |
| TimeSformer-HR [3]           | IN-21K   | 5.11   | 62.5  |
| ViViT-L [2]                  | K400     | 47.90  | 65.4  |
| MViT-B16 [14]                | K400     | 0.51   | 67.1  |
| Mformer-HR [48]              | K400     | 2.88   | 67.1  |
| VideoSwin-B [39]             | K400     | 0.96   | 69.6  |
| VideoSwin-B-T_0.6^S_0^S_6    | K400     | 0.57   | 68.1  |
| VideoSwin-B-T_0.7^S_0^S_7    | K400     | 0.71   | 68.7  |

can be generalized to different transformer architectures, we use both MViT [14] and VideoSwin [39] as the base models. We report the overall computational cost at inference—the cost for a single view × the number of views in space and time, given in Tera-FLOPs (TFLOPs). For clear comparison, we separate the models into two groups and compare STTS with those with comparable TFLOPs. Note that the default settings of our STTS are MViT-T_0^S_0^S_9 and VideoSwin-B-T_0^S_0^S_9 as they achieve the most competitive results according to the ablation study, and we will explore other options in Sec. 4.3. Furthermore, we only perform temporal selection for VideoSwin-B, since window shuffling operations are complicated [72] in the Swin transformer, which makes the spatial selection particularly challenging. It has been recently shown that the shifting operation might not be necessary in modern architectures [68].

We observe that models equipped with our STTS exhibit favorable complexity/accuracy trade-offs at the two complexity levels. Notably, our MViT-B16-T_0^S_0^S_9 achieves comparable results with the recent TimeSformer [3] while requiring only 47% of the computational cost. Similarly, our VideoSwin-B-T_0^S_0^S_9 outperforms the recent video transformers (e.g., TimeSformer-HR [3], Mformer-HR [48]) while saving more than 50% in computation. It is also worth mentioning that for both two base models, our STTS is capable of saving at least 10% of the computational cost with less than 1% accuracy drop.

We also conduct experiments on Something-Something-V2 [21] in Table 3. Given that the pretrained models on MViT [14] are not available on SSV2, we only evaluate STTS using the VideoSwin Transformer as backbone. We observe that STTS outperforms recent transformer models by a large margin with much less computational cost. For example, VideoSwin-B-T_0^S_0^S_9 achieves an accuracy of 68.1%, 2.7% / 1.0% higher than ViViT-L [2] / Mformer-HR [48]. We would
Table 4: Ablation on token selection at different locations.

| Config     | GFLOPs | Top-1  |
|------------|--------|--------|
| MViT-B16   | 70.5   | 78.4   |
| -S₀,₆      | 31.2 (↓55.7%) | 76.2   |
| -S₁,₃      | 35.2 (↓50.1%) | 76.8   |
| -T₀,₆      | 41.3 (↓41.4%) | 77.5   |
| -T₁,₃      | 37.5 (↓46.8%) | 77.3   |
| -T₀,₆-S₀,₆ | 36.0 (↓48.9%) | 76.4   |
| -T₀,₆-S₁,₃ | 38.1 (↓46.6%) | 77.5   |

Table 5: Multi-step token selection on Kinetics-400 using MViT as the base model. The savings in GFLOPs are all around 50%.

| Temporal Location | Spatial Location | Ratio | GFLOPs | Top-1  |
|-------------------|------------------|-------|--------|--------|
| 0, 4              | 0, 4             | 9/7   | 35.8 (↓49.2%) | 76.4   |
| 4, 8              | 4, 8             | 0.6/0.4 | 36.0 (↓48.9%) | 76.5   |
| 0, 4, 8           | 0, 4, 8          | 0.9/0.9/0.7 | 36.6 (↓48.1%) | 76.6   |
| 0                 | 0                | 0.6   | 37.5 (↓46.8%) | 77.5   |

like to point out that action recognition on SSV2 relies heavily on temporal information, and we believe that the competitive results of our VideoSwin-B-T₀,₆,₇ again verifies the effectiveness of our STTS modules in selecting salient temporal tokens.

4.3 Discussion

Token selection at different locations / multiple steps. The flexibility of our STTS module implies that different choices of token selection configuration are available in order to achieve a similar computational reduction rate. For example, in order to reduce the computation of MViT-B16 by approximately 50%, one can either apply (1) a spatial-only / temporal-only token selection at early stages with a higher selection ratio (e.g., -S₀,₆ / -T₀,₆); (2) a spatial-only / temporal-only token selection at later stages with a lower selection ratio (e.g., -S₁,₃ / -T₁,₃); or (3) a joint token selection (e.g., -T₀,₆-S₁,₃), optionally in a multi-step manner (Table 5). We provide an in-depth analysis of these choices in this section, taking MViT-B16 as an example and evaluating on Kinetics-400. We report the inference cost for a single view.

Table 4 shows the performance of STTS when token selection is performed at different locations. For all the settings, the ratios of selected tokens are adjusted to ensure the overall computational cost is reduced by approximately 50%. We observe that temporal selection exceeds the spatial selection by a large margin, which demonstrates that temporal redundancy is more significant than spatial redundancy in videos. In addition, joint token selection (with temporal token selection at the early layer and spatial token selection at the deep layer, i.e., -T₀,₆-S₁,₃) achieves the best result. We also perform the token selection in a multi-step manner, i.e., performing multiple token selections at different layers of a transformer network with a higher selection ratio for each of them. The results in Table 5 shows that although sharing a similar computational cost, multi-step selection produces inferior results than the single-step selection. We hypothesize that the multi-step selection leads to frequent changes of the spatio-temporal structures of the videos and is more difficult to train.
Impact of anchor-based spatial selection. To verify the effectiveness of our anchor-based spatial selection described in Sec. 3.3, we compare different spatial selection strategies in Table 6. Specifically, \( \checkmark \) in the second column indicates using the anchor-based spatial selection while \( \times \) indicates using the token-based selection. T and A in the third column denote taking token-level features or anchor-level features (average-pooled features within each anchor) as input for computing the importance scores, respectively.

We observe that the naive token-based spatial selection results in a remarkable performance drop (76.2\% \rightarrow 57.6\%). It is clear that such a spatial selection strategy breaks the spatial structure of the original backbone model and therefore the Rand. baseline performs particularly poorly (16.7\%) without finetuning model parameters. We also observe that taking anchor-level features as input for scorer network performs worse than our default setting.

Inference time. To verify that our method effectively reduces the computational overhead, we measure the inference time of STTS and MViT-B16 on a single 8 RTX 3090 GPU server. The comparison results are reported in Table 7, which illustrate that STTS indeed reduces the inference time in practice.

Impact of \( \sigma \). To investigate the influence of \( \sigma \) in Eqn. 7, we train MViT-B16-T\_0\_5 using different \( \sigma \) values and report the comparison results in Table 8. We can see that STTS is insensitive to the choice of hyper-parameters, and it consistently outperforms the Rand. baseline. Unless otherwise mentioned, we set \( \sigma = 0.1 \) in our experiment since it achieves slightly better performance than other settings.

Qualitative results. We visualize the temporal-only, spatial-only, and joint token selection results in Figure 4, where the masked frames and regions are discarded by STTS. We observe that our STTS can not only effectively identify the most informative frames in a video clip, but also locate the discriminative regions inside each frame. With such token pruning in temporal and spatial dimensions, only the tokens that are important for correctly recognizing the actions are retained and fed into the subsequent video transformers, resulting in a saved computational cost with minimal drop of classification accuracy.
Fig. 4: Visualization of the temporal, spatial, and joint token selection results by our STTS, where the masked frames / regions are pruned and only the tokens inside the bounding box will be fed to the subsequent video transformers.

5 Conclusion

In this paper, we introduced STTS, a dynamic spatio-temporal token selection framework, to reduce both temporal and spatial redundancies of video transformers for efficient video recognition. We formulated the token selection as a ranking problem, where the importance of different tokens was predicted by a lightweight selection network and only those with Top-K scores will be preserved for subsequent processing. In the temporal dimension, we selected a subset of frames with the highest relevance to the action category, while in the spatial dimension, we retained the most discriminative region within each frame to preserve the structural information of the input frame. To enable the end-to-end training of the backbone model together with the token selection module, we leveraged a perturbed-maximum based differentiable Top-K operator. Extensive experiments on several video recognition benchmarks validated our STTS could achieve competitive efficiency-accuracy trade-offs.
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