Robust two-qubit gates in a linear ion crystal using a frequency-modulated driving force
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In an ion trap quantum computer, collective motional modes are used to entangle two or more qubits in order to execute multi-qubit logical gates. Any residual entanglement between the internal and motional states of the ions results in loss of fidelity, especially when there are many spectator ions in the crystal. We propose using a frequency-modulated (FM) driving force to minimize such errors. In simulation, we obtained an optimized FM two-qubit gate that can suppress errors to less than 0.01% and is robust against frequency drifts over ±1 kHz. Experimentally, we have obtained a two-qubit gate fidelity of 98.3(4)%, a state-of-the-art result for two-qubit gates with 5 ions.

Ion traps are a leading candidate for the realization of a quantum computer. Magnetically insensitive qubit energy splittings, long coherence times, and high-fidelity state initialization and detection [1, 2] prove to be significant advantages for trapped ion qubits. Individual qubit state initialization and detection [1, 2] prove to be significant to continuous PM, which involves only small and smooth oscillations of the detuning of the applied field. One way to perform fast gates.

First, we explain the coherent displacement of the ion addressing and single-qubit gates with error rates on the chain’s motional modes during the Mølmer-Sørensen (MS) gate. Then, we describe how the residual displacement of the ions can be minimized in a way which is robust to small changes in trap frequency. Next, we experimentally demonstrate this gate in a chain of 5 $^{171}$Yb$^+$ ions. Experimentally, we discuss extensions of the method to larger ion chains, with 17 ions as an example.

To entangle two qubits with the MS gate, we apply a state-dependent driving force near the sideband frequencies. As a result, each motional mode experiences a coherent displacement characterized by the operator [16, 17]:

$$\hat{D}(\hat{\alpha}_k) = \exp\left(\hat{\alpha}_k a_k^\dagger - \hat{\alpha}_k^\dagger a_k\right),$$

$$\hat{\alpha}_k(t) = \frac{\Omega}{2} (\eta_{i,k} \sigma^i_\phi + \eta_{j,k} \sigma^j_\phi) \int_0^t e^{i\theta_k(t')} dt'$$

where $\Omega$ is the carrier coupling strength, $\eta_{i,k}$ and $\eta_{j,k}$ are the Lamb-Dicke parameters of ions i and j with respect to mode k, $\sigma^i_\phi$ and $\sigma^j_\phi$ are bit-flip Pauli operators for the addressed ions, and $\theta_k(t) = \int_0^t \delta_k(t') dt'$ and $\delta_k(t)$ are the phase and detuning of the driving force relative to mode k. If the qubits are at the +1 eigenstate of both $\sigma^i_\phi$ and $\sigma^j_\phi$, the displacement is:

$$\alpha_k(t) = \frac{\Omega}{2} (\eta_{i,k} \eta_{j,k}) \int_0^t e^{i\theta_k(t')} dt'$$

We may visualize the trajectory of $\alpha_k(t)$ over time by plotting it in the complex plane. This is the phase space trajectory (PST) of the motional mode k. For a total gate time $\tau$, $\alpha_k(0) = 0$ and $\alpha_k(\tau)$ are the beginning and end points of the PST.

Due to the state-dependent nature of $\hat{\alpha}_k(t)$, different eigenstates of $\sigma^i_\phi$ and $\sigma^j_\phi$ follow different PSTs. If any of
the $\alpha_k(\tau)$ is non-zero, there is residual entanglement between the internal and motional state spaces, which leads to a mixed internal state. This lowers the overall gate fidelity ($F = |\langle \psi_{\text{final}} | \psi_{\text{ideal}} \rangle|^2$). Given that $|\alpha_k| \ll 1$, we find that the consequent gate error may be estimated as:

$$\varepsilon \equiv 1 - F \approx \sum_{k=1}^{N} |\alpha_k(\tau)|^2$$  \hspace{1cm} (3)

Minimizing $|\alpha|_k$ is therefore the most straightforward criterion for an optimized gate. However, the gate is sensitive to small drifts in sideband frequencies ($\delta_k \rightarrow \delta_k + \delta_1$ and $\delta_1 \ll 1/\tau$), an imperfection which we often observe in experiments. The frequency dependence of $\alpha_k(\tau)$ can be canceled to the first order by setting the time-averaged position of $\alpha_k(t)$ to zero.

$$\alpha_{k,\text{avg}} \propto \int_0^\tau \int_0^t e^{i\delta_k(t')} dt' dt = 0$$  \hspace{1cm} (4)

It turns out that if we only consider symmetric pulses ($\delta_k(\tau - t) = \delta_k(t)$), minimizing $\alpha_{k,\text{avg}}$ also minimizes $\alpha_k(\tau)$.

In our scheme, we modulate the driving frequency during the gate to minimize the gate error. The trajectory $\alpha_k(t)$ moves with constant speed but varying angular rate $\delta_k(t)$. Therefore, FM allows us to control the curvature and thus the shapes and end points of the PSTs. We let the frequency assume a symmetric, oscillatory pattern (see example in Fig. 1). The vertices (local maxima and minima) of the oscillations are set to be evenly spaced in time and are the only variable control parameters in our optimization. The vertices are connected with sinusoidal functions, which leads to a smooth and continuous frequency profile. The function to be minimized is $|\alpha_{k,\text{avg}}|^2$ for robust pulses and $|\alpha_k|^2$ for non-robust. The number of vertices used is increased until we successfully converge to a solution with errors much lower than 0.01%. Detailed derivations for equations (3) and (4) as well as the optimization process are provided in the Supplemental Material.

Both robust and non-robust versions of the gate are tested on our 5-ion quantum computer. In our setup, 5 $^{173}\text{Yb}^+$ ions are held in an rf Paul trap with a radial trap frequency of 3.045 MHz and an average ion separation of about 5 $\mu$m. Our qubit is defined by the ground hyperfine states $^2S_{1/2}, |F = 0\rangle$ and $^2S_{1/2}, |F = 1\rangle$ with an energy splitting of $2\pi \times 12.642821$ GHz [1]. Initially, all ions are cooled to close to the motional ground state ($\approx 0.1$ phonons) and then optically pumped to the $|0\rangle$ state. Quantum gates are implemented using a beatnote generated by counter-propagating Raman laser beams that are capable of addressing any individual qubit [13].
The 5 transverse motional sidebands are experimentally determined and used to find the optimal FM pulses for the 2-qubit gate. We increase the number of oscillations (degrees of freedom) for optimization until we find a pulse with low errors. With a fixed gate time of 90 µs, the optimized robust pulse consists of 13 oscillations, whereas the non-robust version has only 9 (Fig. 1). The driving frequency crosses the sidebands multiple times, which contrasts with other implementations of MS gates that avoid sideband resonance.

PSTs are plotted for no frequency error and for a 1 kHz frequency drift for both robust and non-robust pulses in Fig. 2. With the drift, the end points of the robust trajectory (circles) stick to the origin, whereas those of the non-robust (diamonds) deviate from the starting point, causing an estimated error of about 0.5%. This proves the importance of the robustness criterion.

We present the results on entangling two neighboring ions on one edge of the ion chain in the robust case. The output population and parity are measured and shown in Figs. 3(a) and (b), giving a SPAM-corrected fidelity of 98.3(4)%. This is among the highest fidelities achieved for multi-qubit gates in the presence of spectator ions [18]. Using the robust gate, we also successfully perform a CNOT gate with 98.6(7)% fidelity and generate a 3-qubit GHZ state with 92.6(3)% fidelity, whose results are demonstrated in the Supplemental Material.

In order to lower the overall laser intensity Ω, each 90 µs pulse is performed twice for each gate, with a combined gate time of 180 µs. The Ω required is $2\pi \times 600$ kHz in carrier Rabi frequency, which is much larger than $2\pi \times 151$ kHz as expected by simulation. The discrepancy is most likely due to an overestimate of the Lamb-Dicke parameters in our simulation. The high power used worsens other error sources such as Raman scattering, off-resonant excitation, and crosstalk with other qubits [11, 12], which may contribute to the 1% error level observed.

The theoretically estimated gate error is plotted as a function of frequency drift in Fig. 4(a) to compare the robust pulse with non-robust. A typical error threshold for high-fidelity gates is 0.01%. The robust pulse can tolerate frequency errors up to ±1.5 kHz, whereas the non-robust less than ±0.1 kHz. The non-robust pulse has a quadratic dependence on the drift, whereas the robust version has a quartic dependence. This is expected, since error is proportional to displacement squared, and the first-order dependence of the displacement on drift is canceled out in the robust case.

To determine the impact of sideband drifts, we experimentally run the two gates over a range of symmetric detuning offsets (Fig. 4(b)). The robust version has even-parity population higher than 90% for frequency offsets up to ±5 kHz, whereas the non-robust gate has significantly lower fidelity and tolerance towards frequency errors (within ±1 kHz), confirming that the robust method improves fidelity significantly by canceling errors due to frequency drifts.

To test the scalability of our method, we run a similar optimization for 17 ions, motivated by the 17-qubit surface code proposed for quantum error correction [22, 24]. The sideband frequencies are calculated from a simulated...
anharmonic ion trap with an average ion separation of about 3.5 \( \mu \text{m} \). Such high ion density may be challenging to realize with current technology, but that does not pose a fundamental physical limit to experiments.

The robust FM pulse obtained consists of 47 oscillations within a gate time of 250 \( \mu \text{s} \) (Fig. 5). The gate can tolerate a frequency drift of 500 Hz for an error threshold of 0.01%. Apparently, the gate is more sensitive to frequency errors due to an increased number of motional modes and a longer gate time.

The power required (\( \Omega \)) for the two-qubit gate ranges from \( 2\pi \times 115 \text{ kHz} \) for neighboring ions to \( 2\pi \times 249 \text{ kHz} \) for the furthest separated ions (\( \approx 1:2 \) ratio between lowest and highest). This is an encouraging result. Previous simulation results indicate that two-qubit gate time and power increase very quickly with the distance between the ions. But by using a flexible and well-designed optimization program, we have found an FM pulse that can overcome this difficulty.

We have shown that we can perform high-fidelity two-qubit gates in a 5-ion trap using frequency modulation. In theory, the optimized robust FM pulse can suppress errors in gate fidelities to below 0.01% for up to a \( \pm 1.5 \text{ kHz} \) frequency offset for 5 \(^{171}\text{Yb}^+\) ions. The gate is used to maximally entangle two ions in experiment and has a fidelity of 98.3(4)%. We speculate that in the near future, we will attain over 99.9% fidelity previously achieved with 2-ion chains [10,12].
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**SUPPLEMENTAL MATERIAL**

**ADDITIONAL EXPERIMENTAL RESULTS**

FIG. 6. The probability of each output state for any input state after the CNOT gate, with fidelity 98.6(7)%

FIG. 7. (a) Combined population for any number of excitation and (b) parity scan of the output 3-qubit GHZ state, giving a fidelity of 92.6(3)%

FIG. 8. Circuit diagrams for (a) the CNOT gate and (b) the generation of a 3-qubit GHZ state. XX stands for our FM two-qubit entangling gate and several single-qubit gates. We also successfully create a 3-qubit GHZ state with a fidelity of 92.6(3)% (Fig. 7), using two robust two-qubit gates and several single-qubit gates (Fig. 8(b)).

These results give further proof that the FM two-qubit gate is a working tool for quantum logic operations.

**MØLMER-SØRENSEN GATE FOR VARYING DETUNING**

This section reviews the physics of a standard Mølmer-Sørensen gate. Note that the most important generalization made in this paper is the time-dependence of detuning. The laser phase must be kept continuous, which should be more easily achieved in experiments than otherwise.

Suppose the driving field consists of two counter-propagating laser beams with the same intensity and opposite detunings, applied to any two ions in a linear N-ion crystal. We assume that the beams are perpendicular to the ion axis, so that only the transverse motional modes are excited. The ion-field interaction can be written as [6, 7]:

$$\hat{H}_{MS} = \frac{\Omega}{2} \sum_{k=1}^{N} S_{\phi,\gamma}^k \hat{a}_k^\dagger e^{i\theta_k(t)} + S_{\phi,\gamma}^k \hat{a}_k e^{-i\theta_k(t)}$$ (5)

where $\theta_k$ is the integrated phase of the detuning between the driving force and the k-th sideband, i.e. $\theta_k(t) = \int_0^t \delta_k(t')dt'$, and $\Omega$ is the effective Rabi frequency for the carrier transition using a particular laser intensity. $S_{\phi}^k$ equals $\eta_{k} \sigma_x + \eta_{j,k} e^{i\gamma} \sigma_y$, where $\sigma_x$ is the unitary matrix that maps ion coordinates to the resonant mode coordinates. Note that if the lasers are at an angle to the axis of motion, the parameter will be reduced by the cosine of that angle.

The Hamiltonian consists of a sum of products of internal and motional operators, and thus represents a state-dependent force acting on the ion chain as a whole. To solve the time-dependent Schrödinger equation, we apply the Magnus expansion to compute the argument of the effective propagator [16, 17]:

$$\hat{H}_{MS} = \frac{\Omega}{2} \sum_{k=1}^{N} S_{\phi,\gamma}^k \hat{a}_k^\dagger e^{i\theta_k(t)} + S_{\phi,\gamma}^k \hat{a}_k e^{-i\theta_k(t)}$$ (5)
\[ |\psi(t)\rangle = \hat{D}(\{\hat{a}_k\})\hat{E}(\beta_{ij}) |\psi(0)\rangle \tag{6} \]

\[ \hat{D}(\{\hat{a}_k\}) = \exp\left(\sum_{k=1}^{N} (\hat{a}_k a_k^\dagger - \hat{a}_k^\dagger a_k)\right) \tag{7} \]

where \( \hat{a}_k(t) = S^k_{\phi,\gamma}\frac{\Omega}{2}\int_0^t e^{i\eta_k(t')}dt' \)

\[ \hat{E}(\beta_{ij}) = \exp\left(-i\beta_{ij}\sigma_i^x\sigma_j^x\right) \]

\[ = \exp\left(-i\sigma_i^x\sigma_j^x\frac{\Omega^2}{2}\cos\gamma\sum_{k=1}^{N}\int_0^t \int_0^{t'} \eta_{i,k}\eta_{j,k}dt dt' \right) \]

\times \sin(\theta_k(t') - \theta_k(t''))dt dt'' \tag{8} \]

The second operator \( \hat{E}_{ij} \) represents a rotation on the Bloch sphere spanned by \( |\downarrow\downarrow\rangle \) and \( |\uparrow\uparrow\rangle \). For maximal entanglement we set \( \gamma = 0 \) and require the magnitude of the argument of the exponential to be \( \pi/4 \) to effect a \( \pi/2 \) rotation, which maps \( |\downarrow\downarrow\rangle \) to \( \frac{1}{\sqrt{2}}(|\downarrow\downarrow\rangle + ie^{i\phi}|\uparrow\uparrow\rangle) \).

We simply adjust \( \Omega \) to satisfy this requirement since it is a free constant parameter. If \( \Omega \) is too large, we repeat the gate sequence \( R \) times to lower it by a factor of \( \sqrt{R} \). We may also alter the axis of rotation by changing phase lag between the sidebands \( \phi \).

**ERROR ESTIMATE DUE TO SPIN-MOTION ENTANGLEMENT**

This section gives a simplified justification for the error estimate presented in equation (3) in the main text.

Suppose the internal state is an equal superposition between \( |\Psi_1\rangle \) and \( |\Psi_2\rangle \), which are eigenstates of some spin operator \( \hat{S} \), with eigenvalues \( \pm 1 \). The system is subject to the effect the displacement operator \( \hat{D}(\alpha) = \exp\left(\hat{S}(\alpha a^\dagger - \alpha^* a)\right) \), so the two eigenstates have opposite displacements \( \pm \alpha \) from the origin, which is ideally zero.

Assuming the ions are perfectly cooled to the ground state (a reasonable approximation for this experiment), the final and ideal states will be:

\[ |\psi_{final}\rangle = \frac{1}{\sqrt{2}}( |\Psi_1,\alpha\rangle + |\Psi_2, -\alpha\rangle ) \]

\[ |\psi_{ideal}\rangle = \frac{1}{\sqrt{2}}( |\Psi_1,0\rangle + |\Psi_2,0\rangle ) \tag{9} \]

The gate fidelity is given by:

\[ |\langle \psi_{final} | \psi_{ideal} \rangle|^2 = \frac{1}{2} |(\langle \alpha | 0\rangle + \langle -\alpha | 0\rangle)|^2 = e^{-|\alpha|^2} \approx 1 - |\alpha|^2 \tag{10} \]

Alternatively, we can trace the associated density matrix \( |\psi_{final}\rangle \langle \psi_{final}| \) over the motional space. By realizing that \( \text{tr}(\langle \alpha | \langle -\alpha\rangle \langle \alpha |) = e^{-2|\alpha|^2} \), in the eigenbasis \( \{ |\Psi_1\rangle, |\Psi_2\rangle \} \), the final density matrix is:

\[ \rho_f = \frac{1}{2} \begin{bmatrix} 1 & e^{-2|\alpha|^2} \\ e^{2|\alpha|^2} & 1 \end{bmatrix} \tag{11} \]

And we arrive at the same fidelity:

\[ F = \langle \psi_{ideal} | \rho_f | \psi_{ideal} \rangle \approx 1 - |\alpha|^2 \tag{12} \]

Since there are multiple motional modes for a multi-ion chain, the total error is simply the sum of \( |\alpha|^2 \) for all modes.

The motional displacement is difficult to determine since it is inherently state-dependent, and the initial state
is assumed to be arbitrary. By observing the original expression for $\alpha_k(t)$, we approximate the error as:

$$|\alpha_k| \approx \tilde{\eta} \tilde{\Omega} \int_0^\tau e^{i\theta_k(t)} dt$$  \hspace{1cm} (13)

where $\tilde{\eta} = \eta_{j,0} = \Delta k \sqrt{\frac{\hbar}{2m\omega_x}} \sqrt{N}$ is the Lamb-Dicke parameter for all ions for the common mode (0.047 for 5 $^{171}$Yb$^+$ ions, 0.025 for 17 ions), and $\tilde{\Omega}$ is the approximate power required to entangle a pair of qubits (about $2\pi \times 200$ kHz). Thus we define the gate error $\varepsilon$ to be:

$$\varepsilon \approx \sum_{k=1}^N |\alpha_k|^2$$

$$\approx (\tilde{\eta} \tilde{\Omega})^2 \sum_{k=1}^N \left| \int_0^\tau e^{i\theta_k(t)} dt \right|^2$$  \hspace{1cm} (14)

where $\tilde{\eta}$ is the characteristic size of the Lamb-Dicke parameter, and $\tilde{\Omega}$ is the approximate power required to induce maximum entanglement between the qubit pair. Together, $\tilde{\eta}\tilde{\Omega}$ is the overall “sideband coupling strength”, which is approximated as $2\pi \times 10$ kHz for 5 ions and $2\pi \times 5$ kHz for 17 ions.

THE ROBUSTNESS CONDITION

This section explains the robustness condition presented in equation (4) in the main text.

Since $\alpha_k \sim \int_0^\tau e^{i\theta_k(t)} dt' = 0$ is a necessary condition for guaranteeing zero displacement in the motional state space, we investigate how we can suppress $\alpha_k$ up to the first order in $\delta_1$. Replacing the phase $\theta_k$ with $\theta_k + \delta_1 t$, we evaluate the displacement through integration by parts:

$$\alpha_k(t) \sim \int_0^\tau e^{i\theta_k(t')} dt' \approx \int_0^\tau (1 + i\delta_1 t)e^{i\theta_k(t)} dt$$

$$= i\delta_1 \int_0^\tau t e^{i\theta_k(t)} dt$$

$$= i\delta_1 \left[ \int_0^\tau e^{i\theta_k(t')} dt' \right]_0^\tau - \int_0^\tau \int_0^\tau e^{i\theta_k(t')} dt' dt''$$

$$= i\delta_1 \left( 0 - \tau \alpha_k, avg \right)$$  \hspace{1cm} (15)

where $\alpha_k, avg$ is the time-averaged position of the trajectory from $t = 0$ to $t = \tau$. Therefore, we need it to lie on the starting point in order for $\alpha_k$ to remain zero up to the first order of the drift or uncertainty. Note that the approximation $e^{i\theta_k(t)} \approx 1 + i\delta_1 t$ is valid only when $\delta_1 \ll 1/\tau$. Hence, the longer the gate time, the less robust the gate becomes.

In addition, if the pulse is time-symmetric (i.e. $\delta_k(t) = \delta_k(\tau - t)$), the center of mass lying at the origin automatically guarantees that the end point will lie there as well.

Thus, the robustness condition ($\alpha_k, avg = 0$) is a sufficient condition for displacement minimization ($\alpha_k = 0$) as long as we are restricted to symmetric pulses. The optimization criterion is now simply:

$$\alpha_k, avg \sim \int_0^\tau \int_0^\tau e^{i\theta_k(t')} dt' dt = 0, \hspace{1cm} k = 1, \ldots, N$$  \hspace{1cm} (16)

We seek to vary the detuning during that gate such that the above condition is satisfied. Given sufficient degrees of freedom and a good initial guess, we can arrive at an optimal pulse deterministically.

OPTIMIZATION PROCESS

Modifying the frequency allows us to alter the trajectories’ curvature, and hence their end points and time-averaged positions. In our optimization, we choose the vertices of the frequency oscillations to be our control parameters. The number of vertices correspond to the degrees of freedom needed to achieve an optimal solution. It increases linearly with the number of motional modes. We connect these vertices using the cosine function to create a smoothly varying frequency pattern. This may be a useful feature, since it is difficult to vary physical parameters discretely in real experiments. The overall change in frequency (~100 kHz) is small compared to the frequencies used by conventional optical modulators (~100 MHz), minimizing sudden physical changes.

The average frequency lies above all motional modes (blue detuned), but the frequency crosses several sidebands and becomes red detuned with respect to them. The phonon number does not increase dramatically since the driving frequency only overlaps with the sidebands momentarily.

To search for a robust frequency pattern, we define the cost function as the sum of distance squared between the center of mass of each trajectory and its starting point:

$$\text{Cost} = \sum_{k=1}^N \left| \int_0^\tau \int_0^\tau e^{i\theta_k(t')} dt' dt \right|^2$$

$$= \sum_{k=1}^N \left( \int_0^\tau \int_0^\tau \cos \theta_k(t') dt' dt \right)^2$$

$$+ \left( \int_0^\tau \int_0^\tau \sin \theta_k(t') dt' dt \right)^2$$  \hspace{1cm} (17)

Similarly, we can define the error for a non-robust pattern as the distance squared between the trajectory end points and starting points.

It is worth noting that the optimization algorithm is inherently deterministic and requires little computational resources. For 5 sidebands, given a good initial guess, we can arrive at an optimal FM pattern in about
30 seconds using a regular laptop computer.

**AREA ENCLOSED BY THE TRAJECTORY**

![Diagram of trajectory in complex space](image)

**FIG. 9.** An arbitrary trajectory in complex space

This section shows that the area enclosed by a trajectory has a simple expression as a double integral. Consider the following integral:

\[
\alpha(t) = \int_0^t e^{i\theta(t')} dt', \quad \theta(t) = \int_0^t \delta(t') dt',
\]

which is a general representation of a trajectory in the complex plane (see Fig. 9). At any given time \( t \) it moves at angular rate \( \delta(t) \), angle \( \theta(t) \), and speed 1. The area enclosed from \( t \) to \( t+\delta t \) (yellow triangle in figure) is given by:

\[
\begin{align*}
\frac{1}{2} |\alpha(t)| dt \sin(\phi) \\
= \frac{1}{2} dt \text{Im} \left( e^{i\theta(t)} \alpha^*(t) \right) \\
= \frac{1}{2} dt \text{Im} \left( \int_0^t e^{i\theta(t)-i\theta(t')} dt' \right) \\
= \frac{1}{2} dt \int_0^t \sin (\theta(t) - \theta(t')) dt'.
\end{align*}
\]

Hence the total area enclosed by the trajectory over a period of time \( t \) is given by:

\[
\beta(t) = \frac{1}{2} \int_0^t \int_0^{t'} \sin (\theta(t') - \theta(t'')) dt'' dt'.
\]

This double integral coincides with the entanglement between two qubits after the MS gate, or rather the angle of rotation between \( |↓↓⟩ \) and \( |↑↑⟩ \). Hence we may evaluate how much entanglement is generated by the MS gate by observing the sizes and shapes of the PSTs.