Crossover from Diffusive to Superfluid Transport in Frustrated Magnets
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We investigate the spin transport across the magnetic phase diagram of a frustrated antiferromagnetic insulator and uncover a drastic modification of the transport regime from spin diffusion to spin superfluidity. Adopting a triangular lattice accounting for both nearest neighbor and next-nearest neighbor exchange interactions with easy-plane anisotropy, we perform atomistic spin simulations on a two-terminal configuration across the full magnetic phase diagram. We found that as long as the ground state magnetic moments remain in-plane, irrespective of whether the magnetic configuration is ferromagnetic, collinear or non-collinear antiferromagnetic, the system exhibits spin superfluid behavior with a device output that is independent on the value of the exchange interactions. When the magnetic frustration is large enough to compete with the easy-plane anisotropy and cant the magnetic moments out of the plane, the spin transport progressively evolves towards the diffusive regime. The robustness of spin superfluidity close to magnetic phase boundaries is investigated and we uncover the possibility for \textit{proximate} spin superfluidity close to the ferromagnetic transition.

I. INTRODUCTION

In the past few years, insulating magnets have been attracting increasing attention due to their ability for low-dissipation magnon transport, free from Joule heating\textsuperscript{1,2}. \textit{Y}_3\textit{Fe}_5\textit{O}_{12} (YIG), an insulating collinear ferrimagnet, is the most widely used material for electrically induced magnonic transport as demonstrated experimentally in local\textsuperscript{3} and non-local device geometries\textsuperscript{4}. In these systems however the magnon-mediated spin transport is in the diffusive regime, i.e., the transmitted signal decays exponentially with increasing the insulator thickness, \(\sim e^{-\alpha q d}\), where \(\alpha\) is the Gilbert damping, \(q\) is the magnon wave vector and \(d\) the magnetic layer thickness. In recent years, it has been proposed that in easy-plane ferromagnets spin transport enters a completely different regime, i.e., the transmitted signal decays algebraically\textsuperscript{5,7}. Spin superfluidity is the dissipationless transport of spin information in magnetically ordered systems, analogous to the conventional superfluidity realized in systems displaying broken U(1) rotational symmetry such as \(^{4}\text{He}\textsuperscript{8-11}\). Similarly, ferromagnets with easy-plane anisotropy are characterized by a ground state with magnetic order lying in the plane, resulting in the breaking of U(1) symmetry\textsuperscript{5,6,12}. Hence spin superfluid transport is possible in these systems although long-range dipole interaction limits the phase coherence to less than a few hundred nanometers\textsuperscript{13}. In a non-local device geometry consisting in an insulating magnet embedded between two metallic contacts, as depicted in Fig. 1, the signal decays algebraically as a function of the magnetic insulator thickness\textsuperscript{7}, \(\sim 1/(1+d/d_0)\), where \(d_0 = (\hbar/2\pi)(g^{\uparrow\downarrow}/\alpha S)\) with \(g^{\uparrow\downarrow}\) being the spin mixing conductance characterizing the interfacial spin transmission/collection\textsuperscript{14} and \(S\) being the spin magnitude.

Antiferromagnetic insulators constitute appealing candidates to realized long-range spin transport due to their vanishing demagnetizing field and ultrafast dynamics\textsuperscript{15}. In contrast to ferromagnetic insulators, the degenerate magnon transport yields no net spin transport in antiferromagnets (see discussion in Ref. 16). Nonetheless, this degeneracy can be lifted by injecting spin currents via, e.g., spin Hall effect\textsuperscript{17,18} in a proximate heavy metal. The electron-driven spin current is then converted into a magnon-driven spin current\textsuperscript{16,19} which, due to the bosonic nature of the magnons, can trigger Bose-Einstein condensation\textsuperscript{20,21}. So far, only a few experimental works tackle directly the transport of spin information in antiferromagnets. Most previous works focus on antiferromagnet/ferromagnet bilayers, where the ferromagnet
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\caption{The device setup: a non-collinear antiferromagnet of length \(L\) is embedded between two heavy metal electrodes (grey). On the left electrode, a charge current is injected, which induces a spin accumulation \(\mu_\uparrow\downarrow\) at the interface with the antiferromagnet via spin Hall effect. This non-equilibrium spin accumulation induces a spin current in the antiferromagnet that is collected on the right electrode via inverse spin Hall effect. The ratio \(\mu_\uparrow\downarrow/\mu_\uparrow\downarrow\) determines the efficiency of the device.}
\end{figure}
is used as a spin-injector. In those systems, the spin diffusion length of the antiferromagnet was reported to be only of a few nanometers in both insulating\textsuperscript{22–24} and metallic\textsuperscript{25–27} systems. However in such systems, interfacial magnetic correlations play a crucial role that can hamper the magnon transmissivity\textsuperscript{28,29}. Non-local injection of spin current following the scheme of Ref. 4 has allowed for the demonstration that magnons propagate in collinear insulating antiferromagnets over micrometer length scales similarly to the best ferromagnetic systems\textsuperscript{30,31}.

Theoretical studies on antiferromagnetic insulators have shown how spin superfluid transport can be realized\textsuperscript{32}. For example, in the biaxial antiferromagnetic insulator NiO, non-local spin transport can be obtained up to a few micrometers\textsuperscript{33}. In this system, spin superfluid transport occurs at spin-flop transition by applying a magnetic field along the (weak) uniaxial anisotropy direction. Non-local spin transport has been experimentally observed in Cr\textsubscript{2}O\textsubscript{3} by overcoming the lack of easy-plane by applying the external magnetic field above the spin-flop transition, yielding spin transmission with algebraic decay up to 20 $\mu$m, thereby demonstrating spin superfluidity at 2 K\textsuperscript{31}. Spin superfluidity has also been predicted to occur in the $\nu = 0$ quantum Hall state of graphene\textsuperscript{34}. As a matter of fact, in this state graphene is in an easy-plane canted antiferromagnetic phase\textsuperscript{35}, which supports spin superfluid transport as experimentally observed recently\textsuperscript{36}.

Inspired by these results, the present work aims to better understand the spin transport properties of non-collinear antiferromagnetic insulators. In fact, non-collinear antiferromagnets host a wealth of intriguing properties. Non-collinear antiferromagnets displaying non-coplanar spin configuration exhibits anomalous Hall transport in the absence of spin-orbit coupling due to the emergence of a non-vanishing Berry curvature\textsuperscript{37–39} but also anomalous magnonic transport\textsuperscript{40–42} as well as exotic excitations in the quantum limit\textsuperscript{43–46}. In recent years, intense effort has been paid on non-collinear \textit{coplanar} antiferromagnets with the prediction and observation of anomalous Hall effect\textsuperscript{47–50}, magneto-optical Kerr effect\textsuperscript{51} and magnetic spin Hall effect\textsuperscript{52,53} in Mn\textsubscript{3}Ir and Mn\textsubscript{3}Sn compounds. The classical non-collinear antiferromagnetic state has been studied in two-dimensional triangular and kagomé spin systems with Heisenberg exchange interactions and in-plane anisotropy\textsuperscript{54–57}. In the presence of easy-plane anisotropy, all magnetic moments have in-plane configuration and anomalous magnonic transport has been predicted\textsuperscript{58–62}.

In this work, we investigate the spin transport across the magnetic phase diagram of a frustrated antiferromagnetic insulator and uncover a drastic modification of the transport regime across the various magnetic phases. To do so, we adopt a triangular lattice accounting for both nearest neighbor and next-nearest neighbor exchange interactions with easy-plane anisotropy (see Fig. 2). By performing atomistic spin simulations on the two-terminal configuration depicted on Fig. 1, we show that spin transport can be tuned from the diffusive to the spin superfluid regime depending on the level of the magnetic frustration. In particular, we show that non-collinear coplanar antiferromagnets exhibits spin superfluidity. When the frustration is strong enough to overcome the easy-plane anisotropy and cant the magnetic moment out of plane, the transport becomes diffusive. Finally, we also uncover the possibility for \textit{proximate} spin superfluidity close to the ferromagnetic transition.

This paper is organized as follows. In Section II we introduce the Hamiltonian of the triangular spin system and its magnetic phase diagram. In Section III, we compute the spin transport using atomistic spin simulation technique and discuss the emergence of the spin superfluid transport across the magnetic phase diagram. We show the analogy of magnetohydrodynamic equations of the non-collinear antiferromagnetic state with the super-current Josephson equations. Conclusion is given in Section IV.

II. THE SPIN MODEL

Our model system is a frustrated triangular system with easy-plane anisotropy represented on Fig. 2(a). The Heisenberg spin Hamiltonian is given by

$$\mathcal{H} = -J_1 \sum_{\langle i, j \rangle} \mathbf{m}_i \cdot \mathbf{m}_j - J_2 \sum_{\langle\langle i, j \rangle\rangle} \mathbf{m}_i \cdot \mathbf{m}_j + K \sum_i (\mathbf{m}_i \cdot \hat{z})^2$$

(1)

where $\langle i, j \rangle$ and $\langle\langle i, j \rangle\rangle$ denote a sum over all nearest-neighbor and next-nearest-neighbor sites, respectively, $\mathbf{m}_i$ is the normalized unit spin vector at site $i$. The first two terms in Eq. (1) represent the nearest-neighbor and next-nearest-neighbor Heisenberg exchange interactions and the last term is the easy-plane anisotropy energy corresponding to hard-axis in the $z$-direction ($K > 0$). The exchange parameters vary $-J \leq J_1, J_2 \leq J$ in the units of $J$ within the $J_1 - J_2$ phase space. The exchange interaction is ferromagnetic when $J_1 > 0$ ($J_2 > 0$) and it is antiferromagnetic when $J_1 < 0$ ($J_2 < 0$).

The magnetic frustration inherent to the triangular antiferromagnet inspired Anderson\textsuperscript{63} to propose his resonating valence bond state and since then, this system has played a considerable role in the understanding of the geometrically frustrated classical and quantum systems\textsuperscript{64,65}. In the classical limit, the competition between $J_1$ and $J_2$ favors either ferromagnetic, collinear and non-collinear antiferromagnetic and spin-spiral phases\textsuperscript{54,55}. To build the phase diagram, we use a home-made atomistic spin simulation code tracking the real-time dynamics of the triangular magnet with 90×30 sites and circular boundary conditions. The $J_1$-$J_2$ phase diagram of the triangular lattice is shown in Fig. 2(b) and typical snapshots of the magnetic configuration computed with our atomistic spin model are given in Fig. 2(c).
When $J_1 > 0, J_2 > -J_1/3$ (top right quadrant), the ferromagnetic state is stabilized. When $J_1 < 0, J_2 > 0$ (top left quadrant), a non-collinear coplanar antiferromagnetic phase is favored. In this phase, the three atomic sites from each sublattice occupy a $(\sqrt{3} \times \sqrt{3})R30^\circ$ unit cell with a relative angle between nearest-neighbor spins of $120^\circ$. Hence, this phase is called as $120^\circ$ Néel antiferromagnetic phase (NAF). When $J_2 < \min\{0, -J_1/3\}$, the phase diagram is much richer. One can identify a large region, bounded between $J_2 = -J_1/3$ and $J_2 = J_1$, where complex spin spiral states are obtained. Between the boundaries $J_2 = J_1/8$ and $J_2 = 0$, the antiferromagnet enters a transition state that we label "spin liquid". In fact, a quantum spin-liquid phase\(^6\) has been predicted in this region (between $120^\circ$ NAF and RWAF phases) by quantum Monte Carlo and density matrix renormalization group techniques\(^6\)–\(^8\). In the absence of easy-plane anisotropy, the quantum spin-liquid region locates between $0.06 \pm 0.1 \leq J_2/J_1 \leq 0.14 \pm 0.1$. We emphasize that our system assumes classical spins with easy-plane anisotropy and therefore does not display such a quantum spin liquid phase. In contrast, our calculations suggest that the $120^\circ$ NAF phase extends all the way down to $J_2 = J_1/8$. Nonetheless, the ground state is difficult to reach numerically, which suggest the presence of competitive magnetic phases that are close in energy. To reflect the weak stability of the magnetic ground state in this region, we henceforth loosely tag it "spin liquid". The phase diagram depicted in Fig. 2 shows that the classical triangular Heisenberg magnet is a versatile platform to investigate the transmission of spin information in complex magnets as very different magnetic phases can be obtained out of frustration by simply tuning the relative strength of the magnetic exchange interactions.

In order to confirm that the equilibrium state of a given phase matches the spin configuration of the ground state, we compute the spin structure factor of the state by solving the Landau-Lifshitz-Gilbert equation [see Eq. (5)]. Using the discrete Fourier transform of the spin-spin correlation $\langle \mathbf{m}_i \cdot \mathbf{m}_j \rangle$ in the equilibrium state, the spin structure factor can be obtained by the following equation,

$$S(\mathbf{k}) = \frac{1}{N} \sum_{ij} e^{i \mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)} \langle \mathbf{m}_i \cdot \mathbf{m}_j \rangle,$$

where $\mathbf{r}_i, \mathbf{r}_j$ are the positions of spins $\mathbf{m}_i$ and $\mathbf{m}_j$ with total number of atoms $N$. Here we take $N = 90 \times 30$ sites for the spin structure factor calculations. In Fig. 3, we plot the spin structure factor in the $(k_x, k_y)$ plane with the Bragg peaks for each of these phases. The peaks corresponding to $S(\mathbf{k})$ in the first Brillouin zone indicates the wave vector $\mathbf{Q}$ of a given phase. The wave vector corresponding to the $120^\circ$ NAF phase is shown in Fig. 3(a), described by $\mathbf{Q} = \pm \frac{2\pi}{3a}(\frac{1}{3}, \frac{1}{\sqrt{3}})$ and $\pm \frac{2\pi}{3a}(\frac{1}{3}, 0)$. The wave vector representing the $\Gamma$ point in the Fig. 3(b), $\mathbf{Q} = (0,0)$ indicates the ferromagnetic phase. The wave vector corresponding to the RWAF is shown in Fig. 3(c),

![FIG. 2. (a) Schematics of the triangular lattice with nearest and next-nearest neighbor Heisenberg exchange. (b) Magnetic phase diagram obtained by atomistic spin simulations and (c) snapshots of the magnetic ground state of four representative configurations in the phase diagram.](image-url)
represented by $Q = \pm \frac{2\pi}{a}(0, \frac{1}{\sqrt{3}})$. We observe a change in the structure factor peaks from 120° NAF to RWAF at $J_2 = J_1/8$ while coming from 120° NAF to RWAF phase. The spin structure factor for a representative spin spiral is shown in Fig. 3(d), displaying clear peaks that correspond to well-defined wave vectors. The structure factor calculation of ferromagnetic, the 120° Néel and RWAF phases are in agreement with the semi classical and quantum approaches\textsuperscript{70,71}.

III. SPIN TRANSMISSION IN THE TRIANGULAR MAGNET

A. Atomistic spin simulations

To simulate the spin transport properties, we consider atomic spins arranged on a triangular lattice with 90×30 sites, as described in the previous section, and perform atomistic spin simulations\textsuperscript{82}. To make our result physically sounding, we adopt a lattice constant, $a = 3$ Å and assumed a monolayer thickness, $d = 3$ Å. We set the exchange parameters as -J ≤ J₁, J₂ ≤ J and impose a fixed easy-plane anisotropy $K = 0.01$ J, with $J = 1$ meV. We adopt the device structure depicted on Fig. 1, namely the magnetic layer is extended along the $x$-direction, embedded between two metallic electrodes placed at $x = 0$ and $x = L$. In addition, periodic boundary conditions are applied along the $y$-direction in order to minimize finite size effects. As explained above, the charge current flowing in the left electrode injects a spin current into the magnetic layer via the spin Hall effect. On the left side, the equation of motion of a given spin $i$ is given by

$$\partial_t m_i = -\gamma m_i \times H_i^{\text{eff}} + (\alpha_0 + \alpha') m_i \times \partial_t m_i - \alpha' m_i \times (m_i \times \mu_L/h),$$

(3)

Here, $\gamma$ is the absolute value of the gyromagnetic ratio, the effective field of $i^{th}$ spin is represented by $H_i^{\text{eff}} = -\frac{1}{\hbar} \partial_m H$. The energy dissipation is given by the intrinsic Gilbert damping, $\alpha_0$, and the interfacial damping\textsuperscript{73}, $\alpha'$. The last term accounts for the spin transfer torque exerted by the spin accumulation $\mu_L$. Here $\alpha' = \frac{g^{\uparrow\downarrow} \hbar^2}{2e_0 \hbar s d}$, where $g^{\uparrow\downarrow}$ is the spin mixing conductance. On the opposite side of the magnetic layer, the precessing spins pump a spin current into the right electrode, which is eventually converted into an electric signal via inverse spin Hall effect. There, the Landau-Lifshitz-Gilbert equation of the interfacial spins reads

$$\partial_t m_i = -\gamma m_i \times H_i^{\text{eff}} + (\alpha_0 + \alpha') m_i \times \partial_t m_i - \alpha' m_i \times (m_i \times \mu_R/h),$$

(4)

where $\alpha'$ accounts for the interfacial spin pumping in the right electrode. In the rest of the magnetic layers, the equation of motion is given by

$$\partial_t m_i = -\gamma m_i \times H_i^{\text{eff}} + \alpha_0 m_i \times \partial_t m_i.$$  

(5)

The output is given by the spin accumulation pumped by the precessing magnetization at the right boundary, $\mu_R^x = -h \sum_i \hat{z} \cdot (m_i \times \partial_t m_i)$.\textsuperscript{13,33,74} The spin mixing conductance is set to $g^{\uparrow\downarrow} = (e^2/h)10^{18}$ m$^{-2}$, comparable to the one measured in Pt|YIG|Pt structure\textsuperscript{15,75}, and the saturation magnetization is taken similar to that of YIG, $4\pi M_s = 1750$ G. With these parameters, $\alpha' \approx 0.1$, much larger than the intrinsic Gilbert damping expected in magnetic insulators $\alpha_0 \approx 10^{-3}$. We emphasize that the current flowing in the injector is continuous and that our calculations are performed at zero temperature. Therefore, the torque exerted at the left boundary does not excite thermal magnons nor does it induce ferromagnetic resonance. This is the ideal setup to observe spin superfluidity, if any.

B. Spin accumulation phase diagram

To understand how spin information is transmitted in this device, we have systematically computed the system’s output $\mu_R^x/\mu_0^x$ across the magnetic phase diagram. For computational purposes, the phase diagram is divided into 1001 $J_1$ and 201 $J_2$ points in the range -1 to 1, corresponding to 1001×201 grid points. First, for each set of $J_1$ and $J_2$ the magnetic ground state configuration is first computed in the absence of spin injection.
To reach the ground state, the time evolution of Eq. (5) is solved while assuming random spin configuration as an initial state. The system length has reached a steady state when the magnetic phase is represented by a single Néel vector that precesses about the z-axis. Clearly, the output spin accumulation ratio for different system sizes from each magnetic phase and report it as a function of the system length in Fig. 5. From this figure, the spin accumulation ratio $\frac{\mu^z_R}{\mu^z_L}$ for the $120^\circ$ NAF, RWAF and ferromagnetic phases all collapse on the same algebraic decay (solid green line), independently on the value of the exchange parameters. This result demonstrates long-range spin superfluid spin transport in the $120^\circ$ NAF phase.

Let us now turn our attention on the last region of the diagram, occupied by complex, possibly inhomogeneous spin spirals ($J_2 < \min\{J_1, -J_1/3\}$). In this region, the competition between nearest-neighbor and next-nearest neighbor exchange interactions promotes a range of highly frustrated non-collinear magnetic configurations with spin moments pointing out of plane. As a result, the output displays a non-monotonic behavior in the phase space. In the limit $J_2 \gg J_1$, the out-of-plane canting of the spin moments is weak and therefore the spins dynamics is close to that of easy-plane magnets, yielding a maximum output $\frac{\mu^z_R}{\mu^z_L} \approx 0.5$. However, away from this line, the spins may not achieve steady state even after 50 ns, which severely reduces the output. Similarly,
at the boundary between RWAF ($J_2 = J_1/8$) and ferromagnetic phases ($J_2 = -J_1/3$), the magnetic ground is only marginally stable and the dynamics deviates from the spin superfluid behavior encountered away from the boundaries.

Figure 6 displays the dependence of the spin accumulation output as a function of the length of the magnet, for four characteristic sets of parameters as indicated by the black dots in Fig. 4: two points are taken close to $J_1 = \pm 0.1 J$ (green and blue), where the output is close to maximum, and two points are taken further away in the spin spiral region (black and red). Close to $J_1 = 0$ axis (green and blue), we observe that the decay is fairly close to algebraic (solid line), revealing that the spin transport regime is a proximate spin superfluid. Away from this axis (black and red), the decay is dramatically enhanced and is better described by an exponential decay, characteristic of diffusive transport. As a guide for the eye, the dashed line represents an exponential decay ($\sim e^{-L/L_s}$) with a spin diffusion length $L_s = 20$ nm.

Finally, an interesting feature of the complex, inhomogeneous spin spiral phase is worth mentioning. We find that in proximity to the planar ferromagnetic phase, the output is close to maximum in spite of the complex magnetic texture (see red dot in Fig. 4). Figure 7 presents snapshots of the magnetic texture taken at $J_1 = J$ and $J_2 = -0.34 J$, between the initial state ($t = 0$ ns) and the final state ($t = 50$ ns). At $t = 0$ ns, this specific ground state displays quasi-one dimensional domain walls adjacent to magnetic vortices with spins pointing out of plane. We emphasize that due to the magnetic frustration, the ground state is highly degenerate, so Fig. 7 shows only one among many of the possible configurations. Upon turning on the spin injection, the magnetic texture is progressively modified, the vortices are eventually expelled and a planar spin spiral finally stabilizes. As a result, in spite of the complexity of the initial state and of the presence of out-of-plane spin orientation, the final spin transmission remains remarkably efficient. These simulations demonstrate that dc pumping of spin currents in non-collinear magnetic insulators can occur via either diffusive or spin superfluid regime and that magnets displaying weakly out-of-plane spin moments can display proximate spin superfluid signature.
C. Spin superfluidity in non-collinear antiferromagnet

To complete our study, we develop an analytical theory for spin superfluid transport in non-collinear coplanar antiferromagnets. We use the micromagnetic approximation by considering continuum spin density of the Heisenberg model in Eq. (1). In this approximation, the free energy is described by \( F = \int (f_{\text{ex}} + f_{\text{ani}}) d^3 r \). Here \( f_{\text{ex}} \) and \( f_{\text{ani}} \) are the exchange and magnetic anisotropy energies of each sublattice\(^{36}\) and they are expressed as

\[
f_{\text{ex}} = \frac{A_1}{3} [\nabla m_A]^2 + (\nabla m_B)^2 + (\nabla m_C)^2] + \frac{2A_2}{3} [(\nabla m_A \cdot \nabla m_B) + (\nabla m_B \cdot \nabla m_C) + (\nabla m_C \cdot \nabla m_A)]
\]

\[
f_{\text{ani}} = \frac{K}{3} [(m_A \cdot \hat{z})^2 + (m_B \cdot \hat{z})^2 + (m_C \cdot \hat{z})^2]
\]

where \( m_A, m_B \) and \( m_C \) are the spin moments in each sublattice. The exchange interaction strength is \( J \), inhomogeneous stiffness constants are \( A_1 \) and \( A_2 \) respectively and \( K \) is the strength of hard-axis anisotropy.

To describe the soft modes of the three-sublattice antiferromagnet, we introduce the two Néel vectors \( l_1 = \frac{1}{\sqrt{2}} [m_A + m_B - 2m_C] \) and \( l_2 = \frac{1}{\sqrt{6}} [-m_A + m_B] \), and magnetization \( m = \frac{1}{2} [m_A + m_B + m_C] \). To conserve sublattice spin moments, the Néel vectors and the magnetization satisfy \( l_1^2 + l_2^2 + m^2 = 1 \), \( l_1 \perp l_2 \) and \( |l_1| = |l_2| \). In the strong exchange limit, the magnetization is considered to be small, \( |m| \ll 1 \).

In terms of the Néel vectors and magnetization, the free energy reads

\[
f = \frac{9J}{2} m^2 + A [\nabla l_1]^2 + [\nabla l_2]^2] + K [(l_1 \cdot \hat{z})^2 + (l_2 \cdot \hat{z})^2]
\]

where \( A = A_1 - A_2 \). By introducing \( n = l_1 \times l_2 \), we can show that the magnetization is a slave variable of the Néel vectors and it can be written as

\[
m = \frac{1}{\omega_f} [\partial_t l_1 \times l_1 + \partial_t l_2 \times l_2 + \partial_t n \times n],
\]

where \( \omega_f = \frac{M}{\gamma H} \). The vectors \( l_1, l_2 \) and \( n \) are orthogonal to each other. Hence, in the strong exchange limit, the study of three-sublattice dynamics is now reduced to the dynamics of the two coupled Néel vectors.

We include the spin accumulation term to study the time dependent dynamics of spins. The dynamics of the Néel vectors in the presence of spin-transfer torque is

\[
\begin{align*}
\partial_t l_1 & = - \omega_j\mu_A^2 \nabla^2 l_1 + \omega_j \omega K l_1^2 \hat{z} + \omega_j \alpha \partial_t l_1 \\
& - \alpha' l_1 \times \mu_L + l_2 \times [\partial_t l_2 - \omega_j \omega A^2 \nabla^2 l_2 + \omega_j \omega K l_2^2 \hat{z}] \\
& + \omega_j \alpha \partial_t l_2 - \alpha' l_2 \times \mu_L + n \times \partial_t^2 n = 0
\end{align*}
\]

where \( \omega_A^2 = \frac{2A}{M} \) with domain wall length \( \lambda \) and \( \omega_K = \frac{2\pi K}{M} \). By considering the invariance of triangular lattice in \((y, z)\)-plane, Eq. (10) can be solved for one-dimensional solutions along \( x \)-axis. We take \( \mu_L = \mu_L^z \hat{z} \) and using spherical coordinates, the Néel vectors can be parameterized as \( l_1 = (l_1 \cos \phi, l_1 \sin \phi, l_1^2) \) and \( l_2 = (-l_2 \sin \phi, l_2 \cos \phi, l_2^2) \), where \( \phi \) is azimuthal angle and \( l_1 = \sqrt{1 - l_1^2} \) and \( l_2 = \sqrt{1 - l_2^2} \). To get the stable state solution we solve Eq. (10) in the static limit. Considering only linear order in \( l_1^2, l_2^2 \) and gradients of \( \phi \), we get

\[
\begin{align*}
\omega_A^2 \partial_x^2 \phi & = \frac{\alpha'}{\hbar} \mu_L^z \\
\omega_A^2 [\partial_x^2 l_1^2 + l_2^2 \partial_x^2 \phi] - \omega_K l_1^2 & = \frac{\alpha'}{\hbar} l_2^2 \mu_L^z \\
\omega_A^2 [\partial_x^2 l_2^2 - l_1^2 \partial_x^2 \phi] - \omega_K l_2^2 & = - \frac{\alpha'}{\hbar} l_1^2 \mu_L^z
\end{align*}
\]

From the Eq. (11), only one spatially varying solution exists. The solution is an in-plane homogeneous spiral state and this state is stable for non-zero \( \mu_L^z \). This stable solution is in agreement with the steady state of antiferromagnetic systems in the absence of uniaxial anisotropy and magnetic field\(^{32}\). From Eq. (11), it is clear that a non-zero \( \mu_L^z \) can excite magnetization dynamics.

Analogous to conserved quantities in the conventional superfluidity of \(^4\)He\(^{3,10,11}\), such as mass current, the spin superfluidity in easy-plane magnetic insulators refers to a pair of canonical variables \( (\phi, m_z) \) with phase of condensation \( \phi \) and transverse spin component \( m_z \). Taking only the linear orders in \( l_1^2 \) and \( l_2^2 \) and derivatives of \( \phi \), the dynamics of the canonical pair is represented as

\[
\begin{align*}
\partial_t \phi & = -\omega_j m_z \\
\partial_t m_z & = -2\omega_A^2 \partial_x^2 \phi + 2\alpha \dot{\phi}
\end{align*}
\]

In the absence of Gilbert damping, the above coupled equations are a magnetic analog to the Josephson relations\(^{5,79}\). This analogy suggests the possibility of spin superfluid transport through non-collinear antiferromagnetic system, as proven numerically in the previous section. In the steady state, \( m_z \) is constant and \( \phi(x,t) = \phi(x) + \Omega t \) are the solutions of Eqs. (14a) and (14b)\(^{32}\). Here \( \Omega \) is the precession frequency and it depends on \( \mu_L^z \). From Eq. (14b), the spin current density is determined as \( J_s(x) = 2M\omega_A^2 \partial_x \phi(x) \).

IV. CONCLUSION

Using a frustrated triangular antiferromagnet as a simulation platform, we have studied the crossover from spin superfluid to diffusive spin transport. We have demonstrated that magnetic systems characterized by a strong easy-plane anisotropy support spin superfluid transport irrespective of their specific magnetic configuration (ferromagnet, collinear and non-collinear antiferromagnet).
which results in a high device output independent of the values of nearest of next-nearest exchange parameters. The spin superfluidity is robust as long as the magnetic remains away from magnetic phase transition boundaries, consistently with previous theoretical predictions\textsuperscript{2,3}. When approaching these boundaries, the transport slowly transits towards a diffusive regime that is fully reached in highly frustrated phases. At the boundary with the antiferromagnetic phase, the output starts deviating from the ideal spin superfluid transport even before reaching the magnetic phase transition as the stability of the coplanar ground state weakens. Nonetheless, our simulations also demonstrate a certain tolerance of the spin superfluid transport for deviations from coplanarity. When the frustration that allows for the spin moments to cant out of plane remains reasonable (e.g., close to the $J_1 = 0$ or to the $J_2 = -J_1/3$ axes), the spin transport can re-enter the spin superfluid regime in spite of the complex non-collinear non-coplanar magnetic texture in this region.
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