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Abstract: Artificial Intelligence techniques have shown outstanding results for solving many tasks in a wide variety of research areas. Its excellent capabilities for the purpose of robust pattern recognition which make them suitable for many complex renewable energy systems. In this context, the Simulation of Tidal Turbine in a Digital Environment seeks to make the tidal turbines competitive by driving up the extracted power associated with an adequate control. An increment in power extraction can only be archived by improved understanding of the behaviors of key components of the turbine power-train (blades, pitch-control, bearings, seals, gearboxes, generators and power-electronics). Whilst many of these components are used in wind turbines, the loading regime for a tidal turbine is quite different. This article presents a novel hybrid Neural Fuzzy design to control turbine power-trains with the objective of accurately deriving and improving the generated power. In addition, the proposed control scheme constitutes a basis for optimizing the turbine control approaches to maximize the output power production. Two study cases based on two realistic tidal sites are presented to test these control strategies. The simulation results prove the effectiveness of the investigated schemes, which present an improved power extraction capability and an effective reference tracking against disturbance.
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1. Introduction

Renewable energy technologies are being increasingly exploited worldwide. Countries around the world are resorting to integrating renewable energy resources into their energy policy to reduce fossil fuel usage and carbon emissions [1–4]. Electricity demand is growing rapidly as countries develop, with increased use of electricity to meet a range of needs. According to the projections of the International Energy Agency (IEA), the global energy need has increased by about 40% since 1990, and a 53% increase is expected by 2030 [5]. This fast-rising energy demand will require some US $45 trillion in new infrastructure investment by 2030 [6]. The renewable energy technologies can improve energy security and decrease dependence on fossil fuels. The International Energy Outlook (IEO2016) confirms that these systems are related to a growing renewable energy converters. Renewable energy consumption increases by an average of 2.6% per year between 2012 and 2040 [7]. The technical potential for renewable energy is far greater than current human energy use, and studies suggest it could supply 95% of global energy demand by 2050, and double its current share by 2030, at a
relatively low net cost [8,9]. Marine renewable energy has become the focus of national research and development because of its abundant, renewable, and non-polluting characteristics [10–12]. Tidal energy represents an important energy source as the tidal energy potential is estimated to be around 450 TWh/year, with about 24 TWh/year on the European coasts [13].

Among marine renewable energy converters, Tidal Stream Generator (TSG) promises to be an environmentally friendly way to generate renewable electric energy with no emission of greenhouse gases during normal operation [14,15]. The horizontal axis tidal stream turbine has apparent similarities with the wind turbine. Nevertheless, they have different operational behaviors. In normal conditions, the fluid is over eight hundred times \(\frac{1025}{1.225} = 837\) denser than the air [16]. This is due to the huge kinetic energy density of the water. Therefore, at equal power, the tidal turbine will be more compact than a wind turbine. This will lead to a significant difference in the rotor size [17]. Consequently, the advantages of these opposing views will appear in construction, transportation, and charge of installation. In addition, the differences are mainly in the load design, size, and the inertia of the rotor. These characteristics are figured in different operating conditions. In effect, studies demonstrate that variations of the rotational speed for a TST are higher than for a windmill system, despite the perturbation in the wind speed is much higher than that of marine current [16]. Concerning the tidal stream converters, the swell effect is supposed to be the most disturbing phenomenon for the tidal current speed input [18]. This fluctuation will affect the harnessed output power.

In this area of research, control strategies have a valuable role to enhance the dynamic behavior of the TSG plant. In this context, several control approaches have been used. The Maximum Power Point Tracking (MPPT) strategy is employed to search the maximum harvested power from tides and tracking the Optimal Regimes Characteristic (ORC) operation [19]. Other research focused on the control of the active and reactive powers through the Doubly Fed Induction Generator (DFIG) by the use of the Rotor Side Converter (RSC) and the Grid Side Converter (GSC). The RSC control is used to keep the generator speed at its reference signal and the GSC control is dedicated to ensuring that the DC-link voltage remains constant [20,21]. In the literature, the PI controller has been used to control the operation of the marine current turbine through the back-to-back power converter aiming to maximize the captured energy [22]. One can envisage two designs: the torque and rotational speed control loops. However, the torque control loop is sensitive to the parametric variations and the turbulent tidal resource [23]. In addition, advanced control approaches can be employed to provide better performance especially to ensure the robustness under the modeling uncertainties [24,25]. In this framework, the sliding mode control approach is a suitable method for nonlinear systems [26]. It has been used in the field of marine energy conversion [27]. Its robustness to the disturbances and parametric uncertainties renders unnecessary a precise knowledge of the system. However, the main drawback of this method is the chattering phenomenon which is the high-frequency oscillations. This can negatively affect the generator because of discontinuous control. Many approaches were proposed to deal with this drawback as presented in [28]. Furthermore, the artificial intelligence techniques are capable of handling nonlinear problems in various signal processing applications, from pattern recognition and extended to renewable energy converters [29]. An artificial neural network is considered a technique which is well accepted for nonlinear statistical adjustment applications [30]. As discussed in [31], the Artificial Neural Networks (ANN) technique is used to more accurately determine the wind speed distribution law of a site, enabling the better assessment of wind energy potential and wind generator performances. The approach enables wind speed prediction with less errors. An application of using neural networks in wave energy systems is detailed in [32], where the assessment of the wave energy potential in near shore coastal areas is investigated by means of ANNs. The ANN model developed forecast wave energy potential with great accuracy. The Fuzzy Gain Scheduling (FGS) technique has been used as well for renewable energy converters. The MPPT controller for photovoltaic systems using an FGS strategy has been studied in [33]. This approach creates an adaptive MPPT controller and achieves better overall system performance. Furthermore, the proposed technique detailed in [34] is applied to design FGS-PID (Proportional Integral Derivative)
controllers of superconducting magnetic energy storage for power system stabilization. The study confirms that the controller provides high robustness under various operating conditions and large disturbances. From the benefits of both advanced approaches, which are the ANN and FGS, this study focuses on the power output improvement of the TSG system by implementing a hybrid neural fuzzy design.

The main application of the proposed control is affected by the change in velocities that are not predictable by astronomical tide—in particular, the swell effect phenomenon. For that reason, the robustness of the investigated control strategies has been compared by acquiring data from realistic tidal site in order to show how much energy will be saved. In particular, the novel hybrid Neural Fuzzy design is investigated to reach the power output improvement extraction by varying the rotational speed. The Artificial Neural Networks (ANN) based-MPPT approach has the advantage to approximate and interpolate multi-variate data that require huge databases. Furthermore, the fuzzy gain scheduling based control eliminates the fixed gains during operation. Therefore, the proposed fuzzy block will provide the adaptive change of controller gains which adequately vary according the variable tidal speed. In the operation in variable speed, the FGS-PI-based control is applied to the RSC. This enables the TSG to track the MPPT strategy. The MPPT approach uses a multilayer feed-forward ANN that enhances a fuzzy rotational speed controller. The aim of this command is to control the TSG plant, which, at each tidal velocity, must follow the optimal rotational speed where the maximum generated power is satisfied. The analysis of the investigated control approaches has been tested in the case of an irregular tidal resource and the occurrence of a disturbance during normal operation.

The rest of this article is structured as follows. In Section 2, the TSG system is described and modeled. Section 3 is devoted to the control design of the MPPT-based ANN and the FGS-based rotational speed control. In Section 4, the control robustness and disturbance rejection are investigated. Two study cases are presented and discussed using numerical input and real measured input. Finally, concluding discussions are drawn in Section 5.

2. Model Statement

The hydrodynamic turbine design is complex due to the changes in the non-constant current tidal and the direction, and the effect of the fluid depth. Therefore, the modeling assumptions are related to tidal turbine hydrodynamics, considering a constant thrust loading at the disk. In addition, the current speed at the disk is the average of the upstream and downstream currents \cite{15,35}. The topology of the TSG system is shown in Figure 1. It consists of a DFIG based on a Tidal Stream Turbine (TST). The configuration of the DFIG allows variable speed operation on a specific operation range. The connection to the grid is done through the stator of the DFIG via a transformer, while the DFIG is connected to the grid through the power electronic converters.

![Figure 1. Tidal stream generator global scheme.](image-url)
2.1. Tidal Turbine Model

The power harnessed from the tidal current speed \( V \), can be expressed as follows [36]:

\[
P_t = \frac{1}{2} C_p(\lambda, \beta) \rho \pi R^2 V^3,
\]

where \( P_t \) denotes the harnessed power from the tidal speed in (W), and \( R \) is the radius of the rotor blades expressed in (m).

However, the power captured from the tides cannot be used totally by the turbine because of Betz limit. The power coefficient \( C_p \) is defined as a function of the blade pitch angle \( \beta \) expressed in (deg) and the tip-speed ratio \( \lambda \), given as the following equation [37,38]:

\[
\lambda = \frac{\omega_t R}{V},
\]

where \( \omega_t \) is the rotor speed of the tidal turbine defined in (rad/s).

The generated torque of the tidal turbine, in (Nm), is expressed as follows:

\[
T_{tst} = \frac{P_t}{\omega_t},
\]

2.2. Shaft Model

The torque produced by the tidal turbine is transmitted to the generator using the drive train, which ensures the connection between the rotor and the generator via a flexible shaft. The model of the drive train shaft used is the two-mass model which is developed using the stiffness coefficient \( K_{sh} \) in (Nm/rad) and the damping coefficient \( D_{sh} \) in (Nms/rad). The expressions of the developed model are expressed as [39]:

\[
T_{tst} - T = 2H_t \frac{d\omega_t}{dt},
\]

\[
T = D_{sh}(\omega_t - \omega_g) + K_{sh} \int (\omega_t - \omega_g) dt,
\]

\[
T - T_{em} = 2H_g \frac{d\omega_g}{dt},
\]

where \( T_t \) is the produced torque by the rotor shaft given in (Nm), \( T_{em} \) is the electromagnetic torque of the generator in (Nm), \( \omega_g \) is the generator speed expressed in (rad/s), and \( H_t \) and \( H_g \) are the turbine and the generator inertia constants defined in s.

2.3. DFIG Model

The functioning in variable speed mode of the tidal turbine based on a DFIG has proven robustness due to the ability to achieve a higher power quality, reduced cost, and improved system efficiency. In addition, the DFIG with a four-quadrant operation enables a decoupled control of the active and reactive powers of the generator [40–42]. The dynamical model of the DFIG is defined using the Park’s transformation in \( d - q \) as explained in [43]. The equations of the stator voltages and flux, expressed in (V) and in (Wb) are given as:

\[
\begin{align*}
U_{sd} &= R_s I_{sd} + \frac{d\varphi_{sd}}{dt} - \omega_s \varphi_{sq}, \\
U_{sq} &= R_s I_{sq} + \frac{d\varphi_{sq}}{dt} - \omega_s \varphi_{sd}, \\
\varphi_{sd} &= L_s I_{sd} + L_m I_{rd}, \\
\varphi_{sq} &= L_s I_{sq} + L_m I_{rq},
\end{align*}
\]
The voltages and flux of the rotor are given as follows:

\[
\begin{align*}
U_{rd} &= R_r I_{rd} + \frac{d\varphi_{rd}}{dt} - \omega_r \varphi_{qr}, \\
U_{rq} &= R_r I_{rq} + \frac{d\varphi_{rq}}{dt} - \omega_r \varphi_{rd},
\end{align*}
\]

(9)

\[
\begin{align*}
\varphi_{rd} &= L_r I_{rd} + L_m I_{sd}, \\
\varphi_{rq} &= L_r I_{rq} + L_m I_{sq}.
\end{align*}
\]

(10)

The generator electromagnetic torque is defined in \( d - q \) by Equation (11):

\[
T_{em} = \frac{3}{2} p L_m (I_{sq} I_{rd} - I_{sd} I_{rq}),
\]

(11)

where \( I_{sd}, I_{sq} \) are the currents of the stator, \( I_{rd}, I_{rq} \) are the currents of the rotor given in \( d - q \) in \( A \), \( R_s \) and \( R_r \) are the resistances of the stator and rotor given in \( \Omega \), \( \omega_s \) and \( \omega_r \) are the pulsations of the stator and rotor expressed in \( \text{rad/s} \), \( L_s \) and \( L_r \) are the inductances of the stator and rotor given in \( H \), \( L_m \) is the magnetizing inductance defined in \( H \) and \( p \) is the number of the pole pair.

2.4. Back-to-Back Converter Model

The configuration of the DFIG-based TST with the back-to-back power converters allows for decoupling the control for both GSC and RSC components [44,45]. In this subsection, a model of the power converters is presented. The power converters that consist of the RSC and GSC coupled by means of the DC-link as shown in Figure 1. The GSC is controlled thanks to the vector control scheme in order to adjust the voltage of the DC-link—in addition to controlling the flow of the reactive power to ensure the DC voltage adjustments [46]. The control of RSC is proposed to regulate the system in order to achieve the maximum output power production. For that reason, the rotational speed control is investigated using the vector control strategy [43].

The active and reactive powers of the plant, which are defined in \( W \) and \( \text{VAR} \), are expressed as:

\[
\begin{align*}
P_g &= \frac{3}{2} U_{dg} I_{dg} - U_{dq} I_{dq}, \\
Q_g &= \frac{3}{2} U_{dq} I_{dg} - U_{dg} I_{dq},
\end{align*}
\]

(12)

(13)

The expression that links the power saved in the DC-link and the power transmitted to the grid is given as follows:

\[
P_g = \frac{3}{2} U_g I_{dg} = U_{dc} I_{dc},
\]

(16)

where \( U_{dc} \) is the voltage of the DC-link given in \( V \) and \( I_{dc} \) is the current flowing in the DC-link in \( A \).

3. Control Statement

Tidal current speed may vary in two ways; on a large time scale by means of the gravitational effort of the sun and the moon. In this case, the current speed profile is composed of spring and neap
tides and the period occurs each 12 h and 25 min. On a small time scale, these currents are affected by climate disturbance as the case of swell effect phenomenon which can occur during a period of few seconds. Both time scales should be taken into consideration when implementing the control scheme to drive the TSG in the variable speed mode. The investigated control block for the tidal stream converter system is depicted in Figure 2.

![Figure 2](image)

**Figure 2.** Control strategies scheme description for TSG.

In order to perform the output power’s improvement under different input conditions, a novel hybrid rotational speed control is investigated. The MPPT-based ANN approach is designed to provide the suitable rotor speed according to the change of the tidal input. The reference rotational speed is adjusted using a multilayer feed-forward neural network. Then, the proposed fuzzy gain scheduled PI controller is used to regulate the rotational speed. Such a proposed fuzzy supervisor adequately modifies the controller gains providing the control a novel adaptative mechanism to the input parameter changes.

### 3.1. ANN-Based Maximum Power Point Tracking Approach

The MPPT approach has been strongly used to optimize the efficiency of renewable energy plants [47,48]. However, this strategy must be adapted to the tidal energy environment according to the control requirements in the TSG system. The MPPT algorithm used in this study is based on an ANN-based approach. The aim of this control strategy is to control the TSG system on the way to follow the optimal rotational speed, which corresponds to the maximum generated power. Figure 3 shows the variation of the generated power as a function of the rotational speed and the tidal current speed.

The system under study consists of a DFIG-based tidal turbine for which the maximum harnessed power is $P_n = 1.5$ MW. In order to harness the maximum power from the tides, the power coefficient and thus the tip-speed ratio should be maintained at their maximum values as $C_p \text{ max} = 0.44$ and $\lambda_{\text{opt}} = 6.34$, respectively [49]. The structure of the proposed feed-forward neural network is depicted in Figure 4.
The model of a common neuron is given by the following expression:

\[
    y_i = \sum_{j=1}^{N} w_{ij} x_j + T^h_i, \\
    z_i = f^{(l)}_i(y_i),
\]  

(17)

where \(z_i\) is the output of the \(i\)th neuron in the \(l\)th hidden layer, \(w_{ij}\) are the synaptic weights linking the \(j\)th neurons to \(i\)th neurons, \(f^{(l)}_i(.)\) is the activation function of the \(i\)th neuron of layer \(l\), \(i\) is the number of the input neurons, \(x_j\) are the input neurons, and \(T^h_i\) are the threshold terms of the hidden layer.

The resulting MPPT block adequately adapts the rotational speed reference at each tidal velocity input, so as to maximize the power extracted from the system. Once the network is created and configured, the weights are randomly set at first. The used training method is a Levenberg–Marquardt algorithm \([50,51]\). The used learning algorithm is conceived to adjust the weights to minimize the error for each calculated output and the solution given by the ANN for the adequate input.

The used method is trial-and-error based on a forward strategy process. This begins with an undersized number of neurons in the hidden layer until the training and testing results are ameliorated. This rule uses a statistical analysis to prove the best performance criteria reached. Several tests have been investigated to choose the suitable number of neurons in the hidden layer. The criterion was set according to the smallest Mean Squared Error (MSE) determined. Figure 5 depicts the variation

Figure 3. Harnessed output power as a function of the rotor speed for given velocities.

Figure 4. Layout of feed-forward neural network.
of the result of the MPPT block versus the tidal current speed for a various value of neurons in the hidden layer.

![Graph showing tidal speed vs. rotational speed](image)

**Figure 5.** Control performances: (a) tidal speed input; (b) response of the reference rotational speed for different number of neurons; (c) zoom into the reference rotational speed variation for 0.07 s.

The range of variation of $V$ is from 0 to 5 m/s, which represents a high tidal velocity that can be recorded at the high energetic sites [52]. As it may be seen that, for all tidal velocities less than 3.2 m/s, the response is regulated to follow the reference. When the tidal velocity is superior to the threshold limit of the rotor speed, it is kept at its maximum value, that is, 2.53 rad/s. The number of neurons in the hidden layer will be chosen to be $h_i = 50$ as a trade-off between a low number and a transient with small oscillations.

It may be seen in Figure 6 the iteration for which the validation performance is minimal. The best validation performance is $1.407 \times 10^{-7}$ at epoch 1000. This character displays that the training data admit a good fit.

![Graph showing training performance](image)

**Figure 6.** Training performance of the ANN block.
3.2. FGS-PI Based-Rotational Speed Control

The developed block control which is conceived to the RSC is shown in Figure 7. The adequate rotational speed $\omega_{ref}$ is acquired from the developed ANN based MPPT approach. The control loop of the rotational speed is conceived by means of a fuzzy gain scheduling approach since it is considered as a robust control strategy against uncertainties [53]. Thus, the principle of FGS-PI based control is to refine the parameters of the tuned PI controller to satisfy the required performance [33,54,55].

![Figure 7. Control scheme of the RSC component.](image)

The discrete-time expression of the PI control law is expressed by the following equation:

$$u(k) = K_p \Delta e(k) + K_i T_s e(k) + u(k - 1),$$  \hspace{1cm} (18)

where $e(k)$ is the error from the adequate rotational speed acquired from the ANN-based MPPT strategy and the actual rotor speed, $\Delta e(k) = e(k) - e(k - 1)$ is the variation of the error, $K_p$ and $K_i$ are the PI controller parameters and $T_s$ is the sampling time.

In effect, the fuzzy logic controller acquires the inputs and outputs which should be actual numbers to satisfy the actuators conditions. Thus, the fuzzification and defuzzification process for the input and outputs variables is essential. The aim of the fuzzification is to convert the crisp values to fuzzy linguistic terms in order to apply the fuzzy inferences using the rules. For that reason, the inputs and outputs are normalized in the universe of discourse [56,57].

In effect, the fuzzy logic controller acquires the inputs and outputs which should be actual numbers to satisfy the actuators conditions. Thus, the fuzzification and defuzzification process for the input and outputs variables is essential. The aim of the fuzzification is to convert the crisp values to fuzzy linguistic terms in order to apply the fuzzy inferences using the rules. For that reason, the inputs and outputs are normalized in the universe of discourse [56,57].

The fuzzy supervisor includes $e(k)$ and $\Delta e(k)$ the two inputs and two outputs $K_p$ and $K_i$ as the proportional and integral gains, respectively. These gains are normalized using the linear transformation as follows [53]:

$$\begin{align*}
K'_p &= (K_p - K_{p \ min}) / (K_{p \ max} - K_{p \ min}), \\
K'_i &= (K_i - K_{i \ min}) / (K_{i \ max} - K_{i \ min}),
\end{align*}$$  \hspace{1cm} (19)

where $[K_{p \ min}, K_{p \ max}]$ and $[K_{i \ min}, K_{i \ max}]$ are the tolerable range of the parameters of the controller.
The gain scheduling of the PI block is obtained adopting the fuzzy rules described by the following equation:

\[
\text{if } e(k) \text{ is } A_i \text{ and } \Delta e(k) \text{ is } B_i, \\
\text{then } K_p' \text{ is } C_i \text{ and } K_i' \text{ is } D_i,
\]

where \( A_i, B_i, C_i \) and \( D_i \) are the fuzzy sets on the corresponding supporting sets, which \( i = 1, 2, \ldots, m. \)

The types of membership functions considered in this study are triangular and trapezoidal, which are uniformly distributed and symmetrical in the universe of discourse. The used linguistic levels are Negative Big (NB), Negative (N), Zero (Z), Positive (P) and Positive Big (PB). The corresponding membership functions related to the inputs \( e \) and \( \Delta e \) of \( A_i \) and \( B_i \) fuzzy sets and to the outputs \( K_p' \) and \( K_i' \) of \( C_i \) and \( D_i \) fuzzy sets are illustrated in Figures 8 and 9.

![Figure 8. Membership functions for inputs \( e \) and \( \Delta e \).](image)

![Figure 9. Membership functions for outputs \( K_p' \) and \( K_i' \).](image)

The grade of the membership functions \( \mu_{A_i} \) and \( \mu_{B_i} \) are defined as:
\[
\mu_{NB}(X) = \begin{cases} 
(-2X - 1) & \text{if } X \in (-1, -1/2) \\
0 & \text{if } X \geq -1/2,
\end{cases} \]

\[
\mu_{N}(X) = \begin{cases} 
2(X + 1) & \text{if } X \in (-1, -1/2) \\
-2X & \text{if } X \in (-1/2, 0) \\
0 & \text{if } X \geq 0,
\end{cases} \]

\[
\mu_{Z}(X) = \begin{cases} 
0 & \text{if } X \leq -1/2 \\
(2X + 1) & \text{if } X \in (-1/2, 0] \\
(1 - 2X) & \text{if } X \in (0, 1/2) \\
0 & \text{if } X \geq 1/2,
\end{cases}
\]

\[
\mu_{P}(X) = \begin{cases} 
0 & \text{if } X \leq 0 \\
2X & \text{if } X \in (0, 1/2] \\
2(1 - X) & \text{if } X \in (1/2, 1),
\end{cases} \]

\[
\mu_{PB}(X) = \begin{cases} 
0 & \text{if } X \leq 1/2 \\
(2X - 1) & \text{if } X \in (1/2, 1],
\end{cases}
\]

\[\text{(21)}\]

where \(X\) represents \(\varepsilon\) or \(\Delta\varepsilon\).

In addition, the grade of the membership functions \(\mu_{C_i}\) and \(\mu_{D_i}\) are defined as follows:

\[
\mu_{NB}(Z) = \begin{cases} 
1 & \text{if } Z \in [-1, -4/5] \\
(-1 - 5Z/2) & \text{if } Z \in [-4/5, -2/5] \\
0 & \text{if } Z > -2/5,
\end{cases}
\]

\[
\mu_{N}(Z) = \begin{cases} 
0 & \text{if } Z \leq -4/5 \\
(5Z/2 + 2) & \text{if } Z \in (-4/5, -2/5] \\
-5Z/2 & \text{if } Z \in (-2/5, 0) \\
0 & \text{if } Z \geq 0,
\end{cases} \]

\[
\mu_{Z}(Z) = \begin{cases} 
0 & \text{if } Z \leq -2/5 \\
(5Z/2 + 1) & \text{if } Z \in (-2/5, 0] \\
(1 - 5Z/2) & \text{if } Z \in (0, 2/5) \\
0 & \text{if } Z \geq 2/5,
\end{cases}
\]

\[
\mu_{P}(Z) = \begin{cases} 
0 & \text{if } Z \leq 0 \\
5Z/2 & \text{if } Z \in (0, 2/5] \\
(2 - 5Z/2) & \text{if } Z \in (2/5, 4/5) \\
0 & \text{if } Z \geq 4/5,
\end{cases} \]

\[
\mu_{PB}(Z) = \begin{cases} 
0 & \text{if } Z \leq 2/5 \\
(5Z/2 - 1) & \text{if } Z \in (2/5, 4/5] \\
1 & \text{if } Z \in [4/5, 1],
\end{cases}
\]

where \(Z\) represents \(K_p^i\) or \(K_i^i\).
The set of fuzzy rules considered is given in Tables 1 and 2. The proposed rules are gathered in order to adjust the behaviour of the PI controller in accordance with the error $e(k)$ and the error change $\Delta e(k)$.

Table 1. Fuzzy rules for $K_p$ parameter.

| $e(k)/\Delta e(k)$ | NB | N | Z | P | PB |
|---------------------|----|---|---|---|----|
| NB                  | NB | NB| NB| N | Z  |
| N                   | NB | N | N | N | Z  |
| Z                   | NB | N | Z | P | PB |
| P                   | Z  | P | P | P | PB |
| PB                  | Z  | P | PB| PB| PB |

Table 2. Fuzzy rules for $K_i$ parameter.

| $e(k)/\Delta e(k)$ | NB | N | Z | P | PB |
|---------------------|----|---|---|---|----|
| NB                  | PB | PB| PB| N | NB |
| N                   | PB | P | P | Z | NB |
| Z                   | P  | Z | N | N | NB |
| P                   | Z  | P | N | N | NB |
| PB                  | Z  | N | NB| NB| NB |

The truth value of the $i$th rule is obtained by the product of the truth value of the components of the antecedent clauses as:

$$\mu_i = \mu_{A_i}(e(k)).\mu_{B_i}(\Delta e(k)).$$  \hspace{1cm} (23)

By using the membership functions, we obtain:

$$\sum_{i=1}^{m} \mu_i = 1,$$  \hspace{1cm} (24)

thus the defuzzification scheme is defined as:

$$\begin{cases} K_p' = \sum_{i=1}^{m} \mu_i C_i, \\ K_i' = \sum_{i=1}^{m} \mu_i D_i. \end{cases}$$  \hspace{1cm} (25)

The decision-making output is acquired using a Max-Min fuzzy inference where the crisp outputs are obtained using the method of defuzzification and the center of gravity given as follows:

$$\begin{cases} K_p = K_p \min + (K_p \max - K_p \min)K_p', \\ K_i = K_i \min + (K_i \max - K_i \min)K_i'. \end{cases}$$  \hspace{1cm} (26)

By implementing the fuzzy block using the set of fuzzy rules, the fuzzy surfaces for the outputs $K_p$ and $K_i$ parameters are illustrated in Figures 10 and 11.
The inner current loops find the rotor voltage reference in \( d - q \) frame. The equations that rely on the rotor voltages and currents defined in \( (V) \) and in \( (A) \) are expressed by Equation (27) as detailed in [43]:

\[
\begin{align*}
U_{d r}^* &= R_r i_{d r} + \sigma L_r \frac{d i_{d r}}{dt}, \\
U_{q r}^* &= R_r i_{q r} + \sigma L_r \frac{d i_{q r}}{dt},
\end{align*}
\]

where \( \sigma \) is the leakage factor.

In addition, the terms of decoupling are joined to the expressions of \( U_{d r}^* \) and \( U_{q r}^* \) in order to enhance the transient response of the plant [58]. Thus, the reference voltages of the rotor are expressed by:

\[
\begin{align*}
U_{d r}^* &= -\omega_{slip} \sigma L_r i_{q r} + (K_{Pi} e_d + K_{Ii} \int e_d dt), \\
U_{q r}^* &= \omega_{slip} (L_m i_m + \sigma L_r i_{d r}) + (K_{Pi} e_d + K_{Ii} \int e_d dt),
\end{align*}
\]

where \( \omega_{slip} \) is the angular frequency of slip given in \( (rad/s) \) and \( i_m \) is the stator magnetizing current supposed as constant. \( K_{Pi} \) and \( K_{Ii} \) are the parameters of the controllers.

The method of tuning of the PI controllers is the well-known Ziegler–Nichols method [59]. After that, another refinement of the tuned controller parameters is conceived by means of the robust
response time algorithm [60]. The voltage references of the rotor are converted to the \( abc \) frame which will be affected to the RSC through the Pulse Width Modulation (PWM) block.

### 3.3. GSC Control

The control of the GSC is developed using the voltage oriented control strategy as shown in Figure 12. This approach admits two PI current controllers and one outer PI voltage controller [36]. The developed block diagram regulates the DC-link voltage \( U_{dc} \) and the reactive power \( Q_g \). The use of the Phase Locked Loop (PLL) block is to save the input signal phase which denotes \( \theta_g \). The currents and voltages expressed in \( dq \) frame are achieved using the Park’s transformation.

\[\begin{align*}
U_{gd} &= i_d R_g + L_g \frac{di_d}{dt} - \omega_s L_g i_q + U_{gd1}, \\
U_{gq} &= i_q R_g + L_g \frac{di_q}{dt} - \omega_s L_g i_d + U_{gq1},
\end{align*}\]  

where \( R_g \) and \( L_g \) are the coupling resistance and inductance of the grid, and \( U_{gd1} \) and \( U_{gq1} \) are the terminal voltages of the converter in the \( dq \) frame.

The active and reactive powers are regulated through the \( dq \) axis currents. The current loops are similar and provide the voltage references of the grid \( U_{ds}^* \) and \( U_{qs}^* \) as defined by Equation (30). Thus, as to improve the transient response of the plant, the terms of compensator and feedforward voltages are joined to the command signals:

\[\begin{align*}
U_{gds}^* &= U_{gd} + \Omega_g L_g i_q - (K_{pI} e_d + K_{I} \int e_d dt), \\
U_{gqs}^* &= U_{gq} - \Omega_g L_g i_d - (K_{pI} e_q + K_{I} \int e_q dt).
\end{align*}\]  

The voltage control loop is intended to regulate the voltage of the DC-link so as to keep it constant around its reference. The current control loops adjust the currents \( i_d \) and \( i_q \) in \( dq \) frame. The current \( i_q \) aims to control the reactive power and the current reference in the q-axis is assumed zero. Likewise, the RSC control and the PI controller gains are determined using the empirical Ziegler–Nichols method [61].
After that, the voltage references are converted to the abc stationary frame, which will acquire the PWM signals for the GSC.

4. Validation Tests and Discussion

In this part, based on realistic tidal sites, two study cases are given to test the robustness of the developed control schemes. The demonstrative studies are set to enhance the harnessed power under irregular tidal current speed input. In addition, the fuzzy gain scheduling supervisor was analyzed to favor disturbance rejection. The simulation results have been executed using the TSG system parameters given in Table 3.

### Table 3. TSG system parameters.

|                          | Turbine | Drive-train | DFIG     | Converter |
|--------------------------|---------|-------------|----------|-----------|
| Parameter                | Value   | Parameter   | Value    | Parameter |
| $\rho$                   | 1027 kg/m$^3$ | $H_I = 3$ s | $P_n = 1.5$ MW | $V_{dc} = 1150$ V |
| $R$                      | 8 m     | $H_S = 0.5$ s | $U_{rms} = 690$ V | $C = 0.01$ F |
| $C_{PMAX}$               | 0.44    | $K_{dh} = 2 \times 10^6$ Nm/rad | $f_{freq} = 50$ Hz | $R_s = 2.63$ m$\Omega$ |
| $\lambda_{opt}$          | 6.96    | $D_{dh} = 3.5 \times 10^3$ Nms/rad | $R_r = 2.63$ m$\Omega$ | Choke |
| $V_n$                    | 3.2 m/s |             |          | $L_s = 0.168$ mH |
|                          |         |             |          | $L_r = 0.133$ mH |
|                          |         |             |          | $L_m = 5.474$ mH |
|                          |         |             |          | $p = 2$ |

4.1. Control Robustness against Irregular Tidal Speed with Numerical Input

So as to examine the robustness of the developed control approaches, a first study case based on the characteristics of a sea state in the winter of the western coast of Europe is investigated. The data of the velocities are based on a mathematical model of the swell disturbance [62]. The swell model is calculated using the first-order Stokes model [52,63]. The average height of the highest one-third waves is 3 m and the average period of these one-third waves is 13.2 s. The sea depth is 30 m. The average tidal current $V_{avr} = 2$ m/s is chosen in a small time scale. Figure 13 illustrates the tidal velocity profile with a lower speed of 0.6 m/s and an upper speed of 3.1 m/s.

![Figure 13. Study case 1: Tidal current speed input.](image)

Figure 14 shows the power coefficient response. In this experiment, it is obvious that the system has good behavior, thus the power coefficient is maintained around its optimum value $C_p = 0.4373$. 
The 5% settling time is reached at 0.01 s; it is obvious that the controlled system is able to track fast the desired value in the steady-state regime.

Figure 14. Study case 1: Power coefficient response.

Figure 15 depicts the response of the rotor speed and the adequate signal acquired from the implemented ANN-based MPPT approach. The controller displays a good tracking performance of the adequate rotor speed. This indicates that the FGS-PI controller has a decreased steady-state error because the integral action is adequately changing in accordance to the changes of the input.

The output torque and power variations are shown in Figures 16 and 17. An uncontrolled study case is set to compare the output power. The resulting torque and power change according to the variation of the tidal velocity. The average values of the extracted power are 425 kW and 549 kW corresponding to the uncontrolled case and the hybrid neural fuzzy control, respectively. It can be seen that using the developed FGS control provides a good speed tracking performance, which leads to a power generation improvement with a 29.18%. Therefore, the TSG system is capable of augmenting the recuperated output power in case of the swell effect.

Figure 15. Study case 1: Rotor speed curve and its reference.
4.2. Control Robustness against Irregular Tidal Speed with Real Measured Input

A second realistic tidal site is considered to test the developed control strategies. The station under study is named Middle Ground Shoal which is located in Cook Inlet, USA. According to the National Oceanic and Atmospheric Administration (NOAA), this tidal site can reach important tidal velocities up to 2.3 m/s as mentioned in the Cook Inlet 2012 Current Survey as described in [64]. The used data from this tidal site is recorded from 25 June 2012 at 00:00:00 to 26 June 2012 at 23:59:00.

These data are extracted using an Acoustic Doppler Current Profiler [65] with an approximated water depth of 31.15 m within an interval of 6 min. Figure 18 illustrates the real instantaneous measured tidal currents over two days. Each semidiurnal tide related to spring and neap tides is corresponding to an approximately period of 7 h. It is obviously clear that the oscillation in the current speed profile is important with respect to the average tidal speed which is 1.038 m/s.
Figure 18. Study case 2: Measured tidal current speed in Cook Inlet from 25 June 2012 at 00:00:00 to 26 June 2012 at 23:59:00.

In the comparative study between the uncontrolled case and the proposed control approaches, the realistic tidal current velocity over the period 00 h:00 min to 07 h:00 min of 25 June 2012 is chosen as the input to the implemented model. The response of the power coefficient is depicted in Figure 19. The power coefficient is maintained constant and in the steady state regime reaches a value of 0.4382 at 0.01 s.

Figure 19. Study case 2: Power coefficient response.

Figure 20 shows the rotational speed curve changing according to the tidal current speed. This result proves that the controller successfully manages to follow the optimal reference provided by the MPPT strategy.
The response of the hydrodynamic torque is depicted in Figure 21. The torque increases according to the tidal current speed input variation. Figure 22 shows the generated power in the uncontrolled case and the controlled case using the neural fuzzy techniques. The output generated power is improved in terms of average values with 22.4%, which leads to maximizing the energy harnessed by the tidal velocity even in the case of high disturbance.
4.3. Disturbance Rejection

To test the robustness of the proposed control, a disturbance rejection experiment was carried out. The disturbance is injected into the measured signal, which is the rotational speed. The tidal speed input versus time considered starts from 1.5 m/s and steps to 3.2 m/s at \( t = 5 \) s as shown in Figure 23.

The measured rotational speed increases according to the tidal current speed from 1.18 rad/s to 2.53 rad/s as illustrated in Figure 24. The curve shows an effective tracking performance of the rotational speed.
The occurrence of the disturbance is injected at $t = 6\, \text{s}$ with a 10% of the average rotational speed as depicted in Figure 25a. In fact, when zooming in on the curve, it can be clearly seen that the controller is able to reject the disturbance in $0.015\, \text{s}$ and allows the system to be stable in the steady-state operation as depicted in Figure 25b. The resulting power coefficient adequately adapts to the disturbance condition and it is noted that the response is closer to the optimum value with 0.4379.

The generated output power is depicted in Figure 26. The TSG system is capable of enhancing the output power of 1.48 MW according to a tidal speed of 3.2 m/s. The implemented control enhances the generated power with a decreased error of approximately 2% compared to the tolerable supported power by the system. It can be noted that the developed control approaches lead to a power improvement against disturbances.
5. Conclusions

In this article, a tidal stream generator system has been designed and controlled. A hybrid neural fuzzy design has been developed to deal with the power disturbances due to the swell effect.

The hybrid design consists of an ANN-based MPPT approach which adequately generates the reference rotational speed in order to drive coupled with a fuzzy gain schedule that drives the system in the maximum power. The ANN design adaptively changes its weights to provide the suitable trajectory for each marine velocity. The block design is the fuzzy gain scheduling which controls the rotational speed control loop. The fuzzy controller adaptively changes its gains using the designed fuzzy supervisors.

To test the effectiveness of the novel hybrid FGS PI-controller, two realistic tidal sites were investigated. The first scenario is proposed with a variable spring and neap marine velocity provoking swell effect disturbances on the Western coast of Europe. The results found prove that approaches successfully deal with these perturbations that enable the TSG plant to harness the maximum output power. A second scenario based on the realistic data from the Cook Inlet, USA was considered. Comparing with the uncontrolled case, the hybrid neural fuzzy controller shows the power generation improvement offered by the developed control schemes.

Another case of study was considered to assess the robustness of the implemented control strategies under disturbances with an excellent reference tracking. The proposed hybrid FGS-PI control that has been enhanced with an ANN provides very good output power performance improvement from the tidal stream generator system.

This study consists of enhancing the operation of the tidal stream generator system for several study cases by varying the input profile. In effect, the plant is controlled in a way to maximize the harnessed power. The work proves that regulating the tidal turbine in variable speed functioning lead to a high energy yield by operating with a maximum power coefficient.
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Abbreviations

The following abbreviations are used in this manuscript:

ANN Artificial Neural Network
DFIG Doubly Fed Induction Generator
GSC Grid Side Converter
IEA International Energy Agency
FGS Fuzzy Gain Scheduling
IEO International Energy Outlook
MPPT Maximum Power Point Tracking
MSE Mean Square Error
NOAA National Oceanic and Atmospheric Administration
ORC Optimal Regime Characteristic
PI Proportional Integral
PLL Phase Locked Loop
PTO Power Take Off
PWM Pulse Width Modulation
RSC Rotor Side Converter
TSG Tidal Stream Generator
TST Tidal Stream Turbine
NB Negative Big
N Negative
Z Zero
P Positive
PB Positive Big

Notations

$P_{t, g, n}$ Turbine, generator and nominal powers (W).
$C_p, C_{p\text{max}}$ Power coefficient and its maximum.
$\lambda, \lambda_{opt}$ Optimal speed ratio and its optimal value.
$\beta, \rho, R$ Blade pitch angle (deg), fluid density (kg/m$^3$) and blade radius (m).
$V, V_n$ Tidal current speed and its nominal value (m/s).
$\omega_{t, g}, \omega_{s, r}$ Rotational speed of turbine and generator, pulsations of the stator and rotor (rad/s).
$\omega_{ref}$ Reference rotational speed (rad/s).
$T_{tst}, T_t, T_{em}$ Turbine, rotor shaft and electromagnetic torques (Nm).
$H_{t, g}, T_s$ Turbine and generator inertia constants, sampling time (s).
$D_{sh}, K_{sh}, p, \sigma$ Stiffness coefficient (Nm/rad), damping coefficient (Nms/rad), leakage factor.
$U_{d, q, 1}, U_{d, q, 1}$ Stator and rotor voltages in $d-q$ frame (V).
$I_{d, q, 1}, I_{d, q, 1}$ Stator and rotor currents in $d-q$ frame, stator magnetizing current (A).
$q_{d, q, 1}$ Stator and rotor flux in $d-q$ frame (Wb).
$L_{s, r}, L_m, L_g$ Stator and rotor inductances, magnetizing inductance, grid coupling inductance (H).
$R_{s, r}, R_g$ Stator and rotor resistances, grid coupling resistance (Ω).
$U_{gd, qd, gq}, U_{gd, qd, gq}$ Grid voltages and terminal voltages of the converter in $d-q$ frame (V).
$I_{gd, qd, 1}$ Grid currents in $d-q$ and DC-link current (A).
$U_{dc}, C$ DC-link voltage (V), DC-link capacitor (F).
$z_i, x_i, T_i$ Output neurons, input neurons, threshold terms of the hidden layer.
$\omega_{i, j}, h_i$ synaptic weights, number of neurons in the hidden layer.
$u_k$ Fuzzy control law.
$e(k), \Delta e(k)$ The error and the error change.
$K_p, K_i$ Fuzzy PI gains.
$K'_p, K'_i$ Normalized fuzzy PI gains.
$\mu_{A, B, C, D_i}$ Grades of the membership functions.
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