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Abstract: In India the insurance industry is in its growth stage. It consists of 58 insurance companies of which 24 in life and 34 are non-life insurance. The Non-life Insurance companies which cater to motor insurance business presently utilize different trend models to forecast paid claim amount. Motor Insurance Claim amount prediction is one of the most difficult tasks to accomplish in financial forecasting due to the complex nature of data points. The main objective of this study is to determine a reliable time series forecasting model to predict own damage (OD) claim amount of motor insurance data in India from 1981 to 2016. In this context, the annual time series claim data was collected and modeled by using the Generalized linear model (GLM), Autoregressive Integrated Moving Average (ARIMA) and Artificial Neural Network (ANN) method. The validation of the model has been done by comparison of predicted and actual values for the period of 36 years. Also, different types of possible models were evaluated using Akaike Information Criteria (AIC), Bayesian Information Criteria (BIC), Mean Absolute Percentage Error (MAPE), and Root Mean Square Error (RMSE) for accuracy. The results showed that ANN outperformed other traditional time series models (GLM & ARIMA) for predicting the future own damage claim amount with a lesser residual error. Further, this outcome of these data analytics studies would help Insurance companies to have an idea about the expected future claim amounts with more accuracy. Thus, predicting the Motor insurance’s own damage claim will help insurance companies to budget their future revenue.
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I. INTRODUCTION

In the past few years, the motor insurance sector in India has heavily suffered based on motor own damage claim from a commercial motor vehicle concerning the viability of the insurance companies and also due to promoters continuously infusing additional capital to maintain solvency. Also, the long-term claims intimation, the trend of courts in awarding claims intimation, the trend of courts in awarding flexibility of courts in declaring claim settlement and non-flexibility of courts in claim dealing with, are some of the issues faced by the industry. Model evaluation and Forecasting the time series statistics is essential in fields like Insurance, Finance, and Agriculture.

The previous research on modeling of Insurance claim is very scanty, and few authors have considered the ARIMA model for prediction with respect to the fire insurance loss, property damage claim and future health care insurance cost of inpatient diagnosis. In the literature ARIMA modeling for different general insurance areas like fire insurance, property damage insurance, and health care insurance with different parameters with overfitting was performed. However, forecasting the nature of the exact time-series claim amount of data is difficult. Though, there are various forecasting techniques applied in different sectors, only the ARIMA method can be employed for forecasting claim size. Also, there has been no substantial amount of research work done concerning the Motor Insurance Claim amount in India. This remains a motivating factor for us to evolve and develop predictive models as compared with other studies. Therefore, the present study focused on evaluating different forecasting models viz., GLM, ARIMA, and ANN, which represents the linear and Artificial intelligence was explored for own damage claim amount. The objective is to develop an appropriate mathematical model that helps in forecasting future predictions based on the chosen characteristic of the data [1].

II. REVIEW CRITERIA

In this section, we summarize various works listed in the literature. David Cummins et al. [2] studies indicate that the econometric model produces better forecasts as compared to the ARIMA Model concerning Property damage Claim of the automobile insurance companies in the United States. However, the study based on forecasting future health care insurance cost of in-patient diagnoses, by applying various forecasting techniques, the ARIMA model provide a good model fit with a high degree of accuracy in predicting future costs [3]. According to another studies on Republic of Macedonia life insurance data, by applying two competent models i.e. Combined ARIMA and Moving Average Model, all the results showed that the combined ARIMA model gives the best fit to the original series [4]. Another study of forecasting Egyptian fire insurance loss ratio in Protection
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Indemnity Insurance Companies for the period 1972 to 2001 found that this method is not reliable for forecasting marine cargo [5]. Based on the study of Misr Insurance company in Egypt, the fire insurance segment revealed that the ARMA (1, 1) model is a good prediction for loss ratio [6].

Another research article published in this regard discusses that the forecasted ARIMA (6, 0, 6) with overfitting for the inflation in Ghana over 12 horizons [7]. But another study revealed that ARIMA (0, 1, 1) model is most suitable for predicting the inflation in Burundi [8]. Artificial Neural Network (ANN) and ARIMA models are most popular for forecasting the linear and non-linear time-series data. But, according to a study [9] proposed a hybrid method which gives the best forecasting results for the time series data compared with ANN, Zhang's hybrid and ARIMA models. According to Olayiwola Olaniyi Mathew et al. [10], the overfitted ARIMA (8, 1, 2) model forecasted stock price ranges from 138.66 to 141.49 for Nigerian Breweries Plc. A recent study concluded that people's reading patterns of the newspaper changed to digital media due to some negative impact on the printed newspaper demand and inaccuracy of supply. ARIMA (1, 1, 0) model predicted printed newspaper demand accurately and restrained the oversupply [11].

Another research article [13], in the food manufacturing industry, showed that the ARIMA (1, 0, 1) model could be reliable to predict future demand. Madhavi Lakha et al. [14] concluded that more uncertainty had been found when the forecast period is long term period, while less certainty exists in the case of short-term period of Bombay stock exchange return. According to another paper [15], ARIMA (5, 0, 1) (2, 0, 0) gives the best fit as per their claim to predict the average monthly rainfall in Rayalaseema district. Mohamed Reda Abonazel et al. [16] analyzed Egypt's annual GDP time series data for predicting the GDP for the years 1965 to 2016. ARIMA (1, 2, 1) model was used to predict the GDP for ten years. Another Researcher concluded that the seasonal ARIMA (1, 1, 0) model was used to forecast the International tourist visit to Bhutan with 91% forecasting accuracy [17].

In a recent study about forecasting solar radiation, ARIMA (1, 1, 2) model predicted the daily radiation, while the monthly radiation was predicted by ARIMA (4, 1, 1). The results revealed that the expected average monthly solar radiation ranges from 176 to 377 Wh/m² [18].

From the above discussions, it is observed that many authors have successfully fitted the ARIMA model for their studies. Some researchers showed overfitting for which the predictions may not be accurate as compared with the correct fitting of the model. However, the ARIMA model is applied to linear data function only. But it is uncertain to predict the exact nature of the data series, which has a non-linear structure of the data points. We apply the artificial neural networks (ANN) to the non-linear data. This model is self-adaptive, data-driven, and non-linear, which has few assumptions. Several works have been done in time series analysis using traditional time series methods and ANN’s from different fields. Raid et al. [19] study indicates that the multilayer perceptron neural network method is more suitable to predict river runoff as compared to the traditional regression model. Suppachai Pathunakul et al. [20] have applied the ANN model to predict the production rate and dust level enhances the mill’s capability. Another study has estimated the market share of Thai rice in the global market by using ANN [21].

According to Zhu Ying et al. [22] have applied ANN model to predict market demand. Karin [23] compared three methods: ARIMA, Support Vector Machines (SVM), and ANN, to forecast the demand for consumer products in Thailand. Another study related to forecasting the electricity demand; concluded that the ANN model is superior to other traditional models [24]. Slimani et al. [25] also applied the ANN method to forecast the traffic flow by using Multilayer perceptron architecture. Q Yang et al. [26] have applied ANN modeling for achieving high academic performance within academic institutions. Thus, keeping in this view we have explored the data by considering the GLM, ARIMA model, and ANN model for predicting the own damage claims with accuracy and a better model fit.

III. RESEARCH DESIGN & METHODOLOGY

A. Objective of the Study

This research study aims to develop a time series model to forecast their own damage (OD) claim amount based on the historical sample data. To arrive at this, we have used consistent historical claim data from 1981 to 2016. The major contributions of the study are as follows:

1. To forecast the Own Damage Claim amount of insurance companies using GLM, ARIMA, and ANN.

2. To identify the most suitable forecasting technique among the three above mentioned model by considering the adequacy, suitability, and accuracy of the data modeling.

B. Data used for Research

Data used for the study is collected from different insurance companies of India for distinctive 36 years from 1981 to 2016. The original data is of 108 column variables distributed over 50,000 rows (i.e., approximately fifty-four lakh data points). Out of this data, the variable analyzed is the OD claim variable, which is considered for fitting Generalized Linear Model, ARIMA, and Neural Network Model for predicting the future claim values by using MATLAB R2019b version.

C. Methodology:

Time-series forecasting models

To build a time series model based on a claim paid data, we evaluated the traditional statistical models, including GLM and ARIMA. These models forecast the future values of a time-series data based on the linear function of past values and white noise term.

Generalized Linear Models (GLM):

Generalized Linear Model is the forecasting technique generated by a simple linear regression model. GLM is...
modeled as a linear relationship with an error term:

\[ Y_t = \beta_0 + \beta_1 X_t + \epsilon_t \]  

(1)

Where \( X_t \) is a time variable in a yearly unit;
\( Y_t \) is an Own damage claims amount, \( \epsilon_t \) is a residual error term

**Autoregressive Integrated Moving Average ARIMA (p, d, q):**

In order to fit a model to the data efficiently, the model needs to be a stationary series. So, the first task is to ensure that the claim data be stationary series or not. Initially, the variable under consideration is not in the stationary form; hence, the trends and cyclic behavior have to be studied. To bring the data into stationary processes, the Autocorrelation function (ACF) and Partial autocorrelation function (PACF) are evaluated. These suggest the most applicable model for the data. Hence, the data is evaluated by the ARMA \((p, q)\) model, which is the combination of the Autoregressive and Moving Average model. After studying the stationarity, we have considered the ARIMA.

Box – Jenkins model comprises a process approach to follow and repeat the process until attaining a high degree of contentment about the model and having reduced errors. Consequently, without any hindrance, we can forecast the variable under consideration.

The mathematical equation of Box and Jenkins [27], ARIMA \((p, d, q\) process can be expressed as AR \(p\) I \(d\) MA \(q\) in terms of the backward shift operator [28].

\[(1 - \alpha_1 B - \alpha_p B_p)(X_t - \mu) = \left(1 + \beta_1 B + \ldots + \beta_q B_q\right) \epsilon_t\]  

(2)

To identify the best ARIMA \((p, d, q\) model among several experiments performed, the following primary steps evaluated for the OD Claim variable:

- Identification of a model (Plotting the ACF and PACF)
- Adjusted R squared (larger the value, the better the fitting)
- Relatively AIC, BIC, and RMSE are small
- Estimation of parameters within the recognized model
- Diagnostic Checks and Forecasting Also, by comparing more than one model, the least AIC and BIC are generally considered to be best for the fitted model.

Also, by comparing more than one ARIMA Model, the least AIC, BIC and RMSE is generally considered to be best for the fitted model. The other methodology implemented is ANN.

**Artificial Neural Network (ANN):**

Artificial Neural Network (ANN) is an information processing paradigm that is composed of a large number of highly interconnected processing elements (neurons) working together to solve specific problems. The signals are transmitted through a large number of nodes. The nodes possess an associated weight, which is multiplied along with the incoming signal for any neural net. By applying the activation function to the net input, the output signals are obtained. The basic building characteristics of the ANN are Network structure, Training (setting the weights) and Activation function. The multilayer perceptron (MLP) neural network model is mostly used for forecasting the time series own damage claim amount. The MLP consists of one input layer, one or more hidden layers, and an output layer.

The input variable \( X_i \), \( i=1 \) to \( n \) to the neuron are multiplied by weights \( W_{ik} \). The output of a neuron is the input to the activation function. The mathematical equation of the multilayer perceptron feed-forward neural network model can be written as

\[ y_t = \theta_0 + \sum_{i=1}^{n} w_{i1} y_{i-1} + w_{n} + \epsilon_t \]  

(3)

Here ‘\( n \)’ refers to the number of Input nodes, ‘\( m \)’ is the number of hidden nodes; ‘\( \Gamma \)’ is the sigmoidal activation functions; ‘\( \alpha_i \)’ is a weight from the hidden to output nodes, and. ‘\( w_{i} \)’ are weights from the input to hidden nodes. The widely used activation function is logistic sigmoid and tangent hyperbolic.

The sigmoidal function can be expressed mathematically as follows:

\[ f(x) = \frac{1}{1 + e^{-\alpha x}} \]  

(4)

In recent studies in deep learning, the suggested alternative sigmoid functions are Gaussian, Rectified linear, SoftMax and hyperbolic tangent function. The sigmoid hyperbolic tangent function can be defined as

\[ \tan h(x) = \frac{1 - e^{-x}}{1 + e^{-x}} \]  

(5)

The computation of Root Mean Square Error (RMSE) and Mean Absolute Percentage (MAPE) are shown in equations (3) and (4), are also computed.

\[ RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2} \]  

(6)

\[ MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| 100 \frac{y_t - \hat{y}_t}{y_t} \right| \]  

(7)

**IV. RESULT AND DISCUSSION**

In this section, the discussion of our results based on the performance measures of various forecasting models GLM, ARIMA, and ANN are developed for the OD Claim amount variable.

**A. The results of the ARIMA Model**

Firstly, the data which is in non-stationarity is brought down to stationarity by differencing the process. Thus, the original process can then be reconstructed by integrating the differenced series, and the original series will be modeled by an Autoregressive Integrated Moving Average \((p, d, q\) [29]. The Augmented Dickey-Fuller (ADF) unit root test is significant \((p = 0.00001 < 0.01)\), and we conclude that the data evaluated is stationary. Now, we computed the optimal lag length for the autoregressive parameter \( p \) and moving average parameter \( q \) based on autocorrelation function (ACF) and partial autocorrelation function (PACF) [30].
From TABLE I below, all best possible feasible ARIMA models are estimated, and numerous coefficients are analyzed.

The best estimated probable six models are compared using the RMSE and the MAPE (relatively smaller), the AIC, and BIC (Minimum value). Comparing all the models evaluated by ARIMA, ARIMA (1, 1, 1) model satisfies all the coefficient criteria mentioned above. Hence, we consider the model ARIMA (1, 1, 1) is the best model to forecast the future claim's own damage amount in Motor Insurance which is shown in bold form.

TABLE I: Summary results of possible ARIMA Models

| Variable Coefficients | RMSE   | MAPE   | AIC    | BIC    |
|-----------------------|--------|--------|--------|--------|
| ARIMA (1 1 0)         | 1.6615 | 15.3128| 1.3453 | 1.3457 |
| ARIMA (0 1 1)         | 1.4911 | 13.6273| 1.2731 | 1.2736 |
| *ARIMA (1 1 1)        | 1.3748 | 12.0595| 1.2599 | 1.2605 |
| ARIMA (2 1 2)         | 2.4066 | 23.1865| 1.4992 | 1.4999 |
| ARIMA (2 1 1)         | 1.925  | 18.1192| 1.2722 | 1.2728 |
| ARIMA (1 2 2)         | 1.5223 | 13.4652| 1.2700 | 1.2707 |

**Best Model**

The mathematical form of generalized ARIMA (1, 1, 1) is represented as

\[ X_t = \mu + X_{t-1} + \alpha (X_{t-1} - X_{t-2}) + \beta \epsilon_{t-1} \]  

(8)

Where \( \mu = \text{Constant} (1-\alpha) \)

\( X_t, X_{t-1}, X_{t-2} \) indicates claim period t, t-1 and t-2 respectively

\( \epsilon_{t-1} \) indicates residuals of period t-1, which constitute a white noise

\( \alpha, \beta \) indicates AR and MA Coefficients of the process respectively

**TABLE II: ARIMA (1, 1, 1) Estimates**

| Parameter  | Value       | Std Error | t Statistic | P-Value |
|------------|-------------|-----------|-------------|---------|
| Constant   | 0.00000115  | 0.00061   | -0.18       | 0.985   |
| AR [1]     | 0.23801     | 0.00302   | -78.74      | 0.000*  |
| Difference | 1           |           |             |         |
| MA [1]     | -0.7442     | 0.00237   | -312.76     | 0.000*  |

**Significant**

Thus, the ARIMA (1, 1, 1) model equation (8) can be restated as follows:

\[ X_t = -0.00000115 (1 - 0.238) + X_{t-1} + 0.238 (X_{t-1} - X_{t-2}) - 0.772 \epsilon_{t-1} \]  

(9)

The response variable \( X_t \) is dependent on the parameters estimated. Therefore, the equation (9) helps us to estimate future values for prediction of the OD Claim amount. Also, the predicted ARIMA model along with observed OD Claim is shown in Fig 1.

**TABLE III: Summary Results of GLM**

| Coefficient | Std Error | t-Statistic | P-Value |
|-------------|-----------|-------------|---------|
| \( \beta_0 \) | 10.514184 | 0.011956    | 881.7215| 0.000*  |
| \( \beta_1 \) | -0.0000269 | 0.5095706   | 0.000*  |

**Significant**

Thus, the ARIMA (1, 1, 1) model equation (1) can be restated as follows:

\[ Y_t = 10.5141 - 0.0000269 X_t \]  

(10)

From the above computations, it is evident that the GLM model fits well as compared to the ARIMA (1 1 1) model concerning the performance characteristics viz, RMSE, MAPE, AIC, and BIC. We know analyze the data by ANN below.

**C. The results of the ANN Model**

In supervised learning, the output of the network is compared with the desired output (target). For our ANN model, we divided the entire data set into training, testing, and validation.

Data samples of own damage claim, 70% of the data is considered as training, 15% of the data has taken for testing, and the remaining 15% is used for validating. Neural Network modeling and estimation are performed using the Neural Network toolbox from MATLAB R2019b software.
The input layers consist of own damage claim amount from different insurance companies. We applied an MLP network consist of multilayer’s, that is, one input layer, a single hidden layer, and an output layer.

The neural network function is a two-layer feed-forward network with sigmoid hidden transfer function in the hidden layer and a linear transfer function in the output layer, where each hidden layer consists of 10 neurons, which is configured based on the desired performance. During training, the backpropagation Levenberg-Marquardt algorithm is applied to train the ANN. We have applied TRAINLM, the training performance algorithm and random data division to identify the mean square error (MSE) performance criteria. The number of training epochs was set at 1000, and the control parameter for the algorithm is set to be 0.001. The network is trained until the validation error failed to decreases for six iterations (validation stop). The network performance can be checked from different plots that are used to validate the network model. We retrain the network when performance is not satisfied. Finally, using the TRAINLM method, the training function builds forecast results based on Mean Square Error (MSE) minimization criteria by means of trial and error experiments for own damage claim amount data.

![Regression Plot for ANN model](image1)

Fig. 2. Regression Plot for ANN model: Training, Test, Validation and Overall data

From Fig. 2, it is observed that Regression plots of ANN-based on training, test, validation, and overall data set to fall with a 45° line with R values in each case as 0.93, which indicates that the predicted plots represent a good fit. It is also indicating that the network predicted outputs are equal to the target. The performance of training validation is shown in Fig. 3, which indicates the best validation performance is 0.17601 at epoch 27.

![Performance Plot for ANN model](image2)

Fig. 3. Performance Plot for ANN model

Best Validation Performance is 0.17601 at epoch 27

![Error Histogram plot](image3)

Fig. 4. Error Histogram plot

The error histogram evaluates the network performance of the ANN predicted model and gives an idea about the indication of outliers. From Fig. 4, the training, validation, and testing data are represented by blue, green, and red bars, respectively. In this case, most of the errors fall very close to Zero, which indicates that the prediction was successful with an acceptable margin of error distributions of ANN.
Fig. 5. Response of Predicted target and Error

After identification of the most appropriate model, the fitted model can be used to predict the own damage claim amount for future periods. Fig.5 represents the predicted results of the claim amount with respect to training, validation, and test data set with errors.

D. Comparison of GLM, ARIMA, and ANN

From the above observations, the root means squared error and mean absolute percentage error in testing own damage claim data are used as an evaluation index for predicting the performance of three forecasting models GLM, ARIMA, and ANN. The results of MAPE and RMSE in OD claim amount data calculated using these models are listed in TABLE 5. The model with the lowest MAPE and RMSE was chosen as the appropriate model for forecasting the own damage claim. The exploratory results showed that the ANN model yields a more accurate forecast compared to any other model in each category of vehicles concerning RMSE and MAPE. Hence, the Artificial Neural Network model is the best model for forecasting these TP claim amount.

**TABLE V: Comparison of GLM, ARIMA and ANN**

| Vehicle Categories | Model | Own Damage Claim Data |
|--------------------|-------|-----------------------|
|                    |       | RMSE | MAPE |
| Own Damage         | ARIMA | 1.3748 | 12.0595 |
|                    | GLM   | 1.183 | 9.2073 |
|                    | ANN*  | 0.17601 | 4.2282 |

* Best Model

V. CONCLUSIONS

This present study is aimed to apply a reliable forecasting model to predict the own damage claim amount in Motor Insurance Segment in Insurance companies of India. Due to the complex nature of data, uncertainty occurrence of the insurance claim, sustained economic growth and ongoing disputes over tariffs, forecasting the own damage claim amount accurately will be beneficial for the insurance companies for future prospect. In this context, we have developed and compared a time series forecasting techniques such as Autoregressive Integrated Moving Average model, Generalized Linear Model and Artificial Neural Network model based on the performance criteria: RMSE and MAPE. After comparing the above performance criteria along with accurate predictions, the ANN model fits accurately as the right model for the data as compared with other two methodologies with a lesser RMSE and MAPE. This exploratory analysis showed that the ANN model is an effective and appropriate model for predicting the Motor Insurance OD claim data when compared to the GLM and ARIMA.

This comparative data analytics approach would help Insurance companies to have an idea about the expected future claim amounts that can be forecasted with accuracy. Also, this modeling approach and forecasts will help the Insurance Companies to Budget their future revenue planning for the ensuing years for an easy disbursement of the Claims.
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