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Abstract—The performance of online convex optimization algorithms in a dynamic environment is often expressed in terms of the dynamic regret, which measures the decision maker’s performance against a sequence of time-varying comparators. In the analysis of the dynamic regret, prior works often assume Lipschitz continuity or uniform smoothness of the cost functions. However, there are many important cost functions in practice that do not satisfy these conditions. In such cases, prior analyses are not applicable and fail to guarantee the optimization performance. In this letter, we show that it is possible to bound the dynamic regret, even when neither Lipschitz continuity nor uniform smoothness is present. We adopt the notion of relative smoothness with respect to some user-defined regularization function, which is a much milder requirement on the cost functions. We first show that under relative smoothness, the dynamic regret has an upper bound based on the path length and functional variation. We then show that with an additional condition of relatively strong convexity, the dynamic regret can be bounded by the path length and gradient variation. These regret bounds provide performance guarantees to a wide variety of online optimization problems that arise in different application domains. Finally, we present numerical experiments that demonstrate the advantage of adopting a regularization function under which the cost functions are relatively smooth.

Index Terms—Optimization algorithms, online optimization, time-varying systems, first-order methods

I. INTRODUCTION

W E STUDY the problem of online convex optimization, which can be modeled by a sequential decision-making process over a finite number of rounds \( T \). In every round \( t \in \{1, 2, \ldots, T\} \), the decision maker chooses a point \( x_t \) from a convex set \( X \) based on the information from previous rounds. Then, the convex cost function \( f_t(x) : X \to \mathbb{R} \) is revealed to the decision maker, which suffers the corresponding cost \( f_t(x_t) \). The goal of the decision maker is to minimize some regret, which is the difference between the cumulative cost of the decision maker and that of an optimal fixed point chosen in hindsight with knowledge of \( f_t(x) \) for all rounds. Most early works consider the static regret:

\[
\text{Reg}_T^s = \sum_{t=1}^T f_t(x_t) - \min_{x \in X} \sum_{t=1}^T f_t(x).
\]  

The benchmark variable in (1) is a static point that resides in the feasible set \( X \). In the literature of online learning and control, there are many algorithms that guarantee sublinear upper bounds on the static regret under various settings [1]–[4].

Such a static metric can accurately reflect the decision maker’s performance as long as the static benchmark performs consistently well over different rounds. However, this may not always hold in a dynamic environment, where the sequence of cost functions are time-varying. Thus, the dynamic regret has been proposed as a more stringent metric that measures the algorithm performance against a time-varying sequence. Previous studies often focus on the the sequence of minimizers in their regret analysis [5]–[9]. In this work, we target a more general form of the dynamic regret that allows comparison against an arbitrary comparator sequence \( \{u_1, u_2, \ldots, u_T\} \) [3]:

\[
\text{Reg}_T^d = \sum_{t=1}^T f_t(x_t) - \sum_{t=1}^T f_t(u_t).
\]  

Since the online cost functions can fluctuate arbitrarily, obtaining a sublinear upper bound on the dynamic regret may not be possible. Therefore, the dynamic regret is usually expressed in terms of certain regularity measures of the comparators or the cost function sequence. The regularity measures reflect how fast an environment evolves as time progresses. Previous works [3], [6]–[16] have utilized different regularity measures to bound the dynamic regret, namely the path length, gradient variation, and functional variation. The path length of an arbitrary sequence \( \{u_1, u_2, \ldots, u_T\} \) is defined as

\[
C_T = \sum_{t=1}^T \|u_{t+1} - u_t\|.
\]  

which measures the variation in the comparator sequence, where \( \| \cdot \| \) could be any norm. Several online learning algorithms provide an \( O(\sqrt{T(1 + C_T)}) \) upper bound on the dynamic regret of convex cost functions [3], [10], [11], which can be improved to \( O(\sqrt{T} C_T) \) when prior knowledge of \( C_T \) and \( T \) is available [12]. The path length has also been recently used in the study of online convex optimization with constraint violation [13], where upper bounds of \( O(\sqrt{T(1 + C_T)}) \) and \( O(\sqrt{T}) \) are derived on the dynamic regret and cumulative constraint violation, respectively. Furthermore, the dynamic regret can also be bounded by both the path length and its squared form using multiple mirror descent steps per online round [14]. In addition to the path length, gradient variation is another regularity measure often utilized in the online learning
It reflects how fast the gradient of the online functions changes. Here, we use a non-squared version of the gradient variation, which is defined as

$$G_T = \sum_{t=1}^{T} \sup_{x \in \mathcal{X}} \| \nabla f_t(x) - \nabla f_{t-1}(x) \|_*, \quad (4)$$

where \( \|x\|_* = \sup_{y \in \mathcal{Y}} \{ x^T y | \|y\| \leq 1 \} \) represents the dual norm. Another regularity measure related to the sequence of online functions is functional variation [9], [15], [16], defined as

$$V_T = \sum_{t=1}^{T} \sup_{x \in \mathcal{X}} | f_{t+1}(x) - f_t(x) |, \quad (5)$$

which collects the variation in the cost functions over time.

In the analysis of dynamic regret, prior works often impose assumptions such as Lipschitz continuity and/or uniform smoothness [3], [6]–[13], [15], [16]. However, some cost functions that arise in well-known applications do not satisfy these conditions, e.g., the Poisson inverse problem, the D-optimal design problem, and support vector machine training.

Addressing this limitation, a generalization of these traditional assumptions is required. In this work, we remove the restrictive assumptions of Lipschitz continuity and uniform smoothness.

Instead, we adopt the notion of relative smoothness, which allows measuring the cost functions behavior relative to a user-specific function [19]. Relative smoothness generalizes the traditional form of smoothness used in earlier analyses and provides more flexibility in functions. Consequently, it is applicable to a broader class of cost functions.

Such generalization has been proposed recently in the study of offline optimization methods based on mirror descent [19]–[22]. However, this is not applicable to many systems in practice since they are often time-varying, requiring an online solution. Performance analysis in the online setting is more challenging due to the appearance of some dynamic terms that require careful handling to reflect the speed of the changes in the problem environment.

No prior work to study the feasibility of generalization to relative smoothness in the online setting.

As far as we are aware, this is the first study to bound the dynamic regret of online mirror descent for relatively smooth convex functions. First, we show that the dynamic regret has an upper bound of \(O(1 + C_T + V_T)\). This compares favorably to the closest related works in [10], [11], which obtain the upper bound of \(O(\sqrt{T}(1 + C_T))\) for online mirror descent under the Lipschitz continuity assumption. Besides removing the requirement of Lipschitz continuity, our bound further reduces the dependence on \(T\) and can be much smaller especially when the problem environment does not drift too fast. Second, we show that when the cost functions are in addition relatively strongly convex, the dynamic regret can be further tightened to \(O(1 + C_T + \min(V_T, G_T))\). Thus, our results show that even when the cost functions are not Lipschitz continuous or uniformly smooth, it is still possible to guarantee performance in terms of the dynamic regret, by leveraging relative smoothness.

Finally, our numerical experiments demonstrate substantial improvement in the performance of online mirror descent when the regularization function is chosen to provide relative smoothness.

II. DYNAMIC REGRET OF ONLINE MIRROR DESCENT

We consider the standard problem of online optimization with respect to a sequence of convex cost functions over a finite number of rounds, denoted by \(T\). At the beginning of every round \(t\), the decision maker submits a decision represented by \(x_t\), which is taken from a convex and compact set \(\mathcal{X}\). Then, the cost function of the current round \(f_t(\cdot)\) is revealed, and the decision maker becomes aware that it has suffered the corresponding cost \(f_t(x_t)\). The decision maker then updates its decision in the next round.

The mirror descent algorithm is a classical method for convex optimization problems. An appealing feature of mirror descent is the extension of the projection step using the Bregman divergence instead of the Euclidean distance, which makes the algorithm applicable to a wide range of problems. The Bregman divergence with respect to the function \(r(\cdot)\) is defined as

$$D_r(x, y) = r(x) - r(y) - \langle \nabla r(y), x - y \rangle.$$  

The Bregman divergence is a general way of measuring the distance through the lens of function \(r(\cdot)\). An instructive example is the Bregman divergence associated with the squared \(\ell_2\)-norm, i.e., \(r(x) = \frac{1}{2} \|x\|_2^2\). In this case, the Bregman divergence reduces to the Euclidean distance.

Another interesting example is given in [22].

The online version of mirror descent [4] is given by

$$x_{t+1} = \arg\min_{x \in \mathcal{X}} \left\{ \langle \nabla f_t(x_t), x \rangle + \frac{1}{\eta_t} D_r(x, x_t) \right\} \quad (6)$$

where \(\eta_t\) is the step size, and \(D_r(x, y)\) is the Bregman divergence corresponding to the function \(r(\cdot)\). In the context of mirror descent, \(r(\cdot)\) is often called the regularization function.

The term with the Bregman divergence helps to limit the changes in the sequence of decisions from one round to the next. In particular, the update in (6) suggests that the decision maker aims to stay close to the current decision \(x_t\) as measured by the Bregman divergence, while taking a step in a direction close to the negative gradient to reduce the current cost at round \(t\). We make the following assumption, which is common in the study of online mirror descent [16], [24]:

**Assumption 1.** The Bregman divergence satisfies a Lipschitz condition of the form

$$|D_r(x, z) - D_r(y, z)| \leq \gamma \|x - y\|, \quad \forall x, y, z \in \mathcal{X}, \quad (7)$$

where \(\gamma\) is a positive constant.

Note that when the function \(r(\cdot)\) is Lipschitz continuous on the feasibility domain, the Lipschitz condition on the Bregman divergence is automatically satisfied.
In this work, we do not require the cost functions to be Lipschitz continuous while the condition stated in (7) serves as its replacement. In online optimization, the cost functions are revealed to the decision maker sequentially over time, and we have no control over them. In contrast, we have control over the choice of the regularization function, which can benefit from a careful design to allow properties such as Lipschitz continuity. Therefore, the condition in (7) is indeed a milder requirement compared with the assumption of Lipschitz continuity of the cost functions.

A. Relatively Smooth Cost Functions

In this section, we consider relatively smooth cost functions that may not be Lipschitz continuous or uniformly smooth. The notion of relative smoothness is proposed in [19], which measures the smoothness relative to a user-specific function. Thus, it does not require the specification of any norm. We provide below the definitions of uniform smoothness and relative smoothness.

Definition 1: A function \( f : \mathcal{X} \to \mathbb{R} \) is uniformly smooth with modulus \( \beta \), i.e., \( \beta \)-smooth, with respect to some norm \( \| \cdot \| \), if there exists a positive constant \( \beta \) such that
\[
\| f(y) - f(x) - \nabla f(x)(y - x) \| \leq \beta \| y - x \|^2, \quad \forall x, y \in \mathcal{X}.
\]
An equivalent definition is that \( \nabla f(\cdot) \) is Lipschitz continuous, i.e., \( \| \nabla f(x) - \nabla f(y) \| \leq \beta \| x - y \|, \forall x, y \in \mathcal{X} \).

Definition 2: A function \( f : \mathcal{X} \to \mathbb{R} \) is \( \beta \)-smooth relative to \( r(\cdot) \), if there exists a positive constant \( \beta \) such that
\[
f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\beta}{2} \| y - x \|^2, \quad \forall x, y \in \mathcal{X}.
\]

We note that the relative smoothness in Definition 2 generalizes the uniform smoothness in Definition 1, which is commonly assumed in the literature of online convex optimization [8], [9], [18], [25]. In Definition 2, the Bregman divergence naturally serves as a distance measure. It replaces the norm squared in Definition 1. Therefore, the smoothness of \( f(\cdot) \) does not depend on any norm and is instead measured with respect to the function \( r(\cdot) \). In particular, by setting \( r(x) = \frac{\lambda}{2} \| x \|^2 \), relative smoothness specializes to the uniform smoothness. Furthermore, from Proposition 1.1 in [19], an equivalent form of Definition 2 is
\[
\nabla^2 f(x) \preceq \beta \nabla^2 r(x), \quad \forall x \in \mathcal{X},
\]
which establishes a simple condition on the Hessian matrices of the two functions.

We make the following assumption for the analysis in this subsection.

Assumption 2. The cost functions \( f_i(\cdot) \) are convex and \( \beta \)-smooth relative to the regularization function \( r(\cdot) \).

As an example, the D-optimal design problem [19] satisfies the condition stated in Assumption 2, but it is neither Lipschitz continuous nor uniformly smooth. There are many other important relatively smooth functions that arise in various application domains, such as the Poisson inverse problem [20] and minimum-volume covering ellipsoid [19], [22]. A systematic way of choosing a proper function \( r(\cdot) \) is presented in [19] for any objective function whose norm of subgradients are bounded by a polynomial in either \( \sum_{i=1}^{d} \frac{1}{x_i} \) or \( \| x \|_2 \). It is a useful construction to reveal the relative smoothness of a wide range of cost functions.

We are now ready to upper bound the dynamic regret of online mirror descent under relative smoothness.

Theorem 1: Under Assumptions 1 and 2, the dynamic regret of online mirror descent with fixed step size \( \eta = 1/\beta \) satisfies
\[
\sum_{t=1}^{T} (f_t(x_t) - f_t(u_t)) \leq \beta R + f_1(x_1) - f_{T+1}(x_{T+1}) + \gamma \beta C_T + V_T,
\]
for any feasible sequence \( \{u_1, u_2, \ldots, u_T\} \), where \( R = \max_{x,y \in \mathcal{X}} D_r(x, y) \), \( \gamma \) is the Lipschitz constant associated with the Bregman divergence, and \( C_T \) and \( V_T \) denote the path length and functional variation, as defined in (3) and (5), respectively.

The proof of Theorem 1 is given in App. IV-B.

Remark 1. The dynamic regret of standard online mirror descent under uniform smoothness has not been studied in prior works. However, the works [10], [11] have shown that for convex and Lipschitz continuous cost functions, the dynamic regret of online mirror descent is bounded by \( O(\sqrt{T(1+C_T)}) \). Theorem 1 shows that even when the Lipschitz continuity requirement is replaced by relative smoothness, the dynamic regret can still be upper bounded. Furthermore, the new \( O(1 + C_T + V_T) \) bound removes the dependency on \( \sqrt{T} \) and relates only to the regularity measures \( C_T \) and \( V_T \).

B. Relatively Smooth and Strongly Convex Cost Functions

In this part, we consider cost functions that are relatively smooth and strongly convex with respect to the same function \( r(\cdot) \). We provide the formal definitions of uniform strong convexity and relative strong convexity below.

Definition 3: A function \( f : \mathcal{X} \to \mathbb{R} \) is uniformly strongly convex with modulus \( \lambda \), i.e., \( \lambda \)-strongly convex, with respect to some norm \( \| \cdot \| \), if there exists a positive constant \( \lambda \) such that
\[
f(x) + \langle \nabla f(x), y - x \rangle + \frac{\lambda}{2} \| y - x \|^2 \leq f(y), \quad \forall x, y \in \mathcal{X}.
\]

Definition 4: A function \( f : \mathcal{X} \to \mathbb{R} \) is \( \lambda \)-strongly convex relative to \( r(\cdot) \), if there exists a positive constant \( \lambda \) such that
\[
f(x) + \langle \nabla f(x), y - x \rangle + \lambda D_r(y, x) \leq f(y), \quad \forall x, y \in \mathcal{X}.
\]

We make the following assumption in this subsection.

Assumption 3. The cost functions \( f_i(\cdot) \) are \( \beta \)-smooth and \( \lambda \)-strongly convex, both relative to the regularization function \( r(\cdot) \). Furthermore, \( r(\cdot) \) is 1-strongly convex with respect to some norm \( \| \cdot \| \).

We note that the conditions stated in Assumption 3 imply \( \lambda \leq \beta \). Furthermore, since \( r(\cdot) \) is strongly convex with respect to a norm \( \| \cdot \| \), Assumption 3 implies the strong convexity of \( f_i(\cdot) \) with respect to the same norm. We also note that the strong convexity of the regularization function is a standard
assumption, commonly used in the analysis of online mirror descent [4], [16], [26].

**Theorem 2:** Under Assumptions 1 and 3, the dynamic regret of online mirror descent with fixed step size \( \eta = 1/\beta \) satisfies

\[
\sum_{t=1}^{T} (f_t(x_t) - f_t(u_t)) \leq (\beta - \lambda) D_{\tau}(u_1, x_0) + (\beta - \lambda) \gamma C_T + 2MG_T,
\]

for any feasible sequence \( \{u_1, u_2, \ldots, u_T\} \), where \( M \) represents the diameter of the feasible set, i.e., \( M = \max_{x \in X} \|x\| \), and \( C_T \) and \( G_T \) denote the path length and gradient variation, as defined in (3) and (4), respectively.

The proof of Theorem 2 is given in App. IV-C.

**Corollary 3:** Under the conditions stated in Theorem 2, the dynamic regret of online mirror descent has an upper bound of \( O(1 + C_T + \min(V_T, G_T)) \).

**Remark 2.** The regularity measures \( V_T \) and \( G_T \) represent different aspects of an online learning problem, i.e., variation in the functions and gradients. Each of these quantities can be small in an environment that does not change too fast. The resultant bound of \( O(1 + C_T + \min(V_T, G_T)) \) combines the advantage of these two regularity measures.

**Remark 3.** When the comparator sequence is fixed over time, i.e., \( u_1 = \ldots = u_T = \arg\min_{x \in X} \sum_{t=1}^{T} f_t(x) \), Theorems 1 and 2 also bound the static regret. In this case, the term involving the path length \( C_T \) disappears, and we obtain static regret bounds of \( O(1 + V_T) \) and \( O(1 + \min(V_T, G_T)) \).

III. NUMERICAL EXPERIMENTS

In this section, we present numerical examples to demonstrate the performance of online mirror descent on cost functions that arise in practice, which are relatively smooth with respect to a carefully chosen regularization function. In the first experiment, we proceed with an application of our algorithmic results to a broad class of D-optimal design problems. The cost functions of interest are \( f_t(x) = -\ln \det(H_tD(x)H_t^T) \), where \( D(x) = \text{diag}(x) \), and \( H_t \in \mathbb{R}^{m \times d} \). We note that \( f_t(x) \) is neither Lipschitz nor uniformly smooth, but with respect to the Burg regularization function \( r(x) = -\sum_{i=1}^{d} \ln(x_i) \) [20], it is relatively smooth. In our experiment, we consider the simplex feasible set, and set \( m = 5 \) and \( d = 10 \). In every round \( t \), the matrix \( H_t \) is selected from a set of randomly generated matrices with independent entries distributed uniformly in \([0, 1]\). Fig. 1 shows the accumulated cost of online mirror descent with the Burg regularization function \( r(x) \), as well as two of the most commonly used alternatives, namely the \( \ell_1 \)-squared and KL regularization functions. The figure highlights that setting \( r(x) \) so that the cost functions enjoy relative smoothness, results in substantially lower accumulated cost compared with the other common choices of regularization function.

Next, we study the application of our results to the Poisson linear inverse problem, which arises in the domain of image science. The cost functions are \( f_t(x) = \sum_{i=1}^{m} \left( b_{t,i} \log\left( \frac{b_{t,i}}{(A_t x)_i} \right) + (A_t x)_i - b_{t,i} \right) \), where \( A_t \in \mathbb{R}^{m \times d} \) models some experimental protocol, and \( b_t \in \mathbb{R}^{m \times d} \) is the vector of measurements at round \( t \). The goal is to reconstruct the signal \( x \in \mathbb{R}^{d} \) from the measurements \( b_t \) such that \( A_t x \approx b_t \). We randomly generate \( A_t \) and \( b_t \) from uniform distribution in \([0, 1]\) and set \( m = 1500 \) and \( d = 10 \). Since the gradient of \( f_t(x) \) is in the order \( O(1/x) \), its norm cannot be bounded by a constant, so \( f_t(x) \) is neither Lipschitz nor uniformly smooth. However, it can be shown that it is relatively smooth with respect to the Burg regularization function. Fig. 2 shows the accumulated cost versus the number of rounds for online mirror descent with the Burg, \( \ell_1 \)-squared, and KL regularization functions. We again observe that Burg regularization performs significantly better than the two commonly used alternatives.

IV. CONCLUSION

In this letter, we provide a new analysis on the dynamic regret of online convex optimization with mirror descent under relative smoothness. The cost functions do not need to be Lipschitz continuous or uniformly smooth. When the cost functions are relatively smooth, we show that the dynamic regret is bounded by \( O(1 + C_T + V_T) \), which depends only on the path length \( C_T \) and functional variation \( V_T \). In addition, when the cost functions are also relatively strongly convex, we show that the dynamic regret bound can be tightened.
APPENDIX

A. Helper Lemmas

Lemma 4: For any \( x, y, z \in \mathcal{X} \),
\[
(\nabla r(z) - \nabla r(y), x - y) = D_r(x, y) - D_r(x, z) + D_r(y, z).
\]
The proof of Lemma 4 is given in earlier studies [26, 27].

Lemma 5: Let the function \( f(\cdot) \) be smooth relative to the function \( r(\cdot) \). Then, the following inequality holds for any \( x, y, z \in \mathcal{X} \):
\[
f(x) - f(y) \leq (\nabla f(z), x - y) + \beta D_r(x, z).
\]
The proof of Lemma 5 is given in [22].

Lemma 6: Let \( \mathcal{X} \) be a convex set and \( r(\cdot) \) be a 1-strongly convex function on \( \mathcal{X} \) with respect to some norm. Then, any update of the form
\[
x^* = \arg\min_{x \in \mathcal{X}} \{ (a, x) + D_r(x, c) \},
\]
satisfies the following inequality:
\[
\langle x^* - u, a \rangle \leq D_r(u, c) - D_r(u, x^*) - D_r(x^*, c), \forall u \in \mathcal{X}.
\]
The proof of Lemma 6 is given in [24].

B. Proof of Theorem 1

By the optimality condition of the update (6), for any \( u \in \mathcal{X} \) we have
\[
0 \leq (\eta \nabla f_t(x_t) + \nabla r(x_t+1) - \nabla r(x_t), u - x_{t+1})
= D_r(u, x_{t+1}) - D_r(u, x_t) + (1 + \eta)D_r(x_t, x_{t+1}),
\]
where the equality follows from Lemma 4. On the other hand, by applying Lemma 5 we obtain
\[
\eta \left( f_t(x_{t+1}) - f_t(u) \right) \leq \eta \left( \langle \nabla f_t(x_t), x_{t+1} - u \rangle + \beta D_r(x_{t+1}, x_t) \right). \tag{10}
\]
By combining (9) and (10), we have
\[
\eta \left( f_t(x_{t+1}) - f_t(u) \right) \leq D_r(u, x_t) - D_r(u, x_{t+1}) + (1 - \beta \eta)D_r(x_{t+1}, x_t). \tag{11}
\]
We then set \( \eta = 1/\beta \), so that the last term in the above inequality disappears. We add \( f_t(x_t) \) to both sides of (11) and set \( u = u_t \) to obtain
\[
f_t(x_t) - f_t(u_t) \leq \frac{1}{\eta} \left( D_r(u_t, x_t) - D_r(u_t, x_{t+1}) \right) + f_t(x_t) - f_t(x_{t+1}). \tag{12}
\]
Then, we sum (12) over time to obtain
\[
\sum_{t=1}^{T} \left( f_t(x_t) - f_t(u_t) \right) \leq \sum_{t=1}^{T} \left( \frac{D_r(u_t, x_t)}{\eta} - \frac{D_r(u_t, x_{t+1})}{\eta} \right)
+ \sum_{t=1}^{T} \left( f_t(x_t) - f_t(x_{t+1}) \right). \tag{13}
\]
We now separately bound the terms on the right-hand side of (13). In order to bound the first term of the above inequality, we add and subtract several terms as follows:
\[
\sum_{t=1}^{T} \left( \frac{D_r(u_t, x_t)}{\eta} - \frac{D_r(u_{t+1}, x_{t+1})}{\eta} \right) =
\sum_{t=1}^{T} \left( \frac{D_r(u_t, x_t)}{\eta} - \frac{D_r(u_{t+1}, x_{t+1})}{\eta} \right)
+ \sum_{t=1}^{T} \left( \frac{D_r(u_{t+1}, x_{t+1})}{\eta} - \frac{D_r(u_t, x_{t+1})}{\eta} \right)
\leq \frac{D_r(u_1, x_1)}{\eta} + \sum_{t=1}^{T} \gamma \| u_{t+1} - u_t \| \tag{14},
\]
where the last line follows from the fact that \( D_r(x, y) \) is nonnegative when \( r(x) \) is convex, and the Lipschitz condition stated in (7).

We now proceed to bound the other term on the right-hand side of (13). We add and subtract \( f_{t+1}(x_{t+1}) \) to obtain
\[
\sum_{t=1}^{T} \left( f_t(x_t) - f_t(x_{t+1}) \right) =
\sum_{t=1}^{T} \left( f_t(x_t) - f_{t+1}(x_{t+1}) \right) + \sum_{t=1}^{T} \left( f_{t+1}(x_{t+1}) - f_t(x_{t+1}) \right)
\leq f_1(x_1) - f_{t+1}(x_{t+1}) + \sum_{t=1}^{T} \sup_{x \in \mathcal{X}} | f_{t+1}(x) - f_t(x) | \tag{15}.
\]
Substituting (14) and (15) into (13) completes the proof. \( \square \)

C. Proof of Theorem 2

The smoothness of \( f_t(\cdot) \) relative to \( r(\cdot) \) implies
\[
f_t(x_t) \leq f_t(x_{t-1}) + \langle \nabla f_t(x_{t-1}), x_t - x_{t-1} \rangle + \beta D_r(x_t, x_{t-1})
\leq f_t(x_{t-1}) + \langle \nabla f_{t-1}(x_{t-1}), x_t - x_{t-1} \rangle
+ \langle \nabla f_t(x_{t-1}) - \nabla f_{t-1}(x_{t-1}), x_t - x_{t-1} \rangle
+ \beta D_r(x_t, x_{t-1}). \tag{16}
\]
To bound the second term on the right-hand-side of (16), we have
\[
\eta \langle \nabla f_{t-1}(x_{t-1}), x_t - x_{t-1} \rangle =
\eta \langle \nabla f_{t-1}(x_{t-1}), u_t - x_{t-1} \rangle + \eta \langle \nabla f_{t-1}(x_{t-1}), x_t - u_t \rangle \leq
\eta \langle \nabla f_{t-1}(x_{t-1}), u_t - x_{t-1} \rangle + D_r(u_t, x_{t-1}) - D_r(u_t, x_t)
- D_r(x_t, x_{t-1}), \forall u \in \mathcal{X}. \tag{17}
\]
where the last line follows from Lemma 6. By combining (16) and (17), and setting $\bar{u} = u_t$ we obtain

$$f_t(x_t) \leq f_t(x_{t-1}) + \langle \nabla f_t(x_{t-1}) - \nabla f_{t-1}(x_{t-1}), x_t - x_{t-1} \rangle + \langle \nabla f_{t-1}(x_{t-1}), u_t - x_t \rangle + \frac{D_r(u_t, x_{t-1})}{\eta} - \frac{D_r(u_t, x_t)}{\eta} + \left(\beta - \frac{1}{\eta}\right)D_r(x_t, x_{t-1}).$$

(18)

Furthermore, the strong convexity of $f_t(\cdot)$ relative to $r(\cdot)$ implies

$$f_t(x_{t-1}) + \langle \nabla f_t(x_{t-1}), u_t - x_{t-1} \rangle + \lambda D_r(u_t, x_{t-1}) \leq f_t(u_t).$$

(19)

By adding the last inequality to (18), and setting $\eta = \frac{1}{\beta}$ we have

$$f_t(x_t) \leq f_t(u_t) + \langle \nabla f_t(x_{t-1}) - \nabla f_{t-1}(x_{t-1}), x_t - x_{t-1} \rangle + \left(\beta - \lambda\right)D_r(u_t, x_{t-1}) - \left(\beta - \lambda\right)D_r(u_t, x_t) \leq f_t(u_t) + \|\nabla f_t(x_{t-1}) - \nabla f_{t-1}(x_{t-1})\| \cdot \|x_t - x_{t-1}\| + \left(\beta - \lambda\right)D_r(u_t, x_{t-1}) - \left(\beta - \lambda\right)D_r(u_t, x_t),$$

(20)

where the second inequality follows from the fact that $\lambda D_r(u_t, x_t) \geq 0$. We now re-arrange the terms on (20) and sum over time to obtain

$$\sum_{t=1}^{T} \left( f_t(x_t) - f_t(u_t) \right) \leq \left(\beta - \lambda\right) \sum_{t=1}^{T} \left( D_r(u_t, x_{t-1}) - D_r(u_t, x_t) \right) + \sum_{t=1}^{T} \|x_t - x_{t-1}\| \cdot \|\nabla f_t(x_{t-1}) - \nabla f_{t-1}(x_{t-1})\| + \left(\beta - \lambda\right) \sum_{t=1}^{T} D_r(u_{t+1}, x_t) - D_r(u_t, x_t) + \sum_{t=1}^{T} \|x_t - x_{t-1}\| \cdot \|\nabla f_t(x_{t-1}) - \nabla f_{t-1}(x_{t-1})\| + 2M \sum_{t=1}^{T} \sup_{x \in X} \|\nabla f_t(x) - \nabla f_{t-1}(x)\|,$$

(21)

where the last inequality follows from the Bregman Lipschitz condition in (7). \qed
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