Not All Tokens Are Equal: Human-centric Visual Analysis via Token Clustering Transformer
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Abstract

Vision transformers have achieved great successes in many computer vision tasks. Most methods generate vision tokens by splitting an image into a regular and fixed grid and treating each cell as a token. However, not all regions are equally important in human-centric vision tasks, e.g., the human body needs a fine representation with many tokens, while the image background can be modeled by a few tokens. To address this problem, we propose a novel Vision Transformer, called Token Clustering Transformer (TCFormer), which merges tokens by progressive clustering, where the tokens can be merged from different locations with flexible shapes and sizes. The tokens in TCFormer can not only focus on important areas but also adjust the token shapes to fit the semantic concept and adopt a fine resolution for regions containing critical details, which is beneficial to capturing detailed information. Extensive experiments show that TCFormer consistently outperforms its counterparts on different challenging human-centric tasks and datasets, including whole-body pose estimation on COCO-WholeBody and 3D human mesh reconstruction on 3DPW. Code is available at https://github.com/zengwang430521/TCFormer.git.

1. Introduction

Human-centric tasks [12, 18, 21, 60, 69] of computer vision such as face alignment [2, 61, 76], human pose estimation [8, 22, 31, 37, 44, 45, 50, 54, 65, 67], and 3D human mesh reconstruction [27, 29, 52, 74] have drawn increasing research attention owing to their broad applications such as action recognition, virtual reality, and augmented reality.

Inspired by the success of transformers in natural language processing, vision transformers are recently developed to solve human-centric computer vision tasks and achieve state-of-the-art performance [33, 35, 40, 66, 71]. The properties of transformers such as the long-range attention between image patches are beneficial to model the relationship between different body parts and thus are critical in human-centric visual analysis.

Since the traditional transformers employed a sequence of tokens as input, most existing vision transformers follow this paradigm by dividing an input image into a regular and fixed grid, where each cell (image patch) is treated as a token as shown in (a). While the tokens in (b) treat image regions dynamically. Tokens distribute more densely on the human body. For background regions, a large area is represented by a single token (in blue), while for the regions containing important details, such as the face area, tokens with fine spatial sizes are used (in red).

Figure 1. Comparisons between vision tokens generated by (a) standard grids and (b) TCFormer. The token regions of different tokens, or the image regions represented by vision tokens, are visualized by different colors. From left to right, different images represent different stages. Grid-based tokens treat all regions equally as shown in (a). While the tokens in (b) treat image regions dynamically. Tokens distribute more densely on the human body. For background regions, a large area is represented by a single token (in blue), while for the regions containing important details, such as the face area, tokens with fine spatial sizes are used (in red).
However, fixed grid-based vision tokens are sub-optimal for human-centric visual analysis. In human-centric visual analysis, the image regions of the human body are more crucial than the image background, motivating us to represent different image regions by vision tokens with dynamic shape and size.\(^1\) But the token regions of the grid-based vision tokens are rectangular areas with fixed location, shape and size. Uniform vision token distribution is not able to allocate more tokens to important areas.

To solve this problem, we propose a novel vision transformer, named Token Clustering Transformer (TCFormer), which generates tokens by progressive token clustering. TCFormer generates tokens dynamically at every stage. As shown in Figure 1 (b), it is able to generate tokens with various locations, sizes, and shapes. Firstly, unlike the grid-based tokens, tokens after clustering are not limited to the regular shape and can focus on important areas \(e.g.,\) the human body. Secondly, TCFormer dynamically generates tokens with appropriate sizes to represent different regions. For the regions full of important details such as the human face, tokens with finer size are allocated. In contrast, a single token (\(e.g.,\) the token in blue in Figure 1 (b)) is used to represent a large area of the background.

In TCFormer, every pixel in the feature map is initialized as a vision token at the first stage, whose token region is the region covered by the pixel. We progressively merge tokens with similar semantic meanings and obtain different numbers of tokens in different stages. To this end, we carefully design a Clustering Token Merge (CTM) block. Firstly, given tokens from the previous stage, CTM groups them by applying the k-nearest-neighbor based density peaks clustering algorithm \([11]\) on the token features. Secondly, the tokens assigned to the same cluster are merged to a single token by averaging the token features. Finally, the tokens are fed into a transformer block for feature aggregation. The token region of the merged token is the union of the input token regions.

Aggregation of multi-stage features is proved to be beneficial for human-centric analysis \([49, 71]\). Most prior works \([38, 57, 71]\) transform vision tokens to feature maps and aggregate features in the form of feature maps. However, when transforming our dynamic vision tokens to feature maps, multiple tokens may locate in the same pixel grid, causing the loss of details. To solve this problem, we propose a Multi-stage Token Aggregation (MTA) head, which is able to preserve image details in all stages in an efficient way. Specifically, the MTA head starts from the tokens in the last stage, and then progressively upsamples tokens and aggregates token features from the previous stage, until features in all the stages are aggregated. The aggregated tokens are in one-to-one correspondence with pixels in the feature maps and are reshaped to the feature maps for subsequent processing.

\(^1\)We call the image region represented by a token as the token region and use token location, shape, and size to denote that of its token region.

We summarize our contributions as follows.

- We propose a Token Clustering Transformer (TCFormer), which generates vision tokens of various locations, sizes, and shapes for each image by progressive clustering and merging tokens. To the best of our knowledge, it is the first time that clustering is used for dynamic token generation.
- We propose a Multi-stage Token Aggregation (MTA) head to aggregate token features in multiple stages, reserving detailed information in all stages efficiently.
- Extensive experiments show that TCFormer consistently outperforms its counterparts on different challenging human-centric tasks and datasets, including whole-body pose estimation on COCO-WholeBody and 3D human mesh reconstruction on 3DPW.

2. Related Works

2.1. Transformers in Human-Centric Vision Tasks

Modeling the interaction between human and environment, and the relationships between body parts is a key point in human-centric vision tasks. With global receptive fields, transformers have achieved great success recently in 2D pose estimation \([33,40,66,71]\), 3D pose estimation \([15,19,75]\) and 3D mesh reconstruction \([34,35]\). Prior works can be divided into two categories, \(i.e.,\) refining image features and aggregating part-wise features.

The first kind of method applies transformers to extract better image features. For example, TransPose \([66]\) refines the image features extracted by CNN with extra transformer encoder layers. HRFormer \([71]\) applies transformer blocks in HRNet \([49]\) structure. Our proposed TCFormer also belongs to the first kind.

The second kind of method applies transformers to aggregate features for different parts. For example, TFPose \([40]\) and TokenPose \([33]\) use stacked transformers to generate keypoint-wise features, from which the keypoint location is predicted by regressing coordinates and heatmaps respectively. Mesh Graphormer \([35]\) designs a head with transformers and graph convolution layers. The head aggregates joint-wise and vertex-wise features from image feature maps and predicts the 3D location of human joints and mesh vertices.

Most prior works in both categories generate vision tokens with fixed grid token region, which is sub-optimal for human-centric tasks. In contrast, the token regions of TCFormer are learned automatically rather than using a handcrafted design. The learned token regions are flexible in location, shape and size according to the semantic meanings.
2.2. Dynamic Token Generation

Recently, there are increasing exploration about dynamic token generation in vision transformers [47, 56, 58, 72]. DynamicViT [47] and PnP-DETR [56] pick up important tokens by predicting token-level scores. For unimportant tokens, DynamicViT simply discards them, while PnP-DETR represents them with sparse feature vectors. DVT [58] builds vision tokens with grids in different resolutions according to the difficulty of classification. PS-ViT [72] builds tokens with a fixed grid size and progressively adjusts the grid centers during processing.

The methods mentioned above are all variants of grid-based token generation. They modify the number, resolution, and centers of grids specifically. In contrast, the token regions of our proposed TCFormer are not restricted by grid structure and are more flexible in three aspects, i.e., location, shape, and size. Firstly, we assign image regions to certain vision tokens based on the semantic similarity instead of the spatial proximity. Secondly, the image region of a token is not restricted to a rectangular shape. Regions with the same semantic meaning, even if they are non-adjacent, can be represented by a single token. Thirdly, vision tokens in the same stage may have different sizes. For example, in Figure 1 (b), the token for the background presents a large region, while the token for the human face only presents a small region. Such property is helpful for retaining important details among all the stages of TCFormer.

2.3. Clustering for Feature Aggregation

Clustering-based feature aggregation methods are wildly explored in research areas of point clouds [46] and graph representations [68]. PointNet++ [46] downsamples point clouds by farthest point sampling and then aggregates features of the k-nearest neighbors. DIFFPOOL [68] predicts soft cluster assignment matrices for an input graph, which are used to hierarchically coarsen the graph.

These methods are specially designed for point cloud and graph data, and cannot be directly applied to the image-based vision transformers. In contrast, we cluster the tokens in the different stages for image-based human-centric vision tasks. To the best of our knowledge, it is the first time that clustering is utilized for vision token generation.

3. Method

3.1. Overview Architecture

As shown in Figure 2, our proposed Token Clustering Transformer (TCFormer) follows the popular multi-stage architecture. TCFormer consists of 4 hierarchical stages and a Multi-stage Token Aggregation (MTA) head. Each stage contains several stacked transformer blocks. Between two adjacent stages, a Clustering-based Token Merge (CTM) block is inserted to merge tokens and generate tokens for the next stage. MTA head aggregates token features from all stages and outputs the final heatmaps.
Multi-head attention module aggregates feature between the multi-head attention module as keys and values. The solutional layer. The pixels in the processed feature maps, reduces the feature map resolution with a strided convolutional layer is added after the attention module to capture the local information.

3.2. Transformer Block

Figure 3 shows the transformer block used in TCFormer. Following [57], a spatial reduction layer is used to reduce the computational complexity. The pixels in the processed feature maps, which are much fewer than the vision tokens, are fed into the multi-head attention module as keys and values. The multi-head attention module aggregates feature between tokens. Inspired by [32, 59, 71], we utilize a depth-wise convolutional layer to capture local feature and positional information, and remove explicit positional embedding.

3.3. Clustering-based Token Merge (CTM) Block

As shown in Figure 2, our Clustering-based Token Merge (CTM) block has two processes, i.e., token clustering and feature merging. We apply token clustering to group vision tokens into a certain number of clusters using token features, and then apply feature merging to merge the tokens in the same cluster into a single token.

Token Clustering. In the token clustering process, we utilize a variant of k-nearest neighbor based density peaks clustering algorithm (DPC-KNN) [11].

Given a set of tokens X, we compute the local density \( \rho \) of each token according to its k-nearest neighbors:

\[
\rho_i = \exp \left( -\frac{1}{k} \sum_{x_j \in \text{KNN}(x_i)} \|x_i - x_j\|_2^2 \right),
\]

where \( \text{KNN}(x_i) \) denotes the k-nearest neighbors of a token \( i \). \( x_i \) and \( x_j \) are their corresponding token features.

Then, for each token, we compute the distance indicator as the minimal distance between it and any other token with higher local density. For the token with the highest local density, its indicator is set as the maximal distance between it and any other tokens.

\[
\delta_i = \begin{cases} 
\min_{j: \rho_j > \rho_i} \|x_i - x_j\|_2, & \text{if } \exists j \text{ s.t. } \rho_j > \rho_i \\
\max_j \|x_i - x_j\|_2, & \text{otherwise}
\end{cases}
\]

where \( \delta_i \) is the distance indicator and \( \rho_i \) is the local density.

We combine the local density and the distance indicator to get the score of each token as \( \rho_i \times \delta_i \). Higher scores mean higher potential to be cluster centers. We determine cluster centers by selecting the tokens with the highest scores, and then assign other tokens to the nearest cluster center according to the feature distances.

Feature Merging. For token features merging, an intuitive method is to average the token features in the cluster directly. However, even for the tokens with similar semantic meanings, the importance is not totally the same.

Inspired by [47], we introduce an importance score \( P \) to explicitly represent the importance of each token, which is estimated from the token features. The token features are averaged with the guidance of the token importance:

\[
y_i = \frac{\sum_{j \in C_i} e^{p_j} x_j}{\sum_{j \in C_i} e^{p_j}},
\]

where \( C_i \) means the set of the \( i \)-th cluster, \( x_j \) and \( p_j \) are the original token features and the corresponding importance score respectively, and \( y_i \) is the features of the merged token. The token region of the merged token is the union of the original token regions.

As shown in Figure 2, the merged tokens are fed into a transformer block as queries \( Q \), and the original tokens are used as keys \( K \) and values \( V \). To ensure that important tokens contribute more to the output, the importance score \( P \) is added to the attention weight as follows:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} + P \right) V,
\]

where \( d_k \) is the channel number of the queries. We omit the multi-head setting and the spatial reduction layer here for clarity. Introducing the token importance score equips our CTM block with the capability to focus on the critical image features when merging vision tokens.

We adopt an efficient GPU implementation of CTM block. The clustering and feature merging parts only cost 9.4% of the forward time of TCFormer.

3.4. Multi-stage Token Aggregation (MTA) Head

Prior works [49, 71] prove the benefits of feature aggregation in multiple stages for human-centric vision tasks. In order to aggregate features, we propose a transformer-based Multi-stage Token Aggregation (MTA) head, which is able to maintain details in all the stages.

Figure 4 (a) shows the token upsampling process. During the token merging process (Section 3.3), each token is assigned to a cluster and each cluster is represented by a single merged token. We record the relationship between the original tokens and merged tokens. In the token upsampling process, we use the recorded information to copy the merged token features to the corresponding upsampled tokens. As shown in Figure 4 (b), after the token upsampling,
MTA head adds the token features in the previous stage to the upsampled vision tokens. The vision tokens are then processed by a transformer block. Such processing is executed progressively until all vision tokens are aggregated. The final tokens, whose token region is a single pixel in the high-resolution feature map, can be easily reshaped to feature maps with the pixels in feature maps and reshaped to the feature maps for further processing.

Why not CNN? Most prior works [38, 57, 71] transform vision tokens to feature maps first and aggregate multi-stage features with convolutional layers. However, as shown in Figure 5, vision tokens for the regions with important details, such as the human face, are in small size. Transforming vision tokens to low-resolution feature maps causes detail loss. Such loss can be avoided by transforming vision tokens to feature maps transformed from vision tokens. Transforming vision tokens to low-resolution feature maps causes detail loss.

Cluster Numbers. In the CTM block, the cluster number can be any value smaller than the input token number. In this work, we set the cluster number to a quarter of the input token number to keep the token numbers in every stage the same as those of the prior works [38, 57].

4. Experiments
4.1. 2D Whole-body Pose Estimation

Whole-body pose estimation targets at localizing fine-grained keypoints on the entire human body including the face, the hands, and the feet, which requires the ability to capture detailed information.

Settings. We conduct experiments on COCO-WholeBody V1.0 dataset [23]. COCO-WholeBody dataset is built upon the popular COCO dataset [36] with additional whole-body pose annotations. The full pose contains 133 keypoints, including 17 for the body, 6 for the feet, 68 for the face, and 42 for the hands. Following [23, 36], we use OKS-based Average Precision (AP) and Average Recall (AR) for evaluation. We follow most of the default training and evaluation settings of mmpose [9] and replace Adam [28] with AdamW [39] with momentum of 0.9 and weight decay of $1 \times 10^{-2}$.

Results. Table 1 shows the experimental results comparing TCFormer with the state-of-the-art models on COCO-WholeBody V1.0 dataset [23]. The results show that the whole-body pose estimation accuracy of TCFormer (57.2% AP and 67.8% AR) is higher than those of the state-of-the-art top-down methods, e.g., HRNet [49], by a large margin.

The size of the hand in the input image is relatively small, which makes the estimation of hand keypoint extremely difficult and heavily reliant on the capability of the model in capturing details. As shown in Table 1, most models achieve much lower performance on the hand than the other parts. Our TCFormer achieves a large gain in hand keypoint estimation, i.e. 6.2% AP higher than HRNet-
Table 1. OKS-based Average Precision (AP) and Average Recall (AR) on the COCO-WholeBody V1.0 dataset. The baseline results are from MMPose [9]. “*” indicates multi-scale testing. ZoomNet† is trained with the COCO-WholeBody V0.5 training set.

| Method               | Resolution  | body AP     | foot AP    | face AP    | hand AP     | whole-body AP |
|----------------------|-------------|-------------|------------|------------|-------------|---------------|
|                      |             |             |            |            |             |               |
| SN* [17]             | 480 × 480   | 0.427       | 0.583      | 0.099      | 0.369       | 0.649         |
| OpenPose [4]         | 480 × 480   | 0.563       | 0.612      | 0.532      | 0.645       | 0.765         |
| PAF* [5]             | 480 × 480   | 0.381       | 0.526      | 0.053      | 0.278       | 0.655         |
| AE [43]+HRNet-w48 [49]| 512 × 512   | 0.592       | 0.686      | 0.443      | 0.595       | 0.619         |
| HigherHRNet-w48 [6]  | 512 × 512   | 0.630       | 0.706      | 0.440      | 0.573       | 0.730         |
| ZoomNet† [23]        | 384 × 288   | 0.743       | 0.802      | 0.798      | 0.869       | 0.623         |
| SBL-Res50 [63]       | 256 × 192   | 0.652       | 0.739      | 0.614      | 0.746       | 0.608         |
| SBL-Res101 [63]      | 256 × 192   | 0.670       | 0.754      | 0.640      | 0.767       | 0.611         |
| SBL-Res152 [63]      | 256 × 192   | 0.682       | 0.764      | 0.662      | 0.788       | 0.624         |
| HRNet-w32 [49]       | 256 × 192   | 0.700       | 0.746      | 0.567      | 0.645       | 0.637         |
| TCFormer w/o CTM     | 256 × 192   | 0.667       | 0.749      | 0.562      | 0.695       | 0.617         |
| TCFormer w/o MTA Head| 256 × 192   | 0.679       | 0.761      | 0.658      | 0.780       | 0.634         |
| TCFormer (Ours)      | 256 × 192   | 0.691       | 0.770      | 0.698      | 0.813       | 0.649         |

Table 2. Mean Per Joint Position Error (MPJPE) and the error after Procrustes alignment (PA-MPJPE) on 3DPW and Human3.6M dataset. ↓ denotes lower is better. Our proposed method achieves results competitive with the state-of-the-art models. “×” means training without using 3DPW.

| Method               | 3DPW PA-MPJPE↓ | 3DPW PA-MPJPE↓ | Human3.6M PA-MPJPE↓ | Human3.6M PA-MPJPE↓ |
|----------------------|----------------|----------------|---------------------|---------------------|
| HMR [27]*            | 76.7           | 130.0          | 56.8                | 88                  |
| SPIN [29]*           | 59.2           | 96.9           | 41.1                | 62.5                |
| Zahn et al. [73]     | 57.1           | 90.0           | -                   | -                   |
| EFT [26]             | 52.2           | -              | 43.8                | -                   |
| DSR [13]             | 51.7           | 85.7           | 41.4                | 62.0                |
| TCFormer (Ours)      | 49.3           | 80.6           | 42.8                | 62.9                |

w32 [49] and 5.3% AP higher than SBL-Res152 [63], which demonstrates the excellent capability of TCFormer in capturing critical image details with small sizes.

4.2. 3D Human Mesh Reconstruction

Prior works of 3D human mesh reconstruction can be divided into model-based [26, 27, 29, 30, 73] and model-free methods [7, 34, 35, 42, 74]. We build a model-based method by combining TCFormer and HMR head [27].

Dataset. We evaluate our model on 3DPW dataset [53] and Human3.6M dataset [20]. 3DPW is composed of more than 51K frames with accurate 3D mesh in the wild, and Human3.6M is a large-scale indoor dataset for 3D human pose estimation. Mean Per Joint Position Error (MPJPE) and the error after Procrustes alignment (PA-MPJPE) are reported. Following the setting of [27], we train our model with a mixture of datasets, including Human3.6M [20], MPI-INF-3DHP [41], LSP [24], LSP-Extended [25], MPII [1] and COCO [36]. For fair comparisons with the recent methods [13, 26], we also use the training set of 3DPW and the pseudo-label provided by [26].

Settings. We crop the image with the ground truth bounding box and resize it to the resolution of 224 × 224. During training, we augment the data with random scaling, random rotation, random flipping, and random color jittering. The model is trained with 8 GPUs with a batch size of 32 in each GPU for 80 epochs. We use Adam optimizer [28] with the learning rate of 2.5 × 10⁻⁴ and do not use learning rate decay. The settings are the same as that in [15, 26].

Results. We compare TCFormer with the state-of-the-art SMPL-based methods and show the results in Table 2. TCFormer outperforms most of the prior works [26, 27, 29, 73] with similar structures and model complexity. TCFormer even obtains competitive results compared with the DSR method that uses extra dense supervision [13]. The results of human mesh estimation further validate the effectiveness of TCFormer in capturing important image features. It works well not only on the dense prediction task, but also on the global feature based regression task.

4.3. 2D Face Keypoint Localization

Settings. We perform experiments on WFLW [61] dataset, which consists of 7, 500 training and 2, 500 testing images with 98 landmarks. The evaluation is conducted on the test set and several subsets: large pose, expression, illumination, make-up, occlusion, and blur. We use the normalized mean error (NME) as the evaluation metric and the inter-ocular distance for normalization. We apply the same training and evaluation settings as that of [55]. For fair comparisons, we use a lightweight version of TCFormer (TCFormer-Light) with similar model complexity as [55].

Results. As shown in Table 3, TCFormer achieves superior performance (4.28% NME), compared to the other state-of-the-art methods on the full test set and all the subsets. TCFormer even has lower error than the methods with extra information, such as PDB [14] which uses strong data augmentation and LAB [61] which uses extra boundary information. The performance on face alignment validates the versatility of TCFormer beyond human body estimation.
Table 3. NME on WFLW Test and 6 subsets: large pose (LP), expression (Expr.), illumination (Illu.), make-up (Mu.), occlusion (Occu.), and Blur. ↓ means lower is better. LAB [61] relies on extra boundary information (B). PDB [14] uses stronger data augmentation (DA).

| Method        | Backbone | Test ↓ | LP ↓ | Expr. ↓ | Illu. ↓ | Mu. ↓ | Occu. ↓ | Blur ↓ |
|---------------|----------|--------|------|---------|---------|-------|---------|--------|
| ESR [3]       | -        | 11.13  | 25.88| 11.47   | 10.49   | 11.05 | 13.75   | 12.20  |
| SDM [64]      | -        | 10.29  | 24.10| 11.45   | 9.32    | 9.38  | 13.03   | 11.28  |
| CFSS [76]     | -        | 9.07   | 21.36| 10.09   | 8.30    | 8.74  | 11.76   | 9.96   |
| DVNL [62]     | VGG-16   | 6.08   | 11.54| 6.78    | 5.73    | 5.98  | 7.33    | 6.88   |
| HRNetV2 [55]  | HRNetV2-W18 | 4.60  | 7.94 | 4.85    | 4.56    | 4.29  | 5.44    | 5.42   |
| TCFormer (Ours) | TCFormer-Light | **4.28** | **7.27** | **4.56** | **4.18** | **4.27** | **5.18** | **4.87** |

Model trained with extra info.

| Method          | Backbone | Test ↓ | LP ↓ | Expr. ↓ | Illu. ↓ | Mu. ↓ | Occu. ↓ | Blur ↓ |
|-----------------|----------|--------|------|---------|---------|-------|---------|--------|
| LAB (w/ B) [61] | Hourglass | 5.27   | 10.24| 5.51    | 5.23    | 5.15  | 6.79    | 6.32   |
| PDB (w/ DA) [14]| ResNet-50 | 5.11   | 8.75 | 5.36    | 4.93    | 5.41  | 6.37    | 5.81   |

Figure 6. Example results of TCFormer on Whole-body pose estimation (top row), 3D mesh reconstruction (bottom left), and face alignment (bottom right). Overall, our method achieves satisfactory results on all tasks.

Table 4. Evaluation on ImageNet-1k val. All results are obtained using the input size of 224 × 224.

| Method           | #Param. | FLOPs | Top-1 Acc. |
|------------------|---------|-------|------------|
| ResNet50 [16]    | 25.6M   | 4.1G  | 76.1       |
| ResNet152 [16]   | 60.2M   | 11.6G | 78.3       |
| HRNet-W32 [55]   | 41.2M   | 8.3G  | 78.5       |
| DeiT-Small/16 [51]| 22.1M  | 4.6G  | 79.9       |
| T2T-ViT-14 [70]  | 22.0M   | 6.1G  | 80.7       |
| HRFormer-S [71]  | 13.5M   | 3.6G  | 81.2       |
| Swin-T [38]      | 29.0M   | 4.5G  | 81.3       |
| PVT-Large [57]   | 61.4M   | 9.8G  | 81.7       |
| TCFormer (Ours)  | 25.6M   | 5.9G  | **82.4**   |

4.4. Image Classification

In order to evaluate the versatility of TCFormer on general vision tasks, we also extend it to image classification.

Settings. We perform experiments on the ImageNet-1K dataset [48]. We apply the setting totally the same as [57]. TCFormer without the MTA head is trained from scratch for 300 epochs with batch size 128 and evaluated on the validation set with a center crop of 224 × 224 patch. For more details, please refer to the supplementary.

Results. Although the target of our model is not image classification, experimental results on ImageNet-1K show that TCFormer achieves competitive performance (82.4% Top-1 Acc.) compared with the state-of-the-art architectures, which indicates that our CTM block also works well in extracting general image features.

4.5. Ablation Study

We conduct ablative analysis on the task of whole-body pose estimation as shown in Table 1.

Effect of CTM. To validate the effect of CTM (Section 3.3), we build a baseline transformer network by replacing CTM with a strided convolutional layer, and find that the performance drops significantly (−3.7% AP and −3.9% AR). The performance drop for the parts relying on detailed information, such as the foot and the hand, is more significant than the others. The estimation AP for the foot and the hand decrease by 13.6% and 5.6% respectively, while the AP for the human body only drops 2.4%. It demonstrates that the performance drop is mainly caused by the loss of image details and validates the effectiveness of our CTM block in capturing image details in small size.

Effect of MTA Head. To validate the effect of MTA Head (Section 3.4), we replace it with a deconvolutional head [63] and notice a performance drop of −1.9% AP.
Figure 7. Vision tokens for whole-body pose estimation (the 1st row), 3D mesh reconstruction (the 2nd row), and face alignment (the 3rd row). For whole-body pose and 3D mesh estimation, TCFormer generates fine tokens for human face and hand. While for face alignment, fine tokens are used for face edges.

and −1.6% AR. Especially, the performance drop on foot (−4.0% AP) and hand (−3.6% AP) is more obvious than that of the body (−1.2% AP). The results show that MTA Head is beneficial to preserving image details of body parts.

4.6. Qualitative Evaluation

Figure 6 shows some qualitative results for human whole-body pose estimation, 3D mesh reconstruction, and face alignment. Figure 7 shows some examples of the vision token distribution in the above tasks. As shown in Figure 7, the vision tokens focus on the foreground regions and represent background areas with only very few tokens, even when the background is complex. The vision tokens with fine spatial size are used for the area with important details, for example, the face and hand regions in whole-body estimation and 3D mesh reconstruction. For face alignment, TCFormer allocates fine tokens to the face edge regions. The dynamic vision token allows TCFormer to capture image details more efficiently and achieve better performance.

5. Analysis

In this part, we provide an explanation of why TCFormer focuses on regions with important details. Take the face region in the human whole-body pose estimation task as an example, in order to distinguish the dense keypoints on the face, TCFormer tends to learn different features for different face areas. Since the features of the tokens representing different face parts are different, CTM block tends to group them into different clusters. So they are not merged with each other in the following merging process and are kept in a fine spatial size, which helps the feature learning in turn.

We verify the explanation by training two models with different tasks. The first one aims to estimate only the hand keypoints, while the other one aims to estimate only the face keypoints. We visualize the token distribution of these two models in Figure 8 (b) and (c), and find the token distribution to be task-specific, which matches our explanation.

6. Conclusions and Limitations

In this paper, we propose Token Clustering Transformer (TCFormer), a novel transformer-based architecture for human-centric vision tasks. We propose a Clustering-based Token Merge (CTM) block to equip the transformer with the capacity of preserving finer details in important regions and paying less attention to useless background information. Experiments show that our proposed method significantly improves upon its baseline model and achieves competitive performance on several human-centric vision tasks, i.e. whole-body pose estimation, human mesh recovery, and face alignment. The major limitation of TCFormer is that the computational complexity of KNN-DPC algorithm is quadratic with respect to the token number, which limits the speed of TCFormer with large input resolution. This problem can be mitigated by splitting tokens into multiple parts and performing part-wise token clustering. We envision that the proposed method is general and can be applied to a wide range of vision tasks, e.g. object detection, and semantic segmentation. Future works will focus on exploring the effectiveness of CTM on these vision tasks.
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