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Abstract

The abundance of data affords researchers to pursue more powerful computational tools to learn the dynamics of complex system, such as neural networks, engineered systems and social networks. Traditional machine learning approaches capture complex system dynamics either with dynamic Bayesian networks and state space models, which is hard to scale because it is non-trivial to prescribe the dynamics with a sparse graph or a system of differential equations; or a deep neural networks, where the distributed representation of the learned dynamics is hard to interpret. In this paper, we will explore the possibility of learning a discrete-event simulation representation of complex system dynamics assuming multivariate normal distribution of the state variables, based on the observation that many complex system dynamics can be decomposed into a sequence of local interactions, which individually change the system state only minimally but in sequence generate complex and diverse dynamics. Our results show that the algorithm can data-efficiently capture complex network dynamics in several fields with meaningful events.
1 Introduction

We live in a complex world, where the complex interactions of a large number of elementary units at the microscopic level give rise to the complex system behavior at the macroscopic level. Examples of such complex systems include neural activities in our brain, gene regularization and signal transduction networks in systems biology, the movement of people in an urban system, and epidemic and opinion dynamics in social networks. In learning and making inferences about the dynamics of such systems, we can gain valuable insights in optimizing their operations, for example about functional areas of the brain and relevant diagnoses, about traffic congestion and more efficient use of roads, and about how people are infected in an epidemic crisis. The plummeting cost and increasing availability of computational resources have enabled researchers to identify explainable models of complex system behavior through data-driven discovery methods, for example in the brain activities measured with functional magnetic resonance imaging (fMRI) and electroencephalogram (EEG), people’s movement and interactions tracked with ubiquitous computing technologies, and the diffusion and mutation of opinions in social media.

In this paper, we will derive an algorithm that learns a discrete-event simulation (DES) representation of complex system dynamics from complete and noisy observations, assuming multivariate normal distribution of the state variables. The hypothesis is that many complex system dynamics can be decomposed into a sequence of local interactions, which individually change the system state only minimally but in sequence generate complex and diverse dynamics. Discrete-event simulation is a versatile framework with diverse applications in capturing the dynamics of gene regularization network using stochastic kinetic model, engineered systems using Petri net model, social systems using stock and flow chart. To learn the discrete-event simulation representation, we will use a generalized expectation maximization algorithm to jointly learn a collection of local events whose rates (counts per unit time) are sparsely dependent the state variables and a stoichiometric matrix that mixes the event counts into the state variable changes. We expect the learned discrete-event simulator to enjoy a high level of machine learning performance in predicting unstudied dynamics from training data, and at the same time provide useful insights on why the trained model behaves in a specific way and an intuitive interface to correct any errors produced by the model.

One approach to represent a multivariate time-series is through state-space models, where the time-derivative of state variables is identified as the sparse interactions among them. Along this line of research, sparse regression methods were developed to discover a system of partial differential equations from spatio-temporal measurements of the system [7, 24]. Symbolic regression and evolutionary methods were used to synthesize and select the state-space representations of data that balance model accuracy and complexity [4, 25]. The plummeting cost of sensors and rising availability of computational resources has enabled many deep learning approaches in data-driven discovery methods including [20, 8, 21, 29, 13]. With a graph neural network, a state-space model is represented as a directed graph, where nodes represent state variables and edges represent their relations. The state evolution in a graph neural network is simulated with messages passing from nodes to edges and messages from edges to nodes, both emulated using deep neural networks [2, 5]. In comparison with these parameterized approaches to model the deterministic state evolution, we use a different inductive basis through assuming that the state evolution is driven by a collection of stochastic events each involving the interactions of a few system components.

Another approach to model the structure of a multivariate time-series is through Gaussian processes. In linear coregionalization analysis in geostatistics [1], and its machine learning counterparts such as semiparametric latent factor model [26], multi-task Gaussian process [5], and Gaussian process emulator [19], a vector-valued random function is expressed as a linear combination of independent scalar-valued Gaussian processes of predictor variables. These vector-valued random functions of predictor variables can be stacked into an expressive deep Gaussian process state-transition kernel of a autoregressive process and learned through variational inference [16]. Other Gaussian process approaches include identifying a low-dimensional embedding of a high-dimensional state-space model where the predictor-dependent loading matrix is expressed as a sparse combination of Gaussian process dictionary functions [9], and identifying independent clusters in a high-dimensional state-space model [23] with a Dirichlet process mixture model. In comparison with the non-parametric and semi-parametric Gaussian process approaches, we learn a parameterized discrete-event representation of a state-space model where the state change is induced by a collection of independent events each involving the interactions of a few state variables.
A discrete event model captures the macroscopic dynamics of a complex system through a sequence of stochastic events which each involve the interactions of a few individuals in the system microscopically and in aggregate induce complex dynamics. The sparse interactions thus introduces an inductive prior in the representation of complex system dynamics. The discrete event model is used to specify the dynamics of engineered systems (where it is known as a stochastic Petri-net [14]), biochemical networks (where it is known as a stochastic kinetic model [30]), and social networks (where it is known as discrete event simulation [6], and random variables (where it is known as a continuous time Bayesian network [17]). Existing works to learn and make inferences about discrete-event dynamics generally assume that the interactions are known, and proceed to learn the probabilities for these interactions to happen. These works involve making approximate inferences with Markov chain Monte Carlo [12, 22], structured mean field [18, 32], expectation propagation [31] and deep neural networks [27]. In comparison, we aim to learn a collection of mutually independent local interactions to capture complex system dynamics as a distributed but explainable representation, where each interaction happens with a probability that depends on and changes the states of a few system variables.

2 Discrete Event Representation of Dynamical Systems

A variety of models to specify complex system dynamics are based on the premise that the complex dynamics can be factored into a sequence of sparse interactions of the system’s elementary individuals. Such systems include the stochastic kinetic model, the stochastic Petri-net, the discrete-event simulator, and the continuous-time Bayesian network. Hence, an algorithm to learn complex system dynamics in terms of mutually independent local interactions assumes a reasonable prior on the dynamics and is applicable to diverse complex systems.

A stochastic kinetic model is a biochemist’s way of describing the temporal evolution of a biochemical network with $M$ species driven by $V$ mutually independent events, where the stochastic effects are particularly prevalent (e.g., a transcription network or signal transduction network). Let $X = (X^{(1)}, \cdots, X^{(M)})$ denote individuals belonging to the $M$ species in the network. An event (chemical reaction) $v$ is specified by a production

$$
\alpha_v^{(1)} X^{(1)} + \cdots + \alpha_v^{(M)} X^{(M)} \xrightarrow{c_v} \beta_v^{(1)} X^{(1)} + \cdots + \beta_v^{(M)} X^{(M)}. \tag{1}
$$

The production is interpreted as having rate constant $c_v$ (probability per unit time, as time goes to 0), $\alpha_v^{(1)}$ individuals of species 1 ... interact according to event $v$, resulting in their removal from the system; and $\beta_v^{(1)}$ individuals of species 1 ... are introduced into the system. Hence event $v$ changes the populations by

$$
\Delta_v = (\beta_v^{(1)} - \alpha_v^{(1)}, \cdots, \beta_v^{(M)} - \alpha_v^{(M)})^\top,
$$

and $S = (\Delta_1, \cdots, \Delta_V)$ is the stoichiometric matrix. A stochastic kinetic process can be simulated through the Gillespie algorithm [10], which defines a compound Poisson process measure to a sample path induced by a sequence of events.

A Petri net (or place/transition net) is a model of a discrete-event dynamic system in the area of systems-theory and automatic-control, with applications in modeling and optimizing manufacturing logistic, computer systems and engineered systems [13]. A Petri net is defined as a 4-tuple $(S, T, W, M_0)$, where $S$ is a finite set of places (equivalent to species in stochastic kinetic model), $T$ is a set of transitions (equivalent to events), $W : (S \times T) \cup (T \times S)$ is a multi-set of arcs (equivalent to the stoichiometricity of reactants $(\alpha_{i,j})$ and products $(\beta_{i,j})$), $M$ is a marking that assigns a number of tokens (equivalent to individuals) to each place and $M_0$ is the initial marking. In a Petri net, a transition $t \in T$ may fire in a marking $M$ if there are enough tokens in its input places ($\forall s : M(s) \geq W(s,t)$), and firing a transition in $M$ consumes $W(s,t)$ tokens from input places $s$ and produces $W(t,s)$ tokens in output places $s$.

A system dynamics model is a tool to understanding and controlling the nonlinear behaviour of complex systems using stocks, flows and internal feedback loops, with applications in policy research in the areas of corporate management, urban dynamics and economical systems. The basis of this approach is that the behavior of a complex system is often determined by the interaction structure of the system’s components. In a system dynamics model, stocks are analogous to species, flows are analogous to events/transitions, the positive and negative feedback loops implement the control of a system, and the dynamics is expressed as difference/differential equations and simulated with a computer.
Fig. 1 shows several representations of the susceptible-infectious-recovered model, where the production rule system and the Petri-net capture individual level dynamics, and the system of partial differential equations and the stock and flow diagram capture population level dynamics. While the representations come from different disciplines, they are all parameterized by the stoichiometric matrix and the event rate constants, suggesting their significance when we learn the dynamics of many complex interaction systems from data.

There are many other models to capture complex dynamics through a collection of local interactions. For example, a compound Poisson process specifies the dynamics through a sequence of event times and a discrete-time Markov process conditioned on the event times. A continuous time Bayesian network captures the dyadic interactions among the nodes through events happening on edges. A multiagent simulator specifies the dynamics through a set of events — infection and recovery in an epidemic simulator such as EpiSims, entering and exiting a road link in a road transportation simulator such as MATSim, and user-defined events in a general purpose simulator such as AnyLogic and NetLogo. In the following, we will formulate the event-learning problem in a Gaussian dynamical system and derive an algorithm to solve this problem.

3 Methodology

In this section, we formulate the problem of learning the interactions of the elementary units in a discrete event process at the microscopic level to explain the discrete-time observations of population dynamics at the macroscopic level. With this formulation, we construct computational graphs to learn the discrete event representation through establishing the equivalence relationship between gradient ascent and generalized expectation maximization.

3.1 Problem Definition

The learning problem is to identify a minimum set of production rules (Eq. 1) with event rate constants \( c = (c_1, ..., c_V) \in [0, \infty)^V \) and sparse multiplicity factors \( \alpha_v = (\alpha_v^{(1)}, ..., \alpha_v^{(M)}) \in [0, \infty)^M \) and \( \beta_v = (\beta_v^{(1)}, ..., \beta_v^{(M)}) \in [0, \infty)^M \) to fit the time-discretized Langevin dynamics to the population dynamics of the system observed at discrete times. Specifically, we are solving the parameter estimation problem in Eq. 2, where random vector \( x_t = (x_t^{(1)}, ..., x_t^{(M)}) \in [0, \infty)^M \) represents the populations of the \( M \) species in the system at time \( t \), \( y_t \) represents observation about \( x_t \) at time \( t \), vector-valued function \( h(x_t) = (h_1(x_t), ..., h_V(x_t)) \in [0, \infty)^V \) represents the rates of \( V \) independent interactions among the system’s elementary units, real-valued matrix \( S \) is the stoichiometric matrix that “mixes” the numbers of interaction events into state changes, and \( \Delta t \) is an infinitesimal time step to linearize the (nonlinear) Langevin dynamics.
Theorem 1. Let \( \alpha \) \( \beta \) \( \gamma \).

The following theorem says that we can simulate any diffusion process from the Langevin dynamics Eq. 11, which is a Gaussian approximation of the Gillespie algorithm [10], where \( h_0(x_t; c) = \sum_{i=1}^V h_i(x_t, c_v) \) sampling the event \( \nu_{t+\tau} \) according to categorical distribution \( \nu_{t+\tau} \sim \text{Cat} \left( \frac{h_{i_0}}, \frac{h_{i_1}}, \ldots, \frac{h_{i_n}} \right) \), and set \( x_{t+\tau} \leftarrow x_t + \beta_v - \alpha_v \) and system time \( t+\tau \). In the Gaussian approximation, the event counts in the interval \([t, t + \Delta t]\) are approximately Poisson and mutually independent, and can be further approximated with a multivariate normal variable \( r_{t+\Delta t} \sim \mathcal{N}(h(x_t)\Delta t) \approx \mathcal{N}(h(x_t)\Delta t, \text{diag } \mathbf{h}(x_t)\Delta t) \). The formulation of event rates (Eq. 11) has an interpretation in the mass-action stochastic kinetics literature, where \( c_v \) is the probability per unit time for \( \alpha_v \) \( m \) selected individuals from species \( m = 1, \ldots, M \) to interact according to event \( v \), and \( (x_{t_0})^\alpha \) \( m \) is the total number of ways to select \( \alpha_1 \) \( m \) molecules out of \( x_{t_0} \) \( m \) molecules belong to species \( m \) assuming homogeneous populations throughout the configuration space or in an infinitesimal volume. The total event rate regardless of which molecules we select is thus \( c_v \sum_{m=1}^{\infty} (x_{t_0}^m)^\alpha \) \( m \). The Langevin dynamics is a reflected stochastic process [28] where the populations are required to be non-negative. Here we use data away from the boundary to make the learning algorithm and its analysis conceptually simple.

Comparing with graph neural network [2], Langevin dynamics (Eq. 11) similarly quantify the interactions among system variables on the edges connecting the corresponding system variable nodes, and update the system variables from aggregating the quantities on the incident edges of the nodes. Different from graph neural network, Langevin dynamics provide a way to learn hyper-edges (in contrast with dyads in GNN) through learning \( \alpha_v \) \( s \) and \( \beta_v \) \( s \) in a Bayesian framework, and the system variables are specially interpreted as populations.

The following theorem says that we can simulate any diffusion process from the Langevin dynamics defined in Eq. 11 with a proper specification of populations under mild conditions. Thus despite the seeming restrictions on non-negative populations and event driving dynamics, the Langevin dynamics is quite expressive.

**Theorem 1.** Let \( dx_t = \mu(x_t)dt + \sqrt{\Sigma(x_t)}dB_t \), where \( B_t \) is a Brownian motion process, \( \mu(x_t) \) is a drift term and \( \Sigma(x_t) \) is a covariance matrix. Let \( \max_x \| \text{diag}(\sqrt{\mu(x)}) \|_2 \leq C_1 \) and \( \min_x \| \sqrt{\Sigma(x)} \|_2 \geq C_2 \). Then \( x_t \) can be written in the form of Langevin dynamics Eq. 11.

**Proof sketch.** We write \( x_t = x_t^+ - x_t^- \), where \( x_t^+ = \max(x_t, 0) \) and \( x_t^- = -\min(x_t, 0) \). Next we define populations as \( (z_t^+), (z_t^-) \), where \( z_t^+ = Cx_t^+ \), \( z_t^- = Cx_t^- \) and \( C \) is a constant satisfying \( C \geq C_1/C_2 \). The populations thus induce a new stochastic process \( z_t = z_t^+ - z_t^- = Cx_t \) with dynamics \( dz_t = C\mu\left( \frac{z_t^+ - z_t^-}C \right)dt + \sqrt{C^2\Sigma}\left( \frac{z_t^+ - z_t^-}C \right)dB_t \), satisfying \( C\Sigma - \text{diag}(C\mu) \) is positive definite (because for all \( w \neq 0, w^T(C\Sigma)w - w^T(C \text{ diag } |\mu|)w \geq (C^2C^2 - C_1C)\|w\|^2 > 0 \).
Then we define events each involving one population to account for the drift term $\mu(x)$. Each such event increases or decreases the corresponding population by 1 according to $\text{sign}(C\mu(z_t^+ - z_t^-))$ with rate $C |\mu(z_t^+ - z_t^-)|$. Then we define event pairs to account for the remaining diffusion $C^2 \Sigma - \text{diag}(C|\mu|)$, with each pair involving two populations. The pair of events change the two populations $i$ and $j$ with rate $C|\Sigma_{ij}|(\frac{1}{2}(z_t^+ - z_t^-))$, by $(1, 1)$ and $(-1, -1)$ if $\text{sign}(C|\Sigma_{ij}|)$ $= 1$ and by $(1, -1)$ and $(-1, 1)$ if $\text{sign}(C|\Sigma_{ij}|)$ $= -1$. Detailed proof is in the supplementary material.

**3.2 Learning Discrete-Event Simulation Dynamics from Discrete-Time Observations**

In this section, we construct a gradient descent algorithm to learn the discrete-event dynamics through minimizing the negative log-likelihood of a sequence of discrete-time observations about the latent state.

One potential issue with gradient-based optimization is the vanishing/exploding gradient problem when negative log likelihood is constructed iteratively over time involving a deep stack of function compositions. The following theorem shows that a gradient descent algorithm to minimize the negative log likelihood of observations is a generalized expectation maximization algorithm to maximize the expected log-likelihood. The reason is that the derivative of the observation log-likelihood over model parameters equals the expected value of the derivative of the complete data (observations + latent state) log-likelihood over the posterior distribution of the latent state conditioned on observations. As a result, we can construct a computational graph to estimate the negative log likelihood of observations, and expect the back propagation algorithm to minimize negative log likelihood to have the same behavior as a generalized expectation maximization algorithm.

**Theorem 2.** Let $p(x, y; \theta)$ be the joint probability distribution of latent variable $x$ and observable variable $y$ parameterized by $\theta$. Then $\nabla_\theta \log p(y; \theta) = E_{p(x|y; \theta)} \nabla_\theta \log p(x, y; \theta)$.

Proof.

$$
\nabla_\theta \log p(y; \theta) = \nabla_\theta \log \int dx p(x, y; \theta) = \int dx \nabla_\theta p(x, y; \theta) / \int dx p(x, y; \theta)
$$

$$
= \int dx \nabla_\theta p(x, y; \theta) / \int dx p(x, y; \theta) = \int dx p(x|y; \theta) \nabla_\theta \log p(x, y; \theta) / \int dx p(x, y; \theta)
$$

$$
= \int dx p(x|y; \theta) \nabla_\theta \log p(x, y; \theta) = E_{p(x|y; \theta)} \nabla_\theta \log p(x, y; \theta).
$$

A corollary of Theorem 2 is that we can construct the terms in $\nabla_\theta \log p(y_1, ..., y_N) = \sum_n \nabla_\theta \log p(y_n|y_1, ..., y_{n-1})$ from the posterior latent state distributions $p(x_n|1, x_n|y_1, ..., y_{n-1})$.

**Corollary 1.** Let $p(x_1, ..., x_N, y_1, ..., y_N; \theta) = \prod_n p(x_n|y_{n-1}; \theta)p(y_n|x_n; \theta)$ be the joint probability distribution of a latent process $x_1, ..., x_N$ and its observations $y_1, ..., y_N$ parameterized by $\theta$. Then $\nabla_\theta \log p(y_1, ..., y_N) = \sum_{n=1}^N E_{p(x_n, y_n|y_1, ..., y_N)} \nabla_\theta \log p(x_n, y_n|x_{n-1})$.

The following technical lemma makes explicit the relationship between $E_{p(x_n, y_n|y_1, ..., y_N)} \nabla_\theta \log p(x_n, y_n|x_{n-1}; \theta)$ and $\nabla_\theta \log p(y_n|y_1, ..., y_{n-1}; \theta)$, and leads to a direct proof of Corollary 1 with the fact that the telescopic sum $\sum_n E_{p(x_n, y_n|y_1, ..., y_N)} \nabla_\theta \log p(x_n, y_n, y_{n-1}) - E_{p(x_n, y_n|y_1, ..., y_N)} \nabla_\theta \log p(x_{n-1}|y_1, ..., y_{n-1}) = 0$. The direct proof of Corollary 1 is in supplementary material.

**Lemma 1.** For $n \leq m$,

$$
E_{p(x_n, y_n|y_1, ..., y_m)} \nabla_\theta \log p(x_n, y_n) = E_{p(x_{n-1}, y_n|y_1, ..., y_m)} \nabla_\theta \log p(x_{n-1}|y_1, ..., y_{n-1}) + E_{p(x_n, y_n|y_1, ..., y_m)} \nabla_\theta \log p(x_n, y_n|x_{n-1}; \theta) - \nabla_\theta \log p(y_n|y_1, ..., y_{n-1})
$$

We use the extended Kalman filter to learn the discrete-event dynamics through maximizing the log likelihood (Eqs. 2 and 10) and estimate the latent states from noisy observations. Specifically we iteratively predict latent state distributions $p(x_n|y_1, ..., y_{n-1}) \sim \mathcal{N}(x_{n|n-1}, P_{n|n-1})$ from $p(x_{n-1}|y_1, ..., y_{n-1})$ (Eqs. 7 and 8), and update the predicted state distribution according to the new observations $p(x_n|y_1, ..., y_n) \sim \mathcal{N}(x_{n|n}, P_{n|n})$ (Eq. 9) in filtering pass, assuming initial state
distribution $x_0 \sim \mathcal{N}(\hat{x}_0, P_0)$. Then we iteratively predict $p(x_n | y_1, \ldots, y_N) \sim \mathcal{N}(\hat{x}_n | x_N, P_n | x_N)$ from $p(x_{n+1} | y_1, \ldots, y_N)$ (Eq. 11), starting from $p(x_N | y_1, \ldots, y_N) \sim \mathcal{N}(\hat{x}_N | x_N, P_N | x_N)$ in the smoothing pass. Here we use $\hat{x}_n$ to represent the statistic about $x_n$ estimated from observations $y_1, \ldots, y_m$, and $P_n$ to represent the mean and variance of $x_n$ conditioned on $y_1, \ldots, y_m$, and use notation $\partial_{x_n \to h} = \frac{\partial h(x_n-1)}{\partial x_n} |_{x_n=x_n-1, \nu_n=0}$ and $\partial_{x \to y} = \frac{\partial y(x_n, \nu_n)}{\partial x_n} |_{x_n=x_n-1, \nu_n=0} = 0$.

$$\hat{x}_{n+1} = \hat{x}_n + S \cdot h(\hat{x}_{n-1}, t_{n-1}), \quad P_{n+1} = \text{diag}(h(\hat{x}_{n-1, t_{n-1}}) \Delta t) S^T + (I + S \partial_{x_n \to h}) P_{n-1} (I + S \partial_{x_n \to h})^T,$$

$$\hat{x}_n = \hat{x}_n + K_n \epsilon_n, \quad P_n = (I - K_n \partial_{x_n \to y}) P_{n-1},$$

$$p(y_1, \ldots, y_N) = \prod_{n=1}^{N} \mathcal{N}(\epsilon_n; 0, \Sigma_{\epsilon_n}),$$

where $\epsilon_n = y_n - \hat{y}(x_{n-1}, 0)$, $\Sigma_{\epsilon_n} = \partial_{x_n \to y} P_{n-1} \partial_{x_n \to y}^T + \partial_{x \to y} \partial_{x_n \to y}^T$, $K_n = P_{n-1} \partial_{x_n \to y} \Sigma_{\epsilon_n}^{-1}$.

$$\hat{x}_{n+1} = \hat{x}_n + G_n \delta_n, \quad P_{n+1} = P_n + G_n (P_{n+1} + P_{n+1} - P_{n+1} I) G_n^T,$$

where $\delta_n = (\hat{x}_{n+1} - \hat{x}_{n+1, t_{n+1}})$, $\Sigma_{\delta_n} = P_{n+1} + I + S \partial_{x_n \to h} P_{n+1} (I + S \partial_{x_n \to h})^{-1}$.

### 4 Experiments

In this section, we compare the proposed algorithm with several state-of-the-art parametric and non-parametric algorithms in capturing complex system dynamics. The evaluation is conducted in three scenarios: predator-prey, prokaryotic auto-regulation, and SynthTown transportation network. We focus on two points. First, with less parameters, the discrete-event formulation enables us to learn dynamics faster and more data-efficiently. Second, the learned sparse interactions are more interpretable.

#### 4.1 Configuration for performance evaluation

We evaluate the algorithms to learn discrete-event dynamics in three scenarios: predator-prey, prokaryotic auto-regulation, and SynthTown. The predator-prey dynamics involve two species — predator and prey, and three events — prey $\rightarrow$ 2 preys, predator $+$ prey $\rightarrow$ 2 predators and predator $\rightarrow$ 0. The prokaryotic auto-regulation dynamics [12] involve 5 species — DNA, P, P2, DNA, and RNA and 8 events — DNA $+$ P2 $\leftrightarrow$ DNA $+$ DNA $+$ RNA, DNA $\rightarrow$ RNA $+$ P, 2P $\leftrightarrow$ P2, RNA $\rightarrow$ 0, and P $\rightarrow$ 0. From the discrete-time observations constructed with the Gillespie algorithm, we expect to recover the events. The SynthTown dynamics involve 2000 synthesized inhabitants going to work in the morning and returning home in the afternoon in a synthesized network of one home location, one work location and 23 single-direction road links specified within MATSim (a state-of-the-art transportation simulator) [15]. From the discrete-time observations, we expect to learn events in the form $l_j \rightarrow l_k$, a vehicle moving from location $j$ to location $k$.

We compare the proposed algorithm with several other algorithms: a extended Kalman filter with a general state transition dynamics, a recurrent neural network model with LSTM cells, and a linear model of coregionalization.

We compare the following statistics about the algorithms. First, we compare the Kullback–Leibler divergence between the learned and the to-be-learned dynamics with different sample sizes. To this end, we sample trajectories $x^{(l)}_n$ for $l = 1, \ldots, L$ from the learned dynamics and estimate the average log-likelihood ratio per time step $1 \sum_{l=1}^{N} \sum_{n=1}^{N} \log \frac{p(x^{(l)}_n | x^{(l)}_{n-1})}{p(x_n | x_{n-1})}$. We expect a model-based learning algorithm (such as our algorithm to learn a discrete event model) to be more data-efficient and less likely to experience overfit than model-free algorithms. Second, we compare the learning speed of different algorithms. We expect Gibbs sampling to take more time both because Gibbs sampling has a generally slow mixing rate, and because sampling from a Gaussian process in every Gibbs iteration involves a matrix inversion which has a cubic time complexity in data size.
Table 1: Comparing K-L divergence and training time of algorithms in three scenarios and with different training data sizes.

|             | EKF    | RNN    | GP    | DES    |
|-------------|--------|--------|-------|--------|
|             | KL     | time   | KL    | time   | KL    | time   |
| p-p/10k     | .2     | 2min   | .1    | 3min   | .04   | 10min  | .01   | 2min   |
| p-p/1m      | .05    | 10min  | .04   | 15min  |       |        | .001  | 10min  |
| PAG/10k     | 10     | 30min  | 7     | 50min  | 1     | 1hour  | .1    | 20min  |
| PAG (1m)    | 3      | 4hour  | 2     | 5hour  |       |        | .01   | 2hour  |
| ST/10k      | 12     | 40min  | 8     | 1hour  | 2     | 4hour  | .2    | 30min  |
| ST/1m       | 5      | 6hour  | 3     | 8hour  |       |        | .05   | 4hour  |

4.2 Evaluating discrete-event structural learning

Table 1 compares the achievable K-L divergence and the corresponding training times of extended Kalman filter, recurrent neural network, Gaussian process latent factor model and discrete-event structural learning in learning predator-prey, prokaryotic auto-regulation, and road traffic dynamics with training data of 10 thousand time steps and 1 million time steps. The K-L divergence between the learned dynamics and the ground truth dynamics is evaluated with a separate testing trajectory. In general, learned dynamics with K-L divergence greater than 10 are not useful, and those with K-L divergence less than 0.01 are excellent. We can easily learn useful dynamics through training a discrete event model with a stochastic gradient algorithm and a training data set of trajectories with 10 thousand discrete time steps in total, while we will need 100 times more data through training other models. Among the model-free algorithms, Gaussian process latent factor model can achieve comparable performance as the discrete event model, yet it is not scalable and takes longer in the training. Modeling high-dimensional dynamics with a dense neural network generally result in overfitting and doubtful learned dynamics.

Fig. 2 compares the typical learned prokaryotic auto-regulation dynamics with the ground truth. We specify the event rates as $h_v(x) = c_v g_v(x)$, where $v = 1, \ldots, 8$, and $c_v$ is the event rate constant, and compare the learned rate constants $c_v$ and stoichiometric matrix $S$ element-wise with the ground truth (Fig. 2a and Fig 2b). We also compare how the learned $S$ translates event counts into state change (Fig. 2c) and how the learned event rate constants predict event statistics in one discrete time step (Fig. 2d) using a trajectory sampled from the ground truth dynamics. The dynamics in a discrete time step is not linear: In Fig. 2d, the mean and variance of event-1 count (subplots at row 1, column 1 and column 2) and event-5 count (subplots at row 5, column 1 and column 6) are not...
equal, and the event counts are correlated (columns 2-8, below the diagonal). Hence we simulate the
dynamics in sub-steps in the learning algorithm. While a training data set with several thousands
discrete time steps is sufficient for the algorithm to learn to predict state-change statistics between
two time steps, a training data set with several million total time steps that is comprised of many
trajectories each starting from a different initial state is required to learn the dynamics in Fig. 2.

5 Conclusions

In this paper, we formulated the problem of learning complex system dynamics as one of jointly
learning a collection of local events whose rates (counts per unit time) are sparsely dependent
the state variables and a stoichiometric matrix that mixes the event counts into the state variable
changes. To learn a discrete-event representation of complex system dynamics, we showed that
the back propagation algorithm to minimize the log evidence of a latent state dynamical system
is a generalized expectation maximization algorithm. This approach is scalable because the graph
representation of the model is fixed, and versatile because many real-world complex systems have
discrete-event semantics. Our results show that the algorithm can data-efficiently capture complex
network dynamics in several fields with meaningful events.

Broader Impact

The research will achieve increased public scientific literacy and engagement through turning data into
insights and civic engagement by enabling people to inspect how many complex systems run in detail.
It will benefit our society through enabling people to see our society running at high-resolution and
ask the what-if questions through developing a collection of machine learning tools and applications.
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Supplementary Material

Proof of Corollary 1 through Lemma 1

In this section, we explicitly show the relationship between the gradient-ascent approach and the expectation-maximization approach to maximize the probability of observations of state-space process over a set of parameters. The goal is to maximize the log likelihood of the generative model \( \log \sum_{\theta} p(x, y; \theta) \) with gradient \( E_{p(x|y)} \nabla_{\theta} \log p(x, y; \theta) \) where \( x = x_1, \ldots, x_N \) are latent variables, \( y = y_1, \ldots, y_N \) are observations, and \( \theta \) are the parameters. E-M algorithm is to maximize \( E_{p(x|y; \theta^0)} \log p(x, y; \theta^0) \) over \( \theta \) along the gradient \( E_{p(x|y; \theta^0)} \nabla_{\theta} \log p(x, y; \theta^0) \) until a maximum is identified, and then repeat the process with \( \theta^0 \) set to \( \theta \) until a fixed point \( \theta^0 = \theta \) is reached. The gradient-ascent method doesn’t require identifying an extremum point in maximizing \( E_{p(x|y; \theta^0)} \log p(x, y; \theta^0) \) over \( \theta \) along the gradient \( E_{p(x|y; \theta^0)} \nabla_{\theta} \log p(x, y; \theta^0) \). In this sense, gradient ascent is a generalized E-M.

Lemma 1 For \( n \leq m \),

\[
E_{p(x|y_1, \ldots, y_m)} \nabla_{\theta} \log p(x_n|y_1, \ldots, y_n) = E_{p(x_{n-1}|y_1, \ldots, y_m)} \nabla_{\theta} \log p(x_{n-1}|y_1, \ldots, y_{n-1}) + E_{p(x_{n-1}, x_n|y_1, \ldots, y_m)} \nabla_{\theta} \log p(x_n, y_n|x_{n-1}; \theta) - \nabla_{\theta} \log p(y_n|y_1, \ldots, y_{n-1})
\]

Proof of Lemma 1 The proof is based on moving the sum \( \sum_{x_{n-1}} \) out of the factor \( \nabla \log p(x_n|y_1, \ldots, y_n) \), which is through \( \nabla \log \sum_{x_{n-1}} p = \frac{1}{\sum_{x_{n-1}} p} \nabla \sum_{x_{n-1}} p \)

\[
E_{p(x_n|y_1, \ldots, y_m)} \nabla_{\theta} \log p(x_n|y_1, \ldots, y_n) = \sum_{x_n} p(x_n|y_1, \ldots, y_m) \nabla \sum_{x_{n-1}} p(x_{n-1}|y_1, \ldots, y_{n-1})p(x_n, y_n|x_{n-1})
\]

\[
= \sum_{x_n} p(x_n|y_1, \ldots, y_m) \nabla \sum_{x_{n-1}} p(x_{n-1}|y_1, \ldots, y_{n-1})p(x_n, y_n|x_{n-1}) - \nabla \log p(y_n|y_1, \ldots, y_{n-1})
\]

\[
= \sum_{x_n} p(x_n|y_1, \ldots, y_m) \nabla \sum_{x_{n-1}} \nabla p(x_{n-1}|y_1, \ldots, y_{n-1})p(x_n, y_n|x_{n-1}) - \nabla \log p(y_n|y_1, \ldots, y_{n-1})
\]

\[
= \sum_{x_n} p(x_n|y_1, \ldots, y_m) \nabla \sum_{x_{n-1}} \nabla p(x_{n-1}|y_1, \ldots, y_{n-1})p(x_n, y_n|x_{n-1}) - \nabla \log p(y_n|y_1, \ldots, y_{n-1})
\]

\[
= \sum_{x_{n-1}} \sum_{x_{n-1}} p(x_{n-1}|y_1, \ldots, y_{n-1}) \nabla \log p(y_n|y_1, \ldots, y_{n-1})
\]

In the above \( p(x_{n-1}|x_n, y_1, \ldots, y_n) = p(x_{n-1}|x_n, y_1, \ldots, y_m) \) due to Markov property.

A corollary of the lemma is the following, because \( E_{p(x|y)} \nabla_{\theta} \log p(x|y_1, \ldots, y_n) = 0 \) due to the property of scoring function:

\[
\nabla \log p(y_n|y_1, \ldots, y_{n-1}) = E_{p(x_{n-1}|y_1, \ldots, y_m)} \nabla \log p(x_{n-1}|y_1, \ldots, y_{n-1}) + E_{p(x_{n-1}, x_n|y_1, \ldots, y_m)} \nabla \log p(x_n, y_n|x_{n-1}; \theta).
\]

Corollary 1 Let \( p(x_1, \ldots, x_N, y_1, \ldots, y_N; \theta) = \prod_{n} p(x_{n-1}; \theta)p(y_n|x_n; \theta) \) be the joint probability distribution of a latent process \( x_1, \ldots, x_N \) and its observations \( y_1, \ldots, y_N \) parameterized by \( \theta \). Then \( \nabla_{\theta} \log p(y_1, \ldots, y_N) = \sum_{n=1}^{N} E_{p(x_{n-1}, x_n|y_1, \ldots, y_N)} \nabla_{\theta} \log p(x_n, y_n|x_{n-1}). \)
Proof of Corollary 1

\[ 0 = \mathbb{E}[p(x_N | y_1, \ldots, y_N) \nabla_\theta \log p(x_N | y_1, \ldots, y_N; \theta)] = \sum_{n=1}^{N} \mathbb{E}[p(x_{n-1}, x_n | y_1, \ldots, y_{n-1}) \nabla_\theta \log p(x_n | y_n | x_{n-1}; \theta) - \nabla_\theta \log p(y_n | y_1, \ldots, y_{n-1})] = \sum_{n=1}^{N} \mathbb{E}[p(x_{n-1}, x_n | y_1, \ldots, y_N) \nabla_\theta \log p(x_n | y_n | x_{n-1}) - \nabla_\theta \log p(y_1, \ldots, y_N)] \]

The first step, \( \mathbb{E}[p(x_N | y_1, \ldots, y_N) \nabla_\theta \log p(x_N | y_1, \ldots, y_N; \theta)] = 0 \), is due to the property of score function. The second step is the result of repeated application of Lemma [1]. The third step uses the Markov property of the joint distribution.

Proof of Theorem 1

In this section, we give detailed proof of Theorem 1 through building an Ito process \( dx_t = \mu(x_t) dt + \sqrt{\Sigma(x_t)} dB_t \) from the Langevian dynamics defined in Eq. 3.

Theorem 1 Let \( dx_t = \mu(x_t) dt + \sqrt{\Sigma(x_t)} dB_t \), where \( B_t \) is a Brownian motion process, \( \mu(x_t) \) is a drift term and \( \Sigma(x_t) \) is a covariance matrix. Let \( \max_x \| \text{diag}(\sqrt{\mu(x)}) \|_2 \leq C_1 \) and \( \min_x \| \sqrt{\Sigma(x)} \|_2 \geq C_2 \). Then \( x_t \) can be written in the form of Langevian dynamics Eq. 3.

Proof of Theorem 1 We write \( x_t = x_t^+ - x_t^- \), where \( x_t^+ = \max(x_t, 0) \) and \( x_t^- = -\min(x_t, 0) \). There is one-to-one correspondence between \( x_t^+ \) and \( x_t^- \) pairs.

Next we define populations as \( (z_t^+, z_t^-) \), where \( z_t^+ = Cx_t^+ \), \( z_t^- = Cx_t^- \), and \( C \) is a constant satisfying \( C \geq C_1/C_2 \). The populations thus induce a new stochastic process \( z_t = z_t^+ - z_t^- = Cx_t \) with dynamics \( dz_t = C\mu(t(z_t^+ - z_t^-)) dt + \sqrt{C^2 \Sigma(t(z_t^+ - z_t^-))} dB_t \), satisfying \( C^2 \Sigma - \text{diag}(C\mu) \) is positive definite, because for all \( w \neq 0 \), \( w^T (C^2 \Sigma) w - w^T (C \text{diag} |\mu|) w \geq (C_2 C^2 - C_1 C) \| w \|_2^2 > 0 \). The original process can then be expressed as two non-negative processes treated as populations, \( x_t = \frac{1}{C}(z_t^+ - z_t^-) \).

Next we define events each involving one population to account for the drift \( C\mu(x_t) \), and event pairs each involving two populations to account for the remaining diffusion \( C^2 \Sigma - \text{diag}(C\mu) \).

Specifically, we define the stoichiometric matrix in Eq. 12 where each column specifies a unique way (channel) for the populations to be changed through an event. Corresponding to each column in the stoichiometric matrix, we define the the aggregate event rates as elements of vector valued function \( h(z_t^+, z_t^-) \) in Eq. 13

\[
S = \begin{bmatrix}
0 & S_0 & S_{0+} & S_{0-} & S_{0+}^T & S_{0-}^T & S_{0+}^T & S_{0-}^T & S_{diag} & S_{diag}^T
\end{bmatrix}
\]

(12) \[
h = \begin{bmatrix}
h_0 & h_{\mu} & h_{\Sigma+} & h_{\Sigma+}^T & h_{\Sigma-} & h_{\Sigma-}^T & h_{diag} & h_{diag}^T
\end{bmatrix}^T.
\]

(13)

We specify the events below, where we use \( Z^{(i)+} \) and \( Z^{(i)-} \) to represent individuals belonging to the positive and negative populations \( z_t^+ \) and \( z_t^- \). We use \( f^+ = \max(0, f) \) and \( f^- = -\min(0, f) \) to represent the positive and negative part of \( f \), \( f \) is \( \mu \) and \( \Sigma_{i<j} \).

* \( S_0 = \begin{bmatrix}
-I_{M \times M} & -I_{M \times M}
\end{bmatrix} \) and \( h_0 = \infty \cdot 1_{M \times 1} \) correspond to \( M \) events of the form \( Z^{(i)+} + Z^{(i)-} \rightarrow \emptyset \), which cancels out a positive individual and a negative individual in the populations \( z_t^+ \) and \( z_t^- \). \( S_0 \) is an \( 2M \)-by-\( M \) matrix while \( h_0 \) is a \( M \)-dimensional non-negative function. This event happens infinitely fast.

* \( S_{\mu} = I_{2M \times 2M} \) and \( h_{\mu} = \begin{bmatrix}
\frac{C_{\mu}^+}{C_{\mu}} & \frac{C_{\mu}^-}{C_{\mu}}
\end{bmatrix} \) correspond to \( M \) events of the form \( \cdots \rightarrow \cdots + Z^{(i)+} \), and another \( M \) events of the form \( \cdots \rightarrow \cdots + Z^{(i)-} \). The effect is to account for the drift term \( C\mu \).
\[
\begin{align*}
S_{(2)}^+ &= \left[ \begin{array}{ccc}
(C_{(2)}^M)^{M(M-1)/2} \\
0_{M \times M(M-1)/2}
\end{array} \right], \quad S_{(2)}^- = \left[ \begin{array}{ccc}
0_{M \times 2(M-1)} \\
(C_{(2)}^M)^{M(M-1)/2}
\end{array} \right], \text{ and } h_{\Sigma^+} = [C^2 \Sigma_{i<j}^{-}]
\end{align*}
\]

\[
\begin{align*}
\text{correspond to } \frac{M(M-1)}{2} \text{ pairs of events of the form } \cdots \rightarrow \cdots + Z^{(i)} + Z^{(j)} + \cdots \rightarrow \cdots + Z^{(i)} - Z^{(j)}. \text{ The mean change to } z_t^{(i)} \text{ and } z_t^{(j)} \text{ is 0 and the effect is to account for the positive covariance } C^2 \Sigma_{i,j} \text{ by simultaneously increasing two random variables } z_t^{(i)} \text{ and } z_t^{(j)}, \\
\text{and simultaneously decreasing them. The matrix } C_2^M = \\
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & & \vdots \\
1 & 1 & \cdots & 1
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{selects two species in each column in different ways.}
\end{align*}
\]

\[
\begin{align*}
S_{(2)}^+ &= \left[ \begin{array}{ccc}
1 & \cdots & 1 \\
1 & \cdots & 1 \\
\vdots & \vdots & \vdots \\
1 & \cdots & 1
\end{array} \right], \quad S_{(2)}^- = \left[ \begin{array}{ccc}
1 & \cdots & 1 \\
1 & \cdots & 1 \\
\vdots & \vdots & \vdots \\
1 & \cdots & 1
\end{array} \right], \text{ and } h_{\Sigma^-} = [C^2 \Sigma_{i<j}^{-}]
\end{align*}
\]

\[
\begin{align*}
\text{correspond to } \frac{M(M-1)}{2} \text{ pairs of events of the form } \cdots \rightarrow \cdots + Z^{(i)} + Z^{(j)} - \cdots \rightarrow \cdots + Z^{(i)} - Z^{(j)}. \text{ The mean change to } z_t^{(i)} \text{ and } z_t^{(j)} \text{ is 0 and the effect is to account for the negative covariance } C^2 \Sigma_{i,j} \text{ by alternatively increasing and decreasing two random variables } z_t^{(i)} \text{ and } z_t^{(j)}. \text{ The matrices } S_{(2)}^+ \text{ and } S_{(2)}^- \text{ select one from the positive species and a different one from the negative species in different ways.}
\end{align*}
\]

\[
\begin{align*}
\cdot S_{\text{diag}}^+ = \left[ \begin{array}{ccc}
I_{M \times M} \\
0_{M \times M}
\end{array} \right], \quad S_{\text{diag}}^- = \left[ \begin{array}{ccc}
0_{M \times M} \\
I_{M \times M}
\end{array} \right], \text{ and } h_{\text{diag}} = [C^2 \Sigma_{i,j} - C\mu] \text{ are } M \text{ pairs of events of the form } \cdots \rightarrow \cdots + Z^{(i)} \text{ and } \cdots \rightarrow \cdots + Z^{(j)}. \text{ The mean change to } z_t^{(i)} \text{ is 0 and the effect is to account for variance } C^2 \Sigma_{i,j} - C\mu \text{ on the diagonal.}
\end{align*}
\]

Next, we represent elements of \( \mu \) and \( \Sigma \) as their Taylor series expansions around 0 and in the radius of convergence: \( \mu_t(z_t^+, z_t^-) = \sum_{|\alpha| \geq 0} (z_t^+, z_t^-)^\alpha \partial^{\alpha} \mu_t(0) = \sum_{|\alpha| \geq 0} (z_t^+, z_t^-)^\alpha \left( \partial^{\alpha} \mu_t(0) - \frac{\partial^{\alpha} \mu_t(0)}{\alpha!} \right) \) and \( \Sigma_{i,j}(z_t^+, z_t^-) = \sum_{|\alpha| \geq 0} (z_t^+, z_t^-)^\alpha \partial^{\alpha} \Sigma_{i,j}(0) = \sum_{|\alpha| \geq 0} (z_t^+, z_t^-)^\alpha \left( \partial^{\alpha} \Sigma_{i,j}(0) - \frac{\partial^{\alpha} \Sigma_{i,j}(0)}{\alpha!} \right) \), where \( \alpha \) is a multi-index. We identify each term in the Taylor series expansion as an event that contributes to one element of \( h \) in Eq. 13 and corresponds to one column in Eq. 12.

The multiplicity of the reactants are multi-indexes \( \alpha \), and the multiplicity of the products are \( S + \alpha \) (Eqs. 1 and 6). They are all non-negative. \( S_{\text{h}} \Delta t = \mu_t \Delta t, S_{\text{diag}} h \Delta t \cdot S_{\text{diag}}^\top = \Sigma \Delta t \). By central limit theorem, as \( \Delta t \to 0 \), \( \xi_t \) equals the Langevin dynamics in Eq. 5 in distribution.

\[ \square \]

**Learned Prokaryotic Auto-Regulation, and SynthTown Dynamics**

In this section, we report the learned individual level interactions in prokaryotic auto-regulation network and SynthTown traffic network from population-level observations. Code is included in the supplementary material and performance comparison with other learning algorithms is presented in the main text.