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ABSTRACT
Min–max problems have broad applications in machine learning, including learning with non-decomposable loss and learning with robustness to data distribution. Convex–concave min–max problem is an active topic of research with efficient algorithms and sound theoretical foundations developed. However, it remains a challenge to design provably efficient algorithms for non-convex min–max problems with or without smoothness. In this paper, we study a family of non-convex min–max problems, whose objective function is weakly convex in the variables of minimization and is concave in the variables of maximization. We propose a proximally guided stochastic subgradient method and a proximally guided stochastic variance-reduced method for the non-smooth and smooth instances, respectively, in this family of problems. We analyse the time complexities of the proposed methods for finding a nearly stationary point of the outer minimization problem corresponding to the min–max problem.

1. Introduction

The goal of this paper is to design provably efficient algorithms for solving min–max (aka saddle-point) problems of the following form:

\[
\min_{\mathbf{x} \in \mathbb{R}^p} \left\{ \psi(\mathbf{x}) := \max_{\mathbf{y} \in \mathbb{R}^q} \left[ f(\mathbf{x}, \mathbf{y}) - r(\mathbf{y}) \right] + g(\mathbf{x}) \right\},
\]

where \( f : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R} \) is continuous, and \( r : \mathbb{R}^q \to \mathbb{R} \cup \{+\infty\} \) and \( g : \mathbb{R}^p \to \mathbb{R} \cup \{+\infty\} \) are proper and closed.\textsuperscript{1} Detailed assumptions (e.g. weak convexity) on \( f \), \( r \) and \( g \) will be given in Assumptions 3.1, 4.1 and 4.2. Many machine learning tasks can be formulated as (1) and some applications are given in Section 1.1. Although there exist many studies on min–max problems in the form of (1), most of them focus on convex–concave problems, where both \( r \) and \( g \) are convex and \( f(\mathbf{x}, \mathbf{y}) \) is convex in \( \mathbf{x} \) given \( \mathbf{y} \) and is concave in \( \mathbf{y} \) given \( \mathbf{x} \). On the contrary, this paper focuses on developing provably efficient algorithms for (1) that exhibits non-convexity in \( \mathbf{x} \).
When designing an algorithm for (1) with non-convexity, the important questions are what type of solutions can the algorithm guarantees and what runtime the algorithm needs to find such solutions. In the recent studies on non-convex minimization [7–10,12,13,15,16,18,29,31,32], polynomial-time algorithms have been developed for finding a nearly stationary point, namely, a point close to another point where the subdifferential of objective functional almost contains zero. However, these developments are for a general minimization problem without utilizing the max-structure in (1) when it arises, and thus are not directly applicable to (1). For example, the method in [10] requires that a stochastic subgradient of $\psi$ is available at each iteration. This might not be true if the maximization over $y$ in (1) is non-trivial or if $f$ is given as an expectation.

To fill this gap, in this paper, we analyse the complexity of a first-order algorithm designed to find a nearly stationary point of $\psi(x)$ in (1) without solving the possibly complex inner maximization problem exactly for each $x$. We focus on a typical case of (1) that is non-convex but weakly convex in $x$ and is concave in $y$. We refer to this case of (1) as a weakly-convex–concave (WCC) min–max problem. We provide complexity analysis for two primal–dual stochastic first-order methods under different settings of $f$. We will discuss some important applications of WCC min–max problems in machine learning next and summarize our main contributions at the end of this section.

1.1. Applications of WCC min–max problem

Distributionally robust learning. [25] formulates the problem of distributionally robust learning as

$$
\min_{x \in X} \max_{y \in Y} \sum_{i=1}^{n} y_i f_i(x) - r(y),
$$

where $f_i(x)$ denotes the loss of a model $x$ on the $i$th data point, $Y = \{y \in \mathbb{R}^n \mid \sum_{i=1}^{n} y_i = 1, y_i \geq 0, i = 1, \ldots, n\}$, $X \subseteq \mathbb{R}^d$ is a closed convex set, and $r : Y \rightarrow \mathbb{R}$ is a closed convex function, e.g. $r(y) = \theta D(y, \mathbf{1}/n)$ for some $\theta > 0$, where $\mathbf{1}$ is an all-one vector and $D(\cdot, \cdot)$ denotes some distance measure (e.g. KL divergence and Euclidean distance) between two vectors. The loss $f_i(x)$ can be a non-convex function such as the loss function defined by a neural network or the non-convex truncated loss [39]. It is easy to see that (2) is a special case of (1).

Learning with non-decomposable loss. Problem (1) also covers some models where the objective function cannot be represented as a summation of the losses over a training set. One example is minimizing the sum of top-$k$ losses [11,14]:

$$
\min_{x \in X} \sum_{i=1}^{k} f_{\pi_i}(x),
$$

where $(\pi_i)_{i=1}^{n}$ is a permutation of $\{1, \ldots, n\}$ such that $f_{\pi_1}(x) \geq f_{\pi_2}(x) \cdots \geq f_{\pi_n}(x)$. When $k = 1$, it reduces to the minimization of maximum loss [34]. This problem can be reformulated as the form (1) according to [3] and [11] and our methods can be applied even if $f_i(x)$ is non-convex.

Robust learning from multiple distributions. Let $P_1, \ldots, P_m$ denote $m$ distributions of data, e.g. different perturbed versions of the underlying true distribution $P_0$. Robust
learning from multiple distributions is to minimize the maximum of the expected losses over the $m$ distributions, i.e.

$$\min_{x \in X} \max_{i} \mathbb{E}_{\xi \sim P_i}[F(x; \xi)] = \min_{x \in X} \max_{i} \sum_{i=1}^{m} y_i f_i(x), \quad (3)$$

where $\mathcal{Y} = \{y \in \mathbb{R}^m \mid \sum_{i=1}^{m} y_i = 1, \ y_i \geq 0, \ i = 1, \ldots, m\}$, $F(x; \xi)$ is a non-convex loss function (e.g. the loss defined by a deep neural network) of a model parameterized by $x$ on an example $\xi$, and $f_i(x) = \mathbb{E}_{\xi \sim P_i}[F(x; \xi)]$ denotes the expected loss on distribution $P_i$. It is an instance of (1) that is non-convex in $x$ and concave in $y$. Such a formulation also has applications in adversarial machine learning [24,37], in which $P_i$ corresponds to a distribution used to generate adversarial examples.

### 1.2. Contributions

Despite the concavity of $f$ in $y$, there still remain challenges in developing provably efficient algorithms for (1) due to the non-convexity of $f$ in $x$. The major contribution of this work is the development and analysis of two efficient stochastic algorithms for the WCC min–max problem (1) without evaluating the maximization in (1) exactly at each iteration. We establish the convergence of the proposed algorithms to a nearly stationary point of $\psi(x)$. The main key assumption we make is that $f(x, y)$ is weakly convex in $x$ and concave in $y$. We summarize our contributions as follows.

- When $f$ is potentially non-smooth and given as the expectation of a stochastic function, we present a stochastic primal–dual subgradient algorithm for (1). This method achieves time complexity of $\tilde{O}(1/\epsilon^6)$ for finding a nearly $\epsilon$-stationary solution.
- When $r$ is strongly convex and $f$ can be represented as the average of $n$ potentially non-smooth functions linear in $y$ (see D2 in Assumption 4.1), the complexity of our method can be improved to $\tilde{O}(n/\epsilon^2 + 1/\epsilon^4)$. To the best of our knowledge, this is the first result on accelerating a stochastic primal–dual subgradient algorithm for a non-convex and non-smooth min–max problem under strong concavity.
- When $f$ is represented as the average of $n$ smooth functions, we present a stochastic variance-reduced gradient method for (1). When $r$ is strongly convex, our method has time complexity of $\tilde{O}(n/\epsilon^2)$ for finding a nearly $\epsilon$-stationary solution. When $r$ is convex, this method has time complexity of $\tilde{O}(n/\epsilon^2 + 1/\epsilon^6)$.

### 2. Related work

Recently, there is a growing interest in stochastic algorithms for non-convex optimization. When the objective function is smooth, stochastic gradient descent [15] and its variants [16,40] have been analysed for finding a stationary point of the objective function. When the objective function has a finite-sum structure, accelerated stochastic algorithms with improved complexity have been developed based on the variance reduction techniques [1,2,18,31,32]. However, these methods are not directly applicable to (1) because of the non-smoothness of $\psi$.

Several recent papers have proposed algorithms and provided theoretical guarantees for non-convex optimization with non-smooth objective functions by assuming the objective
function is weakly convex \([6,8–10,13,41]\). Although the objective function \(\psi\) in our problem is also weakly convex, most of the aforementioned methods cannot be directly applied to (1) because they need to compute the (stochastic) subgradient of \(\psi(x)\) which requires exactly solving the concave maximization problem \(\max_{y \in \mathbb{R}^q} [f(x, y) - r(y)]\) that can be challenging, e.g. when \(f\) involves expectations as in (3).

The following weakly convex composite optimization has been studied by [13]

\[
\min_{x \in \mathbb{R}^p} h(c(x)) + g(x),
\]

where \(g : \mathbb{R}^p \to \mathbb{R} \cup \{+\infty\}\) is closed and convex, \(h : \mathbb{R}^q \to \mathbb{R}\) is Lipschitz-continuous and convex and \(c : \mathbb{R}^p \to \mathbb{R}^q\) is smooth with a Lipschitz-continuous Jacobian matrix. It is a special case of (1) because we can reformulate (4) as

\[
\min_{x \in \mathbb{R}^p} \max_{y \in \mathbb{R}^q} y^T c(x) - h^*(y) + g(x),
\]

where \(h^*(z) = \sup_{y \in \mathbb{R}^q} \{y^T z - h(y)\}\) is the conjugate of \(h\). [13] proposed a prox-linear method for (4) where the iterate \(x^{(t)}\) is updated by approximately solving

\[
x^{(t+1)} \approx \arg \min_{x \in \mathbb{R}^p} \left\{ h \left( c(x^{(t)}) + \nabla c(x^{(t)})(x - x^{(t)}) \right) + g(x) + \frac{1}{2\eta} \|x - x^{(t)}\|^2_2 \right\}. \tag{6}
\]

Here, \(\nabla c\) is the Jacobian matrix of \(c\) and \(\eta > 0\) is a step length. They considered using accelerated gradient method to solve (6). However, this approach requires the exact evaluation of \(c\) and \(\nabla c\) which is computationally expensive, for example, when \(c\) is given as an expectation or a finite sum of many terms (see (2) and (3)). One approach to avoid this issue is to solve (6) as a min–max subproblem

\[
x^{(t+1)} \approx \arg \min_{x \in \mathbb{R}^p} \max_{y \in \mathbb{R}^q} \left\{ y^T \left[ c(x^{(t)}) + \nabla c(x^{(t)})(x - x^{(t)}) \right] - h^*(y) + g(x) + \frac{1}{2\eta} \|x - x^{(t)}\|^2_2 \right\} \tag{7}
\]

using primal–dual stochastic first-order methods that only require the sample approximation of \(c\) and \(\nabla c\). However, they still require \(c\) to be smooth to ensure the convergence of \(x^{(t)}\). In contrast, our convergence analysis covers the case where \(c\) is non-smooth.

The authors of [5] considered robust learning from multiple datasets to tackle uncertainty in the data, which is a special case of (3). They assumed that the minimization over \(x\) for any fixed \(y\) can be solved up to a certain optimality gap relative to the global minimum value. However, such an assumption does not hold when the minimization over \(x\) is non-convex. [30] considered a similar problem to (3) and analysed a primal–dual stochastic algorithm. There are several differences between their results and ours: (i) they require \(\mathbb{E}_{a \sim \mathcal{P}}[f(x; a)]\) to be smooth while we assume it is weakly convex but not necessarily smooth; (ii) they proved the convergence of the partial gradient of \(f(x, y)\) with respect to \(x\) while we provide the convergence of the gradient of the Moreau envelope of \(\psi(x)\); (iii) when \(f(x, y)\) is smooth and has a finite-sum structure, we provide an accelerated stochastic algorithm based on variance reduction which they did not consider. [22,23,27,38] propose deterministic algorithms for a problem similar to (1) and [4,19] consider both deterministic and stochastic methods for (1). These studies, except [4], all assume \(f\) is smooth, and [27] further assume \(f\) satisfies the Polyak–Lojasiewicz condition in \(y\). On the contrary,
our results cover the case where $f$ is non-smooth and, without strong concavity in $y$, our stochastic algorithm has lower complexity than $[4,19]$. In particular, the complexity of our method for finding a nearly $\epsilon$-stationary point is $\tilde{O}(\frac{1}{\epsilon^2})$ without strong concavity while the complexity of $[4,19]$ is $\tilde{O}(\frac{1}{\epsilon^3})$.

3. Preliminaries

We consider the min–max problem (1) where $f : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R}$ is continuous, $r : \mathbb{R}^q \to \mathbb{R} \cup \{+\infty\}$ and $g : \mathbb{R}^p \to \mathbb{R} \cup \{+\infty\}$ are proper and closed. According to most of the applications of (1) (see Section 1.1), the roles of $x$ and $y$ are often not symmetric, e.g. $y$ are often restricted to a simplex in $\mathbb{R}^q$ but $x$ are not. Hence, we only equip $\mathbb{R}^p$ with the Euclidean norm $\| \cdot \|_2$ but equip $\mathbb{R}^q$ with a generic norm $\| \cdot \|$ so that the algorithm can better adapt to the geometry of the feasible set of $y$. We denote the dual norm of $\| \cdot \|$ by $\| \cdot \|$ and define $\text{Dist}(x, S) := \min_{x' \in S} \| x' - x \|_2$ for any set $S \subset \mathbb{R}^p$.

Given $h : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$, the subdifferential of $h$ is

$$\partial h(x) = \left\{ \xi \in \mathbb{R}^d \mid h(x') \geq h(x) + \xi^\top (x' - x) + o(\|x' - x\|_2), \quad x' \to x \right\},$$

where each element in $\partial h(x)$ is called a subgradient of $h$ at $x$. Let $\partial_x f(x, y)$ be the subdifferential of $f(x, y)$ with respect to $x$ and $\partial_y [-f(x, y)]$ be the subdifferential of $-f(x, y)$ with respect to $y$.

Let

$$\mathcal{X} := \text{dom}(g) \quad \text{and} \quad \mathcal{Y} := \text{dom}(r).$$

Let $d_y : \mathcal{Y} \to \mathbb{R}$ be a distance generating function with respect to $\| \cdot \|$, meaning that $d_y$ is convex on $\mathcal{Y}$, continuously differentiable and 1-strongly convex with respect to $\| \cdot \|$ on $\mathcal{Y}^\circ := \{ y \in \mathcal{Y} \mid \partial d_y(y) \neq \emptyset \}$. The Bregman divergence associated to $d_y$ is defined as $V_y : \mathcal{Y} \times \mathcal{Y}^\circ \to \mathbb{R}$ such that

$$V_y(y, y') := d_y(y) - d_y(y') - \langle \nabla d_y(y'), y - y' \rangle. \quad (8)$$

Note that we have $V_y(y, y') \geq \frac{1}{2} \| y - y' \|^2$. We say a function $h : \mathcal{Y} \to \mathbb{R}$ is $\mu$-strongly convex ($\mu \geq 0$) with respect to $V_y$ if

$$h(y) \geq h(y') + \xi^\top (y - y') + \mu V_y(y, y')$$

for any $(y, y') \in \mathcal{Y} \times \mathcal{Y}^\circ$ and any $\xi \in \partial h(y')$. We say a function $h : \mathcal{X} \to \mathbb{R}$ is $\rho$-weakly convex ($\rho \geq 0$) if

$$h(x) \geq h(x') + \xi^\top (x - x') - \frac{\rho}{2} \| x - x' \|^2$$

for any $x, x' \in \mathcal{X}$ and any $\xi \in \partial h(x')$.

The following assumptions are made throughout the entire paper:

**Assumption 3.1:** The following statements hold:

(A) $f(x, y)$ is $\rho$-weakly convex in $x$ for any $y \in \mathcal{Y}$.
(B) \( f(x, y) \) is concave in \( y \) for any \( x \in \mathcal{X} \).

(C) \( r \) is closed and \( \mu \)-strongly convex with respect to \( V_y \) with \( \mu \geq 0 \) (\( \mu \) can be zero) and \( g \) is closed and convex.

(D) \( \psi^* := \min_{x \in \mathbb{R}^p} \psi(x) > -\infty \).

Under Assumption 3.1, \( \psi \) is \( \rho \)-weakly convex (but not necessarily convex) so that finding the global optimal solution in general is difficult. An alternative goal is to find a stationary point of (1), i.e. a point \( x^* \) with \( 0 \in \partial \psi(x^*) \). An exact stationary point, in general, can only be approached in the limit as the number of iterations increases to infinity. Within finitely many iterations, a more reasonable goal is to find an \( \epsilon \)-stationary point defined below.

**Definition 3.1:** A point \( \hat{x} \in \mathcal{X} \) is an \( \epsilon \)-stationary point if \( \text{Dist}(0, \partial \psi(\hat{x})) \leq \epsilon \).

However, when \( \psi \) is non-smooth, computing an \( \epsilon \)-stationary point is still difficult even for a convex problem. A simple example is \( \min_{x \in \mathbb{R}} |x| \) where the only stationary point is 0 but \( x \neq 0 \) is not an \( \epsilon \)-stationary point with \( \epsilon < 1 \) no matter how close \( x \) is to 0. This situation is likely to occur in problem (1) because of not only the potential non-smoothness of \( f \) and \( r \) but also the inner maximization. Therefore, following [7,8,10] and [41], we consider the Moreau envelope of \( \psi \) defined as

\[
\psi_\gamma(x) := \min_{z \in \mathbb{R}^p} \left\{ \psi(z) + \frac{1}{2\gamma} \|z - x\|^2 \right\} \tag{9}
\]

for a constant \( \gamma > 0 \). For a \( \rho \)-weakly convex function \( \psi \), it can be shown that \( \psi_\gamma \) is smooth when \( \frac{1}{\gamma} > \rho \) [10] and its gradient is

\[
\nabla \psi_\gamma(x) = \gamma^{-1}(x - \text{prox}_{\gamma \psi}(x)), \tag{10}
\]

where

\[
\text{prox}_{\gamma \psi}(x) := \arg \min_{z \in \mathbb{R}^p} \left\{ \psi(z) + \frac{1}{2\gamma} \|z - x\|^2 \right\}.
\]

Note that, when \( \frac{1}{\gamma} > \rho \), the minimization in (9) and (10) is strongly convex so that \( \text{prox}_{\gamma \psi}(x) \) is uniquely defined. We then give the following definition.

**Definition 3.2:** A point \( \bar{x} \in \mathcal{X} \) is a nearly \( \epsilon \)-stationary point if \( \| \nabla \psi_\gamma(\bar{x}) \| \leq \epsilon \).

According to [7,8,10] and [41], the norm of the gradient \( \| \nabla \psi_\gamma(x) \| \) can be used as a measure of the quality of a solution \( x \). In fact, let \( x^* = \text{prox}_{\gamma \psi}(\bar{x}) \). The definition (10) and the optimality condition of \( x^* \) directly imply that

\[
\|x^* - \bar{x}\| = \gamma \| \nabla \psi_\gamma(\bar{x}) \| \quad \text{and} \quad \text{Dist}(0, \partial \psi(x^*)) \leq \| \nabla \psi_\gamma(\bar{x}) \|.
\]

Therefore, if we can find a nearly \( \epsilon \)-stationary point \( \bar{x} \), we will ensure \( \|x^* - \bar{x}\| \leq \gamma \epsilon \) and \( \text{Dist}(0, \partial \psi(x^*)) \leq \epsilon \), or in other words, we will find a solution \( \bar{x} \) that is \( \gamma \epsilon \)-closed to \( \epsilon \)-stationary point (i.e. \( x^* \)). Hence, we will focus on developing first-order methods for (1) and analyse their time complexity for finding a nearly \( \epsilon \)-stationary point.
4. Proximally guided approach

The method we propose is largely inspired by the proximally guided stochastic subgradient method by [10], which is a variant of the inexact proximal point method [33]. [10] considers \( \min_{x \in \mathbb{R}^p} \psi(x) \) with \( \psi(x) \) being a \( \rho \)-weakly convex function that does not necessarily have the maximization structure in (1). Given an iterate \( \tilde{x}(t) \in \mathcal{X} \), their method uses the standard stochastic subgradient (SSG) method to approximately solve (9) with \( x = \tilde{x}(t) \) and \( \frac{1}{\gamma} > \rho \), namely, to compute a solution \( \tilde{x}(t+1) \in \mathcal{X} \) so that

\[
\tilde{x}(t+1) \approx x^*_t = \text{prox}_{\gamma \psi} (x^*(t)) = \arg\min_{z \in \mathbb{R}^p} \left\{ \psi(z) + \frac{1}{2\gamma} \|z - x^*(t)\|^2 \right\}.
\]  

Then \( \tilde{x}(t+1) \) returned by the SSG method will be used as the next iterate. They assume that a (stochastic) subgradient of \( \psi(x) \) can be computed during the SSG method, which does not hold in our setting due to the maximization in (1).

To address this issue, we consider the following min-max problem according to (11):

\[
\min_{x \in \mathbb{R}^p} \max_{y \in \mathbb{R}^q} \left\{ \phi_{\gamma}(x, y; \tilde{x}) := f(x, y) - r(y) + g(x) + \frac{1}{2\gamma} \|x - \tilde{x}\|^2 \right\},
\]  

and equivalently solve (11) as

\[
\tilde{x}(t+1) \approx \arg\min_{x \in \mathbb{R}^p} \max_{y \in \mathbb{R}^q} \phi_{\gamma}(x, y; \tilde{x}(t)).
\]  

Existing primal–dual first-order methods can be applied to (12), or specifically, (13), and the returned approximate solution \( \tilde{x}(t+1) \) is then used as the next iterate. In this section, we will consider two cases for \( f \): when \( f \) is given as an expectation and potentially non-smooth, and when \( f \) is a finite sum and smooth.

For a non-smooth min-max problem, strong convexity and strong concavity are simultaneously needed to accelerate a primal–dual first-order method. Under Assumption 3.1, when \( \frac{1}{\gamma} > \rho \), \( \phi_{\gamma}(x, y; \tilde{x}(t)) \) is \( (\frac{1}{\gamma} - \rho) \)-strongly convex in \( x \) and \( \mu \)-concave with respect to \( V_{\gamma} \) in \( y \). Although a deterministic primal–dual method for (13) with a non-smooth \( f \) can be accelerated when \( \mu > 0 \), it is surprising that there is no existing stochastic primal–dual methods that can be accelerated when \( \mu = 0 \). In Section 4.1, we propose a new stochastic primal–dual method for (1) whose complexity for finding a nearly \( \epsilon \)–stationary point can be improved from \( O(\epsilon^{-6}) \) when \( \mu = 0 \) to \( O(\epsilon^{-4}) \) when \( \mu > 0 \) under a structural assumption (D2 in Assumption 4.1). This is the first stochastic algorithm for non-smooth non-convex min–max problems that can be accelerated under strong concavity.

4.1. Stochastic min–max problem

In this section, we make the following assumptions in addition to Assumption 3.1.

**Assumption 4.1:** The following statements hold:

\[ \text{(A)} \quad \text{For any } (x, y) \in \mathcal{X} \times \mathcal{Y}, \text{ we can compute two random vectors, denoted by } g_x(x, y) \in \mathbb{R}^p \text{ and } g_y(x, y) \in \mathbb{R}^q, \text{ such that } (E g_x(x, y), -E g_y(x, y)) \in \partial_x f(x, y) \times \partial_y [-f(x, y)]. \]
(B) There exist constants $M_x > 0$ and $M_y > 0$ such that $\mathbb{E}\|g_x(x, y)\|^2_2 \leq M_x^2$ and $\mathbb{E}\|g_y(x, y)\|^2_2 \leq M_y^2$ for any $(x, y) \in \mathcal{X} \times \mathcal{Y}$.

(C) If $Q_g := \max_{x \in \mathcal{X}} g(x) - \min_{x \in \mathcal{X}} g(x) < +\infty$ and $Q_r := \max_{y \in \mathcal{Y}} r(y) - \min_{y \in \mathcal{Y}} r(y) < +\infty$.

(D) Either one of the following two statements holds:

\begin{enumerate}
  \item $\mu = 0$; $D_y := \sqrt{2} \max_{y \in \mathcal{Y}} \langle \nabla_{\xi} f_y(x, y) \rangle - 2 \min_{y \in \mathcal{Y}} \langle \nabla_{\xi} f_y(y) \rangle < +\infty$; and $D_x := \max_{x, x' \in \mathcal{X}} \|x - x'\|^2_2 < +\infty$.
  \item $\mu > 0$; $f(x, y) = \frac{1}{n} \sum_{i=1}^{n} y^T c_i(x)$ where $y^T c_i(x)$ is $\rho$-weakly convex in $x$ for any $y \in \mathcal{Y}$; and $c(x) := \frac{1}{n} \sum_{i=1}^{n} c_i(x)$ satisfies $\|c(x) - c(x')\|_* \leq M_c \|x - x'\|_2$ for some $M_c \geq 0$ and any $x$ and $x'$ in $\mathcal{X}$. Moreover, $g_x$ and $g_y$ in Assumption 4.1 (A) above satisfy $g_x(x, y) \in \partial_x [y^T c_\xi(x)]$ and $g_y(x, y) = c_\xi(x)$, where $\xi$ is a uniformly random index from $\{1, \ldots, n\}$.
\end{enumerate}

We propose a proximally guided stochastic mirror descent (PG-SMD) method for (1) in Algorithms 1 and 2. Algorithm 2 is the main algorithm which, in its $t$th iteration, uses Algorithm 1 to approximately solve (13). The returned solution $\bar{x}^{(t+1)}$ will be used as the $(t + 1)$th iterate of Algorithm 2. Algorithm 1 is exactly the primal–dual SMD method [26] applied to (12). It is initialized at $(\bar{x}^{(0)}, \bar{y}^{(0)})$ where $\bar{y}^{(0)} = \arg \min_{y \in \mathcal{Y}} f(\bar{x}^{(t)}, y) - r(y)$ when Assumption 4.1 D1 holds and $\bar{y}^{(t)} = \arg \max_{y \in \mathcal{Y}} f(\bar{x}^{(t)}, y) - r(y)$ when Assumption 4.1 D2 holds. Assumption 4.1 D2 (i.e. $f(x, y)$ is linear in $y$) ensures this maximization can be solved easily, for example, in a closed form. We emphasize that such an initialization of $\bar{y}^{(t)}$ in the case of D2 is the key to utilize the strong concavity of $\phi_y(x, y; \bar{x}^{(t)})$ in $y$ to reduce the complexity from $\tilde{O}(\epsilon^{-6})$ when $\mu = 0$ to $\tilde{O}(\epsilon^{-4})$ when $\mu > 0$.

Theorem 4.1 characterizes the time complexity for PG-SMD to find a nearly $\epsilon$-stationary point. We define the time complexity as the total number of the stochastic subgradients $(g_x, g_y)$ calculated and we count the complexity of solving $\max_{y \in \mathcal{Y}} f(\bar{x}^{(t)}, y) - r(y)$ in case D2 as computing $n$ stochastic subgradients. The proof and the exact expressions of $T$ are provided in Section A in Appendix.

**Theorem 4.1:** Suppose Assumptions 3.1 and 4.1 hold. Let $T$ be the total number of iterates in Algorithm 2 and let $\tau$ be a random index uniformly sampled from $\{0, 1, \ldots, T - 1\}$.

**Algorithm 1 SMD($\bar{x}, \bar{y}, \eta_x, \eta_y, \gamma, J$):** Stochastic Mirror Descent Method for (12).

1. **Input:** $(\bar{x}, \bar{y}) \in \mathcal{X} \times \mathcal{Y}^\rho$, $\eta_x > 0$, $\eta_y > 0$, $\gamma \in (0, 1/(2\rho)]$, and $J \geq 2$.
2. Set $(x^{(0)}, y^{(0)}) = (\bar{x}, \bar{y})$.
3. **for** $j = 0, \ldots, J - 2$ **do**
4. Compute $g_x^{(j)} = g_x(x^{(j)}, y^{(j)})$ and $g_y^{(j)} = g_y(x^{(j)}, y^{(j)})$.
5. Solve
   \[
   x^{(j+1)} = \arg \min_{x \in \mathbb{R}^p} \left\{ x^T g_x^{(j)} + \frac{1}{2\eta_x} \|x - x^{(j)}\|^2_2 + g(x) + \frac{1}{2\rho} \|x - \bar{x}\|^2_2 \right\}
   \]
   \[
   y^{(j+1)} = \arg \min_{y \in \mathbb{Y}} \left\{ -y^T g_y^{(j)} + \frac{1}{\eta_y} V_y(y, y^{(j)}) + r(y) \right\}.
   \]
6. **end for**
7. **Output:** $\hat{x} = \frac{1}{J} \sum_{j=0}^{J-1} x^{(j)}$. 

Algorithm 2 PG-SMD: Proximally Guided Stochastic Mirror Descent Method.

1: **Input:** $\bar{x}^{(0)} \in \mathcal{X}$ and $y \in (0, 1/(2\rho)]$.
2: for $t = 0, \ldots, T - 2$ do
3: $\bar{y}^{(t)} = \begin{cases} 
\arg\min_{y \in \mathbb{R}^q} d(y) & \text{if D1 in Assumption 4.1 holds} \\
\arg\max_{y \in \mathbb{R}^q} f(\bar{x}^{(t)}, y) - r(y) & \text{if D2 in Assumption 4.1 holds.}
\end{cases}$
4: $(\eta^t_x, \eta^t_y, j_t) = \begin{cases} 
\left( \frac{D_x}{M_x \sqrt{j_t}}, \frac{D_y}{M_y \sqrt{j_t}}, (t + 3)^2 \right) & \text{if D1 in Assumption 4.1 holds} \\
\left( \frac{60 \gamma}{(j_t - 30)}, \frac{8M_y^2}{\mu j_t}, t + 32 \right) & \text{if D2 in Assumption 4.1 holds.}
\end{cases}$
5: $(\bar{x}^{(t+1)}, \bar{y}^{(t+1)}) = \text{SMD}(\bar{x}^{(t)}, \bar{y}^{(t)}, \eta^t_x, \eta^t_y, y, j_t)$.
6: end for
7: Sample $\tau$ uniformly randomly from $\{0, 1, \ldots, T - 1\}$.
8: **Output:** $x^{(\tau)}$

Algorithm 2 ensures $\mathbb{E}[\|\nabla\psi_y(\bar{x}^{(\tau)})\|^2] \leq \epsilon^2$ after $T = \tilde{O}(\epsilon^{-2})$ iterations with total time complexity of

(a) $\tilde{O}(\epsilon^{-6})$ if Case D1 in Assumption 4.1 holds.
(b) $\tilde{O}(n\epsilon^{-2} + \epsilon^{-4})$ if Case D2 in Assumption 4.1 holds.

### 4.2. Smooth finite-sum min–max problem

In this section, we no longer need Assumption 4.1 but make the following assumption in addition to Assumption 3.1.

**Assumption 4.2:** The following statements hold:

(A) $f(x, y) = \frac{1}{n} \sum_{i=1}^n f_i(x, y)$ with $f_i : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R}$.
(B) $f_i$ is differentiable with $\nabla_x f_i$, $L_x$-Lipschitz continuous and $\nabla_y f_i$, $L_y$-Lipschitz continuous.
(C) $D_x := \max_{x, x' \in \mathcal{X}} \|x - x'\|_2 < +\infty$ and $D_y := \sqrt{2 \max_{y \in \mathcal{Y}} d_y(y) - 2 \min_{y \in \mathcal{Y}} d_y(y)} < +\infty$.

Different from the previous section, we can exactly evaluate $\nabla f$ but the computational cost can be still high when $n$ is large. To reduce the cost, in Algorithm 3 and Algorithm 4, we propose a proximally guided stochastic variance-reduced gradient (PG-SVRG) method for (1). We consider a min–max problem

$$
\min_{x \in \mathbb{R}^p} \max_{y \in \mathbb{R}^q} \left\{ \phi_{y, \lambda}(x, y; \bar{x}, \bar{y}) := \phi_y(x, y; \bar{x}) - \frac{1}{\lambda} V_y(y, \bar{y}) \right\},
$$

where $\lambda \in (0, +\infty]$ and $\phi_y(x, y; \bar{x})$ is defined in (12). Given the current iterate $\bar{x}^{(t)}$, Algorithm 4 applies Algorithm 3, which is the stochastic variance-reduced gradient (SVRG) method [28,35], to approximately solve

$$
\bar{x}^{(t+1)} \approx \arg\min_{x \in \mathbb{R}^p} \max_{y \in \mathbb{R}^q} \phi_{y, \lambda}(x, y; \bar{x}^{(t)}, \bar{y}^{(t)})
$$
Algorithm 3 SVRG($\tilde{x}, K, \lambda, \gamma$): SVRG Method for (14).

1: **Input:** $\tilde{x} \in \mathcal{X}, K \geq 2, \lambda > 0,$ and $\gamma \in (0, 1/(2\rho)].$
2: Set $\mu_x = \frac{1}{2\gamma}, \mu_y = \frac{1}{\lambda} + \mu, \Lambda = \frac{52 \max\{L_x^2, L_y^2\}}{\min\{\mu_x^2, \mu_y^2\}} + \frac{3}{2}, \eta_x = \frac{1}{\mu_x \Lambda}, \eta_y = \frac{1}{\mu_y \Lambda},$ and $J = \left[1 + \left(\frac{3}{2} + 3\Lambda\right)\log(4)\right].$
3: Set $\tilde{x}^{(0)} = \tilde{x}$ and $\tilde{y}^{(0)} = \arg\min_{y \in \mathbb{Y}} d_y(y)$.
4: **for** $k = 0, ..., K - 2$ **do**
5: $\tilde{g}_x^{(k)} = \nabla_x f(\tilde{x}^{(k)}, \tilde{y}^{(k)})$ and $\tilde{g}_y^{(k)} = \nabla_y f(\tilde{x}^{(k)}, \tilde{y}^{(k)}).$
6: Set $(x^{(0)}, y^{(0)}) = (\tilde{x}^{(k)}, \tilde{y}^{(k)}).$
7: **for** $j = 0, ..., J - 2$ **do**
8: Sample $l$ uniformly from $\{1, 2, \ldots, n\}$.
9: Compute
   $$g_x^{(j)} = \tilde{g}_x^{(k)} - \nabla_x f_l(x^{(j)}, y^{(j)}) + \nabla_x f_l(x^{(j)}, y^{(j)})$$
   $$g_y^{(j)} = \tilde{g}_y^{(k)} - \nabla_y f_l(x^{(j)}, y^{(j)}) + \nabla_y f_l(x^{(j)}, y^{(j)}).$$
10: Solve
    $$x^{(j+1)} = \arg\min_{x \in \mathbb{R}^p} \left\{ x^\top g_x^{(j)} + \frac{1}{2\eta_x} \|x - x^{(j)}\|_2^2 + \frac{1}{2\rho} \|x - \bar{x}\|_2^2 + g(x) \right\},$$
    $$y^{(j+1)} = \arg\min_{y \in \mathbb{Y}} \left\{ -y^\top g_y^{(j)} + \frac{1}{\eta_y} V_y(y, y^{(j)}) + \frac{1}{\lambda} V_y(y, \bar{y}) + r(y) \right\}.$$  
11: **end for**
12: $\hat{x}^{(K-1)} = x^{(J-1)}, \quad \hat{y}^{(K-1)} = y^{(J-1)}.$
13: **end for**
14: **Output:** $\hat{x}^{(K-1)}.$

with some $\lambda_t \in (0, +\infty]$ and $\bar{y}^{(t)} = \arg\min_{y \in \mathbb{Y}} d_y(y)$ for any $t$. The returned solution $x^{(t+1)}$ will be used as the next iterate. Compared to (12), problem (14) has an additional proximal term $-\frac{1}{\lambda} V_y(y, \bar{y})$ introduced to make (14) strongly convex and strongly concave so that (15) can be solved efficiently with the SVRG method. When $r$ is already strongly concave with respect to $V_y$, we will set $\lambda_t = +\infty$ for any $t$ and follow the convention that $\frac{1}{\lambda_t} = 0$ so that $-\frac{1}{\lambda} V_y(y, \bar{y}^{(t)})$ will be removed from (15) and thus (15) is reduced to (13).

Theorem 4.2 characterizes the time complexity for PG-SVRG to find a nearly $\varepsilon$-stationary point. We define the time complexity as the total number of the stochastic gradients $(g_x^{(k)}, g_y^{(k)})$ calculated and count the complexity of computing $(\tilde{g}_x^{(k)}, \tilde{g}_x^{(k)})$ as computing $n$ stochastic gradients. The proof and the exact expressions of $T$ are provided in Section A in Appendix.

**Theorem 4.2:** Suppose Assumptions 3.1 and 4.2 hold. Let $T$ be the total number of iterates in Algorithm 4 and let $\tau$ be a random index uniformly sampled from $\{0, 1, \ldots, T - 1\}$. Algorithm 4 ensures $\mathbb{E}[\|\nabla \psi_y(\hat{x}^{(t)})\|^2] \leq \varepsilon^2$ after $T = \tilde{O}(\varepsilon^{-2})$ iterations with total time complexity of $\tilde{O}(n\varepsilon^{-2})$ if $\mu > 0$ and $\tilde{O}(n\varepsilon^{-2} + \varepsilon^{-6})$ if $\mu = 0.$
Algorithm 4 PG-SVRG: Proximally Guided Stochastic Variance Reduced Gradient Method.

1: **Input:** \((\bar{x}^{(0)}, \bar{y}^{(0)}) \in \mathcal{X} \times \mathcal{Y}^0\) and \(\gamma \in (0, 1/(2\rho))\).

2: for \(t = 0,\ldots, T - 2\) do

3: \(\lambda_t = \begin{cases} +\infty & \text{if } \mu > 0 \\ t + 2 & \text{if } \mu = 0 \end{cases} \), \(\mu_x = \frac{1}{2\gamma}, \mu_y^t = \frac{1}{\lambda_t} + \mu, \Lambda_t = \frac{52 \max\{L_x^2, L_y^2\}}{\min\{\mu_x^2, \mu_y^2\}^2} + \frac{3}{2}\).

4: \(k_t = \left[1 + 4/3 \log \left(9(t + 1)^2 (1/4 + \Lambda_t/2) (\mu_x D_x^2 + \mu_y D_y^2)\right)\right].\)

5: \(\bar{x}^{(t+1)} = \text{SVRG}(\bar{x}^{(t)}, k_t, \lambda_t, \gamma)\).

6: end for

7: Sample \(\tau\) uniformly randomly form \(\{0, 1, \ldots, T - 1\}\).

8: **Output:** \(\bar{x}^{(\tau)}\)

5. Numerical experiments

In this section, we present numerical experiments to demonstrate the performance of our proposed methods. We first consider the distributionally robust learning problem in (2) with smooth and non-smooth loss function \(f_i\)'s. Then, we will test the algorithms on the robust learning problem from multiple distributions (3) with non-smooth losses.

5.1. Robust learning with smooth loss

In this section, we consider learning from imbalanced data by solving the robust learning problem in (2) with \(\mathcal{X} = \{x \in \mathbb{R}^d ||x|| \leq d\}\) and \(r(y) = \theta D_{KL}(y, \frac{1}{n})\), where \(D_{KL}\) is the KL-divergence between two vectors in the simplex \(\Delta \subset \mathbb{R}^d\). We conduct two experiments with different non-convex smooth losses \(f_i\)'s in (2).

In the first experiment, we learn a linear model \(x\) with the loss formed by truncating the logistic loss for binary classification, i.e. \(f_i(x) = f(x; a_i, b_i) = \phi_\alpha(\ell(x; a_i, b_i))\) where \(a_i \in \mathbb{R}^d\) denotes the feature vector, \(b_i \in \{-1, 1\}\) denotes its binary class label for \(i = 1, 2, \ldots, n\), \(\ell(x; a, b) = \log(1 + \exp(-ba^\top x))\), and \(\phi_\alpha(s) = \alpha \log(1 + s/\alpha)\) for \(\alpha = 2\). A truncated loss makes it robust to outliers and noisy data [21,39], though it is not our goal to demonstrate the benefit of using truncation here. For this experiment, we focus on comparison with two baseline methods for solving (2). Note that (2) is also a special case of (4) with \(h(z) = \max_{y \in \Delta} [y^\top z - r(y)]\) and \(c(x) = (f_1(x), \ldots, f_n(x))^\top\). Hence, we compare our method with the proximal linear (PL) method [13] that solves (4) using the updating scheme (6). [13] suggested using the accelerated gradient method to solve (6) which has a high computational cost when \(n\) is large. Hence, we also use the SMD and SVRG methods to solve (6) to reduce the complexity of the PL method through sampling \(\nabla f_i\). We denote the PL methods using the SMD and SVRG methods to solve (6) as PL-SMD and PL-SVRG, respectively.

We perform the comparisons on four imbalanced datasets from the LIBSVM library. Table 1 contains information about the four datasets used in the experiments. The information includes the sizes of training and testing sets, the number of features, and the ratio of negative instances to positive instances in training sets (testing tests are almost balanced). For datasets *covtype* and *connect-4*, we selected two imbalanced classes from the original data and split them appropriately into imbalanced training and balanced testing sets. Datasets *protein* and *rcv1.binary* were already split into training and testing sets, so we
select two classes and randomly removed some negative instances from the training sets to make them imbalanced.

In this experiment, we set $\theta = 10$. Mini-batches of size 5, 10, 10, and 200 were chosen for protein, rcv1.binary, connect-4, and covtype, respectively, when we compute stochastic gradients in all methods. We implement PG-SMD in case D1. The values of some control parameters in the algorithms are selected from a discrete grid of candidate values using the objective value of (2) at termination as the criterion. Those control parameters include $\eta$ in (6) for the two PL methods, $\gamma$ in both PG-SMG and PG-SVRG, the ratios $D_x/M_x$ and $D_y/M_y$ in the expressions of $\eta_x$ and $\eta_y$ in SMD as well as $J, K, \eta_x$ and $\eta_y$ in SVRG.

Figure 1 shows the objective value $\psi(x)$ of (2), testing classification error rate and F-score as the number of data passes increases. On these datasets, the proposed PG methods are more advantageous than the PL methods. This is mainly because the gradient information $\nabla c(x(t))$ (subject to stochastic noise) used in (6) in the PL methods is only updated in each outer loop while our PG methods update this in each inner loop, which ensures that the solutions are updated with the latest gradient information. Overall, PG-SVRG does well in the long run in reducing the objective value, while PG-SMD is faster in yielding a low test error rate. Additional comparisons are given in Figure 2, where we show the objective value (the training loss) obtained by the PL and PG methods at different wall-clock times in seconds. Figure 2 also shows that the PG methods are more time efficient than the PL methods.

In the second experiment, we learn a non-linear model with the loss defined by a deep neural network. For this experiment, we focus on demonstrating the power of the proposed method for improving the generalization performance. We do that by solving the distributionally robust optimization (DRO) (2) in comparison with traditional empirical risk minimization (ERM) by SGD. To this end, we use an imbalanced CIFAR10 data and two popular deep neural networks (ResNet18 [17] and VGG19 [36]). The original training data of CIFAR10 has 10 classes, each of which has 5000 images. We remove 4900 images from five classes to make the training set imbalanced. The test data remains intact.

The value of $\theta$ is fixed to 5 in this experiment, and the mini-batch size is fixed to 128 for both methods. We use SGD to solve ERM with a stepsize of 0.1 for epochs 1 $\sim$ 60 and 0.01 for epochs 61 $\sim$ 120 following the practical training strategy [17], where one epoch means one pass of data. We implement PG-SMD in case D1 using the similar practical training strategy except that we choose $(\eta_x, \eta_y) = (0.1, 10^{-5}), (0.05, 5 \times 10^{-6}), (0.03, 3 \times 10^{-6}), (0.025, 2.5 \times 10^{-6})$ in epochs $1 \sim 5, 6 \sim 25, 26 \sim 70, 70 \sim 120$ respectively. $\gamma$ is selected by grid search as in the first experiment. The curves for training and testing accuracy are plotted in Figure 3, which show that a robust optimization scheme is considerably better than ERM when dealing with imbalanced data in these two specific examples. Additional comparison is given in Figure 4, where we show the training loss (the objective value) obtained by the ERM and DRO methods at different epochs.
Figure 1. Comparisons of PL and PG methods on robust learning with imbalanced data and smooth loss.

Figure 2. Comparisons of PL and PG methods in objective value at different wall-clock times in seconds on robust learning with imbalanced data and smooth loss.
Figure 3. Comparison of ERM and DRO for robust learning ResNet18 and VGG19 networks on imbalanced data.

Figure 4. Comparison of ERM and DRO models in training loss at different epochs for robust learning of ResNet18 and VGG19 networks on imbalanced data.
### 5.2. Robust learning with non-smooth loss

In this section, we perform numerical experiments on the same robust learning problem as in Section 5.1 except that we use non-smooth loss function $f_i$'s in (2) this time. In particular, we consider the loss function for binary classification defined by a two-layer fully-connected neural network where the loss in the output layer is calculated using the hinge loss. Let $a_i \in \mathbb{R}^d$ denote the feature vector and $b_i \in \{1, -1\}$ denote its binary class label for $i = 1, 2, \ldots, n$. Let $p$ be the number of neurons in the hidden layer and $x := (X_1, x_2)$ be the weights with $X_1 \in \mathbb{R}^{p \times d}$ and $x_2 \in \mathbb{R}^p$. Then the loss from the $i$th data point is defined as

$$f_i(x) = f(x; a_i, b_i) = \max \left(1 - b_i \sigma (X_1 a_i)^\top x_2, 0\right),$$

where $\sigma(z) : \mathbb{R}^p \rightarrow \mathbb{R}^p$ is the component-wise sigmoid function, i.e.

$$\sigma(z) = \left(\frac{1}{1 + \exp(-z_i)}\right)^p_{i=1}.$$

It can be proved that (2) with this loss function is still weakly convex in $x$. However, since $f_i$'s are non-smooth, we cannot apply the PG-SVRG, PL-SMD, and PL-SVRG methods in the previous section to (2). An alternating stochastic gradient descent (Alter-SGD) method is proposed in [4], which can be applied to (2) with non-smooth $f_i$'s. Hence, we will focus on comparing PG-SMD and Alter-SGD.

We perform the comparisons on imbalanced datasets *covtype* and *connect-4* whose construction is described in Section 5.1 and statistics can be found in Table 1. In this experiment, we set $\theta = 10$ and $p = 10$. Mini-batches of size 200 and 100 were chosen for *covtype* and *connect-4*, respectively, when we compute stochastic gradients in both methods. We implement PG-SMD in case D1. The values of control parameters, including $\gamma$ and the ratios $D_x/M_x$ and $D_y/M_y$ in PG-SMG as well as $\eta_x$ and $\eta_y$ in PG-SMD and Alter-SGD, are selected in the same way as in Section 5.1.

Figure 5 shows the objective value $\psi(x)$ of (2), testing classification error rate and F-score as the number of data passes increases. The proposed PG-SMD method is a little more advantageous than the Alter-SGD method on these specific examples. Overall, PG-SMD reduces the objective value slightly faster than Alter-SGD when the number of data passes is small.

### 5.3. Robust learning from multiple distribution

In this section, we present the numerical experiments on the robust learning problem from multiple distributions described in (3) with $m = 5$ different data distributions $P_i$, $i = 1, \ldots, 5$. We consider the case when $P_i$'s are continuous distributions and we generate $P_i$'s by simulation.

Let $\xi = (a, b)$ be a random data point from one of the five distributions, where $a = (a_1, \ldots, a_{50})^\top \in \mathbb{R}^{50}$ is the feature vector and $b \in \{-1, 1\}$ is its label. If $a$ is generated from $P_i$, let the coordinates $(a_{10(i-1)+1}, a_{10(i-1)+2}, \ldots, a_{10i})$ and $(a_{10(i-1)+1}, a_{10(i-1)+2}, \ldots, a_{10j})$ be generated independently from a uniform distribution on $[-1, 1]$, where $j = i + 1$ if $i \leq 4$ and $j = 1$ if $i = 5$. Then let the remaining coordinates be zeros. Next, we generate the binary label $b$ corresponding to $a$ using a two-layer
fully connected neural network. To do that, we first randomly generate the true weights $\mathbf{x}^* = (\mathbf{X}^*_1, \mathbf{x}^*_2)$ with $\mathbf{X}^*_1 \in \mathbb{R}^{10 \times 50}$ and $\mathbf{x}^*_2 \in \mathbb{R}^{10}$ and each entry of $\mathbf{X}^*_1$ and $\mathbf{x}^*_2$ generated independently from a uniform distribution on $[-1, 1]$. Then, we fix $\mathbf{x}^*$ and, for each generated feature vector $\mathbf{a}$, we generate a noise $z$ from a uniform distribution on $[-0.01, 0.01]$ and generate the label $b$ as

$$b = \text{sign} \left( \sigma(\mathbf{X}^*_1 \mathbf{a})^\top \mathbf{x}^*_2 + z \right).$$

With the data distribution $\xi = (\mathbf{a}, b) \sim P_i$ for $i = 1, \ldots, 5$ defined in this way, we solve (3) with $\mathcal{X} = \{ \mathbf{x} = (\mathbf{X}_1, \mathbf{x}_2) \mid \|\mathbf{X}_1\|_F \leq 50, \|\mathbf{x}_2\|_2 \leq 50 \}$ and $F(\mathbf{x}; \xi) = f(\mathbf{x}; \mathbf{a}, b)$, where $f(\mathbf{x}; \mathbf{a}, b)$ is defined as in (16).

It can be proved that (3) with this loss function is weakly convex in $\mathbf{x}$. However, since $F$ is non-smooth and each $f_i$ is defined with an expectation rather than a finite sum, we cannot apply PG-SVRG or the PL methods, so we will again focus on comparing PG-SMD and Alter-SGD. A mini-batch of size 20 was used when we compute stochastic gradients in both methods. Each sample $\xi = (\mathbf{a}, b)$ in a mini-batch is generated using $\mathbf{x}^*$ and the aforementioned procedure. The values of control parameters of both methods are selected in the same way as in Section 5.2. Besides the mini-batches used in optimization, we generate 5000 data points from each $P_i$ separately and use them to closely approximate the objective value $\psi(\mathbf{x})$ of (3), testing classification error rate and F-score. These values are shown in Figure 6 as the number of data passes increases. Similar to (5), the proposed PG-SMD method is better than the Alter-SGD method in this specific example.

6. Conclusion

This paper contributes to the numerical solvers for non-convex min–max problems. We focus on a class of weakly-convex–concave min–max problems where the minimization part is weakly convex, and the maximization part is concave. This class of problems covers
Figure 6. Comparisons of PG-SMD and Alter-SGD methods on robust learning from multiple distributions with non-smooth loss.

many important applications, such as robust learning. We consider two different scenarios: (i) the min–max objective function involves expectation, and (ii) the objective function is smooth and has a finite-sum structure. Stochastic mirror descent method and stochastic variance-reduced gradient method are developed to solve the subproblem in scenario (i) and (ii), respectively. We analyse the computational complexity of our methods for finding a nearly $\epsilon$-stationary for the original problem under both scenarios. Numerical experiments on distributionally robust learning with non-convex losses demonstrate the effectiveness of the proposed methods.

Notes
1. A closed function can be also called a lower semi-continuous function.
2. Here and in the rest of the paper, $\tilde{O}$ suppresses all logarithmic factors.
3. $\nabla_x f_i$ and $\nabla_y f_i$ are the partial gradients of $f_i$ with respect to $x$ and $y$, respectively.
4. This is because $f(x, y_\ast) + \tilde{g}(x)$ is $(\frac{1}{\gamma} - \rho)$-strongly convex and $\frac{1}{\gamma} - \rho \geq \frac{1}{2\gamma} = \mu_x$ as $\gamma \in (0, 1/(2\rho)]$.
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Appendix

Proof of Theorem 4.1

We first present the convergence result of SMD for solving (12) proved by [26]. The proof is well known and included only for the sake of completeness.

Proposition A.1 (Convergence of Algorithm 1): Suppose Assumptions 3.1 and 4.1 hold. Algorithm 1 guarantees

$$
\mathbb{E} \left[ \frac{1 - \gamma \rho}{2} \| \bar{x} - x_1 \|^2 \right] \leq \mathbb{E} \left[ \max_{y \in \mathbb{R}^q} \phi_y (\bar{x}, y; \bar{x}) - \max_{y \in \mathbb{R}^q} \phi_y (x_1, y; \bar{x}) \right] 
$$

$$
\leq \frac{5 \eta_x M_y^2}{2} + \frac{5 \eta_y M_y^2}{2} + \frac{1}{2} \left( \frac{1}{\eta_x} + \frac{\rho}{2} \right) \| x_1 - \bar{x} \|^2 + \frac{2}{\eta_y} \mathbb{E} V_y (\hat{y}_q (\bar{x}), \bar{y}) + Q_q + Q_r, 
$$

(A1)

where \( x_1 = \text{prox}_{\gamma \psi} (\bar{x}) \) and \( \hat{y}_q (\bar{x}) \in \arg \min_{y \in \mathbb{R}^q} \phi_y (\bar{x}, y; \bar{x}) \).

Proof: For simplicity of notation, we write \( \phi_y (x, y; \bar{x}) \) as \( \phi (x, y) \) in this proof and define

$$
\bar{g} (x) := \frac{1}{2 \gamma} \| x - \bar{x} \|^2 + g (x).
$$

Next, we will perform the standard analysis of SMD (e.g. the proof of Proposition 3.2 in [26]). According to the updating equations of \((x^{(j+1)}, y^{(j+1)})\), we have

\[
(x^{(j+1)})^\top g_x^{(j)} + \frac{1}{2 \eta_x} \| x^{(j+1)} - x^{(j)} \|^2_2 + \bar{g} (x^{(j+1)}) + \left( \frac{1}{2 \eta_x} + \frac{1}{2 \gamma} \right) \| x - x^{(j+1)} \|^2_2 \leq x^\top g_x^{(j)} + \frac{1}{2 \eta_x} \| x - x^{(j)} \|^2_2 + \bar{g} (x) \\
- (y^{(j+1)})^\top g_y^{(j)} + \frac{1}{\eta_y} V_y (y^{(j+1)}, y^{(j)}) + r (y^{(j+1)}) + \frac{1}{\eta_y} V_y (y, y^{(j)}) \leq -y^\top g_y^{(j)} + \frac{1}{\eta_y} V_y (y, y^{(j)}) + r (y).
\]

Summing these two inequalities and organizing terms imply

\[
(x^{(j)} - x)^\top \mathbb{E} g_x^{(j)} - (y^{(j)} - y)^\top \mathbb{E} g_y^{(j)} + (x^{(j)} - x)^\top \Delta_x^{(j)} - (y^{(j)} - y)^\top \Delta_y^{(j)} \\
+ \frac{1}{2 \eta_x} \| x^{(j+1)} - x^{(j)} \|^2_2 + \frac{1}{\eta_y} V_y (y^{(j+1)}, y^{(j)}) + (x^{(j+1)} - x^{(j)})^\top g_x^{(j)} - (y^{(j+1)} - y^{(j)})^\top g_y^{(j)} \leq \frac{1}{2 \eta_x} \| x - x^{(j)} \|^2_2 - \left( \frac{1}{2 \eta_x} + \frac{1}{2 \gamma} \right) \| x - x^{(j+1)} \|^2_2 + \bar{g} (x) - \bar{g} (x^{(j+1)}) \\
+ \frac{1}{\eta_y} V_y (y, y^{(j)}) - \frac{1}{\eta_y} V_y (y, y^{(j+1)}) + r (y) - r (y^{(j+1)}),
\]

(A2)

where

\[
\Delta_x^{(j)} := g_x^{(j)} - \mathbb{E} g_x^{(j)} \quad \text{and} \quad \Delta_y^{(j)} := g_y^{(j)} - \mathbb{E} g_y^{(j)}.
\]

By Young’s inequality, we can show that

\[
-(x^{(j+1)} - x^{(j)})^\top g_x^{(j)} + (y^{(j+1)} - y^{(j)})^\top g_y^{(j)} \leq \frac{1}{2 \eta_x} \| x^{(j+1)} - x^{(j)} \|^2_2 + \frac{\eta_x \| g_x^{(j)} \|^2_2}{2} + \frac{1}{2 \eta_y} \| y^{(j+1)} - y^{(j)} \|^2_2 + \frac{\eta_y \| g_y^{(j)} \|^2_2}{2}
\]
\[
\frac{1}{2\eta_x} \| x^{(j+1)} - x^{(j)} \|^2 + \frac{\eta_x M_x^2}{2} + \frac{1}{\eta_y} V_y(y^{(j+1)}, y^{(j)}) + \frac{\eta_y M_y^2}{2},
\]

where, in the last inequality, we use Assumption 4.1B and the strong convexity of \( d_y(y) \). Adding both sides of this inequality to those of (A2) yields

\[
(x^{(j)} - x)^T \mathbb{E}_{g_{x}^{(j)}} - (y^{(j)} - y)^T \mathbb{E}_{g_{y}^{(j)}} + (x^{(j)} - x)^T \Delta x^{(j)} - (y^{(j)} - y)^T \Delta y^{(j)}
\]

\[
\leq \frac{\eta_x M_x^2}{2} + \frac{1}{2\eta_x} \| x - x^{(j)} \|^2 - \left( \frac{1}{2\eta_x} + \frac{1}{2\gamma'} \right) \| x - x^{(j+1)} \|^2 - \bar{g}(x) + \bar{g}(x^{(j+1)})
\]

\[
+ \frac{\eta_y M_y^2}{2} + \frac{1}{\eta_y} V_y(y, y^{(j)}) - \frac{1}{\eta_y} V_y(y, y^{(j+1)}) - r(y) + r(y^{(j+1)}).
\]

Recall that \( \mathbb{E}_{g_{x}^{(j)}} \in \partial_x [f(x^{(j)}, y^{(j)})] \) and \( -\mathbb{E}_{g_{y}^{(j)}} \in \partial_y [-f(x^{(j)}, y^{(j)})] \) according to Assumption 4.1A. The inequality above, the \( \rho \)-weak convexity of \( f \), and the concavity of \( f \) in \( y \) together imply

\[
\phi(x^{(j)}, y) - \phi(x, y^{(j)}) + (x^{(j)} - x)^T \Delta x^{(j)} - (y^{(j)} - y)^T \Delta y^{(j)}
\]

\[
\leq \frac{\eta_x M_x^2}{2} + \left( \frac{1}{2\eta_x} + \frac{\rho}{2} \right) \| x - x^{(j)} \|^2 - \left( \frac{1}{2\eta_x} + \frac{1}{2\gamma'} \right) \| x - x^{(j+1)} \|^2 - \bar{g}(x) + \bar{g}(x^{(j+1)})
\]

\[
+ \frac{\eta_y M_y^2}{2} + \frac{1}{\eta_y} V_y(y, y^{(j)}) - \frac{1}{\eta_y} V_y(y, y^{(j+1)}) + r(y^{(j+1)}) - r(y^{(j)}),
\]  
(A3)

for any \( x \in \mathcal{X} \) and any \( y \in \mathcal{Y} \). Let \( (\bar{x}^{(0)}, \bar{y}^{(0)}) = (x^{(0)}, y^{(0)}) \) and let

\[
\bar{x}^{(j+1)} = \arg\min_{x \in \mathbb{R}^p} -\langle x, \Delta x^{(j)} \rangle + \frac{1}{2\eta_x} \| x - \bar{x}^{(j)} \|^2
\]

\[
\bar{y}^{(j+1)} = \arg\min_{y \in \mathbb{R}^q} \langle y, \Delta y^{(j)} \rangle + \frac{1}{\eta_y} V_y(y, \bar{y}^{(j)})
\]

for \( j = 0, 1, \ldots, J - 2 \). Using a similar analysis as above, we can obtain the following inequality similar to (A3)

\[
-(\bar{x}^{(j)} - x)^T \Delta x^{(j)} - (\bar{y}^{(j)} - y)^T \Delta y^{(j)}
\]

\[
\leq \frac{4\eta_x M_x^2}{2} + \frac{1}{2\eta_x} \| x - \bar{x}^{(j)} \|^2 - \frac{1}{2\eta_x} \| x - \bar{x}^{(j+1)} \|^2 + \frac{4\eta_y M_y^2}{2} + \frac{1}{\eta_y} V_y(y, \bar{y}^{(j)}) - \frac{1}{\eta_y} V_y(y, \bar{y}^{(j+1)}).
\]  
(A4)

The following inequality is then obtained by adding (A3) and (A4) and reorganizing terms:

\[
\phi(x^{(j)}, y) - \phi(x, y^{(j)}) + (x^{(j)} - \bar{x}^{(j)})^T \Delta x^{(j)} - (y^{(j)} - \bar{y}^{(j)})^T \Delta y^{(j)}
\]

\[
\leq \frac{5\eta_x M_x^2}{2} + \left( \frac{1}{2\eta_x} + \frac{\rho}{2} \right) \| x - x^{(j)} \|^2 - \left( \frac{1}{2\eta_x} + \frac{1}{2\gamma'} \right) \| x - x^{(j+1)} \|^2
\]

\[
+ \frac{5\eta_y M_y^2}{2} + \frac{1}{\eta_y} V_y(y, y^{(j)}) - \frac{1}{\eta_y} V_y(y, y^{(j+1)}) - \bar{g}(x^{(j+1)}) + \bar{g}(x^{(j)}) - r(y^{(j+1)}) + r(y^{(j)})
\]

\[
+ \frac{1}{2\eta_x} \| x - \bar{x}^{(j)} \|^2 - \frac{1}{2\eta_x} \| x - \bar{x}^{(j+1)} \|^2 + \frac{1}{\eta_y} V_y(y, \bar{y}^{(j)}) - \frac{1}{\eta_y} V_y(y, \bar{y}^{(j+1)}).
\]
Since $x^{(0)} = \tilde{x}$ and Assumption 4.1C holds, the inequality above implies

$$
\sum_{j=0}^{J-1} \left( \phi(x^{(j)}), y - \phi(x, y^{(j)}) \right) 
\leq \sum_{j=0}^{J-1} \left[ -(x^{(j)} - \tilde{x}^{(j)})^T \Delta_x^{(j)} + (y^{(j)} - \tilde{y}^{(j)})^T \Delta_y^{(j)} \right] + \frac{5J\eta_x M^2_x}{2} + \frac{5J\eta_y M^2_y}{2} 
+ \left( \frac{1}{\eta_x} + \frac{\rho}{2} \right) \|x - x^{(0)}\|_2^2 + \frac{2}{\eta_y} V_y(y, y^{(0)}) + Q_g + Q_r.
$$

We then choose $x = x_t$ in the inequality above and maximize the left-hand side of the inequality above over $y \in \mathbb{R}^d$. Since the maximum solution is $y_t = \hat{y}_{\text{max}}(\hat{x})$, we just replace $y$ on the right-hand side by $y_t$ and obtained

$$
\max_{y \in \mathbb{R}^d} \phi(\hat{x}, y) - \max_{y \in \mathbb{R}^d} \phi(x_t, y) 
\leq \frac{1}{J} \sum_{j=0}^{J-1} \left[ -(x^{(j)} - \tilde{x}^{(j)})^T \Delta_x^{(j)} + (y^{(j)} - \tilde{y}^{(j)})^T \Delta_y^{(j)} \right] + \frac{\eta_x M^2_x}{2} + \frac{\eta_y M^2_y}{2} 
+ \frac{5\eta_y M^2_y}{2} + \frac{1}{J} \left[ \left( \frac{1}{\eta_x} + \frac{\rho}{2} \right) \|x_t - x^{(0)}\|_2^2 + \frac{2}{\eta_y} V_y(\hat{y}_{\text{max}}(\hat{x}), y^{(0)}) + Q_g + Q_r \right].
$$

Since $(x^{(0)}, y^{(0)}) = (\tilde{x}, \tilde{y})$, $\mathbb{E} \Delta_x^{(j)} = 0$ and $\mathbb{E} \Delta_y^{(j)} = 0$ conditioning on all the stochastic events up to iteration $j$ for $j = 0, 1, \ldots, J - 1$, we obtain the second inequality in (A1) by taking expectation on both sides of the inequality above. The first inequality in (A1) is because of the $(\frac{1}{\gamma} - \rho)$-strong convexity of $\phi$ in $x$. 

**Proof of Theorem 4.1:** Note that \( \max_{y \in \mathbb{R}^q} \phi_Y(x, y; \bar{x}) = \psi(x) + \frac{1}{2\gamma} \|x - \bar{x}\|_2^2 \). By the definition of \( x^{(t)}_i \) in (11), we have

\[
\psi(x^{(t)}_i) + \frac{1}{2\gamma} \|x^{(t)}_i - \bar{x}\|_2^2 \leq \psi(\bar{x}^{(t)}).
\]  

(A5)

Borrowing the inequalities derived by [10] in the proof of their Theorem 2, we have

\[
\|x^{(t)}_i - \bar{x}\|_2^2 - \|\bar{x}^{(t+1)} - \bar{x}\|_2^2
\]

\[
= (\|x^{(t)}_i - \bar{x}\| + \|\bar{x}^{(t+1)} - \bar{x}\|)(\|x^{(t)}_i - \bar{x}\| - \|\bar{x}^{(t+1)} - \bar{x}\|)
\]

\[
\leq (2\|x^{(t)}_i - \bar{x}\| + \|x^{(t)}_i - \bar{x}^{(t+1)}\||\|x^{(t)}_i - \bar{x}\| - \|\bar{x}^{(t+1)} - \bar{x}\|)
\]

\[
= 2\|x^{(t)}_i - \bar{x}\|\|x^{(t)}_i - \bar{x}^{(t+1)}\| + \|x^{(t)}_i - \bar{x}^{(t+1)}\|^2
\]

\[
\leq \frac{1}{3}\|x^{(t)}_i - \bar{x}\|_2^2 + 4\|x^{(t)}_i - \bar{x}^{(t+1)}\|_2^2.
\]  

(A6)

In iteration \( t \) of Algorithm 2, Algorithm 1 is called as

\[
(\bar{x}^{(t+1)}, \bar{y}^{(t+1)}) = \text{SMD}(\bar{x}^{(t)}, \bar{y}^{(t)}, \eta_t, \eta_y, \gamma, j_t),
\]

where the choices of \( \bar{y}^{(t)} \) and \( (\eta_t, \eta_y, j_t) \) depend on whether case D1 or case D2 holds in Assumption 4.1. We then prove the convergence property of Algorithm 2 by applying Proposition A.1 under case D1 and case D2, separately.

**Case D1:** According to Algorithm 2, Algorithm 1 is called with

\[
\bar{y}^{(t)} = \arg \min_{y \in \mathbb{R}^q} \psi(y) \quad \text{and} \quad (\eta_t, \eta_y, j_t) = \left( \frac{D_x}{M_x \gamma}, \frac{D_y}{M_y \gamma}, (t + 3)^2 \right).
\]

Let \( \bar{x} = \bar{x}^{(t)}, \bar{y} = \bar{y}^{(t)} \), and \( (\eta_x, \eta_y, f) = (\eta^t, \eta^y, j_t) \) in Proposition A.1. By Assumption 4.1, we have \( \|x^{(t)}_i - \bar{x}\|_2 \leq D_x^2 \) and \( V_f(\bar{y}, \bar{x}) \leq \max_{y \in \mathbb{R}^q} \psi(y) - \min_{y \in \mathbb{R}^q} \psi(y) \leq D_y^2 / 2 \) in Proposition A.1. Applying these two inequalities and the definitions of \( (\eta^t, \eta^y, j_t) \) above to A1, we have

\[
\mathbb{E} \left[ \psi(\bar{x}^{(t+1)}) + \frac{1}{2\gamma} \|\bar{x}^{(t+1)} - \bar{x}\|_2^2 - \psi(x^{(t)}_i) - \frac{1}{2\gamma} \|x^{(t)}_i - \bar{x}\|_2^2 \right]
\]

\[
\leq \frac{5\eta_x M_x^2}{2} + \frac{5\eta_y M_y^2}{2} + \frac{1}{\gamma} \left[ \frac{D_x^2}{\eta_x} + \frac{D_y^2}{\eta_y} + \frac{D_y^2}{\eta_y} + Q_g + Q_r \right]
\]

\[
\leq \frac{1}{4\gamma (t + 3)^2} \mathbb{E}\|x^{(t)}_i - \bar{x}\|_2^2 + E_t \leq \frac{1}{36\gamma} \mathbb{E}\|x^{(t)}_i - \bar{x}\|_2^2 + E_t,
\]  

(A7)

where the second inequality is because \( \rho \leq \frac{1}{2\gamma} \) and

\[
E_t := \frac{7M_x D_x + 7M_y D_y}{2\sqrt{t}} + \frac{Q_g + Q_r}{j_t}.
\]

The first inequality in (A1) implies

\[
\mathbb{E} \left[ \frac{1 - \gamma \rho}{2\gamma} \|\bar{x}^{(t+1)} - x^{(t)}_i\|_2^2 \right] \leq \frac{1}{36\gamma} \mathbb{E}\|x^{(t)}_i - \bar{x}\|_2^2 + E_t.
\]  

(A8)

Using (A7) and (A8) together with (A6), we can show that

\[
\mathbb{E}\psi(\bar{x}^{(t+1)}) \leq \mathbb{E}\psi(x^{(t)}_i) + \frac{1}{2\gamma} \mathbb{E}\|x^{(t)}_i - \bar{x}\|_2^2 - \frac{1}{2\gamma} \mathbb{E}\|\bar{x}^{(t+1)} - \bar{x}\|_2^2 + \frac{1}{36\gamma} \mathbb{E}\|x^{(t)}_i - \bar{x}\|_2^2 + E_t
\]

\[
\leq \mathbb{E}\psi(x^{(t)}_i) + \frac{1}{2\gamma} \left( \frac{1}{3} \mathbb{E}\|x^{(t)}_i - \bar{x}\|_2^2 + 4\mathbb{E}\|x^{(t)}_i - \bar{x}^{(t+1)}\|_2^2 \right)
\]
\[
\frac{1}{36\gamma} \mathbb{E}\|\mathbf{x}_t^{(t)} - \hat{\mathbf{x}}^{(t)}\|_2^2 + E_t
\]
\[
\leq \mathbb{E}\psi(\mathbf{x}_t^{(t)}) + \frac{1}{6\gamma} \mathbb{E}\|\mathbf{x}_t^{(t)} - \hat{\mathbf{x}}^{(t)}\|_2^2 + \left( \frac{4}{1 - \gamma \rho} + 1 \right) \left( \frac{1}{36\gamma} \mathbb{E}\|\mathbf{x}_t^{(t)} - \hat{\mathbf{x}}^{(t)}\|_2^2 + E_t \right)
\]
\[
\leq \mathbb{E}\psi(\mathbf{x}_t^{(t)}) + \frac{5}{12\gamma} \mathbb{E}\|\mathbf{x}_t^{(t)} - \hat{\mathbf{x}}^{(t)}\|_2^2 + 9E_t,
\]
where the first three inequalities are because of (A7), (A6), and (A8), respectively, and the last inequality is because \(1 - \gamma \rho \geq \frac{1}{2}\) as \(\gamma \in (0, 1/(2\rho)]\). Combining this inequality with (A5) leads to
\[
\mathbb{E}\psi(\hat{\mathbf{x}}^{(t+1)}) \leq \mathbb{E}\psi(\hat{\mathbf{x}}^{(t)}) - \frac{1}{12\gamma} \mathbb{E}\|\mathbf{x}_t^{(t)} - \hat{\mathbf{x}}^{(t)}\|_2^2 + 9E_t.
\]
Adding the inequalities for \(t = 0, \ldots, T - 1\) yields
\[
\mathbb{E}\psi(\hat{\mathbf{x}}^{(T)}) \leq \mathbb{E}\psi(\hat{\mathbf{x}}^{(0)}) - \sum_{t=0}^{T-1} \frac{1}{12\gamma} \mathbb{E}\|\mathbf{x}_t^{(t)} - \hat{\mathbf{x}}^{(t)}\|_2^2 + 9 \sum_{t=0}^{T-1} E_t.
\]
Rearranging the inequality above gives
\[
\sum_{t=0}^{T-1} \mathbb{E}\|\mathbf{x}_t^{(t)} - \hat{\mathbf{x}}^{(t)}\|_2^2 \leq 3\gamma \left( \mathbb{E}\psi(\hat{\mathbf{x}}^{(0)}) - \psi^* + 9 \sum_{t=0}^{T-1} E_t \right),
\]
where \(\psi^* = \min_{\mathbf{x} \in \mathbb{R}^p} \psi(\mathbf{x}) > -\infty\). Let \(\tau\) be a uniform random variable supported on \([0, 1, \ldots, T - 1]\). Then, we have
\[
\mathbb{E}\|\mathbf{x}_t^{(r)} - \hat{\mathbf{x}}^{(r)}\|_2^2 \leq \frac{3\gamma}{T} \left( \mathbb{E}\psi(\hat{\mathbf{x}}^{(0)}) - \psi^* + 9 \sum_{t=0}^{T-1} E_t \right). \tag{A9}
\]
Since \(j_t = (t + 3)^2\) in Algorithm 2 in Case D1, we have
\[
\sum_{t=E_t}^{T-1} E_t = \sum_{t=0}^{T-1} \left[ \frac{7M_D x + 7M_D y}{2(t + 3)} + \frac{Q_g + Q_r}{(t + 3)^2} \right]
\]
\[
\leq \ln(T + 1) \left( 3.5M_D x + 3.5M_D y \right) + 2Q_g + 2Q_r. \tag{A10}
\]
Recall that \(\mathbb{E}[\text{Dist}(0, \partial \psi(\mathbf{x}_t^{(r)}))] \leq \frac{1}{\gamma^2} \mathbb{E}\|\mathbf{x}_t^{(r)} - \hat{\mathbf{x}}^{(r)}\|_2^2\) by the definition of \(\mathbf{x}_t^{(r)}\). According to (A9) and (A10), we can ensure \(\mathbb{E}[\text{Dist}(0, \partial \psi(\mathbf{x}_t^{(r)}))] \leq \epsilon^2\) by setting \(T\) large enough so that
\[
\frac{3}{T\gamma} \left( \mathbb{E}\psi(\hat{\mathbf{x}}^{(0)}) - \psi^* + 18Q_g + 18Q_r \right) \leq \frac{\epsilon^2}{2} \quad \text{and} \quad \frac{94.5 \ln(T + 1)}{T\gamma} \left( M_D x + M_D y \right) \leq \frac{\epsilon^2}{2}.
\]
Solving the two inequalities for \(T\), we find that such \(T\) can be chosen as
\[
T = \left\lceil \max \left\{ \frac{6[\psi(\hat{\mathbf{x}}^{(0)}) - \psi^* + 18Q_g + 18Q_r]}{378(M_D x + M_D y) \ln \left( \frac{378(M_D x + M_D y)}{\gamma^2 \epsilon^2} \right)}, \frac{378(M_D x + M_D y)}{\gamma^2 \epsilon^2} \right\} \right\rceil = \tilde{O} \left( \frac{1}{\gamma \epsilon^2} \right).
\]
In Case D1, only one stochastic subgradient of \(f\) is computed in each iteration of Algorithm 1. Hence, the total number of subgradients computed to generate \(\hat{\mathbf{x}}^{(r)}\) is bounded by
\[
\sum_{t=0}^{T-1} j_t = O(T^3) = \tilde{O} \left( \frac{1}{\gamma^3 \epsilon^6} \right).
\]
Case D2: In this case, we have \(f(\mathbf{x}, \mathbf{y}) = \frac{1}{n} \sum_{t=1}^{n} \mathbf{Y}^\top \mathbf{c}(\mathbf{x}) = \mathbf{Y}^\top \mathbf{c}(\mathbf{x}), \hat{\mathbf{y}}^{(t)} = \arg \max_{\mathbf{y} \in \mathbb{R}^q} \mathbf{Y}^\top \mathbf{c}(\mathbf{y}^{(t)}) - r(\mathbf{y})\) and \(\hat{\mathbf{y}}^{(t+1)} = \arg \max_{\mathbf{y} \in \mathbb{R}^q} \mathbf{Y}^\top \mathbf{c}(\mathbf{y}^{(t+1)}) - r(\mathbf{y})\) in Algorithm 2. By the \(\mu\)-strong convexity of \(r\) with
respect to \( V_y \), we have the following two inequalities:
\[
\mu V_y(\bar{y}^{(t+1)}, \bar{y}^{(t)}) \leq -(\bar{y}^{(t+1)})^\top c(x^{(t)}) + r(\bar{y}^{(t+1)}) + (\bar{y}^{(t)})^\top c(\bar{x}^{(t)}) - r(\bar{y}^{(t)})
\]
\[
\mu V_y(\bar{y}^{(t+1)}, \bar{y}^{(t+1)}) \leq -(\bar{y}^{(t+1)})^\top c(x^{(t)}) + r(\bar{y}^{(t+1)}) + (\bar{y}^{(t+1)})^\top c(\bar{x}^{(t+1)}) - r(\bar{y}^{(t+1)}).
\]

Adding these two inequalities and organizing terms give
\[
\mu V_y(\bar{y}^{(t+1)}, \bar{y}^{(t)}) + \mu V_y(\bar{y}^{(t)}, \bar{y}^{(t+1)}) \leq \left[ (\bar{y}^{(t)} - \bar{y}^{(t+1)})^\top \right] \left[ c(x^{(t)}) - c(x^{(t+1)}) \right] \leq \sqrt{V_y(\bar{y}^{(t+1)}, \bar{y}^{(t)}) + V_y(\bar{y}^{(t)}, \bar{y}^{(t+1)})} M_c \left\| x^{(t)} - \bar{x}^{(t+1)} \right\|_2^2,
\]
where the last inequality is due to the 1-strong convexity of the distance generating function \( d_y \) with respect to the norm \( \| \cdot \| \). This inequality simply implies
\[
\mu \sqrt{V_y(\bar{y}^{(t+1)}, \bar{y}^{(t)})} \leq \mu \sqrt{V_y(\bar{y}^{(t+1)}, \bar{y}^{(t)}) + V_y(\bar{y}^{(t)}, \bar{y}^{(t+1)})} \leq M_c \left\| x^{(t)} - \bar{x}^{(t+1)} \right\|_2. \tag{A11}
\]

According to Algorithm 2, Algorithm 1 is called with
\[
\bar{y}^{(t)} = \arg \max_{y \in \mathbb{R}^d} y^\top c(x^{(t)}) - r(y) \quad \text{and} \quad \left( \frac{60\gamma}{(j_t - 30)}, \frac{8M^2\gamma}{\mu^2j_t}, t + 32 \right).
\]

Setting \( \bar{x} = \bar{x}^{(t)} \), \( \bar{y} = \bar{y}^{(t)} \), and \((\eta_x, \eta_y, I) = (\eta_x^t, \eta_y^t, j_t)\) in Proposition A.1 gives
\[
\mathbb{E} \left[ \psi(\bar{x}^{(t+1)}) + \frac{1}{2\gamma} \| \bar{x}^{(t+1)} - \bar{x}^{(t)} \|_2^2 - \psi(x^{(t)}) - \frac{1}{2\gamma} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 \right]
\]
\[
\leq \frac{5\eta_x^t M_x^2}{2} + \frac{5\eta_y^t M_y^2}{2} + \frac{1}{j_t} \left( \frac{1}{\eta_x^t} + \frac{\rho}{2} \right) \mathbb{E} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 + \frac{2}{\eta_y^t} \mathbb{E} V_y(\bar{y}^{(t+1)}, \bar{y}^{(t)}) + Q_g + Q_r
\]
\[
\leq \frac{5\eta_x^t M_x^2}{2} + \frac{5\eta_y^t M_y^2}{2} + \frac{1}{j_t} \left( \frac{1}{\eta_x^t} + \frac{\rho}{2} \right) \mathbb{E} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 + \frac{2M_c^2}{\mu^2\eta_y^t} \mathbb{E} \| x^{(t)} - \bar{x}^{(t+1)} \|_2^2 + Q_g + Q_r
\]
\[
= \frac{1}{60\gamma} \mathbb{E} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 + \frac{1}{4\gamma} \mathbb{E} \| x^{(t)} - \bar{x}^{(t+1)} \|_2^2 + \frac{150M^2\gamma}{(j_t - 30)} + \frac{20M^2\gamma^2}{\mu^2j_t} + \frac{Q_g + Q_r}{j_t}, \tag{A12}
\]
where the second inequality is due to (A11) and the third inequality is because of the choices of \( \eta_x^t \), \( \eta_y^t \), and \( j_t \) as well as the fact that \( \rho < \frac{1}{\gamma} \). Let
\[
E_t' := \frac{150M^2\gamma}{(j_t - 30)} + \frac{20M^2\gamma^2}{\mu^2j_t} + \frac{Q_g + Q_r}{j_t}.
\]

Reorganizing (A12), we can obtain
\[
\frac{1}{4\gamma} \mathbb{E} \| x^{(t)} - \bar{x}^{(t+1)} \|_2^2 \leq \mathbb{E} \psi(x^{(t)}) - \psi(x^{(t+1)}) + \left( \frac{1}{60\gamma} + \frac{1}{2\gamma} \right) \mathbb{E} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 + E_t'
\]
\[
\leq \mathbb{E} \psi(\bar{x}^{(t)}) - \mathbb{E} \psi(x^{(t+1)}) + \frac{1}{60\gamma} \mathbb{E} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 + E_t', \tag{A13}
\]
where the second inequality is from (A5). Applying (A13) to the right hand side of (A12), we have
\[
\mathbb{E} \left[ \psi(\bar{x}^{(t+1)}) + \frac{1}{2\gamma} \| x^{(t+1)} - \bar{x}^{(t+1)} \|_2^2 - \psi(x^{(t)}) - \frac{1}{2\gamma} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 \right]
\]
\[
\leq \frac{1}{30\gamma} \| x^{(t)} - \bar{x}^{(t)} \|_2^2 + \mathbb{E} \left[ \psi(\bar{x}^{(t)}) - \psi(\bar{x}^{(t+1)}) \right] + 2E_t'. \tag{A14}
\]
Reorganizing this inequality gives

\[ \mathbb{E}\psi(\bar{x}^{(t+1)}) \leq \mathbb{E}\psi(x^{(t)}) + \left( \frac{1}{30\gamma} + \frac{1}{2\gamma} \right) \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 - \frac{1}{2\gamma} \mathbb{E}\|\bar{x}^{(t)} - \bar{x}^{(t+1)}\|^2 \]

\[ + \mathbb{E}\left[ \psi(\bar{x}^{(t)}) - \psi(\bar{x}^{(t+1)}) \right] + 2E_t' \]

\[ \leq \mathbb{E}\psi(x^{(t)}) + \frac{1}{30\gamma} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 - \frac{1}{2\gamma} \mathbb{E}\|\bar{x}^{(t)} - \bar{x}^{(t+1)}\|^2 \]

\[ + \mathbb{E}\left[ \psi(\bar{x}^{(t)}) - \psi(\bar{x}^{(t+1)}) \right] + 2E_t' \]

\[ \leq \mathbb{E}\psi(x^{(t)}) + \left( \frac{1}{30\gamma} - \frac{1 - a}{2\gamma} \right) \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 + \frac{a - 1}{2\gamma} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t+1)}\|^2 \]

\[ + \mathbb{E}\left[ \psi(\bar{x}^{(t)}) - \psi(\bar{x}^{(t+1)}) \right] + 2E_t'. \]  

(A15)

where the second inequality is due to (A5) and the third is from the Young’s inequality, i.e. \( \|\bar{x}^{(t)} - \bar{x}^{(t+1)}\|^2 \geq (1 - 1/a)\|\bar{x}^{(t)} - x^{(t)}_t\|^2 + (1 - a)\|x^{(t)}_t - \bar{x}^{(t+1)}\|^2 \) for a positive constant \( a \) to be determined later.

By the \((\frac{1}{\gamma} - \rho)\)-strong convexity of \( \psi(x) + \frac{1}{2\gamma}\|x - \bar{x}^{(t)}\|_2^2 \) and (A14), we have

\[ \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t+1)}\|_2^2 \leq \frac{2\gamma}{1 - \gamma\rho} \left[ \mathbb{E}\psi(\bar{x}^{(t+1)}) + \frac{1}{2\gamma} \mathbb{E}\|\bar{x}^{(t+1)} - \bar{x}^{(t)}\|_2^2 - \psi(x^{(t)}_t) - \frac{1}{2\gamma} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 \right] \]

\[ \leq \frac{1}{15(1 - \gamma\rho)} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t+1)}\|_2^2 + \frac{2\gamma}{1 - \gamma\rho} \mathbb{E}\left[ \psi(\bar{x}^{(t)}) - \psi(\bar{x}^{(t+1)}) \right] + \frac{4\gamma}{1 - \gamma\rho} E_t'. \]

Applying this inequality to the right hand side of (A15), we have

\[ \mathbb{E}\psi(\bar{x}^{(t+1)}) \leq \mathbb{E}\psi(\bar{x}^{(t)}) + \left( \frac{1}{30\gamma} - \frac{1 - 1/a}{2\gamma} + \frac{a - 1}{30\gamma(1 - \gamma\rho)} \right) \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 \]

\[ + \left( 1 + \frac{a - 1}{1 - \gamma\rho} \right) \mathbb{E}\left[ \psi(\bar{x}^{(t)}) - \psi(\bar{x}^{(t+1)}) \right] + \left( 2 + \frac{2(a - 1)}{1 - \gamma\rho} \right) E_t'. \]

Choosing \( a = 5 \) and using the fact that \( 1 - \gamma\rho \geq \frac{1}{2} \) as \( \gamma \in (0, 1/(2\rho)) \), we derived the following inequality from the one above:

\[ \mathbb{E}\psi(\bar{x}^{(t+1)}) \leq \mathbb{E}\psi(\bar{x}^{(t)}) - \frac{1}{10\gamma} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 + 9\mathbb{E}\left[ \psi(\bar{x}^{(t)}) - \psi(\bar{x}^{(t+1)}) \right] + 18E_t', \]

or equivalently,

\[ \mathbb{E}\psi(\bar{x}^{(t+1)}) \leq \mathbb{E}\psi(\bar{x}^{(t)}) - \frac{1}{100\gamma} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 + 18E_t'. \]

Adding the inequality above for \( t = 0, \ldots, T - 1 \) yields

\[ \mathbb{E}\psi(\bar{x}^{(T)}) \leq \psi(\bar{x}^{(0)}) - \sum_{t=0}^{T-1} \frac{1}{100\gamma} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 + 1.8 \sum_{t=0}^{T-1} E_t'. \]

Rearranging the inequality above gives

\[ \sum_{t=0}^{T-1} \mathbb{E}\|x^{(t)}_t - \bar{x}^{(t)}\|_2^2 \leq 100\gamma \left( \psi(\bar{x}^{(0)}) - \psi^* + 1.8 \sum_{t=0}^{T-1} E_t' \right). \]
where \( \psi^* = \min_{x \in X} \psi(x) = -\infty \). Let \( \tau \) be a uniform random variable supported on \( \{0, 1, \ldots, T-1\} \). Then, we have
\[
E\|x_t^{(\tau)} - \bar{x}^{(\tau)}\|_2^2 \leq \frac{100\gamma}{T} \left( \psi(\bar{x}^{(0)}) - \psi^* + 1.8 \sum_{t=0}^{T-1} E_t' \right).
\]

(A16)

Since \( j_t = t + 32 \) in Algorithm 2 in Case D2, we have
\[
\sum_{t=0}^{T-1} E_t' = \sum_{t=0}^{T-1} 300M_2^2 \gamma \frac{t}{t+2} + \sum_{t=0}^{T-1} 20M_2^2 M_2^2 M_2^2 \gamma \frac{t}{\mu^2 (t+32)} + \sum_{t=0}^{T-1} Q_g + Q_r + t + 32 \leq 300M_2^2 \gamma \ln(T+1) + \frac{20M_2^2 M_2^2 M_2^2 \gamma}{\mu^2} \ln \left( \frac{T+31}{31} \right) + (Q_g + Q_r) \ln \left( \frac{T+31}{31} \right) \leq \left( 300M_2^2 \gamma + \frac{20M_2^2 M_2^2 \gamma}{\mu^2} + Q_g + Q_r \right) \ln(T+1).
\]
Recall that \( E[\text{Dist}(0, \partial \psi(x_t^{(\tau)}))^2] \leq \frac{1}{\gamma^2} E\|x_t^{(\tau)} - \bar{x}^{(\tau)}\|_2^2 \) by the definition of \( x_t^{(\tau)} \). According to (A16), we can ensure
\[
\frac{100}{T} \psi(\bar{x}^{(0)}) - \psi^* \leq \frac{\epsilon^2}{2} \text{ and } \left( 300M_2^2 \gamma + \frac{20M_2^2 M_2^2 \gamma}{\mu^2} + Q_g + Q_r \right) \frac{180 \ln(T+1)}{T} \leq \frac{\epsilon^2}{2}.
\]
Solving the two inequalities for \( T \), we find that such \( T \) can be chosen as
\[
T = \left\lceil \max \left\{ \frac{200(\psi(\bar{x}^{(0)}) - \psi^*)}{\gamma^2 \epsilon^2}, \frac{720(300M_2^2 \gamma + \frac{20M_2^2 M_2^2 \gamma}{\mu^2} + Q_g + Q_r)}{\gamma^2 \epsilon^2} \ln \left( \frac{720(300M_2^2 \gamma + \frac{20M_2^2 M_2^2 \gamma}{\mu^2} + Q_g + Q_r)}{\gamma^2 \epsilon^2} \right) \right\} \right\rceil \]
\[
= \tilde{O} \left( \left( \frac{1}{\gamma} + \frac{1}{\mu^2} \right) \frac{1}{\epsilon^2} \right).
\]
In Case D2, only one stochastic subgradient \( (\mathbf{g}_j^{(1)}, \mathbf{g}_y^{(1)}) \) is computed in each iteration of Algorithm 1. However, at the beginning of each iteration of Algorithm 2, we need to compute \( \tilde{y}^{(t)} = \arg \max_{y \in \mathbb{R}^d} f(\bar{x}^{(t)}, y) - r(y) \) through computing \( c_i(\bar{x}^{(t)}) \) for all \( i \)'s whose computation complexity is equivalent to computing \( n \) stochastic subgradients of \( f \). Hence, the total (equivalent) number of subgradients computed to generate \( \bar{x}^{(\tau)} \) is bounded by
\[
Tn + \sum_{t=0}^{T-1} j_t = O(Tn + T^2) = \tilde{O} \left( \left( \frac{1}{\gamma} + \frac{1}{\mu^2} \right) \frac{n}{\epsilon^2} + \left( \frac{1}{\gamma^2} + \frac{1}{\mu^4} \right) \frac{1}{\epsilon^4} \right).
\]

Proof of Theorem 4.2

We first present the convergence property of the SVRG method (Algorithm 4) in solving (14). This convergence result is well known and can be found in several works \([20, 28, 35]\). For simplicity of notation, we write \( \phi_{\gamma, \lambda}(x, y; \bar{x}, \bar{y}) \) in (15) as \( \phi(x, y) \) and define
\[
\tilde{g}(x) = \frac{1}{2\gamma} \|x - \bar{x}\|_2^2 + g(x) \quad \text{and} \quad \tilde{r}(y) = \frac{1}{\lambda} V_y(y, \bar{y}) + r(y).
\]
We need the following lemma to facilitate the proof.
Lemma A.2: Suppose Assumptions 3.1 and 4.2 hold and γ ∈ (0, 1/(2ρ)) in  over . Let \( μ_x = \frac{1}{2γ} \) and \( μ_y = μ + \frac{1}{γ} \). The function (of \( x \)) max\( y \in \mathcal{Y} \) \( f(x, y) - \bar{r}(y) \) is smooth and its gradient is \( L_x \sqrt{1 + (1 + L_x/μ_x)^2} \)-Lipschitz continuous. The function (of \( y \)) min\( x \in \mathcal{X} \) \( f(x, y) + \bar{g}(x) \) is smooth and its gradient is \( L_y \sqrt{1 + (1 + L_y/μ_y)^2} \)-Lipschitz continuous.

**Proof:** We will only prove the first conclusion because the proof of the second conclusion is similar.

Because \( \bar{r} \) is \( μ_y \)-strongly convex (\( μ_y > 0 \)) with respect to \( V_y \) (and thus with respect to the norm \( \| \cdot \| \)), according to Assumption 3.1, the solution of max\( y \in \mathcal{Y} \) \( f(x, y) - \bar{r}(y) \) is unique and we denoted it by \( y_x \) to reflect its dependency on \( x \). According to Danskin’s theorem, max\( y \in \mathcal{Y} \) \( f(x, y) - \bar{r}(y) \) is differentiable and its gradient is \( \nabla_x f(x, y_x) \).

We next show \( \nabla_x f(x, y_x) \) is Lipschitz continuous with respect to \( x \) on \( \mathcal{X} \). Given any \( x, x' \in \mathcal{X} \), by the definition of \( y_x \) and \( y_{x'} \) and the strong convexity of \( \bar{r} \) with respect to norm \( \| \cdot \| \), the following two inequalities hold:

\[
\bar{r}(y_x) - f(x, y_x) + \frac{μ_y}{2} \| y_x - y_{x'} \|^2 \leq \bar{r}(y_{x'}) - f(x, y_{x'})
\]

\[
\bar{r}(y_{x'}) - f(x', y_{x'}) + \frac{μ_y}{2} \| y_{x'} - y_x \|^2 \leq \bar{r}(y_x) - f(x', y_x).
\]

Summing up these two inequality gives us

\[
\frac{μ_y}{2} \| y_x - y_{x'} \|^2 \leq f(x, y_x) - f(x', y_{x'}) + f(x', y_{x'}) - f(x, y_{x'}).
\]

\[
\leq (x - x')^T \nabla_x f(x', y_{x'}) - (x - x')^T \nabla_x f(x, y_{x'}) + L_x \| x - x' \|_2^2
\]

\[
\leq \| x - x' \|_2 \| \nabla_x f(x', y_{x'}) - \nabla_x f(x, y_{x'}) \|_2 + L_x \| x - x' \|_2^2
\]

\[
\leq \| x - x' \|_2 \| \nabla_x f(x', y_{x'}) - \nabla_x f(x, y_{x'}) \|_2 + L_x \| x - x' \|_2^2
\]

where the second and fourth inequalities are because of the \( L_x \)-Lipschitz continuity of \( \nabla_x f(x, y) \), the third is from Cauchy–Schwarz inequality, and the last one is from Young’s inequality. Reorganizing the terms in the inequality above leads to

\[
\| y_x - y_{x'} \|^2 \leq \frac{L_x^2}{μ_y} \| x' - x \|_2^2 + \| x - x' \|_2^2 + \frac{2L_x}{μ_y} \| x - x' \|_2^2 = \left( 1 + \frac{L_x}{μ_y} \right)^2 \| x - x' \|_2^2. \tag{A17}
\]

In addition, by \( L_x \)-Lipschitz continuity of \( \nabla_x f(x, y) \) again, we have

\[
\| \nabla_x f(x, y_x) - \nabla_x f(x', y_{x'}) \|_2 \leq L_x \sqrt{\| x - x' \|_2^2 + \| y_x - y_{x'} \|^2}.
\]

Applying (A17) to this inequality implies the first conclusion of this lemma.

**Proposition A.3 (Convergence of Algorithm 3):** Suppose Assumptions 3.1 and 4.2 hold. Algorithm 3 guarantees

\[
\mathbb{E} \left[ \frac{μ_x}{2} \| \hat{x}^{(K-1)} - x_\dagger \|_2^2 \right] \leq \mathbb{E} \left[ \max_{y \in \mathbb{R}^q} \phi_y \left( \hat{x}^{(K-1)}, y; \hat{x} \right) - \min_{x \in \mathbb{R}^p, y \in \mathbb{R}^q} \phi_y (x, y; \hat{x}) \right]
\]

\[
\leq \left( \frac{3}{4} \right)^{K-1} \left( \frac{1}{4} + \frac{A}{2} \right) \left[ μ_x D_x^2 + μ_y D_y^2 \right] + \frac{D_y^2}{2λ}. \tag{A18}
\]

where \( μ_x = \frac{1}{2γ} \), \( μ_y = \frac{1}{γ} + μ \), and \( x_\dagger = \text{prox}_{γ ψ} (\hat{x}) \).
Proof: We denote the saddle point of (14) as \((x_*, y_*)\). We first focus on the \(k\)th outer iteration in Algorithm 3. Let \(E_j\) represent the conditional expectation conditioning on \((x^{(0)}, y^{(0)}) = (\tilde{x}^{(k)}, \tilde{y}^{(k)})\) and all random events that happen before the \(j\)th inner iteration of Algorithm 3.

The optimality conditions of the updating equations of \((x^{(j+1)}, y^{(j+1)})\) imply

\[
\left(1 + \frac{1}{\eta_x}\right) \frac{\|x - x^{(j+1)}\|^2}{2} + (x^{(j+1)})^T g_x^{(j)} + \tilde{g}(x^{(j+1)}) + \frac{\|x - x^{(j+1)}\|^2}{2\eta_x} 
\]

\[
\leq x^T g_x^{(j)} + \tilde{g}(x) + \frac{\|x - x\|^2}{2\eta_x} \tag{A19}
\]

\[
(\mu_y + \frac{1}{\eta_y}) V_y(y, y^{(j+1)}) - (y^{(j+1)})^T g_y^{(j)} + \tilde{r}(y^{(j+1)}) + \frac{V_y(y^{(j+1)}, y^{(j)})}{\eta_y} 
\]

\[
\leq -y^T g_y^{(j)} + \tilde{r}(y) + \frac{V_y(y, y^{(j)})}{\eta_y} \tag{A20}
\]

for any \(x \in \mathcal{X}\) and \(y \in \mathcal{Y}\). We define

\[
\tilde{\mathcal{P}}(x) := f(x, y_*) + \tilde{g}(x) - f(x_*, y_*) - \tilde{g}(x_*) \tag{A21}
\]

\[
\tilde{D}(y) := f(x_*, y) - \tilde{r}(y) - f(x_*, y_*) + \tilde{r}(y_*) \tag{A22}
\]

Note that \(\min_{x \in \mathcal{X}} \tilde{\mathcal{P}}(x) = \tilde{\mathcal{P}}(x_*) = 0\) and \(\max_{y \in \mathcal{Y}} \tilde{D}(y) = \tilde{D}(y_*) = 0\). By the \(\mu_x\)-strong convexity of \(\tilde{\mathcal{P}}(x)\) with respect to Euclidean distance\(^4\) and the \(\mu_y\)-strong convexity of \(\tilde{D}(y)\) with respect to \(V_y\), we can show that

\[
\tilde{\mathcal{P}}(x) \geq \mu_x \frac{\|x - x_\|^2}{2} \quad \text{and} \quad -\tilde{D}(y) \geq \mu_y V_y(y, y_*) \tag{A23}
\]

We choose \(x = x_*\) in (A19) and \(y = y_*\) in (A20), and then add (A19) and (A20) together. After organizing terms, we obtain

\[
\left(1 + \frac{1}{\eta_x}\right) \frac{\|x_\* - x^{(j+1)}\|^2}{2} + (x^{(j+1)})^T g_x^{(j)} + \tilde{g}(x^{(j+1)}) + \frac{(\mu_y + \frac{1}{\eta_y})}{\eta_y} V_y(y^{(j+1)}, y^{(j)}) + f(x_\*, y) 
\]

\[
+ \frac{V_y(y^{(j+1)}, y^{(j)})}{\eta_y} - \frac{\|x_\* - x^{(j+1)}\|^2}{2\eta_x} - \frac{V_y(y^{(j+1)}, y^{(j)})}{\eta_y} \tag{A24}
\]

\[
\leq (x_\* - x^{(j+1)})^T g_x^{(j)} - (y_\* - y^{(j+1)})^T g_y^{(j)}.
\]

We reorganize the right hand side of the inequality above as follows:

\[
(x_\* - x^{(j+1)})^T g_x^{(j)} - (y_\* - y^{(j+1)})^T g_y^{(j)}
\]

\[
= (x_\* - x^{(j)})^T [g_x^{(j)} - \nabla_x f(x^{(j)}, y^{(j)})] - (y_\* - y^{(j)})^T [g_y^{(j)} - \nabla_y f(x^{(j)}, y^{(j)})] 
\]

\[
+ (x^{(j)} - x^{(j+1)})^T [g_x^{(j)} - \nabla_x f(x^{(j)}, y^{(j)})] - (y^{(j)} - y^{(j+1)})^T [g_y^{(j)} - \nabla_y f(x^{(j)}, y^{(j)})] 
\]

\[
+ (x_\* - x^{(j+1)})^T \nabla_x f(x^{(j)}, y^{(j)}) - (y_\* - y^{(j+1)})^T \nabla_y f(x^{(j)}, y^{(j)}). \tag{A24}
\]

Next, we study the three lines on the right-hand side of (A3), respectively. Since the random index \(l\) is independent of \(x^{(j)}\) and \(y^{(j)}\), we have

\[
\mathbb{E}_l \left[(x_\* - x^{(j)})^T [g_x^{(j)} - \nabla_x f(x^{(j)}, y^{(j)})] - (y_\* - y^{(j)})^T [g_y^{(j)} - \nabla_y f(x^{(j)}, y^{(j)})] \right] = 0 \tag{A25}
\]
by the definition of $g^{(j)}_x$ and $g^{(j)}_y$. By the definition of $g^{(j)}_x$, Cauchy–Schwarz inequality and Young’s inequality, we have

$$
\mathbb{E}_j \left[ (x^{(j)} - x^{(j+1)})^\top \left[ g^{(j)}_x - \nabla_x f(x^{(j)}, y^{(j)}) \right] \right] 
\leq \frac{1}{2a} \mathbb{E}_j \|x^{(j)} - x^{(j+1)}\|_2^2 
+ \frac{a}{2} \mathbb{E}_j \|\nabla_x f(\tilde{x}^{(k)}, \tilde{y}^{(k)}) - \nabla_x f(\tilde{x}^{(k)}, \tilde{y}^{(k)}) + \nabla_x f(x^{(j)}, y^{(j)}) - \nabla_x f(x^{(j)}, y^{(j)})\|_2^2 
\leq \frac{1}{2a} \mathbb{E}_j \|x^{(j)} - x^{(j+1)}\|_2^2 + 2at^2_x \|x^{(j)} - x_s\|_2^2 + 2at^2_x \|\tilde{x}^{(k)} - x_s\|_2^2 
+ 4aL^2_x V_y(y^{(j)}, y_s) + 4aL^2_x V_y(\tilde{y}^{(k)}, y_s),
$$

(A26)

where $a > 0$ is a constant to be determined later. Similarly, we can prove that

$$
\mathbb{E}_j \left[ (y^{(j)} - y^{(j+1)})^\top \left[ \nabla_y f(x^{(j)}, y^{(j)}) - g^{(j)}_y \right] \right] 
\leq \frac{1 - b}{b} V_y(y^{(j+1)}, y^{(j)}) + 2bL^2_y \|\tilde{x}^{(k)} - x_s\|_2^2 + 2bL^2_y \|x^{(j)} - x_s\|_2^2 
+ 4bL^2_y V_y(y^{(j)}, y_s) + 4bL^2_y V_y(\tilde{y}^{(k)}, y_s),
$$

(A27)

where $b > 0$ is a constant to be determined later. Next, we consider the third line in the right-hand side of (A24). We first show that

$$(x_s - x^{(j+1)})^\top \nabla_x f(x^{(j)}, y^{(j)}) 
\leq (x_s - x^{(j+1)})^\top \nabla_x f(x^{(j+1)}, y^{(j+1)}) + \frac{1}{2c} \|x_s - x^{(j+1)}\|_2^2 
+ \frac{c}{2} L^2_x \|x^{(j)} - x^{(j+1)}\|_2^2 + \frac{c}{2} L^2_y \|y^{(j)} - y^{(j+1)}\|_2^2 
\leq f(x_s, y^{(j+1)}) - f(x^{(j+1)}, y^{(j+1)}) + \frac{\rho}{2} \|x_s - x^{(j+1)}\|_2^2 + \frac{1}{2c} \|x_s - x^{(j+1)}\|_2^2 
+ \frac{c}{2} L^2_x \|x^{(j)} - x^{(j+1)}\|_2^2 + cL^2_y V_y(y^{(j+1)}, y^{(j)}),
$$

(A28)

where $c > 0$ is a constant to be determined later. Similarly, we have

$$(y_s - y^{(j+1)})^\top \nabla_y f(x^{(j)}, y^{(j)}) 
\leq -f(x^{(j+1)}, y_s) + f(x^{(j+1)}, y^{(j+1)}) + \frac{1}{d} V_y(y^{(j+1)}, y_s) + \frac{d}{2} L^2_y \|x^{(j)} - x^{(j+1)}\|_2^2 
+ dL^2_y V_y(y^{(j+1)}, y^{(j)}),
$$

(A29)

where $d > 0$ is a constant to be determined later.

Applying inequalities from (A25) to (A29) to (A24) leads to the following inequality:

$$
\left( \mu_x + \frac{1}{\eta_x} - \frac{1}{c} \right) \frac{1}{\mathbb{E}_j} \|x_s - x^{(j+1)}\|_2^2 + \left( \mu_y + \frac{1}{\eta_y} - \frac{1}{d} \right) \mathbb{E}_j V_y(y_s, y^{(j+1)}) 
+ \mathbb{E}_j \left( \mathcal{P}(x^{(j+1)}) - \mathcal{D}(y^{(j+1)}) \right) 
\leq \left( 4aL^2_x + 4bL^2_y + \frac{1}{\eta_x} \right) \|x_s - x^{(j)}\|_2^2 + \left( 4aL^2_x + 4bL^2_y + \frac{1}{\eta_y} \right) V_y(y_s, y) 
+ \left( 2aL^2_x + 2bL^2_y \right) \|x_s - \tilde{x}^{(k)}\|_2^2 + \left( 4aL^2_x + 4bL^2_y \right) V_y(y_s, \tilde{y}^{(k)})
$$
Applying this inequality recursively for \( j = 0, 1, \ldots, J - 1 \), we obtain

\[
\frac{(\mu_x}{2} + \frac{1}{\eta_x}) \mathbb{E}_j \| x - x^{(j)} \|^2_2 + \frac{(\mu_y}{2} + \frac{1}{\eta_y}) \mathbb{E}_j V_y(y, y^{(j)})
\]

Choosing \( a = b = \frac{\min\{\mu_x, \mu_y\}}{\max\{L_x^2, L_y^2\}} \cdot \frac{c}{\mu_x} \) and \( d = \frac{2}{\mu_y} \) in the inequality above, we obtain

\[
\left( \frac{\mu_x}{6} + \frac{1}{\eta_x} \right) \frac{\| x - x^{(j)} \|^2_2}{2} + \left( \frac{\mu_y}{6} + \frac{1}{\eta_y} \right) V_y(y, y) \frac{\| x - \bar{x}^{(k)} \|^2_2}{2} + \frac{\mu_x}{12} \mathbb{E}_j \| x - \bar{x}^{(k)} \|^2_2 + \frac{\mu_y}{6} V_y(y, \tilde{y}^{(k)})
\]

\[
+ \left( \frac{52}{\min\{\mu_x, \mu_y\}} - \frac{1}{\eta_x} \right) \frac{\| x - x^{(j)} \|^2_2}{2}
\]

\[
+ \left( \frac{52}{\min\{\mu_x, \mu_y\}} - \frac{1}{\eta_y} \right) \mathbb{E}_j V_y(y^{(j)}, y^{(j)}).
\]  (A31)

Given that \( \eta_x = \frac{1}{\mu_x} \) and \( \eta_y = \frac{1}{\mu_y} \) with \( \Lambda = \frac{\max\{L_x^2, L_y^2\}}{\min\{\mu_x, \mu_y\}} \), we have \( \frac{52}{\min\{\mu_x, \mu_y\}} \leq \frac{1}{\eta_x} \) and \( \frac{52}{\min\{\mu_x, \mu_y\}} \leq \frac{1}{\eta_y} \). After organizing terms, inequality (A31) becomes

\[
\frac{\mu_x}{2} \mathbb{E}_j \| x - x^{(j)} \|^2_2 + \mu_y \mathbb{E}_j V_y(y, y^{(j)}) + \left( \frac{1}{2} + \Lambda \right)^{-1} \mathbb{E}_j \left( \mathcal{P}(x^{(j)}) - \mathcal{D}(y^{(j)}) \right)
\]

\[
\leq \left( 1 - \frac{1}{3/2 + 3\Lambda} \right) \left[ \frac{\mu_x}{2} \| x - x^{(j)} \|^2_2 + \mu_y V_y(y, y) \right]
\]

\[
+ \frac{1}{3/2 + 3\Lambda} \left( \frac{\mu_x}{2} \| x - \bar{x}^{(k)} \|^2_2 + \mu_y V_y(y, \tilde{y}^{(k)}) \right).
\]

Applying this inequality recursively for \( j = 0, 1, \ldots, J - 2 \) and organizing terms, we have

\[
\frac{\mu_x}{2} \mathbb{E}_j \| x - x^{(j-1)} \|^2_2 + \mu_y \mathbb{E}_j V_y(y, y^{(j-1)}) + \left( \frac{1}{2} + \Lambda \right)^{-1} \mathbb{E}_j \left( \mathcal{P}(x^{(j-1)}) - \mathcal{D}(y^{(j-1)}) \right)
\]

\[
\leq \left( 1 - \frac{1}{3/2 + 3\Lambda} \right)^{j-1} \left[ \frac{\mu_x}{2} \| x - x^{(0)} \|^2_2 + \mu_y V_y(y, y^{(0)}) \right]
\]

\[
+ \frac{1}{2} \left( \frac{\mu_x}{2} \| x - \bar{x}^{(k)} \|^2_2 + \mu_y V_y(y, \tilde{y}^{(k)}) \right)
\]

Recall that \((\bar{x}^{(0)}, y^{(0)}) = (\bar{x}^{(k)}, \tilde{y}^{(k)})\) and \((x^{(j-1)}, y^{(j-1)}) = (\bar{x}^{(k+1)}, \tilde{y}^{(k+1)})\) and the fact that \( J = 1 + (3/2 + 3\Lambda) \log(4) \) in Algorithm 3. The inequality above implies

\[
\frac{\mu_x}{2} \mathbb{E}_j \| x - \bar{x}^{(k+1)} \|^2_2 + \mu_y \mathbb{E}_j V_y(y, \tilde{y}^{(k+1)}) + \left( \frac{1}{2} + \Lambda \right)^{-1} \left( \mathcal{P}(\bar{x}^{(k+1)}) - \mathcal{D}(\tilde{y}^{(k+1)}) \right)
\]
Applying this inequality and (A32) recursively for 

\[ P(x) := \max_{y \in \mathcal{Y}} \phi(x, y) \quad \text{and} \quad D(y) := \min_{x \in \mathcal{X}} \phi(x, y) \]

and we can easily show that

\[
P(x) - D(y) 
\leq \hat{P}(x) - \hat{D}(y) + \frac{L_x}{\mu_x} \sqrt{1 + \left(1 + \frac{L_x}{\mu_y}\right)^2 + \frac{L_y}{\mu_y} \sqrt{1 + \left(1 + \frac{L_y}{\mu_x}\right)^2}} \mu_y V_y(y, y) \]

(A33)

for any \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \). Note that, by the definition of \( \Lambda \), we have

\[
\frac{L_x}{\mu_y} \sqrt{1 + \left(1 + \frac{L_x}{\mu_y}\right)^2 + \frac{L_y}{\mu_y} \sqrt{1 + \left(1 + \frac{L_y}{\mu_x}\right)^2}} \leq \frac{1}{2} + \Lambda.
\]

With these results, inequality (A33) implies

\[
P(x) - D(y) \leq \hat{P}(x) - \hat{D}(y) + \left(\frac{1}{2} + \Lambda\right) \mu_x \|x - x_s\|_2^2 + \left(\frac{1}{2} + \Lambda\right) \mu_y V_y(y, y).
\]

Choosing \((x, y) = (\hat{x}^{(k+1)}, \hat{y}^{(k+1)})\) and applying (A32) to the inequality above yield

\[
P(\hat{x}^{(k+1)}) - D(\hat{y}^{(k+1)}) \leq \frac{3}{4} \left(\frac{1}{2} + \Lambda\right) \left[ \mu_x \|x_s - \hat{x}^{(k)}\|_2^2 + \mu_y V_y(y, \hat{y}^{(k)}) \right].
\]

Applying this inequality and (A32) recursively for \( k = 0, 1, \ldots, K - 2 \), we have

\[
P(\hat{x}^{(K-1)}) - D(\hat{y}^{(K-1)}) \leq \left(\frac{3}{4}\right)^{K-1} \left(\frac{1}{2} + \Lambda\right) \left[ \mu_x \|x_s - \hat{x}^{(0)}\|_2^2 + \mu_y V_y(y, \hat{y}^{(0)}) \right].
\]

According to the facts that \( D(\hat{y}^{(K-1)}) \leq \min_{y \in \mathcal{Y}} \max_{x \in \mathcal{X}} \phi(x, y) \) and \((\hat{x}^{(0)}, \hat{y}^{(0)}) = (\hat{x}, \hat{y})\), we have

\[
\max_{y \in \mathcal{Y}} \phi(\hat{x}^{(K-1)}, y) - \min_{y \in \mathcal{Y}} \phi(x, y) \leq \left(\frac{3}{4}\right)^{K-1} \left(\frac{1}{2} + \Lambda\right) \left[ \mu_x \|x_s - \hat{x}\|_2^2 + \mu_y V_y(y, \hat{y}) \right].
\]

Because \( \hat{y} \in \arg\min_{y \in \mathcal{Y}} d_y(y) \) and Assumption 4.2C holds, we have \( V_y(y, \hat{y}) \leq \max_{y \in \mathcal{Y}} d_y(y) - \min_{y \in \mathcal{Y}} d_y(y) \leq D_y^2/2 \). As a result, we have

\[
\max_{y \in \mathcal{Y}} \phi_y(\hat{x}^{(K-1)}, y; \hat{x}) - \min_{y \in \mathcal{Y}} \phi_y(x, y; \hat{x}) \leq \max_{y \in \mathcal{Y}} \phi_y(\hat{x}^{(K-1)}, y; \hat{x}, \hat{y}) - \min_{y \in \mathcal{Y}} \phi_y(x, y; \hat{x}, \hat{y}) + \frac{D_y^2}{2}. 
\]
Then, we have

\[
R \text{earranging the inequality above gives }
\]

\[
\left( \frac{3}{4} \right)^{K-1} \left( \frac{1}{2} + \Delta \right) \left[ \frac{\mu_x \|x_t - \bar{x}\|^2}{2} + \mu_y V_y(y, \bar{y}) \right] + \frac{D_y^2}{2\lambda},
\]

which completes the proof of the second inequality in (A18) after applying the definitions of \( D_x \) and \( D_y \) in Assumption 4.2C. The first inequality in (A18) holds because of \( (\frac{1}{2} - \rho) \)-strong convexity of \( \phi \) in \( x \) and the fact that \( \frac{1}{2} - \rho \geq \frac{1}{2\rho} = \mu_x \) as \( \gamma \in (0, 1/(2\rho)] \). \( \square \)

**Proof of Theorem 4.2:** Recall that \( \max_{x \in \mathbb{R}^d} \phi_y(x, \bar{x}) = \psi(x) + \frac{1}{2\rho} \|x - \bar{x}\|^2 \). We choose \( \bar{x} = \bar{x}^{(t)} \), \( \bar{x} = \bar{x}^{(t+1)} \), \( K = k_t, \lambda = \lambda_t, \mu_y = \mu_y^t \) and \( \Delta = \Delta_t \) in Proposition A.3 with \( k, k_t, \lambda_t, \mu_y^t \) and \( \Delta_t \) defined as in the \( t \)th iteration of Algorithm 4, and obtain

\[
\mathbb{E} \left[ \psi(\bar{x}^{(t+1)}) + \frac{1}{2\gamma} \|\bar{x}^{(t+1)} - \bar{x}^{(t)}\|^2 - \psi(x_t) - \frac{1}{2\gamma} \|x_t - \bar{x}^{(t)}\|^2 \right] \leq F_t + \frac{D_y^2}{2\lambda_t}
\]

(A34)

\[
\mathbb{E} \left[ \frac{\mu_x}{2} \|x^{(t+1)} - x_t\|^2 \right] \leq F_t + \frac{D_y^2}{2\lambda_t}
\]

(A35)

where

\[
F_t := \left( \frac{3}{4} \right)^{k_t-1} \left( \frac{1}{4} + \frac{\Lambda_t}{2} \right) \left[ \mu_x D_x^2 + \mu_y^t D_y^2 \right].
\]

Using the inequalities above together with (A6), we can show that

\[
\mathbb{E} \psi(\bar{x}^{(t+1)}) \leq \mathbb{E} \psi(x_t) + \frac{1}{2\gamma} \mathbb{E} \|x_t - \bar{x}^{(t)}\|^2 - \frac{1}{2\gamma} \mathbb{E} \|\bar{x}^{(t+1)} - \bar{x}^{(t)}\|^2 + F_t + \frac{D_y^2}{2\lambda_t}
\]

\[
\leq \mathbb{E} \psi(x_t) + \frac{1}{2\gamma} \left( \frac{1}{3} \mathbb{E} \|x_t - \bar{x}^{(t)}\|^2 + 9 \mathbb{E} \|x_t - \bar{x}^{(t+1)}\|^2 \right) + F_t + \frac{D_y^2}{2\lambda_t}
\]

\[
\leq \mathbb{E} \psi(x_t) + \frac{1}{6\gamma} \mathbb{E} \|x_t - \bar{x}^{(t)}\|^2 + 9 \left( F_t + \frac{D_y^2}{2\lambda_t} \right).
\]

where the first two inequalities are because of (A34) and (A6), respectively, and the last inequality is because (A35) and \( \mu_x = \frac{1}{2\gamma} \). Combining this inequality with (A5) leads to

\[
\mathbb{E} \psi(\bar{x}^{(t+1)}) \leq \mathbb{E} \psi(x_t) - \frac{1}{3\gamma} \mathbb{E} \|x_t - \bar{x}^{(t)}\|^2 + 9 \left( F_t + \frac{D_y^2}{2\lambda_t} \right).
\]

Adding the inequalities for \( t = 0, \ldots, T - 1 \) yields

\[
\mathbb{E} \psi(\bar{x}^{(T)}) \leq \mathbb{E} \psi(\bar{x}^{(0)}) - \sum_{t=0}^{T-1} \frac{1}{3\gamma} \mathbb{E} \|x_t^{(t)} - \bar{x}^{(t)}\|^2 + 9 \sum_{t=0}^{T-1} \left( F_t + \frac{D_y^2}{2\lambda_t} \right).
\]

Rearranging the inequality above gives

\[
\sum_{t=0}^{T-1} \mathbb{E} \|x_t^{(t)} - \bar{x}^{(t)}\|^2 \leq 3\gamma \left( \mathbb{E} \psi(\bar{x}^{(0)}) - \psi^* + 9 \sum_{t=0}^{T-1} \left( F_t + \frac{D_y^2}{2\lambda_t} \right) \right),
\]

where \( \psi^* = \min_{x \in \mathbb{R}^p} \psi(x) > -\infty \). Let \( \tau \) be a uniform random variable supported on \( \{0, 1, \ldots, T - 1\} \). Then, we have

\[
\mathbb{E} \|x_t^{(t)} - \bar{x}^{(t)}\|^2 \leq \frac{3\gamma}{T} \left( \mathbb{E} \psi(\bar{x}^{(0)}) - \psi^* + 9 \sum_{t=0}^{T-1} \left( F_t + \frac{D_y^2}{2\lambda_t} \right) \right).
\]

(A36)
Next, we derive the complexity of Algorithm 4 when $\mu > 0$ and $\mu = 0$ separately. Suppose $\mu > 0$. Algorithm 4 chooses

$$
\kappa_t = \left\lceil 1 + 4 \log \left( 9(t + 1)^2 \left( \frac{1}{4} + \frac{\Lambda_t}{2} \right) \left( \mu_x D_x^2 + \mu_y D_y^2 \right) \right) \right\rceil \quad \text{and} \quad \lambda_t = +\infty
$$

such that $\frac{1}{\kappa_t} = 0$, $\mu^t = \mu$, and $\Lambda_t = \frac{52 \max\{L_x^2, L_y^2\}}{\min\{\mu_x^2, \mu_y^2\}} = O(\gamma^2 + \frac{1}{\mu})$. Therefore,

$$
9 \sum_{t=0}^{T-1} \left( F_t + \frac{D_y^2}{2\lambda_t} \right) = 9 \sum_{t=0}^{T-1} \frac{1}{(t+2)^2} \leq \frac{\pi^2}{6}.
$$

Recall that $E[\text{Dist}(\mathbf{0}, \nabla \psi(\mathbf{x}_t^{(r)}))]^2 \leq \frac{1}{\gamma^2} E[\|\mathbf{x}_t^{(r)} - \tilde{x}^{(r)}\|_2^2]$ holds by the definition of $\mathbf{x}_t^{(r)}$. According to (A36), we can ensure $E[\text{Dist}(\mathbf{0}, \nabla \psi(\mathbf{x}_t^{(r)}))]^2 \leq \epsilon^2$ by choosing

$$
T = 3\left( \frac{(\mathbf{x}^{(0)}) - \psi^* + \pi^2/6}{\gamma \epsilon^2} \right).
$$

In this case, there are $J = j_t := \lceil 1 + (\frac{3}{2} + 3\Lambda_t) \log(4) \rceil$ inner iterations in Algorithm 3 at iterate $t$ of Algorithm 4. One stochastic gradient $(\mathbf{g}_x^{(j)}, \mathbf{g}_y^{(j)})$ of $f$ is computed in each inner iteration of Algorithm 3 and thus there are $kJ_t$ stochastic gradients computed in the $t$th iteration of Algorithm 4. One deterministic gradient $(\mathbf{g}_x^{(k)}, \mathbf{g}_y^{(k)})$ of $f$ is computed in each outer iteration of Algorithm 3 whose complexity is equivalent to computing $n$ stochastic gradients of $f$. Hence, there are $k_t n + k_t j_t$ (equivalent) stochastic gradients computed in the $t$th iteration of Algorithm 4. Therefore, the total number of stochastic gradients computed to generate $\tilde{x}^{(r)}$ is bounded by

$$
\sum_{t=0}^{T-1} k_t (n + j_t)
$$

$$
\leq \sum_{t=0}^{T-1} \left( 1 + 4 \log \left( 9(t + 1)^2 \left( \frac{1}{4} + \frac{\Lambda_t}{2} \right) \left( \mu_x D_x^2 + \mu_y D_y^2 \right) \right) \right) \left( n + 1 + \left( \frac{3}{2} + 3\Lambda_t \right) \log(4) \right)
$$

$$
= \tilde{O}(nT) = \tilde{O} \left( \frac{n}{\gamma \epsilon^2} + \left( \gamma^2 + \frac{1}{\mu^2} \right) \frac{1}{\gamma \epsilon^2} \right) = \tilde{O} \left( \frac{n}{\gamma \epsilon^2} + \frac{\gamma}{\epsilon^2} + \frac{1}{\mu^2 \gamma \epsilon^2} \right).
$$

Suppose $\mu = 0$. Algorithm 4 chooses

$$
\kappa_t = \left\lceil 1 + 4 \log \left( 9(t + 1)^2 \left( \frac{1}{4} + \frac{\Lambda_t}{2} \right) \left( \mu_x D_x^2 + \mu_y D_y^2 \right) \right) \right\rceil \quad \text{and} \quad \lambda_t = t + 2
$$

such that $\mu^t = \frac{1}{\kappa_t}$ and $\Lambda_t = \frac{52 \max\{L_x^2, L_y^2\}}{\min\{\mu_x^2, \mu_y^2\}(t+2)} = O(\gamma^2 + t^2)$. We denote $j$ in Algorithm 3 under this case as $j_t$ so that $j_t = \lceil 1 + (\frac{3}{2} + 3\Lambda_t) \log(4) \rceil$. Therefore,

$$
9 \sum_{t=0}^{T-1} \left( F_t + \frac{D_y^2}{2\lambda_t} \right) = 9 \sum_{t=0}^{T-1} \frac{1}{(t+2)^2} + 9 \sum_{t=0}^{T-1} \frac{D_y^2}{2(t+2)} \leq \frac{\pi^2}{6} + \ln(T + 2) \frac{9D_y^2}{2}.
$$

Recall that $E[\text{Dist}(\mathbf{0}, \nabla \psi(\mathbf{x}_t^{(r)}))]^2 \leq \frac{1}{\gamma^2} E[\|\mathbf{x}_t^{(r)} - \tilde{x}^{(r)}\|_2^2]$ holds by the definition of $\mathbf{x}_t^{(r)}$. According to (A36), we can ensure $E[\text{Dist}(\mathbf{0}, \nabla \psi(\mathbf{x}_t^{(r)}))]^2 \leq \epsilon^2$ by choosing

$$
T = \max \left\{ \frac{6(\psi(\mathbf{x}^{(0)}) - \psi^* + \pi^2/6)}{\gamma \epsilon^2}, \frac{54D_y^2}{\gamma \epsilon^2} \ln \left( \frac{54D_y^2}{\gamma \epsilon^2} \right) \right\}.
$$
Following the same scheme of counting as in the case when $\mu > 0$, the total (equivalent) number of stochastic gradients computed to generate $\tilde{x}^{(r)}$ is bounded by

$$\sum_{t=0}^{T-1} k_t (n + j_t) = \sum_{t=0}^{T-1} \tilde{O}(n + \gamma^2 + t^2) = \tilde{O} \left( \frac{n}{\gamma^2 e^2} + \frac{\gamma}{e^2} + \frac{1}{\gamma^3 e^6} \right).$$