Doubling the field of view in off-axis low-coherence interferometric imaging
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We present a new interferometric and holographic approach, named interferometry with doubled imaging area (IDIA), with which it is possible to double the camera field of view while performing off-axis interferometric imaging, without changing the imaging parameters, such as the magnification and the resolution. This technique enables quantitative amplitude and phase imaging of wider samples without reducing the acquisition frame rate due to scanning. The method is implemented using a compact interferometric module that connects to a regular digital camera, and is useful in a wide range of applications in which neither the field of view nor the acquisition rate can be compromised. Specifically, the IDIA principle allows doubling the off-axis interferometric field of view, which might be narrower than the camera field of view due to low-coherence illumination. We demonstrate the proposed technique for scan-free quantitative optical thickness imaging of microscopic biological samples, including live neurons and a human sperm cell in rapid motion under high magnification. In addition, we used the IDIA principle to perform non-destructive profilometry during a rapid lithography process of transparent structures.
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INTRODUCTION

Digital interferometric and holographic imaging is a quantitative optical imaging technique that is able to capture the complex wavefront (amplitude and phase) of light interacting with a sample. This capturing is performed by recording the spatial interference pattern of the beam that interacted with the sample and a mutually coherent reference beam using a digital camera. Interferometric and holographic imaging techniques have affected many fields of science over the past 55 years. One of these techniques, developed mostly in the past 10 years, is digital interferometric phase microscopy (IPM), also called digital holographic microscopy. IPM is a label-free quantitative tool for capturing the complex wavefront of transparent or translucent microscopic samples, and processing it into the spatial optical thickness maps of the samples. This tool is useful for a wide range of applications, including label-free biological cell imaging and non-destructive quality tests of optical elements.1–7

Although it is easier to obtain interference with a highly coherent source, using such a source in interferometric and holographic imaging in general, and in IPM in particular, significantly reduces the image quality due to parasitic interferences and coherent noise.7–12 To overcome this problem, low-coherence light sources are employed. However, to obtain interference using these sources, meticulous alignment between the optical paths of the two beams is required. For off-axis interferometric geometry, which enables a single-exposure acquisition mode, the sample and the reference beams interfere on the digital camera with a small angle. Thus, even with strict alignment between the beam optical paths, it is frequently not possible to obtain low-coherence interference on the entire camera field of view (FOV) due to the angular beam-path difference across the beam cross-section, which might be above the coherence length of the source.9 The practical implication of this limitation is that large samples cannot be simultaneously recorded by off-axis interferometry on the entire camera sensor using low-coherence sources. Diffractive gratings can solve this problem by tilting the field of the beams to be in plane,9–11 with the cost of possible aliasing and image modulation.

Even when using a highly coherent source, where the off-axis interference is obtained on the entire camera sensor, many interferometric setups have a small acquisition FOV, because the size of the camera sensor used for the digital recording of the interferogram is smaller than the optical FOV defined by the microscope-objective aperture projected onto the camera plane. This narrow camera-FOV restriction is especially critical when imaging large samples with fine details under high magnifications, or when imaging dynamics of objects that might move out of the camera FOV.

In this paper, we present a new technique, referred to as interferometry with doubled imaging area (IDIA), which is capable of doubling the off-axis interferometric FOV without using special optical elements. This FOV doubling is performed by optically multiplexing two off-axis orthogonal interferograms from different FOVs of the sample on the same camera sensor using a smart design of the optical system. In the case that the off-axis interference is not obtained on the entire camera sensor due to low-coherence illumination, we can use the IDIA technique to create an interference area that is doubled in size compared to the initial low-coherence interference area. In the case
that the off-axis interference is obtained on the entire camera sensor, we can use the IDIA technique to double the camera FOV. In any case, the FOV doubling is performed while sharing the camera dynamic range, and without compromising the imaging parameters, such as magnification and resolution. On the other hand, because narrowing the FOV of the digital camera can help speed up the camera frame rate, the technique also enables faster acquisition rates of highly dynamic objects or phenomena, while recording half of the original camera FOV and still being able to reconstruct the original FOV.

It should be noted that narrow camera FOV is also a problem with other types of imaging modalities, where FOV multiplexing can help increase the imaging system throughput. For example, high-resolution, wide-FOV imaging is a principal requirement in the fields of security and situational awareness. Several optical configurations have been suggested over the years to increase the recorded FOV without increasing the sensor size or losing resolution, but frequently with the sacrifice of time resolution or the extent of the dynamic areas allowed in the recorded image.

In contrast to these non-interferometric methods, and without losing time resolution, the IDIA principle proposes to multiplex two FOVs into a single off-axis interferogram to obtain simultaneous imaging with a wider FOV. Regular interferometry is known to be compressive when reconstructing a three-dimensional image from a single interferogram, but here we optically compress more interferometric information into a single multiplexed off-axis interferogram. Multiplexing several off-axis interferograms into a single interferogram and reconstructing the data encoded into each of them have already been shown to be feasible. This feature has been used in the past for other applications, which include solving the phase unwrapping problem, recording ultrafast events using suitable temporal encoding, and obtaining super-resolution capabilities by synthetically increasing the numerical aperture (NA) of the imaging system.

Although the IDIA principle can be implemented in various holographic and interferometric imaging systems, we implemented this technique by modifying the compact and portable interferometric module recently developed in our group, which can be connected directly to the digital camera to turn it into a powerful off-axis interferometric camera with a wider FOV.

**MATERIALS AND METHODS**

**The IDIA principle**

As shown in Figure 1a, the IDIA technique is based on optically multiplexing two FOVs of the sample and interfering them with a reference beam in off-axis geometry, such that the off-axis interferences from the two FOVs create straight parallel fringes with directions orthogonal to each other, and thus two parts of the image of the sample are recorded simultaneously on a single camera sensor. A possible optical experimental setup that implements this principle is described in the next section. In the case that the same reference beam is used for the two FOVs of the sample, the digital camera at the output of the interferometric system records three separable off-axis interferences: two between the reference beam and each of the sample beams and one between the reference beam and the interfering beams from the two sample beams.
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**Figure 1** The IDIA principle. (a) Optical recording: dual-image off-axis interferometric multiplexing implemented optically. The digital camera records the multiplexed interferogram in a single exposure. (b) Digital reconstruction: the doubled-FOV quantitative phase profile of the sample, extracted digitally using spatial filtering, applied twice. The bolded $E_s$ represent the spatial Fourier transforms of the coinciding $E_s$ (Equation (1)), and $\otimes$ between two $E_s$ represents spatial convolution. FOV, field of view; FT$^{-1}$, inverse Fourier transform; IDIA, interferometry with doubled imaging area.
between the two sample beams. Mathematically, this multiplexed interferogram can be described by the following equation:

$$|E_{s1} + E_{s2} + E_{r}|^2 = |E_{r}|^2 + |E_{s1}|^2 + |E_{s2}|^2 + E_{s1} E_{s2}^* + E_{s2} E_{s1}^* + E_{s1} E_{r}^* + E_{r} E_{s1}^* + E_{s2} E_{r}^* + E_{r} E_{s2}^*$$

(1)

developed at 90° to the off-axis interference between $E_{s2}$ and $E_{r}$. As a result, the off-axis interference between $E_{s1}$ and $E_{s2}$ will be rotated at 45° compared to any of the other two interference patterns. This 45°-rotated interference can be avoided by making sure that the two interferograms are created by orthogonally polarized light beams (not demonstrated in this paper).

In the spatial-frequency domain, the first three terms on the right side of Equation (1) are the auto-correlation elements, representing the intensities of the recorded waves. The other six terms on the right side of Equation (1) represent the cross-correlation elements between the waves. Due to the orthogonal off-axis interferences, and as illustrated in Figure 1b, these six cross-correlation elements are located on different areas of the Fourier plane. Therefore, two sample waves, corresponding to two sample FOVs, can be digitally extracted from the single multiplexed interferogram.

Regular off-axis interferometry, for capturing a single FOV, uses a single sample beam and a single reference beam, which results in two auto-correlation elements (resulting from terms 1 and 3 on the right side of Equation (1)) and two complex-conjugated cross-correlation elements (resulting from terms 6 and 7 on the right side of Equation (1)). Assuming that the maximum spatial frequency of the sample wave is $\omega$, (on each axis), each of the cross-correlation elements occupies a spatial bandwidth of $[-\omega, \omega]$, whereas the auto-correlation elements occupy a spatial bandwidth of $[-2\omega, 2\omega]$. In this case, to avoid an overlap between the cross-correlation elements and the auto-correlation elements, the center of the spatial-frequency contents of the cross-correlation elements is shifted to at least $\geq 3\omega$, by adjusting the off-axis angle between the reference and sample beams, which requires a total spatial bandwidth of at least $8\omega$. This encoding creates an empty space in the spatial-frequency domain, into which we insert the additional cross-correlation elements represented in Equation (1), and thus, FOV multiplexing is possible.

The reconstruction procedure includes an off-axis interferometric digital process (described in detail in other publications 1, 5, 7), applied twice. In the first time, it includes the spatial filtering of $E_{s1} E_{r}^*$, and in the second time, it includes the spatial filtering of $E_{s2} E_{r}^*$. The resulting phase profiles are then unwrapped digitally to avoid $2\pi$ ambiguities. The two FOVs of the sample can be chosen to be located in adjacent places on the sample, so that after the reconstruction process a single continuous and double-sized FOV of the sample is obtained, as illustrated in Figure 1b.

**Experimental setup for implementing the IDIA principle**

A possible optical setup for implementing the IDIA principle described above is presented in Figure 2. The IDIA module, composed of a dual-image off-axis $\tau$ interferometer, is a portable interferometric module connected to the digital camera located at the output of the imaging system. The image from the coherently or partially coherently illuminated object is projected onto the input of the module instead of directly onto the digital camera. In the interferometric module, the image is optically Fourier transformed by lens L1, while being split into two beams using beam splitter BS1. One of the beams is filtered by pinhole P and reflected by mirror M, where the pinhole transfers only a very small bandwidth around the zero spatial frequency, and thus creates a reference beam by effectively erasing the sample information.6,7 Next, the reference beam is optically Fourier transformed back to the camera plane by lens L2, where lenses L1 and L2 are positioned in a 4f lens configuration (i.e., the distance between the image plane in the output of the imaging system and L1 is equal to the lens focal length, the distance between L1 and L2 is equal to sum of their focal lengths, and the distance between lens L2 and the camera sensor is equal to the focal length of L2). The second beam that propagates from BS1 is split again by beam splitter BS2, and both sample beams are reflected by two retro-reflectors, RR1 and RR2, respectively.
and optically Fourier transformed back to the camera plane by lens L2. Each of the retro-reflectors is used to shift the actual Fourier-plane center. The two retro-reflectors are positioned perpendicular to each other, so that one creates a Fourier-plane shift in the x direction and the other one creates a Fourier-plane shift in the y direction. The retro-reflector three-dimensional positions are illustrated in the bottom of Figure 2 and in Supplementary Fig. S1. This arrangement creates multiplexing of two linear, perpendicular off-axis interference fringe patterns that can be recorded simultaneously by a single camera exposure. Because the retro-reflectors also rotate the image of the sample, we obtain two mirrored images on the camera. According to this arrangement, there is an area where the two overlapping images from the two retro-reflectors are continuous. In this area, we can reconstruct two different complex wavefronts originating from the two continuous FOVs of the sample. Because these wavefronts are mirrored, one of them needs to be digitally rotated (see step B, bottom channel in Figure 1b) and stitched to the first one to create an image with a doubled FOV (see step C in Figure 1b).

When using a low-coherence source, the off-axis interference area is typically limited by the coherence length of the source. This area might be smaller than the camera sensor size. However, in our case, because the dual-image off-axis τ interferometer records two independent interferences, each channel will have its own interference area limited by the coherence length of the source. For this reason, it is possible to double the interferometric FOV using the IDIA principle even if using a low-coherence source that limits the interferometric FOV, provided that the camera sensor is square, whereas for other camera sensor geometries, significant interferometric FOV extension, which is close to doubling, is possible. Figure 3 illustrates the relations among the optical FOV, the camera FOV, and the coherence-limited interferometric FOV for the cases of high-coherence and low-coherence illumination sources.

RESULTS AND DISCUSSION

Interferometric phase microscopy setup and initial tests

Using the proposed technique, we demonstrate a significant increase in the interferometric FOV for IPM, which is one of the most rapidly growing interferometric fields in the last decade. For these demonstrations, we used the inverted transmission microscope shown in Figure 4, containing three different infinity-corrected microscope objectives, one with a 10× magnification and a 0.25 NA, the second with a 40× magnification and a 0.66 NA, and the third with a 63× magnification and a 1.4 NA (oil immersion). The IDIA module described in the previous section was connected at the camera port of the microscope, and a digital camera (DCC1545M, monochromatic CMOS camera with 1280×1024 square pixels of 5.2 μm; Thorlabs, Newton, NJ, USA) was connected to the output of the module. The diameter of pinhole P was 30 μm, and lenses L1 and L2 were achromatic lenses with focal lengths of 100 mm and 125 mm, respectively, creating total magnifications of 12×, 47× and 74×, respectively. The transmission microscope was illuminated by a low-coherence light source with a central wavelength of 510 nm and a full-width-at-half-maximum bandwidth of 6.1 nm, creating a coherence length of 13.58 μm. This light source is composed of a supercontinuum fiber-laser source (SC400-4; Fianium, Southampton, UK) connected to a computer-controlled acousto-optical tunable filter (Fianium). In addition, to demonstrate the utility of the method for doubling the entire camera FOV for highly coherent sources, we alternatively integrated a HeNe laser (with 632.8 nm wavelength) as the illumination source of the microscope.

Using the low-coherence source (which limits the interferometric FOV) without the IDIA technique, we obtained off-axis interference on 1280×800 pixels of the camera, on a total area of 6.66 mm×4.16 mm=27.7 mm². When using the IDIA technique, which multiplexes the two interferometric FOVs, the off-axis interference area on the camera sensor was 4.16 mm×5.32 mm (800×1024 pixels).
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To evaluate the system sensitivity, we first recorded 240 sample-free interferograms during 12 seconds, and for each of them, we calculated the optical thickness profile, proportional to the quantitative phase profile. We obtained average temporal optical thickness stability levels of 0.71 nm and 0.63 nm for the first and second channels, respectively, and average spatial optical thickness stability levels of 0.88 nm and 0.91 nm for the first and second channels, respectively.

In the specific demonstrations described below, we recorded interferograms of samples that are too large to fit into a single interferometric FOV, as defined by the coherence length of the low-coherence source mentioned above. In these demonstrations, we allowed a 12% overlap between the channels to facilitate the stitching of the final images. Therefore, the total recorded interference area, after stitching the two channels, was 47.07 mm², which was 70% larger than the original recorded interference area, and even larger than the camera sensor size (35.44 mm²). Without this 12% overlap, we were able to increase the total recorded area to 49.84 mm², which is 80% larger than the original interference area. Note that in this demonstration, because the camera sensor is not square, we cannot record the same interference areas from both channels, so a full 100% increase in the recorded off-axis interference area is not possible for non-square camera sensors.

The initial test included low-coherence interferometric imaging of the thickness profile of groups 8–11, elements 1–5 (line width of 1.95–0.135 μm) of an optically transparent 1951 USAF test target, which we created by focused-ion-beam lithography on glass. Figure 5a shows the recorded multiplexed interferogram, using the 40× objective (defining optical resolution limit of 604.6 nm), and Figure 5b shows the absolute value of its spatial Fourier transform, presenting the various well-separated elements represented in Equation (1) and on the bottom-right side of Figure 1b. From this spatial-frequency plane, we digitally filtered the cross-correlation elements marked by the white boxes to yield the quantitative optical thickness maps of the two FOVs. Figure 5c shows the final optical thickness maps from both channels, stitched together. As shown in this image, we can discriminate the various test-target details down to group 9, element 5 (620 nm), corresponding to the optical-system resolution limit.

To confirm that it is not possible to extend the FOV and keep the same resolution limit by simply decreasing the magnification, we measured the same test target with a magnification reduced by a factor of 2. This measurement was performed by adding a 4f lens imaging system after the microscope with a magnification of 0.5, while retaining the optical resolution limit. For a valid comparison, in both cases, the filtering window (marked by a white box in Figure 5) size was equal to 2ω1 (resulting from the microscope optical-resolution limit). Figure 5d shows the recorded regular off-axis interferogram, and Figure 5e shows the corresponding spatial-frequency plane, illustrating the overlap between the auto-correlation and the cross-correlation elements resulting from the demagnification. Figure 5f shows the reconstructed optical-thickness profile obtained by filtering the cross-correlation element marked by a white box in Figure 5e, demonstrating a resolution limit of 0.77 μm (group 9, element 3). Therefore, if extending the recorded FOV by simply demagnifying, resolution loss occurs in the resulting image due to the overlap between the auto-correlation and the cross-correlation elements, in addition to significant reduction of the image quality. It is possible to optimize the image quality of Figure 5f by narrowing the spatial filtering window. However, the resolution limit in this case further decreases due to filtering of high spatial frequencies. For example, in Supplementary Fig. S2, we filtered the cross-correlation by a half-wide window, resulting in a clearer image but with a resolution limit of only 1.1 μm (group 8, element 5).

Quantitative imaging of biological cells
We next used the IDIA technique to extend the FOV in low-coherence interferometric imaging of the quantitative optical thickness profile of embryonic rat brain specimens containing both neurons and glial cells, using the 40× objective. As shown in Figure 6, these cells, despite their relatively small size, have long extensions including micron-scale-diameter axons between the neurons in the network, and thus,
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high magnification is needed to image them in detail. The stitched optical thickness map of this nerve network obtained using the IDIA technique is shown in Figure 6a. This optical thickness map cannot be recorded in a single exposure by regular off-axis interferometric setups with the specific camera and magnification used, as a single off-axis interferometric FOV would not be wide enough to contain the entire detailed image. Another example of an IDIA-based optical thickness map of brain cells is shown in Figure 6b. Again, although the image of this sample is larger than the off-axis interferometric FOV, we have successfully multiplexed two interferometric FOVs and recorded them in a single camera exposure.

Because the camera FOV and frame rate are interchangeable, the IDIA principle can also be used to increase dramatically the camera frame rate, while recording half of the FOV and still reconstructing the original camera FOV. To demonstrate this ability, we imaged a human sperm cell in motion. A human spermatozoon has a small flat oval head, with 3–5 μm diameter and 1 μm thickness. The spermatozoon tail is 50–60 μm long (including the neck connecting the tail to the head) and 200–400 nm in diameter. Interferometry has been shown to be useful for various sperm tests. However, to quantitatively record a single spermatozoon with its finely detailed tail using a high magnification and high-NA microscope objective, a small pixel size camera must be used. For a given camera, these restrictions might create an optical FOV that is larger than the camera FOV, which reduces the user’s ability to record the long tail and the relatively large head together in a single camera exposure.

In addition, the spermatozoon has a complex motion; its tail is characterized by three-dimensional helix rotation and its head has three-axial rotation. Furthermore, the entire spermatozoon moves rapidly at speeds ranging from 48 to 162 μm s⁻¹, making it hard to scan its image during movement. In this case, the IDIA principle can allow us to quantitatively record structural spermatozoon anomalies such as double-tailed or double-headed morphologies, whereas the scan-free nature of this wide-field, doubled-FOV quantitative imaging technique allows us to image its fast and complex dynamics.

To be able to image an entire human spermatozoon at 80 frames per second using the 63× objective, one would need a camera...
sensor size of 3.7 mm×2.7 mm. With the camera used in our experiment, containing a pixel size of 5.2 μm square, this sensor-size requirement translates to 712×512 pixels. However, this specific camera can record 80 frames per second for a FOV of 512×512 pixels, which is not enough to image the entire spermatozoon in motion. However, by implementing the IDIA technique (with an overlapping area of 8%), we are able to increase the recorded FOV from 512×512 pixels to 512×980 pixels, while still enabling acquisition rate of 80 frames per second, which allows us to see the entire spermatozoon motion.

Figure 7 shows the motion of the spermatozoon in space at four different time points, and Supplementary Movie 1 shows its entire dynamics, where it is possible to see the complex three-dimensional movement of the spermatozoon, including its head rotation and the helical movement of the tail. As shown in Figure 7b, even when the cell head has passed completely to the second part of the frame, in the first part of the frame the entire tail is observed, demonstrating the need for the IDIA technique to provide wider FOV in this case. In the bottom right of Supplementary Movie 1, it is possible to see the dynamic multiplexed interferogram being directly recorded by the digital camera (before processing it into the optical-thickness profile shown on the left). As can be observed in this dynamic multiplexed interferogram, the spermatozoon appears in two places at once due to the optical folding of the two FOVs and the small overlap between them. Also observable in Supplementary Movie 1 is the rapid flow of the medium around the spermatozoon, which, in spite of being very fast, is continuous between the two FOVs.

The ability to quantitatively image the entire detailed movement of a single spermatozoon can be important in choosing a spermatozoon for in vitro fertilization, as it is expected to provide a better indication of the cell health based on both the cell detailed structure and its dynamics.

Of course, other larger, faster (and probably more expensive) cameras exist, but even for them, the IDIA principle can provide doubled FOV or, alternatively, faster frame rate.

Real-time non-destructive profilometry during lithography processes

Our next demonstration includes quantitative thickness imaging during the rapid generation of thin elements by projection photolithography. The ability to record and test the quality of larger FOVs is important for...
Figure 8 Quantitative thickness imaging of a rapid lithography process with a doubled camera FOV, as obtained by the IDIA technique. (a) The photolithography mask used. (b–d) The physical thickness profile of the element at different time points during the curing of the photoresist in the lithography process. The color bar represents the quantitative physical thickness of the sample in micrometers. The white scale bars represent 150 μm. See the dynamics in Supplementary Movie 2.

CONCLUSIONS

We have presented the IDIA technique, which enables doubling the off-axis interferometric FOV. Using this principle, we partially solve the problem of the narrow interference area associated with off-axis interferometric setups integrated with low-coherence light sources. As we multiplex two interferometric channels in a single camera FOV, we can reconstruct a single extended image, which is equal in size to twice the off-axis interferometric FOV that can be conventionally recorded by the camera in a single exposure. On the other hand, when using highly coherent illumination, allowing us to obtain interference on the entire camera sensor, we double the FOV of the entire camera sensor regardless of the initial interference area. Hence, in the case that the interferometric FOV is smaller than the camera sensor, we can double the interferometric FOV. In the case that the interferometric FOV is larger than the camera sensor, we can double the FOV defined by the size of entire camera sensor.

Of course, because the camera FOV and acquisition frame rate are interchangeable, the IDIA technique encapsulates the capability of increasing the camera frame rate without decreasing the original reconstructed FOV, as instead of doubling the camera FOV, the acquisition frame rate can be increased, while using half of the camera pixels and still reconstructing the original FOV.

Our demonstrations included detailed off-axis interferometric phase imaging of brain cell samples, a rapid movement of a sperm cell, and a rapid photolithography process. Although we have implemented the IDIA principle by modifying our unique, compact and portable τ interferometer, the principle of IDIA presented in this paper can be integrated into other holographic and interferometric imaging setups, providing wider FOVs or faster acquisition rates for a given camera, and thus enabling the imaging of larger and rapidly changing samples.

Finally, as each channel contains not only the quantitative phase map, but also the intensity profile of the sample, one can also use the IDIA technique in reflection mode on non-transparent, reflective samples to create panoramic images and gain extended FOVs.
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