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Abstract

Protein is considered the backbone of any human being. Protein is responsible for many functionalities in the human body; these functionalities differ according to the way protein amino acids (amino acids are the raw elements of protein) bond together. Then the protein forms its secondary, tertiary and quaternary structures from the amino acid structure (primary sequence) by forming hydrogen bonds. Many machine learning techniques have been used through the past decade to try to predict the protein secondary structure. The most commonly used paradigm was the Artificial Neural Networks. A lot of research was conducted in this field. This paper presents the usage of Artificial Neural Networks to predict the protein secondary structure. The difference this paper proposes is predicting the eight classes of secondary structure not only the three main classes named: alpha, beta and coil. The maximum accuracy reached is 71% which is better that other discussed methods.
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Introduction

The importance of protein lies in that it is responsible for all body functions. The protein performs many functions such as alcohol dehydrogenase oxidizes alcohols to aldehydes or ketones, hemoglobin carries oxygen, insulin controls the amount of sugar in the blood and much more. The protein secondary structure extraction is a very complex task and requires a lot of tools for scientists to be able to perform it. Moreover, it is important for detecting disorders as well as helps in the studies done on tertiary structures [1].

The first used ANN was presented by Ning Qian and Terrence J. Sejnowski. They used a non-linear neural network. They reached an accuracy of 64.3% [2]. Then, John-Marc Chandonia and Martin Karplus used neural networks to predict not only the secondary structure but also the structural class of the primary amino acid. They reached 62.64% of accuracy [3]. Later, Gianluca Pollastri et al., used a bidirectional neural network to reach an accuracy of 78% [4]. In this paper we show the difference when training the ANN to predict the three main classes of protein secondary structure versus predicting the eight classes. The conducted experiments performed with and without post processing to group the results. This is shown the results as well.

Data preprocessing

The discussed experiments use a dataset extracted from the Protein Data Bank (PDB) [5]. The dataset is named CB513 [6, 7]. This dataset consists of 513 different protein sequences. The length of protein sequences ranges from 20 amino acids to 754 amino acids with average 164 amino acid. This inconsistency in the protein length raised a problem. This is because the protein sequences cannot be used directly in the artificial neural network training. The way to handle this issue is to choose a window size and split the data accordingly. Then the data is converted to a matrix like form to be ready for ANN training.

The given dataset contains files for each sequence. These files are appended together then split based on the window size. This process resembles the process of predicting the mid amino acid in the chosen window. So, if the chosen window size is 7, then the split process predicts the amino acid number 4 in respect to the 7 amino acids in the window.
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After this stage the input and output matrices of the dataset can be processed. The input matrix is the combination of the windows split in the previous step column based and the output matrix is a group of columns with zeros and one at the place of the corresponding secondary structure.

**Methods and Results**

After the data is ready, Artificial Neural Network [8] is built to be trained and tested with this dataset. MATLAB R2013a neural network toolbox was used for implementing the ANN. The experiments were conducted with different paradigms:

- Window size: 17, 19, 25, and 31.
- Number of Hidden Layer and Neurons per layer.

• Single hidden layer with different number of neurons (10 and 3).
• Multiple hidden layer with different number of neurons (10, 3, and 3, 10).
• Input format: Numeric format and Binary format.

The build ANN was used to predict the three main classes of protein secondary structure, then used to predict the eight classes of protein secondary structure, last it was used as the second experiment but then post processing was applied to combine the results back same as the first experiment. The combining process (post-processing) is done based on Table 1.

The results are summarized in Table 2 and 3 where they show the difference between using binary and numeric encoding for input amino acids sequence respectively. The highest among the three experiments in each row is highlighted.

It is seen from the tables that when using the numeric encoding experiment 2 and 3 always shows a better accuracy unlike using the binary encoding. This is because when using numeric

| Letter Code | Secondary Structure | Encoding | Combined Encoding |
|-------------|---------------------|----------|-------------------|
| G           | 3-turn helix        | 01       | 01                |
| H           | 4-turn helix (α helix) | 02 |                |
| I           | 5-turn helix (γ helix) | 03 |                |
| E           | extended strand in parallel and/or anti-parallel β-sheet conformation | 04 | 02 |
| B           | residue in isolated β-bridge | 05 |                |
| S           | bend | 06 |                |
| T           | hydrogen bonded turn | 07 |                |
| C           | coil | 08 |                |

Table 2. Prediction accuracy results using numeric input

| Window size | Number of Hidden layers | Experiment 1 | Experiment 2 | Experiment 3 |
|-------------|-------------------------|--------------|--------------|--------------|
| 17          | 10                      | 48.76%       | 53.62%       | 57.01%       |
|             | 3                       | 48.99%       | 53.70%       | 56.93%       |
|             | 10 3                    | 49.00%       | 53.73%       | 56.98%       |
|             | 3 10                    | 49.16%       | 53.56%       | 52.01%       |
| 19          | 10                      | 46.16%       | 53.70%       | 57.24%       |
|             | 3                       | 46.58%       | 53.61%       | 56.88%       |
|             | 10 3                    | 46.30%       | 52.02%       | 55.86%       |
|             | 3 10                    | 46.37%       | 53.51%       | 56.80%       |
| 25          | 10                      | 48.46%       | 53.79%       | 57.11%       |
|             | 3                       | 49.04%       | 53.64%       | 56.91%       |
|             | 10 3                    | 49.06%       | 53.68%       | 56.83%       |
|             | 3 10                    | 47.59%       | 52.84%       | 56.36%       |
| 31          | 10                      | 48.59%       | 53.77%       | 57.20%       |
|             | 3                       | 46.45%       | 53.87%       | 57.03%       |
|             | 10 3                    | 46.57%       | 52.01%       | 55.72%       |
|             | 3 10                    | 46.43%       | 53.55%       | 56.61%       |
encoding the input nodes always have a probability to be used as features within the prediction process unlike the binary in which it is take or leave. That is why when we predict the eight classes accuracy increases. Moreover, experiment two did not show any significant change in the accuracy and this concludes to the point that it cannot be used unless there is a need for prediction the eight classes which is not the case. The common thing is that we need to predict the three main classes.

Conclusion

This paper discusses how artificial neural networks can be used to predict the protein secondary structure. Three experiments were conducted and compared one to other. The difference between the experiments was the prediction output. The highest accuracy reached was in the third experiment with binary format and a neural network with single hidden layer with 3 nodes. The accuracy reached was 71% which is better than 64.3% [2] and 62.64% [3]. However, it is lower than the one discussed in [4] that reached 78%. But this comparison is not accurate as the used environments and datasets vary. From the above findings, ANN suits to be used as a prediction paradigm for protein secondary structure, but predicting the eight classes on its own doesn't show a proper added value so it is recommended to predict the three classes directly or predict the eight classed and then combine them back to the three classes.
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Table 3. Prediction accuracy results using binary input

| Window size | Number of Hidden layers | Experiment 1 | Experiment 2 | Experiment 3 |
|-------------|--------------------------|--------------|--------------|--------------|
| 17          | 10                       | 64.71%       | 52.01%       | 55.73%       |
|             | 3                        | 65.75%       | 63.06%       | 70.89%       |
|             | 10 3                     | 65.83%       | 60.41%       | 64.56%       |
|             | 3 10                     | 64.71%       | 56.87%       | 55.73%       |
| 19          | 10                       | 59.79%       | 63.42%       | 70.75%       |
|             | 3                        | 64.40%       | 58.40%       | 63.39%       |
|             | 10 3                     | 59.53%       | 52.01%       | 55.72%       |
|             | 3 10                     | 59.79%       | 52.01%       | 55.72%       |
| 25          | 10                       | 65.57%       | 60.34%       | 66.80%       |
|             | 3                        | 67.84%       | 52.01%       | 55.72%       |
|             | 10 3                     | 66.98%       | 59.49%       | 61.40%       |
|             | 3 10                     | 65.57%       | 52.01%       | 55.72%       |
| 31          | 10                       | 64.55%       | 59.83%       | 62.52%       |
|             | 3                        | 64.66%       | 52.01%       | 55.72%       |
|             | 10 3                     | 64.53%       | 59.07%       | 62.48%       |
|             | 3 10                     | 64.55%       | 52.32%       | 55.84%       |