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Abstract

This paper studies the convergence rate of a message-passing distributed algorithm for solving a large-scale linear system. This problem is generalised from the celebrated Gaussian Belief Propagation (BP) problem for statistical learning and distributed signal processing, and this message-passing algorithm is generalised from the well-celebrated Gaussian BP algorithm. Under the assumption of generalised diagonal dominance, we reveal, through painstaking derivations, several bounds on the convergence rate of the message-passing algorithm. In particular, we show clearly how the convergence rate of the algorithm can be explicitly bounded using the diagonal dominance properties of the system. When specialised to the Gaussian BP problem, our work also offers new theoretical insight into the behaviour of the BP algorithm because we use a purely linear algebraic approach for convergence analysis.
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I. INTRODUCTION

Sparse linear systems are of great interest to many disciplines, and lots of iterative methods exist for solving sparse linear systems; see, e.g., [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15]. Distributed solutions are essential for various applications, ranging from
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sensor networks [16], [17], [18], networked control systems [19], [20], [21], network-based state estimation [22], [23], [24], [25], biological networks [26], [27], multi-agent systems [28], [29], [30], [31], distributed optimization [11], [12], [32], [33], [34], [35], [36], [37], [38], consensus and synchronisation [39], [40], [41], and so on.

For a sparse linear system $Ax = b$ with a symmetric and positive definite matrix $A$, a variant of the well-celebrated Belief Propagation (BP) algorithm [44] called Gaussian Belief Propagation (BP) algorithm [6] can be applied, as such a linear system can be associated with the computation of marginal density functions of a sparse Gaussian graphical model. More specifically, if the joint probability density for a random vector $x = \text{col}\{x_1, x_2, \ldots, x_n\}$ is given by the following Gaussian density function:

$$p(x) \propto \exp\{-\frac{1}{2}x^T Ax + b^T x\},$$  \hspace{1cm} (1)

then, the marginal means $x_1, x_2, \ldots, x_n$ for $x_1, x_2, \ldots, x_n$ can be expressed as $Ax = b$. It is well known that the BP algorithm produces correct marginal means in a finite number of iterations when the the corresponding graph (i.e., the Gaussian graphical model) for the joint density function $p(x)$ is acyclic (i.e., no cycles or loops). It is a surprisingly interesting property of the BP algorithm that correct marginal means can be computed asymptotically under appropriate conditions. In [6], it was shown that Gaussian BP produces asymptotically the correct marginal means under the assumption that the joint information matrix is diagonal dominance. It was relaxed in [8] that the same asymptotic convergence holds when the joint information matrix is walk-summable, which is equivalent to the condition of generalised diagonal dominance (see Definition [1] and Remark [1]). In [9], [10], necessary and sufficient conditions for asymptotic convergence of the Gaussian BP algorithm are studied. An upper bound on its convergence rate is given in [11] under a somewhat different diagonal dominance condition. These results promise excellent use of the Gaussian BP algorithm when the matrix $A$ is symmetric and positive definite. Also see [42] for applications in distributed optimisation.

For a general sparse linear system with a non-symmetric matrix $A$, solving $Ax = b$ via Gaussian BP can be done in two ways: either solving $(A^T A)x = A^T b$ or solving $(AA^T)y = b$ and computing $x = A^T y$. It is easy to see that for a full rank matrix $A$, either $A^T A$ or $AA^T$ is symmetric and positive-definite. But this approach would involve substantially more computational complexity in comparison to solving $Ax = b$ with a symmetric and positive definite $A$. This is due to the fact that if the graph for $A$ has $m$ edges, the graph for $A^T A$ or
$AA^T$ has roughly $m^2$ edges. Our earlier paper [43] generalises the Gaussian BP algorithm to a similar message-passing distributed algorithm (see details of the algorithm in Section III). It has been shown in [43] that this algorithm enjoys similar properties of the Gaussian BP algorithm. Namely, if an induced graph (similar to the Gaussian graphical model for Gaussian distributions) is acyclic, the algorithm converges in a finite number of iterations with the correct distributed solution for $x$. For a general (cyclic) induced graph, under the assumption that the matrix $A$ satisfies a walk-summability condition, the algorithm also converges asymptotically to the correct $x$.

The purpose of this paper is to study the convergence rate of the message-passing algorithm in [43]. We note that various convergence results can be found in [6], [8], [11], [12] for the Gaussian BP algorithm, but the analyses in these references all rely on the Gaussian graphical model for the underlying optimisation problem. Unfortunately, this property breaks down when the matrix $A$ is not symmetric and positive definite. In order to carry out convergence analysis for the general case, we generalise the analysis tools in two key references ([6] and [3]) for the Gaussian BP algorithm. Instead of relying on the Gaussian graphical model, we use a basic linear algebraic approach to characterise the convergence rate of the message-passing algorithm through painstaking derivations. The contributions of this paper are summarised below.

- Our first main result (Theorem 1) gives an explicit bound for the convergence rate of the message-passing algorithm in [43]. This bound relates the convergence rate to the diagonal dominance parameters and the topology of the network graph, clearly revealing how the messages pass through the graph as the iterative solutions evolve. The knowledge of such explicit bound is very important in determining the number of iterations required to reach a given level of accuracy, and in understanding the computational complexity of the algorithm.

- A direct implication of the main result above is a simple bound for the convergence rate using the spectral radius of a matrix related to matrix $A$ (Corollary 1). This bound is known for the symmetric case of $A$, but we have shown that the same bound holds in the general case.

- We also analyse the asymptotic convergence behaviour of the message-passing algorithm and reveals its close relationship with the so-called loop gain of each loop in the graph. Through this relationship, another bound is given for the asymptotic convergence rate (Corollary 2).

- Our results generalise the convergence rate results on the Gaussian BP algorithm for the case of symmetric $A$, including the important results in [6], [8], [11]. More importantly, our
work also offers new theoretical insights into the behaviour of the BP algorithm because we use a purely linear algebraic approach for convergence analysis, whereas previous analysis results are all based on the Gaussian random field interpretation of the algorithm, i.e., they focus on tracking the Gaussian means and variances of the marginal distributions which have no counterparts for a general linear system.

The rest of the paper is organised as follows. Section II formulates the distributed linear system problem; Section III introduces the message-passing distributed algorithm; Section IV carries out preliminary analysis for its convergence; Section V characterises the convergence rate; Section VI provides several illustrating examples; and Section VII concludes the paper.

II. PROBLEM FORMULATION

A. Problem Formulation

Consider a network of nodes \((1, 2, \ldots, n)\) associated with a state vector \(x = \text{col}\{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^n\), where \(x_i \in \mathbb{R}\) is the unknown variable for node \(i\). The information available at each node \(i\) is that \(x\) satisfies a linear system:

\[
a^T_i x = b_i,
\]

where \(a_i = \text{col}\{a_{i1}, a_{i2}, \ldots a_{in}\} \in \mathbb{R}^n\) is a column vector and \(b_i\) is a scalar, i.e., the values of \(a_i\) and \(b_i\) are local information known only to node \(i\). Collectively, the common state satisfies

\[
Ax = b
\]

with \(A = \text{col}\{a^T_1, a^T_2, \ldots, a^T_n\}\) and \(b = \text{col}\{b_1, b_2, \ldots, b_n\}\).

This paper will focus on a class of linear systems \((2)\) for which the matrix \(A\) satisfies the so-called generalised diagonal dominance condition, which is to be defined later. A special property of this condition is that \(A\) is invertible. Denote the solution of \((2)\) by

\[
x^* = A^{-1}b.
\]

Define the induced graph \(G = \{V, E\}\) with \(V = \{1, 2, \ldots, n\}\) and \(E = \{(i, j)|a_{ij} \neq 0\text{ or } a_{ji} \neq 0\}\). We associate each node \(i\) with \((a_{ii}, b_i)\), and each edge \((i, j)\) with \(a_{ij}\). Note in particular that \(G\) is undirected, i.e., \((i, j) \in E\) if and only if \((j, i) \in E\). For each node \(i \in V\), we define its neighbouring set as \(N_i = \{j|(i, j) \in E\}\) and denote its cardinality by \(|N_i|\). We assume in the sequel that \(|N_i| \ll n\) for all \(i \in V\). The graph \(G\) is said to be connected if for any \(i, j \in V\), there exists a (connecting) path of \((i, i_1), (i_1, i_2), \ldots, (i_k, j) \in E\). Such a path is
denoted by \( \{i, i_1, i_2, \ldots, i_k, j\} \). The length of a path equals the number of connecting edges, with the convention that the length of a single node is zero. The distance between two nodes is the minimum length of a path connecting the two nodes. It is obvious that a graph with a finite number of nodes is either connected or composed of a finite number of disjoint subgraphs with each of them being a connected graph. The diameter of a connected graph is defined to be largest distance between two nodes in the graph. The diameter of a disconnected graph is the largest diameter of a connected subgraph. By this definition, the diameter of a graph with a finite number of nodes (or a finite graph) is always finite. A loop is defined to be a path starting and ending at node \( i \) through a node \( j \neq i \). A graph is said to be acyclic if it does not contain any loop. A cyclic (or loopy) graph is a graph with at least one loop.

The distributed linear system problem we are interested in is to devise an iterative algorithm for each node \( i \in V \) to execute so that node \( i \) will be able to solve \( x_i \). Note that in this problem formulation, node \( i \) is only interested in its local variable \( x_i \), and not interested in knowing the solution of \( x_j \) for any other node \( j \in V \). This is sharply different from many distributed methods in the literature which require each node to compute the whole solution of \( x \). For a large network, computing the whole solution of \( x \) is not only burdensome for each node, but also unnecessary in most applications.

We want the algorithm to be of low complexity and fast convergence. Certain constraints need to be imposed on the algorithm’s complexities of communication, computation and storage to call it distributed. In our paper, these include:

C1: Local information exchange: Each node \( i \) can exchange information with each \( j \in N_i \) only once per iteration.

C2: Local computation: Each node \( i \)'s computational load should be at most \( O(|N_i|) \) per iteration.

C3: Local storage: Each node \( i \)'s storage should be at most \( O(|N_i|) \) over all iterations.

**Definition 1:** [1], [2] A matrix \( A = \{a_{ij}\} \in \mathbb{R}^{n \times n} \) is said to be strictly diagonally dominant (or simply diagonally dominant in this paper) if \( a_{ii} > 0 \) and \( a_{ii} > \sum_{j \neq i} |a_{ij}| \) for every \( i \in V \). The matrix \( A \) is said to be generalised diagonally dominant if there exists a diagonal matrix \( D = \text{diag}\{d_i\} \) with all \( d_i > 0 \) such that \( D^{-1}AD \) is diagonally dominant.

**Remark 1:** It is known [3] that \( A \) with \( a_{ii} = 1 \) for all \( i \) is generalised diagonally dominant if and only if \( R = I - A \) is so-called walk summable, a notion very important in the convergence analysis of Gaussian belief propagation algorithm (see [3] for more detailed connection between
diagonal dominance and walk summability).

III. DISTRIBUTED SOLVER FOR LINEAR SYSTEMS

The distributed algorithm for solving (2) to be studied in this paper is listed in Algorithm 1. This was proposed in [43] and was generalised from the well-known Gaussian belief propagation algorithm [6] corresponding to a symmetric and positive definite matrix $A$.

In each iteration $k$ of Algorithm 1, each node $i$ computes variables $a_{i \rightarrow j}^{(k)}$ and $b_{i \rightarrow j}^{(k)}$ for each of its neighboring node $j \in N_i$ and transmit them to node $j$. All the nodes execute the same algorithm concurrently.

**Algorithm 1** (Distributed Solver for Linear systems)

- **Initialization**: For each node $i$, do: For each $j \in N_i$, set $a_{i \rightarrow j}^{(0)} = a_{ii}$, $b_{i \rightarrow j}^{(0)} = b_i$ and transmit them to node $j$.

- **Main loop**: At iteration $k = 1, 2, \cdots$, for each node $i$, compute

  \[
  a_i^{(k)} = a_{ii} - \sum_{v \in N_i} a_{iv}^{(k-1)} a_{v \rightarrow i}^{(k-1)} \tag{4}
  \]

  \[
  b_i^{(k)} = b_i - \sum_{v \in N_i} a_{iv} b_{v \rightarrow i}^{(k-1)} a_{v \rightarrow i}^{(k-1)} \tag{5}
  \]

  \[
  x_i^{(k)} = \frac{b_i^{(k)}}{a_i^{(k)}}, \tag{6}
  \]

  then for each $j \in N_i$, compute

  \[
  a_{i \rightarrow j}^{(k)} = a_i^{(k)} + \frac{a_{ji} a_{ij}}{a_{j \rightarrow i}^{(k-1)}} \tag{7}
  \]

  \[
  b_{i \rightarrow j}^{(k)} = b_i^{(k)} + \frac{a_{ij} b_{j \rightarrow i}^{(k-1)}}{a_{j \rightarrow i}^{(k-1)}} \tag{8}
  \]

  and transmit them to node $j$.

IV. CONVERGENCE ANALYSIS FOR LOOPY GRAPHS

In this section, we introduce a slightly different diagonal dominance notion to study the convergence properties of the BP algorithm for loopy graphs. It suffices to consider a connected graph $G$, which we will assume in the rest of the paper.
**Definition 2**: For a given $D = \text{diag}\{d_i\}$ with all $d_i > 0$, the matrix $A$ is said to be $D$-scaled diagonally dominant if $a_{ii} > 0$ and $\varrho_i < 1$ for every $i \in V$, where

$$\varrho_i = \frac{\sum_{j \neq i} |a_{ij}|d_j}{a_{ii}d_i}. \quad (9)$$

The matrix $A$ is said to be weakly $D$-scaled diagonally dominant if $a_{ii} > 0$ for every $i \in V$ and $\varrho_i \varrho_j < 1$ for every $(i, j) \in E$ (Note that it is not necessary to have all $\varrho_i < 1$).

**Remark 2**: It is clear from the definitions above that $D$-scaled diagonal dominance implies generalised diagonal dominance because $D^{-1}AD$ is diagonally dominant, but a generalised diagonally dominant matrix $A$ may require a different diagonal matrix $\Delta$ such that $\Delta^{-1}A\Delta$ is diagonally dominant. Searching for such a $\Delta$ amounts to a separate optimisation problem. In this sense, assuming $D$-scaled diagonal dominance for a given $D$ is somewhat stronger than assuming generalised diagonal dominance. Similarly, assuming weakly $D$-scaled diagonal dominance for a given $D$ is weaker than assuming $D$-scaled diagonal dominance. But as we will show in Appendix (Lemma 4) that weakly $D$-scaled diagonal dominance also implies generalised diagonal dominance (but for a possibly different diagonalising matrix). Denoting by $\mathcal{A}_{dd}, \mathcal{A}_{ddd}, \mathcal{A}_{wddd}$ and $\mathcal{A}_{gdd}$ the sets of $n \times n$ matrices which are diagonally dominant, $D$-scaled diagonally dominant, weakly $D$-scaled diagonally dominant and generalised diagonally dominant, respectively, the above implies $\mathcal{A}_{dd} \subset \mathcal{A}_{ddd} \subset \mathcal{A}_{wddd} \subset \mathcal{A}_{gdd}$ and $\cup_D \mathcal{A}_{ddd} = \mathcal{A}_{gdd}$.

**A. A Useful Property**

**Lemma 1**: Suppose $A \in \mathbb{R}^{n \times n}$ is weakly $D$-scaled diagonally dominant for a given positive diagonal matrix $D$. Then, for all node $i \in V$, $j \in N_i$ and $k \geq 0$, it holds that

$$\varrho_i a_{i \rightarrow j}^{(k)} d_i \geq |a_{ij}|d_j. \quad (10)$$

**Proof**: We proceed by induction on the iteration number $k$. It is clear from (9) that, for any node $i \in V$ and $j \in N_i$, we have $\varrho_i a_{i \rightarrow j}^{(0)} d_i = \varrho_i a_{ii} d_i \geq |a_{ij}|d_j$, which confirms (10) for $k = 0$.

We now assume that, for all $i \in V$ and $j \in N_i$, we have $\varrho_i a_{i \rightarrow j}^{(k-1)} d_i \geq |a_{ij}|d_j$ for some $k \geq 1$. We claim that (10) holds for $k$. Indeed, from Algorithm 1 we have

$$a_{i \rightarrow j}^{(k)} = a_{ii} - \sum_{v \in N \setminus j} \frac{a_{iv}a_{vi}}{a_{v \rightarrow i}^{(k-1)}}.$$
By Definition 2 and the induction assumption above, we get

\[ \varrho_i a_{i\to j} d_i \geq |a_{ij}| d_j + \sum_{v \in N_i \setminus j} \left( |a_{iv}| d_v - \varrho_i \frac{|a_{iv} a_{vi}|}{|a_{vi}|} d_i \right) \]

\[ \geq |a_{ij}| d_j + \sum_{v \in N_i \setminus j} \left( |a_{iv}| d_v - \varrho_i \frac{a_{iv} d_v |a_{vi}|}{|a_{vi}|} \right) \]

\[ \geq |a_{ij}| d_j + \sum_{v \in N_i \setminus j} |a_{iv}| d_v \left( 1 - \varrho_i \varrho_v \right) \]

\[ \geq |a_{ij}| d_j. \]

So our claim holds. By induction, (10) holds for all \( k \geq 0. \)

---

**B. Unwrapped Tree**

The convergence analysis of Algorithm 1 relies critically on the concept of unwrapped tree (also known as computation tree [11], [12]). This reliance was firstly demonstrated in [6] for the Gaussian BP case (i.e., with a symmetric \( A \)), and we generalise this approach to the case with a general matrix \( A \).

Following the work of [6], we construct an *unwrapped tree* with depth \( k > 0 \) for a loopy graph \( G \) [6]. Take any node \( r \in V \) to be the root and then iterate the following procedure \( k \) times:

- Find all leaves of the tree (start with the root);
- For each leaf, find all the nodes in the loopy graph that neighbour this leaf node, except its parent node in the tree, and add all these nodes as the children to this leaf node.

![Diagram](image-url)

*Fig. 1. Left: A loopy graph. Right: The unwrapped tree for root node 1 with 4 layers (\( k = 4 \)).*
The variables and weights for each node in the unwrapped tree are copied from the corresponding nodes in the loopy graph. It is clear that taking each node as root node will generate a different unwrapped tree. Fig. 1 shows the unwrapped tree around root node 1 for a loopy graph. Note, for example, that nodes $1', 1'', 1^\prime\prime, 1', 1'', 1''$ all carry the same values $b_1$ and $a_{11}$. Similarly, if node $1'$ is the parent (or child) of node $j'$ in the unwrapped tree, then $a_{1'j'} = a_{1j}$ and $a_{j'1'} = a_{j1}$.

Without loss of generality, we will take the root node $r = 1$ in the sequel. Denote the unwrapped tree as $\tilde{G} = \{\tilde{V}, \tilde{E}\}$ with the associated matrix $\tilde{A}$ and vector $\tilde{b}$. Also denote by the node mapping from $\tilde{G}$ to $G$ as $\sigma(\cdot)$, i.e., a node $i$ in $\tilde{G}$ is mapped to node $\sigma(i)$ in $G$. But whenever there is no confusion, we do not differentiate $i$ and $\sigma(i)$ for notational convenience. It is obvious that $\tilde{G}$ is connected by construction. The linear system corresponding to the unwrapped graph is described by

$$\tilde{A}\tilde{x} = \tilde{b} \quad (11)$$

with the following: If $i$ is an interior (non-leaf) node of $\tilde{G}$, then the $i$-th row of (11) is

$$a_{ii}\tilde{x}_i + \sum_{u \in \tilde{N}_i} a_{iu}\tilde{x}_u = b_i,$$

and if $i$ is a leaf node of $\tilde{G}$ with parent node $j$, then the $i$-th row of (11) is

$$a_{ii}\tilde{x}_i + a_{ij}\tilde{x}_j = b_i.$$

Denote by $\tilde{x}^*$ the solution to (11). We have the following properties, generalised from [6] for diagonal dominance matrices.

Lemma 2: Suppose $A$ is weakly $D$-scaled diagonally dominant for some positive diagonal matrix $D = \text{diag}\{d_i\}$. Then, $\tilde{A}$ is weakly $\tilde{D}$-scaled diagonally dominant with unwrapped $\tilde{D} = \text{diag}\{\tilde{d}_i\}$ defined by $\tilde{d}_i = d_{\sigma(i)}$. Moreover, applying Algorithm 1 for $k$ iterations to $G$ or $\tilde{G}$ yields the same results for the root node, i.e., $x_1^{(k)} = \tilde{x}_1^{(k)}$.

Proof: For any interior node $i$, it is obvious that the $i$-th row of $\tilde{A}$ has the same diagonal dominance property as the $\sigma(i)$-th row of (2). Now consider any leaf node $i$ with parent node $j$. It is also obvious that the diagonal dominance property of the $i$-th row of (11) is implied by that of the $\sigma(i)$-th row of (2), because the former has only one off-diagonal term left. The property that $x_1^{(k)} = \tilde{x}_1^{(k)}$ follows from the construction of the unwrapped tree [6].
V. CONVERGENCE RATE OF ALGORITHM

In this section, we provide our main result (Theorem 1) to give a general characterisation for the convergence rate of Algorithm 1 under the weakly $D$-scaled diagonal dominance assumption. This characterisation shows how the convergence of the estimates $x_i^{(k)}$ in each iteration are related to the monotonic decreasing of certain internal variables ($\eta_i^{(k)}$ to be defined below), but the expression is technical and difficult to be applied directly. For this reason, this result is then specialised to give more insightful conditions for the convergence rate (Theorem 2 and Corollaries 1-2).

A. General Characterisation of Convergence Rate

Our main result below is established based on the convergence analysis in the previous section.

**Theorem 1:** Suppose $A \in \mathbb{R}^{n \times n}$ is weakly $D$-scaled diagonally dominant for some diagonal matrix $D > 0$. Then,

$$\left| x_i^{(k)} - x_i^\star \right|_{d_i} \leq \varrho_i \sum_{v \in N_i} \Lambda_v^{(k-1)} \eta_{v \rightarrow i}^{(k-1)} \left\| x^\star \right\|_{d_i}$$

for all $i \in V$ and $k > 0$, where $\left\| x \right\|_{d_i} = \max_v |x_v|_{d_i}^{-1}$ is the scaled max norm, and $\Lambda_i^{(\ell)}$ and $\eta_i^{(\ell)}$ are defined as follows: For every $i \in V$ and $j \in N_i$,

$$\Lambda_i^{(\ell)} = |a_{ij}| d_i \frac{a_{ij} a_{ij} d_j \varrho_j}{a_{i \rightarrow j}^{(\ell)}}, \quad \forall \ell \geq 0,$$  \hspace{1cm} (13)

$$\eta_i^{(0)} = \varrho_i,$$  \hspace{1cm} (14)

$$\eta_i^{(\ell)} = \varrho_i \sum_{v \in N_i \setminus j} \Lambda_v^{(\ell-1)} \eta_{v \rightarrow i}^{(\ell-1)}, \quad \forall \ell > 0.$$  \hspace{1cm} (14)

**Proof:** Without loss of generality, we prove (12) for node $i = 1$ only. Construct the unwrapped tree \( \tilde{G} \) with depth $k$ as discussed before with node 1 as the root node. Consider the following linear system

$$\tilde{A} \tilde{x} = \tilde{b},$$

where $\tilde{b}$ is modified from $\tilde{b}$ such that, for any leaf node $i$ with parent node $j$,

$$\tilde{b}_i = b_i - \sum_{v \in N_i \setminus j} a_{iv} x_v^\star.$$

By construction, it is clear that $x^\star$ satisfies (15). Since $\tilde{A}$ is generalised diagonally dominant, it is invertible and thus $x^\star$ is the unique solution to (15).
Now consider the next linear system:

$$\tilde{A}x = b,$$

(16)

where $b = \tilde{b} - \bar{b}$. By construction, we have $b_i = 0$ for every interior node $i$ of $\tilde{G}$ and

$$b_i = \sum_{v \in N_i \setminus j} a_{iv}x^*_v$$

(17)

for every leaf node $i$ with parent node $j$.

Applying Algorithm 1 to (16) for $k$ iterations, we have, from Lemma 2, that

$$x^{(k)}_1 - x^*_1 = \tilde{x}^{(k)}_1 - \bar{x}^{(k)}_1 = \bar{x}^{(k)}.$$

Hence, it suffices to bound $x^{(k)}$. This is done by tracking $a^{(\ell)}_{i \rightarrow j}$ and $b^{(\ell)}_{i \rightarrow j}$ for $\ell = 1, 2, \ldots, k$.

Instead of tracking $b^{(\ell)}_{i \rightarrow j}$ directly, we consider its scaled version below:

$$\beta^{(\ell)}_{i \rightarrow j} = \frac{a_{ji}}{a^{(\ell)}_{i \rightarrow j}} b^{(\ell)}_{i \rightarrow j}$$

(18)

with $\Lambda^{(\ell)}_{i \rightarrow j}$ defined in (13). To show $\Lambda^{(\ell)}_{i \rightarrow j} > 0$, we note that $a_{ji} \neq 0$ (because $j$ is the parent node of $i$) and it follows from Lemma 1 that

$$\Lambda^{(\ell)}_{i \rightarrow j} = |a_{ji}|d_i - \frac{a_{ji}a_{ij}d_j \varrho_j}{a^{(\ell)}_{i \rightarrow j}}$$

$$\geq |a_{ji}|d_i - \frac{|a_{ji}a_{ij}| \varrho_j \varrho_i d_i}{|a_{ji}|}$$

$$= |a_{ji}|d_i(1 - \varrho_j \varrho_i) > 0.$$

Moreover, we have the following key property:

$$\frac{a^{(\ell)}_{i \rightarrow j} \Lambda^{(\ell)}_{i \rightarrow j}}{|a_{ji}|} = a^{(\ell)}_{i \rightarrow j} d_i - \frac{a_{ji}a_{ij}d_j \varrho_j}{|a_{ji}|}$$

$$= a_{ji}d_i - \sum_{v \in N_i \setminus j} \frac{a_{iv}a_{vi}d_i}{a^{(\ell-1)}_{v \rightarrow i}} - \frac{a_{ij}a_{ji}d_j \varrho_j}{|a_{ji}|}$$

$$= \left( \varrho_i^{-1} |a_{ij}|d_j - \frac{a_{ij}a_{ji}d_j \varrho_j}{|a_{ji}|} \right)$$

$$+ \sum_{v \in N_i \setminus j} \left( \varrho_i^{-1} |a_{iv}|d_v - \frac{a_{iv}a_{vi}d_i}{a^{(\ell-1)}_{v \rightarrow i}} \right)$$

$$\geq \varrho_i^{-1} |a_{ij}|d_j(1 - \varrho_i \varrho_j) + \varrho_i^{-1} \sum_{v \in N_i \setminus j} \Lambda^{(\ell-1)}_{v \rightarrow i}.$$  (19)
Start from the $k$-th layer. For any node $i$ in the $k$-th layer, denote by $j$ its parent node. To bound $\beta_{i \rightarrow j}^{(0)}$, we have

$$|\beta_{i \rightarrow j}^{(0)}| = \frac{|a_{ji}|}{a_{i \rightarrow j}^{(0)} \Lambda_{i \rightarrow j}^{(0)}} |b_{i \rightarrow j}^{(0)}|$$

$$= \frac{|a_{ji}|}{a_{ii}|a_{ji}|d_i - a_{ji}a_{ij}d_j g_j} \sum_{v \in N_i \setminus j} a_{iv}x^*_v$$

$$\leq \frac{1}{a_{ii}d_i - |a_{ij}|d_j g_j} \sum_{v \in N_i \setminus j} |a_{iv}|d_v \|x^*\|_d$$

$$\leq \frac{1}{\theta_i^{-1}|a_{ij}|d_j + \theta_i^{-1} \sum_{v \in N_i \setminus j} |a_{iv}|d_v - |a_{ij}|d_j g_j} \|x^*\|_d$$

$$\leq \frac{\sum_{v \in N_i \setminus j} |a_{iv}|d_v \|x^*\|_d}{\theta_i^{-1} \sum_{v \in N_i \setminus j} |a_{iv}|d_v}$$

$$= \theta_i \|x^*\|_d = \eta_{i \rightarrow j}^{(0)} \|x^*\|_d.$$

Now we move to the $(k - 1)$-th layer. For any node $i$ in the $(k - 1)$-th layer, denote by $j$ its parent node, and $v \in N_i \setminus j$ its children. Note that $b_i = 0$, thus,\n
$$|\beta_{i \rightarrow j}^{(1)}| = \left| \frac{a_{ji}}{a_{i \rightarrow j}^{(1)} \Lambda_{i \rightarrow j}^{(1)}} b_{i \rightarrow j}^{(1)} \right|$$

$$= \left| - \frac{a_{ji}}{a_{i \rightarrow j}^{(1)} \Lambda_{i \rightarrow j}^{(1)}} \sum_{v \in N_i \setminus j} \frac{a_{iv}}{a_{v \rightarrow i}} b_{v \rightarrow i}^{(0)} \right|$$

$$= \left| \frac{a_{ji}}{a_{i \rightarrow j}^{(1)} \Lambda_{i \rightarrow j}^{(1)}} \sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(0)} \beta_{v \rightarrow i}^{(0)} \right|$$

$$\leq \left| \frac{a_{ji}}{a_{i \rightarrow j}^{(1)} \Lambda_{i \rightarrow j}^{(1)}} \sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(0)} \eta_{v \rightarrow i}^{(0)} \|x^*\|_d \right|.$$

The last step above used the bound on $\beta_{v \rightarrow i}^{(0)}$. Using (19), we further obtain

$$|\beta_{i \rightarrow j}^{(1)}| \leq \theta_i \frac{\sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(0)} \eta_{v \rightarrow i}^{(0)} \|x^*\|_d}{|a_{vi}|d_i (1 - \theta_i \theta_i) + \sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(0)} }$$

$$= \eta_{i \rightarrow j}^{(1)} \|x^*\|_d.$$
The process above can be repeated until we get to the first layer for which every node \( i \) has node 1 as its parent, and that
\[
|\beta_{i \rightarrow 1}^{(k-1)}| \leq \varrho_l \frac{\sum_{v \in N_i \setminus 1} \Lambda_{v \rightarrow i}^{(k-2)} \eta_{v \rightarrow i}^{(k-2)}}{|a_{vi}|d_i (1 - \varrho_v \varrho_i) + \sum_{v \in N_i \setminus 1} \Lambda_{v \rightarrow i}^{(k-2)} \|x^*\|_d} + \sum_{v \in N_i \setminus 1} \Lambda_{v \rightarrow i}^{(k-2)} \|x^*\|_d
\]

Finally, apply (5)-(6) to compute the following for node 1:
\[
b_1^{(k)} = - \sum_{v \in N_1} \frac{a_{1v} b_{v \rightarrow 1}^{(k-1)}}{a_{v \rightarrow 1}} = - \sum_{v \in N_1} \Lambda_{v \rightarrow 1}^{(k-1)} \beta_{v \rightarrow 1}^{(k-1)};
\]
\[
x_1^{(k)} = \frac{b_1^{(k)}}{a_1^{(k)}} = - \frac{1}{a_1} \sum_{v \in N_1} \Lambda_{v \rightarrow 1}^{(k-1)} \beta_{v \rightarrow 1}^{(k-1)}.
\]

Using (4), we have
\[
a_1^{(k)} = a_{11} - \sum_{v \in N_1} \frac{a_{1v} a_{v1}}{a_{v \rightarrow 1}^{(k-1)}} = d_1^{-1} \varrho_1^{-1} \sum_{v \in N_1} |a_{1v}|d_v - \sum_{v \in N_1} \frac{a_{1v} a_{v1}}{a_{v \rightarrow 1}^{(k-1)}} = d_1^{-1} \varrho_1^{-1} \sum_{v \in N_1} \Lambda_{v \rightarrow 1}^{(k-1)}.
\]

This leads to
\[
\frac{|x_1^{(k)}|}{d_1} \leq \varrho_1 \sum_{v \in N_1} \Lambda_{v \rightarrow 1}^{(k-1)} \beta_{v \rightarrow 1}^{(k-1)} \leq \varrho_1 \sum_{v \in N_1} \Lambda_{v \rightarrow 1}^{(k-1)} \eta_{v \rightarrow 1}^{(k-1)} \|x^*\|_d.
\]

Noting \( x_1^{(k)} = x_1^{(k)} - x_1^* \) and that the root node is arbitrary, we conclude that \( \text{(12)} \) holds for all \( i \in V \) and \( k \geq 0 \).

### B. More Direct Convergence Rate Characterisations

Next, we apply Theorem 1 to provide more direct characterisations of the convergence rate for Algorithm 1.

We first show that the convergence properties of Algorithm 1 are invariant under the diagonal transformation of \( A \).
Lemma 3: For any diagonal matrix $D = \text{diag}\{d_i\} > 0$, consider the transformed system of (2):

$$A\tilde{x} = \tilde{b}$$

with $A = D^{-1}AD$, $\tilde{x} = D^{-1}x$ and $\tilde{b} = D^{-1}b$. Then, applying Algorithm 1 to (20) yields

$$\tilde{a}_{i \rightarrow j}^{(k)} = a_{i \rightarrow j}^{(k)};$$
$$\tilde{b}_{i \rightarrow j}^{(k)} = d_i^{-1}b_{i \rightarrow j}^{(k)};$$
$$\tilde{a}_i^{(k)} = a_i^{(k)},$$
$$\tilde{b}_i^{(k)} = d_i^{-1}b_i^{(k)}.$$

In particular, the diagonal transformation does not affect the convergence properties of Algorithm 1.

Proof: The verification is direct by noting $\tilde{a}_{ij} = d_i^{-1}a_{ij}d_j$ and $\tilde{b}_i = d_i^{-1}b_i$. □

A direct implication of Lemma 3 is the simple bound below, which resembles the bound in (11) under a somewhat different diagonal dominance condition.

Corollary 1: Suppose $A$ is generalised diagonally dominant. Define $R = \{r_{ij}\} = I - A_d^{-1}A$ and $\tilde{R} = \{|r_{ij}|\}$, where $A_d = \text{diag}\{a_{ii}\}$. Then,

$$\frac{|x_i^{(k)} - x_i^*|}{u_i} \leq \rho^{k+1}\|x^*\|_{u_i},$$

(21)

where $\rho < 1$ is the spectral radius of $\tilde{R}$, and $u > 0$ is the eigenvector of $\tilde{R}$ corresponding to $\rho$, i.e., $\tilde{R}u = \rho u$.

Proof: The facts that $\rho < 1$ and $\tilde{R}u = \rho u$ with $u > 0$ come from the assumption that $A$ is generalised diagonally dominant; see, e.g., [8]. From $\tilde{R}u = \rho u$, we get $\sum_{j \in i} a_{ii}^{-1}|a_{ij}|u_j = \rho u_i$ for all $i$. Consider the positive diagonal matrix $U = \text{diag}\{u_i\}$. Then, the above implies $U^{-1}AU$ is diagonally dominant because this is the same as $\rho a_{ii}u_i = \sum_{j \neq i} |a_{ij}|u_j$. Taking $\varrho_i = \rho$, we have $\varrho_i < 1$ and $\varrho_i a_{ii}u_i \geq \sum_{j \neq i} |a_{ij}|u_j$ for all $i$, i.e., $A$ is $D$-scaled diagonally dominant with $D = U$. Now apply Theorem 1. The recursion of $\eta_{i \rightarrow j}^{(\ell)}$ in (14) implies that

$$\eta_{i \rightarrow j}^{(\ell)} = \varrho_i \frac{\sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(\ell-1)} \eta_{v \rightarrow i}^{(\ell-1)}}{|a_{ij}|d_j(1 - \varrho_i \varrho_j) + \sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(\ell-1)}}$$

$$\leq \varrho_i \frac{\sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(\ell-1)} \eta_{v \rightarrow i}^{(\ell-1)}}{\sum_{v \in N_i \setminus j} \Lambda_{v \rightarrow i}^{(\ell-1)}}$$

$$\leq \rho \max_{v \in N_i \setminus j} \eta_{v \rightarrow i}^{(\ell-1)}.$$
Carrying out the above process repeatedly for \(\ell - 1, \ell - 2,\) etc. and using \(\rho_{i \to j}^{(0)} = \rho_i = \rho\) for all \(i, j\), we will eventually get

\[
\eta_{i \to j}^{(\ell)} \leq \rho^{\ell+1}.
\]

Using (12) yields

\[
\frac{|x_i^{(k)} - x_i^\star|}{u_i} \leq \sum_{v \in N_i} \Lambda_{v \to i}^{(k-1)} \eta_{v \to i}^{(k-1)} \|x^\star\|_u \leq \rho^{k+1} \|x^\star\|_u,
\]

which is (21).

Define the \textit{asymptotic convergence rate} \(\lambda_\infty\) as

\[
\lambda_\infty = \arg\inf_{\lambda > 0} \left\{ \lambda : \lim_{k \to \infty} \frac{\|x_i^{(k)} - x_i^\star\|}{\lambda^k} \leq C \|x^\star\| \right\}
\]

for a constant \(C > 0\). We see from corollary above that \(\lambda_\infty \leq \rho\), i.e., \(\rho\) serves as a simple \textit{upper bound} for \(\lambda_\infty\). (Note that the choice of norm does not affect the asymptotic convergence rate.)

It is tempting to conjecture that \(\rho\) is the asymptotic convergence rate of Algorithm 1 for a generalised diagonally dominant matrix \(A\). But Example 1 in Section VI-A will show that this is not the case. That is, the convergence rate bound in Theorem 1 can be tighter than \(\rho\) asymptotically by taking the diagonal transformation matrix \(D\) other than \(U\).
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Fig. 2. The unwrapped tree in Fig. 1 with gains \(\varrho_i\)

In the following, we give another simple bound for the asymptotic convergence rate which can be tighter than \(\rho\).

\textbf{Definition 3}: For the induced graph \(G = \{V, E\}\), a \textit{non-reversal path} \(p = \{i_0, i_1, i_2, \ldots, i_k\}\) is a path such that \(i_{\ell+2} \neq i^{(\ell)}\) for all \(\ell = 0, 1, \ldots, k - 2\). For each \(i \in V\), denote by \(P_i^{(k)}\) the set of all non-reversal paths of length \(k\) in \(G\) terminated at node \(i\). Define, for each path
$p = \{i_0, i_1, i_2, \ldots, i_{k-1}, i\} \in P_i^{(k)}$, the path gain $g(p) = \varrho_{i_0} \varrho_{i_1} \ldots \varrho_{i_{k-1}}$. The path $p$ is called a simple loop if $i_0 = i$ and $i_\ell \neq i$ for all $\ell = 1, 2, \ldots, k-1$. Further define the loop gain per node for each simple loop $p$ as

$$
\lambda(p) = (g(p))^{1/k}
$$

(23)

and denote the maximum loop gain per node, $\lambda_*$, as the largest loop gain per node among all the simple loops in $G$, i.e.,

$$
\lambda_* = \max\{\lambda(p) : p \text{ is a simple loop in } G\}.
$$

We see (14) that $\eta^{(\ell)}_{i \rightarrow j}$ is formed by a weighted sum of all $\eta^{(\ell-1)}_{v \rightarrow i}$, $v \in N_i \setminus j$, then multiplied by $\varrho_i$. This is more clearly depicted in Fig. 2, a reproduced version of the unwrapped tree in Fig. 1 with gains $\varrho_i$ attached on each edge. This implies that the bound (12) can be interpreted as a weighted sum of the path gains for all the (non-reversal) paths from the leaf layer to the root node. For the example in Fig. 2, we see 6 paths, which are $(1', 4', 5, 2, 1)$, $(1'', 3', 5, 2, 1)$, etc., and their corresponding path gains are $\varrho_1 \varrho_4 \varrho_5 \varrho_2$, $\varrho_1 \varrho_3 \varrho_5 \varrho_2$, etc. Stated more formally, (12) can be re-expressed as

$$
\frac{|x^{(k)}_i - x^*_i|}{d_i} \leq \varrho_i \|x^*\|_d \sum_{p \in P_i^{(k)}} w(p) g(p),
$$

(24)

where $w(p) > 0$ is the weight of $p$ with $\sum_{p \in P_i^{(k)}} w(p) \leq 1$.

Based on the above observations, we are ready to give the next simple bound for $\lambda_\infty$.

**Theorem 2:** Suppose $A \in \mathbb{R}^{n \times n}$ is weakly $D$-scaled diagonally dominant for some diagonal matrix $D > 0$. Then,

$$
\lambda_\infty \leq \lambda_* < 1.
$$

(25)

**Proof:** Take any terminating (root) node $i \in V$ and consider an arbitrary non-reversal path $p = \{i_0, i_1, \ldots, i_{k-1}, i\}$ in $G$ with length $k > n$ (where $n$ is the number of nodes in $G$). It is obvious that $p$ contains at least one loop because $k > n$. Split $p$ into three parts: $p_1 = \{i_0, i_1, \ldots, i_{k_1}\}$, $p_2 = \{i_{k_1+1}, \ldots, i_{k_2}\}$ and $p_3 = \{i_{k_2+1}, \ldots, i_{k-1}, i\}$ in their connecting order, such that $p_2$ is a loop and $p_1$ and $p_3$ together do not have repeating nodes. It is clear that $p_1$ and $p_3$ together have less than $n$ nodes. Denote the length of $p_2$ by $\tilde{k}$. It is obvious that if
we replace every node $j$’s $\varrho_j$ in $p_2$ with $\lambda_*$, the loop gain per node will not decrease and it will become $\lambda_*$. Therefore,

\[
(g(p))^{1/k} = [(g(p_1)g(p_3))^{1/k}(g(p_2))^{\frac{1}{k}}][(g(p_2))^{1/k}]
\]

\[
= [(g(p_1)g(p_3))^{1/k}(g(p_2))^{\frac{k-1}{k}}](g(p_2))^{1/k}
\]

\[
\leq [(g(p_1)g(p_3))^{1/k}(g(p_2))^{\frac{k-1}{k}}]\lambda_*. 
\]

As $k \to \infty$, the term in $[ \ ]$ approaches 1. Hence,

\[
\lim_{k \to \infty} (g(p))^{1/k} \leq \lambda_*.
\]

Applying the above to (24), we get

\[
\lim_{k \to \infty} \frac{\|x_i^{(k)} - x_i^*\|}{d_i \lambda_*^k} \leq \lim_{k \to \infty} \varrho_i \|x^*\|_d \sum_{p \in P_i^{(k)}} w(p) \frac{g(p)}{\lambda_*^k}
\]

\[
\leq \lim_{k \to \infty} \varrho_i \|x^*\|_d \sum_{p \in P_i^{(k)}} w(p) = \varrho_i \|x^*\|_d.
\]

Hence,

\[
\lim_{k \to \infty} \frac{\|x^{(k)} - x^*\|_d}{\lambda_*^k} \leq \left(\max_i \varrho_i\right)\|x^*\|_d.
\]

Since the asymptotic convergence rate is independent of choice of the norm $\| \cdot \|$, the above means that $\lambda_* \geq \lambda_\infty$.

Finally, we check $\lambda_* < 1$. Consider any simple loop $p$ in $G$. If $p$ has an even number of nodes, then every pair of adjacent nodes $i$ and $j$ in $p$ have $\varrho_i \varrho_j < 1$ by assumption, so $g(p) < 1$. If $p$ has an odd number of nodes, we traverse the loop by starting with the node $i_0$ with maximum $\varrho_{i_0}$. Again, since every pair of adjacent nodes $i$ and $j$ in $p$ have $\varrho_i \varrho_j < 1$, we have $g(p) < \varrho_{i_k}$, where $i_k$ is the last node in $p$ before returning back to $i_0$, for which we must have $\varrho_{i_k} < 1$ because it is adjacent to $i_0$ with the maximum $\varrho_{i_0}$. Therefore, $g(p) < 1$ for every simple loop $p$, which means that $\lambda_* < 1$.

The only remaining question is how tight the bound $\lambda_*$ is in comparison with $\rho$ in Corollary 1.

For this question, we note that $\lambda_*$ depends on the given diagonal matrix $D$ and we have the following simple answer.

**Corollary 2:** Suppose $A$ is generalised diagonally dominant. Then,

\[
\lambda_\infty \leq \min_D \lambda_* \leq \rho,
\]
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where the diagonal $D > 0$ is such that $A$ is weakly $D$-scaled diagonally dominant.

**Proof:** The result is easily established by noting that, if we take $D = U = \text{diag}\{u_i\}$ with $u > 0$ being the eigenvector corresponding to $\rho$ for $\bar{R}$ as in Corollary 1 we have $\varrho_i = \rho < 1$ for all $i$, leading to $\lambda_* = \rho$.

**Remark 3:** Note that the proof for $\lambda_*$ being an upper bound of the convergence rate for Algorithm $[\text{I}]$ is derived from the general bound in Theorem $[\text{I}]$. This means that the general bound in Theorem $[\text{I}]$ is tighter than the bound $\min_D \lambda_*$, which in turn is tighter than $\rho$. Since $\rho$ is the known bound for Gaussian BP $[\text{III}]$, the bounds in Theorems $[\text{I,II}]$ and Corollaries $[\text{I,II}]$ are tighter than the known bound in the literature, even in the case of Gaussian BP.

**Remark 4:** We conclude this section by explaining briefly how our bounds on the convergence rate can be applied. Firstly, these bounds are useful in determining the performance of the algorithm when compared with other distributed and iterative algorithms. An example will be given for comparison with the classical Jacobi method (see Example 3 in the next section). Secondly, these bounds can be used to determine *a priori* how many iterations are required to reach a given level of accuracy. Taking the simple bound (21) for example, if $\|x^{(k)} - x^*\|_u / \|x^*\|_u \leq \epsilon$ is required for a given $\epsilon > 0$, the required number of iterations $k$ can be easily bounded by solving $\rho^{k+1} = \epsilon$. Other bounds can be used in a similar way.

VI. ILLUSTRATING EXAMPLES

This section illustrates our results using several examples.

A. Example 1: Single-Loop System

Consider a single-loop system in Fig. [3] with

$$A = \begin{bmatrix}
1 & -0.72 & -0.6 \\
-0.1 & 1 & -0.375 \\
-0.7 & -0.5 & 1
\end{bmatrix}$$

and $b_i = i$ for all $i$. It is easy to see that $A$ is not diagonally dominant. By taking $D = \text{diag}\{1, 0.565, 0.98\}$, it can be verified that $D^{-1}AD$ is diagonally dominant. Hence, $A$ is $D$-scaled diagonally dominant (and generalised diagonally dominant). The single loop is simply $\{1, 2, 3, 1\}$. For this $D$, we can compute that $\varrho_1 = 0.9978, \varrho_2 = 0.8308, \varrho_3 = 0.9975$. It is computed using Theorem $[\text{II}]$ that $\lambda_* = (\varrho_1 \varrho_2 \varrho_3)^{1/3} = 0.95386$. Also computed directly from $A$ is
\( \rho = 0.9535 \). Instead of showing how \( x_i^{(k)} - x_i^* \) decreases over \( k \) for each \( i \), we plot in Fig. 4 a congregated curve of

\[
\log_{10} \frac{1}{n} \| x^{(k)} - x^* \|^2 = \log_{10} \frac{1}{n} \sum_i (x_i^{(k)} - x_i^*)^2
\]

(27)

along with its bound given by Theorem 1 and that by \( \rho \) (i.e., Corollary 1). It is estimated from Fig. 4 that the slope of (27) is approximately \(-0.1650\), which corresponds to a convergence rate of \( 10^{-0.1650/2} = 0.8270 \). This confirms that both Theorem 2 and Corollary 1 are correct for this example.

![Fig. 3. Single-Loop Graph in Example 1; Double-Loop Graph in Example 2](image)

### B. Example 2: Double-Loop System

Consider a double-loop system in Fig. 3 with

\[
A = \begin{bmatrix}
1 & 0.29 & 0 & 0.32 & 0.35 \\
0.51 & 1 & 0.48 & 0 & 0 \\
0 & 0.3 & 1 & 0.32 & 0.35 \\
0.52 & 0 & 0.46 & 1 & 0 \\
0.44 & 0 & 0.53 & 0 & 1
\end{bmatrix}
\]

and \( b_i = i \) for all \( i \). Also take \( D = I \). There are three simple loops \( p_1 = \{1, 2, 3, 4, 1\} \), \( p_2 = \{1, 2, 3, 5, 1\} \) and \( p_3 = \{1, 4, 3, 5, 1\} \). We have \( \rho_1 = 0.96, \rho_2 = 0.99, \rho_3 = 0.97, \rho_4 = 0.98, \rho_5 = 0.97 \). It is computed that \( \lambda_* = 0.9749 \) and \( \rho = 0.9722 \). The simulation results are shown in Fig. 5 and the slope of (27) is approximately \(-0.1033\), corresponding to a convergence rate of \( 10^{-0.1033/2} = 0.8879 \).
C. Example 3: 13-node Loopy Graph

This example considers a 13-node loopy graph shown in Fig. 6. The matrix $A$ has $a_{ii} = |N_i|$ and the non-zero $a_{ij}$ randomly chosen from $(-1.2, -0.2)$, and $b_i = i$. Also take $D = I$. For a particular realisation of $A$, it is verified that $A$ is diagonally dominant and its $\rho = 0.9586$. The logarithmic error $\log_{10}(\|\hat{x}^{(k)} - x\|^2/n)$ is plotted in Fig. 8 along with its bound given by Theorem 1 and that by $\rho$ (i.e., Corollary 1).

In addition, we compare Algorithm 1 with the classical Jacobi method [1], [2] which is a
common iterative algorithm for solving linear systems. The simulated result for Algorithm 1 is shown in Fig. 8. For 100 iterations, the error is converged down to approximately $0.8 \times 10^{-4}$. Fig. 9 shows the simulated result for the Jacobi method, which has a considerably slower convergence rate, with an error of approximately 0.02 after 100 iterations. It is known [1], [2] that the Jacobi method has a convergence rate equal to the spectral radius of $R$. Thus, this simulation shows that Algorithm 1 has a faster convergence rate than that of the Jacobi method.
**D. Example 4: Large-Scale System**

This example involves a randomly connected 1000-node loopy graph shown in Fig. 6. The circles indicate the nodes and the curves indicated the edges. The matrix $A$ has $a_{ii} = 1$ for all $i$ with the average number of edges for each $i$ to be about 7.772. The non-zero off-diagonal terms $a_{ij}$ to be random with 80% probability to be positive and each row’s absolute sum is
0.4 on average. Again, $b_i = i$ for all $i$. It is computed that $\rho = 0.9356$. The logarithmic error
\[
\log_{10}(\|\hat{x}(k) - x\|^2/n)
\] is plotted in Fig. 11 along with its bound given by Theorem 1 and that by $\rho$ (i.e., Corollary 1). Since many off-diagonal terms of $A$ are positive, the bound given by Theorem 1 is not as tight as for the previous two examples.
VII. CONCLUSIONS

In this paper, we have studied the convergence rate of a message-passing distributed algorithm for solving linear systems. Under the assumption of generalised diagonal dominance, the convergence rate of the distributed algorithm is shown to be explicitly related to the diagonal dominance properties of the system (Theorems 1-2 and Corollaries 1-2). Due to the fact this algorithm is more general than the Gaussian BP algorithm in the sense that it deals with both symmetric and non-symmetric matrices, the results in this paper also apply to the Gaussian BP algorithm.

The distributed algorithm studied in this paper belongs to the so-called synchronous algorithms, meaning that every node needs to update their variables (or messages) simultaneously in each iteration. The Gaussian BP algorithm can also be implemented in an asynchronous matter (called asynchronous Gaussian BP), and it is known that convergence properties exist under the generalised diagonal dominance assumption [9], [10]. Likewise, the message-passing algorithm, Algorithm 1, can be implemented in an asynchronous matter. It is expected that our convergence rate analysis approach can be applied in the asynchronous case as well, which is one of the future tasks.

APPENDIX

Lemma 4: Suppose $A \in \mathbb{R}^{n \times n}$ is weakly $D$-scaled diagonally dominant for a given diagonal matrix $D > 0$. Then, $A$ is generalised diagonally dominant.

Proof: We only consider the case with at least one $\varrho_i \geq 1$ because otherwise $A$ is obviously generalised diagonally dominant. Define $U = \{i : \varrho_i \geq 1\}$. For each $i \in U$, define $\tilde{\rho}_i = \epsilon + \max_{j \in N_i} \varrho_j$ for some sufficiently small $\epsilon > 0$ such that $\tilde{\rho}_i < 1$ and $\tilde{\rho}_i = \varrho_i \tilde{\rho}_i < 1$. This can always be done because $\varrho_i \varrho_j < 1$ for every $j \in N_i$. For each $i \notin U$, define $V_i = \{j : j \in N_i, j \in U\}$ and $\tilde{\rho}_i = \varrho_i \tilde{\rho}_i^{-1}$, where

$$\tilde{\rho}_i = \begin{cases} 
1 & \text{if } V_i = \phi (\text{empty}) \\
\min_{j \in V_i} \tilde{\rho}_j & \text{if } V_i \neq \phi.
\end{cases}$$

It is clear that $\tilde{\rho}_i \leq 1$.

Next, define a new diagonalising matrix $\tilde{D} = \text{diag}\{\tilde{d}_i\}$ with

$$\tilde{d}_i = \begin{cases} 
\tilde{\rho}_i^{-1}d_i & \text{if } i \in U \\
d_i & \text{if } i \notin U.
\end{cases}$$
We claim that $\tilde{D}^{-1}A\tilde{D}$ is diagonally dominant. Indeed, consider

$$
\Delta_i = \tilde{\rho}_i a_{ii} \tilde{d}_i - \sum_{j \in N_i} |a_{ij}| \tilde{d}_j.
$$

For each $i \in U$, we know that any $j \in N_i$ must be such that $j \not\in U$ (due to $\varrho_i \varrho_j < 1$), hence, $\tilde{d}_j = d_j$ and

$$
\Delta_i = \tilde{\rho}_i \varrho_i a_{ii} d_i \tilde{\rho}_i^{-1} - \sum_{j \in N_i} |a_{ij}| d_j = 0.
$$

For each $i \not\in U$, we have

$$
\Delta_i = \varrho_i \tilde{\rho}_i^{-1} a_{ii} d_i - \sum_{j \in N_i} |a_{ij}| \tilde{d}_j.
$$

We consider two cases of $j \in N_i$. Case 1: $j \not\in U$, for which $\tilde{d}_j = d_j$. Case 2: $j \in U$, for which $\tilde{d}_j = d_j \tilde{\rho}_j^{-1}$. It follows that

$$
\Delta_i = \tilde{\rho}_i^{-1} \left( \varrho_i a_{ii} d_i - \sum_{j \in N_i, j \not\in U} |a_{ij}| d_j \tilde{\rho}_i - \sum_{j \in N_i, j \in U} |a_{ij}| d_j \tilde{\rho}_j \tilde{\rho}_j^{-1} \right).
$$

Recall $\tilde{\rho}_i \leq 1$. Also, under $i \not\in U, j \in N_i, j \in U$, we have $j \in V_i$ by the definition of $V_i$, i.e., $V_i \neq \varnothing$. Hence, $\tilde{\rho}_i \leq \tilde{\rho}_j$ from the definition of $\tilde{\rho}_i$. Applying these facts to $\Delta_i$ above, we get, for any $i \not\in U$,

$$
\Delta_i \geq \tilde{\rho}_i^{-1} \left( \varrho_i a_{ii} d_i - \sum_{j \in N_i, j \not\in U} |a_{ij}| d_j - \sum_{j \in N_i, j \in U} |a_{ij}| d_j \right) = 0.
$$

Therefore, $\Delta_i \geq 0$ for all $i$. It remains to confirm that $\tilde{\rho}_i < 1$ for all $i$. This is obvious for the case of $i \in U$ by the choice of $\varepsilon$ earlier. For the case of $i \not\in U$, $\tilde{\rho}_i = \varrho_i \tilde{\rho}_i^{-1}$. If $V_i = \varnothing$, we have $\tilde{\rho}_i = 1$ and thus $\tilde{\rho}_i = \varrho_i < 1$. If $V_i \neq \varnothing$,

$$
\tilde{\rho}_i = \frac{\varrho_i}{\min_{j \in V_i} \tilde{\rho}_j} = \max_{j \in V_i} \frac{\varrho_i}{\tilde{\rho}_j} = \max_{j \in N_i, j \in U} \frac{\varrho_i}{\tilde{\rho}_j}.
$$

Note that for each $j \in N_i$ with $j \in U$, $\tilde{\rho}_j > \max_{v \in N_j} \varrho_v \geq \varrho_i$. So, $\tilde{\rho}_i < 1$ in this case as well. We have confirmed that $\tilde{\rho}_i < 1$ for all $i$. Therefore, $\tilde{D}^{-1}A\tilde{D}$ is diagonally dominant. 
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