Detection of Small Impact Craters via Semantic Segmenting Lunar Point Clouds Using Deep Learning Network
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Abstract: Impact craters refer to the most salient features on the moon surface. They are of huge significance for analyzing the moon topography, selecting the lunar landing site and other lunar exploration missions, etc. However, existing methods of impact crater detection have been largely implemented on the optical image data, thereby causing them to be sensitive to the sunlight. Thus, these methods can easily achieve unsatisfactory detection results. In this study, an original two-stage small crater detection method is proposed, which is sufficiently effective in addressing the sunlight effects. At the first stage of the proposed method, a semantic segmentation is conducted to detect small impact craters by fully exploiting the elevation information in the digital elevation map (DEM) data. Subsequently, at the second stage, the detection accuracy is improved under the special post-processing. As opposed to other methods based on DEM images, the proposed method, respectively, increases the new crusher percentage, recall and crusher level $F_1$ by 4.89%, 5.42% and 0.67%.
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1. Introduction

Over the past few decades, as space techniques are leaping forward, searching on the moon has been arousing huge attention from the public. As impacted by the unique environment, the moon has abundant resources that do not exist on the earth, which may lead to breakthroughs in numerous novel technologies and help human societies develop more sustainably. Accordingly, a large number of nations have launched their lunar exploration programs and learned the importance of researching the impact craters to select the landing sites of their space ships. To be more specific, the size and distribution of impact craters should be recorded to generate 3D images of the surface and gain insights into the terrain and landform of the moon. Besides, it helps to investigate the evolution of lunar geological structure and geological activities, i.e., the vital information of landing space ships. Being passionate about the moon, China delivered considerable exploration satellites. The mentioned lunar exploration satellites provide digital elevation map (DEM) data and digital orthophoto map (DOM) data that cover the whole moon with different resolutions. For accuracy, these data outperform the other lunar surface image data and can present the information on impact craters. Thus far, considerable studies have focused on crater detection. However, the processing and analysis of most existing crater detection methods stress the optical images, thereby causing some limitations. First, the display of the impact crater on the optical image is easily affected by the direction of sunlight; moreover, it is difficult to identify the small impact craters with diameters less than 3 km on the optical images, even under reasonable sunlight conditions.

As impacted by the limitations, lunar craters detection still remains challenging. To address the common difficulties, Silburt et al. [1] adopted DEM data to detect impact craters, where they sampled DEM data with a depth of 16 bits/pixel to 8 bits/pixel, and introduce...
them into the convolutional neural network as the common picture data for learning. Though the effects of sunlight exposure can be slightly reduced, the detection ability of small impact craters remain poor. This study fully exploits the depth information in DEM data. First, the DEM data is transformed into the point cloud data. Then, the deep learning model is used to learn its deep semantic features for the preliminary detection. Lastly, more accurate detection results of lunar impact crater are obtained by post-processing the preliminary detection results.

In brief, the main contributions of this study include:

- A novel impact crater point cloud dataset obtained from the high-precision DEM images that is acquired by Chang’E-2, as well as the corresponding category information for the respective point;
- A two-stage learning-based method to detecting small impact craters, which first acquires the preliminary detection results by the semantic segmentation and then further polishes the results through the post-processing. The method is capable of robustly detecting small impact craters even with the disturbances of sunlight.

2. Related Work

2.1. Crater Detection Algorithm

Initially, the crater detection was conducted manually via the visual inspection of images [2–5], which has great limitations and defects. Crater detection algorithms (CDAs) aim to perform crater detection more efficiently and robustly. Among many surveys [6–8], the CDAs can be divided in a range of manners. The most common is to divide CDAs into non-machine learning methods and machine learning methods.

2.1.1. Non-Machine Learning Methods

On the whole, methods [9–16], etc., use pattern recognition methods to identify the rims of the impact crater in an image. The mentioned methods first use the digital image processing technology to sharpen the edges of the impact crater rims. Based on the enhanced edges of the crater rims, these methods use the Hough Transform or the Template Matching to detect impact craters. Moreover, Kim et al. [11] also used neural networks to remove false detection results. Honda et al. [12] used the optimized detection algorithm to detect different clustered image sets.

2.1.2. Machine Learning Methods

Overall, the mentioned methods [17–20] should build a training set for model training as impacted by the use of machine learning methods. As revealed from the experimental results provided by Wetzler et al. [20], the support vector machine achieved the optimal results at that time. Stepinski et al. [21] used the decision tree algorithm based on the gradient algorithm. Di et al. [22] adopted a novel variant of Haar-like features and a boosting algorithm to detect the square regions containing one crater. Pedrosa et al. [23] used the watershed algorithm in infrared images, and they used the Template Matching to match the rim features of the craters.

A range of studies [6–8,14] compared numerous machine learning methods. However, the mentioned machine learning methods are now being replaced by deep learning methods. Methods [1,24,25] are representative of the successful application of deep learning methods. These methods exploit the image semantic segmentation methods for the impact crater detection and have achieved high performance.

2.2. Semantic Segmentation of Point Clouds

The existing deep learning point cloud semantic segmentation methods can roughly fall into Projection-based Methods and Point-based Methods by complying with the input of the network. Projection-based Methods are capable of converting point cloud data into other forms of data (e.g., images and voxels), whereas they do not use the point cloud data
as the input to the network. As opposed to the mentioned, Point-based Methods directly use the point cloud data as the original input of the network.

2.2.1. Projection-Based Methods

The general idea of methods including [26,27] is to represent point cloud data as a set of images rendered from multiple views. Subsequently, the rendered image is sent to the image semantic segmentation network. Through the pose mapping, the semantics of the original point cloud data is obtained by complying with the semantic segmentation results of the rendered image. The main problem facing the mentioned methods is how to improve the accuracy of image semantic segmentation, how to determine the number and distribution of views to cover a comprehensive 3D object, as well as how to avoid mutual occlusion.

Some methods [28–30] voxelize the point cloud data and subsequently adopt a 3D convolution kernel to build a deep learning network for feature learning. The main problems of the mentioned methods include:
- The selection of the voxelization scale. Using a smaller voxel can obtain a high-resolution voxel representation and retain the original data information maximally, whereas the resulting memory and calculation costs are excessively large. If a larger voxel is used, though memory and computational overhead will be reduced, considerable data information will be lost.
- How to reduce computing memory and reduce computational overhead. For a scene like a square, after being voxelized, numerous voxels that do not contain any point cloud data will emerge. However, it should still be involved in the 3D convolution operation. Thus, considerable useless memory will be used, and a waste of computing resources will be caused. The mentioned problems can be solved in numerous manners. Riegler et al. [31] exploited the idea of OctTree to efficiently represent voxels so that they can be operated at high resolution. Graham et al. [32] introduced the sparse convolution and the submanifold sparse convolution, and they used hash to save memory and reduce the number of the operations.

2.2.2. Point-Based Methods

Point cloud data refers to the irregular data, and has disorder and rotation translation invariance. Thus, the conventional convolution kernel cannot directly act on the point cloud data. On that basis, various methods can directly use the original point cloud data.

Zaheer et al. [33] introduced the basic conditions to achieve the permutate invariant and the permutate equivariant of the irregular data e.g., point cloud, and they realized the mentioned conditions through Multi-Layer Perceptron (MLP) to achieve feature learning. Besides, Qi et al. [34] met the basic conditions by using the MLP and the Max Pooling, and the network was processed to have the rotation and translation invariance through the Spatial Transformer Network. Qi et al. [35] made a further improvement on the basis of Qi et al. [34], so that it can focus on local features (e.g., a convolution kernel), whereas it still adopts MLP for feature learning. In addition, Klokov et al. [36] used the Kd-Tree to learn point cloud features.

Yi et al. [37] exploited the idea of graph convolution to point cloud semantic segmentation. Its core idea refers to building a graph based on the relationship between the current point and its adjacent points, as well as updating the features of the current point through the adjacent points and adjacent edges of the current point. By yielding the representation of the Fourier transform and the inverse Fourier transform on the graph, the representation of the convolution operation on the graph can be expressed and adopted to update the features of the current point. Moreover, numerous methods [38–46] place stress on how to construct the weighted sum operation similar to the convolution kernel and achieve effective results.
3. Methods

In the present section, the proposed algorithm framework for small impact crater detection is elucidated in detail. As illustrated in Figure 1, the proposed algorithm largely comprises two stages, i.e., Pre-Detection and Post-Processing. The DEM data are first converted into the point cloud data. Subsequently, the point cloud semantic segmentation model here is adopted in the Pre-Detection module to achieve the preliminary detection results. Compared with DOM data, DEM data are less susceptible to the effect of solar illumination, which helps detect the detection of impact craters. Furthermore, by converting the DEM data to the point cloud data, no information loss will be caused, which often happens when the DEM data are used as image data. Next, the Post-Processing module will further refine the preliminary detection results. In Section 3.1, the point cloud dataset of the moon is introduced. Besides, the point cloud semantic segmentation model in the pre-detection module is presented in Section 3.2. Subsequently, the Post-Processing module here is introduced in Section 3.3.

Figure 1. Illustration of overall framework of the proposed method. The pre-detection module takes the point cloud data transformed from DEM data as input, and outputs the preliminary prediction results. Next, the preliminary detection results are refined in the post-processing module.

3.1. Point Cloud Dataset of the Moon

An effective dataset can underpin a deep learning network to exhibit better generalization capabilities. Labeling point cloud data refers to a sophisticated task. Two problems will arise if data on the point cloud data converted from DEM data are directly labeled:

- Point cloud data transformed from DEM data are significantly large, so that the cost of labeling is noticeably high.
- Human labeling will introduce considerable noise, impacted by the lack of relevant knowledge.

Thus, the DEM data obtained from Chang'E-2 and the impact crater data recently provided by Robbins [47] are adopted to create a lunar impact crater point cloud data set with the labeled information.

According to Figure 2, the projection rule and the coordinate transformation rule of each DEM image are first obtained. Next, the impact craters should be mapped. To be specific, based on the conversion rules of the Geographic Information System (GIS), the longitude and latitude of the impact craters in the Robbins data are converted into geographic coordinates by using the projection rule. Next, the geographic coordinates are converted into pixel coordinates by using the coordinate transformation rule. Lastly, the point cloud data set with semantics is generated from the DEM data with the impact crater information, as shown in Figure 3. Assuming that a pixel \((i, j)\) in the DEM image contains a height information value \(z\), the pixel can be transformed into a point cloud \((x, y, z)\), where the calculation methods of \(x\) and \(y\) are expressed below:

\[
\begin{align*}
x &= v \times i \\
y &= h \times j
\end{align*}
\]
where $v$ and $h$ express the unit pixel resolutions of the DEM image in the vertical and horizontal directions, respectively. Accordingly, the transformation from DEM to point cloud data can be completed.

Figure 2. The construction process of the point cloud dataset. The projection rule is capable of completing the mapping from longitude and latitude to geographical coordinates, and the coordinate transformation rule leads to the conversion from geographic coordinates to pixel coordinates.

Figure 3. Point cloud dataset. (a) shows a vertical view of an area in the point cloud dataset, and red marks the impact craters. (b) represents the point cloud data of the region from another perspective.
3.2. Pre-Detection

In the pre-detection module, a point cloud semantic segmentation deep learning network is adopted to pre-detect the point cloud data, which are converted from DEM data and then provide preliminary detection results (shown in Figure 4). In this study, a new network is implemented based on pointnet++ architecture [35], shown in Figure 5. In this study, the point cloud semantic segmentation network consists of the downsampling stage and the upsampling stage. The downsampling stage and the upsampling stage are connected by the multi-level skip links. After the point cloud data is inputted into the point cloud semantic segmentation network in this study, four operations of “global feature exchange network- sampling-shared multilayer perceptron-pooling” are conducted in the downsampling stage. To be specific, the global feature exchange network (GFE-Net) refers to a sub-network proposed for learning global features. More details regarding GFE-Net were presented in the following sections. The output features from the downsampling stage will undergo multiple “concatenation-upsampling-shared multilayer perceptron” operations. The skip link combines the multi-level features of the downsampling stage and the upsampling stage through “concatenation”. All multilayer perceptron in the network use the modified linear unit (ReLU) as the activation function. The last layer of the network outputs the probability that each point pertains to each category.

Figure 4. Illustration of the pre-detection results. (a) shows the ground truth in the dataset. (b) represents the preliminary detection result after the point cloud semantic segmentation.
Figure 5. The overall architecture of the proposed network. The colored arrows represent the different operations, and the boxes with the same color as the arrows represent the results of the corresponding operations. The network receives $N \times d_m$ point cloud as input, and the final output is $N \times n_{cls}$. Where, $n_{cls}$ represents the number of categories. The cyan box represents the loss function we used, $L_f$ is the Focal loss and $L_d$ is the Dice loss.

3.2.1. Global Feature Exchange Network

To allow the network to learn global features, the network should be endowed with information aggregation capabilities. To this end, a new network module termed as GFE-Net is proposed, shown in Figure 6. GFE-Net receives the point features from the previous layer as the input. Besides, it employs an attention module to fuse the global features, and finally passes the output for new features to the next layer. This study adopts Global Context Network (GC-Net) [48] as the attention module. GC-Net simplified Non-local Network and integrated with the Squeeze-and-Excitation Networks (SE-Net) [49]. It saves the integration of global information aggregation capabilities, which avoid the expensive computation. Moreover, a residual mechanism is adopted to maintain the flow of low-level information to high-level information. The output $O$ of GFE-Net can be expressed as:

$$O = MLP(GC(MLP(GC(I)))) \oplus MLP(I)$$

(2)

where $I \in \mathbb{R}^{N \times C}$ denotes the input point features, $GC(\cdot)$ is GCNet operator, $MLP(\cdot)$ expresses a shared MLP.
Figure 6. The details of the network architecture of GFE-Net. The input point features go through GCNet and shared MLP to extract high-level features with global information. Furthermore, a shared MLP branch is used to update the original low-level feature of local information. After that, the high-level features and the low-level features are combined with a merge operation to avoid the lack of low-level feature information.

3.2.2. Joint Loss

As revealed from the analysis of the data set, a serious imbalance exists between positive and negative samples. Numerous loss functions can be used to alleviate this problem. Focal loss [50] is extensively used in object detection in computer vision. While solving the problem of uneven sample balance, it can also make the network focus on learning difficult samples. The Focal loss $L_f$ can be expressed as:

$$L_f = -\frac{1}{N} \sum_{i=1}^{N} (\alpha y_i (1 - p_i)^\gamma \log p_i + (1 - \alpha)(1 - y_i)p_i^\gamma \log(1 - p_i))$$  (3)

where $N$ denotes the number of training samples; $y_i$ represents the true probability of the sample; $p_i$ is the predicted probability; $\alpha$ and $\gamma$ are hyperparameters adopted to control the loss performance. Dice loss [51] also exhibits high performance in the problem of data imbalance, which can be formulated as:

$$L_d = 1 - \frac{2|X \cap Y|}{|X| + |Y|}$$  (4)

where $|X|$ and $|Y|$ sub-tables indicate the number of elements of semantic class $X$ and $Y$, and $|X \cap Y|$ is the number of elements of the intersection between $X$ and $Y$. In this study, a joint loss function composed of Focal loss and Dice loss is be applied to solve the sample imbalance problem mentioned before. Joint loss can be expressed as:

$$L = (1 - \lambda) L_d + \lambda L_f$$  (5)

where $\lambda$ denotes a factor to balance two loss; $L_f$ denotes the Focal loss; $L_d$ expresses the Dice loss.

3.3. Post-Processing

By comparing the preliminary detection results from the pre-detection module with the ground truth on the datasets, a small number of network predictions are still concentrated in the center of the crater. In other words, the point cloud semantic segmentation network remains ineffective at addressing the common problem that the point cloud semantic segmentation task cannot effectively segment the boundary well, though there has been great progress. In other point cloud semantic segmentation scenarios, it is generally achieved by introducing the additional plane geometry information or the boundary geometry information into the semantic segmentation network to achieve the correction of boundary segmentation. In the detection task of small lunar impact craters, the boundary of the small crater is not significant (shown in Figure 7), so the additional geometric information cannot be introduced to achieve a better segmentation result. Accordingly, the post-processing module (shown in Figure 1) is designed to refine the detection results.
Figure 7. Heat map of point cloud dataset of the moon. In (a), there are impact craters $C_1$ and $C_2$ in the upper left corner and the lower right corner, respectively. From other perspectives, (b,c) show that the boundary of $C_2$ is not as obvious as $C_1$.

The preliminary detection results are first projected to the 2D plane. Since the point cloud data originate from DEM data, the plane projection operation will not affect the preliminary detection results. Subsequently, the morphological dilation and boundary extraction operations will be carried out on the projection plane.

3.3.1. Dilating Processing

Through the morphological dilation operation, the preliminary detection results are concentrated in the center of the impact crater approach the edge of the impact crater. Moreover, there are also cases where multiple discontinuous segmentation results are detected in an impact crater. Through dilation operation, the mentioned discontinuous segmentation results will be linked together to form a whole. In the absence of the morphological dilation operation, the subsequent boundary extraction operation will extract multiple impact crater boundaries in a true impact crater, thereby seriously affecting the detection results. Thus, the morphological dilation operation is required.

3.3.2. Boundary Extraction

Boundary extraction acts as the core part of post-processing. From prior knowledge, the impact craters are known to be largely circular. Accordingly, the detection results can be improved by finding the circular boundary of the preliminary detection results. To extract the circle boundary, the contour finding algorithm in [52] is first used to find the contour of the preliminary detection results on the projection plane. Next, according to the contour, the minimum enclosing circles of the preliminary detection results can be obtained. As shown in Figure 8, the detection results can be effectively corrected in this manner.
Figure 8. Illustration of the post-processing results. (a) shows the preliminary detection results of the pre-detection module. The result of (a) after Dilating Processing is shown in (b). (c) is the final detection result after Boundary Extraction. As indicated from the image on the first line, the Post-Processing method is capable of improving the situation that the detection results are concentrated in the center of the impact crater. As shown in the three lines, for the effective preliminary detection results, the Post-Processing module does not exert much impact.

4. Experiments

This section introduces the metrics and implementation details for the experiments in Sections 4.1 and 4.2, respectively. Subsequently, the results on the dataset are reported in Section 4.3.

4.1. Metrics

By referring the practices of most impact crater detection algorithms, the Precision, the Recall and the $F_1$ measure metrics are adopted to evaluate the performance of the proposed algorithm. The Precision, $P$, and the Recall, $R$, are, respectively expressed as:

$$P = \frac{T_p}{T_p + F_p}$$  \hspace{1cm} (6)

$$R = \frac{T_p}{T_p + F_n}$$  \hspace{1cm} (7)

where $T_p$ denotes the true positives, represents the number of samples that are positive and predicted to be positive; $F_n$ denotes false negatives, represents the number of samples that are positive and predicted to be negative; $F_p$ are false positives, represents the number of samples that are positive and predicted to be negative. In other words, the precision
represents the ratio of the number of positive samples predicted to be positive to the number of all samples predicted to be positive.

In practice, however, the Precision and the Recall are often a pair of contradictory evaluation metrics. A trade-off between the Precision and the Recall should be obtained constantly. Thus, $F_1$ score, as a balance metric between precision and recall, can more effectively evaluate the algorithm, as expressed below:

$$F_1 = 2 \frac{PR}{P + R}$$

where $P$ denotes the precision, and $R$ is the recall. The core idea of $F_1$ score refers to improving the precision and the recall. Besides, this score expects that the difference between the precision and the recall is minimal.

According to [1], the new crater percentage is also adopted to measure the new craters, $NCP$, as expressed below:

$$NCP = \frac{N}{N + G}$$

where $N$ represents the number of impact craters detected by using the proposed algorithm, but not matched in the ground truth; $G$ is the number of ground-truth craters.

Moreover, the mean IoU (mIoU) evaluation metric is adopted in the point cloud semantic segmentation task to evaluate the improvement brought by the proposed network. The calculation formula of mIoU is written:

$$mIoU = \frac{1}{M} \sum_{T \cap I \neq \emptyset} \frac{T \cap I}{T \cup I}$$

where $M$ denotes the number of semantic class; $T$ represents the point cloud of the current target in cloud truth; $I$ expresses the prediction point cloud of the current target; $T \cap I$ and $T \cup I$, respectively, represent the intersection and union of prediction and cloud truth, respectively.

In the experiments here, the proposed algorithm is tested and evaluated at the in point-level and the crater-level, respectively, to show the performance of the proposed algorithm. The Point-level precision, the Point-level recall, the Point-level $F_1$ score and the mean IoU will be used to evaluate the performance of the proposed point cloud semantic segmentation network. To detect the performance of impact crater overall, the Crater-level precision, the Crater-level recall, the Crater-level $F_1$ score and the NCP are adopted to compare with other impact crater detection algorithms which also use the deep learning method.

4.2. Experiments Details

This study selected a total of 80 Chang’E DEM images with 50 m resolution covering $28^\circ S \sim 28^\circ N$ area to make a point cloud dataset composed of 80 point clouds, and only small impact craters less than 3000 m in diameter are included in the dataset. Besides, 40 point clouds were randomly selected for the training, and the remaining 40 point clouds data were selected for the testing. Each point cloud has up to $9 \times 10^8$ points, covering up to $500,000 \times 430,000 \times 20,000$ m in moon 3D space.

Moreover, the following settings are used for the experiment here. In the training phase, the 40 training point clouds are cut and sampled using sliding window to get many small point clouds. In the end, a small point cloud of 16,384 points is sent to the network for training. The initial learning rate is set to 0.001 and decays with epoch, and the Adam optimizer with default parameters is used. During the testing process, the data are also cut and sampled to ensure the robustness of of the proposed method. In addition, the effect of the proposed method is verified based on the above metric. All experiments are conducted on four NVIDIA TITAN RTX GPUs.
4.3. Detection Result

In this part, the results of semantic segmentation (preliminary detection) are evaluated on our dataset, and the comparison experiments are conducted with: PointNet [34], PointNet++ [35].

To evaluate the semantic segmentation of the Pre-Detection network, the Precision, the Recall, the $F_1$ and the Mean IoU (mIoU) are compared at the point-level. The classification accuracy of points is not presented, as accuracy is not a great reference under the effect of data imbalance. To ensure the fairness of the experiment, the parameters of each method are optimized to a great extent (including solving the problem of data imbalance). In Table 1, the proposed network network significantly improves the results of detection which brings about 3% improvement in $F_1$ and Mean IoU.

Table 1. Quantitative results of different point cloud semantic segmentation methods on our test dataset. The Point-level Precision ($PP$), the Point-level Recall ($PR$), the Point-level $F_1$ score ($PF_1$) and the mean IoU ($mIoU$) are reported.

| Model                              | $PP$    | $PR$    | $PF_1$  | $mIoU$  |
|------------------------------------|---------|---------|---------|---------|
| Pointnet [34]                      | 0.6357  | 0.4013  | 0.4921  | 0.3263  |
| Pointnet++ [35]                    | 0.4781  | 0.5764  | 0.5583  | 0.3538  |
| Pointnet++ with Transformer        | 0.6299  | 0.5091  | 0.5631  | 0.3919  |
| Ours (only Pre-Detection)          | 0.5767  | 0.6096  | 0.5927  | 0.4211  |

The results of pre-detection module and post-processing module are compared in Table 2, in order to quantify the role of Post-Processing module. Compared with the preliminary detection results, the use of the Post-Processing module yields a result of 60.47% in Point-level $F_1$, which brings 1.2% improvement. Likewise, the Mean IoU has also improved by 1.23%.

Table 2. Quantitative results of Post-Processing. The Point-level $F_1$ score ($PF_1$) and the mean IoU ($mIoU$) are reported.

| Model                          | $F_1$    | $mIoU$  |
|-------------------------------|----------|---------|
| Ours (Only Pre-Detection)     | 0.5927   | 0.4211  |
| Ours (After Post-Processing)  | 0.6047   | 0.4334  |

Moreover, the final detection results are also compared with the current deep learning crater detection algorithm Silburt [1] at the crater-level. To test the performance of algorithm Silburt, we used the method mentioned in Section 3.1 is adopted to map the Robbins data to the DEM image of Chang’E-2, whereas images are not converted to the point cloud data. In Table 3, the proposed algorithm achieved better detection results in New Crater Percentage. The New Crater Percentage, the Recall and the crater-level $F_1$ improved by 4.89%, 5.42%, and 0.67%, respectively. The improvement of Recall and New Crater Percentage shows the feasibility of using point cloud semantic segmentation for impact crater detection. Compared with image-based detection methods, the proposed method has greater advantages in the detection of small impact craters.

Table 3. Accuracy metrics on our test dataset. Crater-level Precision ($CP$), Crater-level Recall ($CR$), Crater-level $F_1$ score ($CF_1$) and new crater percentage ($NCP$) are reported.

| Model     | $CP$    | $CR$    | $F_1$    | $NCP$   |
|-----------|---------|---------|----------|---------|
| Silburt [1]       | 0.6194  | 0.8732  | 0.7247   | 0.2327  |
| Ours         | 0.6037  | 0.9274  | 0.7313   | 0.2816  |
5. Discussion

Under the effect of the wave of deep learning, impact crater detection methods are constantly improving, and many novel image-oriented deep learning methods are used to get better detection results. The proposed method method starts from the point cloud, and applies the semantic segmentation method of point cloud to the crater impact detection, aiming at using the deep learning method to learn the deep spatial distribution characteristics and eliminate the effect of illumination. The experimental results show that the proposed method can obtain high detection results, mainly due to the following reasons:

- The optical image will be affected by the light direction during the acquisition process. Under some illumination angles of sunlight, the grayscale information (or color information) of many impact craters will be consistent with the non-impact crater part, which will affect the detection results.
- Converting DEM images to point cloud data does not cause the loss of elevation information. Accordingly, compared with other methods using DEM images directly, more information can be used to obtain better detection results.
- Point cloud semantic segmentation learns the spatial information of impact crater, which is more conducive to the detection of impact crater than the color information of image.

However, the proposed method cannot be adopted to detect large impact craters. Besides the overlapping problem of super large impact craters and small impact craters, the biggest challenge is that the amount of point cloud data transformed from large impact craters are huge, which requires more computing resources. We also try to use sliding window, our previous work quadtree sampling [53] and other methods to deal with large impact craters. However, its spatial distribution information will still be lost, causing training failure.

Moreover, an end-to-end network is actually required, which can accurately identify the boundary of the impact crater. However, up to now, whether it is image semantic segmentation, target detection and other technologies, crater boundary fitting remains not ideal. The proposed method also needs the post-processing module to correct the detection results, in order to better fit the impact crater boundary. How to design a network that better fits the boundary of the impact crater is also a direction that deserves further attention in the future.

6. Conclusions

This study focuses on improving the detection results of small impact craters. A two-stage detection method based on point cloud semantic segmentation is proposed to solve the problem that the optical image of small impact crater is easily affected by the direction of sunlight. At the first stage, a point cloud semantic segmentation network is proposed to obtain preliminary detection results. At the second stage, the post-processing module will further modify the preliminary detection results of the pre-detection module. Moreover, this study creates create a lunar impact crater point cloud data set with labeled information for training and testing, by using the DEM data obtained from Chang’E-2 and impact crater data recently provided by [47]. The proposed method is also used on the test dataset, and the experiment results show that the proposed method can get better detection results.

However, the proposed method method also has some limitations. For the existing point cloud semantic segmentation technology, large-scale point cloud data cannot be sent to the network for training without sampling. In the experiment here, considerable spatial distribution information is lost when sampling the point cloud data of the large impact crater, so it is difficult to obtain good detection results.

In subsequent studies, the stress will be placed on the semantic segmentation on large-scale point cloud to detect large impact craters.
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