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ABSTRACT

In this study, an individual-based epidemic model, considering latent-infectious-recovery periods, is presented. The analytic solution of the model in the form of recursive formulae with a time-dependent transmission coefficient is derived and implanted in Excel. The simulated epidemic curves from the model fit very well with the daily reported cases of COVID-19 in Wuhan, China and New York City (NYC), USA. These simulations show that the transmission rate of NYC’s COVID-19 is nearly 30% greater than the transmission rate of Wuhan’s COVID-19, and that the actual number of cumulative infected people in NYC is around 9 times the reported number of cumulative COVID-19 cases in NYC. Results from this study also provide important information about latent period, infectious period and lockdown efficiency.

Introduction

In early December 2019, a new type of pneumonia, which is named COVID-19 by the World Health Organization, was found in Wuhan, Hubei province, China [1,2], and then the disease was found in all provinces of China and almost all countries around the world. This extensive spread of infectious disease in the world was officially described as a pandemic on March 11, 2020. As of the middle of August 2020, >750,000 people are killed by COVID-19 globally. To prevent the disease of further transmission, many cities, states or provinces, and countries declared lockdown.

Since the beginning of the COVID-19 epidemic, mathematical models have played an important role in many key policy discussions about COVID-19, and a common approach is to use compartmental models, such as the susceptible-infected-recovered (SIR) or SIR-derived models to analyze the characteristic of the COVID-19 [3-11]. The SIR model was first published nearly 90 years ago [12]. Here, $S$ stands for the number of susceptible, $I$ for the number of infectious (latent period was not considered in the classical SIR model), and $R$ for the number recovered (or immune) individuals [13]. In the SIR model, changes of $S$, $I$ and $R$ with time $t$ are determined by three differential equations. For example, $\frac{dS}{dt} = \beta SI - \gamma S$, where the parameters $\beta$ and $\gamma$ are transmission rate and recovery rate, respectively [14]. Both of the two parameters are constant. These equations require that an individual in $S$, $I$ and $R$ has the same probability appearing at different locations in the whole area studied. So, the SIR model can be considered as a “well-mixed” based model [15]. However, individuals in the real world actually have their own daily moving paths. They are not well-mixed in the whole population. In the SIR model, $I$ is usually considered as the theoretical value of the daily reported cases of an infectious disease studied. However, it has been known that there were many asymptomatic and mild cases of COVID-19, and only a small portion of infected individuals was reported [16]. Furthermore, increasing capacity of viral tests and tracing/testing all close contacts of COVID-19 patients can increase daily reported cases of COVID-19, which can also change the epidemic curve. Therefore, a parameter may need to be induced in an epidemic model for linking the actual number of cases to the reported number of cases. In the SIR model, the transmission rate is considered as a constant. However, during the COVID-19 pandemic, many interventions (i.e. closing schools, closing restaurants or other businesses, staying at home, wearing masks) have been used to slow down the COVID-19’s transmission rate for flattening the epidemic curve. Therefore, a time-dependent transmission coefficient, in response to the applied interventions, may need to be considered in an epidemic model.

In this study, a new individual-based $I-i$ AIR model, which does not require a well-mixed population, is presented. This model has considered a limited constant latent period ($l$), a limited constant infectious period ($i$) and an unlimited recovery phase for each infected individual. A time-dependent transmission coefficient $k_t$, and a transient incidence rate $r$ of the infected people are induced in the model to examine the effect of social distancing (including mask wearing) and the testing capacity of the virus on the epidemic curves, respectively. Recursive
formulae for all variables ($A_n$, $I_n$ and $R_n$) in this model have been derived. Here, $A_0$, $I_0$ and $R_0$ stand for the actual active infectious individuals in the infectious period, the actual cumulative infected individuals, and the actual cumulative recovered individuals, respectively. These recursive formulae can be easily placed in Excel for calculating $A_n$, $I_n$ and $R_n$. All the three variables are functions of $k_0$, and all these variables are dependent on the parameters $l$ and $i$. The calculated $A_0$ is linked to the reported daily confirmed number ($y_0$) of COVID-19 cases through the transient incidence rate $\alpha$. In the following sections, we will introduce this $l\cdot i$ AIR model; describe how to calculate these variables in Excel and how to determine parameters $l$, $i$, and $\alpha$; and validate the $l\cdot i$ AIR model qualitatively by known characteristics of epidemic curves and quantitatively by COVID-19 data from Wuhan, China and New York City (NYC), USA.

Theory: $l\cdot i$ AIR model

If a person is infected by an infectious disease, the person will experience a latent period ($l$), an infectious period ($i$), and then recovery or death. In this model, $l$ and $i$ are two parameters; and the three letters $A$, $I$ and $R$ are variables. $A$ stands for the actual active infectious individuals or the individuals in the infectious period, $I$ for the actual cumulative infected individuals, and $R$ for the actual cumulative recovered individuals. It is assumed that (a) the length of latent period is $l$ days or $l$ time units (1 time unit can be 1 day or less); (b) the length of infectious period is $i$ days or $i$ time units; and (c) the infectious individual infects one person per day or per time unit in the infectious period. Under these assumptions, if $i = n$, it means that an infectious individual will infect 1 person per day (or per time unit) for $n$ days (or $n$ time units) in the infectious period, or will infect a total of $n$ people in the infectious period before the infectious individual recovers or dies.

Set up the $l\cdot i$ AIR model.

In the following, a special example is given for examining how an infectious person spreads the diseases in the $l\cdot i$ AIR model. At first, it is assumed that the time unit is 1 day/unit; the latent period is 2 days ($l = 2$); the infectious period is 3 days ($i = 3$); and the first infected individual has been generated on day 1. A column of 5 cells (Fig. 1A) is used to represent the infectious status of an infected individual. The transmission pattern of the epidemics is illustrated in Fig. 1B:

On day 1, the infected individual is in the latent period, so $A_1 = 0$ because there is no one in the infectious period. However $I_1 = 1$ because the first infected individual exists already. There is no one recovered, so $R_1 = 0$. Thus, the three variables ($A_1$, $I_1$, $R_1$) = (0, 1, 0).

On day 2, the first infected individual is still in the latent period, who is not able to infect others and is not recovered yet, so ($A_2$, $I_2$, $R_2$) = (0, 1, 0).

On day 3, the first infected person enters the infectious period, so its infectious status changes from 0 to 1 ($A_3 = 1$). In this infectious status, the individual can infect one person ($I_3 = I_2 + 1 = 2$) per day. The new infected person is in the latent period. No one has recovered ($R_3 = 0$). Thus, we have ($A_3$, $I_3$, $R_3$) = (1, 2, 0).

On day 4, the first infected person is in the infectious period; the second infected person is still in the latent period; so there is only one person in the infectious period ($A_4 = 1$), and they can only infect 1 more person ($I_4 = I_3 + 1 = 2 + 1 = 3$), and there is still no recovered persons ($R_4 = 0$). So, we have ($A_4$, $I_4$, $R_4$) = (1, 3, 0).

On day 5, in addition to the first infected person, the second infected person also enters the infectious period ($A_5 = A_4 + 1 + 1 = 2$). Since $A_5 = 2$, they can infect 2 more persons, or ($I_5 = I_4 + 2 = 3 + 2 = 5$). There are no recovered people ($R_5 = 0$). Thus we have ($A_5$, $I_5$, $R_5$) = (2, 5, 0).

On day 6, the first infected person has recovered, so we have $R_6 = R_5 + 1 = 1$. The number of persons in the infectious period decreases by 1, but the third infected person enters the infectious period, so we have $A_6 = A_5 - 1 + 1 = 2$. Since $A_6 = 2$, they can only infect 2 more persons. Thus $I_6 = I_5 + 2 = 5 + 2 = 7$, or ($A_6$, $I_6$, $R_6$) = (2, 7, 1).

On day 7, only the first infected person is in the recovered status ($R_7 = 1$). In addition to infected persons 2 and 3, infected persons 4 and 5 enter the infectious period ($A_7 = A_6 + 2 = 4$). Infected persons 6 and 7 are in latent period, so they can only infect 4 more persons, $I_7 = I_6 + 4 = 11$. Thus ($A_7$, $I_7$, $R_7$) = (4, 11, 1).

On day 8, in addition to the first infected person, the second infected person also entered the infectious period ($A_8 = A_7 + 1 + 1 = 2$). The number of the infectious persons needs to be subtracted by 1. However, the infected persons 6 and 7 enter the infectious period, so the number of the active infectious persons $A_8 = A_7 - 1 + 2 = 5$. Since $A_8 = 5$, they can infect 5 more persons, so $I_8 = I_7 + 5 = 16$. Thus, ($A_8$, $I_8$, $R_8$) = (5, 16, 2).

Considering all of the above steps, we obtain the following recursive formulae to calculate the nth term ($A_n$, $I_n$, $R_n$) after its previous terms are determined:

$$A_n = A_{n-1} + (I_{n-1} - I_{n-1-1}) - (I_{n-c} - I_{n-c-1}) \quad (1a)$$

$$I_n = I_{n-1} + A_n \quad (1b)$$

$$R_n = R_{n-1} + I_{n-c} - I_{n-c-1} \quad (1c)$$

In the above equations, $c = l + i$. From Eqn. (1) we can easily find the total number of infected persons in both the latent period and infectious period, ($T_n$), which is equal to the number of cumulative infected individuals ($I_n$) subtracted by the number of cumulative recovered individuals ($R_n$):

$$T_n = I_n - R_n \quad (1d)$$

In the above example, we have $l = 2$ and $i = 3$, so we can calculate the
second term from the first term assuming that \((A_1, I_1, R_1)=(0, 1, 0)\) and 
\((A_n, I_n, R_n)=(0, 0, 0)\) as \(n \leq 0\).

On day 2:
\[
A_2 = A_1 + I_0 - I_{-1} - (I_{-1} - I_{-2}) = 0 + 0 - 0 - (0 - 0) = 0
\]
\[
I_2 = I_1 + A_2 = 1 + 0 = 1
\]
\[
R_2 = R_1 + I_{-1} - I_{-2} = 0 + 0 - 0 = 0
\]
Thus, \((A_2, I_2, R_2)=(0,1,0)\).

In the same way, we can use Eqn. (1) to calculate \((A_n, I_n, R_n)\) from \(n = 3 \) to \(n = 8\). The calculated results are exactly the same as these \((A_n, I_n, R_n)\) terms derived from the transmission pattern showing Fig. 1B.

**l-i AIR model with social interventions.**

If the outbreak of an epidemic occurs in a geographic area and the area is lockdown or other social interventions are applied in the area for	

...air model with social interventions.

Methods

Equations (1) and (2) are recursive formulae for calculating the nth term of variables \(A_n, I_n, R_n\) and \(T_n\) from previous terms of these variables after the first term is given. Excel is an excellent tool for calculating the nth term of a variable from a recursive formula because Excel has implanted the ability to do this type of work easily. In this study, Excel 2010 or a higher version is used in Windows 10 on a desktop or laptop computer. The following is a brief procedure for calculating \(A_n, I_n, R_n\) in Excel at \(l = 2\) and \(l = 4\) or \(c = l + i = 6\) as \(n\) increases from 1 to any number \(N\).

**Excel basic**

After Excel is opened, a worksheet is shown on the screen. The worksheet is made up of rows, columns and cells. A row is identified by the number (1, 2, 3, ...)) on the left side of the row. A column is identified by a column header (A, B, C, ...)) on the top of the column. A cell is the intersection of a row and column. It is identified by the column header and row number such as A2 (at the intersection of column 1 and row 2), B3 (at the intersection of column 2 and row 3), and so on. Different numbers, characters and a math formula can be input into each cell. For example, we can input the number “2” in A1 and the number “4” in B1. In the cell A2, if we type “=A1+B1” and click the “Enter” button, we will see the number “6” shown in the cell A2, which is the sum of 2 and 4. Alternatively in Excel, we don’t need to type “A1+B1” at all. Instead, after typing “=” in A2, we can just click on the cell A1 by the mouse, and then type “+” followed by clicking on the cell B2.

**Write a notation on worksheet and label columns**

To calculate \(A_n, I_n\) (or \(T_n\)), and \(R_n\) on the worksheet, we can first write a notation in the cell A1 in row 1 to show the pair of parameters \((l, i)\) used in the following calculation(s). In row 2, input \(n, An, In, Rn\) into the cells A2, B2, C2, respectively. If \(n\) increases from 1 to any number \(N\), we can fill column E with the number \(n\) across a range of cells in column A until the desired cell is reached. In this way, a series of numbers (0,1,2,3,4,..) increasing from 0 to \(N\) is generated in column A. Assuming that \(kn\) is the constant 1, we can fill column E with the number “1”. Since we had “1” in E11 already, we can select E11, and then drag the fill handle down across a range of cells in column E until the desired cell is reached.
Input formulae for calculating \( A_n \), \( I_n \) and \( R_n \) at \( n = 2 \)

The formulae for calculating \( A_n \), \( I_n \) and \( R_n \) are given in Eqsns. (1a), (1b) and (1c). At \( n = 2 \), \( l = 2 \) and \( c = 4 \) or \( c = l + 1 \) and \( i = 6 \) (the procedure is similar if using a different pair of \( l \) and \( c \) or \( i \)), the formulae of \( A_2 \), \( I_2 \) and \( R_2 \) can be simplified as:

\[
A_2 = A_1 + I_0 - I_{-1} - (I_{-1} - I_{-2}) - I_1 + I_2 + R_2 = R_1 + (I_{-4} - I_{-5})
\]

Similarly, the formula of \( I_2 \) (or \( l = 9 + l_0 + 12 + l_2^2 \)) is input into the cell C12; and the formula of \( R_2 \) (or \( l = 11 + 6 + C_5 \)) is input into the cell D12. From these recursive formulae in B12, C12 and D12 in row 12, we can see that these formulae need to use data stored in C5, C6, C9 and C10 in above rows where \( n < 1 \). This is the reason why we need to leave enough blank rows above the row at which \( n = 1 \).

Calculating the values of \( A_n \), \( I_n \) (or \( T_n \)) and \( R_n \) as \( n \) increases from 3 to \( N \)

In Excel, we don’t need to repeatedly input these recursive formulae in the row at which \( n = 3 \) or greater. Instead, this can simply be done by selecting the three cells B12, C12 and D12 (which contain the formulae of \( A_2 \), \( I_2 \) and \( R_2 \) respectively) and dragging the fill handle on the bottom right corner of the selected cells down across a range of cells in columns B, C and D. After this operation is done, all these cells will be filled with their recursive formulae from \( n = 3 \) to \( n = N \); and the calculated results for \( A_n \), \( I_n \) and \( R_n \) will be shown in these cells immediately. If we hope to examine how \( k_n \) affects the variables \( A_n \), \( I_n \) and \( R_n \), we can change the value of \( k_n \) (n is between 2 and N) in any cell of column E from \( n = 1 \) to 0. The above example has been uploaded to the Mendeley Data repository [37].

Programming for varied parameters \( l \) and \( c \) (or \( i \))

In the above procedure, we assumed the parameters \( l = 2 \) and \( c = 6 \). If we change the values of the two parameters, then we need to rewrite the formulae of \( A_n \), \( I_n \) (or \( T_n \)) and \( R_n \) correspondingly in the row at which \( n = 2 \); and then select the three cells that contain the formulae of \( A_2 \), \( I_2 \) and \( R_2 \); afterwards, we should drag the fill handle down across a range of cells. If it is needed to change the parameters \( l \) and \( c \) frequently in calculations of variables \( A_n \), \( I_n \) and \( R_n \), it would be better to put the two parameters \( l \) and \( c \) in two specific cells on the top row, and then we put the location of these parameters in the formulae of \( A_n \), \( I_n \) and \( R_n \) in each cell. As a result, these formulae will calculate the values of \( A_n \), \( I_n \) and \( R_n \) in each cell as soon as the two parameters in the two special cells on the top row are revised. These programs can be written by using INDIRECT function and absolute cell references in the formulae. Interested readers can refer to our data files submitted [17].

Verification of Excel programs and validation of the \( I-I \) AIR model

In this study, all programs for calculating the variables \( A_n \), \( I_n \) (or \( T_n \)) and \( R_n \) are written in the Excel worksheet as described above. One method used for verifying these programs is the manual calculation of the first many terms of variables \( A_n \), \( I_n \) and \( R_n \) and then compare them with those terms calculated from the program. If the manual calculation and the program calculation do not match, then we can check where the problems are and correct them. Validation of the \( I-I \) AIR model is demonstrated by several examples in the following two sections qualitatively (section: Simulated Results) and quantitatively (section: Comparing COVID-19 Outbreak in Wuhan, China and in NYC, USA).

The first day (\( n = 1 \)) of the calculated variables \( A_n \), \( I_n \) and \( R_n \) is set at the day on which the first infected person was found and reported in the literature. After \( l \), \( i \) and \( \alpha \) are determined as described above, these parameters are then used to calculate \( A_n \), \( I_n \) and \( R_n \) as \( n \) increases from 1 to any \( N \). After social interventions are applied to flatten the epidemic curve, \( k_n \) will reduce from its initial value \( k_0 \) = 1 to \( k_0 \) < 1. By regulating \( k_n \) in column E in the order from small \( n \) to large \( n \), we can fit the calculated daily number \( (\alpha A_n) \) of COVID-19 cases to the reported daily number of cases \( y_n \). When \( k_n \) changes during fitting \( \alpha A_n \) to \( y_n \), all of the calculated \( A_n \), \( I_n \) and \( R_n \) will change correspondingly. In this way, we are able to calculate \( I_0 \), the actual number of cumulative infected people, by fitting \( \alpha A_n \) to \( y_n \). Since the actual number of cumulative infected people in NYC, which was detected by antibody tests, was reported on some certain dates, this reported number on a certain date can be used to validate the \( I-I \) AIR model.

Simulated results

From the following simulations, we can examine the characteristics of \( A_n \), \( I_n \) and \( R_n \) with/without social interventions, and compare the characteristics of these variables to those of known epidemic curves in the literature.

1. No epidemic outbreak at \( i = 1 \). The rapidity of outbreak of epidemics is greatly related to the time length of \( l \) and \( i \). In Fig. 2, we demonstrate how the total number of infected persons in both the latent period and infectious period (\( T_n \)) changes with time (\( n \)) for different \( l \) at \( i = 1 \). No epidemic outbreak can be seen from the figure. At \( i = 1 \), the present infectious person will only infect one new person before the former person loses his/her transmissibility by recovery. As a result, the number of infectious individuals can’t be accumulated up to \( \geq 2 \). Although the total number of infected persons in the latent and infectious periods (\( T_n \)) jumps up and down between 1 and 2 repeatedly, the number of recovered individuals (\( R_n \)) can be accumulated up with time. However, the number of infectious persons (\( A_n \)), similar to \( T_n \), jumps between 0 and 1 repeatedly (Fig. 3).

2. Propagated epidemic curves as \( l > i > 1 \). Propagated epidemic curves usually consist of a series of waves with successively larger peaks [19]. By simulations, we observed that the propagated epidemic curves are formed when \( l > i \). In Fig. 4, we illustrate three calculated curves of \( A_n \) for \( l = 4, 6 \) and 8 at \( i = 2 \). These calculated curves are very similar to the propagated epidemic curves reported in the literature.

3. Exponential epidemic outbreak as \( i \geq l \geq 1 \) except \( i = 1 \). In the early stage of epidemic outbreak, it is often seen that epidemic curves of new cases exponentially grow with time initially [20,21]. By simulation using the \( I-I \) AIR model, we can see that all curves of \( A_n \), \( I_n \) and \( R_n \) exponentially increase with time if \( l \geq l \geq 1 \) except \( i = 1 \). A special example of the calculated \( A_n \), \( I_n \) and \( R_n \) at \( l = 2 \) and \( i = 4 \) is shown in Fig. 5A. The logarithm of \( A_n \), \( I_n \) and \( R_n \) at \( l = 2 \) and \( i = 4 \) is linear with \( n \) (Fig. 5B), indicating that \( R_n \), \( I_n \) and \( T_n \) exponentially increase with \( n \).

4. Epidemic curves with lockdown intervention. During an epidemic outbreak, if the lockdown intervention of the epidemic area is performed, the forward tendency of the epidemic curve will change depending on how strict the lockdown intervention is being implemented. In an ideal situation, the infection of an infectious person to an uninfected person is completely blocked, or the transmission coefficient \( k \) in Eqsns. (2) is 0, then Eqs. (2) can be simply replaced by Eqsns. (2a). Using Eqs. (1) and Eqs. (2a), we calculated \( R_n \), \( A_n \) and \( T_n \) at different combination of \( l \) and \( i \). The calculated \( A_n \) and \( T_n \), assuming that the first infected person appears on day 1 and that the lockdown is performed on day 41, are demonstrated in Fig. 6.

In comparison, if the virus transmission is not completely blocked by the lockdown intervention or \( k_n \) is >0, then the shape of epidemic curves
Fig. 2. Changes of the total number of infected individuals in both the latent and the infectious periods $T_n$ with $n$ for different $l$ at $i = 1$. The values of $T_n$ vary between 1 and 2.

Fig. 3. Changes of $R_n$ and $A_n$ with time $(n)$ for different values of $l$ at $i = 1$. 
will depend on $k_n$. In Fig. 7, we present the simulated epidemic curves for the nonzero value of $k_n$ at $l = 3$ and $i = 5$ to show how the shape of $A_n$ curve changes with $k_n$ ($A_n$ is proportional to the number of the reported daily new cases).

When the number of the cumulative infected individuals increases to a range comparable to the initial susceptible population ($N$), the remaining susceptible people is largely reduced. In this case, the chance to contact an uninfected person is reduced, so $k_n$ will decrease even if there is no lockdown intervention. Assuming that $k_n$ is proportional to the ratio of the number of uninfected people ($N-I_n$) to the number of initial susceptible population $N$, $k_n=(N-I_n)/N$, the simulated epidemic curves of $A_n, I_n$ and $R_n$ at $l = 1, i = 2$ and $N = 1 \times 10^6$ are demonstrated in Fig. 8.

**Comparing COVID-19 outbreak in Wuhan, China and in NYC, USA**

The COVID-19 pandemic provides a lot of data to test this $l$-$i$ AIR model. In the following, we will test how well the calculated epidemic curves from this new model fit with the reported data from Wuhan and NYC, and examine whether the number of infected people calculated from this new model is close to the reported data. In the meantime, we will use this new epidemic model to analyze the characteristics of the COVID-19 transmission process in Wuhan and NYC, and examine the effect of lockdown intervention and increasing the number of viral tests on epidemic curves.

**Simulation of COVID-19 outbreak in Wuhan**

In the $l$-$i$ AIR model, $A$ stands for the number of infected individuals in the infectious period, and $A_n$ is defined as $A$ at day $n$. To compare the calculated epidemic curve with the reported data in an epidemic event, we need to have an assumption: the number of daily new COVID-19 cases at day $n$ ($y_n$) can be considered as the transient incidence of infectious disease at day $n$, which is proportional to $A_n$ or $y_n = aA_n$. This relationship between $y_n$ and $A_n$ means that if the number of infected people in the active infectious period is $A_n$ on a certain day, only a portion of the infected people, $aA_n$, can be confirmed as COVID-19 patients on that day. In Fig. 9A, we compare the calculated daily new cases with the reported daily new cases of COVID-19 in Wuhan. The red line with closed circles represents the three-day averages of the reported daily new cases in Wuhan. The daily new cases were reported by Hubei Health Commission. Between 2/12/2020 and 2/18/2020, a total of 7 days, clinical diagnosis of COVID-19 was added as a diagnostic criteria, resulting in large increase in case number on February 12 and subsequent days. This change in diagnosis of COVID-19 disease creates difficulties in using the reported cases for data analysis[8]. Fortunately, both the number of the total new cases and the number of cases diagnosed clinically were listed in the first 4 days between 2/12/2020 and 2/15/2020, so it is easy to find the number of daily new cases confirmed from the viral tests by subtracting the clinically diagnosed case number from the total new case number. The daily new cases in the last three days between 2/16/2020 and 2/18/2020 can be estimated from the reported daily new cases by using information (the ratio of the numbers measured by the two diagnosis methods) provided in the previous days. To calculate daily new cases from Eqns. (1) and (2), we set: (a) the first COVID-19 case appeared on December 8, 2019, and the lockdown day of Wuhan started on January 23, 2020; (b) $l = 1$ unit (3 days) [22,23], $i = 4$ units, and each time unit is 3 days; (c) the transmission coefficient $k_n$ is 1 before lockdown; gradually decreased to 0.02 in the first 10 days after lockdown of the city; and (d) the transient incidence rate $\alpha$ is $1/85$ or $\sim 1.2\%$. From Fig. 9A, it can be seen that the calculated number of daily new cases (green line) is consistent with the reported daily new cases (red line with closed circles) before and on the date 2/15/2020. After this date, it seems that the reported number of daily new cases makes a turn and deviates from the calculated curve. Changing the parameter $k_n$ or $\alpha$ can make the calculated curve fit the reported number of daily new cases better. However, although increasing $k_n$ can moderately improve the fitting, a bigger $k_n$ will be too large to be reasonable considering the strict lockdown that was performed during that time. This deviation is more likely caused by changes in $\alpha$ because of some other intervention used during this time, such as the large increase in the number of viral tests and the use of 16 Fangcang shelter hospitals to admit about 12,000

![Fig. 4. Propagated epidemic curves for $l = 4, 6$ and 8 at $i = 2$. Each curve consists of a series of waves with successively larger peaks.](image-url)

![Fig. 5. An example of exponential growth of $R_n, A_n$ and $T_n$ as $i > l > 1$. (A) The curves are calculated from Eqn. 1 assuming $l = 2$ and $i = 4$. (B) The logarithm of $A_n$, $T_n$ and $R_n$ linearly increase with $n$.](image-url)
patients[24]. By gradually increasing \( \alpha \) from 2/15/2020 to 3/1/2020, the calculated number of daily new cases fits with the reported number of daily new cases pretty well (Fig. 9B). R-squared (or \( R^2 \)), which is defined as \( R^2 = 1 - \frac{\text{SSE}}{\text{SST}} \) (SSE: the sum of squared errors/residuals, SST: the total sum of squares), can be used to determine how close the data are to a calculated curve[25]. For the reported data of daily new cases and the simulated epidemic curve in Fig. 9A, the R-squared value is 0.89. In contrast, for the reported data and the simulated epidemic curve in Fig. 9B, the R-squared value is 0.99, which is very close to 1. If R-squared equals 1, it means that all these reported data are exactly on the simulated line.

Simulation of COVID-19 outbreak in NYC

The first COVID-19 case in NYC was confirmed on March 1, 2020[26]. Research indicates that coronavirus started to transmit in the New York state between late January to mid-February[27]. A state of emergency in New York was declared on March 7 after 89 cases were confirmed in the New York state. All schools, bars, and restaurants in NYC were closed on March 17, 2020[28]. The statewide stay-at-home order of New York was effective on March 22, 2020[29]. To simulate the reported daily new cases of COVID-19 in NYC, a different combination of parameters \( l \) and \( i \), and different start date of the first infected person who initiated the COVID-19 transmission in NYC were tried. It was found that the simulated curve of daily new cases can fit well with the reported daily new cases if \( l = 4[30], i = 10, \) and the start day (day 1 or \( n = 1 \)) of the first infected person appeared in NYC was on February 9, 2020. In the simulation, the transmission coefficient \( k_n \) was largely dropped from 1 on March 17 (\( n = 38, k_{38} = 0.45 \)), the first day that NYC closed schools, restaurants and bars, and then gradually decreased to 0.064 by April 20, 2020. In mid May, \( k_n \) gradually increased from 0.064 to 0.075 and has been staying at 0.075 since then. The transient incidence rate \( \alpha \) is 1/85 or \( \sim 1.2\% \). The reported daily new cases in NYC and the simulated epidemic curve are demonstrated in Fig. 10A. The calculated actual number of cumulative infected people (\( I_n \)), based on Eqns. (1) and (2) using the same parameters \( l, i, k_n \) and \( \alpha \) for Fig. 10A, is shown in Fig. 10B.
Comparison of the spreading characteristic of COVID-19 in Wuhan and in New York City

The values of $l$ and $i$ of COVID-19 in NYC are different from those of the COVID-19 in Wuhan. For Wuhan’s COVID-19, $l$ is 1 time unit and $i$ is 4 time units, with the time unit being 3 days/unit. This means: (a) the latent period $l$ is 3 days; (b) the infectious period $i$ is 12 days; and (c) each infectious individual can infect one person every 3 days or infect 4 persons in 12 days. For NYC’s COVID-19, $l = 4$, $i = 10$, and time unit is 1 day/unit. This means that the latent period $l$ and infectious period $i$ are 4 days and 10 days respectively; and each infectious individual can infect 1 person per day for a total of 10 persons in 10 days. To compare the transmission characteristic of the two types of COVID-19, simulations were performed by assuming that the outbreak of COVID-19 occurs in an area having 1 million susceptible people and no intervention is used to slow down the disease outbreak. In the simulations, it was assumed that the transmission efficiency is gradually reduced while the number of uninfected people is gradually reduced with time by assuming that $k_n$ is proportional to $(N-I_n)/N$, where $N = 1,000,000$ in the simulations. The simulated epidemic curves of $A_n$, $I_n$ and $R_n$ are shown in Fig. 11. COVID-19 in Wuhan takes 72 days to reach the outbreak peak in an area with 1 million susceptible people, but COVID-19 in NYC only needs 54 days to reach the outbreak peak in the same area with the same population.

Discussion

The $l$-$i$ AIR epidemic model is presented, and its analytic solution in the form of recursive formulae is given in this paper. The procedure of
implementing the recursive formulae into Excel to find values of $A_0$, $I_0$, and $T_0$, and verifying the programs has been described in the Methods section. The model is validated qualitatively in the Simulated Results section and quantitatively in the “Comparing COVID-19 outbreak in Wuhan, China and in NYC, USA” section.

At $i = 1$, or an infected individual can only pass the virus to one another person before the infected individual is recovered or dead, simulations based on Eqn. (1) (Figs. 2 & 3) show that there will be no epidemic outbreak regardless of the length $l$ of the latent period. This is consistent with our basic knowledge in transmission of infectious diseases. Figs. 2 & 3 also show that the cumulative recovered people $(R_n)$ will be linearly accumulated up with time. However, this transmission process may be stopped at any time when a new infectious individual is not able to infect anyone else before recovery because of any interference.

For any other situations of $i > 1$, all of $A_n$, $T_n$, and $R_n$ will continuously increase with time initially. For special conditions of $i > 1 > i$, simulations (Fig. 4) show the repeated wave-shape in the epidemic curves, which have been observed in the real world, named as propagated epidemic curves, usually transmission by direct person-to-person contact[19]. From the viewpoint of the $i$-AIR model, the propagated epidemic curves can happen when $l > i > 1$.

For all other conditions of $i > 1 > i > 1$ at $i = l = 1$, all of $A_n$, $T_n$, and $R_n$ will exponentially increase with time initially (Fig. 5). This is expected because epidemics naturally exhibit exponential behavior in the early stages of an outbreak [20].

As shown in Fig. 6, if the transmission process is completely blocked by a lockdown intervention or $k_0 = 0$, then $T_n$ will stop to increase on the lockdown day and decrease to $0$ in $l + i$ days (the total length of the latent period and the infectious period). In comparison, $A_n$ will stop to increase $l$ days later because those individuals infected immediately before the lockdown starting day will get symptoms after the latent period of $l$ days (assuming that time in latent period and time in incubation period are similar to each other). However, $R_n$ will decrease to $0$ in $i$ days. As a result, both $T_n$ and $R_n$ decrease to $0$ on the same day even though $A_n$ starts to increase or reaches the peak $l$ days later.

If the lockdown process is not strict enough in such a way that the transmission process is not completely blocked, then $k_0$ will be $>0$. In this situation, the epidemic curve may decrease, go flat or even continuously increase depending on whether $k_0$ is $<1$, equals $1$, or $>1$. Here, $k_0$ is similar to the basic production number $R_0$ used in the SIR model[31]. A simulation is demonstrated in Fig. 7, assuming that $l = 3$ and $i = 5$. When $k_0 = 1$, $k_0$ will equal $1/i = 0.2$. It can been seen that the epidemic curve increases when $k_0 > 0.2$, goes flat at $k_0 = 0.2$, and decreases when $k_0 < 0.2$.

In some situations, the number $(I_n)$ of the cumulative infected individuals becomes large enough to compare with the number of the initial susceptible population $N$ so that the chance of the infected individuals to meet uninfected individuals gradually decreases. A simulation was done by assuming that the chance of infected individuals meeting uninfected individuals is proportional to $(N-I_0)/N$ (Fig. 8). It can be seen that a peak appears in the epidemic curve when $I_n$ is comparable to $N$. To make the epidemic curve decrease, $I_n$ must be large enough to meet the condition $(N-I_0)/N < 1/l$. Thus, we have $I_n > N(1-1/l)$. If $i = 2$, $I_n$ must be $>0.5N$ or $I_0/N > 0.5$, to make the epidemic curve decrease. As shown in Fig. 6, the peak of $A_n$ appears after $I_n$ is $>0.5N$. The fraction $I_0/N$ reached at the point when the epidemic curve starts to decrease is called herd immunity [21].

The above simulated results based on the $i$-AIR model are consistent with known knowledge in epidemiology. Some of these simulated results may be easily obtained from SIR model too, but the propagated epidemic curves shown in Fig. 4 cannot be generated from the classic SIR model, even though the propagated epidemic curves were observed in the real world. After the $i$-AIR model was validated qualitatively from the simulated results, we further tested the $i$-AIR model with the COVID-19 pandemic data of Wuhan, China and NYC, USA. The first example is the COVID-19 outbreak in Wuhan, where the first COVID-19 patient was seen in early December 2019[8]. After testing different combinations of $l$ and $i$, the final simulated epidemic curve (Fig. 9) fits the reported daily new cases in Wuhan pretty well by meeting all of the following requirements: (a) the epidemics started on December 8, 2019; (b) the lockdown intervention was started on January 23, 2020; (c) the latent period $(l = 1$ unit or 3 days) is within the range of reported data [22,23]; and (d) the simulated epidemic curve fits well with Wuhan’s daily new case. It can be noticed that the reported daily cases (the red line with closed circles) are deviated from the simulated epidemic curve (blue line) after February 15, 2020 (Fig. 9A). This may be related to interventions implanted during this period, such as the large increase in the number of viral tests and the use of 16 Fangcang shelter hospitals to admit about 12,000 patients between February 5 and March 10, 2020 [24]. These interventions can help to find many more patients with mild symptoms, but may generate a greater apparent transient incidence rate of epidemics than usual. By gradually increasing the incidence rate $\alpha$ from February 15 to March 1, 2020, the calculated daily new case fits the reported data very well (Fig. 9B).

The second example is COVID-19 outbreak in NYC, USA. As shown in Fig. 10, the simulated epidemic curve fits well with the reported daily new cases in NYC. The simulated curve meets the following requirements: (a) the first case started on February 9, 2020, which is within the time range estimated in the report[27]; (b) the intervention to slow down the COVID-19 transmission started on March 17, 2020 and more strict interventions were added later; (c) the latent period $(l = 4$ days) is within the range of the reported data; and (d) the simulated epidemic curve fits well with New York City’s daily new cases (Fig. 10A). Using the same parameters for Fig. 10A, the calculated number of the cumulative infected people $(I_n)$ is shown in Fig. 10B. On May 1, 2020, $I_n$ is 1.58 million, which is very close to the estimated 1.67 million people [32] infected with SARS-CoV-2 in NYC that was determined from the results of antibody tests [33], but is 9 times the reported number of total cases of COVID-19 confirmed by viral tests in NYC on May 1, 2020 [34]. Ambrosio B. et al has used time-dependent $SIR$ model to analyze data of COVID-19 in the New York state [35]. They used 4 different transmission rates in the period between March 1, 2020 and April 1, 2020. Their calculated numbers of cumulative infected people fit very well with the reported numbers, but their time-dependent $SIR$ model could not explain this nearly 10 times difference between the actual infected people (2,710,000 reported on April 23,2020[36]) detected by antibody test and the reported cumulative infected cases confirmed by viral test (272,000 on April 23, 2020[26]). However, by using the same procedure for calculating the actual numbers of the cumulative infected people as we did for analyzing epidemic data of NYC, we calculated the actual number of cumulative infected people in the New York state based on the $i$-AIR model, which is 2,700,000 on April 23, 2020. This calculated number from the $i$-AIR model, which is nearly 10 times the reported number of cumulative infected cases confirmed by viral tests, is very close to that detected by antibody tests. The calculated curves and the calculation program for analyzing COVID-19 data of the New York state can be found in the Excel file uploaded in the Mendeley Data [38].

Research has shown that the earliest cases of COVID-19 in New York were likely brought in by travelers from Europe[27]. Simulated curves in Fig. 11 show that COVID-19 in Wuhan takes 72 days to reach the outbreak peak in an area with 1 million susceptible people, while COVID-19 in NYC needs only 61 days to reach the outbreak peak in the same area with the same population. This indicates that the transmission rate of NYC’s COVID-19 is nearly 30% greater than the transmission rate of Wuhan’s COVID-19. Furthermore, the value of $i$ for NYC’s COVID-19 is 10, but it is 4 for COVID-19 in Wuhan. Because an intervention must reduce $k_0$ to below $1/i$ for making the epidemic curve decrease, it needs to reduce $k_0$ down to $1/10$ or 0.1 to make the epidemic curve decrease in New York. However, it just needs to reduce $k_0$ down to 1/4 or 0.25 in Wuhan. Therefore, it is likely that COVID-19 in NYC has stronger...
infectivity than that in Wuhan.
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