A Survey on Artificial Intelligence in Chest Imaging of COVID-19

Yun Chen¹, Gongfa Jiang²,⁴, Yue Li²,⁴, Yutao Tang²,⁴, Yanfang Xu³,⁴, Siqi Ding³,⁴, Yanqi Xin²,⁴ and Yao Lu²,⁴,*

Abstract
The coronavirus disease 2019 (COVID-19) has infected more than 9.3 million people and has caused over 0.47 million deaths worldwide as of June 24, 2020. Chest imaging techniques including computed tomography and X-ray scans are indispensable tools in COVID-19 diagnosis and its management. The strong infectiousness of this disease brings a huge burden for radiologists. In order to overcome the difficulty and improve accuracy of the diagnosis, artificial intelligence (AI)-based imaging analysis methods are explored. This survey focuses on the development of chest imaging analysis methods based on AI for COVID-19 in the past few months. Specially, we first recall imaging analysis methods of two typical viral pneumonias, which can provide a reference for studying the disease on chest images. We further describe the development of AI-assisted diagnosis and assessment for the disease, and find that AI techniques have great advantage in this application.
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Background
The coronavirus disease 2019 (COVID-19) is caused by the severe acute respiratory syndrome (SARS) coronavirus 2 (CoV-2), and has strong infectiousness, with over 9.3 million confirmed cases and about 0.47 million deaths worldwide as of June 24, 2020. In the clinical diagnosis of this disease, chest computed tomography (CT) and X-ray scans provide a supplement for real-time reverse-transcription polymerase chain reaction (RT-PCR) testing. As mentioned in [1], according to RT-PCR results, the sensitivity and accuracy of the disease infection on chest CT images are 97% and 68%, respectively. However, conventional diagnosis and analysis methods for CT/X-ray scans need a lot of manual labor and cost a large amount of time, leading to a huge burden to radiologists. To overcome these difficulties and improve the accuracy of diagnosis, artificial intelligence (AI) techniques based on deep learning have recently attracted extensive interests of researchers due to the superiority of AI in medical imaging analysis.

Currently, deep learning-based AI has been widely used in the medical imaging field as using it can achieve significantly better performance than traditional methods. The works in [2] and [3] provide a comprehensive overview of deep learning methods in medical imaging analysis. For the localization and identification of thoracic diseases, Li et al. [4] applied the popular ResNet architecture introduced in [5] to build a computational model that can perform two such tasks simultaneously. With respect to the anatomical region of the chest, a technique based on a three-dimensional (3D) fully convolutional network (FCN) was proposed for the registration of lung CT inspiration–expiration image pairs in [6]. To study the categorization of focal/diffuse lung opacities in chest X-ray (CXR) images, Brestel et al. [7] presented a convolutional neural network (CNN)-based technique called RadBot-CXR, and claimed that their method achieved the level of radiologists for this task. Moreover, Ozturk et al. [8] applied a hand-crafted feature-based model for chest imaging analysis, where a stacked auto-encoder or principal component analysis (PCA) was applied to decrease the dimensions of the resulting feature vector, and the support vector machine (SVM) with a kernel was trained as the classifier.

AI-assisted chest imaging analysis methods have been studied to alleviate the pressure of radiologists and improve the efficiency of COVID-19 diagnosis. Dong et al. [9] investigated the role of imaging in...
COVID-19 detection and its management. In that study, they reviewed different imaging modalities used for the detection, treatment, and follow-up of this disease, and described the development of AI-based quantitative analysis methods. Shi et al. [10] focused on the overview of AI techniques in chest imaging data acquisition, lung region/lesion segmentation, and diagnosis of COVID-19. Moreover, Mohamadou et al. [11] described mathematical modeling, AI, and the datasets involved in the study of COVID-19. With the pervasive spread of COVID-19, AI-assisted chest imaging analysis is urgently needed to extract the features of lung lesions and to develop an automatic diagnosis system for COVID-19. Hence, this survey focuses on reviewing AI-based imaging analysis methods for COVID-19 in the past few months, especially for CXR and chest CT images.

We have organized the survey as follows. In Section 2, we review the chest imaging analysis of two typical viral pneumonias, which provide a reference to analyze COVID-19. Section 3 is devoted to describing AI-assisted CXR imaging analysis methods of COVID-19. In Section 4, we give a description of AI-based chest CT imaging analysis methods for this disease. In Section 5, we conclude the paper and discuss future studies.

Imaging analysis for SARS and MERS

Chest imaging analysis of two typical viral pneumonias are briefly reviewed in this section, aiming at providing a reference to the study of COVID-19. These viral pneumonias include SARS and Middle East respiratory syndrome (MERS), which are global infectious pulmonary diseases caused by the coronavirus.

SARS was first found in China in November 2002, and it was followed by an outbreak in other areas and countries. The disease was caused by a coronavirus called SARS-CoV and infected hundreds of thousands of people. In particular, medical imaging analysis was an important approach in the retrospective study and prospective study of SARS [12–17]. Ooi et al. [12] evaluated chest imaging findings on CT scan for SARS in the acute and convalescent periods. In their study, they found that the main CT findings included ground-glass opacities (GGO) and consolidation, and there existed a temporal pattern of these findings in SARS. Zheng et al. [13] explored a computerized scheme to detect SARS in the early stage via CXR images. Chen et al. [14] studied image enhancement of the chest radiograph for improving the visualization of tissues and structures. In order to distinguish SARS-infected regions, Chen et al. [16] applied morphological operation and a graph-based optimization method to find the region of interest (ROI). The work in [17] also conducted a study on CXR images to recognize infected regions from normal regions by texture features and SVM. The results showed that the classification rate by the developed method was around 97%, which outperformed classification results by a multilevel PCA. Xie et al. [18] applied image mining techniques for the automatic detection of SARS. In this work, an active-shape model and its multiresolution version were used for the segmentation of lesions. The work further applied a decision tree (DT), classification and regression tree, and a neural network method for the classifier. Their results showed that the classification rate by DT was better than that by the competing methods.

MERS, caused by the MERS-CoV, was first discovered in Saudi Arabia in September 2012 [19]. In order to further study MERS, its chest imaging findings were retrospectively analyzed in some publications. In particular, Das et al. [20] focused on the description of lung changes on serial CXR imaging findings of 55 cases with MERS and found that GGO was the most common finding. Das et al. [21] analyzed chest CT findings of 15 cases with MERS and identified features associated with survival. This work concluded that the 53% of patients had GGO, five patients had GGO and consolidation in combination, pleural effusion was found in 33% patients, four patients had interlobular thickening. Cha et al. [22] investigated a potential prognostic factor of fatal outcome for patients infected with MERS through the radiographic score, and demonstrated that a factor to predict fatal disease course is the corresponding score ≥ 10 on day 10 from viral exposure. The methods used in this work included receiver operating characteristic analysis and univariate/multivariate logistic regression (LR) analysis.

Imaging analysis of the aforementioned pneumonias investigated the common imaging findings on chest CT or CXR, which were also found in patients with COVID-19. As indicated in the literature [23–28], chest CT or CXR imaging findings for COVID-19 include GGO, consolidation, pleural changes, nodules, and other abnormalities. In particular, Ye et al. [26] listed in detail the occurrence rate of various CT imaging findings for COVID-19 from some recent literature. Figures of these findings are given in [25] and [26].

Furthermore, the aforementioned review can also provide a reference for the following study of COVID-19, such as the segmentation of lesions and the corresponding classification. These works in the aforementioned reviews demonstrated the availability of analysis methods in chest imaging, including the SVM, PCA, LR, and the neural network method. Recently, with the development of the AI technique, AI has become an important assistive tool in medical imaging analysis of COVID-19 in the past few months.

Al-assisted CXR imaging analysis for COVID-19

To assist radiologists to evaluate CXR imaging findings of COVID-19 and diagnose this disease, some machine learning- and/or deep learning-based automatic diagnosis and analysis methods were developed in the past few months (see Table 1). In particular, Ghoshal et al. [29] used dropweights-based Bayesian CNN to estimate uncertainty in automatic prediction.

Recently, the developed automatic diagnosis methods of COVID-19 are mostly based on deep learning. However, training a deep learning model from scratch needs massive data, and there are no massive CXR images with COVID-19 pneumonia which are available for public. Hence, most
| Literature                        | Task                                                 | Method               | Dataset                        | Result        |
|----------------------------------|------------------------------------------------------|----------------------|--------------------------------|---------------|
| Ozturk et al. [8]                | Classification: Normal/ARDS/ pneumocystis pneumonia/ SARS/streptococcus/ COVID-19 | Hand-crafted feature | 2 normal                       | 94.23% Acc.  |
|                                  |                                                      | PCA                  | 4 ARDS                         | 91.88% Sen.  |
|                                  |                                                      | SVM                  | 2 pneumocystis pneumonia        | 98.54% Spe.  |
|                                  |                                                      |                      | 11 SARS                         | 96.73% Pre.  |
|                                  |                                                      |                      | 6 streptococci                 | 0.99 AUC      |
|                                  |                                                      |                      | 101 COVID-19                   |               |
| Abbas et al. [30]                | Classification: Normal/SARS/COVID-19                | Pretrained            | 80 normal                      | 95.12% Acc.  |
|                                  |                                                      | ResNet-18            | 11 SARS                        | 97.91% Sen.  |
|                                  |                                                      |                      | 105 COVID-19                   | 91.87% Spe.  |
|                                  |                                                      |                      |                                | 93.36% Pre.  |
|                                  |                                                      |                      |                                | 0.94 AUC      |
| Apostolopoulos et al. [31]       | Classification: Normal/bacterial pneumonia/COVID-19 | Pretrained            | 504 normal                     | 92.85% Acc.  |
|                                  |                                                      | MobileNetV2          | 700 bacterial pneumonia         | 99.10% Sen.  |
|                                  |                                                      |                      | 224 COVID-19                   | 97.09% Spe.  |
| Farooq et al. [32]               | Classification: Normal/bacterial pneumonia/non-COVID-19 pneumonia/COVID-19 | Pretrained            | 1203 normal                    | 95.12% Acc.  |
|                                  |                                                      | ResNet-50            | 931 bacterial pneumonia         | 97.09% Spe.  |
|                                  |                                                      |                      | 660 non-COVID-19 pneumonia      | 96.23% Acc.  |
|                                  |                                                      |                      | 68 COVID-19                    |               |
| Lv et al. [33]                   | Classification: Normal/bacterial pneumonia/viral pneumonia (including COVID-19) | ResNet-50            | 1591 normal                     | 85.62% Acc.  |
|                                  |                                                      |                      | 2772 bacterial pneumonia        | 0.86 F1-score |
|                                  |                                                      |                      | 1493 viral pneumonia            |               |
|                                  | Fine-grained classification: Non-COVID-19 pneumonia/ COVID-19 | U-Net                | 316 non-COVID-19 pneumonia       | 97.14% Acc.  |
|                                  |                                                      | DenseNet-169         | 125 COVID-19                    | 0.97 F1-score |
| Yeh et al. [34]                  | Classification: Normal/non-COVID-19 pneumonia/COVID-19 | U-Net                | 44993 normal                    | 85.26% Sen.  |
|                                  |                                                      | DenseNet-121         | 14777 non-COVID-19 pneumonia     | 85.86% Spe.  |
|                                  |                                                      |                      | 167 COVID-19                   | 0.88 AUC      |
| Bassi and Attux [35]             | Classification: Normal/non-COVID-19 pneumonia/COVID-19 | CheXNet              | 1341 normal                     | 97.80% Recall|
|                                  |                                                      |                      | 1345 non-COVID-19 pneumonia     | 97.80% Pre.  |
|                                  |                                                      |                      | 219 COVID-19                   | 0.98 F1-score |
| Rahimzadeh and Attar [36]        | Classification: Normal/non-COVID-19 pneumonia/COVID-19 | Xception ResNet-50V2 | 88851 normal                    | 99.60% Acc.  |
|                                  |                                                      |                      | 6054 non-COVID-19 pneumonia     |               |
|                                  |                                                      |                      | 180 COVID-19                   |               |
| Chowdhury et al. [37]            | Classification: Normal/non-COVID-19 pneumonia/COVID-19 | Pretrained deep CNN   | 190 COVID-19                    | 98.30% Acc.  |
|                                  |                                                      |                      | 1345 viral pneumonia            | 96.70% Sen.  |
|                                  |                                                      |                      | 1341 normal                     | 99.00% Spe.  |
| Hemdan et al. [38]               | Classification: Normal/COVID-19                     | VGG19                | 25 COVID-19                     | 0.89 F1-score |
|                                  |                                                      | DenseNet             | 25 normal                      |               |
| Basu et al. [39]                 | Classification: Normal/other disease/ pneumonia/COVID-19 | Domain extension transfer learning | 225 COVID-19                   | 95.30 ± 0.02 Acc. |
|                                  |                                                      |                      | 108948 normal                   |               |
|                                  |                                                      |                      | and chest-related disease       |               |
| Karim et al. [40]                | Classification: Normal/non-COVID-19 pneumonia/COVID-19 | DeepCOVID-Explainer  | 259 COVID-19                    | 89.61% PPV    |
|                                  |                                                      |                      | 8614 non-COVID-19 pneumonia     | 83.00% Recall |
|                                  |                                                      |                      | 8066 normal                     |               |
| Apostolopoulos et al. [41]       | Classification                                     | MobileNet V2         | 3905 images                     | 99.18% Acc.  |
|                                  |                                                      |                      |                                | 97.36% Sen.  |
|                                  |                                                      |                      |                                | 99.42% Spe.  |
| Li et al. [42]                   | Classification: Normal/non-COVID-19 pneumonia/COVID-19 | Discriminative       | 239 COVID-19                    | 97.01% Acc.  |
|                                  |                                                      | Cost-sensitive learning | 1000 non-COVID-19 pneumonia     | 97.09% Sen.  |
|                                  |                                                      |                      | 1000 normal                     | 0.97 F1-score |
| Hall et al. [43]                 | Classification: Non-COVID-19 pneumonia/ COVID-19    | ResNet-50            | 135 COVID-19                    | 90.70% Acc.  |
|                                  |                                                      |                      | 320 non-COVID-19 pneumonia      | 0.99 AUC      |

Acc.: accuracy; AI: artificial intelligence; ARDS: acute respiratory distress syndrome; AUC: area under the curve; COVID-19: coronavirus disease 2019; CXR: chest X-ray; PCA: principal component analysis; PPV: positive predictive value; Pre.: precision; SARS: severe acute respiratory syndrome; Sen.: sensitivity; Spe.: specificity; SVM: support vector machine.
researches employed transfer learning to alleviate the data shortage problem through using models pretrained on the ImageNet dataset [31, 37, 44–46]. Specifically, Kana et al. [47] tuned a ResNet-50, pretrained on ImageNet, on a dataset sourced from three different repositories. The trained model was deployed with a web graphic user interface for inference for the medical research community. In order to deal with irregularities in the data distribution, Abbas et al. [30] used the decompose, transfer, and compose (DeTraC) method developed in their previous work to investigate class boundaries. In particular, they applied a class decomposition mechanism to partition each class into several potential sub-classes. Then, a ResNet-18 network pretrained on the ImageNet dataset was well tuned on the dataset with sub-classes. Here, they used data augmentation (DA) technique through flipping, rotation, and translation.

In passing, some studies further investigated the performance of various CNNs in CXR imaging analysis of COVID-19, for example [48–50]. Specifically, Punn and Agarwal [49] considered various state-of-the-art CNNs, including ResNet, Inception-v3, Inception ResNet-v2, DenseNet-169, and NASNetLarge. They also investigated class imbalanced learning approaches, including weighted class loss function and random oversampling of the minority class. Apostolopoulos et al. [31] investigated the performance of transfer learning by comparing some state-of-the-art CNN architectures, including VGG19, MobileNetV2, Inception, Xception, and Inception ResNet-v2. All the CNNs were pretrained with ImageNet, and the lower part of the networks were fixed during training. The last fully connected layer was replaced by the randomly initialized fully connected layer and trained. They found that MobileNetV2 achieved the highest overall performance with 92.85%, with a sensitivity of 99.10% and specificity of 97.09%.

Some deep learning methods without using transfer learning were developed to overcome the difficulty that the number of CXR images in the dataset may be deficient and unbalanced. Ozturk et al. [8] investigated the classification of COVID-19 images using shrunken features and a hand-crafted feature-based model. For chest images, this work extracted four kinds of features: the gray level co-occurrence matrix (GLCM), the local binary GLCM, the GL run length matrix, and the segmentation-based fractal texture analysis. The SVM with a kernel was trained as the classifier. To address the unbalanced problem, classical image augmentation (e.g., rotation and rescale) was applied to minority classes data. The synthetic minority oversampling technique (SMOTE) was also applied to oversample minority classes data. The results showed that using the developed model yielded an accuracy of 94.23%, sensitivity of 91.88%, specificity of 98.54%, precision of 96.73%, and AUC of 0.99. Kumar et al. [51] first trained a ResNet-152 to classify pneumonia-infected and normal patients. Then, the trained ResNet-152 was used to extract deep features from images of COVID-19-infected, pneumonia-infected, and normal patients. SMOTE was used to oversample minority classes data. Machine learning classifiers, such as random forest and XGBoost, were used for classifications on extracted features. Castiglioni et al. [52] developed an ensemble of 10 ResNet-50 trained on bedside CXR images. The developed model was shown to outperform two experienced radiologists with no additional clinical information. Instead of using transfer learning and fine-tuning, Zhang et al. [53] used feature adversarial adaptation and proposed a novel classifier separation scheme to explicitly adapt knowledge learned from tasks with massive non-COVID-19 pneumonia data for COVID-19 classification.

The popular deep learning methods required heavy computational costs to train models due to the mass of the involved parameters. Luz et al. [54] investigated the EfficientNet family of models for COVID-19 diagnosis from CXR images due to the high computational cost of the popular deep learning methods. The results showed that this work brought about improvements with 93.90% accuracy, 96.80% sensitivity, and 100% positivity prediction. Compared to the baseline literature model, this study had about 30 times fewer parameters. Furthermore, parameters involved in this study are 28 and 5 times less than ResNet-50 and VGG16 architectures, respectively. Afshar et al. [55] used capsule network, which has much less parameters to train than CNNs, to handling small COVID-19 datasets. They also employed transfer learning on a large external dataset of X-ray images, which results in an increase in accuracy and specificity but a decrease in sensitivity.

Using data collected from different institutions has the risk that neural networks might learn patterns in CXR images which are correlated to the source of the data and not correlated to the presence of COVID-19. Maguolo and Nanni [56] showed that neural networks can learn to distinguish images of additional collected COVID-19 dataset from other datasets when lung regions are masked out. Researchers need to be careful and eliminate the data source factor when training and testing their neural networks. Li et al. [57] developed COVID-MobileXpert for point-of-care COVID-19 screening by CXR, and demonstrated its strong potential in rapid deployment via extensive experiments. The COVID-MobileXpert is a mobile app based on the designed three-player knowledge transfer and distillation framework, consisting of a pretrained attending physician network, a fine-tuned resident fellow network, and a trained lightweight medical student network. Here, the first network was used to extract CXR imaging findings from large-scale lung disease CXR images; the second one was applied to learn the important findings for the recognition of this disease from viral pneumonia and/or normal cases via a small amount of COVID-19 cases; the third one performed on-device COVID-19 screening.

**AI-based chest CT image analysis of COVID-19**

Deep learning is the most common approach in computer-aided detection or diagnosis for medical imaging analysis. In COVID-19 diagnosis, some researchers developed different deep learning methods to assist radiologists in making more correct decisions and reducing their workload. These deep learning methods had similar flow charts, including...
segmentation, classification, and quantitative evaluation. Some related works were listed in Table 2.

### Al-based lesion extraction in chest CT images

The key step of analyzing chest CT images is to extract lesions through COVID-19 lung infection segmentation including GGO and consolidation. AI techniques based on deep learning are developed to alleviate the task of radiologists and improve the accuracy of segmentation. Specifically, Rajinikanth et al. [70] proposed an automated image-processing scheme, which can extract the COVID-19 lesion from lung CT scan images. The pneumonia lesion was first enhanced by the firefly algorithm and the Shannon entropy-based multithreshold. Then, the proposed scheme applied the Markov random field segmentation for the extraction of COVID-19 lesions. This work was tested on 50 images of dimensions 512x512x1 and a mean segmentation accuracy of >92% was obtained. Rajinikanth et al. [71] further proposed an image-assisted system which can extract the infected regions from CT images for COVID-19. The lung region was first extracted by a threshold filter, which can eliminate possible artifacts. Further, the system implemented the Harmony search optimization and Otsu’s thresholding to enhance the visibility of the infected regions, and used the watershed segmentation to extract them. Finally, the resulting ROI and the lung region were used to calculate the severity rate in patients with this disease.

Regular computer-aided detection systems need radiologists’ annotation as the ground truth to train the deep learning model. However, annotating all of the training data is time-consuming. Zheng et al. [72] presented a deep learning-based weakly supervised method to recognize COVID-19. The lung regions in each CT volumes were segmented by a pretrained U-Net. Then, the probability of COVID-19 was calculated by another 3D neural network for each volume. This process did not need the annotation of the lesions. It still obtained an AUC of 0.96. The detection speed was another benefit of this algorithm, where each patient took only 1.93 seconds on average in clinic application.

| Literature       | Task                                                                 | Method                                      | Dataset       | Result              |
|------------------|----------------------------------------------------------------------|---------------------------------------------|---------------|---------------------|
| Zhou et al. [58] | Segmentation: COVID-19 infection regions                            | U-Net with Focal Tversky Loss function      | 473 CT images | 83.10% Dice, 86.70% Sen., 99.30% Spe. |
| Qiu et al. [59]  | Segmentation: COVID-19 infection regions                            | MiniSeg                                    | 100 CT images | 97.42% Spe., 77.28% Dice |
| Xie et al. [60]  | Segmentation: COVID-19 infection regions                            | Contextual two-stage U-Net                  | 204 CT images | 0.912±0.044 IOU, 6.447±9.052 HD95 |
| Yan et al. [61]  | Segmentation: COVID-19 infection regions                            | COVID-SegNet                                | 861 CT images | 72.60% Dice, 75.10% Sen. |
| Fan et al. [62]  | Segmentation: COVID-19 infection regions                            | Semi-Inf-Net                               | 100 CT images | 73.90% Dice, 72.50% Sen., 96.00% Spe. |
|                 | Segmentation: GGO                                                  | Semi-Inf-Net & FCN8s                       |               | 64.60% Dice, 72.00% Sen., 94.10% Spe. |
|                 | Segmentation: Consolidation                                         | Semi-Inf-Net & Multi-class U-Net           |               | 45.80% Dice, 50.90% Sen., 97.60% Spe. |
| Shan et al. [63] | Segmentation: COVID-19 infection regions                            | VB-Net                                     | 549 CT images | 91.6% ± 10.0% Dice |
| Chen et al. [64] | Segmentation: COVID-19 infection regions                            | U-Net                                      | 110 CT images | 94.00% Dice, 89.00% Acc. |
| Polsinelli et al. [65] | Classification: COVID-19/Non-COVID-19       | Modified SqueezeNet                        | 344 non-COVID-19 | 83.00% Acc. |
|                 |                                                                       | CNN                                        | 439 COVID-19   | 85.00% Sen., 81.00% Spe. 0.83 F1-score |
| Yousefzadeh et al. [66] | Classification: COVID-19/normal/non-COVID-19 | CNN                                      | 654 normal     | 0.99 AUC |
|                 |                                                                       |                                             | 764 abnormal   | |
|                 |                                                                       |                                             | 706 COVID-19   | |
| Mobiny et al. [67] | Classification: COVID-19/non-COVID-19 | Detail-Oriented Capsule Networks           | 349 COVID-19   | 0.96 AUC |
|                 |                                                                       |                                             | 397 non-COVID-19 | |
| Ozkaya et al. [68] | Classification: COVID-19/non-COVID-19 | VGG-16, GoogLeNet, ResNet-50, SVM           | 52 COVID-19    | 98.27% Acc., 98.93% Sen., 97.60% Spe. 0.98 F1-score |
| He et al. [69]   | Classification: COVID-19/non-COVID-19 | DenseNet-169, Self-Trans                   | 349 COVID-19   | 0.85 F1-score, 0.94 AUC |

Acc.: accuracy; AI: artificial intelligence; AUC: area under the curve; CNN: convolutional neural network; COVID-19: coronavirus disease 2019; CT: computed tomography; GGO: ground-glass opacities; Sen.: sensitivity; Spe.: specificity; SVM: support vector machine.
Song et al. [73] developed a diagnosis system of COVID-19 through a deep learning model, and had opened the system server online. Here, the resulting model could discriminate patients with COVID-19 and bacterial pneumonia. In particular, some main lesion features such as GGO could be provided to radiologists in the clinic when using this system. It can also help the radiologist read the CT images in less than 30 s.

**AI-based detection and classification strategy of COVID-19**

We review AI-based diagnosis for patients with COVID-19 in this section. Deep learning-based AI techniques were developed to recognize COVID-19 from other non-COVID-19 cases via chest CT images. In particular, Al-Karawi et al. [74] proposed the fast Fourier transformation (FFT)-Gabor scheme, which is a frequency domain algorithm, to test patients with COVID-19. This scheme first used an adaptive winner filter to improve image quality and selected a texture type. Then, the appropriate feature vector was extracted from the FFT spectrum, which was obtained by inversion. With the linear SVM as the classifier, this scheme achieved a classification average accuracy of 95.37% and sensitivity of 95.99%. Gozes et al. [75] proposed a system through two-dimensional (2D)/3D deep learning models to modify the popular AI models and combine them with clinical understanding. First, the U-Net architecture was trained on 6150 CT slices as a lung segmentation module. Then, the system used a ResNet-50-2D deep CNN architecture to detect coronavirus-related abnormalities. This system achieved a classification AUC of 0.99 with 94% sensitivity and 98% specificity. Hu et al. [76] proposed a detection and classification strategy for COVID-19 based on the weakly supervised deep learning. The input CT slices were first processed by a multiview U-Net to obtain the lung region. Then the segmented regions were input to the weakly supervised multiscale learning framework. Finally, the network architecture could get the suspicious lesions, which were classified as positive or negative. The developed model yielded high accuracy and AUC for the classification.

Gozes et al. [77] presented an algorithm based on deep learning for COVID-19 analysis in chest CT images. This included lung segmentation, classification, and fine grain localization. The lung segmentation and ROI selection adopted the U-Net architecture in which the encoder was pretrained with ImageNet. A ResNet-50-2D deep CNN architecture pretrained on ImageNet and DA techniques were employed in the process of classifying the lung ROIs into normal and abnormal. In addition, the paper proposed the corona score, which was calculated by adding up the activation diagram of positive test slices, to extract a quantitative metric for severity, where they employed only activation exceeding a predefined threshold of 0.6. The results of their method showed a high accuracy in classifying coronavirus versus non-coronavirus cases, and demonstrated that corona score corresponded to the clinical grade of the disease. Moreover, by unsupervised k-means feature clustering, the prominent manifestations of the disease were divided into three different types: normal, focal, and diffuse.

Wu et al. [78] developed a novel diagnosis system to perform joint classification and segmentation (JCS) on CT images for COVID-19. This system first identified the suspected COVID-19 patients through a classification model and provided the diagnostic explanations via activation mapping techniques. Then, it employed the fine-grained image segmentation techniques to find out where the COVID-19 infection was located exactly. The classification model was based on the Res2Net network and the activation mapping located in the infected areas of COVID-19 patients as an explanation. The image mixing technique, which mixed the CT images with the corresponding patient-level annotations from different sources during training, was also utilized to provide more accurate locations of the lesion areas. In the part of segmentation, the model included an encoder and a decoder. The encoder was based on the VGG-16 backbone, without the last two fully connected layers. An enhanced feature module was added after the last layer to improve the representational power of the encoder. In the decoder, an attentive feature fusion approach was presented to aggregate the feature maps from different stages and to predict the side-output of each stage. The results implied that using the JCS system achieved high efficiency for COVID-19 in two such tasks. It obtained 78.3% Dice score on segmentation, superior to previous advanced segmentation methods, and classification results with a sensitivity of 95.0% and a specificity of 93.0%. Moreover, the JCS system took only 19.0 s per case, which was much faster than RT-PCR tests and CT scan analysis by experienced radiologists.

Wang et al. [79] presented a deep learning method for COVID-19 detection. This method used pretrained convolution layers to extract CT image findings. Then, more COVID-19-related data were enrolled to fine-tune this model. In the independent test set, this system successfully classified most of the COVID-19 cases from other pneumonia. When discriminating from viral pneumonia, the AUC was 0.86. In addition, the deep learning method divided the patients into “high-risk” and “low-risk” groups, which showed significant consistency with the hospital stay time of these patients.

Hu et al. [80] put forward a new AI method for the diagnosis of COVID-19 through a CNN with ShuffleNet V2 as the backbone network. In order to further enrich the sample size and enhance the robustness, the DA technique was also adopted. The experiments demonstrated that using the developed method can have a high AUC, sensitivity, specificity, and accuracy in classifying this disease from normal or other pneumonia (e.g., SARS) in the independent testing set. Moreover, the developed model was also robust even when some of the training samples were incorrectly labeled.

Other deep learning models were developed for COVID-19 diagnosis. Specifically, Jin et al. [81] proposed a deep learning-assisted detection model for COVID-19. The resulting model obtained the lung region through a segmentation network and achieved an accuracy of 94.98% in the classification of the independent external dataset. Moreover, the diagnosis time of this model was much shorter than that by radiologists. Jin et al. [82] proposed a 3D version lesion detection and diagnosis model through the 3D U-Net++
architecture. In the clinic, using this model can provide the reference location of the COVID-19 lesion to radiologists, and can obtain the corresponding classification results, which could reduce the workload of radiologists significantly. In the independent test set, this model attached 97% sensitivity and 92% specificity. As the authors mentioned, it had been used in 16 hospitals for clinical application. Li et al. [83] also used the deep learning method to detect COVID-19. This method, which is a classification model, can not only detect COVID-19 but also can recognize community-acquired pneumonia. Xu et al. [84] introduced a detection system of COVID-19 based on deep learning. The system can categorize COVID-19 and other viral pneumonia. The classification process used a location-attention scheme to give corresponding confidence scores. Finally, the infection type and the total confidence score for each patient was calculated by Bayesian function. The results showed that this system achieved an accuracy of 86.7%.

One of the benefits of deep learning methods is that it could be pretrained in similar data when the collected training data size is not large enough. The works in [72, 77], and [79] employed the pretrained networks (e.g., U-Net) to implement lung segmentation and lesion extraction. In [85], the authors modified the inception deep learning network and transferred it into COVID-19 diagnosis tasks. To evaluate the algorithm, both internal and external validation were implemented. The total accuracy was 89.5% with 88% specificity and 87% sensitivity for internal validation, but for external validation, the accuracy was 79.3% with 83% specificity and 67% sensitivity.

Some studies also investigated the performance of AI-based COVID-19 diagnosis, as compared to radiologists. Specifically, Ardakani et al. [86] compared the performance on distinguishing COVID-19 from non-COVID-19 cases for radiologists and some well-known CNNs. The CNNs include AlexNet, VGG-16, VGG-19, SqueezeNet, GoogLeNet, MobileNet-V2, ResNet-18, ResNet-50, ResNet-101, and Xception. The results showed that the ResNet-101 and Xception networks achieved the best performance in terms of AUC, while the radiologist got the worst performance. ResNet-101 had the highest sensitivity of COVID-19 diagnosis, as compared to the Xception network. Bai et al. [87] focused on the establishment and evaluation of an AI system used to distinguish COVID-19 and other pneumonias on chest CT images. Six radiologists without and with AI assistance blindly reviewed the study. They found that the developed system performed better than radiologists without AI assistance in testing the accuracy, sensitivity, and specificity. Compared to radiologists without AI assistance, the average accuracy, sensitivity, and specificity by radiologists with the assistance of the developed system increased 5%, 9%, and 3%, respectively. Chen et al. [88] applied the U-Net++ architecture to build an assisted system for COVID-19. This research conducted both a retrospective study and a prospective study. In the retrospective study, 20886 CT slices from 51 COVID-19 patients and 14469 CT slices from 55 normal cases were used to build and test the diagnosis model. In the prospective study, 27 patients were included, of which 16 of them were diagnosed as having COVID-19 by three experienced radiologists and the remaining 11 were normal. They found that all of the 16 patients were correctly detected by the system, but two normal cases were detected as COVID-19 mistakenly. If the radiologists read CT images with the assistance of this model, the time of reading CT images was decreased by 65%, which is helpful in the clinic.

An AI technique based on deep learning was also used to explore the response of patients during treatment. Elghamrawy and Hassanien [89] put forward an AI-based model for diagnosing COVID-19 and predicting the response of patients to treatment. The resulting model had two main functions reflected in the two proposed modules, the diagnosis module based on CNNs for segmentation and the prediction module proposed for predicting the ability of the patient responding to treatment based on different factors. To verify the effectiveness of the developed model, this work compared the developed model with CorrCT, COVNet, DeConNet, and ReNet+ in three aspects of the overall precision, accuracy, and sensitivity. The results revealed the significant superiority of the developed model over the competing models in all these accounts and computing time.

**AI-assisted quantitative evaluation of chest CT images**

Quantitative evaluation is important to COVID-19 diagnosis and its management. AI-assisted quantitative evaluation helps radiologists to quickly make decisions and design the corresponding strategy for patients with COVID-19. Some indexes were used to quantitatively evaluate the severity of COVID-19 in studies. Li et al. [27] studied a visual quantitative index in CT and evaluated the performance of this index in the discrimination of severely critical patients. This quantitative index was calculated from five lobes of humans. In each lobe, a level was assessed by radiologists according to the acute lung inflammatory lesions in this lobe. Five discrete scores were the candidates for assessment: 0 (0%), 1 (1–25%), 2 (26–50%), 3 (51–75%), and 4 (76–100%), respectively. Then, the total severity score (TSS) was calculated by summing all of the lobe-assessed quantitative index. When TSS was used to discriminate the severely critical-type patients from all of the patients, it achieved an AUC of 0.92. Setting 7.5 as the threshold for TSS for severely critical patients, it attached a sensitivity of 82.6% and a specificity of 100%. As it was a subjective assessment by the radiologist, the consistency of two radiologists was also evaluated. The resulting intragroup correlation coefficient was 0.98, which is significantly consistent.

Shi et al. [90] established a deep learning method to quantitatively evaluate CT images. In particular, it was obvious that the pneumonia severity index (PSI) was a good index for classification of non-severe patients and severe cases. The developed method indicated the mass of infection and the percentage of infection, which were significantly higher in the severe group than the other groups. The AUC value in the test dataset was 0.89, which was higher than any univariate method.

Chaganti et al. [91] presented an automated quantification method for chest CT imaging findings of COVID-19 through the popular deep learning algorithms. In the segmentation
stage, they first employed multiscale deep reinforcement learning to detect anatomical landmarks. They further used a deep image-to-image network and DenseUNet to yield the segmentation. Due to the correlation between high-opacity abnormalities and severe disease, they introduced two combined metrics for evaluating the severity of COVID-19. They then calculated a Pearson correlation coefficient between each metric on the predicted masks and the corresponding ground truth masks, and obtained better results. The automated processing of computing the severity scores took 10 s/case, as compared to 30 min of manual annotations.

For the implementation of automatic quantification and prognosis assessment for COVID-19, Chassagnon et al. [92] proposed an end-to-end AI solution by the combination of automatic CT delineation of lung disease and data-driven identification of biomarkers. In this study, they investigated gated disease quantification, imaging biomarker discovery, and staging/prognosis for COVID-19. In order to quantify this disease and lung volume, they reported a segmentation tool based on deep learning. They further built an extended multicentric dataset for the assessment of the prognostic value of chest CT. For implementing the staging/prognosis, this work employed a hierarchical classification principle. Consequently, this study showed that the use of the prognosis/staging method can yield state-of-the-art results, and suggested that AI should be part of the triage process.

Conclusions and discussions

The world is facing a key health threat because of the outbreak of COVID-19. Intelligent medical imaging analysis is urgently needed to make full use of chest images in COVID-19 diagnosis and its management due to the important role of typical imaging findings in this disease. This paper reviewed AI-assisted chest imaging analysis methods for COVID-19 which provided accurate, fast, and safe imaging solutions. In particular, medical images from X-ray and CT scans are used to demonstrate that AI techniques based on deep learning have the ability in COVID-19 applications. In order to improve the performance of AI techniques, it is important to establish a database for public researches and to find a way to extract lesions accurately. Moreover, efficient deep learning models should be explored for COVID-19 applications.

It is important that multisource data can be applied to the diagnosis, monitoring, and prediction of COVID-19 as images from different imaging modalities can only show anatomical or functional information of patients with this disease. Here, the multisource data should include imaging findings, clinical symptoms, pathological features, blood tests, etc. In order to build analysis models purposefully and improve them, researchers can study the correlation among these datasets from different sources. This may help to maximize the value of AI in COVID-19 applications.
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