Learning High Speed Precision Table Tennis on a Physical Robot
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Abstract—Learning goal conditioned control in the real world is a challenging open problem in robotics. Reinforcement learning systems have the potential to learn autonomously via trial-and-error, but in practice the costs of manual reward design, ensuring safe exploration, and hyperparameter tuning are often enough to preclude real world deployment. Imitation learning approaches, on the other hand, offer a simple way to learn control in the real world, but typically require costly curated demonstration data and lack a mechanism for continuous improvement. Recently, iterative imitation methods have been shown to be effective at relaxing both these constraints, learning goal directed control from undirected demonstration data, and improving continuously via self-supervised goal reaching. These approaches, however, have not yet been shown to scale beyond simple simulated environments. In this work, we present the first evidence that simple iterative imitation learning can scale to goal-directed behavior on a real robot in a dynamic setting: high speed, precision table tennis (e.g. “land the ball on this particular target”). We find that this approach offers a straightforward way to do continuous on-robot learning, without complexities such as reward design, value function learning, or sim-to-real transfer. We also find that this approach is scalable—sample efficient enough to train on a physical robot in just a few hours. In real world evaluations, we find that that the resulting policy can perform on par or better than amateur humans (with players sampled randomly from a robotics lab) at the task of returning the ball to specific targets on the table. Finally, we analyze the effect of an initial undirected bootstrap dataset size on performance, finding that a modest amount of unstructured demonstration data provided up-front drastically speeds up the convergence of a general purpose goal-reaching policy. See supplementary video for examples of the policy on a physical robot.

I. INTRODUCTION

Robot learning has been applied to a wide range of challenging real world tasks, including dexterous manipulation \cite{1,2}, legged locomotion \cite{3,4}, and grasping \cite{5,6}. It is less common, however, to see robotic learning applied to dynamic, high-acceleration, high-frequency tasks like precision table tennis (Figure 1a). Such settings put significant demands on a learning algorithm around safe exploration, accuracy, and sample efficiency. An outstanding question for robot learning is: can current techniques scale to meet the hard requirements of this setting?

Consider the setup in Figure 1a: a robot must issue 8-DOF continuous control commands in joint space at 20Hz to control an arm holding a paddle. The commanded behavior must precisely position and orient the paddle in time and space in order to connect with a ball fired at 7 meters per second. The right follow-through motion must be orchestrated in order to return the ball to the other side of the table. Strictly more difficult is the problem of learning to return the ball to an arbitrary target location on the table, e.g. “hit the back left corner” or “land the ball just over the net on the right side”.

Imitation Learning (IL) \cite{7} provides a simple and stable approach to learning robot behavior, but requires access to demonstrations. Collecting expert demonstrations of precise goal targeting in such a high speed setting, say from teleoperation or kinesthetic teaching \cite{8} is a complex engineering problem. Attempting to learn precise table tennis by trial and error using reinforcement learning (RL) is a similarly difficult proposition given its sample inefficiency and that the random exploration that is typical at the beginning stages of RL may damage the robot. High-frequency control also results in long horizon episodes. These are among the biggest challenges facing current deep RL techniques \cite{9}. While many recent RL approaches successfully learn in simulation, then transfer to the real world \cite{10,11}, doing so in this setting remains difficult especially considering the requirement of precise, dynamic control. Here we restrict our focus to learning a hard dynamic problem directly on a physical robot without involving the complexities of sim-to-
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real transfer.

In this work, we consider what is the simplest way to obtain goal conditioned control in a dynamic real world setting such as precision table tennis? Can one design effective alternatives to more intricate RL algorithms that perform well in this difficult setup? In pursuit of this question, we consider the necessity of different components in existing goal conditioned learning pipelines, both RL and IL. Surprisingly, we find that the synthesis of two existing techniques in iterative self-supervised imitation learning [11], [12] indeed scales to this setting.

We find that the essential ingredients of success are: 1) A minimal, but non-goal-directed “bootstrap” dataset to overcome an initial difficult exploration problem [11]. 2) Relabeled goal conditioned imitation: Our best performing method uses simple and sample efficient relabeled behavior cloning [11], [14], [15], to train a goal-directed policy to reach any goal state in the dataset without reward information. 3) Iterative self-supervised goal reaching: The agent improves continuously by giving itself random goals, then attempting to reach them using the current policy [12]. All attempts, including failures, are relabeled into a continuously expanding training set. For ease of reference, we refer to this best performing approach throughout as Goal Conditioned Behavior Cloning plus Self-Supervised Practice (GCBC-SSP).

The main contributions of this work are: 1) We introduce a setting of high-acceleration goal directed table tennis on a physical robot. 2) We present the first evidence that an iterative imitation learning system can improve continuously in the real world to the point where it can execute precise, dynamic goal reaching behavior at or above amateur human performance. Our final system is able to control a physical robot at 20Hz to land 40% of balls to within 20 centimeters of commanded targets at 6.5 m/s (See supplementary video). 3) We perform a large empirical study, both in simulation and in the real world, to determine what are the important components of success in this setting. We note that even though we present experimental results in the domain of robotic table tennis, nothing in our recipe is specific to table tennis and can be applied in principle to any task where a goal state can be specified at test time.

II. RELATED WORK

Robotic table tennis. Table tennis has long served as as a particularly difficult benchmark for robotics. Research in robotic table tennis began in 1983 with a competition that had simplified rules and a smaller table [16]. This competition ran from 1983 to 1993 and several systems were developed [17], [18], [19]; see [20] for a summary of these approaches. This problem remains far from solved.

Most approaches are model-based in that they explicitly model the ball and robot dynamics. The Omron Forpheus robot [21] is the current exemplar, achieving impressive results. These methods typically consist of several steps: identifying virtual hitting points from ball trajectories [22], [23], [24], [25], [26], [27], [28], [29], predicting ball velocities by learning from data [22], [30], [31], [23] or through a parameterized dynamics models [20], [25], [26] calculating target paddle orientations and velocities, and finally generating robot trajectories leading to desired paddle targets [20], [32], [8], [33], [34], [22], [30], [31], [23], [20], [32], [35], [36].

A number of methods do not model the robot dynamics explicitly. These approaches fall into two broad groups, those that utilize expert demonstrations [32], [8], [33], [37], [38] and those that do not [39], [26], [40], [41]. Like our best performing method, [38] is capable of learning from sub-optimal demonstrations. However, the approach has no mechanism to continuously improve beyond the demonstration data. In [8], authors demonstrate a system that learns cooperative table tennis by creating a library of primitive motions using kinesthetic teaching to constrain learning. In a similar spirit, we collect an initial dataset of non-goal-directed demonstration data of how to make contact and return the ball to bootstrap autonomous learning.

Reinforcement learning (RL) is a common approach for table tennis methods that do not utilize demonstrations. Methods range from framing the problem as a single-step bandit [26] to temporarily extended policies controlling the robot in joint space [39] using on-policy RL, to Hierarchical RL (HRL) [68]. Of particular interest is [40], which utilizes muscular soft robots to facilitate safe exploration and learn RL policies from scratch on a real robot.

Goal conditioned imitation learning While many of the above methods have been shown to scale to undirected table tennis, few have tackled the problem of goal-directed table tennis. Goal directed control is an active area of robot learning, with many recent examples in both IL and RL [55], [11], [14], [46]. Given the complexities of even single task real world robot learning [56] finding simple methods that scale to goal-directed real world behavior remains an open question. While goal-conditioned imitation learning [11], [14] offers a simple approach to multitask control, no instances yet have been shown to scale to hard physical problems like the one studied in this work, being largely validated in simulation instead. We find surprisingly that the simple combination of two existing IL methods [11], [12] indeed scales to this setting, while being able to 1) learn from less burdensome suboptimal (in the sense of being non goal-directed) demonstrations, 2) use relabeled learning to learn goal-reaching without rewards, and 3) continuously self-improve beyond the initial data by using self-supervised goal reaching.

Empirical studies in scaling robot learning Like many works in robot learning [57], [58], [59], ours studies em- pirically whether existing methods scale to new and harder robotic problems than the ones originally studied. For example, studies such as [13] found new evidence that existing algorithms (e.g SAC), previously only studied in simulation, indeed scaled to hard problems such as real world quadrupedal locomotion. Similarly, recent empirical studies have shown that well motivated prior ideas did not scale to more difficult robotic setups [60], [61]. For example, the recent work [62] reported the surprising finding that simply switching from RL-agent generated offline data to human-
collected offline data caused most offline RL approaches to degrade substantially. Surprising empirical phenomena such as this motivate studies like ours which help assess if the claims of existing methods generalize beyond the setups for which the original papers were written.

III. METHOD

The approach we study in this work consists of three elements: 1) a non-goal-directed “bootstrap” dataset, 2) goal conditioned imitation with sample relabeling, and 3) continuous improvement through iterative self-supervised goal reaching. An overview of the method is given in Algorithm 1 and we now discuss each of the three elements in turn.

Algorithm 1 GCBC+SSP Algorithm

StepsBetweenSSP > 0
NumSspPerIter > 0
Initialize Cache
Initialize Policy
Cache ← InitialDemos
Step ← 0
while True do
    Sample Batch from Cache
    Train Policy using Batch
    Step ← Step + 1
    if Step mod StepsBetweenSSP = 0 then
        NumRollouts ← 0
        while NumRollouts ≤ NumSspPerIter do
            Sample random Goal
            Rollout current Policy, try to reach Goal
            Relabel Goal with actual ball landing X, Y
            Write episode to Cache
            NumRollouts ← NumRollouts + 1
        end while
    end if
end while

Bootstrapping from non-goal-directed data We assume that policies have access to a small number of demonstrations with the following minimum properties:

1) The demonstrations need to be skillful enough to overcome an initial hard exploration problem but they do not need to be optimal. For goal-directed robotic table tennis we require a demonstration to hit the ball it is thrown, and to successfully return the ball to the opponent’s side of the table with a non negligible probability. It is not necessary to be able to return the ball to a goal with any amount of accuracy.

2) Qualitatively, a dataset of initial demonstrations which includes more varied state-action trajectories can result in easier training processes with better results. In our problem, we sought to create a dataset in which the ball landing locations spanned the opponents’ side of the table (see Figure 2b). Note that this second requirement can be bootstrapped from a narrow set of initial demonstrations if varied demonstrations are difficult to obtain.

Relabeled imitation learning The training dataset consists of a set of non-goal-directed trajectories $T$ where $s$ is an observation describing the state of the environment and $a$ is a robot command: $T = (t_1, t_2, ..., t_N)$ and $t_N = (s_{N1}, a_{N1}, s_{N2}, a_{N2}, ..., s_{NN})$.

We apply hindsight relabeling [15] to the non-goal-directed demonstrations to transform them into goal-conditioned demonstrations by assuming that the final state in the trajectory was the goal the policy was actually trying to reach. Now we have $T = ((t_1, g_1 = s_{1n}), (t_2, g_2 = s_{2n}), ..., (t_N, g_N = s_{Nn}))$. Finally, the dataset is augmented each training step by randomly sampling a sub-sequence of length $k$. In simulation we set $k = 96$, and in the real world we set $k = 16$. In both we ensure that the timestamp of the ball hit point is included in the sampled sub-sequence.

A parameterized policy $\pi_\theta(s, g)$ is trained to imitate $T$ by minimizing the mean squared error between the commanded and realized joint positions per step, given an observation. That is,

$$\min_{\theta} \frac{1}{Nn} \sum_{i=1}^{N} \sum_{j=1}^{n} (s_{ij} - \pi_\theta(s_{ij}, g_i))^2$$

For the problem of robot table tennis, the location of desired ball landing point is sufficient to describe the goal state. Demonstrations correspond to a single ball throw and return. Whilst the objective during evaluation is to return each ball to a specific goal chosen randomly on the opponent’s side of the table, we found that extending the permissible goals in training beyond the physical boundaries of the table improved performance in simulation by 20% when the goal is less than 20cm from the edges.

Continuous improvement through self-supervised practice Whilst a policy is training, it continuously self-practices in the environment, by attempting to reach goals sampled random uniformly from the opponent’s side of the table. Each practice episode is processed and filtered out if it is not good enough (i.e. if the ball was not hit). If it was ”good” it is relabeled and added to the dataset from which the policy is training. This process facilitates continuous improvement by expanding the training dataset over time leading to more precise goal-reaching.

A. Building up the initial bootstrap dataset

Generating a demonstration dataset with the desired properties can be difficult, expensive, or time consuming. Unlike lower control frequency real world tasks [63], obtaining quality teleoperation data for high acceleration tasks such as precision table tennis is itself a difficult engineering challenge. Previous approaches to generating demonstration data in the table tennis setting [40] involve customized hybrid sim-to-real training, including a “rebound model”, whose parameters needed to be tuned empirically to enable accurate sim2real transfer.

Surprisingly, counter to what has been hypothesized in prior work [40], we found that it is possible to train a standard ES [64], [65], [66], [67], [52] policy to convergence fully in simulation, then apply it directly to the real robot as a means of obtaining an initial dataset. We found empirically that this approach was sufficient to get a real robot to make safe contact with the ball, bootstrapping further autonomous learning. However, we note that the initial policy obtained by
ES was narrow, causing most of the examples to land close to the net in the right half of the opponent’s side of the table (see Figure 2a). To overcome this limitation and more effectively cover the test goal distribution, we applied steps (2) relabeled imitation learning and (3) self-practice, setting the goal during policy rollouts higher up the table on the opponent side, with the intention of shifting the distribution up. Then we sought to expand the goal covering by changing the goal distribution to the entirety of the opponent’s side of the table. Additionally we perturbed 4 of the 8 robot joint angles during the data gathering stage in order to increase the variety of the ball landing points. The final demonstration dataset ball landing distribution is shown in Figure 2b.

**IV. System Description**

**Hardware Player Robot:** The player robot (Figure 1a) is a combination of an ABB IRB 120T 6-DOF robotic arm mounted to a two-dimensional Festo linear actuator, creating an 8-DOF system. The robot arm’s end effector is a standard table tennis paddle with the handle removed attached to a 174.26mm extension. The arm is controlled with ABB’s External Guided Motion (EGM) interface at approximately 240Hz by specifying joint and velocity targets [50]. The 2D actuator is independently controlled at up to 100Hz with position target commands for each axis at a fixed velocity through Festo’s custom Modbus interface. Feedback from the robots is received at the command rate. When no ball is in play, the arm of the robot returns to a home position and the linear actuator remains fixed, otherwise the arm and actuator are free to move as defined by the learned policy.

**Vision System:** The ball location is determined through a stereo pair of Ximea MQ013CG-ON cameras running at 125Hz via a recurrent 2D detector model trained on ≈ 2 hours of ball video data and 3D tracker.

The ball position and robot feedback are interpolated to the 20Hz the policy inferences on.

**Simulation Studies** The physical system is modelled in simulation using PyBullet [51]. The simulation uses a simplified ball dynamics model that includes drag but excludes spin. The ball throws are generated by randomly sampling an initial ball thrower position from the opponent side, aimed at a ball landing position on the player robot side of the table. Then the full initial velocity vector is solved and throws a ball approximately 7 m/s towards the robot side of the table.

At the start of each ball throw (start of an episode), the arm is initialized to a central pose. The initial pose is perturbed to prevent overfitting.

**Policy architecture** The GCBC+SSP policy is a 2-layer LSTM with a single fully-connected output layer. The size of each hidden layer is 1024, the output layer is 8, corresponding to the 8 robot joints. An observation consists of 16 elements in simulation; the ball xyz position (3) and velocity (3), robot joint positions (8), and the goal (2). On the real system an observation consists of 13 elements because ball velocity is not available. Policies control the robot at 100Hz in simulation and at 20Hz on the real robot. The maximum sequence length is 96 timesteps in simulation and 16 on the real robot (almost a full episode).

**V. Results**

We present an overview of our results across all tasks, settings, and methods in Table I. First we evaluate our approach on a challenging task in simulation: any-ball goal-reaching (Table 1a). Given any ball throw1 return it to any location on the opponent’s table side with high precision. That means that goals are sampled from the entire opponent’s side of the table. Then we train a policy on a physical robot for a simplified version of this task: narrow-ball goal-reaching (Table 1b). Given a forehand ball throw with the same launch position and a narrow range of velocities, return the ball to any location on the opponent’s side of the table.

**Evaluation metrics** We evaluate policies by calculating the percentage of balls that land within 30cm, or 20cm of the goal. These thresholds correspond to an area covering 14% and 6% respectively of the total goal area (see Figure 1b). Each method was trained in simulation using 5 separately seeded runs, with each training run evaluated with 200 randomly sampled goals per checkpoint. We trained a single final policy on the physical robot. Additionally we compare the physical robot performance with human amateurs by setting five specific goals (see Figure 1c) for both humans and the robot to reach.

**Any ball goal-reaching in simulation** Table 1a presents the mean and std dev of 5 seeds for each of the 7 algorithms considered after 120k trajectories (equivalent to ≈ 6 days of continuous training on a physical robot), except for LFP

---

Fig. 2: Comparing the ball landing distribution of the initial “narrow” policy, the bootstrap data, and the final policy after training on the physical robotic system.

**Simulation Studies** The physical system is modelled in simulation using PyBullet [51]. The simulation uses a simplified ball dynamics model that includes drag but excludes spin. The ball throws are generated by randomly sampling an initial ball thrower position from the opponent side, aimed at a ball landing position on the player robot side of the table. Then the full initial velocity vector is solved and throws a ball approximately 7 m/s towards the robot side of the table.

1 Modelled by sampling ball throws from a wide distribution of initial positions and velocities.
TABLE I: Summary of all methods on simulated and real environments.

| Method       | Dist to Goal (m) ≤30cm (%) | ≤20cm (%) |
|--------------|----------------------------|-----------|
| GCBC+SSP     | 0.84 +/- 0.08              | 21 +/- 2  |
| LFP          | 1.03 +/- 0.05              | 09 +/- 1  |
| GCSSL        | nan                        | 04 +/- 0.5|
| PPO          | 1.47 +/- 0.22              | 04 +/- 3  |
| ES           | nan                        | 01 +/- 1  |
| SAC          | nan                        | 00 +/- 0  |
| QT-OPT       | nan                        | 00 +/- 0  |

(a) Simulated any ball, all goal task.

| Method       | ≤30cm (%) | ≤20cm (%) |
|--------------|-----------|-----------|
| GCBC+SSP     | 61        | 41        |
| LFP          | 56        | 34        |
| Human Avg.   | 33        | 14        |

(b) Real world narrow ball, 5 goal task.

[11] which by definition only uses the initial demonstrations. Figure 3 shows the corresponding learning curves. On this task GCBC+SSP achieves 21% goal-reaching success within 30cm of the target and 11% within 20cm of the target after 120k total trajectories. 3.6k of these trajectories were the initial demonstrations, and the remainder were generated through self-supervised practice. GCBC+SSP improves $\geq 2 \times$ on the 30cm metric and $\approx 3 \times$ on the 20cm metric compared to LFP which lacks a mechanism for continuous improvement. On this task GCSSL [12] fails to overcome the initial hard exploration problem as described in Section III. One reason why the exploration problem is particularly hard in this setting is because in simulation the robot is initialized with the front edge of the paddle facing forward, reducing the probability of hitting the ball through random exploration.

Given the prevalence of RL in robotic learning we also compare GCBC+SSP with two on-policy and two off-policy RL algorithms as a baseline on our simulated tasks. Note that the data efficiency of these methods and the requirement of initial random exploration excludes their application on our real world tasks. These policies are not trained with demonstrations. Instead they are trained with a reward function containing a number of elements; how close the ball lands to the target, whether the paddle makes contact with the ball, whether the agent lands the ball on the opponent’s side of the table, and a number of rewards encouraging good style including arm pose and policy smoothness.

ES and PPO [53] are two widely used on-policy RL algorithms. In the low data setting limited to 120k trajectories (Figure 3) ES fails to learn anything, whilst PPO just reaches 4% success rate on the 30cm metric. However, given enough environment trajectories both algorithms achieve comparable or better performance compared with GCBC+SSP when trained from scratch without any demonstration data (see Figure 6). However they are significantly less sample efficient, requiring $\approx 2 \times$ (PPO) and $\approx 150 \times$ (ES) more trajectories in the environment to do so.

We also compare against SAC [54] and QT-OPT [5], two commonly used off-policy RL algorithms. Despite significant effort, we have so far not succeeded in training a successful policy using either method on this goal-reaching task (as shown by scores of 0 in Figure 3 for both algorithms) or on the simpler task of returning a ball to the opponent’s side of the table. We do not claim that off-policy methods do not work on this problem, however we do observe that it appears significantly more difficult to train policies using this approach compared with either on-policy RL or GCBC+SSP.

**Demonstrations improve the efficiency of self-supervised practice** We have seen that self-supervised practice improves performance over LFP in simulation. The benefits of this approach were also demonstrated by [12]. Here we assess the effect of demonstrations on performance by running an ablation study with 0, 10, 100, and 1000 demonstrations as shown in Figures 4a and 4b. The special case of 0 demonstrations corresponds to GCSSL.

Performance improves as the number of demonstrations increases, albeit with diminishing returns. We observe that the number of ”good” trajectories that make it into the training dataset corresponds to the number of initial demonstrations. This can be seen by plotting the number of training trajectories per seen trajectories (demonstration + self-practice) as shown in Figure 4c. The data efficiency is initially high because almost all available demonstrations are ”good”, then falls because in the early stages of training because self-practice is not very effective, and gradually recovers as the policy improves. When there are fewer demonstrations the drop in efficiency is more dramatic and the differences persist throughout training. For example after 20,000 trajectories a policy that started with just 10 demonstrations will generate just 2 good examples for every 100 of self practice, whereas a policy that started with 1000 demonstrations will generate 25.

**Scaling to a real-world system** Without pre-training in
simulation, we also test our approach by training a policy on the narrow ball goal-reaching task on a physical robotic table tennis system using 27 demonstrations. We train the policy for ≈2.5 hours of play and 2.5k self-practice trajectories and present our results in Figure 5. First we compare performance over all possible goals during training (labelled \( \text{train: full table goals} \)). We observe that the GCBC+SSP policy is able to reach 45% of all goals to within 30cm and 31% to within 20cm. This is a 25% and 48% improvement over LFP which reaches 36% and 21% of goals to with 30cm and 20cm respectively.

Next we set the robot to reach the task of the five specific goals (as shown in Figure 1c) with results labelled \( \text{eval: 5 goal avg} \). In Figure 5. Here the improvement of GCBC+SSP over LFP is smaller. GCBC+SSP reaches 61% and 41% of goals to within 30cm and 20cm respectively representing a 9% and 21% improvement over LFP which reaches 56% and 34% of goals to within 30cm and 20cm.

Additionally we wished to understand how these results compared to amateur human play. To do this we set 10 humans\(^2\) the task of reaching the same five goals. 10 humans were a random sample from a robotics lab with varying self-reported table tennis skill, from complete beginner to advanced amateur.

At the highest level of precision (≤20cm from goal) the robot outperformed all amateur humans, landing 41% of balls on average in the target range compared to 14% for humans on average, and 36% for best human player (see Table II). At the 30cm level of precision, the robot was \( \approx 2 \times \) as good as humans on average, and comparable to the best human amateur. The supplementary video submitted with this manuscript shows some examples of the policy reaching each of the five goals compared with a human amateur player performing the same task.

VI. CONCLUSION AND FUTURE WORK

In this paper, we studied the difficult setting of high-acceleration goal conditioned table tennis on a physical robot. We investigated a number of IL and RL techniques for goal conditioned learning, seeking the simplest possible combination that is capable of learning in this setup. Surprisingly, we found that the synthesis of two recent goal conditioned imitation learning approaches performed best, both in extensive simulated experiments and in the real world, ultimately matching or beating human amateur performance in hitting balls to specific targets. The experiments in simulation showcased the sample efficiency of this approach over RL methods, and highlighted the benefits of iterative self-supervised improvement over pure IL methods. Our experiments in the real world demonstrated for the first time, to our knowledge, that iterative imitation learning can continuously improve in the real world beyond an initial

\(^2\)Note that 2 / 10 players were authors on this paper. One author-player is an advanced amateur and achieved the highest level of precision among the amateurs. The other author-player is a beginner and achieved 12% success rate on average, comparable to the other players in their skill group. Please see the appendix for more details.

### TABLE II: Comparison of GCBC+SSP and LFP with human play.

| Method   | Goal A | Goal B | Goal C | Goal D | Goal E | Avg  |
|----------|--------|--------|--------|--------|--------|------|
| LFP      | 24 | 06 | 74 | 40 | 64 | 48 | 44 | 16 | 76 | 62 | 56 | 34 |
| GCBC+SSP | 58 | 30 | 75 | 58 | 44 | 32 | 36 | 14 | 88 | 72 | 61 | 41 |
| Human AA | 80 | 20 | 60 | 60 | 60 | 20 | 80 | 60 | 40 | 20 | 64 | 36 |
| Human AI | 33 | 05 | 20 | 05 | 20 | 15 | 13 | 10 | 60 | 15 | 29 | 10 |
| Human AB | 13 | 08 | 30 | 04 | 33 | 20 | 30 | 12 | 43 | 16 | 30 | 12 |
| Human A. Avg | 26 | 08 | 30 | 10 | 32 | 18 | 30 | 16 | 48 | 16 | 33 | 14 |
undirected bootstrap dataset, sidestepping the complexities of reinforcement learning (e.g. exploration, reward shaping, sim-to-real transfer), and excel at a dynamic tasks requiring precision.

VII. APPENDIX

A. Submission video

In the video demo submitted with this manuscript, we evaluated all the human players and the robot for the same set of 5 goals (A - E), with each goal attempted 5 times. The goal being attempted is displayed with a circle, which represents an area within 20 centimeters of the goal. Note that the circle is added virtually for the robot play whereas for the human play, there was actually a physical circle to help the humans aim correctly. After each ball throw, the circle is virtually animated green if the ball landed successfully within 20 centimeters of the goal, and animated red in case of a failure to do so.

B. Algorithm Baselines

Figure 6a shows extended learning curves for GCBC+SSP and PPO which have been trained for 500k - 1M trajectories. Figure 6b shows extended learning curve for ES trained for 35M trajectories. We also continued training Qt-Opt and SAC policies for up to 700k trajectories but were not able to achieve any non zero scores.

C. Human Baselines

1) Limitations of human baselines: It is worth noting that during our human evaluation, the amateur players were not given the opportunity to warm up, which is consistent with our evaluation of the robot where no self-calibration was done before roll-outs. We hypothesize that with sufficient time to warm up, it is possible for same player to perform significantly better on the same task. Also, as noted in Section VII-A, for human players we had placed a physical circle on the table to help them aim better whereas for the robot play, there was nothing physical on the table. In the future, we look forward to further exploring different settings in evaluation, including creating an evaluation process allowing human players to warm up, exploring benefits from self-calibration for the robot, and designing a "fair" comparison between human and machine which includes warm-ups.

2) Details on human data collection: Here we include more details on the human play results presented in Table II AA = amateur advanced, AI = amateur intermediate, AB = amateur beginner. A Avg. = amateur average. For ≤ 30cm, AA = 1 player, AI = 3 players, AB = 6 players. For ≤ 30cm, AA = 1 player, AI = 4 players, AB = 5 players. Human A Avg. score was averaged over 10 different amateur players who each made 5 attempts to return a ball to each goal, making 50 balls per goal in total.
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