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High Energy Physics (HEP) is entering a new data-driven era. For many decades, the Standard Model (SM) of particle physics has provided clear theoretical guidance to experiments, resulting in an extensive search program that culminated in the discovery of the Higgs boson [1, 2]. But while the SM is now complete, there are key experimental observations that compel the community to expand the search efforts for new particles and forces of nature beyond the SM (BSM). For example, the existence of dark matter and dark energy is well-established [3], as is the mass of neutrinos [4, 5], and the baryon-antibaryon asymmetry in the universe [6]—yet none of these observations are explained by the SM. Additionally, aesthetic problems plague the SM, including the unexplained weak-scale mass of the Higgs boson [7], current and near-future HEP experiments have the potential to shed light on all of these fundamental challenges by creating new particles in the laboratory, or by observing interactions of new particles with normal matter or with other new particles.

This great potential for discovery comes with significant data challenges. New particle interactions are expected to be rare, and their signature could be only subtly different from the SM. This means that researchers must collect and sift through an immense amount of complex data in order to isolate potential BSM physics. Machine Learning (ML) offers a powerful solution to this challenge. Deep learning techniques[1] are well-suited for analyzing large amounts of data in many dimensions to find subtle patterns. Multivariate analysis has been commonplace in HEP for decades (see e.g. the thousands of citations to Ref. [8]), but the latest tools will qualitatively extend the sensitivity to hypervariate analysis whereby the entire phase space of available experimental information can be analyzed holistically.

In tandem with the growing data volume, a related challenge is the increasing need for efficient (in terms of computational time, power, and resource utilization) and accurate data processing for high-throughput applications. Efforts to that end include the development and acceleration of deep learning-based processing algorithms on power-efficient hardware platforms.

In addition to the growing data challenge, there is also the compounding challenge in simulating expectations for what experiments may observe. HEP experiments rely heavily on simulations for all aspects of research, from experimental design all the way to data analysis. Built on a thorough understanding of the SM and the fundamental laws of nature, these simulations are extremely comprehensive and sophisticated, but they are still only an approximation to nature. It is therefore often necessary to combine simulations with information directly from data to improve simulation accuracy. The corresponding ML models must be robust against inaccuracies and be able to integrate uncertainties.

BSM physics can also be precisely simulated, and most searches are developed, optimized and interpreted in the context of a specific BSM model. It is not possible to test every possible model in a single search, and even if this could be done, there would still be blind spots in the search program. Here, again, ML and in particular unsupervised learning are used here to mean Modern Machine Learning, with deep neural networks and other advanced tools that contain (much) more than tens of thousands of tunable parameters.

Machine learning plays a crucial role in enhancing and accelerating the search for new fundamental physics. We review the state of machine learning methods and applications for new physics searches in the context of terrestrial high energy physics experiments, including the Large Hadron Collider, rare event searches, and neutrino experiments. While machine learning has a long history in these fields, the deep learning revolution (early 2010s) has yielded a qualitative shift in terms of the scope and ambition of research. These modern machine learning developments are the focus of the present review.

I. INTRODUCTION

While the terms Artificial Intelligence, Machine Learning, and Statistical Learning are often used to represent different concepts,
ML methods are starting to provide a complementary search strategy that is liberated from model dependence compared with traditional searches.

This review focuses on the applications of modern ML to the search for new fundamental physics\(^2\). To keep the scope manageable, we focus on terrestrial experiments that directly probe BSM effects and that aim to elucidate the particle nature of BSM. This includes production of new, massive particles at the Large Hadron Collider (LHC), rare event searches—such as direct detection of dark matter—in the laboratory, and searches for weakly interacting particles like sterile neutrinos. These three science area frontiers (energy, rare event, neutrino) share much in common, starting with their fundamental units of data: all three frontiers are event based, where each event represents a (nearly) independent and identically distributed draw from an ensemble of physics processes (typically, particle interactions with other particles, or matter in a detector). Although the structure and format of recorded events can differ between frontiers, a similar data pipeline is followed for all experiments.

The first step of the data pipeline is to record potentially interesting events with real-time or online algorithms (data acquisition). Then, various pattern recognition algorithms are used to reconstruct and calibrate the properties of recorded events (data reconstruction). Finally, certain events are selected based on their properties and used for statistical analyses (final data analysis). A parallel track also runs on simulation, where synthetic events are generated and then passed through these same steps. Machine learning is actively being integrated into each of the three steps, with significant innovation from HEP domain scientists to design custom solutions to our unique challenges.

Below, we will highlight advances from ML in all aspects of the data pipeline, with an orientation towards new particle searches. First, we will give a general overview of ML methods for new physics searches, many of which are still in the proof-of-concept stage. Then, we will turn to frontier-specific highlights, describing ML methods that are actively being applied to data. While many ML-based reconstruction innovations are now being integrated into experimental workflows, data acquisition and final data analysis tools are not yet widely deployed, owing to the newness of the methods being developed, and the time it takes to turn them from proofs-of-concept into complete analyses.

\(^2\) For ML applications to SM physics, see e.g. Ref. [9]. A Living Review of ML for particle physics that is continually updated with the latest methods and results can be found at Ref. [10]. In what follows, we will highlight the first paper(s) on various subjects; a complete list can be found in the Living Review.

II. MACHINE LEARNING FOUNDATIONS FOR FUNDAMENTAL PHYSICS

Machine Learning involves up to five components: input features \(x \in X = \mathbb{R}^N\), targets \(y \in Y = \mathbb{R}^M\), a model \(f : \mathbb{R}^N \rightarrow \mathbb{R}^M\) with tunable parameters, a loss functional \(L[f] : \mathbb{R}^Y \rightarrow \mathbb{R}\), and an optimization strategy. For many applications, \(N = O(1)\) as the features are a fixed set built from the full phase space based on physical intuition. In this case, Boosted Decision Trees (BDTs) (an example of “shallow” ML) have long been the tools of choice for machine learning in HEP. Meanwhile, deep learning methods, i.e. neural networks (NNs), are now able to readily process high-dimensional feature spaces where \(N\) can be many thousand or more. Additionally, \(N\) may not be fixed for each data point. For example, LHC proton-proton collision or neutrino/dark matter interaction events naturally produce a variable number of particles.

A. Data Representations

The choice of how to represent the data (e.g. four vectors of every particle in the event, energies of calorimeter deposits, etc.) can play an important role in the design (architecture) of the deep learning algorithm, and can have a significant impact on its performance.

The most flexible and general architecture is that of the fully connected or dense neural network (DNN), where the features \(x\) are simply flattened to a column vector, and fed to the DNN which is specified by the number of hidden layers, the number of nodes in each hidden layer, etc. Often the humble DNN is sufficiently powerful for many applications in HEP. But fundamental physics events often respect various symmetries, which can be built into machine learning architectures to reduce the number of parameters and increase performance.

If \(x\) can be represented as a fixed-size tensor with translational invariance across indices, then \(f\) is usually a convolutional neural network (CNN) [11, 12]. For example, it is often natural to represent fundamental physics events as images, with the pixel intensity given by the amount of energy deposited in a given detector region (e.g., a calorimeter cell). If a particular physics signature can register anywhere in the detector, then translational invariance is a good symmetry. The first applications of CNNs to particle physics [13, 14] showed that CNNs can still be useful even if translational symmetry is broken from pre-processing (image centering). Studies of homogeneous detectors like those common in neutrino physics were the first to exploit the translational invariance of these methods [15].

Other architectures are well-suited when \(x\) has structure other than a translationally invariant tensor. If \(x\) is a sequence, then recurrent neural networks (RNNs) are particularly effective [16, 17]. While CNNs share weights across space, RNNs share weights across time (location...
in the sequence). As sequences can vary in length, RNNs were the first tools for processing variable-dimensional features in high energy physics (for jet flavor tagging [18]). When \( x \) is a hierarchy of sequences (called a tree), then recursive neural networks can be used in a similar fashion to RNNs. Tree structures arise naturally in high energy jet clustering and were first studied in that context to identify Lorentz-boosted \( W \) bosons decaying into hadrons [19].

One challenge with image, sequence, and tree representations of data is that they require a spatial or temporal order to the dimensions of \( x \). While this is often natural, in many cases, there is no inherent order. For example, the particles of the same type produced in collider and fixed-target experiments are indistinguishable due to quantum mechanics. It is possible to impose an order (e.g., sort by energy), but this does not necessarily reflect the underlying physics processes or associations. There are now multiple architectures that can process variable-length and permutation-invariant\(^3\) sets. One possibility is deep sets [24], first adapted to particle physics as the Particle Flow Network [25]. In this framework, neural networks are decomposed into two parts: a network that embeds each of the \( N/n \) components of \( x_i \) into a latent space \( \Phi : \mathbb{R}^n \to \mathbb{R}^k \) and a second network \( F \) that processes the sum over latent space vectors: \( f(x) = F(\sum_i \Phi(x_i)) \). A second permutation invariant architecture is the graph neural network (first applied in particle physics in Refs. [26–28] and reviewed in Ref. [29]), which makes use of locality in the passage of information between nodes of the graph and layers of the network.

### B. Machine Learning Tasks

Machine learning tasks are categorized by the learning target \( y \). When \( y \) is discrete and finite, the task is called **classification** and the typical loss functional is the cross entropy:

\[
L[f] = \sum_i \sum_j I[y_i = j] \log(f_j(x_i))
\]

for classes \( j \), indicator function \( I \), and \( \sum_j f_j = 1 \). For continuous (or discrete and infinite) \( y \), the task is called **regression** and a common loss functional is the mean squared error:

\[
L[f] = \sum_i (f(x_i) - y_i)^2.
\]

Other loss functionals correspond to different learning targets (mean, median, mode, etc.); see Ref. [30] for details in the context of high energy physics. Both of the classification and regression tasks as described above are called **supervised**, since each data point \( x_i \) comes with a label \( y_i \).

All other cases are called **less-than-supervised**. **Unsupervised** learning proceeds without any labels. Such approaches are typically designed to learn implicitly or explicitly the data probability density \( p(x) \). This can be useful for various tasks including generative modeling and anomaly detection. Three standard approaches to unsupervised deep learning include Generative Adversarial Networks (GANs) [31, 32], (Variational) Autoencoders (VAEs) [33, 34], and Normalizing Flows (NFs) [35, 36], first studied in HEP in Refs. [37, 38], [39–42], and [43–47], respectively. Each of these methods learns to map a random variable \( Z \in \mathbb{R}^k \) with a known probability density to the data. For GANs, a second network \( h \) is simultaneously trained to distinguish \( f(Z) \) from \( X \); when that network performs poorly, then \( f \) is a good model of the data. For VAEs, \( f \) is the decoder of a two-network encoder-decoder setup. The data are mapped from the data space into the latent space via the encoder and then back to the data space via the decoder, trying to preserve the data distribution and statistical properties of the latent space. A normalizing flow is a series of invertible functions \( f_i \) with tractable Jacobians in order to change \( Z \) into \( X \): \( p_f(f(z)) = p(z) \prod_i |\frac{\partial f_{i+1}}{\partial f_i}| \) for \( f_0 = z \). NFs are optimized by maximizing the likelihood of the data:

\[
L[f] = \log p_f.
\]

Due in part to quantum mechanics, it is often impossible to know the labels of individual examples from real data. However, simulations (via Monte Carlo methods) play a key role in the development and execution of searches for new particles and it is usually possible to have per-instance labels by examining the Monte Carlo truth record. In addition to purely unsupervised and supervised techniques, there is a spectrum of methods with varying levels of supervision, some of which use a mix of information from data and from simulation. **Semi-supervised** methods\(^5\) have labels available for some, but not all data. **Weakly-supervised** methods have labels for all data, but each label is noisy. These approaches were first studied in HEP in Refs. [49–52]. For example, if a set of events is known to be composed of two classes and the class proportions are \( p_0 \) and \( p_1 = 1 - p_0 \), then randomly assigning the label 0 with probability \( p_0 \) would constitute noisy labels. This is the assumption that underlies Learning from Label Proportions [49]. Learning may still be possible even if the proportions are not known as is the case in Classification Without Labels [50].

### III. MACHINE LEARNING SEARCHES FOR NEW PHYSICS

In this section, we review the current state of the art in methods for direct new physics searches at particle detectors. Many of the ideas presented here are still at the proof-of-concept stage; in Sec. IV we describe the status of methods that have been applied to actual data.

---

\(^3\) A neural network \( f \) is invariant under the operation of a group \( G \) if \( f(g(x)) = f(x) \) for all \( g \in G \) while the network is equivariant if \( f(g(x)) = g(f(x)) \). See, e.g., Ref. [20–23] for examples of equivariant networks in high energy physics.

\(^4\) In the case of autoencoders, this is only true for variational architectures.

\(^5\) Such a categorisation is not unique, see e.g. [48] for an alternative way of defining weak supervision. We follow the established usage in applications of machine learning for particle physics.
A search for new physics requires two essential components. The first is a method for achieving signal sensitivity by selecting events that preferentially contain new physics, removing as many of the (generally far more numerous) SM background events as possible. The second part is the careful and precise estimation of the SM background. Events in data that have passed a selection are compared to a prediction of the SM background for the same selection. If the number of events or their distribution in some observable is inconsistent between data and SM background prediction, there is evidence for new phenomena. If the data are consistent with a particular BSM theory, then that model’s parameters can be estimated; otherwise, limits are placed on the new particle parameters.

The role of SM and BSM modeling (often via simulations) in both achieving signal sensitivity and estimating the SM background can be used to categorize different search strategies, as illustrated in Fig. 1. At present, the majority of searches achieve signal sensitivity in a simulation-based and model-specific way. These searches begin by positing the existence of new particles with particular physics-theorized parameters (masses, couplings, etc.). Given such a model, simulations can be used to predict what the new phenomena would look like in a detector. Combined with simulations of the SM, and often augmented with data-driven approaches for background estimation, a search strategy can be devised which would reject SM processes and enhance the presence of new particle processes in a given set of data. Increasingly, searches use modern machine learning to train supervised classifiers for this purpose, and employ them in all stages of a data pipeline to enhance sensitivity to predictable signatures of new physics. Some aspects of these searches are described in Sec. IIIA.

Meanwhile, a growing number of methods that make use of less-than-supervised ML techniques are being proposed for more model-agnostic and simulation-independent new physics searches. For example, various methods have been proposed that use the data itself to enhance the signal sensitivity. Data are unlabeled by construction and so any approach of this type is necessarily less-than-supervised. These and other ideas will be described in Sec. IIIB.

### A. Signal Model-driven / Fully Supervised Searches

Using simulations of the SM and new particles, fully supervised classifiers are trained to distinguish pure signal from pure background. The resulting classifiers are then

---

6 A series of non-machine-learning semi-supervised searches have been conducted over the last decades at D0 [53–56], H1 [57, 58], ALEPH [59], CDF [60–62], CMS [63–66], and ATLAS [67–69]. All of these searches share essentially the same approach: they compared (many) histograms of data to histograms of SM simulations and looked for discrepancies.
applied to data and used to enhance the presence of a potential signal. There are generally two ways to train these supervised classifiers. One approach is to train using all information in an event while another approach is to train using particular objects. For example, a new heavy particle \( X \) produced at a collider decaying into a pair of Higgs bosons with \( m_X \gg m_t \) will result in two collimated sprays of particles (called jets), one for each Higgs boson. One option is that a classifier could be trained using the full event to exploit the properties of the \( X \) production and decay. A second option is that a dedicated tagger for classifying Lorentz-boosted Higgs boson jets from generic quark and gluon jets could be constructed. Particle taggers can then be combined with other tools to form an event-level classifier. The sections below discuss signal sensitivity (object tagging in Sec. IIIA1 and event-level classification in Sec. IIIA2) and background estimation (Sec. IIIA3) for supervised searches.

1. Object Tagging

Jet tagging has driven much of the innovation in signal classification due to their complexity and ubiquity at high energy particle colliders. A jet can be composed of tens to hundreds of particles and each particle has a four-momentum and attributes such as electric charge. As a result, jets exist in a high- and variable-dimensional space, and deep learning has been used to study them as images, sequences, trees, sets, and graphs. Top quark jet tagging has become a benchmark task for studying new methods, as described in the community report, Ref. [70]. Machine learning has also been used extensively to tag single particles such as electrons, muons, and pions in collider, fixed-target, and neutrino experiments (see, e.g. [71]). When measured by multiple, segmented detectors, these objects can be represented by many features and machine learning can be a powerful tool for a variety of classification and regression tasks. Examples of tagging for composite and single objects in an experimental context will be given below in the Frontier Highlights.

2. Event Classification

Numerous event-level classifiers have been used for enhancing signal sensitivity across HEP. Boosted decision trees are particularly common. The first study comparing deep learning with more traditional shallow learning methods was Ref. [72]. A conclusion from this study that has since been repeated many times is that deep learning methods can process low-level inputs (e.g. particle four-vectors) and achieve comparable or superior performance to shallow methods that take as input physics-engineered high-level features. The move from \( O(10) \) features to many hundreds or thousands of input features first occurred in Refs. [15, 73], which represented entire neutrino/collider events as images and processed them using CNNs. Similar to the earlier studies, it was found that deep learning on low-level inputs was able to exceed the sensitivity of standard approaches and did not improve when hand-crafted observables constructed from low-level inputs were provided to the neural networks.

3. Background Estimation

Machine learning has been proposed to enhance each of the background estimation strategies highlighted in Fig. 1. Strategies based completely on simulation can be optimized end-to-end in an inference-aware approach [74–81] such that the learning knows about the final test statistic and hypothesis test. Hybrid methods that use auxiliary measurements to constrain the simulation can be made uncertainty-aware [82–91] by incorporating aspects of the statistical and systematic uncertainty during training. Simulation corrections (called domain adaptation in machine learning) can be derived from auxiliary measurements in many dimensions using machine learning methods as well [92–98]. Matrix methods rely on the independence of features, which can either be assumed physically and then combined with machine learning [99] or enforced with machine learning [100, 101]. Bump hunts can be enhanced with machine learning, but they must not sculpt localized features. This can be achieved with decorrelation methods [100, 102–118], which automatically ensure that classifiers have a controlled dependence on the resonant feature(s). A well-studied case is when there is no dependence (independence) on the resonant feature. These tools have also been proposed to reduce uncertainties [103, 112], although this should be approached with caution [119]. There is also a connection to the machine learning field of fairness, which endeavors to make classifiers equal (invariant) or equitable across populations [120, 121]. Machine learning has also been studied for other aspects of bump hunts, including highly flexible background fits [122–124].

B. Less-Than-Supervised Searches

Supervised searches are often constructed as simple hypothesis tests, where the presence of signal is one hypothesis and the other is the SM-only hypothesis. When the signal hypothesis is rejected, then the hypothesized model is excluded, typically at 90% or 95% confidence. In the absence of nuisance parameters, the optimal test statistic for this hypothesis is the likelihood ratio \( \frac{p_{\text{SM+BSM}}(x)}{p_{\text{SM}}(x)} \) [125]. In the presence of nuisance parameters, there is no uniformly best test statistic, but

---

7 Optimal in this context means that for a fixed probability of rejecting the given hypothesis when it is true (level), the probability for rejecting the given hypothesis when the alternative is true (power) is maximized with the likelihood ratio test statistic.
the likelihood ratio is still very powerful and widely used. Note that any test statistic that is a monotonic function of the likelihood ratio will have the same statistical properties.

Less-than-supervised searches do not have a particular signal hypothesis. In this case, it is not possible to construct a test statistic that is optimal for all potential signals. However, it is still possible to develop methods for discovering new physics signatures that are statistically motivated. Unsupervised searches typically target events with low $p_{SM}$. Weakly- and semisupervised methods use some label information and are therefore able to construct alternative likelihood ratio statistics such as $p_{data}(x)/p_{SM}(x)$. This test statistic is optimal for a data-versus-background hypothesis test, and when ML methods are trained with samples drawn from the exact $p_{SM}$, the test statistic is sometimes called the idealized anomaly detector.

Most less-than-supervised searches in HEP differ from the typical anomaly detection setting in industry because $p_{SM}$ is usually not zero. No single event can be labeled as signal with certainty and so HEP often targets group or collective anomalies as opposed to point or off-manifold anomalies that are common elsewhere. Many examples of less-than-supervised methods can be additionally found in the recent LHC Olympics and Dark Machines community challenge reports [126, 127].

1. Unsupervised

The strategy of unsupervised anomaly detection methods is to find data points that are far from the bulk of the background. A common approach is the autoencoder network architecture [128]. Here, a pair of networks form a lossy compression algorithm. One network (the encoder) maps data into a latent space representation, while a second network (the decoder) maps from this latent space back to data. These networks are trained to minimize a loss function such as the absolute difference between input data and decoder output. By limiting the capacity of this transformation, the autoencoder can be prevented from learning the identity function and instead identify relevant features of the data. If trained on data dominated by a background process, an autoencoder accordingly will learn to minimise the loss for it while returning a higher loss for previously unseen signal data.

Since the initial proposals of using autoencoders for anomaly detection [40–42], a number of improvements and modifications have been suggested. An important observation is that autoencoders can be biased by the relative complexity of anomalous and background data, potentially leading to outliers with a lower loss than the background [129–131]. As the latent space in VAEs [33, 34] is optimised to follow a known distribution for backgrounds, it can also be used as anomaly score [132, 133].

Beyond the autoencoder family, a number of other unsupervised approaches based on support vectors [134], latent space dirichlet analysis (LDA) [135, 136], clustering [137], and GANs [138] have been investigated.

2. Weakly and Semi-Supervised

In contrast to unsupervised searches, weakly- and semisupervised searches use some label information to inform the training. This can result in an improved sensitivity for BSM particles, at the cost of additional assumptions [139, 140]. The aspect that distinguishes weakly supervised learning and semi-supervised learning is the fidelity of the labels. Weakly supervised learning uses noisy labels while semisupervised learning use noisless labels, but only for a subset of the training examples.

In particle physics, the usual application of weak supervision is to isolate two sets of data (call them $A$ and $B$) that are each composed of the same two classes 1 and 0 (1 for signal and 0 for background). The probability density of the mixtures $A$ and $B$ are then given by $p_A = \epsilon_A p_1 + (1 - \epsilon_A) p_0$ and $p_B = \epsilon_B p_1 + (1 - \epsilon_B) p_0$, for some unknown signal fractions $\epsilon_A$ and $\epsilon_B$. If $\epsilon_A > \epsilon_B$, then mixture $A$ is given the noisy label of "signal-like" and mixture $B$ is given the noisy label of "background-like." If a classifier is trained using these noisy labels, it will learn a function monotonically related to $p_A/p_B$ which is itself monotonically related to $p_1/p_0$ and thus optimal for the target task.

This weakly supervised approach works well only when the 1 and 0 classes in $A$ and $B$ are statistically identical. Otherwise, the classifier will be distracted by differences between $A$ and $B$ that are unrelated to the signal. This means that whatever features are used to construct $A$ and $B$ must not significantly distort the features used for classification. One widely studied setting where this applies is resonance searches. Such searches are defined by a feature $m$ (often an invariant mass) that is resonant for a potential signal and without localized features for the background. The Classification Without Labels approach of Ref. [141, 142] proposed using a region near the potential signal to construct $A$ and a sideband region is used to define $B$. Another option is to build $B$ using pure [143–145] or data-augmented [146, 147] simulation, which is composed of only the 0 class by construction. Simulations can also be used to add signal-like labels for $A$ [148, 149]. Hybrid approaches have also been proposed that use parameterized density estimation from the sideband to estimate the background density in the signal region [47, 150, 151] or autoencoders to learn the noisy labels in the first place [139]. Many of these methods are also naturally robust to correlations between $m$ and the classification features.

IV. FRONTIER HIGHLIGHTS

This section presents the status of machine learning in the energy, neutrino, and rare event frontiers. Events at
energy frontier experiments (Sec. IV A) occur at the same point in space (center of the detector) at a fixed frequency and directly probe the highest energies with terrestrial experiments. The current energy frontier experiments are at the Large Hadron Collider (LHC). Events in neutrino experiments (Sec. IV B) are usually time-synchronous with the reactor or accelerator neutrino source, but can occur anywhere within the detector. The space and time of events in rare event experiments (Sec. IV C) are not controlled by the experimenters. These searches for dark matter direct detection, astrophysical neutrinos, as well as other weakly interacting phenomena typically require large detectors built deep underground.

This section will highlight ML applications across all three steps of the data pipeline, including data acquisition, data reconstruction, and final data analysis.

### A. Energy Frontier

The goal of direct new physics searches at the LHC is to test the Standard Model at the energy frontier, by producing new BSM particles, and then endeavoring to detect their distinctive signatures (e.g. through their decays to SM particles) over the SM background. Examples of new physics scenarios searched for at the LHC include supersymmetry (motivated by the hierarchy problem), extra dimensions, black holes, dark matter, new generations of quarks and leptons, and new fundamental force carriers (Z' s).

Machine learning has found widespread use across LHC experiments. At the lowest levels, machine learning is used for detector calibrations, data acquisition, pattern recognition, denoising, particle identification, and detector simulation. At the level of individual analyses, machine learning is used for background estimation as well as for constructing final analysis discriminants. This section will highlight a few examples from across these areas.

#### Data acquisition.

One of the key challenges at the LHC is the extreme data rate, with collisions happening at 40 MHz and each event requiring $O$(MB) of memory. It is not possible to write every event to disk and so significant online processing is required. The ATLAS and CMS experiments use a two-stage processing to discard more than 99.99% of events and reduce the data rate to 1 kHz. To achieve the needed low latency, the first stage (termed Level-1-Trigger, L1T) is implemented using Field Programmable Gate Array (FPGA) hardware while a second stage (termed High-Level-Trigger, HLT) runs on computer hardware such as CPUs or GPUs. Given the less stringent timing constraints and more powerful hardware available, ML was first applied at the HLT stage. For example, the CSVv2 algorithm based on a simple neural network for $b$-quark identification was adopted for use in the HLT by the CMS experiment [152]. For upcoming data taking periods, plans exist to include machine learning — including deep networks — also at L1T [153–159], to improve the selection efficiency.

A particularly interesting strategy of removing the first hardware stage of the trigger and processing all events by a software trigger stage running at 30 MHz is considered by the LHCb experiment [160]. Utilising the parallelisation capabilities of GPU-hardware allows executing track reconstruction as well as physics-based selections at the full input rate of 30 MHz, corresponding to 40 Tbit/s of raw data and thereby reducing the input to subsequent selection stages by a factor of 20–40 [161]. The presence of GPU-hardware also enables the relatively simple adaptation of highly accurate ML algorithms in the trigger to further improve selection efficiency.

Deep generative models are now being deployed for creating large synthetic datasets that will be used for all aspects of downstream inference tasks [39, 162–164].

#### Object Tagging.

Identifying known SM particles to enrich samples that include a specific physics process of interest is common practice at the LHC, and ML-based taggers are studied — and in many cases deployed — for essentially all such object tagging tasks. One example of a single-object tagger is tagging jets originating from a $b$-quark ($b$-tagging). The DL1 algorithm used by the ATLAS collaboration [165] is a fully-connected Deep Neural Network (DNN) achieving a light-flavor false-positive rate of 1/390 while retaining 70% true positive rate (efficiency) for true $b$-quark jets, greatly outperforming simpler approaches. These methods are widely used, with a large fraction of analyses requiring at least some kind of flavor information. At the same time, architectures tailored to using low-level properties and symmetries of data promise further gains in performance [166, 167].

A similar situation exists for more complex signals. Considering detector activities in a larger geometrical region using so-called large-radius jets [168, 169] allows for the identification of hadronically decaying, Lorentz-boosted heavy resonances such as $W$, $Z$, or Higgs bosons and top quarks. For example, Ref. [170] gives an overview of tagging methods considered by the CMS collaboration. Again, such standard taggers are used across a large number of applications [171–174] to enrich the relative fraction of the desired particle or to design signal-regions for searches.

Both for narrow and large jets, these methods can be calibrated and scale factors can be provided by comparing recorded data and Monte Carlo simulations [152, 165, 170, 175, 176]. Finally, taggers are also developed for hypothetical, unobserved, signal particles. In this case, training has to rely on simulation and calibration in data is only possible for backgrounds [177] putting an additional emphasis on robust background estimation techniques.

#### Background Estimation.

Decorrelation strategies are widely used by ATLAS, CMS, and LHCb to enable resonance searches with machine learning; see Ref. [110, 170] for performance studies, and recent examples of physics results in Ref. [178–180]. A growing number of searches using control region methods employ machine learning to perform high-dimensional reweighting to better match
the background data in signal-sensitive regions [181, 182]. The mitigation of data/simulation differences can also be part of the classifier training directly [177].

**Final Analysis Discriminants.** Shallow, fully supervised machine learning (e.g. using BDTs) is ubiquitous in searches at the LHC. For example, ATLAS and CMS have published over 600 papers searching for new particles and the TMVA multivariate analysis package [8] is cited in over 10% of them. This does not include the analyses that use per-object ML-based classifiers (described above), which are likely a large fraction of all searches. A growing number of searches are exploiting deep learning for the final analysis setup, using a variety of combinations of signal sensitivity and background specificity approaches highlighted in Fig. 1.

The most common applications of deep learning to event-level analysis use supervised methods. For example, the recent ATLAS search using multiple charged leptons in Ref. [183] is fully supervised and given the precisely known multilepton final state, simulations are used directly for the background estimation. A search by CMS in the \( b\bar{b}r\bar{r} \) final state uses an event-level, supervised classifier that is mostly calibrated using a control region method [184]. An example of a search using matrix methods for the background estimation is the recent ATLAS search for exotic Higgs boson decay to a Z boson and a light pseudoscalar [185]. In order to maintain sensitivity across pseudoscalar masses, a classification network is combined with a mass regression network before estimating the background using the ABCD method. There are many resonance searches that use supervised learning, but they are all currently using machine learning through object classifiers.

While there have been many proposed less-than-supervised searches, the number of data results is still limited due to the time required to perform a complete data analysis. There is a tradition of semi-supervised analyses that use signal simulations and control region data to build analysis discriminants. A recent result of this type using modern machine learning is the diphoton search from ATLAS [186] that uses XGBoost [187]. The first weakly supervised analysis was performed by ATLAS in the dijet final state, using the Classification Without Labels protocol [180]. While this initial result used only two features, it was still able to extend the sensitivity of inclusive searches by automatically identifying anomalous regions of phase space.

While this section has focused on the LHC, modern machine learning tools are also being applied at Belle II (e.g. for tracking [188]), and older machine learning algorithms have a long history at previous colliders and will be essential for the physics program of future colliders.

### B. Neutrino Experiments

The discovery of neutrino masses (via their flavor oscillation) is one of the only direct observations of BSM physics. Current searches in neutrino physics seek to understand the origin of neutrino masses and search for deviations from the three-neutrino paradigm, e.g. as predicted by light sterile neutrinos [189, 190], new fundamental force mediators [191, 192], extra dimensions [193], Lorentz and CPT symmetry violation [194], or non-standard interactions of neutrinos with matter [195, 196]. A key requirement for these analyses is the classification of the interacting neutrino flavor through identifying interaction final states, which is used to probe deviations to the standard oscillation picture. Identifying the final state objects is also important for a broad set of analyses exploring neutrinos as a portal to dark matter physics. The phenomenology of these models often predicts non-standard final state objects like long-lived particle decays to \( e^+e^- \) pairs [191, 192]. As a consequence, methods similar to object tagging for colliders are of growing interest and use, particularly for detectors with high spatial and calorimetric resolution.

With the need for increased precision, use of ML has been growing in neutrino experiments, through all stages of the data pipeline. Within the last five years, deep learning algorithms have become increasingly popular, and have enabled large improvements in performance and physics reach compared to traditional methods. Deep learning applications now span the full extent of data processing for neutrino experiments, including data acquisition [197–200], final data analysis (see, e.g. [201, 202]), and in particular data reconstruction (see, e.g. [203–205]), due to the increasing use of large, high-resolution tracking calorimeters as neutrino detectors.

Compared to collider experiments, neutrino detectors usually comprise a large and homogeneous target where neutrino interactions can occur uniformly, leading to interaction signals that are translationally invariant. The features of interest are topological characteristics of illuminated pixels in a fixed segmented (2D or 3D) geometry, with spatially and temporally connected pixels correlating to a specific particle “track”–the shape and length of the track, and the pixel intensity being indicative of the particle type and kinematic properties. As such, CNNs and other deep learning algorithms associated with computer vision have found strong relevance and thus become a particularly common and important tool in neutrino experiments [9]. A pioneering demonstration of CNNs applied to neutrino event classification based on their topology without the need for detailed reconstruction was performed in [15], demonstrating improved physics performance over traditional algorithms for the case of the NOvA [206] experiment. A comprehensive overview of machine learning in neutrino experiments is provided in Ref. [207]; the subsequent paragraphs highlight some of the more recent advancements.

**Image Recognition.** A detector technology ideally suited for computer vision applications in neutrino physics is that of liquid argon time projection chambers (LArTPCs)—employed by the future DUNE [208], current MicroBooNE [209], and upcoming SBN [210] experiments.
These detectors function as stereoscopic image streaming devices, offering the possibility of direct application of image recognition at as early as the data acquisition stage. For the time being, however, applications of deep learning algorithms for these experiments have predominantly been focused on data reconstruction and final analysis tasks.

The DUNE collaboration is exploring the use of CNNs for neutrino interaction classification that allows for simultaneous identification and classification of neutrino interaction final states and neutrino interaction type [211], while kinematics reconstruction with the use of 2D and 3D regression CNNs has been proposed in [212]. MicroBooNE was first to demonstrate the successful use and advantages of CNNs for classifying signal vs. background images, where signal images contain particles produced by a neutrino interaction [213]. Moving more toward implementation of deep learning algorithms for reconstruction tasks rather than end-user analysis tasks, MicroBooNE has further demonstrated multi-particle type identification [71, 213], as well as pixel-level object prediction [214] through a successful first application of a UNet style CNN architecture and semantic segmentation techniques to LArTPC neutrino data. In an effort to minimize computational needs for CNN applications to (particularly sparse) LArTPC data analysis, MicroBooNE has also demonstrated the use of semantic segmentation with a sparse CNN for event reconstruction [215]. This was motivated by Ref. [216], proposing a spatially sparse, UResNet-style architecture for particle-wise segmentation labels for LArTPC-like datasets [216]. SBN’s near detector (SBND) has also applied a UResNet network for cosmic background removal [217], demonstrating scalability of larger CNNs for pixel-level signal-background rejection task with larger images [217]. The technique has also been employed by MicroBooNE as part of the experiment’s flagship BSM physics search [215].

Reference [218] recently demonstrated a multi-task, end-to-end optimization of a full data reconstruction chain for imaging detectors using sparse CNN and graph neural networks. This chain consists of multiple neural network modules where each module performs a traditional data reconstruction task (e.g. clustering of pixels, particle type and momentum estimation, reconstruction of a particle flow and hierarchy among parents and children) [216, 219–221], and it is being integrated into DUNE’s near-detector analysis and more experiments of this class [222].

Beyond LArTPC experiments, additional pioneering applications of deep learning have exploited the unique detector geometry, working principle, or raw data structure of a given experiment. For example, the NOvA detector’s 2D imaging working principle has also prompted the development and use of a CNN for neutrino event identification and reconstruction [223], combining two orthogonal visual projections of given neutrino interactions in the detector in a Siamese network structure and allowing the network to learn from independent 2D depictions of 3D energy depositions in neutrino interactions. The Kamland-Zen detector, which is a roughly spherical detector, has made use of spherical CNNs for their physics analyses [224]. MINERvA has adapted CNNs with the use of domain adversarial neural networks as a way of mitigating unknown biases in the training inputs [98]. Finally, Daya-Bay, in one of the first demonstrations of applying unsupervised DNNs for pattern recognition, has demonstrated the use of dimensionality reduction as a method for interpreting features extracted by a CNN employed in separating neutrino interactions from noise in their detector [225].

A unique case of deep learning reconstruction applications is that of the IceCube experiment, whose non-uniform detector configuration makes it less fitting for CNNs. As such, IceCube has turned to the application of graph neural networks, which are capable of dealing with irregular data geometries and sizes more effectively, finding significant improvement in physics performance over traditional algorithms [226, 227].

Data Acquisition. With the use of increasingly larger neutrino interaction target volumes and finer readout segmentation, data challenges for neutrino experiments begin to approach those of current collider experiments. For example, DUNE’s multiple far detectors [228] will each generate raw data rates of several terabytes per second, and plan to be operated for at least a decade, requiring also 100% live-time in order to be sensitive to neutrinos from nearby supernova bursts or other stochastic BSM signals. With ML becoming increasingly common in neutrino experiments, the community is further steering its attention toward hardware acceleration of ML-based inference. GPU-accelerated ML inference as a service for computing in neutrino experiments is discussed in [229], while new developments are also targeting GPU- or FPGA-based acceleration for use of machine learning algorithms such as 1D or 2D CNNs in real-time or online processing of raw LArTPC data at the data acquisition and trigger level [197–199].

C. Rare Event Searches

Dark matter (DM) direct detection and neutrinoless double beta decay ($0\nu\beta\beta$) experiments have observation of BSM processes as their primary goal, most commonly in the form of scattering of weakly interacting massive particles or $0\nu\beta\beta$ via light Majorana neutrino exchange, respectively. Though machine learning in such searches is not as prevalent as in collider physics or neutrino experiments, perhaps due in part to its particular sensitivity to mismodeling at the few-event level, its use has grown in recent years. At present, applications primarily consist of methods to improve either event reconstruction or signal/background discrimination.

Shallow Discriminators. Relatively simple methods such as BDTs remain popular, likely due to their robustness and ease of use. BDTs have been employed for effective removal of rare backgrounds in xenon DM detec-
tors such as LUX [230–232] and XENON1T [233], using high-level engineered features as inputs and applying a threshold on the output prior to future stages of analysis. Similar approaches have been used to remove noise pulses in solid state DM detectors such as SuperCDMS [234] and COSINE-100 [235]. In the EXO-200 $0\nu\beta\beta$ experiment, this approach was taken a step further by combining the BDT output with other variables such as measured energy in the final two-dimensional fit [236–238].

**Time Series Analysis.** Machine learning has also been harnessed for more complete analysis of time-series data (waveforms). More accurate extraction of pulse parameters, such as height and start time, has been demonstrated in solid state detectors using PCA [239], CNNs, and RNNs [240], while efficient (low-dimension) summaries of pulse shape have been achieved using BDTs [230] and convolutional autoencoders [241]. Background discrimination via pulse shape has shown promise using either fully-connected neural networks or CNNs for bubble chamber DM experiments such as PICO [242, 243], germanium neutrinoless double beta decay detectors [241], and cryogenic calcium tungstate DM detectors such as CRESST [244].

**Image Recognition.** Drawing on successful image recognition techniques in industry and neutrino experiments [213], rare event searches have implemented 2D CNNs to take full advantage of spatial (or spatiotemporal) information using light and charge detector hit patterns. This approach is particularly effective at topological signal/background discrimination in Xe time projection chambers (TPCs) for $0\nu\beta\beta$ [245], including NEXT [246, 247], nEXO [248, 249], and PandaX-III [250], as well as the KamLAND-Zen $0\nu\beta\beta$ scintillator experiment [251] and even nuclear emulsion DM searches [252]. 2D detector hit patterns have also been used directly as inputs to CNNs, fully-connected networks, or Bayesian optimization methods [253] for more precise position re-construction in noble element TPCs, such as EXO-200 [254], XENON1T [255], and the Ar-based DarkSide DM experiments [256, 257].

**Less-than-supervised Searches.** A common theme across rare event search experiments is the desire for reduced reliance on simulations, through fully data-driven training, semi-supervised, or unsupervised learning approaches. Xe TPC experiments such as EXO-200 and LUX have trained ML models to better reconstruct events with either a missing charge or light signal, using data events with both present to provide labels for supervised training, after re-weighting to reduce reliance on features exclusive to the original training domain such as its energy spectrum [230, 254]. Imperfect labels from selection of data events with unique signatures such as gamma escape peaks can be used to better identify single and multiple scatter events in germanium detectors [241]. Supplementing simulated events with unlabeled data events, using confident network predictions as truth labels in subsequent training iterations, has been shown to boost performance in PICO [242, 243]; in NEXT, features extracted through convolutional layers were found to agree more closely in simulations and data when augmenting training events by repeating them after physics-invariant transformations such as rotation [247]. Fully unsupervised methods, such as TSNE, PCA, and autoencoders, have been successfully employed to separate unwanted backgrounds through clustering in CRESST [240].

In many cases, the choice of representation of the data appears to have a greater effect on the results than the algorithm or architecture. PICO has observed improved particle discrimination from a simple fully-connected network applied to the first few components of Fourier space data than a CNN in the time domain [242]. EXO-200 sees minimal improvement in discrimination when using a CNN classifier over a BDT with engineered features [238], while DarkSide-20k achieves improved performance using a fully-connected network over a CNN [256]. In contrast, initial training of a convolutional autoencoder followed by training a fully-connected network on its encoded latent space has shown good results in germanium [241], suggesting that separating the tasks of representation and classification may be more robust.

In the near future, an increased emphasis on extracting physical insights from unsupervised methods, careful quantification of uncertainties, and clever construction of training sets to reduce domain discrepancies will be crucial to taking full advantage of the benefits of deep learning in rare event searches.

**V. OUTLOOK AND CHALLENGES**

The development and deployment of machine learning methods in the search for new fundamental physics is becoming urgent given the dearth of evidence from traditional methods. New particles may be discoverable with existing and near-future experiments, but we may need to explore our data in its natural high-dimensionality and to reduce our model dependence in order to uncover the new phenomena. New methods are being developed at a rapid rate (inside and outside of experimental collaborations) and we are starting to see many innovative applications to both data processing and data analysis.

Fundamental physics applications of machine learning have unique challenges that may not be solved by industry. We are typically looking for ultra rare and subtle deviations from the Standard Model. Furthermore, it is often the case that no one datum is uniquely anomalous - only in the context of many examples can we build statistical evidence for a discovery. At the same time, it will also be essential to integrate state-of-the-art deep learning tools like TensorFlow [258] and PyTorch [259] into analysis workflows in order to make the best use of new techniques. There are also serious computing challenges associated with training and inference. For example, the BSM exclusion limits in Ref. [180] required training 20k neural networks. This is because the event
selection depends on the data and the data changes whenever a different amount of signal is injected. Especially for less-than-supervised searches, a radically new approach to data preservation and analysis reinterpretation will be required.

While this review has focused on direct searches for new particles, there are also many indirect searches in the form of Standard Model measurements. Analyses probing small differences between the Standard Model and the data are also increasingly employing machine learning strategies for data corrections in the presence of BSM [260, 261], effective field theory analysis [86–89, 262–264], reinterpretation [265–267], and more [10].

Astronomy and cosmology also offer unique and powerful windows into many types of physics beyond the Standard Model (e.g., dark matter, dark energy, baryogenesis, axions). These fields also generate enormous and complex datasets, with ongoing and upcoming observatories such as Gaia [268], Large-aperture Synoptic Survey Telescope [209], Laser Interferometer Gravitational-Wave Observatory [270], and the Square Kilometer Array [271]. Much effort is already being invested in applying ML methods to accelerate data analysis and discovery in these fields; see, e.g., Ref. [272] for a comprehensive list of ML applications to cosmology. The connections between these areas and particle physics will be extremely interesting and important to explore going forward.

While many of the challenges associated with machine learning are technical, a new community mindset will also be required to take full advantage of the new tools. How can we make discoveries using representations we cannot easily visualize or understand? Forging physics with statistical learning provides a new path forward toward robust, sensitive, and reliable methods for uncovering the fundamental structure of nature.
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