Investigation on sector coupling potentials of a 5th generation district heating and cooling network
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Abstract

In this paper the development and application of an urban building energy simulation model is presented to analyse an existing 5th generation district heating and cooling network (5GDHC) with regard to possible sector coupling potentials. It was evaluated, how the heat energy production through large industrial heat pumps and the total thermal capacities of the 5GDHC network can provide flexibilities for power to heat applications.

In a first step a multi model dynamic simulation was set up using the simulation environment IDA ICE. A previously developed urban energy simulation model formed the basis to implement the special requirements of the investigated 5GDHC network. This was followed by the calibration of the multi model simulation utilising the monitoring data of the existing 5GDHC network. In a second step the flexibilities of network sub areas were systematically investigated using step response tests. This was done with respect to key performance indicators like heat-up time or electrical energy consumption as a function of different boundary conditions like indoor comfort or outdoor air temperature. The third step comprised of a cumulative network analysis using different heating setpoint control strategies to optimise the operation of the network regarding heat production costs.
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1. Introduction

The energy demand and greenhouse gas emissions of cities worldwide are increasing rapidly hence climate protection, especially in urban regions, must be strongly promoted [1]. For meeting the Paris climate targets and to limit global warming below 2 °C (RCP2.6), the share of fossil-based energy production must be reduced significantly in combination with further strengthening of energy efficiency measures till 2050 [2,3]. A large share of Europe’s CO2 emissions and thus potential for climate protection measures lies in the sector of heating and cooling [4]. Therefore different sources of renewable energy production as well as low exergy waste heat have to become accessible on a large scale in a reasonable economic effort [5,6]. District heating and cooling shows high potential for contributing to future energy systems [7] and the harvest of solar energy and wind is an already fast growing contribution to the energy transition [8]. Yet integrating these volatile renewable energy sources to a large extend into the existing electrical power grid depicts a significant challenge to our energy systems. Existing technical solutions have to be developed further in order to provide the necessary system flexibilities.

In that regard the further evolution of district energy systems towards smart thermal grids [9] provide great opportunities for sustainable and flexible heat energy supply in the building sector [10,11]. As well as sector coupling, which is considered as a key concept to achieve these goals of the energy transition [12,13]. Newly developed 5th generation district heating & cooling networks (5GDHC), like discussed through Lund et al. [14], are predestined for urban environments, where sufficient heat demand density but also the necessary waste heat sources are available [15,16]. They show a huge potential for integrating various renewables, reusing waste heat sources of different kind, lowering system temperatures, as well as integrating seasonal thermal storages, heat pumps and smart control [17–25].

During the research conducted, two major hurdles for 5GDHC networks became apparent to the research team. Firstly, for 5GDHC networks the investment costs are very high. Their infrastructure with heat transfer stations, heat pumps and seasonal storage...
costly. Secondly, there is a 'the chicken and the egg' dilemma for new development areas where a 5GDHC network is planned to be installed. Companies or investors who want to participate request a fixed heat energy retail price offer. Without knowing the final structure of the development area, the network can't be planned in full extend and no fixed heat energy retail price offer can be made.

The novelty described in this paper intends to provide answers to both of these hurdles. One research question raised was if it is possible to open new revenues for 5GDHC networks. The use of industrial-sized heat pumps opens up opportunities for power to heat sector coupling [26,27]. As has previously been shown by Terreros et al. [28,29] flexibilities can be created through the smart use of heat pumps in combination with the systems thermal capacities. So that the advantages of the day-ahead trading or grid balancing market can be used to generate extra profits. Another interesting possibility was to reduce the peak load electricity demand of the network through peak shaving and demand side management strategies in the thermal grid [30]. Therefore, it is necessary to know the thermal flexibilities of the network and to make them accessible for smart control strategies of the industrial heat pumps. An attempt is now made to apply these approaches in a novel way to the 5GDHC network considered here.

In order to address the above described 'the chicken and the egg' dilemma, novel analysis tools are necessary. So, another research question was whether it is possible to develop a simulation framework to model the network under consideration accordingly. Various tools have already been developed for modelling district heating and cooling systems [31–35]. Also, dynamic simulation models for Urban Building Energy Modelling (UBEM) as well as spatial and energy planning methods are developed by now [36–40]. The novelty of the research work presented here lies in the application of these methods to the specific layout of 5GDHC networks.

1.1. The investigated 5GDHC network

The investigated 5GDHC supply network for a residential area in the city of Zurich, Switzerland is owned by the Family Home Cooperative Zurich (Familienheim Genossenschaft Zürich - FGZ). It consists of about 2200 residential objects with 5500 inhabitants and is located in the west of Zurich. The area is surrounded by large and small waste heat sources, such as data centers or an ice-skating rink. The heating and hot water demand of the FGZ area was originally covered by a 3rd generation fossil-fired district heating network. In 2011, the cooperative decided to transform the energy supply system to fully renewable until 2050. Based on a utility value analysis the FGZ had decided on a cross-area 5GDHC network. The description of the network in this paper is based on the state of development in the year 2019. For this year a full set of monitoring data was already available and could be used to support the investigations in this research project. The 5GDHC network is designed, built and monitored by the engineering company Anex Ingenieure AG which is also partner in this research project and provided the monitoring data. Fig. 1 shows the state of development of the network in the year 2019.

The main supply line of the 5GDHC network, the primary side, consists of a cold and a warm pipeline (two-pipe system) with non-insulated polyethylene pipes. This primary side connects the heat supplying data centers, the seasonal ground probe storages and the customer heat transfer stations. The water temperature in this network lies between 6 °C and 26 °C. Customer heat transfer stations with large industrial heat pumps connect this primary side with the secondary side of the network which consist of the original 3GDH network. Each of this heat transfer station supplies a sub part of the customer area. In the state of development in 2019 six customer heat transfer stations where installed to supply six sub areas. The heat pumps raise the temperature levels to a range of 45 °C–67 °C, depending on the building categories located in the sub areas. In 2019 a total heat pump capacity of 7.33 MWthermal was installed and about 1000 households were connected to the 5GDHC network. The transfer stations are equipped with heat buffer storages as well as the original gas and oil boiler heat supplies as backup and for covering extreme peak loads. The waste heat input for the network is provided by the excess heat of two data centers. Situated in two sub areas (Grünmatt and Zentrum Friesenberg) 266 ground probes of 250 m length each are currently used as seasonal heat storage facilities. Until 2050 the 5GDHC network is planned to be operated as an undirected ring network with almost 14 MWthermal heat pump capacity and the ground probe storage facilities are planned to be expanded to around 430 probes. It is also planned to integrate all useable waste heat sources, such as the ice rink. Since the FGZ network is one of the first 5GDHC networks and there was little experience available for project planning, it was equipped with comprehensive measurement technology for monitoring by Anex Ingenieure AG. These monitoring data is used for the calibration of the simulation framework and consisted of hourly mean values of fluid temperature and mass flow for the year 2018. The energy carrier is water for heating networks.

2. Developing the dynamic simulation framework

The layout of the dynamic simulation framework is based on a previously developed UBEM simulation model [39–43] and realized in the simulation environment IDA ICE [44]. It was fitted to the special requirements of this 5GDHC network and consists of different types of components. Firstly, each of the six customer areas are depicted by its own customer area simulation model representing the heat transfer station and the secondary side 3GDH network of the respective supply area. It is a combined model of plant model and building model.

In the plant model the heat exchange between the primary and the secondary side including the heat pump is modelled. It also contains models for the hot water storage, the secondary side district heating piping as well as the connection to the associated building model, see Fig. 2. The secondary side district heating pipe model is a simplified model to simulate the pressure and thermal losses in the piping. The building model consist of a single building with one thermal zone and approximates the real building stock which consist of several buildings. It models internal and external factors such as loads, gains, masses, construction properties or number of inhabitants including their hot water demand. Using scripting in IDA ICE the building model was designed scalable for automated shaping. So that in the following calibration step, which is described in the next part of the paper, the building model properties and such the energy demand could be adjusted to the real energy demand of the sub area using the measurement data from the FGZ network. This approach was chosen because measurement data was only available for the network connections in the transfer stations and not of the building heating systems itself. In addition, there was limited information about the properties of the building stock in the sub areas.

Each customer area simulation model delivers the demand for space heating and cooling, domestic hot water as well as all relevant system temperatures. Especially the supply and return temperatures and the mass flow rates at the coupling points of the primary and secondary sides. So, the entirety of the customer area simulation models represents the building stock and the secondary side 3GDH networks of the entire study area.

Another key component of the simulation model is the primary side network model. It connects each customer area simulation
model and thus each sub area of the network to the primary side network. In addition, it integrates the modelling of the waste heat sources and the ground probe storages into the network. The primary side network model enables a bidirectional mass flow in the primary heat network as well as a decentralized mass flow control by means of decentralized pumps and heat pumps at the transfer stations. In the simulation framework in each timestep the supply temperature at each transfer station is exported to the corresponding customer area simulation model and the return temperature and mass flow of each corresponding customer area simulation model is imported to the primary side network model.

In addition to the simulation-relevant variables, room air temperatures of the thermal zones and the electrical power and evaporator power of the heat pumps are also imported to the primary side network model.

2.1. Calibration of the dynamic simulation framework

For the calibration of the dynamic simulation framework, the IDA ICE features Parametric Runs and Graphical Scrips were used. This features support parameter studies where the parameters can be varied either individually for sensitivity analysis or simultaneously for automatic optimization. IDA ICE features also the single-target optimization tool GenOpt [45].

For the calibration of each of the six customer area simulation models GenOpt was used to optimise the parameter Sum of Squared Errors (SSE) of the annual energy consumption as the target function in the calibration, see Equation (1). The SSE was determined at each simulation timestep $n$ out of the measured thermal energy demand $\gamma_i$ and the simulated thermal energy demand $\hat{\gamma}_i$ at the heat pump evaporator in the heat transfer station.

$$SSE = \sum_{i=1}^{n} \left( \gamma_i - \hat{\gamma}_i \right)^2$$

The resulting SSE over the total simulation time was then used as the target parameter to optimise in GenOpt. Through the Parametric Runs tool, GenOpt was given certain parameters to vary with allowed minimum and maximum values as well as their step size. The varying parameters were modified automatically through Graphical Scrips at each simulation run. They consisted of the building dimensions, the building wall construction type and the setpoint of the room air temperature. The heating system was also sized automatically according to the expected heating demand for the building gross floor area and envelope construction heat transfer coefficients. The number of inhabitants was estimated with 50 m$^2$ gross floor area per person and applied to scale the hot water load profile. The windows of the building were sized using average values of window to wall ratios according to TABULA data [46]. The thermal inertia of the buildings was calibrated by adding the missing floor material mass via an additional internal mass factor in
the building model. Afterwards a manual fine tuning was done using the graphs of the annual heating power and energy consumption, see Fig. 3. This was done for each heat transfer station and customer area simulation model respectively using measurement data from the year 2019. Table 1 shows some properties of the calibrated sub area models.

Fig. 3 shows the calibration graph of the customer sub area ‘Hegianwandweg’ and the comparison of measured and simulated data is depicted. In the left graph the course of power and energy is shown over the simulation of a total year. The two curves of the measured (in blue) and simulated (in red) energy displayed show a very good agreement. In the right graph the course of the power of one week in January can be seen. Although the peaks of high and low loads are not matching completely there is still a satisfactory correlation between simulated and measured data.

After the calibration of the customer area simulation models were finished the calibration of the primary side network model could be done. This calibration can be divided into a thermal and a hydraulic part. The combination of the in IDA ICE available features Parametric Runs and Graphical Scripts was again used as a calibration aid. In Parametric Runs the parameters were varied and mapped to the correct locations using Graphical Scripts. In the thermal calibration, the heat transition coefficient of district heating pipelines with the same diameter were automatically optimized. Hereby the measured and the simulated temperatures of the fluid at the heat transfer stations were compared. Further measured input parameters were the fluid temperatures and the mass flow at the heat suppliers (data centers) and at the ground probe storages. The measurement data was available in hourly mean values for the year 2018. Fig. 4 shows an example of the thermal calibration results. The temperature deviation between the measurement and the simulation at all six sub area heat transfer stations are depicted. The time period is the second week in January 2019. With a maximum deviation of about 1.5 K the simulation shows a satisfying agreement to the measurement.

The challenge of the hydraulic calibration of a 5GDHC network lies in the decentralized pressure control through pumps at the heat transfer stations. Therefore, it is necessary to validate the simulation model hydraulically and ensure that the flow direction and quantity of the mass flow in the network are correct for a given consumption. This was ensured by varying the diameter of a pipe section in the ground probe storage Friesenbergringplatz. The pipe diameter was calibrated to a minimum of the Sum of Squared Errors (SSE) of the measured and simulated mass flows. Fig. 5 shows the mass flow balance at the customer sub area heat transfer stations, heat suppliers and ground probe storages over the month of January. The left graph shows the measured and the right graph the simulated mass flow balance. The inputs for the calibration were the measured mass flows at the heat suppliers and the ground probe storages. The distribution of the remaining mass flows of the ground probe storages was calibrated. The mass flow deviation between measured and simulated values is shown in Fig. 6.

3. Variant study of customer SUB areas

3.1. Methodology

Subsequently the simulation framework was used to evaluate the flexibility options of the customer sub areas with respect to response behaviour and electrical energy consumption as a function of thermal comfort in the buildings. So that the quantity of the flexibilities provided are known and in a future step can be used to optimise the heat energy retail price for customers in the network.

The approach was to consider all thermal building masses and hot water masses in the supply lines including thermal storages on the secondary side as one big thermal storage system. Depending on its state of charge, this system can then be discharged or charged for certain periods of time. This thermal loading and unloading is carried out via the heat pump in the heat transfer station. The amount of electrical energy required to operate the heat pump is thus available as flexibility for sector coupling applications. For this purpose, the parameters power, time period and thus energy quantity of the thermal storage system must be determined. To be able to make statements about the state of charge of the thermal mass, reference values need to be defined. In this case, the indoor air temperature in the buildings was used as an indicator. The standard DIN EN ISO 7730 [47] specifies indoor comfort in buildings, among others with regard to temperature in three categories. It defines lower and upper limits of the indoor air temperature beyond which it can be expected that thermal comfort is no longer met for a certain percentage of residents. Category 2 is defined as a lower limit of 20 °C and an upper limit of 24 °C at which less than 10% of people are expected to feel uncomfortable. These limits now reflect the limits of the possible state of charge in which the thermal storage unit can operate. Category 2 was subsequently used for the evaluation. This indoor air temperature was calculated using the customer sub area simulation model. Fig. 7 shows in an illustration how the basic conditions for modelling the step response test of the thermal system were defined in the cooldown experiment.

![Graph showing the calibration of the customer sub area ‘Hegianwandweg’; comparison of measured and simulated data; left: power and energy of the total year, right: power of one week in January.](image-url)
First, the boundary conditions for the simulation were kept constant. These included the sun-air temperature (superposition of ambient temperature and global radiation) \[48\], cloud cover, hot water demand, internal loads and gains, and the setpoint of the room air temperature. The simulation was kept in a constant state until the system reached a steady state. Then the heat pump was switched off and the course of the room air temperature was observed. The red curve depicts the possible course of the room air temperature in the test. Of interest was the time span until the system reached a steady state. Then the heat pump was switched off and the course of the room air temperature was observed. The simulation was stopped after reaching the lower boundary condition of the room air temperature.

With the help of the Parametric Runs tool in IDA ICE, the parameters room air temperature setpoint, sun-air temperature and cloud cover were subsequently varied. Thus, covering the spectrum of possible boundary conditions in a full factorial experiment. From this, characteristic maps could be created for variants of different building heating distribution systems. These will be presented in more detail in the next section. The same procedure was used for the heat-up test, i.e. for charging the storage system. Only difference was that at the step event in the test, the control variable of the heat pump in the model was set to the maximum. The heat pump was therefore operated at full heating capacity. These cooldown and heat-up tests were carried out with three different variants of heating distribution systems. The heat distribution via standard heating radiators served as the basic variant. As a second variant, the simulation model was equipped with floor heating and the third variant was equipped with thermal component activation.

In order to be able to model and vary the constant boundary conditions, the outside air temperature and the global radiation were combined into a simplified sun-air temperature value. This superposition was performed according to Glück B. \[48\], as shown in equation (2). With \(T_{sun-air}\) as the sun-air temperature calculated from the outside air temperature \(T_{air}\), the global radiation \(I_{global}\), the absorption coefficient for short-wave solar radiation on the component surface \(a\) and the heat transfer coefficient on the component surface \(a_s\). For the simplified consideration with constant boundary conditions, approximated values for \(a = 0.5 \) and \(a_s = 20\) were used. This results in the coefficient \(\frac{a}{a_s} = 0.025 [\text{m}^2\text{K}/\text{W}]\).

\[
T_{sun-air}(\tau) = T_{air}(\tau) + \frac{a}{a_s} I_{global}(\tau)
\]

Fig. 8 shows the course of the calculated sun-air temperature for Zurich in the first two weeks of January 2019.

### 3.2. Results

The results of the step response tests are shown here using the example of the customer sub area “Hegianwandweg”. This area contains examples of all three basic classes of buildings, which are found throughout the FGZ area. Single-family buildings in the form of semi-detached houses and apartment buildings in the form of small and large multifamily building blocks. The step response tests were carried out and evaluated between 20 °C and 24 °C with regard to the comfort category 2 described above. Fig. 9 shows the course of the room air temperature in two step response tests. The water radiator supply system was used and the constant boundary conditions were set to cloudless and 0 °C sun-air temperature. The left figure shows the decay curve of the cooldown test from 24 °C to 20 °C. After switching off the heat pump, it takes about 186 min for the room air temperature to reach 20 °C.

The right figure shows the cooling curve for the room air temperature for the heat-up test from 20 °C to 24 °C. Here the target temperature of 24 °C is reached after 78 min. In the decay curve it can be clearly seen that it takes about 1 h until the room temperature drops noticeably to 23.6 °C. In the following hour a steep drop to about 21 °C can be seen, followed by a flatter course to 20 °C in the last hour. The first shallow gradient can be explained through the hot water mass (storage tank and piping) still being well filled. In the steeper course, the heat content of the hot water mass comes to an end and in the subsequent flatter course, the heat capacity of the

---

**Table 1** Properties of the calibrated sub area models.

| Sub area nr. and name | Volume substitute building [m²] | Gross floor substitute building [m²] | Measured total energy demand [kW/h/a] | Simulated total energy demand [kW/h/a] | Difference total energy demand [kW/h/a] | Difference total energy demand % | RMSE [kWh] |
|-----------------------|---------------------------------|-------------------------------------|---------------------------------------|----------------------------------------|----------------------------------------|----------------------------------|------------|
| 1 Borweg              | 36 000                          | 10 286                              | 5.44E+09                              | 5.70E+09                               | 2.54E+08                               | 4.6%                             | 7.36E+04  |
| 2 Zentrum             | 81 225                          | 23 207                              | 4.72E+09                              | 4.73E+09                               | 6.36E+06                               | 0.2%                             | 2.60E+04  |
| 3 Grünarmst           | 95 510                          | 26 431                              | 2.61E+09                              | 2.59E+09                               | 1.95E+07                               | 0.7%                             | 4.98E+03  |
| 4 Friesenberghäide   | 387 500                         | 110 714                             | 1.82E+10                              | 2.00E+10                               | 1.80E+09                               | 9.4%                             | 2.33E+05  |
| 5 Hegianwandweg       | 195 533                         | 55 870                              | 1.18E+10                              | 2.68E+07                               | 1.50E+07                               | 0.2%                             | 1.20E+04  |
| 6 Laubegg             | 25 200                          | 7200                                | 3.32E+09                              | 3.26E+09                               | 6.26E+07                               | 1.9%                             | 1.31E+04  |
building masses comes into play. This relationship is clearly illustrated in Fig. 10, which shows the water temperature curve in the hot water storage tank in the right-hand illustration. The heat-up curve in Fig. 9 shows an initial sharp rise in room air temperature in the first 30 min, followed by a flatter curve up to the target temperature of 24 °C. The course of this curve depends mainly on the heating systems radiator geometry, the supply temperature and the parameters of the heating controller. The geometry of the radiator was scaled according to the gross floor area and expected specific heat demand of the observed customer sub area. It was already set in the course of the model calibration step explained in the previous section. In addition, available system data was used to set the right supply temperature for each of the sub areas. A standard controller available in IDA ICE was used for the radiator control.

Fig. 10 again shows the step response of the building when it cools down from 24 °C to 20 °C. In this case the sun-air temperature was set to 10 °C. This results in a significantly longer cooling time of 17.8 h due to the lower heat loss of the building. The left figure shows the course of the room air temperature. The flat section from approx. hour 4 onwards shows the predominant influence of the building masses on the cooldown process over about 3/4 of the test time. This can also be clearly seen in the right-hand illustration of the temperature curve of the water temperature in the hot water storage tank. After about 3 h the temperature is only at about 25 °C and the state of charge of the hot water storage tank is almost empty. It can be clearly seen that from the beginning of the test until hour two of the shutdown, there is only a very slight drop in

Fig. 5. Mass balance of the primary side network for January 2019. left: simulated, right: measured.

Fig. 6. Deviation of the mass flow rate between simulation and measured data in the ground probe storages for January 2019.

Fig. 7. Illustration of the basic conditions for modelling the step response test of the thermal system in the cooldown experiment.

Fig. 8. Sun-air temperature for Zurich in the first two weeks of January 2019.
room air temperature. This would hardly be noticed by the people in the room and would therefore not result in any loss of comfort. At 0 °C sun-air temperature, as can be seen in Fig. 9, this upper, flat area takes about 1.5 h. This area with only a slight loss of comfort could therefore be used very easily for a possible sector coupling application.

Fig. 11 shows the course of the electrical power demand of the heat pump during the heat-up test with the water radiator system. For the heat pump a standard model specified in IDA ICE was used and the parameters of the actual heat pump installed were applied to it. It can be seen that the electrical power demand of the heat pump at the beginning of the step response test is around 300 kW. After the target room air temperature was set to 24 °C in the test the heat pump power output controller is set to the maximum value. Thus, the heat pump is operated at maximum needed thermal energy output. The electrical power consumption of the compressor initially rises sharply and approaches a value of 600 kW after approx. 10 min. This value then remains constant until the end of the step response test.

Fig. 12 compares the step responses of the room air temperature when using different heat supply systems. The diagram on the left shows the heat-up tests and the diagram on the right the cooldown tests. In red with circles, both diagrams show the course of the room air temperature when using the water radiator system. In green with triangles the floor heating system and in blue with stars the heating system with thermal component activation (thermal activated floor) can be seen. A variation of the water radiator system is shown in magenta with squares. Here an extra 100 m³ hot water volume was added to the hot water storage tank in the transfer station model. This should show the possible impact of an additional hot water storage volume on the secondary side of the network to the step response performance.

The clearly different behaviour of the various heating supply systems can be seen. In the heat-up test with the standard water radiator system, the room air temperature rises from 20 °C to 24 °C in 58 min. Compared to this, the water radiator system with additional storage is the fastest to reach the target temperature in about 50 min. An explanation is that at a constant room air temperature of 20 °C, the additional storage mass is also maintained at the supply temperature setpoint of 65 °C. If the mass flow in the heating circuit suddenly increases, a greater amount of hot water mass is available. Resulting from this the supply temperature in the heating circuit is not reduced as much as without the extra storage and a higher heating power is available. Compared to this the heating system with thermally activated floor is the slowest with 1040 min to reach the target temperature. It is clearly visible that here in the first hour
of the test almost the entire heating energy is absorbed by the thermal mass of the floor. Afterwards the surface temperature of the floor rises slowly and a heat transfer to the air in the room can take place. In the case of the floor heating system, it can be seen that the heating power is significantly higher from the beginning on than that of the thermally activated floor and that the target temperature of 24 °C is reached after only about 600 min.

The cooldown test again shows a clear difference in behaviour between the heating system variants. Here the standard water radiator system cooled down fastest from 24 °C to 20 °C in about 180 min. The influence of the 100 m³ of additional storage mass is even more obvious here. It takes around 240 min for the temperature in the hot water storage tank to fall, causing the room air temperature to drop noticeably. The course of the room air temperature is also flatter and thus the water radiator system with additional hot water storage tank reaches 20 °C after about 500 min. As expected, the supply system with thermally activated floor is also the one with the slowest cooldown of the room air temperature and reaches the lower limit after about 1950 min.

Figs. 13 and 14 show characteristic diagrams of values of time spans and electrical energies of the step response tests. In order to obtain these diagrams, the initial values of the room air temperature and the values of the sun-air temperature were varied full factorial in the experiment. Which means that all possible combinations of the two boundary conditions were simulated and evaluated. The initial values of the room air temperature were changed in 1 K steps and those of the sun-air temperature in 2 K steps. Again, the Parametric Runs tool in IDA ICE was used for these simulations.

The results are matrices with values at each support point of the experiment. This allows the key performance indicators (KPIs) of the sub areas, such as heat-up and cooldown time or electrical energy consumption of the heat pump to be mapped over the entire range of boundary conditions. The resulting matrices were then processed as contour plots. In Fig. 13 the characteristic diagrams of the water radiator system with the heat-up time on the left and the cooldown time on the right is shown. As can be seen from the adjacent scales, blue colours depict shorter times and red colours longer. Additionally, the values of the contour lines are shown. As an example, the map point of 21 °C room air start temperature and 0 °C sun-air temperature in the heat-up time diagram is shown. In this map point the system needs about 58 min to reach the target temperature of 24 °C. The characteristic diagram of the cooldown test shows the same. Only that the target temperature is set at 20 °C. In the map point shown of 22 °C room air start temperature and 0 °C sun-air temperature, the system reaches the target temperature after switching off the heat pump after about 120 min.

In Fig. 14 again characteristic diagrams of step response tests are shown. This time the diagrams show the electrical energy consumption of the heat pump when using different heating supply systems. Both diagrams show a heat-up test. The water radiator system on the left is compared with the floor heating system on the right. Again, shorter times are shown in blue and longer times in red and in addition the values of the contour lines are depicted. At map point 21 °C room air start temperature and 0 °C sun-air temperature, the water radiator system requires around 850 kWh of electrical energy to reach the target temperature of 24 °C. The floor heating system requires around 4700 kWh due to the greater, thermally activated storage mass. This is more than 5 times the...
amount of electrical energy that can be used for a sector coupling application compared to the water radiator system.

In a next step a linear regression analysis was carried out on the matrices of the results from the step response tests. In multiple polynomial regression analysis, a dependent variable is described by several independent variables according to equation (3).

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3^2 + \ldots + \beta_n x_n^m + \varepsilon \tag{3} \]

The software tool EES (Engineering Equation Solver) [49] was used to generate a polynomial fit of the characteristic diagrams. This results in characteristic equations, which describe the maps of the different heating supply systems by polynomials. One polynomial was derived for each KPI and heating supply system. These polynomials can now be further used for predictive models such as Model Predictive Control. It is to be mentioned that the development of predictive models was no longer part of this work. Equation (4) shows the polynomial fit of the dependent variable heat-up time \( t_{\text{heateup}} \) with the two independent variables sun-air temperature \( T_{\text{sunair}} \) and room air start temperature \( T_{\text{room}} \) for the water radiator system. This is the fit for the left characteristic diagram in Fig. 13, using a fourth order polynomial fit including cross terms.

\[
\begin{align*}
\tau_{\text{heateup}} &= 7.6763438E^5 - 1.00022942E^4 * T_{\text{sunair}} + 3.09062582E^3 * T_{\text{sunair}}^2 - 1.57129566E^2 * T_{\text{sunair}}^3 + 7.3969952E^1 * T_{\text{sunair}}^4 + T_{\text{room}}^4 + 6.07988561E^1 * T_{\text{sunair}} * T_{\text{room}} + 1.54150666E^2 * T_{\text{sunair}}^2 * T_{\text{room}} + 3.68743801E^1 * T_{\text{sunair}}^3 * T_{\text{room}} + 9.110866E^1 * T_{\text{sunair}}^4 * T_{\text{room}} \tag{4} \\
&+ 2.41894028E^1 * T_{\text{sunair}}^5 \end{align*}
\]

To assess the quality of the derived polynomials, a regression plot was created in EES. It visually indicates the goodness of the fit as well as calculates quality indicators such as the root mean square error (rmse) or the coefficient of determination. It shows the predicted value of the dependent variable obtained using the curve fit as a function of the actual value of the dependent variable for each of the datapoints that were used. Fig. 15 shows the regression plots of heat-up time of the room air temperature and electrical energy demand of the heat pump for the water radiator heating system. The red line of the plot indicates the perfect fit and therefore the scatter of the datapoints about this line is an indication about the quality of the fit. In the case of the heat-up time, the coefficient of determination is \( R^2 = 98.73\% \) and the root mean square error \( \text{rmse} = 8.1\ min \). In the case of the electrical energy demand, the coefficient of determination is \( R^2 = 98.98\% \) and the root mean square error \( \text{rmse} = 73.8\ kWh \). Both polynomials thus represent the data points from the simulation matrix with good quality.

4. Cumulative network analysis

4.1. Methodology

In the cumulative network analysis, the calibrated overall model was used to evaluate saving potentials in the heating production costs for the 5GDH network. The aim was to apply a peak shaving (or peak clipping) strategy on the network by using the flexibility of the thermal mass of the buildings in combination with the day-ahead electricity market price. The peaks of the parameter ‘electricity cost’ for the electric energy consumed by the heat pumps is tried to be reduced through the strategy. This is done by avoiding peak prices and favouring low prices for running the heat pumps. This should cut electricity costs for the operation of the heat pumps. Phases of favourable electricity prices are used to load the thermal component mass in the buildings. During phases of higher electricity prices, the loaded storage mass should be discharged, thereby reducing the electrical power demand of the heat pumps. The simulation of the entire network was carried out in a dynamic annual simulation for the year 2019. For the electricity price signal the day-ahead EPEX spot market price of Switzerland (SWISSIX) in hourly mean values for 2019 was used [50]. The hourly mean values are available in Euro/MWh. In the simulation the electricity price for a heat pump is calculated by the IDA ICE object ‘Energy meter’ for each timestep of the simulation using the price signal and the electricity consumption of the referring heat pump as boundary condition. The results shown in the paper are the sum of the yearly electricity costs of all heat pumps in the network.
The analysis was carried out in four different scenarios. In Table 2 the definition of the scenarios is listed. They differ with regard to the target value of the room air temperature and the operating strategy. In the first three scenarios, the target value of the room air temperature is kept at a constant value in the simulation. In the Standard scenario, it is set at 22 °C, in the Low temperature scenario at 20 °C and in the High temperature scenario at 24 °C. In the fourth scenario, the Moving average scenario, the target temperature of the room air is set variable between 20 °C and 22 °C depending on the electricity price.

Fig. 16 shows the control strategy in the Moving average scenario for the first week in January 2019. The setpoint of the room air temperature is depicted in blue with triangles, the course of the current electricity price in green with circles and the 24-h moving average of the electricity price in black with squares. The 24-h moving average of the electricity price was calculated by building the average of the electricity price of the past 24 h in the simulation. This was done by the IDA ICE object ‘Moving average’ for each timestep of the simulation using the electricity price signal as input. In this scenario, the indoor air temperature setpoint is varied between 20 and 22 °C depending on the development of the electricity price. If the current electricity price is higher than the 24-h moving average of the electricity price, the room air temperature setpoint is set to 20 °C (point #1). If the current electricity price falls below the moving average, the room air temperature setpoint is set to 22 °C (point #2). This comparison is done in each timestep of the simulation. By this procedure, periods with low electricity prices are used for charging and periods with high electricity prices for discharging the thermal storage masses of the building components.

4.2. Results

In Fig. 17 the evaporator power (left) and electrical power (right) of the heat pumps in the heat transfer stations in the Standard scenario are shown. In turquoise the total sum over all heat pumps is depicted and the individual heat pumps are shown in other colours.

Fig. 18 shows the comparison of the indoor thermal comfort for the scenarios. In DIN ISO 7730:2006 the indoor thermal comfort in buildings is defined between 21 °C and 23 °C at Category I. Thus, the optimum comfort value for this evaluation was defined to be at room air temperature 22 °C. The Root Mean Squared Error (RMSE) of the indoor air temperature compared to the optimum of 22 °C was formed over all customer sub areas in the annual simulation of 2019. The deviation from the optimum indoor temperature is used as an approximate measure for thermal comfort. Lower values mean higher comfort. It can be seen that the scenario with constant 24 °C performs worst. It can also be clearly seen that the moving average control strategy shows a significantly lower loss of comfort than the scenario with constant 20 °C.

Fig. 19 shows the calculated annual electricity costs for all heat pumps in the network at the left as well as corresponding profits and losses at the right. The electricity costs were calculated using the electricity price profile in hourly mean values from the Swiss
spot market Swissix for the year 2019. The graphs show that the electricity costs in the Low temperature scenario, compared to the Standard scenario, fall from 184 000 to 159 000 €. Which corresponds to a profit of about 25 600 €. But it can also be seen that the thermal comfort is significantly worse. In the High temperature scenario, however, the electricity costs increase to just under 211 000 €. Which leads to an annual loss of about 27 300 €. In comparison to the Low temperature scenario the comfort level drops further due to the increased number of hours above 24 °C indoor air temperature during the summer months. The scenario with the use of the moving average control strategy shows lower electricity costs of 166 000 €. Which corresponds to a profit of about 18 450 € compared to the Standard scenario. At the same time a significantly higher level of thermal comfort can be reached compared to the Low temperature scenario.

Such a scenario would also be conceivable in practice by combining control with simulation in a Model Predictive Control. This coupling is necessary because on the day-ahead electricity market (or auction market), however, electricity has to be purchased 24 h in advance. This detailed forecast of the electricity demand for the next 24 h can be determined by means of an adequate thermal-electrical simulation (see e.g. Fig. 17-right).

5. Conclusion

The main research question in this investigation has been, if the investigated 5GDHC network has potential for power to heat sector coupling. And if so, how can the potential be quantified. This is linked to the second research question. Is it possible to investigate this potential using a previously developed urban building energy simulation tool on the specific topology of this network? Although there is limited amount of information about the network available.

Satisfactory answers could be found for both research questions raised. First a multi model dynamic simulation environment could be set up for the specific boundary conditions of the investigated
network. This was done using the previously developed urban energy simulation tool available to the research team. All new components of this specific 5GDHC network could be implemented in the IDA ICE model and the simulation ran stably. As it is a certain issue in many comparable projects, data about the investigated network area was only partially available. There was information about the design of the primary and secondary side networks as well as the heat transfer stations. Also monitoring data of the heat transfer stations was disposable. However, no layout information or monitoring data was accessible from individual buildings connected to the network. Consequently, the modelling approach was to approximate certain consumer sub areas with single building models for which monitoring data from the existing network substations were available. These building models were then calibrated with the monitoring data, adjusting parameters such as dimensions or wall structures. A similar approach was chosen for the network model. However, the available data was more extensive and the network could be modelled in detail. Here, too, the simulation was calibrated with the real measurement data. As a result, the calibration showed a satisfactorily low amount of error between measurement and simulation. Thus, the chosen approach was seen as reliable and the consumer sub area models in combination with the network model were considered representative for this investigation.

In the following, the research question regarding the sector coupling potential of the investigated network could also be addressed. Therefore, a sensitivity analysis was carried out with the use of the developed simulation model in order to investigate the flexibilities of one specific network sub area. Various key performance indicators (KPIs) such as cooldown or heat up times of the indoor air temperature in the buildings or the electrical power and energy demand of the heat pumps could be determined from the simulation. This could be done for four different heating distribution systems as well as for varying outdoor boundary conditions of air temperature and solar radiation. The aim was to evaluate the effects of different thermally activated masses and thermal energy input and loss of the buildings on the electric energy and power demand of the heat pumps. With the used step response tests the flexibilities could be put into numbers for the targeted KPIs. And so, it could be stated that the investigated 5GDHC network shows considerable potential for power to heat sector coupling. Especially, as expected, configurations with greater thermally activated masses offer higher flexibilities. They can be used to participate in the balancing energy market or to purchase the required electrical energy on the spot market at the most favourable conditions.

Additionally, a comprehensive full factorial analysis could be performed for all sampling points of the outdoor boundary conditions. From this, matrices could be derived and characteristic diagrams of the KPIs could be generated. Furthermore, a linear regression analysis of the matrices of these results was performed. Resulting in a polynomial equation describing each KPI. The retrieved characteristic diagrams and polynomials can be used in future research work to be implemented in predictive control models for the investigated network.

In a cumulative analysis of the total network, the comparison of different control strategies was investigated. A smart control of the heating setpoint in the buildings led to a peak shaving (or peak clipping) behaviour of the control. And thus, to savings in electricity cost for the operation of the heat pumps. As research projects have certain limits in scope, other interesting analyses of the overall network had to be postponed to future research activities. This would be for example to reduce electricity network connection fees by clipping power demand peaks. Or to explore different control strategies in terms of revenues, comfort and user acceptence. However, the investigations showed that savings in the heat production costs would be possible with the currently installed system architecture.
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