Carbon is the fourth most abundant element in the universe, and while it readily forms a much wider range of compounds than any other element (including the bio-polymers crucial for life), its behaviour is just as rich in elemental form as well. Carbon atoms can bond to each other in fascinatingly diverse ways, forming a wide range of two- and three-dimensional allotropes, amorphous phases, clusters, fullerenes and multi-layered particles that give carbon one of the most diverse ranges of chemical and physical properties among materials.[1–8] The Samara carbon database, which catalogues simulation data for these proposed structures of carbon, consists of more than five-hundred periodic configurations[9] (as of December 2021). Furthermore, the properties of these structures are often unique, such as the hardness of diamond; the electronic properties of graphene; or the high ductile strength of carbon-fibres, resulting in extensive use of carbon across a wide range of industries, from battery design to advanced optical technologies.[10, 11]

I. INTRODUCTION
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In the present work we detail how the many-body potential energy landscape of interatomic potentials for carbon can be explored by utilising the nested sampling algorithm, allowing the calculation of their pressure-temperature phase diagram up to high pressures. We present a comparison of three interatomic potential models, Tersoff, EDIP and GAP-20, focusing on their macroscopic properties, particularly on their melting transition and on identifying thermodynamically stable solid structures up to at least 100 GPa. The studied models all form graphite structures upon freezing at lower pressure, then the diamond structure as the pressure increases. We were able to locate the transition between these phases in case of the Tersoff and EDIP models. We placed particular focus on the state-of-the-art machine learning (ML) model, GAP-20, and calculated its phase diagram up to 1 TPa to evaluate its predictive capabilities well outside of the model’s fitting conditions. The phase diagram showed a remarkably good agreement with the experimental phase diagram up to 200 GPa, despite a variety of unexpected graphite layer spacing. Above that nested sampling identified two novel stable solid structures, a strained diamond structure and above 800 GPa a strained hexagonal-close-packed structure. However, the stability of these two phases were not confirmed by DFT calculations, highlighting potential routes to further improve the ML model.

890-1000 GPa, and shock-wave experiments provide evidence for the accuracy of these predictions.[12, 13] The bc8 structure is also predicted to have a maximum in the melting temperature of around 1450 GPa, due to changes in the coordination number in the liquid phase.[14] In the terapascal regime further phase transitions are predicted, such as bc8-simple cubic and simple cubic-simple hexagonal.[3]

Atomistic simulations have thus played a major role in discovering novel phases of carbon; furthering our understanding of its phase diagram; and driving the development of new applications by providing useful insight into their structure and properties. However, the diverse properties of carbon mean that capturing its various characteristics within interatomic potential models is particularly difficult, especially when creating models that aim to be transferable among different allotropes, and reproduce carbon’s macroscopic properties reliably under a wide range of conditions.

Several empirical interatomic potential models have been developed for carbon in the past 35 years. The many-body potential introduced by Tersoff[15] in 1988 is still considered to be the fastest and most simple carbon potential. Its elegant functional form, in which the strengths of chemical bonds are modified according to the number of nearest neighbours, allows for rapid calculation of chemical properties without a significant sacrifice in accuracy when compared to other, more expensive potentials.[16] Despite its shortcomings - the primary one being its lack of consideration for long-range interactions - it is still an ideal choice for testing the performance of new computational methods and more complex chemical potentials. Other early carbon models include the Stillinger-Webber potentials parameterised for diamond and graphitic carbon.[17, 18] Although, due to using fixed coordination, these models are limited in their transferability across structures. Developed from the Tersoff model to include a wider range of parameters, conjugation and torsional terms, the reactive bond order potentials were introduced: REBO (also referred to as the Brenner potential)[19] and REBO-II[20]. These bond order potentials were further improved...
by the inclusion of a long-range term to create a potential that accounts for the effects of dispersion, providing the adaptive intermolecular REBO (AIREBO). The environment-dependent interaction potential (EDIP) consists of a two-body pair energy, a three-body angular penalty, as well as a generalized description of coordination. EDIP is known to successfully predict topological properties of carbonaceous films as well as clusters. One of the first empirical models capable of providing an accurate description of low to medium pressure phases of carbon is the long-range carbon bond-order potential (LCBOP). The LCBOP model is partially based on ab initio data, closely matches the ab initio MD results for the liquid structure, and accounts for interplanar interactions in graphite. Ghiringelli et al. have calculated the pressure-temperature phase diagram of the LCBOP potential, calculating the melting line up to 60 GPa and graphite-diamond transition, showing a good agreement with experimental findings. Another family of potentials were developed to accurately describe carbon’s bond formation and dissociation: the reactive force field (ReaxFF) potentials. The emergence of machine-learning techniques offer the construction of potential models which are comparable in cost to classical interatomic potentials, but comparable in accuracy to ab initio level calculations. Using the Gaussian Approximation Potential (GAP) formalism a machine-learned potential was developed to describe the behaviour of liquid and amorphous carbon accurately. This was later extended to include properties of crystalline bulk phases, defects and surfaces, known as the GAP-20 model. The C60 GAP force field includes van der Waals corrections and is especially suited for the simulation of C60 fullerene structures. Recently, another ML carbon potential was developed as well, using neural-networks.

The performance and reliability of these potentials have been compared from different perspectives. Their ability to describe amorphous structures has demonstrated a lack of transferability and highlighted the need for thorough investigation of models in order to trust the interpretation of simulation results. The accuracy in predicting microscopic properties (e.g., surface energy, formation energy of common defects) have been also compared. The performance of seven models in predicting the properties of carbon nanoclusters have been recently investigated, with a focus on their accuracy in structure search and global optimisations. The GAP-20 model has emerged as the best performing model.

While these studies provide a detailed picture on the microscopic properties of carbon potentials, our knowledge of their macroscopic properties is limited. In order to understand the reliability and predictive power of computational results, it is important to examine the potential models’ macroscopic behaviour and evaluate their phase stability, unbiased by our chemical intuition. Ultimately, this also informs the development of new generations of potentials, such as machine learning-based models, highlighting strengths as well as areas for improvement.

In the current work we aim to extend our knowledge of the performance of carbon models and calculate their pressure-temperature phase diagram, by performing an exhaustive and predictive sampling of the entire potential energy surface, using the nested sampling technique. Nested sampling (NS) was first introduced by John Skilling in the area of Bayesian statistics, later taken up by various research fields and adapted to sample the potential energy surface of atomistic systems. The main advantages of NS are that it automatically generates the thermodynamically relevant structures without any prior knowledge of e.g., crystalline structures, and it provides unique and easy access to the notoriously elusive partition function. Thermodynamic properties that are otherwise difficult to determine, such as the heat capacity or free energy, thus become straightforwardly calculable. The power of NS has been demonstrated in studying various systems, including the formation of clusters, sampling transitions paths, as well as the calculation of the pressure-temperature phase diagram for various metals, alloys, and model potentials, identifying previously unknown stable solid phases. Using NS, we revisit two widely used classical many-body potentials, but our main focus is the Gaussian Approximation Potential developed by Rowe et al. and its updated version, to examine its reliability outside of the original training conditions and hence understand the extent of the model’s transferability and predictive power.

II. COMPUTATIONAL DETAILS

A. Studied potential models

In the current work we compare the behaviour of three widely used interatomic potential models for carbon, spanning a range in complexity, accuracy and computational cost. We first use the machine-learning potential, GAP-20, considered to be the state-of-the-art model for carbon. The majority of our GAP-20 calculations were performed using the original model detailed in Ref. and we also provide supplemental results generated with the updated version of the model, GAP-20u, released very recently. As the fastest and simplest model, we evaluate the phase diagram of the Tersoff model in the original parameterisation form, as available in LAMMPS (although valuable modifications to the Tersoff carbon potential also exist). We also selected the environment-dependent interaction potential (EDIP) for modelling, providing a mid-point in accuracy and computation cost between the Tersoff and GAP-20 potentials.

B. Nested sampling

The nested sampling calculations were performed as presented in. After the sampling has been done, we calculate the partition function and derived thermodynamic response functions to determine the phase behaviour. We use the position of peaks in the heat capacity to locate phase transitions, and calculate the phase space-weighted averages of observables (e.g., coordination number) to evaluate their finite
temperature values using the following equation:

$$\langle A \rangle \approx \frac{1}{\Delta} \sum_i A_i (\Gamma_{i-1} - \Gamma_i) e^{-\beta H_i},$$

where $\Delta$ is the isobaric partition function; $\beta$ is the inverse temperature; $A_i$, $H_i$ and $\Gamma_i$ are the observable value, enthalpy and phase space volume of the $i$-th configuration respectively, where $\Gamma_i = (K/K + 1)^i$ and $K$ is the number of walkers in the simulation.

In an infinite system the heat capacity peaks would be divergent due to discontinuity of the first order in the corresponding enthalpy vs. temperature curves, but the finite size of these systems cause a broadening of the peaks. The temperature of a given transition and its error are ascertained from the combination of data from each of the three independent runs we performed at every pressure in order to test the convergence of the simulations: fits to Gaussian functions are performed in the region of each peak and the lower and upper bounds of the error are taken to be the minimum and maximum temperature values of the peaks’ half-maximums. The simulations were run at constant pressure, and the bounding cell of variable shape and size contained 16, 32 or 64 particles, to be able to estimate the finite size effect. Previous calculations show that the small system size usually causes the melting temperature to be overestimated, however, the solid-solid transitions are less affected, with sampled crystalline phases usually remaining consistent across different system-sizes. For each calculation, the number of walkers, $K$, were chosen such that the resulting heat capacity peaks were sufficiently converged, thus predicted transition temperatures were generally within a range of 200K (exceptions are noted). Using a larger number of walkers means a sampling of higher resolution, with the computational cost increasing linearly with $K$. Initial sample configurations were generated randomly, with new samples generated by performing Hamiltonian Monte Carlo (all-atom) moves, as well as changing the volume and shape of the simulation cell by shear and stretch moves, with a step probability ratio of 5:3:2:2, respectively.

A parallel implementation of the NS algorithm is available in the pymatnest python software package \cite{51}, using the LAMMPS package \cite{52} for the dynamics.

### C. DFT calculations

In order to compare the energies of configurations and phase stability predicted by the GAP-20 and GAP-20u models, we employ Density Functional Theory (DFT) with the same input parameters as those used to generate the data on which the GAP-20u model was trained. DFT calculations are therefore carried out using the Vienna \textit{ab initio} Simulation Program (VASP), with the dispersion-inclusive optB88-vdW exchange-correlation functional,\cite{53,54} and the Projector Augmented Wave (PAW) pseudopotential method (PAW\textunderscore PBE C 08Apr2002)\cite{57,59} with a plane-wave cutoff of 600 eV. In each case, reciprocal space is sampled using an automatically generated Monkhorst-Pack mesh such that the smallest spacing between k-points is no greater than 0.2 Å\textsuperscript{-1}, and energy levels are smeared by Gaussian distributions with widths of 0.1 eV.

### III. RESULTS

#### A. GAP-20

Nested sampling runs with the GAP-20 potential were carried out with a system size of 16 atoms at ten different pressures between 0.1 and 1000 GPa. Due to the large computational cost of the GAP potential, fewer calculations were carried out with 32 atoms - at pressures of 1, 10, 50, 500 and 800 GPa - to assess the finite size effects at pressures where different solid phases are expected. The resulting pressure-temperature phase diagram is illustrated in Figure 1. The experimentally determined phase boundaries \cite{60,62} are shown by solid black lines, highlighting that the graphite melting line has a slight maximum, as above 0.4 GPa the density of graphite becomes lower than that of the liquid, causing the melting line to have a negative gradient. This change however is very subtle, driven by the relatively weak interaction between graphite’s neighbouring hexagonal layers. Above 20 GPa the liquid carbon freezes into the high-density cubic diamond structure, resulting in melting temperatures increasing rapidly with pressure in comparison to the graphite phase.

The melting curve predicted by the GAP-20 model follows these experimental features closely, with the melting temperature not changing significantly between 0.1 and 20 GPa. Figure 2 shows the heat capacity curves calculated by nested sampling, using the GAP-20 model. Lines corresponding to 32-atom runs are sharper than that of 16-atom runs, reflecting that at the thermodynamic limit the heat capacity diverges at first order phase transitions. The difference between the transition temperature predicted by 16 and 32-atom runs is approximately 8% at lower pressures, with the difference diminishing at pressures above 100 GPa, suggesting that finite size effects become negligible at higher pressures. At 0.1 GPa, the liquid phase generated by NS is dominated by chain-like structures. This is in agreement with the known low-coordinated liquid phase formed at low pressures, dominated by branch-like structures.\cite{31} To demonstrate the change in the typical coordination of carbon atoms at different temperatures and pressures, we calculated the NS weighted average of the coordination number over a range of temperatures using Eq. 1 shown in Figure 3. This figure shows that the at 0.1 GPa the average number of neighbours in the liquid phase is two,
which increases to around three at 10 GPa, four at 100 GPa and eight at 1000 GPa. We also note that, as expected, the coordination numbers converge upon a value of three at pressures where graphite is formed, and four in the case of diamond.

Up to 20 GPa the liquid freezes into the graphite structure. While at lower pressures the density of the graphite is found to be higher than that of the liquid, this trend changes, and at 20 GPa we can observe a maximum on the density curve, see bottom panel of Figure 2 suggesting that the melting line has a negative gradient in that range.

The explored graphite configurations are rich both in the distance of the graphite layers as well as in the relative orientation stacking patterns. Among the configurations generated by NS, we can find the energetically most favourable AB stacking variant, as well as ABC and a range of different stackings, with layers shifted only partially in relation to each other, often in multiple directions. In terms of the distance between the graphite layers, we see a significant change with respect to temperature and pressure. Figure 4 shows the distribution of carbon atoms along the normal vector of the graphite structure at different pressures and temperatures, calculated as the phase space weighted average (using eq. 1) from configurations generated by NS. At 0.1 GPa the typical spacing between neighbouring layers is around 3.8 Å, with the initially broad distribution getting significantly narrower as the temperature decreases. This layer distance corresponds to lattice parameter $c = 7.6$ Å in the AB stacking, much larger than the experimentally observed $c = 6.7$ Å. The underlying reason to this discrepancy becomes obvious by calculating the energy of graphite structures as a function of the lattice parameters, shown in Figure 5. These calculations reveal that the graphitic energy surface has multiple minima with respect to layer spacing in the case of GAP-20, with the lowest energy distance confirmed to be at $c = 7.6$ Å. At higher pressures the contribution of the pressure-volume term grows in comparison to the potential energy, and as such minima corresponding to shorter layer distances become favourable in terms of enthalpy. This is reflected in the histograms of Figure 4 showing that NS at 10 and 20 GPa sampled closer graphite layering. We even observe a phase transition at 10 GPa between 500 and 2000 K, as the average spacing quickly increases from $c = 5.5$ Å to 6.3 Å, with a double peak feature at 1000 K reflecting the simultaneous sampling of graphite basins with
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**FIG. 1.** Pressure-temperature phase diagram of the GAP-20 potential. Black lines show experimental phase boundaries,[60–62] red dashed lines show high-pressure phase transitions predicted by DFT from Ref.[14] (with the phase above 1 TPa being bc8), purple and green lines and symbols show nested sampling results with different system sizes. Symbols reflect the most stable phase predicted by nested sampling at the corresponding temperature and pressure. Error bars represent the full widths at half maximum of the heat capacity peaks.

**FIG. 2.** Top panel: heat capacity as a function of temperature at various pressures, calculated using the GAP-20 with 16 atoms (dashed lines) and 32 atoms (solid lines). Heat capacities are shifted vertically for better visibility. Bottom panel: density as a function of temperature, calculated using the GAP-20 potential, using 16 atoms. Arrows point to the temperatures at which the peaks of the corresponding heat capacity curves are found.
distinct layer spacings. It has to be noted that this behaviour naturally affects the density of the sampled graphite phases as well, with low pressure graphite being less dense than expected and more dense at higher pressures. The densities in Figure 2 demonstrate this, as we see a significant difference in the density of the solid phases at 10 and 20 GPa, as well as a sudden jump in density at 10 GPa corresponding to the previously noted graphitic phase transition around 1000 K. We speculate that this behaviour, if affecting the density ratio between graphite and liquid carbon, is capable of notably changing the gradient of the melting curve and shifting the expected maximum in the melting temperature to higher pressures. The multiple minima as a function of graphite lattice parameters can be still observed, though to a lesser extent, in the case of GAP-20u (see Figure 5 middle panel), though DFT reference calculations (shown in bottom panel) suggest that these curves should be completely smooth, with only a single minimum at 6.7 Å.

Although nested sampling simulations at 40, 50 and 100 GPa also explored graphite and hexagonal diamond structures to some extent, these phases remain metastable at any temperatures, as the cubic diamond structure becomes the dominant phase. Crucially, the change in the stable solid phase, from graphite to diamond, also corresponds to the change from a roughly vertical curve to one with a large positive gradient, as also observed experimentally.[60][62] These agreements are particularly notable, as the GAP-20 model was only trained on 0 GPa configurations, with high-pressure behaviour not considered in the potential development process.

The predictive power of the model weakens eventually, and at extreme high pressure two new phases emerge as ground state structures of the model, both in the 16-atom and 32-atom simulations. At 500 and 800 GPa the stable structure predicted by nested sampling is that of a strained variant of cubic diamond, where the strain is positive, in the direction of an arbitrary cubic axis and coupled with a compression along the perpendicular axes. Between 800 and 1000 GPa the system transitions to a highly compressed hexagonal close packed structure. This belongs to the P6_3/mmc spacegroup, having two atoms in the unit cell, each with eight nearest neighbours. We will refer to this structure as strained hexagonal close-packed (strained hcp). Figure 6 shows snapshots of these two new structures along with the cubic diamond, as well as the corresponding radial distribution functions, with all three structures optimised at 300 GPa. The enthalpy difference between the different optimised structures at 0 K are shown in Figure 7 calculated by the GAP-20 and GAP-20u potential up to 1 TPa, as well as with DFT for comparison up to 10 TPa. While both GAP-20 and GAP-20u predicts the appearance of the strained cubic diamond structure at very high pressures, cubic diamond becomes the ground state again above 380 GPa in case of GAP-20u. This shows, unsurprisingly, that the changes caused by the refitting affected the behaviour of the model much more far away from the fitting conditions. One should also note that as the bc8 structure was not included in the training data, neither versions of the GAP model could predict it to be a low-enthalpy state at pressures above 1 TPa. Geometry optimisations using the same DFT parameters as used in the training, show good agreement with previous ab initio random structure search results[3], showing a ground state transition from cubic diamond to bc8, simple
cubic (sc), then to simple hexagonal (sh). While neither of the high-pressure configurations predicted by the GAP model proves to be ground state structures, they are nevertheless low-enthalpy states worth considering.

B. Tersoff potential

The phase diagram calculated with the Tersoff potential is shown in Figure 8. Compared to the GAP-20 model, the Tersoff potential shows a significantly larger finite-size effect, which remains consistent at higher pressures as well. Overall the melting line reflects the experimental trend reasonably well at 64 atoms, however, the corresponding solid phases are different. Below 50 GPa, graphite is formed, but the melting line does not reflect the expected negative gradient at lower pressures, nor the significant change in the melting line gradient above the graphite-diamond-liquid triple point, which is overestimated compared to experimental results. The origin of Tersoff’s monotonic melting curve in the graphite phase is its small cutoff of 4.1 Å, which leads to a dramatic underestimation of the equilibrium lattice spacing compared to DFT, by around 40%. This corresponds to a graphite phase that is more dense than the liquid phase at all pressures, hence the lack of a maximum in the melting curve.

Using the Steinhardt bond-order parameters\[65\] $Q_4$ and $W_4$ we are able to distinguish diamond and graphite configurations generated by nested sampling, and locate the phase transition between different crystalline structures. In Figure 9 we demonstrate this at three different pressures. At 30 GPa, the large majority of the solid configurations fall into the basin of the graphite structure, however, the metastable diamond phase is also sampled to a lesser extent. A third and smaller basin (appearing to have $Q_4 = 0.45$) can be observed between these, representing a structure where small graphite-like motifs are interconnected by four-coordinated carbon atoms. As the pressure increases, the diamond structure becomes more dominant, until it becomes the ground state structure at 80 GPa. Due to the Tersoff potential’s short range, the potential energy of the perfect cubic and hexagonal diamond structures are the same, and at pressures where the diamond phases are stable their sampling is about equal, suggesting that their free energy is comparable as well.

C. EDIP

Nested sampling calculations using the EDIP potential were performed with 16 and 32 atoms, at pressures ranging from 1 GPa to 1500 GPa. The resulting phase diagram is
shown in Figure 10, showing an overall excellent agreement with experimental phase behaviour up to 100 GPa. The melting line follows the overall trend well, with a considerably smaller finite size effect compared to the Tersoff potential. At lower pressures graphite is formed upon freezing, as expected, with typical layer spacings at low temperature corresponding to a lattice parameter of \( c = 6.4 \) Å, only a 5% underestimation of experimental data. To explore the EDIP’s graphite phase further, we plot its energy as a function of lattice parameters in Figure 11. One of the potential’s shortcomings is its lack of dispersive, long-range interactions, and that is reflected in its graphitic energy landscape, as we see no change in energy beyond \( c = 6.4 \) Å. While this is not consistent with the clearly defined minimum separation predicted by DFT, the influence of the \( PV \) term in the enthalpy effectively prevents larger separations from being energetically relevant at finite pressures and zero temperature. To evaluate the finite temperature effect of this short interplanar cutoff, we plot thermally averaged distributions of carbon atoms perpendicular to the graphite planes in Figure 13 for pressures of 1, 4 and 10 GPa. These show an expected broadening of carbon atom dispersion in the reference layer at higher temperatures, due to thermal disorder, but for the nearest-layer distributions this broadening becomes more biased towards larger spacings as temperature increases, suggesting that the lack of a long-range energy barrier allows un-physically large layer separations to overcome the \( PV \) term and become thermodynamically relevant.

This large separation-bias persists at higher pressures, however the effect is diminished, which can be intuitively understood as the increased pressure (and \( PV \) energy) encouraging smaller volumes, and preventing thermal fluctuations from stabilising larger-separation structures. As the temperature decreases, there is less kinetic energy available to smear the energies of the optimised structure, and thus fewer large separation configurations can be energetically viable. In spite of EDIP’s short interplanar cutoff and its effects, its description of the graphite melting line is remarkably accurate at only 32 atoms. Given the importance of the ratio between liquid and solid densities in shaping the melting line, and that graphite’s volume is particularly sensitive to interplanar separation, these results show that an accurate description of graphite’s phase space is essential for determining its melting behaviour.

At a pressure of 10 GPa we begin to observe a small number of cubic and hexagonal diamond structures among the sampled configurations, around the freezing transition. However, these structures quickly lose thermodynamic relevance in comparison to the graphite phase. When pressure is increased to 20 GPa, the diamond configurations become energetically viable enough that the NS algorithm simultaneously samples them along with the graphite phase, such that we can identify a solid-solid transition. Figure 12 shows the configurations sampled by NS, and using appropriate order parameters, we are able to sort these into different structural
FIG. 9. Average $Q_4$ bond order parameter\cite{65} of configurations, generated by nested sampling, using the Tersoff potential at two different pressures. Each point corresponds to a configuration generated by nested sampling and coloured according to the average $W_4$ order parameter. Arrows point to the $Q_4$ values of diamond and graphite structures. Vertical dashed lines represent the phase transitions as determined by the peaks of the heat capacity curves.

basins. This allows us to calculate the contribution of each basin (structure) to the partition function separately, and hence their free energy. The free energy of the diamond and graphite structures are shown in the middle panel of Figure 12 demonstrating that below the melting point graphite is more stable than diamond, however their free energy difference is very small. Like in the case of the Tersoff potential, the potential energy of the perfect cubic and hexagonal diamond structures are the same using EDIP, and above 20 GPa NS runs sampled both structures equally, suggesting that their free energy is comparable.

IV. CONCLUSION

In the current work we reviewed the performance of three interatomic potential models of carbon, focusing on their ability to reproduce experimentally observed macroscopic properties. We used the nested sampling technique to sample the potential energy surface of these models in a wide pressure range, calculating their pressure-temperature phase diagram and predicting crystalline phases. We emphasise that nested sampling is a unique tool that allows us the exhaustive exploration of the phase space and makes the calculation of the entire phase diagram a relatively straightforward process, while also being predictive and not restricted by known or considered crystalline structures. All three models, GAP-20, Tersoff and EDIP, predicted the graphite structure to be more stable at low pressures and the diamond structure at higher pressures, however, the transition between these as well as the location of the melting line differed considerably. Empirical potentials are often fitted to specific microscopic properties, for example to typical coordination of graphite and diamond structures, hence their high-temperature and high-pressure behaviour cannot be expected to reflect accurately the diverse structural properties of carbon. Nevertheless, while the macroscopic properties of the Tersoff potential differ from
the experimental phase diagram considerably, we found that the phase diagram of the EDIP potential to be very close to experimentally observed behaviour, both the predicted graphite-diamond transition, as well as the melting line up to relatively high pressures.

Machine learning (ML) potentials provide the state-of-the-art description of atomic interactions, opening up new routes to materials discovery that are otherwise out of our reach, offering \textit{ab initio} level accuracy at an affordable computational cost. However, the main criticism of ML potentials is that they are inherently best suited only to interpolation problems, and perform reliably only in the regime of configuration space where the potential was trained. This means that their behaviour in unexplored territory, in the region where the potential is forced to use extrapolation, can be unrealistic or unphysical, limiting or even inhibiting their use in scientific discovery. Therefore, our results showing that the GAP-20 potential performs well and predicts the expected phase transitions reliably up to 300 GPa, well outside the original training conditions, is remarkable, emphasising the power of including a diverse range of atomic local environments in the training process. Moreover, the exhaustive exploration provided by NS also highlighted local weaknesses of the model, such as the unexpected graphite-layer distances or the very high pressure phases, offering areas for potential improvement and extensions of the GAP-20 model.
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