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Abstract: Advancing equity is a complex challenge for society, science, and policy. Agent-based models are increasingly used as scientific tools to advance understanding of systems, inform decision-making, and share knowledge. Yet, equity has not received due attention within the agent-based modeling (ABM) literature. In this paper, we develop a conceptual framework and provide guidance for integrating equity considerations into ABM research and modeling practice. The framework conceptualizes ABM as interfacing with equity outcomes at two levels (the science-society interface and within the model itself) and the modeler as a filter and lens that projects knowledge between the target system and the model. Within the framework, we outline three complementary, equity-advancing action pathways: (1) engage stakeholders, (2) acknowledge positionality and bias, and (3) assess equity with agent-based models. For Pathway 1, we summarize existing guidance within the participatory modeling literature. For Pathway 2, we introduce the positionality and bias document as a tool to promote modeler and stakeholder reflexivity throughout the modeling process. For Pathway 3, we synthesize a typology of approaches for modeling equity and offer a set of preliminary suggestions for best practice. By engaging with these action pathways, modelers both reduce the risks of inadvertently perpetuating inequity and harness the opportunities for ABM to play a larger role in creating a more equitable future.
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Introduction

1.1 Notions of equity, justice, and fairness are increasingly considered as key elements of sustainability and therefore increasingly feature in public, scientific, and policy discourses [Clark & Harley 2020, UN General Assembly 2015]. These normative considerations have been driven, in part, by rising levels of inequality [Zucman 2019], the increasing and unequal effects of environmental risks [Tol et al. 2004], and recent events that have encouraged reflection on institutionalized discrimination and unseen biases (e.g., the Black Lives Matter movement). As a tool that interacts with these discourses, it is important for developers and practitioners of agent-based
modeling (ABM) to reflect on how the tool can advance or hinder equity and, in particular, on the role of modelers as key agents in this process. With this paper, we aim to outline a vocabulary and a set of promising pathways with which modelers could begin to advance equity, through both their scientific conduct and the models they build.

1.2 As the central conceptual lens for this paper, we interpret equity to be about the relative situations of different groups in society, with the normative goal of ‘fairness’ across three ‘dimensions of justice.’ These dimensions encompass how groups are differentially recognized by society (recognitional justice), their ability to affect decision-making (procedural justice), and their access to resources and exposure to burdens (distributional justice) (Fraser [1995], Rawls [2001], Tyler [2000]). To assess equity across these dimensions requires additional meta-level considerations around what is ‘fair,’ who and what are the subjects and objects of equity, and how personal values might influence these meta-level considerations (Fraser [1995], Leach et al. [2018], McDermott et al. [2013], Sikor et al. [2014]). As an unavoidably normative exercise, examinations of equity necessarily require value judgments.

1.3 There are many opportunities for computational models to play a role in improving equity. Models are useful tools for evaluating the effects of potential interventions, such as policy changes or fairer decision-making procedures (Corbett-Davies et al. [2017], Davies [2008]), on distributional outcomes. They can be used to formalize multiple worldviews and framings of societal problems, in order to stimulate discussion and facilitate agreement between diverse stakeholders (Lempert & Turner [2022]). And they are low-cost and thus potentially more inclusive complements to traditional field research (Murphy et al. [2020]). However, there is also a risk that models perpetuate inequality by inadequately considering historical and structural mechanisms of discrimination (Zelner et al. [2022]). For instance, models can inadvertently recreate biases in input data (Obermeyer et al. [2019]), as well as misrepresent or tokenize stakeholder knowledge (Inman et al. [2021]). In order to leverage these opportunities and reduce these risks, concepts of equity need to be integrated into modeling paradigms and practices.

1.4 Among modeling approaches, ABM offers a particularly large but underexplored promise to engage with equity. Agent-based models simulate an interacting, heterogeneous population of autonomous actors, and can be applied to investigate the emergence of system-level and distributional outcomes through both top-down and bottom-up processes. Agent-based models are therefore particularly suited to represent problems of (in)equity, relative to other modeling approaches that assume human actors to be homogeneous. Indeed, such features inspired some of the seminal advances within the ABM field, including Schelling’s segregation model (Schelling [1971]) and Epstein and Axtell’s Sugarscape (Epstein & Axtell [1996]), which sought to explain the emergence of macro-level inequalities from micro-level processes. ABM has since been applied in upwards of 7500 publications in a broad range of academic disciplines (Janssen et al. [2020]) and with a huge diversity of modeling purposes and levels of empirical embeddedness (Sun et al. [2016]). As ABM has grown in prominence, so too has a substantial base of guidance and best practices for ABM development and communication (Augusiak et al. [2014], Grimm et al. [2020], Groeneveld et al. [2017]).

1.5 However, there remains a lack of integration of equity considerations into ABM theory and practice. For instance, a Scopus search for the terms (“agent-based” OR “agent based”) AND (model*) on 31 March 2021 yielded over 30,000 results. Adding the search term (“equit*” OR disparit* OR “justice” OR “fairness”) reduced the results to 344, i.e., just over 1% of publications. Given contemporary discourses about how to advance equity and the untapped potential for ABM to play a role in doing so, such an integration is timely.

1.6 In this paper, we advance the basis for the integration of equity with ABM by addressing the following two aims:

- Develop a conceptual framework that positions equity within ABM practice and application;
- Provide actionable pathways for advancing equity in ABM research.

1.7 To achieve the first aim, we draw from equity theory and its interactions with the modeling process. For the second aim, we assess the state of practice with respect to the framework by collecting and synthesizing a non-exhaustive sample of research at the equity-ABM interface. We then present guidance for future work based on this synthesis.

1.8 We intend our framework and guidance to be of interest to (agent-based) modelers and non-modelers alike. For modelers, we illustrate a set of concrete pathways for integrating equity considerations throughout model development and application. These pathways were developed with ABM in mind, but are applicable to process-based computational modeling in general. For non-modelers interested in equity (e.g., academics, practitioners, or decision-makers), we demonstrate how ABM could improve understanding of the role of equity within systems as well as evaluate interventions to address equity-centered problems.
Given the subjectivity inherent in notions of equity, it is important to acknowledge that we (the authors) all work broadly within the field of sustainability science, which typically assumes a particular normative stance on equity. It is our view that modelers, by virtue of their ability to select and represent features in a virtual world that can be used to influence discussions about actions in the real world, assume a powerful role. With that power comes a responsibility for modelers to reflect on their perspectives, advantages, and blind spots, particularly as they relate to the perspectives and needs of the less powerful. Because we often work in contexts where we are outsiders as researchers from the Global North, we believe that such considerations are particularly important where we risk perpetuating colonial legacies and disempowering the communities in which we work. See Appendix I for more detailed personal reflections.

**Background**

**Equity**

2.1 For this paper, we consider the following elements as necessary to understand and examine equity (Fraser 2009; Leach et al. 2018; McDermott et al. 2013; Sikor et al. 2014):

- **Dimensions of justice:** What does equity consist of?
- **Subjects:** Equity of what and for whom?
- **Fairness principles (criteria):** Why equity and what are its goals?
- **Reflexivity:** How are the above parameters determined?

2.2 **Dimensions of justice.** There are three dimensions of justice discussed in the literature: recognitional, procedural, and distributional. They represent the ultimate outcomes that equity aspires to achieve, i.e., in a perfect world, justice would be achieved across these three dimensions. Recognitional justice is about acknowledging the unique circumstances, histories, and capabilities of individuals and communities (Fraser 1995; Nussbaum & Sen 1993; Sikor et al. 2014). Recognitional aspects emphasize equity as a context-dependent phenomenon that can only be understood within the culture, beliefs, practices, and institutions of a specific society (McDermott et al. 2013). Procedural justice describes people’s inclusion in and ability to influence decision-making (Arnstein 1969; Tyler 2000), and is closely related to notions of power and agency. Distributional justice, the most commonly and easily assessed, describes how resources and burdens are distributed within society (Rawls 2001). Although conceptually distinct, these three dimensions are interconnected as, for example, procedural injustice can lead to distributional injustice (Leach et al. 2018).

2.3 **Subjects.** Across these dimensions of justice, there exist the overarching questions of “equity of what” and “equity between whom,” i.e., the objects and subjects of equity. Such considerations are inevitably context-specific, but “equity of what” typically relates to primary goods in society (e.g., health, civil rights, income, social respect) (Rawls 2001), and “equity between whom” can incorporate diverse components of socio-cultural identity (e.g., gender, race, age).

2.4 **Fairness principles (criteria).** Underlying any assessment of equity are some criteria of ‘fairness’. These criteria add an ethical and normative component to equity. An intuitive notion of fairness is egalitarianism (Konow 2003), which aims for an equal distribution of outcomes between people or groups. Prevailing notions of equity, however, adopt a needs-based principle that favors the least advantaged in society (Rawls 2001). This explains the emphasis of much equity discourse (including that in this paper) on elevating marginalized and vulnerable groups. However, an equity assessment can adopt fairness principles other than a needs-based one.

2.5 **Reflexivity.** Decisions and judgements about these previous elements are unavoidably subjective. This final pillar posits that a necessary consideration when examining equity is to reflect on how the other elements are determined. Although such decisions would ideally be made through a democratic process involving all affected parties (Fraser 2009; McDermott et al. 2013), it is in any case important for researchers and decision-makers to reflect on how their positionality (i.e., their socio-cultural identities in relation to the research context) (Milner 2018) may have influenced these decisions and their outcomes. This is known as reflexivity.
The equity-ABM interface

2.6 Although there has thus far been no explicit analysis of the interface of equity and ABM, much existing literature already discusses risks and opportunities for ethical and rigorous ABM practice. In this section, we summarize some of this work and relate the issues raised therein to the equity language introduced in the previous section (see Table[1]). We structure our summary into two general levels: the modeling process and the model itself. Given the overlap of ABM with other modeling approaches, we also draw from lessons learned elsewhere, and particularly from machine learning as equity has received significant attention there.

| ABM component          | Sub-component | Risks to equity                                                                 |
|------------------------|---------------|----------------------------------------------------------------------------------|
| Modeling process       | The social context | Modeler misunderstands the target system                                         |
|                        |               | Modeler assumes a powerful role                                                   |
|                        |               | Stakeholder engagement is only superficial                                      |
| Abstraction            |               | Bias in abstracting to mathematical representation                               |
| Interpretation         |               | Modeler interprets the model as reality                                          |
|                        |               | Problematic interpretation is attached to model outputs                           |
|                        |               | Model outputs are interpreted as a decision                                     |
| Model                  | Purpose       | Purpose is unclear, resulting in problematic model interpretation                |
|                        | Inputs and parameterization | Data contain embedded historical inequities                                     |
|                        |               | Data inadequately represent marginalized social groups                           |
|                        |               | Modeler’s choice of metrics and data sources can (dis)advantage certain social groups |
| Processes              |               | Model processes misrepresent or are prejudiced against particular groups         |
| Outputs                |               | Averaging masks distributional outcomes                                          |

Table 1: Some risks at the equity-ABM interface

Elements of equity in model development

2.7 The social context. Agent-based models do not exist in a vacuum, and “modeling is a social practice embedded in power relations” [Leblond & Trotter 2016, p.21]. The modeler assumes a powerful role in this process, for instance by selecting data, designing model structures, and interpreting results. In this role, there is a risk that the modeler ignores alternative perspectives and their implications, and thereby reinforces procedural injustices. Stakeholders, i.e., people affecting or affected by actions of the system [Grimble & Chan 1995](e.g., modeled subjects and model users), can have viewpoints, values, and epistemologies that are discordant with the modeler’s (and with each other’s) [Voinov & Bousquet 2010]. Not engaging or only superficially engaging (i.e., tokenizing) these perspectives can reinforce both recognitional and procedural injustices.

2.8 Abstraction. Models never represent all details of the target system and must contain some degree of abstraction, both to keep model development tractable (what is modeled) and to make complex constructs amenable to computer code (how it is modeled). The modeler must decide which features of the target system to include and leave out, reconcile multiple worldviews, and map theoretical constructs to observable characteristics [Diallo et al. 2019; Jacobs & Wallach 2021]. The flexibility of agent-based models means that they can contain a huge number of structural decisions [Ayllón et al. 2021; Sun et al. 2016], each of which involves some value judgment and therefore potential for bias [Aodha & Edmonds 2017]. Such biases may pose risks to recognitional and procedural justice, as abstraction may diminish certain worldviews or result in model structures that inadvertently discriminate or overlook vulnerabilities. For instance, the assumption that more food production equates with better food security can disadvantage vulnerable populations who do not have the means to access that food.

2.9 Interpretation. The complement to abstraction is interpretation: the modeler must attach meaning to model outputs. A key risk here is one of ‘reification,’ where the modeler forgets that the model is an abstraction of the target system and the model becomes a set of “theoretical spectacles” that they use to interpret the world [Aodha & Edmonds 2017]. A related risk is that model outputs are interpreted as decisions in themselves (e.g., if one intervention is superior to another in the model), rather than as inputs to decision-making processes.
Elements of equity within agent-based models

2.10 Purpose. All ABM begins with a purpose or a question it seeks to shed light on. Agent-based models are built for a diverse range of purposes, ranging across levels of prediction and explanation (i.e., both pattern and process understanding). Correspondingly, agent-based model structure can take a range of levels of complicatedness and empirical embeddedness (Le Page & Perrotton, 2018; Sun et al., 2016). This diversity distinguishes ABM from other computational modeling fields, such as machine learning, which more consistently aims at accurate prediction than process understanding. Different modeling purposes and levels of complicatedness likely raise distinct equity considerations. For instance, highly theoretical modeling purposes may be perceived as less embedded in distinct social contexts, so building recognitional justice may require less stakeholder engagement. Nevertheless, an overarching risk is that a model is applied to a different purpose than originally intended (Edmonds, 2017), which can lead to misinterpretation of model outputs. For policy-oriented models, this risks informing bad decisions and thus potentially creating distributional injustice, whereas for theoretically-oriented models it can affect understanding of processes in ways that may compromise recognitional or procedural justice.

2.11 Inputs and parameterization. Input data can be biased because data reflect historical inequities (Jacobs & Wallach, 2021). It is possible that insufficient data exist for a socio-cultural group (an issue of recognitional injustice), either due to the size of the group or inadequate data collection procedures (Rajkomar et al., 2018). Data collection procedures may also overlook certain processes, for instance if only male members of a community are interviewed. Bias can also arise in model outputs if input data are applied outside of their original domain (Murray et al., 2017). Beyond data themselves, the variables or metrics selected as model inputs can inadvertently discriminate against particular groups. For example, a machine learning algorithm trained to optimize health care costs as a proxy for health led to systemic bias against Black patients (Obermeyer et al., 2019), which was found to be due to the choice of this proxy measure.

2.12 Processes. As discussed above under the theme of Abstraction, the rich process-based representation inherent to agent-based models can give rise to equity issues. A similar issue has received substantial scrutiny within the machine learning community through work on algorithmic fairness (Mehrabi et al., 2019; Noble, 2018; O’Neil, 2016), which acknowledges that the optimal solution with respect to one metric may not be the most fair (Corbett-Davies et al., 2017). Distinct risks also exist for ABM, which frequently aims at more nuanced representations of human behavior. If the behaviors or preferences assumed for a specific social group are inaccurate (i.e., the model inadequately represents behavioral heterogeneity), model outputs and any subsequent recommendations can be biased against that group (Beck et al., 2015).

2.13 Outputs. Averaging or summarizing across a population can mask distributional injustices.

Conceptual Framework

3.1 To reduce these risks and facilitate wider uptake of equity considerations within ABM research, there is a need to identify actionable strategies for equitable ABM. Here, we incorporate the elements of equity and their interactions with ABM to establish a framework for the equity-ABM interface (Figure 1). The framework intends to provide a structure and language for future inquiry into equity in ABM, but it is not a model or theory that seeks to predict or explain equity outcomes in any particular context (Schlager, 2019). The framework is grounded by the following premises:

- Agent-based models are nested within a broader scientific and societal context (grey squares, Figure 1).
- The modeler, in engagement with stakeholders, acts as a filter and a lens for translating knowledge between the target system and the model (white boxes and arrows, Figure 1).
- Equity outcomes can be assessed at the science-society interface as well as within the model (questions in grey squares, Figure 1).
Advancing equity through ABM will involve (1) engaging stakeholders, (2) acknowledging positionality and bias, and (3) assessing equity in agent-based models (colored annotations, Figure 1).

3.2 The first premise introduces two nested meta levels: the agent-based model and the science-society interface. This underscores that agent-based models are not isolated, technical objects. For instance, all agent-based models begin with a purpose [Edmonds 2017; Grimm & Railsback 2013], which generally relates to a topic of interest to science and/or society. Prevailing societal narratives can influence scientific priorities and funding, thereby motivating select model purposes. Thus, even before a model has been designed or built, it cannot be separated from the broader scientific and socio-political environment in which it operates.

3.3 The second premise introduces the actors and components within ABM, positioning the modeler as a central, powerful actor and thus as a primary locus for action on equity. The modeler is an integrator who, in an iterative fashion, formulates the model's purpose, translates it into a model-based format, filters and interprets the model outputs, and communicates these to society [Diallo et al. 2019; Schmolke et al. 2010]. Because the modeler is not an impartial or omniscient observer, bias can enter through these processes. Using an analogy of the modeler as a filter and a lens, we conceptualize this bias in two ways: through what the modeler sees and allows to inform the model, i.e., the 'filter' that admits or blocks knowledge; and how the modeler understands the world, i.e., the 'lens' that can morph knowledge (Figure 1). Engaging stakeholders can reshape the modeler's effective filter and lens, but never eliminate them. This is for two reasons: (1) the modeler is generally responsible for translating stakeholder knowledge to model code and vice versa, even in highly participatory research [Voinov & Bousquet 2010]; and (2) stakeholders also have their own motivations and are an integral part of the target system, meaning they also have biased perceptions (i.e., their own filters and lenses).

3.4 The third premise describes how the actors and components in ABM operate within a landscape of equity outcomes. The equity outcomes, which are measured across the three dimensions of justice, exist at the two principal meta levels. At the science-society interface, the subjects of equity comprise the people in the target system, other stakeholders, and the modeler. This is where "real" mechanisms and outcomes of (in)equity exist, for instance in the target system, between modelers and stakeholders, and between stakeholders. Within the model itself, the subjects of equity are the simulated agents. Equity is measured across the dimensions of agent heterogeneity. And (in)equity is produced by the initial conditions and simulated processes.

3.5 The final premise introduces three "action pathways"—engage stakeholders, acknowledge positionality, and assess equity—that represent promising arenas for advancing equity in ABM. The action pathways each relate to specific components and actors within ABM (i.e., the boxes and arrows in Figure 1) and, as we describe below, can affect equity outcomes at the two meta levels. The pathways are not necessarily all-encompassing and will likely be refined through further research and learning on this subject, but provide an important grounding for such future research. As we detail below, there is considerable existing experience in engaging with these pathways, thus setting a precedent for their integration into good modeling practice.
Three Pathways for Integrating Equity Considerations into ABM

4.1 In this section, we assess the current state of practice at each pathway, provide suggestions and guidance, and identify a set of preliminary best practice principles for integrating equity considerations into ABM. Our descriptions of each action pathway take distinct forms, due to their differing levels of uptake within the ABM literature.

4.2 Although we present the pathways here as conceptually distinct, we emphasize that they are in practice neither mutually exclusive nor independent. For example, engaging stakeholders in participatory modeling requires critical reflection on stakeholder positionality and bias. Thus, it is likely appropriate to bundle approaches from the different action pathways. In addition, the action pathways are not prescriptive, and all may not always be appropriate. For example, since we consider equity only in relation to human experiences, agent-based models of non-human entities (e.g., animals or plants) cannot in themselves be used to assess equity.

Pathway 1: Engage stakeholders

4.3 There exists a rich body of research on stakeholder engagement, participatory modeling, and co-production of knowledge [Barreteau et al. 2003, Lemos et al. 2018, Reed 2008, Voinov et al. 2016]. Researchers have accordingly developed a range of guidelines for effective stakeholder engagement. Critical insights include the importance of involving stakeholders early within the project (Reed 2008, Steger et al. 2021b) and taking time to develop trust (modeler-stakeholder, stakeholder-stakeholder, and stakeholder-model) [Voinov & Bousquet 2010]. Attention should be paid to stakeholders’ motivations for involvement [Voinov et al. 2016], the diversity...
of stakeholder interests and identities (Steger et al. 2021a), who is selected as a leader (Hämäläinen et al. 2020), and potential power dynamics between stakeholders (Barnaud & van Paassen 2013). Stakeholder engagement takes significant time and effort (both for the stakeholders and the modeler) (Voinov et al. 2018), and modeling objectives should be accordingly adjusted to include participatory modeling as a process for shared learning (Reed 2008).

4.4 Stakeholder engagement is likely most relevant for applied models designed to represent specific case study contexts. In theoretical or highly abstracted models, it might be difficult to identify who the stakeholders are, or any potential stakeholders may be considered too far downstream from the modeling process to be meaningfully engaged. However, simple models can be highly useful tools for illustrating ideas and theories (Edmonds 2017) and could be developed collaboratively with stakeholders to facilitate shared learning. The process is therefore not one-size-fits-all and clearly must be tailored to individual contexts. Yet, neither is there only one appropriate approach for a given context, and there may be a range of possible levels of stakeholder engagement (Pretty 1995).

4.5 Engaging stakeholders in ABM can improve equity through at least two mechanisms. The first is by mitigating problems of recognitional justice in the model representation. Stakeholders each bring their own backgrounds and perspectives on the research problem (i.e., positionalities) that can contribute to reducing the effects of the modeler’s individual bias. Including an intentional mix of diverse positionalities thusreshapes the filter and lens through which knowledge is projected into the model (Figure 1) and has the potential to profoundly affect the model process and outcomes (Steger et al. 2021b). For example, stakeholders may identify actors omitted from the model or offer alternative descriptions for model processes. Stakeholder engagement at early stages can affect the problem definition and framing (Steger et al. 2021b; Voinov & Bouquet 2010) and thereby the scope of the model (for instance, if some elements should not be modeled due to problems with positivist interpretations of Indigenous knowledge Smith 2013).

4.6 Second, engaging stakeholders can improve equity in the distribution of access to science and knowledge, thus advancing procedural and distributitional justice at the science-society interface. Particularly when stakeholders are collaboratively involved in a process of co-production, models can act as boundary objects to facilitate knowledge generation and shared understanding (Lemos et al. 2018; Voinov et al. 2016). This two-way learning process increases the legitimacy of models and drives better decisions (Reed 2008). For example, modeling projects with frequent exchanges between modelers and decision makers have shown greater potential to influence policy making (Weiskopf et al. 2022; Will et al. 2020). Integrating collaboration into scientific funding can generate more effective and usable research outcomes (Arnott et al. 2020). Modelers can also improve access to scientific knowledge by publicly posting their code (e.g., at CoMSES.net), using open-source software (e.g., Netlogo, Python, R), and making research articles open access. Teachers can integrate ABM modules into their courses to diversify their teaching methods and thereby promote inclusivity (Murphy et al. 2020). The contributions to equity through this mechanism are thus threefold: more equitable knowledge production, equity in access to knowledge, and increased propensity for ABM to inform equitable real-world decisions.

4.7 We caution here that engagement with stakeholders is a complex process, and when done uncritically or without careful attention to power dynamics, can have adverse or unintended impacts on equity considerations. For example, Steger et al. (2022) describe how their collaborative ABM process only involved participants from groups with historic rights to a communal grassland. These individuals resisted including any variables in the model that might negatively impact their image as good managers of the conservation area (e.g., the presence of “illegal” grass harvesters or grazing). The authors observed a trade-off between building trust and communication with a particular group, and thus improving that group’s receptivity to collaborating with scientists, and potentially obscuring points of inequality between that group and their broader social context. Thus, we encourage modelers to pursue a second pathway towards equity through open acknowledgement of positionality and bias, so that the influences of both the modeling team and stakeholders are made visible.

**Pathway 2: Acknowledge positionality and bias**

4.8 “If a designer does not make his biases explicit, he risks imposing them unconsciously” (Barnaud & van Paassen 2013, p.4). Modeling invariably leverages tacit knowledge, which reflects a modeler’s worldview (and stakeholders’ worldviews) and therefore contains bias. Acknowledging positionality and bias is thus important for rigorous and equitable model development. This can be achieved through reflexivity, i.e., disciplined self-reflection throughout the research process to identify the effects of subjectivity (Finlay 1998). Reflexivity already features prominently in qualitative research through ‘positionality statements’ (Holmes 2020; Milner 2018), as well as through acknowledging ‘privilege’ in antiracist and feminist methodologies (Mcintosh 2020). Yet, acknowledgement of positionality and bias is surprisingly absent in ABM research (and modeling studies in general). To make
progress on this, we categorize sources of bias throughout the modeling process and provide a set of reflective questions for assisting modeler and stakeholder reflexivity (Table 2). Reflexivity is a necessary precursor to improved equity outcomes in both the model and in science and society, as we must make internal biases and gaps in our understanding visible before we can work to reduce or overcome them.

4.9 We conceptualize these reflections as pertaining to five distinct themes: positionality, problem framing, model inputs, quantification, and model interpretation. The first theme, ‘positionality,’ is about the modeler’s and stakeholders’ identities, how these may influence their experience and perception of the world, and how they relate to the research context (Figure 2 [Milner 2018]). Here, ‘identity’ constitutes a combination of social and cultural factors, such as race, gender, political beliefs, age, and experience (Figure 2A). Different facets of a person’s identity may position them as an insider or outsider with respect to the research context (Holmes 2020), together forming a psychological ‘distance’ from the research phenomenon. Psychological distance has potentially divergent implications for bias; as an insider to the research context, one has a lived familiarity and deeper a priori understanding of the context, potentially allowing for a less-biased perspective. However, insiders may be unable to sufficiently detach themselves from the culture to study it without bias (Kusow 2003). Positionality therefore does not seek to elevate a particular identity above another, but to describe how identity shapes and colors perception. Modeler and stakeholder positionality thus provides an overarching understanding from which to interpret bias within the following themes.

Figure 2: Understanding positionality requires critical reflection on: (A) facets of one’s socio-cultural identity; (B) how identity affects worldview and approach to research; and (C) how identity relates to the research context. It is important to scrutinize the positionality of both the modeler(s) and any stakeholders, as each have distinct identities and worldviews.

4.10 The remaining four themes each correspond to different components of the modeling process, thereby underscoring the importance of reflexivity at all stages of agent-based model development and application. First, ‘framing’ describes the narratives that motivate the research and what problems and solutions these narratives include, exclude, and prioritize (Leach et al. 2010). This is important because “the very act of specifying a problem is a reflection of a perception of reality” (Diallo et al. 2019, p.16) and there are multiple, valid perceptions of reality. For example, declining rhinoceros populations in Eastern Africa can be framed as a problem of illegal poaching, prompting stricter policing within conservation zones (Büscher & Ramutsindela 2015). However, an alternative framing could describe conservation zones as displacing peasant livelihoods and thereby forcing them to engage in nefarious activities to support their families, prompting enhanced support for local populations to curb rhinoceros population declines. Considering the impact of framing is highly important, as each framing would likely motivate a distinct model design and potentially lead to diverging conclusions. With respect to equity, framing can implicitly place blame or responsibility on different actors (e.g., poachers versus conservation managers), some of whom may be historically marginalized or have less political power to defend their position.

4.11 The second of these themes, ‘inputs,’ is about being reflexive about the information that is fed into the model. This requires scrutinizing what information is deemed relevant to include in the simulation (Polhill et al. 2021), particularly if it is time- or context-sensitive (Diallo et al. 2019), as well as whether alternative information
sources were intentionally excluded (and, if so, why they were excluded). For the information that is used as input to the model (e.g., for calibration or validation), such data may contain embedded historical inequities (Mehrabi et al. 2019); biases can enter data through many pathways (23 in Mehrabi et al. 2019) and can introduce distinct risks to downstream modeling processes. Modelers thus need to be reflexive about how their use of data may lead to bias.

4.12 Third, ‘quantification’ encompasses bias associated with translating knowledge into a model format. The model may contain variables that are latent constructs, the operationalization of which may mismatch theoretical understandings of phenomena (Jacobs & Wallach 2021). Additionally, there may be multiple interpretations or understandings of a process. Subjectivity in process quantification is a well-recognized issue in ABM, where different modelers reach different conclusions given the same set of data, or independent implementations from a single model description lead to different results (Zhang & Robinson 2021). This goes beyond the technical challenge of transparency and good documentation, and arises due to different worldviews and knowledge structures that tacitly filter such information. Subjective abstraction is therefore inevitable regardless of how reflexive a researcher is, so this process should seek to understand and acknowledge the model as a non-neutral abstraction (Barnaud & van Paassen 2013; Voinov et al. 2014), rather than to neutralize it.

4.13 Fourth and finally, ‘model interpretation’ closes the loop by examining how modeler and stakeholder positionality might affect the interpretation and communication of model outputs. As subject matter and contextual experts, both modelers and stakeholders likely enter the modeling project with preconceived understandings of the target system, or even preconceived opinions about what they want the model to show. Such preconceptions can color model interpretations. Care must also be taken to ensure that interpretation does not deviate from the model’s original purpose (Edmonds 2017) and is cognizant of any limitations revealed by the above reflection categories. This final theme also encourages reflection on communication strategies, which should strive to be accessible and interpretable to stakeholders beyond the modeling community.

4.14 Table 2 enumerates a set of questions that can assist modelers in the reflexive process of understanding, critiquing, mitigating, and acknowledging sources of potential bias across the five themes. The reflexive questions require introspection to consider how the given aspect of the modeling process is subjective and might lead to inequity. Although this reflection does not necessitate changes to the modeling focus or model design, acknowledging positionality and bias should be seen as an iterative and ongoing component of rigorous and ethical modeling practice that, over time, seeks to mitigate potential inequities and therefore influences the direction of model development. Thus, it is important that such efforts do not become perfunctory, post-hoc considerations or a tool to redistribute blame; recognition should be understood as a means for opening doors to deeper engagement with inequity, rather than an end in itself.

4.15 To operationalize this reflexivity, we suggest that modelers develop a “positionality and bias document” that contains written reflection on the prompts in Table 2. The document may be narrative or simply a list of reflections on the relevant prompts from the perspective of the principal modeler and/or the modeling team. In modeling research involving stakeholders, it may be useful to also develop (collaboratively with stakeholders) a statement of stakeholder positionality and bias for the stages of the modeling process at which they are involved. We suggest that the document be consulted and updated as necessary throughout the modeling process.

4.16 The document is intended primarily as a tool for internal use within the modeling team, for instance to guide self-reflection or group discussions regarding assumptions, processes, and biases. As such, the document need not be shared or publicized. However, for additional transparency, the modeler can choose to include the document, either in its entirety or a subset, with any written communication of the model and its outputs (e.g., as an appendix to an academic research article Asiedu et al. 2021). In this case, the document complements existing ABM documentation and communication standards, such as the TRACE framework and the ODD protocol (Grimm et al. 2014, 2020). Appendix 1 provides several example positionality and bias documents that use the reflection prompts from Table 2. The Online Supplement provides a Microsoft Word document as a template for researchers.
Table 2: Questions for reflecting on positionality and bias. These questions are intended to guide internal self-reflection and group discussion regarding assumptions, processes, and biases. They can also be compiled into a “positionality and bias document” from the perspective of the modeler and/or stakeholders. Appendix 1 provides several example documents and the Online Supplement provides a Microsoft Word document as a template for researchers.

| Theme          | Reflection prompts                                                                 |
|---------------|-----------------------------------------------------------------------------------|
| 1. Positionality | What are the **backgrounds and identities** of the modeler(s) and stakeholders? (e.g., race, ethnicity, class, gender, education, upbringing, political beliefs) |
|               | How might these identities have influenced how the modeler(s) and stakeholders **approach research**? (e.g., worldview, epistemology, objectives) |
|               | **How do these identities relate** to the participants and/or context of the research? (e.g., in what ways are the modelers/stakeholders insiders or outsiders? Are there power imbalances?) |
| 2. Framing    | **What narratives** underlie the formulation of the problem or research questions? What kinds of **solutions** do these narratives invite? |
|               | What are the principal entities and **actors** in these narratives? |
|               | What might be **missing** from this framing? |
|               | **Who has decided** about this framing? |
|               | **What theories** and/or relationships is the conceptual model predicated on? |
|               | If relevant, are there alternative understandings? |
| 3. Inputs     | Who has decided about **which information is relevant** for the simulation? |
|               | If information was excluded, why? |
|               | How could data (e.g., for model inputs, calibration, or validation) represent or mask **historical patterns or drivers of inequity**? |
|               | If relevant, how could the **process of data collection** have perpetuated inequity? |
| 4. Quantification | What model variables are **subjective or latent constructs**? |
|               | What alternative interpretations of these exist? |
|               | Could the **inclusion/exclusion of model processes** misrepresent or lead to bias against certain groups? |
| 5. Interpretation | Who **interpreted** the model outputs? |
|               | How could **pre-conceived understandings or objectives** have biased model interpretations or conclusions? |
|               | How does the interpretation relate to the original **model purpose**? |
|               | Considering any limitations revealed in the above reflections, could there be **alternative interpretations** of model outputs? |
|               | How are model outputs **communicated**, and to whom? |
|               | Can key stakeholders access and understand the modeling results? |

**Pathway 3: Assess equity in agent-based models**

**Overview**

4.17 The final action pathway is about how the agent-based model itself engages with equity elements and outcomes. Agent-based models can be used to conceptualize the causes of inequities, better understand their implications, and investigate mechanisms toward overcoming them [Campbell et al., 2015]. As models are nested within science and society, the ultimate goal here is to use equity-oriented model assessments (i.e., the equity representation within the model) to advance equity outcomes at the science-society interface, for instance by generating knowledge to inform equitable decisions in the target system.

4.18 For this action pathway, we review previous agent-based model applications and synthesize a typology of approaches for modeling equity across the three dimensions of justice (Table 3). Rather than providing prescriptive instructions, the typology aims to facilitate future equity-oriented ABM applications by outlining the
distinct approaches that have been taken and the kinds of equity-oriented questions that can be asked using agent-based models. Nevertheless, the review and typology reveal several overarching considerations, which we distill as recommendations for best practice in Table 4.

4.19 We conducted a keyword search in Scopus using the terms ("agent-based" OR "agent based") AND (model*) AND ("equit* OR disparit* OR "Justice" OR "fairness"). The search returned 344 results (on 31st March 2021). Within these articles, we restricted our focus to those that apply an agent-based model and indicate clearly within the abstract some link to equity in the model’s design or application. We positioned each valid article (n = 141) within our definition of equity, including the dimension(s) of justice assessed, the objects and subjects of equity, and the fairness principle. Filtering and coding were completed by the lead author (i.e., not appraised by a second coder). As such, we did not intend this as a formal literature review, but as a scoping search to reveal general trends.

4.20 The articles retained within our sample applied agent-based models in a diverse array of systems (Appendix 2), ranging from abstracted, historical analyses of socio-cultural evolution to detailed, forward-looking assessments of policies for climate change mitigation. Dominant framings of (un)fairness included environmental justice, economic inequality, and disparities in health outcomes and access to urban services. Although rarely explicitly stated, these framings most frequently conceptualized fairness as either applying preference to those with the greatest need (i.e., a needs-based fairness principle) or achieving equality in outcomes between groups (i.e., egalitarianism). The modeled outcomes, i.e., equity of what, generally represented measures of social goods (e.g., wealth, resources) or human capabilities (e.g., access to employment, membership in social groups). The modeled dimensions of agent heterogeneity, i.e., equity between whom, included both continuous measures of variability within a type (e.g., wealth, resources) and discrete, categorical identities (e.g., race, stakeholder type). Descriptive statistics and the full list of citations are included in Appendix 2.

Recognitional justice

4.21 Recognitional justice describes the identities and perspectives acknowledged and valued by various components of society (Fraser 1995). Agent-based models can engage with recognitional justice through their representation of heterogeneity in agent attributes (i.e., identities) as well as objectives or decision-making procedures (i.e., perspectives). Although many agent-based models represent actor heterogeneity, only four articles within our sample (3% of total) explicitly engaged with recognitional justice (Table 3). All of these articles assessed the implications of broadening the modeling scope to include vulnerable group identities, such as the behavior of slum residents (Adiga et al. 2018) or the behavior of Black men who have sex with men (Goodreau et al. 2017). For example, Adiga et al. (2018) show that explicitly representing the household sizes and network structures of slum dwellers in Delhi, India, is necessary to achieve more equitable public health outcomes. When these characteristics were not represented, their model underestimated the risk to slum dwellers.

4.22 These examples leverage ABM as a virtual laboratory for testing and demonstrating the equity impacts of different recognitional assumptions. Because this in principle requires no methodological extension beyond representing agent heterogeneity (either in innate capabilities, behavioral preferences, or how they are treated differently by system-level structures), future ABM research could relatively easily examine questions of recognitional justice. However, reflexivity and stakeholder engagement will be critical to such efforts, in order to reduce the risk of mis-characterizing components of socio-cultural identity.

Procedural justice

4.23 Procedural justice describes the fairness in people’s inclusion in and ability to influence decision-making (Tyler 2000). Agent-based models are particularly well-poised to incorporate procedural injustices because they can explicitly represent nuanced decision-making processes (e.g., diverse behavioral theories and behavioral heterogeneity within a specific theory). Accordingly, models focusing on procedural justice were moderately common in our search results, occurring in 41 (29%) of the retained articles.

4.24 Within these articles, we observed five principal approaches for dealing with procedural justice (Table 3). The most common of these was to represent heterogeneity and/or fairness in individual-level decision-making processes. For instance, several models focusing on cultural evolution specified agents to have heterogeneous or dynamic preferences with respect to individual satisfaction and system-wide resource distributions (Motchoulakis et al. 2021) (Table 3). Although these dynamics are solely at the level of an individual agent, they relate to procedural justice because certain agents may have higher or lower capacity to influence system-level dynamics through their own decisions.
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4.25 The second-most common approach takes the procedural focus to a slightly larger scale: group interactions. Here, agents interact with each other more directly, for instance by sharing or competing over communal resources [Klein et al. 2017; Schank et al. 2015] (Table 3). Under this approach, procedural (in)justice arises from distributed interactions, rather than a top-down decision-making process. Power dynamics play an important role in these kinds of interactions and can be surprisingly simple to represent. For example, Mahault et al. (2017) model resource transfers within a population of agents and implement a version of the ‘Matthew effect,’ whereby the power to acquire wealth grows super-linearly with accumulated wealth. Beyond the possession of physical or material resources, other forms of capital, such as the ability to influence others’ decisions [Dávid-Barrett & Dunbar 2014], can confer power and thereby represent procedural justice.

4.26 A more complicated form of decision-making, identified in only four articles in our sample, is governance. Governance is a form of collective decision making in which people jointly collaborate on system-level decisions. This is different from the above approach (i.e., group interactions) in that the decisions are centralized, rather than distributed. Agents may have diverging preferences, making it difficult to come to an overarching decision. Deliberation processes can be modeled and help to achieve better consensus and governance outcomes [Choi & Robertson 2014], but some cases may require a form of adjudication (an authoritative process for reaching a common decision; Table 3). Different adjudicative mechanisms can be employed and modeled, such as a plurality vote (choose the most popular option; Motchoulski 2021) or stricter majority or supermajority requirements (50% or more in consensus; Choi & Robertson 2014). These mechanisms may disadvantage minority groups, due to their smaller cumulative voting power.

4.27 The fourth and fifth approaches represent procedural justice through top-down processes, rather than bottom-up decisions of individual agents. The fourth approach models decisions made by a single system-level agent, which may systematically favor or disadvantage certain population groups, for example by preferentially locating environmental dis-amenities in communities with low privilege [Eckerd et al. 2017] or allocating work to the best performing workers [Sobkowicz 2016]. Due to the focus on a single decision-maker, this approach is less unique to agent-based models and is conceptually similar to objective functions in optimization problems. Yet, agent-based models can be used to examine both the distributional effects of top-down procedural inequities (see the following subsection) as well as explore bottom-up responses to top-down management decisions [Farhadi et al. 2016] (Table 3).

4.28 The fifth approach is more methodologically oriented and focuses on procedural injustices introduced by the simulation design itself. In particular, the order in which agent processes are executed can affect both agent-level and system-level outcomes [Page 1997] (Table 3). Computational approaches such as multithreading may inadvertently lead some agents to execute early within each time step [Welch & Ekwaro-Obire 2010], thus creating a system representation that may include unfairness but not necessarily accurately represent the system. Although these features pose a risk when not adequately considered, they also introduce an opportunity to represent mechanisms of power and privilege through simulation design.

**Distributional justice**

4.29 Distributional justice describes the fairness in the allocation of goods in society [Rawls 2001]. Any model in which agents experience heterogeneous state variables therefore implicitly deals with distributional justice. This is a feature of almost all agent-based models, and was the most prominent dimension of justice within our sample, being explicitly analyzed in 117 of the articles (83%). We structure our discussion of these articles according to three principal modeling objectives: the conditions leading to distributional injustice, the distributional injustice itself, and its implications.

4.30 There are many reasons to explore the conditions leading to distributional injustice. For example, understanding the set(s) of equity-promoting or equity-degrading conditions can be useful for identifying equitable policies or interventions among a large set of candidates [de Wildt et al. 2020]. Here, tools such as ‘scenario discovery’ have been used to find combinations of input parameters leading to an outcome of interest [de Wildt et al. 2020]. Similarly, agent-based models have been used to identify the behavioral conditions that give rise to desirable or undesirable system-level outcomes, such as sustainable resource management [Schindler 2012] or social stratification [Dávid-Barrett & Dunbar 2014]. In some cases, the set of hypothesized mechanisms may be insufficient to describe observed levels of distributional inequality [Goodreau et al. 2017], motivating consideration of a wider range of factors.

4.31 The approach for analyzing distributional justice itself depends primarily on the type of agent heterogeneity being modeled. In the simplest case of a single agent type, distributional justice is assessed through variability within the type, for example a Lorenz curve or Gini index to represent wealth inequality [Mahault et al. 2017].
When heterogeneity exists in other agent characteristics (i.e., there is a diversity of agent types), distributional analyses generally relate an outcome measure to an agent attribute. Here, if agent attributes are discrete, a common approach is to compute disparities between the categorical classes, such as two racial groups (Orr et al. 2014). If, instead, the relevant agent attribute is continuous, it is possible to assess distributional outcomes across the continuous attribute (Williams et al. 2020), but studies often discretize it through stratification (e.g., high-income and low-income (Auchincloss et al. 2011)). In such cases, bias can be introduced through the adopted boundaries between agent groups (Smart 2019).

4.32 Several articles within our sample focused on the implications of distributional inequality. Two of these were based on economic disparities, and specifically their potential to lead to conflict and instability within the financial system (Cardaci 2018; Kustov 2017). More generally, due to the iterative nature of agent-based models, distributional injustice in one time step can affect subsequent model processes, in turn affecting subsequent distributional patterns. Thus, many other applications implicitly model the implications of distributional injustice over time.

4.33 One final consideration relevant to distributional justice is how it relates to other outcome measures. Studies frequently reported tradeoffs between equity and economic outcomes (Henry & Brugger 2017; Malik et al. 2015; Ponsiglione et al. 2015), equity and environmental outcomes (Filatova et al. 2011), or between stakeholder objectives (Farhadi et al. 2016). Only one study in our sample explicitly reported win-win outcomes across equity and other dimensions (Bell et al. 2016). Thus, agent-based models are useful tools for characterizing such multidimensional relationships and can be combined with other methods, such as multi-objective optimization, to identify conditions that minimize tradeoffs across multiple outcomes (Farhadi et al. 2016).

Table 3: Typology of approaches taken in previous articles to assess equity with agent-based models. The overall sample consists of 141 articles identified in a Scopus keyword search. Note that the sample sizes do not always add up within each category because some abstracts fit within multiple labels. See Appendix 2 for further descriptive statistics and the full list of references.

| Dimension of justice | Modeling or assessment approach | Example |
|----------------------|---------------------------------|---------|
| **Recognitional** <br> (n = 4) | Assess the implications of representing vulnerable group characteristics <br> (n = 4) | Adiga et al. (2018) model the spread of influenza in Delhi, India. They contrast two different network configurations: one that treats slum and non-slum regions the same, and one that represents slum-specific demographics and behaviors. They find that ignoring slum attributes can lead to a 30-55% overestimation in vaccination efficacy, thereby demonstrating the importance of representing vulnerable group characteristics and behaviors in both models and public health policy. |
| **Procedural** <br> (n = 41) | Model heterogeneity in individual decision-making processes <br> (n = 20) | Schank et al. (2015) model the evolutionary origins of cooperation within societies. In their model, agents play the “dictator game,” where one agent decides how to divide a resource with another anonymous agent. They examine the conditions under which individual preferences toward cooperation, which are observed empirically but conflict with some behavioral theories, are selected for in a group-based society. |
Mahault et al. [2017] model different mechanisms for regulating power imbalances in an artificial society. When no constraints are imposed on wealth transfer between agents, the agent population invariably becomes polarized, whereby the agents with more opportunity accumulate all of the resources. As further constraints are imposed on wealth transfer, agents’ ‘frustration,’ a measure of the degree to which they act to reduce unsatisfied aspirations, mediates the effects of power imbalances within the society.

Eckerd et al. [2017] model the emergence of environmental injustice in a community through the siting decisions of environmental amenities and dis-amenities. They vary the extent to which top-down decisions about amenity location are driven by cost versus community privilege (e.g., dis-amenities preferentially selecting locations with low community privilege). They find that amenities exert important influences on environmental injustice, meaning that a pure focus on the politics of dis-amenity siting is insufficient.

Motchoulski [2021] examines disagreements between agents’ conceptions of distributive justice and the effectiveness of different ‘adjudicative’ governance mechanisms (an authoritative process for reaching a common decision, e.g., through a third party) in resolving these disagreements. In their model, agents have heterogeneous and dynamic preferences toward individual satisfaction (i.e., self-interest regarding how many resources they receive) and distributive justice (i.e., the distribution of resources throughout society). Agents respond to the outcomes of adjudicative mechanisms by adjusting the relative weights placed on self-interest and justice.

Page [1997] examines the importance of the simulation updating procedure in affecting agent outcomes. They compare emergent system dynamics under two conditions: one where agent states are updated in a random order and one where the updating order is determined by the agents’ relative utility increases (a.k.a. “incentive based asynchronous updating”). The two different conditions contribute to vastly different model dynamics.

Smart [2019] models ‘colorism,’ the prejudice toward allocating privilege to lighter skin color, in the context of policing in the US criminal justice system. Their model contains three citizen groups: lights, mediums, and darks. They found that aggressive policies to counteract colorism yielded counterintuitive distributional effects between groups. Specifically, agents in the middle of the skin color spectrum experienced higher rates of incarceration. The results demonstrate the importance of broadening the description of colorism to include those in the middle of the color spectrum.
| Assess the conditions leading to inequality (n = 40) | de Wildt et al. (2020) examine the conditions that give rise to inequality through conflicts in agents’ capabilities (a measure of the freedom to achieve wellbeing) in the deployment of decentralized energy systems. Their model operationalizes the capability approach of Nussbaum & Sen (1993) and their analysis examines a broad range of energy system and geographic scenarios. They find distinct classes of capability conflicts: sometimes conflicts are inherent to organizational characteristics of energy systems; sometimes conflicts are specific to a type of population (e.g., affluent); and sometimes conflicts occur between population groups. |
|---|---|
| Assess population-level distributional effects (n = 17) | Williams et al. (2020) model the effects of drought on food security in a population of heterogeneous farming households. They examine how the Gini index (representing the distribution of food security throughout the population) evolves in the wake of the drought, and the effects of several interventions on this measure of inequality over time. |
| Assess the implications of inequality (n = 3) | Cardaci (2018) models the implications of inequality for the 2007-08 financial crisis in the United States. Their model represents how inequality in income can lead to expenditure cascades that result in accumulation of household debt, increasing the fragility of the economy and paving the way for a financial collapse. |

**Applying the pathways: Guidelines for best practice**

4.34 Drawing from the above analyses, we identified several principles that aim to guide effective action within each pathway (Table 4). For engaging stakeholders, the list summarizes what we perceive as the most pertinent principles for mitigating inequity. More detailed discussions on principles for effective stakeholder engagement exist elsewhere (Steger et al. 2021b; Voinov et al. 2016). Given the scoping nature of this paper, the principles in Table 4 are not intended as exhaustive propositions. Rather, they provide an initial set of suggestions that can guide future research and be refined and expanded.
| Action pathway | Suggestions for best practice |
|----------------|--------------------------------|
| 1: When engaging stakeholders… | a. Involve stakeholders early to develop trust and allow them to influence the research  
   b. Adjust modeling expectations toward a process for shared learning  
   c. Consider stakeholder identities to adequately represent diversity (e.g., in personal characteristics, role in the target system, objectives)  
   d. Consider potential power imbalances and the risks these may introduce |
| 2: When acknowledging positionality and bias… | a. Use the questions in Table 2 to guide reflections  
   b. Reflection should be iterative and on-going, rather than post-hoc  
   c. Consider stakeholder positionality  
   d. Develop a positionality and bias document. Primarily use this document to guide internal reflections. For additional transparency, publish (components of) the document in academic articles  
   e. Ensure that reflections do not become perfunctory |
| 3: When assessing equity in agent-based models… | a. Make clear any ethical principles implicit in the model’s purpose or interpretation  
   b. Extend heterogeneity beyond agent attributes to also represent unequal treatment in model processes  
   c. Consider the risks of mis-characterizing or only partially characterizing actor heterogeneity  
   d. Consider how modeling and analysis choices may generate or mask injustice (e.g., agent execution order, stratification thresholds, averaging)  
   e. Consider the multiple scales at which procedural injustice may arise (individual decision-making; interactions and power dynamics; system processes and governance)  
   f. Consider how equity relates to other outcomes of interest (e.g., trade-off / synergy)  
   g. Equity can be both an input to and an output of the model analysis |

**Discussion**

**Mainstreaming modeler and stakeholder reflexivity**

5.1 A core conceptual advance in our framework and pathways is the centrality of modeler reflexivity, which is rarely practiced in ABM research. The modeler assumes a powerful role in the modeling process and—irrespective of their particular socio-cultural identity—they leverage tacit knowledge that can contain bias and preconceptions. Reflexivity is therefore important to mitigate the risk of such biases contributing to inequity.

5.2 With this understanding, we (the authors) acknowledge that many of the arguments made in this paper are shaped by our own positionalities. We believe that there is a need to understand inequality in society and how structures and policies affect vulnerable populations. As many of us identify with historically privileged identities (e.g., white, male, affluent), we see an ethical obligation to reflect on how such mechanisms can result in discrimination. That being said, we have been careful to not uncritically elevate the perspectives of disadvantaged people above those with greater privilege; all people have prejudices that shape their decisions. The reflection questions (Table 2) aim to initiate the reflexive process and elucidate how the prejudices of people involved in the modeling process may affect model inputs, structures, outputs, interpretations, and applications.

5.3 We believe that the mainstreaming of reflexivity in research that makes use of ABM is possible for two reasons. First, agent-based modelers are already particularly self-critical and open to streamlining of methodology and practice. This has in large part led to the establishment of detailed reporting standards, such as the ODD protocol and TRACE documentation [Grimm et al. 2014, 2020; Müller et al. 2013]. Such existing standards already
promote some degree of reflexivity by encouraging modelers to reflect on and document their assumptions and model design decisions. Our suggestions complement this by encouraging reflection on how positionality may impinge on such decision-making.

5.4 Second, there is a societal demand for reflexivity. Recent events (e.g., in the United States, the Black Lives Matter movement and the rise of hate crimes against Asian Americans and Pacific Islanders due to COVID) have challenged institutional actors to reflect on their positionality, biases, and (hidden) forms of discrimination. Such a societal impetus also played a role in the mainstreaming of participatory modeling, which was in part due to the increasing complexity of modern decision problems that demanded integration of more diverse ways of knowing (Pretty 1995).

5.5 Learning from the experience of the ODD documentation’s uptake, which was facilitated both by follow-up publications providing revised guidance and the insistence of peer reviewers, we believe that academic peer reviewers could play a similarly important role in a diffusion of responsible use of reflexivity in ABM. Reviewers of project proposals and funding organizations may have the greatest leverage toward this end, as they can encourage the recommended proactive use of reflexivity at the stage of project design. For peer reviewers of academic journal articles, the late stage at which they comment on an article risks making reflexivity perfunctory. However, we believe that post-hoc reflection is better than no reflection. Positionality and bias statements may therefore need to initially enter as retrospective considerations in journal articles that inspire subsequent proactive efforts.

5.6 Future research is needed to test whether and how modeler reflexivity improves modeling outcomes. Our hope is that reflexivity can illuminate blind spots, thereby improving the quality of model representations and any inferences drawn from them. Stakeholder engagement has been demonstrated to achieve better decision outcomes and greater learning (Reed 2008), facilitating its uptake by scientists and funding organizations (Arnott et al. 2020). A similar future for reflexivity is possible. Research on this topic should also be attentive to how requirements for and benefits of reflexivity may vary for different modeling purposes and levels of empirical embeddedness.

Opportunities and considerations when modeling equity

5.7 The results of our keyword search demonstrate a considerable precedent for applying models to assess equity. This suggests that assessing equity is not limited by methodological constraints. We found several distinct approaches for assessing equity (Table 3), and we hope these approaches and the general recommendations (Table 4) can inspire and inform future research on this theme.

5.8 We observed a very uneven spread of model applications across the different dimensions of justice. In particular, ABM research could more deeply engage with issues of socio-cultural recognition, i.e., how society differentially treats different socio-cultural identities (e.g., race) and thereby contributes to disparities in outcomes. This research should be particularly attentive to the risk of ‘tokenizing’ heterogeneity, i.e., attempts to incorporate agent diversity may miss important dimensions of difference that can affect model and system outcomes. Our results also contained relatively few models dealing with cross-scale power dynamics or governance, which are important to many real-life contexts. Although this may partly reflect the terms used in our keyword search (e.g., see Bourceret et al. 2021), future research could nevertheless integrate such dynamics more deeply, as well as explore social thresholds and systemic shifts in power balances (Mathias et al. 2020; Schlüter et al. 2021).

5.9 When modeling equity, it may be necessary to modify other modeling practices. We have already stated that the action pathways should not operate in isolation, and assessing equity in a model may require deeper stakeholder engagement or reflexivity. There remain conceptual questions around whether incorporating equity in a model affects requirements for model validation, as well as the extent to which it is possible to quantitatively represent modeler positionality and bias in uncertainty or sensitivity analysis. To make progress on this, future research could use agent-based models to formalize and explore multiple understandings of reality (Leach et al. 2018; Lempert & Turner 2021; Wilson 2001), potentially building on concepts such as equifinality that are already common in modeling.

Pragmatic constraints and generalizability of our recommendations

5.10 As with any call for more rigorous modeling practice, our recommendations (Table 3) have the potential to add considerable burden to modelers operating with limited time, financial, and social resources. It is therefore important to consider the balance of benefits and costs of integrating equity considerations through any action.
pathway. We have emphasized that reflexivity provides value in itself, meaning equity can be improved without substantive changes to the model or the modeling process. Moreover, given that many agent-based models already represent actor heterogeneity, adopting an equity lens may simply require the researchers to be cognizant of any normative judgements attached to such heterogeneity (i.e., articulating the fairness principle), or perhaps preferentially maintaining an intentionally neutral stance. Additional effort is required to assess and mitigate inequities throughout the modeling process (e.g., by broadening the problem framing or process descriptions), but doing so early within the model design process is likely to yield the largest benefit to cost ratio.

5.11 Equity considerations may be more or less relevant in different modeling contexts. Agent-based models are applied for many reasons (e.g., system understanding, prediction, social learning; Edmonds et al. 2017), and are equally diverse in terms of levels of realism and knowledge integration (O’Sullivan et al. 2016; Schlüter et al. 2019). It might seem intuitive that equity considerations are most relevant for highly applied models that address current societal issues. However, this is not necessarily the case. For example, Sugarscape (Epstein & Axtell 1996) presents a highly abstracted description of society, but sheds considerable insight into power dynamics and the emergence of inequality. Should Epstein and Axtell have engaged with real-world “stakeholders” in developing their model? Perhaps not. However, their unique positionalities unquestionably shaped how they interpret the world and approached the modeling. Ultimately it is difficult to develop generalized guidelines for when equity and the action pathways could or should be considered, and we leave it as a task for modelers to reflect on in their individual contexts.

5.12 It remains a question how our framework and action pathways generalize to other computational modeling approaches, for instance system dynamics, economic equilibrium, state-and-transition models, or bioeconomic simulations. The third pathway (assess equity in agent-based models) is relatively specific to ABM, as it is underpinned by agent-based models’ ability to represent heterogeneity and nuanced decision-making processes, which are frequently limiting factors in other modeling paradigms (Emmerling & Tavoni 2021). However, the overall framework (Figure 1) as well as the ‘engage stakeholders’ and ‘acknowledge positionality and bias’ action pathways are likely relevant in other computational modeling domains, as they rest on a more general description of a modeler who is nested within a socio-political context. Finally, we have demonstrated how ABM is particularly suited to model equity dynamics, but our framework does not help to determine whether ABM is an appropriate methodological paradigm for the given research context (Schlüter et al. 2019); agent-based models require extensive time and expertise to develop, validate, and apply (Voinov et al. 2018), and these resource demands can be prohibitive.

Conclusions

6.1 Historical, current, and future societal inequities demand that greater attention be paid to equity within modeling research. Relative to other modeling approaches, ABM is uniquely positioned to incorporate such considerations. Agent-based modelers therefore have a unique opportunity to lead the way in equity-oriented modeling practice and application. To facilitate this meta-agency, this paper sought to develop an initial understanding of the equity-ABM interface through two contributions: a conceptual framework and a set of action pathways.

6.2 The conceptual framework uses an analogy of the modeler as a “filter and a lens” to emphasize the potential effects of modeler positionality on introducing bias throughout the modeling process. The framework thereby positions the modeler as a powerful actor and a key locus for affecting equity outcomes, both in the model itself and in its interaction with science and society.

6.3 The framework introduces three action pathways for incorporating equity considerations in ABM research: engage stakeholders, acknowledge positionality and bias, and assess equity in agent-based models. By reviewing the current state of practice, we found that ABM research already engages with equity, but to varying extents in each action pathway. There is thus ample precedent and existing knowledge from which future work can draw. To complement this knowledge and to facilitate the mainstreaming of equity considerations, we provided a set of reflection questions for encouraging reflexivity and a typology of approaches for modeling equity in agent-based models. Future work can build on these guidelines and test their value in different modeling contexts.

6.4 The challenge of incorporating equity into ABM is by no means insurmountable. We have underscored that improving equity need not require drastic changes to the direction or focus of the modeling project. Rather, it minimally requires reflecting on how the problem is being framed and how this is conditioned by researcher positionality, as well as transparency around the inherent subjectivity in model design and outputs.
6.5 Nevertheless, advancing equity outcomes through ABM is a large endeavor that will take time and concerted effort. By engaging with the action pathways, even when only a subset of these or as a post-hoc consideration, modelers can begin to push the needle toward this goal. By acting as role models for equitable modeling practice, agent-based modelers can expand the reach of ABM and demonstrate its usefulness to researchers interested in equity but not experienced with ABM. Taken together, we believe the equity-ABM interface is a fruitful area for future research and a mechanism through which ABM can achieve greater societal impact.
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