Gauge-invariance and infrared divergences in the luminosity distance
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Abstract. Measurements of the luminosity distance have played a key role in discovering the late-time cosmic acceleration. However, when accounting for inhomogeneities in the Universe, its interpretation has been plagued with infrared divergences in its theoretical predictions, which are in some cases used to explain the cosmic acceleration without dark energy. The infrared divergences in most calculations are artificially removed by imposing an infrared cut-off scale. We show that a gauge-invariant calculation of the luminosity distance is devoid of such divergences and consistent with the equivalence principle, eliminating the need to impose a cut-off scale. We present proper numerical calculations of the luminosity distance using the gauge-invariant expression and demonstrate that the numerical results with an \textit{ad hoc} cut-off scale in previous calculations have negligible systematic errors as long as the cut-off scale is larger than the horizon scale. We discuss the origin of infrared divergences and their cancellation in the luminosity distance.
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1 Introduction

The late-time acceleration of the Universe was convincingly demonstrated by measuring the luminosity distances of distant supernovas, establishing the existence of exotic energy component of the Universe, or dark energy [1, 2]. Supporting evidence for dark energy accumulated over time through other measurements such as the microwave background anisotropies and the acoustic peak position in galaxy clustering (e.g., [3, 4]). Despite these recent developments, the measurements of the luminosity distance provide the most critical and direct evidence for the late-time cosmic acceleration.

In search of the best set of cosmological parameters, the luminosity distance measurements are often compared to the theoretical predictions in a homogeneous universe. This procedure ignores the effects of inhomogeneities in our Universe on the luminosity distance. The utmost relevant question in this case is whether these effects are significant enough to change the outcome in the conventional approach, compared to the measurement precision. A significant amount of efforts are made to quantify the contribution of inhomogeneities [10, 15, 23], and the consensus is that while such effects are important, no dramatic change arises in its theoretical interpretation.
However, there has been a claim [29] that the luminosity distance measurements can be fully explained by the statistical fluctuations of metric perturbations in our Universe without invoking the existence of dark energy. In fact, the relativistic metric perturbations on super-horizon scales are spatially constant, albeit varying in time, categorically affecting the luminosity distance measurements in our local Universe (or the Universe within our horizon). Such perturbations on super-horizon scales are generated during the inflationary period at the early time, providing the physical mechanism for the observed anisotropies in the microwave background radiation. If the super-horizon perturbations such as the curvature perturbation $\zeta$ are generated to a very large scale equivalent to $\sim 500$ e-folding of the current horizon scale, the variance of the luminosity distance reaches an order unity and we may find ourselves in a universe with such fluctuations but without dark energy, claims [29] (see also [30] for a similar argument based on the averaged expansion).

This idea has been dismissed in the community, simply because of the largest scale or its insensitivity to the cut-off scale $k_{IR}$ in the infrared — The variance of the luminosity distance diverges logarithmically with $k_{IR}$ if the curvature spectrum is scale-invariant (faster if red tilted). Therefore, spelled explicitly or not, all the practitioners impose an ad hoc scale around $k_{IR} \sim H_o$ in their computation of the luminosity distance, where $H_o$ is the conformal Hubble parameter today. However, the introduction of such ad hoc scale is unsatisfactory, and more importantly the Universe is likely to be more inhomogeneous or chaotic beyond the largest scale $k_{IR}$ with inflationary fluctuations; it would require a fine-tuning to assume the absence of inhomogeneity below the level of inflationary curvature perturbation ($\sim 10^{-5}$) beyond $k_{IR}$.

In this paper, we provide a complete resolution of this issue by proving that there are no infrared divergences in the luminosity distance and the fluctuations on super-horizon scales indeed cancel. The physical explanation for such cancellation is the equivalence principle, according to which the super-horizon modes of gravity cannot affect the small-scale dynamics such as the luminosity distance measurements. While the correct expression for the luminosity distance is gauge-invariant, the calculations of the luminosity distance in literature were in most cases based on incorrect gauge-dependent expressions even at the linear order, yielding non-physical features including infrared divergences. We demonstrate how such errors are made and restoring the gauge invariance can cure such pathology in the theoretical prediction.

This paper is organized as follows: in section 2, we show the gauge-invariance of the luminosity distance fluctuation and present the standard (incorrect) expression frequently used in the previous research. In section 3, we review the coordinate lapse at the observation, which is a key missing part of the full (correct) luminosity distance expression. In section 4, we show how the infrared divergence arises in the standard expression of the luminosity distance variance and how the divergence disappears by considering the residual contribution. In section 5, we investigate the significance of the super-horizon perturbation contribution to the luminosity distance variance. The complete variances of each contribution of the luminosity distance are presented in 6. In section 7, we discuss our results. The details of the derivation of the luminosity distance in an inhomogeneous universe are presented in appendix. We show the expression of the wave vector distortion with perturbation variables in appendix A, including a discussion of the wave vector perturbation at the observation. In appendix B, the detailed expressions of the luminosity distance components without choosing any gauge. The perturbation solutions in the flat $\Lambda$CDM universe is presented in appendix C. Finally, in appendix D, we verify the validity of the computation of the luminosity distance by checking that it is consistent with the equivalence principle.
2 Gauge-invariance of the luminosity distance in an inhomogeneous universe

The luminosity distance in the background is simply $\tilde{D}_L(z) = \bar{r}_z/(1+z)$, where $z$ is the redshift parameter, the comoving radial distance to the redshift is $\bar{r}_z = \int_0^zdz/H(z)$, and the Hubble parameter is $H(z)$. In the presence of inhomogeneities in our Universe, we parametrize the metric perturbations $\delta g_{ab}$ in the Friedmann-Robertson-Walker (FRW) universe with four scalar perturbations $(\alpha, \beta, \varphi, \gamma)$ as

$$\delta g_{00} = -2a^2\alpha, \quad \delta g_{0i} = -a^2\beta_i, \quad \delta g_{ij} = 2a^2(\varphi\delta_{ij} + \gamma_{,ij}), \quad (2.1)$$

where $a$ is the scale factor, $\bar{g}_{ij}$ is the background 3-metric, and commas represent the ordinary derivative while the vertical bar represents the covariant derivative with $\bar{g}_{ij}$. We assumed a flat universe without vector or tensor perturbations for simplicity. Popular choices of gauge conditions in literature are the conformal Newtonian gauge ($\beta = 0 = \gamma$), the comoving gauge ($u_i \equiv \bar{r}v_i = 0 = \gamma$), and the synchronous gauge ($\alpha = 0 = \beta$), where $u^i$ is the spatial component of the observer four velocity. In a flat $\Lambda$CDM universe the conformal Newtonian gauge condition yields $\alpha = 0$ (hence comoving-synchronous gauge), while the synchronous gauge condition alone has a residual gauge mode carried by $\gamma$ (see, e.g., [19]).

Using the geometric approach [7], the dimensionless fluctuation $\delta D_L$ in the luminosity distance can be expressed as a function of the observed redshift $z$ and angle $\hat{n}$ (see also [5] for a complete derivation):

$$D_L \equiv \tilde{D}_L(1 + \delta D_L), \quad \delta D_L(z, \hat{n}) = \delta z + \frac{\delta r}{\bar{r}_z} - \kappa + \Xi, \quad (2.2)$$

where the distortion $\delta z$ in the observed redshift $1+z \equiv (1+\delta z)/a_s$ of the source is

$$\delta z = \mathcal{H}_0\delta \tau_o + [-\varphi - \mathcal{V}_\parallel + \mathcal{V}_\parallel]_o - \int_0^{\bar{r}_z} d\mathcal{I}, \quad (2.3)$$

the radial distortion $\delta r$ and the angular distortion $\kappa$ in the comoving source position in spherical coordinates are

$$\delta r = \delta \tau_o - \frac{1}{\mathcal{H}_0}\delta z + [-\beta - \gamma' - \partial_\parallel \gamma]_o + \int_0^{\bar{r}_z} d\mathcal{I}, \quad (2.4)$$

$$\kappa = -\mathcal{V}_\parallel + \frac{1}{\bar{r}_z} \partial_\parallel \gamma_0 + \frac{1}{2} \Delta_\perp \gamma_s - \frac{1}{2} \mathcal{I}_o - \int_0^{\bar{r}_z} d\mathcal{I} \left\{ \frac{\bar{r}}{\bar{r}_z} \mathcal{I}' + \frac{1}{2} \frac{(\bar{r}_z - \bar{r})}{\bar{r}_z} \mathcal{I}'' - \mathcal{I}' + \Delta \mathcal{I} \right\}, \quad (2.5)$$

and the frame distortion $\Xi$ at the source (see appendix B for the derivation) is

$$\Xi = \varphi_s + \frac{1}{2} \Delta_\perp \gamma_s + \frac{1}{\bar{r}_z} \partial_\parallel \gamma_s. \quad (2.6)$$

The notation convention is that primes represent the derivative with respect to the conformal time $\tau$, $\Delta$ ($\Delta_\perp$) is the Laplacian operator in spatial three-dimension (two-dimensional spheres),\footnote{$\Delta$ in the integration of $\kappa$ indicates the three-dimensional Laplacian operator in the bar coordinate $\bar{r} \hat{n}$.} and $\partial_\parallel$ is a spatial derivative along the line-of-sight. The suffix $o$ ($s$) indicates the observation (source) position, and $\delta \tau_o$ is the coordinate lapse at the observer position (see eq. (3.4)), we defined two gauge-invariant variables $\mathcal{V}_\parallel \equiv \partial_\parallel (-v + \beta + \gamma')$ and $\mathcal{I} \equiv \alpha - \beta' - \varphi - \gamma''$. 




The rectangular bracket \([\cdots]_o^s\) indicates a field difference between the source and the observation i.e., \([X]^o_s = X_s - X_o\). It is noted that the angular distortion \(\kappa\) has the radial velocity component \(V_{||}\) at the observer position. Under the temporal coordinate transformation \(\tau \rightarrow \tau + T(x')\), each component of \(\delta D_L\) transforms as \(\delta \tau_o \rightarrow \delta \tau_o + T_o\), \(\varphi \rightarrow \varphi - \mathcal{H}T\), \(\beta + \gamma' \rightarrow \beta + \gamma' - T\) and \(\delta z \rightarrow \delta z + \dot{\mathcal{H}}_o T_s\), while \(\delta r\) and \(\kappa\) remain invariant under the temporal gauge transformation. Temporal and spatial gauge modes are completely canceled in \(\delta D_L\): \(\delta D_L\) is gauge-invariant.

The full expression of \(\delta D_L\) was first presented with a general metric representation in [5] with an explicit check of its gauge-invariance, though no numerical computation of the variance was made. Despite the statements claimed in many recent works [6, 10, 12–16, 29], only a few [8, 16, 29] in literature actually demonstrated the gauge-invariance of \(\delta D_L\). The computation of the luminosity distance is mostly performed in the conformal Newtonian gauge, while a few [8, 16, 29] in the synchronous gauge. As the equation for \(\delta D_L\) is gauge-invariant, it is just a matter of convenience which gauge condition is chosen for the computation of \(\delta D_L\), and the computations in any gauge conditions should agree. Unfortunately, when a certain gauge condition is adopted, an error is often made and the resulting expressions often used in literature are not gauge invariant.

To elaborate on this statement, we split the full (gauge-invariant) expression of \(\delta D_L\) into two components and adopt the conformal Newtonian gauge condition \((\alpha = -\varphi \equiv \Psi, \beta = \gamma = 0 = \gamma, \text{ and } V_{||} \equiv V_{||})\):

\[
\delta D_L \equiv \delta D_L^{\text{std}} + \delta D_L^{\delta \tau_o},
\]

\[
\delta D_L^{\delta \tau_o} = \left(\mathcal{H}_o + \frac{1}{\bar{r}_z} - \frac{\mathcal{H}_o}{\mathcal{H}_z \bar{r}_z}\right) \delta \tau_o,
\]

where the suffix \(z\) indicates that quantities, such as \(\bar{r}_z\) and \(\mathcal{H}_z\), are evaluated at redshift \(z\). The first component \(\delta D_L^{\text{std}}\) is the expression for the luminosity distance widely used in literature [6, 10, 12–16], while the other component \(\delta D_L^{\delta \tau_o}\) is the residual part missing in \(\delta D_L^{\text{std}}\). The sum of the two is the full expression \(\delta D_L\) and is gauge-invariant, while \(\delta D_L^{\text{std}}\) and \(\delta D_L^{\delta \tau_o}\) are not separately gauge-invariant. Since \(\delta \tau_o \rightarrow \delta \tau_o + T_o\), it is evident that \(\delta D_L^{\delta \tau_o}\) is not gauge-invariant and using \(\delta D_L^{\text{std}}\) in place of \(\delta D_L\) for the luminosity distance also breaks the gauge-invariance. This incorrect use of \(\delta D_L^{\text{std}}\) for \(\delta D_L\) is the reason the computations of the luminosity distance in the conformal Newtonian gauge led to inconsistent results. We note that the correct gauge-invariant calculation \(\delta D_L = \delta D_L^{\text{std}} + \delta D_L^{\delta \tau_o}\) has been presented [5, 7, 21, 22] with the coordinate lapse \(\delta \tau_o\) properly considered.

From now on, we choose the conformal Newtonian gauge, and decompose the standard expression \(\delta D_L^{\text{std}}\) into the velocity \(\delta D_L^V\), the gravitational potential \(\delta D_L^\Psi\), and the lensing \(\delta D_L^\text{lens}\) contributions i.e., \(\delta D_L^{\text{std}} = \delta D_L^V + \delta D_L^\Psi + \delta D_L^\text{lens}\):

\[
\delta D_L^V = \left(1 - \frac{1}{\mathcal{H}_z \bar{r}_z}\right) V_{||} + \frac{1}{\mathcal{H}_z \bar{r}_z} V_{||o},
\]

\[
\delta D_L^\text{lens} = -\int_0^\bar{r}_z d\bar{r} \left\{\bar{r}_z - \bar{r}_s\right\} \frac{\bar{r}}{\bar{r}_z} \Delta \Psi,
\]

\[
\delta D_L^\Psi = \frac{1}{\mathcal{H}_z \bar{r}_z} \Psi_s - \frac{1}{\mathcal{H}_z \bar{r}_z} \Psi_o - \Psi_s + \int_0^\bar{r}_z d\bar{r} \left\{\frac{2}{\bar{r}_z} \Psi + 2 \left(\frac{1}{\mathcal{H}_z \bar{r}_z} + \frac{\bar{r}}{\bar{r}_z} - 1\right) \Psi' + (\bar{r}_z - \bar{r}) \frac{\bar{r}}{\bar{r}_z} \Psi''\right\}.
\]

Note that the velocity and the lensing contributions are composed with respectively single \((V_{||} \propto \partial_{||} \Psi)\) and double \((\Delta \Psi)\) spatial partial derivative of the gravitational potential \(\Psi\), and the gravitational potential contribution is devoid of any spatial differentiation of \(\Psi\).
3 Coordinate lapse at the observation

The (conformal-) coordinate lapse $\delta \tau_0$ at the observation is the key component, and it is readily computed in [19] (see also [21]). In this section we review how $\delta \tau_0$ arises in an inhomogeneous universe. Physically, the coordinate lapse at the observation originates from the fact that the (physical-) coordinate time $t_o$ at the observation (or the conformal-coordinate time $\tau_o$) does not correspond to the proper time $T_o$ (or the coordinate time in the synchronous or the comoving gauges) of the observer.

The physical-coordinate time $t$ and the proper-time $T$ of the observer are related to the time component of the four-velocity $u^\mu$ of the observer as

$$u^t = \frac{dt}{dT} = 1 - \alpha.$$  \hspace{1cm} (3.1)

For fixed proper time $T_o$ measured by the observer, the corresponding coordinate time $t_o$ is obtained by integrating (3.1) along the path of the observer:

$$t_o = t(T_o, x) = \int_0^{T_o} (1 - \alpha(T, x)) dT = T_o - \int_0^{T_o} \alpha(T, x) dT \equiv T_o + \delta t_o(T_o, x),$$  \hspace{1cm} (3.2)

where the difference between $t_o$ and $T_o$ is the (physical-) coordinate lapse $\delta t_o$ at the observation. It is noted that for a given proper time $T_o$ different observers at different spatial positions find themselves at different time coordinates $t_o$.

In the conformal-coordinate, the conformal-coordinate time $\tau_o$ at the observation is decomposed as $\tau_o = \bar{\tau}_o + \delta \tau_o$, where $\bar{\tau}_o$ and $\delta \tau_o$ correspond to respectively the conformally transformed proper time and the (conformal-) coordinate lapse at the observation. From the conformal transformation, $T_o$ is related to $\bar{\tau}_o$ as $T_o = \int_0^{\bar{\tau}_o} a(\tau) d\tau$, and $\bar{\tau}_o$ is uniquely determined as

$$\bar{\tau}_o = \int_0^\infty \frac{dz'}{H(z')}.$$  \hspace{1cm} (3.3)

In addition, the conformal-coordinate lapse $\delta \tau_o$ at the observation is derived from the conformal transformation $\delta t_o = a(\bar{\tau}_o) \delta \tau_o$:

$$\delta \tau_o = -\frac{1}{a(\bar{\tau}_o)} \int_0^{\bar{\tau}_o} \alpha(\bar{\tau}, 0) a(\bar{\tau}) d\bar{\tau}.$$  \hspace{1cm} (3.4)

Note that $\alpha(\bar{\tau}, 0)$ indicates that we set the spatial position of the observer as $x_o = 0$.

In the synchronous and the comoving gauges, $\delta t_o$ vanishes because of $\alpha = 0$: the (physical-) coordinate time in these gauges is synchronized to the proper time of the observer. However, in the conformal Newtonian gauge, where many previous studies (e.g., [6, 10–16, 23]) were performed, the metric perturbation $\alpha$ corresponds to the gravitational potential $\Psi$, and $\delta t_o$ can be understood as the gravitational time dilation. The (physical-) coordinate time therefore is not necessarily equivalent to the proper-time of the observer. Though $a(\bar{\tau}_o)$ is different from $a(\tau_o)$ in the conformal Newtonian gauge i.e., $a(\tau_o) = a(\bar{\tau}_o)(1 + \mathcal{H}_o \delta \tau_o)$, this subtle difference is often neglected in the previous studies.

Neglecting $\delta \tau_o$ in the luminosity distance yields two theoretical problems. The first problem is that the luminosity distance is no longer gauge-invariant without $\delta \tau_o$, as shown in the previous section. The second problem is that the luminosity distance without $\delta \tau_o$ is inconsistent with the equivalence principle (see appendix D), and this inconsistency leads to the infrared divergence in the luminosity distance variance. In the following section, we will discuss how the problematic $\delta \tau_o$ is responsible for the infrared divergence in the luminosity distance and how this problem is resolved by properly accounting for the coordinate lapse.
4 Infrared divergences in the luminosity distance

In section 2, the standard expression $\delta D_L^\text{std}$ of the luminosity distance and the residual expression $\delta D_L^{\text{res}}$ are presented. In this section, we show how the infrared divergence arises in $\delta D_L^{\text{std}}$ and present numerical computations of $\delta D_L^{\text{std}}$ and $\delta D_L^{\text{std}} + \delta D_L^{\text{res}}$.

In the conformal Newtonian gauge, where the gravitational potential $\Psi$ is related to the velocity potential $\Phi_v$, as $\Psi = -\frac{1}{a} (a \Phi_v)'$ (see appendix C), the coordinate lapse at the observation $\delta \tau_o$ is determined as

$$\delta \tau_o = - \frac{1}{a(\bar{\tau}_o)} \int_0^{\bar{\tau}_o} a(\bar{\tau}) \Psi(\bar{\tau}, 0) d\bar{\tau} = \Phi_{vo}. \quad (4.1)$$

The peculiar velocity $V$ is generated by the velocity potential as $V = \nabla \Phi_v$, and the velocity potential can be written as $\Phi_v(\tau, x) = D_V(\tau) \zeta(x)$, where $D_V(\tau)$ and $\zeta$ are respectively the velocity growth function and the curvature perturbation in the comoving gauge, as shown in appendix C. The variance of $\delta \tau_o$ is

$$\langle \delta \tau_o^2 \rangle = D_V^2(\bar{\tau}_o) \langle \zeta_o^2 \rangle = D_V^2(\bar{\tau}_o) \lim_{\epsilon \to 0} \int_{\epsilon}^{\infty} \frac{dk}{k} \Delta_{\zeta}^2(k), \quad (4.2)$$

where $\Delta_{\zeta}^2(k)$ is the dimensionless power spectrum of the curvature perturbation, and $\Delta_{\zeta}(k) = A_s(k/k_o)^{n_s-1}$ for $k \ll k_{\text{eq}}$, where $n_s$ is the scalar spectral index, $k_o$ is the pivot wave number ($k_o = 0.05 \text{ Mpc}^{-1}$), $A_s$ is the scalar amplitude, and $k_{\text{eq}}$ is the scale corresponding to matter-radiation equality. Solving eq. (4.2) further, we can isolate the divergent and the convergent parts as

$$\langle \delta \tau_o^2 \rangle = D_V^2(\bar{\tau}_o) \left\{ \lim_{\epsilon \to 0} \frac{\epsilon^{n_s-1}}{1-n_s} - \frac{k_{\text{IR}}^{n_s-1}}{1-n_s} + \int_{k_{\text{IR}}}^{k_{\text{UV}}} \frac{dk}{k} \Delta_{\zeta}^2(k) \right\}, \quad (4.3)$$

where $k_{\text{IR}}$ and $k_{\text{UV}}$ are the infrared and the ultraviolet cutoffs, respectively, ($k_{\text{IR}} \ll k_{\text{eq}}$). Note that the first term in the bracket diverges when $n_s \leq 1$. Therefore, we obtain a large variance due to the curvature perturbation $\zeta$ on large scales $k < k_{\text{IR}}$. In other words, the long-wavelength mode perturbations are much more important than the other modes in the variance of $\delta \tau_o$. As shown in appendix C, the gravitational potential is also expressed with the curvature perturbation and its growth function as $\Psi = D_{\|} \zeta$, and it also leads to the same infrared divergence. However, the velocity and the lensing contributions in eq. (2.9) do not yield the infrared divergence since they depend on $\partial_{\|} \Psi$ and $\partial_{\|} \zeta$, each of which is multiplied by $k$ and $k^2$, respectively.

Now let us study these contributions to the luminosity distance variance, accounting for fixed $k_{\text{UV}}$ and varying $k_{\text{IR}}$. Figure 1 illustrates how the variance of the standard expression $\delta D_L^{\text{std}}$ at $z = 0.1$ varies with respect to the e-folding $N$, where $e^{-N} \equiv k_{\text{IR}}/\mathcal{H}_o$. As first noted in [29], the variance of $\delta D_L^{\text{std}}$ increases exponentially with infrared cutoff scale $k_{\text{IR}}$ (or larger $N$), and if the scale is sufficiently large, the variance can reach an order unity to forgo the need for dark energy in explaining the luminosity distance measurements. This dramatic increase in the variance of $\delta D_L^{\text{std}}$ is due to the infrared divergence of the contribution of the gravitational potential $\delta D_L^\Psi$ (dotted) on super-horizon scales — logarithmically for the scale-invariant power spectrum ($n_s = 1$) and faster for the power spectrum with red tilt ($n_s < 1$). We emphasize that $\delta D_L^{\text{std}}$ is gauge-dependent and is not a correct expression for the luminosity distance $\delta D_L$ in an inhomogeneous universe, and this divergent behavior of
Figure 1. Variance $\langle \delta D^2_L \rangle$ of the luminosity distance fluctuation as a function of infrared cut-off scale ($k_{IR} \equiv H_0 \exp[-N]$) at $z = 0.1$, where $N$ approximately corresponds to the number of $e$-folding of the largest scale with curvature perturbations generated during the inflationary epoch. The standard expression $\delta D_{L}^{std}$ (solid) often used in literature is gauge-dependent, diverging with $N$, while the correct gauge-invariant calculation $\delta D_L = \delta D_{L}^{std} + \delta D_{L}^{\delta \tau_0}$ (dashed) is indeed finite with long-modes of gravity cancelled. For numerical calculations, we assume a flat $\Lambda$CDM universe with the spectral index $n_s = 0.96$, the matter density $\Omega_m = 0.3$, the scalar amplitude $A_s = 2 \times 10^{-9}$, and the Hubble parameter $h = 0.68$. We set the upper limit of momentum integration $k_{\text{max}} = 300 H_0$ for numerical integrations.

$\delta D_{L}^{std}$ is clearly cancelled with the variance of $\delta D_{L}^{\delta \tau_0}$. As a result, the variance computed by using the correct expression $\delta D_L$ (dashed curve) at $z = 0.1$ changes little with respect to the super-horizon scale cutoff.

While long-mode fluctuations of gravity can modulate the small-scale dynamics, the impact of such fluctuations should decrease as the scale of the fluctuations increases. The equivalence principle implies that fluctuations on super-horizon scales affect everything altogether and there is no way to tell the existence of uniform gravitational fields, in direct conflict with the calculation of $\delta D_{L}^{std}$ (solid) in figure 1. This infrared-divergence of the gravitational potential $\delta D_{L}^{\Psi}$ (dotted) is cancelled (dot-dashed) by the missing contribution $\delta D_{L}^{\delta \tau_0}$ in the luminosity distance, and the variance of the luminosity distance is indeed finite and devoid of such divergences, shown as the dashed curve.

5 Super-horizon perturbation contribution to the luminosity distance variance

In section 4 we presented the numerical computation of the variance by considering the perturbation scale from $k_{IR}$ to $k_{UV}$. In this section we present a thorough investigation of the long-mode perturbations at $k \leq k_{IR}$.

In this study, we set $k_{UV} = 300 H_0 \simeq 0.1 h/$Mpc since the nonlinear effect in the matter power spectrum becomes important for $k \gtrsim 0.1 h/$Mpc [33, 34]. The detailed study of $k_{UV}$ dependence on the luminosity distance variance is presented in [12].
For given scale \( \vec{r} \) between the observer and the source, we set \( k_{\text{IR}} \) to be \( k_{\text{IR}} \vec{r} \ll 1 \), and the long-mode gravitational potentials \( \Psi_\ell \) can be expressed with the curvature perturbation \( \zeta \) as

\[
\Psi_\ell(\tau, \vec{r}, \hat{n}) = D\Psi(\tau)\zeta_\ell(\vec{r}, \hat{n}) = D\Psi(\tau) \int_{0}^{k_{\text{IR}}} \frac{k^2 dk}{4\pi^2} \int_{-1}^{1} d\mu \, \zeta_k \, e^{ik\vec{r} \cos(\theta)}
= D\Psi(\tau) \left( \zeta_o + \vec{r} \vec{n} \partial_\vec{r} \zeta_o + \frac{1}{2} \hat{n} \vec{n} \partial_\vec{n} \zeta_o + \cdots \right)
\equiv D\Psi(\tau) \left( \zeta_o + \zeta_1(\mathcal{H}_o \vec{r}) + \frac{1}{2} \zeta_2(\mathcal{H}_o \vec{r})^2 + \cdots \right),
\tag{5.1}
\]

where \( \theta \) is the angle between the wave vector \( \vec{k} \) and the unit vector \( \hat{n} \). Dimensionless \( \zeta_o, \zeta_1 \), and \( \zeta_2 \) are defined as \( \zeta_o = \zeta|_o, \zeta_1 \equiv \mathcal{H}_o^{-1}\vec{n} \partial_\vec{n} \zeta|_o \), and \( \zeta_2 \equiv \mathcal{H}_o^{-2}\vec{n} \vec{n} \partial_\vec{n} \partial_\vec{n} \zeta|_o \), respectively. The suffix \( o \) indicates that a quantity is evaluated at the observation i.e., \( \vec{r} = 0 \).

According to the equivalence principle, the uniform gravitational potential \( \zeta_o \), and the gravity \( \zeta_1 \) modes should have no effect on local observables. In appendix D, it is shown that the linear-order fluctuation in the luminosity distance is completely devoid of the contributions of \( \zeta_o \) and \( \zeta_1 \), considering all terms in eq. (2.9). Thus, the dominant long-mode contribution to \( \delta D_L \) manifests with \( \zeta_2 \), and the variance of the dominant long-mode contribution is proportional to \( \langle \zeta_2^2 \rangle \). The variance of \( \zeta_2 \) is

\[
\langle \zeta_2^2 \rangle = \frac{1}{20 \mathcal{H}_o^2} \int_{0}^{k_{\text{IR}}} k^3 \Delta_\zeta^2(k) \, dk,
\tag{5.2}
\]

where \( \Delta_\zeta^2 \) is the the dimensionless power spectrum of the curvature perturbation. In the case of \( k_{\text{IR}} \ll k_{\text{eq}} \), \( \langle \zeta_2^2 \rangle \) is expressed as \( \langle \zeta_2^2 \rangle \propto (k_{\text{IR}}/\mathcal{H}_o)^4 (k_{\text{IR}}/k_o)^{n_s-1} \). Considering a flat ΛCDM universe, the explicit expression of the dominant long-mode contribution to the variance of the luminosity distances can be written as

\[
\langle \delta D_L^2(z, \hat{n}) \rangle_\ell = \left( \frac{k_{\text{IR}}}{\mathcal{H}_o} \right)^4 \left\{ \hat{A}_s \left( \frac{k_{\text{IR}}}{k_o} \right)^{n_s-1} \mathcal{F}(z, \Omega_m) \right\},
\tag{5.3}
\]

where \( \hat{A}_s \equiv \frac{8 A_s}{3 \zeta(3+n_s)} = \mathcal{O}(10^{-11}) \) for the best-fit parameters of the primordial universe \( (A_s = 2 \times 10^{-9} \text{ and } n_s = 0.96) \), \( \Omega_m \) is the current matter amount, and \( z \) is the source’s redshift. The first two terms \( \hat{A}_s \) and \( (k_{\text{IR}}/k_o)^{n_s-1} \) in bracket are related to the primordial universe, and the last term \( \mathcal{F}(z, \Omega_m) \) contains the information of the late-time universe. The explicit form of \( \mathcal{F} \) is

\[
\mathcal{F}(z, \Omega_m) = \left\{ \frac{7}{12} C_{\mathcal{F}}^2 r_s^4 - \frac{1}{6} (3D_o - D_z)C_{\mathcal{F}}^2 + \frac{C_{\mathcal{F}}^2}{3H_z} \left\{ 2D_o - 2D_z + \left( H_z \int_{0}^{r_s} Dd\bar{r} \right) \right\} \right\}
+ \left\{ D_o^2 + D_o D_z + \frac{3}{2} D_z^2 \right\} - \frac{1}{H_z r_s} \left\{ (D_o - 2D_z)(D_o - D_z) + (3D_o + 4D_z) \left( H_z \int_{0}^{r_s} Dd\bar{r} \right) \right\}
+ \frac{1}{2 H_z^2 r_s^2} \left\{ 3(D_o - D_z)^2 - 2(D_o - D_z) \left( H_z \int_{0}^{r_s} Dd\bar{r} \right) + 7 \left( H_z \int_{0}^{r_s} Dd\bar{r} \right)^2 \right\} \frac{1}{\Omega_m^2},
\tag{5.4}
\]

where \( D_o (D_z) \) means the growth function of the matter field at today (redshift \( z \)), and \( \Omega_m \) is the matter amount at today. \( C \) is defined as \( C = -\frac{5}{2} \mathcal{H}_o^2 \Omega_m \) (see also eq. (C.2)).
Figure 2. The numerical calculation of $\mathcal{F}$, which contains the late-time universe information in the luminosity distance variance of the long-mode contribution. The solid and dot-dashed lines indicate the cases of the flat $\Lambda$CDM ($\Omega_m = 0.3$) Universe and the Einstein-de Sitter (EdS) Universe, respectively. $\mathcal{F}$ is finite ($\mathcal{F}_{\Lambda CDM} \simeq 2.6$ and $\mathcal{F}_{EdS} \simeq 1.5$) at $z = 0$. It decreases (increases) monotonically for $z \lesssim 1.6$ ($z \gtrsim 1.6$) for the $\Lambda$CDM universe ($\Omega_m = 0.3$).

As shown in appendix D, the velocity, the gravitational potential, and the lensing contributions depend on the $\zeta_2$ mode, and $C$ in eq. (5.4) represents the gravitational potential contribution. Thus, in the case of the long-mode contribution to the luminosity distance variance, all contributions are important.

Figure 2 illustrates the numerical calculation of $\mathcal{F}$ in the flat $\Lambda$CDM universe ($\Omega_m = 0.3$) and the Einstein-de Sitter Universe with respect to $z$. The numerical value of $\mathcal{F}$ is finite at $z = 0$ ($\mathcal{F}_{\Lambda CDM} \simeq 2.6$ and $\mathcal{F}_{EdS} \simeq 1.5$). The amplitude of $\mathcal{F}$ decreases for $z \lesssim 1.6$ and increases for $z \gtrsim 1.6$. We can see that $\mathcal{F} < 10$ for $z \lesssim 2$ and $\mathcal{F}$ depends weakly on the cosmology model. Thus, $\langle \delta D_L^2 \rangle_\ell$ is $\mathcal{O}(10^{-11})$ for $k_{IR} \simeq H_o$. As we will see in the next section, the amplitude of the contribution of the sub-horizon perturbations to the luminosity distance variance is much larger than $\mathcal{O}(10^{-11})$, and the result in this section implies that the contribution of the super-horizon perturbations to the luminosity distance variance is negligible. In the following section, we study the contribution of the sub-horizon perturbations to the luminosity distance variance.

\footnote{In the limit of $z \to 0$, $\delta D_L(z \to 0, \hat{n}^i)$ in eq. (2.7) becomes
\[
\delta D_L(z \to 0, \hat{n}^i) = \frac{3}{2} H_o \Omega_m \delta \tau_o + \Psi_o + \frac{1}{H_o} \left( V_{\parallel o}^\prime - \partial_\parallel V_{\parallel o} + \partial_\parallel \Psi_o + \Psi_o^\prime \right),
\]
and it is constant at $z = 0$. Since the luminosity distance in a homogeneous universe is $D_L(z \to 0) = 0$, the luminosity $D_L = D_L(1 + \delta D_L)$ in an inhomogeneous universe and the luminosity distance variance $\langle \delta D_L^2(z, \hat{n}^i) \rangle$ vanish at $z = 0$. In the EdS universe, $\Psi_o$ can be expressed simply as $\Psi_o = -\frac{r}{3} \Psi$, and eq. (5.5) becomes $\delta D_L(z \to 0) = \frac{r}{3} \delta \tau_o + \Psi_o + \frac{r^2}{9} \partial_\parallel^2 \Psi_o$. This is in agreement with the result in [5].}
6 Variance of the luminosity distance

In sections 4 and 5, we have seen the super-horizon perturbation contribution to the luminosity distance is ineffective, if the correct expression $\delta D_L^2$ is used. In this section we investigate the sub-horizon perturbation contributions in eq. (2.9) to the luminosity distance variance.

By applying the perturbation solutions in appendix C into eq. (2.9), we can derive the variance of the luminosity distance. Figure 3 shows the contributions of each component to the variance of the luminosity distance, all of which are computed in a way long modes of gravity are absent.

The dominant contributions to the luminosity distance arise from the velocity contribution $\delta D_L^V$ (the dot-dashed grey line) at low redshift ($z \lesssim 0.6$), while the lensing contribution $\delta D_L^{\text{lens}}$ (the dotted red line) dominates at high redshift ($z \gtrsim 0.6$): the velocity (lensing) contribution increases (decreases) as redshift decreases (increases). The reason for this opposite trend originates from the fact that the dominant contribution of $\delta D_L^V$ comes from $\delta r/\bar{r}_z$. By contrast, the lensing contribution $\delta D_L^{\text{lens}}$ is cumulative, and it becomes significant at high redshift. The combined contribution of the gravitational potential and the coordinate lapse at the observation $\delta D_L^{\Psi+\delta\tau_0}$ consistently decreases as redshift increases, and it has a sign flip from positive to negative at $z \simeq 1.1$. However, this contribution is never important on all scales as long as the divergence is properly regulated, and its contribution order to the total $\delta D_L$ (the solid black line) is $\mathcal{O}(10^{-4})$.

Figure 3. Contributions to the variance $\langle \delta D_L^2 \rangle$ of the luminosity distance at each redshift. The dot-dashed gray and the dotted red lines indicate respectively the velocity $\delta D_L^V$ and the lensing contributions $\delta D_L^{\text{lens}}$. The variance is dominated by the velocity contribution at low redshift ($z \lesssim 0.6$) and the lensing contribution at high redshift ($z \gtrsim 0.6$). The dashed blue line corresponds to the combined contribution of the gravitational potential and the coordinate lapse at the observation, and it is always subdominant in all time at any scales. The thick black line $\delta D_L$ shows the variance of all contribution. The thin orange curve $\delta D_L(V_o=0)$ depicts the variance when all contributions of the observer velocity are ignored.
The observer velocity contribution is commonly neglected in many studies (e.g., [15, 23]), and the total variance without the observer velocity is depicted as the thin solid orange line in figure 3. Turning off the observer velocity by hand leads to the underestimated variance of the luminosity distance compared to the variance of all contributions. In particular, significant errors (∼40–50%) at $z = 0.1–0.5$ are made in the variance calculations.

Figure 2 shows the contribution of the super-horizon perturbation to the luminosity distance variance, and the minimum amplitude point appears at $z ≃ 1.6$, while the minimum amplitude point manifests at $z ≃ 0.5$ in figure 3, and their behaviors are different. The reason is that the gravitational potential contribution plays a significant role in the case of the super-horizon perturbation contribution. When we consider only the super-horizon perturbation contribution to the luminosity distance variance, the magnitudes of all contributions $\delta D^\text{+lens,+}\Psi+\delta\tau_o$ are comparable. In contrast to the case of the super-horizon perturbation consideration, the gravitational potential contribution is completely negligible in the consideration of the sub-horizon perturbation only. As a result, the shapes of figure 2 and figure 3 are different. In addition, the amplitude of the super-horizon perturbation contribution $\mathcal{O}(10^{-11})$ is completely suppressed to that of sub-horizon perturbation contribution (larger than $\mathcal{O}(10^{-6})$).

7 Discussion

We have computed the variance of the luminosity distance. As opposed to the cases in literature, where the variance diverges illustrated in figure 1 or an ad hoc cutoff scale $k_{\text{IR}}$ is imposed by hand, we have demonstrated that such infrared divergences are absent in our gauge-invariant calculation $\delta D_L$ and its presence (or the need to impose $k_{\text{IR}}$) in previous studies owes to the fact that their calculations were based on (incorrect) gauge-dependent expressions $\delta D^\text{std}_L$. The equivalence principle guarantees that the monopole modes of gravity, responsible for infrared divergences, cannot affect the local dynamics, and such monopole modes are indeed cancelled in our calculations.\(^4\)

Despite the absence of the infrared divergence, the super-horizon contribution to the luminosity distance correlation might be substantial since the gravitational potential is proportional to $(H_o/k)^2$. Thus, we computed the variance of this contribution, and we found that the contribution of the super-horizon perturbation is negligible, if the correct expression is used. However, if one inadvertently misses the monopole terms e.g., the coordinate lapse at the observation or the gravitational potential at the observation which are commonly neglected in many studies, this causes the violation of the equivalence principle and breaks gauge-invariance in the luminosity distance. In this case, the super-horizon mode becomes artificially important. However, there is a very subtle numerical difference between the correct result and incorrect one, when we impose a cutoff scale $k_{\text{IR}} \simeq H_o$ by hand.

Fortunately though, the level of the systematic errors is rather small as long as an ad hoc infrared cut-off scale $k_{\text{IR}}$ larger than the horizon scale is imposed in the calculations (see figure 1), because the leading correction is suppressed by $(k_{\text{IR}}/H_o)^4$ as shown in section 5. The variance due to inhomogeneities is at the level of percents at all redshifts, mainly due to the velocity contribution at low redshift and the lensing contribution at high redshift. The amplitudes of the luminosity distance variance computed in this paper can be magnified,\(^4\)

\(^4\)Entropy perturbations on super-horizon scales may affect the local dynamics. However, the equivalence principle dictates that such correlations should originate from non-gravitational interactions.
if larger \( k_{UV} \) is adopted. Especially, the largest amplitudes of the velocity and the lensing contributions increase respectively 3 times and 10 times for \( k_{UV} = \infty \), as shown in [12].

The features and the expressions of the velocity and the lensing contributions are in agreement with the previous studies. However, the observer velocity contribution is often not considered in [12–15, 23, 24, 31, 32], although the source velocity contribution result is consistent with our result. Neglecting the observer velocity contribution underestimates the luminosity distance variance as shown in figure 3, and such underestimation can be seen in [32], where the magnitude variances of the theoretical source velocity contribution and the simulation result are presented.\(^5\) In particular, significant errors (∼40–50%) at \( z = 0.1–0.5 \) are made in the variance calculations (the thin solid curve in figure 3), if all the observer velocity contributions are ignored.

The lensing variance is shown in [12, 32], but there is a discrepancy between our result and the result in [32]. The lensing variance in [32] becomes comparable to the (source) velocity contribution at \( z \simeq 0.4 \), whereas this happens at \( z \simeq 0.6 \) in this paper. This discrepancy originates from the choices of cutoff \( k_{UV} \) and the matter power spectrum \( P(k) \): \( k_{UV} = 0.1 \ h/\text{Mpc} \ (k_{UV} = \infty) \) and use of the linear matter power spectrum (the nonlinear matter power spectrum) in our paper (in the previous research). As shown in [12], the growing behavior of the lensing variance amplitude is more effective than that of the velocity contribution, as increasing \( k_{UV} \). Thus, the crossing point between the velocity and the lensing contributions manifests at smaller redshift in [32].

The mean of the luminosity distance \( \langle \delta D_L \rangle \) itself is also affected by the presence of inhomogeneities in our universe, as in our calculation of the variance. Unfortunately, the investigation of the mean requires going beyond the linear order calculations in our work and checking its gauge-invariance of the expression at the second order in perturbations. Moreover, a proper measure needs to be defined as in [17] (see also [20]) to account for the fact that the average in observation is different from the ensemble average in perturbation theory, while we suspect that the second-order expression of \( \delta D_L \) itself would be devoid of infrared divergences for the same physical reason, before any averaging is performed (the lowest order contribution to the variance in our case is independent of such measure). Quantifying the correct level of the shift in the mean of the luminosity distance due to inhomogeneities would play an important role in interpreting the luminosity distance measurements with high precision in future surveys.
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A Derivation of the wave vector distortion

In this appendix we present the propagation equation for the photon wave vector. In an inhomogeneous universe, we parametrize the metric perturbations with four scalar ($\alpha, \beta, \varphi, \gamma$) and the velocity perturbation of the $i$-th spatial component $u_i$ with one scalar ($v$) as

$$
\delta k^\mu(\chi) = \delta k_0^\mu - \int_0^\chi d\bar{\tau} \delta (\Gamma^\mu_{\nu\rho}k^\nu k^\rho),
$$

(A.2)

where $\chi$ is a past-directed affine parameter, and the integration is performed along the line-of-sight path $d\bar{\tau}$ at the linear order.

With the metric in eq. (A.1), one can derive the $\delta (\Gamma^\mu_{\nu\rho}k^\nu k^\rho)$ as

$$
\delta (\Gamma^\mu_{\nu\rho}k^\nu k^\rho) = -2 \partial_{||} \alpha + \partial^2 \beta + \partial^2 \gamma' + \alpha' + \varphi' \tag{A.3}
$$

$$
\frac{d}{d\bar{\tau}} \left( -2 \alpha + \beta' + \gamma'' + \partial_{||} \beta + \partial_{||} \gamma' \right) - \mathcal{I}',
$$

$$
\delta (\Gamma^i_{\nu\rho}k^\nu k^\rho) = \bar{n}^i \left( \partial_{||} \alpha - \partial_{||} \beta' + \partial_{||} \varphi - 2 \partial^2 \gamma' + \partial^2 \gamma - 2 \varphi' \right) + \partial_{\perp} \left( \alpha - \beta' - \varphi \right) + \partial^2 \partial_{\perp} \gamma - 2 \partial_{||} \partial_{\perp} \gamma'
$$

$$
= \bar{n}^i \left\{ \frac{d}{d\bar{\tau}} \left( \alpha - \beta' + \varphi - \gamma'' - \partial_{||} \gamma' + \partial^2 \gamma \right) + \mathcal{I} \right\} + \frac{d}{d\bar{\tau}} \left( \partial_{||} \partial_{\perp} \gamma - \partial_{\perp} \gamma' \right) + \partial_{\perp} \mathcal{I},
$$

where $\mathcal{I} \equiv \alpha - \beta' - \varphi - \gamma''$. We defined the gauge-invariant quantity $\mathcal{I}$. The perpendicular $\partial^i_{\perp}$ and the parallel $\partial_{||}$ derivatives with respect to the line-of-sight are defined as $\partial^i_{\perp} \equiv (\delta^i j - \bar{n}^i \bar{n}^j) \partial_j$ and $\partial_{||} \equiv \bar{n}^i \partial_i$, respectively. Note that we replaced $\partial_{||}$ with $\frac{d}{d\bar{\tau}}$ by using $\partial_{||} = \frac{d}{d\bar{\tau}} + \bar{n} \partial_{\perp}$, and the total line-of-sight derivative $\frac{d}{d\bar{\tau}}$ will be extracted out from the integration in eq. (A.2). With eq. (A.3), one can derive the wave vector distortion at the linear order level as

$$
\delta \nu(\chi) = \delta \nu_0 + \left[ 2 \alpha - \beta' - \gamma'' - \partial_{||} \beta - \partial_{||} \gamma' \right] \chi_0 + \int_0^\chi d\bar{\tau} \mathcal{I}',
$$

$$
\delta n_{||}(\chi) = \delta n_{||,0} + \left[ - \alpha + \beta' - \varphi + \gamma'' + \partial_{||} \gamma' - \partial^2 \gamma \right] \chi_0 - \int_0^\chi d\bar{\tau} \mathcal{I}',
$$

$$
\delta n_{\perp}^1(\chi) = \delta n_{\perp,0}^1 + \left[ \partial_{\perp} \gamma' - \partial_{\perp} \partial_{\perp} \gamma \right] \chi_0 - \int_0^\chi d\bar{\tau} \partial_{\perp} \mathcal{I}, \tag{A.4}
$$

where $[y]^0_o$ indicates $[y]_o^X \equiv y_X - y_0$, and the subscripts $\chi$ and $o$ represent the position at $x^\mu_\chi = (\tau_\chi, \chi \bar{n}^i)$ and $x^\mu_o = x^\mu_{\chi=0}$, respectively. $\partial_{\perp}$ in the integration of $\delta n_{\perp}^1$ is defined

\[6\]The indices of four vectors are raised or lowered by $g_{\mu\nu}$. It is also noted that there exist other ways in literature to define the velocity perturbation.
as $\bar{\partial}_\perp^i \equiv (\delta^{ij} - \bar{n}_i \bar{n}_j) \partial / \partial \bar{x}^j$, where $\bar{x}^\mu = (\bar{\tau}_o - \bar{r}, \bar{r} \bar{n}^i)$ represents the coordinate along the line-of-sight. The boundary terms $\delta \nu_o$ and $\delta n_o^i$ are determined as follows.

In the observer’s local Lorentz frame, the physical wave vector is $p^\mu_L = \omega_o (-1, \bar{e}^I)$, where $\bar{e}^I$ is a unit vector tangent to the observed photon direction and $\omega_o$ is the observed energy. To find the relation between the wave vectors in the local Lorentz frame $p^\mu_L$ and in the global coordinate frame $k^\mu_o$, we consider the tetrad $e^\mu_o$, describing the orthonormal coordinate in the local Lorentz frame:

$$e^\mu_i = u^\mu = \frac{1}{a(\tau)} (1 - \alpha, v^j + \beta^j), \quad e^0_i = \frac{1}{a(\tau)} v_I, \quad e^j_I = \frac{1}{a(\tau)} \left( \delta_i^j - \varphi \delta_i^j - \partial^j \partial^\gamma \right), \quad (A.5)$$

where $t$ and $I(=1,2,3)$ indicate the time and the spatial components in the local Lorentz frame. By projecting $p^\mu_L = e^\mu_o p^\mu_o = \omega_o (-1, \bar{e}^I)$, where $p^\mu_o$ is the physical wave vector i.e., $p^\mu_o = \frac{1}{C_o(a(\tau_o))} k^\mu_o$ and $C$ is the proportional constant between the physical and conformal affine parameters [27], one can obtain the relation, and the spatial part becomes

$$\omega_o \bar{e}^I = \frac{1}{C_o(a(\tau_o))} \left\{ \bar{n}^I \left( 1 + \delta n_{||o} + \partial_|| v_o + \varphi_o + \partial_\parallel \beta_o - \partial_\parallel^2 \gamma_o \right) + \delta n^I_{\perp o} + \partial^I \gamma_o + \partial^I_\parallel \beta_o + \partial^I_\parallel \gamma_o \right\}. \quad (A.6)$$

We set $\bar{e}^I$ to be $\bar{n}^I$, and $\delta n^I_{\perp o}$ is derived as

$$\delta n^I_{\perp o} = - \bar{\partial}^I_\perp v_o - \bar{\partial}^I_\perp \beta_o - \partial^I_\parallel \gamma_o, \quad (A.7)$$

and $\delta n_{|| o}$ is determined:

$$\delta n_{|| o} = - \bar{\partial}_\parallel v_o - \partial_\parallel \beta_o - \partial_\parallel^2 \gamma_o + X_o, \quad (A.8)$$

where $X_o$ is the additional radial component in $\delta n_o^i$ i.e., $\delta n_o^i = X_o \bar{n}^i - \bar{\partial}^i v_o - \partial^i \beta_o - \partial_\parallel \partial^i \gamma_o$. From eq. (A.6), the relation between $X_o$ and $C$ is derived as

$$\omega_o a(\tau_o) = 1 + \varphi_o + X_o. \quad (A.9)$$

With this relation and the temporal part $p^\mu_L$, one can derive $\delta \nu_o$ as

$$- \omega_o C_o(a(\tau_o)) = -1 + \delta \nu_o - \alpha_o - \partial_\parallel v_o, \quad \delta \nu_o = \alpha_o + \partial_\parallel v_o - \varphi_o - X_o. \quad (A.10)$$

Note that $\delta n_o$ and $\delta n_{|| o}$ satisfy the null condition: $\delta \nu_o + \delta n_{|| o} = \alpha_o - \partial_\parallel \beta_o - \varphi_o - \partial_\parallel^2 \gamma_o$.

To reduce one degree of freedom $X_o$, the additional normalization is needed. The normalization $X_o = \mathcal{H}_o \delta \tau_o - \varphi_o$ yields $\omega_o a(\tau_o) = 1$. The advantage of this normalization is that the expression of the observed redshift becomes simple as $1 + z_s = \frac{a(\tau_o)}{a^2} k^\mu u_\mu |s|$, and this normalization is applied in [8]. Alternatively, we can choose $X_o = - \varphi_o$ to make $\omega_o a(\tau_o) = 1$, and it is utilized in [7]. In this case, $C$ depends on a gauge choice, and its gauge transformation is $\tilde{C} = C(1 - \mathcal{H}_o e^0)\tilde{a}(\tau_o)$ since $\omega_o a(\tau_o) = 1 - \mathcal{H}_o \delta \tau_o$, where $\omega_o$ and $a(\tau_o)$ are gauge-invariant.

However, the physical observable should be independent from this artificial normalization. As we shall see, the luminosity distance fluctuation only depends on $\delta n^I_{\perp o}$, which manifests in the angular distortion $\kappa$. That is, the luminosity distance fluctuation is independent from $\delta \nu_o$ and $\delta n_{|| o}$, and it is free from $C$ and $X_o$.
B Derivations of the frame, redshift, radial, and angular distortions

As shown in eq. (2.2), the linear-order fluctuation $\delta D_L$ in the luminosity distance consists of the radial $\delta r$, the angular $\kappa$, the redshift $\delta z$, and the frame $\Xi$ distortions. The frame distortion is simply expressed as $\Xi = \frac{1}{4\pi^2} (\delta^{ij} - n_i n_j) \delta g_{ij}$. In this appendix, we derive the other components in the luminosity distance. For busy readers, we first present their expressions at the linear order and give the detailed derivations next:

$$\Xi = \psi_s + \frac{1}{2} \Delta \gamma_s + \frac{1}{\bar{r}_z} \partial_\parallel \gamma_s, \quad \text{(B.1)}$$

$$\delta z = \mathcal{H}_o \delta \tau_o + \left[ -\varphi - [\mathcal{I} + \mathcal{V}_\parallel] \right]_o - \int_0^{\bar{r}_z} d\bar{r} \, \mathcal{I}', \quad \text{(B.2)}$$

$$\delta r = \delta \tau_o - \frac{1}{\mathcal{H}_z} \delta z + \left[ -\beta - \gamma' - \partial_\parallel \gamma \right]_o + \int_0^{\bar{r}_z} d\bar{r} \, \mathcal{I}, \quad \text{(B.3)}$$

$$\kappa = -\mathcal{V}_\parallel^o + \frac{1}{\bar{r}_z} \partial_\parallel \gamma_o + \frac{1}{2} \Delta \gamma_s - \frac{1}{2} [\mathcal{I}]_o - \int_0^{\bar{r}_z} d\bar{r} \left\{ \frac{\bar{r}}{\bar{r}_z} \mathcal{I}' + \frac{1}{2} \left( \frac{\bar{r}_z - \bar{r}}{\bar{r}_z} \right) (\mathcal{I}'' - \Delta \mathcal{I}) \right\}, \quad \text{(B.4)}$$

where the gauge-invariant quantity $\mathcal{V}_\parallel$ is defined as $\mathcal{V}_\parallel \equiv \partial_\parallel (v + \beta + \gamma')$.

The observed redshift is determined from the ratio of the source $\mathbb{C}^{-1} a^{-2} k^\mu u_\mu|_s$ and the observed $\mathbb{C}^{-1} a^{-2} k^\mu u_\mu|_o$ energies. With this the observer infers the emission time $\bar{\tau}_z$ as

$$1 + z_s = \frac{a^{-2} k^\mu u_\mu|_s}{a^{-2} k^\mu u_\mu|_o} = \frac{a(\tau_o)}{a(\tau_z)}, \quad \text{ (B.5)}$$

where $\bar{\tau}_o$ corresponds to the observer’s proper time and $\bar{\tau}_z = \bar{\tau}_0 - \bar{r}_z$ is the inferred emission time, where $\bar{r}_z$ is the comoving distance of redshift $z$. With the wave vector distortion and the 4-velocity, the ratio is determined as

$$\frac{a^{-2} k^\mu u_\mu|_s}{a^{-2} k^\mu u_\mu|_o} = \frac{a(\tau_o)}{a(\tau_z)} \left[ 1 + \left[ -\delta \nu + \alpha + \partial_\parallel \mathcal{V}_\parallel \right]_o \right] = \frac{a(\tau_o)}{a(\tau_z)} \left[ 1 + \mathcal{H}_o \delta \tau_o + \left[ -\varphi - [\mathcal{I} + \mathcal{V}_\parallel] \right]_o - \int_0^{\bar{r}_z} d\bar{r} \, \mathcal{I}' \right], \quad \text{ (B.6)}$$

where the gauge-invariant quantity $\mathcal{V}_\parallel$ is defined as $\mathcal{V}_\parallel \equiv \partial_\parallel (v + \beta + \gamma')$. Note that $a(\tau_o)$ is expanded as $a(\tau_o = \bar{\tau}_o + \delta \tau_o) = a(\bar{\tau}_o)(1 + \mathcal{H}_o \delta \tau_o)$.

The redshift distortion $\delta z$ is defined to describe how the observed redshift $z_s$ is distorted compared with the redshift due to the pure Hubble expansion $\bar{z}$ as

$$1 + z_s = (1 + \bar{z})(1 + \delta z) = \frac{a(\tau_o)}{a(\tau_z)} (1 + \delta z), \quad \text{ (B.7)}$$

and the redshift distortion $\delta z$ is determined as

$$\delta z = \mathcal{H}_o \delta \tau_o + \left[ -\varphi - [\mathcal{I} + \mathcal{V}_\parallel] \right]_o - \int_0^{\bar{r}_z} d\bar{r} \, \mathcal{I}' \quad \text{ (B.8)}$$

Since the wave vector is the tangent vector of the photon curve i.e., $k^\mu = dx^\mu/d\chi$, the true spacetime position of the source is derived by integrating the wave vector as

$$x^\mu_s = x^\mu_o + \int_0^{\chi_s} k^\mu d\bar{r}, \quad \text{ (B.9)}$$
where $\chi_s$ is the affine parameter at the emission i.e., $\chi_s = \bar{r}_z + \delta \chi$, where $\delta \chi$ is the affine parameter perturbation. The spacetime position inferred from the observed redshift and angle is $\bar{x}_z^\mu = (\bar{r}_o - \bar{r}_z, \bar{r}_z \hat{n}^i)$. With this, the spacetime distortion is determined by subtracting the true position with the inferred position as $\Delta x^\mu = x^\mu_o - \bar{x}_z^\mu$, and the temporal $\Delta \tau$ and the radial $\delta r$ distortions at the linear order level are

$$
\Delta \tau = \tau_o + \int_0^{\bar{r}_z} k^0 \ d\bar{r} - (\bar{r}_o - \bar{r}_z) = \delta \tau_o + \int_0^{\bar{r}_z} \delta \nu \ d\bar{r} - \delta \chi,
$$

$$
\delta r = \hat{n}_i \Delta x^i = \int_0^{\bar{r}_z} \hat{n}_i k^i \ d\bar{r} - \bar{r}_z = \int_0^{\bar{r}_z} \delta n || \ d\bar{r} + \delta \chi = \delta \tau_o + \int_0^{\bar{r}_z} (\delta \nu + \delta n ||) \ d\bar{r} - \Delta \tau,
$$

where $\delta \chi$ is the affine parameter perturbation which describes the difference between the affine parameter of the observed line-of-sight $\bar{r}_z$ and that of the true light geodesic $\chi_s$ i.e., $\delta \chi = \chi_s - \bar{r}_z$. Note that in the last line, $\delta \chi$ is replaced by applying the first line.

From the relation between the inferred coordinate time and the observed redshift $1 + z_s = a(\bar{r}_o)/a(\bar{r}_z)$ and eq. (B.8), the relation between $\Delta \tau$ and $\delta z$ is derived as

$$
\Delta \tau = \frac{1}{\mathcal{H}_z} \delta z,
$$

where $\mathcal{H}_z = \mathcal{H}(\bar{r}_o - \bar{r}_z)$. With this, the radial distortion can be expressed with the wave vector and the redshift distortions as

$$
\delta r = \delta \tau_o + \int_0^{\bar{r}_z} \ d\bar{r} \left( \delta \nu + \delta n || \right) - \frac{1}{\mathcal{H}_z} \delta z,
$$

and the integrand is derived from the null condition $k^\mu k_\mu = 0$ as

$$
\delta \nu + \delta n || = \alpha - \partial || \beta - \varphi - \partial_\| \gamma = \frac{d}{d\chi} (-\beta - \gamma' - \partial_\| \gamma) + \mathcal{I}.
$$

Thus, the radial distortion becomes

$$
\delta r = \delta \tau_o - \frac{1}{\mathcal{H}_z} \delta z + \left[ -\beta - \gamma' - \partial_\| \gamma \right]_o + \int_0^{\bar{r}_z} d\bar{r} \mathcal{I}.
$$

In contrast to the previous ones, the angular distortion depends on the wave vector distortion at the observation ($\delta n^\perp$), and $\delta n^\perp$ is determined by the alignment between the observed angles in the physical and the conformal spacetimes: $\hat{e} = \hat{n}$. As referred in appendix B, $\delta n^\perp = -\partial || \mathcal{V}_o$, and we use it in the following.

The angular distortion is defined as $\kappa = -\frac{1}{2} \partial_\perp \Delta x^\perp$. $\Delta x^\perp$ is derived from eq. (A.4), eq. (A.7), and eq. (B.9) as

$$
\Delta x^\perp = \int_0^{\bar{r}_z} \delta n^\perp \ d\bar{r} = -\partial || \mathcal{V}_o \bar{r}_z + \int_0^{\bar{r}_z} d\bar{r} \left( \frac{d}{d\bar{r}} \partial^\perp || - \int_0^{\bar{r}} d\bar{r} \partial^\perp \mathcal{I} \right)
$$

$$
= -\partial || \mathcal{V}_o \bar{r}_z - \left[ \partial^\perp || \right]_o - \int_0^{\bar{r}_z} d\bar{r} \int_0^{\bar{r}} d\bar{r} \partial^\perp \mathcal{I}
$$

$$
= -\partial || \mathcal{V}_o \bar{r}_z - \left[ \partial^\perp || \right]_o - \int_0^{\bar{r}_z} d\bar{r} \ (\bar{r}_z - \bar{r}) \partial^\perp \mathcal{I},
$$

$$
\kappa = \frac{1}{2} \partial_\perp \Delta x^\perp.
$$
ΛCDM are well known as gauge \( \zeta \) and the angular distortion is

\[
\kappa = -\frac{1}{2} \partial_{\perp} \Delta x_{\perp 1} \\
= -V_{\parallel o} + \frac{1}{r_{z}} \partial_{\parallel} \gamma_{o} + \frac{1}{2} \Delta_{\perp} \gamma_{s} + \frac{1}{2} \int_{0}^{r_{z}} d r \frac{(r_{z} - \bar{r})}{r_{z}} \Delta_{\perp} I \\
= -V_{\parallel o} + \frac{1}{r_{z}} \partial_{\parallel} \gamma_{o} + \frac{1}{2} \Delta_{\perp} \gamma_{s} - \frac{1}{2} [I]_{o} - \int_{0}^{r_{z}} d r \frac{1}{r_{z}} \bigg\{ \frac{1}{r_{z}} I' + \frac{1}{r_{z}} (I'' - \Delta I) \bigg\}, \tag{B.16}
\]

where \( \Delta_{\perp} \equiv \partial_{\perp} \bar{\partial}_{\perp} \). The relation \( \partial_{\perp} = \frac{\bar{r}}{r_{z}} \bar{\partial}_{\perp} \) is applied in the middle line. In addition, the \( \bar{\Delta}_{\perp} I \) in the middle line is altered as

\[
\Delta_{\perp} I = (\delta_{i} - \bar{n}_{i} \bar{n}_{j}) \bar{\partial}_{j} \big\{ (\delta_{ik} - \bar{n}_{i} \bar{n}_{k}) \bar{\partial}_{k} I \big\} \\
= \Delta I - \frac{2}{\bar{r}} \partial_{\parallel} I - \frac{\bar{\partial}^{2}}{\bar{r}} I \\
= \Delta I - I'' - \frac{2}{\bar{r}} \frac{d}{d \bar{r}} I - \frac{d}{d \bar{r}} (\partial_{\parallel} I + I') . \tag{B.17}
\]

Note that the relation \( \bar{\partial}_{i} \bar{n}_{j} = \frac{1}{\bar{r}} (\delta_{ij} - \bar{n}_{i} \bar{n}_{j}) \) is utilized in the first line. After some tedious calculations of the integration by part, one can derive the last line in eq. (B.16).

C Perturbation solutions in the ΛCDM

In this appendix we express the perturbation solutions in the conformal Newtonian gauge in terms of the linear growth function \( D \) and the curvature perturbation in the comoving gauge \( \zeta \).

The equation and the solution of the linear growth function of the density contrast in a ΛCDM are well known as

\[
\frac{d^{2} D}{d a^{2}} + \frac{3}{2 a} (2 - \Omega_{m}(a)) \frac{d D}{d a} - \frac{3}{2 a^{2}} \Omega_{m}(a) D = 0, \quad \Rightarrow \quad D(a) = a \left\{ 1 + \frac{11}{6}, -\frac{a^{3}}{\Omega_{m}} (1 - \Omega_{m}) \right\}, \tag{C.1}
\]

where \( 2 F_{1} \) is the hypergeometric function, and \( \Omega_{m}(a) \) is the matter amount when the scale factor of the universe is \( a \).

From the ADM (Arnowitt-Deser-Misner) equations [25, 26] in the comoving gauge \( (v = 0 = \gamma, \text{and} \ \varphi = \zeta) \), the perturbation quantities can be written in terms of the growing mode of the density contrast \( \delta_{+} \) or the curvature perturbation \( \zeta \) as

\[
\zeta(x) \equiv C \Delta^{-1} \delta_{+}(x) , \\
\beta(a, \bar{x}) = -a H(a) D \frac{d D}{d a} \Delta^{-1} \delta_{+}(x) = -\frac{a H(a)}{C} \frac{d D}{d a} \zeta \equiv D_{\beta}(a) \zeta , \tag{C.2}
\]

where \( D_{\beta} \equiv -\frac{a H}{C} \frac{d D}{d a} \) and \( C \equiv -(H(a) D' + \frac{3}{2} H^{2} \Omega_{m}(a) D) \). Since \( \zeta \) does not depend on time, one can simplify \( C \) by taking the limit of a Einstein-de Sitter universe \( (a \ll 1, D \to a, H \to H_{0} \sqrt{\Omega_{0_m}/a}, \text{and} \ \Omega_{m}(a) \to 1) \) as \( C = -\frac{2}{3} H_{0}^{2} \Omega_{m} \).

The perturbation solutions in the conformal Newtonian gauge \( (\beta = 0 = \gamma, \alpha = \Psi, \varphi = \Phi, \text{and} \ q_{+} = V_{+}) \) can be obtained by transforming the solution in the comoving gauge
to the conformal Newtonian gauge. Under the gauge transformation (\(\tilde{x}^\mu = x^\mu + (T, L^i)^\mu\)), the perturbation quantities transform as

\[
\tilde{\alpha} = \alpha - \frac{1}{a}(aT)', \quad \tilde{\beta} = \beta - T + L', \quad \tilde{\gamma} = \gamma - L, \quad \tilde{\varphi} = \varphi - H T, \quad \tilde{v} = v + T, \tag{C.3}
\]

and the displacement field \((T, L^i)^\mu\) is derived as \(T = \beta\) and \(L = 0\). Thus, the perturbation variables in the conformal Newtonian gauge are determined as \(\Psi = -\frac{1}{a}(a\beta)'\), \(\Psi = \zeta - H\beta\), \(\Phi_v = \beta\), and \(\delta \tau_o = \Phi_{\nu o}\). Thus, they can eventually be expressed in terms of the curvature perturbation \(\zeta\) as

\[
\delta \tau_o = D_{V o} \zeta_o, \quad \Psi(a, x) = D_{\psi}(a) \zeta(x), \quad V_i(a, x) = D_V (a) \partial_i \zeta(x), \tag{C.4}
\]

where \(D_{\psi}(a) \equiv \mathcal{H}(a) D_{\beta}(a) - 1\) and \(D_V (a) \equiv D_{\beta}(a)\).

### D Computation check of the luminosity distance with the equivalence principle

According to the equivalence principle, the uniform gravitational potential \(\zeta_o\) and the uniform gravity \(\zeta_1\) in eq. (5.1) should have no physical effect on local observables. In this section we show that the luminosity distance fluctuation in a \(\Lambda\)CDM universe is consistent with the equivalence principle.\(^7\) Substituting \(\Psi = D_{\psi}(\zeta_o + \zeta_1(\mathcal{H}_o F))\) and \(V_\parallel = \mathcal{H}_o D_{V \zeta_1}\) into eqs. (B.1)–(B.4), one can investigate the contributions of \(\zeta_o\) and \(\zeta_1\) to the frame, the redshift, the radial, and the angular distortions of the luminosity distance.

There are three types of integration in the distortions: (1) \(\int_0^{r_z} \Psi' d\bar{r}\) in \(\delta z\), (2) \(\int_0^{r_z} \Psi d\bar{r}\) in \(\delta r\), and (3) \(\int_0^{r_z} \frac{(\bar{r}_z - \bar{r})^2}{\bar{r}_z} \Delta_{\bot} \Psi' d\bar{r}\) in \(\kappa\). Expressing the gravitational potential \(\Psi\) in terms of the temporally constant curvature perturbation in the comoving \(\zeta\), one can simplify these integrations. By using \(\Psi\) as \(\Psi = -\frac{1}{a}(\beta' + \zeta)\), the first integration (1) can be manipulated as

\[
(1): \int_0^{r_z} \Psi'(d\bar{r} = \int_0^\bar{r} \left( - \frac{d\Psi}{d\bar{r}} + \partial_\parallel \Psi \right) = - \left[ \Psi \right]_0^\bar{r} + \mathcal{H}_o \zeta_1 \int_0^{r_z} d\bar{r} D_{\psi}. \tag{D.1}
\]

Likewise, the second integration becomes

\[
(2): \int_0^{r_z} \Psi d\bar{r} = \zeta_o \int_0^{r_z} d\bar{r} D_{\psi} + \mathcal{H}_o \zeta_1 \int_0^{r_z} d\bar{r} D_{\psi} \bar{r} . \tag{D.2}
\]

Since \(\zeta_o\) and \(\bar{r}\) vanish when we take the perpendicular derivative \(\bar{\partial}_{\bot i}\), we only need to compute \(\bar{\partial}_{\bot i} \zeta_1\) to calculate the third integration:

\[
\bar{\partial}_{\bot i} \zeta_1 = \bar{\partial}_{\bot i} \bar{n}^k \partial_k \zeta_o = \frac{1}{\bar{r}} (\delta_i^k - \bar{n}^k \hat{n}_i) \partial_k \zeta_o , \quad \bar{\Delta}_{\bot} \zeta_1 = - \frac{2}{\bar{r}^2} \bar{n}^k \partial_k \zeta_o = - \frac{2}{\bar{r}^2} \zeta_1 . \tag{D.3}
\]

Exploiting the second expression, we derive

\[
(3): \int_0^{r_z} d\bar{r} \frac{(\bar{r}_z - \bar{r})^2}{\bar{r}_z} \Delta_{\bot} \psi = \mathcal{H}_o \int_0^{r_z} d\bar{r} \left( \frac{\bar{r}_z - \bar{r})^2}{\bar{r}_z} \right) \frac{D_{\psi} \bar{\Delta}_{\bot} \zeta_1}{\bar{r}_z} = \mathcal{H}_o \left( -2 \int_0^{r_z} d\bar{r} D_{\psi} + \frac{2}{\bar{r}_z} \int_0^{r_z} d\bar{r} D_{\psi} \bar{r} \right) \zeta_1 . \tag{D.4}
\]

\(^7\)Similar computation is presented in [9] by assuming an Einstein-de Sitter universe, where the gravitational potential is temporally constant.
With these, the distortions are finally determined as

\[ \Xi(\zeta_o, \zeta_1) = - D\Psi s\zeta_o - \mathcal{H}_o D\Psi s\zeta_1 \bar{r}_z, \]

\[ \delta z(\zeta_o, \zeta_1) = (-\mathcal{H}_o D\mathcal{V}_o + D\Psi s - D\Psi_o)\zeta_o + \mathcal{H}_o \left(D\mathcal{V}_s - D\mathcal{V}_o + D\Psi s\bar{r}_z - 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi\right) \zeta_1 \]

\[ = (1 + D\Psi s)\zeta_o + \mathcal{H}_o \left(D\mathcal{V}_s - D\mathcal{V}_o + D\Psi s\bar{r}_z - 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi\right) \zeta_1, \]

\[ \delta r(\zeta_o, \zeta_1) = \left(D\mathcal{V}_o - \frac{1}{\mathcal{H}_z} (1 + D\Psi s) + 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi\right) \zeta_o \]

\[ + \mathcal{H}_o \left[ \frac{1}{\mathcal{H}_z} \left(-D\mathcal{V}_s + D\mathcal{V}_o - D\Psi s\bar{r}_z + 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi\right) + 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi \bar{r}\right] \zeta_1, \]

\[ \kappa(\zeta_o, \zeta_1) = \mathcal{H}_o \left(-D\mathcal{V}_o - 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi + \frac{2}{\bar{r}_z} \int_0^{\bar{r}_z} d\bar{r} D\Psi \bar{r}\right) \zeta_1. \]

From above, the contribution of the uniform gravitational potential \( \zeta_o \) to \( \delta D_L \) is derived as

\[ \delta D_L(\zeta_o) = \left(1 + \frac{1}{\bar{r}_z} D\mathcal{V}_o - \frac{1}{\mathcal{H}_z\bar{r}_z} (1 + D\Psi s) + \frac{2}{\bar{r}_z} \int_0^{\bar{r}_z} d\bar{r} D\Psi\right) \zeta_o. \]

Combining \( \Psi = -\frac{1}{a}(\alpha\beta)' \) and \( \beta' = -2\mathcal{H}\beta + \zeta \) in appendix C, we re-arrange each component as

\[ D\Psi = -\frac{1}{2} (D\mathcal{V} + 1), \quad \int_0^{\bar{r}_z} d\bar{r} D\Psi = \frac{1}{2} (D\mathcal{V}_s - D\mathcal{V}_o) - \frac{1}{2} \bar{r}_z, \quad D\Psi = \mathcal{H} D\mathcal{V} - 1. \]

Finally, we demonstrate that the contribution of \( \zeta_o \) is indeed zero:

\[ \delta D_L(\zeta_o) = \left(\frac{1}{r_z} D\mathcal{V}_s - \frac{1}{\mathcal{H}_z r_z} (1 + D\Psi s)\right) \zeta_o = 0. \]

With the above derivations, one can readily check that \( \zeta_1 \) contribution to \( \delta D_L \) also vanishes

\[ \delta D_L(\zeta_1) = \mathcal{H}_o \left(D\mathcal{V}_s + \frac{1}{\mathcal{H}_z r_z} \left(-D\mathcal{V}_s + D\mathcal{V}_o - D\Psi s r_z + 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi\right) + 2 \int_0^{\bar{r}_z} d\bar{r} D\Psi \bar{r}\right) \zeta_1 \]

\[ = \mathcal{H}_o \left(D\mathcal{V}_s - \frac{1}{\mathcal{H}_z} (1 + D\Psi s)\right) \zeta_1 = 0. \]

Thus, the luminosity distance fluctuation is devoid of \( \zeta_o \) and \( \zeta_1 \) contributions, and it is consistent with the equivalence principle. However, ignoring the coordinate lapse at the observation or the observer velocity in the luminosity distance yields the equivalence principle violation results as

\[ \delta D_{L, w.o.}^{\zeta_o}(\zeta_o, \zeta_1) = - \left(\mathcal{H}_o^2 + \frac{\mathcal{H}_o}{\mathcal{H}_z} - \frac{\mathcal{H}_o^2}{\mathcal{H}_z \bar{r}_z}\right) D\mathcal{V}_o \zeta_o, \]

\[ \delta D_{L, w.o.}^{\zeta_1}(\zeta_o, \zeta_1) = \frac{\mathcal{H}_o}{\mathcal{H}_z \bar{r}_z} D\mathcal{V}_o \zeta_1, \]

where w.o stands for “without”.
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