Measuring the Accuracy of Simple Evolving Connectionist System with Varying Distance Formulas
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Abstract. Simple Evolving Connectionist System (SECoS) is a minimal implementation of Evolving Connectionist Systems (ECoS) in artificial neural networks. The three-layer network architecture of the SECoS could be built based on the given input. In this study, the activation value for the SECoS learning process, which is commonly calculated using normalized Hamming distance, is also calculated using normalized Manhattan distance and normalized Euclidean distance in order to compare the smallest error value and best learning rate obtained. The accuracy of measurement resulted by the three distance formulas are calculated using mean absolute percentage error. In the training phase with several parameters, such as sensitivity threshold, error threshold, first learning rate, and second learning rate, it was found that normalized Euclidean distance is more accurate than both normalized Hamming distance and normalized Manhattan distance. In the case of beta fibrinogen gene -455 G/A polymorphism patients used as training data, the highest mean absolute percentage error value is obtained with normalized Manhattan distance compared to normalized Euclidean distance and normalized Hamming distance. However, the differences are very small that it can be concluded that the three distance formulas used in SECoS do not have a significant effect on the accuracy of the training results.

1. Introduction
Artificial neural networks (ANN) as one of the information processing systems are inspired from biological network of neurons and have been proven to have high performance [1]. As a modern applied computational mathematics, ANN is used to solve problem by learning process from data patterns [2]. One known method in ANN is Simple Evolving Connectionist System (SECoS) [3] which is also known as simple evolving multi-layer perceptron as a minimal implementation of Evolving Connectionist Systems (ECoS) [4]. ECoS is a computational intelligent method based on neural network, but is using a technique that differ from those of computational intelligence techniques. The ECoS operated continuously, adapting to some structure and functionality on every iterative interaction with the environment and the rest of the systems. By this manner, ECoS is able to overcome the commonly encountered ANN weaknesses in terms of longer training time and difficulty in determining the system architecture [5].
By using normalized Hamming distance in the activation function, [6] confirmed that SECoS is very sensitive to parameters such as first and second learning rate and could recognize data better and adapted faster to new data while in the learning process. Furthermore, in [4] SECoS was used to classify voice recognition by optimizing the parameter value. In the learning process normalized Hamming distance was used in the activation function to obtain smallest error. In addition to classification in medical case, [7] also used SECoS to classify gene data from cancer tissues. In [8] ECoS was implemented to develop a system which can help radiologists to identify the symptoms of breast cancer by using Breast Imaging Reporting and Database System as a standard system.

Adaptive capability of SECoS in the learning process is also studied in [9] in which the activation function is also calculated using normalized Hamming distance. Evolving Multi-layer Perceptron [10] for learning process in big data using normalized Hamming distance in the activation function obtained smallest error rate. Furthermore, using a different method, [11] compared Manhattan distance and Euclidean distance as two most popular distance formulas and came to a conclusion that Euclidean distance had more iteration compared to Manhattan distance. To optimize discrete wavelet frame (DWF) configuration, [12] used texture feature extraction method on images which used Manhattan distance, Euclidean distance, normalized Manhattan distance and normalized Euclidean distance. They concluded that normalized Euclidean distance gave an optimal value.

Various applications of SECoS had been conducted in the field of medical, environment and health studies [7]. In this research, a calculation of the activation value in SECoS is performed not only using normalized Hamming distance formula but also using normalized Manhattan distance and normalized Euclidean distance in order to compare the smallest error value and the best learning rate obtained on the case of beta fibrinogen gene -455 G/A polymorphism patients. The accuracy of the SECoS training results from the three distance formula is then calculated using mean absolute average error (MAPE) as one of the accuracy measure commonly used to calculate percentage error in statistical forecasting [13].

2. Methodology

2.1. Dataset Used

Data used in this research is data from beta fibrinogen gene -455 G/A polymorphism patients obtained from the examination of neurological and fibrinogen concentration rate [14]. The data belong to 136 patients which have 9 characteristics such as age, Hb, Ht, Leucosite, KGD, cholesterol, HDL, LDL and fibrinogen concentration rate.

2.2. General Architecture

The general architecture of this research is depicted in Figure 1. Data from the database is firstly normalized in the range of 0-1. These data are then given to the SECoS training network, whereby each of the distance formula is used in the calculation. Lastly, The accuracies of the output of the SECoS network are calculated using the mean absolute percentage error (MAPE).

Figure 1. The general architecture
2.3. Simple Evolving Connectionist Systems

SECoS consists of three neuron layers [6], in which the first layer is an input layer with linear or other activation functions, the second layer is an evolving hidden layer, and the third layer is the output layer. The linear activation function $A_n$ on the evolving node $n$ is defined by [4] as in (1).

$$A_n = 1 - D_n$$  

(1)

where $A_n$ is the activation value on node $n$ and $D_n$ is normalized distance value between input vector and incoming weight vector on corresponding node. In general, distance value $D_n$ is calculated using the following normalized Hamming distance as suggested in [4]:

$$D_n = \frac{\sum_{i=1}^{K} |I_i - W_i|}{\sum_{i=1}^{K} |I_i + W_i|}$$

(2)

where $K$ is the number of input nodes on SECoS, $I$ is the input vector, and $W$ is the input weight matrix on evolving layer.

In this paper, an analysis on the activation function is performed with distance values are calculated not only using normalized Hamming distance but also using normalized Manhattan distance and normalized Euclidean distance. Formula to calculate the distance values as adapted from [12] are shown in (3) and (4), respectively.

$$D_n = \frac{1}{k} \left( \sum_{i=1}^{K} |I_i - W_i| \right)^2$$

(3)

$$D_n = \frac{1}{k} \left( \sum_{i=1}^{K} |I_i - W_i| \right)^2$$

(4)

A learning process is then conducted using the SECoS method on patients data of beta fibrinogen gene -455 G/A polymorphism. The SECoS algorithm is adapted from [15] as in the following:

Step 1. Propagate input vector $I$ into the network.

Step 2. If the maximum activation ($A_{\text{max}}$) from one node is less than the sensitivity threshold ($S_{\text{thr}}$) coefficient, then add a new node. Otherwise,

a. Calculate the error value between the learning output of output vector $O_c$ and the actual value of output vector $O_d$.

b. If the error value is greater than the error threshold ($E_{\text{thr}}$) coefficient or output node desired is not active, then:

   i. Add a new node, otherwise

   ii. Change the connection weight on the winning hidden node.

Step 3. Repeat Step 1 and Step 2 for each input vector.

Whenever a node is added, the input weight is initialized correspond to input vector $I$ and the output weight is initialized corresponds to output vector $O_d$. Propagation process from hidden layer to output layer can be performed in two ways. First is using One-of-N propagation method in which propagation is performed by the hidden node with highest activation value. Second is using Many-of-N propagation method where propagation is performed by hidden node with activation value above the activation threshold.

2.4. Mean Absolute Percentage Error (MAPE)

The amount of result errors are calculated using MAPE as shown in (5). Among various accuracy criteria, MAPE is a measuring tool which incorporating the best characteristics [13]. Apart from some
its disadvantages, MAPE is a popular and widely used accuracy measure used in businesses and organizations [16].

\[
MAPE = \frac{1}{n} \left( \sum_{t=1}^{n} \left| \frac{A_t - F_t}{A_t} \right| \right) \times 100
\]  

(5)

where \(A_t\) is the actual data, \(F_t\) is calculated data, and \(n\) is the amount of data.

3. Result and Discussion

In this section, result of comparing normalized Hamming distance, normalized Manhattan distance and normalized Euclidean distance on the SECoS activation function will be examine to obtain the smallest error value and the best learning rate in the training stage.

3.1. Test results with three distance formulas

In performing a training stage using SECoS method, the first thing to do is determining the parameter values, namely learning rate 1, learning rate 2, sensitivity threshold, error threshold and the number of training data. The parameter values are then normalized in the range of 0-1, continued by propagation from input layer to hidden layer by calculating activation values using normalized Hamming distance and finally performing propagation from hidden layer to output layer.

The activation functions of normalized Hamming distance, normalized Manhattan distance and normalized Euclidean distance in the SECoS training are tested using beta fibrinogen gene -455 G/A polymorphism patient data. Testing for those distance formulas will be compared using various combination of parameter values. The first input parameter values are calculated with sensitivity threshold = 0.6, error threshold = 0.1, learning rate 1 = 0.3, and learning rate 2 = 0.3, resulted in a MAPE value of 0.56618 and 24 hidden nodes, 0.57179 MAPE value and 24 hidden nodes, and 0.60317 MAPE value and 28 hidden nodes, for normalized Hamming distance, normalized Manhattan distance, and normalized Euclidean distance, respectively (see the first row of Table 1). As the parameter values used on the training stage are affecting the resulted error values, therefore some combination of the parameter values are performed in order to obtain the smallest error. The complete combination of parameter values can be seen in Table 1.

| Test No | Sensitivity Threshold | Error Threshold | Learning Rate 1 | Learning Rate 2 | MAPE  | Hidden Node | MAPE  | Hidden Node | MAPE  | Hidden Node |
|---------|----------------------|-----------------|-----------------|-----------------|-------|-------------|-------|-------------|-------|-------------|
| 1       | 0.6                  | 0.1             | 0.3             | 0.3             | 0.56618 | 24          | 0.57179 | 24          | 0.60317 | 28          |
| 2       | 0.6                  | 0.1             | 0.3             | 0.6             | 0.57644 | 27          | 0.59153 | 33          | 0.66081 | 33          |
| 3       | 0.6                  | 0.1             | 0.3             | 0.9             | 0.58201 | 34          | 0.60809 | 34          | 0.63439 | 37          |
| ...     | ...                  | ...             | ...             | ...             | ...    | ...         | ...    | ...         | ...    | ...         |
| 19      | 0.3                  | 0.1             | 0.3             | 0.3             | 0.52377 | 22          | -       | -           | -       | -           |
| ...     | ...                  | ...             | ...             | ...             | ...    | ...         | ...    | ...         | ...    | ...         |
| 22      | 0.3                  | 0.1             | 0.6             | 0.3             | -      | -           | 0.52657 | 25          | 0.51691 | 24          |
| ...     | ...                  | ...             | ...             | ...             | ...    | ...         | ...    | ...         | ...    | ...         |
| 34      | 0.3                  | 0.05            | 0.9             | 0.3             | 0.55399 | 27          | 0.55280 | 29          | 0.54024 | 28          |
| 35      | 0.3                  | 0.05            | 0.9             | 0.6             | 0.56651 | 33          | 0.58345 | 36          | 0.59051 | 35          |
| 36      | 0.3                  | 0.05            | 0.9             | 0.9             | 0.55603 | 36          | 0.57230 | 37          | 0.54533 | 37          |

Table 1. Combination of parameter values using three distance formulas
It is shown in Table 1 that the smallest error obtained in the SECoS training with activation function using normalized Hamming distance obtained at test number 19 where sensitivity threshold = 0.3, error threshold = 0.1, learning rate 1 = 0.3, and learning rate 2 = 0.3, with a MAPE value of 0.52377 and 22 hidden nodes. Training stage with the activation function using normalized Manhattan distance resulting in the smallest error at test number 22 where sensitivity threshold = 0.3, error threshold = 0.1, learning rate 1 = 0.6, and learning rate 2 = 0.3, with a MAPE value of 0.52657 and 25 hidden nodes. Using normalized Euclidean distance the smallest error obtained at test number 22 where sensitivity threshold = 0.3, error threshold = 0.1, learning rate 1 = 0.6, and learning rate 2 = 0.3, with a MAPE value of 0.51691 and 24 hidden nodes.

3.2. Discussion

On the test with normalized Hamming distance, it can be observed that the smaller sensitivity threshold value used, the smaller the error value obtained. In term of error threshold, the larger the value is given, the smaller the error value obtained. The same pattern is also hold for the learning rate 1 and learning rate 2, that is the smaller the values given, the smaller the error value. On the sensitivity threshold and error threshold the same patterns are also obtained from the test on normalized Manhattan distance and normalized Euclidean distance. However, in normalized Manhattan distance the smaller the value of learning rate 1 and learning rate 2 used, the smaller the error value obtained, whereas with normalized Euclidean distance the smaller learning rate 1 and learning rate 2 used, the smaller the error value obtained.

Result of parameter combination and test with normalized Hamming distance as shown in Table 1, give the smallest error value of 0.52377 obtained with a combination of parameter learning rate 1 = 0.3, learning rate 2 = 0.3, sensitivity threshold = 0.3 and error threshold = 0.1. As for the largest error value obtained is 0.63086 with combination of parameter learning rate 1 = 0.9, learning rate 2 = 0.6, sensitivity threshold = 0.6 and error threshold = 0.05. Meanwhile, result of combination and test with normalized Manhattan distance shows that the smallest error obtain is 0.52657 using parameter combination of learning rate 1 = 0.6, learning rate 2 = 0.3, sensitivity threshold = 0.3 and error threshold = 0.1. As for the largest error value obtain is 0.68776 with combination parameters learning rate 1 = 0.9, learning rate 2 = 0.9, sensitivity threshold = 0.6 and error threshold = 0.1. Finally, parameter combination and test using normalized Euclidean distance shows the smallest error value of 0.51691 with combination of parameters learning rate 1 = 0.6, learning rate 2 = 0.3, sensitivity threshold = 0.3 and error threshold = 0.1. The largest error obtained is 0.67534 with combination parameters learning rate 1 = 0.3, learning rate 2 = 0.6, sensitivity threshold = 0.6 and error threshold = 0.05. Summary of the test result on the beta fibrinogen gene -455 G/A polymorphism patient data is given in Table 2.

| No | Distance Formula       | MAPE   | Parameter Value                  |
|----|------------------------|--------|----------------------------------|
|    |                        |        | Sensitivity Threshold | Error Threshold | Learning Rate 1 | Learning Rate 2 |
| 1  | Normalized Hamming     | 0.52377| 0.3     | 0.1                        | 0.3          | 0.3          |
|    | distance               |        |         |                            |              |              |
| 2  | Normalized Manhattan   | 0.52657| 0.3     | 0.1                        | 0.6          | 0.3          |
|    | distance               |        |         |                            |              |              |
| 3  | Normalized Euclidean   | 0.51691| 0.3     | 0.1                        | 0.6          | 0.3          |
|    | distance               |        |         |                            |              |              |

Table 2. Comparison of Distance Formulas
4. Conclusion
The smallest MAPE value in the test using beta fibrinogen gene -455 G/A polymorphism patient data is obtained using normalized Euclidean distance. However, the differences is very small that it can be concluded that the three distance formulas used in SECoS do not have a significant effect on the accuracy of the training results. The smallest error on the SECoS training is also affected by sensitivity threshold and error threshold. In term of hidden nodes generated, the number of nodes are always different since SECoS algorithm perform the training continuously based on the input data given.
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