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Abstract—In this paper, we propose a federated deep reinforcement learning framework to solve a multi-objective optimization problem, where we consider minimizing the expected long-term task completion delay and energy consumption of IoT devices. This is done by optimizing offloading decisions, computation resource allocation, and transmit power allocation. Since the formulated problem is a mixed-integer non-linear programming (MINLP), we first cast our problem as a multi-agent distributed deep reinforcement learning (DRL) problem and address it using double deep Q-network (DDQN), where the actions are offloading decisions. The immediate cost of each agent is calculated through solving either the transmit power optimization or local computation resource optimization, based on the selected offloading decisions (actions). Then, to enhance the learning speed of IoT devices (agents), we incorporate federated learning (FDL) at the end of each episode. FDL enhances the scalability of the proposed DRL framework, creates a context for cooperation between agents, and minimizes their privacy concerns. Our numerical results demonstrate the efficacy of our proposed federated DDQN framework in terms of learning speed compared to federated deep Q network (DQN) and non-federated DDQN algorithms. In addition, we investigate the impact of batch size, network layers, DDQN target network update frequency on the learning speed of the FDL.

I. INTRODUCTION

Massive connectivity is among one of the most challenging requirements of Internet-of-Things (IoT) networks which necessitates efficient, scalable, and low-complexity network resource management. Furthermore, due to limited computation and battery capacity of the IoT devices, it is often impossible for them to process their resource-intensive tasks within a predefined deadline. In the sequel, mobile cloud computing (MCC) and mobile edge computing (MEC) enable IoT devices to offload their tasks to the cloud or edge servers to access their substantial processing capabilities at the expense of having to transmit the tasks over dynamic wireless channels. Subsequently, to take full advantage of the MCC and MEC paradigms, it becomes essential to carefully optimize offloading decisions, communication, and computation resources.

Most of the existing research works solved the joint offloading decision, communication, and computation resource allocation problem leveraging on tools from optimization theory [1], [2]. However, the algorithms were typically non-scalable, time-consuming, and computationally expensive. Unlike optimization frameworks, deep reinforcement learning (DRL) enables agents to learn by interacting with the environment. This unique approach to learning, turns DRL into an ideal problem-solving tool in dynamic environments. Yet, most DRL algorithms are centralized and thus suffer from lack of scalability when the number of devices grow. Also, the computational complexity of finding an optimal policy may increase exponentially as the state space and action space grow. Furthermore, the centralized learning requires IoT devices to share their information in order to train the global model which may violate their privacy and create unnecessary communication overhead on the already scarce frequency spectrum.

Recently, federated learning (FDL) has emerged as a new paradigm for cooperative learning, where multiple nodes contribute in training a single global model. The devices use their local datasets to train and then offload their local models to the central unit for global aggregation. FDL enhances the cooperation between agents and scalability of the network resource management algorithms. Furthermore, FDL does not require local agents to share their data with any external entity, thereby preserves the privacy of each agent [3].

To date, several research works have explored the problem of minimizing delay and energy consumption of the IoT devices considering a FDL system [4]–[6]. Specifically, in the aforementioned research works, FDL features were incorporated in the problem formulation and the problem was then solved using traditional optimization theory. Similarly, [7]–[9] focused on optimizing different aspects of FDL, such as compression of weights, convergence analysis, reduction in the number of iterations, and incentive mechanisms. In these research works, the capabilities of FDL as a part of resource allocation solution approach were not investigated. In [10], the problem of computation resource allocation was addressed considering an FDL system. However, FDL is only considered to formulate an optimization problem which is later on solved by using a centralized actor-critic agent and without using FDL in the solution approach.

None of the aforementioned research works applied FDL to enhance the efficacy of solving a realistic wireless resource allocation problem. Very recently, [11], [12] adopted FDL to facilitate the learning process in DRL, i.e., local DRL models were trained and then integrated together to cooperatively develop a comprehensive global DRL model. However, in [11], a cooperative caching scheme was proposed and offloading decisions were not considered. In [12], computational offloading was considered; however, the network was modeled as a queuing system, transmit power was modeled as an integer variable whose maximum value is equal to the maximum length of the energy queue. Also, in [12], no explicit quality-of-service (QoS) was guaranteed for users’ tasks and compu-
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In this paper, we employ federated DRL (FedRL) to address the problem of minimizing joint expected task completion delay and energy consumption of IoT devices with offloading decisions, computation resources, and transmit powers as variables. Considering the mixed-integer non-linear programming (MINLP) nature of the problem, we first reformulate our problem as a multi-agent DRL problem and solve it using double deep Q-network (DDQN). In this problem, offloading decisions would be the actions and the immediate cost is calculated through solving either the transmit power or local computation resource optimization. To improve learning quality and speed of DRL, we incorporate FDL at the end of each episode. Using FDL results in a privacy-preserving and scalable framework and creates a context for cooperation between agents. Our numerical results demonstrate the efficacy of our federated DDQN framework in terms of learning speed compared to federated deep Q-network (DQN) and non-federated DDQN algorithms.

The rest of this paper is organized as follows: Section II describes the system model and the problem is formulated in Section III. Then, in Section IV, our proposed algorithm is presented. Finally, simulation results and related discussions are provided in Section V followed by conclusions in Section VI.

II. SYSTEM MODEL AND ASSUMPTIONS

We consider a network containing one MEC server, one cloud server, and a set of $N = \{1, \ldots, N\}$ IoT devices with limited computation and energy resources. We consider a given time horizon $T$ which is divided into $T$ time steps. At each time $t$, device $i$ needs to process one of the tasks in its queue, defined with the tuple $(L_{i,t}, C_{i,t}, T_{i,t})$, where $L_{i,t}$ is the size of the task (in bits), $C_{i,t}$ denotes the CPU cycle requirement of the task, and $T_{i,t}$ denotes the maximum delay threshold of the task. At any time $t$, devices can either execute their task locally or offload it to edge or cloud server.

Let us denote local offloading decision of device $i$ at time $t$ as $x_{i,t}$, where $x_{i,t}=1$ means the task would be performed locally, and $x_{i,t}=0$, otherwise. Similarly, we define MCC and MEC offloading variable of device $i$ by $y_{i,t}$ and $z_{i,t}$, respectively. If device $i$ offloads its task to the cloud $z_{i,t}=1$ and if it offloads the task to the edge server $y_{i,t}=1$. As a binary offloading decision is considered, we have:

$$x_{i,t}+y_{i,t}+z_{i,t}=1, \ \forall t \in T. \ \ (1)$$

When device $i$ offloads its task (whether to MEC server or to the cloud), the delay and energy consumption would depend on the channel condition, the size of the task, and the power with which the device transmits its task and, in the case of local computation they depend on computation resource utilization. In what follows, we model the delay and energy consumption that an IoT device would experience, given its offloading decision.

If the device $i$ decides to offload its task, it should first transmit it to the MEC-enabled base station (BS) through wireless channels. At time step $t$, the transmission data rate of this user, denoted by $r_{i,t}$, is calculated as follows:

$$r_{i,t} = B \log_2(1 + \frac{p_{i,t} h_{i,t}}{\sigma^2}), \ \ (2)$$

where $B$ and $p_{i,t}$ denote the bandwidth and transmit power of device $i$ at time step $t$, respectively. Also, $h_{i,t}$ and $\sigma^2$ represent the path-gain of device $i$ at time $t$ and the receiver noise. Thus, the communication delay and energy consumption of device $i$, while offloading is given, respectively, as follows:

$$T_{i,t}^{\text{comm}} = \frac{L_{i,t}}{r_{i,t}}, \ \ (3)$$

$$E_{i,t}^{\text{comm}} = p_{i,t} T_{i,t}^{\text{comm}} = \frac{p_{i,t} L_{i,t}}{B \log_2(1 + \frac{p_{i,t} h_{i,t}}{\sigma^2})}. \ \ (4)$$

If device $i$ offloads its task to the edge server the computation delay would be $T_{i,t}^{\text{e}} = \frac{C_{i,t}}{F^c}$, where $F^c$ denotes the average computation capacity of edge server. Also, if device $i$ offloads the task to cloud server, the computation delay would be $T_{i,t}^{\text{c}} = \frac{C_{i,t}}{F^c}$, where $F^c$ represents the average computation capacity of the cloud server.

From the perspective of IoT device, the energy that is consumed for processing a task when it is offloaded to either of the servers, is the energy spent on the transfer of the task. Therefore, both cloud and edge computing energy utilization at step $t$, denoted by $E_{i,t}^c$ and $E_{i,t}^e$, would be equal to $E_{i,t}^{\text{comm}}$.

If device $i$ chooses to perform its task locally, the local computation delay and energy consumption would depend on the amount of computation resource allocated to process the task at time $t$, which we denote by $f_{i,t}$. Thus, the local delay and energy consumption of the device is modeled as follows:

$$T_{i,t}^{\text{L}} = \frac{C_{i,t}}{f_{i,t}}, \ \ E_{i,t}^{\text{L}} = \kappa_i(f_{i,t})^2, \ \ (5)$$

where $\kappa$ is a constant coefficient that depends on the chip architecture in devices. Note that higher resource utilization (transmit power or computation capacity) , decreases the task completion delay at the expense of increased energy consumption. Therefore, this trade-off must be carefully managed through efficient offloading decision making and precise optimization of $f_{i,t}$ and $p_{i,t}$ in the case of local computation and offloading, respectively.

III. MULTI-OBJECTIVE PROBLEM STATEMENT

In this section, we formulate the multi-objective problem of jointly minimizing the long-term delay and energy consumption of an IoT device in a decentralized manner over a specified time horizon $T$. The long-term expected cost (weighted sum of delay and energy consumption) for each IoT device $i$ is formulated, respectively, as follows:

$$T_i(p_i, f_i, x_i, y_i, z_i) = E[\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T} (x_{i,j} T_{i,j}^{\text{L}} + y_{i,j} (T_{i,j}^{\text{e}} + T_{i,j}^{\text{comm}}) + z_{i,j} (T_{i,j}^{\text{c}} + T_{i,j}^{\text{comm}} + \Psi))], \ \ (6)$$
\begin{equation}
E_i(p_i, f_i, x_i, y_i, z_i) = E[\lim_{t \to \infty} \frac{1}{T} \sum_{j=0}^{T} (x_{i,j}E_{i,j} + y_{i,j}E_{i,j} + z_{i,j}E_{i,j})],
\end{equation}

where $p_i = [p_{i,t}, p_{i,t}, \cdots, p_{i,T}]$, $f_i = [f_{i,t}, f_{i,t}, \cdots, f_{i,T}]$, $x_i = [x_{i,1}, x_{i,2}, \cdots, x_{i,T}]$, $y_i = [y_{i,1}, y_{i,2}, \cdots, y_{i,T}]$, and $z_i = [z_{i,1}, z_{i,2}, \cdots, z_{i,T}]$ represent the vectors of transmit powers, computation resource allocation, local computing, edge offloading, and cloud offloading decision of device $i$, respectively. As cloud server is generally located far from the IoT devices, the delay of accessing cloud is commonly more than the delay of offloading to the edge server which is located at the edge of the network. In the equation (6), $\Psi$ denotes the delay of accessing the cloud server, including the time necessary to transfer the task from BS to the cloud, the possible routing in the path, and the response delay.

For any given device $i$ at time $t$, we model our problem as:

\[
\min_{p_i, f_i, x_i, y_i, z_i} T_i + \lambda_i E_i
\]

subject to:
\begin{align*}
C1 : f_{i,t} &\leq F_{\max,i}, \quad \forall t \in T, \\
C2 : x_{i,t}E_{i,t} + y_{i,t}E_{i,t} + z_{i,t}E_{i,t} &\leq E_{\max,i}, \quad \forall t \in T, \\
C3 : T_{i,t} &\leq \bar{T}_{i,t}, \quad \forall t \in T, \\
C4 : x_{i,t} + y_{i,t} + z_{i,t} &\leq 1, \quad \forall i \in \mathcal{N}, \forall t \in T, \\
C5 : x_{i,t}, y_{i,t}, z_{i,t} &\in [0, 1], \quad \forall i \in \mathcal{N}, \forall t \in T.
\end{align*}

In the above optimization problem, $\lambda_i$ is a weighting factor whose value should be carefully selected based on the heterogeneity of resources available at each individual IoT device. If device $i$ is more restricted in the energy resource compared to computation resource, the value of $\lambda_i$ should be set to a larger number. Otherwise, $\lambda_i$ should be a small number. Furthermore, constraint C1 indicates the local computation capacity with the maximum threshold $F_{\max,i}$. Constraint C2 represents the restriction on the energy resource of the device and that energy utilization should not exceed $E_{\max,i}$. Furthermore, constraints C4 and C5 define the binary offloading scheme adopted in this paper. It can be proven that both equations (6) and (7) are convex with respect to the variables $p_i, f_i$ and $x_i, y_i, z_i$ respectively. However, with binary offloading variables ($x_i, y_i, z_i$) included, (6) turns into a MINLP that cannot be solved in an acceptable time span.

**IV. PROPOSED FEDERATED DDQN ALGORITHM**

To solve (8) at each IoT device, we propose a DDQN algorithm, and solve the problem in the following two phases:

- **Offloading Decision Optimization**: Since each IoT device has three options to process a task (namely local, edge server, or cloud server computing), there are almost $2^{3N}$ possible offloading options (from the perspective of a centralized controller) at each given time step. As the number of devices increases, this complexity would also surge exponentially. To address this problem, we apply a multi-agent DDQN framework where each IoT device would train their local DDQN models using their local data.

- **Computing and Communication Resource allocation**: Given the offloading decision, we optimize computation capacity or transmit power of the devices to minimize the weighted sum of energy consumption and delay. We use optimization theory to address this part of the problem and then feed the results into the DDQN framework as the immediate cost function. In this way, we provide the learning agent with a real sense of the quality of the adopted offloading policy that reflects many important aspects of the system model (such as limitation of resources in each device and their QoS demands).

After the DDQN agent is trained through the above mentioned process for one training round, we apply a federated learning framework where each IoT device will train its DDQN models, share their models with the centralized controller, and update their models to the central aggregating unit. This mechanism is detailed in the flowchart provided in Fig. 1.

In what follows, we first focus on developing local models through DDQN algorithm and then explain how FDL would be deployed.

**A. Double deep Q-network for offloading decision making**

In the first step of our algorithm, we model our problem as a multi-agent DDQN problem. For each device (DRL agent), we have following components:

1) **State space**: the state space for each agent $i$, denoted by $s_i$, consists of the following components: the length of the task queue of device $i$ (tasks that are not yet processed or are not successfully processed, would be kept in this queue) which is denoted by $L_{i,t}$, the path gain of the IoT device $h_{i,t}$, the size of the task currently being processed $L_{i,t}$, its CPU cycle requirement $C_{i,t}$, and available resources. Thus, $s_i = \{L_{i,t}, h_{i,t}, L_{i,t}, C_{i,t}, E_{\max,i}, F_{\max,i}\}$. If a task is successfully processed under a given offloading decision policy (its QoS requirement is satisfied), it would be removed from the task queue of the device. Otherwise, it will remain at the top of the queue to be processed under another offloading decision.

2) **Action space**: The action space of agents, denoted by $A$, contains possible offloading decisions, i.e., whether to process the task locally or offload.

3) **Cost**: (8) suggests that the cost of an agent is equal to the weighted summation of the delay and energy consumption given in the objective function. The value of this objective function and thus the cost depends on the value of $p_{i,t}$ in the case of offloading and $f_{i,t}$ if local computation is selected. Therefore, to ensure that the cost function accurately reflects the benefit of a given offloading decision, these variables should be carefully optimized. To this end, when local computation is selected ($x_{i,t} = 1$), the cost would be calculated by solving the instantaneous optimization problem below:

\[
\min_{f_{i,t}} T_{i,t}^L + \lambda E_{i,t}^L
\]

subject to: C1, C2, C3.
in the case offloading is selected \((y_{i,t} = 1)\) or \((z_{i,t} = 1)\), the transmit power would be optimized by solving the following optimization problem:
\[
\min_{p_i,t} y_{i,t}(T_{i,t} + T_{i,t}^{\text{comm}} + \lambda E_{i,t}^{\text{comm}}) + z_{i,t}(T_{i,t}^{c} + T_{i,t}^{\text{comm}} + \Psi + \lambda E_{i,t}^{\text{comm}})
\]
subject to: C2, C3.

The design of state and cost function has a significant impact on the success of DDQN in finding the optimal offloading policy, \(\pi^*\). By using a multi-agent approach, we are in fact limiting the state and action space and focus on each device separately. Also, by modeling the cost function as an optimization problem not only can we optimize the local resource utilization and enforce system constraints, but also we can provide the agent with an accurate estimation of the quality of an offloading decision. Note that it can be easily proved that both (9) and (10) are convex single variable optimization problems that can be solved using standard softwares.

**Algorithm 1** Proposed Federated DDQN Algorithm

1. Initialize the global model \(\theta_{global}\), and set maximum FDL iterations to \(K\).
2. For each agent initialize online and target networks as: \(\theta_{i}^{\text{online}} = \theta_{i}^{\text{target}} = \theta_{global}\).
3. While \((K \geq 0)\):
   4. Set \(\theta_{i}^{\text{online}} = \theta_{i}^{\text{target}} = \theta_{global}, \forall i \in N\).
   5. Select the set of participating devices, \(I\), based on (13).
   6. For each device \(i\) in \(I\) do:
      7. For each time step \(t\) if \(|L_{i,t}| > 0\) do:
         8. Interact with environment and calculate the cost using (9) or (10).
         9. Save the experience in replay memory \(M_{i,t}\).
      10. Train the local model on \(M_{i,t}\).
      11. Transmit \(\theta_{i}^{\text{online}}\) to the central aggregation unit.
   12. End For
13. End For
14. update \(\theta_{global}\) using (14).

Let us denote the immediate cost of each device \(i\) obtained from the solution of the above mentioned optimization process as \(u_{i}(s,a)\). Using Bellman equation, the action-state value is:
\[
Q_i(s,a) = u_i(s,a) + \gamma \sum_{s' \in S} P_{ss'}(a) \max_{a' \in A} Q_i(s', a'),
\]
where \(S, P_{ss'}(a)\), and \(\gamma\) are the set of states, the transition probability function, and the discount factor, respectively. To overcome the need for having a full model of environment, calculating the transition probability function, and to acquiring a more stable learning process, DDQN is employed in this work. Each agent \(i\) has two neural networks working alongside each other, one called \textit{online network} with parameters \(\theta_{i}^{\text{online}}\) and the other called \textit{target network} with parameters \(\theta_{i}^{\text{target}}\). At each training iteration the target value for training the online network in device \(i\) is calculated as:
\[
L_i = u_i(s,a) + \gamma Q_i(s', \arg \max_{a' \in A} Q_i(s', a'; \theta_{i}^{\text{online}}), \theta_{i}^{\text{target}})
\]

While \(\theta_{i}^{\text{online}}\) is updated at every iteration, the frequency of change in \(\theta_{i}^{\text{target}}\) is typically much lower and only once in every \(f_{\text{update}}\) rounds, \(\theta_{i}^{\text{target}}\) would be set equal to \(\theta_{i}^{\text{online}}\).

As discussed before, training a DRL agent in a centralized manner can lead to critical issues related to scalability, agents’ privacy, and additional communication overheads. On the other hand, training a DRL agent in a distributed manner can impact the overall performance gains (e.g., an agent might consume a longer time to train its model). As such, we consider FDL to combine the benefits of both centralized and distributed learning. FDL enables each agent to train its own local model, using its own local data. Then these local models are sent to a central aggregation unit to be combined together. This process continues until a criterion is met.

![Fig. 1: The federated reinforcement learning process](image)

**B. Federated DRL Approach**

The steps to train the FedRL agents are presented in the following:

1) Device selection strategy: At the beginning of each iteration of FDL, a set of IoT agents are selected to participate in the FDL. Thus, of all \(N\) devices in the network, only a small subset, denoted by \(I = \{1, ..., I\}\) is selected to contribute in FDL. In this paper, the device selection is done based on the following criterion:
\[
\arg \max_{i \in N} \text{Var}\left(\frac{d_i P_{\text{max},i}}{F_{\text{max},i}}\right),
\]
where \(d_i\) represents the distance of device from BS and the function Var stands for variance. This criterion helps in identifying devices whose experiences are more heterogeneous and thus can contribute more in the learning process.
2) Training local models: As explained previously, all IoT devices use DDQN to train their local models. After this local training is finished (no more unprocessed task remains in the queue), the weights of online network, \( \theta^\text{online}_i \), is extracted in each agent and is then sent to the central aggregating unit.

3) Model Aggregation: When central unit receives the models of participating IoT devices, it would aggregate the models which results in a single global model that would be then transmitted to all agents. For the purpose of aggregation, we utilize FedAvg \([13]\), and perform model aggregation as:

\[
\theta^\text{global} = \frac{\sum_{i \in I} \theta^\text{online}_i}{|I|}. \tag{14}
\]

This global model, which has integrated the experiences of all devices, is then transmitted back to IoT devices and the three steps above would be repeated. The details of our proposed framework is provided in Algorithm 1 as well as the flowchart given in Fig. 1.

V. SIMULATION RESULTS

Here, we present our simulation results and extract useful insights related to the performance of our proposed federated DDQN framework in comparison to federated DDQN and distributed DDQN algorithms. In addition, we investigate the impact of batch size, network layers, target network update frequency on the convergence of the FDL. In what follows, we first focus on the impact of parameters of DRL on the learning speed of our proposed algorithm and then the comparison of the proposed algorithm with benchmarks would be presented.

To simulate our system, we consider a network of 100 IoT devices among which only 20 devices are selected in each round to contribute in the FDL process. Without loss of generality and for the sake of fair comparison, we assume the maximum computation capacity and energy consumption limit of the IoT devices are 1 Gbps and 23 dBm, respectively.

Fig. 2 demonstrates the effect of network architecture on the convergence of our proposed FedRL algorithm. Here we have some shallow networks with up to five layers and deeper networks that are obtained by stacking multiple layers with \([16,32,32]\) neurons on each other. We note that by increasing the number of layers, faster model training can be achieved. The reason behind this observation is that, by exploiting deeper neural networks, we can better find the patterns in data (here devices’ experiences), which subsequently improves the quality of our local models. Thus, the global model is trained much faster as its underlying components, local models, are more accurate.

However, since our algorithm will be executed on IoT devices that often lack necessary resources to train a deep network, it may be infeasible to implement deeper neural networks. Therefore, in the next figure, we select a rather simple network architecture with \([30,64,16,32,32]\) neurons in each layer and instead look for other parameters that may facilitate the learning process.

The other parameter we focus on in Fig. 3, is the batch size. We can observe from this figure that as the batch size increases the convergence of our proposed FedRL algorithm becomes faster. When batch size is equal to 10 and is extremely small it takes up to 200 iterations to finally converge to a relative global model, whereas in case batch size is 30, convergence is achieved almost around iteration number 40. By increasing the size of batches, we are basically training our model using more data instances, which results in enhancing the quality of local models and faster training process.

Similar to network architecture and the stated concern regarding the limited computation capacity, memory is another bottleneck in learning process of IoT devices. Larger batch size means higher memory consumption. If the device is limited both in CPU and memory capacity, neither very deep neural networks nor increased batch size can be a proper solution to facilitate deployment of FedRL on IoT devices.

To this end, in Fig. 4, we illustrate the effect of one of the parameters of DDQN, namely frequency of updating target network with online network. We can observe here that while the effect of this parameter on performance of DDQN algorithm is well investigated, this parameter is also considerably effective in the performance of federated DDQNs. Since many of the components in our state space, such as path-gain, QoS of tasks, and the length of the task queue, are constantly changing, efficient choice of the frequency of updating target
network can stabilize the environment enough for the agent to track it better and obtain a better solution. This effect on local models is quite notable on the FDL as well.

In Fig. 5, we compare the performance of our proposed federated DDQN approach with those of federated DQN and simple distributed DDQN without any aggregation. As can be seen, the performance of federated DDQN is superior to federated DQN in terms of learning speed. As previously explained, the main advantage of DDQN over DQN is the capability to keep target network stationary, helping with the tractability of states’ values and subsequently a faster convergence to the correct estimation of them. The impact of this approach is even more notable when DRL is combined with FDL, since if the local models are not correctly trained, their errors would be propagated to other devices’ local model through aggregation. Therefore, aggregation can in fact negatively effect the result.

The comparison between distributed DDQN and federated DDQN underlines that the benefits of federated DRL are not limited to its scalability and privacy preservation. The aggregation incorporated in FDL provides IoT devices a great context to cooperatively train their models and merge their intelligence together while preserving privacy of their information. Exploiting federated learning, at every training round is almost as if devices’ models are trained with $T$ times more data than their local information. The significance of this share of knowledge and not data is quite notable in Fig. 5, where as the result of this aggregation step, federated DDQN is working much better and faster than simple distributed DDQN. Note that, averaging is used as the smoothing function.

VI. CONCLUSION

In this paper, we investigated the problem of joint delay and energy minimization in an IoT network with a three-tier offloading scheme. To solve this problem we combined FDL, DDQN, and optimization theory. Combination of these tools helped us to achieve a scalable, privacy-preserving, and computationally efficient framework for joint power and computation resource allocation and offloading decision optimization. In simulation results, we compared our work with those of 1) federated DQN to demonstrate the superiority of DDQN, especially in dynamic environments and 2) with distributed DDQN to signify the impact of aggregation step incorporated in FDL on the performance of the framework.
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