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Abstract. In this paper we propose new algorithms for solving a class of structured monotone variational inequality (VI) problems over compact feasible sets. By identifying the gradient components of the operator of VI, we show that it is possible to skip computations of the gradients from time to time, while still maintaining the optimal iteration complexity for solving these VI problems. Specifically, for deterministic VI problems involving the sum of the gradient of a smooth convex function \( \nabla G \) and a monotone operator \( H \), we propose a new algorithm, called the mirror-prox sliding method, which is able to compute an \( \varepsilon \)-approximate weak solution with at most \( O((L/\varepsilon)^{1/2}) \) evaluations of \( \nabla G \) and \( O((L/\varepsilon)^{1/2} + M/\varepsilon) \) evaluations of \( H \), where \( L \) and \( M \) are Lipschitz constants of \( \nabla G \) and \( H \), respectively. Moreover, for the case when the operator \( H \) can only be accessed through its stochastic estimators, we propose a stochastic mirror-prox sliding method that can compute a stochastic \( \varepsilon \)-approximate weak solution with at most \( O((L/\varepsilon)^{1/2}) \) evaluations of \( \nabla G \) and \( O((L/\varepsilon)^{1/2} + M/\varepsilon + \sigma^2/\varepsilon^2) \) samples of \( H \), where \( \sigma \) is the variance of the stochastic samples of \( H \).

1. Introduction. Monotone variational inequality (VI) problem has been used to model a broad class of convex optimization, saddle-point (SP) problem, and equilibrium problems. Let \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a monotone operator such that (s.t.)

\[
\langle F(u) - F(v), u - v \rangle \geq 0, \quad \forall u, v \in \mathbb{R}^n.
\]

A VI problem intends to find an \( z^* \) in a nonempty closed convex set \( Z \subseteq \mathbb{R}^n \) s.t.

\[
\langle F(z), z^* - z \rangle \leq 0, \quad \forall z \in Z.
\]

(1.1)

It should be noted that \( z^* \) that satisfies (1.1) is commonly known as a weak solution. A related notion is a strong VI solution, namely, a solution \( z^* \in Z \) s.t.

\[
\langle F(z^*), z^* - z \rangle \leq 0, \quad \forall z \in Z.
\]

(1.2)

Note that since \( F \) is monotone, a strong solution defined by (1.2) is always a weak solution. If in addition \( F \) is continuous, then a weak solution is also a strong solution.

Our problem of interest is a special class of VI problems (1.1) in which \( Z \) is compact, and

\[
F(u) = \nabla G(u) + H(u).
\]

Here, the operator \( F \) is given by the summation of monotone operators \( \nabla G \) and \( H \), where \( \nabla G \) is the gradient of a convex continuously differentiable function. We assume that \( \nabla G \) and \( H \) are \( L \)-Lipschitz and \( M \)-Lipschitz respectively with respect to norm \( \| \cdot \| \) s.t.

\[
\|\nabla G(w) - \nabla G(v)\|_* \leq L \|w - v\| \quad \text{and} \quad \|H(w) - H(v)\|_* \leq M \|w - v\|, \quad \forall w, v \in Z,
\]

where \( \| \cdot \|_* \) is the dual norm of \( \| \cdot \| \). Note that by the convexity of function \( G \), the first inequality above implies that

\[
0 \leq G(w) - G(v) - \langle \nabla G(v), w - v \rangle \leq \frac{L}{2} \|w - v\|^2, \quad \forall w, v \in Z.
\]

(1.3)

To accommodate the possible nonsmoothness of the VI operators, we will also introduce a slight generalization of (1.1). Specifically, our goal is to find a weak solution \( z^* \in Z \) such that

\[
\langle F(z), z^* - z \rangle + J(z^*) - J(z) \leq 0, \quad \forall z \in Z,
\]

(1.4)
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where $J$ is a relatively simple convex function. Throughout this paper, we will denote problem (1.4) by $VI(Z; G, H, J)$.

VI has been a classical research area in optimization (see, e.g., [5] for an extensive description on the research area). One example of our problem of interest $VI(Z; G, H, J)$ is on the game theory of two-player games with nonlinear payoff function:

$$\min_{x \in X} \max_{y \in Y} f(x) + \langle Kx, y \rangle - g(y). \tag{1.5}$$

Here $f$ and $g$ are convex differentiable functions and $X$ and $Y$ are convex sets. The above convex-concave saddle point problem is equivalent to $VI(Z; G, H, 0)$ in which

$$Z = X \times Y, \quad G(z) = f(x) + g(y), \quad H(z) = \begin{pmatrix} Kx \\ -K^\top y \end{pmatrix}.$$ 

See, e.g., [18, 8, 4] and the references within for the discussion on solving the above variational inequality problem. See also [24, 30] for iteration complexity lower bounds of first-order methods for solving the above problem. During the past few years, the study of VI has attracted much interest in statistics, machine learning and artificial intelligence due to its close relation with Generalized Linear Models (e.g., [7]), Generative Adversary Networks (e.g., [15]), Reinforcement Learning (e.g., [14]) and others. Some classic numerical methods for solving VI include deterministic/stochastic gradient projection (e.g., [5, 19]), extragradient/mirror-prox methods (e.g., [9, 18, 8, 16]), proximal-point methods (e.g., [25]), and many others. Much recent research effort on the development of VI algorithms has been devoted to their iteration complexity, namely, the number of evaluations of deterministic or stochastic VI operators in order to compute an approximate weak or strong solution.

A seminal result for solving large-scale VI by Nemirovski [18] shows that to compute an approximate $\varepsilon$-approximate weak solution, the number of monotone operator evaluations performed by a generalized extrapolation method, called the mirror-prox method, can bounded by $O(1/\varepsilon)$, where the constant depends on the Lipschitz constant of the monotone operator and the diameter of the feasible set. Nemirovski’s mirror-prox method has inspired many more research efforts on solving large-scale VIs; see, e.g., [9, 25, 3, 22, 26, 27, 18, 20, 16, 8, 6, 19, 13, 8, 28, 29, 10, 11, 12, 4]. It should be noted that the $O(1/\varepsilon)$ complexity for solving deterministic monotone variational inequalities is not improvable (see the discussions in Section 5 of [18]) under the assumption of a deterministic oracle model that provides information of the monotone operator. For stochastic problems, a stochastic mirror-prox method is proposed in [8] that exhibits an $O(1/\varepsilon^2)$ sample complexity.

A key feature of Nemirovski’s mirror-prox method is that it maintains two sequences, one for computing approximate solutions and one for computing future iterates. In each iteration, there are two associated steps that resemble gradient descents. The “gradient descent” step updates approximate solutions, and the “extragradient” step updates future iterates. Note that the idea of two associated steps for updating approximate solutions and future iterates is closely related to another seminal work in convex smooth optimization, namely, Nesterov’s accelerated gradient method ([23]; see also, e.g., [21]). Indeed, one of the simplest versions of Nesterov’s accelerated gradient method (see, e.g., Section 2.2, “Constant Step Scheme I” in [21]) has the feature of two gradient descent steps per iteration, with one gradient step for updating approximate solutions and one for computing future iterates.

However, although there seems to be a close relation between Nemirovski’s mirror-prox method and Nesterov’s accelerated gradient method in their principles for the design of algorithms, there is a gap between the complexities of solving VIs and smooth convex optimization. Specifically, if we consider problem $VI(Z; G, H, J)$ in (1.4), in the deterministic case it requires $O((M + L)/\varepsilon)$ evaluations of both the gradient $\nabla G$ and the monotone operator $H$ for Nemirovski’s mirror-prox method in [18] to compute an $\varepsilon$-approximate solution. While such complexity of gradient and operator evaluations is later improved to $O((L/\varepsilon)^{1/2} + M/\varepsilon)$ in [4], it should be noted that the number of gradient evaluations of $\nabla G$ is still in the order $O(1/\varepsilon)$ in both [18] and [4]. However, if $H \equiv 0$ and $J \equiv 0$ in $VI(Z; G, H, J)$, it only requires $O((L/\varepsilon)^{1/2})$ for Nesterov’s accelerated gradient method to compute an approximate solution $\Omega$ such that $G(\Omega) - G(z) \leq \varepsilon$ for all $z \in Z$. 
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Therefore, in terms of the complexity concerning gradient evaluation of $\nabla G$, there still seems to be a significant gap of $O(1/\varepsilon)$ versus $O(1/\varepsilon^{1/2})$ between Nemirovski’s mirror-prox method and Nesterov’s accelerated gradient method. To the best of our knowledge, such gap has not yet been closed in the literature. Therefore, the key research question in this paper is the following:

For problem $VI(Z; G, H, J)$ in (1.4), does there exist deterministic and/or stochastic methods, such that the total number of gradient evaluations of $\nabla G$ is bounded by $O(1/\varepsilon^{1/2})$ when computing an $\varepsilon$-approximate solution?

The above research question has not yet been addressed in the existing literature; see Tables 1.1 and 1.2 for a list of state-of-the-art results concerning the gradient evaluations of $\nabla G$.

Table 1.1: Comparison of complexity results under deterministic setting

| Problem class | Bound on $\nabla G$ eval. | Bound on $H/H$ eval. | Related work |
|---------------|---------------------------|----------------------|--------------|
| $VI(Z; G, H, 0)$ | $O \left( \frac{L + M}{\varepsilon} \right)$ | $O \left( \frac{L + M}{\varepsilon} \right)$ | [18] (see also [1, 20]) |
| $VI(Z; G, H, J)$ | $O \left( \frac{L + M}{\varepsilon} \right)$ | $O \left( \frac{L + M}{\varepsilon} \right)$ | [17] |
| $VI(Z; G, H, J)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} + \frac{M}{\varepsilon} \right)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} + \frac{M}{\varepsilon} \right)$ | [4] |
| $VI(Z; G, H, J)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} \right)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} + \frac{M}{\varepsilon} \right)$ | this paper |

Table 1.2: Comparison of complexity results under stochastic setting

| Problem class | Bound on $\nabla G$ eval. | Bound on $H/H$ eval. | Related work |
|---------------|---------------------------|----------------------|--------------|
| $VI(Z; G, H, 0)$ | $O \left( \frac{L + M}{\varepsilon} + \frac{\sigma^2}{\varepsilon^2} \right)$ | $O \left( \frac{L + M}{\varepsilon} + \frac{\sigma^2}{\varepsilon^2} \right)$ | [8] |
| $VI(Z; G, H, J)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} + \frac{M}{\varepsilon} + \frac{\sigma^2}{\varepsilon^2} \right)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} + \frac{M}{\varepsilon} + \frac{\sigma^2}{\varepsilon^2} \right)$ | [4] |
| $VI(Z; G, H, J)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} \right)$ | $O \left( \sqrt{\frac{L}{\varepsilon}} + \frac{M}{\varepsilon} + \frac{\sigma^2}{\varepsilon^2} \right)$ | this paper |

In this paper, we provide a positive answer to the above research question. Specifically, we make the following two contributions in this paper. First, for the deterministic case of $VI(Z; G, H, J)$, we propose a novel algorithm, namely the mirror-prox sliding (MPS) algorithm, that is able to compute an $\varepsilon$-approximate weak solution with at most $O((L/\varepsilon)^{1/2})$ gradient evaluations of $\nabla G$. Such gradient complexity matches the one of Nesterov’s accelerated gradient method for convex smooth optimization. It should be noted that our complexity result does not violate the lower complexity of VIs described in Section 5 of [18]; indeed, the total number of monotone operator evaluations of $H$ is bounded by $O((L/\varepsilon)^{1/2} + M/\varepsilon)$. As a consequence, we are now able to skip gradient computations of $\nabla G$ from time to time to obtain better gradient complexity, while still maintaining the optimal iteration complexity for solving VI problems.

Second, for stochastic case of $VI(Z; G, H, J)$ in which the monotone operator $H$ can only be accessed through its stochastic sample $\mathcal{H}$, we propose a stochastic mirror-prox sliding algorithm that is able to compute an stochastic $\varepsilon$-approximate weak solution with at most $O((L/\varepsilon)^{1/2})$ gradient evaluations of $\nabla G$. The total number of stochastic evaluations of $\mathcal{H}$ is bounded by $O((L/\varepsilon)^{1/2} + M/\varepsilon + \sigma^2/\varepsilon^2)$, where $\sigma^2$ is the variance of the stochastic sample operator $\mathcal{H}$. The comparison of complexity results of this paper with other state-of-the-art results is reported in Tables 1.1 and 1.2.
It should be noted that our results reveal a separation of complexity based on two oracles concerning the gradient evaluations and VI operator evaluations. In the existing literature concerning iteration complexity theory of first-order methods for solving variational inequalities and saddle point problems, it is usually only assumed that there exists a single oracle that returns all first-order information of inquiry points. See, e.g., previous results in [18] for VI (1.4) and in [24, 30] for saddle point problem (1.5). However, based on our results, we may assume that there exists a oracle that returns gradient evaluations of $\nabla G$ for any inquiry point, and that there exists one other oracle that returns operator/stochastic operation evaluations of $H$.

The complexities for the two oracles should be separated and our proposed methods are able to achieve the optimal complexity for each oracle. Under the separate oracle assumption, we are able to obtain improved upper complexity bound results in terms of the gradient evaluation oracle that are better than the lower complexity bounds in [18, 24, 30] for variational inequalities and saddle point problems.

2. The mirror-prox sliding method. In this section, we develop a new mirror-prox sliding (MPS) method for solving $VI(Z; G, H, J)$ as shown in Algorithm 1, and study its convergence properties.

**Algorithm 1** The mirror-prox sliding (MPS) method for solving $VI(Z; G, H, J)$

Choose $z_0 \in Z$ and set $\pi_0 = z_0$.

for $k = 1, \ldots, N$ do

Compute

$$z_k = (1 - \gamma_k)z_{k-1} + \gamma_k \tilde{z}_{k-1}. \tag{2.1}$$

Set $z_k^0 = z_{k-1}$.

for $t = 1, \ldots, T_k$ do

Compute

$$\tilde{z}_k^t = \arg\min_{z \in Z} \langle \nabla G(z_k), z \rangle + J(z) + \beta_k V(z_{k-1}, z) + \eta_k V(z_{k-1}, z), \tag{2.2}$$

$$z_k^t = \arg\min_{z \in Z} \langle \nabla G(z_k), z \rangle + J(z) + \beta_k V(z_{k-1}, z) + \eta_k V(z_{k-1}, z). \tag{2.3}$$

end for

Set $z_k = z_k^{T_k}$, $\tilde{z}_k = \frac{1}{T_k} \sum_{t=1}^{T_k} \tilde{z}_k^t$, and

$$\pi_k = (1 - \gamma_k)\pi_{k-1} + \gamma_k \tilde{z}_k. \tag{2.4}$$

end for

Output $\pi_N$.

In Algorithm 1, the function $V(\cdot, \cdot)$ is called a prox-function associated with set $Z$ and norm $\| \cdot \|$. In particular, for a given strongly convex function $\pi(\cdot)$ with respect to norm $\| \cdot \|$ and strong convexity parameter 1, we define the prox-function $V$ as

$$V(z, u) = \pi(u) - \pi(z) - \langle \pi(z), u - z \rangle, \forall z, u \in Z.$$ 

The above prox-function is also known as the Bregman divergence [2]. Note that by the strong convexity of $\pi(\cdot)$ we have

$$V(z, u) \geq \frac{1}{2} \| z - u \|^2, \forall z, u \in Z. \tag{2.5}$$

One simple example of the prox-function is the Euclidean distance $V(z, u) := (1/2) \| z - u \|_2^2$ associated with norm $\| \cdot \|_2$. 
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A few remarks are in place for the proposed MPS method in Algorithm 1. First, when $T_k \equiv 1$, the MPS method reduces to a deterministic version of the accelerated mirror-prox method in [4]. In the case when $T_k \equiv 1$ and $H \equiv 0$, it becomes a version of Nesterov’s accelerated gradient method (see, e.g., [21]). In the case when $T_k \equiv 1$ and $G \equiv 0$, the MPS method becomes Nemirovski’s mirror-prox method in [18]. Indeed, the MPS method can be understood as a combination of Nesterov’s accelerated gradient method and Nemirovski’s mirror-prox method as follows. For iterations $k = 1, \ldots, N$, the MPS method computes gradient $\nabla G(\tilde{z}_k)$ and runs $T_k$ iterations computing approximate weak solution to a generalized monotone variational inequality subproblem of form

$$
\langle \nabla G(\tilde{z}_k) + H(z), z^*_k - z \rangle + (J(z^*_k) + \beta_k V(x_{k-1}, z^*_k)) - (J(z) + \beta_k V(x_{k-1}, z)) \leq 0, \ \forall z \in Z.
$$

Second, Within $T_k$ inner iterations of the $k$-th outer iteration of the MPS method, we keep using the gradient value $\nabla G(\tilde{z}_k)$ without requesting any more gradient evaluations of $\nabla G$. Equivalently, such design allows us to skip computation of $\nabla G$ from time to time and reduce the complexity associated with gradient evaluations.

In order to evaluate the efficiency of Algorithm 1, we define

$$Q(\tilde{z}, z) := G(\tilde{z}) - G(z) + \langle H(z), \tilde{z} - z \rangle + J(\tilde{z}) - J(z).$$

(2.6)

Due to the convexity of $G(\cdot)$, if $Q(\tilde{z}, z) \leq 0$ for all $z \in Z$, then $\tilde{z}$ is a weak solution to $VI(Z; G, H)$. Our goal in the remaining part of this section is to estimate the number of gradient and operator evaluations our proposed algorithms require in order to compute $\varepsilon$-approximate weak solution $\tilde{x}_N$ such that $\sup_{z \in Z} Q(\tilde{x}_N, z) \leq \varepsilon$.

To analyze the convergence of the proposed MPS method we start with the following lemma concerning the property of $\tilde{z}_k$ and $\tilde{x}_k$ defined in (2.1) and (2.4) respectively.

**Lemma 2.1.** For any $\gamma_k \in [0, 1]$, we have

$$
\begin{aligned}
&[G(\tilde{x}_k) - G(z) + \langle H(z), \tilde{x}_k - z \rangle + J(\tilde{x}_k) - J(z)] \\
&- (1 - \gamma_k) [G(\tilde{x}_{k-1}) - G(z) + \langle H(z), \tilde{x}_{k-1} - z \rangle + J(\tilde{x}_{k-1}) - J(z)] \\
\leq & \gamma_k \left[ \langle \nabla G(\tilde{z}_k) + H(z), \tilde{z}_k - z \rangle + J(\tilde{z}_k) - J(z) + \frac{L\gamma_k}{2} \| \tilde{z}_k - z_{k-1} \|^2 \right].
\end{aligned}
$$

**Proof.** From the definitions of $\tilde{z}_k$ and $\tilde{x}_k$ in (2.1) and (2.4), the convexity of $G$ and $J$, and the property (1.3) from the $L$-Lipschitz continuity of $\nabla G$, we have

$$
\begin{aligned}
&[G(\tilde{x}_k) - G(z) + \langle H(z), \tilde{x}_k - z \rangle + J(\tilde{x}_k) - J(z)] \\
&- (1 - \gamma_k) [G(\tilde{x}_{k-1}) - G(z) + \langle H(z), \tilde{x}_{k-1} - z \rangle + J(\tilde{x}_{k-1}) - J(z)] \\
\leq & G(\tilde{z}_k) - (1 - \gamma_k) G(\tilde{x}_{k-1}) - \gamma_k G(z) + \gamma_k \langle \langle H(z), \tilde{z}_k - z \rangle + J(\tilde{z}_k) - J(z) \rangle \\
\leq & G(\tilde{z}_k) + \langle \nabla G(\tilde{z}_k), \tilde{x}_k - \tilde{z}_k \rangle + \frac{L}{2} \| \tilde{x}_k - \tilde{z}_k \|^2 \\
&- (1 - \gamma_k) \langle G(\tilde{x}_k) + \langle \nabla G(\tilde{z}_k), \tilde{x}_k - \tilde{z}_k \rangle \rangle - \gamma_k [G(\tilde{z}_k) + \langle \nabla G(\tilde{z}_k), z - \tilde{z}_k \rangle] \\
+ & \gamma_k \langle (H(z), \tilde{z}_k - z) + J(\tilde{z}_k) - J(z) \rangle \\
= & \gamma_k \left[ \langle \nabla G(\tilde{z}_k) + H(z), \tilde{z}_k - z \rangle + J(\tilde{z}_k) - J(z) + \frac{L\gamma_k}{2} \| \tilde{z}_k - z_{k-1} \|^2 \right].
\end{aligned}
$$

\[\square\]

We will also need the following lemma concerning the sequences of $\tilde{x}_k^t$ and $z_k^t$ computed in the inner iterations of our proposed method.

**Lemma 2.2.** If

$$M \leq \sqrt{(\beta_k + \eta_k^t)\eta_k^t}, \ \forall k \geq 1 \text{ and } t \geq 1$$

(2.7)
and

\[ \eta_k^t \leq \beta_k + \eta_k^{t-1}, \; \forall k \geq 1 \text{ and } t \geq 2, \]  

then

\[
\langle \nabla G(z_k) + H(z), \tilde{z}_k - z \rangle + J(\tilde{z}_k) - J(z) \\
\leq - \beta_k V(z_{k-1}, \tilde{z}_k) + \left( \beta_k + \frac{\eta_k^t}{T_k} \right) V(z_{k-1}, z) - \frac{\beta_k + \eta_k^T}{T_k} V(z_k, z), \; \forall z \in Z. 
\]  

(2.8)

**Proof.** From the optimality conditions of (2.2) and (2.3), we have

\[
\langle \nabla G(z_k) + H(z_{k-1}), \tilde{z}_k - z \rangle + J(\tilde{z}_k) - J(z) \\
\leq \beta_k \left( V(z_{k-1}, z) - V(z_{k-1}, \tilde{z}_k) - V(\tilde{z}_k, z) \right) \\
+ \eta_k^t \left( V(z_{k-1}, \tilde{z}_k) - V(z_{k-1}, z) \right), \; \forall z \in Z 
\]  

(2.10)

and

\[
\langle \nabla G(z_k) + H(\tilde{z}_k), z_k - z \rangle + J(z_k) - J(z) \\
\leq \beta_k \left( V(z_{k-1}, z) - V(z_{k-1}, z_k) - V(z_k, z) \right) \\
+ \eta_k^t \left( V(z_{k-1}, z_k) - V(z_{k-1}, z) \right), \; \forall z \in Z 
\]  

(2.11)

respectively. In particular, let \( z = z_k^b \) in (2.10), the inequality becomes

\[
\langle \nabla G(z_k) + H(z_{k-1}^b), z_k^b - z \rangle + J(z_k^b) - J(z) \\
\leq \beta_k \left( V(z_{k-1}, z_k^b) - V(z_{k-1}, z_k) - V(z_k^b, z_k) \right) \\
+ \eta_k^t \left( V(z_{k-1}^b, z_k) - V(z_{k-1}, z_k^b) \right), \; \forall z \in Z. 
\]  

(2.12)

Adding inequalities (2.11) and (2.12) and recalling the strong convexity of prox-function \( V(\cdot, \cdot) \) in (2.5), we obtain

\[
\langle G(z_k), \tilde{z}_k^b - z \rangle + \langle H(z_k^b), z_k^b - z \rangle + \langle H(z_{k-1}^b), \tilde{z}_k^b - z_k^b \rangle + J(\tilde{z}_k^b) - J(z) \\
\leq \beta_k \left( V(z_{k-1}, z_k^b) - V(z_{k-1}, z_k) - V(z_k^b, z_k) \right) \\
+ \eta_k^t \left( V(z_{k-1}^b, z_k) - V(z_{k-1}, z_k^b) \right), \; \forall z \in Z. 
\]

In the above relation, note that

\[
\langle H(z_k^b), z_k^b - z \rangle + \langle H(z_{k-1}^b), z_k^b - z_k^b \rangle \\
= \langle H(z_{k-1}^b) - H(z_k^b), z_k^b - z_k^b \rangle + \langle H(z_k^b), z_k^b - z \rangle \\
\geq - \| H(z_{k-1}^b) - H(z_k^b) \| \| z_k^b - z_k^b \| + \langle H(z), z_k^b - z \rangle \\
\geq - M \| z_{k-1}^b - z_k^b \| \| z_k^b - z_k^b \| + \langle H(z), z_k^b - z \rangle. 
\]

Here we use the Cauchy-Schwartz inequality, and the monotonicity and \( M \)-Lipschitz continuity of \( H(\cdot) \). Summarizing the above two relations we have

\[
\langle G(z_k) + H(z), \tilde{z}_k^b - z \rangle + J(\tilde{z}_k^b) - J(z) \\
\leq \beta_k V(z_{k-1}, z) - \beta_k V(z_{k-1}, \tilde{z}_k^b) + \eta_k^t V(z_{k-1}^b, z) - (\beta_k + \eta_k^t) V(z_k^b, z) \\
- \frac{1}{2} (\beta_k + \eta_k^t) \| z_k^b - z_k^b \|^2 - \frac{\eta_k^t}{2} \| z_{k-1}^b - z_k^b \|^2 + M \| z_{k-1}^b - z_k^b \| \| z_k^b - z_k^b \|, 
\]  

(2.9)
where the last inequality is from the relation between $M$ and parameters $\beta_k$ and $\eta_k^t$ in (2.7). Taking average of the above relation from $t = 1, \ldots, T_k$ and recalling the convexity of functions $J(\cdot)$ and $V(z_{k-1}, \cdot)$ and the definition that $\tilde{z}_k = (1/T_k)\sum_{t=1}^{T_k} z_t^k$, we have

$$\langle G(\tilde{z}_k) + H(z), \tilde{z}_k - z \rangle + J(\tilde{z}_k) - J(z) \leq \beta_k V(z_{k-1}, z) - \beta_k V(z_{k-1}, \tilde{z}_k) + \frac{1}{T_k} \sum_{t=1}^{T_k} \eta_k^t V(z_{k-1}, z) - (\beta_k + \eta_k^t) V(z_t^k, z).$$

We conclude (2.9) immediately by applying the condition of parameters $\beta_k$ and $\eta_k^t$ in (2.8) and recalling that $z_k^0 = z_{k-1}$ and $z_T^k = z_k$. $\square$

With the help of the above lemma, we are now ready to prove the convergence of Algorithm 1. The following quantities will be used throughout this paper:

$$\Gamma_k = \begin{cases} 1 & k = 1, \\ (1 - \gamma_k)\Gamma_{k-1} & k > 1. \end{cases} \quad (2.13)$$

**Theorem 2.3.** Suppose that conditions (2.7) and (2.8) in Lemma 2.2 hold, and that

$$\gamma_1 = 1, \gamma_k \in [0, 1], \beta_k \geq L\gamma_k, \forall k \geq 1, \text{ and } \gamma_k \frac{\eta_k^t}{T_k} \leq \frac{\gamma_{k-1}(\beta_{k-1} + \eta_{k-1}^t)}{\Gamma_{k-1}T_{k-1}}, \forall k \geq 2. \quad (2.14)$$

We have

$$Q(\tau_N, z) \leq \Gamma_N \left( \beta_1 + \frac{\eta_1^t}{T_1} \right) V(z_0, z) - \gamma_N(\beta_N + \eta_N^T) V(z_N, z), \forall z \in Z, \quad (2.15)$$

where $Q(\cdot, \cdot)$ is defined in (2.6).

**Proof.** Combining the results in Lemmas 2.1 and 2.2 and recalling the strong convexity of $V(\cdot, \cdot)$ in (2.5), we have

$$\langle G(\tau_k) - G(z) + \langle H(z), \tau_k - z \rangle + J(\tau_k) - J(z) \rangle - (1 - \gamma_k) \langle G(\tau_{k-1}) - G(z) + \langle H(z), \tau_{k-1} - z \rangle + J(\tau_{k-1}) - J(z) \rangle \leq \gamma_k \left( \beta_k + \frac{\eta_k^t}{T_k} \right) V(z_{k-1}, z) - \frac{\beta_k + \eta_k^t}{T_k} V(z_k, z).$$

Dividing the above relation by $\Gamma_k$ defined in (2.13), summing from $k = 1, \ldots, N$, and recalling our assumption of parameters in (2.14), we conclude (2.15) immediately. $\square$

In the following corollary, we describe a set of parameters that satisfies the assumptions in the above theorem.

**Corollary 2.4.** Suppose that the parameters in the outer iterations of Algorithm 1 are set to

$$\gamma_k = \frac{2}{k+1}, \beta_k = \frac{2L}{k}, T_k = \left\lfloor \frac{kM}{L} \right\rfloor, \text{ and } \eta_k^t = \beta_k(t - 1) + \frac{LT_k}{k}. \quad (2.16)$$

In order to compute an approximate solution $\tau_N$ such that $\sup_{z \in Z} Q(\tau_N, z) \leq \varepsilon$, the number of evaluations of gradients $\nabla G(\cdot)$ and operators $H(\cdot)$ are bounded by

$$N_{\nabla G} := O\left( \sqrt{\frac{L\Omega_{z_0}}{\varepsilon}} \right) \text{ and } N_H := O\left( \frac{M\Omega_{z_0}}{\varepsilon} + \sqrt{\frac{L\Omega_{z_0}}{\varepsilon}} \right),$$
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respectively, where
\[ \Omega_{z_0} := \sup_{z \in Z} V(z_0, z). \]  
(2.17)

Proof. We can clearly see that
\[ \eta_k^t \geq \frac{LT_k}{k} \geq \frac{L}{k} \cdot kM = M, \]
so condition (2.7) holds. It is also straightforward to confirm that condition (2.8) holds and that \( \gamma_k = 1, \gamma_k \in [0, 1], \) and \( \beta_k \geq L \gamma_k \) are all satisfied in condition (2.14). It suffices to verify the last condition in (2.14) in order to apply Theorem 2.3. Applying our choice of \( \gamma_k \) to the definition of \( \Gamma_k \) in (2.13) we have \( \Gamma_k = 2/(k(k+1)) \). Therefore, from our parameter setting (2.16) we have
\[ \frac{\gamma_k}{\Gamma_k} \left( \beta_k + \frac{\eta_k^t}{T_k} \right) = 3L = \frac{\gamma_{k-1}(\beta_{k-1} + \eta_{k-1}^{T_{k-1}})}{\Gamma_{k-1}T_{k-1}}, \]
and hence all conditions of Theorem 2.3 are satisfied. Applying the theorem and substituting our parameter setting (2.16) we have
\[ Q(\mathcal{V}_N, z) \leq \Gamma_N \left( \beta_1 + \frac{\eta_1}{T_1} \right) V(z_0, z) - \frac{\gamma_N(\beta_N + \eta_N^{T_N})}{T_N} V(z_N, z) \leq \frac{6L}{N(N+1)} \leq \frac{6L\Omega_{z_0}}{N^2}, \forall z \in Z. \]
Therefore, to obtain \( \sup_{z \in Z} Q(\mathcal{V}_N, z) \leq \varepsilon \) it suffices to run at most \( N_{\nabla G} \) iterations of Algorithm 1, in which the gradients \( \nabla G(\cdot) \) are evaluated \( N_{\nabla G} \) times. Since there are \( 2T_k \) evaluations of operation \( H(\cdot) \) in the \( k \)-th outer iterations of Algorithm 1, the total number of evaluations of \( H(\cdot) \) is bounded by
\[ \sum_{k=1}^{N_{\nabla G}} 2T_k \leq 2 \sum_{k=1}^{N_{\nabla G}} \left( \frac{kM}{L} + 1 \right) = \frac{M}{L} N_{\nabla G}(N_{\nabla G} + 1) + 2N_{\nabla G} \leq 2M \left( \frac{N_{\nabla G}}{\varepsilon} \right)^2 + 2N_{\nabla G} = \mathcal{O} \left( \frac{M \Omega_{z_0}}{\varepsilon} + \sqrt{\frac{L \Omega_{z_0}}{\varepsilon}} \right). \]

In view of the results obtained in Theorem 2.3 and Corollary 2.4, the proposed MPS method is able to compute an \( \varepsilon \)-approximate weak solution with at most \( \mathcal{O}(L/\varepsilon)^{1/2} \) gradient evaluations of \( \nabla G \) and \( \mathcal{O}(L/\varepsilon)^{1/2} + M/\varepsilon \) operator evaluations of \( H \). The MPS algorithm only requires the input information of the Lipschitz constants \( L \) and \( M \). Our result reduces the computational effort required for evaluating \( \nabla G \) from \( \mathcal{O}(1/\varepsilon) \) to \( \mathcal{O}(1/\varepsilon)^{1/2} \), which is significant especially when the evaluation of \( \nabla G \) is the computational bottleneck of solving problem \( VI(Z; G, H, J) \) in (1.4).

3. The stochastic mirror-prox sliding method. In this section, we propose a stochastic version of the MPS method in Algorithm 1. The proposed stochastic mirror-prox method (SMPS) is described in Algorithm 2.

**Algorithm 2** The stochastic mirror-prox sliding (SMPS) method for solving \( VI(Z; G, H, J) \)

Modify (2.2) and (2.3) in Algorithm 1 to
\[ z_{k}^t = \arg \min_{z \in Z} \left( \nabla G(z_{k}^t) + H(z_{k}^{t-1}; z_{k}^{2t-1}) \right) + J(z) + \beta_k V(z_{k-1}, z) + \eta_k^t V(z_{k-1}^t, z) \]  
(3.1)
and
\[ z_{k}^t = \arg \min_{z \in Z} \left( \nabla G(z_{k}^t) + H(z_{k}^t; z_{k}^{2t-1}) \right) + J(z) + \beta_k V(z_{k-1}, z) + \eta_k^t V(z_{k-1}^t, z) \]  
(3.2)
respectively.
The SMPS method in Algorithm 2 accesses the operator $H$ through its stochastic samples. Specifically, we assume that when we need the information of $H(z)$ for any $z$, we are able to request an unbiased stochastic sample with bounded variance, namely, $\mathcal{H}(z; \zeta)$ with $\mathbb{E}_z [\mathcal{H}(z; \zeta)] = H(z)$ and $\mathbb{E}_z [\| \mathcal{H}(z; \zeta) - H(z) \|^2] \leq \sigma^2$.

Due to the stochastic setting, our goal in the convergence analysis is to estimate the number of gradient evaluations of $\nabla G$ and stochastic sample evaluations of $\mathcal{H}$ in order to compute a stochastic $\varepsilon$-approximate solution $\tilde{z}_N$ such that

$$
\mathbb{E} \left[ \sup_{z \in Z} Q(\tilde{z}_N, z) \right] \leq \varepsilon,
$$

where $Q(\cdot, \cdot)$ is defined in (2.6).

Our tool for analysis is the following lemma, which is a stochastic extension of Lemma 2.2. The difference between Lemma 3.1 below and the previous deterministic version Lemma 2.2 is that we will need to address the propagation of inexactness of stochastic samples of operator $H$. We will introduce the following notations for the inexactness:

$$
\Delta_{k-1}^{2t} := \mathcal{H}(z_{k-1}; z_{k-1}^{2t}) - H(z_{k-1}) \quad \text{and} \quad \Delta_k^{2t} := \mathcal{H}(z_k; z_k^{2t}) - H(z_k^{2t}).
$$

(3.3)

We will also define three auxiliary sequences $\{w_k\}$, $\{\tilde{w}_k\}$ and $\{w_k^t\}$ (where $k = 1, \ldots, N$ and $t = 0, \ldots, T_k$) to describe the impact of the accumulation of inexactness on the approximate solutions computed by the proposed method. The sequences are defined recursively in the follow way. First, let us set $w_0 = z_0$. Second, for any $k = 1, \ldots, N$, we set $w_0^t = w_{k-1}$ and then compute for all $t = 1, \ldots, T_k$,

$$
w_k^t = \arg\min_z - (\Delta_k^{2t}, z) + \beta_k V(w_{k-1}, z) + \eta_k^t V(w_k^{t-1}, z).
$$

(3.4)

Finally, we set $w_k = w_k^{T_k}$. Also, for any $k$ and $t$, we define

$$
\tilde{w}_k^t = \frac{\eta_k^t}{\beta_k + \eta_k^t} w_k^{t-1} + \frac{\beta_k}{\beta_k + \eta_k^t} w_k - 1.
$$

(3.5)

We make one observation that will be important for our future analysis. If all $\zeta_k$'s for stochastic samples are independently distributed, then for all $t \geq 1$ the above $\tilde{w}_k^t$ is independent of $\Delta_k^{2t}$ conditional on the history of all previous stochastic samples since it is a convex combination of $w_k^{t-1}$ and $w_k - 1$. Consequently, noting from (3.1) that $\tilde{z}_k^t$ is also independent of $\Delta_k^{2t}$ conditional on the history, we have

$$
\mathbb{E} \left[ (\Delta_k^{2t}, \tilde{z}_k^t - \tilde{w}_k^t) \right] = 0, \ \forall k = 1, \ldots, N, \ t = 1, \ldots, T_k.
$$

(3.6)

**Lemma 3.1.** If the parameters of Algorithm 2 satisfy

$$
M \leq \sqrt{\frac{1}{3} (\beta_k + \eta_k^t) \eta_k^t}, \ \forall k \geq 1 \ \text{and} \ t \geq 1
$$

(3.7)

and

$$
\eta_k^t \leq \beta_k + \eta_k^{t-1}, \ \forall k \geq 1 \ \text{and} \ t \geq 2,
$$

(3.8)

then

$$
\langle G(\tilde{z}_k) + H(z), \tilde{z}_k - z \rangle + J(\tilde{z}_k) - J(z)
\leq - \beta_k V(z_{k-1}, \tilde{z}_k^t) + \left( \beta_k + \frac{\eta_k^t}{T_k} \right) \left( V(z_{k-1}, z) + V(w_{k-1}, z) \right) - \frac{\beta_k + \eta_k^{T_k}}{T_k} (V(z_k, z) + V(w_k, z))
\leq \frac{1}{T_k} \sum_{t=1}^{T_k} \frac{1}{2(\beta_k + \eta_k^t)} (3\| \Delta_k^{2t-1} \|^2 + 4\| \Delta_k^{2t} \|^2) - \langle \Delta_k^{2t}, \tilde{z}_k^t - \tilde{w}_k^t \rangle,
$$

(3.9)
where \( \hat{w}_k^t \) is defined in (3.5).

Proof. From the optimality condition of (3.1) we have

\[
\langle \nabla G(z_k^t), z_k^t - z \rangle + H(z_k^t; \xi_k^t, \zeta_k^t) + J(z_k^t) - J(z)
\]

\[
\leq \beta_k (V(z_{k-1}, z) - V(z_k-1, \hat{z}_k^t) - V(z_k^t, z))
\]

\[
+ \eta_k^t (V(z_k^t-1, \hat{z}_k^t) - V(z_k^t, \hat{z}_k^t) - V(z_k^t, z)) , \forall z \in Z.
\]

Specially, setting \( z = z_k^t \) in the above relation we have

\[
\langle \nabla G(z_k^t), z_k^t - z \rangle + H(z_k^t; \xi_k^t, \zeta_k^t) + J(z_k^t) - J(z_k^t)
\]

\[
\leq \beta_k (V(z_{k-1}, z_k^t) - V(z_k-1, \hat{z}_k^t) - V(z_k^t, z_k^t))
\]

\[
+ \eta_k^t (V(z_k^t-1, z_k^t) - V(z_k^t, z_k^t) - V(z_k^t, z_k^t)) .
\]

Moreover, from the optimality condition of (3.2) we also have

\[
\langle \nabla G(z_k^t), z_k^t - z \rangle + J(z_k^t) - J(z)
\]

\[
\leq \beta_k (V(z_{k-1}, z) - V(z_k-1, z_k^t) - V(z_k^t, z))
\]

\[
+ \eta_k^t (V(z_k^t-1, z_k^t) - V(z_k^t, z_k^t) - V(z_k^t, z_k^t)) .
\]

Summing the above two inequalities and recalling the strong convexity of prox-function \( V(\cdot, \cdot) \) in (2.5), we obtain

\[
\langle G(z_k^t), z_k^t - z \rangle + H(z_k^t; \xi_k^t, \zeta_k^t) + J(z_k^t) - J(z)
\]

\[
\leq \beta_k (V(z_{k-1}, z) - V(z_k-1, z_k^t) - V(z_k^t, z_k^t))
\]

\[
+ \eta_k^t (V(z_k^t-1, z_k^t) - V(z_k^t, z_k^t) - V(z_k^t, z_k^t))
\]

\[
\leq \frac{1}{2}(\beta_k + \eta_k^t) \| z_k^t - z_k^t \|^2 - \frac{\eta_k^t}{2} \| z_k^t - z_k^t \|^2 , \forall z \in Z.
\]

In the above relation, note that

\[
\langle H(z_k^t; \xi_k^t, \zeta_k^t), z_k^t - z \rangle + \langle H(z_k^t; \xi_k^t, \zeta_k^t), z_k^t - z \rangle
\]

\[
= \langle H(z_k^t; \xi_k^t, \zeta_k^t), z_k^t - z \rangle + \langle H(z_k^t, z_k^t) - \| z_k^t \|^2 + \langle H(z), z_k^t - z \rangle + \langle \Delta_k^2, z_k^t - z \rangle
\]

\[
\geq - \frac{1}{2(\beta_k + \eta_k^t)} \| H(z_k^t; \xi_k^t, \zeta_k^t) - H(z_k^t; \xi_k^t, \zeta_k^t) \|^2 - \frac{1}{2}(\beta_k + \eta_k^t) \| \hat{z}_k^t - z_k^t \|^2 , \forall z \in Z.
\]

Here we use the definition of \( \Delta_k^2 \) in (3.3), Cauchy-Schwartz inequality, Young’s inequality, and the monotonicity of \( H(\cdot) \). Summarizing the above two relations we have

\[
\langle G(z_k^t), z_k^t - z \rangle + \langle H(z_k^t; \xi_k^t, \zeta_k^t), z_k^t - z \rangle - \langle \Delta_k^2, z_k^t - z \rangle
\]

\[
\leq \beta_k (V(z_{k-1}, z) - V(z_k-1, z_k^t) + \eta_k^t (V(z_k^t-1, z_k^t) - (\beta_k + \eta_k^t) V(z_k^t, z)
\]

\[
+ \frac{1}{2(\beta_k + \eta_k^t)} \| H(z_k^t; \xi_k^t, \zeta_k^t) - H(z_k^t; \xi_k^t, \zeta_k^t) \|^2 - \frac{\eta_k^t}{2} \| z_k^t - z_k^t \|^2 , \forall z \in Z.
\]

We make a few observations related to the above relation. First, by the optimality condition of (3.4) we have

\[
\langle G(z_k^t), \hat{w}_k^t - z \rangle
\]

\[
\leq \beta_k (V(w_{k-1}, \hat{w}_k^t) - V(w_{k-1}, \hat{w}_k^t) - V(w_{k-1}, z)) + \eta_k^t (V(w_{k-1}, \hat{w}_k^t) - V(w_{k-1}, \hat{w}_k^t) - V(w_{k-1}, z)) , \forall z \in Z.
\]
Second, by the definition of $\hat{w}_k^t$ in (3.5), the Cauchy-Schwartz inequality, Young’s inequality, and the strong convexity of prox-function $V(\cdot, \cdot)$ in (2.5) we also have

\[- (\Delta_k^{2t}, \hat{w}_k^t - w_k^t)\]
\[- \frac{\eta_k}{\beta_k + \eta_k} (\Delta_k^{2t}, w_k^{-1} - w_k^t) - \frac{\beta_k}{\beta_k + \eta_k} (\Delta_k^{2t}, w_{k-1} - w_k^t)\]
\[
\leq \frac{\eta_k}{\beta_k + \eta_k} \| \Delta_k^{2t} \|_s \| w_k^{-1} - w_k^t \| + \frac{\beta_k}{\beta_k + \eta_k} \| \Delta_k^{2t} \|_s \| w_{k-1} - w_k^t \|\]
\[
\leq \frac{\eta_k}{\beta_k + \eta_k} \| \Delta_k^{2t} \|_s^2 + \frac{\beta_k}{2(\beta_k + \eta_k)^2} \| \Delta_k^{2t} \|_s^2 + \frac{\beta_k}{2} \| w_{k-1} - w_k^t \|_2^2\]

Third, by the Cauchy-Schwartz inequality, $M$-Lipschitz continuity of $H(\cdot)$ and the condition (3.7) we have

\[
\frac{1}{2(\beta_k + \eta_k)} \| \mathcal{H}(z_k^{t-1}; z_k^{t-1}) - \mathcal{H}(\hat{z}_k^t; \hat{z}_k^t) \|^2 - \frac{\eta_k}{2} \| z_k^{t-1} - \hat{z}_k^t \|^2
\]
\[
\leq \frac{3}{2(\beta_k + \eta_k)} (\| \Delta_k^{2t-1} \|^2 + \| H(z_k^{t-1}) - H(\hat{z}_k^t) \|^2 + \| \Delta_k^{2t} \|^2) - \frac{\eta_k}{2} \| z_k^{t-1} - \hat{z}_k^t \|^2
\]
\[
\leq \frac{3}{2(\beta_k + \eta_k)} (\| \Delta_k^{2t-1} \|^2 + \| \Delta_k^{2t} \|^2) - \frac{1}{2} \left( \eta_k - \frac{3M^2}{\beta_k + \eta_k} \right) \| z_k^{t-1} - \hat{z}_k^t \|^2
\]
\[
\leq \frac{3}{2(\beta_k + \eta_k)} (\| \Delta_k^{2t-1} \|^2 + \| \Delta_k^{2t} \|^2) - \frac{1}{2} \left( \eta_k - \frac{3M^2}{\beta_k + \eta_k} \right) \| z_k^{t-1} - \hat{z}_k^t \|^2
\]

Applying the above three observations to (3.10) we have

\[
\langle G(\hat{z}_k^t) + H(z), \hat{z}_k^t - z \rangle + J(\hat{z}_k^t) - J(z)
\]
\[
\leq \beta_k (V(z_{k-1}, z) + V(w_{k-1}, z)) - \beta_k V(z_{k-1}, \hat{z}_k^t)
\]
\[
+ \eta_k (V(z_k^{t-1}, z) + V(w_k^{t-1}, z)) - (\beta_k + \eta_k)(V(z_k^t, z) + V(w_k^t, z))
\]
\[
+ \frac{1}{2(\beta_k + \eta_k)} (3\| \Delta_k^{2t-1} \|^2 + 4\| \Delta_k^{2t} \|^2) - (\Delta_k^{2t}, \hat{z}_k^t - \hat{w}_k^t)
\]

Taking average of the above relation from $t = 1, \ldots, T_k$ and recalling the convexity of functions $J(\cdot), V(z_k-1, \cdot)$ and $V(z_{k-1}, \cdot)$ and the definition that $\hat{z}_k = (1/T_k) \sum_{t=1}^{T_k} \hat{z}_k^t$, we have

\[
\langle G(\hat{z}_k) + H(z), \hat{z}_k - z \rangle + J(\hat{z}_k) - J(z)
\]
\[
\leq \beta_k (V(z_{k-1}, z) + V(w_{k-1}, z)) - \beta_k V(z_{k-1}, \hat{z}_k)
\]
\[
+ \eta_k (V(z_k^{t-1}, z) + V(w_k^{t-1}, z)) - (\beta_k + \eta_k)(V(z_k^t, z) + V(w_k^t, z))
\]
\[
+ \frac{1}{2(\beta_k + \eta_k)} (3\| \Delta_k^{2t-1} \|^2 + 4\| \Delta_k^{2t} \|^2) - (\Delta_k^{2t}, \hat{z}_k^t - \hat{w}_k^t)
\]

We conclude our result (3.9) immediately by applying the condition of parameters $\beta_k$ and $\eta_k$ in (3.8) and recalling that $z_k^0 = z_{k-1}, z_k^T = z_k, w_k^0 = w_{k-1}$, and $w_k^T = w_k$.

With the help of the above lemma, we are now ready to present in the theorem below the convergence result of the SMPS method.

**Theorem 3.2.** Suppose that $\zeta_k^t$’s are independently distributed random samples and that the stochas-
tic operator $H$ satisfies unbiasedness $E_{\xi_k} [H(z_{k-1}; \xi_k)] = H(z_{k-1})$ and bounded variance $E_{\xi_k} [\|H(z_{k-1}; \xi_k) - H(z_{k-1})\|^2] \leq \sigma^2$ for all $k = 1, \ldots, N$ and $t = 1, \ldots, T_k$. If conditions (3.7) and (3.8) hold, and that

$$\gamma_1 = 1, \gamma_k \in [0, 1], \beta_k \geq L \gamma_k, \forall k \geq 1,$$ and recalling the strong convexity of $V(\cdot, \cdot)$, we have

$$\gamma_k \left( \beta_k + \frac{\eta_k^2}{T_k} \right) \leq \frac{\gamma_{k-1}(\beta_{k-1} + \eta_{k-1})}{\Gamma_{k-1} T_{k-1}}, \forall k \geq 2,$$ (3.11)

then we have

$$E \left[ \sup_{z \in Z} Q(\xi_k, z) \right] \leq 2 \Gamma_N \left( \beta_1 + \frac{\eta_1^2}{T_1} \right) \Omega_{z_0} + \Gamma_N \sum_{k=1}^N \frac{\gamma_k}{\Gamma_k T_k} \sum_{t=1}^{T_k} \frac{7\sigma^2}{2(\beta_k + \eta_k)}, \forall z \in Z.$$ (3.12)

Here $Q(\cdot, \cdot)$ and $\Omega_{z_0}$ are defined in (2.6) and (2.17) respectively.

**Proof.** Combining the results in Lemmas 2.1 and 3.1 and recalling the strong convexity of $V(\cdot, \cdot)$ in (2.5), we have

$$\left[ G(\xi_k) - G(z) + (H(z), \xi_k - z) + J(\xi_k) - J(z) \right]$$
$$- (1 - \gamma_k) [G(\xi_{k-1}) - G(z) + (H(z), \xi_{k-1} - z) + J(\xi_{k-1}) - J(z)]$$
$$\leq \gamma_k \left[ \beta_k + \frac{\eta_k^2}{T_k} \right] \left( V(z_{k-1}, z) + V(w_{k-1}, z) \right) - \beta_k + \frac{\eta_k T_k}{T_k} (V(z_k, z) + V(w_k, z))$$
$$+ \frac{\gamma_k}{T_k} \sum_{t=1}^{T_k} \frac{1}{2(\beta_k + \eta_k)} (3\|\Delta^2 t_{k-1}\|^2 + 4\|\Delta^2 t_k\|^2) - \langle \Delta^2 t_k, \tilde{z}_k - \tilde{w}_k \rangle.$$}

Dividing the above relation by $\Gamma_k$ defined in (2.13), summing from $k = 1, \ldots, N$, and recalling our assumption of parameters in (3.11) and the definition of $Q(\cdot, \cdot)$ in (2.6), we have

$$\frac{1}{\Gamma_N} Q(\xi_k, z) \leq \left( \beta_1 + \frac{\eta_1^2}{T_1} \right) (V(\xi_0, z) + V(\xi_0, z)) - \gamma_N(\beta_N + \eta_N^2) \frac{1}{\Gamma_N T_N} (V(\xi_N, z) + V(\xi_N, z))$$
$$+ \sum_{k=1}^N \frac{\gamma_k}{\Gamma_k T_k} \sum_{t=1}^{T_k} \frac{1}{2(\beta_k + \eta_k)} (3\|\Delta^2 t_{k-1}\|^2 + 4\|\Delta^2 t_k\|^2) - \langle \Delta^2 t_k, \tilde{z}_k - \tilde{w}_k \rangle.$$}

From the above result, recalling that $w_0 = z_0$ and using notation $\Omega_{z_0}$ defined in (2.17), we have

$$\sup_{z \in Z} Q(\xi_k, z) \leq 2 \Gamma_N \left( \beta_1 + \frac{\eta_1^2}{T_1} \right) \Omega_{z_0} + \Gamma_N \sum_{k=1}^N \frac{\gamma_k}{\Gamma_k T_k} \sum_{t=1}^{T_k} \frac{1}{2(\beta_k + \eta_k)} (3\|\Delta^2 t_{k-1}\|^2 + 4\|\Delta^2 t_k\|^2) - \langle \Delta^2 t_k, \tilde{z}_k - \tilde{w}_k \rangle.$$}

Taking expectation on both sides of the above inequality and recalling our observation in (3.6) concerning the expectation of the last inner product term above, we conclude our result (3.12).}

Comparing the results of the above theorem and its deterministic counterpart in Theorem 2.3, we can observe that the gap function value/expectation of gap function value can be bounded by a quantity involving $\Omega_{z_0}$, which converges to 0 in the order of $O(L/k^2)$. There is an extra summation in the result (3.12) concerning the variance $\sigma^2$ due to the stochastic setting. However, we will prove in the following corollary that, with proper choice of parameters, the summation in (3.12) is also of order $O(L/k^2)$.

**Corollary 3.3.** Suppose that the parameters in the outer iterations of Algorithm 1 are set to

$$\gamma_k = \frac{2}{k+1}, \beta_k = \frac{2L}{k}, T_k = \left[ \frac{\sqrt{3}k M}{L} + \frac{N \sigma^2}{\Omega_{z_0} L^2} \right], \text{ and } \eta_k^2 = \beta_k(t-1) + \frac{LT_k}{k},$$ (3.13)
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where $\Omega_{z_0}$ is defined in (2.17). In order to compute an approximate solution $\tau_N$ such that $\sup_{z \in Z} E[Q(\tau_N, z)] \leq \varepsilon$, the number of evaluations of gradients $\nabla G$ and stochastic operators $H$ are bounded by

$$ N_{\nabla G} := O\left(\sqrt{\frac{L \Omega_{z_0}}{\varepsilon}}\right) \quad \text{and} \quad N_H := O\left(\frac{M \Omega_{z_0}}{\varepsilon} + \frac{\sigma^2 \Omega_{z_0}}{\varepsilon^2} + \sqrt{\frac{L \Omega_{z_0}}{\varepsilon}}\right). $$

**Proof.** Clearly,

$$ \eta_k \geq \frac{LT_k}{k} \geq \frac{L}{k} \frac{\sqrt{3kM}}{L} = \sqrt{3M}, $$

so condition (3.7) holds. It is also straightforward to confirm that conditions (3.8) and (3.11) hold. Applying Theorem 3.2 and substituting our parameter setting (3.13) (note that applying our choice of $\gamma_k$ to the definition of $\Gamma_k$ in (2.13) we have $\Gamma_k = 2/(k(k+1))$) we have

$$ \mathbb{E}\left[\sup_{z \in Z} Q(\tau_N, z)\right] \leq 2\Gamma_N \left(\beta_1 + \frac{\eta_1}{7}\right) \Omega_{z_0} + \Gamma_N \sum_{k=1}^{N} \frac{\gamma_k}{T_k} \sum_{t=1}^{T_k} \frac{7\sigma^2}{2(\beta_k + \eta_k)} $$

$$ \leq \frac{12L \Omega_{z_0}}{N(N+1)} + \frac{2}{N(N+1)} \sum_{k=1}^{N} \frac{T_k}{k} \sum_{t=1}^{T_k} \frac{7\sigma^2 k}{LT_k} $$

$$ \leq \frac{12L \Omega_{z_0}}{N^2} + \frac{1}{N^2} \sum_{k=1}^{N} \frac{7\sigma^2 k^2}{L} \Omega_{z_0} \frac{L}{Nk^2} $$

$$ \leq \frac{19L \Omega_{z_0}}{N^2}, \quad \forall z \in Z. $$

Therefore, to obtain $\sup_{z \in Z} E[Q(\tau_N, z)] \leq \varepsilon$ it suffices to run at most $N_{\nabla G}$ iterations of Algorithm 1, in which the gradients $\nabla G$ are evaluated $N_{\nabla G}$ times. Since $2T_k$ evaluations of stochastic operator $H$ are performed in the $k$-th iteration of Algorithm 1, the total number of stochastic operator evaluations of $H$ is bounded by

$$ \sum_{k=1}^{N_{\nabla G}} 2T_k \leq 2 \sum_{k=1}^{N_{\nabla G}} \left(\frac{\sqrt{3kM}}{L} + \frac{N_{\nabla G} k^2 \sigma^2}{\Omega_{z_0} L^2} + 1\right) $$

$$ \leq 2\frac{\sqrt{3M}}{L} (N_{\nabla G})^2 + \frac{8\sigma^2}{3\Omega_{z_0} L^2} N_{\nabla G} + 2N_{\nabla G} $$

$$ = O\left(\frac{M \Omega_{z_0}}{\varepsilon} + \frac{\sigma^2 \Omega_{z_0}}{\varepsilon^2} + \sqrt{\frac{L \Omega_{z_0}}{\varepsilon}}\right). $$

\[\Box\]

From the above corollary, we can observe that the number of gradient evaluations of $\nabla G$ is still in the order of $O((L/\varepsilon)^{1/2})$ under the stochastic setting of $H$. The number of stochastic sample evaluation of $H$ is bounded by $O((L/\varepsilon)^{1/2} + M/\varepsilon + \sigma^2/\varepsilon^2)$. The improvement of gradient complexity from $O(1/\varepsilon^2)$ to $O((1/\varepsilon)^{1/2})$ is important when $\nabla G$ is the computational bottleneck for solving the variational inequality. It is interesting to observe that there is now a separation of complexity based on two oracles concerning $\nabla G$ and $H$. If we assume that there is a deterministic oracle that returns gradient evaluations of $\nabla G$ for any inquiry point, and that there is a stochastic oracle that returns stochastic sample evaluations of $H$ for any inquiry point, our result in the above corollary shows that the complexities for the two oracles should be separated and that we are able to achieve the optimal complexity for each oracle.
4. Conclusion. In this paper we consider a class of structured monotone variational inequalities over compact feasible sets, in which there exist gradient components in the operators of variational inequalities. We study the research question of whether one can develop numerical algorithms in which the number of gradient evaluations is bounded by $O(1/\varepsilon^{1/2})$ when computing an $\varepsilon$-approximate solution. We provide a positive answer to the research question by proposing two algorithms that are able to skip the computations of the gradients from time to time, while still maintaining the optimal iteration complexity for solving the variational inequalities problems. For the deterministic case of variational inequality problems, our proposed mirror-prox sliding method is able to compute an $\varepsilon$-approximate solution with at most $O((L/\varepsilon)^{1/2})$ gradient evaluations and $O((L/\varepsilon)^{1/2} + M/\varepsilon)$ operator evaluations. For the stochastic case, we also proposed a stochastic mirror-prox sliding method that is able to compute an $\varepsilon$-approximate solution in expectation with at most $O((L/\varepsilon)^{1/2})$ gradient evaluations and $O((L/\varepsilon)^{1/2} + M/\varepsilon + a^2/\varepsilon^2)$ operator sample evaluations. To the best of our knowledge, our complexity results have not yet been obtained in the literature. Our results also reveals that it is possible to obtain a separation of complexity based on two oracles concerning the gradient evaluation and operator/stochastic operator evaluation, while achieving the optimal complexity for each oracle.
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