Machine learning-based IoT system for COVID-19 epidemics
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Abstract
The planet earth has been facing COVID-19 epidemic as a challenge in recent time. It is predictable that the world will be fighting the pandemic by taking precautions steps before an operative vaccine is found. The IoT produces huge data volumes, whether private or public, through the invention of IoT devices in the form of smart devices with an improved rate of IoT data generation. A lot of devices interact with each other in the IoT ecosystem through the cloud or servers. Various techniques have been presented in recent time, using data mining approach have proven help detect possible cases of coronaviruses. Therefore, this study uses machine learning technique (ABC and SVM) to predict COVID-19 for IoT data system. The system used two machine learning techniques which are Artificial Bee Colony algorithm with Support Vector Machine classifier on a San Francisco COVID-19 dataset. The system was evaluated using confusion matrix and had a 95% accuracy, 95% sensitivity, 95% specificity, 97% precision, 96% F1 score, 89% Matthews correlation coefficient for ABC-L-SVM and 97% accuracy, 95% sensitivity, 100% specificity, 100% precision, 97% F1 score, 93.1% Matthews correlation coefficient for ABC-Q-SVM. In conclusion, the system shows that the process of dimensionality reduction utilizing ABC feature extraction techniques can boost the classification production for SVM. It was observed that fetching relevant information from IoT systems before classification is relatively beneficial.
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1 Introduction
The novel coronavirus is a contributing agent (COVID-19), believed to originate from a China province, called Wuhan in late 2019 [1–6]. There is no clinically proven vaccine or drugs in the new coronavirus (COVID-19) contagion. It is evident that non-clinical
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methods such as machine learning methods, internet of things, improved intelligence and artificial intelligence methods, the universe requires a quicker and faster resolution to include and address futuristic spread of COVID-19 worldwide in order to alleviate the enormous load on the healthcare organization to give the top conceivable means for the analysis of patients [7]. It is apparent that non-clinical assistant methods such as machine learning methods and improved intelligence such as the internet of things, the world desires a faster means to regulate and resolute more COVID-19 spread worldwide in order to alleviate the immense strain on the medical industries despite making available the greatest likely mediums for diagnosing individuals [8]. Machine learning is an innovative technique of artificial intelligence for discovering innovative, beneficial, and true unseen patterns or dataset. In multiple or single datasets, the method exposes relations and information amongst datasets [9]. A valuable source for mining and analysis of valuable, effective, and innovative information removal for improved decision-making to include the epidemic of the COVID-19 is a huge dataset created worldwide related to the 2019-nCoV pandemic every day. Machine learning is commonly used approach in diverse healthcare field applications, for example forecasting patient performance, demonstrating clinical results, health sector rating, and evaluating the efficacy of treatment as well as contamination prevention, steadiness, and retrieval [10]. There has been tremendous growth in healthcare intensive care systems in hospitals as well as numerous health hubs. Transferable healthcare nursing schemes exist with innovative knowledge. They have become boundless worry to various nations through the world. The initiation of Internet of Things (IoT) technology from direct consultation to telemedicine promotes the development of healthcare [7]. In the last decade, IoT has made all artifacts internally connected, and it has been seen as the next technological breakthrough. Some of the IoT apps include smart health monitoring mechanisms, smart home, smart parking, smart climate, smart city, industrial spots, and farmed grounds. The most comprehensive application of IoT is in health management, which delivers monitoring services for health and environmental conditions. Using sensors and networks, IoT is nonentity but linking supercomputers to the cyberspace [10]. The IoT data system of COVID-19 will perform a good function in the discovery of infected and uninfected individuals. For all countries and countries facing many difficulties in identifying COVID-19 patients, COVID-19 has become a pandemic problem because its symptoms are not easy to detect and are spread by contacting each other [11]. This current research comprises the following important research issues:

(i) What are some new Artificial Intelligence, machine learning, and Internet of Things applications which can aid in identifying risks against the COVID-19 infection?

(ii) What information from social science, Artificial Intelligence, and machine learning applications played an important role throughout this conflict?

(iii) What significance do development innovations like the Internet of Things play in COVID-19 treatment and elimination?

In this study, a machine learning process is carried out to predict COVID-19 cases using Artificial Bee Colony algorithm with Support Vector Machine classifier using a San Francisco COVID-19 dataset. Thus, artificial intelligence, the Internet of Things,
and machine learning open up new mechanisms for successful healthcare throughout that epidemic, which can be valuable for pharmaceutical creation, efficient diagnosis tactics, and disease spreading predictions. The remaining part of this article is arranged as Sect. 2 discussing the literature review, Sect. 3 discussing the material and methodology, Sect. 4 discussing the proposed system results and discussion with the system evaluation and comparison with previous researches. Section 5 concluded the study with a conclusion and recommendations.

2 Literature reviews

Machine learning and IoT has been employed in a different field such as information and network security [12–15], agricultural sector [16–20], Medical or healthcare industry [21–24] and so on. Many researchers are encouraged to establish an automatic diagnostic system because improved premature cancer detection can increase patients’ survival rates. In this field of research, the number of publications is increasing exponentially and work is still underway to show significant progress towards the performance of an efficient and robust segmentation tool. This section presents the related findings of research in previous years. An IoT smart health monitoring approach was proposed by researcher [10], for tracking the elementary health signs of patients and the situation in the area where patients are situated in actual period. Five sensors were executed to collected the heartbeat, body and area temperature, CO with CO2 sensors information from the hospital area. For each case, the fault fraction of the system produced is in a positive boundary (< 5%). The patients’ state is transmitted to the medical staff through a portal, processed and interprets the patients’ present condition. For healthcare monitoring, which is demonstrated by the efficacy of the device, the built prototype is well suited. Machine learning models was developed with an epidemiology dataset of patients to predict COVID [25]. The decision tree, naive Bayes, support vector machine, logistic regression, K-NN and random forest algorithms were utilized. For patients to improve medically, the model predicted days, patients age group with high danger or not recovering from the pandemic, those likely to recover and those probable to improve fast from the disease. The outcomes showed that the model built with the decision tree algorithm is well competent in predicting the probability of regaining with an overall accuracy of 99.85%. An overview of healthcare monitoring system based on IoT has been carried out by researcher [26]. The findings of the study relate to the use of IoT in healthcare facilities, helping to achieve correct medical diagnoses, focusing on standard service given to patients. Also decreases intermittent hospital patient evaluations by depending on remote diagnosis IoT applications. An application to health institutions would also lead to yielding accurate information for the ailments suffered by patients and thereby engaging them in the preparation of clinical studies to achieve more detailed outcomes. This study presented the Internet-based healthcare nursing classification. Neural Network, Support Vector Machine, Naïve Bayes, Decision tree, KNN, OneR, with ZeroR algorithms was proposed as machine learning approaches by researcher [27], they tested these algorithms, after selecting the appropriate symptoms, on COVID-19 dataset. Five algorithms realized an accuracy of about 90%. The study assume that the data will permit
these 5 algorithms to classify latent COVID-19 cases efficiently and accurately. The system will record the answer to treatment for respective patients that contracted the virus. Covid-19 is a pandemic spreading through the biosphere. Scientists and engineers are working to develop a serum for further investigative services and strengthen monitoring approaches. Monitoring the individual’s health, mobile and web-based applications, based on questionnaires, have already been developed. Preventing the blowout of Covid-19, requires approaches such as the Internet of Things (IoT). It is an interrelation of the Internet and corporal devices. This paper reviewed the available Covid-19 surveys, monitoring techniques, and proposed an IoT-based planning used for minimizing blowout of Covid-19 [28]. The most recent information on artificial intelligence for COVID-19 was gathered and then investigated to recognize its potential disease application. Seven substantial AI applications have been reported for the COVID-19 contagion. This technology delivers a significant responsibility in defining the case cluster and predicting the location the disease will disrupt in the future through the compilation and review of all preceding data. Medical establishments are in desperate requirement of technology for administrative to deal with COVID-19 and to assist them in having appropriate real-time submissions to prevent its transmission. AI works to imitate human intellect in a professional way. In recognizing and recommending the development of a COVID-19 vaccine, it might perform a substantial responsibility as well [29]. Exploitation of SVM Radial, SVM Polynomial, and Random Forest techniques, likened to every further method utilized in the investigation, a machine learning method created an ensemble voting classifier that provides greater precision, accuracy, specificity, recall, and F1 score. The proposed ensemble model has predicted a sum of 1326 probable human aimed proteins of SARS-CoV-2 and authenticated them utilizing gene ontology and KEGG passage enhancement examination. Numerous reprovable medications are already known that target the predicted interactions. This research will facilitate the detection of future targets for the more productive discovery of anti-COVID drugs [30]. For reception by SARS-CoV-2 PCR research, which had a number of auxiliary test center constituents as well (n = 1455) in 2020, all emergency rooms or inpatient cases were recommended. For the final diagnostic classification, they checked 7 machine learning methods and utilized a mixture of those methods. The joint methods had an extent under the receiver operator curve of 0.91 (95 percent confidence interval 0.87–0.96) in the test set (n = 392). The model obtained a 0.93 (95 percent CI 0.85–0.98) sensitivity and a 0.64 (95 percent CI 0.58–0.69) specificity. Likened to the SARS-CoV-2 PCR, the authors discovered that their projected machine learning (ML) algorithm had an outstanding analytical system of measurement. This collection of ML algorithms to establish COVID-19 can be utilized in infirmary settings where PCR examination is limited or inaccessible as a screening tool [31]. A DCNN model was suggested to alter the arithmetical characteristics from the innovative dataset to the image domain and then fill them into a DCNN method. 3 convolutional layers, 3 ReLU layers, 3 pooling layers, and 2 completely related layers are used in the proposed DCNN model. The experimental results indicate that as compared to traditional machine learning, for instance, support vector machine, decision tree, and ensemble, the suggested DCNN method for management classification (32 classes) attained 98.05 per cent in research correctness. The conventional machine learning (ensemble) algorithm attained 98.5 percent in study precision in the calculation of
treatment concentration level, whereas the projected DCNN method attained 98.2 percent. The performance metrics affirm the accuracy of the outcomes obtained from the research carried out in the classification of therapy and the prediction level of treatment focus [32]. Utilizing traditional and ensemble machine learning algorithms, it has been suggested to divide documented medical reports into 4 categories. Function engineering has been achieved utilizing approaches such as term occurrence/converse text frequency (TF/IDF), bag of words (BOW) and study extent. With these characteristics, conventional and ensemble machine learning classifiers were fitted. Logistic regression and Multinomial Naïve Bayes displayed greater outcomes than further ML procedures by having 96.2 percent test correctness. It was suggested that recurrent neural networks can could be utilized in the future with greater accuracy [33]. A relative analysis of machine learning algorithm to forecast the outbreak of COVID-19 has been projected. In the 2 algorithms, auspicious outcomes were seen (that is multifaceted perceptron, MLP, and adaptive network-based fuzzy inference system, ANFIS). Based on the results released, and due to the extremely dynamic nature of the COVID-19 outbreak and the variation in its behavior from nation to nation, this study indicates machine learning as an effective tool to model the outbreak. This paper provides an initial benchmark to highlight the promise of machine learning for future research. Furthermore the paper indicates that by combining machine learning and SEIR models, real innovation in outburst estimation can be comprehended [34]. Artificial intelligence investigators are concentrating their proficiency on developing mathematical methods using nationally shared data to analyze this epidemic situation. This article proposes the use of machine learning and deep learning models to devote to the welfare of residing in a the world to understand its daily exponential behavior and to predict the future accessibility of COVID-2019 across nations by using the Johns Hopkins dashboard’s real-time data [35]. An amalgam machine learning strategy was proposed to envisage COVID-19 and illustrate its possibility of utilizing Hungarian data. The adaptive network-based fuzzy inference system (ANFIS) and multi-layered perceptron-imperialist competitive algorithm (MLP-ICA) hybrid machine learning methods are projected to envisage the time series and mortality rate of disease-ridden persons. The system forecasted that the outburst and overall ethics will fall considerably by late May. The authentication is done with promising results for 9 days, which confirms the accuracy of the model. The model is expected to retain its precision in as much as there is no momentous disruption occurring. In order to show the probability of machine learning for impending investigation, the article provides an initial benchmarking [36]. In author [32], they concentrate on current advances in the expansion of artificial intelligence-based COVID-19 medications and inoculations and the ability for smart training to determine COVID-19 infected individual. To promote deep learning applications for SARS-COV-2, several molecular targets of COVID-19, whose inhibition can improve patient survival, are illuminated. In accumulation, existing Corona-DB-AI, a dataset of in silico or in vitro discovered molecules, peptides, and epitopes that can theoretically be utilized to derive COVID-19 care for training models. The knowledge and datasets presented in this analysis can be used to train deep learning-based models and accelerate the discovery of efficient viral therapies [37]. Machine learning algorithms are able to evaluate a large number of parameters to determine the predictors of disease outcomes within a limited period of time. It would
be useful in decision-making for clinicians to incorporate such an algorithm to predict high-risk individuals during the early stages of infection in order to avoid permanent harm. Here, we propose suggestions for the development of prognostic machine learning models using electronic health records so that COVID-19 can develop a real-time risk score [38]. Many novel associations have been identified between clinical factors, including links between being male and possessing higher numbers of serum lymphocytes and neutrophils. We observed that COVID-19 patients could be grouped into subtypes based on serum immune cell numbers, sex, and recorded symptoms. Finally, we have trained an XGBoost model to achieve a sensitivity of 92.5 percent and a precision of 97.9 percent in separating COVID-19 patients from influenza patients. We demonstrated that computer techniques trained on massive clinical databases could create ever more reliable COVID-19 diagnostic models to mitigate the effect of lack of research. For previously unknown COVID-19, we have given clinical component associations and clinical subgroups [39]. COVID-19 causes immunity, and if so, we do not know for how long whether "herd immunity" can potentially mitigate the risk or if an appropriate vaccine can be made, and this knowledge may be a long time coming. The COVID-19 pandemic, meanwhile, poses enormous obstacles for medical research and clinical trials in particular. In this article, some of these problems are highlighted and propose ways in which machine learning can help respond to those challenges. Three challenge areas were identified: existing clinical trials of non-COVID-19 drugs; clinical trials of COVID-19 presupposition drugs; and clinical trials of experimental COVID-19 drugs [40]. In summary, Current findings have suggested that proposed models for COVID-19 identification based on algorithms can improve the accuracy of Covid-19 diagnosis. Machine Learning and Artificial Intelligence may be used to foresee and predict the new epidemic, according to selective information. With the novel methodology, a novel prediction and prediction model for Covid-19 patients has been developed.

3 Materials and methods

The dataset was obtained from the host transcriptional response to SARS-CoV-2 in 234 patients with COVID-19 (n = 93), other viral (n = 100) or non-viral (n = 41) acute respiratory diseases (ARIs) through metagenomic sequencing of upper airway samples. COVID-19 was characterized by a decreased innate immune response compared to other viral ARIs, with decreased expression of genes involved in toll-like signaling of receptors and interleukins, chemokine binding, neutrophil degranulation, and lymphoid cell interactions. Compared to other viral ARIs, patients with COVID-19 also exhibited significantly reduced proportions of neutrophils, macrophages, and increased proportions of goblet, dendritic, and B cells. We constructed 27-, 10- and 3-gene classifiers using machine learning to differentiate COVID-19 from other acute respiratory diseases [41].

MATLAB was used to analyze the data collected from an experimental method, and ABC was used to select features. The selected features were used to use the SVM algorithm approach to carry out classification.
3.1 Artificial bee colony

This study presents an enhanced ABC algorithm for fetching relevant genes from COVID-19 transcriptional data. The Artificial Bee Colony algorithm is one of the most recent nature-inspired optimization algorithms based on the intelligent foraging behavior of the honey bee swarm. Karaboga suggested and further developed the ABC algorithm. The ABC algorithm showed impressive results for a wide variety of concerns [42]. Three categories are classified into foraging honey bees, namely, working bees, onlooker bees and scout bees. One unique operation for producing new candidate solutions is symbolized by each group of honey bees. Employed bees exploit food supplies. From different food sources, they add nectar to their hive. Onlooker bees wait in the hive for information on food sources to be shared by working bees and search for a food supply based on that information. Becoming scouts and abandoning their solutions are working bees whose food resources have been exhausted. Then the scout bees look randomly for new food sources near the hive without using any information. After the scout finds a new food source, it again becomes an employed bee. Each scout is an adventurer who has no direction when looking for a new food, i.e. a scout might find some sort of source of food. Therefore a scout may unwittingly discover a more affluent and entirely unknown food source [43].

The procedure of the ABC algorithm

Starting phase
1- Set the samples and allocate the samples to active bees
2- While (sequence = MAX_Sequence) do

Active bee Stage
3- for i = 1 to SN do
4- Generate new result vi for active bees and analyze fitness rate
5- Introduce greedy assortment device among vi and xi, pick best choice
6- If result xi does not update, the non-updated number ti = ti + 1; else ti = 0
7- end for

Observer bee stage
8- Analyze the selection probability pi
9- t = 0, I = 1
10- while (t < SN) do
11- if random < Pi
12- t = t + 1
13- Generate a result for observer bee of the result and analyze its fitness rate
14- Use greedy selection approach between vi and xi, pick better one
15- If result xi does not update, the non-updated number ti = ti + 1; else ti = 0
16- end if
17- i = i + 1
18- If i = SN + 1, i = 1,
19- end while (t = SN)

Detect bee Stage
New solutions are developed using a neighborhood operator in the employed bee and onlooker bee process. In order to improve the exploitation potential of ABC, a local search procedure is applied to the solution obtained by the neighborhood operator with a certain probability. In addition to the approach implemented, we have further updated it by incorporating two new components into it in order to resolve the shortcomings of the ABC algorithm. Second, the pheromone idea, which is one of the key components of the Ant Colony Optimization (ACO) algorithm, has been implemented [43].

### 3.2 Support vector machine

The Support vector machine (SVM) is one of the supervised learning algorithms used for classification and regression. The classification activity in SVM involves testing and training data containing those data instances. In the training dataset, each instance includes one or more target values; thus, the primary aim of SVM is to produce a model that predicts target value or values. SVM proposed the introduction of alternate regression loss functions, which can be linear or nonlinear [44].

SVM is one of the most popular and impressive machine learning approaches for recognition and regression. SVM where 1 is the mark from 0 to 1, w is a working algorithm. The output is a-q, the coefficients of linear group are w and q, and the input vector is a [45].

\[
SV M_hk = \max(0, 1 - lk(w.ak - q))
\]

\[
SV Mloss = lm \sum_t = lmmax(0, ht)
\]

\[
v(x) = \text{sign} \left[ \sum_k = \ln akyk\phi(x, x_k) + b \right]
\]

where \(a_k\) = positive real constant, \(b\) = real constant

### 3.3 Performance evaluation

To determine their accuracy, computer models are tested using assessment techniques. The techniques use data mining algorithms or machine learning algorithms to assess the consistency and efficacy of the model. These key performance assessment techniques for the data mining model include precision, sensitivity, and accuracy. In this analysis, however, to evaluate the established models, the only accuracy is considered [7]. Some validation metrics include assessing the efficiency of the machine learning model. In classification models, the uncertainty matrix is often used to evaluate four characteristics: True Positive (TP), False Positive (FP), True Negative (TN) and False
Negative (FN). The correctly and incorrectly classified illustrations from the sample of the dataset provided to test the model are discovered [46].

4 Applications

The need to explore similar genes is beneficial in developing different applications such as updated therapy, cancer detection, gene and drug development, tumor classification, diseases which include typhoid, malaria, and others. Machine learning technique has outstanding algorithms as approaches that are applied to innumerable areas when discovering the designs and the difference between data. MATLAB (Matrix Laboratory) is used to execute the research because of it has simple and advantageous programming setting for technologists, designers, physicists, scholars, amid others. The MATLAB arithmetical multi-worldview is a processing setting and restricted programming language developed by MathWorks. It allows machine monitoring, plotting of functions and information, implementation of algorithms, generation of user interfaces, inscribed in diverse languages for instance, C, C++, C#, Java, Fortran and Python [47–49]. The key aim of this investigation is to use the COVID-19 database to predict the use of the MATLAB system. The iCore2 cpu, 4 GB RAM size, 64-bit scheme and MATLAB 2015a are used by the computer configuration as the execution tools for testing this learning.

5 Results and discussion

This study reveals that with 235 properties, the novelty of COVID-19 includes 15979 instances of associated genes. The ABC approached was applied on the data to decrease the curse of dimensionality. ABC dimensionality reduction senses and obtains similar characteristics to determine optimum variation for a reduced number of sub-set characteristics. In this report, ABC is added to the COVID-19 results, which provides important gene information which is beneficial for more research. Classification algorithms connect SVM kernels using the MATLAB approach to the model’s implementation. Using ABC as a technique to decrease the dimensionality of feature collection, unique subsets of feature genes were selected with substantial records. SVM classification kernels with 10-fold cross validation were used to determine the execution of the utility of the classification methods, utilizing 0.05 constraint holdout data for training and 5% for testing to determine the correctness of the classifiers. The classifier follows a learning valuation protocol, the planning and research processes are estimated as a 10-fold cross validation to remove the selection biases. This protocol is being executed utilizing MATLAB. Computational time and efficiency measurements (Accuracy, Precision, Sensitivity, Accuracy, F-score and Recall) are the basis of the recorded outcome of the valuation. Figure 1 shows the COVID-19 datasets loaded.

This study uses ABC in the loaded data to fetch the sub-set of relevant features. The features selected are passed into the classification of the SVM and the result is
A solution to the performance metrics is given by the confusion matrix. Figures 3 and 4 show the scattered plot and ROC curve for the experiment respectively (Figs. 5, 6).

A COVID-19 data [41] with 15979 gene function was used as a dimensionality reduction method to evaluate the efficiency of the machine learning scheme to obtain the related features.

To forecast their efficiency, these components are then categorized using SVM classification. The outcome illustrates the effectiveness of genes in machine learning technology. The performance outcomes are revealed and likened in Table 1 to support the strategy. The outcome demonstrates that KNN does better than Decision Tree in respect to a reduced amount of preparation time and output precision. In this study, COVID epidemic analysis was carried out using ABC with SVMs. This analysis examined and enhanced the classification of COVID-19 data, numerous studies were suggested by researchers in reviews utilizing the performance metrics revealed in Table 1, the outcomes showed that the process of dimensionality reduction utilizing ABC feature extraction techniques can boost the classification production for SVM. In this study, the result of the study compares with other novel studies, as shown in Fig. 6. It was observed that several studies need to introduce approach such as dimensionality reduction in fetching relevant information that can benefit the classification. It was observed that fetching relevant information before classification is relatively beneficial. Running time was also employed to evaluate the performance of the machine learning classification techniques employed in this study and it was discovered that the

![Fig. 1](https://example.com/fig1.png)  
**Fig. 1** Loaded COVID-19 data
Fig. 2 Reduced data using ABC

Fig. 3 ABC reduced COVID-19 data scattered plot
**Fig. 4** The experiment ROC curve

**Fig. 5** Complete accuracy for and confusion matrix for the classification of COVID-19 data using L-SVM
TP=37; TN=20; FP=1; FN=2
Fig. 6 Overall accuracy for and confusion matrix for the classification of COVID-19 data using quadratic-SVM TP=37; TN=21; FP=0; FN=2

Table 1 Performance metrics table for the confusion matrix

| Performance metrics               | ABC-L-SVM classification | ABC-Q-SVM classification |
|-----------------------------------|--------------------------|--------------------------|
| Accuracy (%)                      | 95                       | 97                       |
| Sensitivity (%)                   | 95                       | 95                       |
| Specificity (%)                   | 95                       | 100                      |
| Precision (%)                     | 97                       | 100                      |
| F1 score (%)                      | 96                       | 97                       |
| Matthews correlation coefficient (%) | 89.0                    | 93.1                     |

Table 2 Comparison with existing works

| Authors                      | Approaches       | Results (%) |
|------------------------------|------------------|-------------|
| Muhammad et al. [12]         | DT               | 99.85       |
| Li et al. [16]               | XG-Boost         | 92.5        |
| Goodman [17]                 | ML               | 93          |
| Khalifa [19]                 | DCNN             | 98          |
| Khanday [20]                 | Multinomial Naïve Bayes | 96         |

system had a superlative running time of 5.34 mins for the training phase and 0.076 secs for the detection time (Table 2).
6 Conclusion and future work

This research strengthens and can be successful in the prognosis and diagnosis of COVID-19. The recommended solution utilized machine learning methods for instance model reduction of dimensionality and classification algorithms. The function collection ABC model for the SVM classifiers uses the dimensionality reduction model. This thesis carried out the performance analysis and assessment and shows the results obtained, Q-SVM outperforms the algorithm of L-SVM classification. This analysis examined and enhanced the classification of COVID-19 data, several studies were suggested by researchers in reviews using performance metrics, the findings showed that the model of dimensionality reduction would help boost classification production. IoT databases can help in the monitoring and evaluation of COVID-19 infections through gene features. If recent proposed studies will develop feature extraction models and algorithms, it will be important to investigate. This research confirms the need for Artificial Intelligence, Machine Learning, and Internet of Things (IoT) technologies for fending against the COVID-19 pandemic with futuristic work conducting more robust data as well as conducting an experiment on classifier such as KNN. Integration into an IoT scheme of the advantages of telemedicine, such as the possibility of it would be possible to access health records through software and help electronic communication networks between doctor and patient. Upgrade the system to one that is ideal for long-term use of the medical system, not just for our immediate crisis. Early detection of instances using the suggested approach could potentially lessen the burden of infectious diseases as well as mortality rates. This approach would also allow for the tracking of recovered instances as well as improved management of the importance. In the future, the authors can adopt the use of deep learning algorithms for the implementation and detection of the COVID-19 disease. The authors can also employ the use of visual saliency for detection in IoT systems. They can also employ the use of compound rank-k projection for the analysis of the study to acquire a robust feature in the IoT system to get a better result. Self-supervised learning can also be employed in the future.
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