Immortal Time Bias in Observational Studies of Time-to-Event Outcomes: Assessing Effects of Postmastectomy Radiation Therapy Using the National Cancer Database
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Abstract
The objectives of this study are to illustrate the effects of immortal time bias (ITB) using an oncology outcomes database and quantify through simulations the magnitude and direction of ITB when different analytical techniques are used. A cohort of 11,626 women who received neoadjuvant chemotherapy and underwent mastectomy with pathologically positive lymph nodes were accrued from the National Cancer Database (2004-2008). Standard Cox regression, time-dependent (TD), and landmark models were used to compare overall survival in patients who did or did not receive postmastectomy radiation therapy (PMRT). Simulation studies showing ways to reduce the effect of ITB indicate that TD exposures should be included as variables in hazard-based analyses. Standard Cox regression models comparing overall survival in patients who did and did not receive PMRT showed a significant treatment effect (hazard ratio [HR]: 0.93, 95% confidence interval [CI]: 0.88-0.99). Time-dependent and landmark methods estimated no treatment effect with HR: 0.97, 95% CI: 0.92 to 1.03 and HR: 0.98, 95% CI, 0.92 to 1.04, respectively. In our simulation studies, the standard Cox regression model significantly overestimated treatment effects when no effect was present. Estimates of TD models were closest to the true treatment effect. Landmark model results were highly dependent on landmark timing. Appropriate statistical approaches that account for ITB are critical to minimize bias when examining relationships between receipt of PMRT and survival.
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Introduction
Immortal time bias (ITB), identified in epidemiology since the 1970s, occurs when there is variation in timing of treatment initiation from cohort entry and time-to-treatment is misclassified or ignored. Immortal time bias can occur in observational studies when a cohort approach is followed during which outcomes cannot occur. In the drug effectiveness literature, various cohort designs may result in ITB. Importantly, analyses can be flawed if ITB is not accounted for. To simplify, we generalize “treatment” to mean exposure, treatment, or response to exposure or treatment, as ITB can arise when the receipt of treatment is misclassified.
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timing to initiation of any of these states varies between patient groups.

Various studies have addressed ITB by applying statistical approaches such as time-dependent (TD) Cox regression, landmark analyses, prescription time-distribution matching, and the sequential Cox approach. In a systematic review, over 40% of studies with a survival end point and time-varying treatment were susceptible to ITB. Thus, it is important to identify and control ITB, because it may alter study conclusions by underestimating the hazard ratio (HR), a measure of an effect of an intervention on an outcome of interest over time. Consequently, researchers may falsely conclude that a treatment is effective in influencing outcomes. For example, a systematic review of studies using the Surveillance, Epidemiology, and End Results Program database comparing survival among patients who did and did not receive postoperative radiotherapy observed that ITB was not addressed or controlled for in most studies, which may have led to false conclusions. A systematic review and meta-analysis on the effects of β-adrenergic receptor antagonists on cancer survival drew similar conclusions.

Although systematic reviews identified ITB as an issue in the oncology literature, optimal methods for addressing ITB arising from variations in timing of initiation of radiation therapy are lacking. Immortal time bias may be more pronounced in the oncology literature due to greater availability and use of observational data to explore various research questions. Thus, it is important for clinical researchers to be aware of ITB and statistical methods to address it.

The effectiveness of postmastectomy radiation therapy (PMRT) is well established in the literature; however, when results of studies are analyzed, variations in the timing of initiation of radiation therapy may lead to ITB. It is vital to address ITB in radiation oncology studies, since uncontrolled bias may affect estimates of therapeutic effectiveness of radiation on survival among patients with cancer and could generate spurious associations. Therefore, the present study used an oncology outcomes database and sought to quantify through simulations the magnitude and direction of ITB when different analytic techniques are used.

**Methods**

**Study Design**

A retrospective cohort study design was used to compare overall survival in patients who did and did not receive PMRT. Using parameter estimates obtained from the cohort (see subsequently), we conducted simulations to provide recommendations on including TD exposure in hazard-based analyses.

Because no patient, provider, or hospital identifiers are included in the analytic or simulation components of this study and no protected health information is present, institutional review board approval was not required. Informed consent was not required for the analytic sample or simulation study.

**Data Source**

Data were obtained for the years 2004 to 2008 from the National Cancer Database (NCDB), which contains outcomes from 1500 commission-accredited cancer programs in the United States and Puerto Rico. The data set includes information on patients, tumor- and cancer-related characteristics, and outcomes but excludes direct patient identifiers. National Cancer Database has been used to conduct multiple clinical and quality improvement studies in the area of cancer research.

**Analytical Sample**

The analytical sample (N = 11 626) consisted of women who (1) were ≥18 years of age and diagnosed with invasive, non-metastatic breast cancer; (2) received neoadjuvant chemotherapy; (3) underwent mastectomy; (4) had macroscopic pathologically positive lymph nodes; and (5) were diagnosed between 2004 and 2008, to ensure a minimum follow-up of 5 years and limit censoring bias. We excluded women with (1) clinical or pathologic evidence of metastatic disease; (2) bilateral or inflammatory breast cancer; (3) exposure to neoadjuvant hormonal therapy, neoadjuvant radiation therapy, and intraoperative chemotherapy; and (4) no treatment at the reporting facility. Neoadjuvant chemotherapy was defined by an interval from initiation of chemotherapy to surgery of ≥80 days and ≤270 days.

**Measures**

**Treatment versus comparator: PMRT versus No PMRT.** Postmastectomy radiation therapy was defined as delivery of >4500 Gy of external beam radiation therapy to the chest wall with or without regional lymph node irradiation. The comparison group was those who received <45 Gy of external beam radiation therapy. A previously published manuscript provides greater detail regarding the definition of PMRT.

**Other measures.** We did not consider the effects of confounders on the relationship between overall survival and treatment for this simulation study. This project was designed as an exercise for statistical demonstration and not a true clinical result.

**Statistical Analysis**

The standard Cox proportional hazards model assumes group membership is known at the time of diagnosis. We used this model to compare overall survival, as is often done in the literature, despite the fact that we compared PMRT (which is TD) and no PMRT. We then applied TD and landmark analyses to demonstrate how these more appropriate statistical methods can address potential ITB.
Cox proportional hazards models. The Cox proportional hazards model is the most frequently used analytical method in survival analysis. It models the hazard rate, which is the number of new events of disease per size of the population at risk, for a given unit of time. The hazard function is the likelihood of experiencing an event in the next instant for survivors to time \( t \), adjusting for potential covariates. It can be denoted by \( \lambda(t) \) and calculated from,

\[
\lambda(t|Z) = \lambda_0(t) \exp(\beta^t Z) = \lambda_0(t) \exp(\sum \beta_j Z_j),
\]

where \( \lambda_0(t) \) is the baseline hazard function and \( \beta_j \) is the parameter for the \( j \)th covariate \( (Z_j) \).

Landmark analysis. Landmark analysis was first introduced by Anderson et al\(^{14} \) to address ITB in comparing survival between 2 groups, when the study group assignment (response vs non-response) cannot be determined until follow-up. In this method, a fixed time point is first selected as the landmark time. Patients who have experienced the event of interest, or are censored prior to the selected landmark time, are excluded from analysis; group membership is determined at the specific landmark time. In this approach, patients who initiate treatment after the landmark time are included in the no-treatment group, regardless of any treatment they receive thereafter. The standard Cox proportional hazards model described above was then applied to the landmark data, with the start time for analysis being the landmark time.\(^{15} \)

Time-dependent Cox models. In TD Cox models, the standard Cox model is expanded by including a TD variable with group membership changing during the follow-up period. This method can also be used when other covariates (eg, biomarkers) change during follow-up. So, like standard Cox models, we can therefore estimate the hazard function for a TD Cox model as:

\[
\lambda(t|Z(t)) = \lambda_0(t) \exp(\beta^t Z(t)) = \lambda_0(t) \exp(\sum \beta_j Z_j(t)),
\]

where the hazard at time \( t \) depends on the value of the TD covariate \( Z(t) \).\(^{16}\) A TD Cox model compares risk of an event between 2 treatment groups at each event time but also reevaluates which group each person belongs to based on their treatment assignment at that time.

The Weibull distribution. We examined the distribution of various types of event times (event refers to death, censored, or receiving PMRT) and found that the Weibull distribution was the best fit to all of these time-to-event outcomes. With a shape parameter \( (\lambda) \) and a scale parameter \( (\beta) \), it follows the probability density function as:

\[
f(x; \lambda, \beta) = \begin{cases} \frac{\lambda}{\beta} \left( \frac{x}{\beta} \right)^{\lambda-1} e^{- \left( \frac{x}{\beta} \right) ^\lambda}, & x \geq 0 \\ 0, & x < 0 \end{cases}
\]

Previous literature has shown that Weibull distributions, along with the exponential and the Gompertz distribution, can be applied to generate appropriate survival times and also share the same assumption of proportional hazards with the Cox model.\(^{17} \) We used the distribution parameters (the scale and shape of Weibull distributions) identified through curve fitting by Statistical Analysis Software (SAS) to generate survival time in simulations and computed HRs with Cox regression models.

Simulation approach. This simulation study was performed to explore the most appropriate statistical techniques to address ITB. Time-to-event was defined as the time from diagnosis of disease until death, censoring occurred during the period from diagnosis of disease to last follow-up of the patient, and time-to-treatment was defined as the time from diagnosis of disease to receipt of PMRT. Weibull distributions were assumed for times to event, censoring, and treatment initiation. A Weibull distribution is a continuous probability distribution used to describe any phase of an item’s lifetime defined by its shape \( (\lambda) \) and scale \( (\beta) \) parameters. It is commonly used to simulate and model survival data since it can assume the characteristics of many different types of distributions, that is, it follows an exponential distribution when \( \lambda = 1 \).

A range of shape \( (\lambda) \) and scale \( (\beta) \) parameter values were assumed: (1) shape parameter, which represents the hazard rate as constant \((=1)\), increasing \((>1)\) or decreasing \((<1)\), and (2) scale parameter, which represents the mean time-to-event. Different values were specified for the distributional parameters to yield different proportions of treatment and censoring. All 3 distributions were independent of each other. For each simulated patient, if the censoring time occurred before the event time, the event did not occur for that patient during the study. For each set of parameter values, 1000 samples of the size 10 000 were simulated. Various simulation scenarios were generated and analyzed by the standard, TD, and landmark Cox methods. Hazard ratios (PMRT vs no PMRT) were used to assess treatment effects.

For ease of illustration, we assumed that the treatment had no effect on survival (HR = 1). When the HR < 1, the treatment effect was overestimated, and when the HR > 1, the treatment effect was underestimated. For landmark analysis, we selected a 12-month landmark because most patients had received PMRT by then, and most patients were still alive and being actively followed. For each set of parameter values, we show the average HR among the 1000 simulated data sets and confidence interval coverage (CIC), calculated as the proportion of 95\% confidence intervals that included the true HR of 1 among the 1000 simulations. Root mean squared error (RMSE) was also computed as the square root of the sum of the squared bias and the simulated variance for HR.\(^{18} \) Confidence interval coverage and RMSE are standard performance metrics used in simulation studies to evaluate the accuracy and precision of the estimator. A higher CIC indicates better ability to capture the true value. RMSE measures the mean squared difference between the estimator and the parameter and evaluates the error made by the estimator; it can be decomposed into a sum of bias and variance where the bias (the difference between the true HR and average HR) measures the accuracy of the estimator and the variance measures the precision of the estimator. A smaller RMSE indicates a more precise and accurate estimator.
Sensitivity analysis was performed on a smaller sample size of 5000 with 500 simulation iterations to assess robustness of results, since smaller samples and less iteration are more sensitive to variability.

All analyses were conducted using SAS Version 9.4 (SAS Institute, Cary, North Carolina) with simulation analyses adopted from the SAS macro presented by Jones et al.5

**Results**

*Observational Study Results*

From the NCDB data set with 11 626 patients, 6726 (58%) received PMRT and 4418 (38%) died. Table 1 shows the results from each model using the NCDB data. Significant differences were observed between treatment groups when the standard Cox model was used, indicating failure to address ITB. No significant differences were detected when landmark and TD Cox models were used to account for ITB. The findings on models adjusted for confounders can be found elsewhere.13 Figure 1 shows the Kaplan Meier survival probabilities for PMRT and Non-PMRT groups with 12-months (clinically justified) LM and standard Cox models. Significant differences were observed between PMRT and Non-PMRT groups when standard Cox model was use, however ITB was ignored here. No significant differences were observed between PMRT and Non-PMRT groups when landmark method was used, thereby accounting for ITB.

*Simulation Study Results*

We fitted the survival, censored, and treatment events from the NCDB data separately to Weibull distributions and used the estimated shape and scale parameters of those distributions for the following simulation study. Weibull distributions for shape and scale (months) had parameters of 1.81 and 48, 3.89 and 89, and 3.22 and 9, respectively. We then performed landmark, TD, and standard Cox analyses on the simulated data under different scenarios (Table 2). The sensitivity analysis yielded results consistent with those in Table 2.

The simulation results showed greatest bias using a Weibull distribution when a less than observed scale was assumed (scale = 10)—in other words, when the average time from diagnosis to death was 10 months, indicating that in landmark analyses, more than half of the events would occur prior to the landmark time. This explains why the landmark Cox model had less accurate results than TD models, as CIC decreased and RMSE increased. When a scale greater than that observed was assumed (scale = 80)—that is, the average time from diagnosis to death was 80 months, indicating that most events would occur after the landmark time—estimates tended to be less biased as CIC increased and RMSE decreased.

If the hazard rate was assumed constant (shape = 1), with events equally likely to occur at any point in time, or decreasing (shape = 0.5), with events more likely to occur early during follow-up, the standard Cox model always overestimated the true treatment effect. Confidence interval coverage of 0 indicated that none of the CIs generated from the 1000 simulations included the true HR of 1. These results could be explained by the comparison made between event-free immortal time in treatment group and higher/constant risk time in the non-treatment group.

As the hazard rate increased above 1 (shape = 5), with events more likely to occur later during follow-up, the standard Cox model better estimated the true treatment effect. With an increased hazard rate and scale (shape = 5 and scale = 48, 80), the standard Cox model provided unbiased estimates, with mean HRs, CICs, and RMSEs comparable to those of the other models.

However, landmark and TD Cox models had more robust estimates of true treatment effects across all parameter simulation scenarios. The mean HR from all simulations and RMSE of estimates were consistent across all scenarios. When an appropriate landmark time was chosen, the estimates were stable regardless of the shape and scale. These provided unbiased estimates of treatment effect comparable to those from the TD Cox model. However, the performance of landmark analysis was subject to the choice of landmark time. When a longer landmark time was used (in all scenarios when scale = 10), more patients were excluded from the analysis because they experienced the event of interest or were misclassified as not

| Method (# PMRT vs # no PMRT) | HR   | 95% CI       | P Values |
|-------------------------------|------|--------------|----------|
| Standard Cox model (6726 vs 4900) | 0.930 | 0.880-0.990 | .0227    |
| LM method, N = 11 254 (6284 vs 4970) | 0.978 | 0.920-1.040 | .4838    |
| TD Cox model, N = 11 626 (6726 vs 4900) | 0.973 | 0.917-1.034 | .3773    |

Abbreviations: CI, confidence interval; LM, landmark; PMRT, postmastectomy radiation therapy; TD, time-dependent.

aN = 11 626.

12 month LM used.
Table 2. Mean Hazard Ratios (HRs), Confidence Interval Coverage (CIC), and Root Mean Squared Error (RMSE) From Simulation Study.a

| Survival Distribution (Weibull) | Landmarkb | TD Cox | Standard Cox |
|--------------------------------|-----------|--------|-------------|
|                                | Scale     | Exclusion Rate (%) | Event/Death Rate (%) | RMSE | Mean HR (CIC) | RMSE | Mean HR (CIC) | RMSE | Mean HR (CIC) |
| 1.81 (increasing hazard)       | 48        | 3.0%    | 36.1%       | 0.033 | 1.00 (95.6) | 0.032 | 1.00 (96.3) | 0.097 | 0.91 (14.2) |
|                                | 10        | 28.6%   | 13.2%       | 0.065 | 1.00 (94.8) | 0.040 | 1.00 (95.2) | 0.646 | 0.35 (0)     |
|                                | 80        | 1.2%    | 37.3%       | 0.031 | 1.00 (95.9) | 0.031 | 1.00 (96.5) | 0.048 | 0.96 (78.4) |
| 0.50 (decreasing hazard)       | 48        | 15.0%   | 27.1%       | 0.034 | 1.00 (98.3) | 0.033 | 1.00 (97.8) | 0.516 | 0.48 (0)     |
|                                | 10        | 25.3%   | 17.0%       | 0.055 | 1.00 (95.9) | 0.046 | 1.00 (96.2) | 0.728 | 0.27 (0)     |
|                                | 80        | 12.2%   | 29.4%       | 0.031 | 1.00 (98.7) | 0.031 | 1.00 (97.7) | 0.447 | 0.57 (0)     |
| 1.00 (constant hazard)         | 48        | 8.4%    | 32.3%       | 0.034 | 1.00 (96.8) | 0.032 | 1.00 (96.5) | 0.294 | 0.71 (0)     |
|                                | 10        | 26.6%   | 15.6%       | 0.060 | 1.00 (95.0) | 0.044 | 1.00 (95.5) | 0.694 | 0.31 (0)     |
|                                | 80        | 5.3%    | 34.6%       | 0.031 | 1.00 (97.0) | 0.030 | 1.00 (97.3) | 0.198 | 0.80 (0)     |
| 5.00 (increasing hazard)       | 48        | 0.1%    | 38.0%       | 0.032 | 1.00 (95.5) | 0.032 | 1.00 (96.4) | 0.032 | 1.00 (96.2) |
|                                | 10        | 34.9%   | 4.8%        | 0.113 | 1.01 (95.1) | 0.035 | 1.00 (94.4) | 0.539 | 0.47 (0)     |
|                                | 80        | 0.0%    | 38.0%       | 0.031 | 1.00 (95.3) | 0.031 | 1.00 (96.5) | 0.031 | 1.00 (96.5) |
| 5.00c                          | 48        | 1.5%    | 37.4%       | 0.032 | 1.00 (96.1) | 0.031 | 1.00 (96.5) | 0.031 | 1.00 (96.5) |
|                                | 10        | 38.4%   | 0%          | d      | d            | d    | d            | d     | d            |
|                                | 80        | 0.5%    | 38.1%       | 0.031 | 1.00 (96.5) | 0.031 | 1.00 (96.5) | 0.031 | 1.00 (96.5) |

aConfidence interval coverage represents the percentage of 95% confidence intervals that included the true HR in 1000 simulations.
bTwelve-month landmark (LM) used unless otherwise specified.
cTwenty-four-month LM used.
dNot estimable due to 0 events; observational study parameters were shape = 1.81 and scale = 48.

treated before the selected landmark time. The statistical power of such analyses and the generalizability of the results decrease in these situations. In an extreme scenario (shape = 5, scale = 10, and landmark time = 24 months), all events occurred before the landmark and thus all were excluded, so that the treatment effect could not be estimated. Overall, landmark analysis, which would always exclude some early events and misclassify patients with later treatment, provided limited ability to analyze the effectiveness of treatment.

Discussion

Through the use of observational oncology data, we demonstrate how statistical approaches that do not control for time-varying factors may provide spurious findings. Furthermore, our simulation approaches demonstrate the importance of using TD Cox models to estimate treatment effects compared to standard Cox models and landmark analyses. We also demonstrate appropriate methods to minimize ITB in radiation oncology research.

Significant differences existed between patients in the NCDB data set who did and did not have PMRT when the standard Cox model was used, that is, when ITB was not controlled. However, these significant differences were not observed when using TD and 12-month landmark models, that is, when ITB was controlled. Our simulation approach confirmed the findings from the observational data set. The standard Cox model significantly overestimated the treatment effects when no effect was present. Estimates of TD models were closest to the true treatment effect. The landmark model results were highly dependent on landmark timing. A longer landmark time excluded more patients from analysis, thereby limiting statistical power; a shorter LM time provided an incomplete picture of treatment effects when large immediate effects were expected.

Whether standard Cox produces unbiased estimates of treatment effect can be determined by how quickly the hazard increases, the distribution of immortal time, and the proportion of patients in the treatment group. With an increasing hazard for both time-to-event and treatment (shape > 1), if the mean time-to-event (scale = 48, 80) is longer than the mean time-to-treatment (scale = 9), standard Cox can produce unbiased estimates of treatment effect. However, when the mean time-to-event (scale = 10) is a similar range of the mean time-to-treatment (scale = 9), standard Cox overestimates treatment effect as in all other scenarios.

Our findings show that it is critical to account for ITB when examining how PMRT affects survival in circumstances where nonexperimental study designs are applied. Uncontrolled ITB may create spurious results when using observational data sets and thereby hamper the ability to make evidence-based conclusions in clinical scenarios. Moreover, controlling for ITB does not require any additional data collection and can be accounted for with appropriate application of analytical techniques.

Various studies were conducted in the past that compared analytic approaches to address ITB without simulation. Jones et al used a similar simulation approach to account for ITB. However, they did not discuss various simulation scenarios, as we have explained. For example, in the Jones et al’s study, the authors varied shape parameters to simulate various scenarios; however, they did not present any data varying the scale parameter. Varying mean time-to-event (scale) is also important because in landmark analysis it may affect the...
exclusion and event rate, thereby affecting the power and performance of these models. Our study builds on, and extends, this prior work on ITB. We evaluate the accuracy and precision of our estimator using CIC and RMSE, which is commonly done in simulation studies and is missing from other studies. Without these metrics, it is challenging to objectively compare competing methods in various scenarios, which is the aim of our study.

Through this study, we aim to bring attention to ITB and demonstrate the importance of addressing it in clinical cancer research. However, our study has several limitations. Our study used data from a clinical cancer database where the outcome is survival time, a “censored data” variable; therefore, generalizations must be treated with caution. For example, one study of acute pancreatitis asserted that when mortality is treated as a binary variable, ITB may be more extreme and may affect precision differently than in studies focused on other outcomes. More studies are required to examine whether similar statistical approaches can account for ITB when considering other types of outcomes. Finally, our sample had no missing data. Other studies will be needed to know how ITB behaves when covariates included in the models have missing data that were addressed by multiple imputation methods.

To conclude, appropriate statistical approaches that account for ITB are critical to measure unbiased relationships between TD treatments such as PMRT and survival. Immortal time bias is a complex phenomenon, and many factors (eg, missing data, types of outcome) need to be considered while choosing the appropriate statistical approach to control it. Although ITB was identified some time ago, many research studies do not control for it in the oncology literature. Observational cohort studies should be critically evaluated to identify such biases.
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