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Abstract. Code clones are repeated program structures of significant similarities occurring in a software system. In various studies, it has been found that there is at least 20–30 percent of the code which is duplicated in a software system. These code clones induce software maintenance related difficulties that might lead to bug fixing, bug propagation, etc. that seed accretion of maintenance time, effort, and cost. To achieve better efficiency, it is required to detect all types of clones, i.e., syntactic and semantic clones that exist in a software system. Detection of semantic clones is considered to be a more difficult task in comparison to the syntactic clones because it requires semantic information of the given program rather than a similar structure. To detect semantic clones, techniques based on program dependency graphs, abstract syntax trees, machine learning, deep learning, support vector machines, etc. are very popular. This paper presents a systematic and extensive analysis of clone detection tools and techniques with a special focus laid on semantic clone detection. It also highlights the pros and cons of existing clone detection techniques along with the results viz. precision, recall, etc.
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1. Introduction and Motivation
Cloning is a trending practice in software industries as well as in the research realm. The existing code is widely reused from available resources that promote the code cloning phenomenon. It leads to a challenging problem of software maintenance. It requires a lot of time and effort which increases the developing cost of any tool, software, etc. There are mainly two types of clones: syntactic clone and semantic clone. Syntactic clone [1] includes Type-1, Type-2, Type-3 whereas semantic clone contains Type-4 clone. Type-1 clones can be defined as code fragments that are identical to each other with the alteration of white spaces, comments, layout, etc. Type-2 clones are described as code segments that are similar to each other, but there are slight adjustments in their name like renaming of identifiers, variables, etc. Hence, Type-2 clones are also known as renamed clones. Type-3 clones are near-miss clones that are similar code fragments but with some extra addition and deletion of statements. Semantic clones (or Type-4 clones) are those clones that perform a similar task but their syntactic structure may be different. A typical example of a semantic clone that discusses the swapping of two numbers using different logics is shown in Table 1.

In the past, several techniques [1, 2] are used to detect clones in the source code such as text-based, token-based, abstract syntax tree (AST)-based, program dependency graph (PDG)-based, etc. Recently, deep learning [3] and machine learning [4, 5] based techniques also play an important role in the detection of clones in the source code. In this paper, we furnish a brief and efficient literature review to help future researchers to get familiar with the techniques that are used to detect semantic
code clones. The primary intent of this study is to present an appropriate systematic and comparative analysis of semantic clone detection techniques with their respective advantages and disadvantages.

### Table 1. An example of a semantic clone.

| main () | main () |
|---------|---------|
| {int I, J; int temp; temp=I; I=J; J=temp; } | {int P, Q; P=P+Q; Q=P-Q; P=P-Q; } |

#### 1.1. Research Questions

**RQ1:** What are semantic clones and how they are different from the syntactic clone? Is it possible to detect semantic clones in software systems?

**RQ2:** What are the various ways available in the literature to detect semantic clones in software systems?

**RQ3:** What are the features that a semantic clone detection tool should have?

**RQ4:** What are the various semantic clone detection tools developed/available for use in the literature?

**RQ5:** What are the limitations of available semantic clone detection tools?

#### 1.2. Sources of information

We cater to the following standard sources to get the relevant information to perform a systematic literature review.

(i) Google Scholar (https://scholar.google.com/)

(ii) IEEE Xplore (https://ieeexplore.ieee.org/)

(iii) ScienceDirect (https://www.sciencedirect.com/)

(iv) Springer (https://link.springer.com/)

Keywords: We used the keywords “semantic clone detection”, “detection of semantic clones”, “semantic clone detection using machine learning” to find out potential research papers that are related to semantic clone detection.

#### 1.3. Paper inclusion-exclusion criteria

We used various criteria based on which a research paper is either included or excluded in the study.

(i) Inclusion criteria.

- Papers that present an approach to detect semantic clones in the source code.
- Papers that use machine learning, deep learning, or conventional techniques (such as those based on program dependency graph, abstract syntax tree, behaviour effect, program slicing) to detect semantic clones.
- Papers that are published in 2008 onwards.

(ii) Exclusion criteria.

- Papers that are published in other than the English language.
- Papers by the same authors targeting similar clone detection approaches.
- Papers that are published before 2008.
- Papers were published in the area of syntactic clone detection.

After performing the rejection based on year, abstract, title, and internal content, the final numbers of remaining studies is around 21. Figure 1 represents the year-wise distribution of papers selected for the study.
The rest of the paper is organized as follows: Section 2 provides a brief overview of the clone detection process. In Section 3, various clone detection techniques are discussed in detail. Section 4 presents a literature review and a tabular comparison of various semantic code clone detection techniques. Section 5 presents a comprehensive discussion and limitations of the literature review. Conclusion and future work are presented in Section 6.

Figure 1. Year-wise distribution of papers selected for the study

2. Clone Detection Process
Detection of clones undergoes through various steps [1, 2, 6] as pre-processing, transformation, match-detection, formatting, and post-processing (Figure 2).

2.1. Pre-processing
This phase takes source code as input for the detection process. This phase extracts the required parts of the code needed for clone detection and eliminates all those uninteresting parts from the code segment such as comments, header files, etc. It also determines the source unit where the comparison is performed for clone detection in the source code. The pre-processed code act as output for this phase.

2.2. Transformation
During this phase, the pre-processed code is transformed into various forms like token form, abstract syntax tree, program dependency graph, etc. that makes the comparison simple for clone detection in source code.

2.3. Match Detection
This phase takes transformed code as input. Matching is performed using some techniques such as similarity index, string matching algorithm, subgraphs matching. These techniques are used to find out clone and non-clone pairs that act as output.

2.4. Formatting
After matching is performed within the original transformed code, this phase identifies the location of clone pairs and clone classes in the source code. after matching is performed within the original transformed code.

2.5. Post-processing
Post-processing is also known as the filtering process because, in this phase, we remove all false clone pairs and the obtained clone pairs are of interest for further clone management.
Figure 2. Overview of clone detection process in source code

3. Clone Detection Techniques
A variety of techniques are used to detect clone, they are primarily text-based, token-based, metric-based, abstract syntax tree-based, program dependency graph-based, etc. These are the techniques that are used to detect both syntactic and semantic clone pairs in source code. Now a day’s machine learning, deep learning-based techniques are also proposed to detect semantic clones.

3.1 Text-based Clone Detection Techniques
In the text-based technique, after performing all pre-processing activities, the transformed code is matched with the source code line by line or text by text. The matched sequence of characters is known as the clone pair.

3.2 Token-based Clone Detection Techniques
In this technique of clone detection, a sequence of tokens of the source code is generated using a lexical parser. Many lexical tools such as ASTVisitor are available to generate streams of tokens of the source code. Then clones are detected by calculating similarity indexes among various token sequences.

3.3 Metric-based Clone Detection Techniques
In the metric-based clone detection technique, various metrics are calculated from the pre-processed code and these metrics are compared with each other. Based on the similarity in these metrics, the corresponding code fragments are identified as a clone pair or a non-clone pair. Various metrics like fan-out, MaCabe cyclomatic complexity of source code, the ratio of the number of the input variables to the output variables are considered to achieve the goal. Metric-based techniques have high scalability but low portability.
3.4 Abstract syntax tree-based Clone Detection
In this technique of clone detection, at first, an abstract syntax tree of the code is created by using a variety of tools available, and later on, a similar subtree is tried to be discovered out by using appropriate matching algorithms. If a match is found then, the corresponding code fragments are returned as a clone pair otherwise as a non-clone pair.

3.5 Program Dependency Graph-based Clone Detection
Program dependency graph-based clone detection is one of the best approaches to detect clones, especially semantic clones in source code because all of the other techniques are not able to detect semantic clone efficiently. The program dependency graph of any pre-processed source code shows the functional and data-flow of the source code that helps in the detection of semantic clones in the source code.

4. Literature Review
A review has been performed to analyse the different existing technologies that are used for clone detection in the segments of source code. It helps to identify many other challenges related to the identification of clones in the source code. This review is prepared using various research articles along with their number e.g. journal-3, conference-13, workshop-2, and symposium-3, which is published in a recent decade as shown in figure 3.

Thaller et al. [7] proposed a semantic clone detection technique using a probabilistic software model (PSM). The proposed approach confers better results in comparison to other tools like Oreo, precision, and recall as mentioned in Table 2. Using PSM, the authors find out the equivalence behaviour which is known as a similarity evaluation. This similarity evaluation is then used to detect semantic clones in the software. Chug et al. [6] presented a code clone detection technique using an abstract syntax tree Since abstract syntax tree is better suitable for the detection of Type-3 clones, they are not able to detect Type-4 clones with better accuracy. First, they created an abstract syntax tree of the code, then subtree matches are returned as clone pairs.

Ghosh and Kuttal [8] proposed an approach for detecting semantic clones using source code comments. This approach uses the idea of comments with LDA (Latent Dirichlet Allocation) and find a good result with precision 84% and recall 94%. Almori and Stephan [9] gave an introductory approach to detect semantic clones by using the slicing concept. The authors have used SrcSlice, a slicing tool that is used to know the slice profile of each variable, to detect semantic clones. The clone pairs are detected based on the similarity of the slice profiles of each variable.

Sheneamer and Kalita [5] presented a semantic clone detection using machine learning classification algorithms. The authors extracted the combined features from the abstract syntax tree and program dependency graph representation of the source code. By using these features, two different feature vectors are created as shown by equation 1 and equation 2.
These feature vectors are fed to a classifier one by one. Xgboost, random forest, and rotation forest classification algorithms are used to classify them as clone pairs or non-clone pairs. This technique can detect both syntactic and semantic clones, the precision value and recall value are mentioned in Table 2.

Li et al. [3] implemented a token-based clone detection tool, CCleaner, using deep learning. CCleaner first extracts a set of features that can be used to identify clone pairs easily from the source code by generating tokens using a lexical parser. These tokens are classified into eight categories to create eight disparate features, which acts as an input for the deep neural network and produces output as a clone and non-clone pair. This tool can detect syntactic clones with good precision and recall but is not able to detect semantic clones with good accuracy.

Jadon [4] proposed a technique for detecting clones. It consists of two phases. The first phase includes the generation of feature sets using a parser. The parser takes the C source file as input and generates features such as loops, return statements, function calls, recursion function, statement declarations, variable, identifiers, etc. Phase 2 classifies the clone and nonclone pairs using feature sets and support vector-based classification algorithm. The accuracy of the proposed technique increases with the increase in the number of instances in the training set. Yang et al. [10] proposed a machine learning-based classification model for code clones. Initially, a user detects clones using an existing clone detection tool. Some of these detected clones are marked as true or false clones by the user based on his/her experience. Using those marked clones, FICA ranks to other unmarked clones using machine learning. The tool learns based on these results and gives better results next time. This tool has an accuracy of approximately 70-90% and works for C language.

Priyambadha and Rochimah [11] discussed an approach for detecting semantic clones using input, output, and effect in the various void and non-parameterized methods by using the concept of the program dependency graph. The program dependency graph of any fragment represents the data dependency relationship that exists in the program. It helps in knowing the input, output, and effect behaviour of any fragment. The authors tested their approach on the jDraw dataset and found good accuracy of about 89%. Kurtz and Shihab [12] presented a tool named as CCCD (Concolic Code Clone Detection) to detect semantic clones. CCCD uses the concept of concolic analysis to identify code clone. This tool combines the method and concolic information to generate the final output as a clone or non-clone pair.

Kamiya [13] proposed a tool named Agec that detects semantic clones from the Java bytecode. Their approach is based on the first generation of execution sequences, extracting n-grams from the execution sequences, identifying similar n-grams from the different locations, and then return similar n-grams as a clone pair. The generation of n-grams takes place by static analysis of the Java bytecode. This tool works only for the interpretation of Java bytecode and not scalable for big projects. Yu et al. [14] proposed a tree-based convolution to detect semantic clones by using an abstract syntax tree of the subject program. The obtained results are comparable to other traditional approaches.

Elva and Leavens [15] presented a semantic clone detection tool, JSCTracker, for Java source code. This tool is based on the concept of input-output-effect behaviour of code fragments. If two code fragments have identical input-output-effect behaviour, then those code fragments are returned as semantic a clone pair. This paper gives better results with small test cases but is not scalable and their precision value is about 27-65%. Yoshioka et al. [16] presented a tool Takana, for scalable detection of semantic clones based on two-stage clustering. In the first stage of clustering, the authors have created a cluster based on the characteristics of various code fragments, and in the later stage, the result of the first stage is finely classified to get more precise clusters that act as clone pair set. This tool takes less execution time in comparison to other tools like Scorpio, Deckard.

Schugerl et al. [17] proposed an approach to detect semantic clones that use data types, control blocks, and method calls as features vectors to detect the presence of clone in code fragments. This
approach has an advantage over the other tools because it detects nested clones also if any found. Kim et al. [18] implemented a semantic clone detector MeCC that is based on the concept of comparison of abstract memory states of programs that are already computed by a semantic-based static analyser. The tool has been compared with the other tools and finds better results in comparison to other tools.

The tool named EqMiner [19], proposed by Jiang et al., is based on input-output behaviour. If two code fragments have the same input-output behaviour, then those code fragments are returned as a clone pair. This tool is scalable so it suitable for large projects also. However, it works with only C language. Gabel et al. [20] proposed an algorithm to detect semantic clones that reduces a difficult-graph similarity problem into a simple-tree similarity problem. This paper uses the concept of a program dependency graph that gives semantic information of the program and also shows data flow in the program. Dandois and Vanhoof [21] proposed a semantic code clone detection technique in logic programs.

5. Analysis and Limitations
The selection of an appropriate tool and technique plays a significant role in determining the types of clones we are interested in. This review has the foremost motivation to present a systematic literature review of semantic clones. Table 2 presents a summary of selected semantic clone detection techniques. From this survey, we would be able to analyse that to detect semantic clones, various techniques based on program dependency graph, tree-based, metric-based, program slicing, input-output-effect behaviour are presented in the literature.

Table 2 Comparative analysis of selected semantic clone detection techniques.

| Author          | Technique                        | Tool          | Advantage                                                                 | Disadvantage                                                                 | Recall  | Precision |
|-----------------|----------------------------------|---------------|---------------------------------------------------------------------------|------------------------------------------------------------------------------|---------|------------|
| Thaller et al. [7], 2020 | Probabilistic software mode | SCD-PDM       | It can detect semantic clone (T4) with good accuracy.                     | 1: It is not able to detect syntactic clones with good accuracy. 2: It cannot be applied to running source code. | T4-79.7% | 99.10%     |
| Ghosh and Kuttal [8], 2018 | Source code comments with Latent Dirichlet Allocation (LDA) | -             | The approach performed better than PDG based approaches.                  | -                                                                           | 94%     | 84%        |
| Linqing et al. [3], 2017 | Token-based using deep neural network | CCLearner     | 1: It can detect syntactic clone with good accuracy. 2: It is a fast tool in comparison to other token-based tools. | 1: It can detect semantic clones with very little accuracy. 2: This tool is not able to extract the semantic features of the program. | T1-100% | 93%        |
| Elva and Leavens [15], 2012 | Based on the concept of input-output-effect behavior of program | JSCTracker    | 1: It can detect all clones with average accuracy.                         | 1: It is not scalable for a big test case. 2: It interprets only Java byte   | NA      | 27-65%     |
| Name                  | Description                                                                 | Tool                                                                 | Features                                                                 | Accuracy  |
|-----------------------|-----------------------------------------------------------------------------|----------------------------------------------------------------------|--------------------------------------------------------------------------|-----------|
| Kim et al., [18], 2011 | Semantic-based static analyzer.                                             | MeCC                                                                | 1: This tool can detect Type-3 and Type-4 clone with better accuracy. 2: It is used to detect bugs in a fragment. | NA        |
|                       |                                                                             |                                                                     | 1: It is not able to detect finer granular clones present in the program. 2: It produces more false positives. |           |
| Sheneamer and Kalita [5], 2016 | Using combined features from an abstract syntax tree, a metric-based program dependency graph | Using equation 1                                                    | 1: It can detect Type-3 and type-4 clones with good accuracy. 2: It considers most of the semantic features of a program. 3: This tool is scalable. | MT3-82% VST3-94% ST3-85% WT3/4-82% |
|                       |                                                                             |                                                                     | 1: It is not able to detect Type1 and Type2 clone. 2: It takes time to execute because of PDG. | MT3-89% VST3-96% ST3-90% WT3/4-94% |
| Sheneamer and Kalita [5], 2016 | Using combined features from an abstract syntax tree, a metric-based program dependency graph | Using equation-2                                                   | 1: It can detect Type-3 and type-4 clones with good accuracy. 2: It considers most of the semantic features of a program. 3: This tool is scalable. | MT3-91% VST3-96% ST3-90% WT3/4-94% |
| Kamiya et al., [13], 2013 | Using the concept of n-grams.                                               | Agec                                                               | It is scalable for a big repository.                                    | NA        |
|                       |                                                                             |                                                                     | This tool works only for Java byte code.                                |           |
| Jiyang et al., [19], 2019 | Based on input-output behavior                                              | EqMiner                                                           | 1: This tool works only for C language 2: It requires a lot of space to interpret input-output behavior. | NA        |
| Priyambadha et al. [11], 2014 | Program dependency graph based approach                                     | -                                                                  | Accuracy is high. The approach has not been validated on medium or large size systems. | 89%       |
5.1 Answering of Research Questions

RQ1: What are semantic clones and how they are different from the syntactic clone? Is it possible to detect semantic clones in software systems?

Answer: Semantic clones are those software clones which have the same semantic meaning but can have different syntactic structure while syntactic clones have a similar structure. Yes, it is possible to detect semantic clones in software systems. Various techniques as discussed in the paper are proposed in the past for detecting semantic clones.

RQ2: What are the various ways available in the literature to detect semantic clones in software systems?

Answer: There are various techniques available in the literature to detect semantic clones in software systems like using abstract syntax tree, program dependency graph, machine learning, deep learning, input-output-effect behaviour, n-grams, software probabilistic model, program slicing, etc.

RQ3: What are the features that a semantic clone detection tool should have?

Answer: A good semantic clone detection tool should have high precision, recall, f-score, scalable, and portable.

RQ4: What are the various semantic clone detection tools developed/available for use in the literature?

Answer: Some of the popular semantic clone detection tools available in the literature are CCCD (Concolic Code Clone Detection), Takana, JSCTracker, EqMiner, Agec, MeCC (Memory Comparison clone), Fica, CCleaner, SCD-PDM, etc.

RQ5: What are the limitations of available semantic clone detection tools?

Answer: Some semantic detection tools have a low value of precision, recall, and f-score and take more time to execute. Further, it is emphasized that those detection tools are competent to detect semantic clones for a particular language, which means not compatible with all the languages and also has problems of scalability, portability. Most of the tools are working for clone detection in C, C++, and Java, etc., but not working well for python, .Net, C#, etc.

From the literature review, we are also able to analyse that code cloning has a lot of issues such as bug fixing, bug propagation that require a lot of effort during software maintenance. So, to improve efficiency and code quality, we would require detecting all duplicated code segments present in the source code. Further, from some studies, it can be winded up the following conclusions:

- Text-based approaches are capable to detect exact clone.
- Token-based approaches are competent to detect all types of clones but they are not proficient to detect semantic clones with good value of accuracy.
- Abstract syntax tree-based tools can detect semantic clones as well as syntactic clones but these tools are not scalable.
- Tree-based and metric-based techniques can detect syntactic clones and semantic clones but they have low accuracy in comparison to the program dependency graph.
- Program dependency graph-based approaches can detect semantic clones with good accuracy. But the major limitation of this approach is that it takes a lot of time because it requires the generation of a program dependency graph that is a time-consuming process. Sometimes, it is observed that program dependency graph-based tools are highly scalable and portable rather than other approaches like text-based, token-based, etc.
- Some tools use combined features (extracting from abstract syntax tree and program dependency graph) to detect semantic clones with good accuracy, precision, and recall. We found that some of the tools are using machine learning, deep learning-based approaches to
detect semantic clones and those approaches can detect semantic clones with good value of the result.

6. Conclusion and Future Scope

This research study broadly examines how code clones are detected and which tools and techniques are available for the same purpose. We surveyed 23 research articles, published in top-tiered conferences, journals, workshops, and symposiums during 2008-2020, in the domain of semantic code clone detection. Various tools are available that are implemented to detect clone and non-clone pairs in software systems that have many advantages as cloning increases needless maintenance cost, numbers of lines of code, bug propagation, and sometimes it shrinks the further development in the existing source code.

It is observed that a lot of tools are available that can detect syntactic clones very easily but the detection of semantic clones is a complex process. Text-based, token-based, and metric-based tools are not able to detect semantic clones with great accuracy. Finding appropriate cost-effective, efficient, and competent tools is a tedious task. Relatively, machine learning-based techniques to detect clones have shown promising results by outperforming the other traditional techniques.

The characteristics of a good tool are high precision, high recall, portability, robust and it should be scalable. For this reason, only a few studies are dealing with the detection of semantic clones along with certain drawbacks. Hence, a major future research direction is to develop a scalable tool and technique using hybridization to effectively detect semantic clones with great ease. Hence, the findings of this paper would be extremely advantageous. Besides, Java and C/C++ languages are considered for code clone detection in most of the literature. In this regard, other programming languages like C#, Python, etc. can also become an essential part of the area of code clone detection to meet the real and current demands of the software industry.
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