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Abstract: The concept of service composition can provide the complex functionality for users. As the widespread application of cloud computing, the number of services grows exponentially. It becomes more difficult to find out the optimal service composition solution quickly. This paper proposes a nonlinear service composition method based on the Skyline operator. The Skyline operator is to find a collection of data that cannot be dominated by others, which is used to prune the redundant services to reduce the search space. Then the service composition problem is formulated as a nonlinear integer programming model by a mathematical programming language (AMPL), and solved by the existing nonlinear solvers Bonmin. The experiments show that the proposed method can effectively improve the efficiency of service composition, while ensuring the quality of solution.
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1. Introduction

The concept of service oriented architecture (SOA) solves the problem of cross-platform resource sharing. In order to ensure the modularity and reusability, the functionality of individual services is often limited, thus they need to be composited to satisfy the complex demand of users. The widespread application of cloud computing promotes the development of SOA. As the number of services grows exponentially, the massive services with similar functionality present new challenges to the effectiveness and efficiency of the existing service composition methods. It has been a research focus to find out a service composition solution as quickly as possible, which has the best properties and also satisfies all the functional requirements [1,2].

The existing service composition methods include the local selection, the global optimization, the intelligent optimization, and the exhaustive method. The local selection method can only obtain a local optimization solution, but its efficiency is high. The global optimization method transforms the global service composition problem into the mixed integer linear programming problem, and it can get the solution with high quality in a relatively short time, but it requires all the objective functions and constraints to be linearized, which limits the application to a certain extent. Although the intelligent optimization method also has a high efficiency, it can only obtain the approximate optimal solution because of its randomness. Moreover, the exhaustive method can obtain the optimal solution certainly, but its time complexity is too high to be practical.

The surge of candidate services is the most important factor to reduce the efficiency of service composition [3]. If we can select the potential services in advance, the search space can be reduced and the efficiency will be improved effectively. The concept of Skyline [4] first appeared in the field of data engineering, which is a collection of data that cannot be dominated by others. Based on this, we can select the non-dominated services from each service group, then just compose them to improve the efficiency.

The remainder of this paper is organized as follows. In Section 2, the related work is discussed. Section 3 gives the definition of the Skyline service and analyzes the calculation method. The service composition problem is modeled as a nonlinear integer programming problem in Section 4, and be solved by basic open-source nonlinear mixed integer programming (Bonmin). Experiments to validate the proposed model are presented in Section 5. Finally, Section 6 gives our conclusion.

2. Related work

2.1 Service composition

Service composition is selecting the appropriate service
components in each service group, then composing them to satisfy the relevant constraints and make the service quality optimal. Currently, there are four existing service composition methods.

(i) Exhaustive method. Traversing all the composite service solutions, and find out the one with the maximal quality of service (QoS). This can obtain the optimal solution certainly, but its time complexity is too high to be practical.

(ii) Local selection method. Different QoS attribute values are mapped into a certain value, and the multiple criteria decision-making (MCDM) process is used to select the appropriate service from each group [5]. It can only obtain a local optimization solution, whereas its efficiency is quite high.

(iii) Global optimization method. It transforms the global QoS service composition problem into the mixed integer linear programming problem, then be solved by the linear solvers, such as CPLEX [6,7] or IPSOLVE [5]. It can get the solution with high quality in a relatively short time, but it requires all the objective functions and constraints to be linearized, which limits the application of this method to a certain extent.

(iv) Intelligent optimization method. It also can be called the global optimization method. The difference is that the problem is nonlinear and is solved by the intelligent optimization algorithms, such as genetic algorithm (GA) [8], particle swarm optimization (PSO) algorithm [9], ant colony optimization (ACO) algorithm [10], artificial bee colony (ABC) algorithm [11,12], and so on. Although the intelligent optimization method also has a high efficiency, it can only obtain the approximate optimal solution because of its randomness.

In some applications, the absolute optimal service composition solution needs to be obtained in a short period of time, and the model is complex and cannot be linearized. Therefore, this paper formulates the problem as a nonlinear integer programming model, and solves the problem by the existing nonlinear solvers.

2.2 Skyline operator

Skyline is a collection of data that cannot be dominated by others [4]. Some algorithms have been proposed to compute the Skyline set, like the branch and bound Skyline (BBS) algorithm [13]. BBS is simple to implement and can be efficiently applied to a variety of alternative Skyline queries.

In the service composition problem, although all services in each service group are candidate services, not all of them are potential candidates for the optimal solution. Based on the notion of Skyline, Alrifai proposed a new service composition method [14]. The Skyline operator is attached into the process of service composition, to filter out candidate services that cannot dominated by others in each service group, which can reduce search space and improve the efficiency. Yu presented a new concept, called p-dominant service Skyline, to deal with the uncertainty of the QoS [15]. A p-R-tree indexing structure and a dual-pruning scheme are presented to efficiently compute the p-dominant Skyline. For the cloud-base web services, a fast service composition approach based on the skyline operator and PSO is proposed, which is the combination of Skyline and the intelligent algorithm [16]. For the large scale services with high-dimensional QoS attributes, Moradi applied the parallelism technique into the skyline computing, to increase the speed of service composition [17]. For building up cloud mashup applications, Zhang proposed an integrated Skyline query processing method, using a similarity test to achieve optimal localized Skyline [18]. Guo proposed a service selection approach based on QoS prediction [19].

According to the existing research work, the Skyline operator is widely used to prune the redundant services and improve the efficiency of the service composition. In this paper, the Skyline operator and the efficient algorithm BBS are used to compute the Skyline service set.

3. Service composition based on Skyline operator

3.1 Definition of Skyline service

Alrifai gave the definition of Skyline service [14]. Consider a service group \( S_i \) includes \( n_i \) candidate services \( S_i = \{ w_{s_{i,1}}, w_{s_{i,2}}, \ldots, w_{s_{i,n_i}} \} \), and each candidate service considers \( r \) QoS attributes \( q(w_{s_{i,j}}) = \{ q_1, q_2, \ldots, q_r \} \). In this paper, we suppose each attribute value preference for smaller values. We define the service dominance and Skyline services as follows.

Definition 1 Service dominance

If \( w_{s_{i,j}} \) is as good as or better than \( w_{s_{i,k}} \) in all parameters of attributes and better in at least one attribute, i.e., \( \forall \ l \in [1, r], w_{s_{i,j}}(q_l) \leq w_{s_{i,k}}(q_l) \) and \( \exists \ l \in [1, r], w_{s_{i,j}}(q_l) < w_{s_{i,k}}(q_l) \), then \( w_{s_{i,j}} \) dominates \( w_{s_{i,k}} \), denoted as \( w_{s_{i,j}} \prec w_{s_{i,k}} \).

Definition 2 Skyline services

In the service group \( S_i = \{ w_{s_{i,1}}, w_{s_{i,2}}, \ldots, w_{s_{i,n_i}} \} \), the collection of all the candidate services that cannot be dominated by any other service is the Skyline services set, denoted by \( Sky(S_i) \), i.e., \( Sky(S_i) = \{ w_{s_{i,j}} \in S_i | \forall \exists w_{s_{i,k}} \in S_i : w_{s_{i,k}} \prec w_{s_{i,j}} \} \).

An example of reservation services is given below. In this case, the reservation service group \( S_i \) consists of nine
candidate services $w_{s_{i,1}}$ to $w_{s_{i,9}}$, such as booking, ctrip, agoda, hotelclub, and so on. Each candidate service considers two QoS attributes, the price and the response time. The price is the booking fee, ranging from 0 to $10. And the response time is the time for feedback after the service request be sent, ranging from 0 to 10 s. The QoS information for all candidate services is identified in a two-dimensional space, as shown in Fig. 1.

![Fig. 1 Example of Skyline services in the reservation service group](image)

As shown in Fig. 1, because of $2 = 2$ and $8 < 10$, then $w_{s_{i,2}} < w_{s_{i,1}}$. Besides, $2 < 4$ but $8 > 6$, thus there is no domination relationship between $w_{s_{i,2}}$ and $w_{s_{i,4}}$. In addition, there are no other services having a lower price and a shorter response time than $w_{s_{i,2}}$, thus $w_{s_{i,2}} \in SkyS_i$. In the same way, the Skyline service set can be obtained as \{\{w_{s_{i,2}}, w_{s_{i,4}}, w_{s_{i,6}}, w_{s_{i,8}}\}\}.

In the calculation of the Skyline service of each service group, each QoS attribute of every candidate service needs to be compared. When there are a large number of candidate services, this calculation will cost too much time.

### 3.2 Calculation of Skyline service

#### 3.2.1 Non-dominate algorithm

Non-dominate is a method of judging the domination of the solutions in the multi-objective optimization problem. The quality of solutions is evaluated by non-dominate sorting, to provide a reference for evolution and selection [20]. We improve it and design the non-dominate algorithm for solving the Skyline set, as shown Algorithm 1.

**Algorithm 1** Non-dominate algorithm for solving the Skyline set

Input: Matrix $A$ (It represents the QoS value of the whole services in a group, which has $|N_{\text{candidate}}|$ rows and $|\text{ATTRIBUTE}|$ columns. $|N_{\text{candidate}}|$ indicates the number of the candidate services in the group.

| ATTRIBUTE | represents the number of attributes considered for each service.)

Output: The Skyline service set $Sky$ of this group

1: FOR $i = 1 : |N_{\text{candidate}}|$ // Traverse all the candidate services
2: individual$(i).n = 0$; // Initialize the size of the dominated set
3: FOR $j = 1 : |N_{\text{candidate}}|$ // Traverse all the candidate services again
4: dom_less = dom_equal = dom_more = 0;
5: FOR $k = 1 : |\text{ATTRIBUTE}|$ // Traverse all the attributes
6: IF $(A(i,k) < A(j,k))$
7: dom_less = dom_less + 1;
8: ELSEIF $(A(i,k) == A(j,k))$
9: dom_equal = dom_equal + 1;
10: ELSE
11: dom_more = dom_more + 1;
12: END
13: END
14: IF dom_less == 0 & & dom_equal $\sim=$ |\text{ATTRIBUTE}|;
15: individual$(i).n = individual(i).n + 1;
16: END
17: END
18: IF individual$(i).n == 0$
19: $SkyA = SkyA \cup A(i,:)$;
20: END
21: END

In the non-dominate algorithm, all the candidate services need to be traversed twice, and all the attributes need to be compared, thus its time complexity is $O(|N_{\text{candidate}}|^2 \cdot |\text{ATTRIBUTE}|)$.

#### 3.2.2 BBS algorithm

The general procedure of the BBS algorithm is as follows.

First, the R tree [21] is constructed, which is a balance tree with two types of nodes: the leaf node and the non-leaf node. Based on space segmentation, the minimum bounding rectangle (MBR) is used to divide the space from the leaf node to the rectangle. And the concept of node capacity is presented to represent the largest number of sub-matrix or points included in each matrix in the R tree. Let the node capacity be 3. The R tree of Fig. 1 can be constructed as Fig. 2.

**Definition 3** Minimum distance $Mindist$

Every node of the R tree can be a matrix or a point. For each node, $Mindist$ of every point is equal to the sum of its attributes value. And $Mindist$ of an MBR equals $Mindist$ of the point in the lower left.
The root node of the R tree is inserted into the heap. After computing the Mindist of every node, the node with the minimum Mindist would be selected from heap, and judge whether it is dominated. If non-dominated, it expands all its sub MBR and inserts them into the heap one by one. If the selected node does not contain sub MBR and cannot be dominated by any other node in SkyR, it can be added into the Skyline set SkyR.

As for Fig. 2, the element <e5, 10> and <e6, 6> in the root node would be inserted into the heap first. Then based on Mindist, e6 should be shifted out first. Expand e6 since it is an MBR, and its child nodes <e2, 10>, <e3, 8>, <e4, 10> would be added into the heap and be sorted. After that, the element e3 with Mindist also should be expanded and sorted. Now the element with Mindist would be ws1,4, which does not need to expand since it is a point, and it can be added into SkyR since SkyR is empty now. At the next step, e2 is expanded. Its child node ws1,6 is not dominated by ws1,4 and has been added into SkyR, whereas ws1,3 is discarded since it is dominated by ws1,4. Similarly, e4, e5, e1 would be expanded. Finally the SkyR is \{ws1,2, ws1,4, ws1,6, ws1,8\}.

Though the quick method of Skyline has been applied, it still costs time. Because service composition and the Skyline calculation are independent with each other, the calculation of Skyline can be completed in a off-line way. When the service list updates, only the Skyline set in the corresponding service group needs to be recomputed. In addition, Skyline services reflect the tradeoff between the different QoS attributes and can satisfy the diverse QoS requirements of the users.

4. Nonlinear integer programming modeling

4.1 A mathematical programming language (AMPL) modeling

In this section, we formulate the service composition problem as a nonlinear integer programming problem by AMPL. AMPL is a kind of modeling language to describe and solve complex mathematical problems. Its main characteristic is to use simple mathematical expressions to describe the optimization problem, and solve the problem through the existing solvers [22]. Now AMPL supports many popular solvers, such as CPLEX, Bonmin, and so on.

4.1.1 Definition of set

In AMPL, Ncandidate indicates the number of the total services. And these services are divided into Nclass service groups. For each service, the QoS model is used to evaluate its quality. The quality attributes considered in this paper are response time, availability, throughput, price and reputation.

The service is evaluated according to these attributes from different aspects. The original information of evaluation can be obtained directly from the service provider such as price, or be derived from the users feedback such as reputation, or be calculated from the historical records such as response time, availability and throughput.

4.1.2 Definition of parameters

The parameter matrix QoS is defined to describe the evaluation value of service, where QOSi,j represents the evaluation value of the ith candidate service at the jth attribute.

For each attribute, there are three parameters: Weight, Com_status and Posi_status, where Weight represents the different importance of each attribute, which can be set beforehand by users according to their preference. The sum of the weight of all attributes should be 1, i.e., $\sum_{j=1}^{\text{ATTRIBUTE}} \text{Weight}_j = 1$.

When composing the services, the composite quality of each attribute can be aggregated by the attribute value of each service. According to the difference of attributes, there are four types of aggregation operations: AVERAGE, MIN, SUM and PRODUCT. In the AMPL model, the parameter Com_status is defined to identify the composition state of each attribute. The meaning is shown in Table 1.
In the normalization phase, the service attributes can be classified as positive and negative by their semantic meanings. The higher the value is, the better the quality of positive attributes is, such as availability, throughput and reputation. For negative attributes, the lower the value is, the better the quality is, such as the response time and the price. They should be handled separately when being normalized. In this paper, the parameter Posi\_status is defined as an attribute notation. When Posi\_status \_j = 1, the \_jth attribute is a positive attribute, while Posi\_status \_j = -1 means it is negative.

### 4.1.3 Definition of objective function and variables

The goal of the service composition is to find a solution to maximizing the QoS of the composite service ComSAW. Therefore, the objective function is as follows:

\[
\text{ComSAW} = \sum_{j=1}^{\mid\text{ATTRIBUTE}\mid} \text{UniComScore}_j \times \text{Weight}_j
\]

(1)

where Weight\_j represents the importance of each attribute, UniComScore\_j is the aggregation value of each attribute after being normalized, which is computed based on Posi\_status, the equation is as follows:

\[
\text{UniComScore}_j =
\begin{cases}
\frac{\text{ComScore}_j - \text{MIN}_j}{\text{MAX}_j - \text{MIN}_j}, & \text{Posi\_status}_j = 1 \\
\frac{\text{MAX}_j - \text{ComScore}_j}{\text{MAX}_j - \text{MIN}_j}, & \text{Posi\_status}_j = -1
\end{cases}
\]

(2)

\[
\text{ComScore}_j = \left\{ \begin{array}{ll}
\sum_{i=1}^{\mid\text{N\_class}\mid} \text{ComService}_{i,j}, & \text{Com\_status} = 1 \\
\prod_{i=1}^{\mid\text{N\_class}\mid} \text{ComService}_{i,j}, & \text{Com\_status} = 2 \\
\min_{i=1}^{\mid\text{N\_class}\mid} \text{ComService}_{i,j}, & \text{Com\_status} = 3 \\
\left( \sum_{i=1}^{\mid\text{N\_class}\mid} \text{ComService}_{i,j} \right) / \mid\text{N\_class}\mid, & \text{Com\_status} = 4
\end{array} \right.
\]

(3)

In (3), \text{ComService}_{i,j} is a matrix of \mid\text{N\_class}\mid rows and [\text{ATTRIBUTE}] columns, to store the \text{QOS} information of the selected composition path. Let \mid\text{N\_candidate}\mid dimension vector use describe whether the service is selected, when use\_j = 1, the \_jth service is selected in the composite path, while use\_j = 0 is not. The selected composite path ComService can be obtained by multiplying the matrix \text{QOS} by use.

### 4.2 Model solving

After the model is defined, it can be solved by the existing solvers. We choose the nonlinear integer programming solver Bonmin [22] to solve the problem.

### 5. Experiments

In this section, we verify the effectiveness of the proposed model and method through the experiments. The experimental environment is as follows: Intel Core i5-4590 (3.3 GHz), 4 GB RAM, Windows 7 (32 bit) and MATLAB R2010b.

#### 5.1 Comparison of model

In order to verify the model proposed in this paper, we compare it with the existing methods described in Section 2.1, exhaustive, local, discrete gbest-guided artificial bee colony algorithm (DGABC), and Bonmin. DGABC is a kind of the intelligent optimization method proposed in our previous work [11]. The colony size is 20 and the iterations number is 1 000. And the Bonmin method is proposed in this paper.

The experiments in this section are conducted on the Random dataset. Each service has five attributes and the values are randomly generated assuming a uniform distribution in the interval [0,1]. Let \mid\text{N\_class}\mid be 5, and the number of candidate services in each service group \mid\text{N\_candidate}\mid/\mid\text{N\_class}\mid increases from 5 to 60. The weight of each attribute is equal to 0.2. The results of ComSAW based on the above model are shown in Fig. 3. The exhaustive method only calculates the case of \mid\text{N\_candidate}\mid/\mid\text{N\_class}\mid = 5, 10, 15 because the time complexity is too high.



| QoS attribute | Com\_status | Aggregation |
|---------------|-------------|-------------|
| Response time | 1           | SUM         |
| Availability  | 2           | PRODUCT     |
| Throughput    | 3           | MIN         |
| Price         | 1           | SUM         |
| Reputation    | 4           | AVERAGE     |
As shown in Fig. 3, the solution obtained by the local method is the worst. Because the local optimal service in each group cannot guarantee that the composite solution is the best. Although only three cases are calculated, the Bonmin method can obtain the same optimal solution as the exhaustive method. The DGABC method can obtain the optimal solution in most cases except two. The computation time of these methods is shown in Table 2.

Table 2 Comparison of computation time

| [N\textsubscript{candidate}/N\textsubscript{class}] | Bonmin | Local | DGABC | Exhaustive |
|----------------|--------|-------|-------|------------|
| 5              | 0.13   | 0.005 | 0.544 | 0.087      |
| 10             | 0.46   | 0.004 | 0.548 | 97.191     |
| 15             | 1.34   | 0.004 | 0.555 | 5 983.208  |
| 20             | 1.12   | 0.004 | 0.562 | —          |
| 25             | 2.79   | 0.004 | 0.557 | —          |
| 30             | 3.96   | 0.005 | 0.544 | —          |
| 35             | 7.44   | 0.005 | 0.555 | —          |
| 40             | 10.67  | 0.005 | 0.543 | —          |
| 45             | 30.1   | 0.004 | 0.546 | —          |
| 50             | 21.28  | 0.004 | 0.560 | —          |
| 55             | 29.21  | 0.004 | 0.546 | —          |
| 60             | 19.04  | 0.004 | 0.544 | —          |

As shown in Table 2, the time complexity of the exhaustive method is too high to be practical. While that of the local method is the best, but its ComSAW is the worst. The computation time of DGABC is controlled by the number of iterations, thus it always stays around 0.55 s because of the same iterations. The Bonmin method proposed in this paper can obtain the optimal solution as the exhaustive method in the limited time, thus can be effectively applied in the service composition.

5.2 Comparison of Skyline calculation

The following experiments are conducted to analyze the two Skyline calculation methods described in Section 3 from the effectiveness and efficiency aspects.

For more real data of QoS, the quality of web service (QWS) dataset is used in this section, which was collected by Eyhab Al-Masri [23 – 25]. 2507 real Web services are included and each one considers nine quality attributes.

5.2.1 Skyline filtering service

As shown in Table 3, the remaining services increase as the considering attributes increase. The reason is that the dominance relation becomes less apparent as the attributes increase. Usually, five attributes would be considered in the service composition.

Table 3 Skyline filtering service on different numbers of attributes

| Attribute | Before filtering | After filtering |
|-----------|------------------|----------------|
| 2         | 2 507            | 4              |
| 3         | 2 507            | 12             |
| 4         | 2 507            | 12             |
| 5         | 2 507            | 51             |
| 6         | 2 507            | 72             |
| 7         | 2 507            | 163            |
| 8         | 2 507            | 278            |
| 9         | 2 507            | 475            |

In addition, we analyze the Skyline filtering when the candidate services increase. The number of attributes is 5, and the candidate services increase from 250 to 2 500. The remaining number of services after filtering is shown in Table 4.

Table 4 Skyline filtering service as the number of services increases

| Before filtering | After filtering |
|------------------|----------------|
| 250              | 36             |
| 500              | 26             |
| 750              | 28             |
| 1 000            | 35             |
| 1 250            | 31             |
| 1 500            | 33             |
| 1 750            | 46             |
| 2 000            | 46             |
| 2 250            | 49             |
| 2 500            | 51             |

As shown in Table 4, there is a little growth of the number after filtering as the candidate services increase. Therefore, when the number of QoS attributes is determined, even if there are a huge number of candidate services, the Skyline set would not be too large after filtering.

5.2.2 Efficiency comparison of different Skyline methods

In this section, we analyze the efficiency of the two different Skyline methods. The calculation time is shown in Fig. 4, where BBS\textsubscript{Node} represents the node capacity of the R tree, and we carry out the experiments respectively when BBS\textsubscript{Node} is 3 and 4. In addition, because the R tree can be constructed offline, the time of constructing the tree is not included.
As shown in Fig. 4, the computation time increases with the increase of the QoS attributes. When the number of QoS attributes is less than 6, the computation time can be within 0.3 s. However, when the QoS attributes are more than six, the BBS method performs worse because the performance of the R tree decreases in the high dimensional space. In contrast, the calculation time of the non-dominate method is stable, and its average time is around 2.6 s, but is worse than the BBS method.

Let the number of QoS attributes be 5, the number of candidate services increases from 250 to 2,500, and the step size is 250. The computation time is shown in Fig. 5.

As shown in Fig. 5, with the increase of the candidate services, the computation time of the BBS method is stable, while that of the non-dominate method increases significantly. It is because the time complexity of the non-dominate method is $O(|N_{\text{candidate}}|^2 \cdot |\text{ATTRIBUTE}|)$, thus there is an exponential growth of the running time with the increase of $|N_{\text{candidate}}|$.

Therefore, the Skyline computing methods can be selected flexibly. When the number of QoS attributes is over 9, we can choose the non-dominate method to get a higher efficiency. When there are a huge number of candidate services, the BBS algorithm can calculate the Skyline set more quickly.

### 5.3 Comparison of service composition based on Skyline

The Bonmin method is used to calculate the original services set and the filtered Skyline set separately, and the computation time is shown in Fig. 6.

As shown in Fig. 6, when the number of candidate services in a group is less than 40, the efficiency of the two methods is close. However, when it is over 40, the time of the Skyline operator can decrease by at least 3/4. Therefore, the Bonmin method based on Skyline can effectively improve the efficiency of service composition, while ensuring the quality of solution.

### 6. Conclusions

With the development of cloud computing, the number of services is exponentially increasing, which brings new challenges for the existing service composition technology. In order to find out a service composition solution satisfying all the functional requirements as quickly as possible, this paper proposes a nonlinear service composition method based on the Skyline operator. The dominated services in each service group would be filtered out by Skyline, which can reduce the search space and improve the efficiency effectively. Then the service composition problem is formulated as a nonlinear integer programming problem by AMPL and solved by Bonmin. The experimental results show that the proposed method can obtain the optimal solution similar to the exhaustive algorithm, and the
efficiency is also excellent. Therefore, the service composition method based on Skyline can significantly improve the efficiency of service composition.

In the future work, we will conduct the service composition in the parallel architecture to further improve the efficiency.
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