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Abstract

Face image quality assessment (FIQA) estimates the utility of the captured image in achieving reliable and accurate recognition performance. This work proposes a novel FIQA method, CR-FIQA, that estimates the face image quality of a sample by learning to predict its relative classifiability. This classifiability is measured based on the allocation of the training sample feature representation in angular space with respect to its class center and the nearest negative class center. We experimentally illustrate the correlation between the face image quality and the sample relative classifiability. As such property is only observable for the training dataset, we propose to learn this property by probing internal network observations during the training process and utilizing it to predict the quality of unseen samples. Through extensive evaluation experiments on eight benchmarks and four face recognition models, we demonstrate the superiority of our proposed CR-FIQA over state-of-the-art (SOTA) FIQA algorithms.

1. Introduction

Face image utility indicates the utility (value) of an image to face recognition (FR) algorithms [1, 19]. This utility is measured with a scalar, namely the face image quality (FIQ) score, following the definition in ISO/IEC 2382-37 [20] and the FR Vendor Test (FRVT) for FIQA [10].

As FIQA measures the face utility to FR algorithm, it does not necessarily reflect, and does not aim at measuring, the perceived image quality, e.g., a profile face image can be of high perceived quality but of low utility to FR algorithm [35]. Assessing this perceived image quality has been addressed in the literature by general image quality assessment (IQA) methods [26, 29, 30] and is different than assessing the utility of an image for FR. This is reflected by FIQA methods [28, 32, 36] significantly outperforming IQA methods [26, 29, 30] in measuring the utility [19] of face images in FR, as demonstrated in [8, 28, 36].

SOTA FIQA methods focused either on creating concepts to label the training data with FIQ scores and then learn a regression problem [14, 15, 32], or on developing a link between face embedding properties under certain scenarios and the FIQ [28, 34, 36]. Generally, the second approach led to better FIQA performances with most works mentioning the error-prone labeling of the ground truth quality in the first research direction as a possible reason [28, 36]. However, in the second category, transferring the information in network embeddings into an FIQ score is not a learnable process, but rather a form of statistical analysis, which might not be optimal.

This paper proposes a novel learning paradigm to assess FIQ, namely the CR-FIQA. Our concept is based on learning to predict the classifiability of FR training samples by probing internal network observations during the training process and utilizing it to predict the quality of unseen samples. Through extensive evaluation experiments on eight benchmarks and four face recognition models, we demonstrate the superiority of our proposed CR-FIQA over state-of-the-art (SOTA) FIQA algorithms.

2. Related work

The recent SOTA FIQA approaches can be roughly grouped into two main categories. The first are approaches that learn a straightforward regression problem to assess a FIQ score [1, 14, 15, 32, 38]. The second category uses prop-
properties of the FR model responses to face samples to estimate the sample quality without explicitly learning a typical supervised regression that requires quality labels [28, 34, 36]. In the first category, the innovation focused on creating the FIQ labels for training. These quality labels included human-labeled quality labels [1], the FR genuine comparison score between a sample and an ICAO [18] compliant sample [14, 15], the FR comparison score involving the labeled sample (assumed to have the lower quality in the comparison pair) [38], and the Wasserstein distance between a randomly selected genuine and impostor FR comparisons with the labeled sample [32]. These solutions generally trained a regression network to predict the quality label, using both, trained-from-scratch networks in some cases [38], and pre-trained FR networks in other cases [14, 15, 32]. A slightly different approach, however, also based on learning from labels, focuses on learning to predict the sample quality as a rank [22] based on FR performance-based training rank labels of a set of databases [4]. In the second category, the innovation was rather focused on linking face embedding properties under certain scenarios to the FIQ, without the explicit need for quality-labeled data. In [36], the assessed sample is passed through an FR network multiple times, each with a different random dropout pattern. The robustness of the resulting embeddings, represented by the sigmoid of the negative mean of the Euclidean distances between the embeddings, is considered the FIQ score. In [28], the FIQ score is calculated as the magnitude of the sample embedding. This is based on training the FR model using a loss that adapts the penalty margin loss based on this magnitude, and thus links the closeness of a sample to its class center to the unnormalized embedding magnitude. While in [34], the solution produces both, an FR embedding and a gaussian variance (uncertainty) vector, from a face sample. The inverse of harmonic mean of the uncertainty vector is considered as the FIQ score. Our CR-FIQA learns a regression problem to estimate the FIQ score, however, unlike previous works, without relying on preset labels, but rather learn a dynamic internal network observations (during training) that point out sample classifiability.

3. Approach

This section presents our proposed Certainty Ratio Face Image Quality Assessment (CR-FIQA) approach, which infers internal network observations to learn to predict the sample relative classifiability. This classifiability prediction is then used to estimate the FIQ. An overview of the proposed CR-FIQA approach is presented in Figure 1. During the training phase of an FR model, the model can conveniently push the high-quality samples close to their class center and relatively far from other class centers. Conversely, the FR is not able to push, to the same degree, low-quality samples to their class center, and thus they will remain relatively farther from their class center than the high-quality ones. Based on this assumption, we theorize our approach by stating that the properties that cause a face sample to lay relatively closer to its class center during training are the ones that make it a high-quality sample, and vice versa. Therefore, learning to predict such properties in any given sample would lead to learning to assess this sample quality. To learn to perform such assessment, our training paradigm targets learning internal network observations that evolve during the FR training phase, where these observa-
tions act as a training objective. The predictions of such training paradigm can be simply stated as answering a question: if a given sample was hypothetically part of the FR model training (which it is not), how relatively close would it be to its class center? Answering this question would give us an indication of this sample quality as will be shown in detail in this paper.

In the rest of this section, We formalize and empirically rationalize our proposed CR-FIQA approach and its components. To do that, we start by shortly revisiting angular margin penalty-based softmax loss utilized to optimize the class centers of the FR model. Then present a detailed description of our proposed CR-FIQA concept and the associated training paradigm.

3.1. Revisiting Margin Penalty-based Softmax Loss

Angular margin penalty-based softmax is a widely used loss function for training FR models [3, 5, 17, 28]. It extends over softmax loss by deploying angular penalty margin on the angle between the deep features and their corresponding weights. Margin penalty-based softmax loss aims to push the decision boundary of softmax, and thus enhance intra-class compactness and inter-class discrepancy. From this family of loss functions, this work utilizes ArcFace loss [5] to optimize the distance between the training samples and their class center. Our choice of ArcFace loss is based on the SOTA performance achieved by ResNet-100 network trained with ArcFace on mainstream benchmarks [5]. Formally, ArcFace loss is defined as follows:

$$L_{Arc} = \frac{1}{N} \sum_{i \in N} \frac{-log(\sum_{j=1}^{C} \epsilon^{s(\cos(\theta_{j} + m))})}{\epsilon^{s(\cos(\theta_{j} + m))}} 
+ \sum_{j=1, j \neq y_i}^{C} \epsilon^{s(\cos(\theta_{j}))}, \quad (1)$$

where $N$ is the batch size, $C$ is the number of classes (identities), $y_i$ is the class label of sample $i$ (in range $[1, C]$), $\theta_{yi}$ is the angle between the features $x_i$ and the $y_i$-th class center $w_{yi}$. $x_i \in \mathbb{R}^d$ is the deep feature embedding of the last fully connected layer of size $d$. $w_{yi}$ is the $y_i$-th column of weights $W \in \mathbb{R}^{C \times d}$ of the classification layer. $\theta_{yi}$ is defined as $x_i w_{yi}^T = \|x_i\| \|w_{yi}\| \cos(\theta_{yi})$ [24]. The weights and the feature norms are fixed to $\|w_{yi}\| = 1$ and $\|x_i\| = 1$, respectively, using $l_2$ normalization as defined in [24, 37]. The decision boundary, in this case, depends on the angle cosine between $x_i$ and $w_{yi}$. $m > 0$ is an additive angular margin proposed by ArcFace [5] to enhance the intra-class compactness and inter-class discrepancy. Lastly, $s$ is the scaling parameter [37].

3.2. Certainty Ratio

In this section, we formulate and empirically rationalize the main concepts that build our FIQA solution. We derive our Certainty Ratio (CR) to estimate the sample relative classifiability. Additionally, we experimentally illustrate the strong relationship between our CR measure and FIQ.

Certainty Ratio During the FR model training phase, the model is trained to enhance the separability between the classes (identities) by pushing each sample $x_i$ to be close to its class center $w_{yi}$, and far from the other (negative) class centers $w_j$, $j \neq y_i$. Based on this, we first define the Class Center Angular Similarity (CCS) as the proximity between $x_i$ and its class center $w_{yi}$, as follows:

$$CCS_{xi} = \cos(\theta_{yi}), \quad (2)$$

where $\theta_{yi}$ is the angle between $x_i$ and $w_{yi}$, where the weights of the last fully connected layer of the FR model trained with softmax loss are considered as the centers for each class [5, 25]. Then, we define the Closest Nearest Negative Class Center Angular Similarity (NNCCS) as proximity between $x_i$ and the nearest negative class center $w_j$, $j \neq y_i$. Formally, NNCCS is defined as follows:

$$NNCCS_{xi} = \max_{j=1, j \neq y_i} \cos(\theta_j), \quad (3)$$

where $\theta_j$ is the angle between $x_i$ and $w_j$. As we theorize, when the FR model converges, the high-quality samples are pushed closer to their class centers (high CCS) in relation to their distance to neighbouring negative class centers (low NNCCS). However, low-quality samples cannot be pushed as close to their class centers. A sample able to achieve high CCS with respect to NNCCS is a sample easily correctly classified during training, and thus is relatively highly classifiable. We thus measure this relative classifiability by the ratio of CCS to NNCS, which we note as the Certainty Ratio (CR), as follows:

$$CR_{xi} = \frac{CCS_{xi}}{NNCCS_{xi} + (1 + \epsilon)}, \quad (4)$$

where the $1 + \epsilon$ term is added to insure a positive above zero denominator, i.e. shift the NNCCS value range from $[-1, +1]$ to $[\epsilon, 2 + \epsilon]$. This ensures that the CR of a sample with a lower NNCCS is relatively higher than a sample with a higher NNCCS, given the same CCS, i.e. NNCCS regulates the CCS value in relation to neighbouring classes. The $\epsilon$ is set to $1e - 9$ in our experiments. The optimal CR is obtained when the CCS is approaching the maximum cosine similarity value (+1) and the NNCCS is approaching the minimum cosine similarity value (-1), i.e. the training sample is capable of being pushed to its class center, and far away from the closest negative class center, and thus it is highly classifiable.

3.3. Relation between the CR and FIQ

Here, we empirically prove the theorized relationship between the CR and FIQ (defined earlier as image utility). Namely, we want to answer: if the CR values achieved by training samples of an FR model were used as FIQ, would they behave as expected from an optimal FIQ? If yes, then the face image properties leading to high/low CR
do also theoretically lead to high/low FIQ. To answer this question we conducted an experiment on a ResNet-50 [13] FR model trained on CASIA-WebFace [39] with ArcFace loss [5] (noted as R50(CASIA)). Specifically, we calculate the CR, CCS, and NNCCS values from the trained model for all samples in the training dataset (0.5M images of 10K identities). An insight on the resulting CCS and NNCCS values (CR being a derivative measure) is given as value distributions in Figure 1, showing that these measures vary between different samples. Furthermore, based on the calculated scores, we plot Error vs. Reject Curves (ERC) (described in Section 4) to demonstrate the relationship between the CR, as an FIQ measure, and FR performance. To calculate the FR performance in the ERC curve, we extract the feature embedding of CASIA-WebFace [39] using a ResNet-100 model [13] trained on MS1M-V2 [5, 12] with ArcFace (noted as R100(MS1M-V2)). We utilize a different model (trained on a different database) to extract the embedding (R100(MS1M-V2)) than the one used to calculate CR, CCS, and NNCCS (R50(CASIA)) to provide fair evaluation where the FR performance is evaluated on unseen data. Then, we perform n : n comparisons between all samples of CASIA-WebFace using feature embedding obtained from the R100(MS1M-V2).

Figure 2. ERCs showing the verification performance as False None Match Rate (FNMR) at False Match Rate (FMR) of 1e-3 (2a) and 1e-4 (2b) with CCS, NNCCS and CR as FIQ vs. rejection ratio. This ERC plots show the effectiveness of rejecting samples with the lowest CCS and CR on the performance.

Figure 2 presents the ERC of CR, CCS, and NNCCS experimentally used as FIQ. An FIQ measure would cause the ERC to drop as rapidly as possible when rejecting a large fraction of low-quality samples (moving to the right).

It can be clearly noticed in Figure 2 that the CCS and CR do behave as we would expect from a good performing FIQ, as the verification error value drops rapidly when rejecting low quality (low CCS and CR) samples. It can be also observed that the CR does more that more steadily when compared to CCS. This points out that adding the scaling term NNCCS in CR calculation can enhance the representation of the CCS as an FIQ measure, which will be clearer later when we experimentally evaluate our CR-FIQA approach in Section 5. As expected, the NNCCS measure by itself does not strongly act as an FIQ measure would, demonstrated by the relatively flat ERC in Figure 2, as it only considers the distance to the nearest negative class. This empirical evaluation does provide a confirming answer to the previously stated question by affirming that the CR does act as expected from an FIQ measure and thus, theoretically, one can strongly link the image properties that cause high/low CR in the FR training data to these causing high/low FIQ.

3.4. Quality Estimation Training Paradigm

In the previous section, we proved that the CR does behave as an FIQ would, and thus, it can also relate to image properties that dictate FIQ. However, the CR measure is only observable for samples in the FR training dataset, where the class centers are known. In a real case scenario, the FIQ measure should be assessed to any single image, i.e. unseen evaluation data. Considering this, and in an effort to predict what the CR value would be for a given sample if hypothetically it was part of the FR training, we propose to simultaneously learn to predict the CR from the training dataset while optimizing the class centers (typical FR training) during the training phase, i.e. the CR-FIQA model. To enable this, we add a single regression layer to the FR model. The input of the regression layer is a feature embedding $x_i$ and the output is an estimation of the CR. The output of this regression layer is used later to predict the FIQ score of the unseen sample, e.g. from the evaluation dataset. Thus, we capture the properties that make the CR high/low to predict the FIQ of any given sample. Towards this goal, during the training phase, the model (in Figure 1) has two learning objectives: a) It is trained to optimize the distance between the samples and the class centers using ArcFace loss defined in Equation 1. b) It is trained to predict the internal network observation, CR, using Smooth L1-Loss [9] applied between the output of the regression layer $(\hat{P})$ and the CR calculated as in Equation 5. Smooth L1-loss can be interpreted as a combination of L1 and L2-losses by defining a threshold $\beta$ that changes between them [9]. Our choice for smooth-L1 loss is based on: 1) It is less sensitive to outliers than L2. The derivative of L2 loss increases when the difference between the prediction and ground-truth label is increased, making the derivative of loss values large at the early stage of the training, leading to unstable training. Additionally, L2 loss can easily generate gradient explosion [9] when there are outliers in the training data. 2) L1 loss can lead to stable training. However, the absolute values of the difference between prediction and ground truth are small, especially in the later stage of the training. Therefore, the model accuracy can hardly be improved at a later stage of the training as the loss function will fluctuate around a stable value. Combining L1 and L2 as in Smooth L1-loss avoids gradient explosion, which might be caused by L2 and facilitates better convergence than L1. The loss leading to the second objective is then given as:

$$L_{CR} = \frac{1}{N} \sum_{i \in N} \begin{cases} 0.5 \times (CR_{x_i} - \hat{P})^2 \quad \text{if } |CR_{x_i} - \hat{P}| < \beta \\ |CR_{x_i} - \hat{P}| - 0.5 \times \beta \quad \text{otherwise} \end{cases}$$

(5)
The final loss combining both objectives for training our CR-FIQA model is defined as follows:

$$L = L_{Arc} + \lambda \times L_{CR}, \quad \text{(6)}$$

where $\lambda$ is a hyper-parameter used to control the balance between the two losses. At the beginning of model training, the value range of $L_{CR}$ is very small ($\leq 10^{-4}$) in comparison to $L_{Arc} (\sim 45)$. Setting $\lambda$ to a small value, the model will only focus on $L_{Arc}$. Besides, setting $\lambda$ to a large value, i.e. $\lambda > 10$, we observed that the model did not converge. Therefore, we set $\lambda$ to 10 in all the experiments in this paper.

4. Experimental Setup

Implementation Details We demonstrate our proposed CR-FIQA under two protocols (small and large) based on the training dataset and the training model architecture. We utilize widely used architectures in the SOTA FR solutions, ResNet100 and ResNet50 [13], both modified as described in Section 3.4. For the small protocol, we utilize ResNet50 and the CASIA-WebFace [39] training data (noted as CR-FIQA(S)) and for the large protocol, we utilize ResNet100 and the MS1MV2 [5, 12] training data (noted as CR-FIQA(L)). The MS1MV2 is a refined version of the MS-Celeb-1M [12] by [5] containing 5.8M images of 85K identities. The CASIA-WebFace contains 0.5m images of 10K identities [39]. We follow the ArcFace training setting [5] to set the scale parameter $s$ to 64 and the margin $m$ to 0.5. We set the mini-batch size to 512. All models are trained with Stochastic Gradient Descent (SGD) optimizer with an initial learning rate of 1e-1. During the training, we use random horizontal flipping with a probability of 0.5 for data augmentation. We set the momentum to 0.9 and the weight decay to 5e-4. For CR-FIQA(S), the learning rate is divided by 10 at 20K and at 28K training iterations, following [5]. The training is stopped after 32K iterations. For CR-FIQA(L), the learning rate is divided by 10 at 100K and 160K training iterations, following [5]. The training is stopped after 180K iterations. All the images in evaluation and training datasets are aligned and cropped to $112 \times 112$, as described in [5]. All the training and testing images are normalized to have pixel values between -1 and 1. Both models are trained using the loss defined in Equation 6.

Evaluation Benchmarks We reported the achieved results on eight different benchmarks: Labeled Faces in the Wild (LFW) [16], AgeDB-30 [31], Celebrities in Frontal-Profile in the Wild (CFP-FP) [33], Cross-age LFW (CALFW) [41], Adience [6], Cross-Pose LFW (CPLFW) [40], Cross-Quality LFW (XQLFW) [23], IARPA Janus Benchmark–C (IJB-C) [27]. These benchmarks are chosen to provide a wide comparison to SOTA FIQA algorithms and give an insight into the CR-FIQA generalizability.

Evaluation Metric We evaluate the FIQA by plotting ERCs [11]. The ERC is a widely used representation of the FIQA performance [10, 11] by demonstrating the effect of rejecting a fraction face images, of the lowest quality, on face verification performance in terms of False None Match Rate [21] (FNMR) at a specific threshold calculated at fixed False Match Rate [21] (FMR). The ERC curves for all benchmarks are plotted at two fixed FMRs, 1e-3 (as recommended for border control operations by Frontex [7]) and 1e-4 (the latter is provided in the supplementary material). We also report the Area under the Curve (AUC) of the ERC, to provide a quantitative aggregate measure of verification performance across all rejection ratios.

Additionally, motivated by evaluating the FIQA as a weighting term for face embedding [32, 34], we follow the IJB-C 1:1 mixed verification benchmark [27] by weighting the frames such that all frames belonging to the same subject within a video have a combined weight equal to a single still image as described in IJB-C benchmark [27]. We do that by using the CR-FIQA quality scores as well as all SOTA methods. We report the verification performance of IJB-C as true acceptance rates (TAR) at false acceptance rates (FAR) of 1e-4, 1e-5, and 1e-6, as defined in [27].

Face Recognition Models We utilize four different SOTA FR models to report the verification performance at different quality rejection rate to inspect the generalizability of FIQA over FR solutions. The FR models are ArcFace [5], ElasticFace (ElasticFace-Arc) [3], MagFace [28], and CurricularFace [17]. All models process $112 \times 112$ aligned and cropped image to produce 512-D feature em-
bedding. We used the officially released pretrained ResNet-100 models trained on MS1MV2 released by the four FR solutions. Although, the presented solution in this paper does not aim, and is not presented as, a solution to extract face embeddings, but rather an FIQA solution, we opted to evaluate CR-FIQA(L) backbone as a FR model on mainstream FR benchmarks for sake of providing complete experiment evaluation and probe the possibility of simultaneously using it as both FIQA and FR model. The evaluation results of CR-FIQA(L) backbone as a FR model are provided in the supplementary material.

**Baseline** We compare our CR-FIQA approach with nine quality assessment methods. Three are general IQA methods that have been proven in [8] to correlate well to face utility i.e. BRISQUE [29], RankIQA [26], and DeepIQA [2], and six are SOTA face-specific FIQA methods, namely RankIQ [4], PFE [34], SER-FIQA [36], FaceQnet (v1 [14]) [14, 15], MagFace [28], and SDD-FIQA [32], all as officially released in the respective works.

5. Ablation Studies

This section provides experimental proof of the two main design choices in CR-FIQA.

**Does CR-FIQA benefit from the NNCCS scaling term?** To answer this, we conducted additional experiments using ResNet-50 model trained on CASIA-WebFace [39] using the experimental setup described in Section 4. This model is noted as CCS-FIAQ(S). The only difference from CR-FIAQ(S) is that the CCS-FIAQ(S) is trained to learn CCS (instead of CR) by replacing the $C_R x_i$ in Equation 5 with $CCS x_i$, thus neglecting the NNCCS scaling term in the equation. Figure 3 presents the ERCs along with AUC using CR-FIQA(S) and CCS-FIAQ(S) on Adience, AgeDb-30, CALLFW and CRF-FP. The verification error, FNMR at FMR1e-3, is calculated using ArcFace FR model (described in Section 4). The ERCs and AUC values show that the reduction in the error is more evident for CR-FIAQ(S) than CCS-FIAQ(S). Thus, adding the scaling term NNCCS in CR enhanced the performance of the FIQA.

**Dose the simultaneous learning in CR-FIQA lead to better performance in comparison to on-the-top learning?** We consider the possibility of learning to estimate CR after finalizing the FR training, in comparison to the simultaneously learning in CR-FIQA. We conducted two additional experiments using pretrained ResNet-50 trained with ArcFace loss [5] on CASIA-WebFace [39]. Specifically, we add an additional single regression layer to this pretrained model. We freeze the weights of the pretrained model and train only the regression layer to learn the internal network observation of the pretrained model using only the $C_R x_i$ (Equation 5). Using this setting, we present two instances, CR-FIQA(S) (On top) and CCS-FIQA(S) (On top), that learned to predict CR and CCS, respectively. Each of CR-FIQA(S) (On top) and CCS-FIQA(S) (On top) is fine-tuned for 32K iteration with an initial learning rate of 0.01. The learning rate is divided by 10 at 20K and 28K training iterations, similarly to CR-FIAQ(S) and CCS-FIAQ(S). The results (ERCs and AUCs) of these models are compared to CR-FIQA(S) and CCS-FIQA(S) in Figure 3. The ERCs in Figure 3 presented the evaluation on Adience, AgeDb-30, CALFW and CFP-FP using the ArcFace FR model. The ERCs and AUCs in Figure 3 show that both CR-FIQA(S) and CCS-FIQA(S) lead to stronger reductions in the error than the CR-FIQA(S) (On top) and the CCS-FIQA(S) (On top), when rejecting low-quality samples. This supports our training paradigm that simultaneously learns the internal network observation, CR, while optimizing the class centers. This can be related to the step-wise convergence towards the final CR value in the simultaneously training. For both ablation study questions, ERCs and AUC for all the remaining benchmarks and FR models (mentioned in Section 4) lead to similar conclusions and are provided in the supplementary material.

6. Result and Discussion

All CR-FIQA performances reported in this paper are obtained under cross-model settings. The proposed CR-FIQA is used only to predict FIQ and not to extract feature representation of face images. None of the utilized FR models (ArcFace [5], ElasticFace [3], MagFace [28], and CurricularFace [17]) is trained with our paradigm. Instead, we trained a separate model for CR-FIQA and used the official pretrained FR models (as described in Section 4) for feature extraction. The verification performances as AUC at FMR1e-3 and FMR1e-4 are presented in Table 1. The visual verification performances as ERC curves (Figure 4) using ArcFace and ElasticFace FR models are reported at FMR1e-3. The ERC curves at FMR1e-4 and for MagFace and CurricularFace FR models at FMR1e-3 are provided in the supplementary material.

The ERC curves (Figure 4) and the AUC values (Table 1) show that our proposed CR-FIQA(S) and CR-FIQA(L) outperformed the SOTA methods by significant margins in almost all settings. Observing the results on IJB-C, Adience, CFP-FP, CALFW, and CPLFW at FMR1e-3 and FMR1e-4 (Figure 4 and Table 1), our proposed CR-FIQA outperformed all SOTA methods on all the considered FR models. On the AgeDb-30 benchmark, our proposed CR-FIQA ranked first in five out of eight settings and second in the other three settings (Table 1). On the LFW benchmark, our proposed CR-FIQA ranked behind the MagFace and the RankIQ. This is the only case that our models did not outperform all SOTA methods. However, it can be noticed from the ERC curves in Figure 4 that none of the SOTA methods were able to achieve stable behavior (smoothly decaying curve) on LFW. The main reason for such unstable ERC behavior on LFW is that the FR performance on LFW is nearly saturated (all models achieved above 99.80% accu-
Table 1. The AUCs of ERC achieved by our CR-FIQA and the SOTA methods under different experimental settings. CR-FIQA achieved the best performance (lowest AUC) in almost all settings. On XQLFW, the SER-FIQ marked with * is used for the sample selection of the XQLFW benchmark. The best result for each experimental setting is in bold and the second-ranked one is in italic. The notions of 1e−3 and 1e−4 indicate value of the fixed FMNR at which the ERC curve (FMNR vs. reject) was calculated.

| Method              | Adience [4] | AgeDB-30 [11] | CFPP [13] | LPF [15] | CALFW [16] | CPLFW [16] | XQLFW [9] | IJB-C [17] |
|---------------------|-------------|---------------|-----------|----------|-------------|-------------|-----------|-----------|
| BRIQUE [25]         | 0.0565      | 0.1249        | 0.0400    | 0.0165   | 0.0445      | 0.0433      | 0.0404    | 0.0407    |
| RankIQ [26]         | 0.0400      | 0.0933        | 0.0372    | 0.0253   | 0.0301      | 0.0384      | 0.0309    | 0.0345    |
| DeepQF [19]         | 0.0565      | 0.1377        | 0.0456    | 0.0233   | 0.0394      | 0.0389      | 0.0395    | 0.0458    |
| RankIQ [3]          | 0.0353      | 0.0889        | 0.0212    | 0.0240   | 0.0152      | 0.0160      | 0.0104    | 0.0138    |
| PEE [34]            | 0.0122      | 0.0428        | 0.0072    | 0.0226   | 0.0092      | 0.0129      | 0.0236    | 0.0241    |
| SER-FIQ [36]        | 0.0223      | 0.0434        | 0.0167    | 0.0222   | 0.0065      | 0.0103      | 0.0328    | 0.0258    |
| FaceQNet [14,15]    | 0.0341      | 0.0734        | 0.0170    | 0.0240   | 0.0203      | 0.0273      | 0.0072    | 0.0104    |
| MagFace [23]        | 0.0207      | 0.0425        | 0.0156    | 0.0198   | 0.0073      | 0.0105      | 0.0016    | 0.0021    |
| SDD-FIQ [12]        | 0.0244      | 0.0562        | 0.0166    | 0.0206   | 0.0122      | 0.0193      | 0.0021    | 0.0027    |
| CR-FIQA (Ours)      | 0.0241      | 0.0517        | 0.0138    | 0.0189   | 0.0090      | 0.0145      | 0.0020    | 0.0025    |
| CR-FIQA(L)          | 0.0204      | 0.0435        | 0.0139    | 0.0189   | 0.0059      | 0.0098      | 0.0023    | 0.0029    |

Table 2. Verification performance on the IJB-C (1:1 mixed verification) [27]. CR-FIQA outperformed SOTA methods under all settings.

| Quality Estimation | FaceF[3] | PlasticFace[4] | MagFace[5] | CurricularFace[6] |
|--------------------|----------|--------------|-----------|-------------------|
| 1:1 mixed verification. TAR (%) at | PAR=1×6 | PAR=1×5 | PAR=1×4 | PAR=1×6 | PAR=1×5 | PAR=1×4 | PAR=1×6 | PAR=1×5 | PAR=1×4 |
| BRIQUE [25]        | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| RankIQ [26]        | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| DeepQF [19]        | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| RankIQ [3]         | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| PEE [34]           | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| SER-FIQ [36]       | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| FaceQNet [14,15]   | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| MagFace [23]       | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |
| SDD-FIQ [12]       | 96.53    | 95.87        | 95.31     | 94.79     | 93.74     | 92.97     | 93.12     | 92.47     | 91.82     |

<ref>racery [3, 5, 17, 28]</ref>, leaving very few samples causing errors and thus lowering the significance of the measured FMNR.

The XQLFW benchmark is derived from LFW to contain pairs with a maximum difference in quality. The XQLFW images are chosen based on BRIQUE [29] and SER-FIQ [23] quality scores to be either extremely high or low. The use of SER-FIQ [36] in this selection might give a biased edge for SER-FIQ on this benchmark. On XQLFW, our CR-FIQA achieved very close performance to the selection method (SER-FIQ) and is far ahead of all other SOTA methods. Lastly, our proposed CR-FIQA(S) achieved very comparable performance to our CR-FIQA(L), pointing out the robustness of our approach, regardless of the training database and architecture complexity. Table 2 presents the verification performance on the IJB-C 1:1 mixed verification benchmark [27] using quality scores as an embedding weighting term (as defined in [27]) under different experimental settings. For each of the FR models, we report in the first row the evaluation result of the corresponding FR model as defined in the protocol [27] and
Figure 4. ERC (FNMR at FMR1e-3 vs reject) curves for all evaluated benchmarks using ArcFace and ElasticFace FR models corresponding to Table 1 results. The visual evaluation, ERC curves, using MagFace and CurricularFace FR models are provided in the supplementary material. The proposed CR-FIQA(L) and CR-FIQA(S) are marked with solid blue and red lines, respectively. CR-FIQA leads to lower verification error, when rejecting a fraction of images, of the lowest quality, in comparison to SOTA methods (faster decaying curve) under most experimental settings.

7. Conclusion

In this work, we propose the CR-FIQA approach that probes the relative classifiability of training samples of the FR model and utilizes this observation to learn to predict the utility of any given sample in achieving an accurate FR performance. We experimentally prove the theorized relationship between the sample relative classifiability and FIQ and build on that towards our CR-FIQA. The CR-FIQA training paradigm simultaneously learns to optimize the class center while learning to predict sample relative classifiability. The presented ablation studies and the extensive experimental results prove the effectiveness of the proposed CR-FIQA approach, and its design choices, as an FIQ method. The reported results demonstrated that our proposed CR-FIQA outperformed SOTA methods repeatedly across multiple FR models and on multiple benchmarks, including ones with a large age gap (AgeDb-30, Adience, CALFW), large quality difference (XQLFW), large pose variation (CPLFW, CFP-FP), and extremely large-scale and challenging FR benchmarks (IJB-C).
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