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ABSTRACT
Growing population leads to generating more waste and depletion of natural resources. Moreover, the cost of supplying some resources has increased substantially. Hence, the manufacturer is trying to focus on planning to get back old or partially/wholly unusable products and make the best disposition decisions on them. This research aims to build a multi-industry applied model using the deep learning method in social media analysis to make the best decision for returning products in reverse logistics, along with the sustainability and circular economy concerns. Furthermore, we outline the usage of social network analytics in aligning consumers’ expectations with supply chain policies, strategies, and decisions. An industry benchmark concerning circular economy concepts can be attained by applying the proposed model to different industries. We have proposed a generalisable model using social media analytics, consumer sentiment analysis, reverse logistics, and circular economy theory to attain a circular supply chain regarding sustainability concerns. Applying the proposed model to the electronics industry as a case study, the model was further validated with Twitter data analysis of developing versus developed countries for laptop devices. We collected over 70-million tweets using the Twitter Application Programming Interface (API) over fifteen months. The results approved the proposed model by leveraging the Twitter geolocation attribute to extract Twitter data from developing and developed countries. Moreover, the model is general enough to be used on various industries’ supply chains and provides managers and policymakers with deep insight into reverse logistics’ decision-making. It would be interesting to use real-time analytics and improve accuracy in future works. We made original contributions to reverse logistics decision-making in the circular economy context. Previous research, which has focused on supply chain decision-making, has been extended by providing theoretical and practical implications for social media analytics and the circular economy ecosystem. Thus, by scrutinising the consumers’ needs and expectations, we suggested the best decision on returned products to close an open-ended supply chain and achieve a circular economy. Furthermore, we derived industry benchmarks for both developing and developed countries separately. The results showed that the best decision on returning products in developing countries is different from developed countries. We advise top managers and policymakers to improve supply chain sustainability using social media analytics in developing and developed countries to substantially optimise waste and companies’ profits.

1. Introduction
With population growth and technological advances, the manufacturing and consumption of short life-cycle products have expanded, leading to more raw materials and, consequently, more landfills (Lombardi, Rana, and Fellner 2021; Van Wassenhove and Besiou 2013). Hence, manufacturers have recently integrated effective zero waste strategies in their supply chains (SCs) (Awasthi et al. 2021; S. C. Tseng and Hung 2014). Sustainability policies have inspired manufacturers to change their SCs to be aligned with the circular economy (CE) (Bag and Pretorius 2020). However, there are more barriers to adopting new technologies, such as initial financial investment in developing countries (Kouhizadeh, Saberi, and Sarkis 2021). Given the depletion of raw materials and the rise in their prices over the last decade, governments, top managers of manufacturers, and researchers devote more attention to the recovery of the products returning and circular supply chain (CSC) (Awasthi et al. 2021; Bouzon et al. 2016; Nikolaou, Evangelinos, and Allan 2013; Shahidzadeh and Shokouhyar 2022). As consumers are the ending point in the forward SC and starting point in the reverse SC, we consider them eminent stakeholders that can make SCs more sustainable (García-Herrero, De Menna, and Vittuari 2019). Social responsibility and sustainability are among the factors that persuade consumers to pay a higher price for purchasing products (Gong et al. 2019). Environmental and sustainability concerns have become pressing for consumers (M. S. Khan et al. 2020). Besides, as consumers are at the beginning of the product returning process, implementing sustainability and CE concepts in SCs is impossible without full attention to their sentiments about the products (García-Herrero, De Menna, and Vittuari 2019). This paper has proposed a model in which consumers’ needs convert a regular SC into a CSC regarding sustainability and CE concerns. We closed an open-ended supply chain by sentiment analysis of consumers about the products using state-of-the-art deep learning events.
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techniques. Moreover, we derived an industry benchmark for developing and developed countries in reverse logistics (RL). To propose the model, we utilised social media analytics to determine consumers’ perception of sustainability while closing an open-ended regular supply chain (Mathiyazhagan et al. 2021; Shahidzadeh and Shokouhyar 2022). We also employed a deep learning method for sentiment analysis to attain ultimate accuracy. Furthermore, content analysis was applied to extract features, and descriptive analysis was used to gain insight into the findings. This study indicated that user-generated data and its extracted knowledge help managers handle returned products and make the best decision aligned with consumers’ needs, sustainability, and CE theory.

1.1. Problem description, research gap and motivation

As production, and consequently, the waste of electronic devices is increasing worldwide, one of the best solutions for implementing sustainability policies, along with the CE concepts, is RL (Julianelli et al. 2020; Maheswari, Yudoko, and Adhiutama 2019). The paper’s motivation is about the decision-making process that could assist and give the managers insight into achieving a zero-waste circular supply chain. However, circular economy and reverse logistics goals are to minimise returning products while maximising the manufacturer’s profits. While many researchers recognise RL as the best strategy towards a CSC, there are few models to connect consumers’ needs to the disposition decisions of RL. Furthermore, as social media became an essential part of people’s life, involving consumers’ needs and ideas in social media for SC decisions has not been well discussed regarding the CE and sustainability concepts. Consumers play a vital role in the implementation and performance of RL. Satisfied consumers encourage others on social media to buy the products, while unsatisfied ones discourage others by reflecting their negative sentiments on social media. The more negative sentiments of consumers about products on social media, the more products return to the manufacturing SC, and more waste is generated (Shahidzadeh et al. 2020). Moreover, the company’s brand reputation and future sales are negatively affected. Thus, the consumers’ role in generating waste is not negligible.

Concerning reverse logistics strategies, manufacturers could decide on returning, refurbishing/remanufacturing, repairing/reusing, recycling, or disposing of products. However, according to the CE concepts, disposal is not recommended (Agrawal and Singh 2019). Implementing RL is a burden on the shareholders, but the investment can return in the future if the RL policymakers make the best disposition decision on returning products based on some related criteria. Besides financial burdens, many researchers have studied the barriers and importance of implementing RL from various perspectives (Julianelli et al. 2020; Rajak, Parthiban, and Dhanalakshmi 2021; Vieira et al. 2020). Consumers are identified as the most critical stakeholders in implementing RL. They are also crucial concerning RL performance and return on RL investment, as well as a companies’ total profits. With the advent of social media, consumers’ effects on many aspects of sustainability, i.e. environmental, financial, and social ones, are becoming more intensive. We addressed the following main questions in this article.

Q1: How can the consumers’ needs be connected with the decision-making of manufacturers’ top managers in RL?

Q2: What is the best decision on returning products regarding consumers’ appetite while considering a zero waste strategy?

Q3: How can a holistic model be proposed for extracting industry benchmarks to make the best decision for returning products?

A few studies have proposed models that connect the manufacturers’ needs with the sustainability aspects while satisfying consumers’ expectations and appetites (Abualfaraa et al. 2020; Abubakr et al. 2020; Godina et al. 2020). To promote the efficiency of manufacturers’ investments, managers should make the best disposition decisions on returned products by satisfying the real consumers’ needs and sentiments about their products. As a CSC begins with consumers, they play an important role in returning products. A few studies have focused on maximising companies’ profit and sustainability while minimising consumers’ dissatisfaction with products and waste regarding CE policies. Since consumers reflect their opinions and happy/unhappy sentiments on social media, these are the cheapest and most reliable and available data that could affect all sustainability aspects and decision-making of reverse supply chain managers. Recently, due to its availability, using social media data has attracted more attention from authors (Govindan and Bouzon 2018). However, in the literature, a few studies have proposed a holistic model concerning user-generated data, sustainability aspects, CE, zero waste strategies, company stakeholders’ profit and, most importantly, consumers’ sentiments on products (Kazemi, Modak, and Govindan 2019). However, the model could fit the concepts above by taking the best disposition decision based on the consumers’ needs. Some authors have researched the barriers to implementing RL to identify the gap between developed and developing countries (Rajak, Parthiban, and Dhanalakshmi 2021). However, no study compares the decision-making of returning products in developed and developing countries. We fill the research gaps by answering Q1, Q2, and Q3 as follows:

Q1: By proposing the model, we aligned the consumers’ needs and expectations with the manufacturer’s profits and RL’s top managers’ decision processes.

Q2: The last section of the model gives some insight into and suggestions to the manufacturer using the deep learning technique. Moreover, considering RL disposition alternatives, we ensured the manufacturer’s zero-waste strategy by minimising returning products and reusing, refurbishing, and remanufacturing products.

Q3: The final stage of the model’s output generates an industry benchmark, while the proposed model is general enough to apply to the mass-production industries such as automobiles, electronics, etc. Making the best decision on returning products is challenging for RL managers, as consumers’ needs and expectations are more important due to the effect of social media.
As a contribution, we have proposed a theoretical and a practical model to aid top managers in making the best decision in RL and effectively implement a CSC based on the CE concept considering sustainability concerns and consumers’ opinions. This was done through the deep learning technique to analyse the data on social media where consumers interact with each other about the quality of products. By using the proposed model in the electronics industries, a benchmark was extracted for laptop manufacturers, improving CSC performance by aligning consumers’ opinions with manufacturers’ capabilities. The proposed model connects the crucial point of the returning products, consumers, to the decision-making of top managers and policymakers, and policymaking on the returned products is aligned with the implementation of the zero-waste strategies. Accordingly, social media reflects consumers’ ideas, needs, expectations, and sentiments, providing the best recommendations for decision-makers. We mapped these to the reverse supply chain to be aligned with the CE and CSC approaches. The proposed model defines a framework in which consumers’ opinions on products are categorised and analysed by their features separately. This framework ensures managers have their consumers’ views near real-time, separated by product models/features. Examining consumers’ sentiments, this framework ensures managers have their consumers’ views near real-time, separated by product models/features. Furthermore, we used a novel model that makes competitive advantages for manufacturers using deep learning techniques in social media analytics, leading to ultimate accuracy.

The remainder of the article is structured as follows. The second section presents an overview of the related literature. The research methodology is discussed in the third section. In the fourth section, we apply the proposed models to compare the developed countries with developing ones in the electronics industry as a prominent industry and laptop devices as a subsection of this industry. The data analysis of results, as well as the policy recommendations, are also addressed in this section. The discussion of findings and more analysis are given in the fifth section. Research implications, including practical and theoretical ones, are imparted in the sixth section. Finally, the seventh section offers concluding remarks, exclusive contributions on modelling and findings, limitations, and recommendations for future work directions.

2. Literature review

Globalisation policies encourage manufacturing companies to create environmentally-friendly goods that present a sustainable competitive benefit (Waqas et al. 2018). Today, a zero-waste strategy for green SCs and product recovery has garnered the attention of professionals and manufacturers (Franco-García, Carpio-Aguilar, and Bressers 2019). Reverse logistics, which is among the most effective approaches to performing a CSC, has been viewed as the most critical section of SC leadership in developed countries (Julianelli et al. 2020). Unfortunately, however, due to specific obstacles, serving the CSC across developing countries is currently in the first steps (Lahane, Kant, and Shankar 2020; Mangla et al. 2018). A few researchers consider consumers’ relevant issues as a profound obstacle to performing a CSC (González-Sánchez et al. 2020).

The current section covers the research already done on CSC leadership and CSC/CE and discovers the electronic waste in CSC leadership. The analytics of social media, as well as related ways in some studies, have also been considered (Shahidzadeh et al. 2020).

2.1. Circular economy/circular supply chain

In the last decades, the idea of a CE has received increasing attention, particularly from lawyers, legislators, consultants, and researchers who concentrate on a more sustainable society (Reike, Vermeulen, and Witjes 2018; Thomas 2020). There are numerous initiatives to perform CE, including eco-effectiveness and eco-efficiency, 7Rs, waste reduction, and stock optimisation, created by the major actors engaging, which are non-governmental organisations (NGOs), governmental and legislative bodies, and consultancy corporations (Kalmykova, Sadagopan, and Rosado 2018; Moktadir et al. 2020).

The linear economic pattern developed by the “take-make-dispose” approach is incapable of handling the supply and demand balance of natural resources. By understanding the challenge of the rareness of resources in the future, today’s linear economy pattern paves the path for the circular supply pattern (George, Lin, and Chen 2015; Goyal, Esposito, and Kapoor 2018; Mhatre et al. 2021; Velenturf et al. 2018). The first paper about the CE was published by (Andersen 2007), demonstrating an outline of the basic principles and solutions in environments and economies seeking sustainability. This idea seems to be contained within the concept of “cradle to cradle”. By assuming the waste as the raw material for a new product in a similar or different manufacturing procedure, the life cycles of products would be infinite (Braungart and McDonough 2002; Figge, Thorpe, and Good 2021).

The need to prolong the useful life of products is considered the basic assumption of the CE that supports reducing the incineration of materials or disposal of them in landfills and sending back the waste to productive business cycles (Rajak, Parthiban, and Dhanalakshmi 2018; Reike, Vermeulen, and Witjes 2018). A CE deals with the manufacturing cycle, which begins with the design of products, selecting raw materials and suppliers, manufacturing, distribution, consumption, and finally, its accumulation for recycling, reproducing or reutilising (Hysa et al. 2020; Mathiyazhagan et al. 2021; K. Zhang, Schnoor, and Zeng 2012).

Given that the waste should be returned through the reverse cycle, RL must shape a raw or unprocessed material for a similar or different production cycle. The waste should be collected, transported, sorted, and then managed in recycling, reproducing, refurbishing, or reconditioning processes (Braungart, McDonough, and Bollinger 2007; Sangwan 2017). A few studies on the CSC in the CE have sought to maximise the product life cycle and minimise waste using reverse logistics strategies. Making the best decision on the disposition of returned products is a strategy that dramatically impacts the CSC performance, leading to competitive advantages and ecosystem sustainability (Mathiyazhagan et al. 2021; Shahidzadeh and Shokouhyar 2022). As consumers have the
leading role in returning the products, we developed a brand-new CSC model in the CE using the most advanced deep learning method and social media analytics.

Furthermore, the proposed framework ensures managers and policymakers that a consumer-centric CSC has improved material consumption efficiency. Given that consumers are among the essential stakeholders in implementing the CSC, sentiment analysis plays a vital role in maximising the performance of CSC management. In addition, consumers’ ideas and sentiments on products affect manufacturer strategies towards disposition decisions on returned products and the design of new products in the future.

2.2. Social media and sustainability

Today, given its ability to attract users and motivate them to take action, social media is considered a solid approach for all kinds of businesses. To comprehend the significance of the impressive utilisation of sustainability communication and social media, we refer the interested readers to (Reilly and Hynan, 2014; Reilly and Laryea, 2018), who demonstrate how international corporations from different businesses use corporate social media responsibility reports and social media on sustainability.

(M. L. Tseng et al. 2019) recommend a decision-based pattern aimed at elucidating the qualities of sustainable SC management and their impacts on the industry, emphasising the effect of social media. (Shan, Peng, and Wei 2020) provided a planning framework of the data-driven from social media to estimate and assess people’s emotional reactions to river pollution. Research on green products and their various phases on social media like Twitter conducted recently by (Karmugilan and Pachayappan 2019) demonstrated the people’s full awareness of the different phases of green products. A review of 54 papers in thematic publications on social media conducted by (Rathore, Kar, and Iivarasan 2017) revealed that among different platforms, Twitter is the most popular one, given its various functions.

(N. Mishra and Singh 2018) showed that Twitter is essential for researchers to perform scientific research and for industry activists to produce standards for industrial customers. Social media data plays an essential role in the market in real-time. The good or bad opinions of consumers would exponentially affect brand reputations, as well as the manufacturing products’ economic, environmental, and social aspects. However, the most important effects are shaped by consumers, which involve economic, environmental, and social elements (Bangsa and Schlegelmilch 2020). Numerous studies have utilized Twitter as an information source to investigate buyers’ viewpoints about brands (Asghar et al. 2019; Jansen et al. 2009; Juntunen, Imsagilova, and Oikarinen 2020; Rasool et al. 2019). This is due to the speed and efficiency of sentiment analysis on Twitter for organizations to find out people’s feelings about their managers and business.

The sentiment is applied to the text regarding negative or positive emotions of an individual on social media, including an ultimate goal and an object (Shahidzadeh et al. 2020). Consumers’ sentiments towards purchased products affect returned products’ quality and quantity, as well as their future purchasing. As consumers’ cultures are different from country to country, we studied CSC management in developing and developed countries. Furthermore, the economic state of the countries influences top strategies of governments to rule the companies towards the CE and zero waste strategy.

2.3. Deep learning and sentiment analysis

As an application of ANN, the short form of the artificial neural network, deep learning utilises networks of compound layers to learn tasks. It can take advantage of the vastly greater learning or representation ability of neural networks supposed to work just with a small amount of data and one or two layers in the past.

Deep learning has progressed and generated up-to-date outcomes in numerous application fields in the past decade, beginning with computer vision and then involving speech recognition, as well as natural language processing (NLP) studied lately (Collobert et al. 2011; Goldberg 2016; Liu et al. 2017; Yang et al. 2019). Figure 1 depicts the arrangement of a deep learning system from a lower layer on the left to a higher layer on the right (Dhillon and Verma 2020; Lee et al. 2009). Over recent years, deep learning models have been applied extensively in the domain of NLP and demonstrated strong possibilities. The usage of deep learning and related approaches in NLP tasks is briefly classified in the following sections.

2.3.1. Sentiment analysis tasks with deep learning technique

Researchers have performed sentiment analysis in three levels of data sets: sentences, aspects, and documents (Tedmori and Awajan 2019). The document-level sentiment classification sorts an opinionated document (e.g. product feedback) stating a generally negative or positive idea (Choi, Oh, and Kim 2020). It takes the entire document in the role of the fundamental data unit and recognizes the document as being opinionated, containing ideas on a whole unit such as a particular cellphone. The sentence-level sentiment analysis classifies single statements in a document (Y. Zhang et al. 2019). However, it is impossible to assume every statement as an opinionated sentence. The sentence-level sentiment analysis classifies sentences as negative, neutral, or positive. The aspect-level sentiment analysis uses a much more minor data set than sentence-level and document-level ones (Wang et al. 2021). It is responsible for extracting and summing up the people’s ideas stated about entities and features/aspects of entities or targets. Given product feedback as an example, aspect-level sentiment analysis aims to sum up positive and negative ideas about various product features, while the overall sentiment about it can be negative or positive. Figure 2 demonstrates various levels of sentiment classification/analysis and their interrelationship.

As far as we know, no predominating method has been used so far in the literature, despite several deep learning methods suggested to work with aspect-level sentiment classification. Table 1 lists the related research articles.
We performed sentence-level and aspect-level sentiment analyses using CNN and LSTM simultaneously, as discussed in Section 3.3, whose results are presented in Section 4.

3. Research methodology

To have a systematic approach to the study, at first, the framework of the research is introduced. Secondly, a consumer-centric CSC model is proposed using a novel deep learning method in four parts, including social media analytics, feature extraction of the products, sentiment analysis of the user-generated data, and some recommendations and industry benchmark on returning products. Thirdly, we discussed the deep learning method which has been used in the proposed model.

3.1. The framework of the research

As shown in Figure 3, to visualise the research methodology, we divide the study into four phases. In the first phase, we review the literature on the CE concept and circular supply chain, along with the social media analytics and sentiment analysis. The use of social media analytics in implementing the CE concept has been identified as a main research gap in the literature. However, a few studies have recently been conducted with different approaches to RL (Julianelli et al. 2020; Sharifi and Shokouhyar 2021). We also discuss the competitive advantages gained for manufacturers after implementing the CSC compared to the old-fashioned linear SC.

In the second phase, we propose the consumer-centric CSC management model based on the CE approach and the consumers’ opinions and sentiments obtained from social media analytics (Shahidzadeh et al. 2020). Furthermore, some prescriptions are suggested to the top managers and policymakers for returning products. Given that RL is among the best strategies for closing an open-ended SC, we use reusing, recycling, remanufacturing, refurbishing, and disposal disposition decisions to suggest alternatives to the managers for returned products. Industry benchmarks and practices are also derived after implementing the proposed model used by different companies in the same industry scope. In the third phase, to validate the proposed model, we conduct a case study on laptops, a sub-section of the electronics industry, in developing and developed countries. Furthermore, we analyse the results to propose the best practice for laptop producers separately in developing and developed countries. An electronics industry benchmark is attained by an analysis of the results. Finally, in the last phase, we discuss findings and
Table 1. Recent studies on three levels of sentiment analysis

| Main Focus | References | Description |
|------------|------------|-------------|
| SENTIMENT CLASSIFICATION OF DOCUMENT-LEVEL | (Li et al. 2017) | Suggested an oppositional memory network to do cross-domain sentiment sorting within a transfer learning environment, that information from target domain and source are designed cooperatively. It instructs two networks together for domain sorting and sentiment sorting (no matter the document is from the target domain or the source). |
| | (Zhou, Wan, and Xiao 2016) | They created the attention-based Long short-term memory (LSTM) network to do cross-language sentiment sorting at the document-level. This pattern comprises two attention-based LSTMs for depiction in two languages, as well as every LSTM is hierarchically organized. In such an environment, it efficiently matches the sentiment data from English which is linguistic resource-rich, to Chinese, which is linguistic under-resourced, and assists enhance the running of sentiment sorting. |
| | (Yin, Song, and Zhang 2017) | Built an aspect-sentiment classification prediction assignment in the document level as the machine understanding problem and suggested a pattern of hierarchical interactive attention-based. Particularly, faked aspect queries and documents are inserted to learn aspect-aware document representation. |
| | (Choi, Oh, and Kim 2020) | A document-level sentence classification model has been proposed using deep neural networks (DNN), in which, through gate mechanisms, the importance degrees of sentences in documents are calculated. To verify the new sentiment analysis model, they tested it using sentiment datasets in the four different areas: music reviews, restaurant reviews, hotel reviews, and movie reviews. They indicated that the importance of sentences must be examined in a document-level sentiment categorization task. |
| SENTIMENT CLASSIFICATION OF SENTENCE-LEVEL | (Qian et al. 2017) | Provided the LSTM, which is regularized linguistically for the task. This suggested model combines resources like negation words, intensity words, and sentiment lexicon into an LSTM for capturing the sentiment impact in statements more precisely. |
| | (A. Mishra, Dey, and Bhattacharya 2017) | They used convolutional neural networks (CNN) to take out cognitive features automatically from gaze or eye-movement information of individual users viewing the text and utilize them as improved features accompanied by textual features to do sentiment sorting. |
| | (Zhao et al. 2017) | They proposed a repeated unplanned walk network learning method to do sentiment sorting of opinionated posts on Twitter through using the deep semantic representation of the audience who posted those tweets and their social connections. |
| | (Y. Zhang et al. 2019) | Inspired by the methodology of three-way decisions, they proposed a three-way enhanced convolutional neural network model. It uses the enhanced model to optimize CNN. They chose the Support vector machine with naive Bayes features (NB-SVM) (support vector machine) as the enhanced model after. The results validated the effectiveness of their presented model and revealed that three-way decisions could further improve sentiment classification accuracy. |
| SENTIMENT CLASSIFICATION OF ASPECT-LEVEL | (Tay, Tuan, and Hui 2017) | They formulated the dyadic memory network (DyMemNN), which templates dyadic communication among context and aspect through utilizing holographic compositions or neural tensor compositions to make memory selection. |
| | (Chen et al. 2017) | They are suggested to use a repeated attention network to better catch the sentiment of complex contexts. To obtain that, this proposed model utilizes a dynamic/recurrent attention framework and learns a not linear corporation of the attention into GRUs. |
| | (Ma et al. 2017) | Suggested the interactive attention network (IAN) that takes context and also attention on target into account. In other words, it utilizes two attention networks to discover mutually the powerful words of the target description/expression as well as the powerful words of its entire context. |
| | (Wang et al. 2021) | Based on the Gradual Machine Learning (GML) theory, accurate machine learning labeling without manual labeling tries. The applied result on the benchmark datasets has shown that the performance of their solution is considerably better than its unsupervised alternatives like supervised DNN models. |

Theoretical and practical research implications. The concluding remarks, main contributions, limitations, and future works are also reviewed.

### 3.2. Proposed model/framework

We depicted the proposed model in Figure 4. The proposed model consists of two main streams. The first stream is to determine the hashtags and keywords, which is the input to the second stream. Using content analysis of the social media and documents of the manufacturer leads to extracting the product’s features (modules) which the experts refine. The second stream is to extract consumers’ opinions, ideas, and sentiments about every feature/model of the products. In the second stream, user-generated data from social media is gathered using the hashtags and keywords which has been identified in the first stream. Then, analytical processing is used to have qualified information for the sentiment analysis. With descriptive analysis and suggestions on returning product disposition in RL, a consumer-centric circular supply chain is attained. Using the results on a specific industry, an industry benchmark is broadly usable in similar industries. To attain an industry benchmark for implementing a CSC, we propose a novel model for designing an automated system for extracting consumers’ opinions and sentiments on social media. This model uses the deep learning technique to extract aspects of consumers’ social media posts. A deep learning method is also used to classify users’ opinions as negative, neutral, and positive sentiments. This model comprises four sections.

1. Social media raw data was used as an input for feature extraction and sentiment analysis, both of which were done through deep learning methods. However, before feature extraction, content analysis was done to improve the accuracy of the feature extraction. Furthermore, we implemented pre-processing and procedures such as removing stop words, tokenising, Part-of-speech (POS) tagging, and n-gram in the proposed model to have a more robust and accurate sentiment analysis. These procedures ensure the higher accuracy of the deep learning techniques.
(2) Feature extraction was designed based on the automated aspect extraction in the sentence-level analysis as in most social media and microblogging, some length limitations for the posts are imposed. We filtered the extracted features with experts’ opinions to derive the best categorisations based on the related hashtags and keywords.

(3) Sentiment analysis was conducted using the literature’s most accurate deep learning technique. The analysis was performed separately on every extracted feature identified in the previous section. This analysis ensures that consumers’ opinions on every feature are analysed and suggests to the top managers about their productions. Furthermore, user-generated data was categorised as negative, neutral, and positive, providing a deep insight into the CSC management decision-making and aligning the existing SC to consumer-centric CSC.

(4) Industry benchmark was derived after a desired period regarding the nature of the industry. The benchmark ensures that the provided results are the best for the products, as long as the industry technology does not change. However, in the case of technology alteration, a new benchmark could be derived due to the near real-time nature of the proposed model. Industry benchmarks ensure fast and agile decision-making processes in the SC.

3.2.1. SOCIAL MEDIA

Social media data, as a significant source of user/consumer-generated data in the SC for returned products, is gathered and stored in companies to be analysed (Nguyen et al. 2018). In the proposed model, social media data, which was received through API automatically, was stored along with the documents provided by the company about the products. Content
analysis is necessary to gain insight from data using a wide range of Natural Language Processing (NLP) techniques. The social media data is unstructured, informally written, and usually contains hashtags, URLs, and expressions. Regarding the content analysis, (Shahidzadeh et al. 2020) proposed a genuine technique to overcome the language variety in social media by translating it to English. Furthermore, they removed duplicate text from the next stage of processing. Most NLP techniques and machine learning algorithms are more accurate in English (Nassif et al. 2021). With pre-processing techniques, social media data can be prepared and classified in different ways, such as machine learning and deep learning to attain structured data for further analytics. Other pre-processing and content analysis methods, including emoji detection, text cleaning, parsing or tokenising, and word frequency analysis (Pimpalkar and Raj 2020), were also used to get precise results in the current research. We further applied POS tagging, n-gram, and keyword identifications, removed stop words and tokenised the sentences to have more accurate sentiment analysis results (Avasthi, Chauhan, and Acharjya 2021). These methods ensure that the semi-structured data resulting from the content analysis and pre-processing stages provide more consistent data for feature extraction and sentiment analysis stages.

3.2.2. FEATURE EXTRACTION
An automated aspect extraction technique was applied in the sentence-level analysis, while most micro-blogging social media have post length limitations. This process ensures that all aspects of the user-generated data are identified and classified by techniques such as deep learning (Ray and Chakrabarti 2019). Experts filtered out the desired features among the classified aspects of the social media data regarding industry context and products. By counting the number of mentioned aspects and features, a ranking was formed among features. However, this ranking might change over time. Furthermore, some recognised aspects would differ in words but have the application and meaning in semantic language. Some techniques like synonym recognition might be used to merge similar aspects. Nevertheless, given the industry context and high level of accuracy, we preferred to fine-grain and combine recognised aspects with the aid of industry experts in the proposed model. A list of hashtags and keywords was attained and used to categorise social media data for the next steps.

3.2.3. SENTIMENT ANALYSIS
The input data was prepared to be analysed using the state-of-art deep learning method. Pre-processing and applied techniques in the previous stages ensured the ultimate accuracy of the sentiment analysis. However, no exact level of accuracy improvements was guaranteed, while some methods like removing stop words would increase the probability of showing positive and negative contents. As we used aspect classification in the previous stage, we only focused on sentence-level sentiment analysis. After subjectivity classification, we classified subjective sentences as positive, neutral, and negative. The sentiment analysis approaches like supervised or unsupervised machine learning techniques provide results with different accuracies (Z. Y. Khan et al. 2021; Stojanovski et al. 2018). After preparing the data for analysis and attaining the industry benchmark, as well as quantitatively describing a set of data’s statistical properties, we conducted a descriptive analysis to sum up the data in a graphical format. In SC studies of forecasting models and intelligence, descriptive analysis has been broadly adopted to get the current data state in an executive dashboard (Amirmokhtar Radi and Shokouhyar 2021; Shahidzadeh et al. 2020).

3.2.4. INDUSTRY BENCHMARK
After applying sentiment analysis to every feature, we suggest that the top managers, through descriptive analysis, ensure the company has consumer-centric CSC. These suggestions on every feature form an industry benchmark after a while. The industry benchmark would eventually be documented and published by SC managers and used for intra-organisation or extra-organisation applications. Furthermore, industry benchmarks would increase the speed and accuracy of the decision-making process. By implementing this model to the industry subsections, sub-industry benchmarks would be created (Park and Lee 2021). It is worth mentioning that, as a product’s life cycle approaches its end, the industry benchmark should be revised and analysed. However, we proposed this model to be fast enough to be used in near-realtime applications.

3.3. NEW APPROACH OF THE IMPLEMENTING PROPOSED MODEL
As mentioned in Section 2, many researchers have recently used machine learning techniques. Nevertheless, due to the increasing computing power, parallel processing, and Graphics processing unit (GPU), the preferable methods are deep learning with massive training and testing procedures. As explained in Section 3.2, feature extraction and sentiment analysis could be implemented in various machine learning techniques. However, deep learning techniques are more complex than the old machine learning algorithms and need more computing power, as well as time for training the algorithms. Some of the deep learning algorithms have very similar performances. For example, Recursive CNN and gated recurrent unit (GRU) have approximately equal accuracy with CNN and LSTM, respectively (Kamis and Goularas 2019). Many researchers have tested various configurations, combining CNN and LSTM networks to outperform each of them alone. Recently, different configurations of word embedding features and various combinations of neural networks have been investigated in studies to attain higher precision scores compared to deep learning methods (Kamis and Goularas 2019).

3.4. RESULTS OF CASE STUDY – DEVELOPING VS DEVELOPED COUNTRIES
The proposed model is a holistic model which can be used in many industries. As illustrated in Figure 3, in this research, we used the model in two different contexts developing countries and developed countries (Phase IV of the research framework).
We applied the model and scrutinised the results to find the resemblances and differentiation between consumers’ needs and ideas of the developing and developed countries.

4. Case study and results/findings

We used the same raw data which has been classified and analysed for this study. However, sentiment analysis is done on classified and parallel analysing processes for developing and developed countries. The results and findings of the research are discussed in this section.

The Twitter API enables us to filter out tweets with different attributes. To differentiate between developing and developed countries, we used World Economic Situation and Prospects 2020 report (WESP 2020), officially published by the United Nations (United Nations 2020). We used Twitter geolocation attributes to separate tweets of developing countries from those of developed countries using Twitter search API from January 1, 2020, to March 15, 2021. We utilised the model results to compare developing and developed countries separately and assess and improve the proposed model’s robustness and truthfulness. Different results were obtained for developing and developed countries, and additional suggestions and industry benchmarks were given to policymakers. We also tested the proposed model results with the sensitivity analysis with different periods to validate the model with obtained results. According to Figure 4, the model had four main components, i.e. social media, feature extraction, sentiment analysis, and industry benchmark. The extracted results are described in the following. It is worth mentioning that social media raw data and feature extraction were the same for the data of developing and developed countries.

4.1. Social media data

The first phase started with getting related tweets’ data specified in the Twitter search API query of hashtags and keywords. Four secret keys were required to use the Twitter Search API, which was obtained from the https://developer.twitter.com/. After authentication of secret keys, the transferred data were encoded in JavaScript Object Notation (JSON) format. Each tweet in JSON format comprises a unique ID, an author, a timestamp of sending, geolocation coordination if available, and some other data. We used the output format to parse the tweets’ data for the next pre-processing and content analysis steps. We employed Twitter Search API with “Laptop” keyword search in thirty-four languages supported by Twitter.com (Twitter 2021).

4.1.1. Content analysis and descriptive analysis

In this subsection, we analysed and categorised each tweet by separating the name and handle of the user composing tweets; main tweet text; hashtags; links; images; the number of retweets, quotes, favourites, and replies; and geolocation. We also separated emoticons if there were any, which is vital for the sentiment analysis. As most of the robust feature extraction and sentiment analysis methods are more accurate in English, we translated the tweets’ main text from other languages to English with auto-translation to overcome the language diversity. Furthermore, we removed the exact tweet text after translation. The descriptive tweet data analysis is summarised in Table 2.

As shown in Table 2, we separated developing and developed countries’ tweets for further analysis in the following steps.

4.1.2. Pre-processing

To attain higher accuracy, we removed invaluable data in the text pre-processing step, which is optional. It ensures that unstructured and sophisticated texts of tweets are made more structured and unsophisticated by applying POS tagging, stemming, removing double spaces, removing stop words, and employing word normalisation techniques. Using pre-processing, we ensured that the highest accuracy in the sentiment analysis was achieved as most of the techniques’ accuracy was word-dependent (Shahidzadeh et al. 2020). A tweet example with the applied techniques is represented in Figure 5.

![Figure 5. Example of a tweet in pre-processing](image-url)
4.2. Feature extraction

The goal of feature extraction was to identify the most discussed feature of the Apple laptops in the extracted tweets, along with the other documents such as Portable Document Format (PDF)s and website pages. SC experts filtered out these features to attain the most related ones. To gain the ultimate accuracy, we applied the hybrid method of CNN and LSTM for aspect extraction and categorisation, as mentioned earlier in Section 2.4.5. The configuration details of the deep learning methods are presented in Section 4.5. Table 3 represents the extracted feature filtered out by three experts with at least four years of experience in the RL of the electronics industry.

As Table 3 depicts, the primary laptop features, along with related keywords and hashtags, were categorised in indirect and direct relationships with the RL. A physical component of a laptop was defined as having a direct relationship to the RL, and it could be reusable by making the best disposition decision in the RL. On the other hand, indirect features were not physical components but the consumers’ sentiments about these factors affecting decision-making in the RL. The direct features included storage, display, design, battery, and connector. The indirect features were price, security, warranty, and operating system. Feature extraction ensured that all the tweets were categorised into nine classes, including five direct and four indirect features.

4.3. Sentiment analysis

We used both CNN and LSTM on the data extracted from Twitter over the year 2020 to enhance the precision of the results, which achieved the highest accuracy of 93.78% (Feizollah et al. 2019). Due to the limited nature of the microblogs such as Twitter, along with the character count of every post, the sentence-level sentiment analysis is more applicable and has higher accuracy in total. The sentiment analysis was done on every feature separately using the hybrid combination of CNN and LSTM. The training data was selected from the tweets with happy and sad emoticons (Peacock and Khan 2019). Table 4 presents the final results of the sentiment analysis.

| Laptop Features | Related keywords and Hashtags | Relation to the RL |
|-----------------|--------------------------------|--------------------|
| **Price**       | Purchase                       | INDIRECT           |
| **Storage**     | Solid State Drive (SSD), Hard disk | DIRECT            |
| **Display**     | LCD, Retina, Brightness, Graphics, GPU, Picture, Backlight, Colour, LED, True Tone, Image Quality, Pixels, Inch, Resolution | DIRECT |
| **Design**      | Size, Weight, Beauty           | DIRECT             |
| **Security**    | Privacy, Authentication, Secure | INDIRECT           |
| **Battery**     | Power, Battery Life, Lithium-polymer, Adapter, Fast Charge, Lifespan, Battery Performance, Energy-Saving, Battery Health | DIRECT |
| **Connector**   | USB, HDMI, Lightning, Data Transfer, USB-C, Headphone | INDIRECT |
| **Warranty**    | Repair, Refurbished            | INDIRECT           |
| **Operating system** | OS, OS Performance, Speed, Apps | INDIRECT |

Table 3. Feature extraction with deep learning technique of aspect extraction and categorizations

| Laptop Features | Happy | Neutral | Unhappy | Final SA results |
|-----------------|-------|---------|---------|------------------|
| **Price**       | 1,554,676 | 562,409 | 3,507,008 | Unhappy          |
| **DedC**        | 4,786,921  | 1,514,627 | 7,467,784 | Unhappy          |
| **Storage**     | 1,391,359  | 391,101  | 824,878  | Happy            |
| **DingC**       | 3,080,734  | 688,179  | 1,524,774 | Happy            |
| **Display**     | 2,127,989  | 509,832  | 1,283,960 | Happy            |
| **DingC**       | 3,109,191  | 595,737  | 1,710,866 | Happy            |
| **Design**      | 1,979,456  | 477,804  | 1,218,153 | Happy            |
| **DingC**       | 4,774,588  | 1,024,231 | 2,736,443 | Happy            |
| **Security**    | 245,799    | 175,977  | 835,205  | Unhappy          |
| **DingC**       | 315,757    | 280,127  | 1,738,510 | Unhappy          |
| **Battery**     | 258,306    | 444,756  | 3,003,237 | Unhappy          |
| **DingC**       | 773,127    | 786,080  | 3,353,794 | Unhappy          |
| **Connector**   | 34,777     | 51,716   | 430,665  | Unhappy          |
| **DingC**       | 213,457    | 147,390  | 1,276,820 | Unhappy          |
| **Warranty**    | 740,359    | 138,771  | 277,293  | Happy            |
| **DingC**       | 631,368    | 619,440  | 2,620,694 | Unhappy          |
| **Operating system** | 513,794    | 135,395  | 392,310  | Happy            |
| **DingC**       | 1,589,499  | 356,983  | 603,394  | Happy            |

*Developed Countries
**Developed Countries
analysis for each feature. To have a more comprehensive insight into the consumers’ needs and corresponding sentiment analysis, we performed the sentiment analysis of developing and developed countries separately.

As presented in Table 4, the final results of the sentiment analysis for every feature were calculated and separated for the developing and developed countries. There was a high correlation between the SA results of the developing countries and developed ones. However, the warranty feature gained more satisfaction in the developed countries. While consumers were happy with the storage, display, design, and operating system in developing and developed countries, they were not satisfied with the price, security, battery, and connector. Figure 6 shows the happiness/unhappiness corresponding to the following formula for every feature in spider chart format.

\[
\text{Level of happiness} = \frac{\text{Number of happy tweets}}{\text{Number of happy tweets} + \text{Number of unhappy tweets}}
\]

The level of happiness ranges between zero and one.

The happier the consumer is with a feature, the closer the corresponding point in Figure 6 is to the perimeter of the spider graph. In contrast, the closeness to the centre of the spider graph determines the unhappiness of the consumers. As demonstrated in Figure 6, unlike the warranty feature, there are approximately the same sentiment analysis results for all features in developing and developed countries. Display, design, and storage had the highest correlation among developing and developed countries. However, the consumers of the developed countries were delighted with the warranty, while the consumers in the developing countries were very unhappy with this feature. This is due to the vast warranty service in a limited area, mainly located in developed countries. Most consumers were very unhappy with the battery, price, and connector features. Rather than having an overall sentiment analysis of the consumers on every feature, tweet classification in three categories, i.e., happy, neutral, and unhappy, would be suggested to the SC managers and policymakers. Furthermore, a greater insight into the current status of the products can be attained to provide more compatible future products regarding the consumers’ needs and expectations.

### 4.3.1. Sentiment analysis results on developing countries’ data

Consumers in developing countries have more population rather than in developed countries. Thus, the number of tweets that have been analysed is also more. As Table 4 depicts, all the extracted tweets from Twitter were filtered out by the geolocation tags of the tweets; then, it has been categorised into Happy, Neutral, and Unhappy classes through sentiment analysis. Most people who live in developing countries are happy with the products’ storage, display, design, and operating system. However, the majority of the consumers were unhappy with the price, security, battery, connector, and warranty of the products. It is worth mentioning that there are not the same SA results only on warranty attributes between developing and developed countries. Furthermore, as Figure 6 illustrates, there is a huge difference in the calculated amount of happiness in developing and developed countries. However, the difference in happiness in other attributes is approximately the same. The gaps between happiness in the warranty are related to the company’s warranty coverage that most of the after-sale and warranty service location resides in developing countries.

### 4.3.2. Sentiment analysis results on developed countries’ data

The population living in developed countries is less than in developing countries. Hence, the number of tweets considered in the sentiment analysis process is also less. We filtered out all the extracted tweets from the raw Twitter data by the geolocation tags of the tweets; then, like developing countries, it has been categorised into Happy, Neutral, and Unhappy classes through sentiment analysis. Most people who live in developed countries are happy with the products’ storage, display, design, warranty, and operating system. However, the majority of the consumers were unhappy with the price, security, battery, and connector of the products. It is worth mentioning that, as Figure 6 shows, the correlation of happiness between developing and developed countries is high. However, the sentiment score of warranty attributes in developing countries is lower than in developed countries due to the warranty service locations.
4.4. Industry benchmark

Beyond the sentiment analysis of the consumers, an industry benchmark could be derived for developed and developing countries separately. An industry benchmark would help top managers and policymakers make RL’s best and fast decisions about direct and indirect features. As indirect features are not related to the strategic decisions in RL and are not physical components, we used the corresponding tweets to give some suggestions to the managers who could apply them for future products or for enhancing the existing RL performance. However, we proposed an industry benchmark for Apple laptops’ direct features, i.e. physical components, with the CE and zero-waste approaches considering consumers’ needs from all around the world separately for developing and developed countries.

Concerning the zero-waste strategy, we matched the happiness spectrum of Figure 8, ranging from zero to one, to the three disposition decisions to map consumers’ sentiment analysis into RL disposition decisions, as depicted in Figure 7. However, we did not recommend waste and disposal.

Based on the defined mapping between the consumers’ happiness, extracted by the sentiment analysis of the tweets, and disposition decisions defined by the RL theory, we proposed an industry benchmark for laptops towards zero-waste strategy and CE approach. Table 5 shows the final result of the derived laptop benchmark as a sub-section of the electronics industry benchmark, which aids top managers and SCs be aligned with the CE through consumers’ ideas and needs.

As presented in Table 5, mapping the sentiment analysis score to the disposition decision shows that the laptop benchmark for developed and developing countries was derived separately. The best disposition decision for the battery and connector features was recycling in developed and developing countries. Developing countries were happier with both the battery and connector features of the Apple laptops. The best disposition decision for the display and design features in both developed and developing countries was repair and reuse. However, the SA results were very close to 0.66, which is the decision point for refurbishing. This means consumers were happy with these features, but they criticised that display and design would be refurbished in new products by applying them to new products. Furthermore, the best disposition decision for the storage feature in developed countries was repair and reuse, concerning the CE concept. In contrast, the best disposition decision for this feature in developing countries was refurbishing.

5. Research practical and theoretical implications

By proposing a CSC model, we concurrently addressed the raw material demand, waste management, consumers’ satisfaction, and sustainability to develop a CE ecosystem. Additionally, we demonstrated that different consumers’ behaviours could be centralised into an industry benchmark by analysing and comparing developing and developed countries. Although developing countries have sought to improve the concepts of CSC and create some strategies consistent with circular model practices so far, no significant difference exists among the industry benchmarks in developing and developed countries. Besides the level of CSC implementations, due to the more
population and product usage in the developing countries, we suggested more pressure on developing countries’ governments to use the proposed model and implement the industry benchmark to achieve higher performance in a much shorter time. No study has been conducted upon proposing a comprehensive analysis and a holistic CSC execution model from the manager’s perspective (Goyal, Esposito, and Kapoor 2018). Thus, to fill the literature gap, we proposed a framework to connect the circular economy concepts to the effective implementation of the CE while focusing on the consumers’ needs as the most critical stakeholders in the reverse SC. This also promotes general performance and results of companies in sustainable growth. We used state-of-the-art deep learning techniques for feature extraction and sentiment analysis in the proposed model to gain the most accurate results.

6. Concluding remarks

Because of elevated ecological awareness and unsustainable models of resource utilisation and waste production, business organisations worldwide are searching for broader circular models within their SCs. The CSC concepts or extension of the circular model enables organisations to efficiently utilise resources and improve customers’ standards. Simultaneously, it has also been observed that the embrace of CSC management is challenging for organisations, specifically in developing countries, because of different governmental regulations and financial restrictions. However, social media analytics is a low-cost and fast strategy to convert the SC into a consumer-centric CSC. There are still few studies on modelling CSC using social media, proper enough to be generalised to various industries. Satisfying consumers’ needs not only affects eliminating the waste but also helps the managers to make the best disposition decisions in the RL. In developing countries, implementing the RL system is generally significant, while it also has more importance in polluting industries like the electronics industry. To put it in a nutshell, we fill the literature gaps as follows:

- We devised the model in order to align the consumer’s needs and expectations with the manufacturers’ profits and top managers’ decisions in real-time.
- The model offers some insights and suggestions about returning products in RL to the manufacturer using the state-of-the-art deep learning technique.
- By considering an alternative of RL procedures (disposition decisions on reverse supply chain), we were able to guarantee the manufacturer’s zero-waste strategy by minimising returns and reusing, refurbishing, and remanufacturing products.
- We provide an industry benchmark that can be applied to mass-production industries, such as automobiles and electronics.
- Due to social media’s tremendous impact, the ability to make appropriate decisions about returning products is becoming a challenge for RL managers since consumers’ expectations and needs are becoming more critical. We solve this concern by analysing social media data and converting it into sensible decisions.

6.1. Unique contributions

In this research, we focused on proposing a holistic model that connects the consumers to the SC decision-makers while satisfying CE concepts, sustainability aspects, zero-waste strategies, and consumers’ needs as well as the SC theory, using the most accurate integrated framework of deep learning technique. This contribution attempts to discern and analyse major consumers’ views to follow CSC principles while taking the CE viewpoint (Shahidzadeh and Shokouhyar 2022). In the case study, we defined laptops’ features and modules using the proposed system to provide some advice to the managers on disposition decisions of product returns separately. We also analysed the possible difference in decision-making for laptops as a sub-section of the electronics industry in the RL of developing and developed countries. Moreover, an industry benchmark was presented for top managers and policymakers of the SC. The proposed model is applicable to various industries such as automotive, food, and textile to attain industry benchmarks and practices. Using a state-of-art deep learning method, we increased the precision of the decision-making of the managers, which leads to a more sustainable SC while minimising the waste. Extracting consumers’ sentiments, we defined a method for mapping them to the disposition decisions in the reverse SC. The results outlined in this study would enable managers and government entities to solve the issues related to economic growth and climate change by concentrating on the CSC models in the industry. To put it in a nutshell, we emphasised major contributions as follows:

- We have proposed a theoretical and practical model based on the CE concept that will help top management make the best decision in RL and successfully implement a CSC that considers sustainability concerns and consumer opinions.
- Using social media data rather than the old-fashion way of gathering user data like surveys have been used through deep learning technique to analyse these data where consumers interact with each other about the quality of products in near real-time.
- A benchmark could be extracted for the mass production industry by applying the proposed model.
- Improving CSC performance by aligning consumers’ opinions with manufacturers’ capabilities.
- Providing the best recommendations for decision-makers in RL considering circular economy theory.
- The proposed model defines a framework in which consumers’ opinions on products are categorised and analysed by their features separately with the minimum time and effort.
- This framework ensures managers have their consumers’ views near real-time, separated by product models/ features.
- Using the proposed model ensures manufacturers with the minimum level in their inventory, returning products and wastes while having maximum performance on using returned products and the company’s profit.
6.2. Future works and limitations

The proposed CSC model is general enough to be applied to mass-production industries. However, other approaches should consider low-volume production due to its special consumers and possibly low number of consumers. In the future, the model could be extended for low-volume production industries. This study proposes an advanced social network monitoring system utilising a deep learning process. Fittings the deep learning methods to attain higher accuracy is very tricky. Moreover, getting more accurate results requires stronger hardware and more data to be trained. The integrated deep learning-based feature extraction method is based on expert judgements, which should be checked out quite cautiously. As a case study, we validated and analysed the proposed model for developing and developed countries to extract industry benchmarks for laptops as a sub-section of the electronics industry. However, other industry benchmarks, such as the automotive industry, could be derived from the proposed model. In future work, this model can also be used to design an RL roadmap for top managers by changing the as-is state to the to-be state.

HIGHLIGHTS

- The proposed model connects the consumers to the policymakers’ decision-making on the returning products align with the zero-waste strategies.
- A case study in comparison of the developing and developed countries validates the persistency of the framework
- Proposing an industry benchmark based on the social media analytics for circular supply chain
- The results proved focusing on consumers’ needs will convert the regular SC to the CSC regarding sustainability and CE concerns.
- Examining consumers’ sentiments, managers and policymakers are getting deep insight into the returned and new products.
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