Interparticle torques suppress motility-induced phase separation for rodlike particles
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To study the role of torque in motility-induced phase separation (MIPS), we simulate a system of self-propelled particles whose shape varies smoothly from isotropic (disks/spheres) to weakly elongated (rods). We construct the phase diagrams of 2D active disks, 3D active spheres and 2D/3D active rods of aspect ratio \(l/\sigma = 2\). A stability analysis of the homogeneous isotropic phase allows us to predict the onset of MIPS based on the effective swimming speed and rotational diffusion of the particles. Both methods find suppression of MIPS as the particle shape is elongated. We propose a suppression mechanism based on the duration of collisions, and argue that this mechanism can explain both the suppression of MIPS found here for rodlike particles and the enhancement of MIPS found for particles with Vicsek interactions.

I. INTRODUCTION

Recently, there has been an increased interest in the thermodynamics of what has been coined active matter: systems formed by agents that can convert ambient or external energy into kinetic energy. These systems are diverse. Many are biological in nature: birds, fish, cells and bacteria all convert some form of ambient chemical energy into kinetic energy. Synthetic systems also exist in the form of colloidal particles that self-propel, typically by diffusiophoresis \cite{1, 2}. All these active-matter systems are driven far out of equilibrium that current theories of statistical thermodynamics fail to describe many of their properties. The dynamics of active-matter systems can be modeled quite easily. However, it has unfortunately proven to be very difficult to relate the dynamics to their steady states or to any kind of probability distribution. If we could apply the concepts of equilibrium statistical thermodynamics to active systems, it would greatly improve our ability to describe and predict the structure and behaviour of these systems. Some progress has been made in this regard. For instance, for self-propelled disks, the pressure has been defined \cite{3, 4}, the glass transition has been investigated \cite{5}, and equations of state have been constructed \cite{6}. Furthermore, the work of Cates and Taitel contributes significantly in constructing effective free energies for these nonequilibrium systems \cite{9}.

For active 2D disks or 3D spheres, two well-studied model systems, there is often a parameter regime in which the system demixes into a dense and a dilute region. This phase separation closely resembles the well-known gas-liquid coexistence found in, for instance, water or Lennard-Jones systems. Unlike the gas-liquid phase separation, however, the clustering in active matter occurs because of the motility rather than the particle-particle attractions. Hence, the phenomenon has been coined motility-induced phase separation (MIPS). Recently, MIPS has been studied extensively: it has been identified for both active Brownian \cite{10, 11} and run-and-tumble particles \cite{12}, its nucleation has been studied \cite{13}, its interface has been shown to allow for a negative surface tension \cite{14}, it has been derived from equations of state \cite{6, 8}, and from nonequilibrium thermodynamics theories \cite{9}.

All of the above studies logically constrained themselves to the simplest possible model systems, in which particles interact either through hard-particle excluded-volume interactions or through short-range repulsions. Importantly, such models contain no torques. Studies that do include torques typically fall into two categories. The first uses particles with Vicsek-like alignment interactions \cite{17, 18}, which mimic a visual alignment mechanism, such as for birds or fish. The second uses particles with an anisotropic, typically rodlike shape \cite{19, 20}. This most closely mimics bacteria, whose alignment arises simply from bumping into one another. While studies of active rods reveal a zoo of nonequilibrium phases, they do not exhibit MIPS; there seems to be no parameter regime for which there is a separation into dense and dilute regions without strong alignment. Naturally, this raises questions such as: why does MIPS occur for 2D disks and 3D spheres, but not for 2D and 3D rods? How anisotropic or rod-like must a particle be for MIPS to disappear? In this paper, we will address these questions by both simulations and theory.

To address these questions numerically, we need a model system which exhibits MIPS, and a means to identify MIPS when it occurs. Section II describes both the Active Brownian Particle model we use, and the modified cluster algorithm we apply to identify MIPS. In Section III we present an analytical criterion for the onset of MIPS, on the basis of a stability analysis of density fluctuations in the homogeneous isotropic phase, with the full derivation presented in the Appendix. In Section IV A we discuss the phase diagrams for the 2D disks, 3D spheres and 2D and 3D rods, showing unambiguously that MIPS indeed disappears for increasing aspect ratio. Subsequently, we discuss the mechanism behind this suppression in Section IV B. Section V then concludes this.
paper by discussing the influence of torque on MIPS in a more general context.

II. COMPUTATIONAL METHODS

A. Active Brownian Particles

Using Brownian Dynamics (BD) simulations, we study a system of $N$ spherocylinder-shaped active Brownian particles (ABP) of head-to-tail length $l$ and diameter $\sigma \leq l$ in a periodic area $A$, self-propelling with a velocity $v_0$ along their long axis $\mathbf{e}$. The particles are subject to rotational and translational noise, with rotational diffusion constant $D_r$ and translational diffusion tensor $D_i = D_i\hat{e}\hat{e} + D_\perp (\mathbf{I} - \hat{e}\hat{e})$, with parallel and perpendicular components $D_\parallel$ and $D_\perp$, respectively. For such a 2D system, shown schematically in Fig. 1, the overdamped Langevin equations are given by

$$
\begin{align*}
\partial_t r_i &= v_0 \hat{e}_i + \beta D_{t,i} \sum_{i\neq j} \mathbf{F}_{ij} + \sqrt{2D_{t,i}} \cdot \Lambda_i^t; \\
\partial_t \theta_i &= \beta D_r \sum_{i\neq j} \mathbf{T}_{ij} + \sqrt{2D_r} \Lambda_i^r,
\end{align*}
$$

where $i = 1, \ldots, N$ is the particle label, $r_i$ is the position of particle $i$, $\hat{e}_i = (\cos \theta_i, \sin \theta_i)$ the particle orientation, and $\beta = 1/k_BT$.

The force $\mathbf{F}_{ij}$ and torque $\mathbf{T}_{ij}$ are due to particle-particle interactions. We assume fluctuation-dissipation to hold on the scale of individual particles, such that the translational and rotational noise terms $\Lambda_i^t = \Lambda_i^{t,\alpha}$ and $\Lambda_i^r$, respectively, are Gaussian distributed random numbers with zero mean and unit variance, i.e.:

$$
\begin{align*}
\langle \Lambda_i \rangle &= 0; \\
\langle \Lambda_i^{t}(t) \Lambda_j^{t}(t') \rangle &= \delta_{ij} \delta_{\alpha,\beta} \delta(t-t').
\end{align*}
$$

To describe excluded-volume interaction between particles $i$ and $j$, we let the forces $\mathbf{F}_{ij} = (\partial u_{WCA}(r_{s,ij})/\partial r_{s,ij}) \mathbf{r}_{s,ij}$ be the result of a short-range pairwise repulsive WCA potential $u_{WCA}(r_{s,ij})$ acting on the shortest distance $r_{s,ij}$ between particle cores:

$$u_{WCA}(r_{s,ij}) = \begin{cases} 
4\epsilon \left( \frac{\sigma}{r_{s,ij}} \right)^{12} - \left( \frac{\sigma}{r_{s,ij}} \right)^6 + \epsilon & \text{if } r_{s,ij} < 2^{1/6}\sigma; \\
0 & \text{if } r_{s,ij} \geq 2^{1/6}\sigma.
\end{cases}$$

For disks ($l/\sigma = 1$), the distance $r_{s,ij}$ is simply the distance between their centers. For $l/\sigma > 1$ the cores of the particles are no longer points, but lines. The distance $r_{s,ij}$ then corresponds to the shortest distance between these two line segments. The torques $\mathbf{T}$ are calculated from the forces by $\mathbf{T}_{ij} = a_{ij} \times \mathbf{F}_{ij}$, where $a_{ij}$ is the lever arm for the applied force $\mathbf{F}_{ij}$ on rod $i$ by rod $j$. For each pair of particles, both the shortest distance $r_{s,ij}$ and the lever arms $a_{ij}$ are calculated using the algorithm described in Ref. [24]. In 2D this torque always points out of plane, so we only need to consider its scalar magnitude $T$ in the equations of motion.

This 2D model easily generalizes to 3D: aside from vectorial quantities now being three- rather than two-dimensional, we must now also consider the direction of the torque. For convenience, we also switch to vector notation in the orientational equation of motion. The equations of motion in 3D are thus:

$$
\begin{align*}
\partial_t r_i &= v_0 \hat{e}_i + \beta D_{t,i} \sum_{i\neq j} \mathbf{F}_{ij} + \sqrt{2D_{t,i}} \cdot \Lambda_i^t; \\
\partial_t \hat{e}_i &= \beta D_r \sum_{i\neq j} \mathbf{T}_{ij} \times \hat{e}_i + \sqrt{2D_r} (\hat{e}_i \times \Lambda_i^r).
\end{align*}
$$

We nondimensionalize the 2D and 3D system by expressing all distances in units of the particle diameter $\sigma$, all energies in terms of the thermal energy $k_BT$, and all units of time in terms of $\tau = 1/D_r$.

B. Choice of model parameters and additional assumptions

For our investigation, we will study the influence of four parameters: the dimensionality $d = 2$ and $d = 3$, the aspect ratio $p = l/\sigma$, the packing fraction $\phi = N((\pi/4)\sigma^2 + (l - \sigma)\sigma)/A$ ($\phi = N((\pi/6)\sigma^3 + (\pi/4)(l - \sigma)\sigma^2)/V$ in 3D) and the Péclet number $Pe = v_0/\sigma D_r$. Note that literature sometimes defines the Péclet number in terms of the translational diffusion instead. The diffusion constants $D_\parallel$ and $D_\perp$ for rodlike particles can be calculated from

![Figure 1: Schematic representation of the model. Particles are 2D or 3D spherocylinders of diameter $\sigma$ and head-to-tail length $l$, self-propelled with a velocity $v_0$ in their forward direction $\hat{e}$. They interact based on their core-to-core distance $r_{s,ij}$, causing repulsive forces $\mathbf{F}_{ij}$ and torques $\mathbf{T}_{ij}$. Additionally, they diffuse rotationally with diffusion constant $D_r$, and translationally along their long and short axis with diffusion constants $D_\parallel$ and $D_\perp$, respectively.](image-url)
C. Identifying motility-induced phase separation by clustering regions of similar density

MIPS is a separation of a system of self-propelled particles into a dense and a dilute region. While it can be identified quite readily from visual inspection of particle configurations, it is also useful to have a more quantitative method. Two of these methods are common. The first is to measure the distribution of the local density: for a homogeneous system, such a distribution is unimodal, while for a phase-separated system it is bimodal [27,31]. However, such a distribution can not tell us whether the system has separated into one or into multiple domains, which means it cannot distinguish between micro- and macrophase separation. This distinction becomes important for rods.

The other method is to group particles together into clusters based on a distance cutoff and to determine the fraction $f_{cl}$ of particles in the largest cluster [3,10,32]. Since MIPS eventually forms one large, dense cluster in a very dilute background gas, $f_{cl} \rightarrow 1$ for MIPS for large enough systems, while for a homogeneous fluid $f_{cl} \rightarrow 0$. This latter method requires a cutoff distance that specifies whether particles are close enough to belong to the same cluster. In practice, we found that there is no single cutoff distance that yielded reasonable results for the resulting cluster fraction across all shapes and densities we wish to study.

To solve this problem, we developed a slightly different clustering method, shown schematically in Fig. 2. From the particle positions (Fig. 2a), we make a Voronoi construction. This provides us not only with a parameter-free way to define neighbouring particles, but also with a means of measuring the local packing fraction: $\phi_l = \frac{(\pi/4)\sigma^2 + (l - \sigma)s}{A}$, or $\frac{(\pi/6)\sigma^3 + (\pi/4)(l - \sigma)s^2}{V}$, with $A$, $V$, and $V_o$ the area (2D) or volume (3D) of the Voronoi cell (colors in Fig. 2b). Our requirements for two particles to belong to the same cluster are then that (a) their Voronoi cells are connected and (b) they both have a local packing fraction that is either lower or higher than the mean packing fraction $\phi$ by a certain cutoff $\Delta \phi$. Using this method, we create clusters of similar local density (Fig. 2c). We choose $\Delta \phi = 0.025$, as we found through trial and error that this cutoff allows us to meaningfully distinguish between homogeneous states with $f_{cl} < 0.5$ and phase-separated states with $f_{cl} \geq 0.5$ for all aspect ratios and Pécel numbers of interest and for nearly all densities, both in $d = 2$ and $d = 3$. Note that $f_{cl}$ is not guaranteed to go to zero in the homogeneous phase when using this definition of clusters due to density fluctuations, but $f_{cl} = 0.5$ still offers a reasonable threshold.

III. AN ANALYTICAL CRITERION FOR THE ONSET OF MIPS

Having described the means to obtain and identify MIPS numerically, we now describe an analytical criterion for the onset of MIPS. We are aware of three ways to obtain such a criterion: by considering the particle flux balance between a dense cluster and a dilute gas phase [11,33], by constructing an effective free energy and proceeding as in equilibrium [9,31], and by a stability analysis of density fluctuations of the homogeneous isotropic phase [28,35]. All three methods have previously been used for torque-free systems. We extend the mean-field-like third method laid out in [35] to 3D systems with torque. The derivation of this extension is given in the Appendix. In short, we map our system to an active ideal gas, where the effect of the many-body forces and torques is subsumed into a modified, effective swim speed $v_{eff}$, rotational diffusion $D_{r,eff}$, and translation diffusion $D_{t,eff}$. These effective constants then depend on the mean density $\bar{\rho}$ and input swimming speed $v_0$. By doing this mapping, we effectively make two approxima-
...tions: the only effect of the interparticle forces \( \mathcal{F} \) is to slow particles down, and the only effect of the torques \( \mathcal{T} \) is to change the rate at which particles change their orientation. The former is a good approximation in the absence of structural order, the latter in the absence of orientational order. Both approximations become poorer at higher densities, where structure and alignment become important.

As will be derived in Appendix 2, the evolution of long-range density perturbations \( \delta \rho(\mathbf{r}, t) \) for this active ideal gas is given by

\[
\partial_t \delta \rho(\mathbf{r}, t) \approx D_{\delta \rho}(\bar{\rho}, v_0) \nabla^2 \delta \rho(\mathbf{r}, t). \tag{8}
\]

This is a diffusion equation with a diffusion coefficient \( D_{\delta \rho} \) given by:

\[
D_{\delta \rho}(\bar{\rho}, v_0) = D_t^{\text{eff}} + \frac{v^{\text{eff}}(2v^{\text{eff}} - v_0)}{d(d-1)D_t^{\text{eff}}}, \tag{9}
\]

where \( d \) now indicates the dimensionality. In agreement with literature and as detailed in the SI, we confirm from our simulations that \( D_t^{\text{eff}} \approx D_t \) for spheres to a reasonable approximation, similar to what was reported in Ref. \[35\] for disks. This result extends to 3D rods as well. Thus, we set \( D_t^{\text{eff}} = D_t \) from here on.

The effective constants \( v^{\text{eff}} \) and \( D_t^{\text{eff}} \) can now be found in two ways: we can either formulate closed-form equations for these effective constants, or we could measure them in some way. We choose the latter method, and determine their value from the following correlation functions:

\[
\langle \hat{\mathbf{r}}_i(t) \cdot \hat{\mathbf{e}}_i(t) \rangle = v^{\text{eff}}, \tag{10}
\]

\[
\langle \hat{\mathbf{e}}_i(t) \cdot \hat{\mathbf{e}}_i(0) \rangle = \exp(- (d-1) D_t^{\text{eff}} t), \tag{11}
\]

which measure the effective velocity in the direction of self-propulsion and how quickly a particle loses its orientation, respectively. In other words, we can measure \( v^{\text{eff}} \) and \( D_t^{\text{eff}} \) by simulating a (small) system in the homogeneous isotropic phase.

IV. RESULTS & DISCUSSION

To explore the MIPS-related phase behaviour, we performed Brownian Dynamics simulations with \( N = 10^4 \) particles in the packing-fraction range \( 0.1 \leq \phi \leq 0.7 \), and the Péclet-number range \( 1 \leq \text{Pe} \leq 100 \) (2D) and \( 1 \leq \text{Pe} \leq 150 \) (3D). This spans the entire density range from the fluid regime to just below the hexatic/solid regimes \[36, 37\]. The Péclet range spans from below the MIPS critical point to high enough Péclet that the MIPS region attains a near-constant width in density \[27, 38\]. We also performed smaller simulations to measure the effective constants \( v^{\text{eff}} \) and \( D_t^{\text{eff}} \). The initial state for all simulations was one with random positions and orientations. Using only a limited number of particles \( (N = 100) \) ensures that the system remains in the homogeneous isotropic phase regardless of density or activity. Of course, these smaller simulations suffer from finite-size effects. The supplementary information contains a more detailed analysis of these finite-size effects.

We now turn to answer the questions posed in the introduction. How elongated do particles have to be to not display MIPS? And what is the mechanism that suppresses MIPS for rods?

A. Phase diagrams of self-propelled disks, spheres and rods

Before we can appreciate how the phase behaviour changes with aspect ratio, we must first establish the relevant features of MIPS for isotropic particles. Let us start in 2D.

While the phase boundaries of MIPS for disks have been studied by a number of authors \[5, 8, 11, 35, 38\], a comprehensive study that also includes the high-density hexatic and solid phases has only appeared quite recently \[37\]. In this study, the authors report not only the commonly-reported U-shaped MIPS region (in the density-activity plane), but also that there a narrow density regime wherein a hexatic phase can be found. This regime spans from the passive system (\( \text{Pe} = 0 \)) to connect to the MIPS region (\( \text{Pe} \approx 100 \)). Note that Ref. \[37\] defines the Péclet number in terms of the active force, while we express it in terms of \( v_0 \) and \( D_t \)—this shifts the scale by a constant factor of \( D_t \sigma^2/D_t = 3 \). We can expect to find qualitatively similar features here. Quantitatively, the phase boundaries will be shifted somewhat because of differences in the repulsive pair potential: Ref. \[37\] uses \( U \propto (\sigma/r)^6 - (\sigma/r)^{32} \), while we use \( U \propto (\sigma/r)^{12} - (\sigma/r)^6 \). Our softer potential decreases the size of the liquid-hexatic coexistence region \[39\].

Given the similar temperatures \( (k_B T/\epsilon) = 1/24 \), versus \( k_B T/\epsilon = 1/20 \) in Ref. \[37\], the slightly longer range of the WCA potential (cutoff radius \( r/\sigma = 2^{1/6} \approx 1.12 \), as opposed to \( r/\sigma = 2^{1/32} \approx 1.02 \) in Ref. \[37\]) will shift the solid phases to slightly lower packing fractions. However, an in-depth comparison of the high-density phase boundaries falls outside the scope of this paper. Instead, we will merely identify the solid-like phases by looking at where the effective velocity \( v^{\text{eff}} \) becomes vanishingly small \( (v^{\text{eff}} < 0.1 \sigma D_r) \). Although this is not a very accurate measure, but it serves to crudely distinguish the solid or hexatic phase from the fluid and MIPS phases, at least at low self-propulsion. We use this criterion for all phase diagrams throughout this paper. With this information in mind, let us now consider the phase diagrams in Figure 3.

Figure 3 shows phase diagrams in the Péclet number Pe - packing fraction \( \phi \) representation for 2D disks and rods that show both the MIPS region predicted on the
Figure 3: Phase diagram of 2D self-propelled disks (a) and rods of aspect ratio $l/\sigma = 2.0$ (b), for different Péclet numbers Pe and packing fractions $\phi$. Data points indicate the resulting phase of $N = 10^4$ particles as obtained from Brownian dynamics simulations, in which we distinguished MIPS, fluid and solid phases. The colors indicate the diffusion constant of density fluctuations $D_{\delta \rho}$. Spinodal decomposition to a MIPS state is then predicted where $D_{\delta \rho} < 0$.

basis of the stability analysis (blue-tinted region, $D < 0$), and the MIPS region found in the simulations using $N = 10^4$ (black points). Both methods seem to indicate MIPS in roughly the same region, but there are a few notable differences. On the low density side, we also find MIPS outside of the predicted spinodal region. Making the analogy with the gas/liquid phase separation, we would expect MIPS in this region to then occur through nucleation and growth. Is this also the case?

A simple way to see if MIPS forms through a nucleation process is to look at domain growth, which we can track using a time series of cluster fraction $f_{cl}$ defined in Section II C. If the system immediately decays from an isotropic to a MIPS state, this fraction will likewise increase immediately. If, on the other hand, the system stays in the fluid state for a prolonged period of time, only to later transition into MIPS through a nucleation process, $f_{cl}$ will retain the value corresponding to the fluid for a finite time.

Figure 4 compares the time evolution of the fraction $f_{cl}$ of particles in the largest cluster for a number of Péclet numbers at two different densities: one on the low density side of the MIPS regime at $\phi = 0.25$ and one on the high density side at $\phi = 0.7$. On the low density side and outside of the predicted spinodal region, the cluster fraction can stay constant for a significant amount of time ($t > 30\tau$) before transitioning to a MIPS state. On the high density side of the MIPS region, such a delay is absent. The stability analysis predicts spinodal decomposition in this regime, and the cluster growth agrees. This asymmetry is consistent with the findings of Speck et al. [35], who report that the MIPS transition is discontinuous at low densities, but continuous at high densities.

There is also a discrepancy between the stability analysis and the large-scale simulation at low Péclet numbers. This is to be expected: in this region the fluid-MIPS transition is continuous, and the difference in density between the coexisting phases is small when we close to a critical point. Consequently, distinguishing between clusters of particles is difficult, and the exact choice of cluster fraction threshold $f_{cl}$ can shift the boundary quite a bit in this region.
Having identified the most important features of the phase diagram for active disks, let us now turn to rods and see how these features change. Figure 3d shows the phase diagram in the density-activity representation for rods with an aspect ratio of $l/\sigma = 2$, using the same density and activity ranges as for the disks. The most obvious difference with the rods is that the MIPS region is now both shifted to higher densities and much narrower. The predictions of the stability analysis are worse for the rods: the predicted spinodal now lies in the middle of the simulated MIPS region. We find that the transition from fluid to MIPS now appears to be completely continuous—the system always starts clustering immediately, without any nucleation-like transient period. As can be seen from Figure 5a, the effective self-propulsion decreases more slowly with density, while the rotational diffusion is enhanced.

Let us now see whether the 3D case is similar. Figure 6 displays phase diagrams in the $(\phi, \text{Pe})$ representation, in Fig. 6a for 3D spheres and in Fig. 6b for 3D rods with $l/\sigma = 2$. Somewhat unsurprisingly, they are similar to their 2D counterparts. The most important feature is retained: MIPS disappears when the aspect ratio is increased. The fluid gap we found in between the solid and MIPS phases is also present for the active spheres. However, there are notable differences between the 2D and 3D cases.

In contrast to the 2D case, we observe no region for the active spheres where the MIPS transition is discontinuous. All simulations that form MIPS appear to undergo immediate spinodal decomposition. This does not necessarily mean that there is no binodal region: it may simply be quite small or have low nucleation barriers. The density regime of the metastable region for 3D active spheres is not well understood. We are only aware of one comparable simulation study by Stenhammar et al. [27], who looked at 2D and 3D active disks/spheres to study the influence of dimensionality. However, their binodal lines were defined as the density at which a high-Péclet system phase separated, which is not directly comparable to the metastable region we define here. Hence, further studies are needed to explain the difference in the width of the metastable region between $d = 2$ and $d = 3$.

Another difference is at high Péclet number, where the predicted MIPS region for the spheres continues to shift towards higher density, instead of moving towards a constant one. We believe this to be the behaviour that we discussed in Section II B for higher Péclet numbers the particles can approach each other closer due to the active forces, causing the effective diameter of the particles to decrease. This effect appears to be stronger in 3D than in 2D, presumably due to the increased coordination of each particle.

The final difference between the 2D and 3D cases is perhaps the most notable one: for the rods, MIPS has disappeared completely. Whatever mechanism suppresses MIPS, it appears to be stronger in 3D than in 2D. Curiously enough, the stability analysis still predicts MIPS in a significant portion of the phase diagram. This discrepancy, combined with its 2D counterpart, suggests that our theoretical approach breaks down for longer aspect ratios. We will see why this is the case in the next section, where we discuss the suppression mechanism.
is suppressed when particles become elongated, we now turn to finding out why.

**B. Torque-induced suppression of motility-induced phase separation**

Since the main difference between the disk and rod systems is the presence of torque, it is likely that the suppression of MIPS must arise there. In our stability analysis, the only effect of torques is to modify the rotational diffusion. Looking at Eq. (A.22), it might be possible to suppress MIPS if $D_{\text{eff}}^r$ is increased enough to make the second term smaller than $D_{\text{eff}}^t$. Is this the case? Is the rotational diffusion perhaps enhanced so much that we effectively end up with a thermal system again?

Not so. Looking at Figs. 7c and 7f, we can see that $D_{\text{eff}}^r$ is indeed increased significantly where MIPS vanishes. However, when we insert the actual values of $v_{\text{eff}}$ and $D_{\text{eff}}^r$, we see that this is not the case: the typical values of $v_{\text{eff}}$ are simply too large. So if it is not $D_{\text{eff}}^r$, it must be $v_{\text{eff}}$ that contains the key information that allows us to predict MIPS or its suppression. After all, the stability analysis does correctly predict that MIPS is suppressed for high aspect ratios. Comparing the effective swimming speeds of different aspect ratios (Figs. 7a and 7c, or 7b and 7d), we see that the rods slow down less with increasing density than the disks. In other words, the rods hinder each other’s movement less than the disks do. Why is this? Again we must look to the main difference between the two systems: torque.

For disks, one can derive the linear decrease of the velocity with increasing density $v_{\text{eff}} = v_0 (1 - \rho/\rho^*)$ from mean-field theory and kinetic arguments [7, 31, 41]. This is done by assuming that particles slow down at low density due to time spent in binary collisions, which leads to $v_{\text{eff}}(\rho) \approx v_0 (1 - \tau_c/\tau_f)$, where $\tau_c$ is the time spent in a collision and $\tau_f = 1/(\sigma v_0 \rho)$ the mean free time between collisions. At low density, we expect the mean free time $\tau_f$ to be mostly unaffected by the presence of torques as long as there are no significant short-range orientational correlations. The duration of collisions $\tau_c$, however, can change significantly when torques are involved. For disks, the duration of their collision—of their hindrance—is determined by how long it takes for them to slide around each other. Rods, however, will rotate to reorient their swimming directions away from the combined center of mass of the collision. This will decrease the collision duration. Since collisions are now shorter, the rods spend more time moving freely: less hindered. Furthermore, this reorientation leads to an enhanced rotational diffusion—exactly what we find.

Interestingly, this suggests that an inverse mechanism might also exist. If the torques between two colliding particles cause the particles to rotate towards their center of mass, collisions would be prolonged and MIPS would be enhanced. Precisely this inverse effect was reported earlier in Refs. [17, 18]: MIPS is enhanced for self-propelled particles that align through Vicsek interactions. In binary collisions, the Vicsek torques always rotate particles towards the combined center of
Figure 7: Simulation results for the effective self-propulsion speed \( v_{\text{eff}} \) of 2D active disks and 3D active spheres (a,b), effective self-propulsion speed \( v_{\text{eff}} \) for 2D and 3D active rods (c,d), and effective rotational diffusion \( D_{\text{eff}} \) for 2D and 3D rods with an aspect ratio \( l/\sigma = 2.0 \) (e,f). All insets show effective velocity divided by input velocity, for comparison with \( v_{\text{eff}} = v_0(1 - \phi/\phi_{cp}) \) with \( \phi_{cp} \) the close packing density.

Is the changing density dependence of \( v_{\text{eff}} \) with increasing anisotropy enough to completely describe the suppression of MIPS? If we would have a system of self-propelled particles with some arbitrary shape and we would know how the effective swim speed depends on density, could we then predict whether and where it will undergo MIPS? Unfortunately, no. As we can see from the rod phase diagrams in Figs. 3b and 6b, our stability analysis predicts the right qualitative trend, but its quantitative prediction is poor. This is probably due to neglecting alignment effects in the stability analysis. As the rod length increases, nematic and polar alignment of the particles start playing a more significant role in their phase behaviour, which is not captured by our theory. For instance consider Fig. 8 where we show a snapshot of rods at \( \phi = 0.5, Pe = 100 \), just outside the MIPS region, and colour particles according to nematic orientation. The clusters formed by the rods have significant short-range nematic order. Incorporating the dynamics of the polarization and nematic fields using theory developed for active nematics \[42,43\] might allow for more accurate predictions for the onset of MIPS for longer rods.

V. CONCLUSIONS & OUTLOOK

In this paper, we showed that motility-induced phase separation does not occur for rodlike particles when they become sufficiently anisotropic. This disappearance is observed both from many-particle simulations and from a stability analysis of the homogeneous isotropic phase. The latter provides a simple criterion for the onset of MIPS by considering the effective swimming speed of the particles and their effective rotational diffusion. Both
methods agree qualitatively in that MIPS is pushed to higher densities for increasing rod aspect ratio, and they agree quantitatively for short rods that deviate only slightly from disks or spheres. For longer aspect ratios the quantitative agreement is lost, presumable due to alignment interactions that are present, but not taken into account in the stability analysis. We also propose a more intuitive explanation for the suppression mechanism. MIPS relies on particles slowing down sufficiently with increasing density \cite{9}. This hindrance is closely linked to the duration of collisions between particles \cite{7, 31, 41}. Excluding torques, the duration of collisions is determined by how long it takes for them to slide along one another. Including torques can dramatically decrease the duration of collisions by rotating the forward axes of the self-propelled particles away from each other. Formulated in this way, we can also explain the results of Refs. \cite{17, 18}, where MIPS is enhanced for particles with Vicsek interactions. Simply put, Vicsek torques prolong particle collisions, while rod-like excluded volume torques shorten them. Intriguingly, this provides us with a particle design tool to enhance or suppress MIPS. MIPS is enhanced for Vicsek-like interactions \cite{17, 18}, for faceted, concave and/or rough particles \cite{32, 34, 45}, while it is suppressed for smooth particles and rod-like shapes \cite{40}. In addition to steric interactions, hydrodynamic interactions between active particles also play an important role in whether or not MIPS can form. While hydrodynamics seems to usually suppress MIPS \cite{46, 45}, the details depend on whether particles are “pushers” or “pullers” and on the dimensionality \cite{49, 50}.

Despite recent advancements, the role of torque in active systems is still not well understood. Much of the developed theory has been restricted to the torque-free regime, but recent numerical studies suggest that torque, either from boundaries \cite{51} or from particle interactions \cite{17, 18}, can have a significant effect on the structure and dynamics of active matter systems. In order to understand active matter beyond torque-free model systems, more theoretical work is needed to elucidate the influence of torques in active systems.
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**Appendix: Stability analysis of the homogeneous isotropic phase, including torque**

There is currently no general theory for out-of-equilibrium statistical physics from which we can derive the onset of MIPS. In equilibrium, one can derive spinodal and binodal lines by considering (derivatives of) the free energy. Out of equilibrium, effective free energies can only be constructed under specific circumstances \cite{9}. Nevertheless, there are other ways to derive criteria for the onset of MIPS. We are aware of three ways to obtain such criteria: by constructing an effective free energy and proceeding as in equilibrium \cite{9, 34}, by looking at the particle flux balance between a dense cluster and a dilute gas phase \cite{11, 33}, and by a stability analysis of density fluctuations of the homogeneous isotropic phase \cite{25, 26}. The first method cannot be applied directly to our system, as one of its underlying assumptions is that no torques act between the particles. The second method is also likely to fail for rods, as it relies on the assumption that the orientations of particles in the boundary of
the dense cluster evolve diffusively. Thus, we opt for the third method: deriving a criterion for the (in)stability of the homogeneous isotropic phase to density fluctuations, by extending the mean-field-like method from Ref. \[34\] to 3D systems with torques. This is done by capturing the effect of the torques into a modified, effective rotational diffusion \(D_r^{\text{eff}}\). Here we describe this extended derivation.

1. Effective Smoluchowski equation

To render the problem analytically tractable, our first goal is to simplify the effect of the pairwise forces and torques. We will do this using a mean-field-like approximation. Following the same procedure as Refs. \[28, 35\], we start from the Smoluchowski equation for the one-particle probability density \(\psi(r, \hat{e}, t)\), given by

\[
\partial_t \psi = -\nabla \cdot (\hat{v}_0 \hat{e} \psi + \beta D_r \mathbf{F} - D_r \nabla \psi) - \mathbf{R} \cdot (\beta D_r \mathbf{T} - D_r \mathbf{R} \psi),
\]

where \(\nabla\) are the 2D and 3D gradient operators and \(\mathbf{R}\) is the rotation operator, defined as \(\mathbf{R} = \mathbb{I} + D\hat{e}\) in 2D and \(\mathbf{R} = \hat{e} \times \nabla \hat{e}\) in 3D. Note that similar to our numerical model we neglect the influence of particle shape anisotropy on the translational diffusion and simply set \(D_r = D_r \mathbb{I}\). The pairwise force density \(\mathbf{F}\) and torque density \(\mathbf{T}\), which arise due to the particle-particle interactions of a pair potential \(V_{\hat{e}_1, \hat{e}_2}(r_1, r_2)\), can then be written in terms of the two-body probability density \(\psi_{\hat{e}_1, \hat{e}_2}^{(2)}(r_1, r_2, t)\) as

\[
\mathbf{F}(r_1, \hat{e}_1, t) = \int dr_2 d\hat{e}_2 (-\nabla V_{\hat{e}_1, \hat{e}_2}(r_1, r_2)) \psi_{\hat{e}_1, \hat{e}_2}^{(2)}(r_1, r_2, t);
\]

\[
\mathbf{T}(r_1, \hat{e}_1, t) = \int dr_2 d\hat{e}_2 (-\nabla R V_{\hat{e}_1, \hat{e}_2}(r_1, r_2)) \psi_{\hat{e}_1, \hat{e}_2}^{(2)}(r_1, r_2, t);
\]

In order to close this hierarchy, the force and torque densities \(\mathbf{F}\) and \(\mathbf{T}\) need to be expressed in terms of the one-body PDF. To do so, we first use the identity

\[
\psi_{\hat{e}_1, \hat{e}_2}^{(2)}(r_1, r_2, t) = \psi(r_1, \hat{e}_1, t) \psi(r_2, \hat{e}_2, t) g_{\hat{e}_1, \hat{e}_2}(r_1, r_2, t)
\]

(A.4)

to rewrite Eq. (A.2) as \(\mathbf{F} = \tilde{\mathbf{F}} \psi\), where

\[
\tilde{\mathbf{F}}(r_1, \hat{e}_1, t) = \int d\hat{e}_2 (-\nabla V_{\hat{e}_1, \hat{e}_2}(r_1, r_2)) \psi(r_2, \hat{e}_2, t) g_{\hat{e}_1, \hat{e}_2}(r_1, r_2, t).
\]

(A.5)

To close the hierarchy, the force \(\mathbf{F}\) acts along the direction of self-propulsion, i.e. \(\mathbf{F} = (\mathbf{F} \cdot \hat{e}) \hat{e}\). Whereas this is exact in a homogeneous, isotropic bulk as dictated by symmetry, in general we neglect a possible second component that is perpendicular to \(\hat{e}\). In Ref. \[35\], Speck et al. consider this second component to act along the gradient of the one-particle PDF i.e. \(\mathbf{F} = (\mathbf{F} \cdot \hat{e}) \hat{e} + a \nabla \psi\). This additional assumption leads to a modified translational diffusion \(D_r^{\text{eff}} = (1 - \beta a) D_r\). We measured the magnitude of this approximation for 3D spheres and rods, and found that the modification provided by \(\beta a\) is of negligible influence on the location of the phase boundaries. Thus, we do not consider this additional component here and simply set \(a = 0\), i.e. \(D_r^{\text{eff}} = D_r\), from now on. We did not explicitly check the validity of this assumption in the 2D case, but see no reason to assume a difference.

To continue our derivation, we make the second assumption that \(\tilde{\mathbf{F}} \cdot \hat{e}\) is linear in the local density \(\rho(r, t) = \int d\hat{e} \psi(r, \hat{e}, t)\) and has no further dependence on \((r, \hat{e}, t)\):

\[
\tilde{\mathbf{F}}(r, \hat{e}, t) \cdot \hat{e} = -\rho(r, t) \zeta(\bar{\rho}, v_0).
\]

(A.6)

Here the constant \(\zeta\) is independent of \((r, \hat{e}, t)\), but can still depend on the mean density \(\bar{\rho} = N/A\) (or \(N/V\) in 3D) and the self-propulsion strength \(v_0\). In this way, using Eq. (A.1), the effect of the interaction forces can be absorbed into a modified self-propulsion velocity \(v^{\text{eff}}\), which is given by

\[
v^{\text{eff}} = v_0 - \beta D_r \rho(r, t) \zeta(\bar{\rho}, v_0).
\]

(A.7)

For the torques, we make the approximation that its only influence is to modify the rotational diffusion i.e.

\[
\mathbf{T}(r, \hat{e}, t) \approx b \mathbf{R}_1 \psi(r, \hat{e}, t).
\]

(A.8)

Proceeding on, we assume the corresponding constant to be homogeneous and isotropic, depending only on the mean density and self-propulsion: \(b = b(\bar{\rho}, v_0)\). With these approximations we can simplify Eq. (A.1) as the Smoluchowski equation for an active ideal gas:

\[
\partial_t \psi = -\nabla \cdot (v^{\text{eff}} \hat{e} \psi - D_r \nabla \psi) + D_r^{\text{eff}} \mathbf{R} \cdot \nabla \psi,
\]

(A.9)

where \(v^{\text{eff}}\) and \(D_r^{\text{eff}}\) are now the effective self-propulsion and rotational diffusion constant, respectively.

2. Stability analysis of the homogeneous isotropic phase

Now that we have reduced the full Smoluchowski Eq. (A.1) into the ideal-gas form of Eq. (A.9), we can perform a linear stability analysis on the homogeneous isotropic phase. We start by defining the relevant moments of the one-particle PDF \(\psi(r, \hat{e}, t)\),

\[
\rho(r, t) = \int d\hat{e} \psi(r, \hat{e}, t) \quad \text{(density)};
\]

\[
m_{\alpha}(r, t) = \int d\hat{e} \epsilon_{\alpha} \psi(r, \hat{e}, t) \quad \text{(polarization)};
\]

\[
S_{\alpha\beta}(r, t) = \int d\hat{e} (\epsilon_{\alpha} \epsilon_{\beta} - \frac{1}{d} \delta_{\alpha\beta}) \psi(r, \hat{e}, t) \quad \text{(nematic)}.
\]

(A.10)
Here, the Greek indices label the Cartesian vector- or tensor components, and in the following we shall employ the Einstein summation convention. Considering the same moments of the ideal gas Smoluchowski equation (A.9) yields the following evolution equations:

\[
\partial_t \rho = -\nabla \cdot (v^{\text{eff}} \mathbf{m} - D_t \nabla \rho); \quad (A.13)
\]

\[
\partial_t m_\alpha = -\partial_\beta [v^{\text{eff}} (S_{\alpha\beta} + \frac{1}{d} \delta_\alpha\beta) - D_t \partial_\beta m_\alpha]
- (d - 1) D_r^{\text{eff}} m_\alpha; \quad (A.14)
\]

\[
\partial_t S_{\alpha\beta} = -\partial_\gamma [v^{\text{eff}} (B_{\alpha\beta\gamma} - \frac{1}{d} m_\gamma \delta_{\alpha\beta\gamma}) - D_t \partial_\gamma S_{\alpha\beta}]
- d(d - 1) D_r^{\text{eff}} S_{\alpha\beta}. \quad (A.15)
\]

Here \(B\) is the next (third) order moment. The structure of this hierarchy of time-evolution equations (A.13)-(A.15) is such that the time-derivative of each moment depends linearly on itself and lower order ones, and on the next one. However, as we shall see, moments beyond \(m\) are irrelevant for the instability we wish to consider.

A steady-state solution to Eq. (A.9) is the homogeneous isotropic phase: \(\psi(r, \tilde{e}, t) \propto \bar{\rho}\). Expressed in terms of the moment equations (A.13)-(A.15), this gives \(\rho(r, t) = \bar{\rho}\) and \(\mathbf{m}(r, t) = \mathbf{S}(r, t) = 0\). To obtain a criterion for the stability of this solution, we investigate the behaviour of small perturbations to the homogeneous state:

\[
\rho(r, t) = \bar{\rho} + \delta\rho(r, t); \quad (A.16)
\]

\[
\mathbf{m}(r, t) = \bar{\mathbf{m}} \delta\mathbf{m}(r, t); \quad (A.17)
\]

\[
\mathbf{S}(r, t) = \bar{\mathbf{S}} \delta\mathbf{S}(r, t). \quad (A.18)
\]

Since MIPS is a macroscopic phase separation, we should study the instability with respect to long-range perturbations i.e. perturbations with small spatial gradients. In this limit, the dynamics are dominated by the terms in Eqs. (A.13)-(A.15) with the fewest gradients. Of the three moments, it is \(\rho\) whose time evolution is slowest. Its timescale is of order \(\nabla^{-1}\), while \(\mathbf{m}\) and \(\mathbf{S}\) evolve as \((D_r^{\text{eff}})^{-1} \sim \nabla^0\). As we are interested in the evolution of the density perturbations, i.e. of the slow variable, we can assume that at any given time, the higher moments \(\mathbf{m}\) and \(\mathbf{S}\) are given by their steady-state solutions that correspond to the density profile \(\rho(r, t)\) at that instant. Solving Eq. (A.15) for its steady-state solution \(\delta S_{\alpha\beta}\) reveals that it scales as \(O(\nabla^1)\). Therefore, its contribution to the evolution of polarization perturbations (Eq. (A.14)) is of higher order. To leading order, the evolution of polarization perturbations is then given by

\[
\delta\mathbf{m}(r, t) = -\frac{1}{d(d - 1) D_r^{\text{eff}}} \nabla (v^{\text{eff}}(\rho, t) \rho(r, t)). \quad (A.19)
\]

Recalling that \(v^{\text{eff}} = v_0 - \beta D_t \rho(r, t) \zeta(\bar{\rho}, v_0)\), we can take this gradient explicitly and obtain

\[
\delta\mathbf{m}(r, t) = -\frac{1}{d(d - 1) D_r^{\text{eff}}} (v_0 - 2 \beta D_t \rho(r, t) \zeta) \nabla \rho(r, t). \quad (A.20)
\]

Using this result, the equation for the time evolution of density perturbations becomes

\[
\partial_t \delta\rho(r, t) = D_\delta (\bar{\rho}, v_0) \nabla^2 \delta\rho(r, t), \quad (A.21)
\]

which is a diffusion equation with diffusion constant

\[
D_\delta (\bar{\rho}, v_0) = D_t + \frac{(v_0 - \beta D_t \zeta(\bar{\rho}, v_0) - 2 \beta D_t \bar{\rho} \zeta)}{d(d - 1) D_r^{\text{eff}}} \quad (A.22)
\]

Whenever the diffusion constant \(D_\delta\) is negative, density perturbations \(\delta\rho(r, t)\) will grow. Therefore, the region in \((\bar{\rho}, v_0)\)-space where the homogeneous isotropic phase becomes unstable is then given by the condition \(D_\delta (\bar{\rho}, v_0) < 0\). This can only occur for self-propulsion velocities \(v_0\) above the critical threshold \(v^* = 2\sqrt{2/d(d - 1)} \sqrt{D_t D_r^{\text{eff}}}\).
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