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Abstract
In this paper, we propose a two-stage electricity market framework to explore the participation of distributed energy resources (DERs) in a day-ahead (DA) market and a real-time (RT) market. The objective is to determine the optimal bidding strategies of the aggregated DERs in the DA market and generate online incentive signals for DER-owners to optimize the social-welfare taking into account network operational constraints. Distributionally robust optimization is used to explicitly incorporate data-based statistical information of renewable forecasts into the supply/demand decisions in the DA market. We evaluate the conservativeness of bidding strategies distinguished by different risk aversion settings. In the RT market, a bi-level time-varying optimization problem is proposed to design the online incentive signals to tradeoff the RT imbalance penalty for distribution system operators (DSOs) and the costs of individual DER-owners. This enables tracking their optimal dispatch to provide fast balancing services, in the presence of time-varying network states while satisfying the voltage regulation requirement. Simulation results on both DA wholesale market and RT balancing market demonstrate the necessity of this two-stage design, and its robustness to uncertainties, the performance of convergence, the tracking ability and the feasibility of the resulting network operations.
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Nomenclature

Indices

\(j\) Index of bidding blocks in the DA market
\(k\) Index of time slots in the RT market
\(m\) Index of offering blocks in the DA market
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\( t \)  
Index of time slots in the DA market

**Parameters**

\( \Delta T^{\text{RT}} \)  
Length of time slot in the RT market

\( \Delta T^{\text{DA}} \)  
Length of time slot in the DA market

\( \bar{v} \)  
Linearization coefficient of AC power flow

\( v / \bar{v} \)  
Lower/upper bounds of voltage magnitude

\( E^{\text{RT}}_k \)  
RT balancing reference derived from the DA dispatch results at time \( k \)

\( E^{\text{DA}, \text{Dmax}} \)  
Maximum bidding quantity of the consumers

\( E^{\text{DA}, \text{Omax}} \)  
Maximum DA offering quantity of the rival producers

\( G^{\text{cap}} \)  
Generation capacity of DSO

\( G_t \)  
Aggregated DA generation forecast at time \( t \) in the DA market

\( k^{0 \sim 3}, l^{0 \sim 3} \)  
Coefficients in linear decision rules

\( L_t \)  
Aggregated DA demand forecast at time \( t \) in the DA market

\( N^j \)  
Number of consumers’ demand bidding blocks

\( N^m \)  
Number of rival producers’ offering blocks in the DA market

\( p_{i,k}^{\text{min}} / p_{i,k}^{\text{max}} \)  
Lower/upper bounds of active power set-points of \( i \)-th DER at time \( k \)

\( R/X \)  
Sensitivity matrices for power flow linearization

\( s_{i,k}^{\text{max}} \)  
Apparent power limit of \( i \)-th DER at time \( k \)

\( T \)  
Number of time slots in the DA market

\( T_r^{\text{max}} \)  
Transmission capacity between the distribution and transmission grids

**Sets**

\( \mathcal{E} \)  
Lines in the distribution network

\( \mathcal{N} \)  
Buses in the distribution network except the substation node

\( \mathcal{N}_0 \)  
Buses in the distribution network including the substation node

\( \mathcal{X}_{i,k} \)  
Feasible set of \( i \)-th DER at time slot \( k \)

**Variables**
\[ \alpha_t^{\text{DA}s}/\alpha_t^{\text{DA}b} \]
Offering/bidding price-quantity at time \( t \) in the DA market

\[ \alpha_{i,k}, \beta_{i,k} \]
Incentive signals for \( i \)-th DER at time \( k \)

\[ x \]
Compact vector collecting first-stage decisions

\[ y \]
Compact vector collecting second-stage decisions

\[ \lambda_{t,m}^{\text{DA},D} \]
Demand bidding price for block \( m \) at time \( t \)

\[ \lambda_{t,j}^{\text{DA},O} \]
Supply offering price for block \( j \) at time \( t \)

\[ \lambda_t^{\text{DA}} \]
DA market clearing price for time \( t \)

\[ \mu_t^{\text{DA},\text{Dmin}}/\mu_t^{\text{DA},\text{Dmax}} \]
Dual variable associated with lower/upper limits for DA bidding quantity of the consumers at time \( t \)

\[ \mu_t^{\text{DA},\text{Omin}}/\mu_t^{\text{DA},\text{Omax}} \]
Dual variable associated with lower/upper limits for DA offering quantity of the rival producers at time \( t \)

\[ \mu_t^{\text{DA}h\text{min}}/\mu_t^{\text{DA}h\text{max}} \]
Dual variable associated with lower/upper limits for DA demand quantity at time \( t \)

\[ \mu_t^{\text{DAsmin}}/\mu_t^{\text{DAsmax}} \]
Dual variable associated with lower/upper limits for DA dispatch supply quantity at time \( t \)

\[ \lambda_k^{\text{RT}}/\lambda_k^{\text{RT}} \]
Dual variable associated with the upper/lower voltage limits at time \( k \)

\[ \tilde{y}(\delta, u) \]
approximated resource decisions using linear decision rule

\[ E_t^{\text{BM}+}/E_t^{\text{BM}-} \]
Positive/negative imbalance quantities at time \( t \)

\[ E_{t,m}^{\text{DA},D} \]
Demand bidding quantity for block \( m \) at time \( t \)

\[ E_{t,j}^{\text{DA},O} \]
Supply offering quantity for block \( j \) at time \( t \)

\[ E_t^{\text{DAs,max}}/E_t^{\text{DAs,max}} \]
Bidding/offering quantities of DSO at time \( t \)

\[ E_t^{\text{DA}s}/E_t^{\text{DA}b} \]
Bidding/offering quantities of DSO at time \( t \)

\[ p_{i,k}/q_{i,k} \]
Active/reactive power set-point of \( i \)-th DER at time \( k \)

\[ p_t^{\text{BM}+}/p_t^{\text{BM}-} \]
Positive/negative imbalance prices at time \( t \)

\[ u^{1,2} \]
Auxiliary variables using linear decision rule.

\[ V_{i,k} \]
Line-to-ground voltage at node \( i \) at time \( k \)

\[ v_{i,k} \]
Voltage magnitude at node \( i \) at time \( k \)
1. Introduction

The continuing integration of distributed energy resources (DERs) in distribution networks, enhanced by the deployment of smart technologies at the end-user level, complicates balancing economic efficiency and system stability in distribution networks [1]. Such autonomous and intelligent DERs introduce both opportunities and challenges to the electricity market and electric power system operations. As the aggregations of DERs reach a substantial fraction of suppliers/consumers, they cannot be neglected as market participants in day-ahead (DA) and real-time (RT) markets any more. However, under current electricity market rules, DERs face high deliverable risks due to the unpredictable nature of renewable energy [2, 3, 4], which leads to security and reliability issues for distribution network operations. This motivates us to design a future electricity market mechanism that explicitly incorporates the stochasticity of aggregated DERs to manage these risks. We leverage distributionally robust DA bidding strategies and propose a fast incentive-based control for RT power balancing. These mechanisms account for the operational and economic objectives while also fulfilling constraints on voltages.

DERs are in general small-sized units that are connected to the distribution grid. Traditionally, end-consumers connected to the distribution grid face flat tariffs or two-tier tariffs (i.e., peak and off-peak tariffs). In this way, DER owners are exempt from additional costs in distribution system operation and maintenance resulting from DER injections or output forecast errors [5]. To promote better integration of DERs, attempts have been made to design local energy markets and new retail electricity tariff schemes. Local energy markets can be categorized into P2P energy markets and community-based markets [6]. Current retail electricity tariffs include flat tariff, time-of-use tariff and dynamic tariff, while the latter two time-based tariffs are proven to show few signs of cross-subsidization and better economic efficiency [7]. This work proposes a market framework for the optimal RT tariff design, while considering the tight connection between the DA wholesale market and local RT market with DERs. A detailed review along this line is provided in [8].

Existing works mainly focus on designing retail tariffs or pricing schemes for demand response programs. A review on price-driven demand response programs is given in [9], which identifies that the price-signal can be an efficient tool for uncertainty and reliability management. In [10], a coupon incentive-based demand response program is proposed on top of the flat retail electricity tariff. The work in [11] designed a cost-reflective network tariff focusing on aligning the system’s production and customers’ demand peaks.

While demand response programs are considered as flexibility providers that help to balance the system, the impacts brought by increasing DER penetrations can be either negative or positive, thus new pricing schemes that are based on a cost causation principle are required. A review of network tariff design and incentives for DER owners can be found in [5, 12]. A local market mechanism for a distribution network focusing on the external costs associated with voltage and line flow violations is presented in [13]. In [14], an online optimization framework that enables the P2P market is introduced. A new business model for P2P energy sharing is proposed and comprehensively demonstrated in [15]. Nevertheless, the aforementioned literature focuses on designing dynamic pricing schemes for the local market and ignores the connection to the wholesale market. The forecast errors of renewables will cause significant deviations of the RT dispatch from the DA generation/consumption...
schedule. The lack of the DA and RT markets’ connection can reduce the available level of flexibility and lead to operations that violate network constraints. For a better interaction between the DA wholesale market and the RT local balancing market, we propose a two-stage electricity market consisting of a DA distributionally robust bidding process and an online distributed balancing algorithm. The two-stage market mechanisms linking the DA market to the RT market for different types of DERs have been studied in the literature \[16, 17, 18, 19, 20\]. Compared to the existing works, the proposed electricity mechanism tackles the uncertainties from DERs by formulating the two-stage electricity market framework as a distributionally robust optimization problem for the slow time-scale of the DA market and an online optimization algorithm to cope with fast-changing DERs in the RT market. To the best of our knowledge, this is the first two-stage market mechanism that while linking the DA market with the RT market employs distinct and different algorithms for the different time scales. In addition, the cost of voltage regulation in the distribution network is also taken into account in the RT market decision, which is ignored in most of the literature. The main contributions are as follows:

1) We formulate a two-stage electricity market problem for distribution networks with aggregated DERs. The framework is designed to enable the participation of DERs in the DA market in an aggregated way, and then uses a distributed incentive-based control strategy to enforce power and voltage constraints during RT operations. In contrast to existing works, the proposed framework pursues the optimal power set-points of DERs in an online fashion while satisfying the network constraints and also accounts for the DA stochasticity realization by incorporating finite forecast samplings of renewable generations. The proposed overall market structure including the communication exchanges is presented in Fig. 1.

2) We formulate a stochastic DA bidding strategy using a bi-level model considering different levels of uncertainties and utilizing computationally tractable data-based stochastic optimization, i.e. distributionally robust optimization (DRO). Instead of assuming that the DERs’ output forecasts follow prescribed probability distributions (e.g., Gaussian distribution), the proposed DRO market problem determines the optimal electricity supply/demand of a DER aggregator based on a forecast sampling dataset. These bidding strategies are robust to the worst-case distribution within an ambiguity set, which consists of a group of probability distributions. This allows us to achieve superior out-of-sample performance of DA market results, efficiently avoiding overfitting the bidding to an available finite dataset.

3) A bi-level optimization is proposed to regulate local DERs for imbalance compensation in the RT market, in the presence of time-varying network conditions. The objective is to minimize the weighted sum of the imbalance costs for the DSO and the operational costs of DERs. The incentive-based signals for DER-owners are generated to adjust the local active/reactive set-points to balance the overall dispatch, while avoiding voltage constraint violations. An online implementation is proposed using a primal-dual gradient algorithm to achieve optimality from both the DSOs’ and the DER-owners’ perspectives. The effectiveness of the proposed market design is demonstrated on a wholesale market and an IEEE 37-node distribution network.

The rest of the paper is organized as follow: Section 2 introduces the DA wholesale market formulation using a distributionally robust optimization approach. Section 3 describes the online incentive-based tariff design for a local RT balancing market. Section 4 provides the numerical results and Section 5 concludes the paper.
2. Day-Ahead Wholesale Market with Distributionally Robustness

Individual DER units are often small-sized and cannot participate in the wholesale market directly due to market restrictions such as minimum bidding quantity requirements. In this paper, we integrate multiple DER units within a distribution network into a single entity, i.e., aggregator, to bid in the wholesale market. Note that only inverted-based distributed PV units are considered in this work, but it is straightforward to incorporate other distributed technologies, such as energy storage devices, demand response technologies or other distributed generators.\(^1\) We assume that the aggregator is namely the considered DSO and it bids into the DA wholesale market. The other participants in the market, i.e. other aggregators, retailers, large scale power producers, etc., are modeled as demand and/or production bidders.

\(^1\)The proposed electricity market mechanism also allows to include DERs that lead to the bi-directional power flows as long as their models are linear, the cost functions are convex, and their feasibility sets are convex, closed and bounded. Besides, introducing energy storage devices into the proposed framework needs to include additional time-coupling constraints, but it does not change the property of optimality and convergence of the proposed algorithm.

Figure 1: The proposed two-stage market structure. In the DA market, the electricity supply and demand are scheduled based on the sampled forecast error dataset of renewable outputs. Considering the DA bidding strategies, the real-time incentive signals from the DSO enables to adjust the outputs of DER-owners such as to balance the power exchanges caused by the forecast errors. The DER pool on the left indicates that all DERs in the distribution network act as a single market participant to bid into the DA wholesale market. The power exchanges between DERs are not considered at this stage. The connectivity between DERs on the right side of this diagram indicates that the DERs join the RT market with their own operational and economic objectives while taking into account the constraints imposed by the network.
The objective of the DA optimization problem is to attain the DA dispatch decisions of the considered DSO, which is assumed to bid strategically into the market using a bi-level structure. All market participants other than the strategic DSO are assumed to be fully competitive and offer/bid their supplies/demands at their marginal prices. The bids of the considered DSO are optimized based on its forecasts of the aggregated market demand and supply curves. Solutions to this DA problem serve as the reference values for the local DERs represented by the DSO whose outputs are adjusted in the RT dispatch, which will be elaborated in Section 3.

To this end, we first divide each day equally into \( T \) time slots indexed by \( t \in \mathbb{T} = \{1, 2, ..., T\} \), where the length of each slot is \( \Delta T^{DA} \). Given the aggregated DA generation and demand forecasts \( G_t \in \mathbb{R}_+, L_t \in \mathbb{R}_+, \forall t \in \mathbb{T} \) of DERs, the considered DSO optimizes its DA bidding strategy by solving a bi-level optimization problem.

2.1. Bidding Strategy Based on Bi-Level Optimization

Assuming that the DSO bids strategically into the wholesale market. The interaction between the market and the DSO can be formulated as a leader-follower game, i.e., Stackelberg game [21]. We detail the problem formulation for the upper-level (UL) and lower-level (LL) problem for the leader and the follower in Sections 2.1.1 and 2.1.2 respectively.

2.1.1. Upper-Level Optimization Problem

The upper-level (UL) optimization problem aims to minimize the DSO’s cost by optimizing its dispatch in the DA and balancing markets:

\[
\begin{align*}
\min_{E_{t}^{DA_{s}/b, \text{max}}} & \quad \lambda_{t}^{DA}(E_{t}^{DA_{b}} - E_{t}^{DA_{s}}) - pr_{t}^{BM+} E_{t}^{BM+} + pr_{t}^{BM-} E_{t}^{BM-}, \\
\text{s.t.} & \quad E_{t}^{DA_{s}} - E_{t}^{DA_{b}} + E_{t}^{BM-} - E_{t}^{BM+} = G_{t} - L_{t}, \\
& \quad 0 \leq E_{t}^{DA_{s, \text{max}}} \leq G_{\text{cap}}, \\
& \quad -T_{r, \text{max}} \leq E_{t}^{DA_{s, \text{max}}} - E_{t}^{DA_{b, \text{max}}} \leq T_{r, \text{max}}, \\
& \quad E_{t}^{BM+}, E_{t}^{BM-} \geq 0.
\end{align*}
\]  

The objective function (1a) comprises the costs from the DA and the balancing markets, where \( E_{t}^{DA_{s}} \) (resp. \( E_{t}^{DA_{b}} \)) represents the DA dispatched supply (resp. demand) quantity for time \( t \), \( E_{t}^{BM+} \) (resp. \( E_{t}^{BM-} \)) are the positive (resp. negative) imbalance quantities, and and \( pr_{t}^{BM+} \) (resp. \( pr_{t}^{BM-} \)) are the positive (resp. negative) imbalance prices. Constraint (1b) ensures the energy balance of the DSO. The bidding or offering quantities of the DSO, i.e., \( E_{t}^{DA_{s, \text{max}}}, E_{t}^{DA_{b, \text{max}}} \), are limited by the generation capacity \( G_{\text{cap}} \in \mathbb{R}_+ \) and the transmission capacity \( T_{r, \text{max}} \in \mathbb{R}_+ \) between the distribution and transmission grids in (1c)–(1d).

2.1.2. Lower-Level Optimization Problem

The DA market clearing price \( \lambda_{t}^{DA} \) in the UL objective function (1a) is the dual variable of the power balance of the lower-level (LL) market clearing problem that is solved by the
market operator:

\[
\begin{align*}
\max_{\alpha_t^{DA}, \beta_t^{DA}, E_t^{DA}, \lambda_t^{DA,D}, \lambda_t^{DA,O}} & \quad \alpha_t^{DA} E_t^{DA} + \sum_{m=1}^{N^m} \lambda_t^{DA,D} E_t^{DA,D} - \alpha_t^{DA} E_t^{DA} \\
& - \sum_{j=1}^{N^j} \lambda_t^{DA,O} E_t^{DA,O}, \\
\text{s.t.} & \quad \sum_{m=1}^{N^m} E_t^{DA,D} - \sum_{j=1}^{N^j} E_t^{DA,O} + E_t^{DA} - E_t^{DA} = 0: \lambda_t^{DA}, \\
0 & \leq E_t^{DA} \leq E_t^{DA,\max} : \mu_t^{DA,\min}, \mu_t^{DA,\max}, \\
0 & \leq E_t^{DA} \leq E_t^{DA,\max} : \mu_t^{DA,\min}, \mu_t^{DA,\max}, \\
0 & \leq E_t^{DA} \leq E_t^{DA,\max} : \mu_t^{DA,\min}, \mu_t^{DA,\max}. 
\end{align*}
\]

For each time step, the aggregated offering and bidding curves consist of multiple supply offering and demand bidding blocks, i.e., offering and bidding price-quantity pairs on the step-wise offering and bidding curves. The objective of the LL problem is to maximize the total social welfare of the DA market, which is quantified by the demand bidding price-quantity pair \((\lambda_t^{DA,D}, E_t^{DA,D}) \in \mathbb{R}^2_+\) for bidding block \(m\) and the supply offering price-quantity pair \((\lambda_t^{DA,O}, E_t^{DA,O}) \in \mathbb{R}^2_+\) for offering block \(j\) of rival consumers and producers, respectively, and the offering (resp. bidding) price-quantity pair \((\alpha_t^{DA}, E_t^{DA}) \in \mathbb{R}^2_+\) (resp. \((\alpha_t^{DA}, E_t^{DA}) \in \mathbb{R}^2_+\)) of the DSO. Parameters \(N^m\) and \(N^j\) denote the number of consumers’ demand bidding blocks and the number of rival producers’ offering blocks, respectively. Equality constraint (2b) represents power balance constraint between the dispatched supply and demand quantities. Inequality constraints (2c)–(2f) enforce the minimum and the maximum limits of the offering and bidding quantities, where \(E_t^{DA,\max} \in \mathbb{R}_+^N\) and \(E_t^{DA,\max} \in \mathbb{R}_+^{N^m}\) are denoted as the maximum DA offering quantity of the rival producers and the maximum bidding quantity of the consumers, respectively. Variables following colons after the equality and inequality constraints (2b)–(2f) are the corresponding dual variables.

2.1.3. Combining LL and UL Problems

As the bi-level optimization problem cannot be solved directly, reformulation is required. First of all, as the LL problem [2] is convex, the bi-level model can be formulated as a mathematical program with equilibrium constraints (MPEC) by replacing the LL problem
the following set of Karush-Kuhn-Tucker (KKT) conditions:

\[
\begin{align*}
\alpha_t^{DA} - \lambda_t^{DA} + \mu_t^{DAsmax} - \mu_t^{DAsmin} &= 0 \quad \forall t, \quad (3a) \\
- \alpha_t^{DAb} + \lambda_t^{DA} + \mu_t^{DAbmax} - \mu_t^{DAbmin} &= 0 \quad \forall t, \quad (3b) \\
\lambda_{t,j}^{DA} - \lambda_t^{DA} + \mu_t^{DA,Omax} - \mu_{t,j}^{DA,Omin} &= 0 \quad \forall t, j, \quad (3c) \\
- \lambda_{t,m}^{DAB} + \lambda_t^{DA} + \mu_t^{DA,Dmax} - \mu_{t,m}^{DA,Dmin} &= 0 \quad \forall t, m, \quad (3d) \\
0 &\leq E_t^{DAs} \perp \mu_t^{DAsmin} \geq 0 \quad \forall t, \quad (3e) \\
0 &\leq E_t^{DAb} \perp \mu_t^{DAbmin} \geq 0 \quad \forall t, \quad (3f) \\
0 &\leq E_{t,j}^{DAB} \perp \mu_{t,j}^{DA,Omin} \geq 0 \quad \forall t, j, \quad (3g) \\
0 &\leq E_{t,m}^{DA,D} \perp \mu_{t,m}^{DA,Dmin} \geq 0 \quad \forall t, m, \quad (3h) \\
0 &\leq (E_{t}^{DAs,max} - E_{t}^{DAs}) \perp \mu_t^{DAsmax} \geq 0 \quad \forall t, \quad (3i) \\
0 &\leq (E_{t}^{DAb,max} - E_{t}^{DAb}) \perp \mu_t^{DAbmax} \geq 0 \quad \forall t, \quad (3j) \\
0 &\leq (E_{t,j}^{DA,O} - E_{t,j}^{DAB}) \perp \mu_{t,j}^{DA,Omax} \geq 0 \quad \forall t, j, \quad (3k) \\
0 &\leq (E_{t,m}^{DA,D} - E_{t,m}^{DAB}) \perp \mu_{t,m}^{DA,Dmax} \geq 0 \quad \forall t, m, \quad (3l) \\
E_t^{DAs} - E_t^{DAb} + \sum_{j=1}^{N^j} E_{t,j}^{DAB} - \sum_{m=1}^{N^m} E_{t,m}^{DA,D} &= 0 \quad \forall t, j, m. \quad (3m)
\end{align*}
\]

where (3a)-(3d) are stationary conditions. The resulting MPEC formulation is:

\[
\min_{E_t^{DAs/b,max}} \lambda_t^{DA}(E_t^{DAb} - E_t^{DAs}) - pr_t^{BM+} E_t^{BM+} + pr_t^{BM-} E_t^{BM-},
\]

s.t.  UL constraints (1b)-(1e), (4b)
KKT conditions (3a)-(3m). (4c)

The resulting MPEC is non-linear due to 1) the complementarity conditions (3e)-(3l) and 2) the term \(\lambda_t^{DA}(E_t^{DAb} - E_t^{DAs})\) in the objective function. To convert the MPEC problem into a solvable MILP formulation, we first linearize the equations including the perpendicularity
operator "⊥" using binary variables [22]:

\[
0 \leq E_t^{DAs} \leq M_1 u_t^{DAsmin} \quad \forall t, (5a)
\]
\[
0 \leq E_t^{DAb} \leq M_1 u_t^{DAbmin} \quad \forall t, (5b)
\]
\[
0 \leq E_t^{DA,O} \leq M_2 u_t^{DA,Omin} \quad \forall t, j, (5c)
\]
\[
0 \leq E_t^{DA,D} \leq M_3 u_t^{DA,Dmin} \quad \forall t, m, (5d)
\]
\[
0 \leq \mu_t^{DAsmin} \leq M_4 (1 - u_t^{DAsmin}) \quad \forall t, (5e)
\]
\[
0 \leq \mu_t^{DAbmin} \leq M_4 (1 - u_t^{DAbmin}) \quad \forall t, (5f)
\]
\[
0 \leq \mu_t^{DA,Omin} \leq M_5 (1 - u_t^{DA,Omin}) \quad \forall t, j, (5g)
\]
\[
0 \leq \mu_t^{DA,Dmin} \leq M_6 (1 - u_t^{DA,Dmin}) \quad \forall t, m, (5h)
\]
\[
0 \leq E_t^{DAs,max} - E_t^{DAs} \leq M_7 u_t^{DAs,max} \quad \forall t, (5i)
\]
\[
0 \leq E_t^{DAb,max} - E_t^{DAb} \leq M_7 u_t^{DAb,max} \quad \forall t, (5j)
\]
\[
0 \leq E_t^{DA,Omax} - E_t^{DA,O} \leq M_8 u_t^{DA,Omax} \quad \forall t, j, (5k)
\]
\[
0 \leq E_t^{DA,Dmax} - E_t^{DA,D} \leq M_9 u_{t,m}^{DA,Dmax} \quad \forall t, m, (5l)
\]
\[
0 \leq \mu_t^{DAs} \leq M_{10} (1 - u_t^{DAs}) \quad \forall t, (5m)
\]
\[
0 \leq \mu_t^{DA} \leq M_{10} (1 - u_t^{DA}) \quad \forall t, (5n)
\]
\[
0 \leq \mu_t^{DA,O} \leq M_{11} (1 - u_t^{DA,O}) \quad \forall t, j, (5o)
\]
\[
0 \leq \mu_t^{DA,D} \leq M_{12} (1 - u_{t,m}^{DA,D}) \quad \forall t, m, (5p)
\]

where $M_{1,2,..,12}$ are large enough constants. Second, the non-linear term $\lambda_t^{DA} (E_t^{DAb} - E_t^{DAs})$ in the objective function is linearized by applying the strong duality theorem to the LL problem:

\[
\alpha_t^{DA} E_t^{DA} = \alpha_t^{DAs} E_t^{DAs} + \sum_{m=1}^{N_m} \lambda_{t,m}^{DA,D} E_{t,m}^{DA,D} - \sum_{j=1}^{N_j} \lambda_{t,j}^{DA,O} E_{t,j}^{DA,O} + \mu_t^{DAs} E_t^{DAs} - \mu_t^{DA} E_t^{DA} - \mu_t^{DA,O} E_t^{DA,O}
\]

By reformulating (5a)-(5b), (5e)-(5f) and (5h)-(5j), we obtain

\[
\alpha_t^{DAs} E_t^{DAs} = E_t^{DAs} (\lambda_t^{DA} - \mu_t^{DAs} - \mu_t^{DAsmin}), \quad (7a)
\]
\[
\alpha_t^{DA} E_t^{DA} = E_t^{DA} (\lambda_t^{DA} + \mu_t^{DA} - \mu_t^{DAbmin}), \quad (7b)
\]
\[
E_t^{DAs} \mu_t^{DAsmin} = 0, \quad (7c)
\]
\[
E_t^{DA} \mu_t^{DAbmin} = 0, \quad (7d)
\]
\[
E_t^{DAs} \mu_t^{DAs} = E_t^{DAs} \mu_t^{DAs}, \quad (7e)
\]
\[
E_t^{DA} \mu_t^{DAb} = E_t^{DA} \mu_t^{DAb}. \quad (7f)
\]
Substituting (7c)-(7f) into (7a) and (7b) yields

\[ \alpha^{DA}_{t, E} = \lambda^{DA}_{t} E^{DA}_{t} - \mu^{DA}_{t} E^{DA,\text{max}}_{t}, \]
\[ \alpha^{DA_b}_{t, E} = \lambda^{DA_b}_{t} E^{DA_b}_{t} + \mu^{DA_b}_{t} E^{DA_b,\text{max}}_{t}, \]

(8)

and with (6), we have

\[ \lambda^{DA}_{t} (E^{DA_b}_{t} - E^{DA}_{t}) = \sum_{j=1}^{N_j} \lambda^{DA,O}_{t,j} E^{DA,O}_{t,j} + \sum_{j=1}^{N_j} \mu^{DA,O,\text{max}}_{t,j} E^{DA,O,\text{max}}_{t,j} \]
\[ - \sum_{m=1}^{N_m} \lambda^{DA,D}_{t,m} E^{DA,D}_{t,m} + \sum_{m=1}^{N_m} \mu^{DA,D,\text{max}}_{t,m} E^{DA,D,\text{max}}_{t,m} \]

(9)

Following the linearization and reformulation process presented above, the bi-level problems (1)–(2) can be reformulated as an MILP problem as follows:

\[ \min_{\alpha^{DA,\text{b}}, \mu^{DA,\text{b}}, E^{DA,\text{b}}, E^{DA,\text{max}}} \sum_{j=1}^{N_j} \left( \lambda^{DA,O}_{t,j} E^{DA,O}_{t,j} + \mu^{DA,O,\text{max}}_{t,j} E^{DA,O,\text{max}}_{t,j} \right) \]
\[ - \sum_{m=1}^{N_m} \left( \lambda^{DA,D}_{t,m} E^{DA,D}_{t,m} - \mu^{DA,D,\text{max}}_{t,m} E^{DA,D,\text{max}}_{t,m} \right) \]
\[ - p^{BM^+}_{t} E^{BM^+}_{t} + p^{BM^-}_{t} E^{BM^-}_{t} \]

s.t. UL constraints (1b)–(1e),

(10a)

Linearized reformulations of problem (2). (10b)

This combined equivalence of the bi-level problem can be directly solved using off-the-shelf commercial optimization solvers.

2.2. Uncertainty Modelling

In reality, the DA load and generation forecasts \( L_t \) and \( G_t \) in (1b) are random variables. Stochastic optimization (SO) \[23\] and robust optimization (RO) \[24, 25\] are among the most popular uncertainty modelling methods applied to optimize bidding strategies. In this paper we however use DRO to handle the uncertainty. This is because SO requires the knowledge of the specific uncertainty distribution and its computational complexity increases with the number of scenarios; although RO is often computationally tractable as it optimizes the decision considering the worst-case scenario, performance of robust optimization is restricted by its conservativeness.

DRO was first developed for solving a single-product newsvendor problem considering a demand distribution characterized by its mean and variance in 1958 \[26\]. The method became popular again in recent years as it acts as an intermediary between SO and RO and achieves an acceptable trade-off between the optimality and the computational effort. The distributionally robust DA bidding optimization presented here ensures that the bidding strategy is subject to the worst-case distribution of generation/load forecast uncertainties within the ambiguity set \( \mathcal{H} \). The ambiguity set collects a group of probability distributions
of load and generation forecast errors \( \delta_t \in \mathbb{R} \) and can be described by the following constraints

\[
\mathcal{H} = \left\{ \mathbf{H} : \begin{array}{l}
\mathbb{E}_\mathbf{H}[\delta_t] = 0 \\
\mathbb{E}_\mathbf{H}[|\delta_t|] \leq \zeta_1^t \\
\mathbb{E}_\mathbf{H}[\delta_t^2] \leq \zeta_2^t \\
\Pr(\delta_t \in [\delta_{t}^{\text{min}} \leq \delta_t \leq \delta_{t}^{\text{max}}]) = 1
\end{array} \right\},
\]

(11)

where the first line ensures that the expectation of \( \delta_t \) is zero. The second and third lines guarantee that the expected absolute deviation and the variance of \( \delta_t \) are capped by \( \zeta_1^t \) and \( \zeta_2^t \), respectively. The last line limits all realizations of \( \delta_t \) using the lower bound \( \delta_{t}^{\text{min}} \) and the upper bound \( \delta_{t}^{\text{max}} \).

Following the principle of DRO \[26\], we reformulate (10) into a DA distributionally robust stochastic market problem:

\[
\inf_{\mathbf{x}} \sup_{\mathbf{H} \in \mathcal{H}} \mathbb{E}_\delta \left[ \Theta(\mathbf{x}) + \phi(\mathbf{x}, \delta) \right],
\]

(12a)

s.t.

\[
A\mathbf{x} + B\delta \leq D(\delta),
\]

(12b)

\[
\delta \sim \mathbf{H} \in \mathcal{H},
\]

(12c)

where terms \( \Theta(\mathbf{x}) \) and \( \phi(\mathbf{x}, \delta) \) correspond to the first-stage related part \( \sum_{j=1}^{N} (\lambda_{t,j}^{DA,O} E_{t,j}^{DA,O} + \mu_{t,j}^{DA,O} E_{t,j}^{DA,O,max}) - \sum_{m=1}^{M} (\lambda_{t,m}^{DA,D} E_{t,m}^{DA,D} - \mu_{t,m}^{DA,D,max} E_{t,m}^{DA,D,max}) \) and the second-stage related part \( p_{t}^{BM-} E_{t}^{BM-} - p_{t}^{BM+} E_{t}^{BM+} \) in the objective function (10a), respectively. Constraint (12b) is equivalent to (10b)-(10c). The compact vectors \( \mathbf{x} \) and \( \mathbf{y} \) represent the first-stage and second-stage decisions (i.e., recourse decisions) defined by

\[
\mathbf{x} := [E_{t}^{DA,s}, E_{t}^{DA,b}, E_{t}^{DA,s,max}, E_{t}^{DA,b,max}, \alpha_{t}^{DA}, \alpha_{t}^{DAB}, \lambda_{t,j}^{DA,O}, E_{t,m}^{DA,D}],
\]

\[
\mathbf{y} := [E_{t}^{BM-}, E_{t}^{BM+}].
\]

Note that the “min-max” problem given in (12) can be reformulated as a minimization problem by taking the duality of the inner maximization problem \[27\], however, the problem in general is still intractable as it requires solving recourse problems over all possible realizations of the uncertainty parameter \( \delta \) \[28\]. Thus, the concept of linear decision rule (LDR) \[29\] is applied to approximate the recourse decisions using an affine function of \( \delta \), i.e.,

\[
\tilde{E}_{t}^{BM+} = k_0^t + k_1^t \delta_t + k_2^t u_1^t + k_3^t u_2^t,
\]

(13a)

\[
\tilde{E}_{t}^{BM-} = l_0^t + l_1^t \delta_t + l_2^t u_1^t + l_3^t u_2^t,
\]

(13b)

where \( k_0^{t-3} \in \mathbb{R} \) and \( l_0^{t-3} \in \mathbb{R} \) are coefficients to be optimized. The auxiliary variables \( u_1^{1,2} \in \mathbb{R} \) are introduced to enhance the flexibility of the linear decision rule and guarantee the tractability of the problem \[30\], which are subject to the following additional constraints:
\[ |\delta_t| \leq u_1 \leq u_1^{\text{max}} = \max\{\delta_t^{\text{max}}, -\delta_t^{\text{min}}\}, \quad (14a) \]
\[ (\delta_t)^2 \leq u_2 \leq u_2^{\text{max}} = \max\{(\delta_t^{\text{max}})^2, (\delta_t^{\text{min}})^2\}. \quad (14b) \]

Substituting (13) into (12), we have:
\[
\inf_{k_0 \sim 3} \sup_{l_0 \sim 3} \max_{H \in \mathcal{H}} \mathbb{E}_\delta \Theta(x) + \phi(x, \delta), \quad (15a)
\]
\[
s.t. \quad \mathcal{X}, \quad x \in \mathcal{X}, \quad (15b)
\]
\[
A \delta + B \tilde{y}(\delta, u) \leq D(\delta), \quad (15c)
\]
\[
\delta \sim H \in \mathcal{H}, \quad (15d)
\]

where \( \tilde{y}(\delta, u) \) denotes the approximated resource decisions using LDR. Eventually, problem (15) is tractable and it minimizes the DSO’s cost by optimizing the coefficients \( k_0^{\sim 3} \) and \( l_0^{\sim 3} \). As \( \delta \) and \( u \) are subject to constraints in the ambiguity set \( \mathcal{H} \) as defined in (11) as well as (14), problem (15) including the DRO constraints can be solved using the duality theory afterwards.

The outputs of the DA market, i.e., the dispatched DA bidding quantities of the DSO \( \{E^\text{DAs}, E^\text{DAb}\} \), serve as inputs for the incentive-based RT balancing market. Details of the RT balancing market mechanism will be described in the following section. Note that the DA decisions are usually for an hourly resolution whereas actions taken based on the RT market outcomes are in the seconds to minutes time range to enable a timely tracking of time-varying loads and renewables. To resolve this inconsistency in temporal resolutions, we equally divide the DA bidding quantities of the DSO \( \{E^\text{DAs}, E^\text{DAb}\} \) into small portions to fit the fast balancing tasks, i.e. the power reference is assumed constant across all time slots in the RT problem that fall within one DA time slot. To avoid confusion with the notation, we use \( k \) instead of \( t \) as the time index when formulating the RT problem.

3. Incentive-Based Real-Time Balancing Market

In this section, we investigate a RT balancing market in distribution networks wherein both the DSO and DERs pursue their own operational and economic objectives. Again, the DSO corresponds to the entity that bids into the DA market as a representative of the local DERs. In the RT market, the DSO determines the optimal reward/payment of local DERs to encourage/discourage their network injection, such that the RT imbalance between the DA bidding quantity of the DSO and the RT output is minimized. A bi-level time-varying Stackelberg game-based optimization problem [21] is formulated to design the optimal incentive signals as well as the optimal set-points of the DERs. The controllability of the DERs are the operational set-points of the active and the reactive power. An online distributed algorithm is proposed to enable a computationally-efficient implementation.

3.1. System Model

Consider a distribution network operated by a DSO, denoted by a directed and connected graph \( G(N_0, E) \), where \( N_0 := N \cup \{0\} \) is the set of all “buses” or “nodes” with substation
node 0 and $\mathcal{N} := \{1, \ldots, N\}$. The set $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ includes “links” or “lines” for all $(i, j) \in \mathcal{E}$. Let $V_{i,k} \in \mathbb{C}$ denote the line-to-ground voltage at node $i \in \mathcal{N}$ at time $k$, where the voltage magnitude is given by $v_{i,k} := |V_{i,k}|$. The set $\Omega$ includes all local DERs in a distribution network. Denote $p_{i,k} \in \mathbb{R}$ and $q_{i,k} \in \mathbb{R}$ as active and reactive power injections of DER at node $i$, respectively, for all $i \in \Omega$ at time $k > 0$. We denote $\mathcal{X}_{i,k}$ as the feasible set of active and reactive power $p_{i,k}$ and $q_{i,k}$ at node $i \in \Omega$ for all $k > 0$. The set of operating set-points of DERs at node $i \in \Omega$ represents a convex envelop defined by

$$
\mathcal{X}_{i,k} := \left\{ (p_{i,k}, q_{i,k}) : p_{i,k}^\text{min} \leq p_{i,k} \leq p_{i,k}^\text{max}, p_{i,k}^2 + q_{i,k}^2 \leq (s_{i,k}^\text{max})^2 \right\},
$$

where $s_{i,k}^\text{max}$ is the apparent power limit of the DER at node $i \in \Omega$ at time $k$. Let $p_{i,k}^\text{min}$ and $p_{i,k}^\text{max}$ denote the lower and upper bounds of active power set-points of DER at node $i \in \Omega$ at time $k$. For PV inverter-based DERs, the feasible set $\mathcal{X}_{i,k}$ is constructed by the solar energy availability. For other devices, such as energy storage systems, small-scale diesel generators and variable frequency drives, the constraints can be altered to include their physical capacity limits in $\mathcal{X}_{i,k}$. We assume that the sets $\mathcal{X}_{i,k}$ are convex, closed and bounded for all $i \in \Omega$ for times $k \geq 0$. For future development, we define $\mathcal{X}_k := \mathcal{X}_{1,k} \times \ldots \times \mathcal{X}_{\Omega,k}$, where $\Omega$ denotes the cardinality of set $\Omega$.

To ensure that the optimal dispatch decisions of DERs are always feasible with respect to voltage constraints, we include the fundamental power flow equations in the RT balancing market design for distribution networks. The AC power flow equations render the RT market problem nonconvex and NP-hard; in addition, they hinder the development of a computationally-affordable implementation. Here we instead use a linearization of the nonlinear AC power flow, which is given by

$$
v_k = Rp_k + Xq_k + \tilde{v}, \quad (16)
$$

where $p_k := [p_{1,k}, \ldots, p_{N,k}]^\top \in \mathbb{R}^N$ and $q_k := [q_{1,k}, \ldots, q_{N,k}]^\top \in \mathbb{R}^N$. The linearization parameters $R \in \mathbb{R}^{N \times N}$, $X \in \mathbb{R}^{N \times N}$ and $\tilde{v} \in \mathbb{R}^N$ can be attained from various linearization methods, e.g., [31] [32] [33] [34] [35] [36] and correspond to sensitivity matrices.

3.2. Real-time Incentive-based Market Problem

The goals of our proposed incentive-based balancing market are 1) to explicitly take into account the inherent trade-offs between the renewable energy forecast errors in the DA dispatch results and the RT tariffs design for local DERs; 2) to coordinate DERs such as to fulfill the operational constraints (i.e., balancing and voltage regulations). Accordingly, two objectives are considered here to account for the different objectives for DERs and system operators.

3.2.1. Costs for DERs

The objective function for DERs at node $i \in \Omega$ comprises of the operational cost and the incentive cost, $J_{i,k}(p_{i,k}, q_{i,k}) = J_{i,k}^\text{Cost}(p_{i,k}, q_{i,k}) + J_{i,k}^\text{Inct}(p_{i,k}, q_{i,k})$. The operational cost function $J_{i,k}^\text{Cost} \in \mathbb{R}_+$ is assumed to be quadratic and therefore convex, and can capture several objectives including ramping costs, small-scale thermal generation costs, active power losses and curtailment penalties. The incentive cost $J_{i,k}^\text{Inct} \in \mathbb{R}$ is a function of the incentive signals
from the DSO to quantify the payment $J_{i,k}^{\text{Inct}} > 0$ or reward $J_{i,k}^{\text{Inct}} \leq 0$ for aggregated power injections of local DERs. We define the incentive costs for all DERs to be a linear affine function of the power dispatches, i.e., $J_{i,k}^{\text{Inct}} := \alpha_{i,k} p_{i,k} + \beta_{i,k} q_{i,k}$. Both RT tariffs (incentives) $\alpha_{i,k} \in \mathbb{R}$ and $\beta_{i,k} \in \mathbb{R}$ and set-points of DERs $\{p_{i,k}, q_{i,k}\}$ are decision variables in the following bi-level optimization problem. By this design, the incentives can be optimally adjusted by the DSO over time to continuously guide the power injections of DERs. Intuitively, the RT tariffs impact how much DERs should contribute to the overall RT dispatch of the DSO given the current network states and supply/demand conditions. For each time step $k$, the time-varying optimization problem for the DER at node $i \in \Omega$ can be expressed by

$$
\min_{(p_{i,k}, q_{i,k}) \in \mathcal{X}_{i,k}} J_{i,k}^{\text{Cost}}(p_{i,k}, q_{i,k}) + \alpha_{i,k} p_{i,k} + \beta_{i,k} q_{i,k}.
$$

(17)

Note that the above optimization is a convex quadratic program that determines the optimal set-points of DERs with given incentive signals $\{\alpha_{i,k}, \beta_{i,k}\}$.

3.2.2. Costs of Imbalance

As the objective function for the DSO to be minimized, we define the discrepancy between the DA bidding results and the RT aggregated dispatch at the $k$-th time slot, i.e.,

$$
D_k(p_k|E_{RT}^k) = \left\| \sum_{i \in \mathcal{N}} p^i_k \Delta T_{RT} - E_{RT}^k \right\|_2^2,
$$

(18)

where $\Delta T_{RT}$ denotes the length of time slot during the RT operation. Let $E_{RT}^k$ denote the RT balancing reference derived from the DA dispatch results.

Remark 1. (Timescale Mismatch and Connection) We pursue the RT balancing market by tracking the DA dispatch decisions as a reference. The adjustments of DERs are determined every $\Delta T_{RT}$, but the DA reference values are given for every $\Delta T_{DA}$. To solve this timescale mismatch and build an appropriate connection between these two stages, we uniformly distribute the balancing task defined by $\{E_{t,DA}^k, E_{t,DA}^k\}$ over the time slots in the RT operation. Given DA result at time $t$, the RT reference in (18) therefore is

$$
E_{RT}^k = \frac{E_{t,DA}^k - E_{t,DA}^k}{\Delta T_{DA} / \Delta T_{RT}}, \quad t \cdot \Delta T_{DA} \leq k \cdot \Delta T_{RT} < (t + 1) \cdot \Delta T_{DA},
$$

(19)

where the time index $t$ is reserved for the DA stage and index $k$ represents the time-step during the RT operation.

Note that the social-welfare objective (19) indirectly connects the RT optimal balancing market to the quality of DA forecast. The stochastic modelling in the DA stage with different standard deviation settings possibly leads to overly conservative or riskier DA dispatch decisions. Our specific two-stage design allows DSOs to balance at a fast timescale to explicitly compensate the mismatch between the DA decisions and RT dispatches.

We introduce the following bi-level optimization problem, which captures both DER-
oriented (17) and network-oriented (18) objectives

\[
\min_{p_k,q_k} \sum_{i \in \Omega} J_{i,k}^{\text{Cost}} (p_{i,k}, q_{i,k}) + \gamma D_k (p_k | E_k^{\text{RT}}), \tag{20a}
\]

s.t.

\[
(p_{i,k}, q_{i,k}) = \arg \min_{p_{i,k},q_{i,k}} J_{i,k}^{\text{Cost}} (p_{i,k}, q_{i,k}) + \alpha_{i,k} p_{i,k} + \beta_{i,k} q_{i,k}, \tag{20b}
\]

\[
v_k = Rp_k + Xq_k + \tilde{v}, \tag{20c}
\]

\[
v \leq v_k \leq \bar{v}, \tag{20d}
\]

\[
\forall i \in \Omega, \tag{20e}
\]

where the constant \( \gamma > 0 \) is given based on the DA imbalance price. In the RT balancing market, the imbalance deviations happened on both sides (i.e., positive/negative imbalance quantities) will be penalized by the same cost, i.e., \( \gamma \). The interaction between the imbalance costs and the cost functions of local DERs can also be seen as a Stackelberg game [21].

The constraint (20b) models an embedded optimization problem for the DER at node \( i \in \Omega \) with given incentive signals \( \alpha_{i,k} \) and \( \beta_{i,k} \). The linear power flow in (20c) maps the active and reactive set-points \( (p_k, q_k) \) to voltage magnitude with sensitivity matrix \( (R, X) \) at any time slot \( k \). The vectors \( v \in \mathbb{R}^N \) and \( \bar{v} \in \mathbb{R}^N \) represent the lower and upper limits of voltage magnitude. In the RT market, the DSO is responsible for power balancing and voltage regulation at any time. This time-varying problem is posed and solved every \( \Delta T^{\text{RT}} \) for the “best” incentive signals and optimal set-points for DERs’, while at the same time regulating the voltage. It is a challenge to solve problem (20) in real time, not only because of the non-convex nature of the problem but also because it requires continued communication between DSO and DERs due to the time-varying situation (i.e., supply/demand variations). To tackle this issue, we leverage a gradient approach to approximate the solution of problem (20) in an online distributed fashion.

### 3.3. Online Distributed Algorithm: A Gradient Approach

Online gradient-based approaches deal with optimization problems that have incomplete or time-varying input information (parameters). The decisions are implemented over time without fully solving the optimization problem, and it aims to tradeoff optimality, communication effort and computational efficiency. Such algorithms have been applied and discussed for power systems and other applications in [37, 38, 41, 39, 40, 41]. In this paper, we employ an online gradient-based approach to solve the proposed RT incentive-based balancing market problem taking into account the fast-changing renewable power output. While developing the online algorithm, we firstly start with a convex relaxation of the original problem (20), such that the optimization problem of local DERs, i.e., (20b), is ignored. Then we show that a primal-dual gradient approach together with a specific design of the incentive signal updates can attain the optimum of the original problem (20). Replacing the embedded
constraint (20b) by the operational feasible region, we obtain

\[
\min_{p_i,q_i,v_i} \sum_{i \in \Omega} J_{i,k}^{\text{Cost}}(p_{i,k},q_{i,k}) + \gamma D_k(p_k|E^{RT}_k), \quad (21a)
\]

s.t.

\[
v_k = Rp_k + Xq_k + \bar{v}, \quad (21b)
\]

\[
v \leq v_k \leq \bar{v}: \lambda_{RT}^k, \bar{\lambda}_{RT}^k \quad (21c)
\]

\[
(p_{i,k},q_{i,k}) \in X_{i,t}, \forall i \in \mathcal{N}, \quad (21d)
\]

where \(\Delta_{RT}^k \in \mathbb{R}^N_+\) and \(\bar{\lambda}_{RT}^k \in \mathbb{R}^N_+\) are the dual variables associated with the lower and upper voltage constraints, respectively. We make the following assumptions.

**Assumption 1.** For any time \(k > 0\), the local objective functions of DERs, \(J_{i,k}^{\text{Cost}}(p_{i,k},q_{i,k}), \forall i \in \Omega\) are continuous differentiable and strongly convex functions of \(p_{i,k}\) and \(q_{i,k}\), and their first-order derivatives are bounded within their operation regions, i.e., \(\nabla J_{i,k}^{\text{Cost}}(p_{i,k},q_{i,k}) \leq M_{J}\), \(\forall i \in \Omega\).

The imbalance cost function \(D_k(p_k|E^{RT}_k) = \|\sum_{i \in \mathcal{N}} p_{i,k} \Delta^{RT}_i - E^{RT}_k\|^2\) is continuously differentiable, convex and with first-order derivative bounded by given DA bidding strategies \(E^{RT}_k\), i.e., \(\nabla D_k(p_k|E^{RT}_k) \leq M_{D}\).

**Assumption 2 (Slater’s condition).** For any time \(k > 0\), there exists a feasible point located within the operating region \((p_k,q_k) \in X_k\), so that

\[
v \leq Rp_k + Xq_k + \bar{v} \leq \bar{v}.\]

**Remark 2 (Optimal Condition).** Under Assumptions 1 and 2, the solution of (21) along with the incentive signals \((\alpha_k^*, \beta_k^*)\) defined by

\[
\alpha_k^* = R \left( \Delta_{RT,k}^* - \bar{\lambda}_{RT,k}^* + \gamma \nabla p_k D_k(p_k|E^{RT}_k) \right), \quad (22a)
\]

\[
\beta_k^* = X \left( \Delta_{RT,k}^* - \bar{\lambda}_{RT,k}^* \right), \quad (22b)
\]

is the global solution of the original problem (20).

The proof is omitted here, which follows a similar derivation as given in [42].

We now develop an online gradient-based algorithm to solve the RT balancing market problem in (20). Initially, consider a regularized Lagrangian function of the relaxed problem (21) given by

\[
\mathcal{L}_k^\eta \left( p_k, q_k, \lambda_{RT}^k, \bar{\lambda}_{RT}^k \right) = \sum_{i \in \mathcal{N}} J_{i,k}^{\text{Cost}}(p_{i,k},q_{i,k}) + \gamma D_k(p_k|E^{RT}_k) + \left( \lambda_{RT}^k \right)^\top (v - v_k)
\]

\[
+ \left( \bar{\lambda}_{RT}^k \right)^\top (v_k - \bar{v}) - \frac{\eta}{2} \left( \|\Delta_{RT}^k\|^2 + \|\bar{\lambda}_{RT}^k\|^2 \right), \quad (23)
\]

where a small positive constant \(\eta > 0\) is predefined. The Tikhonov regularization term

\[-\frac{\eta}{2} \left( \|\Delta_{RT}^k\|^2 + \|\bar{\lambda}_{RT}^k\|^2 \right)\]

facilitates the convergence performance. To solve (21) in an online
fashion, we formulate the time-varying saddle-point problem

\[
\max_{\Delta^\text{RT}_{k} \in \mathbb{R}^N_{+}, \lambda_{k} \in \mathbb{R}^N_{+}} \min_{(p_{i,k}, q_{i,k}) \in \mathcal{X}_{i,k}} L^\eta_k \left( p_k, q_k, \Delta^\text{RT}_{k}, \lambda^\text{RT}_{k} \right), \tag{24}
\]

As \( \eta \) is small, the primal-dual gradient-based approaches can be applied to (24) to reach an approximate solution of the original problem (21) but with better convergence. The optimality discrepancy due to the regularization terms has been explicitly discussed in [43]. Together with the incentive signals defined in (22), we have the following online iterative updates at time \( k \):

\[
p_{k+1} = p_k - \epsilon_p \left( \nabla_{p_k} \sum_{i \in \mathcal{N}} J_{i,k}^{\text{Cost}} (p_{i,k}, q_{i,k}) + \alpha_k \right) \bigg|_{\mathcal{X}_k}, \tag{25a}
\]

\[
q_{k+1} = q_k - \epsilon_q \left( \nabla_{q_k} \sum_{i \in \mathcal{N}} J_{i,k}^{\text{Cost}} (p_{i,k}, q_{i,k}) + \beta_k \right) \bigg|_{\mathcal{X}_k}, \tag{25b}
\]

\[
\lambda_{k+1} = \left[ \lambda_k + \epsilon_{\lambda} \left( v - v_k - \eta \Delta^\text{RT}_{k} \right) \right]_{\mathbb{R}_+}, \tag{25c}
\]

\[
\tilde{\lambda}_{k+1} = \left[ \tilde{\lambda}_k + \epsilon_{\lambda} \left( v - \bar{v} - \eta \Delta^\text{RT}_{k} \right) \right]_{\mathbb{R}_+}, \tag{25d}
\]

\[
\alpha_{k+1} = R \left( \Delta^\text{RT}_{k+1} - \lambda^\text{RT}_{k+1} + \gamma \nabla_{p_k} D_k (p_k | E^\text{RT}_k) \right), \tag{25e}
\]

\[
\beta_{k+1} = X \left( \Delta^\text{RT}_{k+1} - \lambda^\text{RT}_{k+1} \right), \tag{25f}
\]

\[
v_{k+1} \text{ updates based on sensor measurement}, \tag{25g}
\]

where \( \epsilon_p, \epsilon_q \) and \( \epsilon_{\lambda} \) are the positive constant step-sizes for primal and dual updates. The operator \([\cdot]_{\mathcal{X}_k}\) projects onto the feasible set \( \mathcal{X}_k \). The operator \([\cdot]_{\mathbb{R}_+}\) projects onto the non-negative orthant. The above iterations (25) are performed over time for time steps \( k > 0 \) with time-varying updates of the problem formulation (20). Due to the space limitations, we omit the discussions of the convergence performance and tracking capability but it will be demonstrated in the simulation section. Here, we mostly focus on enhancing the connections and exploring the tradeoffs between the DA market results and the RT implementation.

The updates (25) are of a distributed nature and therefore can be implemented in a distributed way. For any \( k > 0 \), the DERs \( i \in \Omega \) update their operational points \( (p_{i,k}, q_{i,k}) \) locally through (25a)–(25b) based on their individual incentives \( \{\alpha_{i,k}, \beta_{i,k}\} \). Note that it is not necessary for DERs to broadcast their own cost functions \( J_{i,k}^{\text{Cost}} \) and operational region \( \mathcal{X}_{i,k} \). Similarly, the topology information of distribution networks \( (R, X) \) and the DA bidding results \( \{E_{\text{DAb}}, E_{\text{DAs}}\} \) are not required for the local computations. The system operators require the set-points of local DERs and RT voltage measurements (25g) to update the dual variables (25c)–(25d) and generate the incentive tariffs (25e)–(25f). Hence, the DSO and local DERs can coordinate effectively and on a fast timescale under this time-varying setup. This enables privacy preservation of DERs and DSO and a minimal communication load to
achieve both network-oriented and DER-oriented objectives. Algorithm 1 below summarizes our proposed online incentive-based market algorithm.

Remark 3. (Interpretation of Incentive signals) The terms in the tariffs defined in (22) can be uniquely assigned to specific incentive goals. The terms that are functions of the dual variables associated with voltage limits, i.e.,

\[
\alpha_k^V = R^T \left( \lambda_k^{RT} - \bar{\lambda}_k^{RT} \right), \quad \beta_k^V = X^T \left( \lambda_k^{RT} - \bar{\lambda}_k^{RT} \right),
\]

incentivize local DERs to contribute to the voltage regulation. The last term of (22a), i.e.,

\[
\alpha_k^{DSO} = \gamma R \nabla_s D_k (p_k | E_k^{RT}),
\]

quantifies how much the DSO encourages/discourages their DERs to adjust the set-points to contribute to the balancing objective. The weighted summation of these two parts leads to the final incentive information in (22) for which the DSO needs to tradeoff the network performance and the RT market response by defining the parameter \( \gamma \).

Algorithm 1 (Online Incentive-based Market Implementation)

Require: [S0] DA bidding decisions \( \{E^{DA_b}, E^{DA_s}\} \). Initialization of set-points of DERs \( \{p_0, q_0\} \), incentive signals \( \{\alpha_0, \beta_0\} \), dual variables \( \{\lambda_0, \bar{\lambda}_0\} \) and voltage profile \( v_0 \).

1: while \( k = 1 : T^{RT} \) do
2: [S1] Network DSO performs the dual updates (25c)-(25d) for voltage regulation.
3: [S2] Network DSO calculates the incentive signals (25c)-(25d) and pass them to local DERs.
4: [S3] Local DERs \( i \in \Omega \) perform updates of power set-points (25a)-(25b)
5: [S4] Local DERs \( i \in \Omega \) implement the power set-points \( \{p_{k+1}, q_{k+1}\} \).
6: [S5] Network DSO collects the voltage magnitude measurement \( v_{k+1} \).

Finally, the decision sequence of the proposed electricity market mechanism can be summarized in the following steps:

1) The DSO attains the forecast samples of PV and demand and determines the available generation capacity and forecast ranges.

2) The DSO determines and submits its hourly aggregated bidding decisions to the DA market for the next day.

3) The market operator clears the DA market.

4) The DSO receives the hourly RT balancing reference from the DA market decision.

5) The DSO attains the PV availability and measures the voltage magnitude (25g) at time \( k \).

6) The DSO performs the dual update (25c)-(25d) at time \( k \).
7) The DSO calculates the incentive signals (25c)-(25d) based on the current voltage profile, PV availability, and the difference between the DA bidding results and the RT aggregated dispatch at time $k$.

8) The DSO sends the incentive signals to DERs at time $k$.

9) The DSO clears the RT market at time $k$.

10) DERs update and implement the set-points of power injections (25a)-(25b) at time $k$.

The above steps 5)-10) are repeated over time until the termination. The flowchart in Fig. 2 visualizes the above decision sequence.

![Flowchart](image)

Figure 2: The decision sequence of the proposed two-stage electricity market mechanism.


4. Numerical Results

In this section, we provide numerical results for the proposed algorithms. First, we study the DA market problem and discuss the results thereof before then demonstrating the workings of the RT balancing mechanism.

4.1. Day-ahead Market Data and Results

The DA biddings of other market participants are assumed to be perfectly forecasted and are modeled as parameters using the DA market supply and demand curves based on the Nord Pool market clearing data of 2018. For each hour the original supply (offering) and demand (bidding) curves consist of up to nearly 1000 blocks. Due to the computational burden, the original supply (offering) and demand (bidding) curves are approximated focusing on the bids and offers near the original market clearing point. The resulting approximated supply and demand curves for each hour consist of a maximum of 79 blocks. The considered DSO is modeled as a new prosumer to the market. In other words, the DSO enters the market by adding its offers and bids to the existing offering and bidding curves. The total Nord Pool system-level bidding and offering quantities, which cover the area of several countries, are scaled to simulate the case for one transmission system.

Balancing market prices are modeled such as to guarantee that the DSO can only sell (purchase) electricity in the balancing market at a price lower (higher) than the DA market price:

\[
p_{\text{BM}^+}(t) = a_1 \cdot (p_{\text{DA}}(t) - p_1),
p_{\text{BM}^-}(t) = a_2 \cdot (p_{\text{DA}}(t) + p_2),
\]

(26)

where \(p_{\text{DA}}(t)\) are the original DA market clearing prices. Constants \(a_1\) and \(a_2\) are set to 0.7 and 1.7, price adjustments \(p_1\) and \(p_2\) are set to 15 EUR/MWh and 20 EUR/MWh, respectively.

The DA forecast error of the PV power output is modeled as a random variable. For each time step, 1000 samples of PV forecast errors \(\delta_t\) are generated randomly under a Gaussian distribution with zero mean and standard deviations \(\sigma\) equaling to 0, 10\% and 20\% of the PV generation capacity. We evaluate the DA bidding decisions under these three different standard deviations of PV forecasts. Note that as the generation outputs are non-negative values and are limited by the PV capacity, unrealistic forecasts that fall out of this range are adjusted to the respective bounds. After replacing the unrealistic forecast samples, the empirical distribution supported by the sampling dataset is no longer a Gaussian distribution. This motivates us to leverage the DRO to make market decisions based on a group of distributions to capture the real unknown data-generated distributions. We assume that the upper and lower bounds of \(\delta\) used to construct the uncertainty set for DRO, the empirical mean, the mean absolute deviation and standard deviation used to build the ambiguity set for DRO are calculated based on the sampled data.

We first validate the effectiveness of the DA model by presenting the DA bidding strategy of the DSO. Then we conduct sensitivity analyses to investigate the impacts of the standard deviations of the day-ahead output forecast errors. Fig. shows the strategic bidding/offering strategy of the DSO for two example time slots. It can be seen that the DSO offers production at the market clearing price and bids for demand at very high market price, so as to maximize the selling price and in times of purchasing satisfying the demand of the distribution system. This is due to the assumptions that the supply of the DSO can be curtailed at cost zero while the demand is enforced to be satisfied for each time step.

21
Figure 3: Aggregated DA market supply curve of rival producers, demand curve, and the DA bidding/offering price-quantity pair of the DSO (i.e., aggregator) marked as red of the market for two example time slots: the top figure shows the case when the DSO acts as a net supplier and submits supply offers into the market, while the bottom figure shows the case when the DSO acts as a net consumer and submits demand bids into the market.

To investigate how the day-ahead bidding strategies of the DSO are impacted by the variance of the DSO’s generation forecast errors, simulations are carried out using different levels of forecast errors. Fig. 4 shows the resulting DSO’s DA offering/bidding quantities setting the standard deviations of forecast errors as 0, 10% and 20% of the PV generation capacity. It is obvious that in general the DSO offers less to the market with the increasing standard deviation, as the worst distribution of the forecast errors worsens. However, exceptions can be observed for hours around 12 PM, when the DA market offering quantities with the standard deviation equaling 10% or 20% are higher than the offering quantity under zero standard deviation i.e. the forecasted net generation. This is likely due to the fact that 1) as the generation is high during these hours, with the increasing standard deviation the forecast errors after adjustment are more limited compared to the rest of the hours; 2) the DA prices of these hours are relatively higher, resulting in less penalty for negative imbalances according to equation (26), i.e. a lower ratio of the negative imbalance price to the corresponding DA price compared to other hours of the day.

The dispatched DA bidding/offering quantities with different risk aversion settings now serve as inputs to the RT market, whose results are illustrated in the following section.
4.2. Real-time Market Results

After the dispatched DA supply/demand quantities have been decided in the wholesale market, we here demonstrate the proposed RT balancing market for the considered DSO of a distribution network with multiple local DERs. The considered network is a modified IEEE-37 node test feeder: the parameters of the network, such as line impedances and shunt admittances, are taken from [44]. Fig. 5 gives the single phase equivalent of the modified network with high penetration of distributed PV systems, i.e., we place 18 PV systems in the network and their locations are marked by black boxes. Their available power is proportional to the irradiance data with 5-second granularity taken from [45], i.e., $\Delta T_{RT} = 5$ seconds. The original load profiles are replaced by real measurements (in 5-second resolution) from feeders in Anatolia, California, during the week of August, 2012 provided in [46]. The ratings of the inverters are 200 kVA, except for the inverter at node 3 which is 340 kVA, and at nodes 15 and 16 which are 200 kVA. The cost functions of DERs are defined as $J^\text{Cost}_{i,k} = a_{i,k}(p_{i,k} - p_{PV}^i)^2 + b_{i,k}q_{i,k}^2$, which minimizes the deviation of the active power set-point $p_{i,k}$ from the PV maximum available power $p_{PV}^i$ and the costs of reactive power generation. The cost function parameters are set to $a_{i,k} = 3$ and $b_{i,k} = 1$, $\forall i \in \Omega$. The voltage limits $v$ and $\bar{v}$ are 0.95 p.u. and 1.045 p.u., respectively.

The DA market outcomes from the previous section are used as an input to the RT market and we investigate the implications of the different standard deviations also discussed in Section 4.1. We then apply our RT market framework with the goal to minimize the deviations of the RT aggregated dispatch from the DA-ahead dispatch decisions. The default voltage of the system, i.e., without any control, is given in Fig. 6. The aggregated PV generation and loads are shown in Fig. 7. Due to high PV penetrations, an overvoltage
situation can emerge during the peak of solar production.

![IEEE 37-node test feeders with 18 PV systems.](image)

Fig. 5 visualizes the resulting time-varying RT incentive signals $\alpha^\text{DSO}_k$ related to the network-oriented objective for different standard deviations of the DA solar forecasts. As the standard deviation increases from $\sigma = 0$, i.e., perfect foresight, to higher values, it can be readily seen that as variations of PV forecasts $\sigma$ increase, the fluctuation of the DA purchase/selling increase as well. The online framework enables to counter larger standard deviations by generating larger incentive signals to encourage/discourage DERs’ power injections. Notice that more conservative DA decisions (i.e., for larger $\sigma$) lead to more aggressive incentive signals for compensating the forecast errors of PV generations.

Fig. 8 and Fig. 10 show the aggregated (for balancing and voltage regulation tasks) incentive signals $\alpha_k$ for weight factors $\gamma$ equal to 5 and 10, respectively, under the uncertainty realization, $\sigma = 0.2$. As $\gamma$ increases, the imbalance objective is emphasized. As a result, the signals for market balancing $\alpha^\text{DSO}_k$ dominates the overall incentive signal compared to the incentive signals for the voltage regulation $\alpha^V_k$. These parameters offer distribution system operators explicit tuning knobs to systematically design the RT market mechanism to achieve a certain network performance. Fig. 11 gives the voltages for the case of $\gamma = 30$ and $\sigma = 0.2$ indicating that voltage violations are avoided. The overvoltage has been successfully resolved under other settings of parameters, i.e., $\gamma$ and $\sigma$. In summary, we conclude that the proposed electricity market design is able to systematically consider and timely track the variations inherent to renewables in the DA wholesale market and local RT balancing market, respectively. The benefits of having a two-stage market framework can be observed in the successful trade-offs between the renewable forecast errors, network-oriented and customer-oriented objectives, while satisfying the network voltage constraints.

5. Conclusions

A two-stage electricity market framework is proposed in this paper. The uncertainties from DERs are handled by different optimization techniques for the different time scales. In the DA market, the bidding strategies of the aggregated DERs are optimized based on the sampled forecasting dataset via distributionally robust optimization. The controllable conservativeness of market decisions enables the TSO to operate the system taking into account different levels of risk aversion. Computational efficiency is achieved by leveraging
the linear decision rule to reformulate the original bi-level problem. In the RT market, the proposed algorithm uses optimal dynamic tariffs to guide the DERs to achieve the DA decision. Note that the incentive signals show the nature of stochasticity so as to cope with large renewable variations and yet guarantee fulfilling the voltage constraints. For future work, as the generation suppliers are shifting from transmission systems to distribution networks, an interesting extension of this work is to consider the proposed market mechanism with a view on energy planning, i.e., how the proposed market mechanism could be supported by or contribute to the design of long-range market policies that foster the energy transition and help guide the regional utilities with a high penetration of DERs.
Figure 8: Comparison on incentive signal $\alpha_{DSO,t}$ for the marking balancing at node 4, i.e., $\gamma = 0.2$.

Figure 9: RT incentive signals $\alpha_k$ (i.e., voltage regulation & balancing market) for all nodes with $\gamma = 5$ and $\sigma = 0.2$. 
Figure 10: RT incentive signals $\alpha_k$ (i.e., voltage regulation & balancing market) for all nodes with $\gamma = 30$ and $\sigma = 0.2$.

Figure 11: RT controlled voltage trajectories with $\gamma = 30$ and $\sigma = 0.2$.

References

[1] B. Kroposki, A. Bernstein, J. King, D. Vaidhynathan, X. Zhou, C.-Y. Chang, E. Dall’Anese, Autonomous energy grids: Controlling the future grid with large amounts of distributed energy resources, IEEE Power and Energy Magazine 18 (6) (2020) 37–46.

[2] L. Exizidis, J. Kazempour, A. Papakonstantinou, P. Pinson, Z. De Greve, F. Vallée, Incentive-compatibility in a two-stage stochastic electricity market with high wind power penetration, IEEE Transactions on Power Systems 34 (4) (2019) 2846–2858.

[3] Y. Dvorkin, A chance-constrained stochastic electricity market, IEEE Transactions on Power Systems 35 (4) (2019) 2993–3003.

[4] J. M. Morales, A. J. Conejo, H. Madsen, P. Pinson, M. Zugno, Integrating renewables in
electricity markets: operational problems, Vol. 205, Springer Science & Business Media, 2013.

[5] A. Picciariello, J. Reneses, P. Frias, L. Söder, Distributed generation and distribution pricing: Why do we need new tariff design methodologies, Electric Power Systems Research 119 (2015) 370–376.

[6] M. F. Zia, M. Benbouzid, E. Elbouchikhi, S. Muyeen, K. Techato, J. M. Guerrero, Microgrid transactive energy: review, architectures, distributed ledger technologies, and market analysis, IEEE Access 8 (2020) 19410–19432.

[7] M. Ansarin, Y. Ghiassi-Farokhfal, W. Ketter, J. Collins, The economic consequences of electricity tariff design in a renewable energy era, Applied Energy 275 (2020) 115317.

[8] G. Dutta, K. Mitra, A literature review on dynamic pricing of electricity, Journal of the Operational Research Society 68 (10) (2017) 1131–1145.

[9] X. Yan, Y. Ozturk, Z. Hu, Y. Song, A review on price-driven residential demand response, Renewable and Sustainable Energy Reviews 96 (2018) 411–419.

[10] H. Zhong, L. Xie, Q. Xia, Coupon incentive-based demand response: theory and case study, IEEE Transactions on Power Systems 28 (2) (2012) 1266–1276.

[11] R. Passey, N. Haghdadi, A. Bruce, I. MacGill, Designing more cost reflective electricity network tariffs with demand charges, Energy Policy 109 (2017) 642–649.

[12] C. Eid, P. Codani, Y. Perez, J. Reneses, R. Hakvoort, Managing electric flexibility from distributed energy resources: A review of incentives for market design, Renewable and Sustainable Energy Reviews 64 (2016) 237–247.

[13] N. Li, A market mechanism for electric distribution networks, in: IEEE Conference on Decision and Control, 2015, pp. 2276–2282.

[14] Z. Guo, P. Pinson, S. Chen, Q. Yang, Z. Yang, Online optimization for real-time peer-to-peer electricity market mechanisms, IEEE Transactions on Smart Grid (2021).

[15] Y. Chen, C. Zhao, Peer-to-peer energy sharing: A new business model towards a low-carbon future, arXiv preprint arXiv:2108.04057.

[16] M. A. Mirzaei, M. Hemmati, K. Zare, M. Abapour, B. Mohammadi-Ivatloo, M. Marzband, A. Anvari-Moghaddam, A novel hybrid two-stage framework for flexible bidding strategy of reconfigurable micro-grid in day-ahead and real-time markets, International Journal of Electrical Power & Energy Systems 123 (2020) 106293.

[17] H. Yang, S. Zhang, J. Qiu, D. Qiu, M. Lai, Z. Dong, CVaR-constrained optimal bidding of electric vehicle aggregators in day-ahead and real-time markets, IEEE Transactions on Industrial Informatics 13 (5) (2017) 2555–2565.
[18] M. Rahimiyan, L. Baringo, Strategic bidding for a virtual power plant in the day-ahead and real-time markets: A price-taker robust optimization approach, IEEE Transactions on Power Systems 31 (4) (2015) 2676–2687.

[19] D. Krishnamurthy, C. Uckun, Z. Zhou, P. R. Thimmapuram, A. Botterud, Energy storage arbitrage under day-ahead and real-time price uncertainty, IEEE Transactions on Power Systems 33 (1) (2017) 84–93.

[20] S. S. Reddy, P. Bijwe, A. R. Abhyankar, Optimal posturing in day-ahead market clearing for uncertainties considering anticipated real-time adjustment costs, IEEE Systems Journal 9 (1) (2013) 177–190.

[21] J. Zhang, Q. Zhang, Stackelberg game for utility-based cooperative cognitive radio networks, in: the 10th ACM International Symposium on Mobile ad hoc Networking and Computing, 2009.

[22] J. Fortuny-Amat, B. McCarl, A representation and economic interpretation of a two-level programming problem, Journal of the operational Research Society (1981).

[23] H. Pandžić, J. M. Morales, A. J. Conejo, I. Kuzle, Offering model for a virtual power plant based on stochastic programming, Applied Energy 105 (2013) 282–292.

[24] Z. Liang, Y. Guo, Robust optimization based bidding strategy for virtual power plants in electricity markets, in: IEEE Power and Energy Society General Meeting, 2016, pp. 1–5.

[25] M. Rahimiyan, L. Baringo, Strategic bidding for a virtual power plant in the day-ahead and real-time markets: A price-taker robust optimization approach, in: IEEE Transactions on Power Systems, Vol. 31, 2016, pp. 2676–2687.

[26] H.E.Scarf, A min-max solution of an inventory problem, Studies in the Mathematical Theory of Inventory and Production (1958) 201–209.

[27] A. Shapiro, On duality theory of conic linear problems. Semi-Infinite Programming, Springer US, 2001.

[28] A. Ben-Tal, A. Goryashko, E. Guslitzer, A. Nemirovski, Adjustable robust solutions of uncertain linear programs, Mathematical Programming 99 (2) (2004) 351–376.

[29] J. Goh, M. Sim, Distributionally robust optimization and its tractable approximations, Operations Research 58 (4) (2010) 902–917.

[30] W. Wiesemann, D. Kuhn, M. Sim, Distributionally robust convex optimization, Operations Research 62 (6) (2014) 1358–1376.

[31] S. Bolognani, F. Dörfler, Fast power system analysis via implicit linearization of the power flow manifold, in: Annual Allerton Conference on Communication, Control, and Computing, 2015, pp. 402–409.
[32] M. E. Baran, F. F. Wu, Network reconfiguration in distribution systems for loss reduction and load balancing, IEEE Transactions on Power Delivery 4 (2) (1989) 1401–1407.

[33] S. S. Guggilam, E. Dall’Anese, Y. C. Chen, S. V. Dhople, G. B. Giannakis, Scalable optimization methods for distribution networks with high pv integration, IEEE Transactions on Smart Grid 7 (4) (2016) 2061–2070.

[34] K. Christakou, J.-Y. LeBoudec, M. Paolone, D.-C. Tomozei, Efficient computation of sensitivity coefficients of node voltages and line currents in unbalanced radial electrical distribution networks, IEEE Transactions on Smart Grid 4 (2) (2013) 741–750.

[35] A. Bernstein, E. Dall’Anese, Linear power-flow models in multiphase distribution networks, in: IEEE PES Innovative Smart Grid Technologies Conference Europe, 2017, pp. 1–6.

[36] S. V. Dhople, S. S. Guggilam, Y. C. Chen, Linear approximations to AC power flow in rectangular coordinates, in: Annual Allerton Conference on Communication, Control, and Computing, 2015.

[37] E. Dall’Anese, A. Simonetto, Optimal power flow pursuit, IEEE Transactions on Smart Grid 9 (2) (2016) 942–952.

[38] Y. Tang, K. Dvijotham, S. Low, Real-time optimal power flow, IEEE Transactions on Smart Grid 8 (6) (2017) 2963–2973.

[39] A. Bernstein, L. Reyes-Chamorro, J.-Y. Le Boudec, M. Paolone, A composable method for real-time control of active distribution networks with explicit power setpoints, Part I: Framework, Electric Power Systems Research 125 (2015) 254–264.

[40] L. Gan, S. H. Low, An online gradient algorithm for optimal power flow on radial networks, IEEE Journal on Selected Areas in Communications 34 (3) (2016) 625–638.

[41] A. Bernstein, N. J. Bouman, J.-Y. L. Boudec, Design of resource agents with guaranteed tracking properties for real-time control of electrical grids, arXiv preprint arXiv:1511.08628 (2015).

[42] X. Zhou, E. Dall’Anese, L. Chen, A. Simonetto, An incentive-based online optimization framework for distribution grids, IEEE Transactions on Automatic Control 63 (7) (2017) 2019–2031.

[43] J. Koshal, A. Nedić, U. V. Shanbhag, Multiuser optimization: Distributed algorithms and error analysis, SIAM Journal on Optimization 21 (3) (2011) 1046–1081.

[44] R. D. Zimmerman, Matpower 4.0 b4 user’s manual, Power Syst Eng Res Cent (2010) 1–105.

[45] National solar radiation databased (NSRDB) (2014). URL https://nsrdb.nrel.gov/current-version#psm
[46] J. Bank, J. Hambrick, Development of a high resolution, real time, distribution-level metering system and associated visualization, modeling, and data analysis functions, Tech. rep., National Renewable Energy Laboratory (NREL), Golden, CO. (2013).