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Abstract

Recent literature has focused on realized volatility models to predict financial risk. This paper studies the benefit of explicitly modeling jumps in this class of models for value at risk (VaR) prediction. Several popular realized volatility models are compared in terms of their VaR forecasting performances through a Monte carlo study and an analysis based on empirical data of eight Chinese stocks. The results suggest that careful modeling of jumps in realized volatility models can largely improve VaR prediction, especially for emerging markets where jumps play a stronger role than those in developed markets.
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1 Introduction

The rapid growth of trading activity and financial instability in recent years has led to an expansion in risk management interest and capability. Value-at-Risk (VaR), which refers to an asset or a portfolio’s maximum loss over a fixed time horizon with a given probability, has become established as the most commonly used measure of risk exposure. In light of the practical relevance of the VaR concept, the need for reliable VaR estimation and prediction strategies arises.\(^1\)

The methodology on VaR estimation can be loosely divided into non-parametric simulation and parametric model-based calculation. The current study contributes to the parametric group. Rather than using a simulation, we assume that asset returns \(r_t\) belong to a location-scale family of probability distributions

\[
r_t = u_t + \sigma_t z_t,
\]

where \(u_t\) is the conditional mean, \(\sigma_t\) is the conditional variance and the innovation process \(z_t\) has an assumed distribution with zero mean and unit variance. Consequently, VaR with probability \(\alpha\) is calculated as the \(\alpha\)-quantile of empirical distribution of returns using \(\text{VaR}_t = u_t + \sigma_t Q_{\alpha}(z)\). There are three determinant inputs for the VaR calculation. Firstly, the calculation relies on the assumed asset return distribution. Different distributions lead to different quantiles given that other parameters are constant.\(^2\) Additionally, as the location (\(\mu_t\)) and the scale (\(\sigma_t\)) of return distributions are changing over time, mean and volatility forecasting can significantly influence the accuracy of VaR forecasting. Researchers have uniformly used Autoregressive Moving Average (ARMA) models to capture dynamic persistence of the mean component in the literature. The controversy lies in volatility modeling and forecasting.

The RiskMetrics model is regarded as a benchmark volatility forecasting model in VaR prediction since it is developed in 1994 by J.P Morgan. However, it is widely documented that the assumptions in this model, such as a normal return distribution and short memory conditional variance, are violated in empirical situations. The empirical return distributions of financial assets have “fat tails” (leptokurtosis) and exhibit volatility clustering, leverage effects or volatility feedback, long range dependence, as well as jumps. Some studies have extended the RiskMetrics model by explicitly accounting for long memory and asymmetry in volatility, and reported improvements in VaR prediction (see So and Yu, 2006, Giot and Laurent, 2004, and Härdle and Mungo, 2008). However, these improved models are not yet able to fully describe fat tail

---

\(^1\)Although VaR has been regarded as not being a coherent measure of risk (see Artzner et al, 1997), it has retained its popularity in industry practice because of its simple statistical definition and easy practical calculation.

\(^2\)A variety of distributions are applied in financial risk management, including the standard normal, Student-t, generalized error distribution (GED), and Skewed Student-t distribution.
behavior observed in actual return series due to the ignorance of jumps.

VaR is essentially a tail point of the asset return distribution, and hence the predictive ability of a VaR model largely depends on how much of the extreme tail behavior of asset returns has been captured by the model. As extreme movements of asset prices, jumps form an important constituent of asset return tail distributions. It is hardly surprising that ignoring jumps will lower the quality of a VaR model and result in underestimating downside risk. Duffie and Pan (2001) incorporate jumps into a stochastic volatility model by employing a multi-factor jump-diffusion process. Maheu and McCurdy (2004) develop a mixed GARCH-Jump model that allows for time-variation and clustering in jump intensity. Chiu et al (2005) find that these models that allow for jumps are superior to the traditional RiskMetrics model in VaR prediction. With the widespread availability of intraday high-frequency data on financial markets, the notion of realized volatility (RV), formally introduced by Andersen and Bollerslev (1998), along with the bi-power variation and jump measures developed by Barndorff-Nielsen and Shephard (2004, 2006), open up a new door to model volatility with jump dynamics. It is hence interesting to investigate whether modeling jumps in realized volatilities can be applied into the risk management in practice.

In general, this paper has two objectives. Firstly, it examines whether a realized volatility model that accounts for jump dynamics as an input towards VaR calculation will improve the accuracy of risk forecasting. Several realized volatility models, including ones which treat realize volatility as a single variable and the others which separately incorporate jumps and continuous sample path into the model, are compared in terms of their VaR forecasting performance by using Monte carlo simulation. Secondly, this paper studies jump patterns in an emerging market, whereas most of the existing work related to jumps concentrates on developed financial markets. It is well-known that stock returns in emerging markets exhibit different characteristics, such as higher volatility, fatter tails, more sudden shifts, and greater predictability. Therefore, jumps in emerging markets are likely to be more frequent, and the ways in which they affect volatility and VaR measures are also likely to differ from developed markets. I use intraday data of eight individual stocks from the Chinese mainland stock market to study jump patterns in this emerging market, and assess how these jumps affect VaR measurement. In addition, a study on a particular market, in this case the Chinese stock market, will be useful for those who wish to invest in this market.

The organization of this article is as follows. Descriptions of four mostly used realized volatility models are provided in Section 2, and VaR forecasting and backtesting procedures are described in Section 3. The set-up
and results of the Monte Carlo simulation study are reported in Section 4. The Chinese data description and empirical analysis are presented in Section 5. A conclusion is offered in Section 6.

2 Realized Volatility Models

In line with the promotion of the realized volatility concept, a large number of papers discuss the importance of jumps in realized volatility series and develop models to describe it. This section introduces the procedure of extracting jumps from realized volatility, and presents several popular and commonly used realized volatility models with or without jump components.

2.1 Realized Volatility Decomposition

We assume that the scalar logarithm of the asset price within the active part of the trading day evolves in continuous time as a standard jump-diffusion process

\[ dp_s = \mu(s)ds + \sigma(s)dw(s) + \kappa(s)dq(s), \]

where \( \mu(s) \) denotes the drift term with a continuous and locally bounded variation, \( \sigma(s) \) is a strictly positive spot volatility process, \( w(s) \) is a standard Brownian motion and \( \kappa(s)dq(s) \) refers to the pure jump part, where \( dq(s) = 1 \) if there is a jump at time \( s \) and 0 otherwise, and \( k(s) \) is the size of jump. The corresponding discrete-time within-day geometric return is denoted by

\[ r_{tj} = \frac{p_{t-1+j/M} - p_{t-1+(j-1)/M}}{1 - p_{t-1+(j-1)/M}}, \quad j = 1, 2, \ldots, M, \]

where \( M \) refers to the number of intraday equally spaced return observations over the trading day \( t \), which depends on the sampling frequency. As such, the daily return of the active part of the trading day has \( r_t = \sum_{j=1}^{M} r_{tj} \). Realized volatility (RV) is defined by the sum of the intraday squared returns as \( RV_t = \sum_{j=1}^{M} r_{tj}^2 \). As noted in Andersen and Bollerslev (1998), Comte and Renault (1998), Andersen et al (2003), and Barndoff-Nielsen and Shephard (2002a, 2002b), RV is a consistent estimator of quadratic variation of a standard jump-diffusion process, which includes both continuous integrated volatility and the sum of squared discontinuous jumps.
In order to disentangle the continuous and jump components, we need a consistent estimator of integrated volatility which is robust even in the presence of jumps. Barndorff-Nielsen and Shephard (2004, 2006) propose realized bi-power variation (RBV), defined as the sum of the product of adjacent absolute intraday returns standardised by a constant, to consistently estimate integrated volatility. That is

\[ RBV_t = \mu_1^{-2} \left( \frac{M}{M-2} \right) \sum_{j=3}^{M} |r_{t_j}| |r_{t_{j-2}}| \to \int_{t-1}^{t} \sigma^2(s) ds, \]

(3)

where \( \mu_1 = \sqrt{2/\Pi} \approx 0.79788 \) is the expected absolute value of a standard normal random variable. Relative to the original measure considered in Barndorff-Nielsen and Shephard (2004), the bi-power variation measure defined above involves an additional stagger value (see Huang and Tauchen, 2005) to correct market microstructure bias. The difference between realized variance and realized bi-power variation consistently estimates the part of quadratic variation due to jumps as

\[ J_t = RV_t - RBV_t \to \sum_{t-1<s<t} \kappa^2(s). \]

(4)

Here we use a jump detection test to select statistically significant jumps.\(^3\) Under the null hypothesis of no jumps, the test statistic is defined as

\[ JS_t = \frac{RV_t - RBV_t}{\sqrt{(\mu_1^{-4} + 2\mu_1^{-2} - 5)\max\{1, \frac{TQ_t}{RBV_t}\}}} \to N(0,1), \]

(5)

where \( TQ_t \) is the realized tri-power quarticity which is estimated by

\[ TQ_t = \Delta^{-1} \mu_{4/3}^{-3} \sum |r_{t_j}|^{4/3} |r_{t_{j-2}}|^{4/3} |r_{t_{j-4}}|^{4/3} \to \int_{t-1}^{t} \sigma^4(s) ds, \]

(6)

where \( \Delta = 1/M. \)

Therefore, non-parametric measures of the jump component and the continuous component of the logarithm price process respectively are

\[ C'_t = I(JS_t \leq \Phi_a) \times RV_t + I(JS_t > \Phi_a) \times RBV_t, \]

(7)

\(^3\)See Barndorff-Nielsen and Shephard (2006), and Huang and Tauchen (2005) for more details about this test.
and

\[ J'_t = I(JS_t > \Phi_\alpha) \times (RV_t - RBV_t), \]  

(8)

where \( I(.) \) denotes the indicator function and \( \Phi_\alpha \) refers to the appropriate critical value from the standard normal distribution.

### 2.2 The Autoregressive Moving Average (ARMA) Model

The empirical findings suggest that the logarithm of realized volatility is approximately normal and it appears to be a long-memory process. To deal with this, Andersen et al (2003) propose the use of an Autoregressive Fractionally Integrated Moving Average Model (ARFIMA) developed initially by Granger (1980), to estimate and forecast realized volatility. However, the estimation of ARFIMA models is non-trivial. As Pong et al (2004) and Gallant et al (1999) consider an ARMA(2,1) model as a simple alternative to the long memory ARFIMA model, \(^4\) the first realized volatility model I considered here is an ARMA (2,1) model of the logarithm of realized volatility \((RV_t)\), which is written as

\[ \Phi(L)(\log(RV_t) - \mu) = \Theta(L)\epsilon_t, \]  

(9)

where \( \Phi(L) = 1 - \phi_1 L - \phi_2 L^2 \) is the AR polynomial and \( \Theta(L) = 1 + \theta_1 L \) is the MA polynomial.

### 2.3 The Heterogeneous Autoregressive Realized Volatility (HAR) Model

Heterogeneous Autoregressive Realized Volatility (HAR) Model proposed by Corsi (2009) is an alternative way to describe long memory property of realized volatility. Unlike the ARMA model that has little theoretical motivation, the basic idea behind the HAR model relies on the “Heterogeneous Market Hypothesis”.\(^5\) It suggests that the financial market consists of participants with a range of time horizons, which cause different types of volatility components. By assuming that market dynamics are completely determined by the behavior of the participants, current realized volatility and the expectations of volatility over longer

\(^4\)The special lag structure in the ARMA (2,1) model is related to the fact that the sum of two AR(1) processes gives an ARMA (2,1) process, and an ARMA (2,1) can be interpreted as a component model with a transitory AR(1) component and permanent AR(1) component (see Hamilton, 1994, and Gallant et al, 1999).

\(^5\)See Müller et al (1997) for further details on this hypothesis.
horizons can effectively form volatility expectations for the next period. Therefore, the corresponding model for the logarithm of realized volatility is specified as a component model that contains a daily, weekly and monthly logarithm of realized volatility component, and it takes the form as

\[ \log(RV^d_t) = \alpha_0 + \alpha_1 \log(RV^d_{t-1}) + \alpha_2 \log(RV^w_{t-1}) + \alpha_3 \log(RV^m_{t-1}) + \varepsilon_t, \]  

(10)

where \( \log(RV^d_t) \) denotes the logarithm of daily realized volatility, \( \log(RV^w_{t-1}) = \frac{1}{5} \sum_1^5 \log(RV_{t-i}) \) is the logarithm of weekly realized volatility and \( \log(RV^m_{t-1}) = \frac{1}{22} \sum_1^{22} \log(RV_{t-i}) \) represents the logarithm of monthly realized volatility. Like the ARMA (2,1), the HAR model is parsimonious and easily estimated.

2.4 The HAR-RV-CJ Model

In the above two models, realized volatility is treated as a single variable. As many asset prices are best described by a combination of a smooth and very slowly mean-reverting continuous sample path process and a much less persistent jump component, as well as the theory relating to the decomposition of realized volatility into continuous and jump components has been well developed now, Andersen et al (2007) proposed a new HAR-RV-CJ model which explicitly allows for jumps in the realized volatility modeling. In contrast with the above two models, the HAR-RV-CJ model separately incorporates jumps and the continuous sample path of the asset price as two explanatory variables for realized volatility as

\[ \log(RV)_{t+1} = \beta_0 + \beta_{CD} \log(C_t) + \beta_{CW} \log(C_{t-5,t}) + \beta_{CM} \log(C_{t-22,t}) \]

\[ + \beta_{JD} \log(J_t + 1) + \beta_{JW} \log(J_{t-5,t} + 1) + \beta_{JM} \log(J_{t-22,t} + 1) + \varepsilon_t, \]  

(11)

where \( \log(C_{t-5,t}) = \frac{1}{5} \sum_1^5 \log(C_{t-i}) \) and \( \log(C_{t-22,t}) = \frac{1}{22} \sum_1^{22} \log(C_{t-i}) \) denote the logarithm of weekly continuous component and the logarithm of monthly continuous component respectively. \( \log(J_{t-5,t} + 1) = \frac{1}{5} \sum_1^5 \log(J_{t-i} + 1) \) and \( \log(J_{t-22,t} + 1) = \frac{1}{22} \sum_1^{22} \log(J_{t-i} + 1) \) denote the logarithm of weekly jump component and the logarithm of monthly jump component respectively. As there are zero observations in jumps, and \( \log(0) \) is undefined, we use \( \log(J_t + 1) \) to ensure a well defined measure that equals zero, when jumps are zero. The separation strategy introduced by this model significantly improves the out-of-sample volatility forecast.
2.5 The HAR-CJN Model

Following the line of separately considering jumps and continuous sample path in the realized volatility models, Andersen et al (2010) propose another model, which is referred to as HAR-CJN model, to account for jump dynamics. This model decomposes the total daily return variability into the continuous sample path variance, the variation arising from discontinuous jumps and the overnight return variance, and then model and forecast each component respectively. The HAR-CJN model is actually composed of four separate models, including the HAR-C model for the continuous sample path, the ACH model for the probability of jump occurrence, the HAR-J model for the squared jump size and the GARCH-t model for overnight returns. My current study only focusses on the first three models, and leave modeling of the overnight returns for further research. Like realized volatility models, the HAR-CJN model is able to effectively incorporate intraday data into a reduced form for daily returns. Meanwhile, the HAR-CJN model can approximate long memory well by simply adding together volatility components for different time horizons. Innovatively, the HAR-CJN model attempts to capture the predictability of jumps and the dynamic persistence of jump intensity and jump size by combining the Autoregressive Conditional Hazard (ACH) model and a log-linear model with GARCH errors.

2.5.1 HAR-C Model for Continuous Sample Path Variation

Andersen et al (2010) apply the Heterogeneous Autoregressive Model proposed by Corsi (2009) to the continuous sample path for capturing its long memory dynamic dependencies. The HAR-C model is specified as

\[
\log(C'_{t+1}) = \beta_0 + \beta_{CD} \log(C'_{t}) + \beta_{CW} \log(C'_{t-5,t}) + \beta_{CM} \log(C'_{t-22,t})
\]

\[
+ \beta_{JD} \log(J'_{t} + 1) + \beta_{JW} \log(J'_{t-5,t} + 1) + \beta_{JM} \log(C'_{t-22,t} + 1) + \varepsilon_{t+1,C}, \quad (12)
\]

where \(C'_{t-h,t} \equiv h^{-1}[C'_{t-h+1} + C'_{t-h+2} + ... + C'_{t}] \) and \(J'_{t-h,t} \equiv h^{-1}[J'_{t-h+1} + J'_{t-h+2} + ... + J'_{t}] \). We work with the logarithm of the continuous sample path and jumps rather than their level, due to the fact that the unconditional distribution of the logarithm of realized volatility is closer to a normal distribution. Furthermore, by using the exponentiation of \(\log(C'_{t+1})\), we can ensure that the implied continuous variation is always positive. Since \(\log(0)\) is undefined, we use \(\log(J'_{t} + 1)\) to ensure a well defined measure that equals
zero, when jumps are zero. Time-varying volatility-of-volatility has been documented in numerous papers, and hence there is no reason to neglect it in the context of realized volatility. A conditionally t-distributed GARCH error structure therefore appears in the above model as

$$
\varepsilon_{t+1,C} = \sigma_{t+1,C} \times \sqrt{\frac{\nu - 2}{\nu}} \times z_{t+1,C}, \quad z_{t+1,C} \sim t(\nu),
$$

$$
\sigma^2_{t+1,C} = \omega_C + \alpha_{1,C} \varepsilon_{t,C}^2 + \beta_{1,C} \sigma^2_{t,C}.
$$

(13)

### 2.5.2 ACH Model and HAR-J Model for Jump Variation

The models for jump variation are composed of two parts: a model for the probability of jumps coupled with a model for the squared jump sizes. The Autoregressive Conditional Duration (ACD) Model proposed by Engle and Russell (1998) is a standard way to model the dynamics of variables that are observed at irregular times. Jumps arrive at irregularly spaced time intervals, and their duration is ideally suited to be modeled by an ACD model. However, the ACD model only updates the conditional expected durations on days when jumps arrive. From a forecasting perspective, it is desirable to continuously incorporate new information as it becomes available. The Autoregressive Conditional Hazard (ACH) Model of Hamilton and Jorda (2002) was explicitly designed for this purpose.\(^6\)

Consider a counting process \(N(t)\) representing the number of jump days that have occurred up until day \(t\), with the hazard rate of jump occurrence naturally defined as

$$
h_t = \Pr[N(t) \neq N(t - 1)|F_{t-1}],
$$

(14)

where \(F_{t-1}\) is the available information set up to day \(t - 1\). The simple ACH (1,1) model, which is actually an intensity model, without any information updating between jump days is

$$
h_t = \frac{1}{\psi_{N(t)-1}},
$$

(15)

with

$$
\psi_{N(t)} = \omega + \alpha_1 d_{N(t)-1} + \beta_1 \psi_{N(t)-1}.
$$

\(^6\)Details of the ACD and ACH frameworks are explained in Engle and Russell (1998), and Hamilton and Jorda (2002).
where $d_{N(t)-1}$ is the actual duration, which is the length of time between the $N(t) - 2$ and the $N(t) - 1$ jump arrival times, that is, $d_{N(t)-1} = t_{N(t)-1} - t_{N(t)-2}$. The expected duration is a weighted average of the last actual duration $d_{N(t)-1}$ and the last expected duration $\psi_{N(t)-1}$.

The augmented ACH (1,1) is designed to update conditional expected durations further by a set of exogenous variables as

$$h_t = \frac{1}{\psi_t},$$
$$\psi_t = \omega + \alpha_1 d_{N(t)-1} + \beta_1 \psi_{t-1} + \delta z_{t-1},$$

where $\delta z_{t-1}$ accommodates new information which could significantly influence the hazard rate, such as the latest macroeconomics announcement or company earnings report. The augmented ACH model establishes a natural link between ACD models and intensity models by allowing the ACD model to include time-varying covariates that may change during a duration spell.

In terms of the size of the jump, most continuous-time parametric jump diffusion models assume they are i.i.d. distributed through time, but the present framework affords us much greater flexibility to model jump sizes. Following the same basic idea underlying the HAR-C model, Andersen et al (2010) parameterize the conditional jump sizes as a function of the past continuous sample path variations, past jump sizes, as well as raw and expected durations as follows:

$$\log(S_{t(i)}) = \beta_0 + \beta_{CD} \log(C'_{t(i)-1}) + \beta_{CW} \log(C'_{t(i)-5,t(i)}) + \beta_{CM} \log(C'_{t(i)-22,t(i)})$$
$$+ \beta_{SD} \log(S_{t(i)-1}) + \beta_{SW} \log(S_{t(i-5),t(i)}) + \beta_{SM} \log(S_{t(i-22),t(i)}) + \lambda \psi_{t(i)-1} + \gamma d_{t(i)-1},$$  \hspace{1cm} (17)

where $S_{t(i)}$ is the squared jump size and $t(i)$ records the corresponding trading day $t$ in which the $i^{th}$ jump occurs.

Combining the above three models, the forecast of realized volatility can be expressed as

$$RV_{t|t-1} = Var(r_t|\mathcal{F}_{t-1}) = E(C'_t|\mathcal{F}_{t-1}) + E(J'_t|\mathcal{F}_{t-1}),$$  \hspace{1cm} (18)

where $E(C'_t|\mathcal{F}_{t-1})$ represents the conditional mean of the continuous component of volatility calculated from the HAR-C model, and $E(J'_t|\mathcal{F}_{t-1})$ represents the conditional mean of the jump component of volatility,
which can be calculated by

\[
E(J_t^t | \mathcal{F}_{t-1}) = E(S_t | \mathcal{F}_{t-1}, I_t = 1) \cdot P(I_t = 1 | \mathcal{F}_{t-1}) = E(S_t | \mathcal{F}_{t-1}, I_t = 1) \cdot h_t.
\] (19)

\(E(S_t | \mathcal{F}_{t-1}, I_t = 1)\) is the conditional mean of jump size if there is a jump at time \(t\) calculated from the HAR-J model, and \(h_t\) is the conditional probability of the occurrence of a jump at time \(t\) calculated from the ACH model. \(I_t\) is a indicator function which is equal to one if there is jump occurrence at time \(t\), otherwise it is zero. Since the models for \(C_t^t\) and \(S_t\) are formulated in logarithmic terms, the two conditional expectations \(E(C_t^t | \mathcal{F}_{t-1})\) and \(E(S_t | \mathcal{F}_{t-1}, I_t = 1)\) both involve a Jensen’s inequality correction.

3 VaR Forecasting and Backtesting

This section introduces the procedure of VaR forecasting based on the above realized volatility models and backtesting for evaluating VaR forecasts from these models.

3.1 VaR Forecasting

A series of asset returns \((r_t)\) is typically modeled by a location-scale family of probability distributions, as discussed in the introduction. To compute a \(h\)-step-ahead VaR with \(\alpha\) probability for the daily returns \(r_t\), I use conditional realized volatility obtained from the four different models as an input to estimate a return equation. This is

\[
r_t = \mu_t + \sqrt{\sigma_t^2 RV_t | t-h} z_t.
\] (20)

The first parameter needs to be estimated in the above equation is the mean component \(\mu_t\), which can be either fitted as an autoregressive process or treated as a constant. \(\sigma^2\) is an additional parameter to ensure the rescaled innovation process \(z_t\) has a unit variance. According to the distribution assumption, there may be some shape parameters to be estimated. Once the return equation is specified, \(h\)-step-ahead VaR can be calculated as

\[
VaR_{t|t-h} = \mu_{t|t-h} + \sigma_{t|t-h} Q_\alpha(z),
\] (21)

where \(\mu_{t|t-h}\) is the \(h\)-step-ahead forecasting of mean of the distribution of \(r_t\), \(\sigma_{t|t-h}\) is the \(h\)-step-ahead forecasting of standard deviation of the distribution of \(r_t\) (i.e., \(\sqrt{\sigma_t^2 RV_t | t-h}\)), and \(Q_\alpha(z)\) is the \(\alpha\) quantile.
of the assumed distribution of $z$. As the return $r_t$ of my empirical data is not persistent based on their Ljung Box Q-statistics, I set the mean $u_t$ as a constant for simplicity and focus on the forecast of standard deviation $\sigma_t$.

### 3.2 VaR Backtesting

The VaR predictive performances of these model candidates can be assessed by a two-step backtesting framework. This framework is designed to evaluate models by not only examining whether the models are able to produce VaR forecasts appropriately, but also comparing the magnitude of the losses beyond VaR.

In the first stage, I employ the unconditional coverage test (see Kupiec, 1995), independence test (see Christofersen, 1998) and conditional coverage test to monitor the statistical adequacy of the VaR forecasts from these realized volatility models. These tests examine whether the average number of violations is statistically equal to the expected coverage rate and whether these violations are independently distributed. In the second stage, the loss function (see Lopez, 1999) based on another risk measure called Expected Shortfall (ES) is utilized to rank each model’s predictive ability.

#### 3.2.1 First Stage Test

Defining a hit sequence as $H_t = I(r_t < -VaR_t^\alpha)$ and specifying $F_{t-1}$ as the information set up to day $t-1$, it is straightforward to show that an accurate VaR measure at a given level $\alpha$ implies that the hit sequence is identically and independently distributed as a Bernoulli random variable with a hit probability of $\alpha$. In other words, the VaR violations in each period will occur with the correct conditional and unconditional probability. If the hit sequence generated by a model holds those properties, it should pass the unconditional coverage test, independence test and conditional coverage test.

The unconditional coverage test asks whether the observed number of violations is statistically equal to the desired level by testing

$$H_0 : E(H_t) = \alpha$$

against
\[ H_A : E(H_t) \neq \alpha. \]

The likelihood-ratio test statistic is

\[
LR_{uc} = 2 \ln((1 - \frac{N}{T})^{T-N}(\frac{N}{T})^N) - 2 \ln((1 - \alpha)^{T-N}(\alpha)^N),
\]

where \(N\) is the number of days over a period \(T\) in which a violation occurred and \(\alpha\) is the desired coverage rate. Under the null hypothesis, \(LR_{uc} \sim \chi^2_1\) and the model is rejected if it generates too many or too few deviations from the desired violation rate.

An important shortcoming of the unconditional coverage test is that it will accept a model which generates violation clustering if the overall number of violations is close to the desired coverage level. Violation clustering and associated extreme losses incurred in consecutive periods may cause bankruptcy or at least serious financial problems for institutions or individuals. Therefore, Christofersen (1998) proposes a relatively strict criterion in order to simultaneously examine the unconditional coverage rate and the independence of the sequence \(H_t\). Under the null hypothesis, not only is the number of violations statistically equal to the desired coverage rate, but also a violation today has no influence on the probability of a violation tomorrow. Namely, the probability of a hit in the next period does not depend on whether a hit occurred this period.

The alternative hypothesis models the “hit” sequence as a binary first-order Markov chain with a transition probability matrix given by

\[
\Pi = \begin{bmatrix}
1 - \pi_{01} & \pi_{01} \\
1 - \pi_{11} & \pi_{11}
\end{bmatrix}, \text{ with } \pi_{ij} = P(H_t = i|H_{t-1} = j).
\]

The appropriate likelihood ratio test statistic is

\[
LR_{in} = 2 \ln((1 - \pi_{01})^{n_{00}}\pi_{01}^{n_{01}}(1 - \pi_{11})^{n_{10}}\pi_{11}^{n_{11}}) - 2 \ln((1 - \pi_1)^{n_{00} + n_{10}}\pi_1^{n_{01} + n_{11}}),
\]

where \(n_{ij}\) represents the number of transitions from state \(i\) to state \(j\), \(\pi_{ij} = \frac{n_{ij}}{\sum_j n_{ij}}\) denotes the corresponding transition probability from state \(i\) to state \(j\), \(\pi_1\) defines the probability that a hit occurs in the next period whatever state it is in this period, and \(\pi_0\) defines the probability that no hit occurs in the next period.
whatever state it is in this period. Under the null hypothesis that the hitting sequence is independent, $LR_{in} \sim \chi^2_1$ and the model is rejected if it generates violation clustering.

The conditional coverage test combines the above two likelihood ratio statistics to test the joint assumption of unconditional coverage and independence of failures. The test statistic is computed as

$$LR_{cc} = 2 \ln((1 - \pi_{01})^{n_{00}} \pi_{01}^{n_{10}} (1 - \pi_{11})^{n_{10}} \pi_{11}^{n_{11}}) - 2 \ln((1 - \alpha)^{T-N}(\alpha)^{N}).$$

Under the joint null hypotheses that the observed number of violations is statistically equal to the desired level and the probability of violation in each period is independent, $LR_{in} \sim \chi^2_2$ and the model is rejected if it generates too many or too few deviations from the desired violation rate, or if the violations cluster.

### 3.2.2 Second Stage Evaluation

After assessing the statistical adequacy of these model based VaR forecasts, I use Expected Shortfall (ES) based loss function to rank each model’s predictive ability. Given that a VaR violation has occurred, Expected Shortfall (ES) is a probability-weighted average of tail loss, which measures the expected value of the loss.

The two loss functions employed here are:

$$MSE = \frac{1}{K} \sum_{t=T_0}^{T_0+K} (r_{t+h} - E(r_{t+h}|r_{t+h} < VaR_{t+h|t}^\alpha))^2 \times 1[r_{t+h} < VaR_{t+h|t}^\alpha]$$

or

$$MAE = \frac{1}{K} \sum_{t=T_0}^{T_0+K} |r_{t+h} - E(r_{t+h}|r_{t+h} < VaR_{t+h|t}^\alpha)| \times 1[r_{t+h} < VaR_{t+h|t}^\alpha]$$

where $T_0$ is the end of the estimation sample, $K$ is the size of out-of-sample VaR forecasts, and $1[\Lambda]$ is the indicator function of the event $\Lambda$. 
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4 Monte Carlo Simulation Study

4.1 Data Generating Process

A small simulation study is conducted to compare the VaR forecasting performance of the above four realized volatility models, given a variety of underlying asset price process specifications. The various price processes and variations of them considered in the simulation are described below.

The initial asset price is set equal to one and the subsequent log prices of asset \( Y_t = \log(S_t) \) are simulated from a jump-diffusion process as

\[
\frac{dY_t}{dV_t} = (\mu - \kappa(\theta - V_t))dt + \sqrt{V_t} \left( \begin{array}{cc} 1 & 0 \\ \rho \sigma_v & \sqrt{1 - \rho^2} \end{array} \right) \left( \begin{array}{c} dW_1 \\ dW_2 \end{array} \right) + \left( \begin{array}{c} \xi^y dN^y_t \\ \xi^v dN^v_t \end{array} \right),
\]

(22)

where \( W_1 \) and \( W_2 \) are two independent Brownian motion processes, \( V_t \) denotes the volatility of the asset price return at time \( t \) and follows a stochastic process, \( N^y_t \) and \( N^v_t \) are two Poisson processes with constant intensity \( \lambda_y \) and \( \lambda_v \), and \( \xi^y \) and \( \xi^v \) are the jump sizes in returns and volatility, respectively.

This specification nests many of the popular asset price models including (1) When \( \lambda_y \neq 0 \) but \( \lambda_v = 0 \), the above equation reduces to Bates’ (1996) stochastic volatility model with random jumps occurring in the prices (SVJ). Jump sizes are assumed to be normally distributed as \( \xi^y \sim N(\mu_y, \sigma^2_y) \); Essentially, the jump component adds mass to the tail of the return distribution. Increasing \( \sigma_y \) adds tail mass to both tails, while a positive \( \mu_y \) implies relatively less mass in the left tail and vice versa; (2) When volatility is also allowed to jump, but jumps to prices and volatility are arrived independently, that is, \( \lambda_y \) and \( \lambda_v \) are two independent Poisson processes, and neither of them are zero, the above equation represents a stochastic volatility independent jumps (SVIJ) model with jump sizes in the price are normally distributed as \( \xi^y \sim N(\mu_y, \sigma^2_y) \) and jump sizes in the volatility are from an exponential distribution \( \xi^v \sim \exp(\mu_v) \). (3) When jumps in return and volatility are driven by the same Poisson process, \( N^y_t = N^v_t = N_t \), and jump sizes in return and volatility are correlated as \( \xi^v \sim \exp(\mu_v) \) and \( \xi^y|\xi^v \sim N(\mu_y + \rho \xi^v, \sigma^2_y) \), the above equation is referred to as stochastic volatility with correlated jump (SVCJ) model. In SVJ model, large price moves stemming from jumps have no impact on volatility, while the SVCJ specification corrects this shortcoming to allow that price jumps will simultaneously influence both prices and volatility. The added volatility jump component typically add right skewness in the distribution of volatility, and hence, overall fatten the tails of
the return distribution.

Jump intensities are treated as a constant in the above specifications. In the simulation, I also consider a stochastic volatility model with state-dependent or time-varying correlated jumps (SVSCJ) in price and volatility. This model generalizes the SCVJ model described above to allow the jump intensity to depend on its past values or the current volatility. That is,

$$\lambda_t = \alpha_0 + \alpha_1 \lambda_{t-1} + \alpha_2 V_t,$$

where $\lambda_t$ is the intensity of a Possion counting process $N_t^y$ (and $N_t^v$) at time $t$, and $V_t$ is the instantaneous volatility at time $t$. In essence, the SVSCJ model can better describe jump clustering, and allow jumps to be arrived more frequently in high-volatility regimes when $\alpha_2$ is positive. These generalizations are supported by the empirical facts.

The values of the parameters in my simulation for the above processes are reported in Table 1. For all the data generating processes (DGPs), I simulate the time series of asset prices of length $T = 1500$ days with $K = 14400$ seconds per day, and the simulation is replicated by 1000 times. In each replication, I use five-minutes as a sampling frequency to construct the time series of realized volatility, bipower variation and jumps. To assess the VaR forecasting power of all the realized volatility models described in Section 2, I use a rolling window of 500 (or 496) observations to estimate all the models, and obtain out-of-sample one-step-ahead (or five-step-ahead) VaR forecasts with 1% and 5% coverage level. At the end, I have 1000 VaR forecasts from each model, and the VaR violations can be calculated by comparing the 1000 VaR forecasts with the last 1000 daily return observations.

### 4.2 Results

The ideal number of 1% (or 5%) VaR violations is 10 or 50 in each replication. I will analyze the distribution of the number of VaR violations from each model to compare their VaR forecasting performance. As there are 1000 replications, such a distribution of the number of VaR violations will have 1000 points.

Panel A and Panel B in Table 2 and Table 3 respectively report mean and variance of the number of violations over one-step-ahead and five-step-ahead 1% VaR forecasts from each model. In general, under all the DGPs, the VaR forecasts provided by all the models are positively biased. The ARMA-RV model
gives the most biased forecasts with the highest variance, and the HAR-CJN model provides the least biased forecasts with the lowest variance. More importantly, the two realized volatility models (HAR-CJ model and HAR-CJN model) which explicitly model jumps produce less biased and variant VaR forecasts than the other two realized volatility models.

To assess the trade-off between bias and variance, I also employ the Mean Squared Error (MSE) to compare the VaR forecasting performances of these models. For example, the MSE of 1% VaR is defined as

\[ MSE = \frac{1}{1000} \sum_{i=1}^{1000} (X_i - 10)^2, \]

where \(X_i\) is the number of violations in the \(i^{th}\) replication, and 10 is the ideal number of violations for 1% VaR at each replication. Panel C in Table 2 and Table 3 report MSE of one-step-ahead and five-step-ahead 1% VaR forecasts of all the models. It is clear that under all the DGPs, ARMA model and HAR model perform a bit similarly. However, the HAR-CJ model and HAR-CJN model always have the lower MSEs than the other two models. Moreover, when the jump intensity is time-varying and state-dependent, the HAR-CJN model has lower MSEs than the HAR-CJ model, as the jump intensity dynamics are clearly modeled in the former. The similar tendencies are observed at 5% VaR forecasts, and the results associated with this can be provided upon request. These results provide a strong evidence that explicitly modeling jumps in realized volatility model can better describe the tail behavior, and thereby provide better tail point forecast of the asset return distribution.

5 Empirical Analysis

5.1 Data Description

In this section, I compare VaR forecasts of the four realized volatility models by using empirical data. The analysis is based on intraday data of eight individual stocks on the Chinese Stock Exchange.\footnote{There are two official stock exchanges in the Chinese mainland financial market: the Shanghai Stock Exchange (SSE) and the Shenzhen Stock Exchange (SZSE). Three of the stocks in our analysis (SH600085, SH600351 and SH600050) are from SSE, while five of the stocks (SZ000919, SZ000419, SZ000987, SZ000581 and SZ000088) are from SZSE. All eight stocks are A share stocks.} These stocks are from four different industries, and more details are provided in Table 4. The raw transaction prices were obtained from the China Stock Market & Accounting Research (CSMAR) database provided by the
Shenzhen GuoTaiAn Information and Technology Firm (GTA). Trading in the Chinese Stock Exchange is conducted through the electronic consolidated open limit order book (COLOB), and it is carried out in two sessions with a lunch break. The morning session is from 09:30 to 11:30 and the afternoon session is from 13:00 to 15:00. Before the morning session, there is a 10-minute open call auction session from 09:15 to 09:25 to determine the opening price. The afternoon session starts from continuous trading without a call auction. The closing price of the active trading day is generated by taking a weighted average of the trading prices of the final minute. The market is closed on Saturdays and Sundays and other public holidays.

Compared with most Western developed stock markets in the context of institutional setting and trading rules, the Chinese mainland stock market differs in three main ways. First, there is a five-minute break between the periodic auction for the opening price and the normal morning session of continuous trading. In addition, there is a lunch break at mid-day between the morning and afternoon sessions, as in most other Asian stock markets. Second, the Chinese market is a limit order-driven market using electronic trading without market makers. Floor trading between member brokers and short selling is strictly prohibited. A further difference lies in the relatively immature infrastructure that embodies inadequate disclosure, and the co-existence of an inexperienced regulator with a limited number of informed investors and an enormous number of uninformed investors. Given these differences, data from the Chinese mainland stock exchange is expected to provide a picture of an emerging stock market, which contrasts with western markets in interesting ways.

The actual construction of the series needed for our analysis follows the realized volatility decomposition discussed in Section 2.1. I am only concerned with the active trading period, and overnight information is beyond the scope of this study. Paralleling many previous studies, I use five-minute intervals as the sampling frequency to strike a reasonable balance between accurate measure and microstructure noise. Since there are no transaction records in the first 15-minute interval of many trading days, and also to avoid opening effects, my dataset spans 09:45-11:30 and 13:05-15:00 on each working day (excluding weekends, public holidays and firm-specific trading suspensions) from January 2, 2003 to December 27, 2007. My sample excludes some inactive days that contain only a few transactions to avoid complicating the inference.

Firstly, based on the previous-tick method, I calculate five-minute prices from the tick immediately before the five-minute time stamp throughout each trading day. Secondly, I obtain five-minute intraday returns as

---

8There is a trade-off between measurement accuracy and microstructure contamination when using high-frequency data to measure financial volatility. For further details concerning the optimal sampling frequency, see Andersen et al (2007).
the first difference of the logarithmic prices. The open-to-close daily return is naturally defined as the sum of the intraday returns, i.e., \( r_t = \sum_{j=1}^{N} r_{t,j} = \ln(p_{t,j}) - \ln(p_{t,1}) \). In addition, realized volatility is constructed as the sum of all squared intraday 5-minute returns \( RV_t = \sum_{j=1}^{M} r_{t,j}^2 \). The time interval between trades is \( \Delta = \frac{1}{M} = 0.023 \). Because some days involve fewer than 44 intraday observations, I scale up the variance measure based on the available 5-minute returns. Thirdly, according to jump tests and bi-power variation, I decompose the realized volatility into its continuous sample path \( C'_t \), and variation due to jumps \( J'_t \) based on a significance level of \( \alpha = 0.01 \). The duration between two consecutive jumps, \( D_{N(t)} \), is calculated as the number of days between the \((N-1)\)th and the \(N\)th jump arrival times, that is \( D_{N(t)} = t_{N(t)} - t_{N(t)-1} \), and the jump size \( S_{t(N)} \) is the squared jump size within the day when at least one jump occurs. Finally, I adopt an expanding estimation window to specify the models and produce one-step-ahead and five-step-ahead forecasts by starting from the in-sample estimation period covering 694 days from January 2, 2003 to December 30, 2005, and an out-of-sample forecast evaluation period covering 472 days from January 4, 2006 to December 27, 2007.

The descriptive statistics and Ljung-Box Q-statistics for each series are reported in Table 5 and Table 6. It is not surprising that realized volatility and the continuous sample path have distinct dynamic dependencies with strong evidence of predictability in all of the eight individual stocks. Compared with developed U.S. stock markets, jumps occur more frequently in this emerging stock market. Approximately 40% of the sample period of each stock (476 out of 1159 days, 469 out of 1166, 460 out of 1162, 471 out of 1164, 450 out of 1164, 336 out of 1150, 329 out of 1137, and 423 out of 1127) contains jumps. Meanwhile, compared with empirical results found by Andersen et al (2010) for the U.S. stock market, the Ljung-Box Q-statistics reported in Table 6 indicate more significant serial correlation in the jump component, particularly in the jump size. Therefore, jumps play a greater role in this emerging market and exhibit a more predictable pattern than that in the developed US market. The estimated models discussed in the next section provide an attempt to explain the main features of realized volatility and the continuous and jump components of realized volatility in these Chinese stocks.

\(^9\)In practice, the number of detected jumps will depend on the chosen significance level. We follow most of the literature and use a significance level of 0.01.
5.2 Empirical Results

5.2.1 Model Estimation

Two-step model estimation is carried out in this section. In order to perform the VaR analysis, the four realized volatility models are estimated in the first step to obtain a set of realized volatility forecasts. In the second stage, realized volatility forecasts are used as a proxy for variance in the daily return equation to estimate other parameters needed for VaR calculation. I use the first 694 days of the sample from January 2, 2003 to December 30, 2005 for model development, and then use the last 472 days of the sample from January 4, 2006 to December 27, 2007 for out-of-sample forecast analysis. Once these models have been developed, I use an expanding window to re-estimate their parameters and construct out-of-sample forecasts that incorporate information as it becomes available.

To investigate jump behavior in Chinese market, I report estimation results for the ACH model in Table 7 and estimation results for the HAR-J model in Table 8 for the eight Chinese stocks to analyze their jump intensities and jump sizes. The ACH model presented here only includes the significant explanatory variables and all the insignificant covariates are deleted. I originally experimented with augmenting the ACH (1,1) model by past actual duration and expected duration along with five categories of exogenous variables. The five variables that were added include the logarithm of the number of days until the next news announcements of the Consumer Price Index (CPI) in the model, which turns out to be the most important macroeconomic variable to influence the stock market in this emerging market. CPI announcement dates were collected from the National Bureau of Statistics of China. We also included the logarithm of the number of days until the next announcement of the firm’s earnings report, which is released quarterly and collected from the Shanghai Stock Exchange official website. Unscheduled announcements are included in our analysis as well since insiders may know what and when information will be released, and this can have a potentially high effect on stock prices. In order to accommodate day-of-week effects in the jump occurrences, four weekday dummies for Monday, Tuesday, Wednesday, and Thursday were generated and the estimated coefficients in

\[\text{ACH model}\]

\[\text{HAR-J model}\]

\[\text{Out-of-sample forecasts}\]

\[\text{CPI announcement dates}\]

\[\text{ Unscheduled announcements}\]

\[\text{Day-of-week effects}\]

---

10 The ARMA model, HAR-C model, the HAR-J model and HAR-RV model are estimated using Quasi Maximum Likelihood and Eviews 6.0 with a GARCH error structure. The ACH model and the return equation are estimated using maximum likelihood and GAUSS. The standard errors provided for each model are Newey-West (1987) robust standard errors. All the model specifications use the sample period spanning January 2, 2003 to December 30, 2005 with a fixed window.

11 Andersen et al (2007) suggest that CPI and employment reports, representing the nominal side and real side of the economy respectively, are the two most important macroeconomic news announcements related to financial markets. However, employment reports in emerging markets are unreliable indicators of the real economy because they do not account for self-employment and underground jobs.
front of them represent the extra probability of jump occurrence relative to Friday. With respect to the specific industry the three individual stocks belong to, the outbreak of epidemic disease should have an influence on the medicine manufacturing industry. It is well known that Severe Acute Respiratory Syndrome (SARS) affected China at the end of 2002 and lasted until the middle of 2003. Therefore, I generate a dummy variable, which equals 1 from January 2, 2003 to July 31, 2003, to observe its effect in jump occurrence. Finally, as Nowak (2008) suggested that the length of time since the latest jump could be an additional information component to predict the chance that the jump will show up in the next period, I incorporate this innovative idea in the ACH model and use a step function to measure the no-jump duration $L_t$, that is $L_t = 0$ if $J_t' \neq 0$ (a jump occurs), otherwise $L_t = L_{t-1} + 1$ if $J_t' = 0$ (no jump occurs).

The estimated results of the ACH model presented in Table 7 confirm the strong dynamic persistence in jump durations or equivalently the hazard rate of jump occurrence, as the previous literature suggests. The corresponding coefficients of past actual duration and expected duration are both positive and significant. One exciting but not surprising result is that the no-jump duration since the latest jump has a statistically significant positive relationship with the hazard rate of jump occurrence. This suggests that the more no-jump time has passed since the last jump, the more likely jumps will appear in the next period. However, in contrast to the U.S. fixed-income market in which Andersen et al (2010) found a statistically significant negative relationship between the hazard rate of jump occurrence and the number of days until the release of macroeconomic announcements, there is no evidence from the estimated results that fundamental information such as released CPI and firm specific news affect the jump hazard rate in these Chinese stocks. Meanwhile, I cannot find a statistically significant day-of-week effect in these three stocks.

Table 8 shows the estimated results for the HAR-J model. These clearly indicate a strong persistence in jump size, which is in contrast to findings in previous literature. Early studies in the stochastic volatility literature assume that jump size is identically and independently distributed with no evidence of predictability, and Andersen et al (2010) found jump size is statistically influenced by the past one-month continuous sample path variation, but has no significant own persistence. It is not clear yet what drives this difference in the Chinese stocks.

The estimation results of the return equation with conditional realized volatility from the four models are reported in Table 9. I assume that the return has a Student-t distribution, since this type of distribution

\[\text{The skewed Student-t distribution is popular in the recent literature for VaR forecasting due to its ability to capture both kurtosis and skewness, and to distinguish between the long position and short position VaR risk once the distribution is}\]
can model the fat tail better than the normal distribution by using a shape parameter \( \nu \). Smaller values of \( \nu \) indicate fatter tail behavior. It is clear that the return equation with realized volatility provided by HAR-CJ and HAR-CJN models in all stocks have relatively large values of \( \nu \) than other models, which is an evidence that modeling of jumps is able to better describe the tail behavior of returns. In terms of the conditional mean in the return equation, the correlogram of the daily return indicates that there is no evidence of ARMA structure in the return series. I consequently use a constant to measure this component.

5.2.2 Out-of-Sample VaR Calculation and Backtesting

I adopt the VaR calculation methodology introduced in Section 3.1 to compute one-step-ahead and five-step-ahead 1% and 5% VaR forecasts of each stock for all the realized volatility models, and the two-step backtesting procedure presented in Section 3.2 is employed to compare these VaR forecasts.

The statistical adequacy of the VaR forecasts from these realized volatility models are monitored by the unconditional coverage test, independence test and conditional coverage test with a significance level of 5% in the first stage. The percentage of return violations above the VaR forecasts provided by all the models for each stock, and P-values of the three tests on the sequence of violations are presented in Table 10-13. In terms of the unconditional coverage property, it is clear overall that the HAR-CJ model and the HAR-CJN model are fairly well, while the ARMA model and the HAR model are a bit flawed as the p-values of the unconditional coverage test on the VaR forecasts provided by these two models are below 5% significance level for some stocks. The percentage of VaR violations implies that the ARMA model and the HAR model tend to underestimate the extreme point of the return distribution in these flawed cases. As all the realized volatility models do account for volatility clustering, most of them are able to produce i.i.d VaR violations, causing me to not reject independence of the hitting sequences and the accuracy of the conditional coverage for all the models that survive from the unconditional coverage test.\(^\text{13}\)

Based on the loss functions introduced in Section 3.2.2, Table 14 reports the MSE and MAE for all the realized volatility models with respect to one-step-ahead and five-step-ahead VaR predictions at the 1st and 5th percentile. The noticeable feature of these results is that the HAR-CJN model provides VaR forecasts asymmetric \(^\text{13}\). However, as we have mentioned in Section 2.4, short selling is not permitted in the Chinese stock market. Therefore, our analysis only needs to focus on long position VaR risk, and the Student-t distribution should be adequate in this case.

\(^\text{13}\)I do not proceed the independence test and conditional coverage test on the models which do not pass the unconditional test.
with the lowest MSE and MAE for all the eight stocks. I use Diebold and Mariano (1995) tests (conducted at the 5% level of significance) to examine two specific questions of interest. First, I want to know whether the explicitly modeling jumps in the realized volatility models leads to VaR forecasts that are statistically superior to those obtained from the models which do not separately consider jumps. I compare the MSE and MAE from the HAR-CJ model and the HAR-CJN model with those from the ARMA model and the HAR model, and find evidence for this in all the eight stocks studied here. These are indicated by superscript (a) if the HAR-CJ model outperforms the ARMA model and the HAR model, and superscript (b) if the HAR-CJN model outperforms the ARMA model and the HAR model in Table 10. Next, I want to determine whether separate treatment of jump intensities and jump sizes leads to VaR forecasts that are superior to forecasts derived from the model which treat jumps as a single variable. I compare the MSE and MAE from the HAR-CJN model with those are produced by the HAR-CJ model, and find that the separate treatment of jump intensities and jump size leads to improvement in VaR forecast performance in five out of eight cases. These cases are indicated by superscript (c) in Table 10.

6 Conclusion

The VaR predictive performance of several recently advanced and some new realized volatility models has been examined in this paper. Some previous studies (Andersen et al (2007), Andersen et al (2010), and Liao et al (2010)) reveal that decomposing realized volatility into continuous sample path variation and jumps, and separately modeling each component, outperformed the realized volatility models which treat realized volatility as a single variable with respect to out-of-sample realized volatility forecasting. However, some realized volatility models, particularly the ones which do not account for jumps, may be able to provide good mean point forecast, but fail in tail point forecasting. My analysis here explores the ability of four realized volatility models to predict the tail quantiles of the return distribution. In addition, this paper use intraday data covering a recent five-year period of eight individual stocks from four different industries in China as an empirical analysis. This provides a good opportunity to exam different jump patterns and how they impact the risk predictive ability of the realized volatility models in an emerging stock market.

From the results of the Monte Carlo simulation and the out-of-sample forecasting results in the real-data studies, I find that in some cases, the ARMA model and the HAR model of realized volatility suffer
from excessive VaR violations, implying an underestimation of market risk. Most notably, the other two realized volatility models, HAR-CJ model and HAR-CJN model, in which the jump component is explicitly considered, can produce more accurate VaR forecasts. This finding regarding the importance of the jumps is interesting, because it implies that separately modeling jumps and continuous component in realized volatility do indeed improve the description of the tail behavior in asset return distribution.

Finally, this work finds that jumps in Chinese market are more frequent and account for larger proportion of realized volatility than those of developed markets. Meanwhile, the times between two adjacent significant jumps of these Chinese stocks are highly persistent processes, and a surprising dynamic dependence of jump sizes is also detected in this emerging market. Therefore, modeling jumps in realized volatility plays a more important role in risk prediction of this market. It would be interesting to further study the jump behavior and investigate how jumps affect the risk prediction in other emerging markets.
References

[1] Aggarwal, R., Inclan, C., and Leal, R. (1999), “Volatility in Emerging Stock Markets”, *Journal of Financial and Quantitative Analysis*, 34(1):33-55.

[2] Andersen, T.G. and Bollerslev, T. (1998), “Answering the Skeptics: Yes, Standard Volatility Models Do Provide Accurate Forecasts”, *International Economic Review*, 39(4):885-905.

[3] Andersen, T.G., Bollerslev, T., Diebold, F.X., and Ebens, H. (2001), “The Distribution of Realized Stock Volatility”, *Journal of Financial Economics*, 61(1):43-76.

[4] Andersen, T.G., Bollerslev, T., Diebold, F.X., and Labys, P. (2003), “Modeling and Forecasting Realized Volatility,” *Econometrica*, 71(2):579-625.

[5] Andersen, T.G., Bollerslev, T., and Diebold, F. X. (2007), “Roughing It Up: Including Jump Components in Measuring, Modeling and Forecasting Return Volatility”, *The Review of Economics and Statistics*, 89(4):701-720.

[6] Andersen, T.G., Bollerslev, T., and Dobrev, D. (2007), “No-Arbitrage Semi-Martingale Restrictions for Continuous-Time Volatility Models subject to Leverage Effects, Jumps and i.i.d. Noise: Theory and Testable Distributional Implications ”, *Journal of Econometrics*, 138(1):125-180.

[7] Andersen, T.G., Bollerslev, T., Diebold, F. X., and Vega, C. (2007), “Real-time Price Discovery in Global Stock, Bond and Foreign Exchange Markets”, *Journal of International Economics*, 73(2):251-277.

[8] Andersen, T.G., Bollerslev, T., and Huang, X. (2011), “A Reduced Form Framework for Modeling Volatility of Speculative Prices Based on Realized Variation Measures”, *Journal of Econometrics*, 160(1):176-189.

[9] Anderson, H.M., and Vahid, F. (2007), “Forecasting the Volatility of Australian Stock Returns: Do Common Factors Help?”, *Journal of Business and Economic Statistics*, 25(1):76-90.

[10] Angelidis, T., and Degiannakis, S. (2007), “Backtesing VaR Models: An Expected Shortfall Approach”, University of Crete Working Paper, 0701.
[11] Artzner, P., Delbaen, F., Eber, J.-M. and Heath, D. (1997), “Thinking Coherently,” Risk, 10(11):68-71.

[12] Artzner, P., Delbaen, F., Eber, J.M., Heath, D. (2002), “Risk Management: Value at Risk and Beyond”, Cambridge University Press.

[13] Bandi, F., and Russell, J.R. (2008), “Microstructure Noise, Realized Volatility, and Optimal Sampling”, The Review of Economic Studies, 75(2):339-369.

[14] Barndorff-Neilsen, O.E., and Shephard, N. (2002a), “Econometric Analysis of Realized Volatility and Its Use in Estimating Stochastic Volatility Models”, Journal of the Royal Statistical Society, 64(2):253-280.

[15] Barndorff-Neilsen, O.E., and Shephard, N. (2002b), “Estimating Quadratic Variation Using Realized Variance”, Journal of Applied Econometrics, 17(5):457-478.

[16] Barndorff-Neilsen, O.E., and Shephard, N. (2004), “Power and Bi-power Variation with Stochastic Volatility and Jumps”, Journal of Financial Econometrics, 2(1):1-37.

[17] Barndorff-Neilsen, O.E., and Shephard, N. (2006), “Econometrics of Testing for Jumps in Financial Economics Using Bi-power Variation”, Journal of Financial Econometrics, 4(1):1-30.

[18] Bekaert, G., and Harvey, C.R. (1997), “Emerging Equity Market Volatility”, Journal of Financial Economics, 43(1):29-77.

[20] Bekaert, G., and Harvey, C.R. (2002), “Research in Emerging Markets Finance: Looking to the Future”, Emerging Markets Review, 3(4): 429-448.

[21] Chiu, C.L., Lee, M.C., and Hung, J.C. (2005), “Estimation of Value-at-Risk under Jump Dynamics and Asymmetric Information”, Applied Financial Economics, 15(15):1095-1106.

[22] Christoffersen, P. (1998), “Evaluating Interval Forecasts”, International Economic Review, 39(4):841-862.
[23] Christoffersen, P.F., and Diebold. F.X. (2002), “How Relevant is Volatility Forecasting for Financial Risk Management”, The Review of Economics and Statistics, 82(1):12-22.

[24] Comte, F., and Renault, E. (1998), “Long Memory in Continuous Time Stochastic Volatility Models”, Mathematical Finance, 8(4):291 - 323.

[25] Corsi, F. (2009), “A Simple Approximate Long-Memory Model of Realized Volatility”, Journal of Financial Econometrics, 7(2), 174-196.

[26] Corsi, F., Kretschmer, U., Mittnik, S., and Pigorsch, C. (2008), “The Volatility of Realized Volatility”, Econometric Reviews, 27(1-3), 46-78.

[27] Daal, E., Naka, A., and Yu, J. (2007), “Volatility Clustering, Leverage Effects, and Jumps Dynamics in Emerging Asian Equity Markets”, Journal of Banking and Finance, 31(9):2751-2769.

[28] Delbaen, F. (2002), “Coherent Risk Measures on General Probability Spaces”, Advances in Finance and Stochastics, 5(5):1-38.

[29] Diebold, F. X., and Mariano, R. S. (1995), “Comparing predictive accuracy”, Journal of Business and Economic Statistics, 13(3): 253–263.

[30] Duffie, D., and Pan, J. (2001), “Analytical Value-At-Risk with Jumps and Credit Risk”, Finance and Stochastics, 5(2):155-180.

[31] Engle, R.F., and Russell, J.R. (1998), “Autoregressive Conditional Duration: A New Model for Irregularly Spaced Transaction Data”, Econometrica, 66(5):1127-116.

[32] Gallant, A.R., Hsu, C., and Tauchen, G. E. (1999), “Using Daily Range Data to Calibrate Volatility Diffusions and Extract the Forward Integrated Variance”, The Review of Economics and Statistics, 81(4): 617-631

[33] Giacomini, R., and White, H. (2006), “Tests of Conditional Predictive Ability”, Econometrica, 74(6):1545-1578.
[34] Giot, P., and Laurent, S. (2004), “Modelling Daily Value-at-Risk using Realized Volatility and ARCH Type Models”, Journal of Empirical Finance, 11(3):379-398.

[35] Gobbi, F., and Mancini, C. (2007), “Identifying the Covariation between the Diffusion Parts and the Co-jumps Given Discrete Observations”, Dipartimento di Matematica per le Decisioni, Università degli Studi di Firenze Working Paper.

[36] Granger, C.W.J., and Joyeux, R. (1980), “An Introduction to Long-memory Time Series and Fractional Differencing”, Journal of Time Series Analysis, 1(1):15-30.

[37] Hamilton, J. D., and Jorda, O. A. (2002), “Model of the Federal Funds Rate Target”, Journal of Political Economy, 110(5), 1135-1167.

[38] Härdle, W.K., and Mungo, J. (2008), “Value-at-Risk and Expected Shortfall when there is long range dependence”, SFB 649 Discussion Papers from Humboldt University, Collaborative Research Center 006.

[39] Harvey, C.R. (1995), “Predictable Risk and Returns in Emerging Markets”, The Review of Financial Studies, 8(3):773-816.

[40] Huang, X., and Tauchen, G. (2005), “The Relative Contribution of Jumps to Total Price Variance”, Journal of Financial Econometrics, 3(4):456-499.

[41] Kupiec, P.H. (1995), “Techniques for Verifying the Accuracy of Risk Measurement Models”, Journal of Derivatives, 3(2):73-84.

[42] Liao, Y., Anderson, H., and Vahid, F. (2010), “Do Jumps Matter? Forecasting Multivariate Realized Volatility allowing for Common Jumps”, Monash Econometrics and Business Statistics Working Papers 11/10.

[43] Lopez, J.A. (1999), “Methods for Evaluating Value-at-Risk Estimates”, Federal Reserve Bank of New York, Economic Policy Review, 2:3-17.

[44] Ma, C.H., and Wang, X.Z. (2009), “The Jump Behavior of China’s Stock Market Prices: A Non-parametric Analysis with the High Frequency Data of the SSE Composite Index”, Xiamen University Working paper.
[45] Maheu, J.M., and McCurdy, T.H. (2004), “News Arrival, Jump Dynamics, and Volatility Components for Individual Stock Returns”, *Journal of Finance*, 59(2):755-793.

[46] Merton, R.C. (1976), “Option Pricing when Underlying Stock Returns are Discontinuous”, *Journal of Financial Economics*, 3(1-2):125-44.

[47] Müller, U., Dacorogna, M., Dave, R., Olsen, R., Pictet, O., and Weizsäcker, J.V. (1997), “Volatility of Different Time Resolutions — Analyzing the Dynamics of Market Components”, *Journal of Empirical Finance*, 4(2-3):213–239.

[48] Newey, W.K., and West, K.D. (1987), “A simple, positive semi-definite, heteroscedasticity and autocorrelation consistent covariance matrix”, *Econometrica*, 55(3):703-708.

[49] Nowak, S. (2008), “High-Frequency Probability Forecasting using Autoregressive Conditional Hazard Models,” *PhD Dissertation at the Australian National University*.

[50] Pong, S., Shackleton, M.B., Taylor, S.J., and Xu, X. (2004), “Forecasting Currency Volatility: A Comparison of Implied Volatilities and AR(FI)MA Models”, *Journal of Banking and Finance*, 28(10):2541-2563.

[51] So, M.K.P., and Yu, P.L.H. (2006), “Empirical Analysis of GARCH models in Value at Risk Estimation”, *Journal of International Markets, Institutions and Money*, 16(2):180-197.

[52] Wang, C.F., Yao, N., Fang, Z.M., and Li, Y. (2008), “An Empirical Research on Jump Behavior of Realized Volatility in Chinese Stock Markets”, *Systems Engineering*, 26(2):213-215.

[53] Xu, Z.G., and Zhang, S.Y. (2006), “Research on Modeling Realized Volatility based on High Frequency Data”, *Journal of Systems Engineering*, 21(1):165-167.
Table 1: Parameter Values of Data Generating Processes in Monte Carlo Simulation

| Parameter Values | SVJ   | SVIJ  | SV CJ | SVSCJ |
|------------------|-------|-------|-------|-------|
| $\mu$            | 0.050 | 0.051 | 0.055 | 0.055 |
| $\kappa$         | 0.013 | 0.025 | 0.026 | 0.026 |
| $\theta$         | 0.814 | 0.559 | 0.538 | 0.538 |
| $\rho$           | -0.467| -0.504| -0.484| -0.484|
| $\sigma_v$       | 0.095 | 0.090 | 0.079 | 0.079 |
| $\lambda^y$      | 0.006 | 0.005 | 0.007 | 0.007 |
| $\lambda^v$      |       | 0.002 |       |       |
| $\mu_y$          | -2.586| -3.085| -1.753| -1.753|
| $\sigma_y$       | 4.072 | 2.989 | 2.886 | 2.886 |
| $\rho_J$         | -0.601| -0.601|       |       |
| $\mu_v$          | 1.798 | 1.483 | 1.483 |       |
| $\alpha_0$       |       |       | 0.002 |       |
| $\alpha_1$       |       |       | 0.723 |       |
| $\alpha_2$       |       |       | 1.298 |       |

Table 2: Descriptive Statistics of the Number of One-step-ahead VaR (1%) Violations for Realized Volatility Models

|               | ARMA-RV | HAR-RV | HAR-CJ | HAR-CJN |
|---------------|---------|--------|--------|---------|
| Mean (bias)   |         |        |        |         |
| SVJ           | 13(3)   | 12(2)  | 11(1)  | 10(0)   |
| SVIJ          | 15(5)   | 14(4)  | 12(2)  | 11(1)   |
| SVCJ          | 16(6)   | 15(5)  | 13(3)  | 12(2)   |
| SVSCJ         | 18(8)   | 16(6)  | 13(3)  | 12(2)   |
| Variance      |         |        |        |         |
| SVJ           | 13.1    | 12.9   | 8.7    | 7.3     |
| SVIJ          | 15.2    | 15.1   | 9.2    | 9.0     |
| SVCJ          | 16.7    | 15.5   | 10.4   | 9.2     |
| SVSCJ         | 19.8    | 19.3   | 12.9   | 9.5     |
| Mean Squared Error |     |        |        |         |
| SVJ           | 22.1    | 16.9   | 9.7    | 7.3     |
| SVIJ          | 40.2    | 31.1   | 13.2   | 10.0    |
| SVCJ          | 52.7    | 40.5   | 19.4   | 13.2    |
| SVSCJ         | 83.8    | 55.3   | 21.9   | 13.5    |

Note: This table only reports the results associated with 1% VaR violations. The similar tendency is reserved in the results of 5% VaR violations, and they are available upon request.
Table 3: Descriptive Statistics of the Number of Five-step-ahead VaR (1%) Violations for Realized Volatility Models

| Model   | Mean (bias) |   |   |   |
|---------|-------------|---|---|---|
|         | ARMA-RV     | HAR-RV | HAR-CJ | HAR-CJN |
| SVJ     | 15(5)       | 13(3)   | 12(2)   | 11(1)   |
| SVIJ    | 16(6)       | 15(5)   | 13(3)   | 11(1)   |
| SVCJ    | 16(6)       | 15(5)   | 14(4)   | 12(2)   |
| SVSCJ   | 18(8)       | 17(7)   | 15(5)   | 12(2)   |
|         | Variance    |         |         |         |
| SVJ     | 13.5        | 13.5    | 9.1     | 7.6     |
| SVIJ    | 15.6        | 15.2    | 9.4     | 9.1     |
| SVCJ    | 16.9        | 15.7    | 10.5    | 9.5     |
| SVSCJ   | 20.1        | 19.5    | 13.4    | 9.9     |
|         | Mean Squared Error |         |         |         |
| SVJ     | 38.5        | 22.5    | 13.1    | 8.6     |
| SVIJ    | 51.6        | 40.2    | 18.4    | 10.1    |
| SVCJ    | 52.9        | 40.7    | 26.5    | 13.5    |
| SVSCJ   | 84.1        | 68.5    | 38.4    | 13.9    |

Note: This table only reports the results associated with 1% VaR violations. The similar tendency is reserved in the results of 5% VaR violations, and they are available upon request.

Table 4: Details of the Eight Chinese Stocks

| Stock Symbol | Company Name                                | Stock Exchange | Industry     |
|--------------|---------------------------------------------|----------------|--------------|
| 000919       | JINLING PHARMACEUTICAL CO., LTD             | Shenzhen       | Pharmacy     |
| 600085       | BEIJING TONGRENTANG CO., LTD                | Shanghai       | Pharmacy     |
| 600351       | SHANXI YABAO PHARMACEUTICAL CO., LTD        | Shanghai       | Pharmacy     |
| 000419       | CHANGSHA TONGCHENG HOLDINGS CO., LTD        | Shenzhen       | Commerce     |
| 000987       | GUANGZHOU FRIENDSHIP CO., LTD               | Shenzhen       | Commerce     |
| 000581       | WEIFU HIGH-TECHNOLOGY CO., LTD              | Shenzhen       | Industrials  |
| 000088       | SHENZHEN YAN TIAN PORT HOLDINGS CO., LTD    | Shenzhen       | Utilities    |
| 600050       | CHINA UNITED TELECOMMUNICATIONS CO., LTD    | Shanghai       | Utilities    |
Table 5: Descriptive Statistics for Eight Chinese Stocks

|        | 000919 |          |        | 000987 |          |        |        |        | 00085  |          |        |        |        |        | 00088  |          |        |        |        | 000419 |          |        |        |
|--------|--------|----------|--------|--------|----------|--------|--------|--------|--------|----------|--------|--------|--------|--------|--------|----------|--------|--------|--------|--------|----------|--------|--------|        |
| r_t    | -0.0002 | 0.00073  | 0.00057 | 0.00015 | 2.43     | 0.00037 | 0.0023 | 0.0008 | 0.0006 | 0.0001  | 2.59   | 0.0003 |
| r_v_t  | 0.023   | 0.00076  | 0.00069 | 0.0003  | 2.74     | 0.0004  | 0.0023 | 0.0008 | 0.0007 | 0.0002  | 2.75   | 0.0003 |
| C_t    | -0.57   | 4.37     | 5.02    | 3.89    | 3.19     | 2.86    | 0.23   | 3.63   | 4.17   | 4.05    | 3.22   | 2.99   |
| J_t    | 5.96    | 38.46    | 50.2    | 24.96   | 15.64    | 14.89   | 5.97   | 23.01  | 29.70  | 26.64   | 16.76  | 15.59  |
| Obs    | 1159    | 1159     | 1159    | 1159    | 476      | 476     | 1164   | 1164   | 1164   | 1164    | 450    | 450    |
|        |        |          |        |        |          |        |        |        |        |          |        |        |        |        |        |          |        |        |        |        |          |        |        |        |
| r_t    | 0.0021  | 0.0005   | 0.0004  | 0.0009  | 2.48     | 0.0002  | 0.0012 | 0.0007 | 0.0006 | 0.0008  | 3.40   | 0.0003 |
| r_v_t  | 0.020   | 0.00065  | 0.0006  | 0.0002  | 3.04     | 0.00026 | 0.0238 | 0.0007 | 0.0006 | 0.0002  | 3.60   | 0.0003 |
| C_t    | 0.14    | 5.58     | 6.14    | 4.94    | 4.20     | 3.80    | -0.035 | 3.06   | 2.72   | 7.04    | 2.20   | 5.08   |
| J_t    | 7.47    | 55.88    | 68.39   | 41.26   | 27.98    | 14.89   | 5.66   | 18.30  | 13.66  | 89.41   | 8.11   | 45.01  |
| Obs    | 1166    | 1166     | 1166    | 1166    | 469      | 469     | 1150   | 1150   | 1150   | 1150    | 336    | 336    |
|        |        |          |        |        |          |        |        |        |        |          |        |        |        |        |        |          |        |        |        |        |          |        |        |        |
| r_t    | 0.0004  | 0.0009   | 0.0008  | 0.0002  | 2.52     | 0.00048 | 0.0010 | 0.0006 | 0.0005 | 0.0006  | 3.44   | 0.0002 |
| r_v_t  | 0.026   | 0.0009   | 0.0008  | 0.0004  | 2.88     | 0.00055 | 0.022  | 0.0007 | 0.0007 | 0.0006  | 3.60   | 0.0002 |
| C_t    | -0.188  | 3.17     | 3.11    | 4.28    | 3.71     | 3.08    | -0.001 | 4.35   | 4.67   | 4.92    | 3.67   | 3.08   |
| J_t    | 5.71    | 17.39    | 17.54   | 27.89   | 22.52    | 15.21   | 5.25   | 31.97  | 36.15  | 35.46   | 25.58  | 14.83  |
| Obs    | 1162    | 1162     | 1162    | 1162    | 469      | 469     | 1150   | 1150   | 1150   | 1150    | 329    | 329    |
|        |        |          |        |        |          |        |        |        |        |          |        |        |        |        |        |          |        |        |        |        |          |        |        |        |
| r_t    | 0.0017  | 0.0011   | 0.0009  | 0.0002  | 2.47     | 0.00050 | 0.0010 | 0.0006 | 0.0005 | 0.0007  | 2.67   | 0.0002 |
| r_v_t  | 0.026   | 0.001    | 0.001   | 0.0004  | 3.10     | 0.00054 | 0.0189 | 0.0006 | 0.0006 | 0.00018 | 2.67   | 0.0002 |
| C_t    | -0.177  | 4.661    | 5.493   | 4.627   | 5.64     | 3.68    | 0.39   | 4.12   | 4.11   | 8.63    | 3.43   | 7.22   |
| J_t    | 5.91    | 42.04    | 56.01   | 35.31   | 54.05    | 22.17   | 7.46   | 26.51  | 28.06  | 116.33  | 19.63  | 70.11  |
| Obs    | 1164    | 1164     | 1164    | 1164    | 471      | 471     | 1127   | 1127   | 1127   | 1127    | 423    | 423    |

**Note:** r_t denotes the daily return; r_v_t denotes the daily realized volatility; C_t denotes the continuous sample path variation; J_t denotes the jump component; D_N(t) denotes the jump duration, and S_N(t) denotes the size of jumps. N(t) records the calendar time t when cumulative number of jumps is N.
Table 6: Ljung Box Q-statistics for Eight Chinese Stocks

| Lags | \( r_t \) | \( r_{vt} \) | \( C'_t \) | \( J'_t \) | \( D_{N(t)} \) | \( S_{N(t)} \) | \( r_t \) | \( r_{vt} \) | \( C'_t \) | \( J'_t \) | \( D_{N(t)} \) | \( S_{N(t)} \) |
|------|----------|----------|----------|----------|-----------|-----------|----------|----------|----------|----------|-----------|-----------|
| 5    | 3.17(0.670) | 499.48(0.000) | 596.72(0.000) | 280.6(0.000) | 117.3(0.000) | 108.4(0.000) | 5.29(0.381) | 1039.2(0.000) | 797.79(0.000) | 136.35(0.000) | 30.158(0.000) | 249.10(0.000) |
| 10   | 12.31(0.265) | 669.66(0.000) | 764.65(0.000) | 531.8(0.000) | 259.9(0.000) | 192.5(0.000) | 14.92(0.135) | 1681.7(0.000) | 1272.3(0.000) | 223.28(0.000) | 66.549(0.000) | 462.79(0.000) |
| 15   | 19.95(0.174) | 869.58(0.000) | 953.67(0.000) | 750.5(0.000) | 328.8(0.000) | 244.2(0.000) | 25.27(0.046) | 2302.6(0.000) | 1729.0(0.000) | 315.85(0.000) | 72.388(0.000) | 610.14(0.000) |
| 20   | 25.38(0.187) | 1045.2(0.000) | 1175.0(0.000) | 883.1(0.000) | 382.4(0.000) | 282.9(0.000) | 25.76(0.174) | 2794.3(0.000) | 204.2(0.000) | 351.08(0.000) | 77.773(0.000) | 684.89(0.000) |

| Lags | \( r_t \) | \( r_{vt} \) | \( C'_t \) | \( J'_t \) | \( D_{N(t)} \) | \( S_{N(t)} \) | \( r_t \) | \( r_{vt} \) | \( C'_t \) | \( J'_t \) | \( D_{N(t)} \) | \( S_{N(t)} \) |
|------|----------|----------|----------|----------|-----------|-----------|----------|----------|----------|----------|-----------|-----------|
| 5    | 4.55(0.473) | 1072.6(0.000) | 1254.7(0.000) | 111.8(0.000) | 203.8(0.000) | 222.9(0.000) | 7.36(0.195) | 1278.4(0.000) | 1379.0(0.000) | 42.827(0.000) | 55.591(0.000) |
| 10   | 1463.5(0.005) | 1766.1(0.000) | 151.1(0.000) | 341.2(0.000) | 352.9(0.000) | 15.29(0.122) | 2161.2(0.000) | 2434.4(0.000) | 59.093(0.000) | 113.55(0.000) | 80.303(0.000) |
| 15   | 23.46(0.006) | 1883.1(0.000) | 2305.1(0.000) | 187.3(0.000) | 464.1(0.000) | 20.14(0.167) | 2766.8(0.000) | 3137.2(0.000) | 75.982(0.000) | 146.36(0.000) | 99.921(0.000) |
| 20   | 41.83(0.003) | 2360.7(0.000) | 2823.6(0.000) | 235.8(0.000) | 498.2(0.000) | 551.7(0.000) | 25.27(0.195) | 2766.8(0.000) | 3137.2(0.000) | 75.982(0.000) | 146.36(0.000) | 99.921(0.000) |

| Lags | \( r_t \) | \( r_{vt} \) | \( C'_t \) | \( J'_t \) | \( D_{N(t)} \) | \( S_{N(t)} \) | \( r_t \) | \( r_{vt} \) | \( C'_t \) | \( J'_t \) | \( D_{N(t)} \) | \( S_{N(t)} \) |
|------|----------|----------|----------|----------|-----------|-----------|----------|----------|----------|----------|-----------|-----------|
| 5    | 2.38(0.795) | 605.49(0.000) | 705.11(0.000) | 246.0(0.000) | 90.78(0.000) | 154.9(0.000) | 3.136(0.679) | 1467.6(0.000) | 1474.9(0.000) | 10.546(0.001) | 42.947(0.000) | 73.478(0.000) |
| 10   | 15.13(0.128) | 798.45(0.000) | 983.63(0.000) | 336.9(0.000) | 180.01(0.000) | 182.8(0.000) | 8.998(0.332) | 1942.3(0.000) | 1941.2(0.000) | 16.112(0.006) | 70.687(0.000) | 113.06(0.000) |
| 15   | 18.84(0.223) | 879.05(0.000) | 1178.9(0.000) | 372.9(0.000) | 233.49(0.000) | 195.4(0.000) | 17.103(0.313) | 2201.0(0.000) | 2232.1(0.000) | 24.016(0.065) | 86.371(0.000) | 118.43(0.000) |
| 20   | 23.96(0.044) | 1020.7(0.000) | 1417.8(0.000) | 398.0(0.000) | 283.97(0.000) | 247.3(0.000) | 20.681(0.416) | 2443.6(0.000) | 2504.3(0.000) | 29.407(0.080) | 120.41(0.000) | 128.52(0.000) |

Note: 1. \( r_t \) denotes the daily return; \( r_{vt} \) denotes the daily realized volatility; \( C'_t \) denotes the continuous sample path variation; \( J'_t \) denotes the jump component; \( D_{N(t)} \) denotes the jump duration, and \( S_{N(t)} \) denotes the size of jumps. \( N(t) \) records the calendar time \( t \) when cumulative number of jumps is \( N \). 2. The p-value of Ljung-box Q-statistics is shown in the bracket.
Table 7: ACH(1,1) Model Estimates

|       | 009919    | 600085    | 600351    | 004119    | 009987    | 000581    | 000088    | 600050    |
|-------|----------|----------|----------|----------|----------|----------|----------|----------|
| $\omega$ | 0.4078(0.1578) | 0.1637(0.0552) | 0.2811(0.1214) | 0.3245(0.1124) | 0.2546(0.7865) | 0.4124(0.084) | 0.2344(0.0567) | 0.5321(0.0765) |
| $\alpha_1$ | 0.0976(0.0333) | 0.0647(0.0328) | 0.0881(0.0172) | 0.0547(0.0432) | 0.0776(0.0234) | 0.0653(0.0124) | 0.0564(0.0223) | 0.0876(0.0654) |
| $\beta_1$ | 0.6217(0.1308) | 0.8136(0.0459) | 0.7659(0.0781) | 0.5987(0.0655) | 0.6987(0.0231) | 0.7655(0.0243) | 0.9876(0.0145) | 0.8567(0.0543) |
| $\delta$ | 0.1290(0.0598) | 0.0743(0.0317) | 0.1508(0.0698) | 0.1193(0.0231) | 0.0884(0.0134) | 0.1434(0.0504) | 0.0645(0.0124) | 0.1543(0.0321) |
| Log Likelihood | -0.6450 | -0.6430 | -0.6449 | -0.6396 | -0.6567 | -0.6390 | -0.6535 | -0.6321 |

Note: The ACH(1,1) model is specified as:

$$h_t = \frac{1}{\psi_t},$$

$$\psi_t = \omega + \alpha_1 d_{N(t)−1} + \beta_1 \psi_{t−1} + \delta L_{t−1}.$$  

Here we only report the significant coefficients. Newey-West robust standard errors of the corresponding coefficients are reported in brackets.
Table 8: HAR-J Model Estimates

|        | 000919       | 600085       | 600351       | 000419       | 000987       | 000581       | 000088       | 600050       |
|--------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| $\beta_0$ | -1.6713(0.7030) | -3.8053(0.8346) | -2.6461(0.6543) | -1.5436(0.7476) | -4.8761(0.7654) | -3.8765(0.5043) | -2.0842(0.8907) |               |
| $\beta_{CD}$ | 0.1051(0.0595) | 0.2355(0.0655) | 0.1590(0.0768) | 0.3215(0.0541) | 0.2987(0.0651) | 0.1987(0.0432) | 0.3576(0.0432) | 0.2545(0.0431) |
| $\beta_{CW}$ | 0.2654(0.1159) | 0.0321(0.1293) | 0.1735(0.1229) | 0.0541(0.1532) | 0.1765(0.1452) | 0.0786(0.0876) | 0.1984(0.1332) | 0.2098(0.1567) |
| $\beta_{CM}$ | 0.4537(0.1462) | 0.3137(0.1384) | 0.4841(0.1300) | 0.5908(0.1235) | 0.3876(0.1114) | 0.6543(0.1265) | 0.2376(0.1265) | 0.4178(0.1090) |
| Log Likelihood | -483.7659 | -465.6347 | -424.8565 | -498.6543 | -434.7678 | -456.9874 | -446.8761 | -498.766 |

Note: The HAR-J model is specified as:

$$
\log(S_{t(i)}) = \beta_0 + \beta_{CD} \log(C'_{t(i) - 1}) + \beta_{CD} \log(C'_{t(i) - 5, t(i)}) + \beta_{CD} \log(C'_{t(i) - 22, t(i)}) $$
$$
+ \beta_{CD} \log(S_{t(i - 1)}) + \beta_{CD} \log(S_{t(i - 5), t(i)}) + \beta_{CD} \log(S_{t(i - 22), t(i)}) + \lambda \psi_{t(i - 1)} + \gamma d_{t(i - 1)}.
$$

Here we only report the significant coefficients. Newey-West robust standard errors of the corresponding coefficients are reported in brackets.
Table 9: Return Equation Estimates

|                | 000919 | 000987 | 000085 | 000581 | 600085 | 000581 | 600351 | 000088 | 000419 | 600050 |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \( \mu \)     | -0.0011| -0.0011| -0.0011| -0.0011| 0.0009 | 0.0009 | 0.0009 | 0.0009 | 0.0012 | 0.0012 |
| \( \sigma^2 \) | 0.7430 | 0.7327 | 0.7865 | 0.8073 | 0.6687 | 0.6783 | 0.6984 | 0.6991 | 0.7638 | 0.7653 |
| \( \nu \)     | 5.5286 | 5.3720 | 5.3987 | 5.4042 | 5.4321 | 5.4467 | 5.8767 | 5.8675 | 6.4290 | 6.3132 |

|                | 000919 | 000987 | 000085 | 000581 | 600085 | 000581 | 600351 | 000088 | 000419 | 600050 |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \( \mu \)     | 0.0021 | 0.0022 | 0.0021 | 0.0021 | 0.0012 | 0.0012 | 0.0012 | 0.0012 | 0.0021 | 0.0022 |
| \( \sigma^2 \) | 0.7638 | 0.7653 | 0.8076 | 0.8118 | 0.6899 | 0.6981 | 0.6992 | 0.6992 | 0.8594 | 0.8315 |
| \( \nu \)     | 6.4290 | 6.3132 | 6.3087 | 6.2545 | 4.8782 | 4.8921 | 4.9876 | 4.9764 | 3.3288 | 3.5677 |

|                | 000919 | 000987 | 000085 | 000581 | 600085 | 000581 | 600351 | 000088 | 000419 | 600050 |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \( \mu \)     | -0.0015| -0.0015| -0.0015| -0.0015| 0.0007 | 0.0007 | 0.0007 | 0.0007 | 0.0018 | 0.0018 |
| \( \sigma^2 \) | 0.8594 | 0.8315 | 0.8413 | 0.8425 | 0.7334 | 0.7535 | 0.7549 | 0.7549 | 3.3288 | 3.5677 |
| \( \nu \)     | 3.3288 | 3.5677 | 3.4321 | 3.4795 | 6.8876 | 6.9091 | 6.9123 |

|                | 000919 | 000987 | 000085 | 000581 | 600085 | 000581 | 600351 | 000088 | 000419 | 600050 |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \( \mu \)     | 0.0018 | 0.0018 | 0.0018 | 0.00618| 0.0008 | 0.0008 | 0.0008 | 0.0008 | 0.0018 | 0.0018 |
| \( \sigma^2 \) | 0.8976 | 0.8865 | 0.9012 | 0.9005 | 0.5891 | 0.5912 | 0.5945 | 0.5978 | 4.9021 | 4.8766 |
| \( \nu \)     | 4.9021 | 4.8766 | 4.9056 | 4.9098 | 5.0123 | 5.1345 | 5.2456 | 5.2571 |

**Note:** The return equation with conditional realized volatility is \( r_t = \mu_t + \sqrt{\sigma^2_{RV|t-1}} z_t \), where \( z_t \sim t(0,1,\nu) \). The above table reports the estimation results for the three parameters based on the estimation sample period from January 4, 2003 to December 30, 2005, where \( \mu_t \) is constant over time.
|                | One-step-ahead | 1% VaR | 5% VaR |
|----------------|----------------|--------|--------|
|                | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 |
| 000919         | ARMA-RV         | 1.7582% | 0.1435  | 0.1336  | 0.1063  | 6.1538% | 0.2799  | 0.2141  | 0.2392  |
|                | HAR-RV          | 1.7582% | 0.1435  | 0.1444  | 0.1128  | 5.9341% | 0.3799  | 0.3153  | 0.3865  |
|                | HAR-CJ          | 1.5385% | 0.2870  | 0.2733  | 0.3012  | 5.4945% | 0.6414  | 0.5778  | 0.7436  |
|                | HAR-CJN         | 1.0989% | 0.8384  | 0.7950  | 0.9410  | 5.4945% | 0.6414  | 0.5778  | 0.7436  |
| 600085         | ARMA-RV         | 1.9027% | 0.0793  | 0.0839  | 0.0386  | 6.1311% | 0.2749  | 0.2707  | 0.2196  |
|                | HAR-RV          | 1.6913% | 0.1691  | 0.1069  | 0.0893  | 6.1311% | 0.2749  | 0.2890  | 0.2296  |
|                | HAR-CJ          | 1.2685% | 0.5731  | 0.4173  | 0.5726  | 5.4968% | 0.6523  | 0.3714  | 0.5102  |
|                | HAR-CJN         | 1.2685% | 0.5731  | 0.4069  | 0.5641  | 5.2854% | 0.7777  | 0.5778  | 0.7436  |
| 600351         | ARMA-RV         | 1.7621% | 0.1406  | 0.0963  | 0.0821  | 6.1674% | 0.2701  | 0.2174  | 0.2418  |
|                | HAR-RV          | 1.7621% | 0.1406  | 0.1451  | 0.1132  | 5.9471% | 0.3680  | 0.4703  | 0.4931  |
|                | HAR-CJ          | 1.3216% | 0.5116  | 0.4689  | 0.6121  | 5.5066% | 0.6258  | 0.6381  | 0.7772  |
|                | HAR-CJN         | 1.3216% | 0.5116  | 0.4850  | 0.6235  | 5.5066% | 0.6258  | 0.6162  | 0.7657  |
| 000419         | ARMA-RV         | 2.1834% | 0.0278  | 0.0278  | 0.0278  | 6.3319% | 0.2083  | 0.2633  | 0.2155  |
|                | HAR-RV          | 2.1834% | 0.0278  | 0.1135% | 0.2900  | 0.2633  | 0.2768  |
|                | HAR-CJ          | 1.5284% | 0.2917  | 0.5790  | 0.4706  | 5.6769% | 0.5149  | 0.3782  | 0.5160  |
|                | HAR-CJN         | 1.3100% | 0.5244  | 0.5503  | 0.6657  | 5.6769% | 0.5149  | 0.3715  | 0.5103  |
|                  | 1% VaR   | 5% VaR   | 1% VaR   | 5% VaR   | 1% VaR   | 5% VaR   | 1% VaR   | 5% VaR   | 1% VaR   | 5% VaR   | 1% VaR   | 5% VaR   | 1% VaR   | 5% VaR   |
|------------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|                  | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 |
| 000393           | ARMA-RV  | 2.1978%  | 0.0270   |          | 6.3736%  | 0.2003   | 0.1799   | 0.1639   |          | 6.3736%  | 0.2003   | 0.2045   | 0.1801   | 0.1799   |          | 0.1639   |
|                  | HAR-RV   | 1.9780%  | 0.0651   | 0.0778   | 0.0363   | 6.3736%  | 0.2003   | 0.2045   | 0.1801   |          | 6.3736%  | 0.2003   | 0.2045   | 0.1801   | 0.1799   |          | 0.1639   |
|                  | HAR-CJ   | 1.5385%  | 0.2871   | 0.2091   | 0.2494   | 5.9341%  | 0.3799   | 0.4349   | 0.4717   |          | 5.9341%  | 0.3799   | 0.4349   | 0.4717   | 0.3799   |          | 0.4349   |
|                  | HAR-CJN  | 1.0989%  | 0.8384   | 0.8051   | 0.9441   | 5.7143%  | 0.5008   | 0.3987   | 0.5328   |          | 5.7143%  | 0.5008   | 0.3987   | 0.5328   | 0.5008   |          | 0.3987   |
| 600085           | ARMA-RV  | 2.3256%  | 0.0134   |          | 6.3425%  | 0.1976   | 0.0996   | 0.0779   |          | 6.3425%  | 0.1976   | 0.0996   | 0.0779   | 0.1976   |          | 0.0996   |
|                  | HAR-RV   | 2.1142%  | 0.0340   |          | 6.1311%  | 0.2749   | 0.2498   | 0.2077   |          | 6.1311%  | 0.2749   | 0.2498   | 0.2077   | 0.2749   |          | 0.2498   |
|                  | HAR-CJ   | 1.4799%  | 0.3275   | 0.3203   | 0.3350   | 5.7082%  | 0.4890   | 0.4689   | 0.4923   |          | 5.7082%  | 0.4890   | 0.4689   | 0.4923   | 0.4890   |          | 0.4689   |
|                  | HAR-CJN  | 1.2685%  | 0.5731   | 0.4752   | 0.6166   | 5.7082%  | 0.4890   | 0.3922   | 0.4437   |          | 5.7082%  | 0.4890   | 0.3922   | 0.4437   | 0.4890   |          | 0.3922   |
| 600351           | ARMA-RV  | 1.9824%  | 0.0636   | 0.0837   | 0.0385   | 6.8282%  | 0.0896   | 0.0534   | 0.0338   |          | 6.8282%  | 0.0896   | 0.0534   | 0.0338   | 0.0896   |          | 0.0534   |
|                  | HAR-RV   | 2.2026%  | 0.0262   |          | 6.6079%  | 0.1333   | 0.0984   | 0.0771   |          | 6.6079%  | 0.1333   | 0.0984   | 0.0771   | 0.1333   |          | 0.0984   |
|                  | HAR-CJ   | 1.7621%  | 0.1406   | 0.2074   | 0.1479   | 6.1674%  | 0.2701   | 0.1881   | 0.2176   |          | 6.1674%  | 0.2701   | 0.1881   | 0.2176   | 0.2701   |          | 0.1881   |
|                  | HAR-CJN  | 1.5419%  | 0.2824   | 0.1575   | 0.2021   | 5.9471%  | 0.3680   | 0.4512   | 0.4819   |          | 5.9471%  | 0.3680   | 0.4512   | 0.4819   | 0.3680   |          | 0.4512   |
| 000419           | ARMA-RV  | 2.4017%  | 0.0106   |          | 6.5502%  | 0.1453   | 0.1091   | 0.0837   |          | 6.5502%  | 0.1453   | 0.1091   | 0.0837   | 0.1453   |          | 0.1091   |
|                  | HAR-RV   | 2.4017%  | 0.0106   |          | 6.3319%  | 0.2083   | 0.2106   | 0.1840   |          | 6.3319%  | 0.2083   | 0.2106   | 0.1840   | 0.2083   |          | 0.2106   |
|                  | HAR-CJ   | 0.1174%  | 0.1463   | 0.1619   | 0.1231   | 5.8952%  | 0.3921   | 0.4512   | 0.4818   |          | 5.8952%  | 0.3921   | 0.4512   | 0.4818   | 0.3921   |          | 0.4512   |
|                  | HAR-CJN  | 1.5284%  | 0.2917   | 0.1563   | 0.2010   | 5.8952%  | 0.3921   | 0.3810   | 0.4360   |          | 5.8952%  | 0.3921   | 0.3810   | 0.4360   | 0.3921   |          | 0.3810   |

Table 11: VaR Backtesting Results
|                | Percentage of Violations | 1% VaR | P-value 1 | P-value 2 | P-value 3 | 5% VaR | P-value 1 | P-value 2 | P-value 3 |
|----------------|--------------------------|--------|-----------|-----------|-----------|--------|-----------|-----------|-----------|
| **ARMA-RV**    | 1.9608%                  | 0.0675 | 0.1417    | 0.0583    | 6.3181%   | 0.2124 | 0.2106    | 0.1840    |           |
| **HAR-RV**     | 1.9608%                  | 0.0675 | 0.1381    | 0.0572    | 6.3181%   | 0.2124 | 0.1708    | 0.1577    |           |
| **HAR-CJ**     | 1.5251%                  | 0.2934 | 0.1371    | 0.1818    | 5.4466%   | 0.6650 | 0.6124    | 0.7636    |           |
| **HAR-CJN**    | 1.3072%                  | 0.5276 | 0.5690    | 0.6765    | 5.4466%   | 0.650  | 0.5797    | 0.7448    |           |
| **ARMA-RV**    | 2.0225%                  | 0.0569 | 0.0834    | 0.0384    | 6.5169%   | 0.1598 | 0.2530    | 0.2095    |           |
| **HAR-RV**     | 1.7978%                  | 0.1283 | 0.1019    | 0.0859    | 6.2921%   | 0.2284 | 0.2545    | 0.2703    |           |
| **HAR-CJ**     | 1.5730%                  | 0.2622 | 0.1293    | 0.1737    | 5.8427%   | 0.4264 | 0.4801    | 0.5928    |           |
| **HAR-CJN**    | 1.3483%                  | 0.4832 | 0.4517    | 0.5994    | 5.8427%   | 0.4264 | 0.4965    | 0.6037    |           |
| **ARMA-RV**    | 2.2989%                  | 0.0199 |           |           | 6.8966%   | 0.0853 | 0.1165    | 0.0882    |           |
| **HAR-RV**     | 2.0690%                  | 0.0501 | 0.1092    | 0.0476    | 6.6667%   | 0.1283 | 0.2265    | 0.1939    |           |
| **HAR-CJ**     | 1.3793%                  | 0.4521 | 0.4556    | 0.6023    | 6.2069%   | 0.2649 | 0.4157    | 0.4594    |           |
| **HAR-CJN**    | 1.3793%                  | 0.4521 | 0.4533    | 0.6006    | 5.9771%   | 0.3637 | 0.4157    | 0.5462    |           |
| **ARMA-RV**    | 2.0000%                  | 0.0605 | 0.1094    | 0.0477    | 6.4444%   | 0.1775 | 0.1973    | 0.1754    |           |
| **HAR-RV**     | 2.2222%                  | 0.0248 |           |           | 6.2222%   | 0.2510 | 0.2125    | 0.2379    |           |
| **HAR-CJ**     | 1.3333%                  | 0.4989 | 0.4519    | 0.5996    | 5.5556%   | 0.5950 | 0.1100    | 0.2421    |           |
| **HAR-CJN**    | 1.3333%                  | 0.4989 | 0.4391    | 0.5898    | 5.5556%   | 0.5950 | 0.0951    | 0.2155    |           |
|        | 1% VaR |           |           | 5% VaR |           |           |
|--------|--------|-----------|-----------|--------|-----------|-----------|
|        | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 | Percentage of Violations | P-value 1 | P-value 2 | P-value 3 |
| ARMA-RV | 2.1786% | 0.0281 |           | 6.5359% | 0.1485 | 0.1133 | 0.0863 |
| HAR-RV  | 2.1786% | 0.0281 |           | 6.3181% | 0.2124 | 0.2194 | 0.1895 |
| HAR-CJ  | 1.7429% | 0.1417 | 0.1441 | 0.1126 | 5.6645% | 0.5220 | 0.4002 | 0.5340 |
| HAR-CJN | 1.3972% | 0.5276 | 0.4752 | 0.6166 | 5.6645% | 0.5220 | 0.3950 | 0.5296 |
| ARMA-RV | 2.2472% | 0.0231 |           | 6.5169% | 0.1598 | 0.3117 | 0.2415 |
| HAR-RV  | 2.2472% | 0.0231 |           | 6.5169% | 0.1598 | 0.2461 | 0.2056 |
| HAR-CJ  | 1.5730% | 0.2622 | 0.2667 | 0.2962 | 6.0674% | 0.3168 | 0.4511 | 0.4817 |
| HAR-CJN | 1.3483% | 0.4832 | 0.5708 | 0.6776 | 5.8427% | 0.4264 | 0.3809 | 0.5182 |
| ARMA-RV | 2.0690% | 0.0501 | 0.1276 | 0.0538 | 7.1264% | 0.0551 | 0.3962 | 0.2548 |
| HAR-RV  | 2.2989% | 0.0199 |           | 7.1264% | 0.0551 | 0.1132 | 0.0624 |
| HAR-CJ  | 1.6092% | 0.2407 | 0.1565 | 0.2011 | 6.4368% | 0.1871 | 0.2193 | 0.2433 |
| HAR-CJN | 1.6092% | 0.2407 | 0.1451 | 0.1898 | 6.4368% | 0.1871 | 0.3091 | 0.3058 |
| ARMA-RV | 2.4444% | 0.0093 |           | 6.6667% | 0.1219 | 0.1538 | 0.1093 |
| HAR-RV  | 2.2222% | 0.0248 |           | 6.4444% | 0.1775 | 0.2155 | 0.1870 |
| HAR-CJ  | 1.7778% | 0.1351 | 0.1474 | 0.1146 | 6.0000% | 0.3447 | 0.4647 | 0.4898 |
| HAR-CJN | 1.5556% | 0.2734 | 0.2141 | 0.2537 | 5.7788% | 0.4596 | 0.3914 | 0.5269 |
|                | One-step-ahead | Five-step-ahead | One-step-ahead | Five-step-ahead | One-step-ahead | Five-step-ahead | One-step-ahead | Five-step-ahead | One-step-ahead | Five-step-ahead | One-step-ahead | Five-step-ahead |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE | MSE  | MAE |
| ARMA-RV        | 2.13 | 9.01 | 2.89 | 10.23 | 3.21 | 13.13 | 3.56 | 13.58 | 1.79 | 7.26 | 2.34 | 8.95 | 2.81 | 10.88 | 3.09 | 11.02 |
| HAR-RV         | 2.12 | 9.00 | 2.90 | 10.25 | 3.20 | 13.14 | 3.54 | 13.55 | 1.78 | 7.25 | 2.31 | 8.92 | 2.76 | 10.87 | 3.08 | 10.97 |
| HAR-CJ         | 2.01a | 8.73a | 2.56a | 10.05a | 3.05a | 13.01a | 3.21a | 13.26a | 1.68a | 7.13a | 2.19a | 8.68a | 2.55a | 10.49a | 2.93a | 10.58a |
| HAR-CJN        | 1.96b | 8.67b | 2.49b | 10.01b | 3.02b | 12.98b | 3.15b | 13.03b | 1.63b | 7.03b | 2.14b | 8.46b | 2.49b | 10.42b | 2.80b | 10.53b |
| ARMA-RV        | 2.25 | 9.14 | 2.94 | 11.27 | 3.54 | 13.69 | 3.89 | 13.87 | 2.36 | 9.58 | 3.08 | 11.82 | 3.71 | 14.36 | 4.08 | 14.54 |
| HAR-RV         | 2.23 | 9.12 | 2.91 | 11.23 | 3.48 | 13.56 | 3.83 | 13.81 | 2.33 | 9.56 | 3.05 | 11.78 | 3.65 | 14.22 | 4.02 | 14.48 |
| HAR-CJ         | 2.11b | 8.98b | 2.76b | 10.92b | 3.21b | 13.20b | 3.69b | 13.32b | 2.21b | 9.42b | 2.89b | 11.45b | 3.37b | 13.84b | 3.87b | 13.97b |
| HAR-CJN        | 2.05b | 8.85b | 2.69b | 10.65b | 3.13b | 13.13b | 3.53b | 13.25b | 2.15b | 9.24b | 2.82b | 11.17b | 3.24b | 13.76b | 3.70b | 13.89b |
| ARMA-RV        | 2.18 | 8.87 | 2.85 | 10.93 | 3.43 | 13.28 | 3.77 | 13.40 | 2.24 | 9.11 | 2.93 | 11.23 | 3.53 | 13.64 | 3.88 | 13.82 |
| HAR-RV         | 2.20 | 8.89 | 2.82 | 10.89 | 3.38 | 13.15 | 3.72 | 13.40 | 2.20 | 9.09 | 2.90 | 11.19 | 3.47 | 13.51 | 3.82 | 13.76 |
| HAR-CJ         | 2.05a | 8.71a | 2.68a | 10.59a | 3.11a | 12.80a | 3.58a | 12.92a | 2.12a | 8.95a | 2.75a | 10.88a | 3.20a | 13.15a | 3.68a | 13.27a |
| HAR-CJN        | 2.09b | 8.58b | 2.61b | 10.33b | 3.04b | 12.73b | 3.42b | 12.85b | 2.04b | 8.82b | 2.68b | 10.61b | 3.12b | 13.07b | 3.52b | 13.30b |
| ARMA-RV        | 2.29 | 9.31 | 2.99 | 11.48 | 3.61 | 13.94 | 3.96 | 14.13 | 2.15 | 8.74 | 2.81 | 10.78 | 3.39 | 13.09 | 3.72 | 13.26 |
| HAR-RV         | 2.26 | 9.29 | 2.96 | 11.44 | 3.63 | 13.81 | 3.99 | 14.07 | 2.13 | 8.72 | 2.78 | 10.74 | 3.33 | 12.97 | 3.66 | 13.21 |
| HAR-CJ         | 2.15a | 9.15a | 2.81a | 11.12a | 3.27a | 13.44a | 3.76a | 13.57a | 2.02a | 8.59a | 2.64a | 10.44a | 3.07a | 12.62a | 3.53a | 12.74a |
| HAR-CJN        | 2.09b | 9.01b | 2.74b | 10.85b | 3.19b | 13.36b | 3.60b | 13.50b | 1.96b | 8.46b | 2.57b | 10.19b | 2.99b | 12.55b | 3.38b | 12.67b |

Note: The out-of-sample VaR forecast comparison is based on observations from 01/04/2006 to 12/27/2007. All figures in the table have been multiplied by 10^4. The superscript indicates that Diebold-Mariano (1995) tests of the null that VaR forecasts are equal is rejected at the 5% level of significance. The alternatives are: a) HAR-CJ model provides superior forecasts than ARMA model and HAR model; b) HAR-CJN model provides superior forecasts than ARMA model and HAR model; c) HAR-CJN model superior forecasts than HAR-CJ model.