Controlling the shape of small clusters with and without macroscopic fields
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Despite major advances in the understanding of the formation and dynamics of nano-clusters in the past decades, theoretical bases for the control of their shape are still lacking. We investigate strategies for driving fluctuating few-particle clusters to an arbitrary target shape in minimum time with or without an external field. This question is recast into a first passage problem, solved numerically, and discussed within a high temperature expansion. Without field, large-enough low-energy target shapes exhibit an optimal temperature at which they are reached in minimum time. We then compute the optimal way to set an external field to minimize the time to reach the target, leading to a gain of time that grows when increasing cluster size or decreasing temperature. This gain can shift the optimal temperature or even create one. Our results could apply to clusters of atoms at equilibrium, and colloidal or nanoparticle clusters under thermo- or electrophoresis.

Less than a decade after its discovery [1], scanning tunneling microscope (STM) was used to position atoms on a surface with Ångström precision [2], reaching atomic-scale control on the organization of matter. Following this seminal work, many examples of organization of atoms [3, 4], molecules or nanoparticles [5–9] and colloids [10, 11] were obtained with tools like STM, atomic force microscope, or optical tweezers. However, important challenges are still open in the control of few-particle clusters.

The first one is to control matter at the nanoscale with an external macroscopic field that does not act on one single particle or atom at a time, but on the whole cluster. External fields such as light acting on metal nanoparticle clusters [12] or electromigration acting on atomic monolayer clusters [13–16] are known to lead to complex equilibrium or non-equilibrium cluster shapes. However, these shapes are only a very small fraction of all possible shapes, that are dictated by the physics of the interaction of the driving force with the system.

Another challenge lies in the ability to obtain refined control of nanostructure shapes in the presence of thermal fluctuations that activate the random diffusion of particles and atoms, leading to shape fluctuations [15, 17, 18]. Some progress in this direction has been achieved with the control of the formation and order of colloidal clusters [19–21] in finite-temperature experiments. However, the control of the cluster shape is still an open issue.

In order to address these challenges, we investigate strategies to reach arbitrary cluster shapes in minimum time in the presence of fluctuations. We focus on the control of few-particles two-dimensional clusters and find how a given target shape can be reached in minimum time with and without macroscopic external field. This problem which is formulated as the minimization of a first passage time on the graph of cluster configurations, is solved numerically and studied analytically with the help of a high temperature expansion.

In the absence of field, we find that large compact target shapes exhibit an optimal temperature at which they can be reached in minimum time. In the presence of an external field we use dynamic programming [22, 23] to find the optimal way to set the external field as a function of the cluster shape to reach the target in minimum time. The gain in time due to the forces increases with decreasing temperature and with increasing clusters size. This gain can shift the optimal temperature, or create one when it does not exist in the absence of forces.

We focus on clusters with edge diffusion dynamics. Edge diffusion was observed in metal atomic monolayer islands [24, 25], and for colloids [26]. However, our strategy can readily be extended to any type of dynamics that preserve the number of particles such as surface-diffusion dynamics inside vacancy clusters [27–29], or dislocation-mediated cluster rearrangements in colloids [30] and metal nanoclusters [31, 32]. We discuss possible experiments with clusters of atoms or colloids.

**Model.** We consider a small cluster on a square lattice with lattice parameter $a$ and nearest-neighbor bonds $J$ under an external macroscopic force $F$. We assume that the current configuration of the cluster, hereafter denoted as the state $s$, can be observed at all times. The force is chosen as a function of $s$. This choice is encoded in the policy $\phi$, so that $F = \phi(s)$. The state $s$ can change to another state $s'$ via the motion of a single particle to one of its nearest or next-nearest neighbor sites along the cluster edge. Moves that break the cluster are forbidden. Following usual models for biased diffusion [15, 33, 34], the hopping rate is assumed to take an Arrhenius form

$$\gamma_\phi(s,s') = \nu \exp[-(n_{ss'}J - \phi(s) \cdot u_{ss'})/k_BT],$$

where $k_BT$ is the thermal energy and $\nu$ is an attempt frequency, $n_{ss'}$ is the number of in-plane nearest neighbors in state $s$ before hopping. To gain computation time, we freeze atoms with $n_{ss'} = 4$. In addition, we assume that the displacement vector to the diffusion saddle point $u_{ss'}$ is half the displacement vector between the initial and final positions of the moving atom [15]. In the following, we choose units where $k_B = 1$, $J = 1$, $\nu = 1$ and $a = 1$.

Our goal is to study the time to reach a target cluster configuration $\bar{s}$ from an initial state $s$. This time can be
seen as a first passage time $\tau_{\phi}(s, \bar{s})$ in a random walk on
the graph of cluster configurations [35, 36], as represented
in Fig. 1. Since the dynamics is Markovian, $\tau_{\phi}(s, \bar{s})$ is
equal to the expected residence time $t_{\phi}(s)$ in state $s$ plus
the first passage time from the new state $s'$ after the move [37]. Considering all possible moves, we obtain a recursion relation

$$
\tau_{\phi}(s, \bar{s}) = t_{\phi}(s) + \sum_{s' \in B_s} p_{\phi}(s, s') \tau_{\phi}(s', \bar{s}), \tag{2}
$$

where $p_{\phi}(s, s') = \gamma_{\phi}(s, s') t_{\phi}(s)$ is the transition probability from $s$ to $s'$, $t_{\phi}(s) = 1/\sum_{s' \in B_s} \gamma_{\phi}(s, s')$, and $B_s$ the set of states that can be reached from $s$ via a single move. Relation Eq. (2) is supplemented with the boundary condition $\tau_{\phi}(s, \bar{s}) = 0$.

We also define the expected return time to target, i.e. spent outside the target before returning to it when starting from the target itself [38]

$$
\tau_{\phi}^r(s) = \sum_{s \in B_s} p_{\phi}(s, s) \tau_{\phi}(s, \bar{s}). \tag{3}
$$

For the sake of concision, we mainly focus on the analysis of $\tau_{\phi}^r(s)$ instead of $\tau_{\phi}(s, \bar{s})$ which is different for each $s$.

**Zero force.** Let us first set the force to zero in all states, $\phi(s) = 0$. This leads to standard equilibrium fluctuation dynamics that have been investigated thoroughly in the case of edge diffusion [17, 18, 24]. Although some quantities related to first passage processes have been discussed within the frame of persistence of fluctuations [39, 40], there is to our knowledge no study of the

first passage times to cluster configurations. We have evaluated $\tau_{\phi}(s, \bar{s})$ numerically using the method of iterative evaluation [22]: for a given $\bar{s}$, we iterate the evaluation of $\tau_{\phi}(s, \bar{s})$ by substitution of its value in the right hand side of Eq. (2). Since it requires to list all states, such a method is suitable for small clusters, which corresponds to our focus in this Letter. Indeed, the total number $S_N$ of configurations for a cluster with $N$ particles, often called polyominoes or lattice animals [41], grows exponentially with $N$: $S_N \sim c N^N$, with $\lambda \approx 4.0626$ and $c \approx 0.3169$ [42]. We have performed simulations with $N \leq 12$, with $S_{12} \approx 5 \times 10^{10}$ states.

The resulting expected return time to target with zero force $\tau_{\phi}^r(s)$ is shown in Fig. 2 as a function of $1/T$. For small clusters, $\tau_{\phi}^r(s)$ increases monotonously as the temperature is decreased. This is expected because thermally actvated hopping diffusion events become slower at low temperatures. However, $\tau_{\phi}^r(s)$ exhibits a minimum as a function of temperature for clusters that are larger and more compact. As shown in Supp. Mat., a similar minimum is found in the time $\tau_0(s, \bar{s})$ to reach the target starting from any state $s$. This striking result implies that some targets exhibit an optimal temperature at which the target can be reached in minimum time.

The presence of a minimum is associated to a change of slope of $\tau_{\phi}^r(s)$ as a function of $1/T$ at high temperatures. We therefore study the high temperature behavior in more details. In the limit $T \to \infty$, the rates (1) are independent of the initial and final state and of the force: $\gamma_{\phi}(s, s') \to 1$. As a consequence, $\tau_{\phi}^r(s)$ is independent of the policy $\phi$ at infinite temperature $\tau_{\phi}^r(s) \to \tau_{\phi}^r(\bar{s})$. A simple result is known from the literature [43] (see also Supp. Mat.) when all rates are equal: $\tau_{\phi}^\infty(\bar{s}) = (S_N - 1)/d_{\bar{s}}$, where the degree $d_{\bar{s}}$ of the target is the number of states that can be reached from the target $\bar{s}$ in one move. This quantity is similar to the lower bound of the mean first passage time (averaged over all initial states $s$), which is often used to characterize first passages in random graphs [44–47].

When the temperature is decreased, the moves become

![Figure 1](image1.png)

**Figure 1.** Graph of configurations for a tetramer cluster ($N = 4$) at $T = 0.24$. The node size is proportional to the expected residence time $t_{\phi}(s)$. The thickness and shade of the edges are proportional to the transition probability $p_{\phi}(s, s')$. Arrows in the nodes represent an optimal policy $\phi_*(s)$ to reach the orange target shape (crosses correspond to a zero force).
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**Figure 2.** Expected return time to target as a function of $1/T$. Zero-force case $\tau_0^r(s)$ and under the optimal policy $\tau_\phi^r(s)$ with $F_0 = 0.4$. The $\times$ correspond to $\tau_{\phi}^\infty(s)$ for $T \to \infty$. 
sensitive to the energy. From detailed balance, a move that leads to a decrease of energy is faster than the reverse move. As a consequence, the cluster goes faster towards states with lower energy. Thus, the time to reach the target decreases if the target has a lower energy. However, this trend is only describing relative variations of the time to reach different targets. When decreasing the temperature, there is also a global slowing-down of the dynamics because of the Arrhenius dependence of the rates on temperature in Eq. (1). The decrease or increase of first passage times to the target—or equivalently of $\tau^*_\phi(\bar{s})$—depends on the competition between these two effects: relative energy effect vs global slowing down.

This competition can be analyzed from a high temperature expansion to first order in $1/T$ (details are reported in Supp. Mat.), leading to

$$\tau^*_0(\bar{s}) = \left( 1 + \frac{M_0(\bar{s})}{T} \right) \tau^*_\infty(\bar{s}),$$

$$M_0(\bar{s}) = \frac{1}{1 - S_N^{-1} \langle \delta_{\bar{s}s} \langle n_{ss'} \rangle \rangle \delta_{s' \bar{s}}} \langle g_0(s, \bar{s}) \rangle = \langle g_0(s, \bar{s}) \rangle - \langle g_0(s', \bar{s}) \rangle \langle g_0(s'', \bar{s}) \rangle$$

where $\delta_{ss'} = 1 - \delta_{ss'}$ with $\delta$ the Kronecker symbol, $\langle \cdot \rangle_{s\in\mathbb{Z}}$ indicates the average over the states in the set of states $\mathbb{Z}$, and $\bar{s}$ is the set of all states. We also use the notation $\langle \cdot \rangle_s = \langle \cdot \rangle_{s'\in\mathbb{B}_s}$. In addition, the local covariance of any quantity $q_{ss'}$ with $\tau^\infty(s, \bar{s})$ is defined as

$$g_0(s, \bar{s}) = \langle g_{ss'} - \langle g_{ss'} \rangle \rangle \langle \tau^\infty(s', \bar{s}) - \langle \tau^\infty(s'', \bar{s}) \rangle \rangle$$

where $\langle \cdot \rangle_s = \langle \cdot \rangle_{s'\in\mathbb{B}_s}$. In Fig. 3(a), we see that Eq. (5) is in good agreement with the value $M_0^{\text{sim}}(\bar{s})$ obtained from a high temperature fit of the numerical solution from iterative evaluation (small deviations are caused by the freezing of 4-neighbors particles).

In Eq. (5), the first term proportional to $\langle n_{ss'} \rangle$, accounts for the global slowing down of the dynamics, while the second term proportional to $d_s g_0(s, \bar{s})$ accounts for the relative energy effect. The global slowing down contribution can be approximated by $\rho_0(N) = \langle \langle n_{ss'} \rangle \rangle_{s\in\mathbb{S}}$, which converges exponentially to $\rho_0(\infty) \approx 1.64$ for large $N$ (see Supp. Mat. for details). The relative energy effect is dominated by moves from $\mathbb{B}_s$ to the target. It is approximately proportional to a measure of cluster compactness defined as the difference in the number of bonds to break between moves leading to and moves not leading to the target $\langle n_{ss'} \rangle - \langle \langle n_{ss'} \rangle \rangle = \langle \cdot \rangle^\infty_{s'\in\mathbb{B}_s}$. This relation is derived and checked in Supp. Mat. We therefore obtain

$$M_0^{\text{appr}}(\bar{s}) = \rho_0(N) + \rho_1 \langle n_{ss} - \langle n_{ss'} \rangle \rangle$$

where $\rho_1 \approx 1.60$. As shown in Fig. 3(a), $M_0^{\text{appr}}(\bar{s})$ provides a fair approximation to $M_0(\bar{s})$. The dispersion originates from assumptions of uncorrelation of $\tau^\infty$ with $n_{ss'}$, and of variations of $\tau^\infty$ dominated by the difference between $\tau^\infty(s, \bar{s}) = 0$ on the target and $\tau^\infty(s, \bar{s})$ in its neighborhood $\mathbb{B}_s$. The sign of $M_0^{\text{appr}}(\bar{s})$ can serve as a simple guide to the presence of a minimum as a function of $T$, i.e. an optimal temperature, and also makes explicit the link between the minimum and the compactness of the target. For example, in a linear one-atom-thick target, only the two atoms at the tips can move, so that $\langle n_{ss} \rangle = 1$ and an inspection of the possible moves shows that $\langle \langle n_{ss'} \rangle \rangle \rightarrow 4/3$. This leads to $M_0^{\text{appr}}(\bar{s}) = \rho_0(N) - \rho_1/3 \approx 0.9 > 0$, in agreement with $M_0^{\text{appr}}(\bar{s}) \approx 1.04$ found by iterative evaluation. In contrast, in the limit of large compact (square, rectangular, etc.) islands, for which $\langle n_{ss} \rangle = 1$ and $\langle \langle n_{ss'} \rangle \rangle \rightarrow 3$, we obtain $M_0^{\text{appr}}(\bar{s}) = -1.57 < 0$ leading to a minimum.

Note however that the convergence of value iteration is difficult not only for large clusters, but also for high-energy (i.e., non-compact) target shapes when the temperature is decreased. Indeed, disparate times-scales have to be resolved (fast relaxation towards low-energy shapes vs large time to reach high-energy shapes).

Optimal policy in the presence of forces. Our goal now is to determine the optimal policy $\phi_*$ that minimizes $\tau_\phi(s)$, and the resulting optimal first passage time $\tau_\phi(s, \bar{s}) = \min_{\phi} \tau_\phi(s, \bar{s})$ for non-zero forces. Such a problem, called a Markov decision process, can be solved using well-known dynamic programming methods [22, 23]. We substitute the optimal policy in Eq. (2) to obtain the so-called Bellman optimality equation

$$\tau_\phi(s, \bar{s}) = \min_{\phi(s)} \left[ t_\phi(s) + \sum_{s'\in\mathbb{B}_s} p_\phi(s, s') \tau_\phi(s', \bar{s}) \right].$$

As in the zero-force case, we iterate Eq. (7). However minimization over the force in $s$ is taken at each iteration. This method, called value iteration, provides both $\tau_\phi(s, \bar{s})$ and the optimal policy $\phi_*$. Due to the fast increase of
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$S_N$ with $N$, its computational cost grows exponentially with $N$ (see Supp. Mat.).

We choose a force $F$ that is always oriented in $\hat{x}$ direction ((10) lattice direction), with 3 possible values: $\{-F_0\hat{x}, 0, F_0\hat{x}\}$, with $F_0 > 0$. An example of optimal policy is shown in Fig. 1. As an important remark, the force can drive the cluster towards any target shape even if the symmetries of the target are not compatible with those of the force because observation itself (i.e. the knowledge of $s$) breaks the symmetry.

The gain due to the optimal policy is reported in Fig. 4, using the zero-force policy as a reference. In Supp. Mat., we show that using a random-force policy as a reference leads to similar results. As seen from Fig. 4(a), the gain increases not only when $F_0$ is increased, but also when $T$ is decreased. This is intuitively expected since the relative change between different rates due to a change of the force increases when $F_0/T$ is increased. In addition, the gain increases when the size of the cluster increases, as shown in Fig. 4(b). A naive explanation for this trend is that an increase of $N$ leads to an increase of the number of states $S_N$, and therefore to an increase of the number of ways to tune the policy $\phi$ in order to minimize $\tau_{\phi}(s, \bar{s})$.

Again, a high temperature expansion leads to (derivation reported in Supp. Mat.)

$$\tau^*_0(s) = \left(1 + \frac{M_0(s)}{T}\right)\tau^*_\infty(s),$$

$$M_0(s) = M_0(\bar{s}) - \frac{F_0}{1 - S_N} \left\langle \left| \delta_{ss'} \langle u_{ss'} \rangle \right| \right\rangle_{\bar{s} \in \bar{S}},$$

where $u_{ss'} = u_{ss'} \cdot \hat{x}$. The numerical solution of Eq. (7) is in agreement with Eq. (8) (up to small deviations due to 4-neighbors particle freezing, see Supp. Mat.).

Two remarks are in order. First, $\langle u_{ss'} \rangle$ is small and its contribution to the term proportional to $F_0$ in Eq. (8) is negligible. Second, the absolute value forbids the cancellation of contributions with randomly different signs, leading to a behavior which is qualitatively different from that of $M_0(\bar{s})$. Indeed, the average is not dominated by the largest terms coming from the strong change of $\tau^*_\infty(\bar{s}, \bar{s})$ between the target and its first neighbors, but by the typical values of $|d_s g_s(\bar{s}, \bar{s})|$ in all states. Based on this observation, a detailed analysis reported in Supp. Mat. leads to the approximation

$$M^\text{approx}(\bar{s}) = M_0(\bar{s}) - \frac{21/2}{\pi 1/2} F_0 \sigma_u \sigma_{\tau^*_\infty}(\bar{s}) \langle d_s^{1/2} \rangle_{\bar{s} \in \bar{S}},$$

where we have defined the standard deviations

$$\sigma_u = \left\langle \left( \langle u_{ss'} \rangle - \langle u_{ss'} \rangle_0 \right)^2 \right\rangle_{\bar{s} \in \bar{S}},$$

$$\sigma_{\tau^*_\infty}(\bar{s}) = \left\langle \left( \langle \tau^*_\infty(\bar{s}, \bar{s}) \rangle - \langle \tau^*_\infty(\bar{s}', \bar{s}) \rangle_0 \right)^2 \right\rangle_{\bar{s} \in \bar{S}}.$$
those involved in dislocation-mediated dynamics) can be included as long as they are pre-determined (using e.g. energy-exploration methods) and their number is finite, to allow for the numerical solution of Eqs. (2) and (7). Since the presence of the minimum depends only on the generic competition between the relative energy effect and global slowing down, we speculate that it should not depend on the details of mass transport kinetics.

In conclusion, thermal fluctuations can be used to reach desired nano-cluster shapes. There is a temperature that minimizes the time to reach large-enough and compact shapes. Furthermore, macroscopic fields can help gaining orders of magnitude in the time to reach arbitrary shapes. We hope that our work will motivate experimental investigations for the control of atomic and colloidal clusters, and will open theoretical directions for the optimization of first passage times on graphs.
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I. EXPECTED RETURN TIME TO TARGET VS TIME TO TARGET FROM OTHER STATES

In the main text, we state that when the expected return time to target $\tau_\phi^r(\bar{s})$ exhibits a minimum, the expected times to reach the target $\tau_\phi(s, \bar{s})$ starting from any state $s$ usually also exhibit a minimum. This is shown in Fig. 1 for two 9-atom targets, for the zero-force and under an optimal policy $\phi_\ast$ with $F_0 = 0.4$. In both cases, the presence of a minimum both in $\tau_\phi^r(\bar{s})$ and $\tau_\phi(s, \bar{s})$ is clearly visible.
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Figure 1. Expected time to reach the target as a function of $1/T$, starting from the target state itself (return time), and from all the other states in the system. (a) Zero-force case and (b) under an optimal policy $\phi_\ast$. The number of blue curves in these graphs is therefore equal to the number of states minus one (the target), i.e. $S_\phi - 1 = 9909$.

II. HIGH TEMPERATURE EXPANSION OF THE EXPECTED RETURN TIME TO TARGET

A. Expression of the expected return time

Dividing the recursion relation Eq. (3) of the main text by $t_\phi(\bar{s})$ and summing over all states but the target state, we obtain

$$\sum_s \frac{\tau_\phi(s, \bar{s})}{t_\phi(\bar{s})} = S_N - 1 + \sum_s \sum_{s' \in B_s} \frac{p_\phi(s, s')}{t_\phi(\bar{s})} \tau_\phi(s', \bar{s}), \quad (1)$$

where $\sum_s$ indicates the sum over all states in the system except for the target state $\bar{s}$, and $B_s$ is the set of bordering states of $s$, i.e. the states that can be reached from $s$ in one physical move.

All physical moves except for those coming from the target are summed over in the last term of the right hand side of Eq. (1). Hence, we can invert the indices $s$ and $s'$ in the sum if we subtract the contribution of the moves starting from the target, leading to

$$\sum_s \frac{\tau_\phi(s, \bar{s})}{t_\phi(\bar{s})} = S_N - 1 + \sum_s \sum_{s' \in B_s} \frac{p_\phi(s, s')}{t_\phi(\bar{s})} \tau_\phi(s', \bar{s}) - \sum_{s \in B_s} \frac{p_\phi(\bar{s}, s)}{t_\phi(\bar{s})} \tau_\phi(s, \bar{s}). \quad (2)$$

The last term is proportional to the expected return time to target (Eq. (2) of the main text)

$$\tau_\phi^r(\bar{s}) = \sum_{s \in B_s} p_\phi(\bar{s}, s) \tau_\phi(s, \bar{s}). \quad (3)$$

We can therefore re-write Eq. (2) as

$$\tau_\phi^r(\bar{s}) = t_\phi(\bar{s})(S_N - 1) + t_\phi(\bar{s}) \sum_s \tau_\phi(s, \bar{s}) \left\{ \sum_{s' \in B_s} \frac{p_\phi(s, s')}{t_\phi(\bar{s})} - \frac{1}{t_\phi(\bar{s})} \right\}. \quad (4)$$

Then, writing $t_\phi$ and $p_\phi$ as a function of $\gamma_\phi$, we obtain an expression that is convenient for the study of the high temperature regime

$$\tau_\phi^r(\bar{s}) = t_\phi(\bar{s})(S_N - 1) + t_\phi(\bar{s}) \sum_s \tau_\phi(s, \bar{s}) \sum_{s' \in B_s} (\gamma_\phi(s, s') - \gamma_\phi(s, s')) \quad \gamma_\phi(s, s') \geq 0 \quad (5)$$

where we have dropped the exclusion of the target state (indicated by the bar) in the sum since $\tau_\phi(s, \bar{s}) = 0$. 
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B. Infinite temperature limit

In the high temperature limit $k_B T \rightarrow +\infty$, the rates given by Eq. (??) of the main text all converge to the same value $\gamma_{\phi}(s, s') \rightarrow 1$, and therefore the residence time $t_{\phi}(s) = 1/\sum' s' \in B_s, \gamma_{\phi}(s, s')$ reads

$$t_{\phi}(s) \rightarrow \frac{1}{d_s},$$

(6)

where $d_s$, called the degree of state $s$, is the number of possible moves from $s$. Note that $d_s$ is the cardinal of $B_s$. As a consequence, Eq. (5) implies

$$\tau_{\phi}^r(\bar{s}) \rightarrow \tau_{\infty}^r(\bar{s}) = \frac{S_N - 1}{d_s}$$

(7)

in the high temperature limit.

In addition, the general recursion relation Eq. (??) of the main text can be re-written as

$$1 = \sum_{s' \in B_s} \gamma_{\phi}(s, s')(\tau_{\phi}(s, \bar{s}) - \tau_{\phi}(s', \bar{s})).$$

(8)

In the limit of infinite temperatures, this expression takes the form of the usual discretized Laplacian for the expected first passage times to the target $\tau_{\infty}(s, \bar{s})$

$$1 = \sum_{s' \in B_s} (\tau_{\infty}(s, \bar{s}) - \tau_{\infty}(s', \bar{s})).$$

(9)

This relation is valid everywhere but at the target state, where $\tau_{\infty}(\bar{s}) = 0$. The value of $\tau_{\infty}(s, \bar{s})$ depends in general on the precise structure of the graph.

A vast literature is dedicated to the study of the first passage times on random graphs [3, 4]. However, most studies are devoted to the case where $t_{\phi}(s) = 1$, which is different from our infinite temperature limit. The difference lies only in the factor $1/d_s$ in $t_{\phi}(s)$. A trace of this simple difference is that the mean first passage time (MFPT), which is the average of the first passage time over all initial states for a fixed target state, discussed in the literature with $t_{\phi}(s) = 1$, exhibits a lower bound [3, 4] MFPT $\geq S_N \langle d_s \rangle / d_s$, where $\langle d_s \rangle$ is the average of $d_s$ over all states. Up to the factor $1/\langle d_s \rangle$, this is identical to the expression of the expected return time to the target $\tau_{\phi}^r(\bar{s})$ in Eq. (7).

C. High temperature expansion

We perform an expansion to linear order in $1/T$ to obtain the first correction to Eq. (7). We start with the expansion of the rates, defined in Eqs. (1,2) of the main text

$$\gamma_{\phi}(s, s') = 1 + \frac{1}{T} (-n_{ss'} + \varphi(s) u_{ss'}),$$

(10)

where we recall that $n_{ss'}$ is the initial number of bonds of the atom which moves in the transition from state $s$ to state $s'$. In addition, we have $u_{ss'} = 1/2, 0, 0$ or $-1/2$ when the move is in the direction $+\hat{x}, -\hat{y}, +\hat{y}$ or $-\hat{x}$ respectively. The $+\hat{x}$ and $+\hat{y}$ axes correspond to the $(10)$ and $(01)$ lattice directions respectively. Remark the symmetry relation $u_{ss'} = -u_{ss'}$. Moreover, $\varphi(s) = -F_{0}$. In addition, $F_{0}$ is the scalar force in state $s$ given by the policy $\phi$, so that $\varphi(s) = \varphi(s) \hat{x}$.

Inserting this expression in the expected return time Eq. (5), we obtain to linear order in $1/T$

$$\tau_{\phi}^r(\bar{s}) = \tau_{\infty}^r(\bar{s}) \left(1 + \frac{M_{\phi}}{T}\right)$$

$$M_{\phi} = \frac{1}{d_{\bar{s}}} \sum_{s \in B_{\bar{s}}} (n_{s\bar{s}} - \varphi(s) u_{s\bar{s}})$$

$$+ \frac{1}{S_N - 1} \sum_{s} \tau_{\infty}(s, \bar{s}) \sum_{s' \in B_{\bar{s}}} (n_{ss'} - n_{s's})$$

$$+ \frac{1}{S_N - 1} \sum_{s} \tau_{\infty}(s, \bar{s}) \sum_{s' \in B_{\bar{s}}} (\varphi(s') u_{s's'} - \varphi(s) u_{s's}),$$

(11)

where the first passage time to target at infinite temperature $\tau_{\infty}(s, \bar{s})$ is independent on the policy $\phi$. The normalized slope $M_{\phi}$ obeys

$$(1 - \frac{1}{S_N}) M_{\phi} = \left\langle \left(1 - \delta_{s\bar{s}}\right) \langle n_{ss'} \rangle_{s' \in B_{\bar{s}}} - d_{\bar{s}} g_{n}(s, \bar{s}) \right\rangle_{s \in \bar{s}}$$

$$- \left\langle \varphi(s) \left(1 - \delta_{s\bar{s}}\right) \langle u_{ss'} \rangle_{s' \in B_{\bar{s}}} - d_{\bar{s}} g_{u}(s, \bar{s}) \right\rangle_{s \in \bar{s}},$$

(12)

where $\delta_{ss'}$ is the Kronecker symbol and the notation

$$\langle q_{s} \rangle_{s \in \bar{s}} = \frac{1}{|\bar{s}|} \sum_{s \in \bar{s}} q_{s} \quad \text{(13)}$$

indicates the average of $q_{s}$ taken over the states $s$ belonging to the set of states $\bar{s}$ with cardinal $|\bar{s}|$. In addition, we have defined the local covariances

$$g_{n}(s, \bar{s}) = \left\langle \left( n_{ss'} - \langle n_{ss'} \rangle_{s' \in B_{\bar{s}}} \right) \tau_{\infty}(s', \bar{s}) - \langle \tau_{\infty}(s'', \bar{s}) \rangle_{s'' \in B_{\bar{s}}} \right\rangle_{s' \in B_{\bar{s}}} \quad \text{(14)}$$

$$g_{u}(s, \bar{s}) = \left\langle \left( u_{ss'} - \langle u_{ss'} \rangle_{s' \in B_{\bar{s}}} \right) \tau_{\infty}(s', \bar{s}) - \langle \tau_{\infty}(s'', \bar{s}) \rangle_{s'' \in B_{\bar{s}}} \right\rangle_{s' \in B_{\bar{s}}} \quad \text{(15)}$$

that are averaged over the bordering states of $s$.

In the case of zero force, we set $\varphi(s) = 0$ in Eq. (12) and readily obtain Eq. (7) of the main text.

We now consider the case of non-zero forces. Since $\tau_{\phi}^r(\bar{s})$ is linear in the forces $\varphi(s)$ from Eq. (12), we obtain the optimal policy $\phi_{*}(s) = \varphi(s) \hat{x}$ from the sign of the prefactor of $\varphi(s)$ in Eq. (12):

$$\varphi(s) = -F_{0} \text{ sign } [d_{s} g_{u}(s, \bar{s}) - \langle u_{ss'} \rangle_{s' \in B_{\bar{s}}}],$$

$$\varphi(\bar{s}) = -F_{0} \text{ sign } [g_{u}(\bar{s})].$$

(16)
If the terms in the squared brackets vanish, then the contribution of the force term to $\tau_r^f(\bar{s})$ is at least second order in $1/T$, and should therefore be negligible for high enough temperatures.

Using Eq. (16) in Eq. (12), we obtain the high temperature correction to the optimal expected return time to target

$$
\left(1 - \frac{1}{S_N}\right) M_s = \left\langle 1 - \delta_{ss'} \langle n_{ss'} \rangle_{s',B_s} - d_s g_n(s,\bar{s}) \right\rangle_{s\in S} - F_0 \left\langle \left(1 - \delta_{ss'} \langle u_{ss'} \rangle_{s',B_s} - d_s g_u(s,\bar{s})\right) \right\rangle_{s\in S},
$$

(17)

which is identical to Eq. (??) of the main text.

D. Approximate expression of $M_0$

In Eq. (??) of the main text, the first term $\left\langle 1 - \delta_{ss'} \langle n_{ss'} \rangle_{s',B_s} \right\rangle_{s\in S}$ is the average over all possible states $s$ except the target $\bar{s}$ of the average number of bonds $n_{ss'}$ that is broken to perform a move from $s$. This term essentially accounts for the global slowing down of the dynamics when the temperature is decreased. The number $d_s$ of possible moves from a given state $s$ grows moderately (like a power law) with $N$, as shown in Fig.2, while the total number of states $S_N$ grows exponentially with $N$ as discussed in the main text. As a consequence, the contribution of the moves that start from the target is negligible when $N$ is large enough. Hence, the first term in Eq. (??) of the main text can be approximated with the average $\langle n_{ss'} \rangle_{s',B_s}$ of $n_{ss'}$ over all states. Note that $n_{ss'}$ is bounded ($1 \leq n_{ss'} \leq 4$), and this average converges quickly to a value $\rho_0$ around 1.64. A fit of $\rho_0(N) = \langle n_{ss'} \rangle_{s',B_s}$ as for $N > 2$, provided in Fig. 3, shows that this convergence is exponential $\rho_0(N) = \rho_0(\infty) - \rho_0 \exp(-N/N_0)$ with $\rho_0 \approx 0.89$ and $N_0 \approx 5.4$.

The second term $\langle d_s g_n(s,\bar{s}) \rangle_{s\in S}$ in Eq. (??) of the main text accounts for the correlations between the number of bonds that are broken and the first passage time to target at infinite temperature when starting from a given state $s$. This second term accounts for the relative trend for the system to go faster towards low energy states. In order to analyze this expression, we introduce the concept of rings following Ref. [2]. The index of the rings $m$ is defined as the minimum number of moves to reach the target. A ring $R_m$ is the ensemble of states with the same ring index $m$. Note that our definitions are such that $R_1 = B_{\bar{s}}$. The first passage time to target at infinite temperature $\tau_\infty(s,\bar{s})$ is known to increase quickly up to an asymptotic value as $m$ increases [2]. The asymptotic value is reached after a few rings. A plot of the mean first passage time to target as a function of the ring index is reported in Fig. 4. We therefore simply assume that the second term is dominated by the contributions related the large variation of $\tau_\infty(s,\bar{s})$ between the target state $\tau_\infty(\bar{s},\bar{s}) = 0$ and the first ring.

When evaluating the term $\langle d_s g_n(s,\bar{s}) \rangle_{s\in S}$ in Eq. (17) we therefore need to sum only over the moves from states in $B_{\bar{s}}$, which leads to

$$
\langle d_s g_n(s,\bar{s}) \rangle_{s\in S} = -\frac{d_s}{S_N} \langle (n_{s\bar{s}} - \langle n_{s\bar{s}'} \rangle_{s',B_s}) \tau_\infty(s,\bar{s}) \rangle_{s\in B_s}.
$$

(18)

To obtain this relation, we have used the recursion relation Eq. (9), so that for the term with $s' = \bar{s}$ and $s \in B_{\bar{s}}$ in Eq. (14), we have

$$
\tau_\infty(s',\bar{s}) - \tau_\infty(s'',\bar{s}) = \tau_\infty(\bar{s},\bar{s}) - \tau_\infty(s,\bar{s}) - \frac{1}{d_s} = \tau_\infty(s,\bar{s}) - \frac{1}{d_s} \approx -\tau_\infty(s,\bar{s}),
$$

where in the last line, we use $1/d_s \ll \tau_\infty(s,\bar{s})$, which is
valid for \( N \) large enough. Finally, we simply assume the statistical independence of the two terms in the product in the brackets of Eq. (18), leading to

\[
\langle d_s g_n(s, \bar{s}) \rangle_{s \in S} \approx - \frac{d_s}{S N} (n_{s\bar{s}} - \langle n_{s's'} \rangle_{s' \in B_s})_s \in B_s \langle \rho_\infty(s, \bar{s}) \rangle_{s \in B_s} \,. \tag{19}
\]

Since \( \langle \rho_\infty(s, \bar{s}) \rangle_{s \in B_s} = \tau_\infty(\bar{s}) = (S N - 1)/d_s \) and \( S N \gg 1 \), we finally obtain

\[
\langle d_s g_n(s, \bar{s}) \rangle_{s \in S} \approx -(n_{s\bar{s}} - \langle n_{s's'} \rangle_{s' \in B_s})_s \in B_s \,. \tag{20}
\]

This approximate relation is shown to be accurate in Fig. 5 up to a multiplicative factor \( \rho_1 \approx 1.60 \) in the range of cluster sizes \( N = 2 \) to 12 that we have explored. When the target shape is compact, then \( n_{s\bar{s}} \) is smaller than the average of \( n_{s's'} \) over the bordering states \( s' \) of the states \( s \) of the first ring. Hence, compact shapes lead to a positive contribution to \( \langle d_s g_n(s, \bar{s}) \rangle_{s \in S} \), and a negative contribution to \( M_0 \).

Combining the approximations of both contributions to the first line of Eq. (17), we obtain Eq. (17) of the main text. This expression provides a fair estimate of \( M_0 \), as shown in Fig. 5.

### E. Approximate expression of \( M_0 \)

Assuming for the sake of simplicity complete uncorrelation between \( u_{s's'} \) and \( \tau_\infty(s', \bar{s}) \), the covariance \( \langle d_s g_u(s, \bar{s}) \rangle \) can be approximated as the product of the standard deviations \( \sigma_u \) and \( \sigma_{\tau_\infty} \) of \( u_{s's'} \) and \( \tau_\infty(s, \bar{s}) \) in \( B_s \), times the absolute value of a sum of \( d_s \) random signs that account for the possible signs of the products. This sum is approximated by the standard formula for the expectation value of the absolute distance after \( d_s \) steps as \( (2 d_s / \pi)^{1/2} \) [5]. As a consequence, we have

\[
\langle |d_s g_u(s, \bar{s})| \rangle_{s \in S} \approx (2 / \pi)^{1/2} (d_s^{1/2})_{s \in S} \sigma_u \sigma_{\tau_\infty}(\bar{s}) \,. \tag{21}
\]

As shown in Fig. 6, this expression provides a fair approximation to \( \langle |d_s g_u(s, \bar{s})| \rangle_{s \in S} \). The averages \( \langle u_{s's'} \rangle_{s' \in B_s} \) are small and their contribution to the term \( \langle |d_s g_u(s, \bar{s})| \rangle_{s \in S} \) is negligible. This is also shown in Fig. 6, where the difference between \( \langle |d_s g_u(s, \bar{s})| \rangle_{s \in S} \) and \( \langle |d_s g_u(s, \bar{s})| - |u_{s's'}| \rangle_{s' \in B_s} \) is seen to be small.

Finally, in Figs. 2 and 7, we show that the standard deviation \( \sigma_u \), which is bounded, converges to a constant roughly equal to 0.44, while the quantities \( \sigma_{\tau_\infty}(\bar{s}) \) and \( d_s^{1/2} \) grow with \( N \).
III. ZERO-FORCE VS RANDOM POLICY

To calculate the gain in the expected return time to target due to the optimization, we use the zero-force policy as a reference. However, using a random-force policy leads to similar results: in Fig. 8 the return time to target for the zero-force and the random policy for three different targets are seen to lead to similar values of $\tau_{\phi}^r(\bar{s})$.

IV. OPTIMAL RETURN TIME TO TARGET FOR BIG TARGETS

For big targets, we expect $M_*(\bar{s})$ to be negative and thus to observe a minimum in the optimal return time to target $\tau^*(\bar{s})$. This is confirmed by Fig. 9, where $\tau^*(\bar{s})$ is plotted as a function of $1/T$ for seven targets with $N = 12$ and $F_0 = 0.4$.

V. COMPUTATION TIME AS A FUNCTION OF CLUSTER SIZE

In Fig. 10, we report measurements of the computation time required to obtain an optimal policy with value iteration for several targets of size $4 \leq N \leq 12$, at two different temperatures $T = 0.15$ and $T = 0.59$. The amplitude of the force is $F_0 = 0.4$. In both cases, the time increases exponentially as $\sim 6^N$. The computations have been performed with a sequential code on two different computers, with processors Intel Xeon E5-1650 3.50GHz and Intel Xeon E5-2630 2.40GHz.
VI. EFFECT OF FREEZING ATOMS WITH 4 NEAREST NEIGHBORS

In Fig. 11 we show a comparison of the mean return time to target $\bar{\tau}_r(\bar{s})$ calculated when freezing atoms with 4 nearest neighbors (as in the results of the main text), and when unfreezing them, for two targets with $N = 7$ and $N = 8$. Note that, for $N \leq 6$, there is no difference between the two cases, since there are no configurations that allow a displacement of an atom with 4 nearest neighbors, without leading to cluster breaking (which is forbidden in our model).

While the results are always accurate at low temperature, some deviations are found at high temperatures. The maximum deviation at high temperature is around 3% in Fig. 11(a), and around 45% for the 8-particle target with a hole in Fig. 11(b). Indeed, in this latter target the reverse moves of the 8 moves bringing a particle to the empty center of the cluster are forbidden by the freezing of particles with 4 nearest neighbors.

Figure 11. Comparison of the mean return time to target $\bar{\tau}_r(\bar{s})$ as a function of temperature for the case where the atoms with 4 nearest neighbors are frozen and the case where they are unfrozen, for (a) a 7-atom and (b) a 8-atom target.
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