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Abstract
We study the stability of statistical properties of Anosov maps on tori by examining the stability of the spectrum of an analytically twisted Perron–Frobenius operator on the anisotropic Banach spaces of Gouëzel and Liverani (2006 Ergod. Theor. Dyn. Syst. 26 189–217). By extending our previous work in Crimmins and Froyland (2019 Ann. Henri Poincaré 20 3113–3161), we obtain the stability of various statistical properties (the variance of a CLT and the rate function of an LDP) of Anosov maps to general perturbations, including new classes of numerical approximations. In particular, we obtain new results on the stability of the rate function under deterministic perturbations. As a key application, we focus on perturbations arising from numerical schemes and develop two new Fourier-analytic methods for efficiently computing approximations of the aforementioned statistical properties. This includes the first example of a rigorous scheme for approximating the peripheral spectral data of the Perron–Frobenius operator of an Anosov map without mollification. We consequently obtain the first rigorous numerical methods for estimating the variance and rate function for Anosov maps.
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1. Introduction
We consider the stability of various statistical objects associated with Anosov maps $T : \mathbb{T}^d \to \mathbb{T}^d$ on tori, with a view towards building rigorous numerical estimates of these objects. In particular, we consider the Sinai–Ruelle–Bowen (SRB) measure $\mu$ on $\mathbb{T}^d$, the limiting variance
of scaled Birkhoff sums of a smooth observation function \( g : \mathbb{T}^d \to \mathbb{R} \) guaranteed by the central limit theorem (CLT), and the rate function associated with large deviations of Birkhoff sums of \( g \) from \( \mathbb{E}_\mu(g) \) as guaranteed by a large deviation principle (LDP). We use the naive Nagaev–Guivarc’h method (see e.g. [13]) to relate the spectral data of an analytically twisted Perron–Frobenius operator to statistical properties of the system. The stability these properties then follows from the stability of the spectrum of the twisted Perron–Frobenius operator [8].

The stability of the SRB measure to deterministic and stochastic perturbations has been well studied. Early results of Kifer [24] and Young [34] established the stability of SRB measures under small stochastic perturbations. Differentiability of the SRB measure under sufficiently smooth deterministic perturbations was proven for Anosov maps [21], followed by a more detailed analysis in [30, 31]. Spectral approaches for higher order differentiability of the SRB measure are developed in [7, 14].

Rigorous numerical schemes for approximating the SRB measure of an Anosov map were considered in [11], where Ulam’s method is applied on Markov partitions, and in [9] via a two-step process, whereby one first convolves with a locally supported stochastic kernel, and then applies Ulam’s method. The paper [4] improves on the approach of [9] by linking the support radius of the kernel to the size of the Ulam partition elements, resulting in a single limit process and estimates of the rate of convergence; unfortunately, the support radius scaling is very large compared to the partition element diameter. Each of the above approaches has significant shortcomings: while [11] avoids convolution, computing Markov partitions is usually impractical; in practice, one usually does not implement the convolution in the methods of [4, 9] because of a large computational cost.

In the present paper, we develop two new rigorous approaches that are computationally practical. Each is based on Fourier approximation, which is a natural basis for the periodic domain \( \mathbb{T}^d \), and can exploit the smoothness in the map \( T \). Furthermore, the spatial Fourier basis need not be adapted to the unstable and stable directions of \( T \); we use a standard Cartesian coordinate system. Our first scheme builds finite-rank approximations of the Perron–Frobenius operator in a two-step process involving convolution, but the convolution is cheaply implementable via Fourier methods. Our second scheme builds a single sequence of finite-rank approximations of the Perron–Frobenius operator that avoids convolution altogether. The SRB measure approximation is found as the leading eigenvector of these finite-rank estimates of the Perron–Frobenius operator (in frequency space), and represents a real-analytic function close to the true SRB measure in the anisotropic norms of [14]. In both cases, we prove that the approximate SRB measure produced by the scheme converges to the actual measure as the accuracy of the scheme improves. We implement both approaches and find convergent numerical approximations of the SRB measure for an example Anosov map.

In the Anosov setting the stability of the variance has been established for specific perturbations, usually via a combination of the Green-Kubo formula and spectral stability of the (untwisted) transfer operator. Our approach is essentially the same, although by considering the stability of the twisted transfer operator we additionally obtain the stability of the rate function. Stability of the variance is noted in [4] for stochastic perturbations with smooth kernels, and in [14] for smooth deterministic perturbations and a broad class of random perturbations. The variance has also been shown to be stable to deterministic perturbations of Lorenz flows [3].

Rigorous numerical schemes for estimating the variance have so far been considered for \( C^k \) expanding circle maps [33], piecewise analytic expanding interval maps [18], Lasota–Yorke maps [2, 8], the intermittent Liverani–Saussol–Vaienti interval map [2], and piecewise expanding multidimensional maps [8]. All of these methods produce computable bounds for the
approximation error, except [8] which demonstrates convergence of the numerical approximation with increasing numerical resolution. We will show that our new Fourier-based constructions and the anisotropic spaces of [14] fit into the general stability framework developed in [8], which yields stability of the CLT variance for a broad class of deterministic, stochastic, and numerical perturbations. We thus obtain the first rigorous numerical scheme for estimating the variance for Anosov systems, and implement this scheme to produce numerical estimates for an example Anosov map. Our implementation constructs a finite-rank approximation of the Perron–Frobenius operator (in frequency space) and exploits the smoothness of spectral data to only require the solution of a single linear equation to estimate the variance.

In the context of Anosov flows, the stability of the rate function with respect to smooth deterministic perturbations of the velocity field is noted in [7]. We extend the general stability framework [8] for statistical properties of multidimensional piecewise expanding maps to the setting of Anosov diffeomorphisms, proving stability of the rate function with respect to standard classes of deterministic, stochastic, and numerical perturbations. This yields a proof of uniform convergence of the rate function with respect to smooth deterministic perturbations of an Anosov map. For each of the two new Fourier-based schemes, we prove uniform convergence of the rate function estimates arising from finite-rank approximations of twisted Perron–Frobenius operators. We implement these schemes to provide numerical estimates of a rate function for an example observation and Anosov map.

An overview of the paper is as follows. Section 2 briefly reviews results from [8] concerning the spectral stability of twisted quasi-compact operators in the sense of [23]. In section 3 we state the abstract requirements for the Nagaev–Guivarc'h method to guarantee a central limit theorem and large deviation principle, and state an abstract hypothesis that yields stability of the variance and rate function using a modification of the abstract stability result from [8]. In section 4 we briefly introduce the functional analytic setting of Gouëzel and Liverani [14] and verify the abstract hypothesis for Anosov maps in this setting. We then obtain stability of the rate function for Anosov diffeomorphisms under deterministic perturbations; see theorem 4.4. Section 5 introduces our first Fourier-analytic scheme, which has wide applicability due to additional mollification, allowing the scheme to ‘smooth away’ the complications of hyperbolic dynamics. Proposition 5.3 verifies that there is a sequence of Fourier projections of mollified transfer operators that satisfy the abstract stability hypotheses and theorem 5.6 states the corresponding stability results. In section 6 we introduce our second scheme, which removes the mollification step for Anosov maps with approximately constant stable and unstable directions; we obtain a pure (weighted) Fourier projection method based on the Fejér kernel. We may subject the transfer operator to stochastic kernels with relaxed regularity requirements (compared to section 5) and full (but sufficiently decaying) support and still obtain the abstract stability hypotheses; see proposition 6.1. Theorem 6.3 summarises the stability results that are obtained, and corollary 6.4 addresses the perturbation arising from approximation with Fejér kernels. We conclude in section 7 by implementing the above schemes on a nonlinear perturbation of Arnold’s cat map. We compare our Fourier-based estimates of the SRB measure and the variance with estimates from a (non-rigorous) pure Ulam method, and compute Fourier-based estimates of the rate function. To the authors’ knowledge, this constitutes the first rigorous (in the sense of convergence) computation of the variance and rate function of an Anosov map.

2. A review of the spectral stability of twisted quasi-compact operators

In this section we review the theory of spectral stability of quasi-compact operators from [23] and the corresponding results for twisted operators from [8]. Let \((E, \|\cdot\|)\) be a (complex) Banach space, denote by \(L(E)\) the bounded linear operators on \(E\) and by \(\|\cdot\|\) the operator norm on \(L(E)\).
and let $A \in L(E)$. Denote the spectrum of $A$ by $\sigma(A)$. The essential spectrum of $A$ is

$$\sigma_{\text{ess}}(A) = \{ \omega \in \sigma(A) : \omega \text{ is not an eigenvalue of } A \text{ of finite algebraic multiplicity} \}.$$ 

Denote the spectral radius and essential spectral radius of $A$ by $\rho(A)$ and $\rho_{\text{ess}}(A)$, respectively. We say that $A$ is quasi-compact if $\rho_{\text{ess}}(A) < \rho(A)$. If $A$ is quasi-compact and $\sigma(A) \cap \{ \omega : |\omega| = \rho(A) \}$ consists of a single simple eigenvalue $\lambda$ then we call $A$ simple and $\lambda$ the leading eigenvalue of $A$. In this case $A$ has decomposition [19, III.6.4-5]

$$A = \lambda \Pi + N,$$

where $\Pi$ is the rank-one eigenprojection corresponding to $\lambda$, $N \in L(E)$ is such that $\rho(N) < \rho(A)$, and $\Pi N = N \Pi = 0$. We call (1) the quasi-compact decomposition of $A$.

Let $|\cdot|$ be a norm on $E$ such that the closed, unit ball in $(E, ||\cdot||)$ is relatively compact in the topology of $|\cdot|$. After possibly scaling $|\cdot|$, we may assume that $|\cdot| \leq ||\cdot||$. Define the norm $||\cdot||$ on $L(E)$ by

$$\|A\| = \sup_{\|f\|=1} |Af|.$$ 

It is classical that if $A$ is a simple quasi-compact operator and $\|A' - A\|$ is sufficiently small for some $A' \in L(E)$ then $A$ is also a simple quasi-compact operator with leading eigenvalue close to $\lambda$ (see e.g. [19, IV.3.5]). However, this condition of closeness in $||\cdot||$ is seldom satisfied by applications in dynamical systems. In [23], Keller and Liverani showed that if $A'$ is close to $A$ in the weaker topology of $||\cdot||$, both operators obey a Lasota–Yorke inequality, and growth restrictions are placed on the (various) operator norms of iterates of $A$ and $A'$, then one can recover appropriately modified versions of the spectral stability results from operator norm based perturbation theory. We now detail the requirements for these results, referring to [23] for exact statements.

**Definition 2.1.** A family of operators $\{A_\epsilon\}_{\epsilon \geq 0} \subseteq L(E)$ satisfies the Keller–Liverani (KL) condition if each of the following is satisfied:

(KL1) There exists a monotone upper-semicontinuous function $\tau : [0, \infty) \to [0, \infty)$ such that $\tau(\epsilon) > 0$ whenever $\epsilon > 0$, $||A_\epsilon - A_0|| \leq \tau(\epsilon)$, and $\lim_{\epsilon \to 0} \tau(\epsilon) = 0$.

(KL2) There exists $C_1, K_1 > 0$ such that $|A^\epsilon_0| \leq C_1 K_1^\epsilon$ for every $\epsilon \geq 0$ and $n \in \mathbb{N}$.

(KL3) There exists $C_2, C_3, K_2 > 0$ and $\alpha \in (0, 1)$ such that

$$\|A^\epsilon_0 f\| \leq C_2 \alpha^n \|f\| + C_3 K_2^\epsilon \|f\|$$

for every $\epsilon \geq 0, f \in E$ and $n \in \mathbb{N}$.

**Remark 2.2.** If rates of convergence are not required, then it suffices to prove that $||A_\epsilon - A_0|| \to 0$ instead of constructing the function $\tau$ in (KL1). After possibly passing to a sub-family $\{A_{\epsilon'}\}_{\epsilon' \in (0, \epsilon)}$ for some $\epsilon' > 0$, the two conditions are equivalent. We will use this fact frequently without further comment.

Instead of considering a single simple quasi-compact operator, one sometimes considers an analytic operator-valued map $A(\cdot) : D \to L(E)$, where $D \subseteq \mathbb{C}$ is an open neighbourhood of $0$.

1 Recall that an operator-valued map $P : D \to L(E)$ is analytic if $D$ is an open subset of $\mathbb{C}$ and $P$ is locally representable by a $\|\cdot\|$-convergent power series.
and $A(0)$ is quasi-compact and simple. In this case, classical analytic perturbation theory for linear operators [19] posits the existence of some $\delta > 0$ such that $A(z)$ is a simple quasi-compact operator for each $z \in D_\delta = \{\omega : |\omega| < \delta\}$. Moreover, the quasi-compact decomposition of $A(z)$ depends analytically on $z$ i.e. there are analytic maps $\lambda(\cdot) : D_\delta \to \mathbb{C}$, $\Pi(\cdot) : D_\delta \to L(E)$, and $N(\cdot) : D_\delta \to L(E)$ such that $A(z)$ has quasi-compact decomposition $A(z) = \lambda(z)\Pi(z) + N(z)$. In [8] the authors considered the question of spectral stability of such analytic operator-valued maps under conditions similar to (KL) and when the analytic families are induced by a ‘twist’.

**Definition 2.3.** If $M : D \to L(E)$ is analytic on an open neighbourhood $D \subseteq \mathbb{C}$ of 0 and $M(0)$ is the identity, then we call $M$ a twist. If $A \in L(E)$ then the operators $A(z) = AM(z)$ are said to be twisted by $M$. We say that $M$ is compactly $|\cdot|$-bounded if for every compact $V \subseteq D$ we have

$$\sup_{z \in V} |M(z)| < \infty.$$ 

We state a version of [8, theorem 2.6] concerning the spectral stability of twisted quasi-compact operators; we use the superscript $(n)$ to denote the $n$th derivative.

**Theorem 2.4** ([8, theorem 2.6]). Let $\{A_n\}_{n \geq 0}$ satisfy (KL), where $A_0$ is a simple quasi-compact operator with leading eigenvalue $\lambda_0$ satisfying $\alpha < |\lambda_0|$, and let $M : D \to \mathbb{C}$ be a compactly $|\cdot|$-bounded twist. Then there exists $\theta, \epsilon > 0$ and, for each $\epsilon \in [0, \epsilon']$, analytic functions $\lambda_0(\cdot) : D_\theta \to \mathbb{C}$, $\Pi(\cdot) : D_\theta \to L(E)$, and $N(\cdot) : D_\theta \to L(E)$ such that $A_n(\cdot)$ is a simple quasi-compact operator with decomposition $A_n(z) = \lambda_n(z)\Pi_n(z) + N_n(z)$ whenever $z \in D_\theta$. Additionally, for each $n \in \mathbb{N}$ we have the following convergence as $\epsilon \to 0$ on $D_\theta$:

- $\lambda_0(\cdot)$ converges uniformly to $\lambda_0^0(\cdot)$.
- $\Pi(\cdot)$ converges uniformly to $\Pi_0(\cdot)$ in $||\cdot||$.
- $N(\cdot)$ converges uniformly to $N_0(\cdot)$ in $||\cdot||$.

We finish this section with a result concerning the robustness of the condition (KL) to perturbations that are simultaneously small in the operator norms $||\cdot||$ and $|\cdot|$, which we will frequently use in the sequel.

**Proposition 2.5.** Suppose that $\{A_n\}_{n \geq 0}$ satisfies (KL) and $\{B_n\}_{n \in [0, \epsilon_1)} \subseteq L(E)$ satisfies $B_0 = 0$, $\lim_{n \to 0} |B_n| = 0$ and $\sup_{n \in [0, \epsilon_1)} |B_n| < \infty$. Then there exists $\epsilon_2 \in (0, \epsilon_1)$ so that $\{A_n + B_n\}_{n \in [0, \epsilon_2)}$ satisfies (KL).

**Proof.** We prove (KL1), (KL2) and (KL3) separately.

- **(KL1)** As $||B_n|| \to 0$, there exists $\epsilon' > 0$ so that $\sup_{n \in [0, \epsilon')} |B_n| < \infty$. As $\{A_n\}_{n \geq 0}$ satisfies (KL1), $\{B_n\}_{n \in [0, \epsilon_1)}$ is bounded in $L(E)$, $||B_n|| \to 0$, and

$$||A_n + B_n - A_0|| \leq ||A_n - A_0|| + ||B_n||,$$

it is clear that (KL1) is satisfied.

- **(KL2)** As $\{A_n\}_{n \geq 0}$ satisfies (KL2) and $\sup_{n \in [0, \epsilon_1)} |B_n| < \infty$, we have

$$\sup_{n \in [0, \epsilon_1)} |A_n + B_n| \leq C_1 K + \sup_{n \in [0, \epsilon_1)} |B_n| < \infty.$$

The required bound follows by iterating this inequality.
(KL3) By expanding \((A_\epsilon + B_\epsilon)^n\), applying a counting argument, and using (KL3) for \(\{A_\epsilon\}_{\epsilon > 0}\) we have

\[
\| (A_\epsilon + B_\epsilon)^n f \| \leq \| A_\epsilon^n f \| + \sum_{k=0}^{n-1} \frac{n!}{k!(n-k)!} \| A_\epsilon \|^k \| B_\epsilon \|^{n-k} \| f \|
\]

\[
\leq C_2 \alpha^n \| f \| + C_3 K_3^n \| f \| + 2^n \sum_{k=0}^{n-1} \| A_\epsilon \|^k \| B_\epsilon \|^{n-k} \| f \|. \tag{3}
\]

Let \(\beta \in (\alpha, 1)\) and choose \(n \in \mathbb{N}\) so that \(C_1 \alpha^n < \beta^n\). As (KL3) holds for \(\{A_\epsilon\}_{\epsilon > 0}\), it follows that \(\{A_\epsilon\}_{\epsilon > 0}\) is bounded in \(L(E)\). Hence, as \(\| B_\epsilon \| \to 0\), there exists \(\epsilon'' > 0\) so that for every \(\epsilon \in [0, \epsilon'')\) we have

\[
C_1 \alpha^n + 2^n \sum_{k=0}^{n-1} \| A_\epsilon \|^k \| B_\epsilon \|^{n-k} \leq \beta^n.
\]

By applying this inequality to (3) we deduce that for all \(\epsilon \in [0, \epsilon'')\) one has

\[
\| (A_\epsilon + B_\epsilon)^n f \| \leq \beta^n \| f \| + C_3 K_3^n \| f \|. \tag{4}
\]

Using (KL2) for \(\{A_\epsilon + B_\epsilon\}_{\epsilon \in [0, \epsilon']}\) one may iterate (4) to obtain for all \(\epsilon \in [0, \epsilon'')\) and \(k \in \mathbb{Z}^+\) that

\[
\| (A_\epsilon + B_\epsilon)^k f \| \leq \beta^k \| f \| + C_4 K_3^k \| f \|, \tag{5}
\]

where \(C_4, K_3 > 0\) are independent of \(k\) and \(\epsilon\). In the present setting, \(\sup_{\epsilon \in [0, \epsilon'']} \| A_\epsilon + B_\epsilon \|\) is finite. Using this fact one easily obtains (KL3) from (5).

\[
\square
\]

3. Stability of the statistical properties of dynamical systems via the naive Nagaev–Guivarc’h method

In [8] it is shown that when a dynamical system satisfies a central limit theorem or large deviation principle via the Nagaev–Guivarc’h method, then the variance and rate function associated with these statistical laws are stable under perturbations satisfying (KL). However, the method as formulated in [8] (see also [1, 15]) is occasionally inapplicable due to some technical requirements; for example, it is required that the Perron–Frobenius operator is quasi-compact on a Banach algebra, and that the Banach space in question is a subspace of \(L^1\). Neither condition is generally verified by the transfer operator associated to Anosov maps on any known Banach space. In [13] Gouëzel details the naive Nagaev–Guivarc’h method, which circumvents some of these shortcomings with a more abstract formulation of the method. In this section we recall how a CLT and LDP may be obtained via the naive Nagaev–Guivarc’h method. In theorem 3.5 we show that when the method is compatible with the stability theory for twisted quasi-compact operators detailed in section 2, then the variance of the CLT and the rate function of the LDP are stable to perturbations of the type (KL). In what follows \(\{Y_k\}_{k \in \mathbb{N}}\) is a sequence of real random variables with partial sums \(S_n = \sum_{k=1}^{n-1} Y_k\) satisfying \(\lim_{n \to \infty} E(S_n)/n = 0\).

**Theorem 3.1** (Central limit theorem [13, theorem 2.4]). If there exist a Banach space \(E\), operator-valued map \(A(\cdot) : I \to L(E)\), where \(I\) is a real open neighbourhood of 0, and \(\zeta \in E, \nu \in E^*\) such that:

\[
\{Y_k\}, \{S_k\}, \(A(\cdot)\), and the conditions for the CLT to hold. In the case where the operator-valued map satisfies the conditions for the CLT, the variance of the CLT is given by:

\[
\text{Var}(S_n) = \sum_{k=1}^{n-1} \text{Var}(Y_k) + 2 \sum_{k=1}^{n-1} \sum_{\ell=k+1}^{n-1} \text{Cov}(Y_k, Y_\ell),
\]

where \(\text{Var}(Y_k)\) and \(\text{Cov}(Y_k, Y_\ell)\) are the variance and covariance of \(Y_k\) and \(Y_\ell\), respectively. The rate function for the LDP is given by:

\[
\mathcal{R}(\lambda) = \inf \{ \Phi(x) - \lambda x : x \in \mathcal{D}, \Phi \text{ is a lower semicontinuous convex function} \},
\]

where \(\mathcal{D}\) is a domain of definition for \(\Phi\). The stability of the variance and rate function under perturbations is guaranteed by the stability theory for twisted quasi-compact operators.
(a) \(A(0)\) is a simple quasi-compact operator with \(\rho(A(0)) = 1\).
(b) The mapping \(t \mapsto A(t)\) is \(C^2\) as a map into \((L(E), \|\cdot\|)\).
(c) \(\mathbb{E}(e^{it\zeta}) = \nu(A(t)^n\zeta)\) for all \(n \in \mathbb{N}\) and \(t \in I\).

Then \(\{Y_k\}_{k \in \mathbb{N}}\) satisfies a CLT: there exists \(\sigma^2 \geq 0\) such that \(S_n/\sqrt{n}\) converges in distribution to an \(N(0, \sigma^2)\) random variable as \(n \to \infty\).

**Theorem 3.2** (Large deviation principle [10, remark 2.3]). If there exist a Banach space \(E\), operator-valued map \(A(\cdot) : I \to L(E)\), where \(I\) is a real open neighbourhood of 0, and \(\zeta \in E, \nu \in E^*\) such that:

(a) \(A(0)\) is a simple quasi-compact operator with \(\rho(A(0)) = 1\).
(b) The mapping \(t \mapsto A(t)\) is \(C^1\) as a map into \((L(E), \|\cdot\|)\) and \(t \mapsto \ln \rho(A(t))\) is strictly convex in some neighbourhood of 0.
(c) \(\mathbb{E}(e^{S_n}) = \nu(A(t)^n\zeta)\) for all \(n \in \mathbb{N}\) and \(t \in I\).

Then \(\{Y_k\}_{k \in \mathbb{N}}\) satisfies an LDP: there exists a non-negative, continuous and convex rate function \(r : J : I \to \mathbb{R}\), where \(J\) is an open neighbourhood of 0, such that for every \(\epsilon \in J \cap (0, \infty)\) we have

\[
\lim_{n \to \infty} \frac{1}{n} \ln \mathbb{P}(S_n \geq \epsilon n) = -r(\epsilon).
\]

**Remark 3.3.** As stated, theorem 3.2 differs slightly to the result in [10, remark 2.3], however a straightforward modification of the arguments from [10] readily yields theorem 3.2.

Both the CLT and LDP are parameterised, and under the settings of theorems 3.1 and 3.2 these parameters are determined by the spectral data of \(A(t)\) as follows. As \(t \mapsto A(t)\) is \(C^k\) \((k = 1, 2)\) and \(A(0)\) is a simple quasi-compact operator, by [13, proposition 2.3] there exists \(\theta > 0\) and \(C^k\) maps \(\lambda(\cdot) : (-\theta, \theta) \to \mathbb{C}\), \(\Pi(\cdot) : (-\theta, \theta) \to L(E)\), and \(N(\cdot) : (-\theta, \theta) \to L(E)\) such that for for \(t \in (-\theta, \theta)\) the operator \(A(t)\) is quasi-compact and simple with leading eigenvalue \(\lambda(t)\) and decomposition \(A(t) = \lambda(t)\Pi(t) + N(t)\). The variance of CLT is

\[
\sigma^2 = \lambda(2)(0),
\]
and the rate function of the LDP is

\[
r(s) = \sup_{t \in (-\theta, \theta)} (st - \ln |\lambda(t)|).
\]

Moreover, due to the strict convexity and continuous differentiability of \(t \mapsto \ln |\lambda(t)|\) on \((-\theta, \theta)\), and the application of the local Gartner–Ellis theorem [15, lemma XIII.2] used to obtain theorem 3.2, we have that the domain of the rate function is

\[
\left(\frac{d}{dz} \ln |\lambda(z)| \bigg|_{z = -\theta}, \frac{d}{dz} \ln |\lambda(z)| \bigg|_{z = \theta}\right).
\]

In theorem 3.1 the characteristic function of \(S_n\) is encoded by \(\nu A(t)^n\zeta\) whilst in theorem 3.2 it is the moment-generating function of \(S_n\) that is encoded. These settings are frequently unified by the following hypothesis:

**Hypothesis 3.4.** Suppose that \(\{Y_k\}_{k \in \mathbb{N}}\) is a sequence of real random variables with partial sums \(S_n = \sum_{k=0}^{n-1} Y_k\) satisfying \(\lim_{n \to \infty} \mathbb{E}(S_n)/n = 0\). We say that \(\{Y_k\}_{k \in \mathbb{N}}\) satisfies hypothesis 3.4 if there exists a Banach space \((E, \|\cdot\|), \zeta \in E, \nu \in E^*\), and an analytic operator-valued map

\[

\text{6250}
A \colon D \mapsto L(E), where \( D \subseteq \mathbb{C} \) is an open neighbourhood of 0, such that \( A(0) \) is a simple quasi-compact operator, \( \rho(A(0)) = 1 \), \( t \mapsto \rho(A(t)) \) is strictly convex in some real neighbourhood of 0, and
\[
\mathbb{E}(e^{zS_n}) = \nu A(z)^n \zeta
\]
for every \( z \in D \) and \( n \in \mathbb{N} \).

It is clear that if hypothesis 3.4 holds then theorems 3.1 and 3.2 both hold i.e. \( \{Y_k\}_{k \in \mathbb{N}} \) satisfies a CLT and LDP. Hypothesis 3.4 is frequently verified by applications of the naive Nagaev–Guivarc’h method to dynamical systems. In addition, in these applications the map \( z \mapsto A(z) \) arises from a twist i.e. there exists a twist \( M : D \mapsto L(E) \) such that \( A(z) = A(0)M(z) \). In this case we can apply theorem 2.4 to obtain stability of the variance and rate function with respect to perturbations satisfying (KL).

**Theorem 3.5.** Let \( \{Y_k\}_{k \in \mathbb{N}} \) be a sequence of real random variables satisfying hypothesis 3.4. Suppose that \( |\cdot| \) is a second norm on \( E \) so that the closed, unit ball in \( (E, ||\cdot||) \) is relatively compact with respect to \( |\cdot| \) and that there exists a compactly \( |\cdot| \)-bounded twist \( M : D \mapsto L(E) \) such that \( A(z) = A(0)M(z) \). If \( \{A_i\}_{i \geq 0} \) satisfies (KL), where \( A_0 = A(0) \), then there exists \( \theta, \theta' > 0 \) and, for every \( \epsilon \in [0, \epsilon'] \), analytic maps \( \lambda(\cdot) : D_0 \mapsto \mathbb{C}, \Pi(\cdot) : D_0 \mapsto L(E) \) and \( N(\cdot) : D_0 \mapsto L(E) \) such that for every \( \epsilon \in [0, \epsilon'] \) and \( z \in D_0 \) the operator \( A(z) \) has quasi-compact decomposition \( A(z) = \lambda(z)\Pi(z) + N(z) \) and as \( \epsilon \to 0 \) the maps \( \lambda(\cdot), \Pi(\cdot) \) and \( N(\cdot) \) converge as in theorem 2.4. Moreover, we have stability of the parameters of the CLT and LDP for \( \{Y_k\}_{k \in \mathbb{N}} \) in the following sense:

(a) The variance is stable: \( \lim_{\epsilon \to 0} \lambda^{(2)}(0) = \sigma^2 \).

(b) The rate function is stable: for each sufficiently small compact subset \( U \) of the domain of the rate function \( r_\delta \) there exists an interval \( V \subseteq (-\theta, \theta) \) so that
\[
\liminf_{\epsilon \to 0} \sup_{z \in V} x_\epsilon - \log |\lambda_\epsilon(z)| = r_\delta(\delta)
\]
uniformly on \( U \).

**Proof.** By theorem 2.4 there exists \( \theta, \theta' > 0 \) and, for each \( \epsilon \in [0, \epsilon'] \), maps \( \lambda(\cdot), \Pi(\cdot) \) and \( N(\cdot) \) as required for theorem 3.5. The proof of the stability of the variance follows from (6) and theorem 2.4. After possibly reducing the value of \( \theta \), so that the domain of the rate function is the one given in theorem 3.2, the stability of the rate function follows from [8, theorem 3.8 and proposition 3.9] with some minor modifications that we will now discuss. In [8] it is required that \( A_\epsilon(z) \) is positive for each \( \epsilon \geq 0 \) and \( z \in \mathbb{R} \) so that \( \lambda_\epsilon(z) \) is positive too; we remove this assumption and consequently deal with \( |\lambda_\epsilon(z)| \) instead. By theorem 2.4 and the reverse triangle inequality we have uniform convergence of \( |\lambda_\epsilon(z)| \) to \( |\lambda_0(z)| \) on each compact subset of \( D_\delta \). Although [8, theorem 3.8] proves a Hölder estimate for the convergence of the rate functions, straightforward modifications to the proof yields uniform convergence as is required for theorem 3.5. The proof of [8, proposition 3.10] holds upon replacing [8, lemma 3.9] with the condition that \( z \mapsto \ln \rho(\mathcal{L}(z)) \) is strictly convex in a real neighbourhood of 0, and noting that \( z \mapsto \ln |\lambda_0(z)| \) is \( C^1 \) on \( (-\theta, \theta) \). \( \square \)

4. Stability of statistical limit laws for Anosov maps

It is classical that topologically transitive Anosov diffeomorphisms satisfy a central limit theorem and large deviation principle for sufficiently smooth observables: such results were
first established by using Markov partitions to reduce to the case of subshifts of finite type [26, 27]. In order to apply the stability results from section 3 to Anosov maps we require that these limit laws hold due to the naïve Nagaev–Guivarc’h method; verifying this is the main point of this section. In particular, using the functional analytic setup in [14], we confirm that \( \{ g \circ T^k \}_{k \in \mathbb{N}} \) satisfies hypothesis 3.4 for \( T \) a \( C^{r+1} \) Anosov map, \( r > 1 \), and appropriate observables \( g \). Theorem 3.5 then yields stability of the variance and rate function to perturbations of type (KL), which forms the basis for our results in sections 5–7.

4.1. The functional analytic setup of Gouëzel and Liverani

We review the functional analytic setup of [14]. Let \( d > 1 \) and \( X \) be a \( d \)-dimensional, \( C^\infty \), compact, connected Riemannian manifold and \( T \in C^{r+1}(X, X), r > 1 \), be an Anosov map. In [14] the metric on \( X \) is replaced by an adapted metric \( x \mapsto \langle \cdot, \cdot \rangle_x \) such that \( T \) exhibits strict contraction and expansion in the stable and unstable directions, respectively. More specifically, if \( x \mapsto \| \cdot \|_x \) denotes the norm induced by the adapted metric, and \( x \mapsto E_s(x) \) and \( x \mapsto E_u(x) \) denote the stable and unstable bundles, respectively, associated to \( T \), then there exists \( \nu_u^{-1}, \nu_s \in (0, 1) \) such that

\[
\sup_{x \in X} \| D_x T \|_{\mathcal{C}^r(\cdot)} \leq \nu_s \quad \text{and} \quad \sup_{x \in X} \| D_x T^{-1} \|_{\mathcal{C}^r(\cdot)} \leq \nu_u^{-1}.
\]

Following [5, proposition 5.2.2], we review the construction of such a metric in section 6.1 as the specific choice of metric will later simplify some arguments. When \( T \) has a unique SRB measure we denote it by \( \mu \). Let \( \Omega \) denote both the Riemannian measure on \( X \) induced by the adapted metric and the linear functional \( f \mapsto \int f d\Omega \). The transfer operator \( \mathcal{L} : C^r(X, \mathbb{R}) \to C^r(X, \mathbb{R}) \) associated with \( T \) is defined by

\[
\int (\mathcal{L} h) \cdot u d\Omega = \int h \cdot (u \circ T) d\Omega,
\]

where \( u, h \in C^r(X, \mathbb{R}) \). For \( \mathcal{L} \) to have ‘good’ spectral properties it is necessary to consider it as an operator on an appropriately chosen anisotropic Banach space. We now describe the construction of such a space from [14], core to this construction is a set \( \Sigma \) of ‘admissible leaves’: small submanifolds of bounded curvature that are uniformly close to the stable directions of \( T \); see [14, section 3] for the full definition. For each \( W \in \Sigma \) we denote the collection of \( C^r \) vector fields that are defined on a neighbourhood of \( W \) by \( \mathcal{V}^r(W) \), and by \( \mathcal{C}_0^r(W, \mathbb{R}) \) the set of functions in \( C^r(W, \mathbb{R}) \) that vanish on a neighbourhood of \( \partial W \). For \( h \in C^r(X, \mathbb{R}), q > 0, p \in \mathbb{N} \) with \( p \leq r \) let

\[
\| h \|_{p,q}^- = \sup_{W \in \Sigma} \sup_{v_1, \ldots, v_p \in \mathcal{V}^r(W), \varphi \in \mathcal{C}_0^r(W, \mathbb{R})} \sup_{|v_i| \leq 1, |\varphi| \leq 1} \int_W (v_1 \ldots v_p h) \cdot \varphi.
\]

Then

\[
\| h \|_{p,q} = \sup_{0 \leq k \leq p} \| h \|_{k,p+q}^- = \sup_{k', \nu \leq p, q+q', \nu' \leq p'} \| h \|_{\nu, \nu'}^{-}
\]

is a norm on \( C^r(X, \mathbb{R}) \). Denote by \( B^{p,q} \) the completion of \( C^r(X, \mathbb{R}) \) under this norm. As the naïve Nagaev–Guivarc’h method requires a complex Banach space, we consider the
complexification $B_C^{p,q}$ of the spaces $B^{p,q}$. When endowed with the norm\textsuperscript{2} 
\begin{equation}
\|h_r + ih_l\|_{p,q} = \max\{\|h_r\|_{p,q}, \|h_l\|_{p,q}\},
\end{equation}

$B_C^{p,q}$ is a complex Banach space. It is on this space that the operator $\mathcal{L}$ is quasi-compact.

**Theorem 4.1** ([14, theorem 2.3]). If $p \in \mathbb{Z}^+$ and $q > 0$ satisfy $q + p < r$ then the operator $\mathcal{L} : B_C^{p,q} \to B_C^{p,q}$ has spectral radius one. In addition, $\mathcal{L}$ is quasi-compact with $\rho_{min}(\mathcal{L}) \subseteq \{ \omega \in \mathbb{C} : |\omega| \leq \max\{v^{-p}, v^q\} \}$. Moreover, the eigenfunctions corresponding to eigenvalues of modulus 1 are distributions of order 0, i.e., measures. If the map is topologically transitive, then 1 is a simple eigenvalue and no other eigenvalues of modulus one are present.

### 4.2. The naive Nagaev–Guivarc’h method for Anosov maps

The main technical result of this section is proposition 4.3, which verifies hypothesis 3.4 in the setting of section 4.1. As $1 \in B_C^{p,q}$, for any $g \in C^t(X, \mathbb{R})$ we may define $e^g$ by the power series $\sum_{k=0}^{\infty} \frac{g^k}{k!}$. We define $M_g(z) : \mathbb{C} \to L(B^{p,q}_C)$ by setting $M_g(z)h = e^g h$ for $h \in C^t(X, \mathbb{C})$ and then passing to $B^{p,q}_C$ by density.

**Proposition 4.2.** Let $p \in \mathbb{Z}^+$, $q > 0$ satisfy $p + q < r$. If $g \in C^t(X, \mathbb{R})$ and $M_g : \mathbb{C} \to L(B^{p,q}_C)$ is defined by $M_g(z)h = e^g h$, then $M_g$ is a compactly $\|p_{-1,q+1}\|$-bounded twist.

By [14, proposition 4.1] there is a continuous injection from $B_C^{p,q}$ into $\mathcal{C}^t_q(X)$, the distributions of order at most $q$. With this injection in mind, we can consider some elements of $B_C^{p,q}$ as probability measures (exactly when they are probability measures in $\mathcal{C}^t_q(X)$). Recall that $g \in C^t(X, \mathbb{R})$ is an $L^2(\mu)$-coboundary if there is $\phi \in L^2(\mu)$ so that $g = \phi - \phi \circ T$.

**Proposition 4.3.** Assume that $\mathcal{L}$ is a simple quasi-compact operator. Let $p \in \mathbb{Z}^+$ and $q > 0$ satisfy $q + p < r$. Let $m \in B^{p,q}$ be a probability measure, and suppose $g \in C^t(X, \mathbb{R})$ satisfies $\int g d\mu = 0$ and is not an $L^2(\mu)$-coboundary. Define $\mathcal{L}(\cdot) : \mathbb{C} \to L(B^{p,q}_C)$ by $\mathcal{L}(z) = LM_g(z)$. Then for every probability measure $(X, m)$, satisfies hypothesis 3.4 with Banach space $B_C^{p,q}$ and operator-valued map $\mathcal{L}(\cdot)$.

With proposition 4.3 in hand, by theorems 3.1 and 3.2 we immediately obtain a CLT and LDP (on appropriate probability spaces) for $\{g \circ T^t\}_{t \in \mathbb{N}}$ whenever $g \in C^t(X, \mathbb{R})$. By $\int g d\mu = 0$ and is not an $L^2(\mu)$-coboundary. Moreover, $M_g$ is a compactly $\|p_{-1,q+1}\|$-bounded twist and the unit ball in $B^{p,q}_C$ is relatively compact in $\|p_{-1,q+1}\|$ [14, lemma 2.1], theorem 3.5 yields stability of the variance and rate function with respect to perturbations of the type (KL). In section 7 we use this fact to numerically approximate the statistical properties of Anosov maps on tori. For the moment we state the following application on the stability of the rate function for deterministic perturbations to topologically transitive Anosov maps, which are known to satisfy (KL) as per [14, section 17]. This result should be compared to [14, theorem 2.8, remark 2.11]. For $y \in \mathbb{R}$ we denote by $\tau_y$ the map $x \mapsto x + y$.

**Theorem 4.4** (Stability of the rate function under deterministic perturbations). Let $T(\cdot) \in C^t([0, 1], C^{r+1}(X, X))$ be such that $T(0)$ is a topologically transitive Anosov diffeomorphism. Let $p \in \mathbb{Z}^+$ and $q > 0$ satisfy $p + q < r$. Fix a probability measure $m \in B^{p,q}$ and suppose $g \in C^t(X, \mathbb{R})$ satisfies $\int g d\mu = 0$ and is not an $L^2(\mu)$-coboundary. There exists $\epsilon > 0$ and, for each $t \in [0, \epsilon]$, a number $A_t$ and map $r_t : J - A_t \to \mathbb{R}$, where $J$ is an open real neighbourhood

\textsuperscript{2}We abuse notation and denote the norm on $B_C^{p,q}$ by $\|\cdot\|_{p,q}$. 
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of 0, so that \( \{ g \circ T(t)^k - A_i \}_{k \in \mathbb{N}} \) satisfies an LDP on \((X, m)\) with rate function \( r_t, A_i \to A_0 = 0 \) and \( r_t \circ \tau_{-A_i} \to r_0 \) compactly on \( J \).

We defer the proofs of propositions 4.2 and 4.3, and theorem 4.4 to appendix A.

5. Approximating the statistical data of Anosov maps

In this section we introduce a scheme for approximating the spectrum of the Perron–Frobenius operator associated to an Anosov map on the \( d \)-dimensional torus \( \mathbb{T}^d \), which we identify with \( \mathbb{R}^d/\mathbb{Z}^d \). The scheme proceeds by convolving the Perron–Frobenius operator with a compactly supported mollifier, and then approximating the ‘smoothened’ operator using Fourier series. A similar idea is developed in [4], where Ulam’s method is considered instead of Fourier series and convergence of the SRB measure and variance are obtained under this scheme. We note that [4] did not include any computations (as we do, in section 7) nor did they consider the stability of the rate function.

Throughout this section we adopt the setting, assumptions and notation of section 4.1, and fix \( p \in \mathbb{Z}^d \) and \( q > 0 \) satisfying \( p + q < r \). Let \( \text{Leb} \) denote the normalised Haar measure on \( \mathbb{T}^d \). For some \( \epsilon_1 > 0 \), suppose that the family of stochastic kernels \( \{ q_{\epsilon} \}_{\epsilon \in (0, \epsilon_1)} \subseteq C^\infty(\mathbb{T}^d, \mathbb{R}) \) satisfies the following conditions:

(S1) \( q_{\epsilon} \geq 0 \) and \( \int q_{\epsilon} \, d\text{Leb} = 1 \);
(S2) The support of \( q_{\epsilon} \) is contained in \( B_r(0) \).

For such a family we define operators \( \mathcal{Q} : C(\mathbb{T}^d, \mathbb{C}) \to C(\mathbb{T}^d, \mathbb{C}) \) by \( \mathcal{Q} f = f \ast q_{\epsilon} \). Recall that convolution is defined with respect to the Haar measure \( \text{Leb} \) on \( \mathbb{T}^d \), which may differ from the measure \( \Omega \) that is induced by the adapted metric. It is evident, however, that the Radon–Nikodym derivatives \( \frac{d\text{Leb}}{d\Omega} \) and \( \frac{d\text{Leb}}{d\Omega} \) both exist, and are elements of \( C^\infty(\mathbb{T}^d, \mathbb{R}) \). As a consequence we obtain the following characterisation of \( \mathcal{Q} \):

**Lemma 5.1.** \( \mathcal{Q} \) extends to a bounded operator \( \mathcal{Q} : B^0_{C^m}(\mathbb{T}^d, \mathbb{C}) \to C^\infty(\mathbb{T}^d, \mathbb{C}) \). Consequently, \( \mathcal{Q} \) is compact as an element of \( L(B^0_{C^m}(\mathbb{T}^d, \mathbb{C})), C^m(\mathbb{T}^d, \mathbb{C}) \) for every \( m \in \mathbb{Z}^+ \). Moreover, \( \mathcal{Q} \) is compact as an element of \( L(B^0_{C^m}(\mathbb{T}^d, \mathbb{C})), C^{m_2}(\mathbb{T}^d, \mathbb{C}) \) for each \( m_1, m_2 \in \mathbb{Z}^+ \), as an element of \( L(L(C^{m_1}(\mathbb{T}^d, \mathbb{C})), C^{m_2}(\mathbb{T}^d, \mathbb{C})) \).

Let \( \mathcal{L}_0 = \mathcal{L} \) and, for each \( \epsilon \in (0, \epsilon_1) \), let \( \mathcal{L}_\epsilon = \mathcal{Q} \mathcal{L}_0 \), which is in \( L(B^0_{C^m}(\mathbb{T}^d, \mathbb{C})) \) by virtue of the previous lemma.

**Lemma 5.2.** There exists \( \epsilon_2 \in (0, \epsilon_1) \) so that \( \{ \mathcal{L}_\epsilon \}_{\epsilon \in [0, \epsilon_2]} \) satisfies (KL) on \( B^0_{C^m}(\mathbb{T}^d, \mathbb{C}) \) with \( \| \cdot \| = \| \cdot \|_{L^1, \text{Leb}} ^{-1} \).

By lemma 5.1, for each \( \epsilon \in (0, \epsilon_1) \) the operator \( \mathcal{L}_\epsilon \) is compact and, for every \( m \in \mathbb{Z}^+ \), maps the unit ball of \( B^0_{C^m}(\mathbb{T}^d, \mathbb{C}) \) into a bounded subset of \( C^m(\mathbb{T}^d, \mathbb{C}) \). For this reason \( \mathcal{L}_\epsilon \) may be approximated with Fourier series for each \( \epsilon > 0 \). For \( k = (k_1, \ldots, k_d) \in \mathbb{Z}^d \) we set \( \| k \|_{\infty} = \max |k| \) and \( \| k \|_1 = \sum |k| \). For each \( n \in \mathbb{Z}^+ \) define \( \Pi_n : C(\mathbb{T}^d, \mathbb{C}) \to C(\mathbb{T}^d, \mathbb{C}) \) by

\[
(\Pi_n f)(x) = \sum_{|k|_1 \leq n} \hat{f}(k) e^{2\pi i k \cdot x},
\]

where \( \hat{f} \) denotes the Fourier transform\(^3\) of \( f \). For every \( \epsilon \in (0, \epsilon_1) \) and \( n \in \mathbb{Z}^+ \) let \( \mathcal{L}_{\epsilon n} = \Pi_n \mathcal{L}_\epsilon \).

To simplify our notation, we set \( \mathcal{L}_{\epsilon, \infty} = \mathcal{L}_\epsilon \). Our main technical result for this section is the following.

\(^3\) Specifically, \( \hat{f}(k) = \int f(x) e^{-2\pi i k \cdot x} \, d\text{Leb}(x) \).
Proposition 5.3. There exists $\epsilon_3 \in (0, \epsilon_2)$ and a map $N : \{0, \epsilon_3\} \rightarrow \mathbb{N} \cup \{\infty\}$ with $N^{-1}(\infty) = \{0\}$, so that for any map $n : \{0, \epsilon_3\} \rightarrow \mathbb{N} \cup \{\infty\}$ with $n \geq N$ the family of operators $\{L_{c,n(\epsilon)}\}_{\epsilon \in (0, \epsilon_3)}$ satisfies (KL) on $B_{C_\mathbb{R}}^{p,q}$ with $|||\cdot|||_{p^{-1,q}+1}$.

Remark 5.4. By proposition 5.3 we may apply the results in [23] to $\{L_{c,n(\epsilon)}\}_{\epsilon \in (0, \epsilon_3)}$. Hence, all the isolated eigenvalues of $L$ with modulus strictly greater than the constant $\alpha$ in (2) are approximated by eigenvalues of $L_{c,n(\epsilon)}$, with error vanishing as $\epsilon \rightarrow 0$. When such an eigenvalue of $L$ is simple, we additionally have that the corresponding eigenprojection and eigenvector are approximated by those of $L_{c,n(\epsilon)}$ in $|||\cdot|||$ and $|\cdot|$, respectively.

Remark 5.5. From the proof of proposition 5.3 it is clear that asymptotic behaviour of $n(\epsilon)$ as $\epsilon \rightarrow 0$ is determined by the family of stochastic kernels $\{q_\epsilon\}_{\epsilon > 0}$. By restricting to a specific family of kernels one could more explicitly describe the dependence of $\epsilon$ on $n(\epsilon)$. This is exactly what is done in [4, section 2.6]: in their scheme it is shown that $n(\epsilon) = O(\epsilon^{-r})$ for an exponent $r > 0$ that may be estimated in terms of dynamics, where $n$ represents the maximum size of a polytope used in an Ulam discretisation, and $\epsilon$ represents the dilation of a fixed stochastic kernel $q$ (i.e. $q_\epsilon(x) := \epsilon^{-k}q(\epsilon^{-1}x)$). See [4, section 2.6] for more details.

Propositions 5.3 and 4.3 allow us to apply theorem 3.5 to obtain the stability of the invariant measure, variance and rate function. We note that since Anosov diffeomorphisms on tori are mixing [20, proposition 18.6.5], it follows that 1 is the only eigenvalue of $L$ of modulus 1, and is a simple eigenvalue. In particular $T$ has a unique SRB measure $\mu \in B^{p,q}$, as required by theorem 3.5.

Theorem 5.6. Suppose that $g \in C^r(\mathbb{T}^d, \mathbb{R})$ satisfies $\int g d\mu = 0$ and is not a $L^2(\mu)$-coboundary. Denote by $M_g(\cdot) : \mathbb{C} \rightarrow L(B_{C_\mathbb{R}}^{p,q})$ the map $M_g(z) = e^{zf}$. Let $N, n$ satisfy the conditions of proposition 5.3. There exists $\theta, \epsilon' > 0$ so that for each $\epsilon \in (0, \epsilon')$ and $z \in D_\theta$ the operator $L_{c,n(\epsilon)}(z)$ is quasi-compact and simple with leading eigenvalue $\lambda_\epsilon(z)$ depending analytically on $z$. Moreover, we have stability of the following statistical data associated to $T$ and $\{g \circ T^k\}_{k \in \mathbb{N}}$:

(a) The invariant measure is stable: there exists eigenvectors $v_\epsilon \in B_{C_\mathbb{R}}^{p,q}$ of $L_{c,n(\epsilon)}$ for the eigenvalue $\lambda_\epsilon(0)$ for which $\lim_{\epsilon \rightarrow 0}||v_\epsilon - \mu||_{p^{-1,q}+1} = 0$.

(b) The variance is stable: $\lim_{\epsilon \rightarrow 0} \lambda_\epsilon^{(2)}(0) = \sigma^2$.

(c) The rate function is stable: for each sufficiently small compact subset $\mathcal{U}$ of the domain of the rate function $r$ there exists an interval $V \subseteq (-\theta, \theta)$ so that

$$\lim_{\epsilon \rightarrow 0} \sup_{z \in V} (s - \log |\lambda_\epsilon(z)|) = r(s)$$

uniformly on $\mathcal{U}$.

Remark 5.7. In section 7 we aim to estimate the statistical properties of an Anosov map $T$ using lemma 5.2, proposition 5.3 and theorem 5.6. However, these results concern the stability of the spectral data of the transfer operator associated to an Anosov map $T$ on the $d$-dimensional torus $\mathbb{T}^d$ equipped with an adapted metric. In particular, this operator, say $L_{\Omega}$, is defined by duality with respect to the adapted Riemannian measure $\Omega$. From a computational perspective one would much rather approximate the transfer operator $L_{\text{Leb}}$ that is defined by duality with respect to $\text{Leb}$, the Haar probability measure on $\mathbb{T}^d$, since this removes the need to compute any quantities that depend on the adapted metric. Luckily, the relationship between these operators (and their twists) is simple: they are conjugate and therefore have the same spectrum (see proposition B.1). Hence an approximation of the spectrum of $L_{\text{Leb}}(z)$ is also an approximation of the spectrum of $L_{\Omega}(z)$. However, it is not clear from the proofs in this section that if
The proof of lemma 5.2. Let $\epsilon \in (0, \epsilon_1)$, $k \in \mathbb{N}$ and $f \in C'(\mathbb{T}^d, \mathbb{C})$. Denote $\frac{\partial^{[q]}_{1} \ldots \partial^{[q]}_{d}}{\partial x^{[q]}_{1} \ldots \partial x^{[q]}_{d}}$ by $\partial q$. From the beginning of [14, section 4] the map $h \mapsto \int h \sigma$ is bounded on $B^p_{\mathbb{Q}}$ for every $p < \infty$. Moreover, multiplication by $C'$ functions is bounded on $B^p_{\mathbb{Q}}$ by [14, lemma 3.2]. These facts, together with standard properties of convolutions, imply that there exists a $C$ independent of $f, k$ and $\epsilon$ such that

$$
\sup_{x \in \mathbb{T}^d} |(\partial q \ast f)(x)| = \sup_{x \in \mathbb{T}^d} \left| \int (\partial q \ast f)(x-y)f(y) \, d\mathbb{L}e b(y) \right|
$$

$$
= \sup_{x \in \mathbb{T}^d} \left| \int (\partial q \ast f)(x-y)f(y) \, d\mathbb{L}e b(y) \right| \leq C \left\| \frac{d\mathbb{L}e b}{d\Omega} \right\|_{p,q} \left\| \partial q \right\|_{C^r}.
$$

Since $\frac{d\mathbb{L}e b}{d\Omega} \in C^\infty(\mathbb{T}^d, \mathbb{R})$, using the continuity of multiplication by $C'$ functions again yields

$$
\left\| Q_y f \right\|_{C^{[q]}_1} \leq C \left\| \frac{d\mathbb{L}e b}{d\Omega} \right\|_{C^p} \left\| f \right\|_{p,q} \left\| q \right\|_{C^r}.
$$

for some appropriate constant $C$. Hence, $Q_y$ extends to a bounded operator $Q_y : B^p_{\mathbb{Q}} \rightarrow C^m(\mathbb{T}^d, \mathbb{C})$ for every $m \in \mathbb{Z}_+$. It follows that $Q_y$ also extends to a bounded operator $Q_y : B^p_{\mathbb{Q}} \rightarrow C^\infty(\mathbb{T}^d, \mathbb{C})$. As bounded sets in $C^\infty(\mathbb{T}^d, \mathbb{C})$ are compact in $C^m(\mathbb{T}^d, \mathbb{C})$ for every $m \in \mathbb{Z}_+$, each operator $Q_y : B^p_{\mathbb{Q}} \rightarrow C^m(\mathbb{T}^d, \mathbb{C})$ is therefore compact. That $Q_y : B^p_{\mathbb{Q}} \rightarrow B^p_{\mathbb{Q}}$ is compact follows from the continuous embedding of $C'(\mathbb{T}^d, \mathbb{C})$ into $B^p_{\mathbb{Q}}$ [14, remark 4.3]. It is standard that $Q_y \in \mathcal{L}(C^m(\mathbb{T}^d, \mathbb{C}), C^m(\mathbb{T}^d, \mathbb{C}))$ for each $m_1, m_2 \in \mathbb{Z}_+$. \hfill \Box

The proof of lemma 5.2. For each $y \in \mathbb{T}^d$ let $T_y : \mathbb{T}^d \rightarrow \mathbb{T}^d$ be defined by $T_y(x) = T(x) + y$, and let $L_{T_y}$ denote the transfer operator associated with $T_y$ (defined by duality as in (8)). Let $h \in C'(\mathbb{T}^d, \mathbb{C})$ and $x, y \in \mathbb{T}^d$. Let $\tau_y$ denote the translation map induced by $y$. As $D_x T_y = (D_{T(x)} T_y)(D_x, T)$ we have

$$
(\mathcal{L}h)(x-y) = (h \det DT)^{-1} \circ T^{-1}(x-y)
$$

$$
= (h \circ T_y^{-1})(x) \cdot \left| \det D T_y^{-1}(y) \right|^{-1}
$$

$$
= (h \circ T_y^{-1})(x) \cdot \left| \det D T_y^{-1}(y) \right|^{-1} \cdot \left| \det (D \tau_y) \right|^{-1}
$$

$$
= (L_{T_y} h)(x) \left| \det D \tau_y \right|.
$$

Hence,

$$
(\mathcal{L} h)(x) = \int q(y)(\mathcal{L}h)(x-y) \, d\mathbb{L}e b(y) = \int q(y) \left| \det D \tau_y \right| (L_{T_y} h)(x) \, d\mathbb{L}e b(y).
$$

(11)
For $\epsilon \in (0, \epsilon_1)$ let $A_\epsilon$ be defined by

$$(A_\epsilon h)(x) = \int q_\epsilon(y)(\mathcal{L}_T h)(x) \, d\text{Leb}(y).$$

Set $A_0 = \mathcal{L}$ and, for each $\epsilon \in [0, \epsilon_1)$, let $F_\epsilon = \mathcal{L}_\epsilon - A_\epsilon$. We aim to apply proposition 2.5 to \{A_\epsilon\}_{\epsilon \in [0, \epsilon_1)} and \{F_\epsilon\}_{\epsilon \in [0, \epsilon_1)} which would imply the required result as $\mathcal{L}_\epsilon = A_\epsilon + F_\epsilon$.

We begin by proving that \{A_\epsilon\}_{\epsilon \in [0, \epsilon_1)} satisfies (KL). Note that \{A_\epsilon\}_{\epsilon \in [0, \epsilon_1)} is a perturbation of the kind considered in [14]. Specifically, we take $\mathbb{T}^d$ to be their $\Omega$, the Haar measure $\text{Leb}$ to be their $\mu$, and set $g(\omega, x) = q_\epsilon(\omega)$. Therefore, by the discussion between corollary 2.6 and theorem 2.7 in [14], there exists some $\epsilon' \in (0, \epsilon_1)$ such that \{A_\epsilon\}_{\epsilon \in [0, \epsilon_1)} satisfies (KL) on $B^p_{C}$ with $\|\cdot\| = \|\cdot\|_{p-1,q+1}$ provided that

- (C1) For a fixed, small, open (in the $C^{r+1}(\mathbb{T}^d, \mathbb{T}^d)$ topology) neighbourhood $U$ of $T$ we have $T_\epsilon \subseteq U$ whenever $y \in B_{\epsilon}(0)$; and
- (C2) $\lim_{\epsilon \to 0} \int q_\epsilon(y) d_{C^{r+1}}(T_\epsilon, T) \, d\text{Leb}(y) = 0$.

The condition (C2) is derived from [14, equation (2.5)] by setting $g(\omega, x) = q_\epsilon(\omega)$, and observing that $x \mapsto q_\epsilon(\omega)$ is constant and so has $C^{r+q}$ norm $\|q_\epsilon(\omega)\| = \|q_\epsilon(\omega)\|$. The other term in [14, equation (2.5)] is 0 since $\int q_\epsilon(\omega) \, d\text{Leb}(\omega) = 1$. As $\mathbb{T}^d$ is compact and $T \in C^{r+1}(\mathbb{T}^d, \mathbb{T}^d)$, the map $x \mapsto D^r_{\epsilon} T$ is uniformly continuous for each $0 \leq k \leq r + 1$. It then follows from the definition of $T_\epsilon$ that

$$\lim_{\epsilon \to 0} \sup_{y \in B_{\epsilon}(0)} d_{C^{r+1}}(T_\epsilon, T) = 0.$$

Recalling that $q_\epsilon$ satisfies (S1) and (S2), it is clear that there exists $\epsilon' \in (0, \epsilon_1)$ so that \{A_\epsilon\}_{\epsilon \in [0, \epsilon_1)} satisfies both (C1) and (C2), and therefore also (KL).

We will now prove that \{F_\epsilon\}_{\epsilon \in [0, \epsilon_1)} satisfies the requirements of proposition 2.5. For $y \in \mathbb{T}^d$ let $f_\epsilon : \mathbb{T}^d \to \mathbb{R}$ be defined by $f_\epsilon(x) = 1 - \det D_\epsilon \tau_{-y}$. One verifies that

$$(F_\epsilon h)(x) = \int q_\epsilon(y)f_\epsilon(x)(\mathcal{L}_T h)(x) \, d\text{Leb}(y)$$

From the definition of $\|\cdot\|_{p,q}$ and (S1) we obtain

$$\|F_\epsilon h\|_{p,q} \leq \int q_\epsilon(y)\|f_\epsilon\|_{p,q} \, d\text{Leb}(y).$$

As multiplication by $C^r$ functions is continuous on $B^p_{C}$ ([14, lemma 3.2]), using (S1) there is some $C > 0$ such that

$$\|F_\epsilon\|_{p,q} \leq C \sup_{y \in \text{supp} \, q_\epsilon} \|\mathcal{L}_T\|_{p,q} \int q_\epsilon(y)\|f_\epsilon\|_{C^r} \, d\text{Leb}(y).$$

As mentioned at the beginning of [14, section 7], the estimates in [14, lemma 2.2] apply uniformly to every map in $U$ and so there exists some $\eta > 0$ such that $\sup_{y \in B_{\epsilon}(0)} \|\mathcal{L}_T\|_{p,q} < \infty$. Since $\det D_\epsilon \tau_y = \frac{d^2}{d\xi_0} (\xi + y) \frac{\text{Leb}}{d\xi_0}(x)$, and $\frac{d^2}{d\xi_0} \frac{\text{Leb}}{d\xi_0} \in C^\infty(\mathbb{T}^d, \mathbb{R})$, $\lim_{y \to 0} f_\epsilon = 0$ in $C^r(\mathbb{T}^d, \mathbb{R})$. Applying these facts and (S1) to (12) yields

$$\lim_{\epsilon \to 0}\|F_\epsilon\|_{p,q} \leq C \lim_{\epsilon \to 0} \sup_{y \in B_{\epsilon}(y)} \sup_{y \in B_{\epsilon}(0)} \|\mathcal{L}_T\|_{p,q} = 0.$$

The same argument applies when estimating $\|F_\epsilon\|_{p-1,q+1}$, and so there exists $\epsilon'' \in (0, \epsilon')$ so that \{F_\epsilon\}_{\epsilon \in [0, \epsilon'')} satisfies the requirements for proposition 2.5.
Hence proposition 2.5 applies to \( \{A_\varepsilon\}_{\varepsilon \in (0, \varepsilon_0)} \) and \( \{F_\varepsilon\}_{\varepsilon \in (0, \varepsilon_0)} \). Namely, there exists \( \varepsilon_2 \in (0, \varepsilon_0) \) so that \( \{A_\varepsilon + F_\varepsilon\}_{\varepsilon \in (0, \varepsilon_2)} \) satisfies (KL). Since \( A_\varepsilon + F_\varepsilon = \mathcal{L}_\varepsilon \), this completes the proof. \( \Box \)

We require the following classical result on the convergence of Fourier series on \( \mathbb{T}^d \) (see e.g. [28, proposition 5.6 and the proof of theorem 5.7]).

**Proposition 5.8.** For each \( m \in \mathbb{N} \) we have \( \Pi_n \to \text{Id} \) strongly in \( L(C^{m+\left[ \frac{d+1}{2} \right]}, C^m) \).

**The proof of proposition 5.3.** By lemma 5.2 the family of operators \( \{\mathcal{L}_\varepsilon\}_{\varepsilon \in (0, \varepsilon_2)} \) satisfies (KL) on \( B_C^{\mathbb{R}^d} \) with \( \|\cdot\| = \|\cdot\|_{p-1,q+1} \). We plan to find \( N : (0, \varepsilon_2) \to \mathbb{N} \) so that we may apply proposition 2.5 with \( A_\varepsilon = \mathcal{L}_\varepsilon \) and \( B_\varepsilon = \mathcal{L}_\varepsilon \circ \varepsilon \) = \( \mathcal{L}_\varepsilon \).

By proposition 5.8, \( \Pi_n \to \text{Id} \) strongly in \( L(C^{r'+\left[ \frac{d+1}{2} \right]}, C^r) \). As the unit ball of \( C^{r'+\left[ \frac{d+1}{2} \right]} \) is compact in \( C^{r'+\left[ \frac{d+1}{2} \right]} \), proposition 5.8, the uniform boundedness principle and standard estimates imply that \( \Pi_n \to \text{Id} \) in \( L(C^{r'+\left[ \frac{d+1}{2} \right]}, C^r) \). As \( C \) embeds continuously into \( B_C^{\mathbb{R}^d} \) [14, remark 4.3], there exists \( C > 0 \) so that, for each \( \varepsilon \in (0, \varepsilon_2) \) and \( n \in \mathbb{N} \), we have

\[
\|\mathcal{L}_{\varepsilon,n} - \mathcal{L}_{\varepsilon}\|_{p,q} \leq C\|\Pi_n - \text{Id}\|_{L\left(C^{r'+\left[ \frac{d+1}{2} \right]},C^r\right)}\|Q_\varepsilon\|_{L\left(\mathbb{R}^d\left(C^{r'+\left[ \frac{d+1}{2} \right]},C^r\right)\right)}\|\mathcal{L}\|_{p,q}.
\]

Hence, as \( \|Q_\varepsilon\|_{L\left(\mathbb{R}^d\left(C^{r'+\left[ \frac{d+1}{2} \right]},C^r\right)\right)} \) is finite by lemma 5.1, for each \( \varepsilon \in (0, \varepsilon_2) \) there exists \( N_1(\varepsilon) \) so that \( \|\mathcal{L}_{\varepsilon,n} - \mathcal{L}_{\varepsilon}\|_{p,q} \leq \varepsilon \) whenever \( n > N_1(\varepsilon) \). The same argument produces for each \( \varepsilon \in (0, \varepsilon_2) \) an \( N_2(\varepsilon) \) so that \( \|\mathcal{L}_{\varepsilon,n} - \mathcal{L}_{\varepsilon}\|_{p-1,q+1} \leq \varepsilon \) whenever \( n > N_2(\varepsilon) \). To summarise, if \( N(\varepsilon) = \max\{N_1(\varepsilon),N_2(\varepsilon)\} \) and \( n : (0, \varepsilon_2) \to \mathbb{N} \) is such that \( n \geq N(\varepsilon) \), then \( \lim_{\varepsilon \to 0}\|\mathcal{L}_{\varepsilon,n} - \mathcal{L}_{\varepsilon}\|_{p,q} = 0 \) and

\[
\sup_{\varepsilon \in (0, \varepsilon_2)}\|\mathcal{L}_{\varepsilon,n(\varepsilon)} - \mathcal{L}_{\varepsilon}\|_{p-1,q+1} < \infty.
\]  

Hence for each map \( n \geq N \) we may apply proposition 2.5 as planned to produce an \( \varepsilon_n \in (0, \varepsilon_2) \) so that \( \{\mathcal{L}_{\varepsilon,n(\varepsilon)}\}_{\varepsilon \in (0, \varepsilon_n)} \) satisfies (KL) on \( B_C^{\mathbb{R}^d} \) with \( \|\cdot\| = \|\cdot\|_{p-1,q+1} \). Examining the proof of proposition 2.5, we observe that \( \varepsilon_n \) may be chosen independently of \( n \) since \( \lim_{n \to 0}\sup_{\varepsilon \geq N(\varepsilon)}\|\mathcal{L}_{\varepsilon,n(\varepsilon)} - \mathcal{L}_{\varepsilon}\|_{p,q} = 0 \) and

\[
\sup_{\varepsilon \in (0, \varepsilon_2)}\sup_{\varepsilon \geq N(\varepsilon)}\|\mathcal{L}_{\varepsilon,n(\varepsilon)} - \mathcal{L}_{\varepsilon}\|_{p-1,q+1} < \infty.
\]

\( \Box \)

**The proof of theorem 5.6.** Hence, by proposition 4.3, the sequence \( \{g \circ T^k\}_{k \in \mathbb{N}} \) satisfies hypothesis 3.4 with operator-valued map \( \varepsilon \to \mathcal{L}_M_\varepsilon(z) \) and Banach space \( B_C^{\mathbb{R}^d} \). The closed, unit ball in \( B_C^{\mathbb{R}^d} \) is relatively compact with respect to \( \|\cdot\|_{p-1,q+1} \) by [14, lemma 2.1] and \( M_\varepsilon \) is a compactly \( \|\cdot\|_{p-1,q+1} \)-bounded twist by proposition 4.2. Since \( \{\mathcal{L}_{\varepsilon,n(\varepsilon)}\}_{\varepsilon \in (0, \varepsilon_n)} \) satisfies (KL), we have verified all the requirements of theorem 3.5, and so all the claims in the statement of theorem 5.6 follow, with the exception of the stability of the invariant measure. This claim follows from [12, proposition 2.4, remark 2.5], whose hypotheses are verified due to the convergence of eigenprojections in theorem 2.4. \( \Box \)

6. Statistical stability for some Anosov maps under stochastic perturbations

In this section we show that the statistical properties of some Anosov maps on the \( d \)-dimensional torus \( \mathbb{T}^d \) may be approximated using (weighted) Fourier series by realising the
Fejér kernel as a stochastic perturbation. More generally, our results expand upon the stability results in [14, theorem 2.7] by allowing the stochastic kernel to be supported on all of \( \mathbb{T}^d \) at the cost of additional requirements on the dynamics. As a consequence of this generalisation, we no longer require a mollifier to estimate the spectral and statistical properties of Anosov maps as in section 5, improving the computational aspect of our theory.

We adopt the setting, assumptions and notation from section 4.1 and fix \( p \in \mathbb{Z}^+ \) and \( q > 0 \) satisfying \( p + q < r \). Our main assumption on the dynamics is that the associated transfer operator \( \mathcal{L} \) satisfies

\[
\sup_{y \in \mathbb{T}^d} \max \{ \| \tau_y \mathcal{L} \|_{p,q}, \| \tau_y \mathcal{L} \|_{p-1,q+1} \} < \infty, \tag{15}
\]

where \( \tau_y \) denotes the translation operator induced by \( y \in \mathbb{T}^d \). In section 6.1 we provide some conditions for a map to satisfy (15). For example, proposition 6.6 implies that (15) holds for peripheralspectral data, invariant measure, variance and rate function are stable with respect to the class of stochastic perturbations in consideration. The proof is the same as that of theorem 5.6.

Remark 6.2. The same comments as those in remark 5.4 apply to the family of operators \( \{ \mathcal{L}_{\epsilon} \}_{\epsilon \in (0,\epsilon_1)} \subseteq L^1(\text{Leb}) \) is a family of stochastic kernels satisfying (S1) and (S3) replaces (S2) from section 5 and allows the support of each \( g_{\epsilon} \) to be all of \( \mathbb{T}^d \). Also note that we place no regularity requirements on the kernels \( g_{\epsilon} \). For \( \epsilon > 0 \) define \( \mathcal{L} := g_{\epsilon} \ast \mathcal{L} \), and let \( \mathcal{L}_\epsilon := \mathcal{L} \). Our main technical result for this section is the following.

**Proposition 6.1.** If (15) holds then there exists \( \epsilon_2 \in (0,\epsilon_1) \) so that \( \{ \mathcal{L}_{\epsilon} \}_{\epsilon \in (0,\epsilon_2)} \) satisfies (KL) on \( B^p_{C}(\mathbb{T}^d) \) with \( \| \cdot \|_{p-1,q+1} \).

As noted before the statement of theorem 5.6, since \( T \) is an Anosov diffeomorphism on a torus, \( \mathcal{L} \) is a simple quasi-compact operator. Thus, if (15) holds then by proposition 6.1 the peripheral spectral data, invariant measure, variance and rate function are stable with respect to the class of stochastic perturbations in consideration. The proof is the same as that of theorem 5.6.

**Theorem 6.3.** Assume that \( \mathcal{L} \) satisfies (15). Suppose that \( g \in C(\mathbb{T}^d, \mathbb{R}) \) satisfies \( \int g d\mu = 0 \) and is not an \( L^2(\mu) \)-coboundary. Denote by \( M_g : \mathbb{C} \rightarrow L(B^p_{C}(\mathbb{T}^d)) \) the map defined by \( M_g(z)f = e^{i\epsilon z}f \).

There exists \( \theta, \epsilon^* > 0 \) so that for each \( \epsilon \in (0,\epsilon^*) \) and \( z \in D_\epsilon \) the operator \( \mathcal{L}_\epsilon(z) \) is quasi-compact and simple with leading eigenvalue \( \lambda_\epsilon(z) \) depending analytically on \( z \). Moreover, we have stability of the following statistical data associated to \( T \) and \( \{ g \circ T^k \}_{k \in \mathbb{Z}} \):

(a) The invariant measure is stable: there exists eigenvectors \( v \in B^p_{C}(\mathbb{T}^d) \) of \( \mathcal{L}_\epsilon \) for the eigenvalue \( \lambda_\epsilon(0) \) for which \( \lim_{\epsilon \to 0} \| v_i - \mu \|_{p-1,q+1} = 0 \).

(b) The variance is stable: \( \lim_{\epsilon \to 0} \lambda^{(2)}(0) = \sigma^2 \).

(c) The rate function is stable: For each sufficiently small compact subset \( U \) of the domain of the rate function \( r \), there exists an interval \( V \subseteq (-\theta, \theta) \) so that

\[
\lim \sup_{\epsilon \to 0} \sup_{z \in V} (\zeta_{\epsilon} - \log |\lambda_\epsilon(z)|) = r(s)
\]

uniformly on \( U \).
A key application of the results in this section is the rigorous approximation of the spectral and statistical data of some Anosov maps using Fourier series. We define the $n$th one-dimensional Fejér kernel $K_{n,1}$ on $T^1 = \mathbb{R}/\mathbb{Z}$ by

$$K_{n,1}(t) = \sum_{k=-n}^{n} \left( 1 - \frac{|k|}{n+1} \right) e^{2\pi i k t}.$$  

The $n$th $d$-dimensional Fejér kernel $K_{n,d}$ on $\mathbb{T}^d$ is defined by

$$K_{n,d}(t) = \prod_{i=1}^{d} K_{n,1}(t_i),$$

where $t_i$ is the $i$th component of $t \in \mathbb{T}^d$. It is well known that the 1-dimensional Fejér kernels satisfy (S1) and (S3) as $n \to \infty$ (they are a summability kernel; see [22, sections 2.2 and 2.5]). It is routine to verify that the $d$-dimensional kernels consequently satisfy the same conditions, and so we may apply proposition 6.1 with $q_{1/n} = K_{n,d}$. A straightforward computation yields

$$K_{n,d}(t) = \sum_{k \in \mathbb{Z}^d} \prod_{i=1}^{d} \left( 1 - \frac{|k_i|}{n+1} \right) e^{2\pi i k \cdot t},$$

and, therefore, convolution with the Fejér kernel may be represented using weighted Fourier series:

$$(K_{n,d} \ast f)(x) = \sum_{k \in \mathbb{Z}^d} \prod_{i=1}^{d} \left( 1 - \frac{|k_i|}{n+1} \right) \hat{f}(k) e^{2\pi i k \cdot x}. \quad (16)$$

By the above considerations and proposition 6.1 and theorem 6.3 we obtain the following stability result for stochastic perturbations induced by the Fejér kernel.

**Corollary 6.4.** Assume that $\mathcal{L}$ satisfies (15) and that $g \in C^r(\mathbb{T}^d, \mathbb{R})$ satisfies $\int g d\mu = 0$ and is not an $L^2(\mu)$-coboundary. For $n \in \mathbb{N}$ let $\mathcal{L}_{1/n} := K_{n,d} \ast \mathcal{L}$, where $K_{n,d}$ is the $d$-dimensional Fejér kernel, and let $\mathcal{L}_0 = \mathcal{L}$. There exists $N > 0$ so that the family of operators $\{\mathcal{L}_{1/n}\}_{n \geq N}$ satisfies (KL) on $B_{p_{1/n}}^\infty$ with $|.| = \|.|_{p_{1/q} \cdot 1}$. Consequently, we have stability of the invariant measure, variance, and rate function associated to $T$ and $\{g \circ T^n\}_{n \in \mathbb{N}}$ as in theorem 6.3.

The operators $\mathcal{L}_{1/n}$ are finite-dimensional and leave the span of $\{e^{2\pi i k \cdot x} : \|k\|_\infty \leq n\}$ invariant. Therefore, we could compute all of the spectral data of $\mathcal{L}_{1/n}$ via its matrix representation with respect to the basis $\{e^{2\pi i k \cdot x} : \|k\|_\infty \leq n\}$ and use corollary 6.4 to estimate the statistical properties of $T$.

**Remark 6.5.** The comments made in remark 5.7 also apply here: the stability results in proposition 6.1, theorem 6.3 and corollary 6.4 apply to the transfer operator $\mathcal{L}_\Omega$ that is associated to $T$ via duality with respect to $\Omega$, rather than the transfer operator $\mathcal{L}_{\text{Leb}}$ that is associated to $T$ via duality with respect to $\text{Leb}$. In appendix B we show that these operators, and their twists, are conjugate, and therefore have the same spectrum, and that if proposition 6.1, theorem 6.3 and corollary 6.4 apply to $\mathcal{L}_\Omega$ then they also hold true when $\mathcal{L}_\Omega$ is replaced by $\mathcal{L}_{\text{Leb}}$.

**The proof of proposition 6.1.** For each $\eta \in (0, 1/2)$ let $p_\eta$ be the characteristic function of $B_{\eta}(0)$. For $\varepsilon \geq 0$ let $a_{\varepsilon,\eta} = \int q_{\varepsilon} p_\eta d\text{Leb}$, $A_{\varepsilon,\eta} = a_{\varepsilon,\eta}^{-1}(q_{\varepsilon} p_\eta) \ast \mathcal{L}$ and $B_{\varepsilon,\eta} = (q_{\varepsilon} (1 - a_{\varepsilon,\eta}^{-1} p_\eta)) \ast \mathcal{L}$.
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Set $A_{0,0} = \mathcal{L}$ and $B_{0,0} = 0$. Our goal is to apply proposition 2.5 by showing that (i) for some $\eta > 0$ there exists $\epsilon' \in (0, \epsilon_1)$ so that $\{A_{\epsilon, \eta}\}_{\epsilon \in (0, \epsilon')} \nsat (KL)$, and then proving (ii) that $\{B_{\epsilon, \eta}\}_{\epsilon \in (0, \epsilon')} \nsat$ the necessary requirements of proposition 2.5. As $\mathcal{L}_{\epsilon} = A_{\epsilon, \eta} + B_{\epsilon, \eta}$, this yields the required statement.

Since $\{a^{-1}_{\epsilon, \eta} q_{\epsilon} p_{\eta}\}_{\epsilon \in (0, \epsilon_1)}$ satisfies (S1) the perturbation $\{A_{\epsilon, \eta}\}_{\epsilon \in (0, \epsilon')} \nsat$ is similar to the (convolution type) perturbation considered in lemma 5.2. We will explain how to modify the proof of lemma 5.2 to obtain the required result. Examining the proof of lemma 5.2, we note that it was not important that the family of kernels was in $C^\infty$, indeed it is sufficient for the kernels to be contained in $L^1(\text{Leb})$. We must verify the conditions (C1) and (C2), and a different argument is required here since $\{a^{-1}_{\epsilon, \eta} q_{\epsilon} p_{\eta}\}_{\epsilon \geq 0} \nsat$ does not satisfy (S2). By choosing $\eta$ sufficiently small we may make the support of every $a^{-1}_{\epsilon, \eta} q_{\epsilon} p_{\eta}$ small enough so that for every $\epsilon \in [0, \epsilon_1]$ and $\eta \in \text{supp} q_{\epsilon} p_{\eta}$ the map $T_\epsilon (x) := T(x) + \eta \epsilon$ is in the set $U$ from (C1) in lemma 5.2. This verifies (C1) in our setting; we will now verify (C2). By (S1) and (S3) for $\lim_{\epsilon \to 0} a^{-1}_{\epsilon, \eta} q_{\epsilon} p_{\eta} = 1$ for every $\eta' \in (0, \eta]$. Hence, for every $\eta' \in (0, \eta]$ we have

$$
\lim_{\epsilon \to 0} \int a^{-1}_{\epsilon, \eta} q_{\epsilon}(y) p_{\eta}(y) d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L}) \ d\text{Leb}(y)
= \lim_{\epsilon \to 0} \int_{\mathcal{B}_{\epsilon}(0)} q_{\epsilon}(y) d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L}) \ d\text{Leb}(y)
= \lim_{\epsilon \to 0} \left( \int_{\mathcal{B}_{\epsilon}(0)} q_{\epsilon}(y) d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L}) \ d\text{Leb}(y) + \int_{\mathcal{B}_{\epsilon}(0)} q_{\epsilon}(y) d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L}) \ d\text{Leb}(y) \right)
\leq \lim_{\epsilon \to 0} \left( \sup_{y \in \mathcal{B}_{\epsilon'}(0)} d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L}) \right) \int_{\mathcal{B}_{\epsilon}(0)} q_{\epsilon}(y) d\text{Leb}(y) + \sup_{y \in \mathcal{B}_{\epsilon'}(0)} d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L})
= \sup_{y \in \mathcal{B}_{\epsilon'}(0)} d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L}),
$$

(17)

where we have used both (S1) and (S3). Using the fact that $\lim_{\epsilon \to 0} \sup_{y \in \mathcal{B}_{\epsilon}(0)} d_{C^{\epsilon+1}}(T_\epsilon, \mathcal{L}) = 0$ we obtain (C2) from (17). It remains to provide an alternative proof of the convergence of $F_\epsilon \to 0$ from (13) i.e. that the operators

$$
F_\epsilon : h \mapsto \int a^{-1}_{\epsilon, \eta} q_{\epsilon}(y) p_{\eta}(y) f_{\epsilon}(x) h(x) \ d\text{Leb}(y)
$$

converge to 0 in $L(\mathcal{B}^{\epsilon+1})$ and $L(\mathcal{B}^{\epsilon+1})$ as $\epsilon \to 0$, where $f_{\epsilon} = 1 - \det D_\tau \eta \gamma$ as in the proof of lemma 5.2. Using (S3) and the fact that $\lim_{\epsilon \to 0} a^{-1}_{\epsilon, \eta} = 1$ we have for each $\eta' \in (0, \eta]$ that

$$
\lim_{\epsilon \to 0} \int a^{-1}_{\epsilon, \eta} q_{\epsilon}(y) p_{\eta}(y) \|f_{\epsilon}\|_{C^r} \ d\text{Leb}(y)
\leq \lim_{\epsilon \to 0} \left( \int_{\mathcal{B}_{\epsilon}(0)} q_{\epsilon}(y) \|f_{\epsilon}\|_{C^r} \ d\text{Leb}(y) + \int_{\mathcal{B}_{\epsilon}(0) \setminus \mathcal{B}_{\epsilon'}(0)} q_{\epsilon}(y) \|f_{\epsilon}\|_{C^r} \ d\text{Leb}(y) \right)
\leq \sup_{y \in \mathcal{B}_{\epsilon'}(0)} \|f_{\epsilon}\|_{C^r} + \lim_{\epsilon \to 0} \left( \int_{\mathcal{B}_{\epsilon}(0) \setminus \mathcal{B}_{\epsilon'}(0)} q_{\epsilon}(y) \ d\text{Leb}(y) \right) \sup_{y \in \mathcal{B}_{\epsilon}(0)} \|f_{\epsilon}\|_{C^r}
= \sup_{y \in \mathcal{B}_{\epsilon'}(0)} \|f_{\epsilon}\|_{C^r}.
$$

(18)
Since $\lim_{\epsilon \to 0} f_\epsilon \| \psi \|_{C^r} = 0$, by letting $\eta' \to 0$ in (18) we can conclude that the left-hand side of (18) is 0. Recalling that $T_y \in U$ for every $y \in \text{supp} q_\eta$, it follows that $\sup_{y \in \text{supp} q_\eta} \| \mathcal{L}_{T_y} \|_{p,q} < \infty$. Hence
\[
\lim_{\epsilon \to 0} \| F_\epsilon \|_{p,q} \leq \lim_{\epsilon \to 0} \sup_{y \in \text{supp} q_\eta} \| \mathcal{L}_{T_y} \|_{p,q} \int a_{c_\eta}^{-1} q_\eta(y) p_\eta(y) \| f_\epsilon \|_{C^r} \text{d} \text{Leb}(y) = 0,
\]
which proves (13) in our setting. The comments made in the sentence following (13) apply here too. Hence the arguments in lemma 5.2 apply to $\{ A_{c_\eta} \} \subset \{ 0, \epsilon_1 \}$, and so $\{ A_{c_\eta} \} \subset \{ 0, \epsilon_1 \}$ satisfies (KL) on $B_0^q$ with $| \cdot | = \| \cdot \|_{p-1,q+1}$.

We will prove that $\lim_{\epsilon \to 0} B_{c_\eta} = 0$ in both $L(B_0^q)$ and $L(B_0^{-1,q+1})$, as this readily implies the same for $L(B_0^q)$ and $L(B_0^{-1,q+1})$. Let $h \in C(T^d, \mathbb{R})$, $k \leq p$ be a non-negative integer, $W \in \Sigma$, $\{ v_i \}_{i=1}^k \subseteq \mathcal{V}(W)$ with $\| v_i \|_{C^r} \leq 1$, and $\varphi \in C_0^{q+1}(W, \mathbb{R})$ with $\| \varphi \|_{C^{q+1}} \leq 1$. With $s_{c_\eta} = q_\epsilon(1 - a_{c_\eta}^{-1} p_\eta)$, we have
\[
\int_T v_1 \ldots v_k(s_{c_\eta} * \mathcal{L} h)(x) \cdot \varphi(x) \text{d} \Omega(x)
\leq \int_{T^d} \| s_{c_\eta}(y) \|_{C^r} \int_T v_1 \ldots v_k(\tau_{-y} \mathcal{L} h)(x) \cdot \varphi(x) \text{d} \Omega(x) \text{d} \text{Leb}(y)
\leq \left( \sup_{y \in T^d} \| \tau_{-y} \mathcal{L} \|_{p,q} \right) \| h \|_{p,q} \int_{T^d} |s_{c_\eta}| \text{d} \text{Leb}(y).
\]
Hence,
\[
\| B_{c_\eta} \|_{p,q} \leq \left( \sup_{y \in T^d} \| \tau_{-y} \mathcal{L} \|_{p,q} \right) \int_{T^d} |s_{c_\eta}| \text{d} \text{Leb}(y)
\leq \left( \sup_{y \in T^d} \| \tau_{-y} \mathcal{L} \|_{p,q} \right) \int q_\epsilon(y) \left| 1 - a_{c_\eta}^{-1} p_\eta(y) \right| \text{d} \text{Leb}(y). \tag{19}
\]
Since $\lim_{\epsilon \to 0} a_{c_\eta} = 1$, using (S3) we have
\[
\lim_{\epsilon \to 0} \int q_\epsilon(y) \left| 1 - a_{c_\eta}^{-1} p_\eta(y) \right| \text{d} \text{Leb}(y)
\leq \lim_{\epsilon \to 0} \left( \int q_\epsilon(y)(1 - p_\eta(y)) \text{d} \text{Leb}(y) + \int q_\epsilon(y) p_\eta(y) \left| 1 - a_{c_\eta}^{-1} \right| \text{d} \text{Leb}(y) \right)
\leq \lim_{\epsilon \to 0} \left( \int_{T^d(B_\epsilon(0))} q_\epsilon(y) \text{d} \text{Leb}(y) + \left| 1 - a_{c_\eta}^{-1} \right| \right) = 0. \tag{20}
\]
Together (15), (19), and (20), imply that $\lim_{\epsilon \to 0} \| B_{c_\eta} \|_{p,q} = 0$. The same argument proves that $\lim_{\epsilon \to 0} \| B_{c_\eta} \|_{p-1,q+1} = 0$, and so there exists $\epsilon' \in (0, \epsilon_1)$ so that $\sup_{\epsilon \in (0, \epsilon')} \| B_{c_\eta} \|_{p-1,q+1} < \infty$. We have verified the conditions of proposition 2.5, concluding the proof.

6.1. A class of maps satisfying proposition 6.1, theorem 6.3, and corollary 6.4

Our main result for this section, proposition 6.6, gives conditions for $T$ to have an iterate satisfying (15). For instance, we will deduce that proposition 6.6 applies to Anosov maps that are sufficiently close to hyperbolic linear toral automorphisms.
In [14, section 3] the usual Euclidean metric on $\mathbb{T}^d$ is replaced by an equivalent adapted metric. The choice of adapted metric will be crucial to our arguments in this section, so we begin by reviewing the construction of such metrics, following [5, proposition 5.2.2]. Let $|\cdot|$ denote the usual Euclidean norm on the tangent space of $\mathbb{T}^d$. Let $E^s(x)$ and $E^u(x)$ denote the stable and unstable directions, respectively, of $T$ at $x$, and let $\pi^s_x$ and $\pi^u_x$ be the projections induced by the splitting $T_x \mathbb{T}^d = E^s(x) \oplus E^u(x)$. Let $d_s = \dim E^s(x)$ and $d_u = \dim E^u(x)$. Since $T$ is Anosov, there exists $C > 0$, $\lambda_s \in (0, 1)$, and $\lambda_u > 1$ so that $|D_x T^n|_{E^s(x)} \leq C \lambda^n_s$ and $|D_x T^{-n}|_{E^u(x)} \leq C \lambda^n_u$ for every $n \in \mathbb{N}$. Recall $\nu_s$ and $\nu_u$ from section 4.1, and that $\lambda_s < \nu_s < 1 < \nu_u < \lambda_u$.

Let $N$ be such that $\max\{\frac{\lambda^{n+1}}{\nu^{n+1}}, \frac{\lambda^{n+1}}{\nu^{n+1}}\} < 1/C$. For $v^s \in E^s(x)$ and $v^u \in E^u(x)$ we define

$$
\|v^s\|_0 = \sum_{k=0}^N \nu_s^{-k} |D_x T^k v^s|, \quad \text{and} \quad \|v^u\|_0 = \sum_{k=0}^N \nu_u^{-k} |D_x T^{-k} v^u|.
$$

Note that $\left| D_x T \right|_{E^s(x)} \|v\|_0 < \nu_s$ and $\left| D_x T^{-1} \right|_{E^u(x)} \|v\|_0 < \nu_u^{-1}$. For $v \in T_x \mathbb{T}^d$ we define

$$
\|v\| = \sqrt{\|\pi^s_x v\|_0^2 + \|\pi^u_x v\|_0^2},
$$

and, since $\|\cdot\|_0$ satisfies the parallelogram law, we may recover a metric $\langle \cdot, \cdot\rangle_0$ via the polarisation identity. Note that $E^s(x) \perp E^u(x)$ with respect to $\langle \cdot, \cdot\rangle_0$. Because $x \mapsto \langle \cdot, \cdot\rangle_0$ is not necessarily smooth (and so $\mathbb{T}^d$ equipped with $\langle \cdot, \cdot\rangle_0$ would not be a $C^\infty$ Riemannian manifold), for each sufficiently small $\xi > 0$ we instead consider a smooth metric $\langle \cdot, \cdot\rangle_\xi$ (with corresponding norm denoted $\|\cdot\|_\xi$) such that

(M1) $\sup_{x \in \mathbb{T}^d} \sup_{\|v\|, \|w\| \leq 1} \langle v, w \rangle_\xi - \langle v, w \rangle_0 < \xi$;

(M2) $\left| D_x T \right|_{E^s(x)} \|v\|_\xi < \nu_s$ and $\left| D_x T^{-1} \right|_{E^u(x)} \|v\|_\xi < \nu_u^{-1}$; and

(M3) $E^s(x)$ and $E^u(x)$ are $\xi$-orthogonal: for $v_s \in E^s(x)$ and $w_u \in E^u(x)$ with $\|w_s\|_\xi, \|w_u\|_\xi \leq 1$ we have $\|\langle w_s, w_u \rangle\|_\xi < \xi$.

A metric is called adapted if it satisfies (M2). For sufficiently small $\xi$, metrics satisfying (M1)–(M3) can be constructed by approximating $\langle \cdot, \cdot\rangle_0$ (see e.g. [16]).

Let $\xi > 0$. For $x \in \mathbb{T}^d$ we denote by $\Gamma^s_x$ and $\Gamma^u_x$ the orthogonal (with respect to $\langle \cdot, \cdot\rangle_\xi$) projections onto $E^s(x)$ and $E^u(x)$, respectively. Although $\Gamma^u_x$ clearly depends on $\xi$, we suppress this from our notation. Define

$$
C_{r, \xi} = \sup_{x, y \in \mathbb{T}^d} \|D_x \tau_y\|_\xi \quad \text{and} \quad \Theta_{T, \xi} = \sup_{x, y \in \mathbb{T}^d} \|D_x \tau_y - (D_x \tau_0) \Gamma^u_x\|_\xi. \quad (21)
$$

Note that both $C_{r, \xi}$ and $\Theta_{T, \xi}$ are finite. The key hypothesis for this section’s main result is that $C_{r, \xi} > 0$. Roughly speaking, this condition ensures that translated leaves never lie in the unstable direction of $T$ (recall that leaves are approximately parallel to the stable directions). One way to see this is by computing the quantities $C_{r, \xi}$ and $\Theta_{T, \xi}$ when $\|\cdot\|_0$ is the usual Euclidean norm (ignoring the issue of whether the Euclidean norm is adapted). In this case, $C_{r, \xi} = 1$ and $\Theta_{T, \xi}$ measures the angle between $E^s(x + y)$ and $E^u(x)$. If this angle is everywhere close to 0 then the translate of a leaf will be approximately parallel to the stable direction of $T$ regardless of the translate.

We will select a specific adapted metric to both streamline our arguments and strengthen our results; although in doing so we impact the definition of the set of leaves $\Sigma$, and hence
also the spaces $B^p_{C,\delta}$ and $B^{p-1,q+1}_{C,\delta}$. Our main technical result for this section is the following; its proof constitutes appendix C.

**Proposition 6.6.** If

$$C_{r,0}^{-1} > \Theta_{T,0},$$

(22)

then there exists $N \in \mathbb{Z}^+$, an adapted metric $\langle \cdot, \cdot \rangle$, and a set of leaves $\tilde{\Sigma}$, inducing spaces $\tilde{B}^p_{C,\delta}$ and $\tilde{B}^{p-1,q+1}_{C,\delta}$, so that $\mathcal{L}$ is quasi-compact on $\tilde{B}^p_{C,\delta}$, with the same spectral data associated to eigenvalues outside of the ball of radius $\max\left\{\nu^p_u, \nu^q_s\right\}$ as when considered as an operator on $B^p_{C,\delta}$, and so that

$$\sup_{y \in \mathbb{T}^d} \max \left\{\|\mathcal{L}_{\nu,\rho}\|_{\mathcal{B}^{p}_{\rho,q}}, \|\mathcal{L}_{\nu,\rho}\|_{\mathcal{B}^{p-1,q+1}_{\rho,q}}\right\} < \infty.$$  

(23)

We make two comments regarding the applicability of proposition 6.6. Firstly, maps satisfying (22) exist as $\Theta_{T,0} = 0$ whenever $T$ is a linear hyperbolic toral automorphism. Secondly, the condition (22) is open in $C^{r+1}(\mathbb{T}^d, \mathbb{T}^d)$. To see this, suppose that $T$ satisfies (22), and let $\langle \cdot, \cdot \rangle$ be the metric one obtains by applying proposition 6.6 to $T$. The following comments apply to all $T'$ in a sufficiently small $C^{r+1}$-neighbourhood of $T$: $T'$ is Anosov map, $\langle \cdot, \cdot \rangle$ is an adapted metric for $T'$, and the stable and unstable directions for $T$ and $T'$ are everywhere close in the Grassmannian. It follows that $T'$ also satisfies (22) provided that it is sufficiently close to $T$ in the $C^{r+1}$ topology.

We now give a concrete example of maps satisfying the conditions of proposition 6.6. For $\delta \in \mathbb{R}$ let $T_\delta : \mathbb{T}^2 \rightarrow \mathbb{T}^2$ be defined by

$$T_\delta(x_1, x_2) = (2x_1 + x_2, x_1 + x_2) + \delta(\cos(2\pi x_1), \sin(4\pi x_2 + 1)).$$

Note that $T_0$ is Arnold’s ‘cat map’—a linear hyperbolic toral automorphism—and so it satisfies proposition 6.6. Moreover, since $\delta \mapsto T_\delta$ is smooth, it follows from the discussion in the previous paragraph that $T_\delta$ is Anosov and satisfies the conditions of proposition 6.6 for sufficiently small $\delta$. In appendix D we find an explicit range of $\delta$ satisfying these conditions, yielding the following result.

**Proposition 6.7.** If $0 \leq \delta < 0.0108$ then $T_\delta$ is an Anosov diffeomorphism and satisfies the conditions of proposition 6.6.

7. Estimation of the statistical properties of Anosov maps

In this section we implement the numerical schemes described in sections 5 and 6. These are, respectively:

**Fourier approximation of mollified transfer operators.** Proposition 5.3 says that if we convolve the (possibly twisted) transfer operator $\mathcal{L}_{\Omega}$ with a locally supported stochastic kernel (parameterised by $\epsilon$), Fourier approximations (of order $n = n(\epsilon)$) of this mollified transfer operator satisfy the $\left(\|\cdot\|_{\mathcal{B}^{p}_{\rho,q}}, \|\cdot\|_{\mathcal{B}^{p-1,q+1}_{\rho,q}}\right)$ (KL) conditions as a family of operators in $\epsilon$. That the same holds for $\mathcal{L}_{\epsilon,\Omega}$ follows from proposition B.3. The Fourier approximations of $\mathcal{L}_{\epsilon,\Omega}$ are numerically accessible and theorem 5.6 and proposition B.3 then guarantees convergence of the SRB measure (in the $\|\cdot\|_{\mathcal{B}^{p-1,q+1}_{\rho,q}}$ norm), convergence of the variance of a $C^r$ observable, and uniform convergence of the rate function for $C^r$ observables, as $\epsilon \rightarrow 0$.

**Direct Fourier approximation via Fejér kernels.** Corollary 6.4 states that if we convolve the (possibly twisted) transfer operator $\mathcal{L}_{\Omega}$ with a Fejér kernel (parameterised by $n$),
this sequence of operators in \( n \) satisfy the \((\|p,q\|,\|p-1,q+1\|)\) (KL) conditions. That the same holds for \( \mathcal{L}_{\text{Leb}} \) follows from proposition B.4. The Fejér kernels directly arise from Fourier projections and this second numerical scheme requires only direct Fourier approximation of the transfer operators \( \mathcal{L}_{\text{Leb}} \). Theorem 6.3 and proposition B.4 guarantees convergence of the SRB measure (in the \( \|p-1,q+1\| \) norm), convergence of the variance of a \( C^r \) observable, and uniform convergence of the rate function for \( C^r \) observables, as \( n \to \infty \).

For the remainder of this section we will only deal with the operator \( \mathcal{L}_{\text{Leb}} \), it is twists \( \mathcal{L}_{\text{Leb}}(z) \) and approximations of both these two operators i.e. \( \mathcal{L}_{\text{Leb},r} \) and \( \mathcal{L}_{\text{Leb},\mathcal{C}}(z) \). To simplify notation we drop the reference to Leb.

### 7.1. General setup

We note that \( \mathcal{L}_r(z) \) arising from both (i) the convolution with a locally supported stochastic kernel \( q_t \) and (ii) convolution with a Fejér kernel, can be considered as operators on \( L^1(\mathbb{T}^2) \). A numerical approximation \( \mathcal{L}_r(z) \) of the twisted transfer operator \( \mathcal{L}(z) \) can be formed in a number of ways, detailed below, but each of these will be based on Fourier approximation. This is a natural approach as we have a periodic spatial domain and the map and observable are smooth. First, we set up the Fourier function basis and \( L^2 \)-orthogonal projection of the action of \( \mathcal{L}_r \) on these basis functions. Using the usual \( L^2 \) inner product \( \langle f, g \rangle = \int_{\mathbb{T}^2} f \cdot \overline{g} \, d\text{Leb} \), for \( f, g \in \mathbb{T}^2 \) and \( j \in \mathbb{Z}^2 \), define a complex Fourier basis \( f_j(x) = e^{2\pi i j \cdot x} \), so that \( g = \sum_{j \in \mathbb{Z}^2} \langle g, f_j \rangle f_j \). To obtain a representation of \( \mathcal{L}_r \) in this basis, we compute:

\[
\begin{align*}
L(z)_{\mathcal{M}} \triangleq \langle \mathcal{L}(z), f_k \rangle = & \int_{\mathbb{T}^2} \left( \int_{\mathbb{T}^2} q_t(x - y) \mathcal{L}(e^{2\pi i j \cdot y}) f_k(y) \, d\text{Leb}(y) \right) \overline{f_j(x)} \, d\text{Leb}(x) \\
= & \int_{\mathbb{T}^2} \left( \int_{\mathbb{T}^2} q_t(x - Ty) e^{2\pi i j \cdot y} f_k(y) \, d\text{Leb}(y) \right) \overline{f_j(x)} \, d\text{Leb}(x) \\
= & \int_{\mathbb{T}^2} \left( \int_{\mathbb{T}^2} q_t(x - Ty) f_j(x) \, d\text{Leb}(x) \right) e^{2\pi i j \cdot y} f_k(y) \, d\text{Leb}(y) \\
= & \int_{\mathbb{T}^2} \left( \int_{\mathbb{T}^2} q_t(x)e^{-2\pi i j \cdot (x+Ty)} \, d\text{Leb}(x) \right) e^{2\pi i j \cdot y} f_k(y) \, d\text{Leb}(y) \\
= & \int_{\mathbb{T}^2} \langle q_t, f_j \rangle e^{-2\pi i j \cdot Ty} \overline{f_k(y)} \, d\text{Leb}(y) \\
= & \langle q_t, f_j \rangle \langle f_j \circ T, e^{2\pi i j \cdot y} f_k \rangle \\
= & \langle q_t, f_j \rangle \left( \int \langle f_j \circ T, e^{2\pi i j \cdot y} \rangle \, (-k) \right)
\end{align*}
\]

Notice that (24) only involves Fourier transforms of trivial objects (e.g. composition of a basis function with the map, exponential functions, the stochastic kernel, and the basis functions themselves). To obtain spectral information for \( \mathcal{L}_r(z) : L^2 \to L^2 \) we may solve the generalised eigenvalue problem \( \lambda_r(z)v_r(z) = \mathcal{L}_r(z)v_r(z) \).

### 7.2. Discrete Fourier transform

To numerically approximate the above Fourier transforms, we first truncate the Fourier modes so that \( j \in \{-n/2 + 1, \ldots, -1, 0, 1, \ldots, n/2\}^2 \), where \( n = 2^{n'} \) for some \( n' \in \mathbb{Z}^+ \). Corresponding to this frequency grid is a regular spatial grid on \( \mathbb{T}^2 \) of the same cardinality; we call these frequency and spatial grids 'coarse grids'. The \( L^2 \) inner products are estimated using MATLAB’s two-dimensional discrete fast Fourier transform (DFT) \( \mathcal{F} \in \mathbb{Z}^2 \) on equispaced
spatial and frequency grids with cardinalities \( N = 2N' \) for some integer \( N' \geq n' \); these grids will be referred to as ‘fine grids’. The DFT is a collocation process, and by using \( N \geq n \), we evaluate our functions on a finer spatial grid and produce more accurate estimates of the (lower) frequencies in the coarse grid. One may also think of the DFT as a type of interpolation; for fixed \( n \), as \( N \) increases we achieve increasingly accurate estimates of the \( L^2 \) inner products. The cardinality \( n^2 \) of the coarse grid determines the size of the \( n^2 \times n^2 \) matrix \( L_{n,\theta}(z) \) (if convolving with stochastic kernels) or \( L_n(z) \) (if convolving with Fejér kernels), while the cardinality \( N^2 \) of the fine grid determines the computation effort put into estimating the inner products via the DFT. In our experiments we will use \( n = 32, 64, 128 \) and \( N = 512 \).

The kernel \( q_n \) will be either:

(a) A stochastic kernel given by an \( L^1 \)-normalised \( C^\infty \) bump function with support restricted to the disk of radius \( \varepsilon \) centred at 0. The particular bump function we use in the numerics is a well-known transformed version of a Gaussian given by \( q_n(x) = \left( C / \varepsilon^2 \right) \exp(-1/(1 - \|x/\varepsilon\|^2)) \) for \( x \in B_{\varepsilon}(0) \), where \( C \) is a fixed \( L^1 \)-normalising constant.

(b) The square Fejér kernel of order \( n \). Because of the special form of the square Fejér kernel we have that \( q_n(j) = (1 - |j_1|/(n/2 + 1))(1 - |j_2|/(n/2 + 1)) \), which may be inserted directly into (24). Another advantage of the Fejér kernel is that no explicit mollification is required, with the ‘\( \varepsilon \)’ slaved to the coarse resolution \( n \).

In our experiments, given a coarse frequency resolution \( n \), we will try to select \( \varepsilon \) so that the stochastic kernel ‘matches’ the Fejér kernel. We do this by choosing \( \varepsilon \) so that
\[
\min_{j \in \{-n/2+1, \ldots, n/2\}} |\hat{q}_n(j)| \approx \min_{j \in \{-n/2+1, \ldots, n/2\}} |\hat{q}_n(j)|.
\]

7.3. Numerical results

The specific map \( T : \mathbb{T}^2 \to \mathbb{T}^2 \) on which we carry out our numerics is a small perturbation of a linear toral automorphism:
\[
T(x_1, x_2) = (2x_1 + x_2 + 2\delta \cos(2\pi x_1), x_1 + x_2 + \delta \sin(4\pi x_2 + 1)),
\]
with \( \delta = 0.01 \). By proposition 6.7 we have that \( T \) is Anosov and satisfies the conditions of proposition 6.6, which is required in order to rigorously estimate the statistical properties of \( T \) using the Fejér kernel as per corollary 6.4. The observable we use when computing the variance and the rate function is \( g(x_1, x_2) = \cos(4\pi x_1) + \sin(2\pi x_2) \), displayed in figure 1.

7.3.1. Estimating the SRB measure. Transitive Anosov systems possess a unique Sinai–Ruelle–Bowen (SRB) measure [35, theorem 1], which is exhibited by trajectories beginning in a full Lebesgue measure subset of \( \mathbb{T}^2 \). A trajectory of length \( 1.5 \times 10^3 \) initialised at a random location is shown in figure 2. To create a numerical approximation of the SRB measure we compute the leading eigenvector of \( L_n \) (the matrix associated with the Fejér kernel). Figure 3 illustrates the results of using \( n = 128, N = 512 \). The left panel of figure 3 is shaded so that higher ‘density’ is indicated by darker shading. Note that this compares very well with the density of points in the trajectory shown in figure 2, and that figure 3 (left) captures many structures more clearly than the trajectory image. The right panel of figure 3 shows the same image as the left panel, but rotated and with the density plotted along the vertical axis. The high degree of smoothness of the estimate of the SRB measure along unstable directions is evident. Reducing \( n \) from 128 to \( n = 64 \) or \( n = 32 \) has little effect on the image in unstable directions as these slow oscillations are still well-captured by lower order Fourier modes, but the higher frequency oscillations in stable directions will not be captured as well and the image will be ‘smoothed’ in the stable directions.
As a non-rigorous comparison, we form an Ulam matrix using a $512 \times 512$ equipartition of boxes $\{B_1, \ldots, B_{512}\}$ on $\mathbb{T}^2$. We compute a row-stochastic matrix $P_{512}$ as $P_{512,ij} = \text{Leb}(B_i \cap T^{-1}B_j)/\text{Leb}(B_i)$, where the entries $P_{512,ij}$ are estimated by uniformly sampling 1600 points in each box and counting the fraction of points initialised in $B_i$ that have their image in $B_j$. The Ulam estimate of the SRB measure is then obtained as the leading left eigenvector of $P_{512}$.

The images corresponding to figure 3 are shown in figure 4. In comparison to figure 3 two things are noticeable. Firstly, figure 4 (left) appears to produce a finer representation of the SRB measure than figure 3 (left), and secondly, the estimate in figure 4 (right) is rougher in unstable directions than the estimate in figure 3. Each of these observations is relatively easy to explain at a superficial level through the different approximation bases used. In terms of
regularity of approximation basis the Ulam method is very low order (piecewise constant) because it uses a basis of indicator functions on the $512 \times 512$ grid. On the other hand, the approximation basis for the Fourier approximation of very high order (analytic). The Ulam basis is thus very flexible and can adapt well to the roughness of the SRB measure in stable directions, but has no \textit{a priori} smoothness in unstable directions. In contrast, the Fourier basis is less flexible in stable directions, requiring more modes to capture rapid oscillations, but is extremely efficient at approximating smooth functions and easily captures the smooth variation in unstable directions. A recent alternative non-rigorous collocation-based method of SRB measure approximation has been explored in [32] for certain families (Blaschke products) of analytic Anosov maps. In the case of analytic expanding maps [32], proves that this method produces the true absolutely continuous invariant measure in the limit of increasing numerical resolution.

\subsection*{7.3.2. Estimating the variance.}

To estimate the variance of a centred observable $g : \mathbb{T}^2 \to \mathbb{R}$ we employ the method described in [8, section 4.2]. We use the representation of the (approximate) variance

$$\sigma_n^2 := \lambda_n^{(2)}(0) = \int_{\mathbb{T}^2} g^2 v_n(0) + 2g(\text{Id} - L_n(0))^{-1} L_n(0)(g v_n(0))d\text{Leb}. \quad (25)$$

The main difference to the calculations in [8] is that here we use Fourier approximation, whereas [8] used Ulam’s method, which was better suited to the piecewise expanding maps considered there. The key computational component in (25) is the solution of a single linear equation to obtain an estimate for $(\text{Id} - L_n(0))^{-1} L_n(0)(g v_n(0))$, which is $\frac{d}{dz} v_n(z)$ at $z = 0$. Because our approximate transfer operator $L_n(z)$ is represented in frequency space, we set up and solve this linear equation in frequency space, yielding the DFT of $\frac{d}{dz} v_n(z)$ at $z = 0$. This Fourier transform is then inverted with the inverse DFT to produce the required spatial estimate. Similarly, the DFT of $v_n(0)$ is computed as the leading right eigenvector of $L_n(0)$ and inverted with the inverse DFT to obtain a spatial estimate of $v_n(0)$. These two spatial estimates (analytic functions consisting of a linear combination of Fourier modes) are then evaluated on
Figure 4. Approximations of the SRB measure computed as the leading left eigenvector of $P_{512}$ (Ulam grid of size $512 \times 512$). Left: darker regions indicate higher ‘density’. Right: the same image rotated and represented in three dimensions with the vertical axis indicating ‘density’.

Table 1. Variance estimates from the two Fourier approximation approaches and Ulam’s method. For the two Fourier approximation methods we use a fine frequency grid resolution of $N = 512$ and for Ulam’s method we use 1600 sample points per box.

| Coarse grid resolution $n$ | $n = 32$ | $n = 64$ | $n = 128$ | $n = 256$ |
|---------------------------|----------|----------|----------|----------|
| Stochastic kernel         | 0.9359 ($\epsilon = 0.0693$) | 0.9342 ($\epsilon = 0.0378$) | 0.9337 ($\epsilon = 0.0210$) |           |
| Fejér kernel              | 0.9447   | 0.9395   | 0.9366   |           |
| Ulam                      | 0.9320   | 0.9307   | 0.9348   |           |

The fine spatial grid and the integral in (25) is computed as a simple Riemann sum over the fine spatial grid. The Ulam-based variance estimates are calculated identically to [8]. In table 1 we report variance estimates over a range of coarse grid resolutions to roughly indicate the dependence of the estimates on grid resolution.

7.3.3. Estimating the rate function. We numerically estimate the rate function $r_{g}(s) = \sup_{z \in \mathbb{V}}(sz - \log |\lambda_{e}(z)|)$ for a centred observable $g : \mathbb{T}^{2} \to \mathbb{R}$ using the Fejér kernel approach. We create the Fejer kernel estimate $L_{n}(z)$ of the twisted transfer operator and compute the leading eigenvalue $\lambda_{n}(z)$ and eigenvector $v_{n}(z)$ of $L_{n}(z)$. The leading eigenvector $v_{n}(z)$ is converted from frequency space to a function on $\mathbb{T}^{2}$ by evaluating the linear combination (according to the entries of $v_{n}(z)$) of the $n$ associated Fourier modes on a fine $N \times N$ spatial grid for $N = 512$. For a given $s$, we are now in a position to find the minimum of $-(sz - \log |\lambda_{e}(z)|)$ as a function of $z$. We used MATLAB’s `fminunc` routine (unconstrained function minimisation) with the default quasi-newton option, which takes around four to five iterates to converge to the minimum within a preset tolerance of $10^{-6}$. We asked for the values of $r_{g}(s)$ for $s$ between 0 and 1.8 in steps of 0.1, and initialised the search for the optimal $z$ value using the optimal $z$ from the previous value of $s$. The results are shown in figure 5 for coarse grids of size $n = 32$ and $n = 64$, with fine grid collocation and function evaluation using $N = 512$. Note that the range of $g$ is $[-2, 2]$ (see also figure 1), and that $g$ is already centred with respect to Lebesgue measure.
Figure 5. Estimates of the rate function $r_g$ using Fejér kernels with $n = 32, 64$ and $N = 512$. on the 2-torus. In the rate function computations we centre $g$ according to our estimate of the SRB measure, but do not expect the range of $g$ to vary significantly. The large values of $r_g(s)$ as $s$ approaches 2 are consistent with this observation.
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Appendix A. Proofs for section 4

In this appendix we prove propositions 4.2 and 4.3, and theorem 4.4.

The proof of proposition 4.2. It is clear that $M_g(0)$ is the identity. For each $k \in \mathbb{N}$ let $P_k : C^r(X, \mathbb{C}) \rightarrow C^r(X, \mathbb{C})$ be defined by $P_k f = g^k f$. Multiplication by $g$ is continuous on $B^{p,q}_C$ by [14, lemma 3.2] and so $P_k \in L(B^{p,q}_C)$ for each $k \in \mathbb{N}$. Moreover, as $\|P_k\|_{p,q} \leq \|P_1\|_{p,q}$, for each $z \in \mathbb{C}$ the series $\sum_{k=0}^{\infty} z^k P_k$ is absolutely convergent in the $\|\cdot\|_{p,q}$ operator norm, with limit $M_g(z)$. Hence $z \mapsto M_g(z)$ is a well-defined analytic map taking values in $L(B^{p,q}_C)$. The same argument holds when $B^{p,q}_C$ is replaced with $B^{p,q-1,q+1}_C$, and so $z \mapsto M_g(z)$ is analytic on $L(B^{p,q-1,q+1}_C)$ too. In particular, it is compactly $\|\cdot\|_{p,q-1,q+1}$-bounded. □

From the beginning of [14, section 4], for each $h \in B^{p,q}$ and $\phi \in C^r(X, \mathbb{R})$ we have

$$\left| \int h \phi d\Omega \right| \leq C \|h\|_{p,q} \|\phi\|_{r^*},$$

for some $C > 0$ independent of $h$ and $\phi$. It is straightforward to show that the same inequality holds for $h \in B^{p,q}_C$ and $\phi \in C^r(X, \mathbb{C})$ (although with a different $C$, which is inconsequential). Hence, the functional $\Omega$ is in $(B^{p,q}_C)^*$. Let $m \in B^{p,q}$ be a probability measure (i.e. the image of $m$ under the inclusion map from $B^{p,q}$ to $D'_p(x)$ is a probability measure) and $h \in C^r(X, \mathbb{C})$. Since $C^r(X, \mathbb{R})$ is dense in $B^{p,q}$, there exists $\{m_i\}_{i \in \mathbb{Z}^+} \subseteq C^r(X, \mathbb{R})$ such that $m_i \rightarrow m$ in $B^{p,q}$. As $B^{p,q}$ is continuously injected into $D'_p(x)$ it follows that $m_i \rightarrow m$ in $D'_p(x)$. Note that $\varphi \in C^r(X, \mathbb{R})$ naturally induces a measure, which we will also denote by $\varphi$, so that $\int f d\varphi = \int f \varphi d\Omega$ for each
Borel measurable function \( f : X \to \mathbb{C} \). Hence,

\[
\Omega(hm) = \lim_{n \to \infty} \Omega(hm_n) = \lim_{n \to \infty} \int hm_n d\Omega = \lim_{n \to \infty} \int hd\mu_n = \int hd\mu. \tag{26}
\]

**Proposition A.1.** Let \( g \in C'(X, \mathbb{R}) \), \( S_n(z) = \sum_{k=0}^{n-1} g \circ T^k \) and \( m \in B^p \) be a probability measure. Then for each \( n \in \mathbb{N} \) and \( z \in \mathbb{C} \) we have

\[
\int e^{S_n(z)m} dm = \Omega(\mathcal{L}(z)^n m).
\]

**Proof.** For \( h \in C'(X, \mathbb{C}) \) we have \( \mathcal{L}h = (h|\det T|^{-1}) \circ T^{-1} \). It is straightforward to verify that for every \( f, f_1, f_2 \in C'(X, \mathbb{C}) \) we have \( \mathcal{L}(f_1 \circ T \circ f_2) = f_1 \mathcal{L}(f_2) \). By [14, lemma 3.2], multiplication by \( f_1 \) is continuous on \( B^p \). Hence, by passing to the completion we may take \( f_2 \in B^p_c \). Setting \( f_1 = e^z \) and \( f_2 = m \), and then inductively using this identity, it follows that for each \( n \in \mathbb{N} \) and \( z \in \mathbb{C} \) we have \( \mathcal{L}(z)^n m = L^n(e^{S_n(z)} m) \). Upon integrating, and using (26) and that \( \mathcal{L} \) preserves \( \Omega \)-integrals, we have

\[
\Omega(\mathcal{L}(z)^n m) = \Omega \left( L^n(e^{S_n(z)} m) \right) = \Omega(e^{S_n(z)} m) = \int e^{S_n(z)} dm.
\]

\[ \square \]

In the setting of proposition 4.3, there is a well-known connection between the condition that \( g \) is not an \( L^2(\mu) \)-coboundary and the map \( z \mapsto \rho(\mathcal{L}(z)) \) being strictly convex in a real neighbourhood of 0.

**Lemma A.2.** If \( g \in C'(X, \mathbb{R}) \) is not an \( L^2(\mu) \)-coboundary and satisfies \( \int gd\mu = 0 \), then \( z \mapsto \ln \rho(\mathcal{L}(z)) \) is strictly convex in a real neighbourhood of 0.

**Proof.** We will reduce the statement to a well-known result. As \( z \mapsto \mathcal{L}(z) \) is analytic, standard analytic perturbation theory for linear operators implies that \( \mathcal{L}(z) \) is quasi-compact and simple in an open complex neighbourhood \( U \) of 0. Moreover, \( \mathcal{L}(z) \) has decomposition \( \mathcal{L}(z) = \lambda(z)P(z) + N(z) \) where \( \lambda(z) \), \( P(z) \) and \( N(z) \) depend analytically on \( z \). Since \( \Omega(\Pi(0)) = 1 \), by possibly shrinking \( U \) we may assume that \( \Omega(\Pi(z)) \neq 0 \) for any \( z \in U \). Hence there exists a branch of the complex argument \( \arg : \mathbb{C} \to \mathbb{R} \) that is continuous at \( \Omega(\Pi(z)) \). By the quasi-compact decomposition of \( \mathcal{L}(z) \) we have \( \lim_{n \to \infty} \lambda(z)^{-n} \Omega(\mathcal{L}(z)^n m) = \Omega(\Pi(z)) \) for every \( z \in U \). Let \( P \) denote the completion of \( \{ f \in C'(X, \mathbb{R}) : f \geq 0 \} \) in \( B^p_c \). Since \( g \) is real valued and \( \mathcal{L} \) preserves \( P \cap C'(X, \mathbb{R}) \), it follows that \( \mathcal{L}(z) \) preserves \( P \) for each \( z \in \mathbb{R} \). It is clear that \( \mu \in P \) and that \( \Omega(f) \geq 0 \) for all \( f \in P \), and so \( \Omega(\mathcal{L}(z)) \in [0, \infty) \) for every \( n \in \mathbb{Z}^+ \) and \( z \in U \). It follows that \( \arg(\lambda(z)^{-n}) = \arg(\lambda(z)^{-n} \Omega(\mathcal{L}(z)^n m)) \to \arg(\Omega(\Pi(z)) \mu) \), which is only possible if \( \lambda(z) \) is real. Thus for \( z \in \mathbb{R} \cap U \) we have \( \rho(\mathcal{L}(z)) = |\lambda(z)| = \lambda(z) \). As \( \lambda(0) = 1 \), by possibly shrinking \( U \) again we may assume that \( \lambda(z) \) is bounded away from 0 when \( z \) ranges over \( U \), implying that \( \ln \rho(\mathcal{L}(z)) \) is finite for every \( z \in U \cap \mathbb{R} \).

Differentiating twice yields

\[
\frac{d^2}{dz^2} \ln \rho(\mathcal{L}(z)) = \frac{d^2}{dz^2} \ln \lambda(z) = \frac{\lambda''(z)\lambda(z) - (\lambda'(z))^2}{\lambda(z)^2}. \tag{27}
\]

After possibly shrinking \( U \) there exists an analytic map \( z \mapsto \mu(z) \), defined for \( z \in U \), such that \( \mu(z) \) is an eigenvector of \( \mathcal{L}(z) \) for the eigenvalue \( \lambda(z) \). As \( \Omega(\mu(0)) = 1 \), after possibly shrinking \( U \) we may choose each \( \mu(z) \) so that \( \int \mu(z)d\Omega = 1 \). By differentiating (27) we have

\[
\lambda'(z)(z) = \mathcal{L}'(z)(z)\mu(z) = (\lambda(z) - \mathcal{L}(z))\mu'(z). \tag{28}
\]
Note that $\mathcal{L}'(z)f = \mathcal{L}(z)(gf)$. Evaluating (28) at $z = 0$ and integrating with respect to $\Omega$ yields

$$\chi(0) = \int \mathcal{L}'(0) d\mu = \int g d\mu = 0.$$ 

Evaluating (27) at $z = 0$, we have $\frac{d}{dz} \ln \rho(\mathcal{L}(z)) \bigg|_{z=0} = \lambda''(0)$. By [15, lemma IV.3] we have

$$\lambda''(0) = \lim_{n \to \infty} \int \frac{S_n}{n} d\mu.$$ 

Hence $\lambda''(0) \geq 0$ and it suffices to show that if $\lambda''(0) = 0$ then $g$ is an $L^2(\mu)$-coboundary, as the contrapositive then implies that $z \mapsto \ln \rho(\mathcal{L}(z))$ is strictly convex in a real neighbourhood of 0. The proof of this is well-known; see e.g. [29, lemma 6].

\[\square\]

**The proof of proposition 4.3.** We consider $Y_t = g \circ T^k$ on the probability space $(X, m)$. The expectation of $Y_t$ with respect to $m$ is

$$\int g \circ T^k d\mu = \Omega \left( (g \circ T^k)m \right) = \Omega \left( (L^k m)g \right).$$ 

By our assumptions, $L = \mathcal{L}(0)$ is a simple quasi-compact operator on $B^{\rho_0}_{C^0}$ with $\rho(\mathcal{L}) = 1$. Let $L^k = \Pi + N^k$ be the quasi-compact decomposition of $L^k$. As $\mu$ is $T$-invariant and $\Omega \mathcal{L} = \Omega$, it follows that $\Pi(f) = \Omega(f)\mu$. Hence, as $N^k \to 0$ and $m$ is a probability measure, we have $L^k m = \Omega(m)\mu + N^k \to \mu$ in $B^{\rho_0}_{C^0}$. Using (26) and the fact that $\Omega \in (B^{\rho_0}_{C^0})^*$ we have

$$\lim_{k \to \infty} \int g \circ T^k d\mu = \lim_{k \to \infty} \int g \cdot (L^k m) d\Omega = \Omega(\mu g) = \int g d\mu = 0.$$ 

It follows that $\lim_{n \to \infty} \mathbb{E}(S_n)/n = 0$, where the expectation is taken with respect to $m$. Let $(E, \|\cdot\|) = (B^{\rho_0}_{C^0}, \|\cdot\|_{\rho_0})$. The map $\mathcal{L}(\cdot) : C \to L(B^{\rho_0}_{C^0})$ induced by the twist $M_g$ is analytic by proposition 4.2, and $z \mapsto \ln \rho(\mathcal{L}(z))$ is strictly convex in a real neighbourhood of 0 by lemma A.2. Hence, in view of proposition A.1 and as $\Omega \in (B^{\rho_0}_{C^0})^*$, hypothesis 3.4 holds.

\[\square\]

**The proof of theorem 4.4.** For $t \in [0, 1]$ let $\mathcal{L}_t$ denote the Perron–Frobenius operator induced by $T(t)$. By [14, theorem 2.3], topological transitivity of $T(0)$ implies that $\mathcal{L}_0$ is a simple quasi-compact operator on $B^{\rho_0}_{C^0}$ with $\rho(\mathcal{L}_0) = 1$. By [14, section 7], there exists some $t' > 0$ for which $\{\mathcal{L}_t\}_{t \in [0, t']}$ satisfies (KL) on $B^{\rho_0}_{C^0}$ with $\|\cdot\|_{p, -1, q+1}$. Applying theorem 3.5 to $\{g \circ T^k\}_{k \in \mathbb{Z}}$, which satisfies hypothesis 3.4 by proposition 4.3, we obtain $\theta > 0$ and $\epsilon \in (0, T')$ so that whenever $t \in [0, \epsilon]$ and $z \in D_0$ the operator $\mathcal{L}_t M_g(z)$ is quasi-compact and simple with leading eigenvalue $\lambda(z)$. In particular, 1 is a simple eigenvalue of $\mathcal{L}_t$ for $t \in [0, \epsilon]$ and so $T(t)$ has a unique SRB measure $\mu_t$ in $B^{\rho_0}_{C^0}$. By [12, proposition 2.4, remark 2.5], for each $t \in (0, \epsilon)$ there exists an eigenvector $v_t$ of $\mathcal{L}_t$ associated to the eigenvalue 1 such that $v_t \to \mu$ in $B^{\rho_0}_{C^0}$ as $t \to 0$. By simplicity of the eigenvalue 1, for sufficiently small $t$ we have $\mu_t = \frac{v_t}{\int v_t d\mu}$ and so the continuity of $f \mapsto \int f d\Omega$ on $B^{\rho_0}_{C^0}$ implies that $\mu_t \to \mu$ in $B^{\rho_0}_{C^0}$ too.

Fix $t \in [0, \epsilon]$. Let $A_t = \int g d\mu_t$ and $g_t = g - A_t$. As multiplication by $g$ is continuous on $B^{\rho_0}_{C^0}$ [14, lemma 3.2] and $\Omega \in (B^{\rho_0}_{C^0})^*$, we have $\lim_{t \to 0} A_t = \lim_{t \to \infty} \Omega(g\mu_t) = \Omega(g\mu) = \lambda''(0)$.

\[\text{There is a discrepancy in sign between our expressions that is due to the map } z \mapsto \mathcal{L}(z) \text{ being used in [15, Chapter IV], whereas we use the map } z \mapsto \mathcal{L}(z).\]
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\[ \int gd\mu = 0. \]

Note that \( e^{zA_i}L_iM_{d_i}(z) = L_iM_{d_i}(z) \) for every \( z \in \mathbb{C} \), and so \( L_iM_{d_i}(z) \) is quasi-compact exactly when \( L_iM_{d_i}(z) \) is. In particular, \( \mathcal{L}_iM_{d_i}(z) \) is a simple quasi-compact operator for every \( z \in D_0 \) with leading eigenvalue \( \kappa_i(z) = e^{-zA_i} \lambda_i(z) \). From the material in this section and the last, it is routine to verify that \( \{g_t \circ T(t)^T\}_{t \in \mathbb{N}} \) satisfies hypothesis 3.4 on \( (X, m) \) with operator-valued map \( z \mapsto \mathcal{L}_iM_{d_i}(z) \) and Banach space \( \mathcal{B}_C^{l_d} \). Hence, by theorem 3.2 the sequence \( \{g_t \circ T(t)^T\}_{t \in \mathbb{N}} \) satisfies an LDP on \( (X, m) \) with rate function \( r_t : J_t \to \mathbb{R} \) defined by

\[ r_t(s) = \sup_{z \in (-\theta, \theta)} (sz - ln|\kappa_i(z)|). \]

Recall from (7) that \( r_t \) has domain

\[ J_t = \left( \frac{d}{dz} \ln|\kappa_i(z)| \left|_{z=\theta} \right. \right) \left. \frac{d}{dz} \ln|\kappa_i(z)| \right|_{z=-\theta}. \]

As \( \kappa_i(z) = e^{-zA_i} \lambda_i(z) \), we therefore have \( J_t = J_0 - A_t \) and

\[ r_t(s) = \sup_{z \in (-\theta, \theta)} ((s + A_t)z - ln|\lambda_i(z)|). \]

By theorem 3.5, for each compact \( U \subseteq J_0 \) there is a closed interval \( V \subseteq (-\theta, \theta) \) so that the map \( s \mapsto \sup_{z \in V} (sz - ln|\lambda_i(z)|) \) converges uniformly to \( r_0 \) on \( U \). Since the map \( z \mapsto \ln|\lambda_i(z)| \) is convex on \((-\theta, \theta)\), by the arguments from [8, proposition 3.10] we have

\[ r_t(s - A_t) = \sup_{z \in V} (sz - \ln|\lambda_i(z)|). \]

Hence, \( r_t \circ \tau_{-A_t} \to r_0 \) compactly on \( J_0 \). \( \square \)

Appendix B. Spectral stability results for \( \mathcal{L}_{\text{Leb}} \)

In this appendix we prove the claims made in remarks 5.7 and 6.5 regarding the relationship between the operators \( \mathcal{L}_{\Omega}(z) \) and \( \mathcal{L}_{\text{Leb}}(z) \), and that the spectral stability results for \( \mathcal{L}_{\Omega}(z) \) from sections 5 and 6 imply the spectral stability results for \( \mathcal{L}_{\text{Leb}}(z) \).

Proposition B.1. Let \( R : \mathcal{B}_C^{l_d} \to \mathcal{B}_C^{l_d} \) be defined

\[ Rh = h \frac{d\Omega}{d\text{Leb}}. \]

Then \( R, R^{-1} \in L(\mathcal{B}_C^{l_d}) \cap L(\mathcal{B}_C^{l_d-1,q+1}) \) and for every \( z \in \mathbb{C} \) we have

\[ \mathcal{L}_{\Omega}(z) = R^{-1} \mathcal{L}_{\text{Leb}}(z) R. \]

Hence \( \sigma(\mathcal{L}_{\Omega}(z)) = \sigma(\mathcal{L}_{\text{Leb}}(z)) \) for every \( z \in \mathbb{C} \).

Proof. The fact that \( R \in L(\mathcal{B}_C^{l_d}) \cap L(\mathcal{B}_C^{l_d-1,q+1}) \) follows from multiplication by \( C^r(\mathbb{T}^d, \mathbb{R}) \) functions being continuous on \( \mathcal{B}_C^{l_d} \) and \( \mathcal{B}_C^{l_d-1,q+1} \) [14, lemma 3.2]. Since \( \frac{d\Omega}{d\text{Leb}} \in C(\mathbb{T}^d, \mathbb{R}) \), the same argument implies that \( R^{-1} \) exists and is an element of \( L(\mathcal{B}_C^{l_d}) \) and \( L(\mathcal{B}_C^{l_d-1,q+1}) \).
Let \( f, h \in C'(\mathbb{T}^d, \mathbb{C}) \). By definition we have

\[
\int L_\Omega(f) \cdot hd\Omega = \int (f \cdot (h \circ T) d\Omega = \int \left( f \frac{d\Omega}{d\text{Leb}} \right) \cdot h \circ T \text{dLeb}
\]

\[
= \int L_{\text{Leb}} \left( f \frac{d\Omega}{d\text{Leb}} \right) \cdot \frac{d\text{Leb}}{d\Omega} \cdot hd\Omega
\]

\[
= \int (R^{-1} L_{\text{Leb}} R)(f) \cdot hd\Omega.
\]

Hence \((R^{-1} L_{\text{Leb}} R)f = L_\Omega f\) for all \( f \in C'(\mathbb{T}^d, \mathbb{C})\), and so the same identity holds on \( B_{C^0}^{\text{ad}} \) by density. The conjugacy relation \((29)\) holds for the twisted operators due to the untwisted conjugacy relation and the definition of the twist \( M_\delta \) (see proposition 4.2). One has \( \sigma(L_\Omega(z)) = \sigma(L_{\text{Leb}}(z)) \) immediately from \((29)\).

**Proposition B.2.** Let \( \{k_\epsilon\}_{\epsilon \in (0, \epsilon_0)} \subseteq L^1(\text{Leb}) \) be an \( L^1(\text{Leb}) \)-bounded family. Set \( L_{\Omega, \epsilon} = k_\epsilon \ast L_\Omega \) and \( L_{\text{Leb}, \epsilon} = k_\epsilon \ast L_{\text{Leb}} \). Let \( L_{\Omega, 0} = L_\Omega \) and \( L_{\text{Leb}, 0} = L_{\text{Leb}} \). Suppose that \( \{L_{\Omega, \epsilon}\}_{\epsilon \in (0, \epsilon_0)} \) satisfies (KL) and that one of the following conditions holds.

- (K1) For every \( \eta > 0 \) there exists \( \epsilon_\eta \) such that \( \text{supp} k_\epsilon \subseteq B_{R_0}(0) \) for every \( \epsilon \in (0, \epsilon_\eta) \).
- (K2) \( L_\Omega \) satisfies (15) and for every \( \eta > 0 \) we have \( \lim_{\epsilon \to 0} \int_{\mathbb{T}^d \setminus B_{R_0}(0)} |k_\epsilon| \text{dLeb} = 0 \).

Then \( \{L_{\text{Leb}, \epsilon}\}_{\epsilon \in (0, \epsilon_1)} \) satisfies (KL) for some \( \epsilon_1 \in (0, \epsilon_0) \).

**Proof.** We have

\[
L_{\text{Leb}, \epsilon} = RL_{\Omega, \epsilon} R^{-1} + (L_{\text{Leb}, \epsilon} - RL_{\Omega, \epsilon} R^{-1}) := A_\epsilon + F_\epsilon.
\]

We will prove that \( \{A_\epsilon\}_{\epsilon \in (0, \epsilon_0)} \) satisfies (KL), and that there exists \( \epsilon' \in (0, \epsilon_0) \) such that \( \{F_\epsilon\}_{\epsilon \in (0, \epsilon')} \) satisfies the conditions required by proposition 2.5, which will then imply that \( \{L_{\text{Leb}, \epsilon}\}_{\epsilon \in (0, \epsilon_1)} \) satisfies (KL) for some \( \epsilon_1 \in (0, \epsilon) \).

It is straightforward to confirm that \( \{A_\epsilon\}_{\epsilon \in (0, \epsilon_0)} \) satisfies (KL) by using (KL) for \( \{L_{\Omega, \epsilon}\}_{\epsilon \in (0, \epsilon_0)} \), the conjugacy identity \((29)\) and the properties of the map \( R \) as given in proposition B.1. For example (KL.1) follows from the estimate

\[
\|A_\epsilon - L_{\text{Leb}}\| = \|R(L_{\Omega, \epsilon} - L_\Omega)R^{-1}\| \leq \|R\|_{L^1_{\text{Leb}}^p \to L^1_{\text{Leb}}^p} \|L_{\Omega, \epsilon} - L_\Omega\| \|R^{-1}\|_{L^1_{\text{Leb}}^p \to L^1_{\text{Leb}}^p}.
\]

The proofs of (KL.2) and (KL.3) follow from similar arguments.

We will now prove that there exists \( \epsilon' \in (0, \epsilon_0) \) such that \( \{F_\epsilon\}_{\epsilon \in (0, \epsilon')} \) satisfies the conditions required by proposition 2.5. For brevity let \( s = \frac{dx}{dz} \). Let \( h \in C'(\mathbb{T}^d, \mathbb{R}) \), \( k \leq p \) be a non-negative integer, \( W \in \Sigma \), \( \{v_i\}_{i=1}^k \subseteq V'(W) \) with \( \|v_i\|_{C^r} \leq 1 \), and \( \varphi \in C_0^{q+k}(W, \mathbb{R}) \) with \( \|\varphi\|_{C^{q+k}} \leq 1 \). Since

\[
F h = R(k_\epsilon * (L_\Omega h)) - k_\epsilon * (R L_\Omega h),
\]

we have

\[
(F_\epsilon h) = s(x) \int k_\epsilon(y)(L_\Omega h)(x - y) \text{dLeb}(y) - \int k_\epsilon(y)s(x - y)(L_\Omega h)(x - y) \text{dLeb}(y).
\]

\[
= \int k_\epsilon(y)(L_\Omega h)(x - y)(s(x) - s(x - y)) \text{dLeb}(y).
\]
Hence, as multiplication by $C'$ functions is continuous on $B_{C'}_{\mathbb{R}^d}$ there exists a $C_0$ such that
\[
\int_W v_1 \ldots v_k(F,Rh(x)) \cdot \varphi(x) \, dx
= \int_W k_i(y) \left( \int_W v_1 \ldots v_k(\tau_{-y}L_{\omega}h \cdot (s - \tau_{-y}s))(x) \cdot \varphi(x) \, dx \right) \, d\text{Leb}(y)
\leq \int |k_i(y)| \|\tau_{-y}L_{\omega}h \cdot (s - \tau_{-y}s)\|_{p,q} \, d\text{Leb}(y)
\leq C_0 \int |k_i(y)| \|\tau_{-y}L_{\omega}h\|_{p,q} \|s - \tau_{-y}s\|_{C'} \, d\text{Leb}(y),
\]
and so
\[
\|F,Rh\|_{p,q} \leq C_0 \int |k_i(y)| \|\tau_{-y}L_{\omega}h\|_{p,q} \|s - \tau_{-y}s\|_{C'} \, d\text{Leb}(y). \tag{30}
\]
We will bound the right-hand side of (30) differently depending on whether (K1) or (K2) holds.

The case where (K1) holds. Recall from (11) that $(\tau_{-y}L_{\omega}h)(x) = (\det D_{1-y})(L_{\omega}T_y, h)(x)$ where $L_{\omega}T_y$ denotes the transfer operator associated to $T_y := T + y$ by duality with respect to $\Omega$. If we denote $x \mapsto \det D_{1-y}$ by $t_y$ then $t_y(x) = \frac{d\Omega}{d\text{Leb}}(x + y) \frac{d\text{Leb}}{d\text{Leb}}(y)$. Since $\frac{d\Omega}{d\text{Leb}} \in C'(\mathbb{T}^d, \mathbb{R})$ we have
\[
\sup_{y \in \mathbb{T}^d} \|t_y\|_{C'} := C_1 < \infty.
\]
As noted at the beginning of [14, section 7], there is a $C^{\mathbb{R}^d, \mathbb{T}^d, \mathbb{T}^d}$ open neighbourhood $U$ of $T$ such that [14, lemma 2.2] applies uniformly to every $S \subseteq U$, and so
\[
\sup_{S \subseteq U} \|L_{\omega,S}\|_{p,q} := C_2 < \infty.
\]
Hence, by (K1), there exists an $\epsilon' \in (0, \epsilon_0)$ such that $\|L_{\omega,T_y}\|_{p,q} < C_2$ for every $\epsilon \in (0, \epsilon')$ and $y \in \text{supp} k$. Since multiplication by $C'$ functions on $B_{C'}\mathbb{R}^d$ [14, lemma 3.2] is continuous there exists a $C_3$ independent of $h$ and $y$ such that
\[
\|\tau_{-y}L_{\omega}h\|_{p,q} = \|t_y(\cdot)(\omega,T_y, h)\|_{p,q} \leq C_3 \|t_y\|_{C'} \|L_{\omega,T_y}h\|_{p,q}.
\]
Setting $C' = C_0 C_1 C_2 C_3$ and applying these estimates to (30) yields
\[
\|F,Rh\|_{p,q} \leq C' \left( \int \text{supp } k \, |k_i(y)| \, d\text{Leb}(y) \right) \sup_{y \in \text{supp } k} \|s - \tau_{-y}s\|_{C'},
\]
provided that $\epsilon \in (0, \epsilon')$. Since $t_y \in C^\infty(\mathbb{T}^d, \mathbb{R})$, by (K1) we have
\[
\lim_{\epsilon \to 0} \sup_{y \in \text{supp } k} \|s - \tau_{-y}s\|_{C'} = 0.
\]
Recalling that $\{k_i\}_{i \in (0,\epsilon_0)}$ is $L^1(\text{Leb})$-bounded, we therefore have
\[
\lim_{\epsilon \to 0} \sup_{y \in \text{supp } k} \|F,Rh\|_{p,q} \leq C' \lim_{\epsilon \to 0} \left( \int \text{supp } k \, |k_i(y)| \, d\text{Leb}(y) \right) \sup_{y \in \text{supp } k} \|s - \tau_{-y}s\|_{C'} = 0.
\]
As \( R \in L(B^p_{C^0}) \) is invertible it follows that \( \lim_{\epsilon \to 0} F_\epsilon = 0 \) in \( L(B^p_{C^0}) \). The same argument can be used to conclude that \( \lim_{\epsilon \to 0} F_\epsilon = 0 \) in \( L(B^p_{C^{1,q+1}}) \), and so \( \{ F_\epsilon \}_{\epsilon \in [0,\epsilon_0]} \) satisfies the requirements of proposition 2.5.

The case where (K2) holds. By (15) we have

\[
\sup_{y \in \mathbb{T}^d} \max\{ \|\tau_y \mathcal{L}_{\Omega}\|_{\mathbb{C}^p}, \|\tau_y \mathcal{L}_{\Omega}\|_{p-1,q+1}\} := C_4 < \infty.
\]

Applying this to (30) yields

\[
\|F R\|_{p,q} \leq C_0 C_4 \int |k_i(y)| \|s - \tau_y s\|_{\mathbb{C}^p} d\text{Leb}(y).
\]

Fix \( \eta > 0 \). By splitting the integral in (31) according to the partition \( \mathbb{T}^d = B_\eta(0) \cup (\mathbb{T}^d \setminus B_\eta(0)) \) we obtain

\[
\int |k_i(y)| \|s - \tau_y s\|_{\mathbb{C}^p} d\text{Leb}(y) \leq \|k_i\|_{\mathbb{C}^1} \sup_{y \in B_\eta(0)} \|s - \tau_y s\|_{\mathbb{C}^p} + \sup_{y \in B_\eta(0)} \|s - \tau_y s\|_{\mathbb{C}^p} \int_{\mathbb{T}^d \setminus B_\eta(0)} |k_i(y)| d\text{Leb}(y).
\]

By (K2) we have

\[
\lim_{\epsilon \to 0} \sup\|F R\|_{p,q} \leq C_0 C_4 \left( \sup_{\epsilon \in (0,\epsilon_0)} \|k_i\|_{\mathbb{C}^1} \right) \left( \sup_{\epsilon \in B_\eta(0)} \|s - \tau_y s\|_{\mathbb{C}^p} \right),
\]

where the right-hand side is always finite by virtue of the \( L^1(\text{Leb}) \) boundedness of \( \{k_i\}_{\epsilon \in (0,\epsilon_0)} \).

Since \( s \in \mathcal{C}^{\infty} \), letting \( \eta \to 0 \) in (32) yields \( \lim_{\epsilon \to 0} \|F R\|_{p,q} = 0 \) in \( L(B^p_{C^0}) \), which implies that \( \lim_{\epsilon \to 0} \|F_\epsilon\|_{p,q} = 0 \) by the invertibility of \( R \). As before, the same argument can be used to conclude that \( \lim_{\epsilon \to 0} F_\epsilon = 0 \) in \( L(B^p_{C^{1,q+1}}) \), and so there exists some \( \epsilon' \in (0,\epsilon_0) \) such that \( \{F_\epsilon\}_{\epsilon \in [0,\epsilon']\text{ satisfies proposition 2.5.} \]

Using proposition B.2 we may now confirm that our spectral stability results for \( \mathcal{L}_{\Omega} \) from sections 5 and 6 also apply to \( \mathcal{L}_{\text{Lab}} \).

Proposition B.3. If proposition 5.3 applies to \( \mathcal{L}_{\Omega} \) then it applies to \( \mathcal{L}_{\text{Lab}} \) too. Hence theorem 5.6 holds verbatim if \( \mathcal{L}_{\Omega} \) is replaced by \( \mathcal{L}_{\text{Lab}} \).

Proof. Suppose that \( \{q_i\}_{\epsilon \in (0,\epsilon_0)} \subseteq \mathcal{C}^\infty(\mathbb{T}^d, \mathbb{R}) \) is a family of kernels satisfying (S1) and (S2). Recall the definition of \( Q_\epsilon \) from the beginning of section 5. By lemma 5.2 there exists \( \epsilon_1 \in (0,\epsilon_0) \) so that \( \{Q_\epsilon \mathcal{L}_{\Omega}\}_{\epsilon \in [0,\epsilon_1]} \) satisfies (KL). Since \( \{Q_\epsilon \}_{\epsilon \in (0,\epsilon_0)} \) is \( L^1(\text{Leb}) \)-bounded by (S1) and satisfies (S2), by proposition B.2 we may conclude that there exists \( \epsilon_2 \in (0,\epsilon_1) \) such that \( \{Q_\epsilon \mathcal{L}_{\text{Lab}}\}_{\epsilon \in [0,\epsilon_2]} \) satisfies (KL) too. The proof of proposition 5.3 holds verbatim with \( \mathcal{L}_{\Omega} \) replaced with \( \mathcal{L}_{\text{Lab}} \), as does that of theorem 5.6.

Proposition B.4. If proposition 6.1 applies to \( \mathcal{L}_{\Omega} \) then it applies to \( \mathcal{L}_{\text{Lab}} \) too. Hence theorem 6.3 and corollary 6.4 hold verbatim if \( \mathcal{L}_{\Omega} \) is replaced by \( \mathcal{L}_{\text{Lab}} \).

Proof. Let \( \{q_i\}_{\epsilon \in (0,\epsilon_1)} \subseteq L^1(\text{Leb}) \) be a family of stochastic kernels satisfying (S1) and (S3). Since \( \mathcal{L}_{\Omega} \) satisfies (15), by proposition 6.1 there exists some \( \epsilon_2 \in (0,\epsilon_1) \) such that \( \{q_i \ast \mathcal{L}_{\Omega}\}_{\epsilon \in (0,\epsilon_2)} \) satisfies (KL). The family \( \{q_i\}_{\epsilon \in (0,\epsilon_1)} \) is \( L^1(\text{Leb}) \)-bounded by (S1). This, together with (S2) and the fact that (15) holds for \( \mathcal{L}_{\text{Lab}} \), means that we can apply proposition B.2 to conclude that there exists \( \epsilon_3 \in (0,\epsilon_2) \) such that \( \{q_i \ast \mathcal{L}_{\text{Lab}}\}_{\epsilon \in (0,\epsilon_3)} \) satisfies (KL) too. The proofs of theorem 6.3 and corollary 6.4 are the same as before.
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Appendix C. The proof of proposition 6.6

Throughout this appendix we adopt the notation and setting of section 6.1. The proof of proposition 6.6 is broken into three parts. In step 1 we begin by constructing the adapted metric \( \langle \cdot, \cdot \rangle \). In step 2 we define a set of leaves \( \Sigma \), which induce spaces \( B^{C^0}_{\infty} \) and \( B^{-1,q+1}_{\infty} \), and prove the claim in proposition 6.6 regarding the spectral properties of \( L \). Finally, in step 3 we prove that translated leaves may be covered by the image under \( T^\delta \) of finitely many leaves in \( \Sigma \) for some large \( N \); this result is the core of the proof, and (23) then easily follows from the adaption of arguments from [14]. Steps 2 and 3 lean heavily on the setting in [14, section 3]. We have maintained the notation used in [14] whenever possible.

**Step 1: Constructing the adapted metric \( \langle \cdot, \cdot \rangle \).** For sufficiently small \( \xi > 0 \), as \( T \) is a \( C^{r+1} \) diffeomorphism and \( T^\delta \) is compact, the quantity \( D_\xi := \sup_{x \in T^\delta} \| D_\delta T^{-1} \|_\xi \) is finite. Moreover, as \( \| \cdot \| \to \| \cdot \|_0 \) uniformly, it follows that \( D_\xi \to D_0 \). As \( E_\delta(x) \) and \( E_\delta'(x) \) are \( \xi \)-orthogonal with respect to \( \langle \cdot, \cdot \rangle_\xi \), one easily verifies that \( \| \Gamma^u_\delta \Gamma^u_\delta \|_\xi = \| \Gamma^u_\delta \Gamma^u_\delta \|_\xi < \xi \). What is less obvious, but still true, however, is that

\[
\| \Gamma^u_\delta \Gamma^u_\delta \|_\xi = \| \Gamma^u_\delta \Gamma^u_\delta \|_\xi = \| (\text{Id} - \Gamma^u_\delta)(\text{Id} - \Gamma^u_\delta) \|_\xi = \| (\text{Id} - \Gamma^u_\delta)(\text{Id} - \Gamma^u_\delta) \|_\xi < \xi.
\]

We refer the reader to the proof of theorem 2 in [6] for details. For \( \xi > 0 \), \( x \in T^\delta \) and \( \kappa \in (0, 1) \) we define the stable cone by

\[
C_\xi(x, \kappa) = \{ u \in T_x T^\delta : \| (\text{Id} - \Gamma^u_\delta)u \|_\xi \leq \kappa \| \Gamma^u_\delta u \|_\xi \}.
\]

The following lemma is classical; we reprove it here to emphasise the quantitative estimate (33).

**Lemma C.1.** For every \( J > 0 \) there exists \( \xi_J > 0 \) so that for every \( \xi \in (0, \xi_J), \gamma \in [0, J) \) and \( x \in T^\delta \) we have

\[
D_\gamma T^{-1} C_\xi(x, \gamma) \subseteq C_\xi \left( T^{-1} x, \gamma \nu, \nu_u^{-1} \right).
\]

**Proof.** Let \( \xi > 0 \) and suppose that \( u \in C_\xi(x, \gamma) \). As \( D_\gamma T^{-1}(E_\delta(x)) = E_\delta(T^{-1}x) \), it follows that

\[
(\text{Id} - \Gamma^\nu_\gamma)D_\gamma T^{-1}u = (\text{Id} - \Gamma^\nu_\gamma)(D_\delta T^{-1} - \text{Id} - \Gamma^\nu_\delta)u.
\]

Consequently,

\[
\left\| (\text{Id} - \Gamma^\nu_\gamma)D_\gamma T^{-1}u \right\|_\xi \leq \| D_\delta T^{-1} \Gamma^\nu_\gamma (\text{Id} - \Gamma^\nu_\gamma)u \|_\xi + \| D_\delta T^{-1} (\text{Id} - \Gamma^\nu_\gamma)(\text{Id} - \Gamma^\nu_\delta)u \|_\xi.
\]

As \( \| (\text{Id} - \Gamma^\nu_\gamma)(\text{Id} - \Gamma^\nu_\delta) \|_\xi < \xi \) and \( u \in C_\xi(x, \gamma) \), it follows that

\[
\left\| (\text{Id} - \Gamma^\nu_\gamma)D_\gamma T^{-1}u \right\|_\xi \leq \gamma \left( \left\| D_\delta T^{-1} \right\|_{E_\delta(x)} + \xi \left\| D_\delta T^{-1} \right\|_\xi \right) \left\| (\text{Id} - \Gamma^\nu_\gamma)u \right\|_\xi.
\]

Similarly,

\[
\left\| \Gamma^\nu_\gamma D_\delta T^{-1}u \right\|_\xi \geq \left( \left\| D_\delta T^{-1} \right\|_{E_\delta(x)} + \xi \left\| D_\delta T^{-1} \right\|_\xi \right) \left\| \Gamma^\nu_\gamma u \right\|_\xi.
\]
For sufficiently small $\xi$ we have $\|D_z T^{-1} z\|_z < \nu_z^{-1}$ and $\|D_z T z\|_z < \nu_z$. Hence, as $\sup_{z \in \mathbb{T}^d} \|D_z T^{-1} z\|_z = D_z \rightarrow D_0$, there exists $\xi > 0$ so that for every $\xi \in (0, \xi)$ we have $\|D_z T^{-1} z\|_z + \xi \|D_z T^{-1} z\|_z \leq \nu_z^{-1}$, and, for all $\gamma < J$,

$$\|D_z T z\|_z^{-1} - 2 \xi \gamma \|D_z T^{-1} z\|_z \geq \nu_z^{-1}.$$  

In view of the above, whenever $\xi \in (0, \xi)$ we therefore have

$$\left\| (\text{Id} - \Gamma_{-1(\xi)}^z) D_z T^{-1} u \right\|_z \leq \gamma \nu_z \|D_z T^{-1} u\|_z$$

for every $u \in C_\xi(\gamma, X)$. Thus $D_z T^{-1} C_\xi(\gamma, u) \subseteq C_\xi \left( T^{-1} x, \gamma \nu_z \|D_z T^{-1} u\|_z \right)$ for every $\xi \in (0, \xi)$, $x \in \mathbb{T}^d$ and $\gamma < J$, as required.

We aim to select $\xi$ so that $C_{-1}^\xi \supset \Theta_{T, \xi}$, and so that we can apply lemma C.1 for some appropriate $J$. As the adapted metric $(\cdot, \cdot)_\xi$ uniformly approximates $(\cdot, \cdot)_0$, we have $\lim_{\xi \rightarrow 0} C_{-1}^\xi = C_{-1}^{\xi_0}$. However, upon examining the definition of $\Theta_{T, \xi}$ we observe that the projections $\Gamma_x^\xi$ depend on $(\cdot, \cdot)_\xi$, and so the behaviour of $\Theta_{T, \xi}$ as $\xi \rightarrow 0$ is not clear. We address this now.

**Lemma C.2.** \( \lim_{\xi \rightarrow 0} \Theta_{T, \xi} = \Theta_{T, 0} \).

**Proof.** Let $\pi_x^\xi$ and $\pi_x^\nu$ be the projections induced by the direct sum $T_e \mathbb{T}^d = E'(x) \oplus E''(x)$. We have

\[
\|\Gamma_x^\xi - \pi_x^\nu\|_z = \|(\Gamma_x^\xi - \pi_x^\nu) \pi_x^\nu\|_z + \|(\Gamma_x^\xi - \pi_x^\nu) \pi_x^\nu\|_z = \|\Gamma_x^\xi - \text{Id}\| \pi_x^\nu\|_z + \|\Gamma_x^\xi \pi_x^\nu\|_z.
\]

Since $\Gamma_x^\xi = \text{Id}$ on $E'(x)$, $\|(\Gamma_x^\xi - \text{Id}) \pi_x^\nu\|_z = 0$. Let $v \in T_e \mathbb{T}^d$. As $E'(x)$ and $E''(x)$ are $\xi$-orthogonal and $\Gamma_x^\xi$ is an orthogonal projection (both with respect to $(\cdot, \cdot)_\xi$), we have

\[
\|\Gamma_x^\xi \pi_x^\nu v\|_z = \sqrt{\|\Gamma_x^\xi \pi_x^\nu v\|_z \|\pi_x^\nu v\|_z \leq \sqrt{\xi \|\pi_x^\nu v\|_z \|\pi_x^\nu v\|_z \leq \sqrt{\xi \|\pi_x^\nu\|_z}}.
\]

Thus $\|\Gamma_x^\xi - \pi_x^\nu\|_z \leq \sqrt{\xi \|\pi_x^\nu\|_z}$. Let $P_{\xi} = \sup_{z \in \mathbb{T}^d} \|\pi_x^\nu\|_z$. For any $x, y \in \mathbb{T}^d$ the triangle inequality yields

\[
\|\Gamma_x^\xi + D_x \tau y - (D_x \tau y) \Gamma_y^\xi\|_z = \|\pi_x^\nu + D_x \tau y - (D_x \tau y) \pi_y^\nu\|_z \leq \|\pi_x^\nu + D_x \tau y - (D_x \tau y) \pi_y^\nu\|_z + \|(D_x \tau y) (\Gamma_y^\xi - \pi_y^\nu)\|_z \leq 2 \sqrt{\xi} C_{\xi} P_{\xi}.
\]

It follows that

\[
\Theta_{T, \xi} = \sup_{x \in \mathbb{T}^d} \|\Gamma_x^\xi + D_x \tau y - (D_x \tau y) \pi_y^\nu\|_z \leq 2 \sqrt{\xi} C_{\xi} P_{\xi}.
\]

As $\pi_y^\nu$ is independent of $\xi$, we have $P_{\xi} \rightarrow P_0$. Since $E'(x) \perp E''(x)$ with respect to $(\cdot, \cdot)_0$, the projections $\pi_x^\nu$ and $\pi_y^\nu$ are orthogonal with respect to $(\cdot, \cdot)_0$. Thus the uniform convergence of $(\cdot, \cdot)_\xi$ to $(\cdot, \cdot)_0$ implies that

\[
\lim_{\xi \rightarrow 0} \sup_{x \in \mathbb{T}^d} \|\pi_x^\nu + D_x \tau y - (D_x \tau y) \pi_y^\nu\|_0 = \sup_{x \in \mathbb{T}^d} \|\pi_x^\nu + D_x \tau y - (D_x \tau y) \pi_y^\nu\|_0 = \Theta_{T, 0}.
\]
Hence, as \( \tau_{\xi} \to C_{\tau,0} \), by letting \( \xi \to 0 \) in (34) and applying (35) we have
\[
\lim_{\xi \to 0} \Theta_{\tau_{\xi}} = \lim_{\xi \to 0} \sup_{x \in \mathbb{T}^d} \| \pi_x^\prime D_x \tau_{\xi} - (D_x \tau_{\xi}) \pi_x^\prime \|_\xi = \Theta_{T,0},
\]
as required.

We now fix, once and for all, the metric that is used in proposition 6.6. As \( C_{\tau,0}^{-1} > \Theta_{T,0} \), \( C_{\tau_{\xi}} \to C_{\tau,0} \), and, by lemma C.2, \( \Theta_{T_{\xi}} \to \Theta_{T,0} \), there exists \( \varepsilon > 0 \) so that
\[
\inf_{\xi \in [0,\varepsilon]} \left( C_{\tau_{\xi}}^{-1} - \Theta_{T_{\xi}} \right) > 0, \quad \text{and} \quad \sup_{\xi \in [0,\varepsilon]} \Theta_{\tau_{\xi}} < \infty. \tag{36}
\]
We apply lemma C.1 with
\[
J = 1 + \frac{\sup_{\xi \in [0,\varepsilon]} \Theta_{\tau_{\xi}}}{\inf_{\xi \in [0,\varepsilon]} \left( C_{\tau_{\xi}}^{-1} - \Theta_{T_{\xi}} \right)} \tag{37}
\]
to produce an adapted metric \( \langle \cdot, \cdot \rangle := \langle \cdot, \cdot \rangle_{\xi} \), which may replace the metric defined in [14, section 3] after possibly shrinking \( \varepsilon \) further.

**Remark C.3.** Until the end of this section we only deal with the metric just constructed, and so we drop references to \( \xi \) and \( \varepsilon \) from our notation.

**Step 2: Defining the set of leaves \( \tilde{\Sigma} \) and the spaces \( \tilde{B}_C^{p,q} \) and \( \tilde{B}_C^{-p-1,q+1} \).** Our task now is to define a set of leaves \( \tilde{\Sigma} \) and spaces \( \tilde{B}_C^{p,q} \) and \( \tilde{B}_C^{-p-1,q+1} \) so that the spectral properties of \( \mathcal{L} \) on \( B_C^{p,q} \) and \( B_C^{-p-1,q+1} \) are identical. It is necessary to understand how leaves are defined; to this end we reproduce material from the beginning of [14, section 3]. After fixing the metric, in [14] a small \( \kappa > 0 \) satisfying various properties is fixed; in particular it is required that \( D, T^{-1} \) expands the vectors in \( \mathcal{C}(x, \kappa) \) by at least \( \nu^{-1} \). We now choose a smaller value of \( \kappa \), as follows.

Let \( C_{\tau} = C_{\tau,\xi} \) and \( \Theta_T = \Theta_{T,\xi} \). By (36) and (37), there exists \( \kappa' \leq \min\{\kappa, 1/2\}, \eta > 1 \) such that
\[
C_{\tau}^{-1} > \Theta_T(1 + 2\kappa'\eta), \quad \text{and} \quad \Theta_T + (C_{\tau} + \Theta_T)2\kappa'\eta < J. \tag{38}
\]
We redefine the original \( \kappa \) to be \( \kappa' \), noting that this does not alter the validity of any arguments in [14] (they only require that \( \kappa \) be sufficiently small, so we are free to make it as small as we require). Two components of this construction appear, at first glance, arbitrary: the constant \( \eta \) and the inequalities (38). They appear so that later we may cover translated leaves by the image under some iterate of \( T \) by finitely many leaves (lemma C.5).

As in [14], one may construct finitely many \( \mathcal{C}^{\infty} \) charts \( \psi_1, \ldots, \psi_S \), each respectively defined on \( (-r_i, r_i)^d \subseteq \mathbb{R}^d \), so that
\begin{enumerate}
\item[(B1)] \( D_0 \psi_i \) is an isometry;
\item[(B2)] \( (D_0 \psi_i)(\mathbb{R}^d \times \{0\}) = E'(\psi_i(0)) \);
\item[(B3)] The \( C^{r+1} \) norms of \( \psi_i \) and \( \psi_i^{-1} \) are bounded by \( 1 + \kappa \);
\item[(B4)] There exists \( c_1 \in (\kappa, 2\kappa) \) such that the cone
\[
\mathcal{C}_i = \{ u + v \in \mathbb{R}^d | u \in \mathbb{R}^d \times \{0\}, v \in \{0\} \times \mathbb{R}^d, \| v \| \leq c_1 \| u \| \}
\]
satisfies the following property: for any \( x \in (-r, r)^d \), \( \mathcal{C}(\psi_i(x)) \subseteq (D \psi_i)\mathcal{C}_i \) and \( (D_0(x)T^{-1})(D_\tau \psi_i)\mathcal{C}_i \subseteq C(T^{-1}(\psi_i(x))) \); and
\end{enumerate}
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Lemma C.5. \( \text{Step of the proof we assume the reader is familiar with the definition of the set of leaves from [14, section 3].} \)

(\text{B5}) \( \mathbb{T}^d \) is covered by \( \{ \psi_i((-r_i/2, r_i/2)^d) \}_{i=1}^S \).

We require that the charts satisfy following additional property concerning the distortion of the cones \( C_j \) under \( D_x \psi \) in terms of the stable cones.

Lemma C.4 \textbf{There exist charts} \( \{ \psi_i \}_{i=1}^S \) \textbf{satisfying (B1)--(B5) and so that for any} \( x \in (-r_i, r_i)^d \) \textbf{we have}

\[ (D_x \psi_i) C_j \subseteq C(\psi_i(x), \eta c_j), \]

\( \text{where} \eta > 1 \text{ is the constant appearing in (38).} \)

\textbf{Proof.} By compactness it is sufficient to construct for each \( y \in \mathbb{T}^d \) a chart \( \psi : (-r_i, r_i)^d \rightarrow \mathbb{T}^d \) that satisfies all of the given requirements and for which \( \psi_i(0) = y \). As noted immediately before the statement of [14, lemma 3.1], for each \( y \in \mathbb{T}^d \) one can construct a \( \psi_i \) satisfying conditions (B1)--(B5) and so that \( \psi_i(0) = y \). Let \( C_j \) denote the corresponding cone and \( c_j \in (\kappa, 2\kappa) \) denote the constant corresponding to \( c_j \). Let \( u + v \in C_j \) so that \( u \in \mathbb{R}^d \times \{ 0 \} \) and \( v \in \{ 0 \} \times \mathbb{R}^d \). Then

\[ \| (\text{Id} - \Gamma_y^x) D_0 \psi_j(u + v) \| = \| (\text{Id} - \Gamma_y^x) D_0 \psi_jv \| \leq \| v \| \leq c_j \| u \|, \]

and

\[ \| \Gamma_y^x D_0 \psi_j(u + v) \| = \| \Gamma_y^x D_0 \psi_ju \| = \| u \|. \]

Together implying that \( (D_0 \psi_j) C_j \subseteq C(\psi_j(x), \eta c_j) \). Hence, using the compactness of the closed unit ball in \( \mathbb{R}^d \) and the uniform continuity of \( \psi_i \), on \( (-r_i, r_i)^d, x \mapsto \Gamma_x^y \) on \( \mathbb{T}^d \) and \( u \mapsto \| u \| \) on both the tangent space of \( \mathbb{T}^d \) and \( (-r_i, r_i)^d \), we may shrink \( r_i \) so that \( D_x \psi_i C_j \subseteq C(\psi_i(x), \eta c_j) \) for every \( x \in (-r_i, r_i)^d \). Thus \( \psi_j \) satisfies all the requirements of the lemma, and we may conclude using the compactness of \( \mathbb{T}^d \). \( \square \)

We are now able to construct our modified set of leaves \( \tilde{\Sigma} \) and spaces \( \tilde{B}^p_{\mathcal{C}} \) and \( \tilde{B}^{p-1,q+1}_{-\mathcal{C}} \) and prove the claim in proposition 6.6 regarding the spectral properties of \( \mathcal{L} \). Using the metric \( \langle \cdot, \cdot \rangle \) constructed in step 1 of the proof of proposition 6.6, the constant \( \kappa \) defined immediately following (38), and the charts from lemma C.4, we may define the set of leaves \( \tilde{\Sigma} \) exactly as in [14, section 3]. Recall that \( p \in \mathbb{Z}^+ \) and \( q > 0 \) satisfy \( p + q < r \). In exactly the same way that the set of leaves \( \Sigma \) from [14] induces spaces \( B^p_{\mathcal{C}} \) and \( B^{p-1,q+1}_{-\mathcal{C}} \) (see [14, section 3]), our set of leaves \( \tilde{\Sigma} \) induces spaces \( \tilde{B}^p_{\mathcal{C}} \) and \( \tilde{B}^{p-1,q+1}_{-\mathcal{C}} \). The proofs of [14, lemma 2.2] and [14, theorem 2.3] hold verbatim for \( \mathcal{L} \) on \( \tilde{B}^p_{\mathcal{C}} \). Thus the essential spectral radius of \( \mathcal{L} \) on \( \tilde{B}^p_{\mathcal{C}} \) is bounded by \( \max \{ \nu^p_r, \nu^q_{-r} \} \). As per [14, remark 2.5], the spectral data of \( \mathcal{L} \) associated to eigenvalues outside of the ball of radius \( \max \{ \nu^p_r, \nu^q_{-r} \} \) are the same on \( B^p_{\mathcal{C}} \) and \( \tilde{B}^p_{\mathcal{C}} \), and in particular the generalised eigenspaces of all such eigenvalues lie in \( B^p_{\mathcal{C}} \) and \( \tilde{B}^p_{\mathcal{C}} \).

Step 3: Obtaining the inequality (23). Key to establishing (23) is the following lemma, which extends the result from [14, lemma 3.3] to include translated leaves. Throughout this step of the proof we assume the reader is familiar with the definition of the set of leaves \( \tilde{\Sigma} \) from [14, section 3].

Lemma C.5. \textbf{There exist} \( N, M, C > 0 \) \textbf{such that for any} \( W \in \tilde{\Sigma} \), \textbf{with associated full admissible leaf} \( \tilde{W} \), and \( y \in \mathbb{T}^d \) \textbf{there exists} \( \{ W_i \}_{i=1}^m \subseteq \tilde{\Sigma} \) with \( m < M \) so that

(a) \( T^{-N}(W + y) \subseteq \bigcup_{i=1}^m W_i \subseteq T^{-N}(W + y) \),

(b) \textbf{There are} \( C^{r+1} \) \textbf{functions} \( \{ \rho_i \}_{i=1}^m \) \textbf{so that each} \( \rho_i \) \textbf{is compactly supported on} \( W_i \), \( \sum_i \rho_i = 1 \) on \( T^{-N}(W + y) \), and \( \| \rho_i \|_{C^{r+1}} \leq C \).
We will now give a brief, non-technical overview of the strategy for proving lemma C.5. Most of the proof is dedicated to finding leaves $W_{\mathcal{C}}$ which verify the containment

$$T^{-N}(W + y) \subseteq \bigcup_{i=1}^{m} W_{\mathcal{C}} \subseteq T^{-N}(\bar{W} + y).$$

Let us consider the case where $y = 0$, which is the subject of [14, lemma 3.3]. The idea in this case is to use the expansion and regularisation of $T^{-1}$ in the stable direction to prove that $T^{-1}(W)$ is locally ‘leaf-like’. One then picks certain subsets of $T^{-1}(W)$, and proves they are leaves that cover $T^{-1}(W)$. The main issue resulting from translation by a non-zero $y$ is the possibility that the translated leaf will not be ‘leaf-like’. Specifically, while all leaves in $\tilde{\Sigma}$ are approximately parallel to the stable manifold, the translate of a leaf may well lie very near an unstable manifold. Our main hypothesis, the inequality (21), will imply that translated leaves do not lie too close to the unstable manifold, which allows for the aforementioned distortion to be corrected using the regularisation of $T^{-n}$ for some large $n$.

We require some preliminary lemmas before proving lemma C.5. The following gives an estimate of the distortion that stable cones experience under translation, and is where the hypothesis that $C_{\gamma} \Theta_{\gamma} < 1$ is crucial.

**Lemma C.6.** If $\gamma > 0$ satisfies $C_{\gamma}^{-1} > \Theta_{\gamma}(1 + \gamma)$ then for each $x, y \in \mathbb{T}$ we have

$$(D_x \tau_\gamma)C(x, \gamma) \subseteq C \left( x + y, \frac{C_{\gamma} \Theta_{\gamma}(1 + \gamma)}{C_{\gamma}^{-1} - \Theta_{\gamma}(1 + \gamma)} \right).$$

**Proof.** Suppose that $u \in C(x, \gamma)$. We have

$$\|(\text{Id} - \Gamma_{x+y}^\prime)(D_x \tau_\gamma)u\| \leq \|(\text{Id} - \Gamma_{x+y}^\prime)(D_x \tau_\gamma \Gamma_{x}^\prime)(\text{Id} - \Gamma_{x}^\prime)u\| + \|(\text{Id} - \Gamma_{x+y}^\prime)\Pi_{x+y}(\text{Id} - \Gamma_{x}^\prime)u\|.$$  

(39)

We estimate the first term on the right-hand side of (39). By the triangle inequality we have

$$\|(\text{Id} - \Gamma_{x+y}^\prime)(D_x \tau_\gamma \Gamma_{x}^\prime)u\| \leq \|(\text{Id} - \Gamma_{x+y}^\prime)(D_x \tau_\gamma \Gamma_{x}^\prime)(\text{Id} - \Gamma_{x}^\prime)u\| + \|(\text{Id} - \Gamma_{x+y}^\prime)(\Gamma_{x+y}^\prime D_x \tau_\gamma \Gamma_{x}^\prime)(\text{Id} - \Gamma_{x}^\prime)u\|.$$  

The first term on the right-hand side is 0, whereas the second term may be estimated using the definition of $\Theta_{\gamma}$ (see (21)), yielding

$$\|(\text{Id} - \Gamma_{x+y}^\prime)(D_x \tau_\gamma \Gamma_{x}^\prime)\Pi_{x+y}^\prime u\| \leq \Theta_{\gamma}\|u\|.$$  

As $u \in C(x, \gamma)$, we have

$$\|(\text{Id} - \Gamma_{x+y}^\prime)(D_x \tau_\gamma \Gamma_{x}^\prime)u\| \leq \Theta_{\gamma}(1 + \gamma)\|\Gamma_{x+y}^\prime u\|.$$  

(40)

We turn to estimating the second term on the right-hand side of (39). Using the definition of $C_{\gamma}$ and as $u \in C(x, \gamma)$, we have

$$\|(\text{Id} - \Gamma_{x+y}^\prime)D_x \tau_\gamma(\text{Id} - \Gamma_{x+y}^\prime)u\| \leq \|D_x \tau_\gamma\|\|(\text{Id} - \Gamma_{x+y}^\prime)u\| \leq C_{\gamma}\|\Gamma_{x+y}^\prime u\|.$$  

(41)

Applying (40) and (41) to (39) yields

$$\|(\text{Id} - \Gamma_{x+y}^\prime)(D_x \tau_\gamma)u\| \leq (\Theta_{\gamma}(1 + C_{\gamma})\|\Gamma_{x+y}^\prime u\|.$$  

(42)
Alternatively, the reverse triangle inequality yields
\[ \| \Gamma^{\pm y}_+ D_{x} \tau_{y} u \| \geq \| D_{x} \tau_{y} \Gamma^{\pm y}_+ u \| - \| (\Gamma^{\pm y}_+ D_{x} \tau_{y} - D_{x} \tau_{y} \Gamma^{\pm y}_+) u \| \]
Using a similar process as in the estimation of (42), we obtain
\[ \| \Gamma^{\pm y}_+ (D_{x} \tau_{y}) u \| \geq \| D_{x} \tau_{y} \Gamma^{\pm y}_+ u \| - \Theta_T \| u \| \geq (C^{-1}_T - \Theta_T(1 + \gamma)) \| \Gamma^{\pm y}_+ u \|. \] (43)
By our assumptions \( C^{-1}_T > \Theta_T(1 + \gamma) \), and so we may combine (42) and (43) to obtain
\[ \| (I_d - \Gamma^{\pm y}_+) (D_{x} \tau_{y}) u \| \leq \frac{C_T \gamma + \Theta_T(1 + \gamma)}{C^{-1}_T - \Theta_T(1 + \gamma)} \| \Gamma^{\pm y}_+ D_{x} \tau_{y} u \|, \]
as required.

In the following lemma we show that the distortion of the stable cones experience under translation may be corrected by applying \( T^{-n} \) for \( n \) large.

**Lemma C.7.** Recall the cones \( C_i \) from (B4). There exists \( N_1 > 0 \) such that for every \( x, y \in T^d \), where \( \psi^{-1}_i(x) \in (-r, r)^d \), we have
\[ (D_{x} \tau_{y} T^{-N_1})(D_{x} \tau_{y}) (D_{x} \psi^{-1}_i(x)) C_i \subseteq C \left( T^{-N_1}(x + y), \kappa \right). \]
Moreover, if \( \psi^{-1}_j(T^{-N_1}(x + y)) \in (-r, r)^d \) then
\[ (D_{T^{-N_1}(x + y)} \psi^{-1}_j)(D_{x} \tau_{y} T^{-N_1})(D_{x} \tau_{y}) (D_{x} \psi^{-1}_i(x)) C_i \subseteq C_j. \]

**Proof.** Recall from (B4) that \( c_i \leq 2\kappa \). Lemma C.4 implies that \( (D_{x} \psi^{-1}_i(x)) C_i \subseteq C \left( x, 2\eta \kappa \right) \).
By (38) we have \( C^{-1}_T > \Theta_T(1 + 2\eta \kappa) \), and so lemma C.6 yields
\[ (D_{x} \tau_{y}) (D_{x} \psi^{-1}_i(x)) C_i \subseteq C \left( x + y, \frac{\Theta_T + (C_T + \Theta_T)2\kappa \eta}{C^{-1}_T - \Theta_T - \Theta_T2\kappa \eta} \right). \]
Let \( N_1 \in \mathbb{Z}^+ \) be large enough so that
\[ \eta \kappa \gamma \frac{N_1}{C^{-1}_T - \Theta_T - \Theta_T2\kappa \eta} \leq \kappa. \]
By the definition of the adapted metric \( \langle \cdot, \cdot \rangle \) from step 1 of the proof of proposition 6.6, the second inequality in (38), and lemma C.1, it follows that
\[ (D_{x} \tau_{y} T^{-N_1})(D_{x} \tau_{y}) (D_{x} \psi^{-1}_i(x)) C_i \subseteq C \left( T^{-N_1}(x + y), \kappa \right). \]
Since all our estimates are uniform in \( x \) and \( y \) we obtain the first claim. The second claim follows from (B4).

Recall that \( T^{-1} \) is expansive along leaves in \( \Sigma \), since all leaves are approximately parallel to the stable direction of \( T \). In the proof of lemma C.5 we will require that a version of this property holds for translated leaves as well. Up until now we have considered how translation affects the stable cones, and how applying \( T^{-1} \) corrects for any distortion in the cones. In the following lemma we apply the same idea to show that \( T^{-n} \) is expansive along translated leaves provided that \( n \) is sufficiently large.

**Lemma C.8.** Let \( H = \inf_{x \in T^d} \| D_{x} T \| \) and \( N_1 \) be from lemma C.7. If \( n > N_1 \) and \( \nu^{-n+N_1}_y H^{-N_1} > 1 \) then for any \( W \in \Sigma \) and \( y \in T^d \) the map \( T^{-n} \) expands distances on \( W + y \) by at least \( \nu^{-n+N_1}_y H^{-N_1} \).
Proof. Let \( \psi_j \) be a chart whose image contains \( \bar{W} \) and for which the tangent space of \( \psi_j^{-1}(\bar{W}) \) is contained in \( C \). Suppose \( a, b \in \bar{W} + y \) and that \( \gamma : [0, 1] \to T^{-n}(\bar{W} + y) \) is a distance minimizing geodesic from \( T^{-a}(a) \) to \( T^{-b}(b) \). Define \( \gamma_n := T^n \circ \gamma \) and note that \( \gamma_n \) is a differentiable curve from \( a \) to \( b \) lying in \( \bar{W} + y \). For \( n > N_1 \) we have

\[
d_{T^{-n}(\bar{W} + y)}(T^{-a}(a), T^{-b}(b)) = \int_0^1 \|D\gamma_t\|dt
= \int_0^1 \|(D_{T^{-n}(\bar{W} + y)}(T^{-n}(\gamma_n)))(D\gamma_{t})\|dt,
\]

where \( N_1 \) is the constant from lemma C.7. Since the image of \( \gamma_n \) is a closed sub-manifold of \( W + y \) and the tangent space of \( W \) at \( w \) is contained in \( (D\psi^{-1}(w)\psi)_C \), the image of \( D\gamma_n \) is contained in \( (D_{\psi^{-1}(w)\gamma_n}\psi)_C \). Thus, by lemma C.7 we have \( (D_{\psi^{-1}(w)\gamma_n}(\psi)_C) \subseteq C(T^{-n}(\gamma_n(t)), \alpha) \). As \( DT^{-n} \) expands vectors in stable cones by at least \( \nu_s^{-n} \) we may bound (44) as follows

\[
d_{T^{-n}(\bar{W} + y)}(T^{-a}(a), T^{-b}(b)) \geq \nu_s^{-n+N_1} \int_0^1 \|(D_{\psi^{-1}(\gamma_n)}T^{-n}(\gamma_n))\|dt
\geq \nu_s^{-n+N_1} H^{-N_1} \int_0^1 \|D\gamma_{t}\|dt \geq \nu_s^{-n+N_1} H^{-N_1} d_{\bar{W} + y}(a, b).
\]

Hence \( T^{-n} \) expands distances in \( \bar{W} + y \) by a factor of at least \( \nu_s^{-n+N_1} H^{-N_1} \) provided that \( n > N_1 \) and \( \nu_s^{-n+N_1} H^{-N_1} > 1 \).

The following lemma quantifies the regularisation that leaves experience under \( T^{-1} \), and is a strengthening of [14, lemma 3.1]. Whereas the previous results were concerned with the regularisation of the first derivative of the leaves (via the contraction of stable cones), the forthcoming result concerns the regularisation of the higher derivatives of leaves.

Lemma C.9. For \( L > 0 \) and \( i = 1, \ldots, S \) let \( G_i(L) \) be the set defined immediately before [14, lemma 3.1], and let

\[
R(L) := \inf \{ L' : (\psi_i^{-1}(\psi_i^{-1} T^{-1} \circ \psi_i)(W) \in G_i(L') \text{ for every } W \in G_i(L) \text{ and } i, j = 1, \ldots, S \}.
\]

For every \( K \) sufficiently large the following holds: after possibly refining the charts \( \{ \psi_i \} \) from lemma C.4, for each \( L > 0 \) there exists \( N(L) \in \mathbb{Z}^+ \) so that for each \( n \geq N(L) \) we have \( R^n(L) \leq K \).

Proof. The finiteness of \( R(L) \) and the fact that \( R(L) < L \) for \( L \) sufficiently large follow from [14, lemma 3.1]. Our more general claim is a classical consequence of the uniform hyperbolicity of \( T \) and the regularisation of the associated graph transform, so we will only sketch the ingredients of the proof.

Suppose that \( W \in G_i(L) \) is the graph of \( \chi : B(x, A\delta) \to (-r_i, r_i)^d_A \). As outlined at the beginning of [20, section 6.4.1], using the exponential map, [20, lemma 6.2.7] and after possibly refining the set of charts \( \{ \psi_i \} \) so that each \( r_i \) is sufficiently small, one may apply the arguments from [20, theorem 6.2.8] (refer to steps 3 and 4 of the proof of [20, theorem 6.2.8]) for context, and to step 5 for the relevant argument) to conclude that \( (\psi_i^{-1} \circ T^{-1} \circ \psi_i)(W) \) is the graph of some map \( \chi' : U \subseteq (-r_i, r_i)^d_A \to (-r_i, r_i)^d_A \). Due to the uniform convergence of the graph transform as outlined in step 5 of the proof of [20, theorem 6.2.8], there exists some
\[ L' < L \] so that \( \|x'\|_{p+1} \leq L' \) for every such \( x \) provided that \( L \) is sufficiently large (i.e. bigger than \( K \)). Hence \( R(L) \) exists and satisfies \( R(L) < L \) for \( L \) large enough. Further examining the proof of [20, theorem 6.2.8] yields the stronger claim that for sufficiently large \( K \) we have

\[ \sup_{L \geq K} \frac{R(L)}{L} < 1, \]

which immediately yields the required claim. \( \square \)

Before we prove lemma C.5 we recall a quantitative version of the inverse function theorem.

**Lemma C.10 ([25], XIV section 1 lemma 1.3]).** Let \( E \) be a Banach space, \( U \subseteq E \) be open, and \( f \in C^1(U, E) \). Assume \( f(0) = 0 \) and \( f'(0) = \text{Id} \). Let \( \delta > 0 \) and assume that \( B_\delta(0) \subseteq U \). Let \( s \in (0, 1) \), and assume that

\[ \|f'(z) - f'(x)\| \leq s \]

for every \( z, x \in B_\delta(0) \). If \( y \in E \) and \( \|y\| \leq (1 - s)r \), then there exists a unique \( x \in B_\delta(0) \) such that \( f(x) = y \).

**The proof of lemma C.5.** Let \( A \) be the constant appearing in [14, equation (3.1)], and let \( \delta \) be the constant defined immediately afterwards. Let \( W \subseteq \Sigma \). Denote by \( W \) the associated full admissible leaf, and by \( \chi : B(x, A\delta) \to (-2\pi/3, 2\pi/3)^d \) the map defining \( W \) i.e. \( W = \chi \circ (\text{Id}, \chi)(B(x, A\delta)) \). Fix \( z \in B(x, \delta) \) and note that \( B(z, (A - 1)\delta) \subseteq B(x, A\delta) \). For any \( n \in \mathbb{Z}_+ \) and \( y \in T^d \) let \( (n, y) \) be an index for which \( T^{-n}(\psi(z, \chi(z)) + y) \in \psi_{(n, y)}((0, -2\pi/3, 2\pi/3)^d) \) (recall (B5)). Let \( \pi^* : \mathbb{R}^d \to \mathbb{R}^d \) be the projection onto the first \( d_1 \) components, and \( \pi^w : \mathbb{R}^d \to \mathbb{R}^{d_1} \) the projection onto the last \( d_2 \) components. Note that \( (\psi_{(n, y)}^1 \circ T^{-n} \circ \tau_w \circ \psi^1 \circ (\text{Id}, \chi))(B(x, A\delta)) \) is the union of finitely many disjoint, path-connected subsets; let \( Q_N \subseteq B(x, A\delta) \) denote the pre-image under \( \psi_{(n, y)}^1 \circ T^{-n} \circ \tau_w \circ \psi^1 \circ (\text{Id}, \chi) \) of the particular subset containing \( (\psi_{(n, y)}^1 \circ T^{-n} \circ \tau_w \circ \psi^1 \circ (\text{Id}, \chi))(z) \). Define \( F_N := \psi_{(n, y)}^1 \circ T^{-n} \circ \tau_w \circ \psi^1 \circ (\text{Id}, \chi) \). We will show that for sufficiently large \( N \) one can use \( F_N \) to construct an admissible leaf \( W_\delta \) so that \( \psi(z) \in T^n(W_\delta) \) and \( T^n(W_\delta) \subseteq \hat{W} + y \).

**Step I:** The invertibility of \( \pi^w \circ F_N \) in a neighbourhood of \( (\pi^w \circ F_N)(z) \). Let \( N_1 \) be the constant from lemma C.7 and recall \( H = \inf_{x \in T^d} \|D_x T\| \) from lemma C.8. As remarked in the proof of [14, lemma 3.3] both \( \psi_{i}^1 \) and \( \psi_{(i, y)}^1 \) are \( (1 + \kappa)\)-Lipschitz. Let \( N_2 > N_1 \) be such that \( \nu_r^{2n+H^{N_2}} > 1 \) whenever \( n > N_2 \). By lemma C.8, if \( n > N_2 \) then \( T^{-n} \) expands distances on \( \hat{W} + y \) by at least \( \nu_r^{-n+H^{N_2}} \). It is clear that \( \tau_w^{-1} \) is \( C_r \)-Lipschitz by the definition of \( C_r \). It is clear that \( d((\text{Id}, \chi)(a), (\text{Id}, \chi)(b)) \geq d(a, b) \) for every \( a, b \in B(z, A\delta) \). Using the above estimates to bound the Lipschitz constant of \( F_N^{-1} \) for \( N > N_2 \) we obtain

\[ d(F_N(a), F_N(b)) \geq \nu_r^{2n+H^{N_2}} \left( C_r (1 + \kappa)^2 \right)^{-1} \quad \forall a, b \in Q_N. \]

As in [14, lemma 3.3] we have \( |\pi^w(v)| \geq \frac{c_2^2}{c_1^2} \) whenever \( v \in C_{(i, y)} \). Since \( \sup_{c_2} c_2 < 2\kappa \) and, for \( N > N_1 \), the tangent space of \( F_N \) is contained in \( C_{(i, y)} \), for every \( N > N_2 \) we have

\[ d((\pi^w \circ F_N)(a), (\pi^w \circ F_N)(b)) \geq \frac{\nu_r^{2n+H^{N_2}}}{H^{N_2} C_r (1 + \kappa)^2} \sqrt{1 + 4\kappa^2}. \]  

(45)
provided that \( a, b \) are sufficiently close. Since \( \nu_s < 1 \) there exists \( N_3 \geq N_2 \) so that for each \( N \geq N_3 \) the map \( \pi_s \circ F_N \) locally expands distances by at least

\[
\frac{\nu_s^{-N} \kappa_1}{H^N_i C_r (1 + \kappa)^2 \sqrt{1 + 4 \kappa^2}} > \frac{A}{A - 1},
\]

from which it follows that \( D_{u}(\pi^s \circ F_N)^{-1} \) exists for every \( (\pi^s \circ F_N)(w) \in Q_N \) and satisfies

\[
\|D_{u}(\pi^s \circ F_N)^{-1}\| \leq \nu_s^{N - N_1} (H^N_i C_r (1 + \kappa)^2 \sqrt{1 + 4 \kappa^2}) < \frac{A - 1}{A}.
\]  

(46)

We will now obtain a lower bound on the size of \( Q_N \). Note that \( (\text{Id}, \chi) \) is \((\sqrt{1 + \kappa^2})\)-Lipschitz due to the tangent space of \( \chi \) being a subset of \( \mathcal{C} \). Let \( P = \sup_{t \in \mathcal{T}_w} \|D_t \tau^{-1}\| \). From these estimates, as well as those in the previous paragraph, we may conclude that \( F_N \) is \((P^N C_r (1 + \kappa)^2 \sqrt{1 + \kappa^2})\)-Lipschitz. Let

\[
L_N := \min \left\{ (A - 1) \delta, (P^N C_r (1 + \kappa)^2 \sqrt{1 + \kappa^2})^{-1} \min r_j / 2 \right\}.
\]

We will prove that \( B(z, L_N) \subseteq Q_N \). If \( w \in (r_j, r_j) \cap B(z, L_N) \) then \( w \in \overline{B}(x, A\delta) \) i.e. \( w \) is in the domain of \( \chi \). Moreover,

\[
d((T^{-N} \circ \tau_y \circ \psi_i \circ (\text{Id}, \chi))(w), (T^{-N} \circ \tau_y \circ \psi_i \circ (\text{Id}, \chi))(z)) \leq P^N C_r (1 + \kappa)^2 \sqrt{1 + \kappa^2} \|w - z\|.
\]  

(47)

Recall that \( F_N(z) \in (-r_j^{(N)}, r_j^{(N)}/2, r_j^{(N)}(\mathbb{N})/2)^d \) and so \( \psi_i(z) \) is defined on \( B \left( F_N(z), \min \frac{r_j}{2} \right) \). Since \( \psi_i(z) \) is \((1 + \kappa)\)-Lipschitz and a bijection (onto its range), we have

\[
\psi_i(z) \left( B \left( F_N(z), \min \frac{r_j}{2} \right) \right) \supseteq B \left( (T^{-N} \circ \tau_y \circ \psi_i \circ (\text{Id}, \chi))(z), (1 + \kappa)^{-1} \min \frac{r_j}{2} \right).
\]  

(48)

From (47) and (48) we deduce that if \( w \in B(z, L_N) \) then \( F_N(w) \) is defined and in \((-r_j^{(N)}, r_j^{(N)}/2, r_j^{(N)}(\mathbb{N})/2)^d \). Moreover, \( F_N(B(z, L_N)) \) is path-connected, being the image of a path-connected set under a continuous function, and so \( B(z, L_N) \subseteq Q_N \). Let \( S_N : B(0, L_N) \rightarrow \mathbb{R}^d \) be defined by

\[
S_N(w) = (D_2(\pi^s \circ F_N))^{-1} \cdot ((\pi^s \circ F_N)(w + z) - (\pi^s \circ F_N)(z)).
\]

Our goal is to apply lemma C.10 to \( S_N \), and then deduce the existence of \((\pi^s \circ F_N)^{-1}\) on some neighbourhood of \((\pi^s \circ F_N)(z)\) that is not too small, but this will take some work. For any \( a, b \in B(0, L_N) \) we have

\[
\|D_a S_N - D_b S_N\| \leq \|((D_2(\pi^s \circ F_N))^{-1} \circ D_{a+z}(\pi^s \circ F_N) - D_{b+z}(\pi^s \circ F_N))\|
\leq \|((D_2(\pi^s \circ F_N))^{-1} \circ D_{a+z}(\pi^s \circ F_N) - D_{b+z}(\pi^s \circ F_N))\|
\leq \|a - b\| \sup_{w \in Q_N} \|D_a^2 F_N\| := \|a - b\| J_N.
\]  

(49)
where we have used (46) and the fact that $w \mapsto D_w \pi^t$ is constant and a contraction. Note that

$$1 - \frac{\sqrt{1 - 8A\delta N_3\|D_3(\pi^t \circ F_{N_3})^{-1}\|}}{4J_{N_3}} = \frac{2A\delta\|D_3(\pi^t \circ F_{N_3})^{-1}\|}{1 - \sqrt{1 - 8A\delta N_3\|D_3(\pi^t \circ F_{N_3})^{-1}\|}}. \tag{50}$$

In the definition of $\tilde{\Sigma}$ we may assume that $\delta$ is as small as we like. Thus, in view of (46) and (50), by choosing $\delta$ sufficiently small we may guarantee that

$$0 < \frac{1 - \sqrt{1 - 8A\delta N_3\|D_3(\pi^t \circ F_{N_3})^{-1}\|}}{4J_{N_3}} < L_{N_3}. \tag{51}$$

If (51) holds then there exists $s \in (0, L_{N_3})$ so that

$$(1 - 2J_{N_3}s) \geq A\delta\|D_3(\pi^t \circ F_{N_3})^{-1}\|. \tag{52}$$

To summarise, we have proven the following

(a) $S_{N_3}$ is well-defined on $\overline{B(0, s)}$ as $s < L_{N_3}$;
(b) $S_{N_3}(0) = 0$ and $S_{N_3}'(0) = Id$; and
(c) By (49) we have $\|D_3S_{N_3} - D_0S_{N_3}\| \leq 2J_{N_3}$ for every $a, b \in \overline{B(0, s)}$.

Thus we may apply lemma C.10 to $S_{N_3}$ on $\overline{B(0, s)}$ to conclude the existence of an inverse $S_{N_3}^{-1}$ that is defined on $\overline{B(0, (1 - 2J_{N_3}s)s)}$. Using the definition of $S_{N_3}$ and (52) we recover the existence of an inverse $(\pi^t \circ F_{N_3})^{-1}$ on $\overline{B((\pi^t \circ F_{N_3})(z), A\delta)}$.

**Step II: The definition and properties of leaves covering $T^{-N}(\tilde{W} + y)$.** We may define a map $\chi_0: \overline{B((\pi^t \circ F_{N_3})(z), A\delta)} \rightarrow \mathbb{R}^{d_\nu}$ by

$$\chi_0 = \pi^u \circ F_{N_3} \circ (\pi^t \circ F_{N_3})^{-1}.$$ 

Note that the graph of $\chi_0$ is a subset of $F_{N_3}(B(z, s))$ by construction. Since the tangent space of $F_{N_3}$ is contained in $C_{\ell_0(N_3)}$ it follows that $\|D_3\chi_0\| \leq c_{\ell_0(N_3)}$. Hence, for $w \in \overline{B((\pi^t \circ F_{N_3})(z), A\delta)}$, we have

$$\|\chi_0((\pi^t \circ F_{N_3})(z)) - \chi_0(w)\| \leq c_{\ell_0(N_3)}A\delta. \tag{53}$$

Recall from the line before (38) that $\kappa < 1/2$, and from (B4) that $c_{\ell_0(N_3)} < 2\kappa$. Thus, as $A\delta < \min_{r_j/6}$ (see the sentence following [14, equation (3.1)]), from (53) we have

$$\|\chi_0((\pi^t \circ F_{N_3})(z)) - \chi_0(w)\| < \min_{r_j/6}.$$ 

Since $(\pi^t \circ F_{N_3})(z) \in (-2r_{\ell_0(N_3)}/3, 2r_{\ell_0(N_3)}/3)^{d_\nu}$, it follows that $\chi_0(w) \in (-2r_{\ell_0(N_3)}/3, 2r_{\ell_0(N_3)}/3)^{d_\nu}$. Thus the image of $\chi_0$ is a subset of $(-2r_{\ell_0(N_3)}/3, 2r_{\ell_0(N_3)}/3)^{d_\nu}$. Since the $C^{\nu+1}$ norm of $F_{N_3}$ may be bounded independently of $y \in \mathbb{T}^{d}, z \in B(x, \delta)$ and $W \in \tilde{\Sigma}$, by the inverse function theorem there exists some absolute $Y$ so that for any $\chi_0$ produced by the construction just carried out we have $\|\chi_0\|_{C^{\nu+1}} \leq Y$. Thus the graph of $\chi_0$ belongs to $G_{\ell_0(N_3)}(Y)$ (recall the definition of the sets $G_i(K)$ from [14, section 3]).

The issue at this stage is that $\|\chi_0\|_{C^{\nu+1}}$ may not be bounded by the constant $K$ set in [14, lemma 3.1] and so may not define a leaf in $\tilde{\Sigma}$. Instead, we show that $\chi_0$ may be covered by the image of higher-regularity leaves under some iterate of $T$. We note that the following construction is very similar to the one in the proof of [14, lemma 3.3].
For each \( j \in \mathbb{Z}^+ \) we define \( \chi_j \) inductively as follows, starting with \( j = 1 \). As the graph of \( \chi_{j-1} \) is in \( G_{\ell}(N_{j-1}+1)(R^{-1}(Y)) \), by lemma C.9 the image of \( \psi_{1(\ell)(j-1)}^{-1} \circ T^{-1} \circ \psi_{1(\ell)(j-1)} \circ (\text{Id}, \chi_{j-1}) \) is in \( G_{\ell}(N_{j-1}+1)(R(Y)) \) and is therefore the graph of a map \( \chi_j \) which contains \( \psi_{1(\ell)(j)}^{-1} \circ T^{-(N_{j}+1)} \circ \tau_{j} \circ \psi_{j} \circ (z, \psi(z)) \). Using the expansivity of \( T^{-1} \) as in [14, lemma 3.3], one deduces that the domain of \( \chi_{j} \) contains the set

\[
B(\psi_{1(\ell)(j-1)}^{-1} \circ T^{-(N_{j}+1)} \circ \tau_{j} \circ \psi_{j} \circ (z, \psi(z)), \delta) \tag{54}
\]

We define \( \chi_j \) to be the restriction of \( \chi_j \) to (54). By lemma C.9 we have \( \chi_{N_4} \in G_{\ell}(N_{j}+N_4)(K) \), where \( N_4 \) denotes the constant \( N(Y) \) given by lemma C.9 and \( K \) is the constant from [14, lemma 3.1]. Thus the image of

\[
\psi_{1(\ell)(j-1)}^{-1} \circ (\text{Id}, \chi_{N_4}) \]

under \( \psi_{1(\ell)(N_{j}+N_4)} \circ (\text{Id}, \chi_{N_4}) \) is a leaf in \( \Sigma \).

**Step III: Concluding.** We may apply this construction to any \( z \in N(Y) \) to produce a leaf \( \Sigma \) such that \( T^{N_{j}+N_4}(W_{j}) \subset \hat{W} + y \). Moreover, the constants \( N_{4} \) and \( N_{4} \) are independent of \( y \in \mathbb{T}^d \), \( z \in B(x, \delta) \) and \( W \in \Sigma \). Set \( N = N_{3} + N_{4} \). By varying \( z \) we observe that the set of such leaves covers \( T^{-N}(W + y) \). As in the end of [14, lemma 3.3], the claim that the number of leaves required to cover \( T^{-N}(W + y) \) may be bounded independently of \( W \) and \( y \) follows from [17, theorem 1.4.10], as too does the existence of partitions of unity satisfying all of the required properties. Hence we have verified all the conclusions of lemma C.5.

By using lemma C.5 and adapting arguments from [14, section 6] we may now complete the proof of proposition 6.6 by proving (23). Let \( N \) be the constant from lemma C.5. We will show that \( \| \tau_{N} L_{N} \|_{p-1,q+1} \) can be bounded independently of \( y \). The argument for bounding \( \| \tau_{N} L_{N} \|_{p-1,q+1} \) is identical. Moreover, we will only derive the inequality (23) for the spaces \( B^{p,q} \) and \( B^{p-1,q+1} \), since it is straightforward to then derive the corresponding inequality for their complexifications. We begin by bounding \( \| \tau_{N} L_{N} \|_{0,q} \). Let \( h \in C^{0}(\mathbb{T}^d, R) \), \( W \in \Sigma \), \( \varphi \in C^{0}_{0}(W, R) \) satisfy \( \| \varphi \|_{C^{0}} \leq 1 \), and \( y \in \mathbb{T}^d \). Let \( J_{W} \tau_{N} \) denote the Jacobian of \( \tau_{N} : W + y \to W \). Then

\[
\int_{W+y} \tau_{N} L_{N} h \cdot \omega \, d\Omega = \int_{W+y} L_{N} h \cdot \varphi \circ \tau_{N} \, J_{W} \tau_{N} \, d\Omega. \tag{55}
\]

Recall that \( L_{N} h = (h \det DT_{N})^{-1} \circ T^{-N} \) and let \( J_{W} T_{N} \) denote the Jacobian of \( T_{N} : T^{-N}(W + y) \to W + y \). Let \( \{ W_{j} \}_{j=1}^{N}, \{ \rho_{j} \}_{j=1}^{N} \) satisfy the conclusion of lemma C.5. By changing coordinates and applying lemma C.5 to (55) we obtain

\[
\int_{W+y} L_{N} h \cdot \varphi \circ \tau_{N} \, J_{W} \tau_{N} \, d\Omega
\]

\[
= \int_{T^{-N}(W+y)} h \cdot |\det DT_{N}|^{-1} \cdot (\varphi \circ \tau_{N} \circ T_{N}) \cdot (J_{W} \tau_{N}) \circ T_{N} \cdot J_{W+y} T_{N} \, d\Omega
\]

\[
= \frac{1}{\rho_{j} \rho_{j}} \int_{W_{j}} h \cdot |\det DT_{N}|^{-1} \cdot (\varphi \circ \tau_{N} \circ T_{N}) \cdot (J_{W} \tau_{N}) \circ T_{N} \cdot \rho_{j} \cdot J_{W+y} T_{N} \, d\Omega. \tag{56}
\]

By the definition of \( \| \cdot \|_{0,q} \) the final expression in (56) is bounded above by

\[
\| h \|_{0,q} \sum_{j=1}^{N} \| |\det DT_{N}|^{-1} \cdot (\varphi \circ \tau_{N} \circ T_{N}) \cdot (J_{W} \tau_{N}) \circ T_{N} \cdot \rho_{j} \cdot J_{W+y} T_{N} \|_{C^{0}(W_{j})}.
\]
Recall that \( q \leq r - 1 \). Since \( T \) is a \( C^r \) diffeomorphism and \( \mathbb{T}^d \) is compact, it follows that the \( C^q(W_s) \) norms of \( J_{W^+} T^N \) and \( \det DT^N \) are bounded independently of \( W \) and \( y \). Using continuity and compactness, we observe that \( \sup_{y \in \mathbb{T}^d} \| D^k \tau_{y} \| \) is finite for every positive integer \( k \). Thus the \( C^q(W_s) \) norm of \( \varphi \circ \tau_{-y} \circ T^N \) is bounded independently of \( y \) and \( \varphi \) (provided \( \| \varphi \|_{C^q(W_s)} \leq 1 \)). Similarly, it is clear that the \( C^q(W_s) \) norm of \( (J_{W^+} \tau_{-y}) \circ T^N \) is bounded independently of \( W \) and \( y \). Recall from lemma C.5 that \( S \) and \( C^q \) norms of each \( \rho_i \) are both bounded independently of \( W \) and \( y \). Hence, as \( \| \cdot \|_{C^q(W_s)} \) is sub-multiplicative, there exists some \( C_0,q > 0 \) such that

\[
\sum_{i=1}^j \left\| \det DT^N \right\|^{-1} \cdot (\varphi \circ \tau_{-y} \circ T^N) \cdot \rho_i \cdot J_{W^+} T^N \left\|_{C^q(W_s)} \leq C_0,q \right.
\]

for every choice of \( W, y \) and \( \varphi \) with \( \| \varphi \|_{C^q} \leq 1 \). Thus, by taking suprema of the terms in (55) we have

\[
\| \tau_i L^N h \|_{C^q} \leq C_0,q \| h \|_{C^q}.
\]

We turn to bounding \( \| \tau_i L^N h \|_{C^q} \) for \( 0 < k \leq p \). Let \( h, W \) and \( y \) be as before. Suppose that \( \varphi \in C^{q+k}(W, \mathbb{R}) \) satisfies \( \| \varphi \|_{C^{q+k}} \leq 1 \) and that \( \{ v_i \}_{i=1}^j \subseteq V^\prime(W) \) is such that \( \| v_i \|_{C^q} \leq 1 \). Then

\[
\int_W (v_1 \ldots v_i)(\tau_i L^N h) \cdot \varphi d\Omega = \int_W (\tau_i L^N h + b) \cdot \varphi d\Omega,
\]

where \( \tau_i(x) := (D_{\tau_{-y}} \tau_{y}) v_i(x - y) \). With \( \{ W_i \}_{i=1}^j \) and \( \{ \rho_i \}_{i=1}^j \) as before we have

\[
\int_W \tau_i (\tau_i L^N h) \cdot \varphi d\Omega = \int_{W + y} (\tau_i L^N h) \cdot \varphi \circ \tau_{-y} \cdot J_{W^+} \tau_{-y} d\Omega
\]

\[
= j \int_{T^N W_s} \tau_i (\tau_i L^N h) \cdot \varphi \circ \tau_{-y} \cdot \rho_i \cdot T^{-N} \cdot J_{W^+} \tau_{-y} d\Omega.
\]

Since the \( C^{q+k} \) norms of \( \varphi \circ \tau_{-y} \) and \( J_{W} \tau_{-y} \) are bounded independently of \( \varphi, y \) and \( W \), we may replace \( \varphi \circ \tau_{-y} \cdot J_{W} \tau_{-y} \) by some \( \phi \in C^{q+k}_0(W, \mathbb{R}) \) with \( C^{q+k} \) norm bounded independently of \( \varphi, y \) and \( W \). Additionally, the \( C^0 \) norm of each \( \tau_i \) may be bounded independently of \( y \) and \( W \) due to the \( \sup_{\varphi \in \mathbb{T}^d} \| D^k \tau_{y} \| \) being finite for each positive integer \( k \). Upon replacing \( \varphi \circ \tau_{-y} \cdot J_{W} \tau_{-y} \) with \( \phi \), the expression on the right-hand side of (58) is exactly in the form of [14, (6.4)]. Using the arguments from [14, lemma 6.3], one then obtains a bound of the form

\[
\left| \int_W (v_1 \ldots v_i)(\tau_i L^N h) \cdot \varphi d\Omega \right| \leq C_{p,q} \| h \|_{p,q} + C_{p-1,q+1} \| h \|_{p-1,q+1},
\]

for some \( C_{p,q}, C_{p-1,q+1} > 0 \) that are independent of \( h, W, k, y, \varphi \) and each \( v_i \). By the definition of \( \| \cdot \|_{k,q+k} \) and, as \( \| \cdot \|_{p,q} \) dominates \( \| \cdot \|_{p-1,q+1} \), we therefore have

\[
\| \tau_i L^N h \|_{k,q+k} \leq (C_{p,q} + C_{p-1,q+1}) \| h \|_{p,q}.
\]

The required bound is obtained by considering (57), (59) and the definition of \( \| \cdot \|_{p,q} \). Thus we have established (23), which completes the proof of proposition 6.6.
Appendix D. Properties of the perturbed cat map

In this appendix we consider the maps \( T_\delta : \mathbb{T}^2 \to \mathbb{T}^2, \delta \in \mathbb{R} \), defined by

\[
T_\delta(x_1, x_2) = (2x_1 + x_2, x_1 + x_2 + \delta(\cos(2\pi x_1), \sin(4\pi x_2 + 1)),
\]

and prove the claim made in proposition 6.7 that for \( 0 \leq \delta < 0.0108 \) the map \( T_\delta \) is an Anosov diffeomorphism and satisfies the conditions of proposition 6.6. The proof is broken up into lemmas D.1, D.3 and D.6.

Throughout this section we denote the Euclidean norm on \( \mathbb{R}^2 \) (and the associated operator norm) by \( |\cdot| \), and the usual Euclidean inner product by \( \langle \cdot, \cdot \rangle \). We begin by proving that \( T_\delta \) is a diffeomorphism for sufficiently small \( \delta \) by using a quantitative version of the inverse function theorem (lemma C.10).

**Lemma D.1.** If \( \delta \in [0, 0.0108) \) then \( T_\delta \) is a diffeomorphism.

**Proof.** We have

\[
D_{(x_1, x_2)} T_\delta = \begin{pmatrix}
2 - 2\pi \delta \sin(2\pi x_1) & 1 \\
1 + 4\pi \delta \cos(4\pi x_2 + 1) & 1
\end{pmatrix},
\]

and

\[
\det D_{(x_1, x_2)} T_\delta = 1 + 8\pi \delta \cos(4\pi x_2 + 1) - 2\pi \delta \sin(2\pi x_1) - 8\pi^2 \delta^2 \sin(2\pi x_1) \cos(4\pi x_2 + 1).
\]

(60)

In particular, \( D_{(0,0)} T_\delta \) is invertible if \( |\delta| < 1/8\pi \). Denote by \( T_\delta : \mathbb{R}^2 \to \mathbb{R}^2 \) the lifting of \( T_\delta \). For \( z \in \mathbb{R} \) let \( \bar{z} \) denote the equivalence class containing \( z \) in \( T = \mathbb{R}/\mathbb{Z} \). Define \( R_\delta : \mathbb{R}^2 \to \mathbb{R}^2 \) by

\[
R_\delta(y_1, y_2) := (D_{(0,0)} T_\delta)^{-1} (T_\delta(y_1, y_2) - T_\delta(0,0)).
\]

Note that \( R_\delta(0,0) = 0 \) and \( D_{(0,0)} R_\delta = \text{Id} \). We will estimate

\[
|D_{(y_1, y_2)} R_\delta - D_{(\bar{w}_1, \bar{w}_2)} R_\delta| = |(D_{(0,0)} T_\delta)^{-1} (D_{(\bar{w}_1, \bar{w}_2)} T_\delta - D_{(\bar{w}_1, \bar{w}_2)} T_\delta)|.
\]

We clearly have

\[
|D_{(\bar{w}_1, \bar{w}_2)} T_\delta - D_{(\bar{w}_1, \bar{w}_2)} T_\delta| \leq 8\pi |\delta|.
\]

(61)

Use the fact that the Frobenius norm dominates the Euclidean operator norm, we have

\[
|D_{(0,0)} T_\delta| = \sqrt{6 + (1 + 4\pi \delta \cos(1))^2} \leq \frac{\sqrt{6 + (1 + 4\pi \delta \cos(1))^2}}{|\det D_{(0,0)} T_\delta|}.
\]

(62)

Thus, by (60)--(62),

\[
|D_{(y_1, y_2)} R_\delta - D_{(\bar{w}_1, \bar{w}_2)} R_\delta| \leq \frac{8\pi |\delta| \sqrt{6 + (1 + 4\pi \delta \cos(1))^2}}{1 - 8\pi \delta} := s.
\]

If \( |\delta| < 0.0108 \) then \( s < 1 \). Then \( R_\delta \) verifies the conditions of Lemma C.10 and has an inverse \( R_\delta^{-1} : B(0, (1-s)r) \to \mathbb{R}^2 \), where \( r > 0 \). Since there is no dependence on \( r \) in the above procedure, we may extend \( R_\delta^{-1} \) to \( \mathbb{R}^2 \). Thus \( T_\delta \) is invertible, and so \( T_\delta \) is invertible too. It is standard that \( T_\delta^{-1} \) and \( T_\delta \) have the same smoothness. \( \square \)
Let $x \in \mathbb{T}^2$. The eigenvalues of $D_x T_0$ are $\lambda = \frac{1 + \sqrt{5}}{2} < 1$ and $\lambda^{-1} = \frac{1 - \sqrt{5}}{2} > 1$. Let $\tilde{E}^b(x)$ be the span of $(1, \frac{\sqrt{5} - 1}{2})$ and $\tilde{E}^a(x)$ be the span of $(1, \frac{\sqrt{5} + 1}{2})$. Note that $\tilde{E}^a(x)$ and $\tilde{E}^b(x)$ are the eigenspaces of $\lambda$ and $\lambda^{-1}$, respectively. It is trivial that the spaces $\tilde{E}^a(x)$ and $\tilde{E}^b(x)$ depend continuously on $x$, and that $\tilde{E}^a(x) \oplus \tilde{E}^b(x) = T_x \mathbb{T}^2$ for every $x \in \mathbb{T}^2$. Let $\Pi^a, \Pi^b : \mathbb{R}^2 \to \mathbb{R}^2$ denote the orthogonal projections onto $\tilde{E}^a(x)$ and $\tilde{E}^b(x)$, respectively. Since $T_0$ is symmetric, $\tilde{E}^a(x) \perp \tilde{E}^b(x)$ and so $\text{Id} - \Pi^a = \Pi^b$. For $\alpha > 0$ define

$$K^a_\alpha(x) = \{ v \in T_x \mathbb{T}^2 : |\Pi^a v| \leq \alpha |\Pi^b v| \}, \quad \text{and} \quad K^b_\alpha(x) = \{ v \in T_x \mathbb{T}^2 : |\Pi^b v| \leq \alpha |\Pi^a v| \}.$$

To prove that $T_0$ is an Anosov diffeomorphism it remains to prove that $\mathbb{T}^2$ is a hyperbolic set for $T_0$. We do this by verifying the conditions of the following result, which we have adapted to our setting for simplicity.

**Proposition D.2** ([5, proposition 5.4.3]). If there exists $\alpha > 0$ such that for every $x \in \mathbb{T}^2$ we have

$$\begin{align*}
(1) \quad & D_x T_0(K^a_\alpha(x)) \subset K^a_\alpha(T_x(x)) \quad \text{and} \quad D_x T_0^{-1}(K^b_\alpha(x)) \subset K^b_\alpha(T_x^{-1}(x)); \\
(2) \quad & |D_x T_0 v| < |v| \quad \text{for} \quad v \in K^a_\alpha(0), \quad \{0\} \quad \text{and} \quad |D_x T_0^{-1} v| < |v| \quad \text{for} \quad v \in K^b_\alpha(0), \quad \{0\}.
\end{align*}$$

Then there are constants $\nu_{\alpha, \delta} > 1$ and $0 < \nu_{\alpha, \delta} < 1$, and for each $x \in \mathbb{T}^2$, subspaces $E^a(x)$ and $E^b(x)$ such that

$$\begin{align*}
(a) \quad & T_x \mathbb{T}^2 = E^a(x) \oplus E^b(x); \\
(b) \quad & D_x T_0(E^a(x)) = E^a(T_x(x)) \quad \text{and} \quad D_x T_0(E^b(x)) = E^b(T_x(x)); \\
(c) \quad & |D_x T_0|_{E^a(x)} \leq \nu_{\alpha, \delta} \quad \text{and} \quad |D_x T_0^{-1}|_{E^b(x)} \leq \nu_{\alpha, \delta}^{-1}; \quad \text{and} \\
(d) \quad & E^a(x) \subseteq K^a_\alpha(x) \quad \text{and} \quad E^b(x) \subseteq K^b_\alpha(x).
\end{align*}$$

In particular, $T_0$ is Anosov.

**Lemma D.3.** If $\delta \in [0, 0.0108)$ then $T_0$ is Anosov and the conclusion of proposition D.2 holds with $\alpha = 0.11872$.

**Proof.** We first diagonalise $D_x T_0$ as $R_\theta^{-1} \Lambda R_\theta$, where $\Lambda$ is a $2 \times 2$ diagonal matrix with the vector $[\lambda, 1/\lambda]$ on the diagonal, and $R_\theta$ is clockwise rotation by angle $\theta = \tan^{-1}((1 - \sqrt{5})/2)$. Note that $D_x T_0 = D_x T_0 + \Delta_\alpha$ where $\Delta_\alpha : \mathbb{R}^2 \to \mathbb{R}^2$ is defined by the matrix

$$\Delta_\alpha = \begin{pmatrix}
-2\pi \delta & 0 \\
0 & 4\pi \delta \cos(4\pi x_2 + 1)
\end{pmatrix}.$$

We use the shorthand $\delta_1 = -2\pi \delta \sin(2\pi x_1)$ and $\delta_2 = 4\pi \delta \cos(4\pi x_2 + 1)$. In order to satisfy the second part of (A1) of proposition D.2, we require that $\Lambda + R_\theta \Delta_\alpha R_\theta^{-1}$ preserve $K^a_\alpha \equiv \{ (\beta, \gamma)^T \in \mathbb{R}^2 : |\beta| \leq |\gamma|/\alpha \}$. One may confirm that

$$R_\theta \Delta_\alpha R_\theta^{-1} = \begin{pmatrix}
\delta_1 \cos^2 \theta + \delta_2 \sin^2 \theta & (1/2) \sin(2\theta)(\delta_3 - \delta_1) \\
(1/2) \sin(2\theta)(\delta_1 - \delta_2) & \delta_2 \cos^2 \theta + \delta_1 \sin^2 \theta
\end{pmatrix}.$$

Multiplying $\Lambda + R_\theta \Delta_\alpha R_\theta^{-1}$ with the vectors $(\alpha, 1)^T$ and $(-\alpha, 1)^T$ we see that a sufficient condition to preserve $K^a_\alpha$ is that

$$\frac{(\lambda + \delta')\alpha + \delta'}{1/\lambda - \delta' - \delta' \alpha} \leq \alpha,$$
where \( \delta' = \max\{ \sup_* \delta_1, \sup_* \delta_2 \} = 4\pi \delta \). Since \( 1/\lambda - \delta' - \delta' \alpha > 0 \) for \( 0 \leq \delta \leq 0.1862 \) we may rearrange the above in terms of \( \delta \) to obtain

\[
\delta \leq \frac{\alpha(1/\lambda - \lambda)}{4\pi(\alpha + 1)^2}.
\]

(64)

Since \( \delta \in [0, 0.0108] \), by lemma D.1 the map \( T_\delta \) is a diffeomorphism. To satisfy the first part of (A1) of proposition D.2, using the notation above, we note that

\[
(D_x T_\delta)^{-1} = (1/\det(D_x T_\delta)) \begin{pmatrix} 1 + \delta_2 & -1 \\ -1 & 2 + \delta_1 \end{pmatrix}.
\]

(65)

and that for the purposes of cone preservation we need not consider the determinant factor. Therefore, \( (D_x T_\delta)^{-1} = (1/\det(D_x T_\delta))((D_x T_0)^{-1} + \Delta') \), where

\[
\Delta' = \begin{pmatrix} \delta_2 & 0 \\ 0 & \delta_1 \end{pmatrix}.
\]

(66)

The cone preservation condition will be implied by the preservation of \( K_\alpha^\beta = \{ (\gamma, \beta)^T \in \mathbb{R}^2 : |\beta| \leq |\gamma|/\alpha \} \) by \( D_x T_\delta^{-1} \). Multiplying \( \Lambda^{-1} + R_\theta \Delta'_\delta R_\theta^{-1} \) with the vectors \((1, \alpha)^T\) and \((1, -\alpha)^T\) yields an identical set of calculations to those for \( K_\alpha^\beta \), resulting in the same bound for \( \delta \) as in (64). Substituting \( \alpha = 0.11872 \) into this bound yields a numerical upper bound for \( \delta \) of 0.0169, which is larger than the value reported in the proposition statement.

To verify (A2) we demonstrate contraction for elements of \( K_\alpha^\beta \); the same contractions occur in the original (unrotated) cones \( K_\alpha^\beta(x) \) and \( K_\alpha^\beta(x) \) under \( D_x T_\delta \) and \( D_x T_\delta^{-1} \), respectively. Writing \( \Lambda + R_\theta \Delta_\delta R_\theta^{-1} = \begin{pmatrix} \lambda + a & b \\ c & \lambda^{-1} + d \end{pmatrix} \) and multiplying by the unit vector \((1/\sqrt{1 + \beta^2})(1, \beta)^T\) for \(-\alpha \leq \beta \leq \alpha\), the square of the norm of this vector is \((\lambda + a)^2 + b^2/\beta^2 + 2(\lambda + a)b\beta + c^2 + (\lambda^{-1} + d)^2/\beta^2 + 2c\beta(\lambda^{-1} + d))/\sqrt{1 + \beta^2}\). We require the above expression to be strictly less than 1 for contraction. Grouping terms to obtain a quadratic in \( \beta \) we wish to show

\[
\beta^2(b^2 + (\lambda^{-1} + d)^2 - 1) + 2\beta((\lambda + a) + c(\lambda^{-1} + d)) + ((\lambda + a)^2 + c^2 - 1) < 0
\]

(67)

for \(-\alpha \leq \beta \leq \alpha\). This quadratic has a local minimum since \( \lambda^{-1} \geq 1 + |d| \) whenever \( \delta \in [0, 0.1288] \); therefore the maxima are at \( \beta = \pm \alpha \). Using the fact that \( \max\{ |a|, |b|, |c|, |d| \} \leq \delta' \) one may readily check that contraction occurs at \( \beta = \pm \alpha \) for \( \delta' \in [0, 0.6734] \) or, equivalently, for \( \delta \in [0, 0.0536] \). The contraction of vectors in \( K_\alpha^\beta \) under \( D_x T_\delta^{-1} \) follows similarly. With the notation above, one easily verifies \( 1 - (5/2)\delta' - (\delta')^2/2 \leq \det(D_x T_\delta) \). Replacing the two ‘1’s in (67) with the factor \( 1 - (5/2)\delta' - (\delta')^2/2 \), one verifies as above that the polynomial (67) has positive leading term for \( \delta \in [0, 0.1288] \) and is negatively valued for \(-\alpha \leq \beta \leq \alpha \) provided that \( \delta \in [0, 0.0293] \). Thus vectors in \( K_\alpha^\beta \) are contracted under \( D_x T_\delta^{-1} \) for \( \delta \) in the advertised range.

As we have verified all the conditions of proposition D.2 for \( T_\delta \) whenever \( \delta \in [0, 0.0108] \), it follows that \( T_\delta \) is Anosov for \( \delta \) in the same range.

To complete the proof of proposition 6.7 it now suffices to prove that \( T_\delta \) satisfies the conditions of proposition 6.6. Denote by \( \pi_\delta^\alpha \) (resp. \( \pi_\delta^\alpha \)) the projection onto \( E_\delta^\alpha(x) \) along \( E_\delta^\alpha(x) \) (resp. \( E_\delta^\alpha(x) \) along \( E_\delta^\alpha(x) \)). Let \( w_\gamma \) and \( w_\gamma \) be the unit vectors in the rays defined by \( \left( 1, \frac{-\pi_\delta^\alpha}{2} \right) \) and
(1, 2)$, respectively. Let $w_u(x)$ and $w_l(x)$ be the unit vectors in $E^i_0(x)$ and $E^i_0(x)$ for which $\langle w_u(x), w_u \rangle > 0$ and $\langle w_l(x), w_l \rangle > 0$. For $v \in \mathbb{R}^2$ we denote by $v^\perp$ the vector obtained by rotating $v$ anticlockwise by $\pi/2$ about the origin. In particular, $w_u^\perp = w_u$ and $w_l^\perp = -w_l$. For $v \in T_x \mathbb{T}^2$ let

$$\|v\|_0 = \sqrt{|\pi_x^u v|^2 + |\pi_x^w v|^2}.$$  

We can recover a Riemannian metric from $\|\cdot\|_0$ by the polarisation identity. By proposition D.2 we have $|D_x T_\delta|_{E^i_0(x)} \leq \nu_\delta$ and $|D_x T_\delta^{-1}|_{E^i_0(x)} \leq \nu_\delta^{-1}$. Thus the metric induced by $\|\cdot\|_0$ satisfies (M2) and is adapted. In the following two lemmas we collect some useful inequalities, before proving that $T_x$ satisfies the conditions of proposition 6.6 for all $\delta \in [0, 0.0108]$ in lemma D.6. The first such bound follows from basic trigonometry.

**Lemma D.4.** If $v_i \in K_\alpha^i(x), i = 1, 2$ with $|v_i| = 1$ and $\langle v_1, v_2 \rangle > 0$, then $|v_1 - v_2| \leq \frac{2\alpha}{1 + \alpha^2}$. Similar statements hold for $v_i \in K_\alpha^i(x)$.

**Lemma D.5.** If $\alpha < 1$, then for every $v \in T_x \mathbb{T}^2$ we have

$$\sqrt{(1 - \alpha^2)^2 - \beta(\alpha)} |v| \leq \|v\|_0 \leq \sqrt{(1 - \alpha^2)^2 + \beta(\alpha)} |v|,$$

where

$$\beta(\alpha) := \sqrt{2\alpha(3\alpha + \sqrt{2 + 3\alpha^2})} \sqrt{1 + \alpha \sqrt{2 + 3\alpha^2}}.$$  

**Proof.** Let $v \in T_x \mathbb{T}^2$ with $|v| = 1$. By writing $v = \pi_x^u v + \pi_x^w v$ we find that

$$\|v\|_0 = \sqrt{|\pi_x^u v|^2 + |\pi_x^w v|^2} = \sqrt{1 - 2(\pi_x^u v, \pi_x^w v)}. \quad (68)$$

One verifies that $\pi_x^u v = \frac{\langle w_u(x), v \rangle}{\langle w_u(x), w_u(x) \rangle} w_u(x)$ and $\pi_x^w v = \frac{\langle w_u(x), v \rangle}{\langle w_u(x), w_u(x) \rangle} w_u(x)$. Hence

$$||\pi_x^u v, \pi_x^w v|| = \left| \frac{\langle w_u(x), v \rangle}{\langle w_u(x), w_u(x) \rangle} \langle w_u(x), v \rangle \langle w_u(x), w_u(x) \rangle \right|.$$  

(69)

Since $w_u(x) \in K_\alpha^i(x)$ and $w_u(x) \in K_\alpha^f(x)$, basic trigonometry yields

$$|\langle w_u(x), w_u(x) \rangle| \leq \cos \left( \frac{\pi}{2} - 2 \tan^{-1}(\alpha) \right) = 2 \sin(\tan^{-1}(\alpha)) \cos(\tan^{-1}(\alpha)) = \frac{2\alpha}{1 + \alpha^2}. \quad (70)$$

Alternatively, as $w_u(x)^\perp \in K^f(x)$,

$$|\langle w_u(x)^\perp, w_u(x) \rangle| \geq \cos(2 \tan^{-1}(\alpha)) = \cos(\tan^{-1}(\alpha)) - \sin^2(\tan^{-1}(\alpha)) = \frac{1 - \alpha^2}{1 + \alpha^2}. \quad (71)$$

The same argument yields the same lower bound for $|\langle w_u(x)^\perp, w_u(x) \rangle|$. Writing $v = A w_u(x) + B w_u(x)^\perp$, we have

$$\langle w_u(x)^\perp, v \rangle \langle w_u(x)^\perp, v \rangle = R(-A + \langle w_u(x)^\perp, w_u(x) \rangle).$$
Since \( w_j(x) \) and \( w_j(x)^\perp \) are orthogonal and \( |v| = 1 \), we have \( |B| = \sqrt{1 - A^2} \). On the other hand, by lemma D.4 and Cauchy–Schwarz we have \( \left| \left( w_j(x)^\perp + w_j(x), v \right) \right| \leq \frac{2\alpha}{\sqrt{1 + \alpha^2}} \). Upon substituting we have
\[
\left| \left( w_j(x)^\perp, v \right) \left( w_j(x)^\perp, v \right) \right| \leq \sqrt{1 - A^2} \left( |A| + \frac{2\alpha}{\sqrt{1 + \alpha^2}} \right). \quad (72)
\]
We may bound the right-hand side of (72) from above by differentiating with respect to \( A \) and solving the resulting quadratic equation (noting that we only have to consider the case where \( A \geq 0 \) due to the symmetry about \( A = 0 \) in the right-hand side of (72)). In particular, (72) is maximised when
\[
|A| = \frac{-\alpha + \sqrt{2 + 3\alpha^2}}{2\sqrt{1 + \alpha^2}}.
\]
which, when substituted into (72), yields
\[
\left| \left( w_j(x)^\perp, v \right) \left( w_j(x)^\perp, v \right) \right| \leq \frac{(3\alpha + \sqrt{2 + 3\alpha^2})\sqrt{1 + \alpha\sqrt{2 + 3\alpha^2}}}{2 \sqrt{2(1 + \alpha^2)}}. \quad (73)
\]
Applying (70), (71) and (73) to (69) yields
\[
\left| \left( \pi_x^\perp v, \pi_x^\perp v \right) \right| \leq \frac{\alpha(3\alpha + \sqrt{2 + 3\alpha^2})\sqrt{1 + \alpha\sqrt{2 + 3\alpha^2}}}{\sqrt{2(1 - \alpha^2)^2}}. \quad (74)
\]
Hence, upon substituting (74) into (68) we obtain
\[
\sqrt{(1 - \alpha^2)^2 - \beta(\alpha)} \leq \|D_x \tau_y v\|_0 \leq \sqrt{(1 - \alpha^2)^2 + \beta(\alpha)} |v|\]
as announced. \( \square \)

**Lemma D.6.** In the setting of lemma D.3 and proposition D.2 we have \( C_{\tau,0} \Theta_{\tau,0} < 1 \).

**Proof.** Since \( \alpha < 1 \) the conclusion of lemma D.5 holds. Since \( D_x \tau_y \) is an isometry with respect to the usual Riemannian metric on the tangent space of \( T^2 \), by lemma D.5 we have
\[
\sup_{\|v\|_0 \leq 1} \|D_x \tau_y v\|_0 \leq \sqrt{(1 - \alpha^2)^2 + \beta(\alpha)} \left( 1 - \alpha^2 \right). \]
Thus
\[
C_{\tau,0} \leq \sqrt{(1 - \alpha^2)^2 + \beta(\alpha)} \left( 1 - \alpha^2 \right). \quad (75)
\]
We turn to bounding \( \Theta_{\tau,0} \). Since \( \pi_x^\perp \) and \( \pi_x^\parallel \) are complementary orthogonal projections with respect to the inner product associated to \( \|\cdot\|_0 \) we have
\[
\Theta_{\tau,0} = \sup_{x \in T^2} \| \pi_x^\parallel D_x \tau_y - (D_x \tau_y) \pi_x^\perp \|_0.
\]
By using lemma D.5 in the same way as when bounding \( C_{r,0} \) we find that
\[
\Theta_{T_{r,0}} \leq \sqrt{\frac{(1 - \alpha^2)^2 + \beta(\alpha)}{(1 - \alpha^2)^2 - \beta(\alpha)}} \sup_{x \in \mathbb{T}^2} |\pi_{x+y}^r D_x \tau_y - (D_x \tau_y)^\pi_{x}^r|.
\]

Let \( v \in T_{r,0} \) with \( |v| = 1 \). Recalling the definition of \( \pi_x^r \) and then applying the triangle and Cauchy–Schwarz inequalities we have
\[
|\langle \pi_{x+y}^r D_x \tau_y - (D_x \tau_y)^\pi_{x}^r, v \rangle|
\]
\[
= \frac{|\langle w_y(x+y)^+, v \rangle|}{|\langle w_y(x+y)^+, w_y(x+y) \rangle|} w_y(x+y) - \frac{|\langle w_y(x)^+, v \rangle|}{|\langle w_y(x)^+, w_y(x) \rangle|} w_y(x)
\]
\[
\leq \frac{|\langle w_y(x+y)^+, v \rangle|}{|\langle w_y(x+y)^+, w_y(x+y) \rangle|} w_y(x+y) - \frac{|\langle w_y(x)^+, v \rangle|}{|\langle w_y(x)^+, w_y(x) \rangle|} w_y(x)
\]
\[
+ \frac{|\langle w_y(x)^+, v \rangle|}{|\langle w_y(x)^+, w_y(x) \rangle|} w_y(x+y) - \frac{|\langle w_y(x)^+, v \rangle|}{|\langle w_y(x)^+, w_y(x) \rangle|} w_y(x)
\]
\[
\leq \frac{|\langle w_y(x+y)^+, v \rangle|}{|\langle w_y(x+y)^+, w_y(x+y) \rangle|} + \frac{|\langle w_y(x)^+, v \rangle|}{|\langle w_y(x)^+, w_y(x) \rangle|}.
\]
\[
(76)
\]
We will bound the various terms on the right-hand side of (76). By lemma D.4 we have
\[
|\langle w_y(x+y)^+, v \rangle| - |\langle w_y(x)^+, v \rangle| \leq \frac{2\alpha}{\sqrt{1 + \alpha^2}}, \quad \text{and} \quad |w_y(x+y) - w_y(x)| \leq \frac{2\alpha}{\sqrt{1 + \alpha^2}}.
\]
\[
(77)
\]
By definition we have \( \langle w_y(x)^+, w_y(x) \rangle \leq 0 \) for every \( x \in \mathbb{T}^2 \). More precisely, by using Cauchy–Schwarz and (71) we find that
\[
-1 \leq \langle w_y(x)^+, w_y(x) \rangle \leq \frac{\alpha^2 - 1}{1 + \alpha^2}.
\]
Hence,
\[
|\langle w_y(x+y)^+, w_y(x+y) \rangle - \langle w_y(x)^+, w_y(x) \rangle| \leq \frac{\alpha^2}{1 + \alpha^2}.
\]
\[
(78)
\]
Using (78) and (71) to bound the second term of (76), we obtain
\[
\frac{|\langle w_y(x+y)^+, w_y(x+y) \rangle - \langle w_y(x)^+, w_y(x) \rangle|}{|\langle w_y(x+y)^+, w_y(x+y) \rangle\langle w_y(x)^+, w_y(x) \rangle|} \leq \frac{\alpha^2 (1 + \alpha^2)}{(1 - \alpha^2)^2}.
\]
\[
(79)
\]
Using (77) and (71) to bound the first term of (76), (78) and (71) to bound the second term, and the bound (79) yields

\[ \left| (\pi_{+} s + D_{x} \tau_{y})(D_{x} \tau_{y})\pi_{+} s' \right| \leq 2\alpha \sqrt{1 + \alpha^{2}} + \frac{\alpha^{2}(1 + \alpha^{2})}{1 - \alpha^{2}} + \frac{2\alpha \sqrt{1 + \alpha^{2}}}{1 - \alpha^{2}} \]

\[ \leq 4\alpha (1 - \alpha^{2}) \sqrt{1 + \alpha^{2}} + \alpha^{2}(1 + \alpha^{2}) \]

\[ (1 - \alpha^{2})^{2} \].

Thus,

\[ \Theta_{T_{T}, 0} \leq \left( \frac{1 - \alpha^{2}}{1 - \alpha^{2}} + \beta(\alpha) \right) \left( \frac{4\alpha (1 - \alpha^{2}) \sqrt{1 + \alpha^{2}} + \alpha^{2}(1 + \alpha^{2})}{(1 - \alpha^{2})^{2}} \right) \].

(80)

Combining (76) and (80) yields

\[ C_{T_{T}, 0} \Theta_{T_{T}, 0} \leq \left( \frac{1 - \alpha^{2}}{1 - \alpha^{2}} + \beta(\alpha) \right) \left( \frac{4\alpha (1 - \alpha^{2}) \sqrt{1 + \alpha^{2}} + \alpha^{2}(1 + \alpha^{2})}{(1 - \alpha^{2})^{2}} \right) \cdot \]

So if \( \alpha < 0.11872 \) then \( C_{T_{T}, 0} \Theta_{T_{T}, 0} < 1 \). \( \square \)
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