Generative Residual Attention Network for Disease Detection
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Abstract. Accurate identification and localization of abnormalities from radiology images serve as a critical role in computer-aided diagnosis (CAD) systems. Building a highly generalizable system usually requires a large amount of data with high-quality annotations, including disease-specific global and localization information. However, in medical images, only a limited number of high-quality images and annotations are available due to annotation expenses. In this paper, we explore this problem by presenting a novel approach for disease generation in X-rays using a conditional generative adversarial learning. Specifically, given a chest X-ray image from a source domain, we generate a corresponding radiology image in a target domain while preserving the identity of the patient. We then use the generated X-ray image in the target domain to augment our training to improve the detection performance. We also present a unified framework that simultaneously performs disease generation and localization. We evaluate the proposed approach on the X-ray image dataset provided by the Radiological Society of North America (RSNA), surpassing the state-of-the-art baseline detection algorithms.
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1 Introduction

It is almost certain that radiologists know what a normal chest X-ray (CXR), that is, an image without any disease, would look like for a particular patient. While it is not fully understood how radiologists detect diseases from CXR, it is likely that they use their image of a normal one as a reference. We present a novel method for disease detection based on this premise, that the difference, or residual, between corresponding normal and abnormal images is a key tool for detecting disease regions.

The problem is that the corresponding image pair required to compute this residual often does not exist, and only either the normal or abnormal is available. We thus develop a method to construct corresponding normal-abnormal CXR image pseudo-pairs, aided by recent advances on generative methods. [1225].
This generation framework has an additional benefit, in that it can be easily applied to data augmentation.

The key contributions of our method are three-fold. First, we propose the generative residual attention network (GRANet) model, which applies the residual between the generated corresponding normal image and the input image as the attention map within conventional detection models as depicted in Fig. 1. Second, we propose a new framework for generating corresponding pseudo image pairs required for supervised learning of the GRANet. Third, we propose a method for data augmentation using the framework of generating pseudo image pairs.

In general, our method is related to previous methods using generative adversarial learning for CXR pathology classification [23,19,28]. Perhaps it is more closely related to the works of Liu et al. [17] and Tang et al. [26,27], which present methods for generating CXR images mostly in the context of data augmentation. But our formulation of the residual attention results in key differences in the generation process.

The CXR has been one of the most widely adopted diagnostic imaging tests for various thoracic diseases including pneumonia, cardiomegaly, and cancer. In this paper, we evaluate the efficacy of the proposed method on the detection of pneumonia. Experimental results demonstrate that both the residual attention and the data augmentation contribute to improvements in average precision. As the proposed method should not be limited to a particular disease, we believe that it can also be generalized to various diseases to improve computer-aided diagnosis systems for CXRs.
2 Method

2.1 Generative Residual Attention Network

Essentially, the GRANet is a conventional detector with an additional generative branch, in which its output is used as the attention map for the detector features. As depicted in Fig. 1, the input image is fed into a conditional GAN (cGAN) \cite{goodfellow2014generative, mirza2014conditional} that generates a corresponding normal CRX image $G(x)$. The difference between the two, or the residual image $I_r = |x - G(x)|$, is downsampled to the feature dimensions and used as the spatial attention map. If the input image contains pathological regions, the residual image should only be non-zero at those pathological regions, and thus enforce the detector network to attend to those regions. If the input image is a normal image, residual should be zero, i.e., cGAN should act as an identity. To train the GRANet, we first train the cGAN on pseudo CRX pairs, and then alternately train the detector network and the cGAN.

2.2 Normal Image Generation for Supervised Learning of GRANet

Our framework for constructing of pseudo-normal CRX image for a given abnormal image comprises the following components: 1) image alignment, 2) replacing pathological bounding box region with nearest normal neighbor, 3) Poisson image blending, and 4) radio-realistic pseudo-normal generation. Our idea is to replace the pathological bounding box region in the given abnormal image with that of a similar normal image. This blended image will only have non-zero residual values within the ground truth bounding box. These pseudo-pair images are then used to train the cGAN, which is the initial cGAN used in the GRANet. Next, we describe the components in detail.

Alignment Module: Just like face images, CXRs also share similar structures and can thus be aligned to a single reference image. We formulate the problem of alignment as transformation learning by minimizing the structure divergence between the transformed image and the reference image. We manually select a standard high-quality image and set it as the reference image, and train the spatial transformer network (STN) \cite{insafutdinov2016deformable}.

Given input and reference images $I$ and $R$, affine transform matrix $\theta$, and the STN $T_\theta$, the loss function is defined as the sum of the feature reconstruction in perceptual loss \cite{johnson2016perceptual} $f$ and the consistency loss measured as the L2 distance between transformed and input images:

$$L_\theta = f(T_\theta(I), R) + ||T_\theta(I) - R||_2.$$  \hspace{1cm} (1)

We use ResNet18 \cite{he2016deep} as the backbone of $T_\theta$.

Replacing Disease Region with Nearest Normal Neighbor: For each abnormal CXR we find a structurally similar normal CXR to construct pairs. We find that using simple nearest neighbor search algorithm is good enough for this task over other algorithms such as perceptual hashing. Specifically, we first
Fig. 2: Framework for generating pseudo-normal image corresponding to the input abnormal image for supervised learning of the GRANet.

resize all images to 32x32, then for each resized abnormal image, we choose the nearest normal image based on euclidean distance. Then, we copy and paste pixel values from this normal image into the given input image for the bounding box region.

**Poisson Blending:** To reduce the boundary artifacts of the copied bounding regions, we adopt Poisson blending [20], which smooths the abrupt intensity changes at the boundary to make a more visually realistic looking composition. For clarity, we denote this blended image as \( I_b \). Although \( I_b \) can be used as the pseudo-normal image, it may be inconsistent with real CXR images, considering the different origin of the local regions blended into the given input image.

**Radio-realistic Pseudo-normal Generation:** To generate the final radio-realistic pseudo-normal CXR, we apply a conditional generative learning with \( I_b \) as input images. That is, the blended \( I_b(x) \) images for all abnormal image \( x \) are used as inputs to the generator \( G \) of a cGAN, while all real normal image \( y \) are used as inputs for the discriminator \( D \). The objective function is represented as follows:

\[
L_{\text{realistic}} = \mathbb{E}_{y \sim p_{\text{data}}(y)}[\log D(y)] + \mathbb{E}_{x \sim p_{\text{data}}(x)}[\log(1 - D(G(I_b(x))))] + ||I_b(x) - G(I_b(x))||_1, \tag{2}
\]

where the first two terms represent the adversarial loss to ensure realistic generation, and the third term represents the reconstruction loss to minimize changes with \( I_b \). After training this cGAN, the resulting \( G_{\text{realistic}}(I_b(x)) \) is defined as the pseudo-normal image for input abnormal image \( x \).

**Training the Abnormal-to-Normal Generator of the GRANet:** After generating the corresponding pseudo-normal images for the abnormal images, we then train the cGAN of the GRANet, to generate normal images from abnormal
image inputs. We actually use the same cGAN structure with same normal real images, but only with different input images, the original abnormal image \( x \) instead of the blended \( I_b(x) \), to the generator. Thus, the objective function is represented as follows:

\[
\mathcal{L}_{Abn2Nor} = E_{y \sim p_{data}(y)}[\log D(y)] + E_{x \sim p_{data}(x)}[\log(1 - D(G(x)))] + ||G_{\text{realistic}}(I_b(x)) - G(x)||_1.
\]  

(3)

2.3 Abnormal Image Generation for Data Augmentation

We apply the same framework used to generate pseudo-normal images but instead to generate pseudo-abnormal images. We only need to assign normal images as the input, search for nearest neighbor abnormal images, and replace normal regions with pathological regions. We can thus generate many pseudo-abnormal images for data augmentation which are fed into the GRANet as inputs along with the real images.

3 Implementation

3.1 Network Architecture

**Generative Model:** For our generative model, we adopt the architecture from CycleGAN [31]. The generator consists of three convolutions followed by 9 residual blocks [8], two fractionally-strided convolutions with stride 2, and a final convolution that maps features to the CXR image. For the discriminator, we adopt the architecture of 70x70 PatchGANs [4,11,15], since such a patch-level discriminator has fewer parameters than a full-image discriminator, while being applicable to arbitrarily sized images in a fully convolutional fashion.

**Detection Model:** We perform experiments with two different baseline detectors, each from single- and two-stage detection streams, namely, the Mask-RCNN [7] and RetinaNet [16]. As in [6], we make the following modifications to RetinaNet: 1) use SE-ResNeXt101 [9] as backbone, 2) add loss for negative samples, 3) add pyramid level for smaller anchors, 4) add global label classification module on top of box regression and classification, and 5) addition of dropout.

3.2 Training details

For the training of cGAN in radio-realistic pseudo-normal generation, we train the model from scratch, with Adam optimizer, initial learning rate 0.0002, and batch size 4, on a GTX 1080Ti.

For the training of cGAN in the GRANet, we follow the configuration in [6]. Adam optimizer [14], initial learning rate 0.00001, batch size 6, and standard data augmentation including affine transformation, horizontal flip, Gaussian noise and blur, etc. Weights are initialized by pre-trained SE-ResNeXt101 on ImageNet [5].

In generating pseudo-abnormal images for data augmentation, for each image that does not contain pneumonia, we search for \( k = 1 \) nearest neighbor abnormal
image and replace regions with pathological regions with pneumonia resulting in about 20,000 additional pseudo-abnormal images to the original dataset. Note that as the number of $k$ should not be limited to 1, theoretically we can further increase the number of pseudo-abnormal images by searching for $k > 1$ nearest neighbors, if needed.

\section{Experiments}

\subsection{Dataset and Evaluation Metrics}

\textbf{Dataset:} We evaluate on the public pneumonia chest X-rays dataset \cite{29,24} provided by the RSNA \cite{3} which includes disease labels along with the region-level bounding boxes annotations. The dataset comprises frontal-view CXRs from 26,684 unique patients, where each image is labelled with one of the following classes from the associated radiological reports: 1) normal (8851), 2) lung opacity (6012), and 3) no lung opacity but not normal.

We conduct experiments in two different settings. In the first, we use the same splits as in \cite{6} for comparative evaluation. 4-fold cross-validation is performed on the data, which is split at the patient-level. In the second, a holdout set of 600 images were used for testing and the rest were used for training, as in \cite{30}. For all experiments, we downsample the original CXRs of $1024 \times 1024$ resolution to $512 \times 512$ due to computational constraints.

\textbf{Evaluation Metrics:} We evaluate the model using the average precision (AP) following the metrics used in the Kaggle pneumonia detection challenge \cite{3}. AP is measured at different intersection-over-union (IoU) thresholds. The threshold values $t$ range from 0.4 to 0.75 with a step size of 0.05 for the first dataset settings and from 0.4 to 0.6 with step size 0.1 for the second dataset settings. The average precision of a single image is calculated as the mean of the precision values at each IoU threshold:

$$\text{mAP} = \frac{1}{|\text{thresholds}|} \sum_{t} \frac{TP(t)}{TP(t) + FP(t) + FN(t)}. \quad (4)$$

A true positive (TP) is counted when a single predicted object matches a ground truth object with an IoU above the threshold. A false positive (FP) indicates a predicted object had no associated ground truth object. A false negative (FN) indicates a ground truth object had no associated predicted object. Note that in the second experiment setting, the average precision is measured with the equation (4) without counting false negatives (FN).

\subsection{Comparative Evaluation}

\textbf{CXR Generation:} We first compare the generation quality with the seminal works on unsupervised image-to-image translations \cite{31,10} since both works are capable of synthesizing images in either from normal or abnormal images. We demonstrate the efficacy of the proposed approach in both tasks of generating
abnormal and normal CXRs in Fig. 3. Our cGAN is capable of generating normal images from abnormal images, and vice-versa, while other two approaches were unable to achieve compelling results. Moreover, in abnormal generation, our cGAN is able to generate pathological regions in a specific location.

**Pneumonia Detection:** We perform quantitative comparisons with three recent state-of-the-art methods \cite{6, 27, 30}. Comparative evaluation of the modified RetinaNet$^\dagger$ \cite{6}, the disentangled generative model (DGM) \cite{27}, and the proposed method based on RetinaNet$^\dagger$ is presented in Table 1, with the dataset setting following \cite{6}. Comparative evaluation of Faster RCNN \cite{22}, SSD \cite{18}, YOLO \cite{21}, PYolo \cite{30}, and the proposed method based on Mask-RCNN \cite{7} is presented.
Table 2: Comparison of performance with various detection frameworks in terms of conventional average precision (AP). AP: mean average precision@IoU=[0.4:0.1:0.6], AP\_0.4 : AP@IoU=0.4, and so forth.

| Method               | AP   | AP\_0.4 | AP\_0.5 | AP\_0.6 |
|----------------------|------|---------|---------|---------|
| Faster RCNN \[22\]   | 0.430| 0.586   | 0.438   | 0.266   |
| SSD \[18\]           | 0.404| 0.559   | 0.406   | 0.247   |
| Yolo\_v3 \[21\]     | 0.434| 0.579   | 0.430   | 0.292   |
| PYolo\_v3 \[30\]    | 0.468| 0.642   | 0.447   | 0.316   |
| Mask RCNN \[7\] + align | 0.476| 0.645   | 0.504   | 0.279   |
| Mask RCNN \[7\] + align + attn. | 0.520| 0.695   | 0.554   | 0.311   |

Table 3: Ablation study on different training strategy configurations in GRANet.

| Strategy | joint 1:1 | 1:2  | 1:3  | 2:1  | 2:2  | 3:3  | 5:1  |
|----------|---------|------|------|------|------|------|------|
| AP       | 0.222   | 0.240| 0.245| 0.233| 0.237| 0.246| 0.242| 0.233|

in Table 2 with the dataset setting following \[30\]. We observe consistent improvements on the baseline by augmenting the training with pseudo-abnormal generation and residual attention.

Ablation Study We perform an ablation study on different settings in training strategy to train the cGAN and the detection model, simultaneously. As shown in Table 3, we observe that iterative training scheme outperforms joint training of both the generative and detection models concurrently. Proposed iterative scheme alternately updates one model for n epochs while freezing the parameters of other model. For example, the 2:2 iterative scheme first updates the detector network for two epochs while freezing the generative network, then for the next two epochs the generative network is subjected to update while the parameters of the detector network are unchanged. We observe that the models trained with evenly distributed update iterations for each model consistently outperform over models trained with one-sided iterative schemes.

5 Conclusion

In this paper, we investigate how the generative model can be adopted to the disease detection framework to improve the detection performance. We propose a novel generative residual attention network along with radiorealistic CXR generation framework. Experiments demonstrate that the proposed generative model can synthesize radiorealistic CXRs in both abnormal and normal domains. In addition, augmenting the training of detection framework via residual attention further improves the detection performances. Future work will explore multi-class multi-label generative model that can translate multiple disease with location specific information.
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