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Abstract: - This paper focuses on the main features of the smart distribution grid (grid management using agents). The fault management is consisting of three stages including faulted section identification, faulted section isolation, and restoration. The probable control strategies utilized in the smart grid are either centralized, decentralized, or autonomous control. Multi-Agent System (MAS) based model uses both centralized and decentralized strategies. The fault management process is usually carried out based on MAS. A literature survey on fault management control schemes is investigated. Furthermore, the reliability is estimated for both centralized, decentralized, autonomous, and modified centralized control strategies. This paper presents reliability modeling and analysis of all considered control strategies. In this paper, comprehensive detailed reliability models of considered control strategies are developed. Using this equivalent reliability model, various reliability indices are calculated.
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1 Introduction

Modern communication algorithms use to link all portions of the electric network with each other using sensors and smart devices such as intelligent electronic devices (IEDs) to facilitate self-healing in the smart grid [1-3]. Also, a deregulated distribution network became complex for fulfilling self-healing. Furthermore, enhancing cryptography techniques used for security and privacy protection for the strategies of self-healing for the deregulated distribution networks is in a continuous increasing [3-6]. Such self-healing mechanisms help to realize fully automated fault management [7]. the fault management process starts after disconnecting the feeder and accordingly disappearing the feeder voltage. However, the fault management stages need a control strategy to verify the self-healing perspective. the contemporary control strategies are centralized [8], decentralized [9], autonomous controls [10], and modified centralized control [11] strategies. if the decision is taken at the control center level, the control is called centralized. if the decision is at the secondary substation levels starting from the primary substation, this is decentralized control. if the decision is taken at the secondary substation initiated from the secondary substations level, it is called autonomous control.

For achieving these controls, each substation is implemented by an agent to receive and send the message based on its fault passage indicators (FPIs) status or the output of fault location algorithms. also, reducing both failure index’s for communication hops and FPIs or average errors for fault location algorithms utilized to boost the smart grid reliability is still a challenge for researchers.

The main objective of this paper is to have a good understanding of the smart grid features, and agents, through an intensive literature review. A comprehensive literature review of Fault Detection, Isolating, and Service Restoration (FDIR) is introduced. The core focus is on fault management control schemes.
The review paper is organized into nine sections; section 2 starts the main features of the smart grid. Section 3 focuses on smart grid agents. Section 4 flashes the development of FDIR. Section 5 highlights new fault management and a proposed control strategy. Sections 6,7, and 8 conclude its reliability for all control strategies at different consideration. Section 9 declares the failure probability of its management.

2 Smart Grids Features

Smart grid was integrated transducers technologies, developing control strategies, and modern communication to the power grids to make the complete vision into reality [12]. Fig.1 declares a guide of smart grids technology. As seen in this figure, its grid consists of three parts including power grid, intelligent systems, and communication systems [13]. Distribution generation (DG) was provided many advances including improved reliability, and enhance security as well as inexpensive electricity [14, 15]. In the smart grid, the impact of faults on customers was minimized by an instantaneous identification of the fault location, correct decisions, system restoration of healthy parts, and recovery of the system to normal condition in [16, 17].

Fig.2 shows a view of the relation between layers in the smart grid and communication network to integrate both in the system [18]. Intelligent Electronic Device (IED) was utilized to control the power flow while making a practical decision [19]. The monitoring and control of the smart grid were enhanced by incorporating the internet in its grid [20]. This requires a modification of the security in the grid to avoid any attacks from hackers. Many types of communication for the transmission media in the smart grid were designed in [21-25].

A smart grid concentrates on the fair pricing and continuity of power supply [19]. In [26], a study for costs and advanced for the smart grid was introduced. Several problems related to the economics of the smart grid were explained in [27]. Figs.3, and 4 declare the smart grid features and the network management in the smart grid, respectively. As seen in Fig.4, the smart grid network management consists of fault handling, configuration management, performance management, security management, device management, and integration capabilities [28].
3 Smart Grid Agents

The agent system in the smart grid was assisted the reliable and protective operation in a dynamic scenario while acting as centralized control, a distributed control system in [29]. The disturbance diagnosis in [30, 31], service restoration in [32], and secondary voltage control in [33] were proposed. Traditionally Supervisory Control and Data Acquisition (SCADA) in the smart grid was proposed in [34]. The nature of the SCADA system is centralized. This system requires a lot of communication power to make a precise decision for all systems. Consequently, the SCADA system having a much burden on the main process. Hence, its system might be some processing delay. The risk of a big problem in the SCADA system caused by this delay was increased. SCADA system had lacked security. Hence, its system was faced with its issue related to the reliability of the smart grid. In [35], national communication was introduced a detailed report about SCADA. Centralized control demands a complex communication system to collect all data to the control center in the smart grid. It does no matter; the location of the data collection is far from the control center. Therefore; long-distance communication links are required. Despite the large capital investment in the communication, the probability of fault communication link can occur in the system. The control system is become overwhelmed by a big number of tasks if the powerful computer was used.

Phasor Measurement Units (PMUs) had mounted for monitoring. The data from digital relays and PMUs (current, voltage outputs) were used in the SCADA Software to make an overall supervision system. The PMUs data was used to view the power system behavior, which detected abnormal condition [36]. Different communication protocols were used to transfer the information between different devices including I/O level, bay level, substation level, and control center level. All communications were modified using the standard IEC60870 protocol. In the IEC60870 protocol, the fault detection time was improved (decreased) from one hour to 3 minutes. Modern communication protocol (IEC61850) was done between the substations. On the contrary, a conventional protocol can perform peer-to-peer communication for fast messaging between different relays using GOOSE messages. Intelligent Electronic Devices (IED) receive GOOSE messages from other IEDs to take action without the need for centralized control [37]. To achieve the objective of data sharing between different IED at different levels integrated communication infrastructure was used [38].

Fault Passage Indicators (FPIs) were used in different smart grid to collect fault information by using wireless susceptibility to achieve instantaneous action [39].

The communication between FPIs and the control center using GSM was used to reduce the duration of customer interruption by automatically isolating the faulty section and restoring the service for healthy parts without human interference [40].

FPIs and remote-control Ring Main Units (RMUs) were utilized to apply self-healing in the smart grid by using a centralized controller [41, 42]. In [40,43], FPIs were supervised in a smart grid using fiber optics connected to Remote Terminal Units (RTUs) with GSM modem to send any event to the SCADA system.

All recoded events were stored in the database of the SCADA system. Accordingly, the report for all events in the smart grid was done in the control center through TCP/IP and DNP3 protocols. In [44], centralized supervision with emergency local logic control through a SCADA system was proposed. Remote Terminal Units (RTUs) with a Programmable Automation Controller (PAC) were updated based on IEC61850 and DNP3 standard protocols by using Ethernet. Distributed PAC was achieved all I/O from the smart grid. In [45], three communication capacities were compared and declared the advantages of IEC61850-based Ethernet using optical fiber for GOOSE in a centralized substation.

To overcome the disadvantages of a centralized control strategy, a Multi-agent system (MAS) was incorporated in the centralized control to achieve decentralized natural [46-50,10]. MAS was utilized to simplify a complex problem and then solved them efficiently. This simplicity was done by dividing the problem into sub-problems to perform parallel processing until achieving the main purpose. This parallel processing was reduced the computation burden on a single machine. In [51], decentralized control of the smart grid using agents was introduced. The isolation of the faulty section in the grid was done in agents.
In [52], [53-59] MAS were developed to facilitate the self-healing features in the smart grid. Figs.5.a, b declare the three-level information hierarchies and the communication between neighboring secondary substations.

As seen in Fig. 6, the example of multi agent-system control in the smart distribution grid to manage the fault events. In this figure, the fault portion was locally isolated from the healthy part. After the fault has happened between the two neighboring substations, the circuit breaker disconnects the feeder. Consequently, the voltage disappears in all sections and the fault management process is starting. Therefore, the primary substation was sent a downstream token (request data) toward the secondary substations as long as the fault section is identifying.

Fig. 7, declares the multi-agent system in the smart grid. These agents are usually consisting of a three-layer deliberative layer, coordination layer, and reactive layer. The reactive layer performs an instantaneous self-healing action based on programmed knowledge. The coordination layer checks the starting event from the reactive layer based on the predefined priorities. A starting event allows us to reach the top layer only if it exceeds the preset threshold. Deliberative Layer prepares high-level decisions with the help of the information provided by the coordination layer. The coordination layer in MAS makes the communication between the reactive layer and the deliberative Layer compatible for both. The reactive layer contains many agents that locally control the system behavior and makes short-term planning. Deliberative Layer analyzes the system to make long-term planning [60]. Seven layers of the MAS control hierarchy declare in Fig.8. Several automatic fault location detection and isolation algorithms based on MAS were proposed to enhance the reliability/availability, and efficiency of the smart grid [52, 61]. All of these techniques survey in the next section.

4 FDIR Algorithms Based on MAS

Different methods were implemented to locate the fault in the smart grid such as apparent impedance [62-64]. In [62], the thee-phases circuit analysis was measured such as the local voltage and current measurements in the substation. The fault location algorithms were obtained after iterative solution or complicated three-phase circuit equations. These equations were described as the steady-state fault condition. In [11, 65], the earth fault locations were depended on the equality between the computed sequence components of the current at the fault point at different load conditions. Traveling wave methods were discussed in [66, 67]. These methods are based on the frequency component of traveling waves for faulted voltages.

In [68], the proposed method was calculated as the fault location in the radial smart grid with different laterals. After the fault has occurred, high-frequency transients were generated and propagated outs into both sides. The fault location method was estimated based on the time interval between the traveling waves and the time reflections arriving from the fault location. On the contrary, the traveling wave method was affected by the presence of laterals and load taps [62]. Artificial intelligent based methods such as an artificial neural network (ANN), Fuzzy Logic (FL), Expert System (ES), and hybrid method were discussed in [69-71].

Both methods were used post network status, list of tripped breakers, protection alarms, and the conventional event log.
In [72], sectionalized re-closure, mid-point re-closure, and tie-point re-closure were integrated with IED for monitoring and protection. The re-closure has detected the fault, isolated the fault section, and restored the power to the healthy part of the smart grid. The re-closure was connected to the grid through a radio or GSM module based on IEC61850 protocol capabilities. Three different FDIR approaches using a loop control scheme, IEC61850 peer-to-peer, and a decentralized control-based substation were proposed. In [73], the reliability of the network was enhanced by increasing the number of re-closer. The re-closer was communicated by using a high-speed ethernet communication system through fiber optics in the SCADA system. This method was enhanced the restoration time for the healthy section. In [74], advanced communication technology was used to manage the stored information from a smart grid by using IED devices and smart metering. This technology enhances the reliability and starts the self-healing features. Several approaches were proposed in a centralized by including heuristics, expert systems, metaheuristics, and mathematical programming [51]. The expert's knowledge and experience were translated into programming logic to solve the problem in [75,76]. In [75], the proposed reconfiguration algorithm was introduced to reduce the loss of service restoration based on switching indices. These indices were provided by using the branch voltage drop, line constants, and weight factors. Integrated load curtailment (LC) for serving customers in the restoration plans was proposed in [76]. This algorithm was based on heuristics rules by using the post-fault power flow calculations. The input information is the number and percentage of the LC candidate which is predetermined. In [77], the service restoration method with a minimum number of switching operations was proposed. Expert system-based techniques were proposed in [78, 79]. This system was involved in the restoration of the Expert's knowledge as rules (IF-THEN statements). In [78], developed an Expert system combined with an objective-oriented programming technique were proposed for solving the restoration issues. Different strategies such a single grouping and multi-grouping were utilized by dividing the outage region into single or multiple groups based on feeder margins, branch points, and available tie switches in [80].

In [81], an Expert system was solved the service restoration problem. This Expert system was constructed a knowledge base system with 180 rules. Group restoration, zone restoration, and load transfer were applied.

Many researchers were utilized to solve restoration issues [82-84]. This approach such as Neural Network (NN), Genetic Algorithm (GA), FL, Tabu Searching (TS), Practical Swarm Optimization (PSO), Simulated Annealing (SA), and Ant Colonies (AC). In [82], Non-dominated Sorting Genetic Algorithm-II (NSGA-II) was used to solve the service restoration issues. Meta-heuristics approaches require comprehensive computation time when applied for a practical smart grid distribution grid. The mathematical programming approach was determined the target configuration for the restoration plan by formulating its issue Mixed-Integer Non-Linear Problem (MINLP) in [85,86]. In [51], a two-layers expert-based MAS framework was developed for monitoring, calculating, and treating during the self-healing. The proposed MAS was designed to restore the out of service. In [87], MAS was utilized to solve the service restoration issue in the smart grid. This strategy doesn’t consider the load shedding, customer priorities, or load transfer. Accordingly, the proposed method was faced with the limit of service restoration. In [88], proposed MAS for the restoration problem using two types of agents (Bus Agent (BA), and Facilitator Agent (FA)) was presented. BA was developed to decide a sub-optimal configuration after fault happened through integrated with BA based on local data. FA was used to manage the decision process. The restoration process was simplified and completed through a simple BA with the supervision of the FA. In the same paper, the authors don’t consider customer priority. In [89], operation and self-healing strategies were proposed in the smart grid with the DG unit.

5 New Fault Management Strategy

5.1 Modified Centralized Control [11]

In [11], incorporating fault location application in a centralized fault management strategy was proposed to reduce the measuring devices as seen in Fig. 9.
Despite the strategy is centralized; the latency is reduced because the communication only between the lateral substations. The fault location algorithm was computed in the lateral substation. After the fault location is calculating, the message from lateral substation was sending to corresponding secondary substations by using the communication between them. Accordingly, the upstream and downstream switches were isolated. The numbers of communication hops are equal to the number of lateral substations forward to the faulty point. This strategy is suffering from false identification for the faulty lateral caused by the error of the fault location.

5.2 A proposed Control [10]

The term autonomous is usually using to refer the agent making a decision depends on the prior knowledge gives to its at determining time. An autonomous strategy which greatly used nowadays for the smart grid. Multi-Agent System (MAS) has verified to the most intelligent control strategy entity having distribution control nature. This meaning the fault is resolved locally. The autonomous strategy was preliminarily introduced in [10]. This strategy is advanced by decreasing the latency time due to a lower number of activated communication hops. This strategy is starting when the feeder voltage disappears. All secondary substations before the fault (upstream direction) are sensing the fault using FPI and transmit a signal to the next substation (Downstream direction). If one of the two secondary substations, the downstream substations received a message from the upstream substation indicating to a fault and also its substation did not detect the fault which the fault occurs between them as seen in Fig.10. Accordingly, the faulted section is identified and its section is isolated. Then, the control is updated, and the restoration action was performed. This action was done by a direct connection to the distribution panel.

Fig. 10 A Proposed control strategy [10].

Considering the distribution network shown in Fig.11 that briefly summarized in the Appendix, a comparison between different controls of fault management and the proposed strategy occurs as follows concerning the communication latency, time delay, and fault management reliability.

6 Reliability Evaluation of Communication Hops

6.1 Centralized, decentralized Control [4, 5]

Based on the centralized and decentralized control rules presented in [8, 9], their implementations using both controls needed $m^2 + 7m + 5$ and $2m+2$ communication hops $N_{ch}$ respectively, when the faulted segment is among substations $m-1$ and $m$. Unfortunately, these communication hops required large latency time.

6.2 Modified Centralized Control [11]

The total communications hops’ number of this strategy is only five or seven when the faulted section is close or far from the primary station respectively until restoring the service and updating the control center [11]. The total number of communication hops $N_{ch}=n_t+6$ where $n_t$ is the total number of secondary substation and lateral secondary substation.

6.3 A proposed Control [10]

The communication hops’ number $N_{ch}$ of modified autonomous control is lower than that of the modified centralized because its hops were not influenced by the feeder size compared with modified centralized which its communications are $(m+4)$. 

Fig. 11 Single line diagram of the cascaded parallel-radial distribution system.
6.4 Discussion

Table 1. The number of communication hops for proposed control was compared to other control strategies.

| Fault Section | Control Strategies | N_{ch} |
|---------------|--------------------|-------|
| 1st downstream Primary substation (Parallel feeder) | Centralized [8] | 13 |
| | Decentralized [9] | 4 |
| | Modified Centralized [11] | 7 |
| | A Proposed control [10] | 3 |
| In between two Lateral secondary substation Fault section (1-2) | Centralized [8] | 23 |
| | Decentralized [9] | 4 |
| | Modified Centralized [11] | 8 |
| | A Proposed control [10] | 5 |
| 1st downstream Lateral secondary substation Fault section (2-3) | Centralized [8] | 35 |
| | Decentralized [9] | 6 |
| | Modified Centralized [11] | 9 |
| | A Proposed control [10] | 6 |
| Fault section (17-18) | Centralized [8] | 455 |
| | Decentralized [9] | 36 |
| | Modified Centralized [11] | 24 |
| | A Proposed control [10] | 21 |

As declares from Table 1, the total number of communication hops $N_{ch}$ for a proposed control is smaller than it's at the centralized, decentralized, and the modified centralized control for 1st downstream Primary substation (Parallel feeder). Despite, the total number of communication hops $N_{ch}$ for a proposed control is larger than the total number of communication hops for the decentralized in fault section (1-2), a proposed control is still smaller than the centralized and modified centralized control. Furthermore, the total number of communication hops for a proposed control is smaller than the centralized, decentralized, and modified centralized control at the fault between two secondary substation Fault sections between buses (17-18) which consider the far secondary substation for the feeder. To examine a proposed control, this evaluation is extended to all secondary substations in Fig. 11. As seen in Fig. 12, the number of communication hops for a proposed control strategy is smaller than all fault management strategies.

7 Evaluation of Time Delay

Table 2. Delay Times for Proposed Control Compared to Other Control Strategy.

| Fault Section | Control Strategies | Delay Time(s) due to communication hops |
|---------------|--------------------|---------------------------------------|
| 1st downstream Primary substation (Parallel feeder) | Centralized [8] | 2.1840 |
| | Decentralized [9] | 0.6720 |
| | Modified Centralized [11] | 1.1760 |
| | A Proposed control [10] | 0.504 |
| In between two Lateral secondary substation 1-2 | Centralized [8] | 3.8640 |
| | Decentralized [9] | 0.672 |
| | Modified Centralized [11] | 1.3440 |
| | A Proposed control [10] | 0.84 |
| 1st downstream Lateral secondary substation 2-3 | Centralized [8] | 5.88 |
| | Decentralized [9] | 1.008 |
| | Modified Centralized [11] | 1.5120 |
| | A Proposed control [10] | 1.08 |
| 17-18 | Centralized [8] | 76.44 |
| | Decentralized [9] | 6.048 |
| | Modified Centralized [11] | 4.032 |
| | A Proposed control [10] | 3.528 |

Its response time was calculated based on communication latency for smart grids in [90], where it informs that the communication latency is a random quantity. Thus, it was modeled by utilizing the function of probability density with time mean value of $(\Delta t = 0.168 \text{ s})$ for radio communication among the substation agents. Accordingly, the response time was calculated by $(N_{ch} \times \Delta t)$. Based on the result from Table 2, the response times for proposed fault management is a small delay time compared with modified centralized control for first, third, and four cases. As declares from the same table, the same delay times for a proposed control strategy in the second case compared with decentralized control. This result is caused by the near-fault section.

![Fig. 12 Impact of feeder size (number of substations) on the communication hops.](image)

Fig. 12 Impact of feeder size (number of substations) on the communication hops.

![Fig. 13 Impact of feeder size (number of substations) on the delay times due to communication hops.](image)

Fig. 13 Impact of feeder size (number of substations) on the delay times due to communication hops.

Similarly, in Fig.13, a proposed control gives a small delay time when using different faults in between all secondary substations in the selected system.
8 Evaluation of Fault Management Reliability

Based on the overall fault management reliability Ro rules presented in [10] and [11]. Its reliability calculates by multiplying the two types of reliability. Firstly, the reliability of fault detection \( D_m \) in centralized, decentralized, and a proposed control calculated based on the failure index for FPI or the reliability of fault location \( D_m \) in modified centralized calculates based on another statistical study for the fault-locator algorithm's average error \( f_n \) related to each segment as a ratio of the section length. All fault location functions have reliability \( D_m \) estimated by simulating the fault cases that occurred in the smart distribution grid shown in Fig. 11 using the ATP-EMTP program and then evaluating their performance using MATLAB code.

For different fault management strategies, the reliability of fault detection is calculated as follow:

8.1 Centralized, decentralized Control

The fault detection reliability \( D_m \) of fault indicators is computed as a function of fault indicator \( h \).

\[
D_m = \prod_{i=1}^{n} (1-h)
\]  
(1)

where \( h \) = the failure index of fault indicator \( (h=0.001) \)

Based on the number of communication hops \( N_{ch} \) its reliability can be calculated. Firstly, for centralized control

\[
R_m = \prod_{i=1}^{s} (1-f)
\]  
(2)

where \( s \) = the sliding index

\( f \) = communication index \( (f=0.001) \).

The reliability of communication hops for decentralized control strategy as follow:

\[
R_m = \prod_{i=1}^{2m+2} (1-f)
\]  
(3)

The overall fault section identification reliability \( R_o \) is:

\[
R_o = R_m \times D_m
\]  
(4)

8.2 Modified Centralized Control

The reliability of the fault location is using for a modified centralized control strategy.

\[
D_m = \prod_{i=1}^{m} (1-e)
\]  
(5)

where \( e \) = the failure index of fault locator average error \( e \)

The reliability of communication hops for modified centralized control strategy as follow:

\[
R_m = \prod_{i=1}^{n+m} (1-f_n)
\]  
(6)

8.3 A proposed Control

The fault detection reliability \( D_m \) for each fault indication failure is \( h \) is computed as;

\[
D_m = (1-h_{n+1}) \times (1-h_n) = (1-h)^2
\]  
(7)

The reliability of communicated messages affects the decision of fault section identification is computed as \( (1-f)^2 \) whatever the network size and then \( (1-f)^3 \) for reclosing and updating the control center. Therefore, the total reliability of communication hops used is typically \( (1-f)^2 \) at all secondary substation except when the fault in the first section is reduced to \( 1-f^2 \).

Based on the results in Table 3, the overall reliability of a proposed control strategy gives the best value (large value) as compares with modified centralized control for first, second, and third cases. Furthermore, the reliability of the proposed control attains a better value compares with different fault management strategies at the far secondary substation fault section (17-18).

| Fault Section | Control Strategies | \( R_m \) | \( D_m \) | \( R_o \) |
|---------------|--------------------|----------|--------|--------|
| 1\textsuperscript{st} downstream Primary substation (Parallel feeder) | Centralized [8] | 0.987 | 0.999 | 0.986 |
| | Decentralized [9] | 0.996 | 0.999 | 0.995 |
| | Modified Centralized [11] | 0.993 | 0.966 | 0.9596 |
| | A Proposed control [10] | 0.997 | 0.998 | 0.995 |
| In between two Lateral secondary substation 1-2 | Centralized [8] | 0.977 | 0.998 | 0.975 |
| | Decentralized [9] | 0.996 | 0.999 | 0.995 |
| | Modified Centralized [11] | 0.992 | 0.966 | 0.9586 |
| | A Proposed control [10] | 0.995 | 0.998 | 0.993 |
| 1\textsuperscript{st} downstream Lateral secondary substation 2-3 | Centralized [8] | 0.965 | 0.997 | 0.962 |
| | Decentralized [9] | 0.994 | 0.998 | 0.992 |
| | Modified Centralized [11] | 0.991 | 0.950 | 0.9417 |
| | A Proposed control [10] | 0.995 | 0.998 | 0.993 |
| 17-18 | Centralized [8] | 0.634 | 0.982 | 0.6229 |
| | Decentralized [9] | 0.964 | 0.983 | 0.9483 |
| | Modified Centralized [11] | 0.976 | 0.841 | 0.8214 |
| | A Proposed control [10] | 0.995 | 0.998 | 0.993 |
Despite the reliability of a proposed control gives a small value at the first secondary substation compares with different fault management strategies seen in Fig. 14. The reliability for proposed control gives a fixed value for all secondary substations after near substations such as first, and second cases. The result declares its superiority, the efficacy of a proposed concept compares with centralized, and modified centralized. Consequently, a proposed fault management process uses to reduce the outage times for the customers where this consequently reduces the risk of distribution network component damages. Accordingly, a proposed system with the aid of autonomous control can be examined by calculating the failure probability of its management in the next section.

9 Evaluation of Failure Probability

The ratio for failure probability function of different fault management strategies is calculated as follow:

$$P(f) = (1 - R_f) \times 100$$

Based on (7), the last evaluation in this paper was done. As declares in Table (4), the failure probability ratio of a proposed control gives a smaller than all fault management.

Furthermore, the failure probability ratio extends to all secondary substation seen in Fig. 15. As seen in this figure, a proposed control attains a small failure probability ratio at all secondary substations.

10 Conclusions

In this paper, a proposed control strategy with the aid of autonomous control was introduced. Accordingly, the communication hops number for accomplishing the fault management were reduced. Its performance was evaluated and compared with other published control systems. Furthermore, a proposed strategy had a small probability of system unreliability compared with centralized, decentralized, and modified centralized control. The discussions have shown the superiority of a proposed control strategy with its fast and reliable performance as compares with other fault management strategies.

11 Appendix

A practical example from the Egyptian distribution (33 bus system) was considered as a testing example (sample example from all network) as shown in Fig. 11 with a cascaded parallel-radial distribution system. In this paper, the Egyptian distribution network has been selected in this study. The radial feeders are linked with normally automatic closed switches (SW) and normally open tie switches (T1,2,3,4,5) to facilitate the faulty section isolation and the restoration process. These selected points are based on the power flow of feeders. The system consists of two overhead parallel incoming feeders, cascaded with one outgoing cable feeder. The buses are renumbered for simplicity, 64 normally closed switches located at each section terminals while one circuit breaker is added at the beginning of the feeder. Also, normally open switches (Tie switches) are added to the system to verify system reconfiguration. Each of the overhead parallel incoming feeder parameters is illustrated in Table 5.

**Table 4 Failure Probability Ratio at Different Fault Management Strategies.**

| Fault Section                      | Control Strategies             | P(f) % |
|------------------------------------|--------------------------------|--------|
| 1st downstream Lateral secondary substation (Parallel feeder) | Centralized [8] | 1.40   |
|                                    | Decentralized [9]             | 0.50   |
|                                    | Modified Centralized [11]     | 4.04   |
|                                    | A Proposed control            | 0.50   |
| In between two Lateral secondary substation 1-2 | Centralized [8] | 2.5    |
|                                    | Decentralized [9]             | 0.5    |
|                                    | Modified Centralized [11]     | 4.14   |
|                                    | A Proposed control            | 0.50   |
| 1st downstream Lateral secondary substation 2-3 | Centralized [8] | 3.80   |
|                                    | Decentralized [9]             | 0.8    |
|                                    | Modified Centralized [11]     | 5.83   |
|                                    | A Proposed control            | 0.6    |
| 17-18                              | Centralized [8]               | 37.71  |
|                                    | Decentralized [9]             | 5.17   |
|                                    | Modified Centralized [11]     | 17.86  |
|                                    | A Proposed control            | 0.6    |

**Fig. 14 Impact of feeder size (number of substations) on the overall reliability.**

**Fig. 15 Impact of feeder size (number of substations) on the failure probability.**
This outgoing feeder is characterized by the positive sequence data of the feeder and loads listed in Table 6. The positive and zero sequence resistance are equal to 1.62, 0.5 (Ω/km), respectively, while the positive and zero sequences inductance are equal to 3.82, 7.14 (mH/km), respectively, the positive and zero sequence capacitance are equal to 0.0067 and 0.0041 μF/km, respectively. Also, wind turbine data are introduced in Table 7.

Table 5 Parameters of Incoming Feeders.

| Symbol | Quantity       | Overhead | Unit |
|--------|----------------|----------|------|
| R_1    | Positive sequence resistance | 0.194    | (Ω/km) |
| R_0    | Zero sequence resistance      | 0.3      | (Ω/km) |
| L_1    | Positive sequence inductance  | 1.78     | (mH/km) |
| L_0    | Zero sequence inductance      | 6.1      | (mH/km) |
| C_1    | Positive sequence capacitance  | 0.015    | (μF/km) |
| C_0    | Zero sequence capacitance      | 0.0049   | (μF/km) |

Table 6 Parameters for the Outgoing Feeder.

| Bus number | Line impedance | Load Power |
|------------|----------------|------------|
|            | R_1 (Ω) | X_1(Ω) | P_L (kW) | Q_L (kVAR) |
| 2          | 0.0922  | 0.0470 | 100.0   | 60.0       |
| 3          | 0.4930  | 0.2511 | 90.0    | 40.0       |
| 4          | 0.3660  | 0.1864 | 120.0   | 80.0       |
| 5          | 0.3811  | 0.1941 | 60.0    | 30.0       |
| 6          | 0.8190  | 0.7070 | 60.0    | 20.0       |
| 7          | 0.1872  | 0.6188 | 200.0   | 100.0      |
| 8          | 0.7114  | 0.2351 | 200.0   | 100.0      |
| 9          | 1.0300  | 0.7400 | 60.0    | 20.0       |
| 10         | 1.0640  | 0.7400 | 60.0    | 20.0       |
| 11         | 0.1996  | 0.0650 | 45.0    | 30.0       |
| 12         | 0.3744  | 0.1238 | 60.0    | 35.0       |
| 13         | 1.4680  | 1.1550 | 60.0    | 35.0       |
| 14         | 0.5416  | 0.7129 | 120.0   | 80.0       |
| 15         | 0.5910  | 0.5260 | 60.0    | 10.0       |
| 16         | 0.7463  | 0.5450 | 60.0    | 20.0       |
| 17         | 1.2890  | 1.7210 | 60.0    | 20.0       |
| 18         | 0.7320  | 0.5740 | 90.0    | 40.0       |
| 19         | 0.1640  | 0.1565 | 90.0    | 40.0       |
| 20         | 1.5042  | 1.3554 | 90.0    | 40.0       |
| 21         | 0.4095  | 0.4784 | 90.0    | 40.0       |
| 22         | 0.7089  | 0.9373 | 90.0    | 40.0       |
| 23         | 0.4512  | 0.3083 | 90.0    | 50.0       |
| 24         | 0.8980  | 0.7091 | 420.0   | 200.0      |
| 25         | 0.8960  | 0.7011 | 420.0   | 200.0      |
| 26         | 0.2030  | 0.1034 | 60.0    | 25.0       |
| 27         | 0.2842  | 0.1447 | 60.0    | 25.0       |
| 28         | 1.0590  | 0.9337 | 60.0    | 20.0       |
| 29         | 0.8042  | 0.7006 | 120.0   | 70.0       |
| 30         | 0.5075  | 0.2585 | 200.0   | 600.0      |
| 31         | 0.9744  | 0.9630 | 150.0   | 70.0       |
| 32         | 0.3105  | 0.3619 | 210.0   | 100.0      |
| 33         | 0.3410  | 0.5302 | 60.0    | 40.0       |

Table 7 Selected Wind Turbine Generator Data

| Parameter                  | Value | Parameter                  | Value |
|----------------------------|-------|----------------------------|-------|
| Rated power                | 3+0.45MW | Stator reactance          | 0.18p.u. |
| Stator rated voltage       | 0.575kV  | Rotor reactance           | 0.16p.u.  |
| Stator resistance          | 0.023 p.u.| dc-link voltage          | 1.15 kV   |
| Rotor resistance            | 0.016 p.u. | dc-link capacitor      | 10 mF     |
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