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ABSTRACT
The lack of fine-grained joints (facial joints, hand fingers) is a fundamental performance bottleneck for state of the art skeleton action recognition models. Despite this bottleneck, community’s efforts seem to be invested only in coming up with novel architectures. To specifically address this bottleneck, we introduce two new pose based human action datasets - NTU60-X and NTU120-X. Our datasets extend the largest existing action recognition dataset, NTU-RGBD. In addition to the 25 body joints for each skeleton as in NTU-RGBD, NTU60-X and NTU120-X dataset includes finger and facial joints, enabling a richer skeleton representation. We appropriately modify the state of the art approaches to enable training using the introduced datasets. Our results demonstrate the effectiveness of these NTU-X datasets in overcoming the aforementioned bottleneck and improve state of the art performance, overall and on previously worst performing action categories. Code and pretrained models can be found at https://github.com/skelemoa/ntu-x.
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1 INTRODUCTION
Understanding human actions from visual data is crucial for applications related to surveillance, interactive user interfaces and multimedia systems. This task is usually accomplished with RGB videos as input [12]. However, advances in technologies have enabled use of other modalities (e.g. depth [17]) and systems such as Microsoft Kinect which can provide skeleton-like human pose representations [13]. In particular, the introduction of large-scale skeleton-based human action datasets NTU RGB+D [8, 14] has shifted the focus towards skeleton-based human action recognition approaches. In contrast to full-frame RGB-based representations, 3D skeleton joints encode human body dynamics in a computationally efficient manner, preserve privacy and can offer greater robustness to view and illumination.

The recent adoption of graph neural networks which process the skeleton action sequence as a spatio-temporal graph has enabled a steady rise in average accuracy for skeleton action recognition [3, 9, 15, 16, 20]. However, an analysis of sorted per-class accuracies reveals that the actions with lowest accuracy involve the usage of fingers (see Table 3,4). The underlying reason is that hand joints in Kinect-based skeletons provided in the original dataset are represented by just two finger joints (Figure 1-d). As a result, actions involving subtle finger movements (e.g. ‘eating’, ‘writing’,
make ok sign, make victory sign often fail to be recognized correctly. Sometimes, even the non-hand, main body joints are localized poorly by the Kinect-based capture system, as Figure 2 shows. These shortcomings at raw data level cannot be addressed at the architecture level, i.e. by proposing novel architectures.

To address the mentioned data-level issues, we introduce NTU60-X and NTU120-X, curated and extended versions of the existing NTU dataset. Obtained from RGB videos present along with NTU skeleton data, the pose representations in the new dataset include 42 finger joints (21 for each hand), 51 facial keypoint joints and 25 body joints similar to those present in Kinect-based NTU-60 and NTU-120, for a total of 118 joints per skeleton (see Figure 1). We also modify state of the art approaches to enable experimental evaluation and benchmark the modified variants on NTU60-X and NTU120-X. As a result, we set the new state of the art benchmark on NTU-60 and NTU-120. Our results also demonstrate the benefit of the newly introduced datasets for overcoming the performance bottleneck mentioned earlier and enabling recognition of subtle human actions involving hand-based joints. Resources (source code, pre-trained models, analysis and videos) related to NTU-X are available at https://github.com/skelemoa/ntu-x.

2 RELATED WORK

Prior to creation of NTU RGB-D dataset, a number of datasets enabled progress for skeleton-based human action recognition. MSR-Action3d [7] was one of the first action recognition datasets which provided depth and skeleton joint modalities, albeit from a single viewpoint. However, it only covered a limited set of gaming actions (e.g. forward punching, side boxing). The Northwestern-UCLA dataset [18] scaled up the diversity to include videos from multiple views and with actions performed by 10 different actors. The NTU RGB-D 60 dataset [14] comprises of 60 action categories, performed by 40 subjects. Its extension NTURGB-D 120 [8] is one of the largest and most diverse skeleton action dataset comprising of 120 actions performed by 106 subjects from 155 viewpoints.

Varying-view RGB-D Action Dataset (VAD) [6] comprises view-varying Kinect captured sequences covering the entire 360° view angles, containing 40 actions that are performed by 118 distinct performers. Unfortunately, the full dataset is not publicly available (as of current). Notably, the datasets mentioned above do not provide fine-grained joints for hands and faces which limits their utility for certain actions as mentioned previously.

An alternative approach for skeleton estimation infers the joints from RGB video frames without requiring specialized capture equipment. In the Kinetics-skeleton dataset [20], the 2D skeleton joint coordinates predicted from RGB frames are combined with the joint estimation confidence to obtain a pseudo 3D skeleton representation on videos from Kinetics-400 action dataset [2]. However, the resulting skeleton dataset contains many invalid sequences [5].

We summarize the salient aspects of these datasets and our proposed NTU60-X and NTU120-X in Table 1.

3 NTU-X

The NTU RGB-D dataset [14] provides RGB videos along with 3D Kinect skeleton data. We first extract the RGB frames from the videos at the frame rate of 30 FPS. We estimate 3D poses from RGB frames using SMPL-X [11]. SMPL-X uses strong 2D pose priors estimated using Openpose [1] on each RGB frame. However, SMPL-X based pose estimation is rather slow and is reliant on optimization heuristics. It also fails on blurred images and in the presence of light occlusion. To compensate for these issues, we use ExPose [4]. ExPose uses a part-wise attention-based model that feeds high resolution patches of the corresponding body parts to their dedicated refinement module. Unlike SMPL-X, ExPose estimates the full 3D pose (body, finger and face joints) from the RGB image without relying on 2D pose prior and is much faster compared to SMPL-X.

Since it is difficult to automatically select between SMPL-X and ExPose pose representations, we employ a semi-automatic approach to curate the final dataset. We use Openpose [1] toolbox to estimate the 2D pose and associated confidence for the full-body joints. Openpose provides total 70 joints for face out of which we use 51 major joints as shown in Figure 1(b) to make the final skeleton of 118 joints (25 body + 21 × 2 fingers + 51 face) for each frame of the clips. Keeping the intra-view and intra-subject variance of the NTU dataset in mind, we sample random videos covering each view per class of NTU and estimate the SMPL-X and ExPose outputs. We examine the quality of the skeleton backprojected to RGB frame and use the accuracy of alignment to select between ExPose and SMPL-X. Empirically, we observe that ExPose and SMPL-X perform equally well for single-person actions but SMPL-X, though slow, provides better pose estimates for multi-person action class sequences. To check which pose extraction method (ExPose or SMPLx) has been used for each of the classes in the NTU-X dataset, kindly refer to our Github project at https://github.com/skelemoa/ntu-x.

To ensure good dataset quality, we remove corrupted videos from the original dataset, using a procedure similar to one adopted for the original dataset [14]. We also omit videos in which people are completely absent. Additionally, for some samples OpenPose provides poor estimates and hence we discard instances of such videos as well.

4 EXPERIMENTS

To evaluate the impact of NTU60-X and NTU120-X on overall performance, we benchmarked models with state-of-the-art performance on NTU60 and NTU120. We selected DSTA-Net [15], 4s-ShiftGCN [3], MS-G3D [9] and PA-ResGCN [16] as the models to benchmark the newly introduced datasets. For the models DSTA-Net [15], MS-G3D [9] and 4s-ShiftGCN [3], we updated the graph structure of the skeletons to incorporate the newly introduced joints. Figure 1(d) shows the skeleton topology for the original kinet data. We changed the input graph topology for these models according to our new skeleton structure as shown in Figure 1(a).

PA-ResGCN [16], being a semantic part-based model, required more significant modification. Along with changes in input skeleton graph structure as done for the other two models, we defined new parts to incorporate the newly introduced joints and thus enable richer feature extraction. Since this model learns attentive weights for each of the input skeleton joints by dividing the skeleton into different parts, the definition of parts were also changed based on the NTU-X skeleton. In case of NTU-RGBD skeleton, PA-ResGCN defines total 5 parts: torso, left arm, right arm, left leg and right leg. In the new NTU-X skeleton, 3 additional parts were defined for 67
Figure 2: Sample skeletons from original NTU Kinect dataset (blue background) and proposed NTU-X dataset (pink background). Note that blurred RGB frame is included only for reference and is not part of skeleton data. The three classes mentioned - 'eat meal', 'writing' and 'reading' are few of the most confused classes for NTU dataset (see Table 3). As the zoomed insets illustrate, the quality of joints captured by NTU-X dataset is better compared to the original NTU dataset.

4.1 Results
The results of training the four selected models on the new NTU60-X and NTU120-X datasets, with finger joints included for Cross Subject protocol, are shown in Table 2. Clearly, our modified DSTA-Net, MS-G3D, 4s-Shift-GCN and PA-ResGCN outperform their counterparts’ performance on the original NTU60 dataset by a significant margin. For NTU120-X, all three models except PA-ResGCN outperform their counterparts’ performance on NTU120 dataset. PA-ResGCN fails to surpass the original accuracy for 120 class dataset by a small margin. We hypothesize that this could be due to PA-ResGCN’s architecture being too specific for the original Kinect skeleton setup and unable to handle the addition of extra added finger joints in the large-category (120 class) setting. We can also see that DSTA-Net not only beats its numbers on the original dataset, but also achieves state of the art performance among all the models with a margin of more than 2% for NTU60 dataset. (See highlighted cells in Table 2).

These results also support the fact that existing approaches, if provided better and richer joint data, have the capacity to perform...
Figure 3: Samples showing 3d plot of the original NTU kinect skeletons and newly proposed NTU-X skeletons with corresponding RGB frames. The zoomed insets show the finger joints estimated in both NTU-Kinect and NTU-X and it clearly shows that NTU-X represents the action much more comprehensively than original NTU-Kinect data.
Table 2: Results for top performing models of NTU60 and NTU120 dataset on NTU60-X dataset and NTU120-X (with finger joints) - see Section 4.1. The gray shaded columns show results on our newly introduced dataset. The blue highlighted cell corresponds to best overall performance for 60 and 120 class setups.

Table 3: The NTU60 column shows accuracies of bottom 5 action classes for models trained on original NTU60 dataset. The NTU60-X column shows accuracies of the same classes but with models trained on our NTU60-X dataset (finger joints: Section 3). Thanks to availability of additional finger joint information in NTU-60X, we see visible performance improvement across all the models.

Table 4: The NTU120 column shows accuracies of bottom 5 action classes for models trained on original NTU120 dataset. The NTU120-X column shows accuracies of the same classes but with models trained on our NTU120-X dataset (finger joints: Section 3). Thanks to availability of additional finger joint information in NTU-120X, we see visible performance improvement across all the models.

4.2 Discussion
Table 3 and Table 4 list the five worst performing classes for all the four models on the original NTU60 and NTU120 datasets respectively along with their per class accuracy. The shaded columns in these tables provide the accuracy of these classes when the models are trained using the newly introduced NTU60-X and NTU120-X dataset. From these results, it is evident that most of the bottom performing classes for the original NTU datasets involve actions with fine finger movements (e.g. "writing", "type on keyboard", "eat meal", "make ok sign", "make victory sign"). When the models are provided with input data that includes finger joints, the per class accuracy for such categories is improved significantly. Figure 2 and Figure 3 also show that without inclusion of finger level joints, recognition of such action categories is ambiguous and difficult.
Table 5: This table shows the bottom performing classes for all the models evaluated in this paper on the newly introduced NTU60-X and NTU120-X datasets. This table clearly indicates that the overall accuracy of bottom performing classes for the newly introduced NTU60-X and NTU120-X are higher than the overall accuracy of bottom performing classes for the original datasets, as shown in Table 3 and Table 4.

Table 5 shows the worst performing classes for the NTU-X dataset for all the models. Comparing with accuracy of worst performing classes of the original NTU dataset given in Table 3 and Table 4, we see that even the accuracy of worst performing classes of NTU-X dataset is, on average, higher compared to the original NTU dataset.

To further illustrate the performance boost we gain by including the finger level joints into the input skeleton, we show the change in per class accuracy when going from original NTU dataset to newly introduced NTU-X dataset in Figure 4 and Figure 5 for the top performing model DSTA-Net [15](based on Table 2).

The table provided in the inset of Figure 4 shows classes which are benefited the most when going from NTU60 to NTU60-X dataset for the state-of-the-art performer (DSTA-Net). It is easy to see that these classes predominantly involve finger level actions such as “reading”, “typing on keyboard”, “playing with phone” and “writing”. One can also observe that the gain for these classes is as high as 10-23%. A similar trend can be seen in Figure 5 which shows classes which benefit the most when going from NTU120 to NTU120-X dataset. Once again, the classes with highest gain involve finger level actions (e.g. “make of sign”, “hush”) and the gain for these classes is in the range 17-25%. Both of these tables clearly indicate training recognition approaches on our proposed NTU-X dataset significantly boosts the performance of classes involving finger movements.

From Figure 4 and Figure 5, we also note that training on NTU-X dataset (finger joints) is not beneficial for all the classes, with a performance drop seen in some cases. Most of these classes involve another person (e.g. “hugging other person”, “take photo of other person”, “playing rock-paper scissors” etc.). As per our understanding, capturing accurate skeletons for multiple people in a RGB frame is difficult which leads to poor pose extraction and ambiguity in classifying the sequences involving multiple people.

However, it is clear that the overall magnitude of gain is higher than the magnitude of drop in per class accuracy. Hence, the average accuracy is higher for NTU-X dataset than the original NTU dataset.

4.3 Ablation Study

To examine the importance of body joints, finger joints and face joints individually, we also perform experiments with only body joints (23 joints), body + finger joints (67 joints) and body + fingers + face joints (118 joints) as well. The results of ablation study are
Figure 4: The % gain in per class accuracy for best performing model (DSTA-Net) after training on newly introduced NTU60-X dataset. The x-axis shows category id. The inset tables show actions with largest and least gain.

Figure 5: The % gain in per class accuracy for best performing model (DSTA-Net) after training on newly introduced NTU120-X dataset. The x-axis shows category id. The inset tables show actions with largest and least gain.
shown in Table 6. The performance degrades when face joints are included with the body and finger joints. One reason for this could be that the actions in NTU dataset do not involve significant facial motion. Hence, the additional joints of the face make the skeleton graph larger than necessary and difficult for model optimization. Another possible reason could be that the existing models do not have a suitable architecture to handle the dense subgraph arising from the presence of facial keypoints. The poor results of models trained with only body joints (25 joints) are also in line with our hypothesis that the inclusion of finger joints in the input skeleton is crucial for better performance. In other words, the performance gain is not merely due to the shift from Kinect-based to RGB-based skeleton generation process.

5 CONCLUSION

In this paper, we have shown that the lack of hand-level joints is a fundamental performance bottleneck in the skeleton data of the largest action recognition dataset, NTU-RGBD. To address this bottleneck, we contribute a carefully curated skeleton dataset which provides finger-level hand joints and facial landmark points. We appropriately modify the state of the art approaches to enable training using the introduced dataset. Our results demonstrate the effectiveness of the proposed dataset in enabling the modified approaches to overcome the aforementioned bottleneck and improve their performance, overall and on previously worst performing action categories. We also perform experiments to evaluate the relative importance of the introduced joints. We believe our contribution of new, expanded joint dataset will meet the twin objectives of improving performance and encouraging novel approaches in future. Going forward, we expect the research community to devise novel and efficient approaches for tackling dense skeleton representations present in our dataset.

Our 118 joints dataset, consisting of full body, fingers and even face joints can improve the recognition of actions based on expressions. This can help in capturing subtle changes in expression that would help in recognizing fine-grained actions (e.g. ‘moving head up’ and ‘shaking head’). The significance of our work also arises from the emerging trend of fusing skeletal representations with other modalities (depth, RGB) for better performance in out of context, in-the-wild action recognition scenarios [5, 10, 19]. The pretrained deep networks we introduce serve as a good starting point for such fusion based approaches.
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