HiSA-SMFM: HISTORICAL AND SENTIMENT ANALYSIS BASED STOCK MARKET FORECASTING MODEL

ABSTRACT

One of the pillars to build a country’s economy is the stock market. Over the years, people are investing in stock markets to earn as much profit as possible from the amount of money that they possess. Hence, it is vital to have a prediction model which can accurately predict future stock prices. With the help of machine learning, it is not an impossible task as the various machine learning techniques if modeled properly may be able to provide the best prediction values. This would enable the investors to decide whether to buy, sell or hold the share. The aim of this paper is to predict the future of the financial stocks of a company with improved accuracy. In this paper, we have proposed the use of historical as well as sentiment data to efficiently predict stock prices by applying LSTM. It has been found by analyzing the existing research in the area of sentiment analysis that there is a strong correlation between the movement of stock prices and the publication of news articles. Therefore, in this paper, we have integrated these factors to predict the stock prices more accurately.
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1 Introduction

The stock market of a country is one of the pillars of its economy [12]. How the stock market performs over the years paves the way for how the economy of a country would grow or fall [3-5]. Since the financial markets are too uncertain, it remains unclear that the investments would bear some profits or incur some huge losses to the investors [6-8]. As a part of the economic liberalization, the stock markets play the most important role in the financial schemes of the global corporate sector [9,12]. The biggest question for investors is what needs to be done with respect to a particular stock, i.e. whether to purchase, sell or hold the shares for a stock [13,16]. If the investors are able to invest in the right stocks, they will bear good profits else they may lose their investments which would be a setback for them as well as their country [17,19]. Hence, there’s a need to devise such prediction models which may be helpful in predicting the stock prices more accurately and more efficiently [20,22].
For stock market predictions various machine learning techniques have been used to devise prediction models, few of these techniques are SVM (Support Vector Machine) [23, 24], Linear Regression [25, 26], MLP [27, 28], LSTM (Long Short Term Memory) [29], Random Forest [30, 31], ANN (Artificial Neural Network) [32, 33], etc. The various factors that affect stock prices have been used to develop these prediction models [34–37]. The most predominant one out of all the various factors is the prediction using historical data [38–40]. The historical data signified the trend of the rate that had been changing over time [41–44]. With the course of time, it is observed that historical data only isn’t sufficient to get the better accuracy of the models [45–47]. In addition to historical data, sentiment data (financial news, user tweets) must also be considered as an additional factor for enhanced efficiency of the model. It is due to the reason that the sentiment data considers the current scenarios like any natural calamity, new policy change by the government, new foreign investments, etc. All these factors affect the stock market significantly but are not reflected in the historical data [48–51], thus there’s a need to use the sentiment data as well. Even though the inclusion of sentiment data in prediction models isn’t easy but the efforts have been made by measuring these to integrate the same for developing more accurate prediction models.

In this regard we have proposed an efficient Historical and Sentiment Analysis based Stock Market Forecasting Model (HiSA-SMFM). The model utilizes historical as well as sentiment data for more accurate stock market prediction which majorly concerns the Indian Stock Market. The historical data has been gathered from NSE India (National Stock Exchange) and the sentiment data has been acquired using a Twitter API, Tweepy. LSTM machine learning technique is used to integrate both these aspects of stock market. The key contributions of this paper are as follows:

- An efficient model is developed that employs both historical as well as sentiment data for efficient stock market forecasting.
- The tweets from Twitter through Tweepy API are extracted and then processed using Text Blob for sentiment analysis.
- The important features are extracted from historical and sentiment data, integrated and trained by applying LSTM machine learning algorithm.
- The experiments are conducted using ‘Tata Motors Stock’ to validate the model and compared with the state-of-the-artwork to prove the better performance of the model.

The rest of the paper is organized as follows: Section 2 discusses the key contributions and research gap in the area. Section 3 describes the proposed methodology including the technology involved and its working. The performance of the proposed methodology is validated in section 4 that entails the experimental set-up, benchmark datasets, obtained outcome, and the comparison of the model. Finally, the conclusions and the future scope of the work is presented in section 5.

2 Related Work

From the literature survey, it was observed that the machine learning techniques for stock market prediction are being widely used thoroughly throughout the world. Significant work has been done throughout the world in prediction analysis. Many models of prediction have been proposed to date for forecasting the stock prices and stock market trends [52–54].

Yan et al. [23] portrayed that the public mood and the stock market prices have some relation between them. They tried to devise a relation between the Chinese Stock Market and the Chinese local Microblogs. They worked on SVM and Probabilistic Neural Network to make predictions. The experiments results presented that Support Vector Machine provided better accuracy than the Probabilistic Neural Network. It was observed that after using the public mood as a feature, the accuracy increased by 20% compared to using historical data only. Batra et al. [55] proposed a different way of using the SVM algorithm. They extracted the sentiment from Twitter using StockTwits via an API of python. The data extracted using the former was pre-processed for sentiment analysis and Natural Language Processing (NLP). SVM was used to predict the sentiment of each data and to classify the tweets into positive and negative tweets respectively. The obtained output was combined with the available historical data and used for the stock price prediction. It was observed that the accuracy was 76.65% in this model.

Shi et al. [27] used Multi-Layer Perceptron to build a prediction model for the stock market in China. They found that the sentiments play a more significant role in prediction than the historical data. They gathered their dataset using a Chinese social networking site - Xueqiu. Where, they extracted the news feeds and user posts related to stocks. Their research work was based on 3 features namely sentiment feature, stock-specific features (SSF), and stock relatedness feature. The MLP technique was compared to SVM and it was observed that MLP using stock-specific features and sentiment data proved to be better than the same being used in association with SVM.
Pai et al. [28] in their research work divided their project into two phases, the first one was related to predicting the stock prices on a daily basis, and the other one was based on predicting the stock prices on a monthly basis. Data for the experiments was extracted from Yahoo Finance, through which the closing and opening prices of stocks were considered. The built model considered both sentiment data and historical data. It was observed that they achieved 70% accuracy. It was also observed that on the considered dataset, Decision Boosted Tree gave more accurate results as compared to SVM and Linear Regression.

Gao et al. [29] proposed LSTM. In their model, there were three layers in the neural network including the input layer, the output layer, and the hidden layer, and every unit in a layer was connected with all the units in adjacent layers. It was observed that the MAPE of LSTM was the least equal to 0.7240. Nelson et al. [56] also used LSTM to build their prediction model. They used historical data to predict the stock market price movement. Initially in their model, the acquired data was preprocessed and then later used for experiments. It was found that the use of LSTM provided an average accuracy of around 55.9%. Sanboon et al. [1] compared the results of LSTM with support vector machine, multilayer perceptron, decision tree, random forest, logistic regression, and k-nearest neighbors. They used high, low, opening, and closing prices as features of the input. According to the results of the algorithm, the buy and sell recommendations were given. LSTM gave more accurate results compared to the other algorithms.

Although, a number of models have been proposed, few of these techniques used historical data while other focused on sentiment analysis for prediction, still an approach can be developed to enhance the model performance since these dataset alone are not sufficient. The major drawback of the existing work is that the models used predefined values of sentiments and which is not feasible and efficient in reality. In order to overcome this drawback, a model should be developed in which this factor can be updated dynamically as per feasibility. Further, in the models, a single feature of the historical data is considered. A model is need to be developed that can accommodate multi-features. In this regard, we propose an approach named HiSA-SMFM for enhanced stock market forecasting based on historical and sentiment data analysis by applying LSTM machine learning algorithm. HiSA-SMFM takes into account multi-features namely open price (historical), positive reviews (sentiment), and negative reviews (sentiment).

3 Proposed HiSA-SMFM

In this section, the various technologies used and working of the proposed model are described.

3.1 Technologies

3.1.1 Long Short Term Memory (LSTM)

Long Short Term Memory (LSTM) [57] is a machine learning technique that was developed by Hochreiter and Schmidhuber in 1997. It was introduced to overcome the flaws of its predecessor RNN (Recurrent Neural Network). The biggest drawback of RNN is that it lacks learning property when the extent in between the requirement and previous information increases, this is known as the long-term dependency problem. LSTM overcomes the long-term dependency problem as it has the ability to hold the values for both long and short duration of time.

LSTM has a totally different architecture as compared to other neural network models. Considering RNN, it has a very simple feedback loop neural network design whereas LSTM consists of a memory block or a cell positioned inside a single neural network layer. Since LSTM are good at remembering information for quite a long time, it becomes the first choice for use as it enhances the accuracy of the prediction models.

In our work, we proposed a model that uses an LSTM network for prediction. Our model incorporates historical as well as sentiment data to predict future stock prices. Fig. 1 shows how the LSTM Network works, here \( C_t - 1 \) is the old cell state, \( C_t \) is present cell state, \( h_{t-1} \) is an output of the previous cell, \( h_t \) is an output of the present cell, it is input gate layer, \( f_t \) is forget gate layer and it is output sigmoid gate layer.

3.1.2 Twitter API – Tweepy

Twitter, one of the most popular microblogging websites plays a vital role in sentiment analysis for various fields like election results prediction [58], cryptocurrency price prediction [59], etc. Twitter provides the feature to mine their tweets data for research purposes using a Twitter API or Tweepy. The user needs to register first as a developer to gain access, then a set of keys are generated including consumer key, consumer secret, access key, and access secret. These keys are essential to link the code with the Twitter server and fetch the required data as legitimate users.
3.1.3 TextBlob

TextBlob is used to combine the two different kinds of judgments together, distinguish between the positive news and the negative news, and then further quantify the result of the sentiment analysis [60]. It is an open-source text processing library written in Python, which provides an API for common NLP tasks such as part-of-speech tagging, noun phrase extraction, sentiment analysis, etc. Each word in the TextBlob lexicon contains the value of polarity, subjectivity and intensity. The value of polarity varies from -1 to 1. Fig. 2 portrays the working of sentiment analysis where classification of text is done in three classes positive, neutral, and negative.

3.2 Working

The proposed model extracts the features for training the prediction model by analyzing both historical as well as sentiment data. The tweets from Twitter are extracted through Tweepy API and then processed for sentiment analysis using TextBlob. After this, we extract the historical data from NSE India. Then a model is trained for stock market prediction using stock price data and sentiment score to predict the change in the stock market. Further, the stock price prediction is performed using LSTM by adding new features into the historical dataset. The features added in the dataset are the sentiment data classified into positive and negative classes and their respective percentages.
The proposed methodology for predicting the stock market movement through sentiment analysis is carried out in 5 phases as shown in Fig. 3 that describes the working of the proposed model. The 1st phase gathers the data for historical and sentiment analysis from NSE India and Twitter respectively. In the 2nd phase, the historical data is pre-processed. The data obtained from NSE and Twitter can’t be used in the prediction model as it is, hence few amendments are essential to incorporate the data. The historical data needs to be normalized into a certain range which would maintain the trend of the market as there may be instances where the data outlies a certain boundary and might totally change the outcome. Also, the data may contain null or missing values, therefore it is important to rectify them by using the mean of the data so the trend is not hampered. Regarding the sentiment data, it is essential to use the percentage values of the obtained tweets. Once the data is classified using TextBlob, the percentage of each class is computed and added to the data. The 3rd phase classifies the data collected from Twitter using Tweepy into 3 classes, positive, negative, and neutral using TextBlob. In the 4th phase, both sentiment data and historical data are merged into one common dataset for better calculations and enhancing efficiency. The 5th phase predicts the output (stock prices) with the help of the LSTM network.
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Figure 3: Working of HiSA-SMFM

4 Performance Evaluation

4.1 Experimental Set-up and Benchmark Dataset

The experiments for stock price prediction are conducted using 'Tata Motors dataset' to analyze the efficiency of the proposed HiSA-SMFM. In HiSA-SMFM, three features namely open price (historical), positive reviews (sentiment), and negative reviews (sentiment) from the integrated sentiment and historical data are taken into consideration for training the model. Furthermore, the outputs are compared with Deep Learning Prediction Model (DLPM) presented in [1] for validating the performance of the model.

4.1.1 Historical data

The historical data from Tata Motors in the Indian Stock Market is obtained from NSE (National Stock Exchange) India website. The data set contains data for 1 year out of which data for 9 months has been used as a training dataset and the remaining data of 3 months is used as the test dataset. The dataset contains various features like date, volume, closing price, opening price, highest price, lowest price, and adjusted closing price.

4.1.2 Sentiment data

For the sentiment analysis part, the sentiment data has been fetched from a world-renowned microblogging website, Twitter. Using one of the Twitter API known as Tweepy, tweets can be fetched by providing certain keywords. The API searches the entire database that Twitter possesses and returns the tweets related to that keyword. Once the data has been collected, a python library known as TextBlob is used to segregate the data into three classes positive, negative and neutral. The output of TextBlob is stored in the form of percentages for the various classes.
4.2 Experimental Results

The experiments are conducted on a different epoch sizes to measure the throughout performance of the model.

4.2.1 Real Vs Predicted Forecasting

Figs. 4 and 5 show the real vs predicted price with epoch size 5 of comparable DLPM [1] and proposed HiSA-SMFM individually. It is found that HiSA-SMFM predicts the stock market near to the real value which is far better than prediction by [1] since the training is performed by extracting multi-features from both historical as well as sentiment data in HiSA-SMFM.

Figure 4: Real vs predicted price with epoch size 5 of DLPM [1]

Figure 5: Real vs predicted price with epoch size 5 of HiSA-SMFM

Figs. 6 and 7 depict the real vs predicted price with epoch size 10 of comparable DLPM [1] and proposed HiSA-SMFM respectively. It is observed that the prediction of HiSA-SMFM is nearly same as the real value which is better than DLPM [1] since the integrated data of sentiment and historical is taken into account in HiSA-SMFM while historical data only is used in [1].

Figs. 8 and 9 portray the real vs predicted price with epoch size 15 of comparable DLPM [1] and proposed HiSA-SMFM relatively. It is observed that the prediction of HiSA-SMFM is much better than DLPM [1] where the real and predicted values are far away with each other. It is due to the reason of using both historical as well as sentiment data for prediction in proposed HiSA-SMFM that extract the more accurate pattern from the input dataset.
4.2.2 Accuracy

The accuracy of comparable DLPM [1] and proposed HiSA-SMFM is shown in Table 1 at epoch size 5, 10, 15 followed by evaluation of average accuracy of both the models. The accuracy are 91.58%, 95.41% at epoch size 5, 94.56% and 97.18% at epoch size 10 while 83.46% and 92.38% at epoch size 15 respectively for DLPM [1] and proposed HiSA-SMFM. The proposed model is found to be better than DLPM [1]. It is found that the trend remains the same even for different epoch sizes. HiSA-SMFM ensures a significant gain of 3.82%, 2.62%, and 8.92% over DLPM [1] for epoch sizes 5, 10, and 15 respectively. The results show that HiSA-SMFM attains a significant improvements compared to DLPM [1]. Further, DLPM [1] obtains an average accuracy of 89.87% while it is 94.99% for HiSA-SMFM. A gain
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Figure 9: Real vs predicted price with epoch size 15 of HiSA-SMFM

Table 1: Comparison of Accuracy at Various Epochs

| Epoch size | Model       | Accuracy |
|------------|-------------|----------|
| 5          | DLPM [1]    | 91.59%   |
|            | HiSA-SMFM   | 95.41%   |
| 10         | DLPM [1]    | 94.56%   |
|            | HiSA-SMFM   | 97.18%   |
| 15         | DLPM [1]    | 83.46%   |
|            | HiSA-SMFM   | 92.38%   |
| Average    | DLPM [1]    | 89.87%   |
|            | HiSA-SMFM   | 94.99%   |

of more than 5% is observed by the proposed model which proved HiSA-SMFM is better than state-of-the-artwork DLPM [1]. HiSA-SMFM ensures better performance over [1] since it considers three features namely open price (historical), positive reviews (sentiment), and negative reviews (sentiment) from integrated historical and sentiment data for training the model that helps in extracting the better pattern.

5 Conclusions and Future Directions

As the stock market is too uncertain, the investors must invest their money after assessing the affecting factors such as public reviews, historical data, and news events from social media websites. Many researchers have tried to devise prediction models using machine learning algorithms to predict the accurate prices of stocks using various tools and techniques, but have not been able to come up with the best possible solution. In this regard, this paper proposes a novel and efficient stock market forecasting solution. The proposed model utilized the LSTM algorithm to predict the future trend of the stock market. We analyzed and combined the features of historical and sentiment data and used the LSTM algorithm to predict the future trend. We used the opening price as a prediction feature for the historical data, and Tweepy to classify the tweets acquired from Twitter. We evaluated the performance of proposed model at different epoch sizes and compared it with state-of-the-artwork. It is found that the average accuracy of the proposed model is increased by more than 5% over the existing work which is a significant improvement.

The crucial challenge faced while conducting the research work was the extraction of the sentiment data or the financial news related to certain stocks from social media websites such as Twitter followed by pre-processing of it as per the model. There are chances that people may even post fake good/bad reviews related to a particular stock so that they can either uplift or downgrade their reputation. In the future, the hybrid/fusion models can be developed to overcome the above-mentioned challenge as these models can use different techniques to acquire and process sentiment data, news events, and historical data. Also, these models have the potential to use the capabilities of their individual components.
that will help in forecasting more accurate results. Apart from these, a company’s balance sheet or the cash flow can be considered as an important factors to forecast the stocks.
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