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By studying the zero-temperature and nonzero-temperature phase diagrams of the ferromagnetic spin-1 Bose-Hubbard model under an external magnetic field, we find that the competition between ferromagnetism and the quadratic Zeeman energy yields two superfluid phases, which feature discontinuous first-order phase transitions between them for a strongly spinor Bose gas such as \textsuperscript{7}Li, contrary to the corresponding continuum system.

I. INTRODUCTION

Ultracold atoms trapped in an optical lattice offer a unique research arena in which the physics of interacting quantum many-body systems can be explored with unprecedented controllability and precision \cite{1}. This is highlighted by the experimental realization of the superfluid to Mott-insulator phase transition \cite{2} in the Bose-Hubbard model \cite{3,4,5}. Recently, ultracold atoms with spin degrees of freedom have attracted considerable interest \cite{6,7}, due to the possibilities of simulating quantum magnetism and exploring the interplay between spatial and spin degrees of freedom \cite{8}. A minimal model for studying such physics is the spin-1 Bose-Hubbard model \cite{9}, which describes spin-1 atoms in optical lattices. The model can be either ferromagnetic or antiferromagnetic, depending on the sign of the spin-dependent interaction. While the antiferromagnetic spin-1 Bose-Hubbard model has extensively been studied \cite{10,11,12} because of their distinct properties such as an even-odd parity effect in the superfluid to Mott-insulator phase transition, the ferromagnetic spinor Bose-Hubbard model has been studied less extensively; this is presumably because without an external magnetic field the model exhibits saturated ferromagnetism over the entire zero-temperature phase diagram \cite{13}, and properties of the system are similar to those of spinless bosons.

However, in the presence of an external magnetic field, the competition between the quadratic Zeeman effect and the ferromagnetic interaction gives rise to rich phases \cite{7,8}. While the ferromagnetic spin-dependent interaction favors states with large magnetization, the positive quadratic Zeeman effect penalizes such spin states. In the continuum system, i.e., without optical lattices, this competition yields two superfluid phases with the continuous phase transition between them: the polar phase, in which all particles occupy the $\sigma = 0$ sublevel, and the broken-axisymmetry phase with vanishing transverse magnetization \cite{7,8,14,15}.

To the best knowledge of the present authors, the phase diagrams of ferromagnetic spin-1 lattice bosons in the presence of the quadratic Zeeman effect remains largely unexplored. There is a study on the unit-filling Mott-insulator phase \cite{16}; however, the interplay between spatial and spin degrees of freedom has yet to be studied. Experimental studies on the ferromagnetic spin-1 bosons have been carried out mainly with \textsuperscript{87}Rb, which has a very small spin-dependent interaction compared with spin-independent interaction. Quite recently, experimental efforts to realize spinor condensates of \textsuperscript{7}Li with a much larger spin-dependent interaction are underway \cite{17}, which motivates us to explore the physics of strongly spinor Bose gases.

In this paper, we study the zero-temperature and nonzero-temperature phase diagrams of the spin-1 ferromagnetic Bose-Hubbard model under an external magnetic field, and report discontinuous first-order phase transitions between two superfluid phases. It is known that for the ferromagnetic spin-1 Bose-Hubbard model without an external magnetic field, the ground state exhibits saturated ferromagnetism over the entire phase diagram, and phase transitions are continuous \cite{18,19}. In the presence of an external magnetic field, there are two superfluid phases: the polar superfluid phase and the broken-axisymmetry superfluid phase. We find that for the parameter region including the hyperfine spin-1 manifold of \textsuperscript{7}Li, the phase transitions between the broken-axisymmetry superfluid phase and the other phases are discontinuous for some part of the phase boundary, which makes a sharp contrast to the case without an external magnetic field. For \textsuperscript{7}Li, the discontinuous phase transition also occurs when the quadratic Zeeman energy is varied, contrary to the corresponding system without a lattice, in which the corresponding transition is predicted to be continuous on the basis of the mean-field theory for weak interaction \cite{7,8}.

The rest of the paper is organized as follows. In Sec. II, we introduce the model we consider, i.e., the spin-1 Bose-Hubbard model with an external magnetic field, and describe the method of the decoupling approximation, which we employ to analyze our model. The obtained zero-temperature and nonzero-temperature phase diagrams are shown in Sec. III, where we see discontinuous phase transitions between the two superfluid phases. Based on these results, in Sec. IV, we compare our results with previous studies, and discuss their physical implications. In Sec. V, we conclude the paper. In the Appendix, we describe some details of numerical calculations.
II. THE MODEL AND ANALYSES

A. The model

We consider spin-1 bosons loaded in an optical lattice with an arbitrary geometry. We denote by \( a_{i,\sigma} \) the annihilation operator of a boson at lattice site \( i \) and spin \( \sigma \in \{1, 0, -1\} \). The particle-number operators are defined by \( \hat{n}_{i,\sigma} := a_{i,\sigma}^\dagger a_{i,\sigma} \) and \( \hat{n}_i := \sum_\sigma \hat{n}_{i,\sigma} \), and the spin operators are defined by \( S^{(\alpha)}_i := \sum_{\sigma,\sigma'} \hat{c}_{\sigma,\sigma'}^\dagger a_{i,\sigma} a_{i,\sigma'} \) for \( \alpha = x, y, z \), where \( S^{(\alpha)}_i \) denotes elements of spin-1 matrices \( S^{(\alpha)} \) (for example, \( S^{(2)}_i = \sigma \delta_{\sigma,\sigma'} \)). We assume that an external magnetic field is applied along the quantization axis.

Our system is described by the standard spin-1 Bose-Hubbard model \( \mathcal{H} \) whose grand Hamiltonian is given by

\[
\mathcal{H} = -t \sum_{\langle i,j \rangle, \sigma} a_{i,\sigma}^\dagger a_{j,\sigma} + U_0 \sum_i \hat{n}_i (\hat{n}_i - 1) + U_1 \sum_i (S_i^z - 2\hat{n}_i) + \mu \sum_i \hat{n}_i,
\]

where \( \mu \) is the chemical potential, and \( \langle i,j \rangle \) means the sum over nearest neighbors. Here we distinguish \( \langle i, j \rangle \) from \( \langle i \rangle \) if \( i \neq j \). We assume the positive hopping amplitude \( t > 0 \), the repulsive interaction \( U_0 > 0 \), and the ferromagnetic spin-dependent interaction \( U_1 < 0 \) as is the case for the \( F = 1^{87}\text{Rb} \) and the \( F = 1^7\text{Li} \) (see table II of Ref. [8]). The coefficient \( q \) represents the quadratic Zeeman energy. The linear Zeeman energy can be ignored because the magnetization along the axis of the external magnetic field is conserved in this setting. Since we are interested in the competition between the quadratic Zeeman effect and the ferromagnetic interaction, we consider the case of \( q > 0 \), which holds true for various alkali atoms including \( 7\text{Li} \) and \( 87\text{Rb} \) with a static magnetic field.

B. The decoupling approximation

To analyze the system, we use the decoupling approximation \([21, 22]\), which is equivalent to the Gutzwiller variational ansatz \([23, 24]\). In this approximation, the hopping terms between different sites are decoupled as

\[
a_{i,\sigma}^\dagger a_{j,\sigma} = (a_{i,\sigma}^\dagger - \langle a_{i,\sigma}^\dagger \rangle) (a_{j,\sigma} - \langle a_{j,\sigma} \rangle) + \langle a_{i,\sigma}^\dagger \rangle a_{j,\sigma} + \langle a_{j,\sigma} \rangle a_{i,\sigma}^\dagger - \langle a_{i,\sigma} a_{j,\sigma}^\dagger \rangle + \sum_{\sigma' \neq \sigma} (a_{i,\sigma}^\dagger a_{j,\sigma} + \langle a_{j,\sigma} \rangle a_{i,\sigma}^\dagger - \langle a_{i,\sigma} a_{j,\sigma}^\dagger \rangle),
\]

where \( \langle \cdot \rangle \) represents the expectation value, and the term that is quadratic in the deviation from the expectation value is neglected in the second approximate equality. We assume that the state is spatially uniform so that \( \phi_\sigma := \langle a_{i,\sigma} \rangle \) is independent of sites. Then, different sites are decoupled and the problem reduces to a single-site problem with the grand Hamiltonian given by

\[
\hat{K}(\phi) = -zt \sum_\sigma (\phi_\sigma a_{\sigma}^\dagger + \phi_\sigma^* a_{\sigma} - |\phi_\sigma|^2) + \frac{U_0}{2} \hat{n} (\hat{n} - 1) + \frac{U_1}{2} (S^z - 2\hat{n}) + q (\hat{n}_1 + \hat{n}_{-1}) - \mu \hat{n},
\]

where we omit the subscript \( i \) for the lattice site, \( z \) is the number of nearest neighbors, which is assumed to be independent of the lattice site, and \( \phi := (\phi_1, \phi_0, \phi_{-1}) \).

The rationale behind the decoupling approximation is that, for both non-interacting \((U_0 = U_1 = 0)\) and insulating \((t = 0)\) limits, the corresponding ground states can be written as products of single-site states, and hence it is natural to expect that the decoupled Hamiltonian can describe the superfluid to Mott-insulator phase transitions well. This method has been widely used to study both scalar \([21, 23]\) and spin-1 Bose-Hubbard models \([10, 13, 14, 22]\), and the comparison with quantum Monte Carlo simulations shows that the decoupling approximation can correctly capture the qualitative features of the phase transition for both scalar and spinor cases \([20, 26–28]\). We note that the approximation is known to be exact for bosons in the limit of infinite dimensions, i.e., the model with infinite range hopping \([23]\).

An approximate ground state or an equilibrium state can be obtained as a self-consistent solution to the single-site problem described above. For an approximate ground state, we seek for a single-site vector \( \psi \) satisfying the following conditions: (1) \( \psi \) is the ground state of \( \hat{K}(\phi) \), and (2) \( \langle \psi, a_{\sigma}^\dagger \psi \rangle = \phi_\sigma \) holds for all \( \sigma \). For an approximate nonzero-temperature equilibrium state, we seek for a single-site density matrix \( \rho \) satisfying the following conditions: (1) \( \rho = e^{-\beta K(\phi)} / \text{Tr} \left[ e^{-\beta K(\phi)} \right] \), where \( \beta \) is an inverse temperature, and (2) \( \text{Tr}(\rho a_{\sigma}) = \phi_\sigma \) holds for all \( \sigma \).

This procedure is carried out numerically by iteratively obtaining a state from \( K(\phi) \), calculating \( \phi \) from the state, and plugging the obtained \( \phi \) into \( K \). To avoid being trapped by local solutions, we start the iteration from randomly chosen different initial values \( (\phi) \), and select the solution that has the lowest grand energy for the zero-temperature case or the lowest free energy \( J(\phi) := -\frac{1}{\beta} \log \text{Tr} \left[ e^{-\beta K(\phi)} \right] \) for the nonzero-temperature case. In performing the numerical calculation, we truncate the Hilbert space by assuming the particle number per site is equal to or below a prescribed value \( n_{\text{max}} \). (The specific values of \( n_{\text{max}} \) will be shown in Sec. [III]). Other details of the numerical calculation are shown in the appendix.

The self-consistent conditions can be paraphrased in terms of the grand-energy function \( E(\phi) := \min_\psi \langle \psi, \hat{K}(\phi) \psi \rangle \) for the zero-temperature case, or the free energy \( J(\phi) \) for the nonzero-temperature case. The superfluid order parameters \( \phi \) that satisfy the self-consistent condition are equivalent to stationary points.
of $E$ for the zero-temperature case, or $J$ for the non-zero-temperature case (see Sec. 3.1.1 of [29] for detail). Thus, $\phi$ corresponding to the approximate ground (or the thermal equilibrium) state can be identified with a minimum of $E(\phi)$ (or that of $J(\phi)$). This property will be used to clarify the discontinuous phase transitions.

III. PHASE DIAGRAMS

A. Zero-temperature phase diagrams

In this section, we discuss zero-temperature phase diagrams. In calculating results throughout this subsection, the maximum number of particles per site, $n_{\text{max}}$, is taken to be $n_{\text{max}} = 7$, which is confirmed to be sufficient for numerical convergence in the parameter regime studied here.

Figure 1 shows the obtained phase diagrams for $(U_1/U_0, q/U_0) = (-0.7, 0.1)$ and $(-0.005, 0.0085)$, where the former set of parameters are for $^7\text{Li}$ [18], and the latter for $^{87}\text{Rb}$ (see table 2 of [29]). No obtained ground states exhibit magnetization in the direction of the external magnetic field within numerical accuracy. In both cases, the phase diagram is significantly altered compared with the $q = 0$ case: there appear two superfluid phases. In the superfluid phase near to the Mott lobes, only the $\sigma = 0$ component shows superfluidity, which we identify as the polar superfluid phase. The other phase has three superfluid components, and possesses a non-zero transverse magnetization $M_{\text{tr}} := \sqrt{\langle S(x) \rangle^2 + \langle S(y) \rangle^2}$; hence we identify it as the broken-axisymmetry superfluid phase. With increasing $q$, the region of the polar superfluid phase expands, which is natural since positive $q$ penalizes the $\sigma = \pm 1$ components. Qualitatively the same behavior is obtained for different values of $U_1/U_0$.

Although the obtained $t - \mu$ phase diagrams for $^7\text{Li}$ and $^{87}\text{Rb}$ apparently look similar, a closer look reveals a few important differences. In Fig. 2 (a) and (b), we show the $t$ dependence of the order parameters $\phi_{\sigma}$ and $M_{\text{tr}}$, where the left and right scales refer to $\phi_{\sigma}$ and $M_{\text{tr}}$, respectively. For $^7\text{Li}$ (panel (a)), transitions between the broken-axisymmetry superfluid phase and the polar superfluid phase are discontinuous for some part of the boundary (see plots for $\mu/U_0 = 0.504, 0.756$). The transverse magnetization also jumps at the transition point. For $^{87}\text{Rb}$, we find no discontinuous phase transitions between two superfluid phases in the parameter region we have explored. Although we have discontinuous phase transition between the broken-axisymmetry superfluid phase and the Mott-insulator phase for both cases, this result should be interpreted with caution (See subsection IV A).

To confirm the discontinuous phase transitions and the accompanying metastability for $^7\text{Li}$, we calculate $E(\phi) := \min_{\psi} \langle \psi | K(\phi) \psi \rangle$ as a function of $\phi$. By assuming the inversion symmetry $|\phi_1| = |\phi_{-1}|$ and us-
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**FIG. 1.** Zero-temperature phase diagrams for (a) $(U_1/U_0, q/U_0) = (-0.7, 0.1)$ ($^7\text{Li}$) and (b) $(-0.005, 0.0085)$ ($^{87}\text{Rb}$). For both (a) and (b), the upper left and right panels show $|\phi_0|$ and $|\phi_1|$, respectively. ($|\phi_{-1}|$ is the same with $|\phi_1|$ within numerical errors.), and the lower left and right panels show the transverse magnetization $M_{\text{tr}}$, and the entire phase diagram, respectively. In the lower right panel, dashed lines indicate the slices taken in Fig. 2. “MI” stands for Mott-insulator, “SF” stands for superfluid, and “BA” stands for broken-axisymmetry. In the panels of the transverse magnetization, the white dashed curve shows the boundary calculated from the data of $\phi_1$, which coincides with the boundary across which $M_{\text{tr}}$ rises from zero. Contrary to the case without the quadratic Zeeman effect, there are two (polar and broken-axisymmetry) superfluid phases, and the lower-left plot shows that the transverse magnetization arises in the broken-axisymmetry superfluid phase. The magnetization parallel to an applied magnetic field $\langle S^{(z)} \rangle$ is always zero within numerical accuracy.
ing a global phase multiplication and a rotation around the z-axis, we can restrict ourselves to the case with $\phi = (|\phi_1|e^{i\theta}, |\phi_0|, |\phi_1|e^{i\phi})$, where $\theta \in \mathbb{R}$. Plotted in Fig. 2 (c) is $E(\phi)$ as a function of $|\phi_1|$ and $|\phi_0|$, where the minimum with respect to $\theta$ has already been taken. We can see two local minima, which implies the metastability and the ensuing discontinuous phase transition.

Next, we consider the transition due to a change in $q$. Figure 3 shows the $q$-dependence of the order parameter $\phi_\sigma$ and that of the transverse magnetization, which shows the discontinuous transition between the broken-axisymmetry superfluid phase and the polar superfluid phase.

So far, we have seen that within our approximation scheme of the decoupling approximation the spin-1 Bose-Hubbard model with the quadratic Zeeman energy exhibits discontinuous phase transitions between the broken-axisymmetry superfluid phase and the other (polar and Mott-insulator) phases. Based on this observation, in Fig. 4 we show the phase boundaries obtained by the binary search method described in the appendix. It can be seen that the discontinuous phase transitions occur only when the transition points are close to the Mott-insulator phase.

**B. Nonzero-temperature phase diagram**

In this subsection, we show the results for the nonzero-temperature case, and compare them with those for the zero-temperature case. For sufficiently low temperature, we see that the system exhibits qualitatively the same behavior as the zero-temperature, i.e., the two superfluid phases and discontinuous phase transitions between them. However, we also see that with the increase of temperature, the region of discontinuous phase transitions shrinks, and finally disappears. The implication of this section on experiments will be discussed in Sec. IV, C. Throughout this section, we consider smaller particle-number densities compared with the previous section to decrease the numerical cost. For that aim, we take $\mu$ to be small compared with that used in the previous section, and set $n_{\text{max}} = 5$ and $(U_1/U_0, q/U_0) = (-0.7, 0.02)$. The choice $n_{\text{max}} = 5$ is confirmed to be sufficient.

Figure 4 shows the obtained observables and the phase diagram in the $t-\mu$ plane, where the temperature is $k_B T/U_0 = 0.02$. Similar to the zero-temperature case, the system shows two superfluid phases, i.e., the polar superfluid phase and the broken-axisymmetry phase.

Figures 5 and 6 show the dependences of the order parameters $\phi_\sigma$ and the transverse magnetization $M_{tr}$ on the hopping amplitude $t$ and the quadratic Zeeman energy $q$. 

---

**FIG. 2.** (a) and (b) : Dependences of order parameters on the hopping amplitude $t$ for fixed chemical potential $\mu$. The left scale shows the magnitude of superfluid order parameters $|\phi_\sigma|$, and the right one shows the transverse magnetization $M_{tr}$. The parameters used are (a) $U_1/U_0 = -0.7$, $q/U_0 = 0.1$, and (b) $U_1/U_0 = -0.005$, $q/U_0 = 0.0085$. For phase transitions between the polar and broken-axisymmetry superfluid phases, the panels in (a) show discontinuous phase transitions, while panels in (b) show continuous phase transitions. Discontinuous phase transitions between the broken-axisymmetry superfluid phase and the Mott-insulator phase should be interpreted with caution (see the text for details). (c) : Dependence of the grand-energy function $E(\phi) := \min_{\psi} (\langle\psi|K(\phi)|\psi\rangle$ on $|\phi_0|$ and $|\phi_1|$, where, by the assumption of the inversion symmetry $|\phi_1| = |\phi_{-1}|$, $\phi$ can be written as $|\phi_1|e^{i\theta}, |\phi_0|, |\phi_1|e^{i\phi})$ and the minimum with respect to $\theta$ has already been taken numerically. White circles indicate global minima. For clarity, values above a given threshold value are not plotted, and the grayscale bars are shown in an arbitrary unit. It can be seen that there are two local minima, indicating the metastability and the ensuing discontinuous phase transition. The parameters used are $U_1/U_0 = -0.7$, $q/U_0 = 0.1$ and $\mu/U_0 = 0.756$. 

---
FIG. 3. Superfluid order parameters (left scale) and transverse magnetization (right scale) as functions of $q/U_0$ for $U_1/U_0 = -0.7$, $zt/U_0 = 0.0372$, and $\mu/U_0 = 0.819$. The discontinuous phase transition occurs at $q/U_0 \simeq 0.116$. The inset shows the grand-energy function $E(\phi)$ as a function of $\phi_0$ and $|\phi_1|$, which signifies the metastability (see the caption of figure 2 for detail).

FIG. 4. The $t - \mu$ zero-temperature phase diagram for $(U_1/U_0, q/U_0, k_B T/U_0) = (-0.7, 0.1)$, where the phase boundaries are determined by the binary search algorithm described in the appendix. White circles show the boundary across which continuous phase transitions occur, while black circles show the boundary across which discontinuous phase transitions occur. It can be seen that discontinuous phase transitions between two superfluid phases occur when the boundary is close to the Mott lobes.

It can be seen that we have discontinuous phase transitions between the two superfluid phases. In the inset in each figure, where we plot the thermodynamic potential $J(\phi)$, the presence of multiple local minima indicates the metastability and the accompanying discontinuous phase transition.

FIG. 5. Nonzero-temperature equilibrium phase diagrams for $(U_1/U_0, q/U_0, k_B T/U_0) = (-0.7, 0.02, 0.02)$ ($^7$Li). Upper left: $|\phi_0|$, upper right: $|\phi_1|$, lower left: transverse magnetization $M_{tr}$, where the white dashed curve shows the boundary obtained from the data of $\phi_1$, which coincides with the boundary across which $M_{tr}$ arises from zero, and lower right: the entire phase diagram, where SF stands for superfluid. The magnetization parallel to the applied magnetic field is always zero (within numerical accuracy).

Finally, we examine how the temperature affects the nature of phase transitions in this system. Figure 8 shows the $t - \mu$ phase diagrams obtained by the binary search algorithm described in the Appendix. The temperature is varied between 0 (upper left panel) and $k_B T/U_0 = 0.05$ (lower right panel). For a sufficiently low temperature, the phase diagram is similar to that of the zero-temperature case, where we can see two superfluid phases and the normal Bose liquid phase, and discontinuous phase transitions occur between the two superfluid phases, when the boundary is close to the normal Bose liquid phase. However, by raising the temperature, the regions of discontinuous phase transition shrink and finally disappear, i.e., phase transitions between different phases become continuous.

IV. DISCUSSIONS

A. On the Mott-insulator phase

Although our calculation shows that the Mott phase has no magnetization and that the phase transitions between the Mott insulator phase and the broken-axisymmetry superfluid phase are discontinuous, this result should be interpreted with caution. This is because the decoupling approximation cannot treat spin fluctuations in the Mott-insulator phase correctly, which can be seen from the decoupled grand Hamiltonian (4): in the
FIG. 6. Superfluid order parameters (left scale) and transverse magnetization (right scale) as functions of $zt/U_0$ at nonzero temperature. A discontinuous phase transition occurs at $zt/U_0 \approx 0.094$. The inset shows the thermodynamic potential $J(\phi)$, which signifies the metastability (see the caption of Fig. 2 for detail). Parameters are $U_1/U_0 = -0.7$, $q/U_0 = 0.02$, $\mu/U_0 = 0.13$, and $k_B T/U_0 = 0.02$.

FIG. 7. Superfluid order parameters (left scale) and transverse magnetization (right scale) as functions of $q/U_0$ at nonzero temperature. A discontinuous phase transition occurs at $q/U_0 \approx 0.0256$. The inset shows the thermodynamic potential $J(\phi)$, which signifies metastability (see the caption of Fig. 2 for detail). Parameters are $U_1/U_0 = -0.7$, $zt/U_0 = 0.095$, $\mu/U_0 = 0.13$, and $k_B T/U_0 = 0.02$.

Mott-insulator phase with $\phi_\sigma = 0$, the effect of hopping $t$ is completely ignored, and it is this hopping term that gives rise to various spin orders in the Mott-insulator phase [9].

A previous study treated the unit-filling Mott-insulator phase by an effective spin model and a field theory [17], which shows that, inside the Mott lobe, there are two phases, namely, the XY-FM phase and the Ising nematic phase, where the rotational symmetry around an applied external magnetic field is broken in the former phase, but not in the latter phase. The presence of such a phase transition inside a Mott lobe suggests that the discontinuous phase transition from the Mott-insulator phase to the broken-axisymmetry superfluid phase predicted in our calculation might be an artifact of the decoupling approximation.

B. Comparison with previous results on spin-1 bosons

We have found that the ferromagnetic spin-1 bosons in optical lattices can exhibit, in addition to the Mott-insulator phase, two superfluid phases and that discontinuous phase transitions occur between these two superfluid phases when the hopping amplitude and the quadratic Zeeman energy are varied. The presence of two superfluid phases is expected from previous studies on ferromagnetic spin-1 bosons without a lattice [7, 8] on the basis of mean-field theory for weak interactions. However, the discontinuous phase transition we have found for the lattice system is in clear contrast to the prediction for the system without a lattice; in fact, mean-field analyses for the latter system predict continuous phase transitions between these two superfluid phases.
We note that discontinuous phase transitions between two superfluid phases occur only when the boundary is close to the Mott-insulator phase, and that continuous phase transitions occur when the hopping is so large that the boundary is far from the Mott-insulator phase. This is consistent with the fact that the corresponding phase transitions are continuous for weakly interacting bosons, in which almost all the particles participate in the superfluidity. It also suggests that the presence of a considerable portion of the non-superfluid component is crucial for the occurrence of discontinuous phase transitions, highlighting the role of the interplay between the spatial degrees of freedom and the spin degrees of freedom.

C. Possible experimental situation

The discontinuous phase transitions between two superfluid phases predicted in our calculation should be experimentally observed by examining the presence of hysteresis, as was recently reported for the antiferromagnetic spin-1 bosons in an optical lattice \cite{13}.

First, we note that for the three-dimensional cubic lattice the model parameters can be expressed as (see Eqs. (23) and (57) in \cite{6})

\begin{align}
U_0 &= 4\sqrt{\frac{2\pi}{E_R}} \frac{a_0 + 2a_2}{3\lambda}, \quad (5) \\
U_1 &= 4\sqrt{\frac{2\pi}{E_R}} \frac{a_2 - a_0}{3\lambda}, \quad (6) \\
t &= \frac{4}{\sqrt{\pi}} E_R x^{3/4} e^{-2\sqrt{\pi}}, \quad (7)
\end{align}

where $x \equiv V_0/E_R$, $a_0$ and $a_2$ are the $s$-wave scattering lengths of the total spin-0 and 2 channels, respectively, the optical lattice potential is expressed as $U_L(r) = V_0 \sum_i \sin^2(k_i \cdot r)$ with $k_i := k_e i$ and $e_i$ being the unit vector in the direction $i$, $\lambda := 2\pi/k$, and $E_R := \hbar^2 k^2/(2M)$ is the recoil energy with $M$ being the mass of the bosonic atom.

For $^7\text{Li}$, we have $a_0 = 39.1 a_B$ and $a_2 = 4.9 a_B$ \cite{13}, where $a_B$ is the Bohr radius, and $\lambda = 1064$nm. We should take $x \sim 20$ to ensure $zt/U_0 \sim 0.1$.

Because the magnetization parallel to an applied magnetic field is conserved and hence the linear Zeeman effect can be gauged out, the quadratic Zeeman energy can easily be tuned with an external magnetic field. For example, for $^7\text{Li}$ in the three-dimensional cubic lattice, $q/U_0 \approx 0.1$ corresponds to $B \sim 0.6G$.

As for the temperature, the results in subsection III B indicate that the system should be cooled down to as low as $k_B T/U_0 \sim 0.3$, which gives $T \sim 3 \text{nK}$ for $^7\text{Li}$ in the three-dimensional cubic lattice.

V. CONCLUSION

We have obtained the zero-temperature and non-zero-temperature phase diagrams of the spin-1 Bose-Hubbard model with the quadratic Zeeman energy. Our calculation shows the presence of two distinct superfluid phases, i.e., the broken-axisymmetry superfluid phase and the polar superfluid phase, and the discontinuous phase transitions between them for zero temperature and sufficiently low temperature.

We stress that although the discontinuous superfluid to Mott-insulator phase transitions are known for antiferromagnetic lattice bosons, in this paper we found discontinuous phase transitions between superfluid phases, which makes a sharp contrast to the corresponding system without a lattice. We hope that our results could be a quantitative guide for further Monte Carlo and experimental studies of ferromagnetic spin-1 bosons.
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Appendix: Details of the numerical calculations

1. Matrix elements

In performing the numerical calculations, we need matrix elements of $\hat{K}(\phi)$ with respect to a specific set of basis. As our basis, we take local (i.e. single-site) Fock states $\Phi_n$, where $n = (n_1, n_0, n_{-1})$, and obtain the following expressions for the matrix elements:

\begin{align}
&\langle \Phi_n, -zt \sum_{\sigma} (\phi_{\sigma} a_{n-1}^{\dagger} + \phi_{\sigma}^* a_{n-1} - |\phi_{\sigma}|^2) \Phi_{n'} \rangle \\
&= -zt \sum_{\sigma} \left( \sqrt{n_{\sigma}} \phi_{\sigma} \delta_{n-\epsilon_{\sigma},n'} + \sqrt{n_{\bar{\sigma}}} \phi_{\bar{\sigma}}^* \delta_{n+\epsilon_{\bar{\sigma}},n'} \right) -|\phi_{\sigma}|^2 \delta_{n,n'}, \quad (A.1)
\end{align}

\begin{align}
&\langle \Phi_n, \left[ \frac{U_0}{2} \hat{n}(\hat{n} - 1) + q(\hat{n}_1 + \hat{n}_{-1}) - \mu \hat{n} \right] \Phi_{n'} \rangle \\
&= \left[ \frac{U_0}{2} n(n-1) + q(n_1 + n_{-1}) - \mu n \right] \delta_{n,n'}. \quad (A.2)
\end{align}
where the value of parameter ranges we considered. Then, we can use bi-
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\[ \text{Theodor W. Hänsch and Immanuel Bloch, Quantum} \]
\[ \text{phase transition from a superfluid to a Mott insulator in a gas of ultracold atoms, Nature 415, 39 (2002).} \]
\[ \text{Matthew P. A. Fisher, Peter B. Weichman, G. Grinstein, and Daniel S. Fisher, Boson localization and the} \]
\[ \text{superfluid-insulator transition, Phys. Rev. B 40, 546} \]
\[ \text{3. Some remarks on the nonzero-temperature case} \]
\[ \text{Here, we describe a numerical trick used in the calculations for the nonzero-temperature case.} \]
\[ \text{Let } U \text{ be a Hermitian matrix which diagonalizes } \hat{K}(\phi) \text{ as } U \hat{K}(\phi)U = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_d), \text{ where } d \text{ is the dimension of the Hilbert space, which is finite because we truncate the Hilbert space by limiting the maximum number of particles per site to } n_{\text{max}}. \text{ Then, the expectation value of an operator } O \text{ is} \]
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\[ \left(A.4\right) \]
\[ \text{and the free energy is} \]
\[ J = -\frac{1}{\beta} \log \left( \sum_{i=1}^{d} e^{-\beta \lambda_i} \right). \]  
\[ \left(A.5\right) \]
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\[ \left(A.6\right) \]
\[ \text{and} \]
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