Effects of Alignment Activity on the Collapse Kinetics of a Flexible Polymer
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Dynamics of various biological filaments can be understood within the framework of active polymer models. Here we consider a bead-spring model for a flexible polymer chain in which the active interaction among the beads is introduced via an alignment rule adapted from the Vicsek model. Following a quench from the high-temperature coil phase to a low-temperature state point, we study the coarsening kinetics via molecular dynamics (MD) simulations using the Langevin thermostat. For the passive polymer case the low-temperature equilibrium state is a compact globule. Results from our MD simulations reveal that though the globular state is also the typical final state in the active case, the nonequilibrium pathways to arrive at such a state differ from the passive picture due to the alignment interaction among the beads. We notice that deviations from the intermediate “pearl-necklace”-like arrangement, that is observed in the passive case, and the formation of more elongated dumbbell-like structures increase with increasing activity. Furthermore, it appears that while a small active force on the beads certainly makes the coarsening process much faster, there exists nonmonotonic dependence of the collapse time on the strength of active interaction. We quantify these observations by comparing the scaling laws for the collapse time and growth of pearls with the passive case.

I. INTRODUCTION

Active matter systems have received much attention in the past few decades [1,2]. Compared to passive matter, the most distinguishing feature is their ability to self-propel and perform work either by consuming their internal energy or by drawing energy from the environment: Active matter is inherently out-of-equilibrium. As a consequence, active macro- and micro-organisms can form exotic large-scale patterns within which highly organized and coherent motion of the constituents is visible. For instance, certain active or dynamic interactions alone can lead to flocking behavior [3,4], which is analogous to vapor-liquid transitions in passive systems [5,6]. Understanding the dynamics of active matter is hence of relevance for a wide variety of fields ranging from biology to society.

While the phenomenology of active particle systems is well explored [1,22], active polymers have been considered only more recently [23–33]. Here, interest primarily focused on the dynamics of the collective behavior [23,24,28], but to date still relatively little is known on the kinetics of the collapse transition of a single active polymer and the emerging structures during the associated coarsening process. For passive polymers, on the other hand, along with the equilibrium aspects of this transition [34–37], the latter nonequilibrium phenomena [38,39] have been studied extensively for many years. By exploiting the analogy to particle and spin systems [45,48], various scaling properties of nonequilibrium statistical physics have been established with a fair degree of quantitative accuracy (for a recent review, see Ref. [46]). Typically these studies were performed by quenching a polymer from its high temperature extended coil state to a low temperature, and then monitoring its relaxation towards the compact globular state. This relaxation occurs via an interesting pathway which is also of relevance for the dynamics of protein folding [49,50] or the structural organization of chromatin [51]. Thus, understanding the nonequilibrium pathway as well as various scaling laws associated with this coil-globule transition has wide spread importance.

Amongst a few phenomenological descriptions of the collapse kinetics, the “pearl-necklace” picture of Halperin and Goldbart [39] is quite well accepted and has been observed in coarse-grained as well as in all-atom polymer models [38,40,42,44,52]. The collapse starts with the formation of a few small clusters (‘pearls’) along the chain which grow by withdrawing monomers from the chain connecting them, eventually making the chain stiffer. Then, in the subsequent coarsening stage, these clusters coalesce with each other to form larger ones until a single cluster forms. In the final stage, the monomers within this cluster rearrange to form a compact globule, compatible with a minimum surface energy [53]. Two main interests in this problem are to elucidate the scaling of collapse time and the growth of the average size of the clusters which is a measure of the relevant length scale of the coarsening process.

Whereas these aspects of the nonequilibrium kinetics are quite well understood for lattice and off-lattice models of passive polymers [38,41,46], for active polymers there have been only recent computational efforts within Langevin or Brownian dynamics frameworks, with added
self-propulsion through an extra active force term \[21\, 30\]. For instance, Bianco et al. \[20\] have observed in Brownian dynamics simulations an activity induced collapse transition of a single polymer. In experiments also, filaments with active elements are being realized, e.g., by joining chemically synthesized artificial colloid or Janus particles via DNAs \[16\, 31\, 32\]. External magnetic or electric fields can make them motile by providing phoretic motions of different types \[32\, 33\].

Inspired by these developments, here we consider a model of an active polymer in space dimension \(d = 3\). In this model, each bead of a flexible bead-spring polymer chain \[42\, 43\, 54\], an “active” element is added. The activity is introduced via the well known Vicsek model \[6\, 10\, 11\]. According to the general framework of this model, the beads intend to align their velocities with the average directions of their neighbors. In absence of the activity, the polymer chain is referred to as a “passive” one. The objective of this study is to quantify the effect of activity, the polymer chain is referred to as a “passive” one. The unit mass, is unity for all the beads, \(\gamma\) is the drag coefficient, for which we choose \(\gamma = 1\), \(k_B\) is the Boltzmann constant, value of which is set to unity, and \(\epsilon/k_B\) is the quench temperature, measured in units of \(\epsilon/k_B\). The total energy \(U_i\) contains contributions from LJ (\(V_{\text{LJ}}\)) and FENE (\(V_{\text{FENE}}\)) potentials. In Eq. (4) \(\hat{\Lambda}(t)\) denotes Gaussian random noise with zero mean and unit variance. This is Delta correlated over space and time as

\[\langle \Lambda_{ji}(t)\Lambda_{ji}(t') \rangle = \delta_{tt'} \delta(t-t'), \]

where \(i, j\) are the particle indices and \(\mu, \nu\) correspond to the cartesian coordinates. Time \(t\) in our simulations has been measured in units of \(\tau_0 = \sqrt{\sigma^2/\epsilon}\.\) We have chosen the time step of integration \(\delta t\) as \(5 \times 10^{-3}\) in units of \(\tau_0\). Solution of Eq. (1) as a function of time provides the dynamics of the passive polymer.

Now we describe how the activity is incorporated in the Vicsek manner \[6\, 8\, 11\]. At each MD step, the velocity for the \(i\)-th bead (\(\vec{v}^\text{pas}_i(t+\delta t)\)), obtained from Eq. (4), is modified by an additional force \(\vec{f}_i\)

\[\vec{f}_i = f_A \bar{v}^\text{avg}_i, \]

where \(f_A\) is a constant that measures the strength of the active force. For the passive polymer \(f_A = 0\). The unit vector \(\bar{v}^\text{pas}_i\) represents the average direction of the velocities of the neighboring beads within a certain radius \(r_v\) around the bead \(i\) and is calculated as

\[\bar{v}^\text{avg}_i = \frac{\sum_j \vec{v}_j}{|\sum_j \vec{v}_j|}, \]

for the polymer. A purely repulsive potential (e.g., of Weeks-Chandler-Andersen form \[55\]) cannot provide us a globular state. For advantages in the numerical simulations the LJ potential has been truncated and shifted at \(r_c = 2.5\sigma\) such that the non-bonded pairwise interaction becomes \(34\)

\[V_{\text{NB}}(r) = \begin{cases} V_{\text{LJ}}(r) - V_{\text{LJ}}(r_c) - (r-r_c)\frac{dV_{\text{LJ}}}{dr}|_{r=r_c} & r < r_c, \\ 0 & \text{otherwise}. \end{cases} \]

This modified potential should provide the same qualitative behavior as \(V_{\text{LJ}}\) and is also continuous and differentiable at \(r = r_c\).

The dynamics of this polymer model has been studied via molecular dynamics (MD) simulations using the standard velocity-Verlet integration scheme \[56\]. To keep the temperature for the polymer constant at the quenched value, we employ the Langevin thermostat. Thus, for each bead we solve the equation

\[m_i \ddot{\vec{r}}_i = -\nabla U_i - \gamma \dot{\vec{r}}_i + \sqrt{2\gamma k_B T} \hat{\Lambda}_i(t), \]

where \(m_i = m\), the mass, is unity for all the beads, \(\gamma\) is the drag coefficient, for which we choose \(\gamma = 1\), \(k_B\) is the Boltzmann constant, value of which is set to unity, and \(T\) is the quench temperature, measured in units of \(\epsilon/k_B\). The total energy \(U_i\) contains contributions from LJ (\(V_{\text{LJ}}\)) and FENE (\(V_{\text{FENE}}\)) potentials. In Eq. (4) \(\hat{\Lambda}(t)\) denotes Gaussian random noise with zero mean and unit variance. This is Delta correlated over space and time as

\[\langle \Lambda_{ji}(t)\Lambda_{ji}(t') \rangle = \delta_{tt'} \delta(t-t'), \]

where \(i, j\) are the particle indices and \(\mu, \nu\) correspond to the cartesian coordinates. Time \(t\) in our simulations has been measured in units of \(\tau_0 = \sqrt{ma^2/\epsilon}\.\) We have chosen the time step of integration \(\delta t\) as \(5 \times 10^{-3}\) in units of \(\tau_0\). Solution of Eq. (1) as a function of time provides the dynamics of the passive polymer.

Now we describe how the activity is incorporated in the Vicsek manner \[6\, 8\, 11\]. At each MD step, the velocity for the \(i\)-th bead (\(\vec{v}^\text{pas}_i(t+\delta t)\)), obtained from Eq. (4), is modified by an additional force \(\vec{f}_i\)

\[\vec{f}_i = f_A \bar{v}^\text{avg}_i, \]

where \(f_A\) is a constant that measures the strength of the active force. For the passive polymer \(f_A = 0\). The unit vector \(\bar{v}^\text{pas}_i\) represents the average direction of the velocities of the neighboring beads within a certain radius \(r_v\) around the bead \(i\) and is calculated as

\[\bar{v}^\text{avg}_i = \frac{\sum_j \vec{v}_j}{|\sum_j \vec{v}_j|}, \]

for the polymer. A purely repulsive potential (e.g., of Weeks-Chandler-Andersen form \[55\]) cannot provide us a globular state. For advantages in the numerical simulations the LJ potential has been truncated and shifted at \(r_c = 2.5\sigma\) such that the non-bonded pairwise interaction becomes \(34\)

\[V_{\text{NB}}(r) = \begin{cases} V_{\text{LJ}}(r) - V_{\text{LJ}}(r_c) - (r-r_c)\frac{dV_{\text{LJ}}}{dr}|_{r=r_c} & r < r_c, \\ 0 & \text{otherwise}. \end{cases} \]

This modified potential should provide the same qualitative behavior as \(V_{\text{LJ}}\) and is also continuous and differentiable at \(r = r_c\).
in which we choose \( r_v = r_c \). Due to the active force the velocity of the \( i \)-th bead gets modified to \( \vec{v}_i^* \) as

\[
\vec{v}_i^*(t + \delta t) = \vec{v}_i^{\text{pas}}(t + \delta t) + \frac{\vec{f}_i}{m_i} \delta t. \tag{8}
\]

When applied in this manner, the active force would change the direction as well as the magnitude of the velocity, which may alter the temperature felt by the polymer. As the role of Vicsek activity [6] is only to change the direction of the velocities of the beads, we need to rescale the magnitude of \( \vec{v}_i^* \) to its passive value leading to the final velocity [10]

\[
\vec{v}_i(t + \delta t) = |\vec{v}_i^{\text{pas}}(t + \delta t)| \hat{\vec{n}}_i, \tag{9}
\]

where \( \hat{\vec{n}}_i \) is the unit vector of \( \vec{v}_i^* \) emerging from Eq. (8). Increase of the strength of \( \vec{f}_i \), i.e., the activity, by varying the value of \( f_A \), as defined in Eq. (9), is expected to help the velocities of the beads to align themselves more rapidly.

For both passive and active cases, the initial configurations have been prepared at high temperatures where the polymer is in an extended coil state. For studying the nonequilibrium dynamics the polymer is quenched to a temperature \( T_f = 0.5 \), which is below the coil-globule transition temperature \( (T_g) \) for the passive case [15]. We studied polymer chains with the number of beads \( N \) varying over a wide range between 32 and 512. In each of the cases, all the presented data are averages over 500 independent initial realizations (initial conditions and thermal noise).

### III. RESULTS

In Fig. 1 we show snapshots that were recorded during the evolution of a polymer chain towards its collapsed states. There we have included results from the passive \((f_A = 0)\) as well as active cases \((f_A = 0.5 \text{ and } 4)\). In all the cases we have started with the same coil conformation shown at the top \((t = 0)\). With increasing time, the sequence of events for \( f_A = 0 \) and 0.5 are consistent with the “pearl-necklace” model of Halperin and Goldbart [39]. It appears that for \( f_A = 0.5 \) coarsening occurs faster. Whereas for the passive polymer there exist a few clusters at \( t = 400 \), the chain with \( f_A = 0.5 \) has already fully collapsed.

For the highest activity \( f_A = 4 \), the structures at intermediate times (say, \( t = 50 \) or 100) look somewhat different than those for smaller \( f_A \). For \( f_A = 4 \), even though the morphology has similarity with the “pearl-necklace” picture, the conformations appear stiffer and elongated. There exists another interesting feature, at late time: a dumbbell-like conformation persists for a rather long time, before the clusters at the two ends finally coalesce to form a single globule. Also, this globule has an elongated or sausage-like structure. This is unlike other cases for which the final structure is more spherical. Here we should mention that the overall relaxation time for arriving at the sausage structure, for \( f_A = 4 \), has a rather broad distribution, as will be shown later.

Before going for the more quantitative analysis to compare the relaxation times among the different \( f_A \) values, we will first discuss the main effect of the increasing activity among the beads. For this, following Ref. [6], we calculate the velocity order parameter,

\[
v_a = \frac{|\sum_{i=1}^{N} \vec{v}_i|}{\sum_{i=1}^{N} |\vec{v}_i|}, \tag{10}
\]

where \( \vec{v}_i \) denotes the velocity of the \( i \)-th bead. In Fig. 2a we show the time dependence of \( v_a \) for different values of \( f_A \) using polymers of length \( N = 512 \). Clearly, for the passive case \( v_a \) remains at a constant value close to zero throughout. For nonzero \( f_A \), \( v_a \) saturates at values that increase with \( f_A \). When \( f_A \) is very high, say, for \( f_A = 4 \), \( v_a \) exhibits a rapid increase at early time. The data for this case is shown in Fig. 2b on a semi-log scale, over a longer range. Clearly a two-step saturation is visible. This is consistent with what one can read off from Fig. 1. There, for \( f_A = 4 \), the dumbbell starts forming at \( t = 300 \), matching with the arrival of the first plateau in Fig. 2b. Following this, as the two clusters remain separated, the value of \( v_a \) does not alter much. Much later, when the two clusters come closer, assisted by thermal fluctuations and the attraction among the monomers, \( v_a \) starts increasing again. This fact, perhaps, indicates that the velocity alignments among the beads start earlier than the coarsening in the density field. More quantitative information on this will be provided later.

The rest of the section we divide into two parts. In the first subsection we discuss results related to the relaxation times. The second one is devoted to the results on growth kinetics of clusters.

#### A. Relaxation times and associated scaling

To quantify the relaxation time for the coil-globule transitions it is important to have ideas about the radius of gyration of a polymer:

\[
R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (\vec{r}_{c m} - \vec{r}_i)^2. \tag{11}
\]

Here \( \vec{r}_{c m} \) is the center-of-mass of the polymer, given by

\[
\vec{r}_{c m} = \frac{1}{N} \sum_{i=1}^{N} \vec{r}_i. \tag{12}
\]
FIG. 1. Snapshots obtained at different times during the evolution, are shown for the collapse of a polymer with $N = 512$. We have included results for the passive ($f_A = 0$) as well as the active cases ($f_A = 0.5$ and $4$). The times are mentioned below each of the conformations.

In Fig. 3(a) we show plots of the average squared radius of gyration, $\langle R_g^2 \rangle$, versus time, for different chain lengths $N$, by fixing $f_A$ to zero. The angular brackets $\langle \ldots \rangle$ represent an average over different initial configurations and time evolutions. The decay to the final or steady state value appears to occur later for longer chain lengths. In fact, as we will see later, it becomes slower as well. We fit our data sets with the ansatz

$$\langle R_g^2(t) \rangle = b_0 + b_1 \exp[-(t/\tau_c)^\beta],$$

where $b_0$ is the value of $\langle R_g^2(t \to \infty) \rangle$ in the collapsed state of the polymer, $\tau_c$ is the relaxation time for approaching the latter state, and $b_1$ and $\beta$ are other adjustable or fitting parameters, with $b_1$ being related to the value of $\langle R_g^2 \rangle$ at $t = 0$. The solid lines in this figure
FIG. 2. (a) Plot of $v_a$, the order parameter, as a function of time for different values of $f_A$, with $N = 512$. (b) The same plot for $f_A = 4$ as in (a) over a much longer time period on a semi-log scale.

FIG. 3. (a) Average squared radius of gyration, $\langle R_g^2 \rangle$, versus $t$, for three different polymer lengths, as mentioned in the figure, for $f_A = 0$. Notice the delayed decay with the increase of the chain length. The solid lines show fits using the functional form \((13)\). (b) Same as (a) for $f_A = 0.5$.

represent best fits of the ansatz \((13)\) to the simulation data. Figure 3(b) contains results for $f_A = 0.5$. In each of these frames we have included analysis for three different chain lengths. For both the values of $f_A$, a common trend is observed: $\tau$ increases with the increase of $N$.

The values, as well as the order of the errors, of the fitting parameters, for $f_A = 0$, obtained by using Jackknife resampling techniques \([57]\), are quoted in Table I. There we have included the values of the parameters for a few more chain lengths, in addition to those shown in Fig. 3(a). For nonzero $f_A$ also, the relaxation is well described by the exponential form \((13)\). The corresponding values of the fitting parameters for $f_A = 0.5$ are compiled in Table II.

To obtain an idea about the trend of relaxation with the variation of $f_A$, in Fig. 4 we plot $\langle R_g^2 \rangle$ as a function of time, for several values of $f_A$, by fixing the chain length at $N = 512$. Unless otherwise mentioned, from now onwards, we will use this value of $N$. As previously pointed out, there exists nonmonotonicity in the dependence of $\tau$ on $f_A$. Compared to the $f_A = 0$ case, for which the globule forms earlier than in the passive case, the process becomes slower when the activity becomes much higher. Figure 4 reveals another interesting fact: it can be convincingly concluded that the chain gets more elongated for $f_A = 4$ in the early period of evolution. Thus, it is not possible to fit the entire range of the data with the ansatz \((13)\) that assumes a monotonic decay.

In Eq. \((13)\) $\beta = 1$ implies a simple exponential decay. From fitting, however, in all the cases, we obtain values slightly higher than unity. Values of $\tau_c$ by fixing $\beta = 1$ do not differ much from those quoted in Tables I and II for which $\beta$ was chosen as a fitting parameter.

Alternatively, the collapse or relaxation time $\tau_q$ can also be defined as the time at which $R_g^2$, starting from its value at $t = 0$, reaches to a fraction $q$ of its total decay \([58]\). Considering the offset value of $R_g^2$ at $t \to \infty$, $\tau_q$ follows from \((14)\)

$$R_g^2(t = \tau_q) = q\Delta R_g^2 + R_g^2(t \to \infty),$$

where $\Delta R_g^2 \equiv R_g^2(t = 0) - R_g^2(t \to \infty)$ is the total decay of the gyration radius. Since the decay of $R_g^2$ has been shown to follow a nearly exponential behavior, we

| $N$ | $b_0$ | $b_1$ | $\tau_c$ | $\beta$ |
|-----|-------|-------|-----------|--------|
| 32  | 1.15(1)| 5.5(1)| 9.8(2)    | 1.13(3)|
| 64  | 1.767(9)| 13.6(3)| 22.5(4)  | 1.21(3)|
| 128 | 2.729(8)| 30.7(6)| 56.1(1)  | 1.26(4)|
| 192 | 3.529(8)| 45.7(8)| 89.2(2)  | 1.25(2)|
| 256 | 4.241(2)| 67(1) | 134(3)   | 1.24(3)|
| 384 | 5.501(6)| 107(2)| 227(6)   | 1.17(5)|
| 512 | 6.614(5)| 186(2)| 437(6)   | 1.40(5)|
choose \( q = 1/e \). Such a choice is motivated by Eq. (13) using \( \beta = 1 \) (in this case, \( \tau_q = \tau_c \)). Though generic and employed recently for passive polymers [45, 46], the definition [14] becomes questionable when \( R_g^2 \) does not decay monotonically with time. Since we observed a nonmonotonic behavior for \( f_A = 4 \), this calls for a more direct method in such a situation.

One such method for extracting the relaxation time is to consider the time when the polymer first forms a single cluster after the completion of the “pearl-necklace” stage. For this in the following we use the notation \( \tau_{cl} \). Estimation of \( \tau_c \) requires the identification of clusters along the chain. For this purpose, we calculate the number of neighboring monomers around a bead, say the \( i \)-th one, within a cut-off distance \( r_{cut} \), as

\[
n_i = \sum_{j=1}^{N} \Theta(r_{cut} - r_{ij}).
\]

Here \( r_{ij} \) is the distance between the \( i \)-th and the \( j \)-th beads, and for \( r_{cut} \) we uniformly use 2.5σ. If \( n_i \) is larger than a pre-set number, say, \( n_{min} \), a cluster is identified around the bead \( i \) with \( n_i \) monomers in it. Here we have chosen \( n_{min} = 15 \). Using merely the above criterion would lead to an overestimation of the actual number of discrete clusters because clusters identified at neighboring beads are typically part of one and the same bigger cluster. Thus in a further step, we get rid of this overestimation by using a Venn diagram approach as described in Ref. [16], and obtained the correct number of distinct clusters \( n_c(t) \) and the number of monomers within each cluster (i.e., its mass) \( m_k \). The time \( \tau_{cl} \) is obtained when \( n_c(t) = 1 \) for the first time. The time dependence of \( n_c(t) \) for different activities will be discussed in the next subsection.

In Fig. 4 we show the variation of both the relaxation times, i.e., \( \tau_{av}^q = \langle \tau_q \rangle \) and \( \tau_{av}^{cl} = \langle \tau_{cl} \rangle \), estimated from the decay of \( R_g^2 \) [Eq. (13)] and the direct method, respectively, as a function of \( N \), for the passive case as well as for \( f_A = 1 \), on a log-log scale. Again \( (\ldots) \) denotes averaging over different initial conformations and time evolutions. For \( f_A = 0 \), the data sets corresponding to \( \tau_{av}^q \) and \( \tau_{av}^{cl} \) are reasonably parallel to each other, differing mainly by a multiplicative factor, suggesting nearly the same power-law exponent for both of them. We checked that this is true for \( f_A = 0.5 \) as well. For \( f_A = 1 \), while for smaller values of \( N \) both \( \tau_{av}^q \) and \( \tau_{av}^{cl} \) are almost proportional to each other similar to that for \( f_A = 0 \), they seem to deviate for large \( N \), especially when \( N > 256 \). This could be due to the fact that for large \( N \) the decay of \( R_g^2 \) from single runs is subject to strong fluctuations up to a certain time. This is certainly not visible from our plot of \( \langle R_g^2 \rangle \) (in Fig. 4) which is an average quantity. Such fluctuations eventually disappear at late times. Also this effect is likely to be stronger for higher values of \( f_A \).

We have checked that if one uses \( q = 0.1 \) in Eq. (14), instead of \( q = 1/e \), the resultant data of \( \tau_{av}^q \) as a function of \( N \) looks almost parallel to the corresponding data for \( \tau_{av}^{cl} \). To avoid such inconsistency due to the sensitivity on the choice of \( q \) in Eq. (14), for further analyses of the relaxation time we will only consider \( \tau_{cl} \) obtained from the direct method. It is more generic, particularly because it applies to all \( f_A \) values — recall the nonmonotonicity in Fig. 4. In this context, one may think that the well-formed single clusters could break up or fragment, as observed for “active” clusters made up of active colloidal particles [59]. But in our polymer model, due to the presence of bond connectivity which always maintains an upper bound in distance between two successive beads, along with the attractive interaction among the monomers, such a break-up of the globule is very unlikely.

For a more quantitative understanding of the distribution of \( \tau_{cl} \), obtained from different initial realizations and time evolutions, in addition to the average \( \tau_{av}^{cl} = \langle \tau_{cl} \rangle \), we have also looked at certain higher central moments, namely, the variance \( \sigma^2 = \langle \tau_{cl} - \tau_{av}^{cl} \rangle^2 \), the skewness \( \mu_3 = \langle (\tau_{cl} - \tau_{av}^{cl})^3 \rangle \) and the kurtosis \( \mu_4 = \langle (\tau_{cl} - \tau_{av}^{cl})^4 \rangle \). For any distribution, \( \mu_3 \) measures the asymmetry with respect to its mean, whereas \( \mu_4 \) is a measure of the heaviness of the data points in its tail. Often one considers

| \( N \) | \( b_0 \) | \( b_1 \) | \( \tau_c \) | \( \beta \) |
|-----|-----|-----|-----|-----|
| 32  | 1.121(9) | 5.59(2) | 8.7(2) | 1.19(3) |
| 64  | 1.735(6) | 14.3(3) | 16.6(4) | 1.24(2) |
| 128 | 2.608(7) | 33.3(6) | 29.9(7) | 1.23(3) |
| 192 | 3.499(8) | 49.7(9) | 40(1) | 1.20(3) |
| 256 | 4.214(3) | 72(2) | 53(1) | 1.24(2) |
| 384 | 5.476(2) | 117(2) | 72(2) | 1.15(2) |
| 512 | 6.595(1) | 215(2) | 101(2) | 1.21(2) |

FIG. 4. Plots of \( \langle R_g^2 \rangle \) vs time, for a polymer of length \( N = 512 \) and different values of activities. The inset shows the data for \( f_A = 4 \) on a log-log scale over a much longer time.
the excess kurtosis,
\[ \tilde{\mu}_4 = \mu_4 - 3, \tag{16} \]
where 3 is the value of the kurtosis for a Gaussian distribution. In Table III we present these statistical quantities for \( \tau_{cl} \). There one sees that for higher \( f_A \) the values of \( \mu_3 \) and \( \mu_4 \) are much higher compared to those for \( f_A = 0 \) and 0.5.

To have an idea about the distributions of \( \tau_{cl} \), with increasing activity, in Figs. 5(a)-(d) we show the normalized distributions \( \tau_{cl}^{av} P(\tau_{cl}) \) versus \( \tau_{cl}/\tau_{cl}^{av} \) for different values of \( f_A \), with \( N = 512 \). When scaled by the corresponding \( \tau_{cl}^{av} \), the ranges for the abscissa variable become similar for all of them. Also the comparative understanding of the values of \( \mu_3 \) and \( \mu_4 \) for different values of \( f_A \) becomes easier. Being dimensionless, values of these quantities do not get affected by such scaling. We see that only for the passive case in Fig. 5(a) the distribution is a Gaussian for which a function with the form
\[ f_1(\tau_{cl}) = \frac{\tau_{cl}^{av}}{\sqrt{2\pi}\sigma^2} \exp \left[ - \frac{1}{2\sigma^2} (\tau_{cl} - \tau_{cl}^{av})^2 \right], \tag{17} \]
is plotted, where \( \sigma^2 \) is related to the width of the distribution. The corresponding values for \( \tau_{cl}^{av} \) and \( \sigma^2 \) are taken from Table III. Now for the plots in Figs. 5(b)-(d) we see that with the increase of the activity the distributions deviate from being Gaussian and seem to exhibit a crossover to an exponential behavior. In fact, the dashed line in Fig. 5(d) shows that the distribution for \( f_A = 4 \) is compatible with an exponential function of the form
\[ f_2(\tau_{cl}) = \exp \left( - \tau_{cl}/\tau_{cl}^{av} \right), \tag{18} \]
where \( \tau_{cl}^{av} = 6500 \), as given in Table III. For a perfectly exponential decay one expects \( \mu_3 = 2 \) and \( \mu_4 = 6 \). While our empirically estimated value for \( \mu_3 \) agrees quite well, the excess kurtosis \( \mu_4 \) appears quite underestimated. We have checked that this is the general trend for low statistics such as with only 500 events used here.

In Fig. 6 we plot \( \tau_{cl}^{av} \) versus \( N \), for different values of \( f_A \). For our shortest considered chain, i.e., \( N = 32 \), the values of \( \tau_{cl}^{av} \) for various \( f_A \) are not too different from each other. Data for the passive case shows a scaling of the form
\[ \tau_{cl}^{av} \sim N^z, \tag{19} \]
with \( z \approx 1.75 \). This is in good agreement with previous reports \[43, 46, 60, 61\]. Due to a lack of appropriate theoretical understanding in the nonequilibrium context, often \( z \) is compared with the analogous exponent for equilibrium scaling, referred to as the Rouse scaling, for which

| \( f_A \) | \( \tau_{cl}^{av} \) | \( \sqrt{\sigma^2} \) | \( \mu_3 \) | \( \mu_4 \) |
|---|---|---|---|---|
| 0 | 932.4 | 222.3 | 0.367 | 0.55 |
| 0.5 | 209.8 | 69.65 | 0.987 | 1.20 |
| 1 | 502.6 | 484.9 | 2.364 | 7.665 |
| 4 | 6500 | 7496.8 | 1.70 | 2.95 |

TABLE III. Various moments of the \( \tau_{cl} \) distributions for \( N = 512 \) obtained from 500 realizations, for the passive as well as the active cases.
For \( f_A = 0.5 \), with \( N \geq 64 \), values of \( \tau_{cl}^{av} \) are significantly smaller than the corresponding passive values. Here also, the data show a power-law scaling of the form \( N^{z} \), however, with \( z \approx 1.1 \), which is much smaller than the exponent for the passive case. Interestingly, for \( f_A = 1 \) we see that the values of \( \tau_{cl}^{av} \) are larger than those for \( f_A = 0.5 \), for \( N > 64 \), but still smaller than the passive case. Also the errors in this case are slightly larger. This data look consistent with a power law with exponent \( z \approx 1.6 \). Now, for much higher activity, i.e., with \( f_A = 4 \), the values of \( \tau_{cl}^{av} \) for \( N \geq 64 \) are larger than for all the other \( f_A \) cases and the exponent \( z \approx 2.5 \) is naturally much larger. As already observed from Table III for high activity the values for the mean as well as the standard deviation are much larger. Again, this is an interesting observation, indicating that a competition between activity strength and thermal fluctuation is important.

Our consideration of the decay of the radius of gyration in the investigation of the collapse time provides important information on the dynamics, but it is not sufficient to identify the different stages of the collapse of the initially coiled structures. Thus, to understand the nonequilibrium dynamics further, we decided to perform a study in line with the literature on standard phase-ordering kinetics, such as by determining how the average number of clusters evolves or by monitoring how the average size of the clusters grows with time. In the next subsection we present results from such analyses.

\[ z = 2 \]  

\[ \text{FIG. 7. Plots showing the scaling of the relaxation times, } \tau_{cl}^{av}, \text{ as a function of } N, \text{ for different values of } f_A. \text{ The solid lines represent various power laws.} \]

\[ \langle n_c(t) \rangle \text{ as a function of time on a semi-log scale for the passive and active cases. During the initial period, we observe a rapid rise in } \langle n_c \rangle \text{ for all values of } f_A. \text{ This is reminiscent of the nucleation phenomena observed during the vapor-liquid transition in a system of particles [63]. From this plot it is hard to identify any minor differences in the values of } t_{\text{max}} \text{ at which } \langle n_c(t) \rangle \text{ reaches its maximum for different } f_A. \text{ However, with a closer look one identifies a weak nonmonotonicity in } t_{\text{max}} \text{ with the variation of } f_A \text{ which we show in the inset of Fig.8.} \]

\[ \langle n_c(t) \rangle \text{ decreases with } t, \text{ suggesting the beginning of coarsening. During this period, clusters merge with each other and form a bigger one. In this regime } f_A \text{ has significant impact on } \langle n_c \rangle. \text{ There one observes a nonmonotonic behavior for the times at which the polymer becomes a globule, i.e., } \langle n_c \rangle = 1. \text{ For } f_A = 0.5, \langle n_c \rangle \text{ reaches unity much earlier than in the passive case. With further increase in } f_A, \]

\[ \text{FIG. 8. Semi-log plots of the time evolution of the average number of clusters } \langle n_c(t) \rangle \text{ for several } f_A \text{ values with } N = 512. \text{ The inset shows the variation of } t_{\text{max}}, \text{ the time at which } \langle n_c(t) \rangle \text{ reaches its maximum, as a function of } f_A. \]

\[ \text{B. Growth kinetics of clusters} \]

Following the method of identifying the clusters along the polymer described in the previous subsection, we have calculated for each time evolution the mean cluster size \( C_s \), as

\[ C_s(t) = \frac{1}{n_c(t)} \sum_{k=1}^{n_c(t)} m_k, \quad (20) \]

where \( n_c(t) \) is the number of clusters in a chain at time \( t \) and \( m_k \) is the mass of the \( k \)-th cluster, which measures the number of monomers within that cluster.

In Fig.8 we plot the average number of clusters \( \langle n_c(t) \rangle \) as a function of time on a semi-log scale for the passive model as well as for the active cases. During the initial period, we observe a rapid rise in \( \langle n_c \rangle \) for all values of \( f_A \). This is reminiscent of the nucleation phenomena observed during the vapor-liquid transition in a system of particles [63]. From this plot it is hard to identify any minor differences in the values of \( t_{\text{max}} \) at which \( \langle n_c(t) \rangle \) reaches its maximum for different \( f_A \). However, with a closer look one identifies a weak nonmonotonicity in \( t_{\text{max}} \) with the variation of \( f_A \) which we show in the inset of Fig.8.

Past this peak, in the second stage, \( \langle n_c \rangle \) decreases with \( t \), suggesting the beginning of coarsening. During this period, clusters merge with each other and form a bigger one. In this regime \( f_A \) has significant impact on \( \langle n_c \rangle \). There one observes a nonmonotonic behavior for the times at which the polymer becomes a globule, i.e., \( \langle n_c \rangle = 1 \). For \( f_A = 0.5 \), \( \langle n_c \rangle \) reaches unity much earlier than in the passive case. With further increase in \( f_A \),
the trend gets altered, consistent with the time evolutions depicted in Fig. 4. This also reconfirms our earlier observation from Fig. 4 that the time required for the full decay of $R_g^2$ (which is related to the formation of the globule) is much longer for strong activity with $f_A = 4$. This may have its origin in the fact that once the velocity ordering is strong, it takes much longer for the last two clusters to come closer to each other and form a single globule.

In Fig. 8 we plot the average size of the clusters, $\langle C_s \rangle$, as a function of time on a log-log scale for all four $f_A$ values. In general, it follows a power-law behavior,

$$\langle C_s(t) \rangle \sim t^{\alpha_c},$$

where $\alpha_c$ is the cluster-growth exponent. After an initial transient period the coarsening scaling regime starts where small clusters merge with each other and form larger ones. First we discuss the passive case. For this, in the scaling regime, the growth exponent is $\alpha_c \approx 1$, consistent with earlier results from Monte Carlo simulations. However, from our MD simulations using Langevin equations, $\alpha_c$ appears to be somewhat smaller than 1. Due to continuous bending of the data it is difficult, however, to fit a suitable power law over a longer period. We hence put a line with the exponent 1 as a guide to the eye. The initial transient stage is present for the active cases as well. Later, in the scaling regime, data for the active cases seem to follow different growth laws than in the passive case. For $f_A = 0.5$ the growth is faster with still $\alpha_c \approx 1$ in the scaling regime. Data for $f_A = 1$ follow a similar trend as that for the $f_A = 0.5$ case up to $t \approx 200$, i.e., until the formation of a two-cluster conformation. Then the growth becomes slower for which the exponent appears to be $\approx 1/5$, until a single globule forms and the finite-size limit is reached. Now, with $f_A = 4$ also, at initial times until $t \approx 10$ (close to the value of $t_{\text{max}}$, cf. Fig. 8) data follow a similar trend as for $f_A = 0.5$ and 1. Then, in the scaling regime, which is quite prolonged in this case, the growth becomes much slower compared to the lower activities and thus $\alpha_c$ is significantly smaller than 1. In this regime data look consistent with $\alpha_c \approx 1/5$, similar to the $f_A = 1$ case, before the finite-size limit is reached. This slower growth over an extended period indicates a longer persistence of the dumbbell conformations which was also observed from the snapshots presented in Fig. 4. In this period the clusters grow in size only by taking beads from the bridges connecting them rather than via merging of the clusters.

To explain the above mentioned nonmonotonicity in the coarsening we looked at the velocity orientations of the beads for a typical time evolution run. First, we choose the conformations for which the number of clusters along the polymer is maximum for various choices of $f_A$ values. The corresponding times are quoted in the inset of Fig. 8. We then recorded the orientational ordering of the beads within the largest cluster. For this, we calculated two angles, namely the polar and the azimuthal angles (in spherical coordinates) for the velocities of the beads, denoted by $\theta$ and $\phi$, respectively, defined as

$$\theta_j = \cos^{-1}\left(\frac{v_{j,z}}{|\vec{v}_j|}\right) \quad \text{and} \quad \phi_j = \tan^{-1}\left(\frac{v_{j,y}}{v_{j,x}}\right)$$

with $\vec{v}_j = (v_{j,x}, v_{j,y}, v_{j,z})$ denoting the velocity of the $j$-th bead. In Fig. 9 we plot their distributions for all the studied values of $f_A$. It is clearly seen that for $f_A = 0$ data are uniformly distributed over the whole range of $\theta$ and $\phi$. With the increase of $f_A$, we see that the distribution becomes confined within a certain region of $\theta$ and $\phi$. This suggests ordering of velocities of the beads in a particular direction within a typical cluster. Though we present results for the largest cluster, we checked that this fact is true for the other clusters along the chain as well. This indicates that for higher activity the ordering of velocity occurs faster than the coarsening in density field. To understand the nonmonotonic behavior of the cluster growth as a function of $f_A$, it is instructive to monitor the orientation of the center-of-mass velocities of different clusters along the chains. More specifically, here we want to check whether the alignment interaction, which is applied locally for each bead, affects all the clusters along the chain. It is possible that the alignment propagates even through the non-clustered regions of the polymer.

For the above purpose, we consider times in the scaling regime of the coarsening stage at which the polymer contains about 5 large clusters implying that the clusters are not very far apart from each other. For each of these
clusters we calculate its center-of-mass velocity as

$$\vec{v}^\text{cm}_k = \frac{1}{m_k} \sum_{i=1}^{m_k} \vec{v}_i,$$

(23)

where $k$ varies from 1 to $n_c$ and $m_k$ is the number of beads in the $k$-th cluster. This is shown in Fig. 11(a) for all the considered $f_A$ values. The vectors in this figure denote the velocities of the individual clusters, whose serial numbers $k = 1, 2, 3, \ldots$ along the contour of the chain are marked next to them and different colors encode different values of $f_A$. For the clarity of understanding the center-of-mass positions of the clusters are artificially shifted to $(k, 0, 0)$. We see that for $f_A = 0$ the directions of the center-of-mass velocities of the clusters are random along the whole chain and also their magnitudes are smaller. This is consistent with the saturation of $v_u$ close to 0 in Fig. 2 for the passive case. As an additional remark, we mention here that even after the formation of the globule the velocities of the beads remain random and this suggests the diffusive motion of the chain for $f_A = 0$ \cite{north2020}. For $f_A = 0.5$ we see that though the magnitudes are higher than in the passive case, their directions are still quite random. This randomness helps the clusters to meet each other and larger velocities make them coalesce faster than in the passive case. Thus the coarsening happens faster for the $f_A = 0.5$ case. For the higher values of $f_A$, however, as time progresses, the randomness in their velocity directions diminishes and the local orientational ordering, which is expected due to the Vicsek-like alignment interaction, gradually affects all the beads along the whole chain. This feature should be more prominent at later times.

For a quantitative understanding we considered the typical conformations of the polymer in the scaling regime. We measure how the correlation builds up among the directions of velocities of the center-of-mass for different clusters along the chain. Such a correlation for a typical run can be calculated as

$$C_n(\Delta t) = \langle \hat{n}^\text{cm}_j(t) \cdot \hat{n}^\text{cm}_k(t) \rangle,$$

(24)

where $\langle \ldots \rangle$ in this case represents the averaging over different combinations of clusters for that run and $\hat{n}^\text{cm}_j$ denotes the direction of velocity of the $j$-th cluster, defined as

$$\hat{n}^\text{cm}_j = \frac{\vec{v}^\text{cm}_j}{|\vec{v}^\text{cm}_j|},$$

(25)

In Eq. (24) $\Delta t = t - t_0$ represents the time span over which $C_n$ is calculated. For a given time evolution, we start the measurements at time $t_0$ when, after the initial coarsening, $n_c = 3$ clusters along the chain are present and stop them when any two clusters merge and $n_c$ becomes 2. The results are shown in Fig. 11(b). Note that the resulting time intervals for different $f_A$ values cannot be easily related to Fig. 8 which shows averaged data. For $f_A = 0$ we see that $C_n(\Delta t)$ remains always close to 0. This is due to the randomness in the directions of different clusters. The value of $C_n(\Delta t)$ increases with the increase of $f_A$. For $f_A = 4$ it becomes $\approx 0.9$ indicating that a particular direction of orientation is preferred by all the clusters along the chain and it takes a longer time for two clusters to merge with each other, thus quantifying the qualitative picture of Fig. 1. For higher activities, such a rapid velocity ordering of all the beads in different clusters along the whole chain occurs much earlier and also faster which eventually makes the coarsening process slower.

IV. CONCLUSION

We have studied the nonequilibrium dynamics of the coil-globule transition for a flexible homopolymer chain consisting of active beads. The quench temperature is chosen well below the collapse transition temperature, known for the passive polymer, such that one expects globular phases for the active cases as well. To study its kinetics, we have used MD simulation with Langevin thermostat to ensure that the temperature remains fixed at our choice. The activity in our study has been incorporated in Vicsek-like manner which biases the beads to align their velocities in a direction decided by its neighboring beads. Thus, there exists a competition between the thermal fluctuations and the activity, and this fact makes the pathways of globule formation much interesting.
FIG. 11. (a) Center-of-mass velocity vectors of clusters formed along a polymer chain in the scaling regime of coarsening for a typical time evolution with $N = 512$. The serial numbers of the clusters are marked next to them. More technical details are mentioned in the text. (b) Plot of $C_n(\Delta t)$ versus $\Delta t$ in the scaling regime for different values of $f_A$.

The primary aim of this paper is to investigate the effects of activity on the relaxation or collapse time for the coil-globule transition of the polymer chain. Unexpectedly, this turns out to be very compelling as we observe a nonmonotonic behavior with increasing activity. Furthermore, for higher activity the distribution of the relaxation times, $\tau_{cl}$, calculated from different production runs becomes highly non-Gaussian, developing a long thin tail towards large $\tau_{cl}$. Eventually, for $f_A = 4$ the peak for small $\tau_{cl}$ vanishes and the distribution exhibits a crossover to a purely exponentially decaying behavior. The scaling of the average relaxation times with respect to the size of the polymer chain is also studied for different $f_A$ values. The scaling exponent $z$ for $\tau_{av}^{cl}$ reflects again the nonmonotonic behavior: For low activity it is smaller and for high activity larger than in the passive case. The growth kinetics and the evolution of the number of clusters during different stages of collapse have been identified and these results are in good agreement with the aforementioned facts related to the relaxation times. The cluster-growth exponent for the lower activities is compatible with $\alpha_c \approx 1$ as in the passive case, but for $f_A = 4$ it appears to be significantly smaller with $\alpha_c \approx 1/5$.

We have performed the simulations using the Langevin thermostat which takes into account the solvent properties only implicitly. As a future project it would be interesting to model the solvent properties more faithfully in the presence of activity, in particular by including the hydrodynamic effects. Also experimental realizations of an active polymer using colloidal or Janus particles can be interesting. For this one needs to find a suitable way with which the beads can be made active and also the degree of alignment can be modulated by tuning the activity strength. Studies with such a setup may be insightful for exploring the conformational dynamics of active polymers with varying activity.

Beside these more conceptual aspects, it would be also important to quantify the effects of quench temperature on the kinetics of coil-globule transitions. Such studies do exist for the case of passive polymers, for which it has been shown that there exists a master curve for cluster growth. This kind of study will be interesting for active polymers also, with the objective to search for universal features.
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