Direction-only Orientation Alignment of Leader-Follower Networks
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Abstract—When a team of agents, such as unmanned aerial/underwater vehicles, are operating in 3-dimensional space (3-D), their coordinated action in pursuit of a cooperative task generally requires all agents to either share a common coordinate system or know the orientations of their coordinate axes with regard to the global coordinate frame. Given the coordinate axes that are initially unaligned, this work proposes an orientation alignment scheme for multiple agents with a type of leader-following graph typologies using only inter-agent directional vectors, and the direction measurements to one or more landmarks of the first two agents. The directional vectors are expressed in the agents’ body-fixed coordinate frames and the proposed alignment protocol works exclusively with the directional vectors without the need of a global coordinate frame common to all agents or the construction of the agents’ orientation matrices. Under the proposed alignment scheme, the orientations of the agents converge almost globally and asymptotically to the orientation of the leader agent. Finally, numerical simulations are also given to illustrate the effectiveness of the proposed method.

I. INTRODUCTION

Distributed coordination control of a group of multiple agents has attracted much research interest over the past few decades [1]–[4]. This is due to the enhanced efficacy, scalability, robustness, and ability to perform complex group-level missions by the deployment of a team of agents rather than a single agent. Therefore, distributed coordination control over multi-agent systems finds applications in various engineering disciplines including formation control [1], sensor network localization/synchronization [2], [5], and cooperative exploration and manipulation [3], [4]. When multiple mobile agents are operating in 3-D, their coordinated action in pursuit of a cooperative task generally requires all agents to either share a common coordinate frame or know the orientations of their body-fixed coordinate axes with regard to the global reference frame. If the agents’ coordinate axes are initially unaligned, either orientation estimation [6]–[11] or orientation alignment (or synchronization) schemes [12]–[19] may be employed so that the agents can compensate for the misalignment of their local coordinate systems.
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In the 2-dimensional plane (2-D), if each agent measures the directions, i.e., the bearing angles, to its neighboring agents, then two neighboring agents can easily compute the relative orientation angle between their coordinate systems [20]. For a system of multiple agents, using the relative angles between the coordinate axes of the agents, distributed orientation alignment [20] and orientation estimation [21] on the circle are proposed, respectively. However, in 3-dimensional space, a pair of direction measurements between two neighboring agents are insufficient for the two agents to determine their relative orientation, i.e., a rotation matrix in the Special Orthogonal group SO(3), between their local coordinate systems due to the flexibility of the rotation along the common direction from one to the other agent [9]. This can be overcome by examining additional direction constraints of each of the two agents to a third agent or a landmark that they both observe. Indeed, as shown in [9], [11], by exploiting the triangulation sensing network, two neighboring agents can compute their relative orientation matrix. The agents’ orientations then can be computed by using a consensus-based protocol up to a common rotation [9] or a Riemannian gradient descent algorithm [11]. Distributed orientation estimation based on inter-agent direction measurements in leader-follower networks with two leaders aware of their actual orientations was proposed in [5].

The distributed alignment control of the agents’ local coordinate frames (also known as synchronization on SO(3)) has been investigated in [12]–[19] based on relative orientations between the agents. Due to the topological obstruction associated with the rotation matrix set SO(3) [22], (distributed) continuous orientation consensus laws on SO(3) can ensure only local [12], [20], [23], [24] or at most almost global stability [15]. To achieve almost global synchronization on SO(3), [15] proposed a consensus protocol by combining two (almost) global consensus schemes that are designed for the circle and 2-sphere, respectively. Global orientation consensus on SO(3) can be achieved using quaternion-based hybrid feedback laws [16], [25]. A finite-time leader-following orientation consensus scheme was presented in [16] based on the distributed observation of the leader’s orientation and the quaternion representation of rotations. However, since the local representations of rotations, e.g., the unit-quaternion [16] or the angle-angle representation [24], double cover the SO(3) space, control protocols using these local representations may experience the undesirable unwinding phenomenon [22].

This work aims to investigate the orientation alignment for multi-agent systems with directed graph typologies based only on the inter-agent directional vectors and the direction
measurements to one or more landmarks (or the third agent if no landmarks are available) of the first two agents. We note that the leader-follower types of structures have been extensively studied in the field of (distributed) networked coordination control [1], [2], [4]. For example, in coordination control of autonomous surface vessels (ASVs), it is often desired to have a leader which guides the motion of the system and follower agents which follow the leader, while the whole system maintains a certain formation pattern [4].

The specific contributions of this work are as follows. First, we propose an orientation alignment scheme for multiple agents with a leader-following graph topology based on only inter-agent directional vectors and the direction measurements to one or more landmarks (or the third agent) of the first two agents. The proposed orientation control protocol for each agent is in the form of a gradient-based control law associated with an error function which is a weighted sum of the misalignment of the directional vectors measured by the agent and its neighbors. Thus, the proposed alignment protocol works exclusively with the directional vectors with no need for a global coordinate frame common to all agents or the computation of (relative) orientation matrices, as opposed to [9], [11]–[19]. The proposed orientation alignment scheme is an extension of the orientation localization law in [5] to the orientation control problem. In addition, in contrast to [5], the requirement of two leaders that are aware of their true orientations is relaxed by utilizing their direction measurements to nearby landmarks (or a common landmark). Second, the equilibrium points of the orientation control system are characterized, in which the steady-state orientation matrices of the agents constitute the critical points of the associated error functions. Further, we show that the orientations of all follower agents converge almost globally and asymptotically to the orientation of the leader agent. Due to the space restriction, proofs are omitted and provided in the full version [26].

The remainder of this paper is outlined as follows. Section II presents preliminaries and formulates the orientation alignment problem. The orientation alignment laws are proposed and an almost global stability analysis is established in Section III. Section IV provides simulation results. Finally, Section V concludes this paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

Notation: The dot and cross products are denoted by \( \cdot \) and \( \times \), respectively. The symbol \( \Sigma \) represents a global coordinate frame and the symbol \( k\Sigma \) with superscript \( k \) denotes the \( k \)-th local coordinate frame. A vector \( x \in \mathbb{R}^3 \) expressed in \( k\Sigma \) and \( \Sigma \) are denoted as \( x^k \) and \( x \), respectively. Let \( I_n = [1, \ldots, 1]^\top \in \mathbb{R}^n \) be the vector of all ones, and I_3 denotes the \( 3 \times 3 \) identity matrix. The trace of a matrix is denoted by tr(\( \cdot \)). The set of rotation matrices and orthogonal matrices in \( \mathbb{R}^3 \) are denoted by \( SO(3) \) and \( O(3) \), respectively. For a symmetric matrix \( X, X \succ 0 \) implies that \( X \) is positive semidefinite and \( \lambda(X) \) denotes its eigenvalues.

We denote the set of \( 3 \times 3 \) skew-symmetric as \( so(3) := \{ A \in \mathbb{R}^{3 \times 3} | A^\top = -A \} \). For any \( \omega \in \mathbb{R}^3 \), the hat map \( (\cdot)^\wedge : \mathbb{R}^3 \to so(3) \) is defined such that \( \omega \times v = \omega^\wedge v, \forall v \in \mathbb{R}^3 \). The vee map is the inverse of the hat map and defined as \( (\cdot)^\vee : so(3) \to \mathbb{R}^3 \). The exponential map \( exp : so(3) \to SO(3) \) is surjective and \( T_R SO(3) = \{ R\eta^\wedge : \eta^\wedge \in so(3) \} \) denotes the tangent space at a point \( R \in SO(3) \).

A. Graph Theory

An interaction graph of a multi-agent network is denoted by \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{1, \ldots, n\} \) denotes the vertex set and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) denotes the set of edges of \( \mathcal{G} \). An edge is defined by the ordered pair \( e_k = (i, j), k = 1, \ldots, m, i, j \in \mathcal{V}, i \neq j, \) with \( m = |\mathcal{E}| \) being the number of edges. The graph \( \mathcal{G} \) is said to be undirected if \( (i, j) \in \mathcal{E} \) implies \( (j, i) \in \mathcal{E} \), or equivalently, \( j \) and \( i \) are neighbors of each other. If the graph \( \mathcal{G} \) is directed, \( (i, j) \in \mathcal{E} \) does not necessarily imply \( (j, i) \in \mathcal{E} \). The set of neighboring agents of \( i \) is given by \( \mathcal{N}_i = \{ j \in \mathcal{V} : (i, j) \in \mathcal{E} \} \).

B. Problem formulation

We consider the system of \( n \) stationary agents and some non-colocated landmarks, e.g., features in the environment, in the three-dimensional space. Associated with each agent \( i \), there are a position vector, \( p_i \in \mathbb{R}^3 \), taken at its centroid, and a body-fixed coordinate frame, \( i\Sigma \). The orientation of the local coordinate frame \( i\Sigma \) relative to the global coordinate frame is denoted as \( R_i \in SO(3) \). We define the directional vector from an agent \( i \) to a neighbor \( j \) as

\[
\mathbf{b}_{ij}^i = R_i^\top \frac{p_j - p_i}{\|p_j - p_i\|} = R_i^\top \mathbf{b}_{ij},
\]

and similarly, the directional vector pointing from agent \( j \) to agent \( i \) is \( \mathbf{b}_{ji}^j = R_j^\top \mathbf{b}_{ij} \), where in the global coordinate frame \( \mathbf{b}_{ij} = \frac{p_i - p_j}{\|p_i - p_j\|} = -\mathbf{b}_{ji} \). The leader-follower system studied in this work is constructed as follows.

Definition 1: A leader-follower network is a directed network whose agents are ordered such that: (a) the first agent

![Fig. 1: Agents 1 and 2 measure the directional vector \( \mathbf{b}_{12}, i = 1, 2 \) to a common landmark \( x \in \mathcal{V}_a \), and the directions to each other \( \mathbf{b}_{12}^1 \) and \( \mathbf{b}_{21}^2 \), respectively.](image)

![Fig. 2: A leader-follower network and two landmarks in \( \mathbb{R}^3 \) (a). The underlying undirected graph of the network characterizes the direction sensing between the agents (b).](image)
1 is the only neighbor of agent 2; they locally measure the directions between them, i.e., \( \{b_{12}, b_{21}\} \), and directional vectors to nearby landmarks (see e.g., Fig. 1); (b) an agent \( i \), \( 3 \leq i \leq n \), has two (or more) neighboring agents \( j \in \{1, \ldots, i-1\} \). Agent \( i \) knows the direction \( b_{ij} \) to the neighbor \( j \), while its neighbor knows the direction \( b_{ij}^\top \) to agent \( i \).

We denote by \( V_a := \{x_1, x_2, \ldots\} \) the set of landmarks. The interactions of the leader-follower network is characterized by an (acyclic) directed graph \( G = (V, \mathcal{E}) \). Agent 1 need not know its actual orientation matrix nor the global coordinate frame. In addition, we aim to align the other agents’ orientations to the orientation of agent 1, i.e., \( \hat{R}_1 \), as will be studied in Section III. Therefore, agent 1, whose orientation is fixed, will be referred to as the leader; the other agents in \( \{2, \ldots, n\} \) will be called follower agents. We will also assume that each follower has precisely two neighbors, for simplicity and the minimal connectivity of the sensing graph.

The rotational dynamics of agent \( i \) is given by following kinematic equation:

\[
\dot{R}_i = R_i(\omega_i^\top)^\wedge,
\]

where \( \omega_i \) is the angular velocity of agent \( i \), expressed in \( ^\Sigma \).

We adopt the following assumptions.

**Assumption 1:** If there is a directed edge \((i, j) \in \mathcal{E} \), agents \( i \) and \( j \) measure the directional vectors \( b_{ij}^\top \) and \( b_{ji}^\top \in \mathbb{R}^3 \) with respect to their local coordinate frames, respectively. In addition, agent \( i \) can also receive information communicated from neighboring agent \( j \in N_i \).

Thus, the directions of the edges in the graph \( G \) specify the information flow in the network (see Fig. 2a). In addition, since the direction measurements between any two neighboring agents is bidirectional, the underlying (undirected) graph of the network, which can be verified to be bearing-rigid [27], characterizes the direction sensing over the network (see Fig. 2b).

**Assumption 2:** Agents 1 and 2 are not collinear with each \( x_i \in V_a \), and all landmarks and agents 1 and 2 are noncoplanar. No two agents are collocated, and each follower agent \( i \in V \setminus \{1, 2\} \) and its two neighbors are not collinear.

Assumption 2 requires that the positions of the first two agents and the landmarks, and the positions of each agent and its two or more neighbors are generic. This assumption together with the rigidity of the direction sensing graph are used to guarantee the solvability of the orientation alignment problem. Further, it can be verified that to ensure the non-coplanarity of the landmarks and agents 1 and 2, there should be two or more landmarks, to which agents 1 and 2 sense the directional vectors. However, note importantly that our proposed method still works for the cases with only one or even no available landmark using the triangulation network of the first three agents (see Remark 1). We can now state the main problem studied in this paper.

**Problem 1:** Consider a leader-follower network defined in Definition 1 of \( n \) stationary agents using only inter-agent directional vectors. Under Assumptions 1 and 2, design a control law for each agent such that the orientations of all agents reach a consensus asymptotically.

### III. ORIENTATION ALIGNMENT

In this section, we first present orientation alignment scheme for the first follower agent 2 based on the measured directions between agents 1 and 2 and their directions to the common landmarks. The orientation alignment laws for the other agents are then investigated.

**A. The first follower agent**

It is first noted that agents 1, 2 and any landmark \( x_1 \in V_a \) form a plane in \( \mathbb{R}^3 \). Using the directional measurements \( \{b_{12}^1, b_{1x_1}^1, b_{21}^2, b_{2x_2}^2\} \) (see also Fig. 1), each agent \( i \in \{1, 2\} \) additionally computes the following unit vector \( b_{i_{n+1}}^i \) corresponding to the landmark \( x_1^\top \):

\[
b_{i_{n+1}}^i = \frac{b_{ij}^i \times b_{ix_i}^i}{||b_{ij}^i \times b_{ix_i}^i||},
\]

which is perpendicular to the plane \((1, 2, x_1)\) (see Fig. 3). Thus, \( b_{1_{n+1}} + b_{2_{n+1}} = 0 \) for all \( x_k \in V_a \). In addition, \( b_{12} = -b_{21} \iff R_1 b_{21} = -R_2 b_{12} \iff b_{21} = -R_{12} b_{21} \), where \( R_{12} := R_1^\top R_2 \) denotes the relative orientation between the local coordinate frames \(^1\Sigma \) and \(^2\Sigma \). Obviously, when the two local coordinate frames are aligned we have that \( b_{12}^1 + b_{21}^2 = 0 \) and \( b_{1_{n+1}} + b_{2_{n+1}} = 0 \) for all \( x_k \in V_a \).

The time derivative of a directional vector \( b_{21}^2 \) is given as

\[
\dot{b}_{21}^2 = \frac{d}{dt}(R_2^\top b_{21}^2) = -(-\omega_2^\top)^\wedge R_2^\top b_{21}^2 = b_{21}^2 \times \omega_2^2. \quad (4)
\]

Similarly, for each \( x_j \in V_a \), one also has \( \dot{b}_{21}^j = b_{2_{n+1}} \times \omega_2^j \).

Since the first agent does not rotate (i.e., \( \omega_1 = 0 \)), \( b_{1_{n+1}} = 0 \) for any \( k \).

In the sequel, we define an error function as a weighted sum of squares of the misalignment of the measured directions by agents 1 and 2. We then characterize its critical points, at which the time derivative of the error function equals zero. It will be shown that the error function achieves the minimum at the desired aligned orientation (i.e., \( R_1^\top R_2 = I_3 \)) and can be minimized using our proposed orientation alignment law.

**1) Error function:** Consider the error function associated with agent 2 as

\[
\Phi_2 = \frac{1}{2}k_{21}||b_{12}^1 + b_{21}^2||^2 + \frac{1}{2} \sum_{x_l \in V_a} k_{2x_l} ||b_{1_{n+1}}^1 + b_{2_{n+1}}^2||^2
\]

\[
= k_{21}(1 + b_{12}^1 \cdot b_{21}^2) + \sum_{x_l \in V_a} k_{2x_l}(1 + b_{1_{n+1}}^1 \cdot b_{2_{n+1}}^2), \quad (5)
\]
where $k_{2j} > 0, \forall j \in N_1 \cup V_a$, are positive scalars.

2) Critical points of the error function: To study the critical points of the error function $\Phi_2$, we rewrite it as follows:

$$
\Phi_2 = k_{21} + \sum_{x_i \in V_a} k_{2x_i} + k_{21}(R_{1i} b_{12})^\top (R_{2i} b_{21}) + \sum_{x_i \in V_a} k_{2x_i} (R_{1i} b_{1n_1})^\top (R_{2i} b_{2n_1})
$$
$$
= k_{21} + \sum_{x_i \in V_a} k_{2x_i} - \text{tr}(k_{21} R_{1i} b_{12} R_{2i} b_{21}) - \sum_{x_i \in V_a} \text{tr}(k_{2x_i} R_{1i} b_{1n_1} b_{2n_1} R_{2i})
$$
$$
= k_{21} + \sum_{x_i \in V_a} k_{2x_i} - \text{tr}(\tilde{Q}_2 K_2), \quad (6)
$$

where the second equality is derived using $x^\top y = \text{tr}(x y^\top)$ and $b_{12} = -b_{21}$, and the last equality follows from the cyclic property of the trace function. Here, the matrices $Q_2$ and $K_2$ are respectively defined as

$$
Q_2 := R_{2i} R_{1i}^\top, \quad K_2 := k_{21} b_{21} b_{12} + \sum_{x_i \in V_a} k_{2x_i} b_{1n_1} b_{2n_1}^\top.
$$

**Lemma 1:** Assume that Assumptions 1 and 2 hold. The matrix $K_2 \in \mathbb{R}^{3 \times 3}$ in (6) is positive definite and has distinct positive eigenvalues for almost all positive scalars $k_{21}$ and $\{k_{2x_i}\}, x_i \in V_a$.

**Remark 1:** The proof of the preceding lemma is based on the non-coplanarity assumption (Assumption 2) for which the direction set $\{b_{12}, b_{2n_1}\}$ spans the $\mathbb{R}^3$. If only one landmark is available, say $x_1$, the (normalized) cross product of the two directions $b_{12}$ and $b_{2n_1}$ (correspondingly, the cross product of $b_{12}$ and $b_{1n_1}$), which is perpendicular to both vectors, can be considered as the third direction constraint. Importantly, this computed direction together with $b_{12}$ and $b_{2n_1}$ span the $\mathbb{R}^3$. If no landmark is available, the direction measurements in the triangulation network $\{1, 2, 3\}$ can be used. Therefore, our proposed orientation alignment protocol for agent 2 in the below would be applicable for the two cases.

In the light of Lemma 1, we can write $K_2 = U G_2 U^\top$ where $G_2 = \text{diag}\{\lambda (K_2)\}$ and $U \in O(3)$. It can be shown that $\text{tr}(G_2) = \text{tr}(K_2) = k_{21} + \sum_{x_i \in V_a} k_{2x_i}$. Thus, we can further rewrite $\Phi_2$ as

$$
\Phi_2 = \text{tr}(G_2 - Q_2 U G_2 U^\top) = \text{tr}(G_2 - U^\top Q_2 U G_2)
$$
$$
= \text{tr}(G_2 (I_3 - U^\top Q_2 U)).
$$

Then, we have the following lemmas:

**Lemma 2:** [28, Prop. 11.31] Let $G$ be a diagonal matrix with distinct positive entries and $U \in O(3)$. Then, $\text{tr}(Q) = \text{tr}(G(I_3 - U^\top QU))$ has four isolated critical points given by

$$
Q \in \{I_3, U D_1 U^\top, U D_2 U^\top, U D_3 U^\top\},
$$

where $D_i = 2[I_3](i)(i)^\top - I_3$ and $[I_3](i)$ is the $i$-th column vector of $I_3$.

**Lemma 3:** [5] Consider critical points of $\Phi(Q) = \text{tr}(G(I_3 - U^\top QU))$ in Lemma 2. The desired critical point $Q = I_3$ is the global minimum of $\Phi$ while, depending on the values of the diagonal entries of $G$, one of the three undesired points is the global maximum and the other two critical points are saddle points of $\Phi$.

Define the following error vectors:

$$
e_{21} = b_{12}^1 \times b_{21}^1, \quad e_{2n_1} = b_{1n_1}^1 \times b_{2n_1}^2, \quad \forall x_i \in V_a
$$

$$
e_2 = k_{21} e_{21} + \sum_{x_i \in V_a} k_{2x_i} e_{2n_i}.
$$

(7)

Then we have the following lemma.

**Lemma 4:** The error function $\Phi_2$ and error vectors satisfy the following properties:

(i) $\Phi_2 = \omega_2^2 \cdot e_2$

(ii) $||e_2|| \leq \sum_{x_i \in V_a} \lambda (k_{2x_i}) ||\omega_2||^2$

(iii) $\sigma_2 ||e_2||^2 \leq \Phi_2 \leq \gamma_2 ||e_2||^2$ for some constants $\sigma_2, \gamma_2 > 0$, where the upper bound holds when $\Phi_2 < 2 \min \{\lambda_j + \lambda_k\}$, $\lambda_j, \lambda_k \in \lambda(K_2), j \neq k$.

3) Orientation Alignment Laws: We now design the control law for agent 2 as follows.

$$
\dot{\omega}_2 = -k_w \omega_2^2 - e_2,
$$

(8)

where $k_w > 0$ is a constant control gain. Then, the following result is obtained.

**Theorem 1:** Suppose that Assumptions 1-2 hold. Then, under the orientation alignment law (8), for almost all positive scalars in (5), we have:

(i) The invariant set of the system is given as $\{(Q_2, \omega_2^2) : Q_2 \in \{I_3, U D_1 U^\top, U D_2 U^\top, U D_3 U^\top\}, \omega_2^2 = 0\}$, where $D_i$ and $U$ are defined in Lemma 2.

(ii) The desired equilibrium $(I_3, 0)$ is almost globally asymptotically stable and locally exponentially stable and the three undesired equilibria are unstable.

**B. Agent $i$ $\in V \setminus \{1, 2\}$**

Due to the cascade structure of the leader-follower system, we will use an induction argument to show the stability of the other agents. For induction, we assume that the corresponding results in Theorem 1 hold for the agents $2, \ldots, i - 1$, i.e., $R_{j} \to R_{i}$ as $t \to \infty, \forall j \in \{2, \ldots, i - 1\}$.

Recall that agent $i$ measures the directions $(b_{ij}^1, b_{ij}^2)$ to its two neighbors, say $\{j, k\}$, and receives $(b_{ij}^3, b_{ik}^3)$ transmitted from the neighbors. We consider the normalized cross product, $b_{in}^1 := (b_{ij}^1 \times b_{ik}^1) / ||b_{ij}^1 \times b_{ik}^1||$, as the third direction constraint for the proposed algorithm to work (i.e., for positive definite of $K_i$ which will be defined after Eq. (12) below). In other words, associated with each agent $i = 3, \ldots, n$, a virtual neighbor, $n_i$, at the direction of $b_{in}^1$ is considered, i.e., $N_i = \{j, k, n\}$. To proceed, similar to the error vectors of agent 2 in (7), we define the error vector associated with each agent $i$ as follows.

$$
e_i = \sum_{j \in N_i} k_{ij} (b_{ij}^1 \times b_{ij}^2).
$$

(9)

1) Proposed alignment law: We propose the orientation alignment law for agent $i$ as

$$
\dot{\omega}_i^1 = -k_w \omega_i^2 - e_i
$$

$$
= -k_w \omega_i^2 - \sum_{j \in N_i} k_{ij} (b_{ij}^1 \times b_{ij}^2) + h_i(t),
$$

(10)

(11)
where \( b_{ji}^1 = R_1^\top b_{ji} \) denotes the directional vector \( b_{ji} \) expressed in the leader’s coordinate system \( ^1\Sigma \), \( R_1 \) is the orientation matrix of agent 1, and
\[
h_i(t) := \sum_{j \in \mathcal{N}_i} k_{ij} ((b_{ji}^1 - b_{ji}^j) \times b_{ij}^j).
\]

Since the right hand side of (10) is linear in \( \omega_i^t \) and \( e_i \) is bounded, \( \omega_i^t \) is bounded and uniformly continuous in \( t \).

Note that \( h_i(t) \) can be considered as an additive input to the following unforced system:
\[
\dot{\mathbf{R}}_i = \mathbf{R}_i(\omega_i^\top)^\wedge, \quad \omega_i^t = -k_w \omega_i^t - e_i,
\]
where \( e_i := \sum_{j \in \mathcal{N}_i} k_{ij}(b_{ji}^1 \times b_{ij}^j) \).

Let the symmetric matrix \( K_i = \sum_{j \in \mathcal{N}_i} k_{ij} b_{ij} b_{ij}^\top \), which has distinct eigenvalues for almost all \( k_{ij} > 0 \) (Lemma 1), and the error function
\[
\Phi_i = \sum_{j \in \mathcal{N}_i} k_{ij}(1 + b_{ji}^1 \cdot b_{ij}^j) = tr(G_i (I_3 - U^\top Q_i U),
\]
where \( Q_i := R_i R_i^\top \), and \( G_i := \text{diag}\{\lambda(K_i)\} \) is the diagonal matrix associated with the decomposition \( K_i = U G_i U^\top \). Thus, \( \Phi_i \) has four isolated critical points (Lemma 2) which satisfy the properties in Lemma 3. Furthermore, we have the following lemma whose proof is similar to the proof of Lemma 4.

**Lemma 5:** The error function \( \Phi_i \) and error vector \( e_i \) satisfy the following properties:
1. \( \Phi_i = e_i \cdot \omega_i^t \).
2. \( ||e_i|| \leq \sum_{j \in \mathcal{N}_i} k_{ij} ||\omega_i^t|| \).
3. \( \sigma_i ||e_i||^2 \leq \Phi_i \leq \gamma^i ||e_i||^2 \) for some constants \( \sigma_i, \gamma_i > 0 \), where the upper bound holds when \( \Phi_i < 2 \min \{\lambda_i + \lambda_k\}, (\lambda_i, \lambda_k \in \lambda(K_i), i \neq k) \).

2) Stability Analysis: We have the following theorem whose proof is similar to Proof of Theorem 1.

**Theorem 2:** Suppose that Assumptions 1-2 hold. Then, under the orientation alignment law (10), for almost all positive scalars \( k_{ij} > 0 \), there holds:
1. The invariant set of the unforced system (12) is given as \( \{(Q_1, \omega_i^t) : Q_2 \in \{I_3, U D_1 U^\top, U D_2 U^\top, U D_3 U^\top\}, \omega_i^t = 0\} \), where \( D_i \) are defined in Lemma 2.
2. The desired equilibrium \( (I_3, 0) \) is almost globally asymptotically stable and locally exponentially stable and the third undesired equilibria are unstable.

**Lemma 6:** The input \( h_i(t) \) in (11) is bounded and vanishes asymptotically as \( t \to \infty \).

**Lemma 7:** The cascade system (11) is almost globally input-to-state stable with respect to the input \( h_i(t) \) when \( \lambda_{\min}(K_i) \approx \lambda_{\max}(K_i) \) and \( k_{ij} \) are sufficiently large, with respect to \( h_i(t) \).

**Remark 2:** Agent \( i \) can locally design \( \lambda(K_i) \) because \( K_i \) is similar to the matrix \( K_i := \sum_{j \in \mathcal{N}_i} k_{ij} b_{ji}^1 b_{ij}^1 \). Note that the third direction in the set \( \{b_{ji} \}, j \in \mathcal{N}_i := \{k, l, m\} \) is orthogonal to the first two directional vectors (due to its construction). It follows that \( k_{im} \) is an eigenvalue of \( K_i^k \) corresponding to the eigenvector \( b_{im}^k \).

The other two eigenvalues can be obtained by inspecting the roots of the characteristic equation \( \det(\lambda I_3 - K_i^k) = (\lambda - k_{im})f(\lambda) \), where \( f(\lambda) \) is a quadratic function. Thus, agent \( i \) can easily choose \( k_{ik} \) and \( k_{il} \) such that two roots of \( f(\lambda) = 0 \) arbitrary close to \( \lambda = k_{im} \).

**Theorem 3:** Suppose that Assumptions 1 and 2 hold. Then, under the orientation alignment law (10), \( R_i \to R_1 \) almost globally and asymptotically as time goes to infinity.

Finally, by invoking induction, we conclude that \( R_i \) converges to \( R_1 \), or equivalently, the \( i \)-th local coordinate system aligns to that of the first agent, almost globally and asymptotically for all \( i \in \mathcal{V} \).

IV. SIMULATION

Consider a leader-follower network of eight agents (\( n = 8 \)) and two landmarks in \( \mathbb{R}^3 \) whose interaction graph is depicted in Fig. 4. The positions and initial orientations, whose coordinate axes are shown in red-green-blue, of the agents are depicted in Fig. 5b, respectively. In particular, the initial orientations of the agents are chosen as: \( R_1 = \text{rotX}(\pi/6), R_2 = \text{rotX}(\pi/3)\text{rotZ}(\pi/6), R_3 = \text{rotX}(2\pi/3), R_4 = \text{rotY}(\pi/6), R_5 = \text{rotY}(\pi/2), R_6 = \text{rotY}(5\pi/6)\text{rotZ}(\pi/6), R_7 = \text{rotZ}(\pi/6), \) and \( R_8 = \text{rotZ}(8\pi/9) \), where \( \text{rotX}(), \text{rotY}() \) and \( \text{rotZ}() \) denote the rotations about \( x, y \) and \( z \) axes, respectively. It is observed that the orientations of the agents converge to the orientation of the agent 1 asymptotically as the orientation alignment errors \( ||I_3 - R_i R_1||_F \), where \( || \cdot ||_F \) denotes the Frobenius norm, tend to zeros asymptotically as \( t \to \infty \), as shown in Fig. 5a. The final orientations of the agents are shown in Fig. 5c. A video of the simulation is available at https://youtu.be/amPsvWhfrU.

V. CONCLUSION

In this work, we have studied the orientation alignment of a type of leader-follower networks of multiple stationary agents with the first agent being the leader in the three-dimensional space. The agents in the network have only direction measurements to two neighbors and the first two agents can additionally measure directional vectors to some common landmarks. An orientation alignment scheme was proposed for the agents based exclusively in the direction constraints with no need for a global coordinate frame.
common to all agents or the construction of the agents’ orientation matrices. We showed that the agents can achieve an orientation consensus almost globally and asymptotically. Simulation results were provided to illustrate the theoretical analysis.
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