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SUMMARY The outcome of document clustering depends on the scheme used to assign a weight to each term in a document. While recent works have tried to use distributions related to class to enhance the discrimination ability, it is worth exploring whether a deviation approach or an entropy approach is more effective. This paper presents a comparison between deviation-based distribution and entropy-based distribution as constraints in term weighting. In addition, their potential combinations are investigated to find optimal solutions in guiding the clustering process. In the experiments, the seeded k-means method is used for clustering, and the performances of deviation-based, entropy-based, and hybrid approaches are analyzed using two English and one Thai text datasets. The result showed that the deviation-based distribution outperformed the entropy-based distribution, and a suitable combination of these distributions increases the clustering accuracy by 10%.

key words: term weighting, deviation-based weight, entropy-based weight, in-collection intra-class and inter-class information, k-means document clustering

1. Introduction

Term weighting is a potential tool to guide/control a process and to improve classification (supervised learning)[1], [2] or clustering performance (unsupervised learning)[3], by assigning higher weights to more important terms. In the vector space model, term weighting can help to select informative terms/words and exclude common terms/words in order to construct a vector for a document. The traditional term weighting depends only on term frequency in the document and the inverse number of training documents that contain this term[4]. Instead of blind grouping, clustering can be extended to exploit constraints during the clustering process. Previously, the concept of controlled unsupervised learning has been studied by several works as a more specific task called constrained clustering[5]–[8]. In constrained clustering, the background knowledge or constraint can be in the form of either the labeled data (direct usage of class labels)[8], the instance-level constraint (must-link or cannot-link sets)[5], [9], or the cluster-level constraint (cluster size, lower/upper bounds on the radii, etc.)[10], [11]. However, most existing constrained methods ignore the effect of attributes (features) on the representation of each datum on the space (vector space model). As an exploration of attribute-level (feature-level) constraints in the clustering process, Schmidt et al.[12] proposed to use specific attribute values to control whether instances may or may not be assigned to the same group. The concept of the approach is to induce clusters of binary instances that satisfy constraints on the attribute level. They also showed how the well-established instance-level constraints, must-link and cannot-link, can be adapted to the attribute level. In this approach, rather than using instance-level constraints, they used information encoded in the form of characteristics of attributes that such instances hold. Although, this work seems an early work on attribute-level constraints, it handles only binary attributes.

In the past, for the classification task, some work used learning to weight for classification[33] and some applied the attribute-level constraints which are non-binary to improve classification performance. These works used different class-related statistics for weighting terms, such as chi-square, information gain, and gain ratio. Statistical confidence intervals can be used to guide clustering with such prior knowledge in the form of statistics. Two statistical approaches; namely the deviation approach[13], [14] and the entropy approach[15], were used to enhance discrimination with class information. For the former, Lertnatee and Theeramunkong[13] reported that using a term distribution (SD, CSD, and ICSD) in term weighting helped improve the accuracy of centroid-based categorization. The latter is to utilize probability, rather than distribution, to strengthen discrimination. Recently, Chai et al. (2016)[16] have applied the weighting coefficients, namely RELIEF, I-RELIEF, and B-LM2FW, to describe the relevant characteristics of different term/features. However, most works on these approaches focused on classification, not clustering. Some researchers suggested a combined term weighting to avoid bias from a single source of information[17]. While most works on term weighting focused on classification, it is still an open question on which statistical approaches are suitable for unsupervised learning, like the clustering task.

Based on the above background, this paper presents a method to improve the seeded k-means clustering by utilizing distribution term weighting as constraints for con-
trolling/guiding the process of clustering documents. Three types of the statistics, that is, in-collection, intra-class, and inter-class distributions, are used as term weighting, to express the behavioral of categories. Two schemes; alternatively deviation and entropy, are used to assign an appropriate weight to each term. Their performances are compared and analyzed. Even our previous work [18] first proposed utilization of deviation and entropy as term weighting for seeded k-means clustering, the investigation was done in a small scale and only preliminary experiments are conducted. In this paper, we further study the effect of deviation- and entropy-based term weighting in the quality of seeded k-means clustering, in terms of geo-mean of accuracy and entropy-based term weighting in the quality of seeded k-means clustering for text classification. Ren and Sohrab [19] introduced to extend the conventional TFIDF with class in the simplest approach, the inverse class frequency (ICF) was or among classes, to improve performance. In the past, as use class information, such as term distribution in a class. This section describes existing works on term weighting that one Thai texts. The combination of deviation- and entropy-based term weightings is also explored. The rest of this paper is organized as follows. Section 2 describes previous works related to the distribution-based term weighting scheme using class information. In Sect. 3, the deviation- and entropy-based term weighting as well as their combined model, are presented. The document clustering using the proposed weights is given in Sect. 4. Section 5 provides the experimented settings and the performance measurement. In Sect. 6, the experimental results and error analysis are discussed. Finally, the discussion and conclusion are given in Sect. 7.

2. Related Works

This section describes existing works on term weighting that use class information, such as term distribution in a class or among classes, to improve performance. In the past, as the simplest approach, the inverse class frequency (ICF) was introduced to extend the conventional TFIDF with class information for text classification. Ren and Sohrab [19] introduced a so-called class-indexing-based term weighting approach with the inverse class frequency (ICF) function and a new inverse class space density frequency (ICSF), to improve classification. The ICF and ICSF was shown to help to emphasize or prefer words that occur only in a few classes, while it ignores words that appear in all classes.

Besides ICF, some previous works applied other statistical methods, particularly term distribution, to use class information for classification. Such approaches can be classified into two types: deviation- and entropy-based term weightings [13, 14, 20]. Some weighting methods used deviation-based distributions obtained from a set of labeled data to reflect the importance of a term in a certain class [21]. As a fuzzy approach, Lo et al. [22] proposed an objective weighting model based on the maximum deviation, and then integrated the interval number and distance function into the main structure to handle the uncertain information. Fat-tah [23] used the term weighting based on class density to reflect the relative importance of a certain term in a certain class. Most methods just measured the distribution of a term in a certain class relative to the whole documents in a class, but Lertnattee and Theeramunkong [13] proposed an improvement in the term weighting method that also addresses the deviations related to classes. They also applied the term distribution weighting scheme to adjust the weights of the terms that follow the collection, inter-class, and intra-class characteristics to improve classification. This term weighting technique is used to find distinguishing terms, and then to promote a specific term and/or to demote general terms.

Besides deviation, entropy is an alternative to the use of class information. In general, entropy is a measure of uncertainty or randomness. The higher the entropy of an object, the more uncertain the object’s state is. Nigam et al. [24] proposed an approach to use the maximum entropy to measure the importance level of a term by estimating the constraints on the distribution of the class variable given to the document for text classification. As an alternative to the deviation-based approach, entropy-based weighting schemes can be used to improve the feature selection. Belonging to this approach, REMI used a robust measure of feature quality, called rank entropy, to compute the uncertainty in monotonic classification [20, 25]. Similarly, FS-JMIE applied a joint maximal information entropy method between features and class to define a metric for the efficiency of a feature subset evaluation [26]. Fragos et al. [27] extended the maximum entropy modeling with $\chi^2$ to reduce the dimensionality of data and improve feature weighting. As a more recent work, Wu et al. [28] developed entropy to measure term distribution and term bias to control over-weighting and under-weighting. These methods presented three regularization techniques: (1) add-one smoothing for handling singular terms, (2) sublinear scaling and (3) bias term for shrinking the ratios between term weights. As a more specific topic, Lee et al. (2017) [29] showed how the entropy of the sentiments in the review texts characterized their influence and bias on the relationship between online word-of-mouth (WOM) and product sales.

3. Deviation- and Entropy-Based Distribution Term Weightings

This section describes deviation- and entropy-based distribution and their combination. To this end, the formulation of term weighting is shown as follows. Let $D = \{d_1, d_2, \ldots, d_D\}$ be a set of $|D|$ documents, $T = \{t_1, t_2, \ldots, t_T\}$ be a set of $|T|$ terms, and a weight can be given to each term $t_n$ in a document $d_n$. The most commonly-used term weighting is term frequency (tf) and inverse document frequency (idf). Although there exist several variants of term frequency of the term $t_n$ in the document $d_n$, one of the most popular settings is the norm-1 term frequency denoted by $ntf_{mn}$ as shown in Eq. (1).

$$ntf_{mn} = \frac{tf_{mn}}{\sum_{j=1}^{T} tf_{mj}}$$

(1)

where $tf_{mn}$ is the frequency of the n-th term in the m-th document. On the other hand, the inverse document frequency is often used to reduce effect of common terms that occur in most documents, such as articles or prepositions. The
definition of the inverse document frequency of the term $t_n$, denoted by $idf_n$, can be defined as follows.

$$\text{idf}_n = \log \left( \frac{|D|}{1 + |D_n|} \right) \quad (2)$$

$$D_n = \{d | d \in D \land \text{int}(t_n, d)\} \quad (3)$$

where $\text{int}(t_n, d)$ is the Boolean function representing the existence of the term $t_n$ in the document $d$. $D_n$ is the set of documents that include the term $t_n$, and $|D_n|$ is the number of documents in $D_n$.

3.1 Deviation-Based Term Weighting (DTW)

The standard deviation (SD) is a statistic that measures the dispersion of data values in a dataset, relative to its mean and is calculated as the square root of the variance. By this property, it is possible to use the SD in frequencies (occurrences) of a term occurring in a document in the document collection, the SD in frequencies of a term occurring in a class in the class system, and the SD in frequencies of a term occurring in a document in the focused class, for different specific term and general terms. A term with a high standard deviation in its occurrences may be considered as more significant. It is also possible to consider the class-based deviation. Following the principles in [13], an important terms, i.e. terms that should be assigned with a high weight, tend to have the following properties.

- **In-collection deviation**: An important term (or word) tends to occur in a specific group of documents and they should not appear frequently in all documents in the whole collection.

- **Intra-class deviation**: An important term (or word) for a specific class, should occur almost equally in most documents in that class.

- **Inter-class deviation**: An important term (or word) should appear in a certain class and much fewer in other classes.

Although such properties were used in several works related to classification such as [13], [30], [31], it can be easily applied for clustering as follows. Let $C = \{c_1, c_2, \ldots, c_C\}$ be a set of $|C|$ clusters, then $C_k = \{d \mid d \text{ is a document that belongs to cluster } c_k\}$, where $\bigcup_{j=1}^{C} C_j = D$ and $C_i \cap C_j = \emptyset$.

A value $F$ (i.e., false) is assigned to $(d_i, c_k)$ when document $d_i$ does not belong to cluster $c_k$. Mathematically, the above three properties, i.e., the in-collection, inter-class, and intra-class distributions can be expressed by the standard deviation, inter-class standard deviation, and average class standard deviation as follows.

1. **In-collection Standard Deviation ($sd_n$):**

$$sd_n = \sqrt{\frac{1}{|D|} \sum_{m=1}^{|D|} (tf_{mn} - \mu_n)^2} \quad (4)$$

$$\mu_n = \frac{1}{|D|} \sum_{m=1}^{|D|} tf_{mn} \quad (5)$$

The $sd_n$ represents the standard deviation of a term $t_n$, calculated from its frequencies, denoted by $tf_{mn}$, in all documents $d_m$ in the whole collection, and $\mu_n$ is the average term frequency of the term $t_n$ in the documents in the collection. Note that this standard deviation is independent of a class but it relates to frequencies of the term in documents in the whole collection. While a term with a low $sd_n$ is supposed to be an important term, it implies two situations: (1) when the term rarely appears, and (2) when the occurrences of the term are nearly equal in all documents for the whole collection. In contrast, a term with a high $sd_n$ is trivial since it appears often or its frequencies are various among documents in the collection.

2. **Average Class Standard Deviation (acsd$_n$):**

$$\text{acsd}_n = \frac{1}{|C|} \sum_{k} \sqrt{\frac{1}{|c_k|} \sum_{d_m \in c_k} (tf_{mn} - \mu_w)^2} \quad (6)$$

The acsd$_n$ represents the average standard deviation of the occurrences of the term $t_n$, with respect to all classes ($c_k \in C$). Implicitly, the acsd is an intra-class factor. A term has a low acsd when it is stable in its term frequencies among documents in the class. Then it is likely to be the representative of the class. Two typical situations are (1) when the occurrence of terms is nearly equal, and (2) when it rarely occurs for all documents in that class.

3. **Inter-class Standard Deviation (icsd$_n$):**

$$\text{icsd}_n = \sqrt{\frac{1}{|C|} \sum_{n=1}^{|C|} (\mu_{nk} - \mu_{w})^2} \quad (7)$$

$$\mu_w = \frac{1}{|C|} \sum_{k=1}^{|C|} \mu_{nk} \quad (8)$$

$$\mu_{nk} = \frac{1}{|c_k|} \sum_{d_m \in c_k} tf_{mn} \quad (9)$$

The icsd$_n$ is the standard deviation of the $t_n$’s average frequencies of the class $\mu_{nk}$ in Eq. (9). A term with a high icsd implies that the term occurs with dominantly different frequencies among the classes. Note that this factor, icsd, of a term is independent of classes.

3.2 Entropy-Based Term Weighting (ETW)

In the past, several works [15], [24], [26], [32] applied the entropy to identify important terms since the entropy is derived from the logarithm of a probability distribution and it can be used as an indicator for impurity level. Naturally an important term will have low entropy, that is low ambiguity in its probability to occur in a class or its probability to occur in the other classes. Similar to the above deviation-based term weighting, an important terms that have a high weight, should satisfy the following properties related to entropy.

- **In-collection entropy**: A term (or word) is considered to be prominent when there is somewhat balance
between the number of documents which include that term, and the number of documents which do not include that term.

- **Intra-class entropy**: A term (or word) is considered to be prominent when there is somewhat imbalance between the number of documents in a class which include that term, and the number of documents in the class which do not include that term.

- **Inter-class entropy**: A term (or word) is considered to be prominent when there is somewhat imbalance between the number of documents in all classes which include that term, and the number of documents in all classes which do not include that term.

The formal definition of term distribution weighting is organized by entropy based on in-collection, inter-class, and intra-class as follows:

(1) **In-collection Term Entropy** ($e_n$)

The in-collection entropy of a term $t_n$, denoted by $e_n$, can be defined based on the probability that the document includes or does not include the term as shown below.

$$e_n = -p(D_n)(\log_2 p(D_n)) - p(\overline{D}_n)(\log_2 p(\overline{D}_n))$$

(10)

where $D_n$ is the set of documents that include the term $t_n$, $\overline{D}_n$ is the set of documents that do not include the term $t_n$, and $p(D_n) + p(\overline{D}_n) = 1.0$. Intuitively, a term with somewhat high value for this type of entropy can be considered an important term. A term that either occurs in only few documents or occurs in almost all documents, will have a low entropy and it implies that such term is a not good representative terms/feature for classification or clustering.

(2) **Class-based Term Conditional Entropy** $c_{ce_n}$:

$$c_{ce_n} = \frac{1}{|C|} \sum_{k=1}^{|C|} p(c_k) \left[ -p(D_n|c_k)\log_2 p(D_n|c_k) - p(\overline{D}_n|c_k)\log_2 p(\overline{D}_n|c_k) \right]$$

$$= -\sum_{k=1}^{|C|} p(D_n, c_k)\log_2 p(D_n|c_k)$$

$$- \sum_{k=1}^{|C|} p(\overline{D}_n, c_k)\log_2 p(\overline{D}_n|c_k)$$

(11)

The $c_{ce_n}$ represents the summation of the entropy of the intra-class distribution on how likely documents in the class $k$ includes the term $t_n$. That is, the summation of the entropy of binary distribution of the conditional probabilities; $p(D_n|c_k)$ and $p(\overline{D}_n|c_k)$ over the cluster set (corresponding to the class set) $C$. A term with a low $c_{ce}$ value tends to be significant since the term either occurs in only few documents in the class, or occurs in almost all documents in the class and it implies that such term is a good representative feature for classification or clustering.

(3) **Class-based Term Entropy** ($ce_n$):

$$ce_n = -\sum_{k=1}^{|C|} p(D_n, c_k)\log_2 p(D_n, c_k)$$

$$- \sum_{k=1}^{|C|} p(\overline{D}_n, c_k)\log_2 p(\overline{D}_n, c_k)$$

(13)

The $ce_n$ represents the summation of the entropy of the inter-class distribution on how likely documents in the class $k$ includes the term $t_n$. That is, the summation of the entropy of distribution of the joint probabilities; $p(D_n, c_k)$ and $p(\overline{D}_n, c_k)$ over the cluster set (corresponding to the class set) $C$. Note that $\sum_{k=1}^{|C|} (p(D_n, c_k) + p(\overline{D}_n, c_k)) = 1$. A term with a low $ce$ value tends to be significant since the term has high variety in its distribution among classes.

### 3.3 Combined Term Weighting Scheme

This section presents the combined term weighting methods using the element-wise multiplication (⊙) with two weighting methods of three distributions, i.e., in-collection, inter-class, and intra-class deviation as well as in-collection, inter-class, and intra-class entropy. In this work, the weight of the term $t_n$ in a document $d_m$, denoted by $tw_{mn}$, is designed to be in the form shown in Eq. (14).

$$tw_{mn} = nt_{mn} \times idf_n \times dtw_{n1}^\alpha \times etw_{n2}^\beta$$

(14)

$$dtw_n = sd_n^{\alpha_1} \times acsd_n^{\alpha_2} \times icsd_n^{\alpha_3}$$

(15)

$$etw_n = e_n^{\beta_1} \times cce_n^{\beta_2} \times ce_n^{\beta_3}$$

(16)

where $\alpha_1$ and $\alpha_2$ are the exponents or powers (weights) for $dtw$ and $etw$; $\beta_1$, $\beta_2$, ..., $\beta_6$ are the exponents for $sd$, $acsd$, $icsd$, $e$, $cce$, and $ce$, respectively. In other words, the term weighting scheme ($tw$) is the multiplication of the normalized term frequency ($nt_{mn}$), the inverse document frequency ($idf_n$), deviation-based term weights (DTW), and entropy-based term weights (ETW), where the DTW ($dtw_n$) and ETW ($etw_n$) components are weighted by $\alpha_1$ and $\alpha_2$, as shown in Eq. (14). The $dtw_{mn}$ are the multiplication of $sd$, $acsd$, and $icsd$ weighted by $\beta_1$, $\beta_2$, and $\beta_3$, respectively. The $etw_{mn}$ are the multiplication of $e$, $cce$, and $ce$ weighted by $\beta_4$, $\beta_5$, and $\beta_6$, respectively. Eq. (15) shows how distribution term weighting factors, i.e., $sd$, $acsd$, and $icsd$, contributes to weight a term $(t_n)$. In the same way, Eq. (16) presents how entropy-based term weighting factors, i.e. $e$, $cce$, and $ce$, affects to weight a term $(t_n)$. The weightings $\beta_i$’s in the Eq. (15)- (16) can be set to positive values, zero values, or negative values, making the six factors ($sd$, $acsd$, $icsd$, $e$, $cce$, and $ce$) perform as a promoter, an inert, or a demotor.

### 4. Seeded k-Means Clustering Using Term Weighting

This section presents our framework of seeded $k$-means clustering where distribution statistics are extracted from the small set of $C$-classed labeled documents and used as constraints for clustering the large set of unlabeled documents.
The weighting are used to cluster the unlabeled data into types; i.e., in-collection, inter-class and intra-class statistics.

In this figure, the unlabeled documents are encoded into $C'$ groups, as shown in Fig. 1. Here, two types of the distribution statistics for term weighting are those shown in Sect. 3; i.e., deviation-based and entropy-based statistics.

In this work, the unlabeled term weightings include binary frequency (bf), term frequency (tf), inverse document frequency (idf), and their combinations, such as $tf \times idf$. In practice, we omit the terms that are less than 0.001 percent of the total number of occurrences, as shown in Eq. (2). This example model applied the Porter’s Stemmer to make the words change to their root form. In practice, we omit the terms that are less than 0.001 percent of the total number of occurrences, as shown in Eq. (2). This example model applied the Porter’s Stemmer to make the words change to their root form.

The weights are calculated from the relatively small term weighting scheme as constraints in the clustering process. The weights are of three groups, as shown in Fig. 1. Here, two types of the distribution statistics for term weighting are those shown in Sect. 3; i.e., deviation-based and entropy-based statistics.

In step 1, tf is used to encode the corpus for the distribution term weighting scheme. In step 2, tf is used to encode the corpus for the distribution term weighting scheme. In this work, we propose the term weighting scheme as constraints in the clustering process. The weights are calculated from the relatively small term weighting scheme as constraints in the clustering process. The weights are of three groups, as shown in Fig. 1. Here, two types of the distribution statistics for term weighting are those shown in Sect. 3; i.e., deviation-based and entropy-based statistics.

In step 1, tf is used to encode the corpus for the distribution term weighting scheme. In step 2, tf is used to encode the corpus for the distribution term weighting scheme. In step 3, tf $\times$ idf is used as the based conventional term weighting for combining various distribution term weighting schemes from step 2. Note that the distribution term weighting is used for re-weighting the vector space model which is the formal definition of the term distribution weighting scheme. The conventional seeded k-means method assumes spherical-shaped clusters when the cosine similarity is applied for grouping documents.

5. Experiment Settings: Datasets and Measurements

5.1 Datasets

To evaluate the effectiveness of the proposed method three text datasets, i.e., Amazon, WebKB, and Thai-reform, are used for experiments, where the first two datasets are English corpora and the last one is a Thai corpus. Amazon is a collection of reviews, taken from Book, DVD, and Electronics domains from Amazon. WebKB consists of HTML-based texts and 4 popular items (student, faculty, course, and project) are selected from 7 classes, to categorize the data followed by 5 universities. Note that in this dataset 4161 documents from 4199 pages are selected that do not have only the structure of a web page. Thai-reform is the Thai comment which consists of 3,000 documents obtained from the Thai-reform webpage (http://static.thaireform.org/). However, some comments are in short sentences, while some are in lengthy detail, so 1,000 documents of each in the 3 largest classes are randomly selected. In the initial stage, we perform a pre-process of the two English language corpora, for example, we have transformed characters in the text into the lower case and then applied the Porter’s Stemmer to make the words change to their root form. In practice, we omit the terms the frequency of which are less than 0.001 percent of the total number of words in the collection. The characteristics of three datasets (corpora) are summarized in Table 1.

5.2 Measurement

Our proposed clustering method is evaluated in three criteria: accuracy, $f$-measure, and geo-mean. Accuracy ($A$) is defined as the ratio of the number of documents assigned with their correct classes in all classes ($TP_1 + TP_2 + \ldots + TP_{|C|}$), compared with the total number of documents ($|D|$), where $TP_k$ stands for the true positive of the class $i$ and the number of classes is $|C|$. For evaluate the effectiveness of the proposed method three text datasets, i.e., Amazon, WebKB, and Thai-reform, are used for experiments, where the first two datasets are English corpora and the last one is a Thai corpus. Amazon is a collection of reviews, taken from Book, DVD, and Electronics domains from Amazon. WebKB consists of HTML-based texts and 4 popular items (student, faculty, course, and project) are selected from 7 classes, to categorize the data followed by 5 universities. Note that in this dataset 4161 documents from 4199 pages are selected that do not have only the structure of a web page. Thai-reform is the Thai comment which consists of 3,000 documents obtained from the Thai-reform webpage (http://static.thaireform.org/). However, some comments are in short sentences, while some are in lengthy detail, so 1,000 documents of each in the 3 largest classes are randomly selected. In the initial stage, we perform a pre-process of the two English language corpora, for example, we have transformed characters in the text into the lower case and then applied the Porter’s Stemmer to make the words change to their root form. In practice, we omit the terms the frequency of which are less than 0.001 percent of the total number of words in the collection. The characteristics of three datasets (corpora) are summarized in Table 1.

5.2 Measurement

Our proposed clustering method is evaluated in three criteria: accuracy, $f$-measure, and geo-mean. Accuracy ($A$) is defined as the ratio of the number of documents assigned with their correct classes in all classes ($TP_1 + TP_2 + \ldots + TP_{|C|}$), compared with the total number of documents ($|D|$), where $TP_k$ stands for the true positive of the class $i$ and the number of classes is $|C|$. For evaluate the effectiveness of the proposed method three text datasets, i.e., Amazon, WebKB, and Thai-reform, are used for experiments, where the first two datasets are English corpora and the last one is a Thai corpus. Amazon is a collection of reviews, taken from Book, DVD, and Electronics domains from Amazon. WebKB consists of HTML-based texts and 4 popular items (student, faculty, course, and project) are selected from 7 classes, to categorize the data followed by 5 universities. Note that in this dataset 4161 documents from 4199 pages are selected that do not have only the structure of a web page. Thai-reform is the Thai comment which consists of 3,000 documents obtained from the Thai-reform webpage (http://static.thaireform.org/). However, some comments are in short sentences, while some are in lengthy detail, so 1,000 documents of each in the 3 largest classes are randomly selected. In the initial stage, we perform a pre-process of the two English language corpora, for example, we have transformed characters in the text into the lower case and then applied the Porter’s Stemmer to make the words change to their root form. In practice, we omit the terms the frequency of which are less than 0.001 percent of the total number of words in the collection. The characteristics of three datasets (corpora) are summarized in Table 1.

5.2 Measurement

Our proposed clustering method is evaluated in three criteria: accuracy, $f$-measure, and geo-mean. Accuracy ($A$) is defined as the ratio of the number of documents assigned with their correct classes in all classes ($TP_1 + TP_2 + \ldots + TP_{|C|}$), compared with the total number of documents ($|D|$), where $TP_k$ stands for the true positive of the class $i$ and the number of classes is $|C|$. For evaluate the effectiveness of the proposed method three text datasets, i.e., Amazon, WebKB, and Thai-reform, are used for experiments, where the first two datasets are English corpora and the last one is a Thai corpus. Amazon is a collection of reviews, taken from Book, DVD, and Electronics domains from Amazon. WebKB consists of HTML-based texts and 4 popular items (student, faculty, course, and project) are selected from 7 classes, to categorize the data followed by 5 universities. Note that in this dataset 4161 documents from 4199 pages are selected that do not have only the structure of a web page. Thai-reform is the Thai comment which consists of 3,000 documents obtained from the Thai-reform webpage (http://static.thaireform.org/). However, some comments are in short sentences, while some are in lengthy detail, so 1,000 documents of each in the 3 largest classes are randomly selected. In the initial stage, we perform a pre-process of the two English language corpora, for example, we have transformed characters in the text into the lower case and then applied the Porter’s Stemmer to make the words change to their root form. In practice, we omit the terms the frequency of which are less than 0.001 percent of the total number of words in the collection. The characteristics of three datasets (corpora) are summarized in Table 1.

5.2 Measurement

Our proposed clustering method is evaluated in three criteria: accuracy, $f$-measure, and geo-mean. Accuracy ($A$) is defined as the ratio of the number of documents assigned with their correct classes in all classes ($TP_1 + TP_2 + \ldots + TP_{|C|}$), compared with the total number of documents ($|D|$), where $TP_k$ stands for the true positive of the class $i$ and the number of classes is $|C|$. For evaluate the effectiveness of the proposed method three text datasets, i.e., Amazon, WebKB, and Thai-reform, are used for experiments, where the first two datasets are English corpora and the last one is a Thai corpus. Amazon is a collection of reviews, taken from Book, DVD, and Electronics domains from Amazon. WebKB consists of HTML-based texts and 4 popular items (student, faculty, course, and project) are selected from 7 classes, to categorize the data followed by 5 universities. Note that in this dataset 4161 documents from 4199 pages are selected that do not have only the structure of a web page. Thai-reform is the Thai comment which consists of 3,000 documents obtained from the Thai-reform webpage (http://static.thaireform.org/). However, some comments are in short sentences, while some are in lengthy detail, so 1,000 documents of each in the 3 largest classes are randomly selected. In the initial stage, we perform a pre-process of the two English language corpora, for example, we have transformed characters in the text into the lower case and then applied the Porter’s Stemmer to make the words change to their root form. In practice, we omit the terms the frequency of which are less than 0.001 percent of the total number of words in the collection. The characteristics of three datasets (corpora) are summarized in Table 1.
The $f$-measure is defined in two viewpoints, which are used to evaluate the effectiveness of indirect per-class and all-class new-points. The average effectiveness of a classifier ($F_k$) is from pre-class trials. The macro-average $f$-measure ($\bar{F}$) is used for measuring all-class performance, which is calculated by averaging the measurement over every class ($f_k$) on a testing dataset. Furthermore, the macro-average is calculated for the performance on all classes, regardless of the size (or length) of the class.

$$\bar{F} = \frac{\sum_{k=1}^{C} f_k}{C}$$  \hfill (18)

$$f_k = \frac{2 \times r_k \times p_k}{r_k + p_k}$$  \hfill (19)

### Table 1: Characteristics of the experimental datasets.

| Dataset                  | Amazon | WebKB | Thai-reform |
|--------------------------|--------|-------|-------------|
| General Information      |        |       |             |
| Language                 | English| English| Thai        |
| No. of docs              | 6000   | 4161  | 3000        |
| No. of classes           | 3      | 5     | 3           |
| No. doc./class           | 2000 each| 221/237/249 | 1000 each |
| No. of distinct terms    | 7614   | 6527  | 3549        |
| No. of terms in the intersection of two classes | 351/312/496 |
| No. of terms in the intersection of three classes | 1385 |
| No. of terms in the intersection of four classes | NA |
| No. of terms in the intersection of five classes | NA |

| Distribution Information|        |       |
|-------------------------|--------|-------|
| No. of terms in a single class | 205/312/233 |
| No. of terms in the intersection of two classes | 272/252/243 |
| No. of terms in the intersection of three classes | 3647 |
| No. of terms in the intersection of four classes | NA |
| No. of terms in the intersection of five classes | NA |

### Table 2: Cluster quality in the form of geo-mean (accuracy, $f$-measure), when seeded k-means clustering with a single term distribution factor is used. (Panel I for deviation-based and Panel II for entropy-based)

| TW          | Amazon | WebKB | Thai-reform | Avg.      |
|-------------|--------|-------|-------------|-----------|
| FW × idf    | -      | -     | 90.35 (90.35) | 80.11 (80.11) |
| DW          | 90.99 (90.99) | 87.30 (87.30) | 93.16 (93.16) | 89.10 (89.10) |
| Panel I : Deviation-based weighting |
| ntf × idf   | -      | -     | 90.99 (90.99) | 87.30 (87.30) | 93.16 (93.16) | 89.10 (89.10) |
| ntf × idf   | -      | -     | 72.44 (72.44) | 31.41 (31.41) | 54.04 (54.04) | 52.63 (52.63) |
| ntf × idf   | -      | -     | 91.71 (91.71) | 83.77 (83.77) | 94.05 (94.05) | 89.84 (89.84) |
| ntf × idf   | -      | -     | 71.12 (71.12) | 31.42 (31.42) | 50.11 (50.11) | 50.88 (50.88) |
| ntf × idf   | -      | -     | 52.68 (52.68) | 63.15 (63.15) | 70.62 (70.62) | 62.15 (62.15) |
| ntf × idf   | -      | -     | 75.12 (75.12) | 67.98 (67.98) | 78.05 (78.05) | 73.72 (73.72) |
| Panel II : Entropy-based weighting |
| ntf × idf   | -      | -     | 88.09 (88.09) | 79.40 (79.40) | 71.37 (71.37) | 79.62 (79.62) |
| ntf × idf   | -      | -     | 69.68 (69.68) | 31.15 (31.15) | 83.39 (83.39) | 61.40 (61.40) |
| ntf × idf   | -      | -     | 88.56 (88.56) | 78.94 (78.94) | 75.75 (75.75) | 81.08 (81.08) |
| ntf × idf   | -      | -     | 64.45 (64.45) | 30.01 (30.01) | 74.28 (74.28) | 56.25 (56.25) |
| ntf × idf   | -      | -     | 91.15 (91.15) | 75.71 (75.71) | 93.49 (93.49) | 86.78 (86.78) |
| ntf × idf   | -      | -     | 89.03 (89.03) | 57.10 (57.10) | 91.50 (91.50) | 79.21 (79.21) |

$TW = FW \odot DW$ where $TW = \text{term weight}$, $FW = \text{frequency-based weight}$, $DW = \text{distribution-based weight}$. $\odot$ is an element-wise multiplication.

### 6. Experiment Results

#### 6.1 Effect of Single Weighting Scheme

This first experiment surveys the outcome of an individual distribution factor on clustering quality by adding a term distribution-based weight (DW) one by one, where the weight is a deviation-based factor (either sd, acsd, or icsd) or an entropy-based factor (either e, cce, or ce) to the frequency-based weight (FW) as shown in Table 2. Note that the frequency-based weight (FW) is $\text{ntf} \times \text{idf}$ schemes, the norm-1 of term frequency (ntf) defined by Eq. (1). The quality of cluster evaluation is performed on seeded clustering with five-fold cross validation, where 80% of the data is used for training of distribution term weighting calculation and remaining 20% is used for testing. The result shows the distribution term factor of predefined classes that are correlated to the effectiveness of factors. The $\text{Avg.}$ column shows the average performance of three datasets. It is used to in-
vestigate the direction of the exponent of each term. The bold numbers in the table indicate the maximum geo-mean of accuracy and the $f$-measure value for the degree of exponent in each distribution term factor.

In the deviation-based model, ‘acsd’, and ‘sd’ are likely to be a demoter (/), that is they have better performance when they are assigned with a negative degree of exponent as shown in Table 2 (Panel I). On the other hand, ‘icsd’ tends to act as a promoter (×) since its positive degree of exponent outperforms its negative version. Moreover, all entropy-based types (‘e’, ‘cce’, ‘ce’) work well as a demoter (/) since they perform well when they are assigned with a negative degree of exponent, as shown in Table 2 (Panel II). One more observation is that clustering quality is quite different between demoter (/) and promoter (×) for the deviation-based weighting. The most influential weight is ‘acsd’, where the gap between its demotor version and its promoter version is quite large, i.e., 20.59% for Amazon, 52.35% for WebKB, and 43.94% for Thai-reform. The second most influential weight is ‘sd’ with a big gap, i.e., 18.54% for Amazon, 55.89% for WebKB, and 39.12% for Thai-reform. The least influential weight is ‘icsd’, which has a relatively smaller gap between its promoter version and its demotor version, i.e., 22.44% for Amazon, 4.83% for WebKB, and 7.43% for Thai-reform. The result implies that the deviation-based weighting affects clustering quality in the order of intra-class, collection, and inter-class factors. Similar to the deviation-based weighting, the entropy-based weighting can be used to improve clustering quality, the result shows that ‘ccc’ and ‘c’ should act as a demoter. Although ‘e’ seems work as a demoter but the reversed affect is observed for the Thai-reform dataset. Recall Table 1, we can find that the number of class-overlapping terms in the Thai-reform dataset is lower, compared to the other two datasets, that is 76.16% (2,703 from 3,549 terms) while that of Amazon is 90.15% (6,864 in 7,614), and that of WebKB is 84.54% (5,518 in 6,527). Therefore, this different distribution may affect the role of the in-collection term entropy (‘e’). Moreover, the Amazon has 2,722 two-class overlapping words and 3,647 three-class overlapping words (see the “Distribution Information” section in Table 1). That is, the Amazon includes a lot of overlapping words, compared to the other two. The result implies that the entropy-based weighting affects clustering quality in the order of intra-class, collection, and inter-class factors. In other words, due to the comparison between deviation-based and entropy-based weight, both intra-class factor and collection class factors have the best effect on deviation-based weight scheme. In contrast, the inter-class factor is preferred on entropy-based weight more than deviation-based weight. Although, some single term distribution factors can slightly be better than the base-line (ntf × idf), but on average unfortunately some factors can not be improved or may not show the obvious direction. Therefore, to overcome this issue, the cross multiple distribution factors in the same distribution are shown in Table 3 and Table 4.

6.2 Effect of Multiple Weighting Scheme

This second experiments are explored with 5 different exponents (−1.0, −0.5, 0, 0.5, 1.0) giving produce 125 patterns for each weighting based type. The results confirm the role of each factor (i.e., sd, acsd, icsd, e, cce, and ce) giving the same solution of analysis for single-factor effects. Moreover, the combination pattern gives better performance than using a single factor. There exist 24 patterns for standard deviation-based and 13 patterns for entropy-based models in seeded k-means clustering compared with the base-line. For the standard deviation-based experiment (best term distribution on average) the appropriate exponents are −0.5, −1, and 0.5 for ‘sd’, ‘acsd’, and ‘icsd’, respectively. For the entropy-based model, the appropriate exponents are 1, −1, and −1 for ‘e’, ‘cce’, and ‘ce’, respectively. The dataset with a short sentence (Thai-reform) tends to have a high variance between classes. Note that the short sentence has a high percentage between the number of terms in a single class and the number of distinct terms in a document, as shown in Table 1. The variance value between a class can be arranged from high to low as Thai-reform, Amazon, and WebKB, respectively. One more observation is that the best-10 of ranking used the high degree of the exponent to promote or demote term in order as ‘acsd’, ‘sd’, ‘icsd’, respectively. It follows the result of a survey in Table 2 that the class information can be represented by a weight term preferred on acsd. It is clear that in our proposed scheme both deviation- and entropy- based term weighting give the effect that follows the quality of a class information. The suggested combinations (DTW1, ETW1) are shown with a detailed performance comparison with four combined weighting schemes in the next following experiment.

6.3 Combined Weighting Scheme

This third experiment investigates the effect of combined weighting that follows the same five-fold cross-validation of the previous experiment (Table 3 and Table 4). The two styles of distribution-based factors are attached to the frequency-based component (FW) that is the adaptive distribution term weighting on deviation-based (DTW) and entropy-based (ETW) models. To evaluate this combined weighting scheme two sub-experiments are performed. The first sub-experiment investigates the effect of both best distribution term weightings (i.e., DTW1 and ETW1) with frequency term weighting (ntf×idf) on both sides of promoter (for multiplier) and demoter (for divider). The second sub-experiment is performed to analyze the effect of combined six distribution weighting i.e., sd, acsd, icsd, e, cce, and ce on different exponent of term weighting.

6.3.1 Analysis on Paired Comparative Study (DTW vs. ETW)

The experiments explored various different exponents to
combine the two types of distribution term weighting schemes, i.e., distribution-based, and entropy-based with frequency-based term weighting. The best weighting of each distribution term weighting (refer to Table 3 and Table 4; DTW1 and ETW1) are investigated in place of the comparison combined between various exponent values. The exponent of each parameter (i.e., \(dw_e = \alpha^2\), \(etw_e = \alpha^2\)) varies between -5 to 5 with a step size of 0.5 and the total possible combinations (paired of weighting) are 441. In Fig. 3, each sub-figure shows the performance by average geo-mean of accuracy and \(f\)-measure when the positive number of exponent (for promoter) in both of distribution terms are affected for clustering quality. In the contrast, the negative number of exponent (for demoter) in both of distri-
Fig. 3 Effects of component size ($\alpha^1, \alpha^2$ by Eq. (14)) where paired comparative studied (best deviation-based (DTW1) vs. best entropy-based (ETW1) weighting), in terms of average geo-mean of accuracy and $f$-measure: (a) amazon, (b) webkb, (c) Thai-reform, and (d) all average.
demotor) but 'icsd' is a positive factor in term weighting (i.e., promoter). As an alternative for the entropy-based factors, we find out that 'e' is negative factors in term weighting (i.e., demotor) for using as single factor but 'ce' is positive factor (i.e., promoter) when combined with others. Moreover, 'cce', and 'ce' are all negative factors in term weighting (i.e., demotor). The result shows that the deviation-based distribution outperformed the entropy-based distribution, and a suitable combination of all distribution weights increases the clustering accuracy by 10% (2.20% to 25.30%), compared to the baseline, i.e., the pure frequency factor (FW: tf × idf). With the deviation- and entropy-based term weighting, the reconstructed new vector has the potential to control/guide the document clustering process towards expected results with consideration of term distribution and ambiguity among classes. As our future work, we plan to examine the proposed method on various text datasets to check its validity in general context. Moreover, it is worth incorporating dimensionality reduction into the framework and investigating other clustering algorithms (such as hierarchical clustering, density-based clustering, grid-based clustering, etc.) to examine the effectiveness of the deviation- and entropy-based term weighting on clustering quality. We also aim to apply the proposed term weighting on the deep learning framework, which is a recent popular method.
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