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Abstract

Let \( T : X \to X \) and \( S : Y \to Y \) be continuous maps defined on compact sets. Let

\[
\varphi_i(\mu, \nu) = \int_{X \times Y} A_i(x, y) d\mu(x) d\nu(y) \quad \text{for} \quad i = 1, 2,
\]

where \( \mu \) is \( T \)-invariant and \( \nu \) is \( S \)-invariant, be pay-off functions for a game (in the usual sense of game theory) between players that have the set of invariant measures for \( T \) (player 1) and \( S \) (player 2) as possible strategies. Our goal here is to establish the notion of Nash equilibrium point for the game defined by this pay-offs and strategies. The main tools came from ergodic optimization (as we are optimizing over the set of invariant measures) and thermodynamic formalism (when we add to the integrals above the entropy of measures in order to define a second case to be explored). Both cases are ergodic versions of non-cooperative games. We show the existence of Nash equilibrium points with two independent arguments. One of the arguments works for the case with entropy, and uses only tools of thermodynamical formalism, while the other, that works in the case without entropy but can be adapted to deal with both cases, uses the Kakutani fixed point. We also present examples and briefly discuss uniqueness (or lack of uniqueness). In the end we present a different example where players are allowed to collaborate. This final example show connections between cooperative games and ergodic transport.

The author is partially supported by FAPERGS (proc.002063-2551/13-0).

1 Introduction

A strategic non-cooperative game (in the usual sense of game theory - see [11]) is defined by a set of players, and for each player: (i) a set of strategies and (ii) a pay-off (or profit) function that depends on the strategies chosen by each one of
the players. Here we consider ergodic versions of such games. Suppose there are two continuous maps $T : X \to X$ and $S : Y \to Y$ defined on compact metric spaces $X$ and $Y$. Suppose we have two players, and the strategies of player 1 are given by the set of invariant measures for $T$, while the strategies of player 2 are the invariant measures for $S$. If $A_i : X \times Y \to \mathbb{R}$, $i = 1, 2$, are two Lipschitz potentials, we can define, in a first model, the pay-off function for player $i$ as the function

$$
\varphi_i(\mu, \nu) = \int_{X \times Y} A_i(x, y) d\mu(x) d\nu(y) \quad \text{for } i = 1, 2,
$$

where $\mu$ is $T$-invariant and $\nu$ is $S$-invariant. In a second model we can define as pay-offs

$$
\begin{align*}
\varphi_1(\mu, \nu) &= \int_{X \times Y} A_1(x, y) d\mu(x) d\nu(y) + h(\mu), \\
\varphi_2(\mu, \nu) &= \int_{X \times Y} A_2(x, y) d\mu(x) d\nu(y) + h(\nu).
\end{align*}
$$

where $h(\mu)$ and $h(\nu)$ are the metric entropies of $\mu$ and $\nu$. The first case, which is in the ergodic optimization setting, will define what we call an ergodic game, while the second case, which is related to the thermodynamical formalism, will define what can be called an ergodic game (as in the first case) or a thermodynamic game.

We consider two players, but the general case of $N$ players is an easy generalization. The ergodic concepts are used to define the space of strategies for each player, as well as the pay-offs of players. In both cases we consider the product of measures when integrating potentials $A_i$, which reflects the lack of collaboration between players: we suppose, as usual in the non-cooperative game theory, that players do not communicate with each other. We present a concept of equilibrium (or solution) for the game based on the Nash equilibrium used in non-cooperative game theory, where players are in equilibrium if any one of them who change his strategy gets a worst result provided the other players keep their strategies unchanged (which shows that a Nash equilibrium point is stable, in some sense).

We present two independent proofs of existence of Nash equilibrium. The first one is more general and just requires the potentials to be Lipschitz continuous, can be applied to both cases (with or without entropy), and uses a set-valued fixed point due to Kakutani, which is not very usual in the ergodic theory literature. The second proof uses more conventional arguments of thermodynamical formalism but can only be applied to the second case (pay-offs with entropy - or thermodynamic games). Both proofs are completely independent and perhaps the reader more familiar to ergodic optimization will be more comfortable with the second proof, while the first one is more general but uses the Kakutani theorem, which was used in game theory to provide existence of equilibrium of classical (non-ergodic) games, but, as already said, is not very usual in the areas of ergodic optimization.
and thermodynamic formalism. The Wasserstein-1 metric plays an important role in the proofs of existence.

We present some examples in the text and also discuss why uniqueness of solutions is not a trivial question to deal with. We finish with a different model (the hierarchical case) which is a special case with no entropy, that allow us to use some concepts of cooperative games leading to the use of ergodic transport techniques (see [5]). We stress, however, the fact that this example is unique in the text: all other situations considered here, including the definition of Nash equilibrium and proofs of existence, are in the domaine of non-cooperative ergodic game theory, where players are supposed not to communicate or collaborate with each other. We do not elaborate much in this last example: we content ourselves in presenting the example, which can be deeper analysed in a future work.

This paper is structured as follows: in the second section of the paper we establish the notion of ergodic games in the two cases we consider here, and present some examples. In the third section we prove existence of Nash equilibrium for the first case (ergodic games, no entropies), while in the fourth section we prove existence for the second case (thermodynamic games). In the fifth section we discuss uniqueness. In the last section we present a final example that uses ideas of ergodic transport.

2 Ergodic theory and games

Before setting up the ergodic games, we remember that a strategic non-cooperative game in normal form (see [9]) between a finite number of players is given by a set \( \{1, 2, ..., N\} \) (set of players), and for each player \( i \):

(a) a set \( S_i \), called the set of strategies for player \( i \);

(b) a function \( \varphi_i : S_1 \times ... \times S_N \to \mathbb{R} \), called the pay-off or utility function of player \( i \).

Given such a game, each player wants to maximize its own pay-off. We suppose that pay-off functions depend on the choices of strategies of all players, which explains the interaction scheme we have here. We also suppose players do not communicate / collaborate with each other. Therefore, when we search for the best strategy for each player, the situation is totally different from the case where one just has to optimize a certain function. There are different concepts of solution or equilibrium points for games (dominated strategies, Pareto optimality, etc). We will use here one of the most accepted concepts of equilibrium for non-cooperative games, due to Nash (see [8]), which will be carefully introduced after we set up the ergodic (and thermodynamic) games.

Let \( T : X \to X \) and \( S : Y \to Y \) be two continuous maps defined in compact
metric sets \((X, d_X)\) and \((Y, d_Y)\). Let \(\mathcal{M}(X)\) and \(\mathcal{M}(Y)\) represent respectively the probability measures on the Borel sets of \(X\) and \(Y\), while \(\mathcal{M}_T(X)\) and \(\mathcal{M}_S(Y)\) represent respectively the invariant probability measures for \(T\) and \(S\).

The following lemma is a well known result (see [3]):

**Lemma 1.** The sets \(\mathcal{M}_T(X)\) and \(\mathcal{M}_S(Y)\) are respectively non-empty compact and convex subsets of \(\mathcal{M}(X)\) and \(\mathcal{M}(Y)\).

Here, as usual, we are using the weak-* topology. Therefore, \(\mu_n \in \mathcal{M}(X)\) converges to \(\mu \in \mathcal{M}(X)\) if and only if \(\int \psi d\mu_n \to \int \psi d\mu\) for any continuous function \(\psi : X \to \mathbb{R}\), and we have the analogous definition for sequences of measures in \(\mathcal{M}(Y)\).

We can define an **ergodic game** between two players 1 and 2 by considering pay-offs

\[
\begin{align*}
\varphi_1 & : \mathcal{M}_T(X) \times \mathcal{M}_S(Y) \to \mathbb{R}, \\
\varphi_2 & : \mathcal{M}_T(X) \times \mathcal{M}_S(Y) \to \mathbb{R},
\end{align*}
\]

where \(\mathcal{M}_T(X)\) can be seen as the set of strategies for player 1, while \(\mathcal{M}_S(Y)\) is the set of strategies for player 2.

In this paper we will consider that either pay-off functions are given by

\[
\varphi_i(\mu, \nu) = \int_{X \times Y} A_i(x, y) d\mu(x) d\nu(y), \quad i = 1, 2,
\]

(1)

or the pay-offs are given by

\[
\begin{align*}
\varphi_1(\mu, \nu) &= \int_{X \times Y} A_1(x, y) d\mu(x) d\nu(y) + h(\mu), \\
\varphi_2(\mu, \nu) &= \int_{X \times Y} A_2(x, y) d\mu(x) d\nu(y) + h(\nu).
\end{align*}
\]

(2)

where in both cases \(A_i : X \times Y \to \mathbb{R}\), for each \(i = 1, 2\) are Lipschitz continuous potentials, and in the second case \(h(\mu)\) and \(h(\nu)\) are the metric entropies of \(\mu\) and \(\nu\). In the product space \(X \times Y\) we use the metric given by \(d((x, y)), (x', y')) = d_X(x, x') + d_Y(y, y')\). We call both kind of games as ergodic games, and the second can also be called a thermodynamic game.

It is important to remark that the only measures we consider here are the product of invariant measures. This structure that only allows product measures is necessary because of the lack of cooperation between players. In the last section we will present a completely different game where players can cooperate, and there we will use measures in \(X \times Y\) that are no longer product measures.

In order to introduce Nash equilibrium in ergodic games, we begin by studying the best response of player 1 given that player 2 is using a strategy \(\nu \in \mathcal{M}_S(Y)\).

Here, in the case pay-offs are given by (1), the search for a best response set will
involve an unusual ergodic optimization problem, while in the case that pay-offs are given by (2), we will search for equilibrium measures. However, a solution for the game involves the solution of two simultaneous ergodic optimization problems (or the search for two equilibrium measures), in a sense that soon will be clear. Note that, in the case pay-offs are given by (1), i.e., in the case

\[ \varphi_i(\mu, \nu) = \int_{X \times Y} A_i(x, y) d\mu(x) d\nu(y), \quad i = 1, 2, \]

we see that, for \( \nu \) fixed, the map \( \mu \mapsto \varphi_1(\mu, \nu) \) is a linear functional and therefore there exist at least one measure \( \mu \) that maximizes

\[ \mu \mapsto \varphi_1(\mu, \nu). \quad (3) \]

So, for any \( \nu \in \mathcal{M}_S(Y) \), we can define \( BR_1(\nu) \) as the set of maximum points for (3), i.e.,

\[ BR_1(\nu) = \{ \mu \in \mathcal{M}_T(X) \mid \varphi_1(\mu, \nu) \geq \varphi_1(\eta, \nu) \quad \forall \eta \in \mathcal{M}_T(X) \}, \]

which is a compact and convex subset of \( \mathcal{M}_T(X) \). \( BR \) stands for best response, a terminology used in game theory, and \( BR_1(\nu) \) can be seen as the set of optimal strategies for player 1 supposing player 2 is using the strategy \( \nu \). Analogously we define \( BR_2(\mu) \) using the second potential \( A_2 \): if \( \mu \in \mathcal{M}_T(X) \),

\[ BR_2(\mu) = \{ \nu \in \mathcal{M}_S(Y) \mid \varphi_2(\mu, \nu) \geq \varphi_2(\mu, \eta) \quad \forall \eta \in \mathcal{M}_S(Y) \}, \]

which is a compact and convex subset of \( \mathcal{M}_S(Y) \).

We remark the fact that \( BR_1(\nu) \) is a subset of \( \mathcal{M}_T(X) \), while \( BR_2(\mu) \) is a subset of \( \mathcal{M}_S(Y) \). In fact, if \( M \) is a set and \( \mathcal{P}(M) \) denotes the set of subsets of \( M \) (sometimes denoted in the literature by \( 2^M \)), we can write

\[
\begin{cases}
BR_1 : \mathcal{M}_S(Y) \rightarrow \mathcal{P}(\mathcal{M}_T(X)) \\
BR_2 : \mathcal{M}_T(X) \rightarrow \mathcal{P}(\mathcal{M}_S(Y))
\end{cases}
\]

We summarize this results in

**Lemma 2.** In the case pay-offs are given by (1),

a) For any \( \nu \in \mathcal{M}_S(Y) \), \( BR_1(\nu) \) is a convex and non-empty compact subset of \( \mathcal{M}_T(X) \).
b) For any \( \mu \in \mathcal{M}_T(X) \), \( BR_2(\mu) \) is a convex and non-empty compact subset of \( \mathcal{M}_S(Y) \).

In the case pay-offs are given by (2), the best-response sets can analogously be defined, and a version of the lemma above also holds under some additional hypothesis, see Lemma 6 in section 4.

Now we are ready to define Nash Equilibrium. The following definition works in both cases of potentials we are considering here. We remark that Nash Equilibrium was introduced in the fifties in the context of the usual games by Nash, see for example [8].

**Definition 1.** We say a pair \((\bar{\mu}, \bar{\nu})\) \(\in \mathcal{M}_T(X) \times \mathcal{M}_S(Y)\) is a Nash equilibria for the game described above if \( \bar{\mu} \in BR_1(\bar{\nu}) \) and \( \bar{\nu} \in BR_2(\bar{\mu}) \).

If \((\bar{\mu}, \bar{\nu})\) \(\in \mathcal{M}_T(X) \times \mathcal{M}_S(Y)\) is a Nash equilibrium point, we have that:

(a) player 1 can not get a better result by playing a different strategy \( \tilde{\mu} \neq \bar{\mu} \) if player 2 uses strategy \( \bar{\nu} \), and

(b) player 2 can not get a better result by playing a different strategy \( \tilde{\nu} \neq \bar{\nu} \) if player 1 uses strategy \( \bar{\mu} \).

So unilateral changes of strategy are not welcome, which makes \((\bar{\mu}, \bar{\nu})\) a stable choice of strategies for both players.

Before passing to examples of ergodic games, let us remark that, in real life, Nash equilibrium is verified in many situations. For an example of Nash equilibrium in usual games, suppose a certain set of companies share the market of telephonical communications in a certain country. Each company has its prices for a certain set of services all of them offer to the costumers. Suppose company A analyse the market and conclude it can not get a better profit by changing its prices (supposing the other companies keep their prices unchanged). Then company A has no reason to modify its prices (its strategy). If all other companies are in the same situation, then the Nash equilibrium is attained, and is stable in the sense that no players will change their strategies unilaterally.

Now we consider two examples of ergodic games, in the case pay-offs are given by (1):

a) \( A_2 = -A_1 \). This is called a zero sum game, where the gains of one player are based on the losses of the other. In this specific case we can use a minimax formulation to define the Nash equilibrium of the game. Zero sum games are well known examples of games, but are very restrictive. For this reason, we will not consider the minimax formulation here.

b) \( A_2 = A_1 \). In this case one could think we have here a simply problem of ergodic optimization (see [2]), and indeed there is some relation with ergodic
optimization, in the sense that a choice $(\bar{\mu}, \bar{\nu})$ of strategies that maximizes
the common pay-off is a Nash equilibria: suppose $(\bar{\mu}, \bar{\nu})$ maximizes
\[
\int_{X \times Y} A_1(x, y)d\mu(x)d\nu(y) = \int_{X \times Y} A_2(x, y)d\mu(x)d\nu(y)
\]
over the set of mutual strategies $\mathcal{M}_T(X) \times \mathcal{M}_S(Y)$ (which is a product space).
Then, as a direct consequence of definition \[1\] $(\bar{\mu}, \bar{\nu})$ is a Nash equilibrium for
the ergodic game. However, as we just consider here product measures, this
is not an ergodic optimization problem in the usual sense. Another feature of
non-cooperative games which shows that the searching for Nash equilibrium
in the case $A_1 = A_2$ can not be reduced to solving and ergodic optimization
problem is the fact that, as there is no communication among players, they
can not decide to use a common strategy.

3 Ergodic optimization and games

In this section we suppose pay-offs are given by \[1\]. Although being stated for
the case of two players, the following results can be easily generalized to any finite
number of players.

**Theorem 1.** Suppose the pay-offs are given by \[1\], where the potentials are
Lipschitz-continuous functions. Then, there exists a Nash equilibrium.

The proof of this theorem is an application of the Kakutani-Fan-Glicksberg
Theorem (see \[1\]). We begin with some preliminary results that allow us to in-
troduce this set-valued fixed point theorem. Remember that, if $M$ is a set, $\mathcal{P}(M)$
denotes the set of subsets of $M$.

**Definition 2.** Let $M$ be a set. A set-valued function on $M$ is a function $\xi : M \rightarrow \mathcal{P}(M)$ such that $\xi(x) \neq \emptyset$ for all $x \in M$.

**Definition 3.** Let $E$ be a Hausdorff topological vector space, $K$ a non-empty com-
 pact and convex subset of $E$, and $\xi : K \rightarrow \mathcal{P}(K)$ a set valued function on $K$. Then
$\xi$ is a Kakutani map if:

a) $\forall x \in K, \xi(x)$ is a closed and convex non-empty subset of $\mathcal{P}(K)$.

b) the set
\[
Gr(\xi) = \{(x, y) \mid x \in K, y \in \xi(x)\}
\]
is closed in the product topology of $K \times K$. This means that if $(x_n, y_n) \rightarrow (x, y)$ and $y_n \in \xi(x_n)$ then $y \in \xi(x)$. 
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**Theorem 2** (Kakutani-Fan-Glicksberg). Let $K$ be a non-empty compact and convex subset of a convex Hausdorff topological vector space. Let $\xi : K \to \mathcal{P}(K)$ be a Kakutani map. Then there exist a point $x^* \in K$ such that $x^* \in \xi(x^*)$.

Before we are able to prove our first existence result, we need to prove a technical lemma. First remember the Wasserstein-1 metric over $\mathcal{M}(X)$, that has a particular form given by

$$W_1(\mu_1, \mu_2) = \sup_{\text{Lip}(\varphi) \leq 1} \int \varphi d(\mu_1 - \mu_2), \quad (5)$$

where

$$\text{Lip}(\varphi) = \sup_{x \neq x'} \frac{|\varphi(x) - \varphi(x')|}{d_X(x, x')}$$

is the Lipschitz norm on the set of Lipschitz functions from $X$ to $\mathbb{R}$. This form of the Wasserstein-1 metric is a well known consequence of Kantorovich-Rubinstein duality theorem (see [12]). As we are in compact spaces, we know $W_1$ metrizes the weak-* topology. We also have that, for any Lipschitz map $\psi : X \to \mathbb{R}$,

$$\int \psi d(\mu_1 - \mu_2) \leq \text{Lip}(\psi) W_1(\mu_1, \mu_2). \quad (6)$$

**Lemma 3.** Suppose $\nu_n$ and $\hat{\mu}_n$ are sequences of probabilities on $Y$ and $X$, respectively, and that $\nu_n \to \nu$ and $\hat{\mu}_n \to \hat{\mu}$. Then, if $A_1$ is Lipschitz-continuous, we have

$$\int A_1(x, y) d\hat{\mu}_n(x) d\nu_n(y) \to \int A_1(x, y) d\hat{\mu}(x) d\nu(y).$$

**Proof of Lemma 3:** We have to use Fubini Theorem:

$$\left| \int A_1(x, y) d\hat{\mu}_n(x) d\nu_n(y) - \int A_1(x, y) d\hat{\mu}(x) d\nu(y) \right| \leq$$

$$\leq \left| \int \int A_1(x, y) d\nu_n(y) d\hat{\mu}_n(x) - \int \int A_1(x, y) d\nu(y) d\hat{\mu}_n(x) \right| +$$

$$+ \left| \int \int A_1(x, y) d\nu(y) d\hat{\mu}_n(x) - \int \int A_1(x, y) d\nu(y) d\hat{\mu}(x) \right|.$$

Now compactness implies that $x \mapsto \int A_1(x, y) d\nu(y)$ is a continuous function, and this means that the second term above converges to zero when $n \to \infty$. The first term also goes to zero because it is bounded by

$$\int \left| \int A_1(x, y) d\nu_n(y) - \int A_1(x, y) d\nu(y) \right| d\hat{\mu}_n(x),$$
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and using (6) we have, \(\forall x, \) 
\[
\left| \int A_1(x,y) d\nu_n(y) - \int A_1(x,y) d\nu(y) \right| \leq \text{Lip}(A_1) W^1(\nu_n, \nu).
\]
\(\square\)

Proof of Theorem 1: Let \(K = \mathcal{M}_T(X) \times \mathcal{M}_S(Y)\). Using Lemma 1, we know that \(K\) is a non-empty, compact and convex subset of the Hausdorff topological vector space given by the product of the spaces of finite signed measures on \(X\) and \(Y\).

Now let \(\xi = BR : K \rightarrow \mathcal{P}(K)\) be the set valued function given by:
\[
BR(\mu, \nu) = BR_1(\nu) \times BR_2(\mu).
\]
Claim: \(BR\) is a Kakutani map (see definition 3).

Proof of the Claim: We begin by noting that condition (a) of definition 3 is a direct consequence of Lemma 2.

Now we address condition (b) of definition 3. Suppose \((\mu, \nu), (\hat{\mu}, \hat{\nu})\) belongs to the closure of \(\text{Gr}(BR) \subset K \times K\). We need to prove that \((\hat{\mu}, \hat{\nu}) \in BR(\mu, \nu)\). In order to do that, we know \(K = \mathcal{M}_T(X) \times \mathcal{M}_S(Y)\) is metrizable and so is \(K \times K\). Therefore there exists a sequence \((\mu_n, \nu_n), (\hat{\mu}_n, \hat{\nu}_n)\) converging to \((\mu, \nu), (\hat{\mu}, \hat{\nu})\), such that \((\hat{\mu}_n, \hat{\nu}_n) \in BR(\mu_n, \nu_n)\). Now \(\hat{\mu}_n \in BR_1(\nu_n)\) for all \(n \in \mathbb{N}\), and this means that for any other strategy \(\tilde{\mu}\) for player 1, we have
\[
\varphi_1(\hat{\mu}_n, \nu_n) \geq \varphi_1(\tilde{\mu}, \nu_n),
\]
which means
\[
\int A_1(x,y) d\hat{\mu}_n(x) d\nu_n(y) \geq \int A_1(x,y) d\tilde{\mu}(x) d\nu_n(y).
\]

If we take the limit when \(n \rightarrow \infty\), using Lemma 3 we get
\[
\int A_1(x,y) d\hat{\mu}(x) d\nu(y) \geq \int A_1(x,y) d\tilde{\mu}(x) d\nu(y) \quad \forall \hat{\mu} \in \mathcal{M}_T(X),
\]
which means that \(\varphi_1(\hat{\mu}, \nu) \geq \varphi_1(\tilde{\mu}, \nu) \quad \forall \hat{\mu} \in \mathcal{M}_T(X)\), and this implies \(\hat{\mu} \in BR_1(\nu)\).

In an analogous way we can prove that \(\hat{\nu} \in BR_2(\mu)\), and this two facts imply that \((\hat{\mu}, \hat{\nu}) \in BR(\mu, \nu)\). This ends the proof of the Claim.

Now Kakutani Fixed Point (theorem 2) implies the existence of \((\hat{\mu}, \hat{\nu})\) satisfying \((\hat{\mu}, \hat{\nu}) \in BR(\hat{\mu}, \hat{\nu})\). Therefore,
\[
\begin{cases}
\hat{\mu} \in BR_1(\hat{\nu}) \\
\hat{\nu} \in BR_2(\hat{\mu})
\end{cases}
\]
and this means that \((\hat{\mu}, \hat{\nu})\) is a Nash equilibrium point. \(\square\)
4 Thermodynamic formalism and games

In this section we suppose the pay-offs are given by (2), i.e.
\[
\begin{align*}
\varphi_1(\mu, \nu) &= \int_{X \times Y} A_1(x, y) d\mu(x) d\nu(y) + h(\mu), \\
\varphi_2(\mu, \nu) &= \int_{X \times Y} A_2(x, y) d\mu(x) d\nu(y) + h(\nu).
\end{align*}
\]
where \( h(\mu) \) and \( h(\nu) \) are the metric entropy of the measures \( \mu \) and \( \nu \). We also suppose the potentials \( A_1 \) and \( A_2 \) are Lipschitz maps and satisfy the condition
\[
|A_i(x, y) - A_i(x', y) - A_i(x, y') + A_i(x', y')| < Cd_X(x, x')d_Y(y, y') \quad \forall \ i = 1, 2,
\]
where \( C > 0 \). Condition (7) holds, for example, if \( X = Y = [0, 1] \) and \( A_1 \) and \( A_2 \) are \( C^2 \) maps.

Finally, we suppose the maps \( T : X \to X \) and \( S : Y \to Y \) are expanding continuous maps with the specification property (see [3]). As an example of expanding map with the specification property, we have the shift map on the Bernoulli space of sequences, or expanding maps of degree in the unit circle. We need this hypothesis in order to have uniqueness of equilibrium measures (see lemma [4]).

The main result of this section is

**Theorem 3.** Let \( T \) and \( S \) be expanding continuous maps with the specification property. Suppose the potentials \( A_1 \) and \( A_2 \) are Lipschitz, and satisfy (7). Then there exist a Nash equilibrium point for the game where pay-offs are given by (2).

We begin with some technical lemmas.

Remember that \( \mathcal{M}(X) \) and \( \mathcal{M}(Y) \) are metric spaces with the Wasserstein-1 metric [10] and that the topology generated by this metric is equivalent to the weak-* topology. Let us also denote by \( \mathcal{L}(X, \mathbb{R}) \) the set of Lipschitz maps from \( X \) to \( \mathbb{R} \). We can define in \( \mathcal{L}(X, \mathbb{R}) \) the norm \( \| \cdot \| : \mathcal{L}(X, \mathbb{R}) \to \mathbb{R} \) given by
\[
\| \psi \| = \| \psi \|_0 + \text{Lip}(\psi)
\]
where \( \| \psi \|_0 = \sup_{x \in X} |\psi(x)| \) is the usual \( C^0 \) norm and \( \text{Lip}(\psi) = \sup_{x \neq x'} \frac{|\psi(x) - \psi(x')|}{d_X(x, x')} \) is the Lipschitz norm. It is a well known fact that \( \| \psi \| \) is indeed a norm that makes \( \mathcal{L}(X, \mathbb{R}) \) a Banach space (see [10]). In an analogous way we can define \( \mathcal{L}(Y, \mathbb{R}) \) and its norm.

**Lemma 4.** Suppose \( A_1 : X \times Y \to \mathbb{R} \) is Lipschitz and also satisfies condition (7). For any \( \nu \in \mathcal{M}(Y) \), the function \( \psi_\nu : X \to \mathbb{R} \) given by
\[
\psi_\nu(x) = \int_Y A_1(x, y) d\nu(y)
\]
is Lipschitz. Also, the map that sends $\nu \in \mathcal{M}_S(Y)$ to $\psi_\nu \in \mathcal{L}(X, \mathbb{R})$, given by (8), is a Lipschitz continuous map: we have

$$
\|\psi_\nu - \psi_{\nu'}\| \leq (C + \text{Lip}(A_1)) W^1(\nu, \nu').
$$

(9)

**Proof of Lemma 4**: The map (8) is clearly Lipschitz. In order to prove (9), we claim that for any pair of points $x$ and $x'$ in $X$, the function $\xi_{x,x'} : Y \to \mathbb{R}$ given by

$$
\xi_{x,x'}(y) = A_1(x, y) - A_1(x', y)
$$
is Lipschitz and $\text{Lip}(\xi_{x,x'}) = C d_X(x, x')$.

This claim is a direct consequence of the hypothesis (7): for any $y$ and $y'$, we have

$$
|\xi_{x,x'}(y) - \xi_{x,x'}(y')| = |A_1(x, y) - A_1(x', y) - A_1(x, y') + A_1(x', y')|
\leq C d_X(x, x') d_Y(y, y').
$$

Now we prove (9): we begin considering the $C^0$ norm: note that

$$
|\psi_\nu(x) - \psi_{\nu'}(x)| = \left| \int_Y A_1(x, y) d\nu(y) - \int_Y A_1(x, y) d\nu'(y) \right|
= \left| \int_Y A_1(x, y) d(\nu - \nu')(y) \right|
\leq \text{Lip}(A_1) W^1(\nu, \nu'),
$$
where we used (6). This proves that

$$
\|\psi_\nu - \psi_{\nu'}\|_0 = \sup_{x \in X} |\psi_\nu(x) - \psi_{\nu'}(x)| \leq \text{Lip}(A_1) W^1(\nu, \nu').
$$

To deal with the Lipschitz norm, we note that

$$
|(\psi_\nu - \psi_{\nu'})(x) - (\psi_\nu - \psi_{\nu'})(x')| = \left| \int_Y (A_1(x, y) - A_1(x', y)) d(\nu - \nu')(y) \right|
\leq \text{Lip}(\xi_{x,x'}) W^1(\nu, \nu') \leq C d_X(x, x') W^1(\nu, \nu'),
$$
where we used (6) again, and the claim. This implies that

$$
\text{Lip}(\psi_\nu - \psi_{\nu'}) = \sup_{x \neq x'} \frac{\|((\psi_\nu - \psi_{\nu'})(x) - (\psi_\nu - \psi_{\nu'})(x'))\|}{d_X(x, x')} \leq C W^1(\nu, \nu'),
$$
which finishes the proof of the Lemma. □

The next Lemma is completely analogous to Lemma 4.
Lemma 5. Suppose $A_2 : X \times Y \to \mathbb{R}$ is Lipschitz and also satisfy condition \((7)\).

For any $\mu \in \mathcal{M}(X)$, the function $\psi_\mu : Y \to \mathbb{R}$ given by

$$
\psi_\mu(y) = \int_X A_2(x, y) d\mu(x)
$$

is Lipschitz. Also, the map that sends $\mu \in \mathcal{M}_T(X)$ to $\psi_\mu \in \mathcal{L}(Y, \mathbb{R})$, given by \((10)\), is a Lipschitz continuous map: we have

$$
\|\psi_\mu - \psi_{\mu'}\| \leq (C + \text{Lip}(A_2)) W^1(\mu, \mu').
$$

Before passing to the last lemma, we need to recall some facts about equilibrium measures and the Ruelle-Perron-Frobenius operator (see \cite{10}).

The Ruelle-Perron-Frobenius operator associated to a Lipschitz potential $A : X \to \mathbb{R}$ is the operator on $\mathcal{L}(X, \mathbb{R})$ that associates to any $\varphi \in \mathcal{L}(X, \mathbb{R})$ the function $L_A(\varphi) \in \mathcal{L}(X, \mathbb{R})$ given by

$$
L_A(\varphi)(x) = \sum_{T(z)=x} e^{A(z)} \varphi(z).
$$

A function $A \in \mathcal{L}(X, \mathbb{R})$ is called a normalized potential if $L_A(1) = 1$. The RPF operator has a maximal eigenvalue $\lambda_A > 0$ associated to an eigenfunction $\varphi_A$, which is simple and positive (simple means the eigenspace has dimension 1). If $A$ is non-normalized then it can be normalized by considering

$$
\bar{A} = A + \log \varphi_A - \log \varphi_A \circ T - \log \lambda_A.
$$

The dual RPF operator, denoted by $L_A^*$, acts on probability measures on $X$, and is defined by

$$
\int \psi dL_A^*(\mu) = \int L_A(\psi) d\mu.
$$

If $\bar{A}$ is the normalized potential associated to $A$, the dual operator $L_{\bar{A}}^*$ has an unique fixed probability $\mu_A$ (i.e. a probability $\mu_A$ that satisfies $L_{\bar{A}}^*(\mu_A) = \mu_A$), called the Gibbs state associated to $A$, which is invariant for $T$ (and is also exact and ergodic), and satisfies

$$
\int A d\mu + h(\mu) \leq \int A d\mu_A + h(\mu_A) \quad \forall \ \mu \in \mathcal{M}_T(X).
$$

Moreover, $\mu_A$ is the unique invariant measure to attain the maximum above. A measure that attains the maximum above is called the equilibrium measure for $A$, is unique, exact and ergodic and is the Gibbs measure $\mu_A$. The last result is also known as the variational principle for pressure (see also \cite{3} chapter 20.3).
A final and very important fact about equilibrium measures (see [10] and also [11] for more recent results on more general settings) is the fact that the function that associates to $A \in \mathcal{L}(X, \mathbb{R})$ the equilibrium measure $\mu_A \in \mathcal{M}_T(X)$ is a continuous map (in fact such function is even analytic - but here we will only need its continuity).

Now we are able to prove the next lemma:

**Lemma 6.** Let $T$ and $S$ be expanding continuous maps with the specification property, and suppose that $A_1$ and $A_2$ are Lipschitz continuous maps that satisfy (7). Then:

(a) $BR_1(\nu)$ and $BR_2(\mu)$ both have only one measure (are singleton sets).

(b) $BR_1 : \mathcal{M}_S(Y) \rightarrow \mathcal{M}_T(X)$ is a continuous function (in the weak-* topology).

(c) $BR_2 : \mathcal{M}_T(X) \rightarrow \mathcal{M}_S(Y)$ is a continuous function (in the weak-* topology).

**Proof of Lemma 6:** (a) Let us fix $\nu \in \mathcal{M}_S(Y)$. We have

$$BR_1(\nu) = \arg\max \left\{ \mu \mapsto \int_X \left( \int_Y A_1(x, y) d\nu(y) \right) d\mu(x) + h(\mu) \right\}. \quad (12)$$

Now, if we remember that $\psi_\nu(x) = \int_Y A_1(x, y) d\nu(y)$, using Lemma 4 we have that $\psi_\nu$ is a Lipschitz potential (defined on $X$) and any measure on $BR_1(\nu)$ is an equilibrium measure for $(T, \psi_\nu)$. If we use the uniqueness of equilibrium measures, we get that $BR_1(\nu)$ is a singleton set. Analogously, using Lemma 5 we prove that $BR_2(\mu)$ has only one measure, which finishes the proof of the first item of the Lemma.

(b) We just need to use Lemma 4 that proves that the map $\nu \in \mathcal{M}_S(Y) \mapsto \psi_\nu \in \mathcal{L}(X, \mathbb{R})$ is a Lipschitz map, and the fact that the equilibrium measure depends continuously on the potential $\psi_\nu$.

(c) It is analogous to (b), using Lemma 5.

**Proof of Theorem 3**

Define $BR : \mathcal{M}_T(X) \times \mathcal{M}_S(Y) \rightarrow \mathcal{M}_T(X) \times \mathcal{M}_S(Y)$ as

$$BR(\mu, \nu) = BR_1(\nu) \times BR_2(\mu).$$

As a consequence of Lemma 6 this is a well defined map. Moreover, it is continuous, because both functions $BR_1$ and $BR_2$ are continuous. Now we can use Tychonoff-Schauder fixed point theorem to get a fixed point, which is a Nash equilibrium. □
5 Uniqueness

Now we make some considerations about uniqueness of Nash equilibrium. We remark that, even if we have uniqueness for maps $BR_1$ and $BR_2$ (i.e. even if the best response of player one, given any strategy of player two, is unique - and vice versa) this does not imply uniqueness of Nash Equilibrium. We can have more than one Nash equilibrium point even in this case: it is possible that $(\bar{\mu}, \bar{\nu})$ and $(\tilde{\mu}, \tilde{\nu})$ are two Nash equilibrium points, with an unique best response of both players in both situations.

This observation holds for very general games (not only the ergodic games introduced above): we show now a classical example of usual game (i.e. non ergodic): suppose a couple (M and F), after a daywork, wants to go out at night. They do not communicate and each one has to decide between going to the ballet (B) or to the soccer game (S). Suppose the payoff of M is 5 if both decide to go to the football game and 2 if both go to the ballet (we suppose they will meet at the place they choose). Suppose the payoff of M is 0 if they go to different places (they like each other). The payoff of F is the is 2 if both decide to go to the football game and 5 if both go to the ballet, and 0 if they go to different places. Then there is two Nash equilibrium points: $(S, S)$ or $(B, B)$. Nevertheless, it is easy to see that the best response of M to any choice of F is unique (and given by the same choice). The same can be said about the best response of F to the choices of M.

Last example is a classical example of a usual game, where we do not have a single Nash equilibrium point. Here, however, we are interested in ergodic games. We come back then to ergodic games by presenting an example of non-uniqueness of Nash equilibrium in the case $A_1 = A_2$: suppose there are two pairs $(\bar{\mu}, \bar{\nu})$ and $(\tilde{\mu}, \tilde{\nu})$ that maximize (4). Then there is (at least) two Nash equilibria for this ergodic game.

It is worth to mention the fact that in the classical game theory setting questions of uniqueness are usually not addressed, unless in very specific cases, and we can find many other examples of games where there is a lot of equilibrium points.

6 Ergodic Transport and a cooperative game

This section is independent of the results of the preceding sections. Here we will introduce a cooperative game. We will use tools from ergodic transport (see [5]). As we said in the introduction, we will not elaborate on this example. We just present it and plan to analyse it further in a future paper.

Suppose the pay-offs $\varphi_1 : X \times Y \to \mathbb{R}$ and $\varphi_2 : X \times Y \to \mathbb{R}$ are given by (1). Suppose, however, that player’s 1 pay-off does not depend on the strategy of player 2. This holds when $A_1(x, y) = A_1(x)$ is a function of the first variable.
only. In this case player 1 chooses his optimal strategy by solving a simple ergodic optimization problem: Let $\mu$ be an invariant measure that maximizes

$$m \in \mathcal{M}_T(X) \rightarrow \int_X A_1(x) dm(x).$$

Now we consider player 2. Suppose $A_2(x,y)$ do depend on both variables, which means player 2 depends on player’s 1 choices. On his side, player 1 accept to collaborate with player 2 and both search for a common strategy $\pi \in \mathcal{M}_{T,S}(X \times Y)$ (which denotes the set of plans whose x-projection is $T$–invariant and y-projection is $S$–invariant) provided his expected payoff $\int A_1 d\mu$ does not gets smaller. This means that $\pi$ has to have x-projection given by $\mu$. In other words, $\pi$ needs to belong to $\mathcal{M}_{\mu,S}(X \times Y)$, which is the set of plans whose x-projection is $\mu$ and y-projection is invariant for $S$ (see [5]).

So what they need to do is to solve an ergodic transport problem: they search for the common strategy $\pi^*$ that maximizes

$$\pi \in \mathcal{M}_{\mu,S}(X \times Y) \rightarrow \int_{X \times Y} A_2(x,y) d\pi(x,y).$$

Here we have a cooperative game because the common strategy is not a product measure as in the preceding sections.

Ergodic transport was introduced recently, see for example [5, 6] and among other applications, we can find the invariant measure that minimizes the Wasserstein-2 distance (see [12]) from a given measure which is not invariant: we just have to use as $A_2$ the cost function given by the square of the distance, and search for the measure that minimizes (instead of maximize) the expression above. In this case, $\mu$ will play the role of any given measure, not necessarily invariant.

References

[1] I. L. Glicksberg; A Further Generalization of the Kakutani Fixed-Point Theorem with applications to Nash Equilibrium Points. Proceedings of the American Mathematics Society, Vol 3, issue 1, pp 170-174, 1952.

[2] O. Jenkinson; Ergodic Optimization. Discrete and Continuous Dynamical Systems, 15, pp 197-224, 2006.

[3] A. Katok and B. Hasselblatt; Introduction to the Modern Theory of Dynamical Systems, Cambridge University Press, 1995.

[4] B. Kloeckner, A. O. Lopes and M. Stadlbauer; Contraction in the Wasserstein Metric for some Markov Chains, and Applications to the Dynamics of Expanding Maps. Preprint 2014.
[5] A. O. Lopes and J. Mengue; Duality Theorems in Ergodic Transport. *Journal of Statistical Physics*, v. 149, pp 921-942, 2012.

[6] A. O. Lopes, J. Mengue, J. Mohr and R. R. Souza; Pressure and Duality for Gibbs plans in Ergodic Transport. *Preprint 2013*.

[7] R. Mañé; The Hausdorff dimension of horseshoes of diffeomorphisms of surfaces. *Bulletin of the Brazilian Mathematical Society*. Vol 20, issue 2, pp 1-24, 1990.

[8] J. Nash; Non-cooperative games. *The Annals of Mathematics*, Vol 54, issue 2, pp 286-295, 1951.

[9] J. Neumann and O. Morgenstern; *Theory of Games and Economic Behavior*, Princeton University Press, 1944.

[10] W. Parry and M. Pollicott; Zeta functions and the periodic orbit structure of hyperbolic dynamics. *Astérisque* Vol 187-188, 1990.

[11] T. Bomfim, A. Castro and P. Varandas; Differentiability Of Thermodynamical Quantities in Non-Uniformly Expanding Dynamics. *Preprint 2013*.

[12] C. Villani; *Topics in optimal transportation*, AMS, Providence, 2003.