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Abstract: For every Matrix Product State (MPS) one can always construct a so-called parent Hamiltonian. This is a local, frustration free, Hamiltonian which has the MPS as ground state and is gapped. Whenever that parent Hamiltonian has a degenerate ground state (the so-called non-injective case), we construct another 'uncle' Hamiltonian which is local and frustration free but gapless, and its spectrum is $\mathbb{R}^+$. The construction is obtained by linearly perturbing the matrices building up the state in a random direction, and then taking the limit where the perturbation goes to zero. For MPS where the parent Hamiltonian has a unique ground state (the so-called injective case) we also build such uncle Hamiltonian with the same properties in the thermodynamic limit.

1. Introduction

It is nowadays widely accepted that the low energy physics of 1D locally interacting quantum systems is captured by the so-called Matrix Product States (MPS) [8,17]. This idea, rooted in the numerical success of DMRG [30,23] and based on the area-law principle [7], has had an enormous impact on the understanding of 1D quantum systems. On the numerical side, it has led to novel methods to extract the physics of strongly correlated quantum systems [27,28,29,10,11]. On the theoretical side, it has served e.g. to understand and quantify the amount of entanglement present in 1D quantum systems [13,2,3], or to clarify the role of symmetries and its connection with the existence of string order parameters [18,12], and ultimately has led to a full classification of 1D quantum phases [20,25].

A crucial concept in all the above references is the one of parent Hamiltonian, a frustration free gapped local Hamiltonian having the given MPS as its ground state. Parent Hamiltonians are extremely useful as they allow us to use...
the framework of MPS to also study the properties of one-dimensional Hamiltonians. While analyzing systems with discrete symmetry breaking, equivalently MPS with a discrete gauge symmetry, it has been observed in [4], that small local perturbations of the MPS do not correspond to small perturbations in its parent Hamiltonian, unless the perturbation preserves the gauge symmetry. The main aim of the present work is to provide a complete picture of this unexpected behavior. Among other things, this could help in the design of MPS-based algorithms to simulate systems with discrete symmetry breaking in 1D or, more generally, systems with topological order in 2D.

In this work, we will study the parent Hamiltonian corresponding to perturbations of MPS with a gauge symmetry. We will show that in the limit where the perturbation goes to zero, the parent Hamiltonian converges to a new Hamiltonian with the following striking properties: (i) It has the same -finite dimensional-ground space as the parent Hamiltonian, (ii) it is also frustration free, but (iii) it is gapless and its spectrum equals $[0, +\infty)$ in the thermodynamic limit. These properties hold for any MPS with a gauge symmetry, and for generic perturbations. As opposed to the parent Hamiltonian, we will call this new Hamiltonian an uncle Hamiltonian for the MPS. Unlike the parent Hamiltonian, the uncle Hamiltonian changes continuously under perturbations of the MPS even in the presence of a gauge symmetry.

As a by-product we obtain new examples which shed new light on the properties inherent to critical systems and phase transitions, in the line initiated in [31]. Notice that all our examples are generic, as gapless as they can be since the spectrum is the whole positive real line, but they are frustration free and there is no power-law decay of correlations within the ground space. Indeed, modifying our construction, for any injective MPS (which always has exponentially decaying correlations), one can obtain simple frustration free models with the same spectral properties but with the given MPS as unique ground state in the thermodynamic limit – however, the finite dimensional kernels do not coincide in this injective case.

The paper is organized as follows: In Section 2 we start with the basic definitions and lemmas. Section 3 works out the illustrative example of the GHZ-state which helps in understanding the main theorems presented in Section 4. Section 5 finally deals with the case of injective MPS. For the sake of clarity, we have moved some of the technical proofs to the appendices, where one can also find how to treat formally the thermodynamic limit using the GNS construction and some basic facts we need about spectral theory of unbounded operators on a Hilbert space.

2. Definitions

In this section, we will provide the necessary definitions and basic lemmas: We start by introducing Matrix Product States, their normal form, and the injectivity property. Next, we show how parent Hamiltonians for MPS are constructed. We find that parent Hamiltonians change discontinuously under certain perturbations, which motivates the introduction of uncle Hamiltonians.

2.1. Matrix Product States.
Definition 1 (Matrix Product States). A state $|\psi\rangle \in (\mathbb{C}^d)^\otimes L$ is called a Matrix Product State (MPS) if it can be written as

$$|M(A)\rangle = \sum_{i_1,\ldots,i_L} \text{tr}[A_{i_1} \cdots A_{i_L}] |i_1,\ldots,i_L\rangle,$$

where the $A_i$, $i = 1,\ldots,d$, are $D \times D$ matrices ($D$ is called the bond dimension).

The matrices $\{A_i\}$ can also be thought of as a tensor $A$ with three indices $(A_i)_{\alpha\beta}$, where the matrix indices $\alpha$ and $\beta$ are referred to as “virtual indices”, and the index $i$ as “physical index”. Note that this definition of MPS is restricted to translationally invariant states with periodic boundary conditions, which we will be concerned with in this paper.

Throughout this paper, we will use a graphical notation for tensor contractions such as in Eq. (1), cf. [24]: A tensor with $k$ indices will be denoted as a box with $k$ legs; e.g., the tensor $(A_i)_{\alpha\beta}$ is denoted as $\begin{array}{c} \alpha \vspace{0.5cm} \\
A \vspace{0.5cm} \\
\beta \end{array}$ with the upper leg by convention denoting the physical index. We will generally omit the labels. The contraction of two tensors, i.e., summing over a joint index, is denoted by concatenating the corresponding indices; e.g., $\sum_{\beta}(A_i)_{\alpha\beta}(B_j)_{\beta\gamma}$ is written as $\begin{array}{c} \alpha \vspace{0.5cm} \\
A \vspace{0.5cm} \\
\beta \end{array} \begin{array}{c} \gamma \vspace{0.5cm} \\
B \vspace{0.5cm} \\
\alpha \end{array} = \begin{array}{c} \alpha \vspace{0.5cm} \\
A \vspace{0.5cm} \\
\beta \end{array} \begin{array}{c} \beta \vspace{0.5cm} \\
B \vspace{0.5cm} \\
\alpha \end{array}$.

We will also use the more compact notation $A \leftarrow B$

instead. In this graphical language, an MPS, Eq. (1), can be expressed as

$\begin{array}{c} \alpha \vspace{0.5cm} \\
A \vspace{0.5cm} \\
\beta \end{array} \begin{array}{c} \gamma \vspace{0.5cm} \\
B \vspace{0.5cm} \\
\delta \end{array}$.

Given a tensor $T \equiv (T_i)_{\alpha\beta}$, we will denote by $(\alpha|T|\beta)$ the vector $\sum_i (\alpha|T_i|\beta)i = (\alpha|\begin{array}{c} \alpha \\
T \vspace{0.5cm} \\
\beta \end{array}|\beta)$ in the physical space. More generally, matrix operations are generally meant to act on the virtual degrees of freedom; e.g., $C = A \oplus B$ denotes the tensor with components $C_i = A_i \oplus B_i$.

In order to compute expectation values etc., we need to contract tensor networks with their adjoint. Tensors with legs pointing down are always complex conjugated$^{[1]}$

$\begin{array}{c} \alpha \vspace{0.5cm} \\
A \vspace{0.5cm} \\
\beta \end{array} \equiv (A_i)_{\alpha\beta} \equiv (A_i^*)_{\beta\alpha}$.

An object of particular interest is the “transfer operator”

$E_A^B = \begin{array}{c} \beta \vspace{0.5cm} \\
B \vspace{0.5cm} \\
\alpha \end{array}$.

$^{[1]}$ Throughout, $^\dagger$ will denote the complex conjugate and $^*$ the adjoint operator.
which we will occasionally interpret as a map from the right to the left indices, \( E_A^B : X \mapsto \sum_i A_i X B_i^* \).

2.2. Normal form. MPS are stable under blocking: If we e.g. block pairs of physical sites, \( j_k \equiv (i_{2k-1}, i_{2k}) \), the state can again be expressed as an MPS in the blocked indices, with tensors \( A_{jk} \equiv A_{i_{2k-1}, i_{2k}} \). By blocking a finite number of sites \([22]\) and appropriate gauge transformations, any MPS can be brought into a standard form \([8,17]\).

**Theorem 1 (Standard form for MPS \([8,17]\), injectivity).** After blocking, any MPS can be written in a standard form where the matrices \( A_i \) have the following properties:

1. The \( A_i \) are block-diagonal: \( A_i = \bigoplus_{j=1}^D A_i^j \otimes \Gamma_j \), where \( A_i^j \in \mathcal{M}_{l_j} \) (the space of \( l_j \times l_j \) matrices) and the \( \Gamma_j \) are positive diagonal matrices.

2. The \( A_i \) span the space of block-diagonal matrices: \( \text{span}_i A_i = \bigoplus_{j=1}^D \mathcal{M}_{l_j} \otimes \Gamma_j \).

3. For all \( j \), the map \( E_j := E A_i^j \) has spectral radius one, with 1 as the unique eigenvalue of modulus 1, and with eigenvectors \( E_j(I) = I \) and \( E_j^*(A_i^j) = A_i^j \), where \( A_i^j > 0 \), \( \text{tr}(A_i^j) = 1 \).

Property 2 with every \( \Gamma_j = 1 \) is called block-injectivity; in particular, if \( D = 1 \), and \( \Gamma_1 = 1 \), \( A \) is called injective.

For the rest of the paper, we will always consider MPS in this standard form.

The uniqueness of the fixed points in each block leads to the following result concerning the transfer operators.

**Lemma 1.** Let \( A \) denote an injective block of an MPS. Then

\[
(E_A^A)^k \equiv \begin{pmatrix} A & \vdots & A \\ \vdots & \ddots & \vdots \\ A & \vdots & A \end{pmatrix}^k = \begin{pmatrix} \le 0 \uparrow \downarrow \ldots \downarrow \le 0 \end{pmatrix} + O(e^{-k}) .
\]  

(2)

Note that \( O(e^{-k}) \) denotes a bound up to a constant in the exponent. This notation will be used throughout this work.

**Lemma 2 (Consequences of injectivity).** The following three properties are equivalent, \( 1 \Leftrightarrow 2 \Leftrightarrow 3: \)

1. \( A \) is injective.

2. For any \( X \), there exists an \( |a\rangle \) such that

\[
\sum_i (a|i) A_i = \begin{pmatrix} a \end{pmatrix} \begin{pmatrix} A \end{pmatrix} = \begin{pmatrix} X \end{pmatrix} = X .
\]  

(3)

3. There exists a tensor \( A^{-1} \) such that

\[
\sum_i (A_i)_{\alpha\beta}((A^{-1})_i)_{\alpha'\beta'} \equiv \begin{pmatrix} A \end{pmatrix} \begin{pmatrix} \delta_{\alpha\alpha'} \delta_{\beta\beta'} \end{pmatrix} = \begin{pmatrix} \delta \end{pmatrix} = \begin{pmatrix} \delta_{\alpha\alpha'} \delta_{\beta\beta'} \end{pmatrix}.
\]  

(4)

(“left inverse to \( A \)".)
Also, the following three are equivalent, \( 4 \leftrightarrow 5 \leftrightarrow 6 \):

4. \( \begin{pmatrix} \mathbb{A} & \mathbb{B} \\ \mathbb{L} & \mathbb{R} \end{pmatrix} \) is injective

5. For any \( X \) of the dimensions of \( \mathbb{A} \), there exists an \( |a \rangle \) such that \( \mathbb{3} \) holds, and additionally

\[
\begin{pmatrix} \mathbb{A} & \mathbb{B} \\ \mathbb{R} & \mathbb{L} \end{pmatrix} \equiv \begin{pmatrix} \mathbb{0} & \mathbb{0} \\ \mathbb{0} & \mathbb{0} \end{pmatrix},
\]

and the corresponding statement holds for the other three blocks.

6. There exists a tensor \( \mathbb{A}^{-1} \) such that \( \mathbb{4} \) holds, and additionally

\[
\begin{pmatrix} \mathbb{A} & \mathbb{B} \\ \mathbb{R} & \mathbb{L} \end{pmatrix} \equiv \begin{pmatrix} \mathbb{0} & \mathbb{0} \\ \mathbb{0} & \mathbb{0} \end{pmatrix},
\]

and the corresponding statement holds for the other three blocks.

Proof. \( 1 \leftrightarrow 2 \) since by definition, injectivity means that the \( \mathbb{A} \) span the whole matrix algebra. \( 2 \Rightarrow 3 \) by defining \( |a_{\alpha\beta}\rangle \) such that in \( \mathbb{3} \), \( X = |\alpha\rangle\langle\beta| \), and choosing \( ((A^{-1})_{\alpha\beta})_{\alpha\beta} = (a_{\alpha\beta}|i\rangle \), and \( 3 \Rightarrow 2 \) by setting \( |a|i\rangle = \text{tr}((A^{-1})_{\alpha\beta}X^T) \).

\( 4 \Rightarrow 5 \) by considering equivalence between 1 and 2 and the matrix

\[
\tilde{X} = \begin{pmatrix} X & 0 \\ 0 & 0 \end{pmatrix},
\]

or the corresponding matrices for the other blocks.

\( 5 \Rightarrow 4 \) since any matrix can be block-decomposed as

\[
\begin{pmatrix} X & Z \\ W & Y \end{pmatrix},
\]

and for these blocks there exist vectors \( |a_X\rangle, |b_Y\rangle, |r_Z\rangle, |l_W\rangle \) that give rise to \( X \), \( Y \), \( Z \) and \( W \) when applied to \( \mathbb{A}, \mathbb{B}, \mathbb{R} \) and \( \mathbb{L} \) respectively, and 0 when applied to the other blocks. Thus we can consider the sum \( |a_X\rangle + |b_Y\rangle + |r_Z\rangle + |l_W\rangle \) to satisfy condition 2, and therefore injectivity of tensor in 4.

\( 5 \Rightarrow 6 \) by defining \( |a_{\alpha\beta}\rangle \) such that in \( \mathbb{3} \) \( X = |\alpha\rangle\langle\beta| \) if both indices correspond to the \( \mathbb{A} \) block or 0 otherwise, and choosing \( ((A^{-1})_{\alpha\beta})_{\alpha\beta} = (a_{\alpha\beta}|i\rangle \), and \( 6 \Rightarrow 5 \) by setting \( |a|i\rangle = \text{tr}((A^{-1})_{\alpha\beta}\tilde{X}^T) \), with \( \tilde{X} = \begin{pmatrix} X & 0 \\ 0 & 0 \end{pmatrix} \).

Lemma 3. Under the conditions of Theorem 1, the spectral radius \( \rho(E_{A'}^{A'}) < 1 \) for \( i \neq j \).

Proof. Let us take \( X \) such that \( E_{A'}^{A'}(X) = \sum_k A_k^jX(A_k^j)^* = \lambda X \). We have then that

\[
|\lambda| \text{tr}(X(A_{A'}^j)^*X^*) = |\sum_k \text{tr}(A_k^jX(A_k^j)^*A_{A'}^jX^*)| = |\sum_k \text{tr}(X(A_k^j)^*\sqrt{A_{A'}^jX^*A_k^j})| < \left( \sum_k \text{tr}(X(A_k^j)^*A_{A'}^jA_k^jX^*) \right)^{1/2} \left( \sum_k \text{tr}((A_k^j)^*XA_{A'}^jX^*) \right)^{1/2} = |\text{tr}(X(A_{A'}^j)^*X)|,
\]

and therefore for any eigenvalue we have \( |\lambda| < 1 \). Note that the inequality is strict since we have that \( \text{span}\{k|A^j'|l\} \cap \text{span}\{m|A'^j|n\} = \{0\} \) due to block injectivity. \( \square \)
In particular, \( D \) is an invertible map on \( M_D \). Let \( \Pi \) be \( D \)’s projector onto \( \text{span} \{ \Pi \} \). We define the span of \( T \) as
\[
\text{span}\{T\} := \text{span} \left\{ \sum_i \text{tr}[T_i X_i] | i \right\} X \in M_D \right\}.
\]
Also, we define the projector corresponding to \( T \), \( \Pi[T] \), as the orthogonal projector onto \( \text{span}\{T\} \).

In particular, \( T \) can arise from blocking two or more tensors \( A \) from an MPS, \( T = A \otimes A \cdots \). E.g.,
\[
\text{span}\{A \otimes A\} = \text{span} \left\{ \sum_{i,j} \text{tr}[A_i A_j X_{i,j}] | i, j \right\} X \in M_D \right\}.
\]

**Lemma 4 (Gauge transformations for span).** Let \( \mathcal{L} : M_D \rightarrow M_D \) be an invertible map on \( D \times D \) matrices. Then, \( \text{span}\{T\} = \text{span}\{\mathcal{L}(T)\} \), and equally \( \Pi[T] = \Pi[\mathcal{L}(T)] \), where the natural action of \( \mathcal{L} \) on three-index tensors \( (T_i)_{\alpha\beta} \) is given by \( \mathcal{L}(T_i)_{\alpha\beta} = \mathcal{L}(T_i) \).

**Lemma 5 (Continuity of projector of a tensor).** Let \( T(\epsilon) \) be a family of tensors. If \( T(0) \) is injective and \( T(\epsilon) \) is continuous around 0, then \( \Pi[T(\epsilon)] \) is continuous at 0.

More generally, if \( T(0) \) is block-injective and \( T(\epsilon) \) is continuous and block-diagonal in the same basis around 0, then \( \Pi[T(\epsilon)] \) is continuous around 0.

**Proof.** The proof follows directly from the fact that a basis \( X_k \) of the space of (block-)diagonal matrices yields a continuously changing basis of \( \text{span}\{T(\epsilon)\} \) by virtue of \( X_k \rightarrow \sum_i \text{tr}[T_i(\epsilon) X_k] | i = |v_k(\epsilon)\rangle \).

From these bases, the Gram-Schmidt orthogonalization process leads also continuously to orthonormal changing bases of \( \text{span}\{T(\epsilon)\} \), say \( \{|e_k(\epsilon)\rangle\} \). Beginning from \( |v_1(\epsilon)\rangle \neq 0 \), its normalization is continuous. Then, orthonormalization of \( |v_2(\epsilon)\rangle \) with respect to \( |v_1(\epsilon)\rangle \) only involves projecting onto the complement of \( \text{span}\{|e_1(\epsilon)\rangle\} \) and normalization, and both operations are continuous as long as we keep in every moment away from the null vector (this is where the importance of injectivity or block-injectivity stems, in the need of the dimension of \( \text{span}\{T(\epsilon)\} \) to be kept locally). One can also consider the process as projecting \( |v_2(\epsilon)\rangle \) onto \( \text{span}\{|e_1(\epsilon)\rangle\} \), and then substracting the result to \( |v_2(\epsilon)\rangle \), which yields a non-zero vector that must be normalized. With the rest of the vectors the process is similar with finitely many steps, which makes the orthonormalization process continuous if the injectivity conditions are held and every step keeps away enough from 0. Note that injectivity of \( T(0) \) and continuity of \( T \) at 0 is enough to ensure injectivity of \( T(\epsilon) \) for small \( \epsilon \).

The final projection \( \Pi[T(\epsilon)] \) is also continuous in \( \epsilon \), since projecting any vector onto every linear space \( \text{span}\{|e_k(\epsilon)\rangle\} \) and substracting the result to the vector are continuous in \( \epsilon \).

In the case \( T(0) \) is block-injective, the fact that \( T(\epsilon) \) is also block-diagonal makes the rank of \( \{|v_k(\epsilon)\rangle\} \) constant around 0. This allows to guarantee the same result about continuity.
2.3. The parent Hamiltonian. Let us now turn towards Hamiltonians for MPS. We will restrict to translational invariant Hamiltonians, and denote the local terms by lowercase letters, e.g., $h$. When necessary, subscripts indicate the sites $h$ acts on, e.g., $h_{i,i+1}$. We will identify the local operator $h$ and the global operator $h \otimes I$. The total Hamiltonian will be denoted by the corresponding uppercase letter, e.g., $H = \sum h := \sum_{i=1}^{N} h_{i,i+1}$. Generally, indices will wrap around the ends of the chain (e.g., here $N+1 \equiv 1$).

Every MPS $|M(A)\rangle$ induces Hamiltonians to which it is an exact ground state: The reduced state on, say, two adjacent sites, $\rho_{2}$, is supported on span $\{A_{c}A\}$, and thus for $h := \Pi[A_{c}A]$, $h|M(A)\rangle = 0$. If $D^2 > d^2$ – this can be achieved by blocking, and is the case for the standard form of Theorem 1 – $\Pi[A_{c}A]$ is non-trivial, and we obtain a non-trivial Hamiltonian with two-body terms $h$ which has $|M(A)\rangle$ as its ground state.

If we use $|M(A)\rangle$ in the standard form of Thm. 1, this Hamiltonian is particularly well-behaved:

Definition 3 (Parent Hamiltonian). Let $|M(A)\rangle$ be a (block-)injective MPS, i.e., satisfying condition 2 of Theorem 1, and let $h = \Pi[A_{c}A]$. Then, the Hamiltonian $H = \sum h$ is called the parent Hamiltonian.

Theorem 2 (Ground state space of parent Hamiltonian [15,17,24]). The parent Hamiltonian has a $D$-fold degenerate ground state space spanned by $|M(A')\rangle$; in particular, $|M(A)\rangle$ is one of its ground states. Also, the parent Hamiltonian is gapped in the thermodynamic limit.

Remark 1. Note that in order to ensure the correct ground state subspace in Theorem 2, a weaker condition than the injectivity of each tensor used in Definition 3 is enough: It is sufficient to take projectors onto the orthogonal complement of the span of $k+1$ sites, where $k$ is chosen such that blocking $k$ sites makes the tensor injective [22].

2.4. Uncle Hamiltonians. The parent Hamiltonian construction can be interpreted as a map from the set of MPS to the set of Hamiltonians, $\hat{H}: A \mapsto \hat{H}(A)$, which associates to any MPS $|M(A)\rangle$ its parent Hamiltonian $\hat{H}(A)$. While this map is well-behaved in terms of the properties of $\hat{H}(A)$, we are also interested in its continuity: If we change $A$ smoothly, $A \rightarrow A + \varepsilon P$, does $\hat{H}(A)$ change smoothly as well? If it were so, this would allow us to study perturbations of the system by looking at perturbations of the MPS tensor $A$. For injective MPS in their standard form, Lemma 5 tells us that this is indeed the case. On the other hand, if $A$ is block-injective, Lemma 5 requires $P$ to be block-diagonal as well, and it is indeed easy to see that random perturbations $P$ will lead to a discontinuous change in $\hat{H}(A + \varepsilon P)$, as rank(span$\{A_{c}A\}$) is different for $\varepsilon \neq 0$.

This discontinuity motivates the introduction of uncle Hamiltonians, which are robust under specific perturbation of the MPS tensor.

Definition 4 (Uncle Hamiltonians). Let $|M(A)\rangle$ be a MPS in standard form, and let $P \in \mathcal{M}_D$. Then, the uncle Hamiltonian induced by $P$ is the Hamiltonian

$$H_{P}' := \lim_{\varepsilon \rightarrow 0} \hat{H}(A + \varepsilon P),$$

(6)
whenever this limit exists. This is, the uncle Hamiltonian is the limit of the parent Hamiltonian of the perturbed MPS for the perturbation going to zero.

For a an injective tensor, the limit exists and is equal to the parent Hamiltonian, following Lemma 5: Parent and uncle Hamiltonian coincide for injective MPS. Thus, we focus our attention on the uncle Hamiltonians of block-injective MPS; most of this paper is devoted to studying their properties.

In the following, \( H = \sum h \) will denote the parent Hamiltonian, while \( H' = \sum h' \) denotes the uncle Hamiltonian, where we will occasionally omit the subscript \( P \).

3. Example: The GHZ state, the Ising model, and the XY model

We will start our discussion of the properties of the uncle with the GHZ state, which has the Ising model as its parent Hamiltonian. The unnormalized GHZ state can be expressed as an MPS

\[
|GHZ\rangle = |00\ldots0\rangle + |11\ldots1\rangle = \sum_{i_1,\ldots,i_L} \text{tr}[A_{i_1} \ldots A_{i_L}] |i_1,\ldots,i_L\rangle
\]

with \( i_j \in \{0,1\} \), where \( A_0 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \) and \( A_1 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \). Following Definition 3, the parent Hamiltonian of the Ising model can be constructed from the span of two sites,

\[
\text{span}\{A \triangleleft A\} = \text{span}\{|00\rangle, |11\rangle\},
\]

which is indeed (up to an additive constant) the well-known Ising Hamiltonian

\[
\frac{1}{2} \left[ |00\rangle\langle 00| + |11\rangle\langle 11| \right].
\]

3.1. Uncle Hamiltonian for the GHZ state. Let us now construct the uncle Hamiltonian for the GHZ state. According to the definition, we first need to fix a perturbation \( P \) of the MPS tensor \( A \),

\[
P_0 = \begin{pmatrix} a_0 & b_0 \\ c_0 & d_0 \end{pmatrix} \quad \text{and} \quad P_1 = \begin{pmatrix} a_1 & b_1 \\ c_1 & d_1 \end{pmatrix}.
\]

Next, we need to consider the MPS \( |M(C_{\varepsilon,P})\rangle \) with \( C_{\varepsilon,P} = A + \varepsilon P \), and construct its parent Hamiltonian. For a generic \( P \), we need to block two sites to reach injectivity. Thus, following Remark 4, we need to construct the terms of the parent Hamiltonian as the projector onto the complement of the span on three sites,

\[
S_3(\varepsilon) = \text{span}\{C_{\varepsilon,P} \triangleleft C_{\varepsilon,P} \triangleleft C_{\varepsilon,P}\}.
\]

\( S_3(\varepsilon) \) is spanned by the four vectors \( v_{\alpha\beta} = \langle \alpha | C_{\varepsilon,P} \triangleleft C_{\varepsilon,P} \triangleleft C_{\varepsilon,P} | \beta \rangle \), which are straightforwardly found to be

\[
\begin{align*}
v_{00} &= |000\rangle + O(\varepsilon), \\
v_{01} &= \varepsilon \left[ b_0 |000\rangle + (b_0 + b_1) |001\rangle + (b_0 + b_1) |011\rangle + b_1 |111\rangle \right] + O(\varepsilon^2), \\
v_{10} &= \varepsilon \left[ c_0 |000\rangle + (c_0 + c_1) |100\rangle + (c_0 + c_1) |110\rangle + c_1 |111\rangle \right] + O(\varepsilon^2), \\
v_{11} &= |111\rangle + O(\varepsilon). 
\end{align*}
\]
If \( b_0 + b_1 \neq 0 \) and \( c_0 + c_1 \neq 0 \) (which happens almost surely\(^2\), this can be transformed into an alternative set spanning \( S_3(\varepsilon) \),
\[
\{ |000\rangle + O(\varepsilon), |001\rangle + O(\varepsilon), |011\rangle + |100\rangle + O(\varepsilon), |110\rangle + O(\varepsilon) \}.
\]

The parent Hamiltonian of the perturbed MPS \( |M(C, P)\rangle \) is thus \( H_{P, \varepsilon} = \sum h_{P, \varepsilon} \), with each \( h_{P, \varepsilon} \) acting locally on three consecutive sites, and projecting onto \( S_3(\varepsilon)^\perp \).

In order to obtain the uncle Hamiltonian we finally need to take the limit \( \varepsilon \to 0 \). Then, the four states in Eq. (8) become orthogonal, and the family \( h_{P, \varepsilon} \) converges to the projection onto the orthogonal complement of
\[
\text{span}\{ |000\rangle, |0+1\rangle, |1+0\rangle, |111\rangle \}.
\]

Here, \( |0+1\rangle \equiv |0angle \otimes |+\rangle = (|0\rangle + |1\rangle)/\sqrt{2} \). Thus, the uncle Hamiltonian has local terms
\[
h'_P = I - \left[ |000\rangle\langle 000| + |111\rangle\langle 111| + |0+1\rangle\langle 0+1| + |1+0\rangle\langle 1+0| \right]
\]

Note that this limit does not depend on the perturbation \( P \) (as long as \( b_0 + b_1 \neq 0 \) and \( c_0 + c_1 \neq 0 \), and will be called \( h' \) or \( h'_{i-1,i,i+1} \) in the following. The parent Hamiltonian \( W' \) is obtained as the sum \( H' = \sum h' = \sum_i h'_{i-1,i,i+1} \).

### 3.2. Ground space of the uncle Hamiltonian.

What is the ground space of the uncle Hamiltonian? Since
\[
\ker(h') = \text{span}\{ |000\rangle, |111\rangle, |0+1\rangle, |1+0\rangle \} \supset \text{span}\{ |000\rangle, |111\rangle \} = \ker h,
\]
the ground states \( |0\ldots0\rangle \) and \( |1\ldots1\rangle \) of the GHZ parent Hamiltonian are also ground states of the uncle; in particular, the uncle is frustration free. However, \( h' \) allows for additional ground states. Indeed, if we consider the ground state space of \( h' \) acting on \( m \) consecutive sites (with open boundaries), the ground space is
\[
\text{span} \{ |0\ldots0\rangle, |1\ldots1\rangle, \sum |0\cdots01\cdots1\rangle, \sum |1\cdots10\cdots0\rangle \} \subseteq (\mathbb{C}^2)^\otimes m,
\]
where the sums run over all positions of the “boundary wall” 01 and 10, respectively. Yet, when closing the boundaries, the additional states \( \sum |0\cdots01\cdots1\rangle \) and \( \sum |1\cdots10\cdots0\rangle \) stop being in the intersection of the kernels, and the ground space of the uncle Hamiltonian coincides with the ground space of the parent Hamiltonian. Intuitively, with periodic boundary conditions the boundary walls need to come in pairs, and it is impossible to give both of them momentum zero as they meet which is not in the ground space of \( h' \).

\(^2\) Note that whenever we say something happens almost surely means not only that it happens with probability 1 but also that the set of perturbations which may not satisfy the statement form a closed algebraic variety of dimension strictly lower than the set of all possible perturbations.
3.3. Spectrum of the uncle Hamiltonian. Let us now show that the uncle Hamiltonian of the GHZ state is gapless. To this end, we consider the unnormalized states

\[ |\phi_N \rangle = \sum_{-N \leq i < j \leq -1}^{1 \leq j \leq N} |\phi_{i,j} \rangle \]  

(11)

with

\[ |\phi_{i,j} \rangle = |0^{-N-1}0 \cdots 0^i 1 \cdots 10^j \cdots 0^{N+1} \rangle \]

on a chain of length \(2N + 3\), where the superscripts indicate the position of the corresponding qubit. (This notation will be used throughout this work.) These states are orthogonal to the ground space, and

\[ \langle \phi_N | \phi_N \rangle = N^2. \]

Further, \( |\phi_N \rangle \) is almost a zero momentum state of the two boundaries: It is a ground state of all terms in \( H' \) except \( h_{-1,0,1}, h_{N,-1,-1} \), and \( h_{N+1,-N-1} \), and by counting the violating configurations, we find that \( \langle \phi_N | H' | \phi_N \rangle = O(N) \). Hence, for the energies of these states we have

\[ \frac{\langle \phi_N | H' | \phi_N \rangle}{\langle \phi_N | \phi_N \rangle} = O(1/N). \]

(12)

This implies that (on a chain of length \(2N + 3\)) \( H' \) has at least one eigenvalue \( \lambda_N \leq \frac{\langle \phi_N | H' | \phi_N \rangle}{\langle \phi_N | \phi_N \rangle} = O(1/N) \), i.e., the family of uncle Hamiltonians is gapless.

Does \( H' \) have a continuous spectrum? One idea to prove so would be to construct momentum eigenstates with an energy scaling like \( \Theta(k^2/N^2) \) (\( \Theta \) denotes the exact scaling rather than an upper bound). To this end, we give the sum in Eq. (11) a momentum,

\[ |\phi_{N,k} \rangle = \sum_{-N < m < -1}^{1 < n < N} e^{2\pi imk/N} |\phi_{m,n} \rangle. \]

(13)

It is straightforward to see that in addition to the \( O(N) \) contribution from before, the \( N - 1 \) terms \( h_{-N-1}, -N, -N+1, \ldots, h_{-2,0} \) all give a contribution \( \Theta(k^2N) \), resulting in an energy \( \frac{\langle \phi_N | H' | \phi_N \rangle}{\langle \phi_N | \phi_N \rangle} = \Theta(k^2/N^2) \).

Unfortunately, the existence of states with energy \( \Theta(k^2/N^2) \) does not allow to conclude that the spectrum of \( H' \) is dense: The existence of a state with energy \( E \) only implies the existence of eigenvalues \( \lambda_1 \leq E \) and \( \lambda_2 \geq E \), but tells us nothing about their exact value. (The reason this worked for the gapless excitations was that \( H' \geq 0 \), and that \( |\phi_N \rangle \) was orthogonal to the ground space.) It is, however, indeed possible to show that \( H' \) has a continuous spectrum. For the GHZ example, this can be done by mapping it to the XY model as discussed in Sec. 3.5, and in Sec. 4.4, we give a proof that uncle Hamiltonians of arbitrary MPS have a continuous spectrum which works directly in the thermodynamic limit.

3.4. Gapless uncles for unique ground states. Can we obtain uncle Hamiltonians with similar properties in the case of MPS which are unique ground states? Lemma 5 tells us that this cannot happen as long as the MPS tensors are injective, which is always the case as long as such an MPS is in its standard form: In
that case, the uncle Hamiltonian is equal to the parent Hamiltonian. However, as we will demonstrate in the following, interesting uncle Hamiltonians can be obtained by choosing a different MPS representation.

Consider a qubit chain \((\mathbb{C}^2)^{\otimes N}\), and a state \(|M(A)\rangle = |0\ldots 0\rangle\). Clearly, this is a unique ground state of a gapped local Hamiltonian, with standard MPS representation \(A_0 = (1), A_1 = (0)\). However, we can write the same state with bond dimension 2 and

\[
A_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad A_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}
\]

We can now perturb \(A\) with a perturbation \(P\) as in Eq. (7), with \(a_i = d_i\) and \(b_i = c_i\), \(i = 0, 1\). A calculation similar to the one for the GHZ state shows that in the limit of a vanishing perturbation, the ground space on three sites is \(S_3 = \text{span}\{ |000\rangle, |W\rangle\}\), where \(|W\rangle = (|001\rangle + |010\rangle + |001\rangle)/\sqrt{3}\) (as long as \(b_1 \neq 0\) or \(c_1 \neq 0\)); the uncle Hamiltonian \(h'\) is the projector onto \(S_3^\perp\),

\[
h' = I - \left[ |000\rangle\langle 000| + |W\rangle\langle W| \right].
\]

(14)

For an open chain of length \(n\), \(H' = \sum h'\) has the two ground states

\[
|0_n\rangle = |00\ldots 0\rangle \quad \text{and} \quad |W_n\rangle = |100\ldots 0\rangle + |010\ldots 0\rangle + \ldots + |000\ldots 01\rangle.
\]

Different from the GHZ case, the extra state \(|W_N\rangle\) does not disappear from the kernel when closing the boundaries – the uncle Hamiltonian on a chain with periodic boundaries has a two-dimensional ground space \(\text{span}\{ |0_N\rangle, |W_N\rangle\}\).

Note, however, that the thermodynamic limit of \(|0_N\rangle\) and \(|W_N\rangle\) is the same, and thus, the ground space collapses to the original one in the thermodynamic limit.

Again, we can construct gapless excitations by considering the states

\[
|\phi_n\rangle = \sum_{i \neq j} |0\ldots 01^i00\ldots 01^j0\ldots 0\rangle.
\]

(15)

As before, they are orthogonal to the ground space, and their energy is \(O(1/N)\).

Alternatively, we could have also chosen a W state with momentum, \(|\varphi_{N,k}\rangle = \sum_j e^{2\pi i k j}|0\ldots 01^j00\ldots 0\rangle, k \neq 0\)

which are also orthogonal to the ground space, and have energy \(O(k^2/N^2)\).

Again, the spectrum is dense in the thermodynamic limit. This can once more be verified by a mapping to the XY model or, directly in the thermodynamic limit, using the methods described in Sec. 4.4.
3.5. Relation to the XY model. Both the uncle Hamiltonian for the GHZ state and for the \( |0\ldots0\rangle \) state are closely related to the XY model (or, equivalently, to non-interacting fermions), which can be used to immediately infer that they are gapless models with continuous spectra. Let us first consider the uncle Hamiltonian of the GHZ state, Eq. (9): It can be rewritten as

\[
\tilde{h}' = -\frac{1}{4} \left[ I \otimes Z \otimes Z + Z \otimes Z \otimes I + I \otimes X \otimes I - Z \otimes X \otimes Z \right] + \frac{1}{2} I \otimes I \otimes I .
\] (16)

This is exactly the Hamiltonian discussed in Eq. (11) from [31] at \( g = 0 \). It can be solved either by transforming it to non-interacting fermions, or by a duality transformation to the XY model [19]. The resulting Hamiltonian is

\[
H_{XY} = -\frac{1}{4} \sum_i \left[ X_i \otimes X_{i+1} + Y_i \otimes Y_{i+1} + 2Z_i \right] + \text{const}.
\]

Indeed, this point in the XY model, which can be solved exactly by mapping it to non-interacting fermions [14], is known to be gapless with a continuous spectrum.

Let us now turn to the uncle Hamiltonian (14) for the \( |0\ldots0\rangle \) state. Let us first replace the uncle Hamiltonian with a simpler one with the same spectral properties. Namely, let

\[
\tilde{h}' = I - |00\rangle \langle 00| - |\Phi^+\rangle \langle \Phi^+| ,
\] (17)

with \( |\Phi^+\rangle = (|01\rangle + |10\rangle) / \sqrt{2} \). We have that

\[
\frac{1}{2} \tilde{h}' \leq \frac{1}{2} (\tilde{h}'_{12} + \tilde{h}'_{23}) \leq \tilde{h}' ,
\]

which implies that for any finite chain, the ordered eigenvalues \( \lambda_i \) of \( \tilde{H}' = \sum \tilde{h}' \) and \( \tilde{\lambda}_i \) of \( \tilde{H}' = \sum \tilde{h}' \) are related by

\[
\frac{1}{2} \lambda_i \leq \tilde{\lambda}_i \leq \lambda_i .
\]

I.e., if we want to determine essential spectral properties of \( \tilde{H}' \), such as whether it has a continuous spectrum, we can equally well study \( \tilde{H}' \). Since \( \tilde{h}' \) can be rewritten as

\[
\tilde{h}' = -\frac{1}{4} \left[ X \otimes X + Y \otimes Y + Z \otimes I \otimes I + I \otimes Z \right] + \frac{1}{2} I \otimes I ,
\]

this yet again gives rise to the same point of the XY model, Eq. (16), proving that the Hamiltonians Eqs. (14) and (17) have a continuous spectrum.

---

3 In fact, the construction in Eq. (10) of [31] is, up to a gauge transformation, equivalent to the uncle construction, with \( \epsilon = \sqrt{g} \).

4 The partial isometry \( T : |i_1, \ldots, i_N\rangle \mapsto |i_1 + i_2, \ldots, i_N + i_1\rangle \) from the eigenspace of \( X^\otimes N \) associated to the value 1 to the even \( Z \) parity space induces the duality mapping \( X_i \mapsto T \circ X_i \circ T^{-1} = X_{i-1} \otimes X_i \) and \( Z_i \otimes Z_{i+1} \mapsto T \circ (Z_i \otimes Z_{i+1}) \circ T^{-1} = Z_i \).
4. Properties of the uncle Hamiltonian

In this section, we will see that the observations we made for the GHZ uncle Hamiltonian generalize to uncle Hamiltonians of arbitrary MPS with degenerate ground states (under some generic conditions): Their ground state space is equal to the ground state space of the parent Hamiltonian, they are gapless, and they have a continuous spectrum. This section will also contain the proofs which have been omitted for the special case of the GHZ state.

For simplicity, we will focus here on the case where the MPS tensor $C_\epsilon$ in its standard form, Theorem 4.1, has two blocks, $C_\epsilon = A_\epsilon \oplus B_\epsilon$, but the same procedure can be followed in the general case: The results are completely analogous in case of multiple different blocks, but there are some differences if there are blocks with a multiplicity larger than one. We will comment on this particular case in Section 5.

Thus, in this section we will be dealing with an MPS $|M(C)\rangle$, where both $A$ and $B$ are injective. We will choose $A$ and $B$ in the normal form of Theorem 4.1. The parent Hamiltonian of this MPS consists of local projectors $\Pi[C \triangleleft C]$ with kernels

$$\text{span}\{C \triangleleft C\} = \text{span}\{A \triangleleft A\} + \text{span}\{B \triangleleft B\},$$

where the two-dimensional ground state space is spanned by $|M(A)\rangle$ and $|M(B)\rangle$.

4.1. Form of the uncle Hamiltonian. We will now determine the general form of the uncle Hamiltonian (including whether the limit in its definition exists).

**Theorem 3.** Let $|M(C)\rangle$, be an MPS with block-injective $C = A \oplus B$, and let

$$P = \begin{pmatrix} PA & R \\ L & PB \end{pmatrix}$$

be an arbitrary tensor, such that the “uncle tensor”

$$U = \begin{pmatrix} A \triangleleft A & A \triangleleft R + R \triangleleft B \\ B \triangleleft L + L \triangleleft A & B \triangleleft B \end{pmatrix}.$$  

(18)

is injective. Then, the uncle Hamiltonian induced by $P$ exists and is a sum of local terms $h'_P = \Pi[U]$.

**Proof.** Consider a perturbation $C_\epsilon = C + \epsilon P$ of the MPS $|M(C)\rangle$. We have that

$$C_\epsilon \triangleleft C_\epsilon = \begin{pmatrix} A \triangleleft A + O(\epsilon) & \epsilon(A \triangleleft R + R \triangleleft B) + O(\epsilon^2) \\ \epsilon(B \triangleleft L + L \triangleleft A) + O(\epsilon^2) & B \triangleleft B + O(\epsilon) \end{pmatrix};$$  

(19)

clearly, for $\epsilon \neq 0$ the map $L_\epsilon$ which multiplies the off-diagonal blocks by $1/\epsilon$ is invertible and thus (following Lemma 4.1)

$$\Pi[C_\epsilon \triangleleft C_\epsilon] = \Pi[L_\epsilon(C_\epsilon \triangleleft C_\epsilon)] = \Pi[U + O(\epsilon)].$$

Following Lemma 4.1 the limit $\lim_{\epsilon \to 0} \Pi[U + O(\epsilon)]$ exists whenever $U$ is injective, and equals $\Pi[U]$.
The required injectivity of the tensor in Eq. (18) follows in particular from the following condition on the perturbation.

**Definition 5 (Injective perturbation).** A perturbation $P$ of an MPS $|M(C)\rangle$ (in the notation of Theorem 3) is called injective if
\[
\begin{pmatrix}
A & R \\
L & B
\end{pmatrix}
\]
is an injective tensor.

**Lemma 6.** If a perturbation $P$ is injective, then the resulting “uncle tensor” $U$, Eq. (18), is injective.

**Proof.** Let us consider condition 5 from Lemma 2 and any $X$ of the dimensions of $A \otimes A$. Since the perturbation tensor is injective, there exist vectors $|a\rangle$ and $|a'\rangle$ such that
\[
\begin{align*}
\begin{pmatrix}
\Phi \\
A
\end{pmatrix} &= \begin{pmatrix}
X \\
B
\end{pmatrix} \equiv 0, \\
\begin{pmatrix}
\Phi \\
R
\end{pmatrix} &\equiv 0, \\
\begin{pmatrix}
\Phi \\
L
\end{pmatrix} &\equiv 0, \\
\begin{pmatrix}
\Phi \\
A
\end{pmatrix} &= I, \\
\begin{pmatrix}
\Phi \\
B
\end{pmatrix} &\equiv \begin{pmatrix}
\Phi \\
R
\end{pmatrix} &\equiv 0. \\
\end{align*}
\]
The product $|a\rangle \otimes |a'\rangle$ yields then for the uncle tensor
\[
\begin{pmatrix}
\Phi \\
U
\end{pmatrix} = \begin{pmatrix}
X & 0 \\
0 & 0
\end{pmatrix}.
\]
A similar reasoning can be followed for the rest of blocks, thus satisfying condition 5 from Lemma 2.

A perturbation $P$ is generically injective if $d \geq D^2$, and we will assume injective perturbations in the following. Note that unlike for the $|\text{GHZ}\rangle$ state, the uncle Hamiltonian does in general depend on the perturbation (though only on its off-diagonal blocks $R$ and $L$).\(^5\)

\(^5\) If $D \leq d < D^2$ and $U$ [Eq. (18)] is injective one can construct both parent and uncle Hamiltonians from projectors onto the span of three consecutive sites – this is what we did for the GHZ example. Then, the uncle Hamiltonian is the projector associated to
\[
\begin{pmatrix}
A \otimes A \otimes A \\
B \otimes B \otimes L + B \otimes L \otimes A + L \otimes A \otimes A \\
A \otimes A \otimes R + A \otimes R \otimes B + R \otimes B \otimes B \\
B \otimes B \otimes B
\end{pmatrix}.
\]
While we will restrict to injective perturbations for clarity, the same steps can be followed assuming only injectivity of $U$.\(^5\)
4.2. Ground space of the uncle Hamiltonian. In the following, we study the ground state space of the uncle Hamiltonian. Throughout, we will restrict to injective perturbations.

**Theorem 4.** Let $P$ be an injective perturbation of an MPS $|M(C)\rangle$, $C = A \oplus B$. Then, the ground space of the uncle Hamiltonian $H'_P$ is spanned by $|M(A)\rangle$ and $|M(B)\rangle$, and thus equal to the ground space of the parent Hamiltonian.

**Proof.** The parent Hamiltonian is frustration free, i.e., its ground states minimize the energy of each local term. The ground space is thus

$$\ker(H) = \bigcap \ker(h) .$$

Since $\ker(h) \subset \ker(h'_P)$, it follows that

$$\ker(H'_P) = \bigcap \ker(h'_P) \supset \ker(H) ,$$

i.e., the uncle Hamiltonian is frustration free, and any ground state of the parent is also a ground state of the uncle.

In order to classify all states in $\ker(H'_P) = \bigcap \ker(h'_P)$, we will follow the same steps as for the proof of the ground space structure of the parent Hamiltonian \cite{24}: First, we will prove inductively how the ground space on a chain with open boundaries, $\bigcap_{i=1}^n \ker h'_{P_{i,i+1}}$, grows – the intersection property. Then, we will show how the ground space changes when we close the boundaries – the closure property.

**Lemma 7 (Intersection property).** Given a chain of length $n$, let $S_n$ be the vector space

$$S_n = A_n + B_n + R_n + L_n ,$$

where

$A_n = \left\{ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}
\end{array} / X \in \mathcal{M}_l \end{array} \right\},$

$B_n = \left\{ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
B
\end{array}
\end{array}
\end{array} / X \in \mathcal{M}_m \end{array} \right\},$

$R_n = \left\{ \sum_{pos R} \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}
\end{array} / X \in \mathcal{M}_{l \times m} \end{array} \right\},$

$L_n = \left\{ \sum_{pos L} \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
B
\end{array}
\end{array} \end{array} / X \in \mathcal{M}_{m \times l} \end{array} \right\},$

where the sums run over all possible positions of the $R$ or $L$, padded with $A$’s and $B$’s to the left and right as indicated. Further, let $(A \ R \ B)_{L}$ be injective. Then, the intersection property $S_n \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_n = S_{n+1}$ holds.
The proof of the Lemma is given in Appendix A.

Starting from $S_2 = \ker(h'_{1,2})$, and using that

$\bigcap_{i=1}^{k-1} \ker(h'_{i,i+1}) \cap \bigcap_{i=2}^{k} \ker(h'_{i,i+1})$,  

the lemma allows to inductively prove that the ground space on $n$ consecutive sites with open boundaries is $\bigcap_{i=1}^{n-1} \ker(h'_{i,i+1}) = S_n$: It differs from the ground space of the parent Hamiltonian by the presence of the “zero momentum domain wall states” $R_n$ and $L_n$, analogous to the domain wall states for the GHZ uncle. It remains to show that these states disappear from the kernel when closing the boundaries.

**Lemma 8 (Closure property).** Consider a chain of length $N$, and let $S_{\text{left}} = S_N$ defined on sites $1, \ldots, N$, and $S_{\text{right}} = S_N$ defined on sites $2, \ldots, N, 1$, using the definitions of the previous lemma. (I.e., for $S_{\text{right}}$ the ordering of sites is shifted cyclically by one.) Then,

$S_{\text{left}} \cap S_{\text{right}} = \text{span} \{ |M(A)\rangle, |M(B)\rangle \}.$

The proof is again given in the Appendix A.

The closure property shows that if we close the boundaries on a chain of length $N$, we indeed recover the ground space of the parent Hamiltonian, since

$\bigcap_{i=1}^{N} \ker(h'_{i,i+1}) = \bigcap_{i=1}^{N-1} \ker(h'_{i,i+1}) \cap \bigcap_{i=2}^{N} \ker(h'_{i,i+1}) = S_{\text{left}} \cap S_{\text{right}}.$

Together, the two lemmas thus prove Theorem 4. ⌣

### 4.3. Gaplessness of the uncle Hamiltonian

One of the key properties of the parent Hamiltonian is that it exhibits a spectral gap above the ground space [15]. On the other hand, as we will prove in the following the uncle Hamiltonian is generically gapless:

**Theorem 5.** The uncle Hamiltonian $H'_P$ is gapless for almost every $P$.

The Theorem can be proven using the following Lemma:

**Lemma 9.** For a chain of length $6N + 1$, let

$|\phi_N\rangle = \sum_{-2N \leq i \leq -N} \sum_{N \leq j \leq 2N} |\zeta_{i,j}\rangle, \quad (22)$

where

$|\zeta_{i,j}\rangle = \left| \begin{array}{c} A_B \end{array} \right|_{-3N} \cdots \left| \begin{array}{c} A_R \end{array} \right|_{i} \left| \begin{array}{c} B_L \end{array} \right|_{j} \cdots \left| \begin{array}{c} A_A \end{array} \right|_{3N}.$ \quad (23)$

Then, for almost every $R$ and $L$ (and thus almost every $P$), the following holds:
1. \( \langle \phi_N | \phi_N \rangle = \Theta(N^2) \).
2. \( \langle M(A) | \phi_N \rangle = O(e^{-N}) \) and \( \langle M(B) | \phi_N \rangle = O(e^{-N}) \).
3. \( \langle \phi_N | H_P | \phi_N \rangle = O(N) \).

Here, \( \Theta(\cdot) \) denotes both lower and upper bounds on the scaling.

Note that \( |\phi_N\rangle \) generalizes the GHZ “boundary wall” ansatz for low energy states, Eq. (11). The range for \( i \) and \( j \) in (22) is chosen such that \( R \) and \( L \) move over a region of size \( N \) each, leaving two separating regions of length \( 2N \) each which contain only \( A \) or \( B \) tensors, respectively.

**Proof (of Theorem 5).** For the normalized states \( |\hat{\phi}_N\rangle := |\phi_N\rangle/||\phi_N\rangle|| \) on a chain of length \( 6N + 1 \) (with \( |\phi_N\rangle \) of Lemma 9), we have that \( |\hat{\phi}_N\rangle \) tends to be orthogonal to the ground space of \( H_P' \) and \( \langle \phi_N | H_P' | \phi_N \rangle \rightarrow 0 \) as \( N \rightarrow \infty \). Together with simple spectral decomposition arguments, this implies the existence of a sequence \( \delta_N \rightarrow 0 \) such that \( H_P' \) (on \( 6N + 1 \) sites) has at least one eigenvalue in the interval \( (0, \delta_N) \). \( \square \)

**Proof (of Lemma 9).** 1) \( \langle \phi_N | \phi_N \rangle = \Theta(N^2) \): Results from Lemma 1 allow us to approximate

\[
\langle \zeta_i | \zeta_k, l \rangle = \sum_{n=0}^{N} (N - n) \left( \frac{A}{B} \right)_n \left( \frac{B}{A} \right)_n + O(e^{-N}) ,
\]

for \( i < k < j < l \), and correspondingly for the other cases. [Note that we have used \( \rho(E_A) = \rho(E_B) \leq 1 \).] Together with Eq. (2) to bound the error term.] It follows that \( \langle \phi_N | \phi_N \rangle = \Xi_R + \Xi_L + O(e^{-N}) \), with

\[
\Xi_R := (N + 1) \left( \frac{R}{R} \right) + \sum_{n=0}^{N} (N - n) \left( \frac{A}{B} \right)_n \left( \frac{B}{A} \right)_n ,
\]

and correspondingly for \( \Xi_L \). Using

\[
\sum_{n=0}^{N} (N - n) \left( \frac{A}{B} \right)_n = N \frac{E_A - (E_A)^{N+1}}{1 - E_A} = \frac{N}{1 - E_B} + O(1) ,
\]

we find that \( \Xi_R = C_R N + O(1) \), with

\[
C_R = \left( \frac{R}{R} \right) + \left( \frac{A}{R} \right) (I - E_B)^{-1} \left( \frac{R}{B} \right) + \left( \frac{R}{A} \right) (I - E_A)^{-1} \left( \frac{B}{R} \right) .
\]

\( C_R \) is a quadratic function in \( R \) which does not vanish identically (e.g., there exists an \( R \) for which \( H_R H_A = 0 \) and the first term is non-zero). Thus, the \( R \)
for which $C_R = 0$ form an algebraic variety of smaller dimension, and $C_R \neq 0$ for almost all $R$.

The same argument can be used to see that $\Xi_L = C_L N + O(1)$ where $C_L \neq 0$ for almost all $L$, and thus, $\langle \phi_N | \phi_N \rangle = \Theta(N^2)$ for almost every perturbation as claimed.

2) $\langle M(A) | \phi_N \rangle = O(e^{-N})$ and $\langle M(B) | \phi_N \rangle = O(e^{-N})$: In the scalar product

$$
\langle M(A) | \phi_N \rangle = \sum_{-2N \leq i \leq -N}^{2N \leq j \leq 2N} \cdots \frac{A}{i} \frac{A}{i+1} \frac{A}{j} \frac{A}{j+1} \cdots,
$$

(25)

every summand contains $\langle E_A \rangle^{2N}$. Using Lemma 3 and the fact that there are only $O(N^2)$ summands, $\langle M(A) | \phi_N \rangle = O(e^{-N})$ follows, and analogously for $\langle M(B) | \phi_N \rangle$.

3) $\langle \phi_N | H'_p | \phi_N \rangle = O(N)$: The only terms in $H'_p$ which give a non-zero energy are $h'_2N-1, h'_2N-N+1, h'_2N-1, h'_2N$, and $h'_2N, h'_2N+1$. For each of them, $N + 1$ summands in (22) contribute, and thus, $\langle \phi_N | H'_p | \phi_N \rangle = O(N)$.

4.4. The spectrum of the uncle Hamiltonians is $\mathbb{R}^+$. In order to study more properties of the spectra of the uncle Hamiltonians we need to move on to the thermodynamic limit. A formal description of it via GNS-representations with respect to ground states can be found in Appendix B. The spectrum in the thermodynamic limit can be found to be the whole positive real line and the spectra of the finite sized chains can be proven to tend to be dense in the positive real line.

Through the GNS-representation the problem is translated into studying the action of $H'$ on the space

$$
S = \bigcup_{i \leq j} S_{i,j}, \text{ where } S_{i,j} = \left\{ \cdots \frac{A}{i} \frac{A}{i+1} \frac{X}{j} \frac{A}{j+1} \cdots, \frac{X}{j} \right\},
$$

(26)

and the spectrum of its unique self-adjoint extension $H'_\omega : \hat{S} \longrightarrow \hat{S}$, with $\omega = \omega_A = \cdots \frac{A}{i} \frac{A}{i+1} \cdots \frac{A}{i}$, the ground state used for the representation. There exists a unique self-adjoint extension because $S$ is a dense set of analytic vectors for $H'$, and therefore $H'_\omega$ is essentially self-adjoint [21].

In first place, we must show that $H'_\omega$ is gapless. A family of states related to those we used previously for finite chains in Lemma 3 and Theorem 5 let us show the absence of gap:

$$
|\phi_N\rangle = \sum_{-2N \leq i \leq -N}^{2N \leq j \leq 2N} |\zeta_{i,j}\rangle,
$$

(27)

6 If $H_A H_B = 0$, i.e., $E_A^B = 0$, such as for the GHZ state, one can prove that $C_R \neq 0$ for any injective perturbation.
where
\[ |\zeta_{i,j}\rangle = \cdots \underbrace{\begin{array}{c}
A
\end{array}}_{i-1} \begin{array}{c}
A
\end{array} \underbrace{\begin{array}{c}
R
\end{array}}_{i} \begin{array}{c}
B
\end{array} \underbrace{\begin{array}{c}
L
\end{array}}_{j} \begin{array}{c}
A
\end{array} \underbrace{\begin{array}{c}
A
\end{array}}_{j+1} \cdots \].

(28)

Theorem 6. The uncle Hamiltonian \( H' \) is gapless in the thermodynamic limit for almost every \( P \).

Proof. We consider the operator \( H'_\omega \), which models the thermodynamic limit of \( H'_P \) with boundary conditions described by the \( A \) tensor.

The bounds from Lemma 9 also apply to the states in (27), and use of the spectral theorem for unbounded operators (Appendix C) lead to the fact that \( H'_\omega \) is gapless. \( \square \)

This last result shows the existence of a sequence of elements in \( \sigma(H'_\omega) \) tending to 0. They will allow us to prove, together with the next two results, that the spectrum is the entire positive real line.

Proposition 1. A real value \( \lambda \in \text{spec}(H'_\omega) \) iff there exists a sequence of normalized states \( \{|\varphi_{\lambda,k}\rangle\}_{k} \subset S \) such that \( \| (H'_\omega - \lambda I)(|\varphi_{\lambda,k}\rangle) \| \to 0 \).

Proof. This follows from the fact that the residual spectrum of \( H'_\omega \) is empty –since it is self-adjoint–, the definition of a value lying in the point or continuous spectrum (Appendix C), and the fact that \( H'_\omega \) is the closure of \( H' \) acting on \( S \), that is, \( \text{graph}(H'_\omega) = \text{graph}(H'_{|S}) \subset \bar{S} \times \bar{S} \). \( \square \)

Proposition 2. If some values \( \{\lambda_1, \ldots, \lambda_n\} \) lie in the spectrum of \( H'_\omega \) then the sum \( \sum \lambda_i \) also lies in the spectrum of \( H'_\omega \).

Proof. We will state the proof for two values \( a = \lambda_1 \) and \( b = \lambda_2 \). The construction for the sum of more values is completely analogous.

For both \( a \) and \( b \) we can find some sequences of normal states \( \{|\varphi_{a,k}\rangle\}_{k} \) and \( \{|\varphi_{b,k}\rangle\}_{k} \subset S \) verifying the previous proposition, with \( \|H'_\omega(|\varphi_{c,k}\rangle) - |\varphi_{c,k}\rangle\| < 1/k \) for \( c = a, b \). We can assume, due to translationally invariance of \( H' \), that the first sequence lies in \( \bigcup_{l < -k} S_{l,-k} \), and the second one is contained in \( \bigcup_{j > k} S_{k,j} \). These states would then have the form

\[ |\varphi_{a,k}\rangle = \cdots \underbrace{\begin{array}{c}
A
\end{array}}_{i-1} \begin{array}{c}
A
\end{array} \underbrace{\begin{array}{c}
X_{a,k}
\end{array}}_{k-1} \begin{array}{c}
A
\end{array} \underbrace{\begin{array}{c}
A
\end{array}}_{j+1} \cdots \]

\[ |\varphi_{b,k}\rangle = \cdots \underbrace{\begin{array}{c}
A
\end{array}}_{i-1} \begin{array}{c}
A
\end{array} \underbrace{\begin{array}{c}
X_{b,k}
\end{array}}_{k-1} \begin{array}{c}
A
\end{array} \underbrace{\begin{array}{c}
A
\end{array}}_{j+1} \cdots , \]

for some tensors \( X_{a,k} \), \( X_{b,k} \). The normalization conditions would be

\[ \begin{array}{c}
X_{a,k}
\end{array} \begin{array}{c}
X_{a,k}
\end{array} = 1 = \begin{array}{c}
X_{b,k}
\end{array} \begin{array}{c}
X_{b,k}
\end{array} . \]
From these states we can consider the 'concatenated' states

$$|\Phi_k\rangle = \cdots A \cdots X_{a,k} \cdots A \cdots X_{b,k} \cdots A \cdots A \cdots .$$

(29)

Note that the separation between the $X$ blocks is increasingly growing.

And due to the structure of $H'_\omega$ the image of $\bigcup_{i<-k} S_{i,-k+1}$ is contained in $\bigcup_{i<-k} S_{i,-k+1}$, and $H'_\omega(\bigcup_{j>k} S_{k,j}) \subseteq \bigcup_{j>k} S_{k-1,j}$. Moreover, there exist tensors $X'_{a,k}$ and $X'_{b,k}$ such that

$$H'_\omega(\cdots A \cdots X_{a,k} \cdots A \cdots X_{b,k} \cdots A \cdots A \cdots ) = \cdots A \cdots X'_{a,k} \cdots A \cdots$$

$$H'_\omega(\cdots A \cdots X_{b,k} \cdots A \cdots A \cdots ) = \cdots A \cdots X'_{b,k} \cdots A \cdots .$$

These new tensors also allow us to describe the image of the concatenations:

$$H'_\omega(\cdots A \cdots X_{a,k} \cdots A \cdots X_{b,k} \cdots A \cdots A \cdots ) = \cdots A \cdots X'_{a,k} \cdots A \cdots$$

$$+ |a|^2 \left( 1 + O(e^{-k}) \right) - 2 \Re(a \langle \Phi_k | \Phi_k \rangle) =$$

$$= \cdots A \cdots X'_{a,k} \cdots A \cdots + |a|^2.$$
\[-2 \text{Re} \left( a \begin{pmatrix} \mathbf{X}_{a,k} \\ \mathbf{X}'_{a,k} \end{pmatrix} + O(e^{-k}) = \right. \]
\[= \| H'_\omega (|\varphi_{a,k}\rangle) - a|\varphi_{a,k}\rangle \|^2 + O(e^{-k}) < 1/k^2 + O(e^{-k}), \]

where \( \text{Re}(\cdot) \) denotes the real part.

A similar bound can be found for the second summand, and we can derive the bound
\[\| H'_\omega (|\varphi_k\rangle) - (a + b)|\varphi_k\rangle \| = O(1/k). \]

We also have that \( \| |\varphi_k\rangle \| \to 1 \). Therefore, the sequence \( |\varphi_k\rangle/\| |\varphi_k\rangle \| \) satisfy the conditions in Proposition 1 for \( a + b = \lambda_1 + \lambda_2 \), and consequently this sum lies in the spectrum of \( H'_\omega \).

Longer concatenations would prove the result for any finite sum among values from \( \{\lambda_1, \ldots, \lambda_n\} \). Note that the bound we get depends on the number of values \( \lambda_i \) we are summing,

\[\| H'_\omega (|\varphi_k\rangle) - \left( \sum_{i=1}^{n} \lambda_i \right)|\varphi_k\rangle \| = O(n/k).\]

Theorem 7. The spectrum of the uncle Hamiltonian \( H'_P \) in the thermodynamic limit is the whole positive real line for almost every perturbation \( P \).

Proof. The set of finite sums of any sequence of real numbers tending to 0 is dense in \( \mathbb{R}^+ \). Since there exists a sequence of elements in \( \sigma(H'_\omega) \) tending to 0 –as it can be deduced from Theorem 6– and any finite sum of these elements lies also in \( \sigma(H'_\omega) \), which is closed, this last spectrum must be equal to \( \mathbb{R}^+ \). Therefore the spectrum of \( H'_P \) is the whole positive real line. \( \square \)

Spectra for finite chains. After this discussion on thermodynamic limit Hamiltonians we need to go back to the finite chains, and study how the spectra of the uncle Hamiltonians constructed on finite spin chains tend to be dense in \( \mathbb{R}^+ \) as the size of the chain grows.

Given \( i < j \), \( S_{i,j} \) can be easily mapped to any finite chain of length \( 2N + 1 \) for \( N > \max\{i, j\} \) via

\[ e_N : \begin{array}{cccccccccc}
\cdots & A & A & X & A & A & \cdots & A & A & X & A & \cdots & A \\
& \downarrow & & & & & & & & & & & \\
& i & & & & & & & j & & & & \\
\end{array} \quad \rightarrow \begin{array}{cccccccccc}
\cdots & A & A & X & A & A & \cdots & A & A & X & A & \cdots & A \\
& \downarrow & & & & & & & & & & & \\
& -N & & & & & & & N & & & & \\
\end{array} \]

and this family of maps capture important information since they tend to be isometric embeddings.

Lemma 10. For fixed \( i \) and \( j \), \( e_N \) is an isometry up to a correction \( O(e^{-N}) \).
Proof. It follows from Lemma \[\text{1}\] \hfill \square

Note that in the case of $G$-isometric MPS [24], these maps are isometries.

Since we will need to keep track of how close some vector evidencing the existence of elements in the spectrum is from being an eigenvector we introduce the following definition.

**Definition 6.** A normalized vector will be called an approximated eigenvector for an operator $A$ and a given value $\lambda$, and for an error $\varepsilon$ if $\| (A - \lambda I) |\varphi_{\lambda,k}\rangle \| < \varepsilon$.

In the case of non-normalized vectors they must satisfy $\| (A - \lambda I) (|\varphi_{\lambda,k}\rangle) \| \| |\varphi_{\lambda,k}\rangle \| < \varepsilon$.

**Lemma 11.** For any given values $\lambda \in \mathbb{R}^+$, $n \in \mathbb{N}$ and $\delta > 0$, there exists a value $N_0$ such that we can find approximated eigenvectors for the values $\lambda_j$, $j = 1, \ldots, n$, and for an error at most $\delta$ for every finite chain with length greater than $2N_0 + 1$.

Proof. Let us take $\delta' = \delta/4n$. For $\lambda$ and an error $\delta'$, a normalized approximated eigenvector $|\varphi_{\lambda,\delta}\rangle = \cdots A_A A_X A_A \cdots$ can be found in some $S_{-M,M}$ such that $\| (H_0 - \lambda I) |\varphi_{\lambda,\delta}\rangle \| < \delta'$. We can now find a value $r$ such that the following vectors are respectively approximated eigenvectors, not necessarily normalized, for the values $\lambda_j$, $j = 2, \ldots, n$, and an error at most $j\delta' < \delta/2$:

$|\varphi_{\lambda,\delta}^{(2)}\rangle = \cdots A_A X A_A \cdots$, $|\varphi_{\lambda,\delta}^{(3)}\rangle = \cdots A_A X A_A \cdots$, $|\varphi_{\lambda,\delta}^{(N)}\rangle = \cdots A_A X A_A \cdots$, where the $r$ denotes how many $A$ tensors are missing in the diagram, and the $N - 3$ refers to the number of $X$ blocks with $r$ $A$ tensors between every two of them are also missing.

A value $M'$ can be found such that all these states belong to $S_{-M',M'}$. And, due to Lemma \[\text{10}\] there exists a value $N_0$ such that the maps $e_N: S_{-M',M'} \to S_{2N+1}$ make each $e(|\varphi_{\lambda,\delta}^{(i)}\rangle)$ an approximated eigenvector for $\lambda_j$ and an error $\delta$, for the uncle Hamiltonian for the corresponding finite size chain, and for every $N \geq N_0$. The corresponding normalized vectors are approximated eigenvectors for the same values, and therefore satisfy the statement in the lemma. \hfill \square

However, these $\lambda_j$ need not be in the spectrum, but indicate the existence of elements in the spectrum close to them, as it is shown in the following lemma.
Lemma 12. Let $A$ be a self-adjoint operator on a finite dimensional Hilbert space, and $\lambda$ a positive real value such that there exists a unitary vector $|\varphi_{\lambda, \delta}\rangle$ with $\|(A - \lambda I)|\varphi_{\lambda, \delta}\rangle\| < \delta$. Then $\sigma(A) \cap (\lambda - \delta, \lambda + \delta) \neq \emptyset$.

Proof. Let $\{\lambda_i\}$ be the set of eigenvalues (possibly repeated) of $A$, and $\{|\phi_i\rangle\}$ a corresponding orthonormal basis of eigenvectors. Then $|\varphi_{\lambda, \delta}\rangle$ can be written as:

$$|\varphi_{\lambda, \delta}\rangle = \sum_i a_i |\phi_i\rangle,$$

and $A(|\varphi_{\lambda, \delta}\rangle) = \sum_i a_i \lambda_i |\phi_i\rangle$.

If $\sigma(A) \cap (\lambda - \delta, \lambda + \delta)$ were the empty set, we would have that

$$\|(A - \lambda I)|\varphi_{\lambda, \delta}\rangle\| = \| \sum_i a_i (\lambda_i - \lambda) |\phi_i\rangle \| > \| \sum_i a_i \delta |\phi_i\rangle \| = \delta,$$

which contradicts the conditions of the lemma. \qed

Theorem 8. The spectra of the uncle Hamiltonians for finite size chains tend to be dense in the positive real line.

Proof. For any given values $L, m \in \mathbb{N}$, we can set $n = Lm$, $\lambda = 1/m$ and $\delta = 1/(3mN) = 1/(3Lm^2)$. For these values, approximated eigenvectors can be found following Lemma 11, which indicate, due to Lemma 12, that $(j\lambda - \delta, j\lambda + \delta) \cap \sigma(H') \neq \emptyset$, $j = 1, \ldots, n$, for every long enough chain. Therefore eigenvalues for every long enough chain can be found distributed in disjoint intervals centered on the set $j/m, j = 1, \ldots, mL$ as depicted in the following diagram. These sets of eigenvalues, however possibly different for every chain length, tend to be dense in $\mathbb{R}^+$, as we consider higher values for $L$ and $m$. \qed

5. Uncle Hamiltonians of injective spin chains

As we have seen in Sec. 3.4, one can also construct interesting uncle Hamiltonians for injective MPS, if one chooses a non-canonical MPS representation of the state. To this end, let us start from an MPS $|M(A)\rangle$ with injective tensor $A$, and let

$$C = \begin{pmatrix} A & 0 \\ 0 & A \end{pmatrix}.$$

Then, $|M(C)\rangle = |M(A)\rangle$ denotes another MPS description of the same state. We can now consider a perturbation $C + \epsilon \begin{pmatrix} P & R \\ R & P \end{pmatrix}$ and construct the corresponding
uncle Hamiltonian $H'$. Note that not any perturbation would lead to the same type of result. The tensor $C$ has additional symmetries since both diagonal blocks are the same, and therefore some symmetries are also needed for the perturbation.

The following is the result for the second type of perturbation.

**Theorem 9.** Let $A$ be the injective tensor description of a given MPS, and let us consider this MPS as described by the non-injective tensor

$$
\begin{pmatrix}
A & 0 \\
0 & A
\end{pmatrix}.
$$

Given a perturbation tensor $C = \begin{pmatrix} P & R \\ R & P \end{pmatrix}$ such that $(A R)$ is injective the ground space of the uncle Hamiltonian $H'$ for finite chains is spanned by

$$
\begin{array}{c}
\begin{array}{c}
A \\
A \\
\vdots \\
A
\end{array}
\end{array} \text{ and } \sum_{\text{pos R}} \begin{array}{c}
\begin{array}{c}
A \\
R \\
A \\
A
\end{array}
\end{array}.
$$

This uncle Hamiltonian is local, frustration free, and gapless. The spectra of the finite chains tend to be dense in $\mathbb{R}^+$. In the thermodynamic limit the ground space collapses to a one-dimensional space, which is exactly the ground space of the thermodynamic limit of the parent Hamiltonian, and the spectrum is the whole positive real line $\mathbb{R}^+$.

One can check this result following essentially the steps from the preceding sections. In a chain with length $N$, one can also consider as low energy states the states with momentum $|\varphi_k\rangle = \sum_j e^{2j\pi k/ N} |\zeta_j \rangle$, with

$$
|\zeta_j \rangle = \begin{array}{c}
\begin{array}{c}
A \\
A \\
\vdots \\
A
\end{array}
\end{array}.
$$

The calculations related to states with momentum can be reduced considerably, since $\langle \varphi_k | \varphi_k \rangle = N \langle \zeta_1 | \varphi_k \rangle$ and $\langle \varphi_k | H' | \varphi_k \rangle = N \langle \zeta_1 | H' | \varphi_k \rangle$.

When $N$ is large enough (and odd), we have the approximation

$$
\langle \varphi_k | \varphi_k \rangle \sim \Theta(N).
$$

where $E_A = \begin{pmatrix} A \\ A \end{pmatrix}$. The expression multiplying $N$ is either divergent or convergent to a constant different from 0 for almost every $R$. Therefore, $\langle \varphi_k | \varphi_k \rangle = \Theta(N)$. 
The value of $\langle \varphi_k | H' | \varphi_k \rangle$ can also be approximated as

$$\langle \varphi_k | H' | \varphi_k \rangle = N \langle \zeta_1 | H' | \varphi_k \rangle \sim N \left( \sum_{\Lambda} \frac{1}{N} + e^{\frac{2\pi i k}{N}} + e^{-\frac{2\pi i k}{N}} + \frac{1}{N} \right) = O(1/N).$$

Hence, there can be found low energy states from this family of states. They are orthogonal to the ground space, and can be used to follow the steps in the previous sections in order to prove that the uncle Hamiltonian is gapless and has spectrum $\mathbb{R}^+$ for most perturbations also for injective MPSs.

6. Conclusions

In this work we have shown how to construct new Hamiltonians for Matrix Product States, which we called 'uncle' Hamiltonians. These uncle Hamiltonians share some of the properties of the parent Hamiltonian (frustration freeness, ground space) but have a completely different spectrum. Instead of having an energy gap above the zero energy space, they are gapless and their spectrum is $[0, \infty)$. We have shown how these uncle Hamiltonians are obtained by doing linear perturbations on the matrices defining the MPS, considering the parent Hamiltonian of the perturbed MPS and then making the perturbation tend to zero. When the MPS has a gauge invariance, the perturbations leading to an uncle Hamiltonian are essentially all that are not compatible with the gauge symmetry. This distinction between good directions for the perturbation (those preserving the gauge symmetry for which we recover the original gapped parent Hamiltonian) and bad directions (those incompatible with the symmetry and then leading to an uncle) seems to be of upmost importance in the analysis of the robustness of topological quantum phases in 2D [9,26]. Notice that the topological character of a PEPS -the 2D generalization of an MPS- is given exactly by the existence of such a gauge symmetry [24].
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A. Proof of the intersection and closure properties

Proof (Intersection property, Lemma\([\text{2]}\)). We start by proving \(S_2 \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_2 = S_3\). The proof will straightforwardly generalize to \(S_k \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_k = S_{k+1},\) \(k > 2\).

Let us first show that \(S_2 \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_2 \supset S_3\). To this end, let \(|\varphi\rangle \in S_3\), i.e., there exist \(X, Y, Z,\) and \(W\) such that

\[
|\varphi\rangle = \begin{array}{c}
\begin{array}{cccc}
A & A & A & A \\
X & & & \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{cccc}
B & B & B & B \\
Y & & & \\
\end{array}
\end{array} + \sum_{\text{pos } R} \begin{array}{c}
\begin{array}{cccc}
A & R & B & B \\
Z & & & \\
\end{array}
\end{array} + \sum_{\text{pos } L} \begin{array}{c}
\begin{array}{cccc}
B & L & A & A \\
W & & & \\
\end{array}
\end{array},
\]

where the sums run over the three possible positions of \(R\) and \(L\), respectively. If we now define

\[
\begin{array}{c}
\begin{array}{c}
A \\
X \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
R \\
Z & \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
X' \\
Y & \\
\end{array}
\end{array},
\]

we have that

\[
\begin{array}{c}
\begin{array}{cccc}
A & A & A & A \\
X & & & \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{cccc}
A & A & R & B \\
Z & & & \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
A & A \\
X & \\
\end{array}
\end{array} \in A_2 \otimes \mathbb{C}^d,
\]

and similarly

\[
\begin{array}{c}
\begin{array}{cccc}
B & B & B & B \\
Y & & & \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{cccc}
B & B & L & A \\
W & & & \\
\end{array}
\end{array} \in B_2 \otimes \mathbb{C}^d,
\]

\[
\sum_{\text{pos } R \neq 3} \begin{array}{c}
\begin{array}{cccc}
A & R & B & B \\
Z & & & \\
\end{array}
\end{array} \in H_2 \otimes \mathbb{C}^d, \text{ and } \sum_{\text{pos } L \neq 3} \begin{array}{c}
\begin{array}{cccc}
B & L & A & A \\
W & & & \\
\end{array}
\end{array} \in K_2 \otimes \mathbb{C}^d,
\]

showing that \(|\varphi\rangle \in S_2 \otimes \mathbb{C}^d\). Similarly, one can show that \(|\varphi\rangle \in \mathbb{C}^d \otimes S_2\), proving that \(S_2 \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_2 \supset S_3\).
Let us now show that conversely, \(S_2 \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_2 \subset S_3\). To this end, let \(|\varphi\rangle \in S_2 \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_2\), i.e., there exist tensors \(X, Y, \) etc., such that

\[
|\varphi\rangle = X^A A X + B^B Y + A^R Z + \cdots
\]

\[
\cdots + R^B Z + B^L W + L^A W
\]

\[
= X^A A + Y^B B + Z^A R + \cdots
\]

\[
\cdots + Z^R B + W^L A + B^L W
\]

(36)

We want to show that \(|\varphi\rangle\) is of the form (34), i.e., we need to show that \(X\) has a decomposition such as in (35), and so on. To this end, we will make heavy use of Lemma 2. In particular, injectivity of \((A \quad R \quad L \quad B)\) implies the existence of a tensor \(R^{-1}\) left-inverse to \(R\), which at the same time annihilates any of the other tensors \(A, B,\) and \(L\), as well as the existence of a vector \(|b\rangle\) satisfying condition 5 in Lemma 2 for \(B^b_b = \text{Id}\). We now apply \(R^{-1}\) to the second site in Eq. (36), which cancels all terms except one at each side of (36). Additionally, we project the third site onto \(|b\rangle\) and obtain

\[
B^b_b \quad Z\] = \[
Z^b_b \quad Z\]

(37)

By defining \(Z^- = Z\), we therefore obtain that

\[
Z^- = A^A Z^-\] = \[
Z^-\]

(38)

Similarly, we can apply \(A^{-1}\) at the second site and a vector \(|a\rangle\) verifying condition 5 in Lemma 2 such that \(A^a_a = \text{Id}\) at the first site to see that

\[
Z = B^b_b Z\]

(39)
where $Z'_a$ is defined correspondingly. Finally, we can project Eq. (39) onto $|b\rangle$ to infer that
\begin{equation}
Z'_b = Z'_a .
\end{equation}
(40)

Corresponding expressions for the form of $W$ and $W'$ can be derived using $L^{-1}$.

Now let us return to the identity (36) and apply $A^{-1}$ to the second site, which yields
\begin{equation}
\begin{aligned}
\begin{array}{c}
A
\end{array}
\begin{array}{c}X
\end{array}
+ \\
\begin{array}{c}L
\end{array}
\begin{array}{c}W
\end{array}
= \\
\begin{array}{c}X'
\end{array}
\begin{array}{c}A
\end{array}
+ \\
\begin{array}{c}Z'
\end{array}
\begin{array}{c}R
\end{array}.
\end{aligned}
\end{equation}

Using the analogue of Eqs. (38–40) for $W$, this is equivalent to
\begin{equation}
\begin{aligned}
\begin{array}{c}
A
\end{array}
\begin{array}{c}X
\end{array}
+ \\
\begin{array}{c}L
\end{array}
\begin{array}{c}W'
\end{array}
= \\
\begin{array}{c}X'
\end{array}
\begin{array}{c}A
\end{array}
+ \\
\begin{array}{c}A
\end{array}
\begin{array}{c}R
\end{array}.
\end{aligned}
\end{equation}

Now, we apply $|a\rangle$ to the first site and obtain
\begin{equation}
\begin{aligned}
\begin{array}{c}
X
\end{array}
= \\
\begin{array}{c}A
\end{array}
\begin{array}{c}X
\end{array}
+ \\
\begin{array}{c}R
\end{array}
\begin{array}{c}Z
\end{array},
\end{aligned}
\end{equation}
(41)

where we have defined $X'_a$ accordingly.

Combining Eqs. (39), (40), and (41), we find that
\begin{equation}
\begin{aligned}
\begin{array}{c}
A
\end{array}
\begin{array}{c}A
\end{array}
\begin{array}{c}X
\end{array}
+ \\
\begin{array}{c}A
\end{array}
\begin{array}{c}R
\end{array}
\begin{array}{c}Z
\end{array}
+ \\
\begin{array}{c}R
\end{array}
\begin{array}{c}B
\end{array}
\begin{array}{c}Z
\end{array}
= \\
\begin{array}{c}X'
\end{array}
\begin{array}{c}A
\end{array}
\begin{array}{c}A
\end{array}
\begin{array}{c}A
\end{array}
+ \\
\begin{array}{c}A
\end{array}
\begin{array}{c}A
\end{array}
\begin{array}{c}R
\end{array}
\begin{array}{c}Z
\end{array} + \\
\sum_{pos R \neq 3}
\begin{array}{c}A
\end{array}
\begin{array}{c}R
\end{array}
\begin{array}{c}B
\end{array}
\begin{array}{c}Z
\end{array} ,
\end{aligned}
\end{equation}

which shows that the l.h.s., which is half of the terms in Eq. (34), is contained in $A_3 + R_3$. In the same way it can be shown that the sum of other three terms in Eq. (34) is contained in $B_3 + L_3$, which proves that $S_2 \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_2 \subset S_3$.

The proof that $S_k \otimes \mathbb{C}^d \cap \mathbb{C}^d \otimes S_k \subset S_{k+1}$ can be carried out in the same fashion, using that the tensors
\begin{equation}
\sum_{pos R} \begin{array}{c}
A
\end{array}
\begin{array}{c}A
\end{array}
\begin{array}{c}A
\end{array}
, \\
\begin{array}{c}B
\end{array}
\begin{array}{c}B
\end{array}
\begin{array}{c}B
\end{array} ,
\end{equation}

have inverses, since injectivity of $\begin{pmatrix} A & B \\ L & R \end{pmatrix}$ implies injectivity of
\begin{equation}
\begin{pmatrix}
A & A & \cdots & A \\
\sum_{pos R} A & R & B & \cdots & B
\end{pmatrix} ;
\end{equation}
(42)

this can be proven in analogy to Lemma 6. □
Proof (Closure property, Lemma 8). It is clear that

\[ S_{\text{left}} \cap S_{\text{right}} \supset \text{span}\left\{ A, B, A, B, \ldots, A, B, A, B, \ldots \right\}. \]

To show the converse, let \( |\varphi\rangle \in S_{\text{left}} \cap S_{\text{right}} \):

\[
|\varphi\rangle = \sum_{\text{pos R}} \left[ \begin{array}{c} A \rightarrow X' \rightarrow A \\ B \rightarrow Y' \rightarrow B \\ \cdots \end{array} \right] + \sum_{\text{pos L}} \left[ \begin{array}{c} B \rightarrow L \rightarrow A \\ A \rightarrow R \rightarrow B \\ \cdots \end{array} \right] + \sum_{\text{pos R}} \left[ \begin{array}{c} B \rightarrow Z \rightarrow A \\ A \rightarrow R \rightarrow B \\ \cdots \end{array} \right] + \sum_{\text{pos L}} \left[ \begin{array}{c} A \rightarrow W \rightarrow B \\ B \rightarrow L \rightarrow A \\ \cdots \end{array} \right].
\]

By applying the inverse tensor corresponding to \( \sum_{\text{pos R}} \left[ \begin{array}{c} A \rightarrow R \rightarrow B \\ B \rightarrow Z \rightarrow A \\ \cdots \end{array} \right] \) at sites 2, \ldots, N, we get

\[
\left[ \begin{array}{c} B \rightarrow Z \\ \cdots \end{array} \right] = \left[ \begin{array}{c} A \\ \cdots \end{array} \right].
\]

Now let \( |a\rangle \) be such that \( \left[ \begin{array}{c} A \\ \cdots \end{array} \right] = \left[ \begin{array}{c} \text{Id} \\ \cdots \end{array} \right] \) and \( \left[ \begin{array}{c} B \\ \cdots \end{array} \right] = 0 \) (Lemma 2); projecting the first site onto \( |a\rangle \) yields \( \left[ \begin{array}{c} Z' \\ \cdots \end{array} \right] = 0 \); with a corresponding \( |b\rangle \), we find that \( \left[ \begin{array}{c} W' \\ \cdots \end{array} \right] = 0 \). In the same way, we can prove that \( \left[ \begin{array}{c} Y' \\ \cdots \end{array} \right] = 0 \).

Now, we can apply \( A^{-1} \) to all sites to find that \( \left[ \begin{array}{c} X' \\ \cdots \end{array} \right] = \left[ \begin{array}{c} \text{Id} \\ \cdots \end{array} \right] \), and \( B^{-1} \) to obtain \( \left[ \begin{array}{c} Y' \\ \cdots \end{array} \right] = \left[ \begin{array}{c} \text{Id} \\ \cdots \end{array} \right] \) (a similar proof can be found in [21]), showing that \( S_{\text{left}} \cap S_{\text{right}} \subset \text{span}\{|M(A)\rangle, |M(B)\rangle\} \).

\( \Box \)

B. The thermodynamic limit Hamiltonian via the GNS-representation

The way to study the thermodynamic limit of finitely correlated spin chains is through a representation of the algebra of local observables [10].

Given a \( C^* \)-algebra \( \mathcal{A} \), and a state \( \omega : \mathcal{A} \rightarrow \mathbb{C} \) defined on this algebra, there exists a (essentially unique) *-representation \( \pi \) of this algebra over a Hilbert space \( \mathcal{H} \), and a distinguished cyclic vector \( \xi \) in this Hilbert space, such that

\[
w(A) = \langle \xi | \pi(A) | \xi \rangle, \quad \forall A \in \mathcal{A}. \quad (43)
\]

The GNS-representation [6] fulfills this condition. In order to construct it, a Hilbert space structure must be introduced via the state \( \omega : (A|B) = \omega(A^* B) \)
is the (possibly singular) inner product. The quotient of $A$ by the subspace of elements such that $\langle A|A \rangle = 0$ is a pre-Hilbert space, which just needs to be completed to be the Hilbert space $H$ needed for the representation.

The class to which the identity in $A$ belongs can be taken as the distinguished vector $\xi$.

The algebra we are dealing with is the algebra of local observables over an infinite spin chain:

$$A = \bigcup_{i<j} \cdots \otimes I \otimes I \otimes A_i \otimes A_{i+1} \otimes \cdots \otimes A_j \otimes I \otimes \cdots,$$

where each $A_k$ denotes the local algebra of observables at the respective site $k$. Since the dimension at each site is always the same in translationally invariant MPSs, this local algebra is the same for every site.

In the thermodynamic limit setting, it is natural to refer to the limit of the un-normalized states $|M(A)\rangle = \begin{bmatrix} A & A & \ldots & A \end{bmatrix}$ and $|M(B)\rangle = \begin{bmatrix} B & B & \ldots & B \end{bmatrix}$ as $\omega_A = \begin{bmatrix} A & A & \ldots & A \end{bmatrix}$ and $\omega_B = \begin{bmatrix} B & B & \ldots & B \end{bmatrix}$, since for any local observable $O$ we have $\omega_A(O)$ as the limit

because the many copies of the operator $A$ tend to $\begin{bmatrix} A \\ A \end{bmatrix}$ (and a similar expression can be used for $\omega_B$). This is exactly the finitely correlated picture of [8] which allows to define properly MPS in the thermodynamic limit.

Let us note that $\omega_A$ and $\omega_B$ are normalized, since the result of the above picture using the identity observable –that is, computing the norm– is exactly $\text{tr}(A_A)$ (respectively $\text{tr}(A_B)$), which was taken to be 1 when we defined the way to choose the matrices for an injective MPS.

For the GNS-representation, we can take $\omega_A$ as the state to which the representation is associated [7]. In the first place we have to construct the quotient of the algebra $A$ of local observables by the ideal of those observables $O$ such that $\omega_A(O^*O) = 0$:

$$\cdots \begin{bmatrix} A & A & \cdots & A \end{bmatrix} \begin{bmatrix} O^p \\ O^p \end{bmatrix} \cdots = 0.$$
We can see this as the norm of the ‘vector’

\[
\begin{array}{cccccc}
\cdots & A & A & \cdots & A & A \\
\cdots & O & & & & O
\end{array}
\]

and the representatives of the equivalence classes in the quotient will have this form. Since any operator \(O\) can be considered, the Hilbert space of the representation will be seen as the completion of

\[
S = \bigcup_{i \leq j} S_{i,j}, \quad \text{where } S_{i,j} = \text{span}\left\{ \cdots A A M_i A A \cdots, M_j A A A \right\},
\]

(45)

where the corresponding quotient should be taken into account (different tensors \(M^k\) can lead to the same states).

The local observables will be represented in \(B(\mathcal{H})\) by themselves tensored with the identity, acting on this \(\bar{S} = \mathcal{H}\).

Since, given any element of \(S\), only finitely many local Hamiltonians do not annihilate on it, the global uncle Hamiltonian is well defined on \(S\). If we call \(H'_\omega\) the representation of this global Hamiltonian acting on \(S\), \(H'_\omega\) is densely defined on \(\bar{S}\).

For \(H'_\omega\) to have a unique self-adjoint extension, it suffices to have a dense set of analytic elements in its domain \([21]\). A vector \(|\varphi\rangle\) is analytic if there exists some \(r > 0\) such that

\[
\sum_{n=0}^{\infty} \frac{r^n}{n!} \|H^n(|\varphi\rangle)\| < \infty.
\]

If \(|\varphi\rangle\) belongs to \(S\) it must be in some \(S_{-M,M}\). Recall that, for every \(N\),

\[
\|H_{S_{-N,N}}\| \leq 2N + 2 \quad \text{and} \quad H(S_{-N,N}) \subseteq S_{-N-1,N+1},
\]

and therefore

\[
\|H^n(|\varphi\rangle)\| \leq \prod_{k=1}^{n} (2M + 2k) \|\varphi\|.
\]

From this we have

\[
\frac{r^n}{n!} \|H^n(|\varphi\rangle)\| \leq r^n \prod_{k=1}^{n} \frac{2M + 2k}{k} \leq r^n (2M + 2)^n = r^n (2M + 2)^n,
\]

which is summable for \(r < 1/(2M + 2)\).

Thus every vector in \(S\) is an analytic vector for \(H'_\omega\), which is essentially self-adjoint, and therefore we can keep calling \(H'_\omega\) its unique self-adjoint extension, whose spectrum we must study.

C. SPECTRAL REPRESENTATION THEOREM FOR UNBOUNDED OPERATORS

The uncle Hamiltonian whose spectrum we want to study is an unbounded self-adjoint operator. Therefore its residual spectrum is empty, and the whole spectrum is real. Moreover, since it is a positive operator the spectrum is contained in \(\mathbb{R}^+\).

The elements in the union of both the continuous and the point spectra of an operator \(A\) (called respectively \(\sigma_c(A)\) and \(\sigma_p(A)\)), which in this case is the whole spectrum, can be characterized in this way: \(\lambda \in \sigma_p(A) \cup \sigma_c(A)\) iff there exists a sequence of elements with norm one \(\{|\varphi_{\lambda,k}\rangle\}_k \in A\) such that \(\|(|A - \lambda I)|\varphi_{\lambda,k}\rangle\| \to 0\). Such sequences are called Weyl sequences. In the case that \(\lambda \in \sigma_p(A)\), a constant sequence exists verifying this condition—always the
eigenvector. In the case \( \lambda \in \sigma_c(A) \) the elements of the Weyl sequences can be thought of as 'almost eigenvectors', or 'approximated eigenvectors'.

Besides the projectors onto the eigenspaces, a spectral measure with some associated projectors can be defined.

**Definition 7.** If \( X \) is a set, \( \Omega \) is a \( \sigma \)-algebra of subsets of \( X \), and \( \mathcal{H} \) is a Hilbert space, a spectral measure for \((X, \Omega, \mathcal{H})\) is a function \( E : \Omega \to B(\mathcal{H}) \) such that:

a) for each \( \Delta \) in \( \Omega \), \( E(\Delta) \) is a projection;

b) \( E(\emptyset) = 0 \) and \( E(X) = I \);

c) \( E(\Delta_1 \cap \Delta_2) = E(\Delta_1)E(\Delta_2) \) for \( \Delta_1, \Delta_2 \in \Omega \) (and therefore every pair of such projectors commute, since intersection of sets is commutative);

d) if \( \{\Delta_n\}_{n=1}^\infty \) are pairwise disjoint sets from \( \Omega \), then \( E(\bigcup_{n=1}^\infty \Delta_n) = \sum_{n=1}^\infty E(\Delta_n) \).

And the spectral representation theorem for unbounded operators states:

**Theorem 10.** Spectral theorem (for unbounded operators). If \( N \) is a normal operator on \( \mathcal{H} \), then there is a unique spectral measure \( E \) defined on the Borel subsets of \( \mathbb{C} \) such that:

a) \( N = \int \int z dE(z) \)

b) \( E(\Delta) = 0 \) if \( \Delta \cap \sigma(N) = \emptyset \)

c) if \( U \) is an open subset of \( \mathbb{C} \) and \( \sigma(U) \cap \sigma(N) \neq \emptyset \), then \( E(U) \neq 0 \)

The spectral representation theorem for bounded operators is completely analogous. Using the right one we can proof that the uncle Hamiltonians are gapless in the thermodynamic limit – one can sometimes restrict the uncle Hamiltonian to a subspace in which it is bounded.

With these tools we are able to show that the uncle Hamiltonians are generally gapless in the thermodynamic limit.

**Proof:** \( H'_\omega \) is gapless.

The representation of \( H'_\omega \) with respect to a ground state \( \omega \), say \( H'_\omega \), can be uniquely extended to a self-adjoint –and therefore normal– unbounded operator with positive spectrum.

With the spectral theorem above, it can be proven that if we have a unitary vector \( |\varphi\rangle \in \mathcal{S} \) with \( \langle \varphi | H'_\omega | \varphi \rangle = a \) which is orthogonal to the ground space of \( H'_\omega \), then \( (0, a] \cap \sigma(H'_\omega) \neq \emptyset \).

Let us suppose that \( \sigma(H'_\omega) \subseteq \{0\} \cup (a, \infty) \). In such a case the norm of \( |\varphi\rangle \) would be

\[
\langle \varphi | \varphi \rangle = \langle \varphi | \int_{(a, \infty)} dE(z) | \varphi \rangle = 1
\]

because \( |\varphi\rangle \) is orthogonal to the ground space, and we would have that

\[
a = \langle \varphi | H'_\omega | \varphi \rangle = \langle \varphi | \int_{\mathbb{R}^+} zdE(z) | \varphi \rangle |_{\text{ker}(H'_\omega)^\perp} \]

\[
= \langle \varphi | \int_{(0, a]} zdE(z) + \int_{(a, \infty)} zdE(z) | \varphi \rangle |_{\text{ker}(H'_\omega)^\perp} = 0 \Rightarrow \langle \varphi | \int_{(a, \infty)} zdE(z) | \varphi \rangle > \]

\[
> \langle \varphi | \int_{(a, \infty)} adE(z) | \varphi \rangle = a \langle \varphi | \varphi \rangle = a.
\]
Hence if such $|\varphi\rangle$ exists there must be some part of the spectrum lying in $(0, a]$.

This was the case of the low energy states found for the uncle Hamiltonian for the GHZ state, since they were orthogonal to the ground space. However, for a general MPS, the low energy states found are not orthogonal to the ground space. Therefore we cannot state that $E(\{0\})$ in the spectral measure plays no role when looking at these states, but we can say that it will be negligible.

Since the family of states $|\phi_n\rangle$ tends to be orthogonal to the ground space, we have that $\langle \phi_n | E(\{0\}) | \phi_n \rangle$ tends also to 0. We can consider $|\psi_n\rangle = |\phi_n\rangle - E(\{0\}) | \phi_n \rangle$, with norm tending to 1 and orthogonal to $\omega_A$.

The only difference is that from the fact that the energies of these states are close to $a$ we cannot infer directly that an element from $(0, a]$ lies in the spectrum, but we can prove that some element from $(0, r]$ does for every $r > a$ and, therefore, also an element from $(0, a]$ does. If this were not the case, we would have that

\[ a \sim \langle \psi_n | H''_{\omega} | \psi_n \rangle = \langle \psi_n \rangle \int_{\mathbb{R}^+} zdE(z) | \psi_n \rangle |_{\psi_n \in \ker(H'_{\omega})} \]

\[ = \langle \psi_n \rangle \left( \int_{[0,r]} zdE(z) + \int_{(r,\infty)} zdE(z) \right) | \psi_n \rangle |_{\sigma(H'_{\omega}) \cap (0,r) = \emptyset} \]

\[ = \langle \psi_n \rangle \int_{(r,\infty)} zdE(z) | \psi_n \rangle \geq \]

\[ \geq \langle \psi_n \rangle \int_{(r,\infty)} r dE(z) | \psi_n \rangle = r (\psi_n | \psi_n \rangle \rightarrow r, \]

which contradicts the hypothesis $r > a$. \qed