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Abstract

Several advanced alloy systems are susceptible to weld solidification cracking. One example is nickel-based superalloys, which are commonly used in critical applications such as aerospace engines and nuclear power plants. Weld solidification cracking is often expensive to repair, and if not repaired, can lead to catastrophic failure. This study, presented in three papers, presents an approach for simulating weld solidification cracking applicable to large-scale components. The results from finite element simulation of welding are post-processed and combined with models of metallurgy, as well as the behavior of the liquid film between the grain boundaries, in order to estimate the risk of crack initiation. The first paper in this study describes the crack criterion for crack initiation in a grain boundary liquid film. The second paper describes the model required to compute the pressure and thickness of the liquid film required in the crack criterion. The third and final paper describes the application of the model to Varestraint tests of alloy 718. The derived model can fairly well predict crack locations, crack orientations, and crack widths for the Varestraint tests. The importance of liquid permeability and strain localization for the predicted crack susceptibility in Varestraint tests is shown.
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1 Introduction

Weld hot cracking can be difficult to avoid when welding of certain alloys such as nickel-based superalloys [1, 2]. The crack can be small and is therefore difficult to detect by non-destructive test methods. It can act as an initiation site for fatigue and corrosion cracking [3], which can be expensive to repair. The formation of the crack depends on the welding process, e.g., changes in weld heat input, welding speed, and external restraints from fixturing can all influence the crack susceptibility [1, 4]. Numerical simulation can be a powerful tool for reducing the risk of cracking. It can be used in the early stage of the design of a welding process to optimize process parameters such that the crack susceptibility can be minimized.

Weld hot cracking has been extensively studied for more than 60 years. Most of that work has been focused on experimental studies and not so much on numerical modeling. However, there are a number of interesting publications on numerical modeling of weld hot cracking. For example, Feng simulated a solidification centerline cracking in aluminum alloy 2024 [5]. Cracking was considered as a result of the competition between the material’s resistance to cracking and the mechanical driving force for cracking. The material’s resistance to cracking was given by a ductility curve in the solidification temperature interval. The ductility curve was constructed from a weldability test, while the mechanical driving force for cracking was given by the transverse mechanical strains on the weld centerline, obtained from a FE model of the welding process where the heat source was modeled by a radially symmetric Gaussian distribution. Cracking was assumed to occur if the mechanical strain in the solidification interval is larger than the ductility strain at the corresponding temperature.

Ploshikhin et al. simulated a solidification centerline cracking in aluminum alloy AA6056 [6]. They emphasized the importance of deformation localization in intergranular...
liquid films on the crack sensitivity. They could estimate up to 1000% of strain in a liquid film located at the weld centerline. Cracking was considered to occur when the deformation of the solidified alloy at the centerline exceeded a critical value. This critical value was determined by a weldability test. The deformation at the weld centerline was computed by a FE model where the elements at the centerline were given liquid properties in order to account for the strain localization in this region.

Drezet et al. [7] used the RGD criterion [8] to study the susceptibility for solidification centerline cracking in laser-welded aluminum alloys. The RGD criterion states that hot cracking forms if the local pressure in the liquid falls below a given cavitation pressure [7].

Bordreuil et al. used cellular automata together with the RGD criterion to study weld solidification cracking in aluminum alloy 6061 [9]. Finite element analysis was used to compute the macroscopic temperature and strain fields in a 3-mm thick plate with autogenous GTAW. The plate had a constant tensile load during the welding, in the direction of the weld. The temperature field from the FE model was used to construct a two-dimensional microstructure in the fusion zone with cellular automata. The liquid pressure in the interconnecting grain boundary liquid films (GBLFs), given by the cellular automata model, was computed with the RGD criterion. The plastic strain rate from the FE model, normal to the GBLF and multiplied by a localization factor that is proportional to the ratio of the grain diameter to the GBLF thickness, was used in the RGD criterion.

One of the most recent models for simulation of weld hot cracking is developed by Rajani et al. [10]. A three-dimensional granular model is used to simulate the interconnecting intergranular liquid flow in a microstructure with both columnar and equiaxed grains. The granular grains are generated from Voronoi diagrams and the intergranular liquid flow is modeled as a Poiseuille flow between parallel plates. The liquid flow is coupled with the mechanical deformation obtained from a FE model. The susceptibility for cracking is determined by Kou’s crack criterion [11].

In this study, a new model is proposed for simulating the resistance to weld solidification cracking (WSC). The model is developed to evaluate the crack susceptibility in the entire fusion zone, and therefore is not limited to centerline cracking, as is the case with some of the previously mentioned models. The main feature with this crack model is its pore-based crack criterion where a crack is assumed to form from a growing pore. Crack initiation is predicted to occur when the GBLF pressure goes below a fracture pressure, which corresponds to the pressure that is required to stabilize a rotational symmetric pore of a certain size in a GBLF with a given thickness, i.e., the pressure required to balance the surface tension of the pore. The derivation and more details of this criterion can be found in part I of this work [12]. A major challenge with this crack criterion is its depends on the GBLF pressure and the GBLF thickness at the location where it is evaluated. These quantities are determined from the macroscopic mechanical strains and temperature fields of the weld by a model presented in part II of this study [13]. In this paper, the third in the series, we evaluate the crack criterion from part I on Varestraint tests of the nickel-based superalloy alloy 718. In order to do so, a FE model of the Varestraint test is developed. The main challenge with this FE model is its material model for the mechanical behavior of the solidifying material, which is described in detail in this paper. Results from the Varestraint tests show that computed crack susceptible region, crack orientations, and crack widths are in fairly good agreement with experimental results.

2 Material and experimental procedure

The material and the Varestraint tests that were used to calibrate and evaluate the pore-based crack model, developed in parts I and II of this study, are described in this chapter.

2.1 Alloy 718

The nickel-based superalloy alloy 718 was used for the Varestraint tests in this study. It is a precipitation-hardening nickel-iron-chromium alloy, containing significant amounts of niobium and molybdenum, along with lesser amounts of aluminum and titanium. The composition limits, given by the Special Metals Corporation [14], are shown in Table 1. The ∼ 50 wt% nickel, ∼ 20 wt% chromium, and ∼ 20 wt% iron matrix are strengthened primarily by ∼ 5 wt% niobium. Niobium forms the primary strengthening precipitate γ′′(Ni3Nb). In an age-hardened condition, alloy 718 contains approximately 20 volume percent γ′′. Alloy 718 is the predominant nickel-iron-based superalloy, representing nearly half of the total quantity of superalloys used throughout the world. It is extensively used for high-temperature applications such as aerospace engines, gas turbines, and nuclear reactors. It maintains excellent corrosion and oxidation resistance up to 980 °C, and excellent resistance to creep and stress rupture up to 700 °C. Alloy 718 has outstanding weldability with high resistance to strain-age cracking, owing to the sluggish precipitation hardening response. However, it can have problems with liquation and solidification cracking.

2.2 The Varestraint test

The Varestraint test is an extrinsic (externally loaded) weldability test. It was developed in the 1960s by Savage and Lundin at Rensselaer Polytechnic Institute [15]. This test allows the study of hot cracking susceptibility by a
systematic procedure on small, simple test specimens [16].

The influence of material, welding process, and constraint factors on the hot cracking behavior can be studied. The idea is to rapidly apply an augmented strain during the welding of a plate. The amount of augmented tensile strain (due to bending), $\varepsilon_{\text{aug}}$, at the coupon surface depends on the material thickness and the radius of the die block according to the following equation:

$$\varepsilon_{\text{aug}} = \frac{t}{2R + t},$$

(1)

where $t$ is the sample thickness and $R$ is the radius of the die block. This procedure provided a way to simulate the effect of large strains associated with highly restrained production welds [16]. The augmented strain is simply altered by changing the die block radius. The bending is applied along the length of the weld that is made on the sample.

The Varestraint test setup used in this study is shown in Fig. 1a. Figure 1b shows the test plate before the start of the test and Fig. 1c shows the test plate after the end of the test. The plate is bent over the die block by a vertical moment of the rollers while the die block is stationary. Support bars are used to reduce kinking of the test specimen.

### 2.3 Experimental procedure

Varestraint tests with 0.4%, 0.8%, and 1.1% augmented strains were performed. All test specimens were 3.2-mm thick plates that were annealed before the testing. The dimensions of the plates were 60 $\times$ 150 mm and the dimensions of the support plates were 10 $\times$ 20 $\times$ 300 mm. The starting position of the weld electrode was 40 mm from the contact point between the plate and the die. The bending was initiated when the weld electrode had travel 40 mm (i.e., at the location of the contact point between the plate and the die). The welding continued for 5 s after the initiation of the bending. Autogenous bead-on-plate TIG welding was used. The welding current was constant.

### Table 1 Chemical composition limits of alloy 718 (wt%). From Special Metals [14]

|   | Ni  | Fe  | Cr  | Nb  | Mo  | Ti  | Al  | Co  | C   | Mn  | Si  | P   | S   | B   | Cu |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|----|
|   | 50.00 | Bal.| 17.00 | 4.75 | 2.80 | 0.65 | 0.20 | −   | −   | −   | −   | −   | −   | −   | −  |
|   | 55.00 | Bal.| 21.00 | 5.50 | 3.30 | 1.15 | 0.80 | 1.00 | 0.08 | 0.35 | 0.35 | 0.015 | 0.015 | 0.006 | 0.30 |
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**Fig. 1** a Varestraint test setup with press, welding robot, and hydraulic system; b test plate in the press before bending; c test plate in the press after bending. From [17]
70 A, with automatic voltage regulation. With an estimated voltage of 10 V, the welding power can be computed from the welding current and the welding voltage to 700 W. The welding speed was 1 mm/s and the stroke rate was 10 mm/s (i.e., the vertical bending speed). Furthermore, the electrode type was a WT 20 (ThO\textsubscript{2}) with 2.4-mm diameter. The electrode tip angle was 50°. Negative polarity in the torch was used and the arc length was 2 mm. The shield gas was pure argon at a flow rate of 15 slpm. The diameter of the gas cup was 13 mm.

After the Varestraint tests were finished, the locations, lengths, and widths of the cracks that could be found in these tests were measured with a Nikon Eclipse MA200 microscope. Only surface cracks were considered in this study. This is because the bending strains are largest at the weld surface and therefore we assume that this region is most crack susceptible. And because this work is focusing on solidification cracking, only cracks in the fusion zone were considered. Figure 2 shows the locations and the lengths of the surface cracks that were found in the tests. The measured mean crack widths for some of the cracks are also shown in the figure.

The figure shows results from tests with 0.8% and 1.1% augmented strains. No cracks could be found in the samples with 0.4% augmented strains. Even though no cracks could be found in the 0.4% tests in this study, the 0.4% augmented strain was considered to be the threshold strain for crack initiation. This is in agreement with Lingenfelter [18], who reported a small amount of cracking in Varestraint tests with 0.4% strain. Both Knock [19] and Quigley [20] reported a slightly higher threshold strain of 0.5% augmented strain for crack initiation.

### 3 Material model

In order to calibrate and evaluate the WSC model, which was developed in parts I and II of this study, on Varestraint tests of alloy 718, the temperature field and macroscopic strain fields of the Varestraint tests must be known. These fields are used to calculate the GBLF pressure (see part II [13]), which in turn is used to compute the crack initiation length (see part I [12]). In this study, the temperature and macroscopic mechanical strain fields were obtained from a finite element computational welding mechanics (CWM) model of the Varestraint test. Classical CWM models are normally used for computing deformations and residual stresses, which are not highly sensitive on the material properties at high temperatures. Therefore, often a cut-off temperature of about 70% of the homologous temperature, \( T_m \), is used, above which the material properties are set to constant values [21]. Thus, the material models in classical CWM models cannot be used in the study of WSC because they cannot resolve the high-temperature mechanical behavior of the mushy zone where the WSCs are located. To accurately model the mechanical behavior of the mushy zone is very difficult. The solid in the mush is porous; thus, plastic deformations of the solid skeleton are not just dependent on the deviatoric stress state, as in J\textsubscript{2} plasticity; it is also dependent on the hydrostatic pressure.

![Fig. 2 Measured crack locations, crack lengths, and mean crack widths on the weld surface for Varestraint tests with (a) 0.8% augmented strain, and (b) 1.1% augmented strain. The x-coordinate represents the distance from the weld start while the y-coordinate represents the distance from the weld centerline. The dashed lines correspond to the fusion lines](image)
This is especially true at lower fractions of solid. In order to capture behaviors like this, material models like Cam-Clay can be used [22]. A major drawback with these models is that they are very complicated to calibrate. Another problem with the mushy zone is that it is anisotropic when it contains columnar dendrites. To the knowledge of the authors, there has never been published any work on CWM models with material models that can handle these problems. However, Goldak et al. [23, 24] have presented a preliminary attempt to model stresses and strains close to the weld pool with isotropic J2 plasticity and different constitutive equations for different temperature intervals. A linear viscous model is used when the temperature is above 0.8 $T_m$. In the temperature range $0.5 T_m < T < 0.8 T_m$, a rate-dependent plasticity model is used and for temperatures below 0.5 $T_m$, a rate-independent plasticity model is used. Inspired by Goldak’s model, we present in this chapter a material model for alloy 718 for estimating the mechanical and thermal behavior of the mushy zone.

3.1 Thermal properties

In this section, the thermal properties of the material model for alloy 718 are presented.

3.1.1 Solid fraction

The solid fraction is an important variable in the WSC model. It is used to calculate both the solidification velocity and to determined average material properties of the mushy zone. In this study, we use a temperature-dependent solid fraction determined by a multicomponent Scheil-Gulliver model (see part II). Sames et al. [25] have used the Scheil module and the nickel database TTNi7 in the software package Thermo-Calc to compute the solid mole fraction, as a function of temperature, for alloy 718. The result is shown in Fig. 3.

From the plot, it can be seen that the predicted liquidus and solidus temperatures are approximately $T_l = 1360 \, ^\circ C$ and $T_s = 1100 \, ^\circ C$, respectively.

3.1.2 Thermal conductivity

The thermal conductivity of alloy 718, both in the solid and liquid phase, has been estimated by electrical resistivity measurements using the Wiedemann-Franz-Lorenz relation. The results are reported in [26] for a wide range of temperatures. This measurement technique is not accurate in the mushy zone because of the coexistence of both liquid and solid in this region. To obtain the thermal conductivity of the mushy zone, the conductivities of the solid and liquid phases were extrapolated into the temperature range of the mush, i.e, $T_s < T < T_l$, and the conductivity of the mush was calculated by the following linear mixture rule:

$$k_{mush} = k_s f_s + k_l (1 - f_s)$$

(2)

where $k_s$ and $k_l$ are the extrapolated thermal conductivities of the solid and liquid phases, respectively. $f_s$ is the volume fraction of solid. To account for heat transfer by convection in the weld pool, the thermal conductivity of the liquid phase was increased by a factor of 5 (i.e, for $T > T_l$). This is the same factor as Feng et al. [27] used in their CWM model for a research Ni-based superalloy. The resulting thermal conductivity in the temperature range $0 < T < 1600 \, ^\circ C$ is shown in Fig. 4a.

3.1.3 Specific heat capacity

The specific heat capacity of alloy 718 has been measured by DSC. The results are reported in [26] for a wide range of temperatures.
temperatures, both in the solid and liquid phase. As for the thermal conductivity, the specific heat capacity in the mushy zone was determined by a linear mixture rule as follows:

\[ c_{p,mush} = c_{p,s} f_s + c_{p,l} (1 - f_s) \]  

(3)

where \( c_{p,s} \) and \( c_{p,l} \) are the extrapolated specific heat capacities of the solid and liquid phases, respectively. Figure 4 a shows the resulting specific heat capacity in the temperature range \( 0 < T < 1600 \, ^\circ \text{C} \).

### 3.1.4 Latent heat of fusion

Antonsson et al. [28] have measured the latent heat of fusion, \( L_f \), for alloy 718 with DTA, and obtained a value of 241 kJ/kg. The amount of released latent heat during the solidification, in a temperature range \( T_2 < T < T_1 \), can be written as follows:

\[ \Delta Q = \int_{T_1}^{T_2} L_f \frac{df_s}{dT} \, dT \]  

(4)

Equation 4 was used to distribute the latent heat of fusion over the whole solidification interval \( T_s < T < T_l \) in the FE model in the next chapter.

### 3.2 Mechanical properties

#### 3.2.1 Poisson’s ratio and Young’s modulus

The alloy 718 plates in this study were assumed to be isotropic. Thus, the elastic properties can be characterized by Young’s modulus and Poisson’s ratio. The latter has a smaller influence on plastic deformations and was set to a constant value of \( \nu = 0.29 \) [14]. Young’s modulus of alloy 718 in solid phase has been measured by the Special Metals Corporation up to 1090 °C by an ultrasonic method. The measured values are reported in [14].

In order to simplify the mechanical behavior of the material that is in a liquid state, we consider it to be a “soft” isotropic solid with the same Poisson’s ratio as the fully solid phase (i.e., \( \nu = 0.29 \)). Young’s modulus of this “soft” material was determined from the bulk modulus of the liquid. The authors could not find any information about the bulk modulus for liquid alloy 718. Only for liquid iron could information of the bulk modulus be found, which is one of the main elements in alloy 718 (the others are nickel and chrome). It has been determined by Belashchenko et al. [29] who used molecular dynamics to calculate it to \( K_l = 62 \, \text{GPa} \). Due to the lack of data, we assume that the bulk modulus of liquid alloy 718 is the same as the one for liquid iron. Young’s modulus for the isotropic “soft” material can then be obtained as follows:

\[ E_l = 3 K_l (1 - 2 \nu) = 78 \, \text{GPa} \]  

(5)

A linear mixture rule was used to estimate Young’s modulus of the mushy zone. The mushy zone was assumed to have the same Young’s modulus at temperatures above the coherent temperature as the liquid phase. This is because the mush cannot transmit tensile loads above the coherent temperature. Young’s modulus can then be written as follows:

\[ E_{mush} = \begin{cases} E_s f_s + \left( \frac{E_l - E_s}{T_s(T_l)} \right) (1 - f_s) f_s, & T \leq T_c, \\ E_l, & T > T_c, \end{cases} \]

(6)

where \( E_s \) is Young’s modulus of the solid phase, which is extrapolated into the mushy zone, and \( E_l \) is
Young’s modulus of the liquid phase. $T_c$ is the coherent temperature, whose value is 1278 °C in the fusion zone (see Section 3.2.3 for more information about $T_c$). Furthermore, in Section 3.2.3, a constitutive model for the “soft” solid is presented. Figure 4 b shows the resulting Young’s modulus in the temperature range $0 < T < 1600$ °C.

### 3.2.2 Thermal expansion coefficient and solidification shrinkage factor

The volumetric expansion of alloy 718 has been measured by Blumm et al. [30] with an on-heating dilatometer test. This volumetric expansion can be transformed into a linear expansion by division with 3, which in turn can be differentiated with respect to the temperature to give the tangent thermal expansion coefficient. The material in the mushy zone is assumed to have the same thermal expansion as the solid skeleton of the mush, up to the coherent temperature. The solid skeleton in turn is assumed to have the same thermal expansion as the full solid phase, which is determined by extrapolating the thermal expansion coefficient of the solid phase into the mushy zone. For higher temperatures than the coherent temperature, thermal expansion of the material is assumed to only cause liquid flows, and no straining of the solid skeleton of the mush. The thermal expansion coefficient was therefore set to zero for temperatures above the coherent temperature. Figure 4b shows the resulting thermal expansion coefficient in the temperature range $0 < T < 1600$ °C.

Blumm et al. [30] also measured the volumetric increase due to melting of alloy 718 with the dilatometer test. It was estimated to 3.1%. This value was used for the solidification shrinkage factor $\beta$ in the grain boundary liquid pressure model in part II of this study.

### 3.2.3 Plasticity model

We approximate alloy 718 as an isotropic elasto-plastic material that is governed by von Mises plasticity with isotropic hardening. The region that contains liquid is approximated as a “soft” isotropic elasto-plastic solid. Four different constitutive models, valid in different temperature intervals, are used to model the mechanical behavior. These are as follows:

#### 20 ≤ $T$ ≤ 700 °C

From room temperature up to 700 °C, and for effective plastic strains, $\varepsilon_p$, below 0.1, alloy 718 is almost rate-independent. Plastic strains above 0.1 are never achieved in the Varestraint tests in this study. Thus, the rate dependency can be neglected. The following simple regression model is used to estimate the yield stress, $\sigma_y$, in this temperature range, where it is a function of only effective plastic strain, $\varepsilon_p$, and temperature, $T$, as follows:

$$
\sigma_y = \left( A_1 \varepsilon_p^{pA_2} + A_3 \varepsilon_p^{pA_4} + A_5 \right) \left( B_1 \left( 1 - \frac{T}{B_2} \right)^{B_3} + B_4 \left( 1 - \frac{T}{B_2} \right)^{B_5} + B_6 \right)
$$

(7)

The model parameters were calibrated to tensile tests, performed at 20, 200, 600, and 700 °C. Their optimized values are given in Table 2.

### 700 °C < $T$ ≤ 1050 °C

For temperatures above 700 °C, alloy 718 is strain rate-dependent. In the temperature range 700 °C < $T$ ≤ 1050 °C, the viscoplastic model by Chen et al. [31] was used. This model was developed for hot forming of alloy 718 at temperatures up to 1100 °C. The yield stress of the model is given by the following:

$$
\ln (\sigma_y) = \psi \left( \varepsilon_p - \varepsilon_p^c \right)^2 \ln (\xi \varepsilon_p^p) + \ln (\sigma_p)
$$

(8)

where $\psi$ and $\xi$ are constants, and $\sigma_p$ and $\varepsilon_p$ are the peak stress and peak strain, respectively, given by the following:

$$
\sigma_p = \frac{1}{\alpha} \ln \left[ \left( \frac{Z}{A} \right)^{1/n} + \left( \frac{Z}{A} \right)^{2/n} + 1 \right]^{1/2}
$$

(9)

and

$$
\ln (\varepsilon_p) = B_1 \ln (Z) + B_2
$$

(10)

where $\alpha$, $A$, $n$, $B_1$, and $B_2$ are constants. $Z$ is the Zener–Hollomon parameter, i.e.,

$$
Z = \bar{\varepsilon} \exp \left( \frac{Q}{RT} \right)
$$

(11)

where $Q$ is a constant, $\bar{\varepsilon}$ is the gas molar constant, and $T$ is the temperature in Kelvin. All parameter values are given in Table 3.
The effective plastic strain, which act as state variable for hardening in the above model, was reset to zero for temperatures above 1100 °C, in order to account for the fast recovery that occurs at high temperatures. Thus, effective plastic strains that occur above this temperature do not contribute to the hardening of the material.

**1050 °C < T ≤ T_c** In this temperature range, liquid and solid are coexisting, but because $T \leq T_c$, the solid skeleton of the mush can still transmit loads. To simplify the mechanical behavior of the material in this region, we consider it to be a “soft” homogeneous isotropic solid, which is weakened by the presences of liquid. The following simple rate-dependent material model is used for this “soft” solid, which is based on in situ solidification experiments by Antonsson et al. [32]. They used a mirror furnace to heat tensile test specimens about 5 °C above the liquidus temperature. This resulted in a 5-mm long liquid zone that was stabilized by the surface tension of the liquid. After being heated to the liquid state, the test specimens were cooled to given holding temperatures, at a rate of 400 °C/min. When the given hold temperature was reached, tensile testing was performed at a rate of 0.1 s$^{-1}$ until failure occurred. The plot in Fig. 5 shows the measured ultimate tensile strength, UTS, of the in situ samples at different holding temperatures. The figure also shows the UTS for high-temperature solution heat-treated samples, HST, of alloy 718, measured by Antonsson et al. [32]. These samples were heated in the mirror furnace to a peak temperature of 1210 °C, approximately 10–20 °C below the zero-strength temperature, ZST. After the heating, the samples were cooled at a rate of 400 °C/min to a predetermined tensile test hold temperature. The UTS of the HST samples in the figure have been extended to the ZST by extrapolation [32].

For temperatures in the range 900 < T < 1050 °C, which is not shown in the figure, the in situ and HST materials have nearly the same UTS values, despite their dissimilar microstructures [32].

In this study, the UTS data for the in situ and HST material was used to estimate the yield stress of the material in the FZ and the PMZ, respectively, at temperatures above 1050 °C. The in situ solidified samples exhibited a dendritic microstructure. Even though the cooling rate was not as high as in welding, the resulting microstructure may be thought of as being a rough estimate of a microstructure found in the FZ of a weld, whereas the HST material can be thought of as a representation of the material in the PMZ, where grain boundary liquid films are formed, but not all of the original grains are completely melted.

To derive the yield stress from the UTS, the material in the FZ and the PMZ was assumed to be ideally plastic. This is a fairly good approximation for alloy 718 at temperatures between 1050 and 1200°C, as hot compression tests have shown [31, 33–36]. These hot compression tests also show that alloy 718 has a high dependency on the strain rate at high temperatures. The UTS data from Antonsson’s experiments were obtained at a single strain rate of approximately 0.1 s$^{-1}$. This is a rather high strain rate for welding; the solidifying material experience only such a high strain rate during the bending phase of the Varestraint test. To compensate for the strain rate effect on the yield strength, the UTS was multiplied by the following factor:

$$f(\tilde{\varepsilon}^p) = \frac{\sigma_{y,1050}}{U}$$  \hspace{1cm} (12)

where $\sigma_{y,1050}$ is the yield stress given by Chen’s flow stress model in Eq. 8, evaluated at $T = 1050$ °C and $\tilde{\varepsilon}^p = 0$, for a given value of $\tilde{\varepsilon}^p$. It should be noted that $\sigma_{y,1050}$ is a function of the effective plastic strain rate only, and represents the effect of the strain rate on the initial yield stress of alloy 718 at 1050 °C. The constant $U$ in Eq. 12 corresponds to the value of $\sigma_{y,1050}$ at $\tilde{\varepsilon}^p = 0.1$ s$^{-1}$. A yield stress model is now derived as follows. Let $p_{t_k}$ and $p_{pmz}$ be fitted curves to the UTS data for the in situ and HST samples, respectively, which are shown in Fig. 5. The previous assumption of ideal plasticity gives that the yield

---

**Table 3** Parameters values for Chen’s flow stress model. From [31]

| $Q$ (J) | $\sigma$ (MPa$^{-1}$) | $A$ (1/s) | $n$ (--) | $B_1$ (--) | $B_2$ ($-B_1 \ln (1/s)$) | $\psi$ (--) | $\xi$ (--) |
|---------|----------------------|-----------|---------|------------|-------------------------|------------|---------|
| $430 \times 10^3$ | $3.70 \times 10^{-3}$ | $6.26 \times 10^{15}$ | $4.91$ | $0.199$ | $-9.24$ | $1.20$ | $0.699$ |

---

**Fig. 5** UTS for in situ and HST samples of alloy 718 at different temperatures
stress is the same as the UTS, and it can therefore be written as follows in the temperature range 1050 °C < T ≤ Tc:

\[
\sigma_y(T, \dot{\varepsilon}^p) = \begin{cases} 
  p_{pmz}, & T_{\text{peak}} < T_i \\
  p_{fz}, & T_{\text{peak}} \geq T_i 
\end{cases}
\]

(13)

where \( T \) is given by Eq. 12. \( T_{\text{peak}} \) is the peak temperature, which indicates whether the material has been completely melted or not, and therefore belongs to the FZ or the PMZ. The coherent temperatures, \( T_c \), for the FZ and the PMZ were determined from the zero rots of \( p_{fz} \) and \( p_{pmz} \), respectively, which are \( T_c = 1278 \) °C for the FZ and \( T_c = 1230 \) °C for the PMZ.

3.2.4 \( T > T_c \)

For temperatures above \( T_c \), the material was still approximated as a “soft” isotropic solid, but now with more liquid-like properties. The following flow stress model, where the yield stress is proportional to the strain rate in order to “resemble” the Newtonian behavior of the liquid [37], was used as follows:

\[
\sigma_y = C\dot{\varepsilon}^p + \sigma_{y,\text{min}}
\]

(14)

where \( C \) is a calibration constant and \( \sigma_{y,\text{min}} \) is the minimum allowed flow stress that prevents numerical difficulties, which was set to 0.01 MPa in this study. \( C \) was determined so that \( \sigma_y = 2\sigma_{y,\text{min}} \) at \( \dot{\varepsilon}^p = 10^{-3} \) 1/s, which gives \( C = 10 \) MPas.

3.2.5 Changing constitutive equations in time and in space

In the above, four different constitutive equations, valid in different temperature ranges, are used to model the mechanical behavior of alloy 718. Thus, it is necessary to change constitutive equations in time and space when the temperature field changes. That causes no problems in a FE model [24]. The initial conditions required for each time step of a FE model are the initial geometry, initial stress, initial strain, the boundary conditions of the previous and current time steps, and the constitutive equations in the interior of the time step; there is no need to define the constitutive equation at times earlier than the previous time step [24].

3.3 Additional material data

In addition to the macroscopic temperature and strain fields, the pressure model in part II and the crack criterion in part I require the liquid viscosity and the gas-liquid interfacial energy in order to be evaluated. The following data were used for these quantities.

3.3.1 Liquid viscosity

Saunders et al. [38] have computed the dynamic viscosity of alloy 718 with the software package JMatPro for the entire solidification temperature rage. It can be expressed as a second-order polynomial in temperature as follows:

\[
\mu = 7.69 \times 10^{-8}T^2 + 2.25 \times 10^{-4}T + 0.171 \text{ [Pas]}
\]

(15)

valid in the range 1100 < T < 1360 °C. This viscosity was used in the present study.

3.3.2 Gas-Liquid interface energy

To compute the crack initiation index (CII) in part I of this study, the factor \( \gamma_{gl} \cos \theta \) must be known, where \( \gamma_{gl} \) is the gas-liquid interface energy and \( \theta \) is the contact angle (see part I). We assume that the solid phase is wetted by the liquid phase, which makes \( \theta \) small. Thus, \( \cos \theta \) can be approximated as 1.

Brooks et al. [26] have measured the surface tension of alloy 718 by the oscillating drop method. They found that it varies linearly with temperature as follows:

\[
\gamma = 1842 - 0.11(T - 1725) \text{ [mNm}^{-1}] \]

(16)

in the temperature range 1350 < T < 1600 °C. We assume that \( \gamma_{gl} \) can be approximated by this surface tension, and assume that Eq. (16) is valid to be extrapolated down to the solidus temperature.

4 The FE model of the Varestraint test

The Varestraint test was implemented in the software package MSC Marc as a thermo-mechanical finite element model. The various parts of this FE model are described below.

4.1 Heat source

The weld heat input is modeled with a double ellipsoid heat source, which is represented by the ellipsoid axes \( a, b, c_1, \) and \( c_2 \) [21] (see Fig. 6). No heat flux is applied outside the volume of the double ellipsoid, which is spanned by these axes. The efficiency of the heat source is adjusted by the \( \eta \) parameter. The ellipsoid axes \( a, b, c_1, c_2, \) and the \( \eta \) parameter, together with the emissivity and film coefficient (see below), were obtained by inverse modeling of an autogenous weld on a 3.2-mm thick plate of alloy 718. The plate had four thermocouples at its upper surface, located at 0.9, 1.0, 1.1, and 2.3 mm from the fusion line of the weld. The parameters were calibrated such that the computed temperature history at the locations of the thermocouples, obtained from the FE model, agreed with the temperature
Fig. 6 Double ellipsoid heat source with Gaussian distributed heat history obtained from the thermocouples. These parameters were also calibrated so that the location of the computed fusion boundary in the cross-section of the weld agreed with the one from experiments, which was obtained by cutting the test sample and etched it. The calibrated values are as follows: \( a = 3.0 \text{ mm}, b = 1.2 \text{ mm}, c_1 = 1.5 \text{ mm}, c_2 = 3.0 \text{ mm}, \eta = 3.0. \)

### 4.2 Thermal boundary conditions

The heat flux on the free surfaces was modeled with the boundary condition as follows:

\[
q = h_{\text{conv}} (T - T_{\text{ref}}) + \epsilon \sigma (T^4 - T_{\text{RT}}^4),
\]

where \( h_{\text{conv}} \) is the film coefficient, \( \epsilon \) is the emissivity factor, \( \sigma \) is Stefan Boltzmann’s constant, \( T \) and \( T_{\text{RT}} \) are the surface and the room temperatures, respectively. \( h_f \) and \( \epsilon \) were determined from the above inverse modeling, which gave \( h_{\text{conv}} = 12 \text{ W/m}^2 \text{ K} \) and \( \epsilon = 0.3 \).

The Varestraint test has thermal contacts between the test specimen and the die block, and between the test specimen and the support plates. The heat flux at these contacts was obtained from the following:

\[
q = h_{\text{cond}} (T_2 - T_1),
\]

where \( T_2 - T_1 \) is the temperature difference across the contact and \( h_{\text{cond}} \) is the heat transfer coefficient. \( h_{\text{cond}} \) is assumed to vary linearly with the contact pressure, \( p_{\text{cont}} \) (i.e., the mechanical pressure at the contact point) as given by Karbasian et al. [39]:

\[
h_{\text{cond}} = C_3 \left[ 1200 + \left( \frac{4500 - 1200}{50 \times 10^6} \right) p_{\text{cont}} \right] \text{W/m}^2\text{K}.
\]

where \( C_3 \) is a calibration constant added by the authors. By adjusting this constant, the location of the solidus isotherm can be adjusted, and hence the location of the computed crack susceptible region. Its value was calibrated such that the locations of the cracks found in the experimental Varestraint tests with 0.8 % augmented strain agreed with the location of the computed crack susceptible region for the test with the same augmented strain. A value of 1.28 was used for \( C_3 \), which is discussed in more detail in Section 6.2 below.

### 4.3 Implementation of material models

The material models in Section 3.2.3 were implemented into MSC Marc via the user subroutine WKSLP.

### 4.4 Varestraint setup

The Varestraint test is symmetric along the weld centerline; therefore, only one half of the test was needed to be modeled when a symmetric boundary condition is used (see Fig. 7a). Approximately 352,000, eight-nodded, fully integrated elements were used. The rollers that press on
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**Fig. 7**  
(a) Mesh of one of the symmetric halves of the Varestraint test.  
(b) Local remeshing in the vicinity of the weld pool
the support plate were modeled as rigid bodies. Local remeshing was used to refine all elements in the mushy zone (see Fig. 7b). The refined element size was 125 μm.

The bending of the test specimen was performed by a displacement boundary condition that controlled the movements of the rollers. The full bend times were 1.5, 3.0, and 3.6 s for the 0.4%, 0.8%, and 1.1% tests, respectively. All contacts had the segment-to-segment option. During the first 25 s, a fixed time step of 0.2 s was used. For the remaining time, a fixed time step of 0.05 s was used. The analysis was implicit. Relative convergence criteria, both residual force and displacement, were used with a tolerance of 1%. For the thermal field, a convergence tolerance of 0.1 °C was used. The updated Lagrange formulation with large strains was used. The lumped capacity matrix option was used to avoid oscillations in the temperature field, as well as the constant temperature option, which ensures uniform thermal strains within an element. The “Adjust to Input” power option in MSC Marc was used to ensure a constant input of the weld heat flux. The Pardiso Direct Sparse matrix solver was used with 16-cores multi-threading. The total wall time of the simulation was about 12 h.

5 Procedure for determining crack initiation length

We estimate the crack susceptibility for WSC by a crack initiation length, CIL (see part I). This CIL corresponds to the length of a grain boundary, GB, where a crack initiation index, CII, has been larger than zero at the location of the terminal solidification. Note that the terminal solidification occurs at the intersection of the GBLF and solidus isotherm. It will therefore move with time because of the movement of the solidus isotherm. The CII is defined as the difference between a fracture pressure and the GBLF pressure, normalized by the atmospheric pressure. The fracture pressure is defined in part I as the pressure that is required to balance the surface tension of a rotational symmetric pore with a 50-μm radius. This pore size was considered as a pore that forms a severe defect. The fracture pressure depends on the GBLF thickness and the gas concentration in the GBLF, which is discussed in detail in part I. From the definitions of the CII and the fracture pressure, it is realized that if the CII is less than zero, the GBLF pressure must be larger than the fracture pressure, and therefore the GBLF pressure cannot stabilize a 500-μm pore, and we assume that there is no risk of cracking (see part I for more information).

In order to compute the CIL, the GBLF pressure and the GBLF thickness must be known. These quantities are determined as follows. A GBLF axis is defined as the same axis as the axis of columnar grain that always grows perpendicular to the liquidus isotherm with zero undercooling to solidification (see part II). This axis can be computed from the temperature field of the FE model in chapter 4 by giving a point that the axis should traverse and then integrate Eq. 3 in part II with a Python script. Figure 8 a and b shows computed GBLF axes at the weld surface of a Varestraint test with 1.1% augmented strain. The axes are separated approximately 1 mm from each other at the fusion line, and together they cover the whole crack susceptible region of the test. Figure 8 a also shows the computed CIL associated with each GBLF, which will be discussed in the
For the part of a GBLF axis that is located between the solidus and liquidus isotherms, we consider a one-dimensional GBLF flow that always occurs in the direction of the GBLF axis (see part II). This flow is induced by deformations of the GBLF and by solidification shrinkage. We define the normal of the GBLF to be in the same direction as the largest mechanical strain rate perpendicular to the GBLF axis, $\dot{\varepsilon}^m_{\perp,\text{max}}$ (see part II). By doing so, the film normal will always be oriented such that the maximum deformation always occurs perpendicular to it. $\dot{\varepsilon}^m_{\perp,\text{max}}$ is determined from the FE model in chapter 4. It is computed from the mechanical strain fields, evaluated in sample points on the GBLF axis. The spacings between the sample points are approximately the same as the element size. The sample points move with the mesh as material points, and they contain data that are obtained by interpolating data from the nodes that belong to the same element that the sample point is located in. The sample points are constructed by the previous Python script that is used to trace out the GBLF axis. For every sample point, temperature, strains, and displacement data are stored for every time step. These data are stored in a text file that can be imported into Matlab for computing the GBLF pressure. Figure 8 b shows the sample points on the leftmost GBLF axis, which are shown as black crosses.

In order to compute the GBLF pressure, the rate of change of the GBLF thickness, $\dot{h}$, must be known. In this work, we obtain this from the following:

$$\dot{h} = \left( h + \frac{l_0}{2} \right) \dot{\varepsilon}^m_{\perp,\text{max}} - v^*$$ \hspace{1cm} (20)

where $h$ is the half GBLF thickness and $v^*$ is the solidification velocity of the solid-liquid interface of the GBLF (see part II). $l_0$ is a length scale that represents the amount of surrounding solid phase of the GBLF that can transmit normal tensile loads. This value is temperature-dependent and we assume that it is zero at $T_i$, the same length as the primary dendrite arm spacing at $T_i$, and the same length as the diameter of a grain cluster at $T_i$. In between these temperatures, $l_0$ is assume to vary linearly. See part II for a detailed discussion on $l_0$. The diameter of a grain cluster is not know. For simplicity, it was assumed to be divisible by the primary dendrite arm distance, $\lambda_1$, such that $l_0$ at $T_i$ can be written as follows:

$$l_0(T_i) = C_2 \lambda_1$$ \hspace{1cm} (21)

where $C_2$ is a calibration constant, which is determined by inverse modeling as discussed in the next chapter.

Furthermore, $\lambda_1$ is determined from the following simple relation as follows:

$$\lambda_1 = \frac{C_1 (G_L)^{1/4}}{\left(-\frac{\partial \rho}{\partial T}\right)^{1/4}}$$ \hspace{1cm} (22)

where $G_L$ is the magnitude of the temperature gradient and $\partial T/\partial t$ is the cooling rate, both evaluated at the intersection of the GBLF axis and the liquidus isotherm. $C_1$ is a calibration constant that is determined by adjustments to measurements from a micrograph, which is discussed in the next chapter. The solidification velocity in Eq. 20 is determined as follows:

$$v^* = \frac{\lambda_1 d_f \rho \partial T}{\frac{1}{2} \frac{dT}{dt}}$$ \hspace{1cm} (23)

where $\partial T/\partial t$ is the cooling rate, which is determined from the temperature data of the sample points on the GBLF axis. The fraction of solid is determined from the temperature data and the Scheil curve in Fig. 3 (see part II for more details).

Once $v^*$, $h$, and the flow direction (which is given by the direction of GBLF axis) are known a mass balance can be performed for a small volume element that extends across the thickness of the GBLF. This mass balance leads to a first-order time invariant ODE where the mean liquid velocity across the film, $\bar{v}$, is the dependent variable while the coordinate, $s$, along the GBLF axis is the independent variable. $\bar{v}$ can be substituted by a pressure gradient as follows. For the part of the GBLF that goes through regions with more than 0.1 fractions of liquid, we assume a strong interaction between the GBLF flow and the secondary dendrite arms. This flow is considered to be a porous flow that can be approximated by Darcy’s law. Darcy’s law states that $\bar{v}$ is proportional to the pressure gradient with a proportionality factor that depends on the permeability of the porous medium (see part II). For the rest of the GBLF that goes through regions with less than 0.1 fractions of liquid, we assume a strong interaction between the GBLF flow and the secondary dendrite arms is not so strong. In this case, the flow is assumed to be better approximated by a Poiseuille parallel plate flow, which gives that $\bar{v}$ is proportional to the pressure gradient with a proportionality factor that depends on the GBLF thickness.

By substituting the expressions for the pressure gradients instead of $\bar{v}$ into the mass balance equation, it transforms to a second-order ODE where now the dependent variable is the GBLF pressure. This ODE can further be transformed into a first-order separable ODE, which can be integrated numerically along the GBLF axis between the intersection points that the axis makes with the solidus isotherm and the liquidus isotherm for a given time. In order to do so, four different boundary conditions on the pressure are required. At the liquidus intersection, we assume that the pressure
is the same as the atmospheric pressure. At the solidus intersection, we set a condition on the pressure gradient, which accounts for the solidification shrinkage flow at the end of the film (see part II). At the junction between the Darcy and Poiseuille flows, we enforce the pressure and $\bar{v}$ (which can be expressed as a pressure gradient) to be continuous (see part II). The integrand in the numerical integration is evaluated with sample point data for the corresponding time. Note that there is no flow interaction between different GBLFs.

Finally, when the GBLF pressure and the GBLF thickness are known, the CIL can be computed as the total length of the GBLF axis where the CII has been larger than zero, at the location of the terminal solidification, as was stated previously. The CII is determined from the GBLF pressure and the fracture pressure, evaluated on the GBLF axis, via Eq. (37) in part I. The fracture pressure, in turn, is determined from Fig. 10 in part I by the computed GBLF thickness (at the location of the evaluation on the GBLF axis) and by a given fixed gas concentration. Because there is no flow interactions between different GBLFs, the CIL for a given GBLF can be determined without knowledge about other GBLFs.

### 6 Results and discussion

The WSC model was calibrated and evaluated on the Varestraint tests in chapter 2, implemented into the FE model in chapter 4. Because the bending strain in a Varestraint test is largest at the surface, the weld surface was assumed to be the most crack susceptible region of the test. Therefore, only the crack susceptibility at the weld surface was studied in this work, and all GBLF axes were constructed at the weld surface. However, in agreement with resent in situ experiment (see part I), we assume that the cracking occurs beneath the surface. And, even though the GBLF pressure is computed from the macroscopic temperature and mechanical strain fields at the surface of the weld (i.e., on the GBLF axes located on the surface), we consider the resulting GBLF flow to occur at a small distance under the surface, a distance large enough such that flow interactions with the surface can be neglected, and the GBLF pressure can be computed with the model in part II. Thus, e.g., the effect of the surface capillary on the flow is neglected. The crack susceptible region was covered with GBLF axes, separated approximately 1 mm from each other at the fusion line, in order to estimate the CIL over the whole crack susceptible region.

We assume that the hydrogen concentration in the weld pool is the same as what can be expected in a casting, i.e., about 2 ppm (see part I). Moreover, at the location of the terminal solidification, were cracking normally occur, we assume that this value has increased to 3.4 ppm due to segregation. It was computed from an equilibrium partition ratio of 0.589 (see part I). This value of the gas concentration was used when the fracture pressure is interpolated from Figure 10 in part I.

#### 6.1 Calibration

Except for the parameters of the material model in chapter 3, the WSC model has three calibration parameters: $C_1$ (Eq. 22), $C_2$ (Eq. 21), and $C_3$ (Eq. 19). These parameters were determined simultaneously by inverse modeling of Varestraint tests as follows. The $C_2$ parameter, which is associated with the grain cluster size, was calibrated to the Varestraint test with 0.4% augmented strain. As discussed in Section 2.3, an augmented strain of 0.4% is assumed to be the threshold value for crack initiation. We represent the threshold value for crack initiation with a low value of the maximum CIL; in this study, it was set to 300 $\mu$m. The $C_2$ parameter was calibrated such that the computed maximum CIL for the 0.4% strain test is 300 $\mu$m, which resulted in $C_2 = 40$. With $\lambda_1 = 20 \mu$m, this value corresponds to a grain cluster size of 0.8 mm (see Eq. 21). Figure 9 shows the computed CIL for the 0.4% test.

The $C_1$ parameter, which is associated with $\lambda_1$, was also calibrated to the 0.4% strain test. One of the experimental tests with 0.4% strain was cut transverse to the weld direction, approximately 30 mm from the weld start. The cut surface was then polished and etched, and $\lambda_1$ was measured with a scanning electron microscope at a location 1 mm from the fusion boundary, and 0.1 mm below the weld surface. It was roughly measured to 20 $\mu$m. By inserting this value into Eq. 22, together with the values for $G_L$ and

![Fig. 9 Computed CIL on the weld surface for the Varestraint test with 0.4% augmented strain](image-url)
The computed primary dendrite arm distance on the weld surface for the 0.4% strain test. The \(x\)- and \(y\)-coordinates in the plot represent the distances from the weld start and the weld centerline, respectively. The welding direction is from the left to the right.

\(\frac{\partial T}{\partial t}\), evaluated at the location of the measurement by the FE model, a \(C_1\) value of \(1.00 \times 10^{-3}\) was obtained.

Figure 10 shows the computed \(\lambda_1\) values at the weld surface with \(C_1 = 1.00 \times 10^{-3}\) for the 0.4% test just before the bending starts. The largest values for \(\lambda_1\) are found at the fusion line due to the low solidification velocity in that region. The minimum values are found at a short distance from the fusion boundary, after which it increases monotonically up to the location of the weld centerline. Observe that the computed \(\lambda_1\) values are lower at the vicinity of the die block due to the higher cooling rates in this region because of the heat extraction to the die block.

The last calibration parameter, \(C_3\), was calibrated as follows. By altering the value of \(C_3\), the amount of heat transfer between the test specimen and the die block can be adjusted. This will shift the location of the solidus isotherm, and therefore also the location of the crack susceptible region. The \(C_3\) parameter was calibrated so that the region of the computed CIL for the Varestraint test with 0.8% augmented strain was centered with the region where the surfaces cracks, found from four experimental tests with 0.8% strain, are located. These two regions are approximately centered when \(C_3 = 1.28\). The computed CIL region, together with the surface cracks from four tests with 0.4% strain, are shown in Fig. 12.

A \(C_3\) value of 1.28 corresponds to a 28% larger heat transfer coefficient, \(h_{\text{cond}}\) than predicted by the model in Karbasian et al. [39] (i.e., Eq. 19 with \(C_3 = 1\)). There are a number of possible reasons for this. For example, the \(h_{\text{cond}}\) model in [39] is an imperial model for hot sheet forming and it is not known how well it works for alloy 718 at high temperatures. Also, for the welds in the experimental tests, there was a small bulge on the underside the weld. This small bulge could not be captured by the FE model. Thus, due to the bulge, the contact pressure at the weld underside may have been larger in the experiments than in the FE model. And therefore was more heat conducted between the test specimen and the die block for the experiments than for the FE model. This can explain why we had to increase \(h_{\text{cond}}\) in the FE model by 28%.

6.2 Evaluation

6.2.1 Temperature and fraction of liquid distribution

The temperature and the liquid fraction distributions at the weld surface for the Varestraint test with 0.4% augmented strain are shown in Fig. 11a, b, at the moment when the bending just starts. Only one half of the symmetric weld is shown in the plots. The \(x\)- and \(y\)-coordinates in the plots represent the distances from the weld start and the weld centerline, respectively. The welding direction is from the left to the right. For the time shown in the figures, the weld electrode has traveled 40 mm and are located just above the apex of the die block (i.e., just above the location of the contact between the test specimen and the die block).

![Fig. 11](https://example.com/fig11.png)

(a) Temperature distribution and (b) liquid fraction distribution at the weld surface for the Varestraint strain test with 0.4% augmented strain just before the bending starts
Only GBLFs with a solidus temperature inside the FZ are considered, i.e., GBLFs that extend out into the PMZ are not considered.

From Fig. 11a, it can be seen that the length of a GBLF that are in the temperature interval \( T_s < T < T_l \) is approximately 5 mm long. About 50% of this length is in a region with less than 0.2 fractions of liquid, as can be seen in Fig. 11b. Thus, a considerable part of a GBLF is in a vulnerable region where liquid flow may be difficult, which can increase the crack susceptibility.

### 6.2.2 Crack initiation length

CILs for Varestraint tests with 0.8% and 1.1% augmented strains have been computed by the WSC model. Figure 12 shows CILs for the 0.8% test together with experimental crack locations from four test specimens with the same strain. The computed CIL for the shown GBLF axes covers all cracks found in the experiments. Most of the cracks are located 0.5–2 mm from the weld centerline. This is also the region that has the GBLFs with the largest CILs. It is also interesting to note that the crack orientations roughly agree with the GBLF axes. This is an indication that the grain growth has been roughly perpendicular to the liquidus isotherm, which is the assumption that the grain growth model in this work is based on.

CILs for the 1.1% strain test together with the experimental crack locations found in two test specimens with the same strain are shown in Fig. 13 (and in Fig. 8a). The CILs for the shown GBLF axes almost covers all cracks found in the experiments. As for the 0.8% test, the majority of the cracks are located 0.5 to 2 mm from the weld centerline, and this is also the region where the model predicts the largest CILs. The agreement between the crack orientations and the GBLF axes is also fairly good for this test.

### 6.2.3 Estimated crack width

It is also interesting to compare experimental crack widths with the computed GBLF thickness at the location of the terminal solidification, which will be the estimated thickness of a pore when it is being frozen into the solid phase. Figure 14 shows the computed and the measured...
Crack widths for the 0.8% test. The computed crack widths are largest 0.5 to 2 mm from the weld centerline. The agreement between the computed and measured crack widths is fairly good.

The computed and measured crack widths are also in fairly good agreement for the 1.1% test. This is shown in Fig. 15. The agreement between computed and measured crack widths is an indication that the strain localization model in this study (see part II) works fairly well.

6.3 Parameter sensitivity analysis

To study the influence of different model parameters on the CIL, a one-factor-at-a-time (OFAT) parameter sensitivity analysis was performed. Each parameter value in the study were increased by 10% from a reference value, one at a time, while the rest of the parameters were fixed. The relative change in the CIL, $\text{CIL}_{\text{rel},i}$, when the value of parameter $i$ is increased by 10% (the other parameters being fixed) is defined as follows:

$$\text{CIL}_{\text{rel},i} = \frac{\text{CIL}_{p,i} - \text{CIL}_{\text{ref}}}{\text{CIL}_{\text{ref}}} \times 100,$$

where $\text{CIL}_{p,i}$ and $\text{CIL}_{\text{ref}}$ are the CIL with 10% increase in parameter $i$ and the CIL with reference values for all parameters, respectively. The analysis was performed for the GBLF axis with the highest CIL value, which is the axis that intersects the fusion line approximately 31 mm from the weld start. Except for the calibration parameters $C_1$ and $C_2$, the sensitivity of $\gamma_{gl} \cos \theta$, the solidification shrinkage ($\beta$), the strain localization length at the coherent temperature ($l_{0,T}$), the liquid fraction at the transition point between Poiseuille and Darcy flow ($f_{l,\text{trans}}$), and the minimum half GBLF thickness ($h_{\text{min}}$) were studied. To study the influence of the permeability and the viscosity on the CIL, the equation for the permeability (Eq. (36) in part II) and the equation for viscosity (Eq. (15)) were multiplied by the coefficients $K_{\text{coeff}}$ and $\mu_{\text{coeff}}$, respectively, and the sensitivity in changes of these coefficients were studied. Table 4 shows the sensitivity analysis for Varestraint tests with 0.4, 0.8, and 1.1% augmented strains.

From the table, it can be seen that one of the most influential factors on the CIL is the permeability. This can be seen on the effect of $K_{\text{coeff}}$, and even more on the effect of $C_1$. Note that $C_1$ is proportional to $\lambda_1$, which in turn the permeability is proportional to in square (see Eq. (36) in part II). The $C_2$ and $\gamma_{gl} \cos \theta$ parameters are also very influential on the CIL. This reflects the importance of strain localization and surface tension. The sensitivity analysis also shows that viscosity is an important factor. Considerably less important is the solidification shrinkage factor, which only shows a weak influence on the CIL. This is because the liquid flow is significantly more dominated by the mechanical strain localization than the solidification shrinkage in the Varestraint test. Elements such as sulfur, phosphor, and boron are known to increase hot crack sensitivity. One reason for this is that these elements decrease the surface tension. A decrease in surface tension can lead to a large change in the CIL, as the above sensitivity analysis shows.

6.4 Limitations

6.4.1 Validation

The WSC model has been evaluated on Varestraint tests of alloy 718 with 0.8% and 1.1% augmented strains, and with constant welding speed and heat input. For these tests, the WSC model can quantify the cracking behavior fairly well. However, the conditions in a Varestraint test is quite different from the ones in a real weld, but we hope that the WSC model can be calibrated with a Varestraint test and that it then can be used for real weld situations where process parameters (e.g., welding speed and heat input), types of welding joints, and sheet thickness may vary. If the WSC model can handle this is still unknown, testing needs to be done in order to verify this.

The Varestraint test may not be the optimum weldability test for calibrating the crack model on sheet metals. The conditions in a Varestraint test may be rather different from the conditions in a real weld on a sheet metal. For example,
the applied strain varies throughout the coupon thickness. Also, hinging is difficult to completely avoid when testing sheet metal with the Varestraint test. When welding sheet metals, the weld is normally fully penetrating. For the Varestraint test, the weld cannot be penetrating because that would destroy the die block. However, even though the weld is not penetrating, it can be difficult to not have a bulge on the underside of the weld. The test specimen can then ride on the bulge, which will alter the augmented strain and the heat transfer between the test specimen and the die block. The heat transfer between the test specimen and the die block is also difficult to model, which makes the FE analysis much more computational heavy.

A better weldability test for calibrating and testing the WSC model on sheet metals is the controlled tensile weldability (CTW) test, developed at BAM Federal Institute for Materials Research and Testing [3]. In this test, the test specimen is again a plate, but is now loaded in pure tension. The load can be applied prior to or during the welding, at a well controlled loading rate. The CTW test overcomes many of the problems associated with the Varestraint test. The loading is uniform throughout the thickness of the test plate, and fully penetrating welds can be used. The test is also more easy to model because there are no thermal or mechanical contacts between the test specimen and the support plates, and between the test specimen and the die block, as in the Varestraint test. The deformation of the test plate can simply be applied by a controlled displacement at one boundary of the plate.

A test similar to the CTW test is planned to be built so that the WSC model can be further tested. It can then be tested at conditions that resemble the conditions in real welds better than what is possible with the Varestraint test. With further testing, the ability of the WSC model to handle variations in welding speed and heat input could also be investigated.

### 6.4.2 One-dimensional flow

One of the major assumptions in the WSC model is that the direction of the GBLF flow always is in the growth direction and that there is no flow interaction between different GBLFs. This makes the WSC model computational cheap compared to, e.g., granular models. It just takes about one minute to compute the CIL for 10 GBLFs (not included the wall time of the FE model for obtaining the temperature and strain data). The approximation of 1D flow is assumed to be roughly valid when sheet metals of alloys with large solidification temperature intervals, and with fully penetrating welds are welded. In this case, long isolated GBLFs are assumed to exist due to the large solidification interval. And due to the fully penetrated welds, deformation and temperature variations in the thickness directions of the sheet metal are assumed to be small. Further, if we assume a state of plane stress in the sheet metal, GBLFs whose normals are perpendicular to the surface normal of the sheet will be mostly deformed. Because deformation and temperature do not vary much in the thickness direction of the sheet, the liquid flow in the thickness direction of these GBLFs are assumed to be small. Moreover, if we assume that the cracking occurs at a location close to the terminal solidification, then it can be assumed to occur in the part of the GBLF that is isolated from other GBLFs. Thus with the above conditions, the assumption of 1D flow is assumed to be roughly valid. However, if these conditions are not valid, this assumption becomes less valid, and more advanced models like granular models are required.

### 6.4.3 HAZ liquation cracking

HAZ liquation cracking could be found in the Varestraint tests in this study. But the WSC model cannot jet handle this type of cracking, and they were therefore ignored in this work. However, right now the WSC model is being extended...
to also cope with HAZ liquation cracking, and the result is planed to be published in the near future.

7 Conclusions

A computational welding mechanics model (CWM model) for Varestraint tests of alloy 718 has been developed. It has been used to calibrate and evaluate the weld solidification cracking model (WSC model) that was developed in parts I and II of this study. This WSC model computes a crack initiation length (CIL), which represents the length of a grain boundary where cracking may initiate, using data from the macroscopic temperature and the mechanical strain fields of the CWM model. Special emphasis was put on the material model of the CWM model in order to compute these fields in the high-temperature region where the cracking occurs.

The developed WSC model could estimate several WSC features of the Varestraint tests. For example, the location of the crack susceptible region, crack orientations, and crack widths, predicted by the WSC model, all agreed fairly well with experimental tests. A sensitivity analysis of the WSC model demonstrated that the permeability, the strain localization, and the surface tension are the parameters that influence the CIL most in the Varestraint tests, whereas solidification shrinkage had limited effect on the CIL.
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