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ABSTRACT Due to the remarkable increase in e-commerce transactions, people try to have an appropriate choice of purchase through considering other people’s reflected experience in product’s or service’s reviews. Automatic analysis of such corpus requires enhanced developed algorithms based on natural language processing and opinion mining. Moreover, the linguistic differences make extending existing algorithms from one language to another challenging and in some cases impossible. Opinion mining focuses on different subjects of review analysis such as spam detection, aspect elicitation and polarity allocation. In this article, we focus on detection of explicit aspect and propose a methodology to overcome some difficult and problematic aspect compounds in the form of multi-words format in Persian language. Our approach proposes the construction of a directed weighted graph (ADG structure) based on some yielded information from FP-Growth frequent pattern identification algorithm on our corpus of Persian sentence. Traversing some special paths within the ADG graph according to our developed rules could lead us to the extraction of problematic multi-word aspects. We utilize Neo4j NoSQL graph database environment and its Cypher query language in order to create the ADG graph and access the desired paths that reflects our developed rules on the ADG structure which lead us to extract the multi-word aspects. The evaluation of our methodology with the existing approaches on the issue of aspect derivation in Persian language including ELDA, SAM, an MMI-based and an LRT-based algorithms indicates the robustness of our approach.

INDEX TERMS Aspect extraction, explicit aspects, multi-word aspects, opinion mining, Persian aspects, sentiment mining.

I. INTRODUCTION

Opinion mining as a sub domain of data mining is tightly related to natural language processing and has a numerous applications in various domains including customer relationship management and marketing. Elicitation of online sentiments and votes of customers makes the initial corpus as a base on which the opinion mining approach works. Tourism related activities could take advantage of this trend and attract their customers via utilizing social medias and web sites in which customers and guests could freely express their experience on different hotels’ or other tourism’ services. Nowadays users face with overloaded information of this type since before decision making on using a special service or purchasing a product, they consider other users’ experience. Due to the great number of web sites that lists users’ ranking, votes and opinions on tourism services, reading all of them in a non-automated manner is an impossible and a tedious task for capturing a general picture of a tourism service.

Opinion mining tries to extract users’ opinions on a product or service. The problem is that due to the great differences in linguistic structures, an accurate and trustworthy text mining and NLP based approach on a language could not be extended to the others. One challenge in this domain is that users express positive or negative sentiments on different features of a product or service but this doesn’t mean that they have positive or negative opinions on that product or service as a whole [1], [2]. So opinion mining on aspect level tries to derive those textual concepts that users express their thoughts and votes on them. Some example of aspects on a hotel...
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entity could be hotel’s location or architecture and some aspects on cell phone entity could be battery life or camera. Moreover, aspects are categorized into two classes of explicit and implicit ones. For example in the sentence “This hotel is expensive but the service quality is fantastic”, the focus in the first place is on the hotel entity as a whole, then the word “expensive” as an opinion word mentions “price” as an implicit aspect while the rest of the sentence comments on “service quality” as an explicit aspect. The focus of this article is on the extraction of explicit aspects.

This article’s aim is to address the aspect extraction challenges in Persian language. So, the initial data set is gathers based on the online submitted users’ opinions from iran-hotelonline.com and egardesh.com2 web sites on tourism and in particular on hoteling domain. Next, the preprocessing phase includes text normalization, informal phrase identification and transformation of them to formal ones and part of speech tagging are implemented. Then our sentimental field oriented vocabulary (here on hoteling domain) is constructed for the first time on Persian language and the associated graph is built for faster traversal and information retrieval especially for opinion spam detection. The third stage includes subjectivity categorization and separation of subjective and objective sentences. The forth phase consists aspect extraction. So an initial candidate set is populated through utilizing a compound method based on high frequent word’s occurrence and the nouns that happens with a variable radius from the opinion words. Then after employing a pre-pruning process, the single-word aspect words have been extracted. The main challenge lies on multi-word aspects extraction. We utilize the dependency graph to capture those multi-word aspects that includes noun phrases. But based on the linguistic structural complexity in Persian language, employing dependency graph has its own challenges. For example while the nominal phrase of “personnel’s behavior/ᄌرف‌گر کارکنان” is an aspect, the phrases such as “good personnel’s behavior/_good_ᄌرف‌گر خوب کارکنان” happens in Persian in a way that the adjective comes in between the two words that makes the multi-word aspect extraction a challenging task. Hence in this article, the related challenges for aspect extraction from problematic aspect compounds in Persian language are addressed. To do so, the FP-Growth algorithm is employed for identification of dependent words that come together with the notion of frequent item sets in the market basket. We also develop some rules as the post pruning task to omit some candidate multi-word aspects. These stages is used to set up a weighted and directed graph for multi-word aspect elicitation in Persian language through traversing some special paths according to our developed rules. We compare the results with four approaches of ELDA, SAM, MMI-based and LRT-based approaches which were proposed in literature for multi-word aspect extraction in Persian language. The evaluation results shows the robustness of our approach in compare to the others in extracting aspect compounds.

In continue, we review the related literature on aspect extraction in English and Persian languages since the most algorithms are proposed for English language. Then the methodology of this article will be discussed in detail. Finally, the evaluation results and the conclusion will be presented.

II. RELATED WORKS
Mohammadi et al. (2019) employed an unsupervised approach for detecting explicit features in Persian language. Their methodology consists text preprocessing, identification of syntactic word’s roles and drawing sentence dependency graph from which the features and sentiments were extracted together in separated windows. This research tires to distinguish between the adjectives as a part of noun or as a part of a sentiment in the sentence structure. To detect explicit multi-word features they employed LRT test with the sentence dependency graph to check the co-occurrence of words. For this aim, they considered the lexical and syntactic roles of the words together. In this research, some challenges regarding the linguistic structures of Persian sentences have been listed as represented in table 1 [3].

Bagheri (2019) developed a joint sentiment-aspect detection model (SAM) based on LDA approach. This article adds a sentiment layer in topic modeling method of LDA in which aspects were considered to be related to sentiment labels which the latter is associated to the documents. SAM generates documents by latent single and multi-word topics and models the distribution of words around each topic. For an aspect based analysis, the model in SAM learns the unigram and bigram distributions over the topic by introducing word status in order to learn samples from the type of distributions. SAM also works on document level. The author applied SAM on English and Persian languages on three domains of film, cell phone, DVD players’ and restaurant reviews. This research listed some obstacles in detecting aspects from Persian sentences as illustrated in table 1 [4].

Razavi and Asadpour (2017) proposed an unsupervised approach for aspect identification based on an embedding word method in Persian reviews. In this research, the aspect keywords are conceptually categorized by utilizing syntactic and semantic relationship in word embedding vectors in order to differentiate between implicit and explicit aspects and the elicitation of multi-word aspects [5].

Rabooki et al. (2015) introduced a methodology to extract features in Persian language on cell phone reviews and phones in university domain expressed by students. Their work include the construction of a Persian lexicon to determine the orientation of user’s reviews, preprocessing, POS tagging and syntactical dependency parsing. Their research extracted features based on the frequency and grammatical dependency notions and they found out the better

1 A Persian hotel reservation web site
2 A Persian hotel reservation web site
3 Likelihood Ratio Tests
4 Latent Dirichlet Allocation (LDA)
results from applying the latter approach but they indicated that grammatical based approach could not work well in detecting features’ polarity [6].

Bagheri et al. (2013) proposed an unsupervised domain independent model to extract implicit and explicit aspects by first detecting multi-word aspects and then measuring the impact of a sentiment word in a sentence on this process. Authors employed a bootstrap based method in order to score aspects based on their proposed PMI and frequency based metric. They used the explicit derived aspects and opinion words for extracting implicit aspects. They checked the accuracy of their algorithm on English reviews on electronic products [7].

Shams and Baraani (2017) worked on aspect extraction by proposing ELDA that works based on topic modeling algorithm of LDA and utilization of a prior knowledge of those similar aspects that occur together on the related topics in an iterative manner. They evaluated their algorithm on English and Persian languages [8].

Wu et al. (2018) suggested a hybrid supervised approach of machine learning and rules to carry out the tasks of ATEs and OTEs. First based on linguistic rules, they extracted nominal phrases as initial aspects and opinion targets. Then based on domain knowledge, they filtered out some irrelevant aspects. Then they used these data to train a GRU deep network in order to perform ATEs and OTEs [9].

Dragoni et al. (2018) suggested an opinion monitoring system for aspect extraction from real-time reviews based on unsupervised approaches encouraged users to visualize the analyzed data. The proposed architecture of this research could be used to produce a ranking system for better representation of opinions to highlight the positive and negative points of the entity. The effectiveness of this approach had been checked in SemEval challenge [10].

Marcacini et al. (2018) employed a cross-domain transfer learning approaches for aspect extraction problem through utilizing the labeled aspects of some domains in another domain in which there were no labelled aspects. To overcome the inconsistency of the mentioned approaches for feature space differences, they proposed the CD-ALPHN approach. Their network was constructed based on different information from labelled and unlabeled aspects and linguistic features [11].

Da’u et al. (2019) proposed the deep-learning approach of AODR for recommendation systems. In this method they extracted product aspects and associated weights through a deep learning method and then merged them into

---

| Challenge | Combination | Example |
|-----------|-------------|---------|
| 1         | Noun + Adjective | نوفمبر هتل طراحی شده بود. |
| 2         | noun + noun (+ noun) | نیروفرآیه برای استفاده در بخش مکانیکی |
| 3         | magnetic field strength | 1 Oe \(\rightarrow10^{5}/(4\pi)\) A/m |
| 4         | Adjective + noun (1st form) | زیبایی محوره خوب بود. |
| 5         | Adjective + noun (2nd form) | ارزش در مورد |
| 6         | Intersection | نمایش/توپن |
| 7         | Handwriting | نام/بکار/نام |
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---

5 Aspect Term Extraction
6 Opinion Target Extraction
7 Gated Recurrent Unit
8 Cross-Domain Aspect Label Propagation through Heterogeneous Networks
9 Aspect-based Opinion mining using Deep learning method for Recommender
a CF\textsuperscript{10} filtering method. Their approach included two main parts for extracting the aspects and then generating recommendations that employs TF\textsuperscript{11} method in order to fetch the overall rating prediction [12].

Wan et al. (2020) developed the AC-LDA\textsuperscript{12} approach in order to overcome the main problem of LDA method due to its incapability in deriving co-occurrence relationship such as aspect-aspect or aspect-opinion compounds. They extracted different word combinations and merged them into the LDA along with some constraints for preventing biased results caused by some general aspects for learning purpose. Their testing domain was on digital cameras from Taobao web site on Chinese language. They reported the identification of secondary aspects, low-frequency words and opinions without aspects with their approach [13].

Bagheri (2013) et al. listed some problematic linguistic related structures in Persian which made the task of aspect extraction difficult especially the existence of white spaces as inter-word or intra-word spaces as represented in table 1. They developed a Naïve Bayes based approach for polarity classification of sentiments and introduced a modified mutual information measure as MMI for feature selection. They applied their approach on Persian reviews on cell phones [14].

Shams and et al. (2012) presented a novel approach for generation of a lexical resource named PersianClues used for sentiment analysis in Persian language. Moreover, a novel unsupervised LDA-based sentiment analysis method called LDASA was proposed. In order to generate the PersianClues, at the first phase, an automatic translation approach was used to translate the existing English clues to Persian. Next, iterative refinement approach was used to correct the erroneous clues resulted from previous step. Then, topic-based polar sets were achieved from these clues and finally, each document was categorized into its related polarity using a classification algorithm [15].

Basiri and Kabiri (2017) addressed the problem of resource scarcity by introducing two new resources; a sentence-level dataset for sentiment analysis in Persian of SPerSent and a new Persian lexicon, CNRC. SPerSent contains 150000 sentences, each associated with two labels; a binary label indicating the polarity of the sentence, and a five-star rating. These labels were obtained automatically using a lexicon-based method. Specifically, three lexicons were used independently to label each sentence. Then, the majority voting and average methods were used to aggregate the results for polarity and five-star labels, respectively. Finally, Naïve Bayes, was used to evaluate the SPerSent [16].

Shams and et al. (2020) proposed three coarse-grained phases which were partitioned to manifold fine-grained operations. The first phase extracted the prior domain knowledge from dataset through selecting the preliminary polarity lexicon and aspect word sets, as representative of aspects. These two resources, as primitive knowledge, were assigned to an expectation-maximization algorithm to identify the probability of any word based on the aspect and sentiment. To determine the polarity of any aspect in the final phase, the document was firstly broken down to its constituting aspects and the probability of each aspect/polarity based on the document was calculated. They applied their approach on Persian and English reviews [17].

Liu et al. (2019) proposed a feature selection method called GI-FSw. It can be used to deal with the imbalanced classification problems, which are commonly encountered in real-world datasets. Its novelty was on the usage of imbalanced ratio dependent weight to revise the original Gini index. In other words, an embedded feature selection method using weighted Gini index (WGI) was used in their research. Its comparison with Chi2, F-statistic and Gini index feature selection methods showed that F-statistic and Chi2 reach the best performance when only a few features were selected. As the number of selected features increases, theirs proposed method had the highest probability of achieving the best performance. The ROC, AUC and F-measure were used as evaluation criteria. Experimental results with two datasets showed that ROC and AUC performance could be high, even if only a few features were selected and used, and only changed slightly as more and more features were selected. However, the performance of F-measure achieved excellent performance only if 20% or more of features were chosen. The results were helpful for practitioners to select a proper feature selection method when facing a practical problem [18].

Cai and Zhu (2018) proposed an effective feature evaluation criterion for multi-label feature selection, called neighborhood relationship preserving score. This criterion was inspired by similarity preservation, which is widely used in single-label feature selection. The method evaluated each feature subset by measuring its capability in preserving neighborhood relationship among samples. Unlike similarity preservation, authors addressed the order of sample similarities which can well be expressed the neighborhood relationship among samples, not just the pairwise sample similarity. Under this criterion, they also designed one ranking algorithm and one greedy algorithm for feature selection problem. The proposed algorithms were validated in six publicly available data sets from machine learning repository. Experimental results in six publicly available data sets from two application areas demonstrated that the proposed algorithms were superior to previous algorithms. In this implementation, they only used a simple linear kernel to construct the sample similarity matrix [19].

Zhang et al. (2019) proposed a semi-supervised STCS lexicon model based on spectral Clustering (SC). They proposed a method for constructing a topic-specific sentiment lexicon, which comprises three following models: first, they proposed a filtering text model, namely, FT model, to calculate the text influence value and obtain topic-specific hot comments as a preprocessing data set. second, in theirs proposed

\textsuperscript{10}Collaborative Filtering
\textsuperscript{11}Tensor Factorization
\textsuperscript{12}Association Constrained LDA
constructing sentiment relationship graph model, namely, CRM model, three factors, the base sentiment similarity, topic sentiment similarity, and synonym sentiment similarity between each pair of sentiment words, were proposed and calculated in theirs data set, and then they could obtain the factor of final sentiment similarity by adding the three values in proportion. Finally, they proposed a spectral clustering model, namely, SC model, to cluster the sentiment words on the basis of a sentiment relationship graph for obtaining the topic-specific sentiment lexicon, namely, STCS lexicon. The algorithm analysis and experimental results showed that the sentiment lexicon constructed by the STCS lexicon model exhibits better performance. It can accurately identify the sentiment of topic-related sentiment words [20].

Chakraborty et al. (2020) provided a multifaceted insight into the evolution of sentiment analysis into the limelight through the sudden explosion of plethora of data on the internet. This a article presented a detailed survey of social networks and its related terms. The works that had been accomplished relating to cluster, community and social networks had been described in its scope. This article mainly aims to bring out the shortfalls of the wide variety of papers making it easy for researches to apply sentiment analysis methods after accumulating data from social media. Authors also addressed the process of capturing data from social media over the years along with the similarity detection based on similar choices of the users in social networks. The techniques of communalizing user data had also been surveyed in this article. Data, in its different forms, had also been analyzed and presented as a part of survey in this article. Other than this, the methods of evaluating sentiments have been studied, categorized, and compared [21].

Kang et al. (2018) proposed a Bayesian inference method to explore the latent semantic dimensions as contextual information in natural language and to learn the knowledge of emotion expressions based on these semantic dimensions. They proposed two Bayesian models DWET and HDWET for exploring the latent semantic dimensioned as the context in natural language, and for learning the knowledge of emotion expressions with respect to these semantic dimensions. The basic idea was that probabilistic influence could flow between emotions and topics in Bayesian inference through a V-structure in the models, in which the emotion variable and the topic variable were located as two parents of the observed word variable. Theirs method synchronously inferred the latent semantic dimensions as topics in words and predicted the emotion labels in both word-level and document-level texts. Theirs experiment of the document-level and word-level emotion predictions, based on the Chinese emotion corpus Ren-CECps, demonstrated a promising improvement for emotion recognition compared to the state-of-the-art emotion recognition algorithms. The DWET model outperformed all base-line algorithms for word and document emotion predictions and the HDWET model, with a flexible concentration parameter injected in the hierarchy of corpus-level document emotion distribution, allowed a self-adjustment of emotion distributions through different documents, and significantly improved emotion recognition for the less common emotion categories with even better Recalls and F-scores compared to the DWET model [22]. LV et al. (2017) reviewed social media based transportation research with social network analysis and data mining methods. They summarized main research topics in this field, and reported collaboration patterns at levels of researchers, institutions, and countries, respectively. Generally this article reviewed recent advances in transportation by datamining, in which they analyzed researcher, institution, and country level collaboration networks, and research topics. To gain in depth understanding of social media based transportation research, they used social network analysis methods to analyze recent advances in this field and found out that the networks are relatively sparse which implies the future great development [23].

III. PROBLEM STATEMENT

Due to the fact that the task of opinion mining as a whole and one of its subdomain as aspect extraction could not be extended from one language to another due to the linguistic differences among languages, this article focuses on explicit multi-word aspect extraction in Persian language. For this aim, there are some problematic compounds structures that makes the task of multi-word aspect derivation a challenging task. Compounds such as noun + adjective, noun + noun and noun + adjective + noun happens as common structures in Persian sentences and a robust approach is on demand to extract them. There are some other methods but they either focused on single-word aspect elicitation or the derivation of simpler aspect compounds. We developed the ADG graph structure and some rules to traverse special paths along the graph in order to address these problematic aspect compounds’ extraction that will be discussed in continue.

IV. METHODOLOGY

In this section, our methodology for aspect extraction will be discussed. For the aim of aspect elicitation, we need to prepare our data through step one to three as depicted in figure 1. Aspect extraction will be performed in step four through four sections of A, B, C and D.

The initial dataset of this research consists the textual Persian opinions of users on domestic hoteling domain in Iran in a five years period that are collected from iranhotelon-line.com and egardesth.com web sites. Data was collected through a web crawler and saved in a database. The web crawler is developed in the C # programming language. Opinions was in the form of paragraphs of different sizes. We collected 10000 opinion paragraphs. Preprocessing of such texts includes text normalization, transformation of informal phrases to formal terms and part of speech tagging that have been carried out through NLTools13 in Persian.

13A Persian based software as a text parser, POS tagger, stemmer and text normalizer developed in Ferdosi university of Mashhad, Iran.
After POS tagging, adjectives and adverbs were extracted as sentimental words and opinions with ADJ and ADV tags to form the sentimental vocabulary in the field of hoteling. Such words were utilized to form our sentimental vocabulary.

First we separated sentimental words according to their POS as ADJ and ADV with different polarities and populated the initial vocabulary. Then through utilizing online dictionaries, we automatically searched the synonyms and antonyms of the words that we had in our initial vocabulary to extend the initial set. This approach was used in Hu and Liu (2004) [26]. This process was carried out in an iteration basis until no new words could be added to the vocabulary. After finishing the process, a manual review process was performed for checking the whole set. The result was a sentimental hoteling oriented vocabulary includes any nouns, adjectives and adverbs that users used to express their opinions for hoteling products and services. For faster and optimized utilization of the constructed vocabulary, in this phase the sentimental graph was drawn based on the sentimental vocabulary. To do so, we used graph based NoSQL database software of Neo4j. This graph includes 3062 vertices and 4763 edges. All adjectives, adverbs and any nouns was illustrated as vertices in different colors of blue, green and yellow respectively. Edges were drawn between those nodes that were in synonym or antonym relations with different colors. For example, edges of green color indicates synonym relations between any words and adverbs, edges of blue color indicates synonym relations between any words and adjectives and edges of yellow color indicates synonym relations between any words and nouns. After the manual control, we added 1508 words in hoteling domain that were not appeared in our gathered opinion paragraphs such as “Lobby”, “Architecture”, “Design”, ... in order to have a complete vocabulary in hoteling domain. As a result, our final vocabulary consists of 4570 words.
This vocabulary construction process was discussed in our previous research in detail [27]. Figure 2A and 2B depict a part of our sentimental hoteling oriented vocabulary in the form of the discussed graph structure.

For classifying the Subjectivity of sentences, they should be categorized into two groups of objective and subjective ones. An objective sentence expresses real information such as “the parking of this hotel located at the west wing”. On the other hand, a subjective sentence expresses opinions, ideas, or judgments such as “the parking of this hotel is very spacious”. We use the constructed vocabulary at the previous stage for determining the subjectivity based on Wiebe (2000) method [28]. Since most approaches for sentiment categorization are based on supervised learning, Wiebe [28] proposed an unsupervised method for sentiment categorization for which he utilized distributive similarity of Lin [29] in order to overcome the shortage in the volume of phrases including opinions in its primary corpus. We used Wiebe method for sentiment categorization and separation of objective and subjective sentences because according to its unsupervised nature, the algorithms does not need labelling all the samples. Since we constructed our sentimental dictionary at first, we does not need to employ Line method as Wiebe used. In this research, we developed a C# program based on the Wiebe method to differentiate between subjective and objective sentences based on two input files; our sentimental vocabulary and the preprocessed dataset. The result found out 21474 subjective sentences among 10000 paragraphs. The sentences such as “the personnel behavior was very polite” and “the hotel location was very good” are two examples of this phase’s output.

These phases are the needed infrastructures that first we used them in our other paper for opinion spam detection in Persian hoteling reviews [30] and now we utilize it for the task of aspect extraction that will be discussed in continue. Since aspects are the state of an entity on which users express their opinions, they usually appear within a subjective sentence as noun terms. So, upon extracting nouns and conceptual categorization of them we could reach a chaotic set of aspects in the first place.

Generally, the data preparation phase includes four automatic tools as: a web crawler (written in C#) for gathering the users’ opinions that could be employed frequently in an interval to refresh the corpus, an NLPTools for preprocessing step that could be done automatically, an automatic search on online dictionary for the construction of our sentimental dictionary, that could be run anytime, a written program in C# that works based on the sentimental dictionary and the initial dataset for discrimination of objective and subjective sentences in order to begin the process of extracting the
single-word or multi-word aspects. So in the interval of a week or a month, or any other time frequency, the corpus could be refreshed automatically.

This section consists of four steps of creating aspect candidate set, pre-pruning the candidate set, single-word aspect extraction, and multi-word aspect extraction as we will discuss in continue. Figure 3 depicts these steps along with the employed algorithms in each phase.

In the first part, the aspect candidate set is built based on the 10000 subjective preprocessed sentences from the previous part. Then the sentences were labelled for part of speech tagging through NLPTools [24]. This aim is carried out through utilizing a radius based notion which indicates the distance of the aspect term from the opinion words. While this radius is a constant number in many languages such as English, it is varied in different type of sentences in Persian language due to the linguistic structural complexity. Table 2 illustrates the output of NLPTools for POS tagging of some sample Persian sentences expressed by users and also indicate this various length radius in Persian language.

We develop a C# based program to extract all nouns with various radius distance from the opinion words [31]. Since aspects are those nouns that is frequently mentioned by users, they are among the words with high frequency occurrences of an entity. So upon employing TF-IDF approach via RapidMiner software as illustrated in figure 4 we reached a list of words according to their frequency based weights. In this implementation, we consider using Stemming and Tokenizer operators in order to avoid having words with the same stems or no standalone and meaningful tokens in the output. At this step, we populate the aspect candidate set based on the intersection of the output lists from applying varied radios notion and TF-IDF algorithm. The created aspect candidate set includes special nouns such as brand names and many synonym words that examples of the latter are "personnel, employee, staff" or "equipment, stuff" that belongs to the same conceptual group. So, in this section as illustrated in figure 3 with label B, the pre-pruning of the aspect candidate set was performed. The process includes the omission of brand names and conceptual grouping of synonym words which the latter was carried out based on our constructed discussed sentimental vocabulary. The remained set members will form our single-word aspects. Some examples of the...
FIGURE 4. Operation pipeline for word frequency detection with TF-IDF approach in RapidMiner software.

TABLE 2. Sample Persian sentences with various radius length distance of aspects to the opinion words which is pos tagged by NLPTools [24].

| Sentences                                                                 | POS tags labelling                                                                 | Opinion words            | various length radius |
|---------------------------------------------------------------------------|-----------------------------------------------------------------------------------|--------------------------|-----------------------|
| برخورد کارکنان در این هتل نسبت به همه مسافران هنوز عالی و محترم هست.       | پرداخت 4، کارکنان 4، در 4، این 4، هتل 4، N، نسبت 4، به 4، همه 4، مسافران 4، هنوز 4، عالی 4، محترم 4،ymph. | محترم هست.               | 5                     |
| The personnel behavior at this hotel was excellent and respectful for all the passengers of the hotel. | در 4، صحیح 4، به 4، جای 4، سوسیس 4، و 4، کلاسیک 4، از 4، گروههای سیزیجات 4 | Good                       | 9                     |
| و گریز اسفاده می‌شود که بسیار عالی و خوشمزه بود. | مناسب 4، در 4، این 4، هتل 4، فضایی 4، کمی 4، برا 4، پارک 4، در نظر گرفته شده است. | Excellent                   | 4                     |
| At this hotel's breakfast, instead of sausages, vegetable and meat groups were served, which was excellent and delicious. | در 4، صحیح 4، به 4، جای 4، سوسیس 4 | احتمال کمی این این هتل نسبت به همه مسافران هنوز عالی و محترم هست. |                        |
| و گریز اسفاده می‌شود که بسیار عالی و خوشمزه بود. | مناسب 4، در 4، این 4، هتل 4، فضایی 4، کمی 4، برا 4، پارک 4، در نظر گرفته شده است. | Good                       | 5                     |
| The facilities of this hotel were not good at all compared to its price.   | احتمال کمی این این هتل نسبت به همه مسافران هنوز عالی و محترم هست. | Good                       | 5                     |

We have already applied a pre-pruning step that not only impacts on the extraction of single-word aspects but also has...
a great impact in reducing the unwanted and noisy word in the initial candidate set before setting up our proposed ADG graph structure.

In the next stage, our aim is to find out multi-word aspects such as "sound insulation," "room cleanliness," and "restaurant's quality." This task is very challenging according to linguistic complexity in Persian language.

This section describe our approach to achieve this goal and solve the problem through three steps of: 1- utilizing dependency graph, 2- overcoming the problematic structures and 3- post pruning, that will be discussed in continue. We used the dependency graph in order to detect those multi-word aspects that are nominal phrases and exists in the initial pruned candidate set separately and they are not detected as related and dependent terms. We employed HAZM tool that is dedicated to parsing Persian sentences [32]. This tool determines words’ dependency and syntactic structure of a sentence. According to the dependency graph, some possessive relationship among words results a combined phrase of noun+ noun + noun structure such as “restaurant food quality." But the main challenge here is that in Persian linguistic structure, there are many phrases which could be categorized as multi-word aspects that they are not in the form of a pure nominal multi-word structure. For example in the sentence “The location is very good," the word "location" is two words in Persian as "loca-tional positioning" and word "loca-tional" is an adjective in Persian in aforesaid two words format. The dependency graph for a sample Persian sentence is depicted in figure 5. In this graph, "restaurant food quality" is detected as dependent words in the sentence of “The restaurant food quality was not bad.”

The dependency graph of this sample sentence is illustrated in figure 6 in which we couldn’t fetch the compound of “loca-tional positioning” as a multi-word aspect since it determine “loca-tional” as an adjective. As a result we could not rely on dependency graph as a means to overcome the problematic structures.

To overcome this challenge, we first consider all compounds in Persian that could be categorized as multi-word aspects. These compounds were listed in table 1 that collected and summarized by Mohammadi et al. [3]. As illustrated in the first three rows of table 1 (row No. four is a noun + noun format and row No. 5 represent a compound adjective), three forms of noun + adjective, noun + noun (+noun) and noun + adjective + noun could yield multi-word aspects in Persian language. In this research, we focus on elicitation of compounds in these three formats. For this aim we propose the construction of a weighted directed graph that we call it ADG as aspect detection graph from now forward. To do so, we employ FP_Growth algorithm and utilize its output information in some parts of the ADG structure including the existence of edges and the weights of edges. FP-Growth is a frequent pattern detection algorithm that mostly is employed in market basket analysis tasks such as another well-known algorithm of Apriori. The speed of FP-Growth in constructing the growing tree of frequent patterns are considerable and it is among the best ones to extract association patterns of the frequent item sets. Since the co-occurrences of dependent words could be seen as a frequent item sets in a market basket,
we employ FP-Growth algorithm to detect these dependencies to show the multi-word terms. Here we set parameters as support = 1, min item set = 2 and max item set = 3 for FP-Growth algorithm since the longest multi-word aspect we faced includes three words.

Figure 7, depicts the pipeline for FP-growth implementation in RapidMiner software. Through utilizing the last operator of “Create Association rules mining”, we are able to see the output association rules that are depicted in figure 8 (A). Figure 8 (B) shows the translation of rules. Figure 8 is limited to the rules that include any compound which include the two nouns of “personnel/behavior”.

So in the ADG (V, E), V as vertexes are the terms with any POS tags that appeared so far in our dataset that we illustrate them with different labels represented different classes of nodes according to their categorized POS tags. To do so, that all tags that refer to nouns such as NN, NNP, NNS, NNPS have the same class, all tags refer to adjectives such as JJ, JJR, JJS have the same class and .... We used different colors to show these various object groups in Neo4J. Also, E as edges refers to the sequence of terms in a sentence. We allocated the edges’ weights according to the number of occurrences of the two nodes together in our corpus extracted from FP-Growth algorithm. Since verbs in a Persian sentence appear at the end of sentences, so visiting a node with verb class indicates reaching the end of a sentence in ADG graph. For simplicity, we consider a path of maximum 10 edges length as the distance between the end of our aspect compounds and the end of each sentence in our Cypher codes. We implemented the ADG structure in the graph-based NoSQL database of Neo4J. A portion of ADG graph is illustrated in three compounds in a way that figure 9 depicts the ADG graph for compounds in the form of noun+adjective such as “locational positioning (good location)/”. figure 10 illustrates the compound of noun+noun such as “personnel behavior/”. and figure 11 represents the ADG graph for compounds in the form of noun + adjective + noun such as “personnel excellent behavior/”. Table 3 illustrates some sample Cypher codes as the Neo4J query language we implemented to retrieve the three types of A, B and C compound aspects from our ADG structure.

As described above, all dependent words resulted from employing FP_Growth algorithm to the pre pruned candidate...
aspects were appended to the ADG graph to complete the graph structure. Each compounds then were compared to the rules we developed as illustrated in table 4 to be remained or omitted from the final aspect list. So, these rules are developed as a post pruning means for compound based aspects.

As could be seen from table 4, if described conditions are satisfied, the identified aspects will be remained in the aspect list (e.g. rows No. 1, 2, 3) and otherwise they will be removed (e.g. row No. 4). As another post pruning and controlling attempt, we employed the PMI formula for checking the
mutual occurrence of our derived compounds and removed those with low score. We set the threshold of PMI to zero in order to omit negative scores. We run Cypher as the query language of Neo4j in order to reflect our developed rules to achieve those paths that included the multi-word aspects. Some of the derived aspects either single word or multi-words in hoteling domain from our proposed methodology are listed in Table 5.

V. EVALUATION

For evaluation of our methodology in the first place we employ fundamental algorithms of frequency-based, POS based and LDA on our dataset to extract single-word aspects. LDA topic modeling algorithm yields clusters of words in a way that each cluster is equal to a topic [33]–[36]. The pipeline to implement LDA approach in RapidMiner is illustrated in figure 12.

Another approach for aspect elicitation is a part of speech based method that is used by Hu and Liu (2004) and Blair and Goldensohn (2008) for extraction of infrequent aspects in a way that the nearest noun(s) to the sentimental or opinion oriented words labelled as aspects [26], [37].

We also implement this method on our dataset. Another algorithm we employed was checking our results with extracted aspects based on words with high frequency notion in a way that used by Ku, et.al (2006) in paragraph and document levels according to TF_IDF scheme [38].
approach also used by Hu and Liu (2004) on nouns and nominal phrases according to a heuristically set threshold for words’ frequency rate [26]. We implemented this approach by setting the threshold to 50 and as a result, 5 aspects populated the output set. In this trend we also utilized the word count diagram to illustrate the high frequency words according to the research by Scaffidi, et al. (2007) [39]. Figure 13 (A) depicts the derived word count diagram and figure 13 (B) shows its correspondent aspects and their importance weights.
Lastly the aspects are derived based on human judgement. The result of all of these implementations are presented and compared in figure 14.

As illustrated in figure 14, our methodology extracted the most number of single word aspects in compare to the derived aspects from human judgement task as the base
and frequency based, POS based and LDA approaches. Figure 15 shows the comparison of our methodology with other three approaches of frequency based, POS based and LDA in terms of F-measure for extraction of single-word aspects. It could be seen that our methodology along with the frequency based approach has the best results according to the number of extracted aspects and their accurate concepts.

The causes of these differences are POS based approaches consider the nearest noun term to the sentimental word while as discussed earlier, Persian sentence structure demands various radius in this matter while LDA topic modeling is incapable of distinguishing between sentiment and aspects and categorized both of them under a topic.

We evaluate our approach in extraction of multi-word aspects separately. Figure 16 depicts the comparison of our approach to four methods of LRT-based [3], SAM [4], ELDA [8] and MMI-based [14] in extracting three forms of multi-word aspects since the aim of these approaches are extraction multi-word aspects in Persian language from different perspectives. As could be seen, the results of our method outstrip the results of other four approaches in detecting the type C multi-word aspects. Our methodology has an equal predominance to MMI-based approach in
detecting type A and B multi-word aspects while outperforms LRT-based, SAM and ELDA methods.

It is necessary to note that the MMI-based approach only detect the two-words aspects in the form of noun + adjective and noun + noun compounds and has no strategy to detect the third form of noun + adjective + noun. The SAM approach as described previously uses LDA method to detect single-word aspects then utilizing the Markov chain, considers word orders, co-occurrence of the words and the word’s frequency. Hence it has a good results in detecting type A and C aspects while its results is not satisfactory in detecting type B aspects since it considers the co-occurrence of sentiment and aspect together in the form of noun + adjective more that noun + noun compounds. The ELDA approach has an appropriate results in detecting all three types since this method first applies LDA algorithm on the data set and then extracts all hubs and bridges based on the three notion of occurring with aspect terms, not belonging to the aspect itself and exclusiveness of a hub to one aspect. Then after removing all bridges, it improves LDA through the acquired knowledge. The ELDA and SAM approach according to the authors are not domain specific and could be extended to both English and Persian language. Hence they are not concentrated on handling aspect derivation problems in Persian.

VI. CONCLUSION
Since, in recent years, the number of transactions through utilizing e-commerce has had remarkable growth, people try to have an appropriate choice to purchase a product or service. One trend to achieve this goal is through considering other people’s reviews that express their experiences on it. In order to automatically extract the meaningful entities from short or long reviews, some linguistic-based tools are on-demand in each language, which work based on computer algorithms along with embedded linguistic knowledge. Opinion mining with the aid of natural language processing works in this domain. The problematic issue is that due to the linguistic differences, most of the applicable techniques in a source language cannot be easily extended to the others.

This article proposes a methodology for explicit aspect extraction from Persian reviews for both single-word aspects and multi-word aspects which working on the latter group is a more challenging task. To do so, we develop our methodology based on proposing the construction of a weighted directed graph as ADG structure. Through traversing some paths of ADG graph according to our developed rules, we could be able to extract the problematic aspect compounds. The graph elements including the edges and weights is derived from the output of the frequent pattern identification algorithm of FP-Growth.

Our methodology is employed to the reviews in domestic hoteling domain of Iran. We utilized the Neo4J graph database environment and its Cypher query language to create and access the desired paths of our methodology. The needed constructed infrastructure is briefly described which is used for applying our methodology for aspect derivation including the preprocessing task along with the domain-oriented sentimental vocabulary especially for detection of spam opinions and subjective sentence elicitation. The results of the evaluation of our methodology to other four approaches of ELDA, SAM, LRT-based and MMI-based notions which works on Persian multi-word aspect extraction task proves the robustness of our proposed method.

For the future work, our aim is focusing on polarity detection in Persian language and try to assign numeric polarities to sentiments instead of the three valued approach on −1, 0 and 1. To do so, we plan to utilize deep learning and the Auto Encoder (AE) neural network structure in order to receive the adjective describing features in our corpus as the input. The encoder part of the deep AE structure will be used for polarity classification purpose and the weights before applying the normalization function will be used as the real polarity of the adjective.
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