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Abstract

Although many attempts have been made to explain what life is, the high diversity of behavioral and structural properties of living creatures makes it difficult to formulate a comprehensive definition of life. Among the many signs of life, the one which seems truly ubiquitous is effort expended on maintaining the internal environment in living constructs independent of its surroundings. Stability of the internal environment is based on automatic regulation, which, in turn, depends on negative feedback. Manifestation of features produced by this effort is taken as the most specific sign of life. Hence, automatism of regulation differentiates living creatures from inanimate objects. The paper explains why regulation needs to be automatic, and discusses those attributes of automatic regulation which are particularly relevant in the context of life.
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Introduction

The phenomenon of life has intrigued mankind since the dawn of time. In ancient times it was studied, among others, by Aristotle and Socrates. In our own age, it represents a popular subject of research for philosophers and biologists alike. In approaching the subject, scholars have historically formed two camps, those, who asserted the existence of an unseen “life force” also referred to as vis vitalis (hence the term “vitalists”) and those, for whom life was an emanation of the laws of physics, chemistry and biology (also called “mechanists”).

Unfortunately, it soon turned out that when the principles of life are defined in such broad terms, almost all genes turn out to contribute to one aspect or another. Consequently, the proposed paradigm does not really answer the basic question, i.e., “what is life?” Furthermore, not all of the proposed aspects seem equally important, for instance, plants are undoubtedly alive, yet incapable of locomotion. Many cells-such as neurons-endure, even though they lack the ability to multiply. Seeds, which are also commonly thought of as being alive, have no metabolism to speak of. Even evolution does not apply equally to all living things-some organisms are exceptionally well conserved while others undergo frequent mutations [1,2]. Note also that some cells fulfill special functions which are not usually thought of as being “essential for life”. The question therefore remains-what is the most basic, immanent feature of life? What process or mechanism can be thought of as the foundation of this phenomenon?

The famous philosopher Claude Bernard suggested that life requires autonomy, i.e., the capacity to make decisions. This criterion does indeed apply to all living biological constructs; however, autonomy is commonly associated with automatism, i.e., regulation, where decisions are undertaken by an internal regulatory system.

As a rule, dynamic systems reflect the properties of their regulatory mechanisms. Autonomy, understood as the capability of the regulatory system to make decisions depending on environmental conditions, is essentially automatic in scope; hence it seems logical that living construct must base their processes on some forms of automatic control.

Automatic Regulation, Thermodynamic Background

From the point of view of thermodynamics, all living things are open systems, i.e., they never reach a state of thermodynamic equilibrium. While metabolism may produce a state of quasi-equilibrium, such a state differs markedly from chemical equilibrium. In biology, a set of mutually counterbalancing processes ensures constant, dynamic, balanced supply of substrates so as to maintain homeostasis. In thermodynamics, this is formally referred to as a steady state. Maintaining such a state in a cell, or an organism, is an obvious, critical prerequisite for the functioning of biological constructs commonly thought of as being “alive”. Such construct will actively counteract disruptive stimuli and attempt to revert to their steady state whenever possible. We can therefore assume that the existence of a steady state is a key property of all living things [3].

When a system is thermodynamically closed, its internal processes tend to a thermodynamic equilibrium, which effectively terminates those processes. A system in equilibrium has no spontaneity, and therefore no capacity for action. This lack of spontaneity precludes life (Figure 1) [3]. In contrast, in a thermodynamically open system (i.e., any biological system)-each process may be equilibrated at a certain, preset level, ensuring balance while also permitting certain spontaneity (Figure 2A and 2B). This condition can only be maintained when substrates are in supply while reaction products are removed at a set rate – aspects which fall in the scope of automatic regulation. The configuration of a detector (receptor) determines the system’s set point (Figure 2C and 2D).
Regulation may control processes in each individual cell, as well as within the organism as a whole—the latter condition is commonly referred to as homeostasis and concerns such issues as regulated supply of blood and other bodily fluids. As with most types of regulation, such mechanisms are based on negative feedback loops, a classic concept supplied by automation theory (Figure 3) [3].

Given the size and complexity of the organism, the necessary signaling may not follow the same principles as within each cell, and instead requires dedicated structures—hormonal and neural pathways. Here, the function of the organism is to coordinate the action of cell groups, while each cell is responsible for metabolism. The relation between the organism and the cell is necessarily hierarchical—signals sent by the organism to selected cells are treated as commands which must be obeyed to ensure homeostasis, even at a detriment to the cell itself [3]. In both systems, however, regulation remains automatic and cells are only periodically engaged in meeting the demands of the organisms. The autonomy of this relation can be construed as another aspect of life, in any biologically active system; stability is produced by internal regulation. A cell forced to perform a task for the benefit of the organism will actively seek to counteract the “command signal”, for instance through using G proteins.

The Genetic Basis of Life—Fundamental Elements of the Process

In living organisms, each function is, necessarily, dependent on a variety of genes which condition the given regulatory (feedback) loop by describing its receptors and effectors (Figure 4). A feedback loop can even be thought of as a structural and functional unit in its own right; it carries full information regarding the given function and its structural underpinnings. More specifically, it answers the following questions, “what?”, “how?” and “how much?” (Figure 5), explaining which product is subject to control (“what?”), in what way it can be produced (“how?”) and what its required concentration should be (“how much?”). Feedback loops are building blocks for any animate matter, while each automatically regulated function has the property of being autonomous [3]. Structures associated with a given function represent an integral whole—they comprise a regulatory circuit based on a negative feedback loop.

When trying to determine the fundamental aspects of life, it is useful to consider properties and functions which remain constant and ubiquitous despite the structural and functional diversity of cells. Genes which condition these properties are sometimes called “housekeeping genes” they mainly concern metabolism, i.e., energy management, and the synthesis of basic structures, through transcription and translation of genetic material. Housekeeping genes are exceptionally well conserved, and usually found in central parts of chromosomes, where they are protected from meiotic recombination [4].

Another crucial set of genes concerns synthesis of components of the cellular membrane, which self-associate to form micellar sheets, owing to their neutral charge distribution (Figure 6). The cellular membrane
is a fundamental requirement in any living system. By enclosing a small volume, it enables many other regulatory processes to function simply by measuring the concentrations of selected substances. Given the variety of intracellular processes, any other solution would be overly complex and unreliable. The simplicity of the presented system enables encapsulation of many critical processes within the cell itself. Changes in concentrations can be quickly detected and acted upon. Additionally, the cellular membrane creates favorable conditions for controlled exchange metabolism products with the environment. Without it, no accurate control over the concentrations of substrates and products could be affected, the system would not be able to reach a steady state and life would not be possible.

The simplicity by which signals are transmitted inside the cell is fundamentally important and facilitated by the small volume of the cell itself. This is why cells are uniformly small, regardless of whether they make up a mouse or an elephant.

**Allosteric Structures—Fundamental Components of Life**

Automatic regulation calls for protein- or RNA-based structures which possess allosteric properties, i.e., can undergo conformational changes affecting two separate active groups. Usually, this effect is obtained through association of separate proteins and formation of oligomers with distinct subunits, exhibiting varying degrees of affinity for their respective ligands [5-13].

Evolutionarily conditioned association of enzymes involved in successive steps of complex reactions was probably the “blueprint” for allosteric structures, where components of regulatory systems bind together, radically simplifying their internal communication (Figure 7). Such proteins often act as receptors, consisting of regulatory and catalytic subunits and ensuring the operation of negative feedback loops. Thus, genetically encoded allosteric effects can be proposed as another immanent property of life.

**The Biological Clock—An Important Component of Life**

Another noteworthy phenomenon irrevocably associated with life involves biological structures whose purpose it is to measure time [14-18]. Their function drives cyclical processes, both within the cell and the organism as a whole. Many types of biological clocks have been described. The most commonly referenced one—the circadian cycle—does not appear strictly necessary, however its ubiquitous nature betrays its importance. Special cellular structures have been described, providing a constant time base (Figure 8).

These structures take on many different forms. For example, cyanobacteria and erythrocytes are capable of recognizing the circadian cycle; however they employ different structures than those used by organisms and eukaryotic cells [19-21]. The multitude of ways by which evolution has come up with ways to measure time further underscores
the fundamental nature of this mechanism. The circadian cycle is an important determinant of metabolic processes [22-26], but it also appears to play another critical role-it encourages cells and organisms to remain active. Systems based on negative feedback naturally tend to minimize fluctuations. In the context of life, this phenomenon is undesirable, since it results in quiescence. Cyclical changes counteract this trend by promoting activity; hence oscillatory mechanisms appear beneficial for living constructs.

All of the abovementioned properties can be explained on the basis of current knowledge. It is, however, possible that the presented set will undergo further expansion.

In Search for a Minimal Set of Genes

Recent developments in genetics have led to attempts to reduce the observed genome to a “minimal” set of genes necessary to support life. Analyses of bacterial genomes have singled out life forms in which only several hundred genes exist. One example is Mycoplasma genitalium-a bacterium, which is capable of functioning while expressing only 477 genes [27-32]. Attempts to further prune this-already quite small-pool of genes or to design synthetic “minimal genomes” have been made [27-32]. Nevertheless, it is difficult to establish a strict lower limit, as the presented criterion appears somewhat fuzzy. The search for minimal genomes which still support some aspects of life may reveal deeper correlations between both concepts. In attempting to define life, we can also refer to natural biological systems with limited complexity, based on automatic regulation. An interesting example is the erythrocyte—an incomplete cell, lacking a nucleus and incapable of reproduction. In spite of these properties, the erythrocyte has a stable metabolism, subject to automatic control, as well as a definite lifespan [33-35]. Erythrocyte metabolism involves mostly glycolysis and the pentose cycle. Metabolic processes supply energy in the form of ATP and reduced nucleotides (NADH, NADPH)-compounds, which protect the erythrocyte against oxidative stress. Erythrocytes play an important role in the organism, they deliver oxygen to tissues. As they circulate in the bloodstream, they encounter a variety of conditions which they must adapt to. They are also subject to structural stress as they squeeze through capillary vessels. While they are deeply involved in gas and ion exchange, they must maintain a stable internal environment, and for this purpose they are equipped with automatic control mechanisms. The erythrocyte is therefore a living construct, and nature treats it as such—it has a finite lifespan and a mechanism by which it undergoes controlled death (a process known as eryptosis (Figure 9)).

By equipping biological systems with a “death clock” nature itself determines what is alive and what isn’t. Under this criterion viruses should not be considered alive, since the metabolism associated with their activity is supplied by the cell, not the virus itself. They also do not create their own environment (which would require automatic control), and do not possess any evolutionarily conditioned death mechanism. Consequently, they are not regarded as living constructs—rather, they represent parasitic information packets.

The death of living construct is an integral component of nature [36]. Cancer cells, while functionally immortal, eventually suffer a catastrophic death together with their host organism.

Autocatalysis and Its Involvement in Creating Life

Some theories regarding life invoke the phenomenon of autocatalysis, described as a cyclical process, a hypercycle, a chemoton or an ACS (collectively auto-catalytic set) [37-42]. The model possesses interesting dynamics; however its nature does not reflect the mechanisms which produce a stationary state in a living cell. The classical definition of autocatalysis involves amplification and is therefore more akin to positive feedback, which organisms (or cells) occasionally employ to strongly amplify and/or modify a given signal. Amplification does not, however, promote stability and must be subject to regulation, which reflects the main type of automatism present in a cell (following over three billion years of evolution) [43]. Note that autocatalysis may have played an important part in the prebiotic era, enabling rapid acceleration of the synthesis of organic compounds, and promoting processes which eventually produced organic matter. While there is some evidence regarding the role of autocatalytic processes, their involvement in the formation of life remains hypothetical?

The Origin of Life on Earth - A Hypothetical Path towards Automatic Regulation

Life most likely emerged in the vicinity of volcanic vents situated on the seabed [44-46]. Its creation was promoted by temperature gradients and high levels of sulfur, phosphorus and various metals. Under these conditions catalysis processes must have been widespread [47-64], eventually leading to synthesis of hydrocarbons and polar compounds. This, in turn, engendered self-organization, including creation of
micellar membranes [65-71]. Energy would have been supplied in the form of polyphosphates, and later-nucleoside triphosphates [72]. Catalytic synthesis of polymers became possible [73,74], and when enclosed in liposomal bubbles-provided a starting point for regulatory mechanisms, particularly the synthesis and replication of polymeric forms of RNA occurring in enclosed spaces [75-78]. The consequent product-based inhibition of such processes led to negative feedback loops, which, in turn, became the dominating controlling factor, ensuring environmental stability.

Modern robotics exploits the similarities between mechanical constructs and living organisms, by providing such constructs with ever greater autonomy [79]. This increase in autonomy is achieved by integrating additional regulatory circuitry in a manner similar to the evolution of the nervous system [80]. Linking distinct circuits in such a way that the signal generated by one circuit acts upon the receptor of another circuit fosters a qualitative leap [2], which may be reinforced by increasing the complexity of the resulting regulatory network.

The French philosopher and cybernetician Pierre de Latle rated the progressive independence of biological systems by referring to the notion of freedom, which involved two aspects, “What?” and “How?”: According to this view, the basic regulatory systems present in the cell and leading to a stable state have limited freedom in both respects-they serve to implement a predetermined program. With their advanced nervous system, capable of reasoning and logic, organisms have limited freedom in the scope of “What?”, but relatively extensive freedom in the scope of “How?” For example, cats must hunt mice to survive, but they may come up with a variety of ways to snare their prey. At some point, continuing evolution of neural networks produces freedom related to the “What?” aspect. On this level, the human being can make its own plans of action and remains fully autonomous in their implementation.

Conclusions

Both machines and living creatures must be regulated in order to operate properly. The behavior of these entities reflects the properties of their regulation. In terms of regulation modes, dynamic entities can be divided into automata and non-automatic mechanisms. Living creatures and mechanical automata are similar in behavior, but differ with respect to the materials they are built from. Automatic regulation of living creatures is according to the presented interpretation-designed to stabilize their internal environment. Elements of independence derived from the automatic nature (character) of biological regulatory systems differentiate living creatures from inanimate objects.
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