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Abstract. Fix $N \in \mathbb{N}$ and assume that for every $n \in \{1, \ldots, N\}$ the functions $f_n: [0, 1] \to [0, 1]$ and $g_n: [0, 1] \to \mathbb{R}$ are Lebesgue measurable, $f_n$ is almost everywhere approximately differentiable with $|g_n(x)| < |f_n'(x)|$ for almost all $x \in [0, 1]$, there exists $K \in \mathbb{N}$ such that the set $\{x \in [0, 1] : \text{card} f_n^{-1}(x) > K\}$ is of Lebesgue measure zero, $f_n$ satisfy Luzin’s condition N, and the set $f_n^{-1}(A)$ is of Lebesgue measure zero for every set $A \subset \mathbb{R}$ of Lebesgue measure zero. We show that the formula $P h = \sum_{n=1}^{N} g_n \cdot (h \circ f_n)$ defines a linear and continuous operator $P: L^1([0, 1]) \to L^1([0, 1])$, and then we obtain results on the existence and uniqueness of solutions $\varphi \in L^1([0, 1])$ of the equation $\varphi = P \varphi + g$ with a given $g \in L^1([0, 1])$.

1. Introduction

Let $P_\varphi: L^1([0, 1]) \to L^1([0, 1])$ be the Frobenius–Perron operator corresponding to the 2-adic transformation $\varphi: [0, 1] \to [0, 1]$ given by $\varphi(x) = 2x (\mod 1)$. It is known (see e.g. [3, Example 4.1.1]) that $P_\varphi$ is of the form

$$P_\varphi f(x) = \frac{1}{2} f \left(\frac{x}{2}\right) + \frac{1}{2} f \left(\frac{x+1}{2}\right).$$

(1.1)

The following result by Kazimierz Nikodem about the operator $P_\varphi$ is the main motivation to write this paper.

Theorem 1.1 (see [6, Theorem 2]). Assume $g \in L^1([0, 1])$. Then the equation

$$\varphi = P_\varphi \varphi + g$$

(1.2)

has a solution in $L^1([0, 1])$ if and only if the series $\sum_{k=0}^{\infty} P_\varphi^k g$ is convergent in $L^1([0, 1])$. Moreover, every solution $\varphi \in L^1([0, 1])$ of equation (1.2) is of the form $\varphi = \sum_{k=0}^{\infty} P_\varphi^k g + c$, where $c$ is a real constant.

In [4] Theorem 1.1 was extended to the class of Frobenius–Perron operators that correspond to exact transformations and generalized to the class of ergodic Markov operators. In this paper we are interested in integrable solutions of equation (1.2) in the case where the operator $P_\varphi$ is replaced by a much more general one, not necessary by another Frobenius–Perron or Markov operator. Namely, we consider the following equation

$$\varphi = P \varphi + g$$

(1.3)
assuming that the operator $P$, acting on the space $L^1([0,1])$, is of the form

$$Ph = \sum_{n=1}^{N} g_n \cdot (h \circ f_n) \quad (1.4)$$

with functions $f_1, \ldots, f_N : [0,1] \to [0,1]$ and $g_1, \ldots, g_N : [0,1] \to \mathbb{R}$ satisfying a few extra conditions. To formulate all the extra conditions we need some definitions that we introduce in the next section. Now we only note that the extra conditions will exclude that formula $(1.4)$ defines a Frobenius–Perron operator, and even a Markov operator (for details on Frobenius–Perron and Markov operators the reader can consult e.g. [3, Chapters 6.2, 6.3 and 6.4]).

In this paper we are mainly interested in the case where $N \geq 2$. However, in the case where $N = 1$ all results proved in the next sections hold true, because each summand on the right-hand side of $(1.4)$ can be written in the form

$$g_{n,1} \cdot (h \circ f_n) + g_{n,2} \cdot (h \circ f_n)$$

with functions $g_{n,1}, g_{n,2} : [0,1] \to \mathbb{R}$ having the same properties as the function $g_n$ and such that $g_{n,1}(x) + g_{n,2}(x) = g_n(x)$ for every $x \in [0,1]$. Let us note that equation $(1.3)$ with $P$ of the form $(1.4)$ and $N = 1$ was widely discussed in [2]; for its integrable solutions see e.g. Section 4.7 in this book.

The operator $P$ defined on $L^1([0,1])$ by formula $(1.4)$ is linear, but it is not clear under which assumptions $P$ is continuous and sends functions from $L^1([0,1])$ into itself. Before we introduce assumptions guaranteeing that $P$ is continuous and $P(L^1([0,1])) \subset L^1([0,1])$, we note that a weak assumption involving $P$ and $g$ implies the existence of an integrable solution of equation $(1.3)$.

**Remark 1.2.** Assume that $P : L^1([0,1]) \to L^1([0,1])$ is a linear and continuous operator, and let $g \in L^1([0,1])$. If the series $\sum_{k=0}^{\infty} P^k g$ is convergent in $L^1([0,1])$, then

$$\varphi_0 := \sum_{k=0}^{\infty} P^k g$$

is a solution of equation $(1.3)$ belonging to the space $L^1([0,1])$.

**Proof.** Define $\varphi_0$ by $(1.5)$ and observe that $\varphi_0 \in L^1([0,1])$ by the assumption concerning the convergence. Then, making use of the linearity and continuity of $P$, we obtain

$$P\varphi_0 + g = P\left( \sum_{k=0}^{\infty} P^k g \right) + g = \sum_{k=0}^{\infty} P^{k+1} g + g = \sum_{k=0}^{\infty} P^k g = \varphi_0.$$ 

The proof is complete. \qed

Throughout this paper we use the symbol $\varphi_0$ to represent the function defined by $(1.5)$, which will be called the *elementary solution* of equation $(1.3)$ provided that the series $\sum_{k=0}^{\infty} P^k g$ converges in $L^1([0,1])$. Thus we are interested in assumptions guaranteeing the convergence of the series $\sum_{k=0}^{\infty} P^k g$ for any $g \in L^1([0,1])$, or equivalently, guaranteeing that the elementary solution of equation $(1.3)$ exists.

One of the simplest sufficient condition for the existence of the elementary solution of equation $(1.3)$ gives the following observation.
Remark 1.3. Assume that $P: L^1([0,1]) \to L^1([0,1])$, and let $g \in L^1([0,1])$. If $P^m g = 0$ for some $m \in \mathbb{N}$, then the elementary solution $\varphi_0$ of equation (1.3) exists and $\varphi_0 = \sum_{k=0}^{m-1} P^k g$.

Proof. It suffices to note that the linearity of $P$ implies $P^k g = 0$ for every $k \in \mathbb{N}$ such that $k > m$. \hfill $\square$

The next example shows that the elementary solution of equation (1.3) can fail to exist, whereas an integrable solution can exist. Before we give the example, let us write that all concrete examples in this paper will concern equation (1.3) with $P$ of the form (1.4) and $N = 2$, i.e. the equation of the form

$$\varphi(x) = g_1(x)\varphi(f_1(x)) + g_2(x)\varphi(f_2(x)) + g(x).$$

(1.6)

Example 1.4. Fix a constant $c \in \mathbb{R}$ and let $g_1(x) = g_2(x) = -\frac{1}{2}$ and $g(x) = c$ for every $x \in [0,1]$. Then equation (1.6) takes the form

$$\varphi(x) = -\frac{1}{2}\varphi(f_1(x)) - \frac{1}{2}\varphi(f_2(x)) + c.$$ 

(1.7)

It is clear that the constant function $\varphi = \frac{c}{2}$ satisfies (1.7), and since it belongs to the space $L^1([0,1])$, we conclude that equation (1.7) has a solution in $L^1([0,1])$. However, the elementary solution of this equation exists if and only if $c = 0$, because in the case of equation (1.7), formula (1.4) yields $P^k g = (-1)^k c$ for every $k \in \mathbb{N}$ and hence $\sum_{k=0}^{m} P^k g = \frac{1}{2}(1 + (-1)^m)c$ for every $m \in \mathbb{N}$.

If $c \neq 0$, then the sequence $(\sum_{k=0}^{m} P^k g)_{m \in \mathbb{N}}$ from Example 1.4 is not convergent in $L^1([0,1])$, but it is bounded. Thus we can calculate its pointwise classical Banach limit, that is $\lim_{m \to \infty} (\sum_{k=0}^{m} P^k g)(x) = \frac{c}{2}$ for every $x \in [0,1]$. This suggests taking in Remark 1.2 the pointwise classical Banach limit of the sequence $(\sum_{k=0}^{m} P^k g)_{m \in \mathbb{N}}$ instead of its limit. However, the problem is that there is no guarantee that the pointwise classical Banach limit of a bounded sequence of measurable (throughout this paper measurable always means Lebesgue measurable) functions is a measurable function (see [8, page 288]).

We finish this section with a remark about regularity of the elementary solution of equation (1.3); talking about regularity properties of a function $h \in L^1([0,1])$, we mean that there exists a representative of $h$ having that regularity.

Remark 1.5. Assume that $P: L^1([0,1]) \to L^1([0,1])$ is linear and continuous, $g \in L^1([0,1])$, and the elementary solution $\varphi_0$ of equation (1.3) exists.

(i) If all the functions $f_1, \ldots, f_N, g_1, \ldots, g_N$ and $g$ are increasing (decreasing), then $\varphi_0$ is increasing (decreasing); in particular $\varphi_0$ is differentiable almost everywhere.

(ii) If all the functions $f_1, \ldots, f_N, g_1, \ldots, g_N$ and $g$ are continuous and if

$$\sum_{k=0}^{\infty} \|P^k g\|_\infty < \infty,$$

(1.8)

then $\varphi_0$ is continuous.

Proof. (i) If $h \in L^1([0,1])$ is increasing (decreasing), then $Ph$ is as well. This implies that $P^k g$ is increasing (decreasing) for every $k \in \mathbb{N}$, and so is $\varphi_0$. 
(ii) If $h \in L^1([0, 1])$ is continuous, then $Ph$ is as well. This implies that $P^k g$ is continuous for every $k \in \mathbb{N}$. Condition (1.8) guarantees the continuity of $\varphi_0$. □

2. Preliminaries

Let $E \subset \mathbb{R}$ be a nonempty set, let $x_0 \in E$, and let $h: E \to \mathbb{R}$ be a function. We say that a linear mapping $L: \mathbb{R} \to \mathbb{R}$ is an approximate differential of $h$ at $x_0$ if for every $\varepsilon > 0$ the set
\[
\left\{ x \in E \setminus \{x_0\} : \frac{|h(x) - h(x_0) - L(x - x_0)|}{|x - x_0|} < \varepsilon \right\}
\]
has $x_0$ as a density point (see [9], cf. [7, Chapter IX]). We say that $h$ is approximately differentiable at $x_0$ if the approximate differential of $h$ at $x_0$ exists.

We begin with the following easy observation, which also shows that the approximate differential (if it exists) is uniquely determined.

**Lemma 2.1.** Assume that $E \subset \mathbb{R}$ is a nonempty set and $h_1, h_2: E \to \mathbb{R}$ are functions such that $h_1 = h_2$ almost everywhere. If $h_1$ is approximately differentiable almost everywhere, then $h_2$ is as well. Moreover, whenever $h_1$ or $h_2$ is approximately differentiable at a point, the other function is as well, and the approximate derivatives agree at this point.

**Proof.** Assume that $h_1(x_0) = h_2(x_0)$ and the function $h_1$ is approximately differentiable at $x_0 \in E$; this is true for almost all $x_0 \in E$. Let $L$ be the approximate differential of $h_1$ at $x_0$. Then for every $\varepsilon > 0$, the sets
\[
\left\{ x \in E \setminus \{x_0\} : \frac{|h_1(x) - h_1(x_0) - L(x - x_0)|}{|x - x_0|} < \varepsilon \right\}
\]
and
\[
\left\{ x \in E \setminus \{x_0\} : \frac{|h_2(x) - h_2(x_0) - L(x - x_0)|}{|x - x_0|} < \varepsilon \right\}
\]
have the same measure. Hence $h_2$ is approximately differentiable at $x_0$ with $L$ being its approximate differential at $x_0$. □

To simplify notation, we will denote the approximate differential of a function $h: E \to \mathbb{R}$ at $x_0$ by $h'(x_0)$. Moreover, if a function $h: E \to \mathbb{R}$ is almost everywhere approximately differentiable, then as usual we denote by $h'$ the function $E \ni x \mapsto h'(x)$, adopting the convention that $h'(x) = 0$ for every point $x \in E$ in which $h$ is not approximately differentiable.

Assume that $U \subset \mathbb{R}$ is an open set. We say that $f: U \to \mathbb{R}$ satisfies Luzin’s condition $N$ if it maps sets of measure zero to sets of measure zero. If $f: U \to \mathbb{R}$ and if $E \subset U$, then the function $N_f(\cdot, E): \mathbb{R} \to \mathbb{N} \cup \{\infty\}$ defined by
\[
N_f(y, E) = \text{card}(f^{-1}(y) \cap E)
\]
is called the Banach indicatrix of $f$. 

Lemma 2.2. Assume that $U \subset \mathbb{R}$ is an open set and let $h:U \to \mathbb{R}$ be a measurable function satisfying Luzin's condition N and being approximately differentiable almost everywhere. Then the approximate derivative $h':U \to \mathbb{R}$ is a measurable function.

Proof. According to [1, Theorem 1] (see also [9, Theorem 1]), there exist sequences $(X_k)_{k \in \mathbb{N}}$ of subsets of $U$ and $(h_k)_{k \in \mathbb{N}}$ of functions in $C^1(\mathbb{R})$ such that $X_k \subset X_{k+1}$ and $h' = h_k'$ almost everywhere in $X_k$ for every $k \in \mathbb{N}$, and moreover, the set $E = U \setminus \bigcup_{k=1}^{\infty} X_k$ is of measure zero. For every $k \in \mathbb{N}$ put

$$Y_k = \{ x \in X_k : h'(x) = h_k'(x) \}$$

and note that the set $X_k \setminus Y_k$ is of measure zero. Then for every open set $O \subset \mathbb{R}$ we have

$$h'^{-1}(O) = \{ x \in E : h'(x) \in O \} \cup \bigcup_{k=1}^{\infty} \{ x \in X_k \setminus Y_k : h'(x) \in O \}$$

$$\cup \bigcup_{k=1}^{\infty} \{ x \in Y_k : h_k'(x) \in O \}.$$ 

The first two sets are measurable as subsets of sets of measure zero. Since all $Y_k$ and $h_k'$ are measurable, the third set is also measurable. \qed

The following change of variable theorem from [1] will be a useful tool in this paper.

Theorem 2.3 (see [1, Theorem 2]). Assume that $U \subset \mathbb{R}$ is an open set and let $f:U \to \mathbb{R}$ be a measurable function satisfying Luzin's condition N and being almost everywhere approximately differentiable. If $h: \mathbb{R} \to \mathbb{R}$ is a measurable function, then for every measurable set $E \subset U$ the following statements are true:

(i) The functions $(h \circ f)|f'|$ and $hN_f(\cdot, E)$ are measurable;
(ii) If $h \geq 0$, then

$$\int_E (h \circ f)(x)|f'(x)|dx = \int_{\mathbb{R}} h(y)N_f(y, E)dy; \quad (2.1)$$

(iii) If one of the functions $(h \circ f)|f'|$ and $hN_f(\cdot, E)$ is integrable (for $(h \circ f)|f'|$ integrability is considered with respect to $E$), then so is the other and (2.1) holds.

3. Main results

From now on we fix $N \in \mathbb{N}$, measurable functions $f_1, \ldots, f_N: [0, 1] \to [0, 1]$ and $g_1, \ldots, g_N: [0, 1] \to \mathbb{R}$, and a function $g \in L^1([0, 1])$.

For all $m \in \{1, \ldots, N\}$ and pairwise different $n_1, \ldots, n_m \in \{1, \ldots, N\}$ we put

$$A_{n_1, \ldots, n_m} = \bigcap_{i=1}^{m} f_{n_i}([0, 1])$$

and denote its measure by $l_{n_1, \ldots, n_m}$. Then we put

$$L = \max\{ m \in \{1, \ldots, N\} : l_{n_1, \ldots, n_m} > 0 \text{ for some } n_1 < n_2 < \cdots < n_m \}$$
and observe that
\[
\sum_{n=1}^{N} \int_{f_n([0,1])} |h(y)| \, dy \leq L \int_{[0,1]} |h(y)| \, dy \quad \text{for every } h \in L^1([0,1]). \tag{3.1}
\]

To formulate our results, we need the following hypotheses.

(H_1) For every \( n \in \{1, \ldots, N\} \) the function \( f_n \) is almost everywhere approximately differentiable and satisfy Luzin’s condition N.

(H_2) There exists \( K \in \mathbb{N} \) such that for every \( n \in \{1, \ldots, N\} \) the set \( \{ x \in [0, 1] : \card f_n^{-1}(x) > K \} \) is of measure zero.

(H_3) The set \( f_n^{-1}(A) \) is of measure zero for all \( n \in \{1, \ldots, N\} \) and sets \( A \subset \mathbb{R} \) of measure zero.

Throughout the paper, \( \| \cdot \| \) denotes the classical norm in \( L^1([0, 1]) \) and \( \| \cdot \|_* \) denotes the standard norm in the space of all linear and continuous operators from \( L^1([0, 1]) \) into itself.

**Lemma 3.1.** Assume (H_1), (H_2), and (H_3). If there exists a real constant \( C \) such that
\[
|g_n(x)| \leq \frac{C}{KL} |f_n'(x)| \quad \text{for all } n \in \{1, \ldots, N\} \text{ and almost all } x \in [0, 1],
\tag{3.2}
\]
then formula (1.4) defines a linear operator \( P : L^1([0, 1]) \to L^1([0, 1]) \), which is continuous satisfying
\[
\| P \|_* \leq C. \tag{3.3}
\]

**Proof.** First, note that \( P \) does not depend on the representatives by (H_3). Moreover, the linearity of \( P \) is evident.

Fix \( h \in L^1([0, 1]) \).

Our first aim is to prove that \( Ph \in L^1([0, 1]) \). Obviously, it is enough to show that \( g_n \circ (h \circ f_n) \in L^1([0, 1]) \) for every \( n \in \{1, \ldots, N\} \).

Fix \( n \in \{1, \ldots, N\} \) and extend \( f_n \) and \( h \) to the whole real line \( \mathbb{R} \) by letting them being 0 outside of the interval \( [0, 1] \); we will denote both the extensions by the same symbols \( f_n \) and \( h \), respectively.

Assumption (H_1) allows us to use Theorem 2.3. Then, applying assertion (i) of Theorem 2.3, we see that the function \( hN_{f_n}(\cdot, [0, 1]) \) is measurable. This function is integrable by (H_2). Thus, making use of assertion (ii) of Theorem 2.3, we conclude that the function \( (h \circ f_n)|f_n'| \) is integrable; in particular, it is measurable. Using (3.2), we obtain
\[
g_n(x)(h \circ f_n)(x) = \begin{cases} g_n(x) \frac{(h \circ f_n)(x)|f_n'(x)|}{|f_n'(x)|}, & \text{if } f_n'(x) \neq 0, \\ 0, & \text{if } f_n'(x) = 0 \end{cases}
\]
for almost all \( x \in [0, 1] \). This equality jointly with Lemma 2.2 and the measurability of \( g_n \) and \( (h \circ f_n)|f_n'| \) implies that the function \( g_n(h \circ f_n) \) is measurable. Finally, by (3.2) and the integrability of \((h \circ f_n)|f_n'|\), we conclude that \( g_n(h \circ f_n) \in L^1([0, 1]) \).

Our second aim, which will complete the proof, is to show that \( \| P \|_* \leq C \).
Applying (3.2), we get
\[ \|P_h\| = \int_{[0,1]} \left| \sum_{n=1}^{N} g_n(x)(h \circ f_n)(x) \right| \, dx \leq \sum_{n=1}^{N} \int_{[0,1]} |g_n(x)(h \circ f_n)(x)| \, dx \]
\[ \leq \frac{C}{KL} \sum_{n=1}^{N} \int_{[0,1]} |f_n'(x)(h \circ f_n)(x)| \, dx. \]
Note that for all \( n \in \{1, \ldots, N\} \) and \( y \in \mathbb{R} \) we have
\[ 0 < N_{f_n}(y, [0,1]) \iff y \in f_n([0,1]). \]
Now extending all the considered functions to the whole real line \( \mathbb{R} \) by letting them being 0 outside of the interval \([0,1]\) (as in the first part of the proof) and then applying formula (2.1) of Theorem 2.3 jointly with (H2) and (3.1), we obtain
\[ \|P_h\| \leq \frac{C}{KL} \sum_{n=1}^{N} \int_{\mathbb{R}} |h(y)|N_{f_n}(y, [0,1]) \, dy \leq \frac{C}{KL} \sum_{n=1}^{N} \int_{f_n([0,1])} |h(y)| \, dy \]
\[ \leq C \int_{[0,1]} |h(y)| \, dy = C\|h\|. \]
This implies (3.3) and completes the proof. \( \square \)

Our first result reads as follows.

**Theorem 3.2.** Assume (H1), (H2), and (H3). If (3.2) holds with a real constant \( C < 1 \), then the elementary solution \( \varphi_0 \) of equation (1.3) exists, and it is the unique solution of equation (1.3) in \( L^1([0,1]) \).

Moreover, for every \( m \in \mathbb{N} \) we have
\[ \left\| \varphi_0 - \sum_{k=0}^{m} P^k g \right\| \leq \frac{C^{m+1}}{1-C} \|g\|. \]

**Proof.** We base our proof on the Banach fixed point theorem. To do so, we define an operator \( T: L^1([0,1]) \rightarrow L^1([0,1]) \) by putting
\[ Tf = Pf + g; \]
this operator is well defined by Lemma 3.1.

Fix \( h_1, h_2 \in L^1([0,1]) \). Applying (3.3), we obtain
\[ \|Th_1 - Th_2\| = \|P h_1 - P h_2\| \leq \|P\| \|h_1 - h_2\| \leq C \|h_1 - h_2\|. \]
Since \( C < 1 \), we see that \( T \) is a contraction.

By the Banach fixed point theorem, there exists exactly one \( \varphi \in L^1([0,1]) \) with \( T\varphi = \varphi \), i.e. there exists exactly one \( \varphi \in L^1([0,1]) \) solving (1.3). Moreover, given \( h \in L^1([0,1]) \) we know that the unique solution \( \varphi \in L^1([0,1]) \) of (1.3) can be written as \( \varphi = \lim_{m \rightarrow \infty} T^m h \), in particular
\[ \varphi = \lim_{m \rightarrow \infty} T^m g. \]

We claim that for every \( m \in \mathbb{N}_0 \) we have
\[ T^m g = \sum_{k=0}^{m} P^k g. \quad (3.4) \]
The case \( m = 0 \) is clear. So, fix \( m \in \mathbb{N} \) and assume that (3.4) holds. Then
\[
T^{m+1}g = T\left(\sum_{k=0}^{m} P^k g\right) = P\left(\sum_{k=0}^{m} P^k g\right) + g = \sum_{k=0}^{m+1} P^k g.
\]
In consequence, passing with \( m \) to infinity in (3.4), we get \( \varphi = \sum_{k=0}^{\infty} P^k g = \varphi_0 \).

For the speed of convergence note that (1.5) and (3.3) imply
\[
\left\| \varphi_0 - \sum_{k=0}^{m} P^k g \right\| \leq \sum_{k=m+1}^{\infty} \|P^k||g\| \leq \sum_{k=m+1}^{\infty} C^k \|g\| = \frac{C^{m+1}}{1 - C} \|g\|
\]
for every \( m \in \mathbb{N} \).

The following example says that the constant \( C < 1 \) in condition (3.2) in Theorem 3.2, is optimal, i.e. condition (3.2) cannot be replaced by the following weaker one
\[
|g_n(x)| < \frac{1}{KL} |f'_n(x)| \quad \text{for all } n \in \{1, \ldots, N\} \text{ and almost all } x \in [0,1]. \tag{3.5}
\]

**Example 3.3.** Fix \( b \in \mathbb{R} \) and let \( f_1(x) = f_2(x) = x, g_1(x) = g_2(x) = \frac{x}{2} \) and \( g(x) = b \) for every \( x \in [0,1] \). Then equation (1.6) takes the form
\[
\varphi(x) = \frac{x}{2} \varphi(x) + \frac{x}{2} \varphi(x) + b. \tag{3.6}
\]
In the considered case \( L = 2 \), (H1) and (H3) hold, and (H2) is satisfied with \( K = 1 \). Moreover, (3.2) does not hold with any constant \( C < 1 \), but (3.5) is satisfied. An easy calculation shows that the unique function satisfying (3.6) everywhere on \([0,1]\) is of the form
\[
\varphi(x) = \frac{b}{1 - x},
\]
but \( \varphi \notin L^1([0,1]) \) provided that \( b \neq 0 \).

Note that equation (3.6) can be written in the form
\[
\varphi(x) = x \varphi(x) + b.
\]
Now \( L = 1 \), (H2) is satisfied with \( K = 1 \), (H1), (H3), and (3.5) hold. However, (3.2) still does not hold with any constant \( C < 1 \). This shows that the adopted assumptions are well-suited to our requirements.

The next observation together with a short comment after it sheds light on the meaning of condition (3.5).

**Remark 3.4.** Assume (H1), (H2) and (H3). If (3.5) holds, then
\[
\sum_{n=1}^{N} \int_{[0,1]} |g_n(x)| \, dx < 1. \tag{3.7}
\]

**Proof.** Extend all the functions \( f_1, \ldots, f_N \) and \( g_1, \ldots, g_N \) to the whole real line \( \mathbb{R} \) by letting them being 0 outside of the interval \([0,1]\). Then applying (3.5), formula (2.1) of Theorem 2.3 with \( h = 1 \), (H2), (3.1) with the same arguments as in
the proof of Lemma 3.1 we obtain

$$\sum_{n=1}^{N} \int_{[0,1]} |g_n(x)| \, dx < \frac{1}{KL} \sum_{n=1}^{N} \int_{[0,1]} |f_n'(x)| \, dx = \frac{1}{KL} \sum_{n=1}^{N} \int_{\mathbb{R}} N_{f_n}(y, [0,1]) \, dy$$

$$\leq \frac{1}{L} \sum_{n=1}^{N} \int_{f_n([0,1])} 1 \, dy \leq \int_{[0,1]} 1 \, dy = 1,$$

which completes the proof. \[\square\]

Note that if the elementary solution $\varphi_0$ of equation (1.3) exists, then $\varphi_0 + c$ satisfies (1.3) for any real constant $c$ if and only if $P1 = 1$, i.e. if and only if

$$\sum_{n=1}^{N} g_n(x) = 1 \quad \text{for almost all } x \in [0,1]. \quad (3.8)$$

Clearly, condition (3.7) says something a little different from the negation of condition (3.8).

Our second result gives conditions guaranteeing the existence of $\varphi_0$.

**Theorem 3.5.** Assume (H$_1$), (H$_2$), (H$_3$), and (3.5), and let

$$\|P_k g\| > 0 \quad \text{for every } k \in \mathbb{N}. \quad (3.9)$$

If there exist $m \in \{1, \ldots, N\}$ and $C < 1$ such that

$$|g_m(x)| \leq \frac{C}{KL} |f_m'(x)| \quad \text{for almost all } x \in [0,1] \quad (3.10)$$

and

$$\inf_{k \in \mathbb{N}} \frac{1}{\|P_k g\|} \int_{f_m([0,1])} |P_k g(x)| \, dx > 0, \quad (3.11)$$

then the elementary solution of equation (1.3) exists.

**Proof.** By Lemma 3.1 $P: L^1([0,1]) \to L^1([0,1])$ is linear and continuous.

Since $\int_{f_m([0,1])} |P_k g(x)| \, dx \leq \|P_k g\|$ for every $k \in \mathbb{N}$, it follows that

$$\alpha := 1 - \frac{1}{L} \inf_{k \in \mathbb{N}} \frac{1}{\|P_k g\|} \int_{f_m([0,1])} |P_k g(x)| \, dx \in (0,1).$$
Using (3.10), (3.5), formula (2.1) of Theorem 2.3, (H₂), (3.1) and (3.11) with the same arguments as in the second part of the proof of Lemma 3.1, we obtain

\[
\|P^k g\| \leq \sum_{n=1}^{N} \int_{[0,1]} |g_n(x)(P^{k-1}g \circ f_n)(x)|dx \leq \frac{C}{KL} \int_{[0,1]} |f'_n(x)(P^{k-1}g \circ f_m)(x)|dx \\
+ \frac{1}{KL} \sum_{n \neq m} \int_{[0,1]} |f'_n(x)(P^{k-1}g \circ f_n)(x)|dx \\
= \frac{C}{KL} \int_{\mathbb{R}} |P^{k-1}g(y)|N_{f_n}(y, [0,1])dy + \frac{1}{KL} \sum_{n \neq m} \int_{\mathbb{R}} |P^{k-1}g(y)|N_{f_n}(y, [0,1])dy \\
\leq \frac{C}{L} \int_{f_m([0,1])} |P^{k-1}g(y)|dy + \frac{1}{L} \sum_{n \neq m} \int_{f_n([0,1])} |P^{k-1}g(y)|dy \\
= \frac{C - 1}{L} \int_{f_m([0,1])} |P^{k-1}g(y)|dy + \frac{1}{L} \sum_{n=1}^{N} \int_{f_n([0,1])} |P^{k-1}g(y)|dy \\
\leq (\alpha - 1)\|P^{k-1}g\| + \int_{[0,1]} |P^{k-1}g(y)|dy = \alpha \|P^{k-1}g\|
\]

for every \(k \in \mathbb{N}\). Hence

\[
\|P^k g\| \leq \alpha^k \|g\|
\]

for every \(k \in \mathbb{N}\), which ensures that the series \(\sum_{k=0}^{\infty} P^k g\) converges in \(L^1([0,1])\) and proves that the elementary solution of equation (1.3) exists. \(\square\)

It is clear, in view of Remark 1.3, that assumption (3.9) in Theorem 3.5 is not restrictive. It is also visible that condition (3.11) holds trivially in the case where \(f_m([0,1]) = [0,1]\); in such a situation the infimum in (3.11) is equal to 1. Combining this fact with Example 3.3, we see that condition (3.10) cannot be omitted in Theorem 3.5. Unfortunately, we do not know if condition (3.11) in Theorem 3.5 is necessary, so we formulate the following question.

**Problem 3.6.** Can we omit condition (3.11) in Theorem 3.5?

We end this section with an application of Theorem 3.5; compare it with Example 3.3.

**Example 3.7.** Fix \(a \in (2, +\infty), b \in \mathbb{R}\) and let \(f_1(x) = f_2(x) = x, g_1(x) = \frac{x}{2}, g_2(x) = \frac{x}{a}\) and \(g(x) = b\) for every \(x \in [0,1]\). Then equation (1.6) takes the form

\[
\varphi(x) = \frac{x}{2}\varphi(x) + \frac{x}{a}\varphi(x) + b. \tag{3.12}
\]

In the considered case \(L = 2, (H_1), (H_3)\) and (3.5) hold, and (H₂) is satisfied with \(K = 1\). Moreover, (3.10) and (3.11) are satisfied with \(C = \frac{2}{a}\) and \(m = 2\), since \(f_2([0,1]) = [0,1]\) (a priori, it can happen that \(P^k b = 0\) for some \(k \in \mathbb{N}_0\); however, we see later that this can only occur if \(b = 0\); anyway the conclusion of Theorem 3.5 also holds in this case). Thus Theorem 3.5 yields that the elementary solution of equation (3.12) exists. In fact, equation (3.12) has no other solution in \(L^1([0,1])\), because an easy calculation shows that the unique function
satisfying (3.12) everywhere on [0, 1] is of the form
\[
\varphi(x) = \frac{2ab}{2a - (2 + a)x}.
\]

4. Continuous dependence of elementary solutions

In this section we will show that in general there is no continuous dependence of the elementary solution of equation (1.3) neither on the function \( g \), nor on the functions \( g_1, \ldots, g_N \), nor on the functions \( f_1, \ldots, f_N \).

Fix a real number \( \varepsilon \in (0, \frac{1}{2}) \).

The fact that there is no continuous dependence of the elementary solution of equation (1.3) on the function \( g \) follows from the following example.

**Example 4.1.** By Theorem 1.1 there exists the elementary solution of equation (1.2) with \( g = 0 \); it is the trivial function. But Theorem 1.1 also says that the elementary solution of equation (1.2) with \( g = \varepsilon \) does not exist, because in this case \( P_1 = 1 \), and hence \( \sum_{k=0}^{m} P_k \varepsilon = (m + 1) \varepsilon \) for every \( m \in \mathbb{N} \).

The next example shows that there is no continuous dependence of the elementary solution of equation (1.3) on the functions \( g_1, \ldots, g_N \).

**Example 4.2.** Let \( f_1(x) = \frac{x}{2} \), \( f_2(x) = \frac{x + 1}{2} \), \( g_1(x) = g_2(x) = \frac{1 - \varepsilon}{2} \) and \( g(x) = 1 \) for every \( x \in [0, 1] \). Then equation (1.6) takes the form
\[
\varphi(x) = \frac{1 - \varepsilon}{2} \varphi\left(\frac{x}{2}\right) + \frac{1 - \varepsilon}{2} \varphi\left(\frac{x + 1}{2}\right) + 1. \quad (4.1)
\]
In the considered case, \( L = 1 \), (H1) and (H3) are satisfied, and (H2) holds with \( K = 1 \). Moreover, (3.2) holds with \( C = 1 - \varepsilon \). Hence by Theorem 3.2 the elementary solution of equation (4.1) exists, it is the unique integrable solution of equation (4.1) and it has the form
\[
\varphi_{0, \varepsilon}(x) = \sum_{k=0}^{\infty} (1 - \varepsilon)^k = \frac{1}{\varepsilon} \quad \text{for every } x \in [0, 1].
\]
According to Theorem 1.1 and repeating the same arguments as in Example 4.1, we see that the elementary solution of equation (4.1) with \( \varepsilon = 0 \) does not exist.

The last example shows that also there is no continuous dependence of the elementary solution of equation (1.3) on the functions \( f_1, \ldots, f_N \).

**Example 4.3.** Let \( f_1(x) = x^{1+\varepsilon} \), \( f_2(x) = x^{1+2\varepsilon} \), \( g_1(x) = g_2(x) = \frac{\varepsilon}{2} \) and \( g(x) = 1 \) for every \( x \in [0, 1] \). Then equation (1.6) takes the form
\[
\varphi(x) = \frac{x}{2} \varphi\left(x^{1+\varepsilon}\right) + \frac{x}{2} \varphi\left(x^{1+2\varepsilon}\right) + 1. \quad (4.2)
\]
In the considered case, \( L = 2 \), (H1) and (H3) are satisfied, and (H2) holds with \( K = 1 \). Moreover, (3.2) holds with \( C = \frac{1}{1+\varepsilon} \). Hence by Theorem 3.2 the elementary solution of equation (4.2) exists and it is the unique integrable solution of equation (4.2). Taking into account Example 3.3, we see that the elementary solution of equation (4.2) with \( \varepsilon = 0 \) does not exist.
5. A special case of equation (1.6)

Fix constants \( a, b \in \mathbb{R} \) and let \( f_1(x) = \frac{x}{2}, \ f_2(x) = \frac{x + 1}{2}, \ g_1(x) = g_2(x) = a \) and \( g(x) = b \) for every \( x \in [0, 1] \). Then equation (1.6) takes the form

\[
\varphi(x) = a\varphi\left(\frac{x}{2}\right) + a\varphi\left(\frac{x + 1}{2}\right) + b. \tag{5.1}
\]

In the considered case, \( L = 1 \), (H1) and (H3) are satisfied, and (H2) holds with \( K = 1 \). Moreover, (3.2) holds with \( C = 2|a| \). Then Lemma 3.1 implies that formula (1.4) defines a linear and continuous operator \( P: L^1([0, 1]) \to L^1([0, 1]) \) and a simple calculation shows that

\[
\sum_{k=0}^{m} P^k b = b \sum_{k=0}^{m} (2a)^k.
\]

Hence the elementary solution \( \varphi_0 \) of equation (5.1) exists if and only if \( b = 0 \) or if \( |a| < \frac{1}{2} \), and moreover, \( \varphi_0 \) is a constant function and

\[
\varphi_0 = \begin{cases} 
\frac{b}{1 - 2a}, & \text{in the case where } |a| < \frac{1}{2}, \\
0, & \text{in the case where } b = 0.
\end{cases}
\]

If \( |a| < \frac{1}{2} \), then Theorem 3.2 implies that the elementary solution of equation (5.1) is the unique solution of equation (5.1) in \( L^1([0, 1]) \).

If \( a = \frac{1}{2} \), then the elementary solution of equation (5.1) exists if and only if \( b = 0 \). Moreover, by Theorem 1.1 equation (5.1) has no solution in \( L^1([0, 1]) \) in the case where \( b \neq 0 \), and the elementary solution of equation (5.1) is the unique, up to an additive constant, solution of equation (5.1) in \( L^1([0, 1]) \) in the case where \( b = 0 \); actually if \( b = 0 \), then only constant functions are integrable solutions of equation (5.1).

If \( a = -\frac{1}{2} \), then equation (5.1) is a special case of equation (1.7). From Example 1.4 we see that equation (5.1) has a solution in \( L^1([0, 1]) \). However, the elementary solution of equation (5.1) exists only in the case where \( b = 0 \).

If \( |a| > \frac{1}{2} \), then (as in the previous case) the elementary solution of equation (5.1) exists only in the case where \( b = 0 \). However, equation (5.1) has a solution in \( L^1([0, 1]) \) in the case where \( b \neq 0 \); the constant function \( \frac{b}{1 - 2a} \) satisfies (5.1), and it coincides with the above formula of \( \varphi_0 \), although the elementary solution does not exist in this case.

We know for which parameters \( a, b \in \mathbb{R} \) the elementary solution of equation (5.1) exists. However, we do not know what the set of all integrable solutions of equation (5.1) looks like in the case where \( a \in (-\infty, -\frac{1}{2}) \cup (\frac{1}{2}, +\infty) \) and \( b \in \mathbb{R} \).

Let us only note here that for certain parameters \( a, b \in \mathbb{R} \) the set of integrable solutions of equation (5.1) can be very large (see e.g. [5], where a large class of continuous solutions \( \varphi: [0, 1] \to \mathbb{R} \) of equation (5.1) with \( a = 1 \) has been found; actually there \( b \) was equal to \( -\varphi\left(\frac{1}{2}\right) \), however, fixing a function \( \varphi: [0, 1] \to \mathbb{R} \) satisfying equation (5.1) with \( a = 1 \) and \( b = -\varphi\left(\frac{1}{2}\right) \) for every \( x \in [0, 1] \), and then defining \( \psi: [0, 1] \to \mathbb{R} \) by putting \( \psi(x) = \varphi(x) - \varphi\left(\frac{1}{2}\right) - b \), we deduce that \( \psi(x) = \psi\left(\frac{x}{2}\right) + \psi\left(\frac{x + 1}{2}\right) + b \) for every \( x \in [0, 1] \).) We conclude our discussion on integrable solutions of equation (5.1) with the following problem.
Problem 5.1. Determine all integrable solutions of equation (5.1) in the case where $a \in (-\infty, -\frac{1}{2}] \cup (\frac{1}{2}, +\infty)$ and $b \in \mathbb{R}$.
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