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Abstract—Future Industrial 4.0 applications in the 6G era is calling for high dependability that goes far beyond the current ultra-reliable low latency communication (URLLC), and therewith proposed critical challenges to the communication technology. Instead of struggling against the physical and technical limits towards an extreme URLLC (xURLLC), communication-control co-design (CoCoCo) appears a more promising solution. This work proposes a novel framework of CoCoCo, which is not only enhancing the dependability of 6G industrial applications such as remote control, but also exhibiting rich potential in revolutionizing the future industry per openness and flexibility of manufacturing systems.
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I. INTRODUCTION

A characterizing feature of the Fifth Generation (5G) mobile communication systems, ultra-reliable low-latency communication (URLLC), is the first use case of wireless communication that has ever been proposed to set strict constraints on both latency and reliability. Being an emerging concept, URLLC has been under rapid evolution and its requirements remain being frequently updated in the 5G standards. For instance, the two URLLC scenarios with most extreme quality of service (QoS) requirements defined by the 3rd Generation Partnership Project (3GPP) in their Release 15 (Rel.15) are process automation - remote control and electricity distribution - high voltage, which require 99.9999% (“six nines”) reliability within 60 ms end-to-end (E2E) latency and “five nines” reliability within 5 ms E2E latency, respectively [1]. However, in the upcoming Rel. 16, these frontiers will be further pushed to “six nines” in 1 ms and “five nines” in 0.5 ms, by two newly introduced scenarios of discrete automation – motion control and tactile interaction, respectively [2]. Looking forward to the beyond-5G (B5G) and Sixth Generation (6G) technologies, even more extreme requirements are envisaged for the so-called extreme URLLC (xURLLC) scenario. For example, the requirements of “seven nines” reliability within sub-1 ms E2E latency and “nine nines” reliability within 0.1 ms E2E latency have been proposed in [3], to serve the applications of wireless factory automation and Internet of Sensors, respectively.

Such stringent QoS requirements on E2E latency and communication reliability will inevitably raise several tremendous technical challenges, which are not likely to be resolved by any conventional technology at a reasonable cost. As a potential way out of this dilemma, the co-design of control system and communication system in context of URLLC applications has raised an extensive interest over the past years. Significant investigation efforts have been put into this emerging research field to answer the question posed in [3]: Can URLLC requirements be relaxed by taking into account control dynamics, while ensuring control stability? Despite of some initial achievements, yet there has been no systematic methodology developed to solve the generic problem of communication-control co-design (CoCoCo).

In this paper, we study the CoCoCo problem in a system engineering perspective. By shedding the light on the sources, types, propagation, and impact of different errors in networked control systems (NCS), we set up a generic abstract model for such systems. Based on this model, we propose a novel framework to co-design and co-optimize the modules of communication, control, and computation in NCS, which not only can address the xURLLC challenges, but also may revolutionize the future industry paradigm by enabling open and flexible manufacturing systems.

The remainder of this paper is organized as follows: We start with Sec. II to identify the technical challenges in strictly fulfilling the xURLLC performance requirements. Then in Sec. III, we explain the 6G philosophy of preferring the application dependability over the communication reliability which is emphasized in 5G URLLC. Afterwards, we present in Sec. IV our proposed approaches of CoCoCo analysis, which consists of a multi-domain NCS model, a decomposition of this model into domain-specific modules that are coupled to each other, and a discussion on identifying the domain-coupling metrics. Afterwards, with Sec. V we set forth the application scenarios of our proposed methodology, revealing how it shall impact the future industry in various aspects, before concluding our work and closing this paper in Sec. VI.
II. TECHNICAL DILEMMA OF VANILLA XURLLC

On the one hand, the E2E latency in wireless systems consists of multiple components, namely the over-the-air transmission delay, the queuing delay, the processing/computing delay, and extra delay caused by re-transmissions. Any increase in one or multiple among these delays will reflect in an increased E2E latency.

On the other hand, to increase the data-link reliability, there are generally four options: i) to improve the SINR; ii) to apply higher bandwidth; iii) to use lower coding rate; and iv) to leverage retransmission schemes such as automatic repeat request (ARQ) and hybrid HARQ (HARQ).

Unfortunately, the gain that can be achieved with option i) is very limited, due to the regulations of maximal transmission power and the logarithmic increase of channel capacity upon SINR. Option ii) can be effective for a single radio link, however, in large-scale networked systems where numerous devices are sharing the same radio resource pool, a higher bandwidth for every single device implies a lower multiplexing rate, and eventually a higher queuing delay. A lower coding rate suggested in option iii) will certainly help reduce the packet error rate with its extra redundancy, however, it also leads to a longer message length, i.e. higher over-the-air transmission delay; additionally, it is also requiring more complex processes of coding and decoding, which may increase the computing delay. At last, every retransmission attempt will at least double the E2E latency w.r.t. a single transmission (usually taking even longer upon feedback latency and incremental redundancy). Therefore, the option iv) is practically disabled from xURLLC applications.

To summarize, the dilemma of vanilla xURLLC is originated from the conflicting requirements of E2E latency and link reliability, which fail to compromise each other in context of xURLLC. To the best of our knowledge, there has been no conventional approach that can promisingly resolve this challenge.

III. 4.0 IN 6G: DEPENDABILITY BEYOND URLLC

As an alternative to vanilla xURLLC, the emerging concept of dependability, which addresses reliability, availability, safety, integrity, and maintainability as a crucial prerequisite for mission-critical application [4], is now attracting research interest in scope of 6G industrial communications.

A. Networked control systems and its dependability

Networked control systems, which are dominating the industrial use scenarios of 6G, can be generically modeled by Fig. 1. The controller receives feedback information about the instantaneous system status from sensor via an uplink (UL) channel, and correspondingly generates control commands, which it then sends over the downlink (DL) channel to the actuator. The actuator will then execute the commands, which eventually influences the system status that can be captured and measured by the sensor.

The dependability problem in such systems can be investigated in three different domains that lay over each other, as illustrated in Fig. 2. On top is the application domain regarding the industrial use cases, where the dependability is generally described by metrics related to application failures, such as the mean time till failure (MTTF), the mean time between failures (MTBF), etc. Beneath that is the control domain that describes the control system, where the dependability is usually evaluated by criteria such like the system stability margin, the system error regarding ideal state, etc. At the bottom is the telecommunication domain that deals with the information transmission over the UL and DL channels, where the dependability can be simplified into link reliability, which is generally evaluated by the transmission errors, e.g. bit error rate (BER) or packet error rate (PER).

Figure 2: Dependability model of networked control systems

B. Dependability of industrial systems

Now we present a more detailed description of the system-level dependability for network-control-based systems from the view of reliability engineering (which is an important sub-discipline of system engineering that describes the ability of the system and its components to function without failure). Traditionally, industrial systems are formulated in binary-state reliability models: i.e., the system and each of its components has two possible working states: functioning or failure. The states are modeled as random variables, and there evolution are considered as stochastic or physical processes. Specifically, the state of the system is determined by its structure function

$$X_{\text{sys},t} := \Phi(X_{1,t}, X_{2,t}, ..., X_{n,t})$$  \hspace{1cm} (1)$$

where $X_{\text{sys},t}$ is the system reliability, each $X_{i,t}$ is the reliability of component $i$ at time $t$. Then, the system dependability
metrics, such as MTTF & MTTB, are evaluated through the probabilistic integrals over the process \( X_{\text{sys},t} \).

In recent years, the multi-state system models, which assume the system/components may have multiple working states between perfect functioning and failure, has also been wildly applied. However, all these standard system reliability models are insufficient for modelling the dependability of complex industrial system involving the CoCoCo challenges. Performance reliability, which measures the probability that the system to successfully perform the given control tasks, should also be used to incorporated with the standard system reliability models. To be more precise, a performance reliability is usually defined in the following form

\[
R_{\text{per}}(t) = \mathbb{P}(X_{\text{per},t} \in D_{\text{per}})
\]

where \( R_{\text{per}}(t) \) is the performance reliability at time \( t \), \( X_{\text{per},t} \) is a random variable represents the performance at \( t \), while \( D_{\text{per}} \) is the demand set, indicating the set of satisfying performance states.

Generally speaking, the QoS reliability metrics for communication networks, e.g., the probability of E2E latency or data rates being less than certain threshold, are belongs to the type of performance reliability metrics. (For simplicity, such reliability metrics will be called as the E2E latency reliability or E2E data rate reliability, in the rest of the paper.)

In the industrial sectors however, our concerns are more focused on the performance reliability of the actuators, at the application level. Unfortunately, to define, access, and evaluate such performance reliability could be a challenging task. It involves (possibly time-variant) stochastic time delays upon the industrial control systems, while these time delays are mappings of both the physical environments and the CoCoCo design parameters of the wireless communication systems. As an essential task in CoCoCo for application-level design, we expect to estimate the following regression function:

\[
R_{\text{sys,app}}(t) = f(R_{\text{com}}(t))
\]

where \( R_{\text{sys,app}}(t) \) is the the system’s performance reliability at the application level, while \( R_{\text{com}}(t) \) is the vector of communication network performance reliabilities, such as the E2E latency / RAN delay / data rate reliability.

C. Controller design considering system dependability

In the fields of control, the above system dependability problems are often handled in a different perspective. Generally, controllers are expected to be more robust against component failures or stochastic time-delays. It results in the designing of fault-tolerance controllers, reliable controllers and controllers for systems with stochastic time delays [12]–[15]. The designed controllers are often capable to handle the impact of stochastic E2E time-delays, when certain assumptions are satisfied. Still, optimal designs of controllers cannot fully guarantee a 100% performance reliability at the application level. For instance, when congestion appears in the communication network and the E2E communication is interrupted. Thus, the optimal design of controllers must be considered as part of the system-level reliability design, while it should also be incorporated with the design of communication networks, which determines how the time-delays are injected into the control systems.

D. Error coupling and top-down design

This overlaying system architecture inevitably results in an error coupling through the three domains: transmissions errors will reduce the stability of control system, and eventually degrade the application dependability. Classically, a top-down design paradigm has been applied in industrial use scenarios: First, the entire system is first modeled and its dependability analyzed on the application layer. Regarding the system model, the optimal control shall be designed assuming an ideal communication, i.e. with consistent E2E latency and no error at all, to fulfill the application’s requirement of dependability. Afterwards, this optimal control system must be analyzed regarding its tolerance to transmission errors, through which a strict requirement of communication reliability and E2E latency can be outlined. At last, it is the task of communication engineering to achieve the targeted performance level.

Obviously, this methodology decomposes a multivariate optimization problem across three domains into several independent domain-wide sub-problems, which greatly simplifies the complexity of solving. However, this simplification is not supported by any mathematical structure or analytical feature (e.g. joint convexity or monotonicity), so it cannot guarantee to achieve the global optimum of the original problem. Instead, it is very likely ending up with a sub-optimum. This claim is well supported by the evidence observed in the autonomous driving scenario studied in [5], where the optimal safe inter-vehicle distance is achieved neither the control-preference (low status update interval) nor the communication-preference (vanilla URLLC), but a compromised specification between them.

E. Co-design as an emerging requirement of future 14.0

Over decades, this problem had not raised much research interest, because there had been no decent use case of remote control over wireless. In classical industrial systems, controllers, sensors, and actuators are typically embedded together and connected to each other by wired channels, which can be extremely reliable even at very high data rate. In this case, the communication domain fades out and the three-layer dependability model is simplified into a two-layer version with practically ideal communication links, so the aforementioned problem does not exist.

However, as modern and future industrial applications are dealing with more complex tasks, such as flexible manufacturing, collaborative robot control, etc., the demand to computing capability is explosively increasing. Meanwhile, the 6G ambition to connect everything and everyone is implying a higher integration level with compacter devices that have smaller or even no battery. Additionally, regarding the higher mobility of devices, increasing flexibility of industrial environment, and extreme working conditions of systems,
wired connections will become gradually less applicable for inter-machine and machine-to-infrastructure communications in the future 14.0 scenario. Instead, MEC-based remote controlling will be essential, which brings the CoCoCo problem into our vision.

IV. FROM ALTERNATING OPTIMIZATION IN-LOOP TO MODULAR CO-DESIGN

A. Application-oriented dependability management

The most straightforward solution to resolve the co-design problem introduced in the last section is a loopback design, where the control and communication components are optimized by turns in loops, each loop followed by a system-wide co-test to drive the optimization to next round.

This approach has a great advantage in its simplicity of modeling: no new model is required beyond the domain-wide models that have been used in the traditional top-down design approach. Only a few insights about the coupling between constraints in different domains are demanded to supervise the loopback design. Conventional designing and optimization tools can also be directly applied in the design of each individual domain without any barrier. However, its disadvantages are also obvious to us: First, this loopback design iteratively enters the domains of control and communication in turns, so that cumulative expertise from both fields are required throughout the entire process of system design, which limits the flexibility of development cycle and keeps the development cost on a high level. Second, the system model used in this approach, especially about the way different layers are coupled to each other, lacks of abstract and generality. The resulted design is therefore highly dependent on specific system or application, and cannot be flexibly modified for demands such like system upgrade or scenario change.

B. Decomposing the system into inter-coupled modules

For a higher generality and flexibility, the co-design flow specified to certain application shall be decomposed into multiple abstracted domain-wide design stages that are independent from each other. More specifically, the application shall be modeled regarding a generic control mechanism, so that the application dependability can be formulated as a function of some control metric (or a vector of metrics). Similarly, the control model shall be set up with respect to a generic communication mechanism, characterizing the control metric (vector) as a function of some communication metric (vector). In the end, the application dependability can be formulated as a function of some communication metric (vector).

C. Identifying the coupling metrics

The coupling metrics discussed in Sec. IV-B can only be identified with a detailed cross-domain error propagation model that we have mentioned in Sec. III-D. Aiming at such a model, we first identify the error sources in NCS, and classify them into three categories w.r.t. their impact on the system’s dependability, as listed in Tab. I.

| Category | Examples | Impact |
|----------|----------|--------|
| value errors | sensing error, computation error, source coding noise, quantization noise, system disturbance, etc. | system state diverged from optimum |
| transmission errors | retransmission, packet loss | random information delay |
| application errors | system outage, service failure | reduced dependability on application layer |

Over the recent past years, some emerging metrics have been proposed to capture the propagation of errors through the three NCS layers, during which process the errors of different types are also transferred into each other. For example, the **age of information** (AoI) concept [6] in communication fully reflects the information delay, which is a critical parameter in the control domain. More precisely, peak AoI describes the information delay, while mean AoI captures both the mean and variance of the information delay [7]. There have been numerous studies such as [8] reported to reveal how transmission errors will affect the AoI, wherewith the control domain can be well coupled to the communication domain [9]. Further more, an variant of AoI, known as age of incorrect information (AoII), further takes value errors into account [10]. Nevertheless, the state of the art is still insufficient to support a full modeling of
such inter-domain coupling, especially when computing is also taken into account.

D. Generalized black-box model

When deeply investigating the computation errors in the NCS model, it becomes more complicated, since computation errors can simultaneously impacting multiple domains. For example, a numerical algorithm in control domain that computes in an iterative fashion may be specified to different convergence thresholds, through which a balance between the computing delay and the computation error is taken. Since the computation and communication compete against each other for the shared time resource, a higher computing delay is leading to less time budget for communication, and therewith more transmission errors, i.e. degraded communication dependability. On the other hand, the reduction in computation error tends to reduce the value error, and therewith increase the dependability. Similar phenomena have also been reported in other problems that can also occur in NCS, such as:

- **Optimal pre-processing** where the communication dependability can be improved at a cost of higher computing latency;
- **optimal learning** where the model accuracy can be improved for lower value error, but at a cost of higher observing latency;
- **optimal task offloading** where the communication error can be reduced by opportunistically using local computing instead of cloud computing, but at a cost of higher computing delay or higher value error.

These phenomena can make the coupling model between different domains highly complex, and the joint optimization problem probably analytically intractable.

![Figure 3: The proposed generalized black-box NCS model](image)

Towards an efficient solution to such problems, we propose to use a generalized black-box model for NCS and its dedicated CoCoCo optimization problem, as illustrated in Fig. 3. The communication and control domains, together with their underlying computation algorithms, are jointly modeled as a packaged black-box that is independent from the physical implementation of application. This black-box module (the blue box top-left) defines a generic interface to an abstracted application module (the gray module top-right), which is characterized by a **generic error vector** defined in a multidimensional space of key performance indicators (KPIs). A certain implementation of the communication and control domains will define a feasibility region within this KPI space, which can be achieved by specifying the black-box. This feasibility region can be identified either theoretically, when a complete error propagation model is available, or empirically in a data-driven approach in the opposite case. On the other hand, for every specific application, a dependability model can be established to describe the application layer dependability as function of the generalized error vector. Thus, the CoCoCo problem to optimize the dependability can be considered as a mathematical programming problem, where the objective function if the application’s dependability, and the search space is the feasibility region of the black-box.

It is worth remarking that the classical top-down design approach actually restricts the search space into a (probably very small) subset of the feasibility region, and therefore fail to guarantee converging to the global optimum.

E. A multi-stage optimization formulation

In this subsection, we convert the black-box model into a two-stage stochastic programming problem, as follows. We will illustrate the abstract models, but its tractability still needs to be exploited.

\[
\text{minimize } \mathbb{E}_{P_1}[Q_1(z, \omega_1)] \\
\text{subject to } f(z) \leq 0, \\
\mathbb{E}_{P_1 \times P_2}[Q_2(z, \omega_1, \omega_2)] \leq 1 - R_{\text{sys,app}}, \\
z \in \mathbb{R}^n
\]

\[
[Q_1(z, \omega_1)] := \text{minimize } \mathbb{E}_{P_2} I(u) \\
\text{subject to } g(\dot{x}, x, u, \omega_1, \omega_2) = 0, \\
\{(x_0, t_0)\} = v(z, \omega_1), \\
u \in \mathbb{R}^m
\]

\[
[Q_2(z, \omega_1, \omega_2)] := 1 - I(y) \\
y = h(x, u, v(z, \omega_1), \omega_2) \\
I(y) := \begin{cases} 1, & y \in D_{\text{sys,app}} \\
0, & \text{o.w.} \end{cases}
\]

where the outer-stage decision vector \( z \) is the design parameters of the communication system, which determines the stochastic time delays for the inner-stage problems; \( P_1 \) is the probability measure of the stochastic time delay, \( P_2 \) is the probability measure of the stochastic disturbance in the control system, \( \omega_1, \omega_2 \) are the samples of time delay and disturbance, respectively. \( R_{\text{sys,app}} \) is the demanded performance reliability at the application level, \( J \) is the optimized expected performance of the control objective, \( u \) is the control signal, \( g \) is the state-space equations of the controlled object, \( (x_0, t_0) \) is the set of initial states that have been observed after the time delay, \( y \) is the performance of the system at the application level, \( I \) is an indicator function that determines whether the system’s performance is within the demand region.
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In the above, the two-stage problem first determines the outer-stage communication design, and, then, the optimal inner-stage control signals. The outer-stage problem considers for the constraint of system reliability, which requires the performance reliability of the system at application level must be larger than the given demand value. The inner-stage problem, is, then, a stochastic optimal control problem with delayed observed initial states.

V. APPLICATIONS

We envision the proposed black-box approach to revolutionize the paradigms in several critical industrial use scenarios, as listed below.

A. CoCoCo for dependable remote control

The most direct application is also the motivation of our proposal: the communication-control co-design for dependable remote control in NCS. As we have analyzed in Sec. IV, With decomposed modular design in communication and control domains, the flow of system design becomes more flexible and the development cost can be efficiently reduced. Also, with well identified coupling metrics, the generalized black-box model will be able to efficiently improve the optimization performance, by expanding the search space of system specification to the very extent of feasibility region.

B. Flexible manufacturing

Classical factories generally have the control system embedded in the specialized manufacturing equipment, i.e. it is dedicated to the specific application. The control system is therefore also highly specified to this certain application, and cannot be flexibly reused for other applications (e.g. another product line). This architecture is significantly limiting the flexibility of manufacturing systems, bring huge cost to any replacement or upgrade of the production lines.

For future manufacturing systems remote control, however, our proposed design framework is abstracting the application and decoupling it from the factory infrastructure. This allows to flexibly adapting the manufacturing system, including its control and communication modules, to different applications upon requirement, and therewith significantly reduces the capital expenditure (CAPEX) of flexible manufacturing.

C. Open manufacturing system

Beyond the adaptation of manufacturing system upon different applications, the flexibility introduced by our proposed framework applies also to the different components within the factory infrastructure itself. Classical manufacturing systems generally have specialized modules of control, communication and computing, which are tuned to work with each other and integrated in a fixed manner. Specifications and calibrations to these modules are accomplished in prior to the delivery of the system, and provides little or no freedom of modular replacement. Since no information is available for the factories to estimate the application layer performance before purchasing, assembling, and practically testing the equipment, they cannot flexibly change or upgrade one single module without replacing the entire manufacturing system, even if it has a better option for that specific module, since the risk is too high to afford. On the other hand, the module vendors can hardly sell their products directly to the end users (i.e. the factories) without intervention of the system vendors, and therefore bonded to the latter. Thus, in the current business model, the system vendors are holding unfair advantages over the other two stakeholders.

Our proposed approach, however, has a rich potential in modular modeling of manufacturing systems. The factories will be able to accurately estimate the achievable performance of a customized system, which will not only significantly reduce the CAPEX of modifying or upgrading production lines, but also open the gate of this huge market for direct entrance of module vendors. This openness of manufacturing system design will certainly lead to a more fair, competitive, and free market in this industry, as OpenRAN has already done to the wireless network industry [11].

D. SLA design for business applications

In previous, we have mostly discussed about the co-design of the data links of communication systems with the setting of controllers in control systems. In this last subsection, we will also mention about the potential impact of CoCoCo research on the system-level design for the private networks implemented on industrial sectors under future 6G-to-business models.

In the era of 5G, industrial enterprises have already shown a strong interests of URLLC on industrial control scenarios that are highly inconvenient for wired networks, e.g., the Industrial Ethernet or CAN protocols. However, it is still hard to call the promotion of URLLC to business applications as a huge success. For industrial sectors, the core concern is to maintain a “ultra-reliable low E2E time delay” communication network 24hrs-7ds with a reasonable total budget including the construction, operation & maintenance cost. In a SLA contract between industrial enterprises and the wireless communication service providers, it often asks for the guarantee of performance reliability, e.g., the E2E time delay reliability or data rate reliability. Thus, it also arises the following open problems:

1) The design of quantitative reliability indicators for SLA contracts: for instance, to guarantee a given level of reliability for E2E latency should be ensured?

2) The joint redundancy allocation of industrial & communication systems: for instance, the type, model, location & number of redundancies of industrial & communication equipment, such as the machine tools (in manufacturing systems) & the AAU, BBU, RRU in the RAN (of communication networks), should be co-designed to maximize the quality of wireless communication.

3) The maintenance of communication networks: for instance, can we design proper predictive maintenance schedules, to minimize the risk of reliability decline, due to the failures or inappropriate parameter settings.
that appeared in the communication networks?

We have mentioned problem 1) at equation 3 in section III-B. For the rest of the problems, we conclude them as system level CoCoCo problems: an additional outer-stage decision that determines the system structure should be added to the previous two-stage stochastic programming problem that presented in section IV-E.

VI. CONCLUSION

In this paper, we have studied the dependability of I4.0 applications in the upcoming 6G era, which are calling for novel solutions beyond xURLLC to fulfill their performance requirements. Starting with the dependability model of networked control systems, we have analyzed the challenges in industrial dependability, and proposed a novel framework of communication-control co-design by evolving the conventional top-down design approach step-by-step. Besides achieving dependable remote control, our proposal also exhibits rich potential in enabling flexible manufacturing and shifting the business paradigm of future industry, which we have also briefly envisaged.
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