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Abstract. Inverse problems exist in a wide variety of physical domains from aerospace engineering to medical imaging. The goal is to infer the underlying state from a set of observations. When the forward model that produced the observations is nonlinear and stochastic, solving the inverse problem is very challenging. Neural networks are an appealing solution for solving inverse problems as they can be trained from noisy data and once trained are computationally efficient to run. However, inverse model neural networks do not have guarantees of correctness built-in, which makes them unreliable for use in safety and accuracy-critical contexts. In this work we introduce a method for verifying the correctness of inverse model neural networks. Our approach is to overapproximate a nonlinear, stochastic forward model with piecewise linear constraints and encode both the overapproximate forward model and the neural network inverse model as a mixed-integer program. We demonstrate this verification procedure on a real-world airplane fuel gauge case study. The ability to verify and consequently trust inverse model neural networks allows their use in a wide variety of contexts, from aerospace to medicine.
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1 Introduction

Neural networks have been used to solve a variety of nonlinear inverse problems such as state estimation [20], inverse computational mechanics [24], inverse-model controller design [15], medical imaging [12], and seismic reflectivity estimation [16]. Neural networks are used because they can learn complex functions from data and compute outputs quickly, whereas an analytical inverse modeling approach may not work for nonlinear systems, and a sampling-based approach may be computationally expensive. However, neural network inverse models lack accuracy guarantees, limiting their use in safety critical applications such as transportation. To enable the adoption of these models, we present a method for verifying the accuracy of an inverse model neural network. Our approach uses recent advancements in neural network verification to provide formal guarantees of the correctness of the model over its entire domain.

Inverse problems arise when trying to estimate an unobserved state from a set of observations, where only the forward model is known (i.e., the model that maps states to observations). This is in contrast to a filtering setting where a dynamics model as well as an observation model is often available. Analytical solutions to inverse problems may not exist for nonlinear systems, and may become intractable when the forward model
is high-dimensional or stochastic. Sampling-based approximate inverse models may be slow to query and may not converge to a useable point estimate at all. As a result, data-driven approaches may be applied. The forward model is used to produce a dataset of state-observation pairs that are then used to train a neural network to output a state for a given observation.

Once a neural network inverse model is trained, we want guarantees that the inverse mapping between observations and states has low error, but this may be challenging due to the complexity of the forward model and neural network. Prior work [28] has approached this problem using sampling to get stochastic bounds on the error of an inverse model network. Formal approaches [27] have also been applied to 1-layer networks where the forward model is replaced with a lookup table so that the Lipschitz constants of the simple network and forward model may be easily calculated and the accuracy evaluated at grid points in the domain. In addition to these simplifying assumptions, this approach scales exponentially with the number of dimensions in the domain, making it unsuitable for large-scale problems.

We verify ReLU-based inverse model neural networks using mixed-integer linear programming, a technique that has seen significant recent usage for neural network verification [1, 5, 7, 8, 19, 25]. This approach allows formal verification over the entire input domain without a dependence on gridding. Instead of replacing the complex forward model that maps states to observations with a lookup table, we encode it into the mixed-integer linear program, preserving the integrity of the model. This is enabled by overapproximating the nonlinear functions in the forward model using a technique adapted from verification of neural network control systems [23]. The nonlinear functions are overapproximated using piecewise linear constraints, which can be encoded into a mixed-integer linear program, alongside the inverse model neural network. We then maximize the error between the portion of the state that the inverse model reconstructs and the original state values. This produces a verified upper bound on the estimation error of the inverse model.

**Contributions**

Our contribution is to provide a new formal approach to verifying inverse model neural networks by bringing ideas across discipline boundaries – from reachability to inverse models. Compared to prior work, our work:
1. Can handle multi-layer ReLU neural networks.
2. Does not require gridding the state space and incurring the curse of dimensionality.
3. Can compare an inverse model neural network to the true nonlinear forward model, rather than a lookup table.
4. Can verify stochastic forward models with additive noise.
5. Employs intelligent parallelization in order to reduce verification time.
6. Demonstrates the approach on a real-world case study of aircraft fuel measurement.

### 2 Related Work

Neural networks are typically evaluated on a test set after training [10], so it is natural to consider sampling-based approaches for neural network validation. Sampling-based
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statistical approaches to validation [6] have been used for a wide variety of applications such as autonomous driving [14] and aviation [28]. However, Koopman and Wagner [17] argue that if a failure rate of one failure per $10^9$ hours is desired, which is similar to aviation requirements, then at least $10^9$ hours (more than 100,000 years) of testing is required. Similarly, Zakrzewski [28] investigates the number of samples required to estimate the failure probability with high confidence, considering Bayesian and non-Bayesian settings. Zakrzewski [28] ascertains that the number of required samples, on the order of $10^{10}$, is tractable if the system is fast enough to evaluate. However, in the case of a component for a real autonomous vehicle, where collecting a single sample of a behavior of interest such as merging or turning left could take on the order of minutes, it would not be feasible to collect $10^9$ to $10^{10}$ minutes (1000 - 10,000 years) of driving time. Additionally, Zakrzewski [28] assumes the ability to sample from the true distribution governing the input domain. If sampling is performed using a distribution that is slightly wrong, the claims of safety assurance fall apart. Consequently, other methods obtain guarantees using sampling coverage metrics over the input space, which again scale exponentially with the dimension of the input domain [6]. Given the difficulties of sampling-based safety guarantees, we believe formal guarantees which hold over the entire input domain are more compelling.

There has recently been a surge in development of formal methods to verify neural networks [18]. Of particular relevance are approaches which employ mixed-integer programming [1, 5, 7, 8, 19, 25]. While these approaches can make formal claims about neural networks, they are generally limited to verifying the network over a well-defined input domain. In our setting, however, the input domain of the neural network is implicitly defined by a nonlinear, stochastic forward model.

Zakrzewski [27] verifies inverse models consisting of 1-layer sigmoid neural networks by replacing the forward model with a lookup table and gridding the input domain. Our work builds upon this by verifying multi-layer ReLU neural networks, employing a mixed-integer programming approach that does not require gridding the input space, and verifying the inverse model neural network against the true nonlinear model instead of an approximate lookup table. Zakrzewski [27] identifies the difficulty of representing the possible observation space given a domain in state space and a complex forward model. We represent this set implicitly by overapproximating and encoding the nonlinear measurement model using an overapproximation technique introduced by Sidrane et al. [23].

3 Problem Definition

The state of the system is a vector of variables $\mathbf{x}$. Let $\mathbf{y}$ be a noisy measurement of the state such that

$$\mathbf{y} = f(\mathbf{x}, \nu)$$

(1)

where $\nu$ is a vector of random variables and $f$ is the stochastic forward model. We are interested in estimating a subset of the state, $\mathbf{z}$, from a noisy measurement $\mathbf{y}$. The function $f$ leads to the distribution $p(\mathbf{y} \mid \mathbf{x})$, from which we can write

$$p(\mathbf{y} \mid \mathbf{z}) = \int_{\mathbf{w}} p(\mathbf{y} \mid \mathbf{z}, \mathbf{w}) p(\mathbf{w}) \, d\mathbf{w}$$

(2)
where \( \mathbf{x} = [\mathbf{z}, \mathbf{w}]^T \). Our goal is to invert \( p(\mathbf{y} | \mathbf{z}) \) and estimate \( \mathbf{z} \) given measurements \( \mathbf{y} \):

\[
\mathbf{z} = \arg \max_{\mathbf{z}'} p(\mathbf{z}' | \mathbf{y})
\]

(3)

without explicitly computing Equations (2) and (3). We interchangeably use distributional notation such as \( \mathbf{y} \sim p(\mathbf{y} | \mathbf{x}) \) and functional notation such as \( \mathbf{y} = f(\mathbf{x}, \nu) \) depending on which is more clear for the context. For the purpose of this paper we define

\[
f^{-1}(\mathbf{y}) = \arg \max_{\mathbf{z}'} p(\mathbf{z}' | \mathbf{y})
\]

(4)

The functional inverse may not always exist but \( \arg \max_{\mathbf{z}'} p(\mathbf{z}' | \mathbf{y}) \) always exists.

To make the problem more concrete, we will use a 2D localization problem as a running example throughout this section to explain our methodology. In this problem, a robot attempts to estimate its position within a 2D room. The state is the robot’s position, \( \mathbf{x} = (x_r, y_r) \) and the robot receives two noisy range measurements of its state:

\[
\mathbf{y} = \begin{bmatrix} r_1 \\ r_2 \end{bmatrix} = \begin{bmatrix} \sqrt{(x_r - x_1)^2 + (y_r - y_1)^2 + \nu_1} \\ \sqrt{(x_r - x_2)^2 + (y_r - y_2)^2 + \nu_2} \end{bmatrix}
\]

(5)

from sensor beacons located at the corners of the back wall, as shown in Figure 1a. The sensor beacons are located at coordinates \((x_1, y_1)\) and \((x_2, y_2)\) and each measurement has additive noise \( \nu_i \sim \mathcal{N}(0, \sigma) \). The robot is free to move anywhere in the blue shaded region. We would like to invert the forward model in Equation (5) and recover the robot’s position. In this example, \( \mathbf{z} \) is the same as \( \mathbf{x} \):

\[
\mathbf{z} = \mathbf{x} = (x_r, y_r)
\]

(6)

We verify a neural network \( \mathcal{NN}(\mathbf{y}) \) trained to estimate \( \mathbf{z} \) from a measurement \( \mathbf{y} \) and produce an estimate \( \hat{\mathbf{z}} \):

\[
\hat{\mathbf{z}} = \mathcal{NN}(\mathbf{y}) \approx \arg \max_{\mathbf{z}'} p(\mathbf{z}' | \mathbf{y})
\]

(7)

For the localization example, a neural network is trained to produce estimates of the current position \( \hat{\mathbf{z}} = [\hat{x}_r, \hat{y}_r] \) given range measurements \( \mathbf{y} = [r_1, r_2] \) as inputs and true
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position \( z = [x_r, y_r] \) as labels. Once trained, we would like to assess the quality of our inverse model. We would like to bound the error between \( z \) and our estimate of it \( \hat{z} \). Given a bounded region of states \( x \in \mathcal{X} \), which in turn bounds \( z \) as \( z \subseteq x \), we want to find an upper bound \( u \) such that

\[
\max_{x \in \mathcal{X}} \| z - \hat{z} \| < u
\]  

(8)

where \( \| \cdot \| \) is some norm. Neural networks do not have built-in guarantees of correctness, so we use neural network verification tools to obtain \( u \). However, the nonlinear and stochastic nature of the forward model presents new challenges that many existing neural network verification tools are not equipped to handle.

4 Methods

Our methodology is illustrated in Figure 1b. The forward model \( f(x, \nu) \) maps states in \( \mathcal{X} \) to a set of measurements as shown by the black irregularly shaped set in the center of Figure 1b. Our approach is to overapproximate the nonlinear forward model using piecewise linear constraints to produce a model \( \hat{f}(x, \nu) \). This model implicitly defines an overapproximation of the set of possible measurements which is shown by the blue set in the center of Figure 1b. Noting that both the overapproximate forward model and the neural network can be represented by piecewise linear expressions, they can be combined into a single mixed-integer linear program. We add the maximum error between the reconstruction \( \hat{z} \) and the original subset of the state \( z \) as an objective. By solving the resulting optimization problem, we can obtain a bound on the set of possible estimation errors. The following subsections provide more details.

4.1 Overapproximating the measurement model

The measurement model \( f \) which produces measurements \( y \) may contain polynomials (e.g., \( x^2 \)), roots (e.g., \( \sqrt{x} \)), trigonometric functions (e.g., \( \cos(x) \)), piecewise nonlinearities (e.g., \( \max(x, y) \)), exponentials (e.g., \( e^x \)) and compositions thereof. As the end goal is to encode the entire verification problem into a mixed integer linear program, we draw on the field of reachability analysis and use the approximation developed by Sidrane et al. [23] to overapproximate nonlinear functions with piecewise linear constraints. An overapproximation is an approximation such that the set of satisfying values for the overapproximated expression is a superset of the set of values satisfying the original expression. For example, we would like to quantify the maximum error between the neural network estimate \( \hat{z} \) and the true \( z \). If we compute an upper bound \( \hat{u} \) on the maximum error using the overapproximate model, we know that \( \hat{u} \) is greater than or equal to the maximum error \( e_{\text{max}} \) that exists between \( z \) and \( \hat{z} \) under the true nonlinear model: \( \hat{u} \geq e_{\text{max}} = \max_x \| z - \hat{z} \| \).

In the example localization problem, the measurement model contains the functions \( g(x) = x^2 \) and \( g(x) = \sqrt{x} \). These functions are converted to piecewise linear bounds to produce the overapproximate forward model \( \hat{f} \). An illustration of an overapproximation for the \( x^2 \) function over the domain \([1, 15]\) is shown in Figure 2a. The lower bound
contains 5 linear segments and the upper bound contains 4. In this example, the error between the function and bound is within 2% of the magnitude of the range of the function over the specified domain.

### 4.2 Posing the verification problem as an MILP

Once the nonlinear measurement model $f$ has been overapproximated, the entire system consists of piecewise linear relations, because the ReLU-based inverse model neural network $NN(y)$ is already a piecewise linear function. Piecewise linear constraints can be encoded into mixed-integer linear programs using binary variables. Thus the entire system can be encoded into a mixed integer program. In order to compute the maximum error between $z$ and the estimate returned by the inverse model neural network, $\hat{z}$, the following mixed integer optimization problem is solved:

$$\begin{align*}
\max_{x} & \quad |z - \hat{z}| \\
\text{subject to} & \quad x \in \mathcal{X}, \\
& \quad \nu \in \mathcal{N}, \\
& \quad y \sim f(x, \nu), \\
& \quad \hat{z} = NN(y)
\end{align*}$$

where $\mathcal{X}$ denotes the domain of the state variables $x$, of which $z$ is a subset, $\mathcal{N}$ denotes the domain of the random variables $\nu$, and $y \sim f(x)$ denotes that the measurements $y$ are related to the state $x$ via the approximated nonlinear measurement model $\hat{f}$. The optimal solution to the mixed-integer linear program $(x^*, p^*)$ is produced using the commercial MILP solver Gurobi [11]. The value of the optimal solution is an upper bound on the maximum error: $p^* = \bar{u} \geq e_{\text{max}}$. It is an upper bound due to the looseness introduced by overapproximation.

### 4.3 Encoding piecewise linear functions into the MILP

Prior work has demonstrated how ReLU activation functions and other piecewise linear functions may be encoded as mixed-integer constraints [19, 23, 25]. Tjeng et al. [25] introduced a tight encoding for $t = \max(x_i), i = 1...n$, and $t = \text{ReLU}(x)$ that improves on the classic “big-M” encoding [21] by uniquely bounding the domain of each piecewise linear function. We apply the same idea to derive a tight encoding of absolute value based on [21] and describe it in Appendix A alongside the other encodings that we use from Tjeng et al. [25]. Necessary for all of these encodings are bounds $[l_i, u_i]$ on each argument $x_i$ to the function. Bounds $[l_i, u_i]$ are obtained by solving the relaxation of the MILP with $\max x_i$ and then $\min x_i$ as the objective. In place of the custom translation from piecewise linear functions to mixed integer constraints that was released by Sidrane et al. [23], we developed a complementary open-source library called Expr2MILP.jl that implements the above encodings. It is modular and capable of encoding general piecewise linear expressions composed of $|\cdot|$, $\max$, and ReLU into mixed-integer constraints.
4.4 Handling stochasticity

Because the forward model is probabilistic, the bounds on the maximum estimation error will also be probabilistic, which we account for using the notion of probability mass. When the forward model is overapproximated using the methods in Section 4.1, a domain on each variable in the model must be specified. Therefore, we restrict the domain of the random variables $\nu$ to contain a desired amount of probability mass. The probability mass captured by this restricted domain will also correspond to the probability mass captured in the distribution of estimation errors.

For example, the localization problem has two random variables ($\nu_1$ and $\nu_2$), each independently distributed according to a normal distribution with standard deviation $\sigma$. If we constrain the domain of $\nu_1$ to $\nu_1 \in [-3\sigma, 3\sigma]$, we capture 99.73% of the probability mass associated with $\nu_1$. Similar logic applies to $\nu_2$. Because the variables are independent, these domains cover $0.9973^2 = 0.9946$, or 99.46% of the probability mass of the joint distribution. In turn, the verification algorithm will find the maximum estimation error across 99.46% of the full distribution of network estimation errors. We note that the domains of the random variables can be selected based on the user’s desires.

If we instead constrained the variables to have a domain of $\pm 2\sigma$, we would capture 91.10% of the probability mass in the joint distribution. This approach is distinct from a sampling-based approach which can only claim to have captured a certain fraction of the probability mass with a given confidence level, whereas we can claim with certainty that we have captured e.g., 99.46% of the probability mass.\(^1\)

5 Example results

We apply the methodology described in Section 4 to the running example problem of 2D localization. The first problem maximizes the objective $|x_r - \hat{x}_r|$ where $\hat{x}_r$ is the estimated $x$-position produced by the neural network and $|\cdot|$ is the absolute value. The second problem maximizes $|y_r - \hat{y}_r|$. The choice of norm for the objective is up to the user. For example, $\|z - \hat{z}\|_\infty = \max(|x_r - \hat{x}_r|, |y_r - \hat{y}_r|)$ could have also been chosen. The problem of finding the maximum error in the $x$ and $y$ directions over the whole domain is solved with two calls to the optimizer, resulting in maximum $x$ and $y$ estimation errors over the whole domain of 3.95 ft and 3.96 ft, respectively, for $3\sigma$ noise levels on the range measurements. In order to better visualize the error, we discretize the domain according to our desired computational budget and solve two optimization problems for each $(x, y)$ cell. The results can be seen in Figure 2c. We can tell from these bounds that errors in the estimate of $x$-position tend to be higher for small values of $y$, and errors in the estimate of the $y$-position tends to be higher for large values of $y$.

Based on the sensor beacon locations, small changes in range result in larger changes in $x$ for small values of $y$ producing a more difficult estimation problem in that region. The opposite is true for the $y$-position. A possible conclusion of this analysis might be that additional sensor beacons are needed in the upper corners of the room (see Figure 1a), or that more training data is needed from these more difficult regions of state space.

\(^1\) The exact amount of probability mass captured depends on the assumed noise model.
Figure 2: Analysis of the 2D localization problem.

Additionally, for the $x$-coordinate, we compare the upper bounds on error computed using our verification approach to approximate upper bounds obtained through sampling and through the simulation of the extreme points found from verification (labeled "sim"). The results are shown in Figure 2b. The output of the formal verification upper bounds the values from the true nonlinear model. We could have displayed a single upper bound on the $x$-position error but in order to better visualize the trends in network error, we have discretized the state space and plotted stepwise maximum error curves.
Fig. 3: A neural network performs more precisely than a linear regressor and a sampling-based Bayesian method. The error bars in the Bayesian inference plot represent two standard deviations.

6 Fuel Gauge Case Study

We use an airplane fuel gauge as a case study to demonstrate the real-world applicability of our method. Fuel is often kept in wings of aircraft and getting an accurate measurement during flight is difficult. As fuel is flight critical, an accurate, responsive, and independent measurement is desired. Filtering using a time-history of measurements is undesirable because it allows errors in fuel estimates to propagate across time. For this reason, single-shot Bayesian inference, which can be used to estimate the distribution \( p(z | y) \) given the forward model \( p(y | z) \), is a desirable technique to solve the problem. Nevertheless, exact Bayesian inference is often intractable for systems with nonlinear measurement models. Therefore, these techniques often rely on complex sampling methods such as Markov Chain Monte Carlo (MCMC), which can require many samples to produce accurate estimates and only provide statistical guarantees of convergence [4]. All of these properties make the use of an inverse model neural network very appealing as it can produce accurate, responsive and independent estimates.

Nonetheless, we compare the performance of a neural network, linear regression, and sampling-based Bayesian inference for inverting the fuel model. We use a forward model mapping fuel mass to pressure measurements similar to the model used in Zakrzewski [26], and then train a ReLU-based inverse model neural network to reconstruct a fuel mass estimate. The forward model we use is described in Appendix B. For the inverse model neural network, we use a fully connected network with three hidden layers containing 64, 32, and 12 hidden units respectively. We compare to a Bayesian inference technique called No-U-Turn sampling (NUTS) [13] implemented in Turing.jl [9] that is a version of MCMC. The NUTS algorithm was used to generate 1000 samples for each mass value with 1000 adaptation steps and a target accept rate of 0.9. A comparison of these techniques is summarized in Figure 3. Overall, the neural network has the best performance. While the Bayesian inference estimates often converge close to the true value, the MCMC sampling procedure sometimes fails to converge to an
accurate estimate. Furthermore, the Bayesian inference queries took 26 seconds on average on a single 4.20 GHz Intel Core i7 processor, while the neural network queries took $6 \times 10^{-6}$ seconds on average.

However, using a neural network fuel gauge raises safety concerns. If the neural network produces an inaccurate measurement of remaining fuel, the remaining range of the aircraft could be shorter than the pilot expects. To ensure safety, the Federal Aviation Administration has strict certification requirements for all flight software that have largely prevented the use of neural networks on aircraft because there weren’t good ways to verify their performance [22]. To bridge this gap, we propose to verify the neural network fuel gauge offline. The results of verification could then be used to determine if the network satisfies the requirements for onboard use, and if not, be used to inform system redesign or network retraining.

6.1 Airplane fuel gauge model

The forward model for the airplane fuel gauge mapping fuel mass to pressure measurements is noisy and highly nonlinear, containing piecewise linear functions, multiplication of variables, sin, cos, and polynomials. The model is described in more detail in Appendix B. The state $x$ consists of the current mass of fuel in the tank $m$, roll $\phi$ and pitch $\theta$ of the aircraft, and ambient air pressure $P_a$. The forward measurement model computes readings at 9 pressure sensors in the fuel tank as well as the three-dimensional acceleration of the aircraft, which all have additive noise. The problem is stated as follows:

$$x = [m, \phi, \theta, P_a]$$ (10)

$$\nu = [\nu_{p1}, \ldots, \nu_{p9}, \nu_{a_x}, \nu_{a_y}, \nu_{a_z}]$$ (11)

$$y = [p_1, \ldots, p_9, a_x, a_y, a_z]$$ (12)

$$z = [m]$$ (13)

The inverse model attempts to recover the fuel mass $m$, and we want to quantify the error between the neural network estimate of the fuel mass $\hat{m}$ and its true value, where $| \cdot |$ denotes absolute value:

$$\max_x |m - \hat{m}|$$ (14)

6.2 Making Verification Tractable

The fuel gauge model we adapted from Zakrzewski [26] involves a high-resolution lookup table that threatens the tractability of the verification problem. Despite abundant nonlinearity and the use of transcendental functions such as in Equation (29), the resulting forward model of the airplane fuel gauge could be encoded and solved as a single mixed integer program except for the fact that the analytical mappings from volume, pitch and roll to fuel height at a given pressure sensor, $h_{fuel} = f(v, \theta, \phi)$ are not known. As a result, lookup tables mapping $(v, \theta, \phi) \rightarrow h_{fuel}$ are calculated from a CAD model of the fuel tank and these tables are treated as ground truth. Luckily, even though
a large number of grid cells (7488) are imposed on the problem, they are completely independent of one another, and we exploit this by parallelizing across each cell.

A naive parallelization would not be computationally tractable due to the slow speed of OVERT and the encoding process, but we re-use the overapproximation and encoding in order to regain tractability. A domain is required for each variable for overapproximation using OVERT as well as for the mixed-integer encoding process for both the network and the overapproximate forward model. However, if we overapproximated and encoded the MILP separately for the domain of each cell, the computation would take days to finish, because the overapproximation and encoding together requires several minutes for a single cell. Our solution is to overapproximate and encode the fuel gauge measurement model and the inverse model neural network over the domain corresponding to the union of all of the cells. We then duplicate the optimization problem and additionally constrain the domain of each cell, $\mathcal{X}$ in Equation (9), and the mappings from volume, pitch and roll to fuel height, to find the maximum error unique to that specific cell.

Another key modification that was made to increase the speed of verification was the use of a sampled lower bound. When seeking the maximum value of $|m - \hat{m}|$, all samples of the true nonlinear model form a lower bound. A constraint is added to the optimization problem for each cell of the form

$$|m - \hat{m}| > s_{\max}$$

where $s_{\max}$ is the worst deviation between $m$ and $\hat{m}$ found while sampling from that cell’s domain uniformly at random. Sampling is fast and helps narrow the search space for an optimum. Overall, we observed a speedup of up to 16%.

7 Fuel Gauge Results

We present the results of running our verification method for an inverse model neural network on the airplane fuel gauge case study. Quantifying the error in fuel mass estimate produced by the inverse model neural network is important because the pilot needs an accurate measurement of how much fuel is left in the plane. We are able to obtain verified upper bounds $\hat{u}$ on error $\max_{x} |m - \hat{m}|$ for each $(v, \theta, \phi)$ cell in the problem domain. We maximize over $\phi$ (roll) and $\theta$ (pitch) values in order to find the maximum error at a given fuel level and show the results in Figure 4a. The verification took 1.520 hours or equivalently 0.731 seconds per cell and with $3\sigma$ noise on the independent variables, and captures 96.81% of the error distribution probability mass. Experiments were run on 148 physical cores (see Appendix C).

Figure 4a demonstrates both the network performance as well as the tightness of our verified upper bound. We compare the verified upper bounds on error to two baselines. The first baseline is uniform random sampling from the domain of $x$ and the corresponding noise domain for noise variables $\nu$. We estimate the maximum error using 63,000 samples for each mass bin. We can see that the verified upper bound on error is much higher than the sampled error estimate. Sampling will always form a lower bound to the maximum error, so this result is as expected. However, the difference between the verified bound and sampling may be due to both overapproximation in the forward model.
and suboptimality of random sampling. To determine whether overapproximation in the
forward model or suboptimality of random sampling has more impact, we pass the opti-
umum point $x^*$ for each cell through the original nonlinear forward model and the neural
network fuel gauge. The point $x^*$ is in effect an adversarial sample found through op-
timization and produces an error which is plotted under the label “sim” in Figure 4a.
This line is tight to the upper bound on error values produced by the optimizer using the
overapproximate forward model, and relatively farther from the sampled lower bound.
This result suggests that little conservatism is added from the overapproximation, which
is desirable. It also tells us that the naively sampled lower bound is not as tight to the
tue maximum error curve (which the “sim” curve still lower bounds) as in the example
localization problem. This problem has many more state variables and 12 dimensions
of noise, which make it difficult for unguided random sampling to find the maximum
error. Note that we cannot compare our verification method to the the methods of Za-
krzewski [27] because their method is not capable of evaluating error with respect to
the true nonlinear, stochastic forward model; it is only capable of comparison against a
table.

Our method also allows precise quantification of the error of the inverse model neural
network throughout different areas of the state space. Figure 4c shows the maximum
amount of error for different regions of state space as roll and pitch of the aircraft vary.
The maximum over the entire range of fuel mass values is shown. The bright yellow spot
in the bottom right corner of Figure 4c indicating higher error suggests more training
data from this region of the state space may be beneficial. Finally, we propose Figure 4b
as a metric that regulators could use to evaluate network performance in a more succinct
way than Figure 4c or Figure 4a. Figure 4b show the percent of the domain within a cer-
tain maximum error level, for 4 noise levels. Simultaneously, Figure 4b displays worst
case errors ($\sim 15\%$), illustrates the distribution of errors, and shows how the distribu-
tion of errors changes as more noise is considered. For example, we can see that most of
the cells have $5 - 10\%$ error for all noise levels. Again, this may indicate that network retraining is needed.

8 Discussion

Limitations While our method is much more scalable than historical methods such as those presented by Zakrzewski [27, 28], it cannot scale to the largest modern networks (1mil+ parameters). Additionally, while the fuel measurement model is very complex, our approach would slow down with more nonlinearity such as additional layers of nested multiplication, e.g. if all constants in the fuel model were allowed to vary as well. This is due to the fact that multiplication is a costly operation for OVERT to overapproximate and increases the size of the MILP substantially. Given the fact that this is the first paper to apply MILP-based NNV to inverse models, and that there has been a recent resurgence in NNV research, we expect the performance of our overall approach to improve as NNV and MILP-solving technology continues to improve [2, 3]. Nevertheless, we are still able to tackle a real-world problem: fuel gauging, for which a small network worked well (see Figure 3).

Conclusion We introduced a method for quantifying the error of inverse model neural networks against nonlinear, stochastic forward models. Given a noise threshold on each of the random variables in the model, our method produces verified upper bounds on the estimation error. In addition, the points of the domain selected by the optimizer represent adversarial samples of the true model that may not be found with unguided sampling. We demonstrate that our method can scale to real-world problems such as an airplane fuel gauge system. In general, neural networks do not have built-in guarantees of correctness, which can prevent their application to many real-world problems that could benefit from their flexibility and performance. Precisely quantifying estimation error of inverse model neural networks could allow their use in many safety-critical applications.
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A Appendix on Piecewise Linear Encodings

This appendix describes the encodings of piecewise linear functions into a mixed-integer linear program. The overapproximation of the forward model contains \( \max \) functions. Using the classic “big-M” method [21], the function \( t = \max\{x_1, \ldots, x_n\} \) would be encoded

\[
\begin{align}
 x_i &\leq t \leq x_i + M(1 - z_i), \quad i = 1, \ldots, n, \quad (16a) \\
z_1 + \cdots + z_n &= 1 \quad (16b) \\
z &\in \{0, 1\}^n \quad (16c)
\end{align}
\]

where \( z_i \) indicates which variable \( x_i \) is the maximum and \( M \) is a very large constant upper bounding the difference between the maximum and the other inputs: \( M \geq x_i^* - x_{i\neq j} \). Using a large constant \( M \) leads to a loose approximation of the output range of the \( \max \) function, and as discussed earlier, this can lead to slower solve times. In contrast, Tjeng et al. [25] introduces the following encoding which is much tighter:

\[
\begin{align}
 x_i &\leq t \leq x_i + (u_{\text{max}_i} - l_i)(1 - z_i) \quad (17a) \\
z_1 + \cdots + z_n &= 1 \quad (17b) \\
z &\in \{0, 1\}^n \quad (17c)
\end{align}
\]

where each \( x_i \) has bounds \([l_i, u_i]\), \( u_{\text{max}_i} = \max_{j \neq i} u_j \), and the maximum is only taken over inputs where \( u_i \geq l_{\text{max}} = \max_i l_i \), because if the upper bound of any \( x_i \) is below the maximum lower bound, there is no point in considering it.

For the \( t = \text{ReLU}(x) \) function, Tjeng et al. [25] introduce the following encoding, which we implement:

\[
\begin{align}
 t &\geq 0 \quad (18a) \\
t &\geq x \quad (18b) \\
t &\leq uz \quad (18c) \\
t &\leq x - l(1 - z) \quad (18d) \\
z &\in \{0, 1\} \quad (18e)
\end{align}
\]

where \([l, u]\) are bounds on \( x \) and \( z \) is a binary variable.

Finally, we straightforwardly derive a new encoding for absolute value based on the same ideas. The classic “big-M” encoding for absolute value [21] \( t = |x| \) is

\[
\begin{align}
 x &= x^+ - x^- \quad (19a) \\
t &= x^+ + x^- \quad (19b) \\
0 &\leq x^+, x^- \quad (19c) \\
x^+ &\leq Mz \quad (19d) \\
x^- &\leq M(1 - z) \quad (19e) \\
z &\in \{0, 1\} \quad (19f)
\end{align}
\]
where $x^+$ represents the positive part of $x$, $x^-$ represents the negative part, and $z$ is a binary variable indicating whether $x > 0$. Our tighter encoding is:

\[
\begin{align*}
x &= x^+ - x^- , \\
t &= x^+ + x^- , \\
0 &\leq x^+ \leq \max(u, 0) , \\
0 &\leq x^- \leq \max(-l, 0) , \\
x^+ &\leq uz \quad (20a) \\
x^- &\leq |l|(1 - z) \quad (20b) \\
z &\in \{0, 1\} \quad (20c)
\end{align*}
\]

where $[l, u]$ are bounds on $x$. 
B Airplane Fuel Gauge Model Details

The forward measurement model mapping fuel mass to noisy pressure measurements and noisy acceleration measurements was described in brief in the body of the paper, and is described in more detail here.

The state $x$ consists of the current mass of fuel in the tank $m$, roll $\phi$ and pitch $\theta$ of the aircraft, and ambient air pressure $P_a$. The forward measurement model computes readings at 9 pressure sensors in the fuel tank as well as the three-dimensional acceleration of the aircraft, which all have associated noise. The problem is stated as follows:

$$x = [m, \phi, \theta, P_a]$$

$$\nu = [\nu_{p_1}, \ldots, \nu_{p_9}, \nu_{a_x}, \nu_{a_y}, \nu_{a_z}]$$

$$y = [p_1, \ldots, p_9, a_x, a_y, a_z]$$

$$z = [m]$$

The inverse model attempts to recover the fuel mass $m$, and we want to quantify the error between the neural network estimate of the fuel mass $\hat{m}$ and its true value:

$$\max_x |m - \hat{m}|$$

where $| \cdot |$ denotes absolute value. The pressure reading at a given sensor is determined by the height of fuel above the sensor:

$$p = \max(h_f - h_s, 0) \cdot \frac{\rho a}{c} + P_a + \nu_p$$

where $h_f$ is the fuel height, $h_s$ is the sensor height, $\rho$ is the fuel density, $a$ is the acceleration magnitude, $c$ is a scaling factor, $P_a$ is ambient air pressure, and $\nu_p$ is Gaussian noise distributed as $\nu_p \sim N(0, \sigma_p)$. The fuel height at a given point in the tank and the three-dimensional position of a given pressure sensor are both functions of the roll $\phi$ and pitch $\theta$ of the aircraft. The fuel height is also a function of the volume $v$ of fuel in the tank:

$$h_f = (1 - 0.5)f_{lo}(v, \theta, \phi) + 0.5f_{hi}(v, \theta, \phi)$$

$$h_s = (1 - 0.5)g(\theta, \phi, p_l\ldots) + 0.5g(\theta, \phi, p_h\ldots)$$

where $f_{lo}$ is a mapping from $(v, \theta, \phi)$ to fuel height when the wings are unloaded and analogously $f_{hi}$ is a mapping from $(v, \theta, \phi)$ to fuel height when the wings are fully loaded. Similarly, $p_l = (x_l, y_l, z_l)$ is the position of the sensor when the aircraft is at nominal attitude ($\theta = 0, \phi = 0$) with wings unloaded, and $p_h = (x_h, y_h, z_h)$ is the position of the sensor at nominal attitude with wings loaded. The function $g$ maps the pressure sensor coordinates $p_l$ and $p_h$ from nominal attitude to an arbitrary roll $\phi$ and pitch $\theta$:

$$g(\theta, \phi, x, y, z) = x \sin(\phi) - y \sin(\theta) \cos(\phi) + z \cos(\theta) \cos(\phi)$$
The acceleration at a given attitude is computed:

\begin{align}
    a_x &= a \sin(\phi) + \nu_{a_x} \quad (30) \\
    a_y &= -a \sin(\theta) \cos(\phi) + \nu_{a_y} \quad (31) \\
    a_z &= a \sqrt{(1 - \sin(\phi)^2 - (\sin(\theta) \cos(\phi))^2)} + \nu_{a_z} \quad (32)
\end{align}

where $a$ is the magnitude of total acceleration and $(\nu_{a_x}, \nu_{a_y}, \nu_{a_z})$ are independent Gaussian noise variables each distributed $\nu_a \sim \mathcal{N}(0, \sigma_a)$. The magnitude of total acceleration is fixed at $a = 10 \text{ m/s}^2$. 
C Fuel Gauge Experimental Details

Fuel gauge verification experiments were run across 5 servers with a collective 148 physical CPU cores and 296 logical CPU cores. Fourteen Julia threads were used, but each call to the optimizer calls the BLAS library which was allowed to spawn a number of threads up to the number of physical CPU cores on each server. The processors of the five machines used were all Intel(R) Xeon(R) CPUs of different models. See details below.

| Xeon Processor       | Physical Cores | Logical Cores | Julia Threads |
|----------------------|----------------|---------------|---------------|
| E5-2650 v3 @ 2.30GHz | 20             | 40            | 3             |
| E5-2699 v4 @ 2.20GHz | 44             | 88            | 4             |
| E5-2690 v4 @ 2.60GHz | 28             | 56            | 3             |
| E5-2690 v4 @ 2.60GHz | 28             | 56            | 1             |
| E5-2690 v4 @ 2.60GHz | 28             | 56            | 3             |
D  Additional Fuel Gauge Results

Figure 5 shows the fuel mass estimation error plotted with respect to different system variables. For the left plot a maximum was taken over mass values, for the middle plot a maximum was taken over pitch ($\theta$) values and for the right plot a maximum was taken over roll ($\phi$) values.

![Figure 5: Estimation error with $3\sigma$ noise across different slices of the state space.](image)

Figure 6 displays verified upper bounds for three noise domains of the 12 random variables in the input: $1\sigma$, $2\sigma$, and $3\sigma$. This gives upper bounds corresponding to 1.02%, 57.12%, and 96.81% of the probability mass of the error distribution, respectively. The risk threshold is ultimately a user-chosen parameter and a verified upper bound considering higher noise levels could also be computed. Increasing the noise level increases the conservatism of the verified upper bound and the time required to compute it. The time taken to compute verified upper bounds on the error for each level of noise on the inputs is shown in Table 1. Experiments where run on 148 physical cores (see Appendix C).

The time taken for each noise level is shown in Table 1.

| Total Time (hr) | Time per Cell (s) | Probability Mass |
|----------------|-------------------|------------------|
| $0\sigma$      | 0.718             | 0.345            |
| $1\sigma$      | 1.172             | 0.563            |
| $2\sigma$      | 1.344             | 0.646            |
| $3\sigma$      | 1.520             | 0.731            |

Table 1: Time taken to verify the fuel gauge case study.
Fig. 6: Verified upper bounds are compared with error estimates obtained from sampling. There is a tradeoff between the desired confidence level in the verified upper bound and the tightness of the bound. A more confident upper bound will be looser.