List-encoding CCDM: A Nonlinearity-tolerant Shaper Aided by Energy Dispersion Index
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Abstract—Recently, a metric called energy dispersion index (EDI) was proposed to indicate the nonlinear interference (NLI) induced by correlated symbols during optical transmission. In this paper, we propose a new shaper architecture to decrease the EDI of transmitted symbols and thus, increase the signal-to-noise ratio (SNR). We call this shaper the list-encoding constant-composition distribution matcher (L-CCDM). L-CCDM consists of an additional EDI selecting module, which is compatible with standard probabilistic amplitude shaping (PAS) architecture. Numerical results obtained from a multi-span multi-channel system show that when compared to standard CCDM with 256-ary quadrature amplitude modulation (256QAM), the proposed architecture offers an effective SNR gain of 0.35 dB, an achievable information rate gain of 0.22 bit/4D-symbol, or equivalently an 8% reach extension.

Index Terms—Constant-Composition Distribution Matching, Fiber Nonlinearities, Probabilistic Amplitude Shaping.

I. INTRODUCTION

Probabilistic amplitude shaping (PAS) [1] has attracted wide attention in the domain of fiber optical communications. Numerous studies about PAS have been carried out in simulation [2], [3], experiments [4], [5] and field trials [6], [7]. PAS realizes probabilistic shaping by means of an amplitude shaper. One popular amplitude shaper is the constant-composition distribution matcher (CCDM) [8]. Other well-known shapers include multiset-partition distribution matcher (MPDM) [9], product distribution matcher (PDM) [10], and enumerative sphere shaping (ESS) [11], [12].

Tailored to the additive white Gaussian noise (AWGN) channel, the aforementioned amplitude shapers were initially designed for the purpose of generating nonuniformly distributed amplitudes. However, unlike the AWGN channel, in the nonlinear fiber channel, nonlinear interactions among the transmitted symbols occur. These interactions lead to nonlinear interference (NLI) noise. As a result, the AWGN-optimal PAS usually enhances the NLI with respect to uniform signaling [13]. Therefore, NLI-tolerant shaping architectures, which improve power efficiency and also combat the NLI penalty, are of great interest.

The amplitude shaper determines the probability distribution as well as the temporal structure of the transmitted symbols. For the design of NLI-tolerant amplitude shapers, one approach is to optimize the probability distribution of input symbols, while assuming the symbols to be independent identically distributed (i.i.d.). With the advent of the enhanced Gaussian noise (EGN) model, the fourth standardized moment (a.k.a. kurtosis) of transmitted symbols has been widely accepted as a metric that indicates the NLI magnitude [14]–[16]. In [17], an optimized probability mass function for a nonlinear fiber channel is designed taking kurtosis into account. In [13], [18], symbol sequences having low kurtosis are generated to mitigate the NLI.

Instead of optimizing distributions, one can manipulate the temporal structure of the symbol sequences, with the goal of reducing the NLI. This follows from the fact that the transmitted symbols that have certain temporal structures could exert great influence on the NLI [19]–[21]. A straightforward approach for improving the NLI tolerance with this temporal approach was to use short shaping blocklengths [22], [23]. This nonlinear shaping gain enabled by short shaping blocklengths was intuitively attributed to the fact that the generated symbol sequences have fewer clusters of identical symbols [24], [25]. However, a guiding principle for the temporal structure of symbol sequence was missing. Recently, we proposed in [26] a metric called energy dispersion index (EDI) to accurately indicate the NLI of correlated symbol sequences, where strong correlation between EDI and effective signal-to-noise ratio (SNR) was reported. The main contribution of the current paper is to propose the first NLI-tolerant signaling scheme designed based on the EDI.

In this paper, we first review PAS and CCDM as well as EDI in Sec. [I] Then, in Sec. [III], an amplitude shaper referred to as list-encoding CCDM (L-CCDM) is proposed. By exploiting the EDI diversity of the symbol sequences, L-CCDM improves NLI tolerance through EDI selection. In Sec. [IV] the numerical results based on a multi-channel multi-span system show that with 256-ary quadrature amplitude modulation (256QAM), L-CCDM offers an effective SNR gain of 0.35 dB with respect to CCDM. This SNR gain translates into an 8% reach extension. Finally, conclusions are drawn in Sec. [V].
II. PRELIMINARIES

A. PAS and CCDM

Fig. 1 displays a standard PAS architecture. The top and bottom branches show the generation of shaped pulse amplitude modulation (PAM) symbols for in-phase and quadrature dimensions of QAM symbols, respectively. This PAS structure corresponds to the so-called “1D symbol mapping strategy” [27, Fig. 3(a)]. For each branch, the generation of shaped PAM symbols, relying on an amplitude shaper and a systematic forward error correction (FEC) engine, can generally be described as follows. A sequence of information bits go through the amplitude shaper to yield nonuniformly distributed amplitudes. Next, the bits that represent these amplitudes, along with the top sequence of information bits, are fed into the FEC engine. The parity bits of the FEC codewords and the top sequence of information bits are transformed into sign bits, i.e., using \((0, 1) \rightarrow (+1, -1)\). PAM symbols are generated by combining these signs with the amplitudes. Finally, two sequences of PAM symbols are assigned as the real and imaginary parts of a sequence of QAM symbols.

The amplitude sequences in the CCDM codec block have a constant amplitude composition. Given an amplitude set \(\mathcal{A}\) and blocklength \(n\), the number of amplitudes \(a\) for each codeword is a constant denoted by \(n_a\), and thus, \(n = \sum_{a \in \mathcal{A}} n_a\). For any CCDM codeword \(\mathbf{A} = (A_1, A_2, \ldots, A_n)\), the empirical amplitude distribution is fixed to be \(\mathbb{P}_A(a) = n_a/n\) for \(a \in \mathcal{A}\).

The shaping rate is defined as \(R_s \triangleq k/n\) bits per amplitude (bit/amplitude). A finite-blocklength amplitude shaper will cause a non-zero rate loss. Let \(H(\mathbb{P}_A)\) denote the entropy of \(\mathbb{P}_A\). Then the rate loss (in bits per amplitude) is defined in [3, Eq. (2)] as

\[
R_L \triangleq H(\mathbb{P}_A) - \frac{k}{n}. \tag{1}
\]

B. Energy Dispersion Index

EDI was designed to be a moving window statistic that measures the windowed energy fluctuation in a sequence of symbols \(\mathbf{X} = [\ldots, X_i, X_{i+1}, \ldots]\). For a given window length \(W\) (\(W\) is an even natural number), let \(G^W\) denote the sum of \(W + 1\) symbol energies centered around the symbol \(X_i\), i.e.,

\[
G^W_{i,W/2} = |X_i|^2 + |X_{i+1}|^2 + \ldots + |X_{i+W}|^2.
\]

Fig. 2 shows window energy sequences \([G^W_{1,W/2}, G^W_{2,W/2}, \ldots, G^W_{n-W/2}]\) based on the symbol sequence \([X_1, X_2, \ldots, X_n]\), i.e.,

\[
\Psi \triangleq \frac{\operatorname{Var}[G^W]}{\mathbb{E}[G^W]}, \tag{2}
\]

where

\[
\mathbb{E}[G^W] \triangleq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[G^W_i], \tag{3}
\]

\[
\operatorname{Var}[G^W] \triangleq \frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}[G^W_i]. \tag{4}
\]

The expressions in (3–4) show that EDI takes non-i.i.d. symbols into account.

In general, with a proper window length, the lower the EDI of transmitted symbols, the less NLI is to be induced [26]. EDI classifies phase-shift keying (PSK) as one of the “best” NLI-tolerant modulation formats, since the total energy within the window is always the same, yielding zero energy variations. For QAM modulation formats, if the transmitted symbols \(\mathbf{X}\) are i.i.d., the EDI is simply determined by average symbol energy and kurtosis [26, Eq. (30)]. For the general case of non-i.i.d. QAM symbols, EDI is also dependent on the window length \(W\) since the correlations between symbols within the window can vary for different \(W\).

In the case of non-i.i.d. QAM symbols, an accurate indication of the NLI magnitude is obtained by EDI with an optimized window length \(W\). However, [26, Fig. 10] shows that the EDI is relatively insensitive to the \(W\), which means that it can still show the general impact of the energy variations on the NLI without the optimization of \(W\).

EDI in [2] describes the asymptotic energy variation behavior of the transmitted symbol sequences. In practice, we are more interested in the NLI-tolerance of one realization of symbol sequence, and thus the EDI of an individual sequence should be measured. Fig. 2 shows that given a realization of windowed energy sequence \(\mathbf{G} = g = [g^W_{1,W/2}, g^W_{2,W/2}, \ldots, g^W_{n-W/2}]\) is obtained based on a realization of an \(n\)-length symbol sequence \(\mathbf{X} = x = [x_1, x_2, \ldots, x_n]\). Note that the window length \(W\) should be smaller than the blocklength \(n\). Then, given \(\mathbf{g}\), the EDI \(\Psi\) can be estimated numerically as

\[
\hat{\Psi}(x) \triangleq \frac{\sigma^2_{G^W}}{\mu_{G^W}}, \tag{5}
\]
where $\mu_{GW}$ is the estimated windowed energy mean, i.e.,

$$
\mu_{GW} = \frac{\sum_{i=1}^{n-W/2} g_W}{n - W},
$$

and $\sigma_{GW}^2$ is the estimated windowed energy variance, i.e.,

$$
\sigma_{GW}^2 = \frac{\sum_{i=1}^{n-W/2} (g_W - \mu_{GW})^2}{n - W - 1}.
$$

### III. List-Encoding CCDM

In this section, we will introduce L-CCDM as a method to generate QAM symbol sequences with low EDI. The amplitude sequence codebook $C$ of a standard CCDM with blocklength $n$ and shaping rate $R_s = k/n$ consists of $2^k$ amplitudes codewords. Even for small $n$, e.g., $n \geq 16$ and $R_s \geq 1.5$, there are usually $2^k \geq 2^8$ sequences with a wide variety of temporal structures, and thus, also potentially large EDI variations. Therefore, it is reasonable to assume that some of the codewords are more beneficial to NLI fiber transmission than the others. Based on this observation of EDI diversity in the codebook, a straightforward approach to realize NLI mitigation is to select and use a subset of NLI-tolerant (low-EDI) symbol sequences.

#### A. Principle

In the PAS architecture using 1D symbol mapping as shown in Fig. 1, the proposed L-CCDM replaces the amplitude shapers with red inputs and outputs. Fig. 3(a) displays the block diagram of L-CCDM at the transmitter. L-CCDM is built based on standard CCDMs, and it selects amplitude codewords that generate low-EDI symbol sequences. For any given $k - v$ bit input sequence of a CCDM, we insert $v$ flipping bits. As flipping bit changes between 0 and 1, CCDM produces $2^v$ candidate amplitude sequences from its codebook depending on the values of these flipping bits. Therefore, the shaping rate of L-CCDM is thus $R_s = (k - v)/n$. We note that this can be done by using a single CCDM $2^v$ times, or using $2^v$ CCDMs at once. We denote these candidate sequences at the outputs of CCDMs in Fig. 1 by $a_i^v = [a_{i,1}^v, a_{i,2}^v, \ldots, a_{i,n}^v]$ and

$$
a_i^v = [a_{i,1}^v, a_{i,2}^v, \ldots, a_{i,n}^v] \text{ for the in-phase and quadrature branches, respectively, where } i, j = 1, 2, \ldots, 2^v.
$$

Then L-CCDM generates $2^{2v}$ QAM symbol sequence candidates considering all possible combinations of $a_i^v$ and $a_j^v$. Since these candidates will only be used to compute EDIs, this generation requires no sign bits from the systematic FEC engine. As a result, these “pseudo” QAM symbol sequence candidates are given as $x_{i,j} = a_i^v + ja_j^v$. We denote the set of $2^{2v}$ QAM symbol sequence candidates by $S = \{x_{i,j} : (i, j) \in \{1, 2, \ldots, 2^v\}^2\}$. Next, the EDIs of all the candidate symbol blocks are measured, and L-CCDM chooses the “best” candidate $x^*$ that has the smallest EDI, i.e.,

$$
x^* = \arg\min_{x \in S} \Psi(x).
$$

Finally, the selected QAM symbol block $x^* = a_i^v + ja_j^v$ determines the output amplitude codewords $A_i = a_i^v$ and $A_j = a_j^v$, which are later processed by standard PAS procedure as explained in Fig. 1. Fig. 3(b) shows that at the receiver, the only modification required is to merely discard the flipping bits after the standard CCDM decoding of estimated amplitude codewords $a_i^v$ and $a_j^v$. With minor changes on the PAS architecture, L-CCDM generates symbol blocks with lower EDI than that of the corresponding CCDM.

L-CCDM is designed to only improve the blockwise EDI, i.e., symbols from previous and future codewords are not taken into account when computing the EDI. One drawback of L-CCDM is therefore that inter-block effects are neglected. However, such inter-block effects are expected to be marginal if the blocklength is relatively large.

#### B. Flipping Bits Insertion and Rate Loss

The QAM symbol sequence candidates are desired to be as different as possible in terms of their EDI, in order to maximize the gains in NLI-tolerance that we can obtain. A CCDM indexes constant composition sequences using a lexicographical ordering for both its input and output [8]. As a result, compared to the bits at the end of the binary input, flipping the bits at the beginning is more important in changing the temporal structure of two candidate amplitude codewords.
In the next example, we will show that appending the flipping bits to the binary inputs as a prefix is more efficient to reduce EDI using L-CCDM.

Example: Given a CCDM with \( k = 10, n = 10 \), and amplitude composition \([4, 3, 2, 1]\) for the amplitudes \([1, 3, 5, 7]\), the mapping between the binary inputs and amplitude codewords is shown in Table II. For \( v = 1 \) flipping bit, if \( k - v = 9 \) information bits are all zeros, the two amplitude codewords corresponding to bit sequences \([0, \ldots, 0, B], B \in \{0, 1\}\) only differ two amplitudes at the end. By comparison, the two amplitude codewords corresponding to \([B, 0, \ldots, 0]\) have more difference. Fig. 3(c) also clearly shows that when \( n = 180 \), with respect to the suffix approach, the prefix approach reduces the EDI as \( v \) increases. For \( v = 4 \) flipping bits, the average EDI obtained with the prefix approach is 1.65 dB less that the suffix approach.

The inserted flipping bits cause an additional rate loss with respect to standard CCDM. The rate loss of L-CCDM is

\[
R^\text{lost}_{L} = H(P_A) - \frac{k}{n} + \frac{v}{n}, \tag{9}
\]

which includes an extra rate loss term \( v/n \) that accounts for the effect of flipping bits. Note that \( R_c \) in (1) can be seen as a special case of \( R^\text{lost}_{L} \) when \( v = 0 \).

In L-CCDM, \( v \) and \( n \) can be used to trade performance for complexity or vice versa. For example, for a fixed \( v \), if \( n \) is large enough, the additional rate loss \( v/n \) of L-CCDM in (9) is negligible. However, increasing \( n \) typically causes an increased complexity in shaping and deshaping. On the other hand, for a fixed \( n \), using more flipping bits means more QAM symbol sequence candidates to select among and a possibly larger reduction in average EDI. This increase in \( v \), however, requires extra \( 2^v - 1 \) CCDM encoding indices. The EDI measurement also requires some computational power. Therefore, the parameters of L-CCDM should be chosen carefully in order to reach a favorable trade-off between performance and complexity.

IV. NUMERICAL ANALYSIS

A. Simulation Setup

The performance of PAS using 256QAM with standard CCDM or L-CCDM is analyzed in a multi-span wavelength division multiplexing (WDM) optical communication system. The key parameters of the fiber simulation are displayed in Table II. The simulation is implemented by using the split-step Fourier method. The channel of interest is situated in the center of the WDM band. All channels use the same signaling scheme, and the signal on each channel is independently generated with the root-raised cosine pulse shaping. After propagation over each span of standard single-mode fiber, the attenuation is compensated by an Erbium-doped fiber amplifier (EDFA). At the receiver, the channel of interest is filtered with a matched filter, and chromatic dispersion compensation.

The binary low-density parity check codes from the DVB-S2 standard [29] with codeword length 64800 is used as the FEC code. At the receiver, 50 decoding iterations are realized. The number of flipping bits \( v = 0 \) corresponds to standard CCDM. Shaping blocklengths from \( n = 180 \) to \( n = 5400 \) are evaluated. We choose window length \( W = 100 \) and note that the EDI measurement is insensitive to the value of \( W \). At most \( v = 4 \) flipping bits are considered, which generates up to 16 amplitude sequence candidates and cause an extra rate loss of \( 2.22 \times 10^{-3} \) bit/amplitude, and thus, the complexity increase is not too much. To make a fair comparison between different values of \( v \) [30], Maxwell-Boltzmann distribution \( P_A \) with slightly larger entropy \( H(P_A) \) is used by L-CCDM to cover the additional rate loss due to flipping bits \( v/n \), such that L-CCDM has the same shaping rate \( R_s = (k - v)/n \) as that \( R_s = k/n \) of standard CCDM, see (1) and (9). For example, at \( n = 1800 \), to achieve \( R_s = 2.4 \) bit/amplitude, CCDM and L-CCDM \((v = 4)\) have \( H(P_A) = 2.4189 \) and 2.4205 bits, respectively. Table III shows the parameters for uniform signaling and PAS that achieve various rates.

To quantify the performance improvement obtained with L-CCDM, we evaluated the effective SNR, achievable information rate (AIR) and end-to-end bit-error rate (BER). Regarding AIR, we used “finite-blocklength” bit-metric decoding (BMD) rate (bit/4D-sym) as the figure of merit for 256QAM PAS.
which accounts for the rate loss $R_{L}^{\text{last}}$ in (9) as \[ \text{AIR}_n = 4 \left[ H(X) - \sum_{i=1}^{4} H(B_i \mid Y) \right] - 4R_{L}^{\text{last}}. \] (10)

where $B_i$ is a random variable representing the $i$-th binary label of the 16PAM symbol, and $Y$ is the received symbol.

B. Performance at Fixed Transmission Distance

Fig. 4(a) displays effective SNR vs. launch power at the transmission distance of 1600 km for $n=1800$. The total transmission rate is fixed at $R = 10.4$ bit/4D-symbol with $R_s = 2.4$ bit/amplitude. The inset figure shows that the EDI of transmitted symbols indeed decreases when more flipping bits are used. While the EDI of standard CCDM ($v=0$) is $-0.66$ dB, L-CCDM suppresses the EDI down to $-4.03$ dB at $v=4$. This decrease in EDI results in an effective SNR gain of 0.35 dB. The optimal launch power for L-CCDM with $v=4$ is $-3.5$ dBm, which is 0.5 dB higher than that of CCDM.

Fig. 4(b) further visualizes how the effective SNR is improved by L-CCDM. Compared with CCDM, L-CCDM with $v=4$ on average pick 1/16 NLI-tolerant amplitude sequences from codebook. To keep the same shaping rate, L-CCDM has to use a composition with slightly larger entropy than that of CCDM, and thus a larger amplitude sequence codebook. This allows L-CCDM to move the EDI distribution to a lower level, as shown in the top-right histogram inset. As a result, the per-block effective SNR cloud of L-CCDM is located around a higher SNR value and is more concentrated, which can also be observed from the bottom left histograms inset.

In Fig. 4(c), it can be seen that the AIR curves almost follow the same behaviour as the SNR curves in (a). This indicates that most of the effective SNR gains by L-CCDM translate into AIR gains, and the flipping rate loss is negligible. With $v=4$, the AIR gains can be up to 0.22 bit/4D-symbol. Fig. 4(d) shows that thanks to the NLI reduction, L-CCDM outperforms standard CCDM in terms of BER. From $-4.25$ dBm to $-3$ dBm, L-CCDM with $v=3, 4$ achieves BER below $1 \times 10^{-4}$. 

---

Fig. 4. Performance analysis of L-CCDM and standard CCDM ($n=1800$) at 1600 km. The 256QAM symbol sequences are generated by PAS using standard CCDM ($v=0$) or L-CCDM ($v=1, 2, \ldots, 4$ with window length $W=100$). (a) Effective SNR vs. launch power, where the inset shows EDI $\hat{\Psi}$ vs. $v$. (b) For $v=0$ and $v=4$, the scatter of per-shaping block effective SNR vs. EDI, and the insets further show the histogram of per-shaping block effective SNR and EDI. (c) AIR vs. launch power. (d) BER vs. launch power. The filled triangles in (a), (c) for $v=0, 4$ correspond to the same triangle points as shown in Fig. 5(a)-(b).
C. Blocklength-dependency

As mentioned in Sec. III, the parameters of L-CCDM should be carefully chosen to reach a favorable trade-off between the effective SNR gains and rate loss. Here, we consider the performance of L-CCDM for various blocklengths $n$. The results for each blocklength are obtained at the optimal launch power.

Fig. 5(a) shows the blocklength-dependent effective SNR at 1600 km. This blocklength-dependency has been investigated for CCDM in [24], [26]. We show here that L-CCDM also exhibits a similar blocklength-dependent behaviour, except that the effective SNR is increased by approximately 0.38 dB for all values of $n$ considered here. Larger $n$ yields lower effective SNR for both CCDM and L-CCDM, and we attribute this to the increase in the corresponding EDIs, which is self-evident in the inset figure of Fig. 5(a). Since sequences with lower EDI are selected, L-CCDM generally generates higher SNR than standard CCDM, and these effective SNR gains become slightly larger in the long blocklength regime. Fig. 5(b) shows that even with the additional rate loss of flipping bits in (9), the AIR of L-CCDM benefits from the increased NLI-tolerance with gains up to 0.23 bit/4D-sym at the optimum blocklength $n = 1350$ with respect to that of CCDM. For other blocklengths, Fig. 5(b) shows that the AIR gains of L-CCDM decrease (i) because for shorter blocklengths, flipping bit rate loss $v/n$ in (9) becomes significant, and (ii) for longer blocklengths effective SNR decreases.

D. Reach Increase

Fig. 6 shows the AIR at various transmission distances for PAS using L-CCDM or CCDM (both with $n = 1800$), and uniform signaling, respectively. Fig. 6 also shows the distance where the BER of uniform signaling and PAS is below $10^{-4}$ (indicated by markers). All of the results are obtained at the corresponding optimal launch powers. The transmission rate of uniform 256QAM is adjusted by changing the FEC code rate $R_c$, whilst the transmission rate of PAS is adjusted by changing shaping rate $R_s$, as can be seen in Table III. At the transmission rate of $R = 9.6$ bit/4D-symbol (yielding an information rate of 307 Gbps), in addition to the 480 km reach extension brought by standard CCDM over uniform signaling, L-CCDM with $v = 4$ provides 160 km additional transmission distance, which corresponds to a reach extension of 8%.

V. Conclusions

In this paper, list-encoding CCDM (L-CCDM) was proposed to mitigate some of the NLI generated during optical fiber transmission. L-CCDM selects NLI-tolerant channel input sequences from a set of candidate symbol sequences by measuring their energy dispersion index (EDI). Simulation results show that L-CCDM improves nonlinear shaping gains considerably, providing a 0.35 dB increase in effective SNRs.
The architecture of L-CCDM used in this paper can be generalized to different amplitude shapers (e.g., enumerative sphere shaping), and to different mapping strategies. In general, the architecture of L-CCDM is easy to implement, and its EDI selector module can be directly plugged into existing PAS architectures. L-CCDM showed potential for exploiting EDI design in designing NLI-tolerant signaling schemes.
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