Celestial Klein Spaces

Budhaditya BHATTACHARJEE*, Chethan KRISHNAN†

a Center for High Energy Physics,
Indian Institute of Science, Bangalore 560012, India

Abstract

We consider the analytic continuation of \((p + q)\)-dimensional Minkowski space (with \(p\) and \(q\) even) to \((p, q)\)-signature, and study the conformal boundary of the resulting “Klein space”. Unlike the familiar \((- + + + . .)\) signature, now the null infinity \(\mathcal{I}\) has only one connected component. The spatial and timelike infinities \((\mathcal{I}^0\) and \(\mathcal{I}'\)) are quotients of generalizations of AdS spaces to non-standard signature. Together, \(\mathcal{I}, \mathcal{I}^0\) and \(\mathcal{I}'\) combine to produce the topological boundary \(S^{p+q-1}\) as an \(S^{p-1} \times S^{q-1}\) fibration over a null segment. The highest weight states (the \(L\)-primaries) and descendants of \(SO(p, q)\) with integral weights give rise to natural scattering states. One can also define \(H\)-primaries which are highest weight with respect to a signature-mixing version of the Cartan-Weyl generators that leave a point on the celestial \(S^{p-1} \times S^{q-1}\) fixed. These correspond to massless particles that emerge at that point and are Mellin transforms of plane wave states.
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1 Introduction

Analytic continuation in momentum space has proven to be a powerful tool for understanding scattering amplitudes (see [1] for a historical reference), so it is natural to suspect that generalizations of the S-matrix from 3+1 Minkowski space to other signatures may also provide further insights on scattering.

An interesting step in this direction was recently taken in [2], where analytic continuation of Minkowski space to (2,2) signature was considered. It was found that unlike in the (3,1) signature case, the conformal boundary has the form of a celestial torus, and suitable scattering states associated with an “S-vector” (as opposed to an S-matrix) were constructed. This work is in the broader context of celestial holography; see [3] for points of entry into the recent literature.

The isometry group in (2,2) signature is \( SO(2,2) \). Because of its connections to the global conformal group \( SL(2, R) \times SL(2, R) \) in 2 dimensions, this results in a discussion [2] that is somewhat special. In particular, the scattering states were associated with \( SL(2, R) \) highest weight states. In higher dimensions, we do not have the benefit of such accidental Lie algebra isomorphisms.

In this paper, we will show that the discussion of [2] is, in fact, much more general and that both the geometry and the group theory generalize very naturally to arbitrary even dimensions. We do this by taking advantage of the Cartan-Weyl form of the Lie algebra in higher dimensions. We consider general \((p + q)\)-dimensional Minkowski space with \( p \) and \( q \) even, and its analytic continuation to \((p, q)\) signature. Following the terminology of [2], we will call these spaces Klein spaces. Instead of the celestial sphere, at the conformal boundary, we find a celestial \( S^{p-1} \times S^{q-1} \) space. Even though we are in higher dimensions, we find that we can construct suitable scattering states (the \( L \)-primaries) associated with the highest weight states, which we explicitly construct starting with the Cartan-Weyl-like form of the \( SO(p, q) \) algebra and a suitable foliation of the Klein space. We can also construct a similar class of states (the \( H \)-primaries) which are defined via Cartan generators that mix the signatures, in such a way that the transformations fix a point on the celestial \( S^{p-1} \times S^{q-1} \). These states can be written as Mellin transforms of plane waves. The higher dimensional picture makes it clear that the two classes of primaries are naturally thought of as rotation-like and boost-like.
2 Klein Spaces

2.1 Defining Coordinates

We will consider pseudo-Euclidean spaces with an $SO(p,q)$ isometry, where $p = 2n$ and $q = 2m$ and $n$ and $m$ are positive, non-zero integers. We will call such a $(2n,2m)$ signature "space-time," a flat Klein space $K^{2n,2m}$. Some of our discussions, in fact, apply more generally to the case when the even-ness condition on $p$ and $q$ is relaxed.

The metric of such a space is

$$ds^2 = -\sum_{a=1}^{2n} dx_a^2 + \sum_{\tilde{a}=1}^{2m} dy_{\tilde{a}}^2.$$  

(2.1)

We introduce complex coordinates

$$z_i = x_{2i-1} + ix_{2i}$$  

(2.2)

$$w_i = y_{2i-1} + iy_{2i}$$  

(2.3)

$$\bar{z}_i = x_{2i-1} - ix_{2i}$$  

(2.4)

$$\bar{w}_i = y_{2i-1} - iy_{2i}$$  

(2.5)

where $i$ goes from 1 to $n$ and $\tilde{i}$ goes from 1 to $m$. Note that the indices in (2.9) $a, \tilde{a}$ run over double the range of the $i, \tilde{i}$ coordinates. We have the following expression for the metric in terms of the complex coordinates

$$ds^2 = \sum_{j=1}^{m} dw_j d\bar{w}_j - \sum_{j=1}^{n} dz_j d\bar{z}_j$$  

(2.6)

With future use in mind, let us also parametrize these complex variables as

$$z_i = r_i e^{i\theta_i}, \quad w_i = t_i e^{i\phi_i}$$  

(2.7)

and we have

$$ds^2 = -\sum_{i=1}^{n} (dr_i^2 + r_i^2 d\theta_i^2) + \sum_{\tilde{i}=1}^{m} (dt_{\tilde{i}}^2 + t_{\tilde{i}}^2 d\phi_{\tilde{i}}^2)$$  

(2.8)

This last parametrization will turn out to be very useful for our purposes. These coordinates were not needed in [2], because one could exploit the connection between $SO(2,2)$ and $SL(2,R) \times SL(2,R)$ instead.
2.2 Null, Space-like and Time-like Infinity

We will conformally compactify the $K_{p,q}$ space and determine the geometry of null infinity $I$, spatial infinity $i^0$ and time-like infinity $i'$. Writing the line element as

$$ds^2 = -\sum_{a=1}^{p} dx_a^2 + \sum_{\tilde{a}=1}^{q} dy_{\tilde{a}}^2$$

(2.9)

and introducing spherical polar coordinates with radii $r$ and $t$ for $x_a$ and $y_{\tilde{a}}$, we get

$$ds^2 = -dr^2 - r^2 d\Omega_{p-1}^2 + dt^2 + t^2 d\tilde{\Omega}_{q-1}^2$$

(2.10)

We can now shift to a “lightcone” coordinate system via

$$r - t = \tan U, \quad r + t = \tan V$$

(2.11)

Making this substitution in the Eqn (2.10), we get

$$ds^2 = \frac{1}{\cos U^2 \cos V^2} (-dUdV - \frac{1}{4} \sin^2(V + U) d\Omega_{p-1}^2 + \frac{1}{4} \sin^2(V - U) d\tilde{\Omega}_{q-1}^2)$$

(2.12)

Null infinity $I$ is at $V = \frac{\pi}{2}$ where the factor out front blows up. Space-like (time-like) infinity $i_0$ ($i'$) is the boundary at $U = -\frac{\pi}{2}$ ($U = \frac{\pi}{2}$). The surface at $I$ is given by $-\frac{\pi}{2} < U < \frac{\pi}{2}$. We take the limit $V \to \frac{\pi}{2}$ and scale out the $\cos^2 V$ term. Then we get

$$ds_I^2 = -d\Omega_{p-1}^2 + d\tilde{\Omega}_{q-1}^2$$

(2.13)

where the angles in $\Omega$ and $\tilde{\Omega}$ have the periodicities and ranges of the corresponding spheres. The spacelike sphere degenerates along the timelike line $U = V$ and the timelike sphere degenerates along the spacelike line $U = -V$. Neither sphere degenerate at the null infinity $I$.

The topological boundary of $K_{p,q}$ is $S^{p+q-1}$ and we can view it as an $S^p \times S^q$ fibration over a segment. To establish that $I$ together with $i_0$ and $i'$ has this topology, we need to show that each of the ends $i_0$ and $i'$ have the topology of a ball times a sphere (of appropriate dimensions).

To see this, let us foliate the Klein space using the following slicing:

$$\sum_{\tilde{a}=1}^{q} y_{\tilde{a}}^2 - \sum_{a=1}^{p} x_a^2 = \pm \tau^2$$

(2.14)

The two regions corresponding to the $\pm$ sign of $\tau^2$ can be denoted by $K^{p,q\pm}$. Note that it is the region $K^{p,q^+}$, which contains the time-like infinity. So we start by considering $-\tau^2$ case.
The goal is to then take $\tau \to \infty$ to end up at the “upper half” of $I$. We can parametrize $x$ and $y$ in spherical coordinates, as Eqn (2.10), but with

$$r = \tau \cosh \rho$$

$$t = \tau \sinh \rho$$

This gives us

$$ds^2 = -d\tau^2 + \tau^2 ds_1^2$$

$$ds_1^2 = d\rho^2 - \cosh^2 \rho \, d\Omega_{p-1}^2 + \sinh^2 \rho \, d\tilde{\Omega}_{q-1}^2$$

The metric (2.18) is known as $AdS_{q,p-1}$, see eg. [4]. It contains $p-1$ time-like coordinates and $q$ space-like coordinates. From (2.17), one notes that we are foliating the generalized Minkowski space $M_{q,p}$ using these generalized AdS spaces.

From this metric, we can look at the geometry of $i'$ by taking the limit of $\rho \to 0$. One can see this by noting that going to $i'$ means that we need to shrink the “space-like radius $t$” to a small value. This leads to a metric of the form

$$ds_1^2 \sim d\tilde{\rho}^2 + \tilde{\rho}^2 d\tilde{\Omega}_{q-1}^2 - d\tilde{\Omega}_{p-1}^2$$

There is a clear factorization in this geometry, which leads us to observe that the space-time becomes a topological product of the $q$-ball $S^q$ and the $(p-1)$-sphere $S^{p-1}$. This is the higher dimensional generalization of the topological product of a circle and a disk that is obtained as the geometry of $i'$ in the $K^{2,2}$-case [2].

A similar construction holds for the case of $+\tilde{\tau}^2$. Here, the $\tilde{\tau} \to \infty$ leads us to the lower half of the null infinity $I$. In this case, we use the alternative parametrization

$$r = \tilde{\tau} \sinh \tilde{\rho}$$

$$t = \tilde{\tau} \cosh \tilde{\rho}$$

Which gives us

$$ds^2 = d\tilde{\tau}^2 - \tilde{\tau}^2 ds_1^2$$

$$ds_1^2 = d\tilde{\rho}^2 - \cosh^2 \tilde{\rho} \, d\tilde{\Omega}_{q-1}^2 + \sinh^2 \tilde{\rho} \, d\tilde{\Omega}_{p-1}^2$$

This metric is the one known as $AdS_{p,q-1}$. We can take the $\tilde{\rho} \to 0$ limit to reach the spacelike infinity $\tilde{i}^0$, which corresponds to taking the “timelike radial coordinate $r$” to a very small value. In this limit, the metric (2.24) again factorises into the following simple form

$$ds_1^2 \sim d\tilde{\rho}^2 + \tilde{\rho}^2 d\tilde{\Omega}_{p-1}^2 - d\tilde{\Omega}_{q-1}^2$$
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This leads us to observe that the geometry at $i^0$ is a topological product of a $p$-ball $S^p$ and a $(q - 1)$-sphere $S^{q-1}$. Therefore, we conclude that the geometry of $\mathcal{I}$ along with $i'$ and $i^0$ can be viewed as an $S^{p+q-1}$, where $S^{p-1} \times S^{q-1}$ is fibered over a line segment.

One point to note about our generalized AdS foliation is that it is impossible to “unwrap” the timelike directions on these AdS spaces. This is possible only in AdS metrics that arise from an embedding space with only two time-like coordinates. In the present case, we have a sphere-worth of timelike coordinates instead of a circle.

3 Klein, Cartan-Weyl and Casimir

Highest weight states will play an important role in our discussion of the scattering states, and to discuss them, it is useful to work with the Cartan-Weyl basis of $SO(2n, 2m)$. In the Cartan-Weyl basis, all the generators can be written in terms of the commutators of the Cartan generators, which form an Abelian sub-algebra, and the ladder operators. Since we are interested in only the even-dimensional cases, we will work with the complex Lie algebra $D_N$, which has $N$ Cartan generators. The basis is conveniently spanned by the eigenvectors of the Cartan generators. The ladder operators then raise or lower the eigenvalues for these states and enable us to conveniently define the highest weight states.

To orient ourselves, let us start by writing down the general complex Lie algebra in the Cartan-Weyl basis. We have the Cartan generators $H_i$ and the raising and lowering operators corresponding to the roots $\alpha$ of the algebra given by $E_{\pm \alpha}$. The commutation relations that they must satisfy are the following

$$[H_i, H_j] = 0 \quad (3.1)$$
$$[H_i, E_{\alpha}] = \alpha_i E_{\alpha} \quad (3.2)$$
$$[E_{\alpha}, E_{\beta}] = N_{\alpha+\beta} E_{\alpha+\beta} \quad \alpha + \beta \in \text{root}$$

$$= \frac{2}{|\alpha|^2} \alpha.H \quad \alpha = -\beta \quad (3.3)$$

$$= 0 \quad \alpha + \beta \notin \text{root}$$

The rest of the generators are encoded indirectly in these generators, and we will not need them. The above form corresponds to the complex Lie algebra, where one assumes that the vector space spanned by these generators is defined over the complex number field. A complex Lie algebra has many real forms. If one simply dictates that the field over which the above algebra is defined is the real numbers as opposed to the complex numbers, what one gets is called the split real form which in the case of $D_N$ corresponds to $SO(N, N)$. There is
also a unique compact real form which in the case of $D_N$ is to be viewed as the Lie algebra of $SO(2N)$. We will be interested in the general non-compact real forms $SO(p,q)$ of the complex Lie algebra $D_{(p+q)/2}$.

We are interested in viewing scattering states as highest weight states, and it is for this reason that we will be interested in the Cartan-Weyl form of $SO(p,q)$. But the differential operator realization is most conveniently identified in the coordinates that manifest the Klein space isometries. Defining and relating these two realizations of the algebra will be the goal of this section.

### 3.1 Klein Space Generators

We first write down the algebra of the $SO(p,q)$ group as the isometry algebra of the underlying Klein space. Denoting generators by $J_{AB}$, the commutation relation that they satisfy is

$$[J_{AB}, J_{CD}] = i(\eta_{AD}J_{BC} + \eta_{BC}J_{AD} - \eta_{AC}J_{BD} - \eta_{BD}J_{AC})$$

where $\eta_{AB}$ is the flat Klein space metric with the components $(-1_p, 1_q)$. The standard Hermitian matrix form for the generators can now be written as

$$[J_{AB}]_\mu^\nu = i\left(\delta_A^\mu \eta_{\nu B} - \delta_B^\mu \eta_{\nu A}\right)$$

The index placement (upper or lower) of $\mu$ and $\nu$ not distinguished here, and they should be summed when repeated.

We wish to give a differential operator realization of these generators using the underlying Klein space coordinates.

$X_\mu \equiv \{(x_a), \{y_\tilde{a}\}\} = \{x_1, \cdots, x_p, y_1, \cdots, y_q\}$

$$(\partial_X)^\nu \equiv \{\partial x_a\}, \{\partial y_\tilde{a}\}\} = \{\partial x_1, \cdots, \partial x_p, \partial y_1, \cdots, \partial y_q\}$$

where we have used the abbreviated notation $\partial_z \equiv \frac{\partial}{\partial z}$, for any variable $z$. The $x$ coordinates are taken to be the ones corresponding to $-1$ signature and $y$ coordinates are taken to correspond to $+1$ signature, and follows the notation of section 2.

Using these, we can write explicit differential operator expressions for $J_{AB}$ in terms of the coordinates as follows (we denote it by $M_{AB}$ to distinguish it from the matrix form $[J_{AB}]_\mu^\nu$ of the generators)

$$M_{AB} \equiv \sum_{\mu, \nu} X_\mu [J_{AB}]_\mu^\nu (\partial_X)^\nu$$
Evaluating this expression gives us the following results

\[ M_{ab} = -i \left( x_a \partial_{x_b} - x_b \partial_{x_a} \right) \]  
(3.9)

\[ M_{\bar{a}\bar{b}} = i (y_{\bar{a}} \partial_{y_{\bar{b}}} - y_{\bar{b}} \partial_{y_{\bar{a}}}) \]  
(3.10)

\[ M_{a\bar{a}} = i (x_a \partial_{y_{\bar{a}}} + y_{\bar{a}} \partial_{x_a}) \]  
(3.11)

Here, the notation is as it was in section 2,

\[ a, b \in 1, \ldots, p \]
\[ \bar{a}, \bar{b} \in 1, \ldots, q \]

with the un-tilded small case letters from early part of the Latin alphabet going with the \( x \)-coordinates and the tiled ones with the \( y \)-coordinates. By noting that \( \eta_{ab} = -\delta_{ab} \), \( \eta_{\bar{a}\bar{b}} = \delta_{\bar{a}\bar{b}} \) and \( \eta_{a\bar{a}} = 0 \), we can explicitly demonstrate that (3.9)-(3.11) exactly satisfies (3.4).

### 3.2 Klein to Cartan-Weyl

We now want to write down a Cartan-Weyl-like basis for the group \( SO(2n, 2m) \) and relate it to the differential generators of the last subsection. This will be useful in interpreting the Casimir as a Laplace-like operator and the raising/lowering/highest-weight/lowest-weight conditions in terms of differential operators.

We will adapt the construction of our Cartan-Weyl form from the complex Lie algebra \( D_{n+m} \), whose roots are explicitly given in terms of a Euclidean coordinate basis in [5] (see sections 19.1 and 21.1). For the complex \( D_{n+m} \), the roots of the algebra can be written in the form \( \alpha_{J,K} \equiv \xi e^J + \xi' e^K \), where we have introduced new indices \( J, K \in \{1, \ldots, n+m\} \) and \( \xi, \xi' \) can take the values \( \pm 1 \). See [5] for the definition of \( e^J \); we will not need them explicitly. The positive roots, which will be important for us in defining the highest weight states, are defined with \( \xi = 1, \xi' = 1 \) and \( K > J \). In the rest of the text, whenever we use \( \alpha_{J,K} \), we will mean the positive roots only (and will therefore have \( K > J \)). We will introduce explicit negative signs when we need the negative roots. We will write the Cartan-Weyl form of the algebra in a form that splits the ladder operators in terms of positive and negative roots.

To construct the complex form of the Lie algebra in the Cartan-Weyl form, one takes [5] the Cartan generators to be

\[ H_J = M_{2J-1,2J} \]  
(3.12)

\footnote{The discussion in section 21.1 of [5] is for \( B_n \) algebras, but it is easy enough to adapt to the present discussion.}
and the ladder operators corresponding to any root \( \xi e^J + \xi'^e^K \) to be
\[
E_{\xi e^J + \xi'^e^K} = \frac{1}{2} \left( M_{2J-1, 2K-1} + i \xi M_{2J, 2K-1} + i \xi' M_{2J-1, 2K} - \xi \xi' M_{2J, 2K} \right).
\]
(3.13)
Here \( M \) are taken to be the Euclidean generators of the compact real form of the algebra.

In order to come up with a useful Cartan-Weyl form for \( SO(2n, 2m) \), we will use the same expressions above, but now the \( M \) generators will be viewed as those in the previous subsection - those that capture the Klein space isometry. This way, we will be able to relate the notion of a highest weight state, which is manifest in the Cartan-Weyl form, to the derivative operators that capture the Klein space isometry. In an appendix, we will show that the highest weight states that follow from our definition match precisely with the \( SL(2, R) \times SL(2, R) \) construction of [2] when \( p = q = 2 \).

The specific expressions for the Cartan generators and the Ladder operators can then be taken as follows. The Cartan generators are
\[
H_J = M_{2J-1, 2J}.
\]
(3.14)
The Ladder operators corresponding to the positive roots are
\[
E_{e^J + e^K} = \frac{1}{2} \left\{ M_{2J-1, 2K-1} + i M_{2J, 2K-1} + i (M_{2J-1, 2K} + i M_{2J, 2K}) \right\}
\]
(3.15)
\[
E_{e^J - e^K} = \frac{1}{2} \left\{ M_{2J-1, 2K-1} + i M_{2J, 2K-1} - i (M_{2J-1, 2K} + i M_{2J, 2K}) \right\}
\]
(3.16)
which we will collectively call \( E_{a, J, K} \) and those corresponding to the negative roots are
\[
F_{e^J + e^K} = \frac{1}{2} \left\{ M_{2J-1, 2K-1} - i M_{2J, 2K-1} - i (M_{2J-1, 2K} - i M_{2J, 2K}) \right\}
\]
(3.17)
\[
F_{e^J - e^K} = \frac{1}{2} \left\{ M_{2J-1, 2K-1} - i M_{2J, 2K-1} + i (M_{2J-1, 2K} - i M_{2J, 2K}) \right\}
\]
(3.18)
which we will collectively call \( E_{-a, J, K} \). The commutation relations satisfied by these operators are as follows
\[
[H_I, H_J] = 0
\]
(3.19)
\[
[H_I, E_{e^J + e^K}] = - (\eta_{2I, 2J} + \eta_{2I, 2K}) E_{e^J + e^K}
\]
(3.20)
\[
[H_I, E_{e^J - e^K}] = - (\eta_{2I, 2J} - \eta_{2I, 2K}) E_{e^J - e^K}
\]
(3.21)
\[
[H_I, E_{- (e^J + e^K)}] = [H_I, F_{e^J + e^K}] = (\eta_{2I, 2J} + \eta_{2I, 2K}) F_{e^J + e^K}
\]
(3.22)
\[
[H_I, E_{- (e^J - e^K)}] = [H_I, F_{e^J - e^K}] = (\eta_{2I, 2J} - \eta_{2I, 2K}) F_{e^J - e^K}
\]
(3.23)
\[
[E_{e^J + e^K}, F_{e^J + e^K}] = - (\eta_{2K, 2K} M_{2J-1, 2J} + \eta_{2J, 2J} M_{2K-1, 2K}) = - (\eta_{2K, 2K} H_J + \eta_{2J, 2J} H_K)
\]
(3.24)
\[
[E_{e^J - e^K}, F_{e^J - e^K}] = - (\eta_{2K, 2K} M_{2J-1, 2J} - \eta_{2J, 2J} M_{2K-1, 2K}) = - (\eta_{2K, 2K} H_J - \eta_{2J, 2J} H_K)
\]
(3.25)
We also note that the remaining commutation relations can be summarized as

\[
\begin{align*}
[E_{\xi'} + \xi e^K, E_{\delta e^M + \delta'e^N}] = & -i\eta_{2J,2M}(1 - \xi \delta')E_{\xi'e^K + \delta'e^N} - i\eta_{2K,2N}(1 - \xi'\delta)E_{\xi e^J + \delta e^M} \\
+ i\eta_{2J,2N}(1 - \xi'\delta)E_{\xi'e^K + \delta'e^N} + i\eta_{2K,2N}(1 - \xi\delta')E_{\xi e^J + \delta e^M}
\end{align*}
\]

(3.26)

Note that the coefficients of the roots \(\xi, \xi', \delta, \delta'\) can take values \(\pm 1\). Moreover, the lowering operator \(F_\alpha\) is given as \(F_\alpha = E_{-\alpha}\), where \(\alpha\) is some root. In writing these relations, we have used the fact that

\[
\eta_{2J,2J} = \eta_{2J-1,2J-1}.
\]

(3.27)

Incidentally, (3.26) can be viewed to implicitly contain (3.19)-(3.25) as well, via a slight notational re-interpretation. This is accomplished when \(J = M\) and \(K = N\), with the understanding that \(E_{e^J - e^J}\) is to be replaced with \(-iH_J\). In any event, we now have a Cartan-Weyl-like form associated to the \(SO(2n,2m)\) algebra that can be transparently used for discussing highest weight states.

One further comment worth making here is that in the \(SO(2,2)\) case, the algebra presented in (3.19)-(3.25) is the complete algebra. The rest of the commutators in (3.26) become trivial.

### 3.3 Index Summary

We have had to introduce a few different kinds of indices in the discussions so far. To avoid confusion and for quick reference, let us summarize our notation here.

Recall that we are working with \(SO(2n,2m)\). The uppercase Latin indices \(A\) and \(B\) go over the full range of coordinates of the Klein space, \(1, \ldots, 2n + 2m\). These show up in (3.4). These are further subdivided via the lowercase un-tilded Latin indices \(a, b\) (which span the coordinates denoted by \(x\), with signature \(-1\)) and the lowercase tilded Latin indices \(\tilde{a}, \tilde{b}\) (which span the coordinates denoted by \(y\), with signature \(+1\)). One can relate these indices to the uppercase Latin indices as follows

\[
A = a \quad \forall \quad A \in 1, \ldots, 2n \tag{3.28}
\]

\[
A = 2n + \tilde{a} \quad \forall \quad A \in 2n + 1, \ldots, 2n + 2m \tag{3.29}
\]

Now, we turn to the upper case Latin indices \(I, J\) and \(K\) of the previous subsection. These go over half the range of coordinates, ie., \(I, J, K \in 1, \ldots, n + m\). The full range of Klein space coordinates is then covered by \(2J\) and \(2J - 1\) together (and similarly for \(K\)). These are further subdivided via the lowercase un-tilded Latin indices \(j, k\) (which span half
of the coordinates $x$ and therefore label the coordinates $z, \tilde{z}, r$ and $\theta$ from section 2.1) and the lowercase tilded Latin indices $\tilde{j}, \tilde{k}$ (which span half of the coordinates $y$, and label $w, \tilde{w}, t$ and $\phi$ from section 2.1). The full range of the $x$ coordinates is spanned by $2j$ and $2j - 1$ together (and similarly for $k$). Likewise, $y$ is spanned by $2\tilde{j}$ and $2\tilde{j} - 1$ and by $2\tilde{k}$ and $2\tilde{k} - 1$. One can relate the uppercase and lowercase Latin indices in this case as follows

$$J = j \forall J \in 1, \ldots, n$$

$$J = n + \tilde{j} \forall J \in n + 1, \ldots, n + m$$

The upper case $J, K$ indices and their translation to the lower case $j, k$ and $\tilde{j}, \tilde{k}$ indices will be repeatedly used in what follows.

Finally, for completeness, we make a small comment on the Latin indices $\mu, \nu$, used in (3.8). These are simply the matrix indices on the matrix-form of the generators $J_{AB}$ of $SO(2n, 2m)$. The matrices are $2(n + m) \times 2(n + m)$ dimensional in this representation, so the indices $\mu, \nu \in 1, \ldots, 2n + 2m$. We will not need these indices again.

### 3.4 Quadratic Casimir and the “Wave” Equation

The quadratic Casimir for $SO(p, q)$ group can be taken as (see Appendix D for a discussion):

$$c_2 = M_{AB}M^{AB}$$

where $M_{AB}$ is defined as (3.8), and the raising/lowering of indices is executed via the Klein space metric tensor $\eta_{AB}$. In terms of the generators of $SO(p, q)$ in the Cartan-Weyl-like basis we introduced, one can express the quadratic Casimir as follows

$$c_2 = \sum_{I=1}^{n+q} H_I H^I + \sum_{J,K>J} E_{e^j + e^K} F_{e^j + e^K} + F_{e^j + e^K} E_{e^j + e^K}$$

$$+ \sum_{J,K>J} E_{e^j - e^K} F_{e^j - e^K} + F_{e^j - e^K} E_{e^j + e^K}$$

Here, we use the $\eta^{AB}$ to raise indices on the right hand sides of the definitions (3.14), (3.15), (3.16), (3.17), (3.18) to define the upper index objects $H^I, E^{\alpha,j,K}$ and $E^{-\alpha,j,K}$. For example,

$$H^I = M^{2I-1,2I}$$

$$E^{e^j \pm e^K} = \frac{1}{2} \{ M^{2J-1,2K-1} + \pm i( M^{2J-1,2K-1} + iM^{2J,2K} ) \}$$

$$F^{e^j \pm e^K} = \frac{1}{2} \{ M^{2J-1,2K-1} - \pm i( M^{2J-1,2K-1} - iM^{2J,2K} ) \}$$
It can be seen by using these in (3.33), that we get (3.32).

The above expressions are useful because using them, we can write the Casimir in terms of the differential operators from the previous sections that capture the Klein space isometries. This Casimir plays an important role in the Klein space wave equation. To illustrate this, we work for the rest of this and the following section, with the $\mathbb{K}^{p,q-}$ foliation from section 2. The $\mathbb{K}^{p,q+}$ case follows in a similar fashion.

The wave equation in the $AdS$-foliating coordinates is as follows (using (2.17)-(2.19)):

\[
\Box \Phi = \partial_\tau^2 \Phi + \frac{p+q-1}{\tau} \partial_\tau \Phi - \frac{1}{\tau^2} \nabla_{p+q-1} \Phi
\]  

(3.37)

where we have

\[
\nabla_{p+q-1} \Phi = \left( \partial_\rho^2 \Phi + \left( (p-1) \tanh \rho + (q-1) \coth \rho \right) \partial_\rho \Phi - \frac{1}{\cosh^2 \rho} \nabla_{\Omega, p-1}^2 \Phi + \frac{1}{\sinh^2 \rho} \nabla_{\tilde{\Omega}, q-1}^2 \Phi \right)
\]  

(3.38)

This allows us to separate the solution $\Phi = \Phi_1(\tau) \Phi_2(\rho, \Omega, \tilde{\Omega})$, which gives us the following set of differential equations

\[
\frac{1}{\tau^{p+q-3}} \partial_\tau \tau^{p+q-1} \partial_\tau \Phi_1 = K \Phi_1
\]  

(3.39)

\[
\nabla_{p+q-1} \Phi_2 = K \Phi_2
\]  

(3.40)

A key point is that Casimir $c_2$ is the same as $\nabla_{p+q-1}$. This can be explicitly checked, and this fact will be crucial as we proceed.

### 3.5 Action of Casimir on Highest Weight States

Let us consider states that are annihilated by the raising operators (denoted by $E_{\alpha,I,K}$ or $E_{\varepsilon,J,\pm \varepsilon K}$). We will denote them by $\Phi_{++}$; these are the highest weight states. The discussion for lowest weight and mixed weight states will follow similarly.

To turn (3.33) into a useful form, it is convenient to first write

\[
E^{\varepsilon,J,\pm \varepsilon K} = \eta^{2J,I,2K} \eta^{2K,2I} E_{\varepsilon,J,\pm \varepsilon K}
\]  

(3.41)

where there is no summation in $I$ or $J$. This is a simple consequence of the fact that raising and lowering of the full $M_{AB}$ is carried out by the Klein space metric $\eta^{AB}$, which has the property (3.27). Let us illustrate this for $E^{\varepsilon,J,\pm \varepsilon K}$. This will serve as a representative for the standard manipulations in these subsections. We note that

\[
E^{\varepsilon,J,\pm \varepsilon K} \equiv \frac{1}{2} \{ M^{2J-1,2K-1} + i M^{2J,2K-1} \pm i(M^{2J-1,2K} + iM^{2J,2K}) \}
\]

\[
= \frac{1}{2} \{ \eta^{2J-1,A} \eta^{2K-1,B} M_{A,B} + i \eta^{2J,A} \eta^{2K-1,B} M_{A,B} \pm i(\eta^{2J-1,A} \eta^{2K,B} M_{A,B} + \eta^{2J,A} \eta^{2K,B} M_{A,B}) \}
\]  

(3.42)
Because $\eta^{AB}$ is diagonal, we can write this as
\[
E^{e',eK} = \frac{1}{2} \left\{ \eta^{J-1,2J-1} \eta^{2K-1,2K-1} M_{2J-1,2K-1} + i\eta^{J,2J} \eta^{2K-1,2K-1} M_{2J,2K-1} \right. \\
\left. \pm i(\eta^{J-1,2J-1} \eta^{2K,2K} M_{2J-1,2K} + i\eta^{J,2J} \eta^{2K,2K} M_{2J,2K}) \right\}
\]  
(3.43)

From the structure of $\eta^{AB}$, given as $(-1_{2n}, 1_{2n})$, and recalling that $J, K \in 1, \ldots, n + m$, one can note that $\eta^{2J-1,2J-1} = \eta^{2J,2J}$, and similarly for $K$. From this, what we wanted to show immediately follows:
\[
E^{e',eK} = \frac{1}{2} \eta^{2J,2J} \eta^{2K,2K} \{ M_{2J-1,2K-1} + iM_{2J,2K-1} \pm i(M_{2J-1,2K} + iM_{2J,2K}) \} = \eta^{2J,2J} \eta^{2K,2K} E_{\alpha,\beta,\gamma} 
\]  
(3.44)

Using this gives us the following result for the Casimir:
\[
c_2 = \sum H_J H_I + \sum_{J,K > J} \eta^{2J,2J} \eta^{2K,2K} (F_{eJ+eK} E_{eJ+eK} + E_{eJ+eK} F_{eJ+eK}) \\
+ \sum_{J,K > J} \eta^{2J,2J} \eta^{2K,2K} (F_{eJ-eK} E_{eJ-eK} + E_{eJ-eK} F_{eJ-eK})
\]  
(3.45)

Utilising commutation relations like (3.24) we can now place the raising operators to the right (and thus directly act on the field $\Phi_{++}$)
\[
c_2 = \sum H_J H_I + \sum_{J,K > J} \eta^{2J,2J} \eta^{2K,2K} (2F_{eJ+eK} E_{eJ+eK} + [E_{eJ+eK}, F_{eJ+eK}]) \\
+ \sum_{J,K > J} \eta^{2J,2J} \eta^{2K,2K} (2F_{eJ-eK} E_{eJ-eK} + [E_{eJ-eK}, F_{eJ-eK}])
\]  
(3.46)

When $c_2$ acts on $\Phi_{++}$ the $E_{eJ\pm eK}$ terms annihilate it. We can again use commutation relations like (3.24) to write down $c_2 \Phi_{++}$ only in terms of the Cartan generators $H_J$ as
\[
c_2 \Phi_{++} = \sum J H_J^2 \Phi_{++} - \sum_{J,K > J} \eta^{2J,2J} \eta^{2K,2K} (\eta_{2K,2J} H_J + \eta_{2J,2J} H_K) \Phi_{++} \\
- \sum_{J,K > J} \eta^{2J,2J} \eta^{2K,2K} (\eta_{2K} H_J - \eta_{2J} H_K) \Phi_{++} \\
= \sum J H_J^2 \Phi_{++} - 2 \sum_{J,K > J} \eta^{2J,2J} H_J \Phi_{++} \\
= \sum_{J=1}^{n+m} H_J^2 \Phi_{++} + 2 \sum_{J=1}^{n+m} H_J \Phi_{++} - 2 \sum_{J=n+1}^{n+m} H_J \Phi_{++}
\]  
(3.47)
This is the action of the quadratic Casimir of \(SO(2n, 2m)\) on the highest weight state.

Similarly, one can see that the action of \(c_2\) on the lowest weight state \(\Phi_{-}\) (annihilated by the lowering operators) is

\[
c_2\Phi_{-} = \sum_{J=1}^{n+m} \left( H_J^2 + 2\eta^{2J,2J}(n + m - J)H_J \right)\Phi_{-}
\]

In fact, it is easy to see that there exists a huge class of such states one can define by considering states annihilated by various combinations of raising and lowering operators. In fact, there exists \(2^r\) such choices, where \(r = (n + m)(n + m - 1)\) is the number of positive roots of \(SO(2n, 2m)\) – the idea being that we need to impose \(r\) annihilation conditions, and we can make the choice of either the positive root itself, or the corresponding negative root\(^2\).

Of these, the highest weight and lowest weight states constitute just two. We will present the action of \(c_2\) on two examples of such “mixed” weight states and leave the rest as an exercise for the reader. The first kind \(\Phi_{+-}\) (annihilated by raising operators corresponding to roots of the form \(e^J + e^K\) and by lowering operators corresponding to roots of the form \(e^J - e^K\)) yield

\[
c_2\Phi_{+-} = \sum_{J=1}^{n+m} \left( H_J^2 - 2\eta^{2J,2J}(J - 1)H_J \right)\Phi_{+-}
\]

And finally, we write down the action of \(c_2\) on a second kind of mixed weight state \(\Phi_{-+}\) (annihilated by raising operators corresponding to roots of the form \(e^J - e^K\) and by lowering operators corresponding to roots of the form \(e^J + e^K\)):

\[
c_2\Phi_{-+} = \sum_{J=1}^{n+m} \left( H_J^2 + 2\eta^{2J,2J}(J - 1)H_J \right)\Phi_{-+}
\]

4 \textit{L-Primary Scalars}

In this section, we will give a solution to the set of equations (3.39)-(3.40). The equation (3.39) can be trivially solved, and we can write \(\Phi_1(\tau)\) exactly, up to the constant \(K\). We will be interested in specific solutions for \(\Phi_2\). These solutions will be obtained by imposing additional demands on \(\Phi_2\), related to the highest/lowest/mixed weight conditions. These are natural [2], in view of the fact that \(\nabla_{p+q-1}\) in (3.40) is the Casimir \(c_2\) (3.33).

Separating variables in the “wave” equation we can easily solve

\[
\frac{\tau^2}{\tau^{p+q-1}} \partial_\tau \tau^{p+q-1} \partial_\tau \Phi_1 = K\Phi_1,
\]

\(^2\)Note that this reduces to the 4 kinds of states found in [2] when we work with \(n = m = 1\).
and we find
\[ \Phi_1(\tau) = \tau^{-(\frac{p+q}{2})} e^{\frac{i}{4}K + \frac{p+q-2}{4}} \]
(4.2)

Solving for \( \Phi_2 \) requires more work. We begin by writing the expressions for the raising and lowering operators in terms of the coordinates given in (2.2)-(2.7) (see Appendix A for some related formulas and notation):

\[ E_{e^\ell \pm e^k}^{x,x} \left( e^{\theta_j \pm \theta_k} \right) \left\{ (r_j \partial_{r_k} - r_k \partial_{r_j}) \pm i \frac{r_j}{r_k} \partial_{\theta_k} \right\} \]
(4.3)

\[ F_{e^\ell \pm e^k}^{x,x} \left( e^{-i(\theta_j + \theta_k)} \right) \left\{ (r_j \partial_{r_k} - r_k \partial_{r_j}) \mp i \frac{r_j}{r_k} \partial_{\theta_k} \right\} \]
(4.4)

\[ E_{e^\ell \pm e^k}^{y,y} \left( e^{i(\phi_j \pm \phi_k)} \right) \left\{ (t_j \partial_{t_k} - t_k \partial_{t_j}) \mp i \frac{t_j}{t_k} \partial_{\phi_k} \right\} \]
(4.5)

\[ F_{e^\ell \pm e^k}^{y,y} \left( e^{-i(\phi_j + \phi_k)} \right) \left\{ (t_j \partial_{t_k} - t_k \partial_{t_j}) \pm i \frac{t_j}{t_k} \partial_{\phi_k} \right\} \]
(4.6)

\[ E_{e^\ell \pm e^k}^{x,y} \left( e^{i(\theta_j \pm \phi_k)} \right) \left\{ (r_j \partial_{t_k} + t_j \partial_{r_k}) \mp i \frac{r_j}{t_j} \partial_{\phi_k} \right\} \]
(4.7)

\[ F_{e^\ell \pm e^k}^{x,y} \left( e^{-i(\theta_j + \phi_k)} \right) \left\{ (r_j \partial_{t_k} + t_j \partial_{r_k}) \pm i \frac{r_j}{t_j} \partial_{\phi_k} \right\} \]
(4.8)

where \( E_{x,x} \), \( F_{x,x} \) are the raising and lowering operators respectively for the case where the root lies among the \( x \) coordinates, i.e. \( J = j \) and \( K = k \). Similarly for \( E_{y,y} \), \( F_{y,y} \), where the root lies among the \( y \) coordinates, i.e. \( J = j \) and \( K = k \). The raising and lowering operators \( E_{x,y} \) and \( F_{x,y} \) correspond to the roots where one of the indices \( J \) and \( K \) (the smaller one according to our arrangement of coordinates (3.5)) lies among the \( x \) coordinates and the other lies among the \( y \) coordinates. This means that \( J = j \) and \( K = k \).

We will call states satisfying the following conditions \( L \)-primaries, \( \Phi_{++}^3 \). By a slight abuse of terminology, we will also sometimes refer to them simply as highest weight states.

\[ H_j \Phi_{++} = \lambda_j \Phi_{++} \]
(4.9)

\[ H_j \Phi_{++} = \lambda_j \Phi_{++} \]
(4.10)

\[ E_{e^\ell \pm e^k}^{x,x} \Phi_{++} = F_{e^\ell \pm e^k}^{y,y} \Phi_{++} = 0 \]
(4.11)

\[ E_{e^\ell \pm e^k}^{x,y} \Phi_{++} = 0 \]
(4.12)

It can be shown (Appendix B) that these equations reduce to the following set of differ-

---

3We will call states that arise by analogous lowest weight and mixed weight conditions also as \( L \)-primaries – this should not cause any confusion.
ential equations satisfied by \( \Phi_{++} \):

\[
\frac{1}{r_k} \partial_{r_k} \Phi_{++} = \frac{1}{r_1} \partial_{r_1} \Phi_{++} - \frac{h}{r_1^2} \Phi_{++} \quad \forall \; k \neq 1 \tag{4.13}
\]

\[
-\frac{1}{t_j} \partial_{t_j} \Phi_{++} = \frac{1}{r_1} \partial_{t_1} \Phi_{++} - \frac{h}{r_1^2} \Phi_{++} \quad \forall \; \tilde{j} \tag{4.14}
\]

\[
\frac{1}{r_k} \partial_{r_k} \Phi_{++} = \frac{1}{r_j} \partial_{r_j} \Phi_{++} \quad \forall \; k, j \neq 1 \tag{4.15}
\]

\[
\frac{1}{t_j} \partial_{t_j} \Phi_{++} = \frac{1}{t_k} \partial_{t_k} \Phi_{++} \quad \forall \; \tilde{j}, \tilde{k} \tag{4.16}
\]

\[
\frac{1}{r_k} \partial_{r_k} \Phi_{++} = -\frac{1}{t_j} \partial_{t_j} \Phi_{++} \quad \forall \; \tilde{j}, \text{ and } k \neq 1 \tag{4.17}
\]

It follows from imposing the annihilation conditions and following the calculations in Appendix A and B, that (3.47) gives us the following value of \( K \) as defined in (3.40),

\[
K = h^2 + 2(n + m - 1)h \tag{4.18}
\]

where we have renamed \( \lambda_1 = h \) (see Appendix B). Note that this is consistent with the usual form of the Laplacian eigenvalue on the sphere in higher dimensions. But we found it here via systematically working through our highest weight conditions.

The above set of equations can be solved by parametrising these coordinates in the generalized-\( \text{AdS} \)-foliation in which we have written the metric in (2.17)-(2.18). This is done in Appendix C, and up to an overral normalization, the solution we obtain is:

\[
\Phi_{++} = \left( \frac{r_1}{\tau} \right)^h e^{ih\theta_1} \tag{4.19}
\]

Single-valuedness forces \( h \) to be integral. Our choice of coordinates and generators are adapted to make this expression simple.

For the lowest and mixed weight states, the structure of the differential equations we need to solve is similar: The weight conditions force all except one of the Cartan eigenvalues to be zero, and this weight fixes \( K \) via the Casimir equations we presented in Section 3.5. The results can be summarized as –

- For the lowest weight state \( \Phi_{--} \)

\[
K = \lambda_1^2 - 2(n + m - 1)\lambda_1 \tag{4.20}
\]

\[
\Phi_{--} = \left( \frac{r_1}{\tau} \right)^{\lambda_1} e^{-i\lambda_1\theta_1} \tag{4.21}
\]
For the mixed weight state of the first kind $\Phi_{+-}$
\[
K = \hat{\lambda}_m^2 - 2(n + m - 1)\hat{\lambda}_m
\] (4.22)
\[
\Phi_{+-} = \left(\frac{t_m}{\tau}\right)^{\hat{\lambda}_m} e^{i\hat{\lambda}_m \phi_m}
\] (4.23)

For the mixed weight state of the second kind $\Phi_{-+}$
\[
K = \hat{\lambda}_m^2 + 2(n + m - 1)\hat{\lambda}_m
\] (4.24)
\[
\Phi_{-+} = \left(\frac{t_m}{\tau}\right)^{\hat{\lambda}_m} e^{-i\hat{\lambda}_m \phi_m}
\] (4.25)

The solutions (4.19), (4.21), (4.23) and (4.25) were obtained by solving the appropriate differential equations given in Appendix B. The key simplification as we noted is that all except one of the Cartans vanish. This Cartan lies among the $x$-coordinates for the first two and among the $y$-coordinates for the last two. The method for solving these equations is sketched out in Appendix C. Note that the $r_m/\tau$ and $t_m/\tau$ factors can be made completely explicit, if we choose coordinates on the underlying foliation (these coordinates are presented in Appendix C).

By acting with the ladder operators on the primaries defined above, we can straightforwardly construct descendant states as well. These span the full representation. We will write down examples in the first descendant level, starting with the highest weight state (4.19). The descendant states are constructed by the action of the lowering operators (as defined in (3.17)-(3.18)) on $\Phi_{++}$.

One can explicitly check (from the expressions in (A.2), (A.4) and (A.6)), that the only non-vanishing descendant states of the first level are given by $F_{e^1\pm e^k_{\pm}}^{x,x} \Phi_{++} \forall k \in 2, \ldots, n$ and $F_{e^1\pm e^j}^{x,y} \Phi_{++} \forall j \in 1, \ldots, m$. Their explicit expressions take the form
\[
F_{e^1\pm e^k_{\pm}}^{x,x} \Phi_{++} = -i\hbar \frac{r_k}{r_1} e^{-i(\theta_1 \pm \theta_k)} \Phi_{++}
\] (4.26)
\[
F_{e^1\pm e^j}^{x,y} \Phi_{++} = -i\hbar \frac{t_j}{r_1} e^{-i(\theta_1 \pm \phi_j)} \Phi_{++}
\] (4.27)

Higher descendants can also be constructed. Similarly one can construct (higher) descendant levels for $\Phi_{++}$, and likewise for $\Phi_{--}, \Phi_{+-}$ and $\Phi_{-+}$. Note that if one starts with $\Phi_{+-}$ (4.23), then the nonvanishing first-level descendant states would be given by the action of (A.4) and (A.6), while (A.2) would annihilate $\Phi_{+-}$.

5 $H$-Primary Scalars

In this section, we construct states which are annihilated by the raising operators in a basis in which some of the Cartan generators are boost-type. This will correspond to
particles that emerge at some point on the celestial $S^{p-1} \times S^{q-1}$. We will make the choice of the generators adapted to the location of this point.

We will choose the point where the particle exits to be the in the $x_1$-$x_2$ plane of the “minus” signature coordinates and the $y_1$-$y_2$ plane of the “plus” signature coordinates. This can always be done by choosing our coordinates appropriately without loss of generality. The $x$-coordinate location where the particle emerges can therefore be captured by an angle in the $x_1$-$x_2$ plane:

$$
R_x(\{\hat{\theta}_1\}) = \begin{pmatrix}
\cos \hat{\theta}_1 & \sin \hat{\theta}_1 & 0 & 0 & \cdots & 0 & 0 \\
-\sin \hat{\theta}_1 & \cos \hat{\theta}_1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1
\end{pmatrix}
$$  \hspace{1cm} (5.1)

Similarly, we will have a rotation matrix for the $y$ coordinates, with $\hat{\theta}_1$ replaced by $\hat{\phi}_1$. Once the rotations are done, the $x_1, x_2, y_1, y_2$ coordinates should really be viewed as primed coordinates. But while constructing generators in the next sub-section, we will suppress the primes. The use of the rotations is simply to clarify the angles of the momenta as we will see in subsection 5.3 - if we do not include these rotations, the particle will emerge along the $x_1$ direction and $y_1$ direction, which makes the notation a bit too slim to be transparent. But the key physics is happening in the choice of Cartan generators that mix the signatures that we will present in subsection 5.1.

As we will see when we discuss the plane wave solutions in an upcoming subsection, the Cartans corresponding to the generators that mix the $x_1, x_2$ and $y_1, y_2$ planes are the only ones that play an important role in the discussion. In the present section, for the most part, we will treat the rest of the Cartan generators to be rotation generators in the two signatures separately. Our main observations remain unchanged even if we consider signature-mixing among the remaining generators. In a later subsection, we will also discuss such an alternate choice for the remaining Cartan generators.

5.1 Explicit $H$-Generators

To write down the Cartan generators in these new coordinates, we split the coordinates in the following arrangement\(^4\)

$$
X = \{x_1, y_1, x_2, y_2, x_3, \ldots, x_{2n}, y_3, \ldots y_{2m}\}
$$  \hspace{1cm} (5.2)

\(^4\)As mentioned, we are suppressing the primes on the four rotated coordinates.
We will have 6 different types of ladder operators, depending on which group the coordinates belong to – both coordinates belonging to \( x_1, \ldots, y_2 \) ((5.7) and (5.13)), one from \( x_1, \ldots, y_2 \) and one from \( x_3, \ldots, x_{2n} \) ((5.9) and (5.15)), one from \( x_1, \ldots, y_2 \) and one from \( y_3, \ldots, y_{2m} \) ((5.8) and (5.14)), both from \( x_3, \ldots, x_{2n} \) ((5.10) and (5.16)), both from \( y_3, \ldots, y_{2m} \) ((5.11) and (5.17), and finally, one from \( x_3, \ldots, x_{2n} \) and one from \( y_3, \ldots, y_{2m} \) ((5.12) and (5.18)).

The Cartans are picked by choosing coordinates, either in \( x \) and \( \tilde{x} \) or \( y \), \( \tilde{y} \). In any event, we list the generators below for completeness. The new Cartan generators are

\[
\begin{align*}
\tilde{H}_1 &= iM_{11} \quad (5.3) \\
\tilde{H}_2 &= iM_{22} \quad (5.4) \\
\tilde{H}_j &= M_{2j-1,2j} \quad \forall \ j \in 2, \ldots, n \quad (5.5) \\
\tilde{H}_j &= -M_{2j-1,2j} \quad \forall \ \tilde{j} \in 2, \ldots, m \quad (5.6)
\end{align*}
\]

The key point here is that unlike before, now two of our Cartans are boost-like. The raising operators are

\[
\begin{align*}
\tilde{E}^{(1)}_{e^j \pm e^k} &= \frac{1}{2} \{(M_{JK} \pm M_{J,K}) + (M_{K,j} \mp M_{J,K})\}; \quad J = 1 & K = 2 \quad (5.7) \\
\tilde{E}^{(2)}_{e^j \pm e^j} &= -\frac{i}{2} \{(M_{j,2j-1} - M_{j,2j-1}) \mp i(M_{j,2j} - M_{j,2j})\} \forall J \in 1, 2 & j \in 2, \ldots, m \quad (5.8) \\
\tilde{E}^{(3)}_{e^j \pm e^j} &= \frac{1}{2} \{ (M_{j,2j-1} + M_{j,2j-1}) \pm i(M_{j,2j} + M_{j,2j})\} \forall J \in 1, 2 & j \in 2, \ldots, n \quad (5.9) \\
\tilde{E}^{(4)}_{e^j \pm e^k} &= \frac{1}{2} \{ (M_{2j-1,2k-1} \pm iM_{2j-1,2k-1}) \mp i(M_{2j-1,2k} + iM_{2j,2k})\} \forall k > j \in 2, \ldots, n \quad (5.10) \\
\tilde{E}^{(5)}_{e^j \pm e^j} &= \frac{1}{2} \{ (M_{2j-1,2k-1} \pm iM_{2j,2k-1}) \mp i(M_{2j-1,2k} - iM_{2j,2k})\} \forall k > \tilde{j} \in 2, \ldots, m \quad (5.11) \\
\tilde{E}^{(6)}_{e^j \pm e^j} &= \frac{1}{2} \{ (M_{2j-1,2j-1} \pm iM_{2j,2j-1}) \mp i(M_{2j-1,2j} + iM_{2j,2j})\} \forall j \in 2, \ldots, n & \tilde{j} \in 2, \ldots, m \quad (5.12)
\end{align*}
\]

The corresponding lowering operators are

\[
\begin{align*}
\tilde{F}^{(1)}_{e^j \pm e^k} &= \frac{1}{2} \{(M_{JK} \pm M_{J,K}) - (M_{K,j} \mp M_{J,K})\}; \quad J = 1 & K = 2 \quad (5.13) \\
\tilde{F}^{(2)}_{e^j \pm e^j} &= \frac{i}{2} \{ (M_{j,2j-1} + M_{j,2j-1}) \pm i(M_{j,2j} + M_{j,2j})\} \forall J \in 1, 2 & j \in 2, \ldots, m \quad (5.14)
\end{align*}
\]
\[\tilde{F}^{(3)}_{e^{j} \pm e^{k}} = \frac{1}{2}\{ (M_{J,2j-1} - M_{2j-1,j}) \mp i(M_{J,2j} - M_{2j,j}) \} \forall J \in 1, 2 \& \tilde{j} \in 2, \ldots, n \]  
(5.15)
\[\tilde{F}^{(4)}_{e^{j} \pm e^{k}} = \frac{1}{2}\{ (M_{2j-1,2k-1} - iM_{2j,2k-1}) \mp i(M_{2j-1,2k} - iM_{2j,2k}) \} \forall k > j \in 2, \ldots, n \]  
(5.16)
\[\tilde{F}^{(5)}_{e^{j} \pm e^{k}} = \frac{1}{2}\{ (M_{2j-1,2k-1} + iM_{2j,2k-1}) \pm i(M_{2j-1,2k} + iM_{2j,2k}) \} \forall k > \tilde{j} \in 2, \ldots, m \]  
(5.17)
\[\tilde{F}^{(6)}_{e^{j} \pm e^{k}} = \frac{1}{2}\{ (M_{2j-1,2j-1} - iM_{2j,2j-1}) \pm i(M_{2j-1,2j} - iM_{2j,2j}) \} \forall j \in 2, \ldots, n \& \tilde{j} \in 2, \ldots, m \]  
(5.18)

As a simple check, one can count the total number of generators in (5.3)-(5.18). It turns out to be \((m + n)(2(m + n) - 1)\), as required.

We note the commutation relations satisfied by these operators below.

For \(\tilde{E}^{(1)}\) and \(\tilde{F}^{(1)}\)
\[[\tilde{H}, \tilde{E}^{(1)}_{e^{j} \pm e^{k}}] = -\eta_{JJ} \pm \eta_{IK} \tilde{E}^{(1)}_{e^{j} \pm e^{k}} \]  
(5.19)
\[[\tilde{H}, \tilde{F}^{(1)}_{e^{j} \pm e^{k}}] = (\eta_{JJ} \pm \eta_{IK}) \tilde{F}^{(1)}_{e^{j} \pm e^{k}} \]  
(5.20)
\[[\tilde{E}^{(1)}_{e^{j} \pm e^{k}}, \tilde{F}^{(1)}_{e^{j} \pm e^{k}}] = -\eta_{KK} \tilde{H}_{J} \pm \eta_{JJ} \tilde{H}_{K} \]  
(5.21)

For \(\tilde{E}^{(2)}\) and \(\tilde{F}^{(2)}\)
\[[\tilde{H}, \tilde{E}^{(2)}_{e^{j} \pm e^{j}}] = -\eta_{JJ} \tilde{E}^{(2)}_{e^{j} \pm e^{j}} \]  
(5.22)
\[[\tilde{H}_{J, \tilde{E}^{(2)}_{e^{j} \pm e^{j}}}] = \mp \eta_{2j,2k} \tilde{E}^{(2)}_{e^{j} \pm e^{j}} \]  
(5.23)
\[[\tilde{H}, \tilde{F}^{(2)}_{e^{j} \pm e^{j}}] = \eta_{JJ} \tilde{F}^{(2)}_{e^{j} \pm e^{j}} \]  
(5.24)
\[[\tilde{H}_{k}, \tilde{F}^{(2)}_{e^{j} \pm e^{j}}] = \pm \eta_{2j,2k} \tilde{F}^{(2)}_{e^{j} \pm e^{j}} \]  
(5.25)
\[[\tilde{E}^{(2)}_{e^{j} \pm e^{j}}, \tilde{F}^{(2)}_{e^{j} \pm e^{j}}] = -(\eta_{2j,j} \tilde{H}_{J} \pm \eta_{JJ} \tilde{H}_{J}) \]  
(5.26)

For \(\tilde{E}^{(3)}\) and \(\tilde{F}^{(3)}\)
\[[\tilde{H}, \tilde{E}^{(3)}_{e^{j} \pm e^{j}}] = -\eta_{JJ} \tilde{E}^{(3)}_{e^{j} \pm e^{j}} \]  
(5.27)
\[[\tilde{H}_{J, \tilde{E}^{(3)}_{e^{j} \pm e^{j}}}] = \mp \eta_{2j,2k} \tilde{E}^{(3)}_{e^{j} \pm e^{j}} \]  
(5.28)
\[[\tilde{H}, \tilde{F}^{(3)}_{e^{j} \pm e^{j}}] = \eta_{JJ} \tilde{F}^{(3)}_{e^{j} \pm e^{j}} \]  
(5.29)
\[[\tilde{H}_{k}, \tilde{F}^{(3)}_{e^{j} \pm e^{j}}] = \pm \eta_{2j,2k} \tilde{F}^{(3)}_{e^{j} \pm e^{j}} \]  
(5.30)
\[[\tilde{E}^{(3)}_{e^{j} \pm e^{j}}, \tilde{F}^{(3)}_{e^{j} \pm e^{j}}] = -(\eta_{2j,j} \tilde{H}_{J} \pm \eta_{JJ} \tilde{H}_{J}) \]  
(5.31)
For $\tilde{E}^{(4)}$ and $\tilde{F}^{(4)}$

$$[\hat{H}_i, \tilde{E}^{(4)}_{e^j \pm e^k}] = - (\eta_{2i,2j} \pm \eta_{2i,2k}) \tilde{E}^{(4)}_{e^j \pm e^k}$$

$$[\hat{H}_i, \tilde{F}^{(4)}_{e^j \pm e^k}] = (\eta_{2i,2j} \pm \eta_{2i,2k}) \tilde{F}^{(4)}_{e^j \pm e^k}$$

$$[\tilde{E}^{(4)}_{e^j \pm e^k}, \tilde{F}^{(4)}_{e^j \pm e^k}] = -(\eta_{2k,2j} \hat{H}_j \pm \eta_{2j,2j} \hat{H}_k)$$

For $\tilde{E}^{(5)}$ and $\tilde{F}^{(5)}$

$$[\hat{H}_i, \tilde{E}^{(5)}_{e^j \pm e^k}] = - (\eta_{2i,2j} \pm \eta_{2i,2k}) \tilde{E}^{(5)}_{e^j \pm e^k}$$

$$[\hat{H}_i, \tilde{F}^{(5)}_{e^j \pm e^k}] = (\eta_{2i,2j} \pm \eta_{2i,2k}) \tilde{F}^{(5)}_{e^j \pm e^k}$$

$$[\tilde{E}^{(5)}_{e^j \pm e^k}, \tilde{F}^{(5)}_{e^j \pm e^k}] = -(\eta_{2k,2j} \hat{H}_j \pm \eta_{2j,2j} \hat{H}_k)$$

For $\tilde{E}^{(6)}$ and $\tilde{F}^{(6)}$

$$[\hat{H}_i, \tilde{E}^{(6)}_{e^j \pm e^k}] = - \eta_{2i,2j} \tilde{E}^{(6)}_{e^j \pm e^k}$$

$$[\hat{H}_k, \tilde{E}^{(6)}_{e^j \pm e^k}] = \pm \eta_{2k,2j} \tilde{E}^{(6)}_{e^j \pm e^k}$$

$$[\hat{H}_i, \tilde{F}^{(6)}_{e^j \pm e^k}] = \eta_{2i,2j} \tilde{F}^{(6)}_{e^j \pm e^k}$$

$$[\hat{H}_k, \tilde{F}^{(6)}_{e^j \pm e^k}] = \pm \eta_{2k,2j} \tilde{F}^{(6)}_{e^j \pm e^k}$$

$$[\tilde{E}^{(6)}_{e^j \pm e^k}, \tilde{F}^{(6)}_{e^j \pm e^k}] = -(\eta_{2j,2j} \hat{H}_j \pm \eta_{2j,2j} \hat{H}_j)$$

With these commutation relations at hand, we can proceed to solve the Casimir equation and obtain the highest weight state.

### 5.2 Highest Weight State

The highest weight state is defined as follows

$$\hat{H}_1 \Phi_h = h_1 \Phi_h$$

$$\hat{H}_2 \Phi_h = h_2 \Phi_h$$

$$\hat{H}_j \Phi_h = \tilde{h}_j \Phi_h \quad \forall \ j \in 2, \ldots, n$$

$$\tilde{H}_j \Phi_h = \tilde{h}_j \Phi_h \quad \forall \ \tilde{j} \in 2, \ldots, m$$

$$\tilde{E}^{(1)}_{e^j \pm e^K} \Phi_h = 0 \quad J = 1 \ \& \ K = 2$$

$$\tilde{E}^{(2)}_{e^j \pm e^j} \Phi_h = 0 \quad \forall J \in 1, 2 \ \& \ \tilde{j} \in 2, \ldots, m$$
\( \tilde{E}^{(3)} e_{j \pm e_j} \Phi_h = 0 \quad \forall J \in 1, 2 & j \in 2, \ldots, n \) \hspace{1cm} (5.49)

\( \tilde{E}^{(4)} e_{j \pm e_j} \Phi_h = 0 \quad \forall k > j \in 2, \ldots, n \) \hspace{1cm} (5.50)

\( \tilde{E}^{(5)} e_{j \pm e_j} \Phi_h = 0 \quad \forall \tilde{k} > \tilde{j} \in 2, \ldots, m \) \hspace{1cm} (5.51)

\( \tilde{E}^{(6)} e_{j \pm e_j} \Phi_h = 0 \quad \forall j \in 2, \ldots, n & j \in 2, \ldots, m \) \hspace{1cm} (5.52)

After translating these into differential equations satisfied by \( \Phi_h \) we find –

From (5.47)

\[
\frac{1}{x_2} \frac{\partial \Phi_h}{\partial x_2} = -\frac{1}{y_2} \frac{\partial \Phi_h}{\partial y_2} = \frac{1}{(x_1 - y_1)} \left( \frac{\partial}{\partial x_1} + \frac{\partial}{\partial y_1} \right) \Phi_h \hspace{1cm} (5.53)
\]

From (5.48)

\[
-\frac{1}{y_{2j-1}} \frac{\partial \Phi_h}{\partial y_{2j-1}} = -\frac{1}{y_{2j}} \frac{\partial \Phi_h}{\partial y_{2j}} = \frac{1}{x_j - y_j} \left( \frac{\partial}{\partial x_j} + \frac{\partial}{\partial y_j} \right) \Phi_h \quad \forall J = 1, 2 & j \in 2, \ldots, m \hspace{1cm} (5.54)
\]

From (5.49)

\[
\frac{1}{x_{2j-1}} \frac{\partial \Phi_h}{\partial x_{2j-1}} = \frac{1}{x_{2j}} \frac{\partial \Phi_h}{\partial x_{2j}} = \frac{1}{x_j - y_j} \left( \frac{\partial}{\partial x_j} + \frac{\partial}{\partial y_j} \right) \Phi_h \quad \forall J = 1, 2 & j \in 2, \ldots, n \hspace{1cm} (5.55)
\]

From (5.50)

\[
\frac{1}{x_{2k-1}} \frac{\partial \Phi_h}{\partial x_{2k-1}} = \frac{1}{x_{2k}} \frac{\partial \Phi_h}{\partial x_{2k}} = \frac{1}{(x_{2j} - i x_{2j-1})} \left( \frac{\partial}{\partial x_{2j}} - i \frac{\partial}{\partial x_{2j-1}} \right) \Phi_h \quad \forall k > j \in 2, \ldots, n \hspace{1cm} (5.56)
\]

From (5.51)

\[
\frac{1}{y_{2k-1}} \frac{\partial \Phi_h}{\partial y_{2k-1}} = \frac{1}{y_{2k}} \frac{\partial \Phi_h}{\partial y_{2k}} = \frac{1}{(y_{2j} + i y_{2j-1})} \left( \frac{\partial}{\partial y_{2j}} + i \frac{\partial}{\partial y_{2j-1}} \right) \Phi_h \quad \forall \tilde{k} > \tilde{j} \in 2, \ldots, m \hspace{1cm} (5.57)
\]

From (5.52)

\[
-\frac{1}{y_{2j-1}} \frac{\partial \Phi_h}{\partial y_{2j-1}} = -\frac{1}{y_{2j}} \frac{\partial \Phi_h}{\partial y_{2j}} = \frac{1}{(x_{2j} - i x_{2j-1})} \left( \frac{\partial}{\partial x_{2j}} - i \frac{\partial}{\partial x_{2j-1}} \right) \Phi_h \quad \forall \tilde{j} \in 2, \ldots, m & j \in 2, \ldots, n \hspace{1cm} (5.58)
\]

The expressions (5.53)-(5.58) imply that

\[ \tilde{H}_1 \Phi_h = h \Phi_h \] \hspace{1cm} (5.59)

\[ \tilde{H}_2 \Phi_h = 0 \] \hspace{1cm} (5.60)

\[ \tilde{H}_j \Phi_h = 0 \quad \forall j \in 2, \ldots, n \] \hspace{1cm} (5.61)

\[ \tilde{H}_j \Phi_h = 0 \quad \forall j \in 2, \ldots, m \] \hspace{1cm} (5.62)
Together, (5.53)-(5.62) imply that $\Phi_h$ is dependent only on $x_1, x_2, y_1, y_2$. The equation satisfied by $\Phi_h$ reduces to the following

$$\partial_{\bar{\theta}_1} \Phi_h = -\frac{hr_1 \sin \bar{\theta}_1}{r_1 \cos \theta_1 - t_1 \cos \phi_1}$$  \hspace{1cm} (5.63)

$$\partial_{\bar{\phi}_1} \Phi_h = \frac{ht_1 \sin \bar{\phi}_1}{r_1 \cos \theta_1 - t_1 \cos \phi_1}$$  \hspace{1cm} (5.64)

where we have used the notation $\theta_1 - \hat{\theta}_1 \equiv \bar{\theta}_1$, $\phi_1 - \hat{\phi}_1 \equiv \bar{\phi}_1$. It is easy to see that the solution of (5.63)-(5.64) is

$$\Phi_h = C(h)(t_1 \cos(\hat{\phi}_1 - \phi_1) - r_1 \cos(\hat{\theta}_1 - \theta_1))^h.$$  \hspace{1cm} (5.65)

In terms of

$$z = t_1 \cos(\hat{\phi}_1 - \phi_1) - r_1 \cos(\hat{\theta}_1 - \theta_1)$$  \hspace{1cm} (5.66)

we can write $\Phi_h$ as a Mellin transform

$$\Phi_h \equiv \int_0^{\infty} d\omega \, \omega^{-h-1} e^{i\omega z} = \Gamma(-h) e^{i\pi h} z^h$$  \hspace{1cm} (5.67)

where we have also chosen a normalization. This representation will be useful in the next section.

### 5.3 Connection with Particle Momentum

The above Mellin transform makes a connection between our primary states and ordinary plane wave states in the Klein space. Consider (as in Section 3) a coordinate system $(\{x_a\}, \{y_{\tilde{a}}\})$. Let us also note that a massless particle’s momentum fixes a unique point on the celestial sphere. Since it is a massless solution, we require that the norm of the momentum be 0. Without any loss of generality, we can orient our coordinate axes in such a way that the momentum vector $\vec{p}$ lies on only 2 out of the $n + m$ Cartan planes, with its projection on any other plane being 0. Hence, we can choose the momentum vector to be

$$\vec{p} = (p_1 e^{i\hat{\theta}_1}, p_1 e^{-i\hat{\theta}_1}, 0, \ldots, 0, q_1 e^{i\hat{\phi}_1}, q_1 e^{-i\hat{\phi}_1}, 0, \ldots, 0)$$  \hspace{1cm} (5.68)

The null constraint on this vector is as follows

$$\vec{p}^2 = \sum_{i=1}^{n} -p_i^2 + \sum_{i=1}^{m} q_i^2 = 0$$  \hspace{1cm} (5.69)

It forces $p_1 = q_1 \equiv \omega$. Hence the momentum vector is

$$\vec{p} = \omega(e^{i\hat{\theta}_1}, e^{-i\hat{\theta}_1}, 0, \ldots, 0, e^{i\hat{\phi}_1}, e^{-i\hat{\phi}_1}, 0, \ldots, 0)$$  \hspace{1cm} (5.70)
Now, in this coordinate system, a general point in the Klein space is given by
\[
\vec{X} = (r_1 e^{i\theta_1}, r_1 e^{-i\theta_1}, \ldots, r_n e^{i\theta_n}, r_n e^{-i\theta_n}, t_1 e^{i\phi_1}, t_1 e^{-i\phi_1}, \ldots, t_n e^{i\phi_n}, t_m e^{-i\phi_m})
\] (5.71)

We can evaluate $\vec{p} \cdot \vec{X}$ to be
\[
\vec{p} \cdot \vec{X} = -r_1 \cos(\theta_1 - \hat{\theta}_1) + t_1 \cos(\phi_1 - \hat{\phi}_1)
\] (5.72)

Note that this is exactly the expression $z$, eqn (5.66). So we can understand our primary states from the last section as Mellin transforms of plane wave states:
\[
\Phi_h = \int_0^\infty d\omega \omega^{-h-1} e^{i\omega \vec{p} \cdot \vec{X}}
\] (5.73)

Because $\vec{p} \cdot \vec{X}$ is a scalar, this expression is more transparent.

Therefore what we have done geometrically in defining our $H$-primaries earlier in this section is to align the coordinate system suitably with the particle momentum. The Cartan-Weyl basis is chosen to reflect this. We rotated our coordinates to $\hat{\theta}$ and $\hat{\phi}$ earlier, simply to ensure that the momenta are not aligned with the axes.

### 5.4 Relating $L$ and $H$ Primaries

We can relate the $L$-primaries and their descendants to $H$-primaries and their descendants\(^5\). In this subsection we will simply show how the primaries in both languages are related. We start by defining a transform
\[
\Phi_{(m^+,m^-)} = \int_0^{2\pi} \int_0^{2\pi} d\chi^+ d\chi^- e^{-im^+ \chi^+ - im^- \chi^-} \Phi_h
\] (5.74)

where $\chi^\pm = \hat{\theta}_1 \pm \hat{\phi}_1$. Each of angles $\hat{\theta}_1$ and $\hat{\phi}_1$ have a periodicity of $2\pi$, so $\chi^\pm$ have the periodicity
\[
(\chi^+, \chi^-) \sim (\chi^+ \pm 2\pi, \chi^- \pm 2\pi) \sim (\chi^+ \pm 2\pi, \chi^- \mp 2\pi)
\]

We require our mode functions to be single valued on the celestial sphere, so
\[
m^+ \pm m^- \in \mathbb{Z}
\] (5.75)

We claim that we can choose $m^+$ and $m^-$ so that (5.74) relates a highest weight $H$-primary to a highest weight $L$-primary. To demonstrate this, it is useful to first observe the

---

\(^5\)In light of our observations in this paper, a more natural nomenclature for $L$ (and $H$) primaries is rotation-like (and boost-like) primaries. But we will stick to the nomenclature introduced in [2] to avoid confusion.
action of the following generators:

\[(H_1 \mp H_1)\Phi_{\{m,m\}} = -2m^\pm \Phi_{\{m,m\}}\]  \hspace{1cm} (5.76)

\[H_j \Phi_{\{m,m\}} = \tilde{H}_j \Phi_{\{m,m\}} = 0 \hspace{0.5cm} \forall j > 1 \hspace{0.5cm} \text{&} \hspace{0.5cm} \tilde{j} > 1\] \hspace{1cm} (5.77)

These follow from direct calculation using the explicit forms of the generators (as given in sections 3 and 4) on (5.74).

With this in place, we can relate the two highest weight states. We act with the Casimir on (5.74). Since the \(\Phi\) on the right hand side is highest weight, we have

\[\nabla \Phi_{\{m,m\}} = (h^2 + 2(n + m - 1)h)\Phi_{\{m,m\}}\] \hspace{1cm} (5.78)

To find that particular mode that corresponds to the \(L\)-primary highest weight state, we demand that (for the particular choice of \(m\)’s) it is annihilated by the raising operators in the Cartan basis in Section 4. We denote that particular mode by \(\Phi_{\{m_h,m_h\}}\). The equation satisfied by \(\Phi_{\{m_h,m_h\}}\) then shall be given by (3.47):

\[\nabla \Phi_{\{m_h,m_h\}} = C \Phi_{\{m_h,m_h\}},\] \hspace{1cm} (5.80)

where

\[C = (m_h^+ + m_h^-)^2 + (m_h^+ - m_h^-)^2 - 2(n + m - 1)(m_h^+ + m_h^-) - 2(m - 1)(m_h^+ - m_h^-).\]

Together with the fact that the \(L\)-primaries depend on only the \(\theta\)’s or \(\phi\)’s but not both\(^7\), this leads us to the following relation, by comparison with (5.78):

\[m_h^+ = m_h^- = -\frac{h}{2}\] \hspace{1cm} (5.81)

This corresponds to the highest weight state in the basis of Sections 3-4.

In fact performing the integral (5.74)\(^8\) explicitly, we can show that (4.19) emerges:

\[\Phi_{\{-\frac{h}{2},-\frac{h}{2}\}} = \int_{0}^{2\pi} d\chi^+ d\chi^- e^{-im_h^+ \chi^+-im_h^- \chi^-} \Phi_h\]

\[= 2^{-h} 4 e^{i h \theta_1} \Gamma(-h) e^{\frac{i n_h}{r_1}} \prec e^{ih\theta_1} r_1^h = \Phi_0\] \hspace{1cm} (5.82)

\(^6\)Using (5.59)-(5.62), the explicit form of the \(H\)-Casimir is presented in (D.9). To write the Casimir in terms of the Cartan generators and ladder operators, we need to turn to (5.3)-(5.18), and identify the correct generators with raised indices, keeping track of signs. This is done explicitly in Appendix F. But the result (5.78) follows from general principles.

\(^7\)We have chosen them to depend only on \(\theta\)’s by convention throughout this paper.

\(^8\)This can be done via a minor variation of the calculation presented in Appendix A of [2] explicitly, so we will skip the details.
Similarly, one can perform the integration by making appropriate choices for $m^\pm$ to obtain the lowest weight and mixed weight states obtained in (4.21), (4.23) and (4.25).

### 5.5 A Different Choice

So far in this section, we only focused on the Cartan planes related to the momentum direction of the particle on the celestial $S^{p-1} \times S^{q-1}$. The rest of the Cartans we viewed as rotation generators that do not mix the signatures because what we did with those directions did not affect our understanding of the Mellin transform.

However, it turns out that the choice of our generators can be made a bit more elegant if the Abelian subset comprising of the Cartan generators is chosen in such a way that it consists of the maximum number of boost-type generators. This number is $2 \times \min(m, n)$. The rest of the generators, which are $|m - n|$ in number, have to necessarily be of rotation-type. We will present some details of this choice in this subsection, even though the choices in the rest of the directions do not affect the general features of our discussion. In particular, we have checked that things like Mellin transform, the relation between $L$ and $H$ primaries, etc., lead to parallel expressions, so we will not present those.

We arrange the coordinates as

$$X = \{x_1, y_1, x_2, y_2, \ldots, x_{2n}, y_{2n}, y_{2n+1}, \ldots, y_{2m}\}$$  \hspace{1cm} (5.83)

and write the Cartan generators and ladder operators by picking coordinates from the two coordinate ranges $x_1, y_1, x_2, y_2, \ldots, x_{2n}, y_{2n}$ and $y_{2n+1}, \ldots, y_{2m}$. This way we have 2 types of Cartan generators and 3 types of raising and lowering operators. Specifically, picking both coordinates from $x_1, y_1, x_2, y_2, \ldots, x_{2n}, y_{2n}$ give us the Cartan generator (5.84) and the ladder operators (5.86) and (5.89). Picking both coordinates from $y_{2n+1}, \ldots, y_{2m}$ give the Cartan generators (5.85) and the ladder operators (5.88) and (5.91). Lastly, picking one coordinate from $x_1, y_1, x_2, y_2, \ldots, x_{2n}, y_{2n}$ and another from $y_{2n+1}, \ldots, y_{2m}$ give us the ladder operators (5.87) and (5.90). Since Cartan generators are picked by pairing adjacent coordinates, there are no Cartan generators consisting of coordinates from $x_1, y_1, x_2, y_2, \ldots, x_{2n}, y_{2n}$ and $y_{2n+1}, \ldots, y_{2m}$ both.

We write the explicit Cartan generators as

$$\tilde{H}_I = iM_{IJ} \quad \forall \ I \in 1, \ldots, 2n$$  \hspace{1cm} (5.84)

$$\tilde{H}_j = -M_{2j-1,2j} \quad \forall \ j \in n + 1, \ldots, m$$  \hspace{1cm} (5.85)
Corresponding to these Cartan generators, we have the raising operators

\[ \tilde{E}^{(1)}_{e^J_{\pm e^K}} = \frac{1}{2} \{(M_{J,K} \pm M_{j,K}) + (M_{K,j} \mp M_{J,K})\} \quad \forall \, K > j \in 1, \ldots, 2n \]  
(5.86)

\[ \tilde{E}^{(2)}_{e^J_{\pm e^j}} = -\frac{i}{2} \{(M_{J,2j-1} - M_{2j-1}) \mp i(M_{2j-j} - M_{2j,2j})\} \forall J \in 1, \ldots, 2n \& \, j \in n + 1, \ldots, m \]  
(5.87)

\[ \tilde{E}^{(3)}_{e^j_{\pm e^k}} = -\frac{1}{2} \{(M_{2j-1,2k-1} - iM_{2j,2k-1}) \pm i(M_{2j-1,2k} - iM_{2j,2k})\} \forall k > j \in n + 1, \ldots, m, \]  
(5.88)

and the lowering operators

\[ \tilde{F}^{(1)}_{e^j_{\pm e^K}} = \frac{1}{2} \{(M_{J,K} \pm M_{j,K}) - (M_{K,j} \mp M_{J,K})\} \quad \forall \, K > j \in 1, \ldots, 2n \]  
(5.89)

\[ \tilde{F}^{(2)}_{e^j_{\pm e^j}} = \frac{i}{2} \{(M_{J,2j-1} + M_{2j-1}) \pm i(M_{2j-j} + M_{2j,2j})\} \forall J \in 1, \ldots, 2n \& \, j \in n + 1, \ldots, m \]  
(5.90)

\[ \tilde{F}^{(3)}_{e^j_{\pm e^k}} = \frac{1}{2} \{(M_{2j-1,2k-1} + iM_{2j,2k-1}) \pm i(M_{2j-1,2k} + iM_{2j,2k})\} \forall k > j \in n + 1, \ldots, m. \]  
(5.91)

A simple counting of the total number of generators (Cartan generators and the ladder operators) gives the expected value of \((n + m)(2(n + m) - 1)\).

The relevant set of commutation relations satisfied by (5.84) - (5.91) are as follows

\[ [\tilde{H}, \tilde{E}^{(1)}_{e^J_{\pm e^K}}] = -\eta_{j,J} \eta_{K} \tilde{E}^{(1)}_{e^J_{\pm e^K}} \]  
(5.92)

\[ [\tilde{H}, \tilde{F}^{(1)}_{e^j_{\pm e^K}}] = (\eta_{j,J} \eta_{K}) \tilde{F}^{(1)}_{e^j_{\pm e^K}} \]  
(5.93)

\[ [\tilde{E}^{(1)}_{e^J_{\pm e^K}}, \tilde{E}^{(1)}_{e^J_{\pm e^K}}] = -(\eta_{K} \tilde{H}) j \eta_{J} \tilde{H} \]  
(5.94)

\[ [\tilde{H}, \tilde{E}^{(2)}_{e^j_{\pm e^j}}] = -\eta_{j,J} \tilde{E}^{(2)}_{e^j_{\pm e^j}} \]  
(5.95)

\[ [\tilde{H}, \tilde{E}^{(2)}_{e^j_{\pm e^j}}] = \eta_{j,J} \tilde{E}^{(2)}_{e^j_{\pm e^j}} \]  
(5.96)

\[ [\tilde{H}, \tilde{F}^{(2)}_{e^j_{\pm e^j}}] = \eta_{j,J} \tilde{F}^{(2)}_{e^j_{\pm e^j}} \]  
(5.97)

\[ [\tilde{H}, \tilde{F}^{(2)}_{e^j_{\pm e^j}}] = \pm \eta_{j,J} \tilde{F}^{(2)}_{e^j_{\pm e^j}} \]  
(5.98)

\[ [\tilde{E}^{(2)}_{e^j_{\pm e^j}}, \tilde{F}^{(2)}_{e^j_{\pm e^j}}] = -\eta_{j,J} \tilde{H} j \eta_{J} \tilde{H} \]  
(5.99)

\[ [\tilde{H}, \tilde{E}^{(3)}_{e^j_{\pm e^j}}] = -\eta_{j,J} \tilde{E}^{(3)}_{e^j_{\pm e^j}} \]  
(5.100)

\[ [\tilde{H}, \tilde{F}^{(3)}_{e^j_{\pm e^j}}] = \eta_{j,J} \tilde{F}^{(3)}_{e^j_{\pm e^j}} \]  
(5.101)

\[ [\tilde{E}^{(3)}_{e^j_{\pm e^j}}, \tilde{F}^{(3)}_{e^j_{\pm e^j}}] = -\eta_{j,J} \tilde{H} j \eta_{J} \tilde{H} \]  
(5.102)
Clearly the generators and algebra can be written more compactly, with these choices than in the previous subsections. With these commutation relations, we can proceed with solving for the highest weight state $\Phi_h$. It is given by the solution of the following differential equations

$$\tilde{H}_I \Phi_h = \tilde{h}_I \Phi_h$$  \hspace{1cm} (5.103)

$$\tilde{H}_J \Phi_h = \tilde{h}_J \Phi_h$$  \hspace{1cm} (5.104)

$$\tilde{E}^{(1)}_{e^j \pm e^k} \Phi_h = 0$$  \hspace{1cm} (5.105)

$$\tilde{E}^{(2)}_{e^j \pm e^k} \Phi_h = 0$$  \hspace{1cm} (5.106)

$$\tilde{E}^{(3)}_{e^j \pm e^k} \Phi_h = 0$$  \hspace{1cm} (5.107)

From this point on the discussion proceeds quite parallelly with the previous subsections, as long as sufficient attention is paid to the various indices and their ranges.
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**A Useful Forms for the Generators**

By using the parametrization of the coordinates given by (2.2)-(2.7), and the expression for the generators ((3.9)-(3.11)), we have the following explicit forms for the generators. The indices are $j, k \in 1, \ldots, n \ \forall \ j < k$.

$$M_{2j-1,2k-1} = -i \left( \cos \theta_j \cos \theta_k (r_j \partial r_k - r_k \partial r_j) - \frac{r_j}{r_k} \cos \theta_j \sin \theta_k \partial \theta_k + \frac{r_k}{r_j} \cos \theta_k \sin \theta_j \partial \theta_j \right)$$

$$M_{2j-1,2k} = -i \left( \cos \theta_j \sin \theta_k (r_j \partial r_k - r_k \partial r_j) + \frac{r_j}{r_k} \cos \theta_j \cos \theta_k \partial \theta_k + \frac{r_k}{r_j} \sin \theta_k \sin \theta_j \partial \theta_j \right)$$

$$M_{2j,2k-1} = -i \left( \sin \theta_j \cos \theta_k (r_j \partial r_k - r_k \partial r_j) - \frac{r_j}{r_k} \sin \theta_j \sin \theta_k \partial \theta_k - \frac{r_k}{r_j} \cos \theta_k \cos \theta_j \partial \theta_j \right)$$

$$M_{2j,2k} = -i \left( \sin \theta_j \sin \theta_k (r_j \partial r_k - r_k \partial r_j) + \frac{r_j}{r_k} \sin \theta_j \cos \theta_k \partial \theta_k - \frac{r_k}{r_j} \sin \theta_k \cos \theta_j \partial \theta_j \right)$$

From these expressions, we can write down the explicit forms for the raising operators as follows (the superscript “$x, x$” is there to indicate that both $j$ and $k$ belong to the $x$ coordinates)

$$E^{x,x}_{e^j \pm e^k} = -i e^{i \theta_j \pm \theta_k} \left\{ \left( r_j \partial r_k - r_k \partial r_j \right) \pm i \frac{r_j}{r_k} \partial \theta_k - i \frac{r_k}{r_j} \partial \theta_j \right\} \ \text{(A.1)}$$
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The lowering operators are
\[
E^{x,y}_{e^{i}\pm e^{k}} = \frac{i}{2} e^{-i(\theta_j \pm \theta_k)} \{(t_j \partial_{t_j} - t_k \partial_{t_k}) \pm \frac{r_j}{r_k} \partial_{\theta_k} \pm \frac{r_k}{r_j} \partial_{\theta_j}\}
\]  
(A.2)

Similarly, for the case where \(n + \tilde{j}, n + \tilde{k} \in n + 1, \ldots, n + m\ \forall \tilde{j} < \tilde{k}\), we have
\[
M_{2j-1,2k-1} = i \left( \cos \phi_j \cos \phi_k (t_j \partial_{t_k} - t_k \partial_{t_j}) - \frac{t_j}{t_k} \cos \phi_j \sin \phi_j \partial_{\phi_j} + \frac{t_k}{t_j} \cos \phi_k \sin \phi_j \partial_{\phi_j} \right)
\]
\[
M_{2j-1,2k} = i \left( \cos \phi_j \sin \phi_k (t_j \partial_{t_k} - t_k \partial_{t_j}) + \frac{t_j}{t_k} \cos \phi_j \cos \phi_k \partial_{\phi_k} + \frac{t_k}{t_j} \sin \phi_k \sin \phi_j \partial_{\phi_j} \right)
\]
\[
M_{2j,2k-1} = i \left( \sin \phi_j \cos \phi_k (t_j \partial_{t_k} - t_k \partial_{t_j}) - \frac{t_j}{t_k} \sin \phi_j \sin \phi_k \partial_{\phi_k} - \frac{t_k}{t_j} \cos \phi_k \sin \phi_j \partial_{\phi_j} \right)
\]
\[
M_{2j,2k} = i \left( \sin \phi_j \sin \phi_k (t_j \partial_{t_k} - t_k \partial_{t_j}) + \frac{t_j}{t_k} \sin \phi_j \cos \phi_k \partial_{\phi_k} - \frac{t_k}{t_j} \sin \phi_k \sin \phi_j \partial_{\phi_j} \right)
\]

Likewise, in this case we have the following raising operators
\[
E^{y,y}_{e^{i}\pm e^{k}} = \frac{i}{2} e^{i(\phi_j \pm \phi_k)} \{(t_j \partial_{t_k} - t_k \partial_{t_j}) \pm \frac{t_j}{t_k} \partial_{\phi_k} \pm \frac{t_k}{t_j} \partial_{\phi_j}\}
\]  
(A.3)

and lowering operators
\[
F^{y,y}_{e^{i}\pm e^{k}} = -\frac{i}{2} e^{-i(\phi_j \pm \phi_k)} \{(t_j \partial_{t_k} - t_k \partial_{t_j}) \mp \frac{t_j}{t_k} \partial_{\phi_k} \mp \frac{t_k}{t_j} \partial_{\phi_j}\}
\]  
(A.4)

Finally, we look at the case where \(j \in 1, \ldots, n; \tilde{j} + n \in n + 1, \ldots, n + m\).
\[
M_{2j-1,2;j-1} = i \left( \cos \theta_j \cos \phi_j (r_j \partial_{r_j} + t_j \partial_{t_j}) - \frac{r_j}{t_j} \sin \phi_j \cos \theta_j \partial_{\phi_j} - \frac{t_j}{r_j} \cos \phi_j \sin \theta_j \partial_{\theta_j} \right)
\]
\[
M_{2j-1,2;j} = i \left( \cos \theta_j \sin \phi_j (r_j \partial_{r_j} + t_j \partial_{t_j}) + \frac{r_j}{t_j} \cos \phi_j \cos \theta_j \partial_{\phi_j} - \frac{t_j}{r_j} \sin \phi_j \sin \theta_j \partial_{\theta_j} \right)
\]
\[
M_{2j,2;j-1} = i \left( \sin \theta_j \cos \phi_j (r_j \partial_{r_j} + t_j \partial_{t_j}) - \frac{r_j}{t_j} \sin \phi_j \sin \theta_j \partial_{\phi_j} + \frac{t_j}{r_j} \cos \phi_j \cos \theta_j \partial_{\theta_j} \right)
\]
\[
M_{2j,2;j} = i \left( \sin \theta_j \sin \phi_j (r_j \partial_{r_j} + t_j \partial_{t_j}) + \frac{r_j}{t_j} \cos \phi_j \sin \theta_j \partial_{\phi_j} + \frac{t_j}{r_j} \sin \phi_j \cos \theta_j \partial_{\theta_j} \right)
\]

Here the raising operators take the form
\[
E^{x,y}_{e^{i}e^{i}} = \frac{i}{2} e^{i(\theta_j \pm \phi_j)} \{(r_j \partial_{t_j} + t_j \partial_{r_j}) \pm \frac{r_j}{t_j} \partial_{\phi_j} \pm \frac{t_j}{r_j} \partial_{\theta_j}\}
\]  
(A.5)

and the lowering operators
\[
F^{x,y}_{e^{i}e^{i}} = -\frac{i}{2} e^{-i(\theta_j \pm \phi_j)} \{(r_j \partial_{t_j} + t_j \partial_{r_j}) \mp \frac{r_j}{t_j} \partial_{\phi_j} \mp \frac{t_j}{r_j} \partial_{\theta_j}\}
\]  
(A.6)
Now, we turn to the Cartan generators. These can be written as
\[ H_j = M_{2j-1,2j} = -i\partial_{\theta_j} \]  
\[ H_j = M_{2j-1,2j} = i\partial_{\phi_j} \] (A.7) (A.8)

B Simplifying the Weight Conditions

B.1 Highest Weight

We can write the set of equations that must be satisfied by the highest weight state \( \Phi_h \). These are as follows
\[ H_j \Phi_{++} = \lambda_j \Phi_{++} \quad \forall j \] (B.1)
\[ H_j \Phi_{++} = \hat{\lambda}_j \Phi_{++} \quad \forall \hat{j} \] (B.2)
\[ E_{e^j \pm e^k}^{r_j r_k} \Phi_{++} = E_{e^j \pm e^k}^{\tilde{r}_j \tilde{r}_k} \Phi_{++} = 0 \quad \forall k > j \text{ and } \tilde{k} > \tilde{j} \] (B.3)
\[ E_{e^j \pm e^k}^{r_j \tilde{r}_k} \Phi_{++} = 0 \quad \forall j, \tilde{j} \] (B.4)

A simple sanity check before we begin, is to note that the conditions on the last two lines add up to \( n(n-1) + m(m-1) + 2nm \) which is \( (n + m)(n + m - 1) \) conditions. This is half the total number of roots of \( SO(2n,2m) \). The other half of the roots are covered by the lowering operators. We can unpack these equations one by one to arrive at the final set of equations satisfied by \( \Phi_{++} \). Let us start with
\[ E_{e^j \pm e^k}^{r_j r_k} \Phi_{++} = 0 \] (B.5)
\[ \implies (r_j \partial_{r_k} - r_k \partial_{r_j}) \Phi_{++} = \frac{r_j}{r_k} \lambda_k \Phi_{++} + \frac{r_k}{r_j} \lambda_j \Phi_{++} = 0 \] (B.6)

Adding and subtracting the two equations in (B.5) gives
\[ (r_j \partial_{r_k} - r_k \partial_{r_j}) \Phi_{++} + \frac{r_k}{r_j} \lambda_j \Phi_{++} = 0 \] (B.7)
\[ \frac{r_j}{r_k} \lambda_k \Phi_{++} = 0 \] (B.8)

From the second equation above, we can conclude that \( \lambda_k = 0 \quad \forall k > 1 \). The \( k > 1 \) condition arises because \( k > j \). We effectively have the following expressions (which need to be explicitly solved)
\[ (r_1 \partial_{r_k} - r_k \partial_{r_1}) \Phi_{++} + \frac{r_k}{r_1} \lambda_1 \Phi_{++} = 0 \quad \forall k > 1 \] (B.9)
\[ (r_j \partial_{r_k} - r_k \partial_{r_j}) \Phi_{++} = 0 \quad \forall j, k > 1 \text{ and } k > j \] (B.10)
Similarly, the action of the $E^{x,y}$ raising operators can be cast into the following form

\[(t_1 \partial_{t_k} - t_k \partial_{t_1}) \Phi_{++} - \frac{t_k}{t_1} \tilde{\lambda}_1 \Phi_{++} = 0 \ \forall \tilde{k} > 1 \]  
(B.10)

\[(t_j \partial_{t_k} - t_k \partial_{t_j}) \Phi_{++} = 0 \ \forall \tilde{j}, \tilde{k} > 1 \text{ and } \tilde{k} > \tilde{j} \]  
(B.11)

where all $\tilde{\lambda}_k = 0 \ \forall \tilde{k} > 1$.

Finally, we turn to the expressions we obtain from the $E^{x,y}$ type raising operators. Following the same steps as before, one can arrive at the conclusion that $\tilde{\lambda}_j = 0 \ \forall \tilde{j}$. The equations (arising in this case) satisfied by $\Phi_{++}$ are given as follows

\[(r_1 \partial_{r_j} + t_j \partial_{r_1}) \Phi_{++} - \frac{t_j}{r_1} \lambda_1 \Phi_{++} = 0 \ \forall \tilde{j} \]  
(B.12)

\[(r_j \partial_{r_j} + t_j \partial_{r_1}) \Phi_{++} = 0 \ \forall \tilde{j} \text{ and } j > 1 \]  
(B.13)

Note that since we have $\tilde{\lambda}_1 = 0$, (B.10) reduces to (B.11). Therefore, the final set of equations satisfied by $\Phi_{++}$ are as follows

\[\frac{1}{r_k} \partial_{r_k} \Phi_{++} = \frac{1}{r_1} \partial_{r_1} \Phi_{++} - \frac{\lambda_1}{r_1^2} \Phi_{++} \ \forall \ k \neq 1 \]  
(B.14)

\[-\frac{1}{t_j} \partial_{t_j} \Phi_{++} = \frac{1}{r_1} \partial_{r_1} \Phi_{++} - \frac{\lambda_1}{r_1^2} \Phi_{++} \ \forall \ \tilde{j} \]  
(B.15)

\[\frac{1}{r_k} \partial_{r_k} \Phi_{++} = \frac{1}{r_j} \partial_{r_j} \Phi_{++} \ \forall \ k, j \neq 1 \]  
(B.16)

\[\frac{1}{t_j} \partial_{t_j} \Phi_{++} = \frac{1}{t_k} \partial_{t_k} \Phi_{++} \ \forall \ \tilde{j}, \tilde{k} \]  
(B.17)

\[\frac{1}{r_k} \partial_{r_k} \Phi_{++} = -\frac{1}{t_j} \partial_{t_j} \Phi_{++} \ \forall \ \tilde{j}, \text{ and } k \neq 1 \]  
(B.18)

The expressions (B.16)-(B.18) can be also obtained from (B.14) and (B.15). In further discussions, we will only mention the equations similar to (B.14) and (B.15). We will later solve for $\Phi_{++}$ (or the state that we are considering), subject to the following constraint

\[\sum_{k=1}^{n} r_k^2 - \sum_{j=1}^{m} r_j^2 = -\tau^2 \]  
(B.19)

### B.2 Lowest Weight and Mixed Weight

The annihilation condition satisfied by the lowest weight state $\Phi_{--}$ are as follows

\[F_{e^x \pm e^x} e^{x,y} \Phi_{--} = F_{e^x \pm e^x} e^{x,y} \Phi_{--} = F_{e^y \pm e^y} e^{x,y} \Phi_{--} = 0 \ \forall \ k > j \ \& \ \tilde{k} > \tilde{j} \]  
(B.20)
The eigenvalue equations are given by (B.1)-(B.2), with $\Phi_{++}$ replaced by $\Phi_{--}$. These along with the annihilation conditions (B.20) can be evaluated to give

$$\frac{1}{r_k} \partial_{r_k} \Phi_{--} = \frac{1}{r_1} \partial_{r_1} \Phi_{--} + \frac{\lambda_j}{r_1^2} \Phi_{--} \quad \forall \ k \neq 1 \quad (B.21)$$

$$\frac{1}{r_j} \partial_{r_j} \Phi_{--} = \frac{1}{r_1} \partial_{r_1} \Phi_{--} + \frac{\lambda_j}{r_1^2} \Phi_{--} \quad \forall \ j \quad (B.22)$$

The analogue of (B.16)-(B.18) for $\Phi_{--}$ follows from (B.21)-(B.22).

The mixed weight state of the first kind $\Phi_{++}$ corresponds to the following annihilation conditions along with the eigenvalue equations (B.1)-(B.2) for $\Phi_{--}$.

$$E^{x,x}_{e^j+e^k} \Phi_{++} = E^{y,y}_{e^j+e^k} \Phi_{++} = E^{x,y}_{e^j+e^k} \Phi_{++} = 0 \quad \forall k > j \ & \tilde{k} > \tilde{j} \quad (B.23)$$

$$E^{x,x}_{e^j-e^k} \Phi_{++} = E^{y,y}_{e^j-e^k} \Phi_{++} = E^{x,y}_{e^j-e^k} \Phi_{++} = 0 \quad \forall k > j \ & \tilde{k} > \tilde{j} \quad (B.24)$$

These can again be solved to give the following set of differential equations satisfied by $\Phi_{++}$

$$-\frac{1}{r_j} \partial_{r_j} \Phi_{++} = \frac{1}{r_m} \partial_{r_m} \Phi_{++} + \frac{\tilde{\lambda}_j}{r_m^2} \Phi_{++} \quad \forall \ j \quad (B.25)$$

$$\frac{1}{r_j} \partial_{r_j} \Phi_{++} = \frac{1}{r_m} \partial_{r_m} \Phi_{++} + \frac{\tilde{\lambda}_j}{r_m^2} \Phi_{++} \quad \forall \ j < m \quad (B.26)$$

Lastly, the mixed weight state of the second kind $\Phi_{+}$ corresponds to the following annihilation conditions along with the eigenvalue equations (B.1)-(B.2) for $\Phi_{--}$.

$$E^{x,x}_{e^j+e^k} \Phi_{-} = E^{y,y}_{e^j+e^k} \Phi_{-} = E^{x,y}_{e^j+e^k} \Phi_{-} = 0 \quad \forall k > j \ & \tilde{k} > \tilde{j} \quad (B.27)$$

$$E^{x,x}_{e^j-e^k} \Phi_{-} = E^{y,y}_{e^j-e^k} \Phi_{-} = E^{x,y}_{e^j-e^k} \Phi_{-} = 0 \quad \forall k > j \ & \tilde{k} > \tilde{j} \quad (B.28)$$

These yield

$$-\frac{1}{r_j} \partial_{r_j} \Phi_{-} = \frac{1}{r_m} \partial_{r_m} \Phi_{-} - \frac{\tilde{\lambda}_j}{r_m^2} \Phi_{-} \quad \forall \ j \quad (B.29)$$

$$\frac{1}{r_j} \partial_{r_j} \Phi_{-} = \frac{1}{r_m} \partial_{r_m} \Phi_{-} - \frac{\tilde{\lambda}_j}{r_m^2} \Phi_{-} \quad \forall \ j < m \quad (B.30)$$

### C Primary State Solution

We will work with highest weight states in this section. The other weight cases are solved similarly. The equations we wish to solve are the following

$$\frac{1}{r_k} \partial_{r_k} \Phi_{++} = \frac{1}{r_1} \partial_{r_1} \Phi_{++} - \frac{h}{r_1} \Phi_{++} \quad \forall \ k \neq 1 \quad (C.1)$$

$$\frac{1}{r_j} \partial_{r_j} \Phi_{++} = \frac{1}{r_1} \partial_{r_1} \Phi_{++} - \frac{h}{r_1} \Phi_{++} \quad \forall \ j \quad (C.2)$$
We will use the following parametrization\(^9\)

\[
\begin{align*}
r_1 &= \tau \cosh \rho \cos \theta_1 \\
r_2 &= \tau \cosh \rho \sin \theta_1 \cos \theta_2 \\
&\quad \vdots \\
r_{n-1} &= \tau \cosh \rho \sin \theta_1 \cdots \sin \theta_{n-2} \cos \theta_{n-1} \\
r_n &= \tau \cosh \rho \sin \theta_1 \cdots \sin \theta_{n-2} \sin \theta_{n-1} \\
t_1 &= \tau \sinh \rho \cos \phi_1 \\
t_2 &= \tau \sinh \rho \sin \phi_1 \cos \phi_2 \\
&\quad \vdots \\
t_{m-1} &= \tau \sinh \rho \sin \phi_1 \cdots \sin \phi_{m-2} \cos \phi_{m-1} \\
t_m &= \tau \sinh \rho \sin \phi_1 \cdots \sin \phi_{m-2} \sin \phi_{m-1}
\end{align*}
\]  
(C.3)

Now, one can evaluate the equality \( \frac{1}{r_n} \partial_{r_n} \Phi^{++} = \frac{1}{r_{n-1}} \partial_{r_{n-1}} \Phi^{++} \), and see what result we get. Using the relations given in (C.3) to (C.4), we can write the following expressions for \( \rho, \theta, \phi \). These turn out to be

\[
\begin{align*}
tanh \rho &= \frac{\sqrt{t_1^2 + t_2^2 + \cdots + t_n^2}}{\sqrt{r_1^2 + r_2^2 + \cdots + r_n^2}} \\
\cot \theta_i &= \frac{r_i}{\sqrt{\sum_{j=i+1}^{n} r_j^2}} \\
\cot \phi_j &= \frac{t_j}{\sqrt{\sum_{k=j+1}^{n} t_k^2}}
\end{align*}
\]

From this one can evaluate \( \frac{1}{r_n} \partial_{r_n} \Phi^{++} \) and \( \frac{1}{r_{n-1}} \partial_{r_{n-1}} \Phi^{++} \):

\[
\begin{align*}
\frac{1}{r_n} \partial_{r_n} \Phi^{++} &= -\frac{\tanh \rho}{\tau^2} \partial_{\rho} \Phi^{++} + \sum_{i=1}^{n-2} \cos^2 \theta_i \cot \theta_i \frac{\partial_{\theta_i} \Phi^{++}}{r_i^2} + \frac{\cot \theta_{n-1}}{\tau^2 \cosh^2 \rho \sin^2 \theta_1 \cdots \sin^2 \theta_{n-2}} \partial_{\theta_{n-1}} \Phi^{++}
\end{align*}
\]  
(C.5)

\(^9\)Let us emphasize that the \( \theta \)'s and \( \phi \)'s that we are introducing here should not be confused with the \( \theta \)'s and \( \phi \)'s introduced in section 2.1. There are only so many letters in the alphabet that can be intuitively used – the \( \theta \)'s and \( \phi \)'s we use in this Appendix stays entirely within this Appendix. The reader if he/she wishes can just take the final result, the second expression in (C.21) from this Appendix, which is all that is needed in the main text.
\[
\frac{1}{r_{n-1}} \partial_{r_{n-1}} \Phi_{++} = -\frac{\tanh \rho}{\tau^2} \partial_\rho \Phi_{++} + \sum_{i=1}^{n-2} \frac{\cos^2 \theta_i \cot \theta_i}{r_i^2} \partial_{\theta_i} \Phi_{++} - \frac{\tan \theta_{n-1}}{\tau^2 \cosh^2 \rho \sin^2 \theta_1 \cdots \sin^2 \theta_{n-2}} \partial_{\theta_{n-1}} \Phi_{++}
\]
(C.6)

We can equate these two quantities because the right hand side of (C.1) is the same for all allowed values of \( k \) including \( n - 1 \) and \( n \). We get
\[
\partial_{\theta_{n-1}} \Phi_{++} = 0
\]
(C.7)

Now, we can apply (C.7) to (C.6) to get
\[
\frac{1}{r_{n-2}} \partial_{r_{n-2}} \Phi_{++} = -\frac{\tanh \rho}{\tau^2} \partial_\rho \Phi_{++} + \sum_{i=1}^{n-3} \frac{\cos^2 \theta_i \cot \theta_i}{r_i^2} \partial_{\theta_i} \Phi_{++} - \frac{\sin^2 \theta_{n-2} \cot \theta_{n-2}}{r_{n-2}^2} \partial_{\theta_{n-2}} \Phi_{++}
\]
(C.8)

We can equate this to \( \frac{1}{r_{n-2}} \partial_{r_{n-2}} \Phi_{++} \). For that we need to evaluate it first, and from that we get
\[
\frac{1}{r_{n-2}} \partial_{r_{n-2}} \Phi_{++} = -\frac{\tanh \rho}{\tau^2} \partial_\rho \Phi_{++} + \sum_{i=1}^{n-3} \frac{\cos^2 \theta_i \cot \theta_i}{r_i^2} \partial_{\theta_i} \Phi_{++} - \frac{\sin^2 \theta_{n-2} \cot \theta_{n-2}}{r_{n-2}^2} \partial_{\theta_{n-2}} \Phi_{++}
\]
(C.9)

Comparing it to (C.8) and noting that the only different term as compared to (C.9) is the \( \frac{\cos^2 \theta_{n-2} \cot \theta_{n-2}}{r_{n-2}^2} \partial_{\theta_{n-2}} \Phi_{++} \) term, and thus equating (C.8) and (C.9), we get
\[
\partial_{\theta_{n-2}} \Phi_{++} = 0
\]
(C.10)

Following in the same way, we can get the results (by doing the same procedure for \( \frac{1}{r_j} \partial_{r_j} \Phi_{++} \) as well)
\[
\partial_{\theta_i} \Phi_{++} = 0 \quad \forall \ i \neq 1
\]
(C.11)
\[
\partial_{\theta_j} \Phi_{++} = 0 \quad \forall \ \tilde{j}
\]
(C.12)

These, then allow us to simply consider the following equations
\[
\frac{1}{r_k} \partial_{r_k} \Phi_{++} = -\frac{\tanh \rho}{\tau^2} \partial_\rho \Phi_{++} + \frac{\cot \theta_1}{\tau^2 \cosh^2 \rho} \partial_{\theta_1} \Phi_{++}
\]
\[
= \frac{1}{r_1} \partial_1 \Phi_{++} - \frac{h}{r_1^2} \Phi_{++}
\]
(C.13)

The first equality follows from explicit calculation together with the fact that all \( \theta \)-derivatives vanish. Second equality is just the right hand side of (C.1), and the third equality again follows by direct calculation. Similarly, we also find the following equation
\[
-\frac{1}{\tau_j} \partial_{r_j} \Phi_{++} = -\frac{\coth \rho}{\tau^2} \partial_\rho \Phi_{++} = \frac{1}{r_1} \partial_1 \Phi_{++} - \frac{h}{r_1^2} \Phi_{++}
\]
\[
= -\frac{\tanh \rho}{\tau^2} \partial_\rho \Phi_{++} - \frac{\tan \theta_1}{\tau^2 \cosh^2 \rho} \partial_{\theta_1} \Phi_{++} - \frac{h}{\tau^2 \cosh^2 \rho \cos^2 \theta_1} \Phi_{++}
\]
(C.14)
writing compactly, we have

$$\cot \theta_1 \frac{\tau^2}{\rho} \partial_\rho \Phi_{++} = -\tan \theta_1 \frac{\tau^2}{\rho} \partial_\rho \Phi_{++} - \frac{h}{\tau^2 \cosh^2 \rho \cos^2 \theta_1} \Phi_{++} \quad (C.15)$$

$$- \coth \rho \frac{\tau^2}{\rho} \partial_\rho \Phi_{++} = -\tanh \rho \frac{\tau^2}{\rho} \partial_\rho \Phi_{++} - \tan \theta_1 \frac{\tau^2}{\rho} \partial_\rho \Phi_{++} - \frac{h}{\tau^2 \cosh^2 \rho \cos^2 \theta_1} \Phi_{++} \quad (C.16)$$

These equations can be further combined to give the following

$$\partial_\theta \Phi_{++} = -h \tan \theta_1 \Phi_{++} \quad (C.17)$$

$$\partial_\rho \Phi_{++} = h \tanh \rho \Phi_{++} \quad (C.18)$$

Now, one can solve (C.17) and (C.18) to get the result by noting that the general solutions from these two equations are respectively given as

$$\Phi_{++}(\rho, \theta_1) = f_1(\rho)(\cos \theta_1)^h + f_2(\rho) \quad \text{(integrating (C.17))} \quad (C.19)$$

$$\Phi_{++}(\rho, \theta_1) = g_1(\theta_1)(\cosh \rho)^h + g_2(\theta_1) \quad \text{(integrating (C.18))} \quad (C.20)$$

where $f_1(\rho), f_2(\rho), g_1(\theta_1)$ and $g_2(\theta_1)$ are arbitrary functions of $\rho$ and $\theta_1$. Further, $f_1(\rho)$ and $g_1(\theta_1)$ cannot be identically 0 over the full range of $\rho$ and $\theta_1$ respectively.

By equating (C.19) and (C.20), we get the following result

$$\Phi_{++} \propto (\cosh \rho \cos \theta_1)^h = \left( \frac{r_1}{r} \right)^h \quad (C.21)$$

The reason for using the $\propto$ here is because we have not included the part of the solution that arises from solving the equations coming from the action of the Cartan generators on $\Phi_2$. With the solution to those equations included, we have the result (4.19).

Similarly, the relevant equations can be solved for the other cases to obtain the results (4.21), (4.23) and (4.25).

### D Quadratic Casimir in the $H$-Primary Basis

We start by briefly reviewing the well-known facts about the quadratic Casimir in a language that does not restrict itself to the compact form of the algebra. The Casimir is defined as

$$c_2 = g^{ab} t_a t_b \quad (D.1)$$

where $t_a, t_b$ are the generators of the algebra, and $g^{ab}$ is defined via the structure constants

$$[t_a, t_b] = C^c_{ab} t_c \quad (D.2)$$
through
\[
g_{ab} \equiv C^{e}_{ac}C^{d}_{bc}.
\] (D.3)

In our case, we have the following coefficients from the commutator of the generators \(J_{AB}\):
\[
C^{EF}_{AB, CD} = i(\eta_{AD}\delta^{E}_B\delta^{F}_C + \eta_{BC}\delta^{E}_A\delta^{F}_D - \eta_{AC}\delta^{E}_B\delta^{F}_D - \eta_{BD}\delta^{E}_A\delta^{F}_C)
\] (D.4)

Using this expression, we have
\[
g_{AB, CD} = C^{EF}_{AB, MN}C^{MN}_{CD, EF} \\
= - \left( \eta_{AN}\delta^{E}_B\delta^{F}_M + \eta_{BM}\delta^{E}_A\delta^{F}_N - \eta_{AM}\delta^{E}_B\delta^{F}_N - \eta_{BN}\delta^{E}_A\delta^{F}_M \right) \\
\times \left( \eta_{CF}\delta^{M}_D\delta^{N}_E + \eta_{DE}\delta^{M}_C\delta^{N}_F - \eta_{CE}\delta^{M}_D\delta^{N}_F - \eta_{BF}\delta^{M}_C\delta^{N}_E \right)
\] (D.5)

From this, one see that the quadratic Casimir, up to multiplicative constants, is
\[
c_2 = \eta^{AC}\eta^{BD}J_{AB}J_{CD} \equiv J_{AB}J^{AB}
\] (D.6)

One can of course also check that this is indeed the casimir, by observing that
\[
\eta^{AB}\eta^{BD}[J_{AB}J_{CD}, J_{MN}] = 0 \quad \forall \ M, N \in 1, \ldots, 2m + 2n
\] (D.7)

In the \(H\)-primary basis, the Casimir takes the form
\[
\nabla = \sum_{j=1}^{2m} \hat{H}_j \hat{H}^j + \sum_{j=1}^{2n} \hat{H}_j \hat{H}^j \\
+ E_{e_1+e_2}^{(1)}F_{(1)}^{e_1+e_2} + E_{e_1-e_2}^{(1)}F_{(1)}^{e_1-e_2} + E_{e_1+e_2}^{(1)}F_{(1)}^{e_1+e_2} \\
- \sum_{j=1}^{2m} E_{e_1-e_2}^{(2)}F_{(2)}^{e_1-e_2} + E_{e_1-e_2}^{(2)}F_{(2)}^{e_1-e_2} - \sum_{j=1}^{2m} E_{e_1-e_2}^{(2)}F_{(2)}^{e_1-e_2} + E_{e_1-e_2}^{(2)}F_{(2)}^{e_1-e_2} \\
+ \sum_{j=1}^{2n} E_{e_1+e_2}^{(3)}F_{(3)}^{e_1+e_2} + E_{e_1+e_2}^{(3)}F_{(3)}^{e_1+e_2} + E_{e_1+e_2}^{(3)}F_{(3)}^{e_1+e_2} + E_{e_1+e_2}^{(3)}F_{(3)}^{e_1+e_2} \\
\sum_{j=1}^{2n} E_{e_1-e_2}^{(3)}F_{(3)}^{e_1-e_2} + E_{e_1-e_2}^{(3)}F_{(3)}^{e_1-e_2} + E_{e_1-e_2}^{(3)}F_{(3)}^{e_1-e_2} + E_{e_1-e_2}^{(3)}F_{(3)}^{e_1-e_2} \\
+ \sum_{j=k=2}^{n} E_{e_1+e_2}^{(4)}F_{(4)}^{e_1+e_2} + E_{e_1+e_2}^{(4)}F_{(4)}^{e_1+e_2} + E_{e_1+e_2}^{(4)}F_{(4)}^{e_1+e_2} + E_{e_1+e_2}^{(4)}F_{(4)}^{e_1+e_2} \\
- \sum_{j=k=2}^{m} E_{e_1+e_2}^{(5)}F_{(5)}^{e_1+e_2} + E_{e_1+e_2}^{(5)}F_{(5)}^{e_1+e_2} + E_{e_1+e_2}^{(5)}F_{(5)}^{e_1+e_2} + E_{e_1+e_2}^{(5)}F_{(5)}^{e_1+e_2} \\
+ \sum_{j=k=2}^{n} E_{e_1+e_2}^{(6)}F_{(6)}^{e_1+e_2} + E_{e_1+e_2}^{(6)}F_{(6)}^{e_1+e_2} + E_{e_1+e_2}^{(6)}F_{(6)}^{e_1+e_2} + E_{e_1+e_2}^{(6)}F_{(6)}^{e_1+e_2} \\
= M_{AB}M^{AB} \quad \forall A, B \in 1, \ldots, 2n + 2m
\]
From here, we can lower the indices, and then use the commutation relations as well as the annihilation condition of $\Phi_h$ to write the action of the Casimir as

$$\nabla \Phi_h = \left( \sum_{l=1}^{2} \tilde{H}_l^2 + \sum_{j=2}^{n} \tilde{H}_j^2 + \sum_{j=2}^{m} \tilde{H}_j^2 + \sum_{\pm} (\tilde{H}_1 \pm \tilde{H}_2) - \sum_{\pm} \sum_{j=1,j=2}^{2,m} (-\tilde{H}_j \pm \tilde{H}_j) \right) \Phi_h$$

$$+ \sum_{\pm} \sum_{J=1,j=2}^{2,n} (\tilde{H}_J \pm \tilde{H}_j) + \sum_{\pm} \sum_{k>j=2}^{n} (\tilde{H}_j \pm \tilde{H}_k)$$

$$+ \sum_{\pm} \sum_{j<k=2}^{m} (\tilde{H}_j \pm \tilde{H}_k) - \sum_{\pm} \sum_{j,j=2}^{n,m} (\tilde{H}_j \pm \tilde{H}_j) \right) \Phi_h$$

(E.9)

E The $SO(2,2)$ Comparison

We will compare our explicit expressions in Section 4 and Section 5, specialized to the $SO(2,2)$ case, with the results in [2] where the results are presented in the $SL(2,R) \times SL(2,R)$ language. The possibility of translating $SO(2,2)$ to $SL(2,R) \times SL(2,R)$ is an accidental isomorphism at the level of the Lie algebras and is not available in higher dimensions. So it behooves us to check that the results match. We will find that the expressions match exactly.

In our language the coordinates in $SO(2,2)$ are arranged as

$$X = \{ x_1, x_2, y_1, y_2 \}$$

(E.1)

And they are paramterized as follows (according to (2.7) )

$$x_1 = r \cos \theta$$

(E.2)

$$x_2 = r \sin \theta$$

(E.3)

$$y_1 = t \cos \phi$$

(E.4)

$$y_2 = t \sin \phi$$

(E.5)

The $L$-Primary generators (3.14)-(3.18) reduce to the following generators when we restrict to $n = m = 1$ in $SO(2n,2m)$.

$$H_1 = M_{12} = -i \partial_\theta$$

(E.6)

$$H_1 = M_{12} = i \partial_\theta$$

(E.7)

$$E_{e^{i \pm e^{\pm}}} = \frac{i}{2} e^{i(\theta \pm \phi)} \{(r \partial_t + t \partial_r) \pm \frac{r}{t} \partial_\phi \pm \frac{i}{r} \partial_\theta \}$$

(E.8)

$$F_{e^{i \pm e^{\pm}}} = -\frac{i}{2} e^{-i(\theta \pm \phi)} \{(r \partial_t + t \partial_r) \mp \frac{r}{t} \partial_\phi \mp \frac{i}{r} \partial_\theta \}$$

(E.9)
Since the constraint on the coordinates is the same as \((B.19)\), we have the further parametrization of the \(r, t\) coordinates as
\[
\begin{align*}
r &= \tau \cosh \rho \\
t &= \tau \sinh \rho
\end{align*}
\] 
(E.10)

This casts the generators in the following form
\[
\begin{align*}
H_1 &= M_{12} = -i\partial_\theta \\
H_\bar{1} &= M_{\bar{1}\bar{2}} = i\partial_\phi
\end{align*}
\] 
(E.12)

\[
E_{e^1\pm e^1} = \frac{i}{2} e^{i(\theta \pm \phi)} \{ \partial_\rho \pm i \coth \rho \partial_\phi + i \tanh \rho \partial_\theta \}
\] 
(E.14)

\[
F_{e^1\pm e^1} = -\frac{i}{2} e^{-i(\theta \pm \phi)} \{ \partial_\rho \mp i \coth \rho \partial_\phi - i \tanh \rho \partial_\theta \}
\] 
(E.15)

According to the notation in Equation(s) 3.2 of [2], we then have the following relations
\[
\begin{align*}
L_1 &= iF_{e^1+e^1} \\
L_0 &= \frac{1}{2}(H_1 - H_\bar{1}) \\
L_{-1} &= iE_{e^1+e^1} \\
\bar{L}_1 &= iF_{e^1-e^1} \\
\bar{L}_0 &= \frac{1}{2}(H_1 + H_\bar{1}) \\
\bar{L}_{-1} &= iE_{e^1-e^1}
\end{align*}
\] 
(E.16-21)

The left hand sides are variables defined in [2], and the right hand sides follow our notation. Note that our coordinates map to the coordinates used in Equation 3.2 of [2] through
\[
\phi_{\text{this paper}} \rightarrow \phi_{[2]}, \quad \rho_{\text{this paper}} \rightarrow \rho_{[2]}, \quad \theta_{\text{this paper}} \rightarrow \psi_{[2]}
\] 
(E.22)

We now compare the \(H\)-primary generators in [2] with the \(H\)-primary generators we write for \(SO(p, q)\), restricted to \(p = q = 2\). From (5.3)-(5.13), we can write the \(SO(2, 2)\) case as follows
\[
\begin{align*}
\bar{H}_1 &= iM_{1\bar{1}} \\
\bar{H}_2 &= iM_{2\bar{2}}
\end{align*}
\] 
(E.23-24)
The ladder operators are the following

\[ \tilde{E}^{(1)}_{e_1 \pm e_2} = \frac{1}{2} \{(M_{12} \pm M_{1 \bar{2}}) + (M_{21} \mp M_{1 \bar{2}})\} \]  
(E.25)

\[ \tilde{F}^{(1)}_{e_1 \pm e_2} = \frac{1}{2} \{(M_{12} \pm M_{1 \bar{2}}) - (M_{21} \mp M_{1 \bar{2}})\} \]  
(E.26)

To relate these to Equation (5.2) of [2], we need to note that a choice in the ordering of coordinates has been made when deciding which boost generators we are picking. It turns out that this choice maps in the following way from our paper to [2]:

\[ \{x_1, y_1, x_2, y_2\}_\text{Here} \equiv \{x_2, y_1, x_1, y_2\}_\text{There} \]  
(E.27)

One sees that a precise map exists under the following identification of the Cartans

\[ H^x_0 = \frac{1}{2}(\tilde{H}_1 + \tilde{H}_\hat{1}) \]  
(E.28)

\[ \bar{H}^x_0 = \frac{1}{2}(\tilde{H}_1 - \tilde{H}_\hat{1}) \]  
(E.29)

and the ladder operators

\[ H^x_{+1} = -i \tilde{F}^{(1)}_{e_1 + e_2} \]  
(E.30)

\[ H^x_{-1} = -i \tilde{E}^{(1)}_{e_1 + e_2} \]  
(E.31)

\[ \bar{H}^x_{+1} = -i \tilde{F}^{(1)}_{e_1 - e_2} \]  
(E.32)

\[ \bar{H}^x_{+1} = -i \tilde{E}^{(1)}_{e_1 - e_2} \]  
(E.33)

Again the left hand sides are variables defined in [2], and the right hand sides follow our notation.

The ladder operators that we use and the ones used in [2] have a relative “i” between them. This can be traced to the fact that our definition (3.13) follows that of [5], while the ones used in [2] effectively have an extra i relative to those in [5]. Because this is an overall factor, it does not affect the definition of the highest weight states. Note also that the Ladder operator pieces in the quadratic Casimir in [2] have an extra negative sign relative to ours to accommodate for this. So the final results match exactly.
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