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Abstract—In this paper we consider the problem of finding Pulse Repetition Intervals allowing the best compromises mitigating range and Doppler ambiguities in a Pulsed-Doppler radar system. We revisit a problem that was proposed to the Evolutionary Computation community as a real-world case to test Many-objective Optimization algorithms. We use it as a baseline to compare several Evolutionary Algorithms for black-box optimization with different metrics. Resulting data is aggregated to build a reference set of Pareto optimal points and is the starting point for further analysis and operational use by the radar designer.
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INTRODUCTION

Airborne Pulsed-Doppler radars are complex systems and have been further developed for decades by engineers. While this field is still improving through theoretical findings and ad hoc processing techniques, today’s computational means and global optimization techniques need to be considered as another way of opening the black box. The problem of finding Pulse Repetition Intervals (PRIs, or equivalently Pulse Repetion Frequencies - PRF [15]) is not recent and has already been treated with many search heuristics. Here we propose to generate an exhaustive set of solutions to better understand the trade-offs. Almost all Pulsed-Doppler radars operate at medium PRF (between 3 kHz to 30 kHz) hence produce ambiguous range and Doppler measures. The common technique to overcome this situation is to construct a waveform consisting of a train of pulses with multiple PRF. Researchers already found several sets of PRF designing various search heuristics:

In [15] the author finds a set of PRF guided by a constraint programming approach: first generating a set of feasible candidates, then sequentially testing the candidates with 3 scoring passes, finally examining blind zones plots. The AN/APG-69 radar system is chosen as a baseline and the paper ends mentioning a single choice of a PRF set of size 8.

In 2003 [2] C. Alabaster and E. Hughes proved the efficiency of Evolution Algorithms to identify near-optimal PRF sets with 8 or 9 for a practical fire control radar system. E. Hughes would later propose a similar problem under the scope of Many-objective optimization that we will detail in Section I.

In [1] was proposed a model that is similar to the one considered here, with a constant duty cycle but a somehow different parameters setting (smaller dwell time, smaller Doppler interval . . . ) and aims at minimizing the blind zones while ensuring full decodability in the zone of interest. A single solution set of 8 PRIs is found using a Simulated Annealing approach.

In this paper we propose to revisit a radar PRI design problem proposed 13 years ago and stated as a Multi Objective Optimization problem (MOP). We generate candidate solutions with state-of-the-art evolutionary algorithms and have a glance at how one can assess performance in this context. Our contributions can be summarized as follows:

• Augmented Reference sets for the problem at hand (we found new optimal points)
• Pareto Front Analysis that allows the radar designer to better understand the trade-offs
• Benchmarking Evolutionary Multi Objective Optimization (EMO) algorithms on a real-world problem

The paper is organised as follows: in Section I we remind the considered problem, then we detail the algorithms and metrics used for EMO in Section II. Experimental results and analysis are presented in Section III and Section IV concludes the work and possible extensions.

Notations

We denote by $\mathbf{x} = [x_1, \ldots, x_D]^T$ an arbitrary real column-vector (also called a point in the $D$-dimensional search space), $\mathcal{P}$ is a set of points $\{x_1, \ldots, x_{\#\mathcal{P}}\}$ and $\#\mathcal{P}$ its cardinal. We denote as $f(\mathcal{P}) = \{f(x); \ x \in \mathcal{P}\}$ the Pareto Front induced by the set $\mathcal{P}$. The notion of set used here may not be confused with the common meaning of a set of PRIs, represented here as a the $D$-dimensional vector.

I. RADAR PROBLEM

In 2007 Evan J. Hughes introduced a real engineering problem to the EMO community [13]. It is a Waveform Design problem for Pulsed Doppler Radar to mitigate the range and Doppler ambiguities. It also accounts for blind zones and total transmission time (or dwell time) The problem is to find a set of PRIs in the integer range [500, 1500], meaning we consider time quantization of 0.1 $\mu$S. The function accepts any continuous value in this range as input and then does implicit rounding. The performance measure is casted as a multivariate,
multivalued real continuous function \( f : \mathbb{R}^D \rightarrow \mathbb{R}^M \). It has \( M = 9 \) objectives and varying dimension for the decision variables \( D \in [4, 12] \). The MOP is designed to:

- Reduce ghosting in range \((f_1, f_2)\)
- Reduce ghosting in velocity \((f_3, f_6)\)
- Avoid blind ranges \((f_4, f_7)\)
- Avoid blind velocities \((f_3, f_8)\)
- Minimize dwell time \( f_9 \), to be \( \leq 50 \text{ ms} \)

Note that each underlying goal translates to 2 objectives as we optimize respectively for the median \((f_{10} \rightarrow f_4)\) and minimum \((f_5 \rightarrow f_9)\) values. This suggests that the set of objective functions are not totally independent. The software to call this function is available in Matlab as a proprietary executable and therefore the code cannot be read nor modified. An exhaustive list of the radar model’s characteristics from [13] is reproduced in Table I for the reader’s convenience.

| Parameter                      | Value                                      |
|--------------------------------|--------------------------------------------|
| Carrier frequency              | 9.97 GHz for first PRF; each following -30MHz |
| Minimum PRI                    | 50 \( \mu \) s                            |
| Maximum PRI                    | 150 \( \mu \) s                           |
| Compressed pulsewidth          | 0.5 \( \mu \) s                            |
| Receiver recovery time         | 1.0 \( \mu \) s                            |
| Range resolution               | 75 m                                      |
| FFT size                       | 64 bins                                   |
| Duty cycle                     | 10% fixed                                 |
| Maximum target dwell time      | 50 ms                                     |
| Maximum target velocity        | \( \pm 1500 \text{ ms}^{-1} \)             |
| Maximum detection range        | 185.2 km                                  |
| Number of PRFs                 | 4 to 12                                  |
| Number of PRFs for coincidence | 3                                        |

**TABLE I: The (proprietary) code internal model’s characteristics**

II. **EVOLUTIONARY MANY OBJECTIVE OPTIMIZATION**

**A. Preliminaries**

EMO is a growing field among Evolutionary Computation and has been successfully applied to solve real-world problems. We consider the problem described above as a Multi Objective Optimization Problem (MOP) of the form:

\[
\begin{align*}
\text{minimize} & \quad f(x) = (f_1(x), \ldots, f_M(x)) \quad \text{subject to} \quad x \in X \\
\end{align*}
\]

where \( X \subseteq \mathbb{R}^D \) is the feasible space for the PRIs. Constraint handling is a non-trivial subject and here we shall restrict ourselves to bound constraints of the form \( X = \{ x \in \mathbb{R}^D \mid 500 \leq x_i \leq 1500, i = 1, \ldots, D \} \). Here the terminology of Many Objective Optimization Problem (MaOP) is used because \( M \geq 4 \). The problem is said to be black-box as no other additional information (e.g. gradient, hessian) is available to the optimization algorithm. Evolutionary Algorithms (EAs) are meta-heuristic optimization algorithms specifically designed to handle such problems. They proved efficient to solve non-convex, multi-modal, and non-differentiable problems. In this paper we consider EAs extensions to solve MOPs, namely MOEAs. Recall the objective function is multivalued and the different objectives are conflicting. In this context the MOEAs are appealing as they output a set of Pareto-optimal solutions.

**Pareto dominance:** Let \( x, y \in X \), then we say that \( x \) dominates \( y \), denoted \( x \succ y \) if and only if \( \forall i \, f_i(x) \leq f_i(y) \) and \( \exists i \, f_i(x) < f_i(y) \). In a set \( P \), a point \( x \) is said to be non-dominated if no point in \( P \) dominates \( x \).

Popular MOEAs rely on non-dominated sorting to select preferred candidate solutions. It is well known that, when it comes to MaOPs (increasing number of objectives), the Pareto dominance relationship is not enough to ensure selection pressure, as most sampled points become non-dominated.

The initial population is an input to the algorithm, and can be either randomly sampled or given by a domain-specific heuristic.

**B. Performance assessment**

It is not straightforward to evaluate algorithm performance for MOPs and MaOPs, and even more difficult when the true Pareto Front is not known. There exist several ways to characterize performance, leading to conflicting results [3]. The PlatEMO manual [17] suggests to use the final population. This is different from what is recommended in [7] for assessing performance on bi-objective problems, where one uses all non-dominated points seen during the process (using the archive). Here we rely on this latter approach to build sets of non-dominated points for each algorithm.

1) **Building the Reference set**: We maintain an archive \( A \) of all points sampled during each algorithm’s search process. Concatenating sets of non-dominated points from different algorithms and do a non-dominated sorting to obtained the (reference) best set \( B \), and \( f(B) \) the so-called Empirical Pareto Front (EPF). In other words this is the set containing all non-dominated points seen so far for the problem at hand as in a real-world context we don’t know the true PF.

2) **Scaling**: Before each metric is computed, we transform the objective space, each coordinate is scaled from \([\underline{m}_i, \overline{m}_i] \) to \([0, 1] \), computing \( f \) as follows:

\[
\tilde{f}_i(x) = \frac{f_i(x) - \underline{m}_i}{\overline{m}_i - \underline{m}_i}, \quad \text{where} \quad \underline{m}_i = \min_{x \in B} f_i(x), \quad \overline{m}_i = \max_{x \in B} f_i(x)
\]

3) **Metrics**: To assess the quality of a set of points \( P \) against \( B \) we propose to use metrics computed in the objective space, comparing \( f(P) \) to \( f(B) \):

- **Cardinality** The number of non-dominated points is not a reliable quality indicator, as most points are non-dominated, an algorithm could sample many non-dominated points from only a small connected area of the Pareto Set. Still it appears interesting to view, from all the non-dominated points sampled by an algorithm, how many are kept in the final best set \( B \).
- **The Hypervolume (HV)** [8] of the considered set with respect to a reference point \( r \). The hypervolume is maximal when considering the continuous True Pareto Front. The construction of the best set leads to \( HV_r(B) \geq HV_r(P) \) for any set \( P \) from a single algorithm. The greater the hypervolume, the better the PF is covered. The reference point can be the nadir point (the vector composed with the worst objectives values over the
Algorithms comparison

For all experiments problem dimension has been set to \( D = 10 \). The initial population is uniformly sampled in \([500, 1500]^D\). We run each algorithm \( N_r = 10 \) times and each time for a fixed number \( N_f = 100,000 \) of function evaluations. The population size \( \lambda \) is also fixed to be the same for each algorithm, i.e., \( \lambda = 100 \). We aggregate points by algorithm, concatenating all archives from the different runs, and keeping all non-dominated points to build each set \( P \).

The computational requirements for each algorithm are quiet the same, as reported in Table II except for MSOPS-II which is 4 to 5 times longer than average.

From our generated data we obtain a first best set of size 217,166. We also added the set of solutions provided E. Hughes in his original paper [13]. At the end we obtain a final best set \( B = 222,667 \) out of 229,016 candidates.

1) Cardinality metrics: For each algorithm there is a total of \( N_r \times N_f = 1,000,000 \) points sampled. We show in Table III the total number of non-dominated points for each algorithm set and its contribution to the overall best set

NSGA-II and NSGA-III are the 2 algorithms that contributed the most to \( B \) in the number of non-dominated points. Yet they also have the lowest ratios of non-dominated points added to \( B \) from their own set. This suggests that the NSGA framework does not converge to a fixed set of points on the PF but is rather moving closed to it, finding new non-dominated points in the high dimensional objective space. This cyclic behaviour is well known from the EMO litterature [8]. For comparison, IBEA gives a smaller set \( P \) of non-dominated points, but a large part of it contributes to \( B \) (90.8%). Note that, not only we improved the original dataset by increasing its size, but half of the points provided by the original experiment [13] are now dominated by \( B \).
2) **Real-valued metrics:** We follow the methodology described in Section II-B and compare different metrics for each algorithm set. Results are gathered in Table IV. Hypervolume is computed for 3 different reference points \( c \in \{0.9, 1, 1.1\} \) and approximation variance has been checked to be acceptable for comparison. We always give the hypervolume of the set \( B \) as a reference, and percentages comparing the hypervolume of any set \( P \) against \( B \). The idea to look at many reference points is the following: it is known that the hypervolume quality indicator, when consider high dimensional spaces, tends to promote set of points that are mainly located on the boundary of the Pareto Front (as they have a greater contribution to the integral). By comparing the obtained measures (normalized by \( HV_{c}(B) \)), we may have a guess about which algorithm is able to generate solution sets being well spread on the PF. As an example, the hypervolume decrease from 62.52% to 41.31% for NSGA-II when switching the ref. point parameter \( c \) from 1 to 0.9. Same remark for MSOPS-II (53.76% to 27.44%). The hypervolume of IBEA is much more stable in all situations, and is also best performing for any hypervolume measure, whereas NSGA-III is for IGD and NSGA-II for GD. Therefore no algorithm overperforms all others for all metrics considered here.

### B. Problem insights

We propose to visualize the set \( B \) to provide a better understanding of the trade-offs involved in radar waveform design. Recall that, for objectives 1 to 8, values are negative because we require minimization of the MaOP; and objective 9 (dwell time) was added an offset of 50 ms.

- The distribution of each objective’s values in Figure 3. A remark is the multimodality of distribution for several objectives. But it is not clear if these modes come from exploitation of specific regions of the search space due to algorithms bias or particular shape of the Pareto Front. Also note that some objective values are greater than zero. This has already been mentioned in the original problem description [13] and should be considered as 0 or violation of implicit constraints. Further experiments should account for such constraints.

- Some scatter plots representing 4 (out of 36) 2-D cuts in the Pareto Front in Figure 1. Some objectives appear to be non-conflicting, for instance median velocity blindness \( (f_4) \) vs dwell time \( (f_9) \). It is quiet simple to figure it out: the radar is frequency-hopping and the ambiguous velocity is \( V_a(n) = \frac{\lambda_n}{2c} \) where \( \lambda_n = c.(1.10^{10} - n.3.10^2)^{-1}, n = 0 \ldots 9 \) and \( c \) the speed of light. Small dwell time implies small PRIs around 50 \( \mu \text{s} \). This results in high ambiguous velocities (250 to 300 \( \text{ms}^{-1} \)). On the contrary, high PRIs (closer to 150 \( \mu \text{s} \)) means smaller ambiguous velocities (around 100 to 120 \( \text{ms}^{-1} \)). Since targets are searched in the velocity range \( \pm 1500 \text{ms}^{-1} \) this explains the observed difference by a factor 2 to 3 (omitting other second-order effects). On the contrary the visualization is less informative for other comparisons, e.g. for \( f_3 \) vs \( f_8 \), that is median range blindness vs minimum velocity blindness, one may be able to see the limit cases but there is a large zone that requires higher dimensional views to be clearly explained.

More sophisticated methods exist to better restore information from a high dimensional Pareto Front with different guarantees about what is preserved from the original space [11].

### C. Comparison with existing methods

We compared two PRI vectors from the literature with our findings with respect to the baseline problem considered here. These PRIs were find with other methods and meant to solve similar constraints for different radar system parameters settings. They still operate at medium PRF and share common goals. Simpson [15] gives a set of 8 PRF, or equivalently (with proper normalization):

\[
x_s = [19.61, 17.54, 15.87, 15.15, 14.49, 12.82, 11.11, 10.42]^\top \text{kHz}
\]

\[
= [510, 570, 630, 660, 690, 780, 900, 960]^\top \times 0.1 \mu \text{s}
\]
Ahn et al. give a vector of 8 PRIs with a time quantization of 1 µs:

\[ x_a = [51, 53, 59, 62, 69, 72, 91, 94] \mu s \]

In this comparison we use only IBEA as the most promising algorithm and repeat the previously defined experimental setup to generate \( N_r \times N_f = 1,000,000 \) points corresponding to 8-tuples of PRIs (\( D = 8 \)). We obtain a set of 24,259 non-dominated points that we use for scaling and the resulting distribution of objective values is shown as boxplots in Figure 2 (a). We also display \( x_s \) and \( x_a \). Note that the PRIs proposed by Simpson was found to be non-dominated with respect to \( P(\text{IBEA}) \), whereas the set proposed by Ahn et al. was dominated. This may be due to the lack of precision resulting from greater time quantization. Note that Simpson’s set \( x_s \) is also better performing than \( x_a \) for most of the objectives considered here, except \( f_4 \) (median velocity blindness), with a slightly greater dwell time (46.5 ms for \( x_s \) vs 45.4 ms for \( x_a \)). IBEA found 461 points in this dwell time interval (i.e. satisfying \(-4.6 < f_9(x) < -3.5\)) and the distribution of objectives for those solutions can be found in Figure 2 (b).

### IV. Conclusion and Future Work

We considered several algorithms a priori suited to solve MaOP and benchmarked them on the Radar Waveform problem. We obtained a large collection of non-dominated points that describe the unavoidable trade-offs when designing such radar systems. We also remind this is an offline search procedure. These solvers are not aimed at running on the radar hardware, but the obtained PRIs dataset could be used with some specific rules to switch the radar mode while operating. We also illustrated the difficulty of performance assessment when many objectives are involved. Real-world concerns suggest to integrate user preferences through weighted hypervolume: this new measure could lead to different ranking among algorithms. This work could be extended by searching for other numbers of PRIs or refining the objectives. Evolutionary algorithms are black-box by design and prove to be a useful technique for problems related to Radar Signal Processing (see [6], [16]). These results, along with what is known from the Evolutionary Optimisation community, also suggest that CMA-ES as the search operator may be useful to explore Multi-or-Many Objective Optimization of Radar problems.

![Fig. 2: Boxplots of objective values in \( P(\text{IBEA}) \), \( D = 8 \), objective functions are scaled to \([0, 1]\) and to be minimized. Existing PRF sets were added for comparison [1], [15].](image)
Fig. 3: Histogram of objective values in $B, D = 10$, objective functions are transformed to appear as a minimization problem: $[-f_1, -f_2, -f_3, -f_4, -f_5, -f_6, -f_7, -f_8, f_9 - 50]$.
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