Dipolar stability in spherical simulations: the impact of an inner stable zone
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Abstract. Magnetic fields vary in complexity for different stars. The stability of dipolar magnetic fields is known to depend on different quantities, e.g., the stellar rotation, the stratification, and the intensity of convective motions. Here, we study the dipolar stability in a system with an inner stable zone. We present preliminary results of dynamo simulations using the Rayleigh number as a control parameter. The stiffness of the stable zone is accordingly varied to keep a constant ratio of the Brunt–Väisälä frequency to the angular velocity. Similarly to the completely convective spherical shell, we find that a transition exists between a regime where the magnetic field is dipolar to a multipolar regime when the Rossby number is increased. The value of the Rossby number at the transition is very close to the one of the fully convective case.
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1. Introduction

Fully convective simulations show that the stability of dipolar dynamos depends on the Rossby number (Gastine et al. 2012). Two regimes exist: one for low Rossby number, which results in strong dipolar fields, and another with higher Rossby numbers that lead to complex magnetic field configurations. It is not clear if the same trend exists in the presence of an inner stable zone, a configuration that describes stars with a radiative core.

Helioseismology analysis reveals the presence of a shear layer at the interface of the stable zone with the convective zone in the Sun. This layer is known to be a source of strong toroidal fields through the so-called Ω–effect. Numerical simulations possessing a stable zone indicate that complex dynamics operate (Guerrero et al. 2016). Although the shear is expected to impact the magnetic field generation, no parametric study using the Rayleigh number to force the intensity of the convection has been carried out for this setup using 3D simulations.

In this work, we probe the influence of the inner stable zone in the magnetic field properties. We simulate fully convective spherical shells and partially convective shells (radiative zone + convective envelope). In Section 2 we describe the setup of the simulations and in Section 3 we present our magnetic results.

2. Models

We perform 3D MHD simulations in spherical geometry. Our computational domain covers a full shell with inner radius $r_i$ and outer radius $r_o$. Two different setups are considered in this work: (i) a fiducial fully convective setup, which consists of a spherical shell with aspect ratio $r_i/r_o = 0.6$; and (ii) a partially convective setup with aspect ratio
\( r_i/r_o = 0.4 \). The setup of the latter is essentially the convective zone of model (i) with an additional inner stable zone.

Next, we show the governing equations that describe our system and we define the reference states that capture the physical conditions of each setup.

### 2.1. Governing equations and non-dimensional parameters

We solve the MHD equations for a stratified fluid in a spherical shell that rotates with angular velocity \( \Omega \) about the axis \( \hat{e}_z \). We adopt a dimensionless formulation where \( r_o \) is the reference lengthscale, the viscous diffusion time \( r_o^2/\nu \) is the timescale, and \( r_o |d\tilde{s}/dr|_r_o \) is the entropy scale. Gravity, density, and temperature are normalised by their outer radius value.

We use the anelastic version of the code MagIC (Gastine & Wicht 2012) to solve the non-dimensional equations that govern convective motions, magnetic field generation, and entropy fluctuations:

\[
E \left[ \frac{\partial \tilde{u}}{\partial t} + (\tilde{u} \cdot \nabla) \tilde{u} \right] = -\nabla \left( \frac{\rho}{\nu} \right) + \frac{Ra}{Pr} g s' \hat{e}_z - 2 \hat{e}_z \times \tilde{u} + \frac{1}{Pm \rho} (\nabla \times \tilde{B}) \times \tilde{B} + \frac{E}{\rho} \nabla \cdot S, \tag{2.1}
\]

\[
\frac{\partial \tilde{B}}{\partial t} = \nabla \times \left( \tilde{u} \times \tilde{B} \right) - \frac{1}{Pm} \nabla \times \left( \nabla \times \tilde{B} \right), \tag{2.2}
\]

\[
\rho \tilde{T} \left[ \frac{\partial s'}{\partial t} + (\tilde{u} \cdot \nabla) s' + \frac{d\tilde{s}}{dr} \right] = \frac{1}{Pr} \nabla \cdot (\rho \tilde{T} \nabla s') + \frac{Pr Di}{Ra} \frac{Q_o}{\rho} + \frac{Pr Di}{Pm^2 E Ra} (\nabla \times \tilde{B})^2, \tag{2.3}
\]

\[
\nabla \cdot (\rho \tilde{u}) = 0, \quad \nabla \cdot \tilde{B} = 0, \tag{2.4}
\]

where \( S \) and \( Q_o \) are, respectively, the strain-rate tensor and viscous heating. The equations above are expressed in terms of five dimensionless control parameters, which are: the Ekman number (E), Rayleigh number (Ra), Prandtl number (Pr), magnetic Prandtl number (Pm), and dissipation number (Di). These non-dimensional numbers are defined as follows:

\[
E = \frac{\nu}{\Omega r_o^2}, \quad Ra = \frac{g \rho r_o^4}{c_p k \nu} \left| \frac{d\tilde{s}}{dr} \right|_{r_o}, \quad Pr = \frac{\nu}{\kappa}, \quad Pm = \frac{\nu}{\lambda}, \quad \text{and} \quad Di = \frac{g \rho r_o}{c_p T_o}, \tag{2.5}
\]

where, \( \nu \) is the viscosity, \( \kappa \) is the thermal diffusivity, and \( \lambda \) is the magnetic diffusivity.

The dimensionless gravity profile adopted is \( g(r) = -\frac{7.36c_o}{r_o^2} + \frac{4.99c_o^2}{r_o^4} + \frac{3.71c_o^3}{r_o^6} - \frac{0.34c_o^4}{r_o^8} \).

### 2.2. Reference state

Thermodynamical quantities in equations (2.1) to (2.3) were expressed in terms of a static (reference) state and fluctuations around it. This reference state, indicated by an overbar, is assumed to be an ideal gas nearly adiabatic given by

\[
\frac{1}{T} \frac{\partial T}{\partial r} = \epsilon_s \frac{d\tilde{s}}{dr} - Di \alpha_o g(r) \quad \text{and} \quad \frac{1}{\rho} \frac{\partial \rho}{\partial r} = \epsilon_s \frac{d\tilde{s}}{dr} - \frac{Di \alpha_o}{T} g(r), \tag{2.6}
\]

where the condition \( \epsilon_s \ll 1 \) is necessary to ensure that the governing equations still hold near adiabaticity.

Here, \( d\tilde{s}/dr \) is a prescribed non-adiabaticity that controls the radial stratification in the simulation domain. Stably-stratified regions occur whenever \( d\tilde{s}/dr > 0 \), while negative gradients set convectively-unstable regions. In model (i) convection is set by imposing \( d\tilde{s}/dr = -1 \) in the entire radial domain, i.e., \( r \in (0.6, 1.0) r_o \). On the other hand, in model
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(ii) the non-adiabaticity is given by

\[
\frac{d\bar{s}}{dr} = \begin{cases} 
\left(\frac{N}{\Omega}\right)^2 \frac{Pr}{Ra E^2}, & r < 0.6r_0, \\
-1, & r \geq 0.6r_0,
\end{cases}
\]

a profile that creates a stably-stratified layer for \( r < 0.6r_0 \). The amplitude of this stable layer is a function of the non-dimensional numbers and the ratio of the Brunt-Väisälä frequency \( N \) to the angular velocity.

In the next section we compare the magnetic configurations achieved on both setups. In the full set of simulations \( E = 1.6 \times 10^{-5}, \ Pr = 1, \ Pm = 5, \) and \( Di = 2.7 \), where the choice of \( Di \) sets a density contrast in the convective region equivalent to \( 4.8 \) in both models. Furthermore, we chose to keep \( N/\Omega = 2 \) in this first analysis of the stably-stratification impact on the magnetic field topology.

3. Magnetic results

The set of simulations present here uses the Rayleigh number as a control parameter. We cover four different forcing levels: \( Ra = 4.77 \times 10^7, 6.25 \times 10^7, 7.81 \times 10^7, \) and \( 1.56 \times 10^8 \). Pair of simulations were run for each one of the forcing levels in order to access the impact of the stable zone in the magnetic configuration. These pairs of simulations correspond to the two different setups introduced in Section 2: (i) fully convective and (ii) partially convective.

Equatorial views of the radial velocity field are depicted in Fig. 1 for the case with \( Ra = 1.56 \times 10^8 \). Left and right panels correspond respectively to setups (i) and (ii). The snapshot evidences the existence of the stable zone in setup (ii). Following Christensen & Aubert (2006), we define the local Rossby number as

\[
Ro_l = \frac{u_{rms}}{\Omega l_0},
\]

where \( l_0 \) is the mean spherical harmonics degree in the kinetic energy spectrum. A comparison between both runs shows that the intensity of the convective flows is diminished in the presence of the stable zone, thus lowering the Rossby number. This damping behavior occurs for all partially convective simulations, however it is more prominent in the run with higher forcing.

Figure 1. Equatorial view of the radial velocity, \( v_r \), for runs with \( Ra = 1.56 \times 10^8 \). Left panel shows the result using the setup (i) and right panel shows the result using the setup (ii). Units are the inverse of the Ekman number, \( E^{-1} \).

Figure 2 shows the complexity of the magnetic field in our simulations as a function of the local Rossby number. We characterise the complexity of the surface magnetic field through the fraction of dipole. We express it as the relative energy in the axial dipole to
the total energy in spherical harmonics degrees up to 11 at the surface:

\[
 f_{\text{dip}}(r = r_0) = \frac{\mathbf{B}^2_{(l=1,m=0)}(r = r_0)}{\sum_{l=0}^{11} \sum_{m=0}^{l} \mathbf{B}^2_{(l,m)}(r = r_0)}. \tag{3.1}
\]

Magnetic fields were consistently generated in our set of simulations. The transition from dipolar to multipolar fields was observed for both setups considered. Runs with \( Ra = 4.77 \times 10^7 \) (black color in Fig. 2), \( Ra = 6.25 \times 10^7 \) (red) and \( Ra = 7.81 \times 10^7 \) (blue) produced strong axial dipolar fields, whereas the case with \( Ra = 1.56 \times 10^8 \) (orange) resulted in complex surface magnetic fields. For both setups the case with \( Ra = 7.81 \times 10^7 \) (blue) showed a reversal dipole, a characteristic behavior for the simulations with Rossby number at the transition for multipolar solutions.

4. Conclusions and perspectives

We performed numerical simulations to access the stability of dipolar solutions in the presence of a stable zone. Two different setups were considered, one fully convective and another partially convective. Our set of simulations corresponds to a parametric search using the Rayleigh number, which translates into a variation of Rossby number, i.e. the influence of rotation on convection.

For both setups dipolar and multipolar solutions were achieved. This preliminary results indicate that the dipolar transition occurs in the same region for simulations with and without stable zone. Additional runs are necessary to identify at which Rossby value the transition occurs and if other regimes exist where the dipolar solution would be favoured.
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